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Introduction
This paper is organized as follows.
Part 1 The graph cohomology rings of the GKM graphs of flag manifolds
Part 2 The equivariant cohomology rings of Peterson varieties
Part 3 Counting generalized Dyck paths
In Part 1, we consider the equivariant cohomology rings of the flag man-
ifolds from the viewpoint of combinatorics.
Through Part 1 and Part 2, we treat the equivariant cohomology ring
of a manifold with a torus action. If the manifold and its torus action sat-
isfy some condition, then it follows from the Localization Theorem that
the restriction map of the manifold to the fixed point set is injective in the
equivariant cohomology rings.
Goresky-Kottwitz-MacPherson provide a combinatorial description of
the equivariant cohomology ring of such a nice manifold as a subring of
the equivariant cohomology ring of the fixed point set. They consider man-
ifolds with a torus action such that the fixed point set of the torus action
is a finite set and the equivariant one-skeleton of the manifold is a union
of points or 2 spheres. Such fixed point set and equivariant one-skeleton
of the manifold associate a labeled graph called a GKM graph if the GKM
condition (that the fixed point set is isolated and the weights at the tan-
gential representation are pairwise linearly independent at each fixed point)
is satisfied. (See Goresky-Kottwitz-MacPherson (Equivariant cohomology,
Koszul duality and the localization theorem, Invent. Math. 131 (1998),
25-83)).
Guillemin-Zara defined the “cohomology ring ” for the GKM graph com-
binatorially (we call the ring the graph cohomology ring), and according
to them the result of Goresky-Kottwitz-MacPherson can be stated that the
equivariant cohomology ring of a manifold with a torus action which satis-
fies the GKM condition is isomorphic with the graph cohomology ring of
the associated GKM graph. The coecients they treated are the complex
field C or the rational field Q. The family of manifolds with torus actions
satisfying the GKM condition contains important manifolds such as toric
manifolds, Grassmanians and flag manifolds and has been studied by many
mathematicians such as MacPherson, Guillemin, Zara, Holm, Tolman, Ty-
moczko, Harada.
In Part 1, we determine the ring structures of the graph cohomology
rings of the flag manifolds of classical type and G2 type with “integral” co-
ecient. However for type C we could not determine it with the integral
coecient, but if we work over Z[ 12 ] instead of Z, then the argument devel-
oped for the type A works with a little modification, so we can determine
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it with the Z[12 ]-coecient. Actually, the flag manifold of type C is an ex-
ample such that the equivariant cohomology ring of a manifold with a torus
action and its associated graph cohomology ring are not isomorphic with
Z-coecients.
This research motivated further work on the graph cohomology ring of
the flag manifold. In fact, Sato has determined the ring structure of the
graph cohomology ring of F4 type and he continues the study for other
exceptional types. (T. Sato.The T-equivariant integral cohomology ring of
F4=T , arxiv.org/abs/1305.1117.)
In Part 2, we consider the equivariant cohomology ring of certain sub-
variety of a flag manifold of type A from the perspective of the localization
like in Part 1.
The flag variety is the space of nested subspaces in Cn and has a class
of subvarieties called Hessenberg varieties. Peterson varieties are simple
examples of Hessenberg varieties, but it is known that the Peterson varieties
are related to the quantum cohomology of the flag variety and this is a rea-
son why the Peterson varieties are fascinating. The natural n-dimensional
torus action on the flag variety does not preserve the Peterson variety, but
certain 1-dimensional subtorus preserves it.
We calculate its S 1-equivariant cohomology ring in Part 2. In Part 1, we
use combinatorial techniques, while in Part 2 we use not only combinato-
rial techniques but also the techniques from the commutative ring.
Related to our work, Horiguchi determines the ring structure of the S 1-
equivariant cohomology rings of the Springer varieties with some condi-
tions. Springer varieties are also simple examples of Hessenberg varieties.
One of the well-known interpretations of the Catalan number Cn = 1n+1

2n
n

is the number of Dyck paths. We generalize the definition of the Dyck path
naturally, and give a formula of the number of that, namely we give one
of the generalization of the Catalan number in Part 3. Unfortunately, this
result was already obtained by Bizley in previous decades, but there are few
researchers who know this result (I could not meet them). And the result is
very beautiful and fascinating, moreover the result suggests the possibility
that the formula has some relation with the Schur functions. So, I have in-
cluded this subject in the thesis as Part 3 although it has no direct relation
with Part 1 and Part 2.
I think the research in Part 3 has many foresights. It is known that the
Catalan number has more than 200 interpretations, but the generalization
of the Catalan number we give in Part 3 has only one interpretation so far,
namely the number of generalized Dyck paths. On the other hand, there
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exist many “generalizations of the Catalan number” and the (q; t) Catalan
number is well studied among them. I think it is interesting to give a (q; t)-
analog of our generalization of the Catalan number.
3
Acknowledgment
I express appreciation for everyone’s help and all my experiences in Os-
aka City University.
When I came to university I did not major in mathematics. I was a student
of the department of technology but I wanted to study mathematics. Then
the professors of the math department allowed me to join the math depart-
ment even though I did not have good scores in mathematics. In addition,
the professors of the department of technology allowed me to move to the
math department. It was my big turning point and the beginning of a good
life with mathematics, so I want to thank all my professors from that time.
After that I was given a lot of support from not only the teachers but also
the sta of the science and the math departments.
My academic brother Hiroaki Ishida helped my studies and he was re-
liable when we went on overseas trips. Kaname Hashimoto always taught
me so kindly many things, especially pertaining to how to make documents
for presentations. I take this opportunity to thank them.
A lot of teachers I met at symposiums and seminars, especially Takeshi
Ikeda, Shizuo Kaji, Hirosi Naruse, Megumi Harada and Satoshi Murai gave
me advice and useful comments many times. I would like to thank each and
every one of them.
The friends I met through mathematics gave me the motivation for re-
search and shared any anxieties. Especially, I share many important memo-
ries with Kazuki Morimoto and Yuriko Umemoto. Seminars with all of my
academic brothers and sisters were also inspiring environments, and I loved
these seminars. I will never forget the great time I had in them. My old
friends and my family always helped me relax and cheered me up. I want
to thank them for everything.
At last, I can not find sucient words to express my appreciation to my
supervisor, Professor Mikiya Masuda. He always kindly showed and taught
me how to face mathematical problems. He also gave me many opportu-
nities to give presentations, attend many symposiums and seminars, and
make friends. I have one regret that I could not always respond to his ex-
pectations, but I feel I could change a little thanks his tremendous support.
I thank him from the bottom of my heart.
I cannot thank everyone enough, but I want to express my deepest appre-
ciation for all of my teachers, my friends and my family here.
4
Table of contents
Part 1
?The cohomology ring of the GKM graph of a flag manifold of classical
type
?The graph cohomology ring of the GKM graph of a flag manifold of type
G2
Part 2
?The equivariant cohomology rings of Peterson varieties
Part 3
?Counting generalized Dyck paths
?Appendix
5
Part 1
?The cohomology ring of the GKM graph of a flag manifold of classical
type
?The graph cohomology ring of the GKM graph of a flag manifold of type
G2
6
THE COHOMOLOGY RING OF THE GKM GRAPH
OF A FLAG MANIFOLD OF CLASSICAL TYPE
Joint work with Hiroaki Ishida and Mikiya Masuda
Abstract. If a closed smooth manifold M with an action of a torus T
satisfies certain conditions, then a labeled graph GM with labeling in
H2(BT ) is associated with M, which encodes a lot of geometrical infor-
mation on M. For instance, the “graph cohomology” ring HT (GM) ofGM
is defined to be a subring of
L
v2V(GM ) H
(BT ), where V(GM) is the set
of vertices of GM , and is known to be often isomorphic to the equivariant
cohomology HT (M) of M. In this paper, we determine the ring structure
of HT (GM) with Z (resp. Z[ 12 ]) coecients when M is a flag manifold of
type A, B or D (resp. C) in an elementary way.
1. Introduction
Let T be a compact torus of dimension n and M a closed smooth T -
manifold. The equivariant cohomology of M is defined to be the ordinary
cohomology of the Borel construction of M, that is,
HT (M) := H(ET T M)
where ET denotes the total space of the universal principal T -bundle ET !
BT and ETT M denotes the orbit space of ETM by the diagonal T -action.
Throughout this paper, all cohomology groups are taken with Z coecients
unless otherwise stated. The equivariant cohomology of M contains a lot
of geometrical information on M. Moreover it is often easier to compute
HT (M) than H(M) by virtue of the Localization Theorem which implies
that the restriction map
(1.1)  : HT (M) ! HT (MT )
to the T -fixed point set MT is often injective, in fact, this is the case when
Hodd(M) = 0. When MT is isolated, HT (MT ) =
L
p2MT H

T (p) and hence
HT (MT ) is a direct sum of copies of a polynomial ring in n variables because
HT (p) = H(BT ).
Therefore we suppose that Hodd(M) = 0 and MT is isolated. Goresky-
Kottwitz-MacPherson [5] (see also [6, Chapter 11]) found that under the
further condition that the weights at a tangential T -module are pairwise
2010 Mathematics Subject Classification. Primary 14M15; Secondary 55N91.
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linearly independent at each p 2 MT , the image of  in (1.1) above is de-
termined by the fixed point sets of codimension one subtori of T when con-
sidering cohomology withQ coecients. Their result motivated Guillemin-
Zara [7] to associate a labeled graphGM with M and define the “graph coho-
mology” ring HT (GM) of GM, which is a subring of
L
p2MT H
(BT ). Then
the result of Goresky-Kottwitz-MacPherson can be stated that HT (M)
Q is
isomorphic to HT (GM) 
Q as graded rings when M satisfies the conditions
mentioned above.
The result of Goresky-Kottwitz-MacPherson can be applied to many im-
portant T -manifolds M such as flag manifolds, compact smooth toric va-
rieties and so on. When M is such a nice manifold, HT (M) is known to
be often isomorphic to HT (GM) without tensoring with Q (see [9], [10] for
example). In this paper, we determine the ring structure of HT (GM) (resp.
HT (GM)
Z[ 12 ]) in an elementary way when M is a flag manifold of type A,
B or D (resp. C).
The equivariant cohomology ring HT (M) of a flag manifold M of classi-
cal type is determined (see [4] for example) and our computation of HT (GM)
confirms that (resp. HT (M)
Z[ 12 ]) is isomorphic to HT (GM) (resp. HT (GM)

Z[12 ]) when M is of type A, B or D (resp. C). The main point in our com-
putation is to show that HT (GM) is generated by some elements which have
a simple combinatorial description. When M is a flag manifold of type
An 1, those elements 1; : : : ; n in HT (GM) correspond to the equivariant
first Chern classes in HT (M) of complex line bundles over M obtained from
the flags. One can show that those first Chern classes generate HT (M) over
H(BT ) using topological techniques. However, our concern is to compute
the graph cohomology HT (GM) directly, and so we show that 1; : : : ; n gen-
erate HT (GM) over H(BT ) in a purely combinatorial or elementary way.
This paper is organized as follows. In Section 2 we introduce the notion
of a labeled graph and its graph cohomology following the notion of GKM
graph and its graph cohomology. We treat type A in Section 3, which is a
prototype of our argument. Type C is treated in Section 4 and the argument
is almost the same as type A if we work over Z[12 ] coecients. Types B
and D can also be treated similarly but more subtle arguments are necessary
when we work over Z coecients. This is done in Sections 5 and 6.
This paper is the detailed and improved version of the announcement [1].
Recently the first author ([2]) has determined the ring structure of HT (GM)
along the line developed in this paper when M is the flag manifold of type
G2.
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2. Labeled graphs and graph cohomology
Let T be a compact torus of dimension n. Any homomorphism f from
T to a circle group S 1 induces a homomorphism f  : H(BS 1) ! H(BT ),
so assigning f to f (u), where u is a fixed generator of H2(BS 1), defines a
homomorphism from Hom(T; S 1) (the group of homomorphisms from T to
S 1) to H2(BT ). As is well-known, this homomorphism is an isomorphism
so that we make the following identification
Hom(T; S 1) = H2(BT )
and use H2(BT ) instead of Hom(T; S 1) throughout this paper.
Let G be a graph with labeling
`(e) 2 H2(BT ) for each edge e of G.
We call G a labeled graph in this paper. Remember that H(BT ) is a poly-
nomial ring over Z generated by elements in H2(BT ).
Definition. The graph cohomology ring of G, denoted HT (G), is defined
to be the subring of Map(V(G); H(BT )) = L
v2V(G) H
(BT ), where V(G)
denotes the set of vertices of G, satisfying the following condition:
h 2 Map(V(G); H(BT )) is an element of HT (G) if and only
if h(v)   h(v0) is divisible by `(e) in H(BT ) whenever the
vertices v and v0 are connected by an edge e in G.
Note that HT (G) has a grading induced from the grading of H(BT ).
Remark. Guillemin-Zara [7] introduced the notion of GKM graph moti-
vated by the result of Goresky-Kottwitz-MacPherson [5]. It is a labeled
graph but requires more conditions on the labeling ` and encodes more ge-
ometrical information on a T -manifold M when it is associated with M.
However, what we are concerned with in our paper is the graph cohomol-
ogy of G defined above and for that purpose we do not need to require any
condition on the labeling ` although the labeled graphs treated in this paper
are all GKM graphs.
Here is an example of a labeled graph arising from a root system, which
is our main concern in this paper.
Example. For a root system  in H2(BT ) (with an inner product) we define
a labeled graphG as follows. The vertex set V(G) ofG is the Weyl group
W of , which is generated by reflections  determined by  2 . Two
vertices w and w0 are connected by an edge, denoted ew;w0 , if and only if
there is an element  of  such that w0 = w, and we label the edge ew;w0
with w. Since  =  , this labeling has ambiguity of sign but the graph
cohomology ring HT (G) is independent of the sign.
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If G is a compact semisimple Lie group with  as the root system and T
is a maximal torus of G, then the labeled (or GKM) graph associated with
G=T is G, see [8, Theorem 2.4].
3. Type An 1
Let ftigni=1 be a basis of H2(BT ), so that H(BT ) can be identified with
the polynomial ring Z[t1; t2; : : : ; tn]. We choose an inner product on H2(BT )
such that the basis ftigni=1 is orthonormal. Then
(3.1) (An 1) := f(ti   t j) j 1  i < j  ng
is a root system of type An 1. We denote by An the labeled graph associated
with (An 1). The graph An has the permutation group S n on n letters
[n] = f1; 2; : : : ; ng as the vertex set. We use the one-line notation w =
w(1)w(2) : : :w(n) for permutations. Two vertices w;w0 are connected by
an edge ew;w0 if and only if there is a transposition (i; j) 2 S n such that
w0 = w  (i; j), in other words,
w0(i) = w( j), w0( j) = w(i) and w0(r) = w(r) for r , i; j,
and the edge ew;w0 is labeled by tw(i)   tw0(i).
For each i = 1; : : : ; n, we define elements i; ti of Map(V(An); H(BT ))
by
(3.2) i(w) := tw(i); ti(w) := ti for w 2 S n:
In fact, both i and ti are elements of H2T (An).
Remark. Let 0  E1      En be the tautological flag of bundles over a
flag manifold of An 1 type. They admit natural T -actions and one can see
that i corresponds to the equivariant first Chern class cT1 (Ei=Ei 1) of the
equivariant line bundle Ei=Ei 1.
Example. The case n = 3. The root system (A2) is f(ti   t j)j1  i < j 
3g. The labeled graph A3 and i for i = 1; 2; 3 are as follows.
213
123 132
312
321231
t2 t3
t1 t3
t1 t2
The labeled graph A3
t2
t1 t1
t3
t3t2
1
t1
t2 t3
t1
t2t3
2
t3
t3 t2
t2
t1t1
3
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Theorem 3.1. Let An be the labeled graph associated with the root system
(An 1) of type An 1 in (3.1). Then
HT (An) = Z[1; ; n; t1; ; tn]=(ei()   ei(t) j i = 1; ; n);
where ei() (resp. ei(t)) is the ith elementary symmetric polynomial in 1; ; n
(resp. t1; ; tn).
The rest of this section is devoted to the proof of Theorem 3.1. We first
prove the following.
Lemma 3.2. HT (An) is generated by 1; ; n; t1; ; tn as a ring.
Proof. We shall prove the lemma by induction on n. When n = 1, HT (A1)
is generated by t1 since A1 is a point; so the lemma holds.
Suppose that the lemma holds for n  1. Then it suces to show that any
homogeneous element h of HT (An), say of degree 2k, can be expressed as
a polynomial in the i’s and ti’s. For each i = 1; : : : ; n, we set
Vi := fw 2 S n j w(i) = ng:
The sets Vi give a decomposition of S n into disjoint subsets. We consider
the full labeled subgraph Li of An with Vi as the vertex set, where the full
subgraph means that any edge in An connecting vertices in Vi lies in Li.
Note that the vertices of Li can naturally be identified with permutations on
f1; 2; : : : ; ngnfig and Li is isomorphic to An 1 for any i. In fact, let i be the
map from Vi to S n 1 which maps w to w(1)w(2)   w(i  1)w(i+ 1)   w(n).
It is clear that i is a bijection and i induces the isomorphism between Li
and An 1 as a labeled graph, namely if v and v0 are connected by an edge
e in Li then i(v) and i(v0) are also connected by an edge e0 in An 1, and
`(e) = `(e0).
The restriction of h 2 HT (An) to L1 is of the form
hjL1 =
kX
i=0
Pitin
where Pi is some homogeneous element in HT (An 1) of degree 2(k   i),
since L1 and An 1 are isomorphic. By inductive assumption, each Pi is
generated by  j; t j 2 HT (An 1). For v 2 L1,  j+1(v) is equal to  j(1(v))
for 1  j  n   1, so there is a polynomial P in i’s and ti’s such that
(h   P)(v) = 0 for any v in V1. Therefore we may assume that h(v) = 0 for
any v in V1 by subtracting from h a polynomial in i’s and ti’s.
Let q be the maximal integer up to minfk + 1; ng so that
(3.3) h(v) = 0 for any v 2
q 1[
i=1
Vi,
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where q  2. Note that a vertex w in Vq is connected by an edge in An to a
vertex v in Vi for i , q if and only if v = w  (i; q). In this case h(w)   h(v)
is divisible by tw(i)   tw(q) = tw(i)   tn and h(v) = 0 whenever i < q by (3.3),
so h(w) is divisible by tw(i)   tn for i < q. Thus, for each w 2 Vq, there is an
element gq(w) 2 Z[t1; ; tn] such that
(3.4) h(w) = (tw(1)   tn)(tw(2)   tn) : : : (tw(q 1)   tn)gq(w)
where gq(w) is homogeneous and of degree 2(k + 1   q) because h(w) is
homogeneous and of degree 2k.
One expresses
(3.5) gq(w) =
k+1 qX
r=0
gqr (w)trn
with homogeneous polynomials gqr (w) of degree 2(k+1 q r) in Z[t1; ; tn 1].
Claim. For each r with 0  r  k + 1   q, there is a polynomial Gqr in i’s
(except q) and ti’s (except tn) with integer coecients such that Gqr (w) =
gqr (w) for any w 2 Vq.
Proof of Claim. If the vertex w in Vq is connected by an edge in An to a
vertex v in Vq, then there is an element (i; j) 2 S n such that v = w  (i; j)
where i and j are not equal to q. Since h is an element of HT (An), h(w) h(v)
has to be divisible by tw(i)   tw( j), in other words,
(3.6) h(w)  h(v) mod tw(i)   tw( j):
On the other hand, it follows from (3.4) that we have
(3.7) h(w) = gq(w)
q 1Y
s=1
(tw(s)   tn); h(v) = gq(v)
q 1Y
s=1
(tv(s)   tn):
Here, since v = w  (i; j), we have w(i) = v( j), w( j) = v(i) and w(s) = v(s)
for s , i; j. Moreover w(i) and w( j) are not equal to n because i and j are
not equal to q. Therefore
q 1Y
s=1
(tw(s)   tn) 
q 1Y
s=1
(tv(s)   tn) . 0 mod tw(i)   tw( j):
This together with (3.6) and (3.7) implies that
gq(w)  gq(v) mod tw(i)   tw( j)
and hence
gqr (w)  gqr (v) mod tw(i)   tw( j) for any r
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because w(i) and w( j) are not equal to n. Therefore gqr (w)   gqr (v) is di-
visible by tw(i)   tw( j) for any r. This means that gqr restricted to Lq is an
element of HT (Lq). The vertices of Lq can be identified with permutations
on f1; : : : ; ngnfqg and hence Lq is naturally isomorphic to An 1, so the in-
duction assumption on n implies that there is a polynomial Gqr in i’s (except
q) and ti’s (except tn) with integer coecients such that Gqr (w) = gqr (w) for
any w 2 Vq = V(Lq), proving the claim.
Since i(w) = tw(i) and w(i) = n for w 2 Vi, we have
(3.8)
q 1Y
j=1
( j   tn)(w) = 0 for any w 2
q 1[
i=1
Vi.
Therefore, it follows from (3.4), (3.5), the claim above and (3.8) that putting
Gq =
Pk+1 q
r=0 G
q
r trn, we have
 h  Gq q 1Y
j=1
( j   tn)(w) =h(w)   gq(w) q 1Y
j=1
(tw( j)   tn)
=0 for any w 2
q[
i=1
Vi.
Therefore, subtracting the polynomial GqQq 1j=1( j   tn) from h, we may
assume that
h(v) = 0 for any v 2
q[
i=1
Vi.
The above argument implies that h finally takes zero on all vertices of An
(which means h = 0) by subtracting polynomials in i’s and ti’s with integer
coecients, and this completes the induction step. 
Let k be a commutative ring. We take k = Z or Z[ 12 ] later. Remember
that the Hilbert series of a graded k-algebra A =
L1
j=0 A
j
, where A j is the
degree j part of A and assumed to be of finite rank over k, is a formal power
series defined by
F(A; s) :=
1X
j=0
(rankk A j)s j:
Lemma 3.3. F(HT (An); s) = 1(1 s2)2n
Qn
i=1(1   s2i).
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Proof. We first note that HT (An) is free over Z because it is a submodule ofL
w2S n H
(BT ). Let dn(k) := rankZ H2kT (An). Then
(3.9) F(HT (An); s) =
1X
k=0
dn(k)s2k:
For q with 0  q  k + 1, we set
F2kq = fh 2 H2kT (An) j h(w) = 0 for any w 2
q[
i=1
Vig:
Then we have a filtration
H2kT (An) = F2k0  F2k1      F2kk  F2kk+1 = 0
and since gqr in (3.5) belongs to H2(k+1 q r)T (Lq) = H2(k+1 q r)T (An 1) as shown
in the claim and gqr can be chosen arbitrarily, we have
rankZ F2kq 1   rankZ F2kq =
k+1 qX
r=0
dn 1(k + 1   q   r) =
k+1 qX
r=0
dn 1(r):
Therefore, we have
(3.10) dn(k) =
minfk+1;ngX
q=1
k+1 qX
r=0
dn 1(r):
If we set dn 1( j) = 0 for j < 0, then an elementary computation shows that
(3.10) reduces to
(3.11)
dn(k) =
8>><>>:
Pn
i=1 i  dn 1(k + 1   i) if k  n   1,Pn
i=1 i  dn 1(k + 1   i) + n
Pk+1
i=n+1 dn 1(k + 1   i) if k  n.
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We shall abbreviate F(HT (An); s) as Fn(s). Then, plugging (3.11) in (3.9),
we obtain
Fn(s) =
1X
k=0

dn 1(k) + 2dn 1(k   1) +  + ndn 1(k + 1   n)

s2k
+ n
1X
k=n

dn 1(k   n) +  + dn 1(1) + dn 1(0)

s2k
=Fn 1(s) + 2s2Fn 1(s) +  + ns2n 2Fn 1(s)
+ n

dn 1(0)s2n 11   s2 + dn 1(1)s
2n+2 1
1   s2 + 

=Fn 1(s)

1 + 2s2 +  + ns2n 2

+ n
s2n
1   s2 Fn 1(s)
=
1   s2n
(1   s2)2 Fn 1(s):
On the other hand, F1(s) = 1=(1   s2) since HT (A1) = Z[t1]. Therefore the
lemma follows. 
We abbreviate the polynomial ring Z[1; ; n; t1; ; tn] as Z[; t]. The
canonical map Z[; t] ! HT (An) is a degree-preserving homomorphism
which is surjective by Lemma 3.2. Let ei() (resp. ei(t)) denote the ith ele-
mentary symmetric polynomial in 1; ; n (resp. t1; ; tn). It easily follows
from (3.2) that ei() = ei(t) for i = 1; ; n. Therefore the canonical map
above induces a degree-preserving epimorphism
(3.12) An := Z[; t]=
 
ei()   ei(t) j i = 1; :::; n! HT (An):
We note that An is a Z[t]-module in a natural way.
Lemma 3.4. An is generated by f
Qn 1
p=1 
ip
p j ip  n   pg as a Z[t]-module.
Proof. Clearly the elements Qn 1p=1 ipp , with no restriction on exponents ip,
generate An as a Z[t]-module. Therefore, it suces to prove that n p+1p can
be expressed as a polynomial in 1; : : : ; p and ti’s with the exponent of p
less than or equal to n   p.
Let hi(t) (resp. hi()) be the ith complete symmetric polynomial in t1; ; tn
(resp. 1; ; n) and h0(t) = e0(t) = 1. Since ei() = ei(t) for any i, we have
nY
i=1
(1   ix) =
nY
i=1
(1   tix)
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where x is an indeterminate. It follows thatX
i0
hi(1; ; p)xi =
pY
i=1
1
1   ix
=
nY
i=p+1
(1   ix)
nY
i=1
1
1   tix
=
 n pX
i=0
( 1)iei(p+1; ; n)xi
X
i0
hi(t)xi

:
(3.13)
Comparing coecients of xn+1 p in (3.13), we have
(3.14) hn+1 p(1; ; p) =
n pX
i=0
( 1)iei(p+1; ; n)hn+1 p i(t)
while it easily follows from the definition of hi that
(3.15) hn+1 p(1; ; p) = n+1 pp +
n pX
i=0
ip  hn+1 p i(1; ; p 1):
By (3.14) and (3.15) we have
n+1 pp =  
n pX
i=0
ip  hn+1 p i(1; ; p 1)
+
n pX
i=0
( 1)iei(p+1; ; n)hn+1 p i(t):
(3.16)
On the other hand, it follows from ei() = ei(t) that
iX
j=0
e j(1; ; p)ei  j(p+1; ; n) = ei(t) for any i;
that is,
ei(p+1; ; n) = ei(t)  
iX
j=1
e j(1; ; p)ei  j(p+1; ; n) for any i:
Thus one obtains
e1(p+1; ; n) = e1(t)   e1(1; ; p)
e2(p+1; ; n) = e2(t)   e2(1; ; p)   e1(1; ; p)e1(p+1; ; n)
= e2(t)   e2(1; ; p)   e1(1; ; p) e1(t)   e1(1; ; p);
and so on. This shows that ei(p+1; ; n) can be written as a linear combi-
nation of
Qp
k=1 
ik
k , with ik  i, over Z[t]. Therefore, it follows from (3.16)
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that n+1 pp is written as a polynomial in 1; ; p and ti’s with the exponent
of p less than or equal to n   p. 
Now we are in a position to complete the proof of Theorem 3.1.
Proof of Theorem 3.1. If two formal power series a(s) = P1i=0 aisi and b(s) =P1
i=0 bisi with real coecients ai and bi satisfy ai  bi for every i, then we
express this as a(s)  b(s).
The Hilbert series of the free Z[t]-module generated byQn 1k=1 ikk is given
by 1(1 s2)n s
2
Pn 1
k=1 ik , so it follows from Lemma 3.4 that
F(An; s) 
1
(1   s2)n
X
0ikn k
s2
Pn 1
k=1 ik
and the equality above holds if and only if generators Qn 1p=1 ipp with ip 
n   p are linearly independent over Z[t]. Here the right hand side above is
equal to
1
(1   s2)n
X
0ikn k
 n 1Y
k=1
s2ik

=
1
(1   s2)n
n 1Y
k=1
 X
0ikn k
s2ik

=
1
(1   s2)n
n 1Y
q=1
(1 + s2 +    + s2q)
=
1
(1   s2)2n
nY
i=1
(1   s2i)
which agrees with F(HT (An); s) by Lemma 3.3. Therefore F(An; s) 
F(HT (An); s). On the other hand, the surjectivity of the map (3.12) im-
plies the opposite inequality. Therefore F(An; s) = F(HT (An); s). Since the
map (3.12) is surjective and F(An; s) = F(HT (An); s), we conclude that the
map (3.12) is actually an isomorphism. This proves Theorem 3.1. 
4. Type Cn
The argument developed in Section 3 works for the case of type Cn with
a little modification. In this section we shall state the result and mention
necessary changes in the argument.
The root system (Cn) of type Cn is given by
(4.1) (Cn) = f(ti + t j); (ti   t j); 2tk j 1  i < j  n; 1  k  ng
and its Weyl group is the signed permutation group on [n] := f1; : : : ;ng,
which we denote by ˜S n. Namely w 2 ˜S n permutes elements in [n] up
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to sign. Again we use the one-line notation w = w(1)w(2) : : :w(n). The
number of elements in ˜S n is 2nn!.
Let Cn be the labeled graph associated with the root system (Cn). It has
˜S n as vertices and two vertices w;w0 2 ˜S n are connected by an edge ew;w0 if
and only if one of the following occurs:
(1) there is a pair fi; jg  [n] such that
(w0(i);w0( j)) = (w( j);w(i)) and w0(r) = w(r) for r (, i; j) 2 [n],
(2) there is an i 2 [n] such that
w0(i) =  w(i) and w0(r) = w(r) for r (, i) 2 [n].
We understand
t m :=  tm for a positive integer m:
Then the edge ew;w0 is labeled by tw(i)   tw0(i) in case (1) above and by 2tw(i)
in case (2) above, and the elements i and ti for i = 1; : : : ; n defined by
(4.2) i(w) := tw(i) and ti(w) := ti
belong to H2T (Cn).
If Mn is a flag manifold of type Cn, then the restriction map
HT (Mn) !
M
w2 ˜S n
H(BT )
is injective and the image is known to be described as
Z[1; ; n; t1; ; tn]=(ei(2)   ei(t2) j i = 1; ; n);
where ei(2) (resp. ei(t2)) is the ith elementary symmetric polynomial in
1
2; ; n2 (resp. t12; ; tn2), see [4, Chapter 6]. So, one may expect that
HT (Cn) is generated by 1; : : : ; n; t1; : : : ; tn as a ring, but this is not true in
general as shown in the following example. This fact was pointed out by T.
Ikeda, L. C. Mihalcea and H. Naruse.
Example. Take n = 2. One can check that h 2 Map( ˜S 2; H(BT )) defined
by
h(v) =
8>>>>>>><>>>>>>>:
0 if v(1) = 2, v(2) = 2 or (v(1); v(2)) = ( 2; 1)
 2t2(t1   t2)(t1 + t2) if (v(1); v(2)) = (1; 2)
2t22(t1 + t2) if (v(1); v(2)) = ( 1; 2)
2t1t2(t1 + t2) if (v(1); v(2)) = ( 2; 1)
is an element of HT (C2), see Figure 1. In fact, the element h agrees with
1
2
(1   t2)(2   t2)(1   2 + t1 + t2)
and this shows that h is not a polynomial in 1; 2; t1; t2 over Z.
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Figure 1
The problem is caused by the presence of the factor 2 in the root system
(4.1) and if we work over Z[ 12 ] instead of Z, then the argument developed
in the previous section works with a little modification and we obtain the
following.
Theorem 4.1. Let Cn be the labeled graph associated with the root system
(Cn) of type Cn as above. Then
HT (Cn)
Z[
1
2
] = Z[1
2
][1; ; n; t1; ; tn]=(ei(2)   ei(t2) j i = 1; ; n);
where ei(2) (resp. ei(t2)) is the ith elementary symmetric polynomial in
1
2; ; n2 (resp. t12; ; tn2).
The proof of Theorem 4.1 is almost same as that of Theorem 3.1 and we
shall outline it. First we prove the following.
Lemma 4.2. HT (Cn)
Z[ 12 ] is generated by 1; ; n; t1; ; tn as a ring.
Proof. The proof goes as in Lemma 3.2. When n = 1, C1 has only one edge
with vertices 1 and  1, and the label of the edge is 2t1. Since 1(1) = t1,
it is easy to check that the lemma holds when n = 1.
The key step in the proof of Lemma 3.2 was that if h 2 HT (An) vanishes
on Vi for i < q, then one could modify h so that it vanishes on Vi for i < q+1
by subtracting a polynomial in i’s and ti’s with integer coecients from h,
where the polynomial was of the form Gq
Qq 1
i=1 (i   tn). In the case of type
Cn, we consider
Vi := fw 2 ˜S n j w(i) = ng
and the full labeled subgraph Li of Cn with Vi as the vertex set. We use
a similar argument to type An. As in the case of type An, +i : V+i !
˜S n 1 (respectively  i : V i ! ˜S n 1) which maps w to w(1)w(2) : : :w(i  
1)w(i + 1) : : :w(n) gives an isomorphism between the labeled graphs L+i
(respectively L i ) and Cn 1. Suppose that the lemma holds for n   1. Let
h 2 HT (Cn) be a homogeneous element of degree 2k. We will show that h
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can be expressed as a polynomial in i’s and ti’s with coecients Z[12 ].
The restriction of h to L+1 is of the form
hjL+1 =
kX
i=0
Pitin;
where each Pi is some homogeneous element in HT (Cn 1) of degree 2(k  i)
because L+1 is isomorphic to Cn 1. By inductive assumption, each Pi is
generated by  j’s and t j’s. Therefore we may assume that h(v) = 0 for any
v 2 V+1 by subtracting from h a polynomial in i’s and ti’s.
Let q be the maximal integer up to minfk + 1; ng so that
h(v) = 0 for any v 2
q 1[
i=1
V+i ;
where q  2. Note that a vertex w in V+q is connected by an edge in Cn
to a vertex v in V+i for i , q if and only if (w(i);w(q)) = (v(q); v(i)) and
w(r) = v(r) for r (, i; q) 2 [n]. In this case, h(w)   h(v) is divisible by
tw(i)   tv(i) = tw(i)   tn. Since h(v) = 0 whenever i < q, h(w) is divisible by
tw(i)   tn. Thus, for each w 2 V+q there is an element gq(w) 2 Z[12 ][t1; : : : ; tn]
such that
h(w) = (tw(1)   tn)(tw(2)   tn) : : : (tw(q 1)   tn)gq(w)
where gq(w) is a homogeneous polynomial of degree 2(k + 1   q) with co-
ecients Z[ 12 ].
One expresses
gq(w) =
k+1 qX
r=0
gqr (w)trn
with homogeneous polynomials gqr (w) of degree 2(k+1 q r) in Z[ 12 ][t1; : : : ; tn 1].
Claim. For each r with 0  r  k + 1   q, there is a polynomial Gqr in
i’s (except q) and ti’s (except tn) with coecients Z[ 12 ] such that Gqr (w) =
gqr (w) for any w 2 V+q .
Proof of Claim. If the vertex w in V+q is connected by an edge in Cn to a
vertex v in V+q , then one of the following occurs:
(1) there is a pair fi; jg  [n] n fqg such that
(w(i);w( j)) = (v( j); v(i)) and w(r) = v(r) for r (, i; j) 2 [n],
(2) there is an i 2 [n] n fqg such that
w(i) =  v(i) and w(r) = v(r) for r (, i) 2 [n]:
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In both cases (1) and (2), h(w)   h(v) is divisible by tw(i)   tv(i).
On the other hand
h(w) = gq(w)
q 1Y
s=1
(tw(s)   tn); h(v) = gq(v)
q 1Y
s=1
(tv(s)   tn):
Since w and v are connected by an edge,
q 1Y
s=1
(tw(s)   tn) 
q 1Y
s=1
(tv(s)   tn) . 0 mod tw(i)   tv(i):
Therefore
gq(w)  gq(v) mod tw(i)   tv(i)1
and hence
gqr (w)  gqr (v) mod tw(i)   tv(i) for any r
because w(i) and v(i) are not equal to n. Therefore gqr (w)  gqr (v) is divisible
by tw(i)   tv(i) for any r. This means that gqr is an element of HT (L+q ). Since
L+q is isomorphic to Cn 1, the induction assumption implies that gqr is a
polynomial Gqr in i’s (except q) and ti’s (except tn) with coecients Z[ 12 ],
proving the claim.
Since i(w) = tw(i) and w(i) = n for w 2 V+i , we have
q 1Y
j=1
( j   tn)(w) = 0 for any w 2
q 1[
i=1
V+i :
Putting Gq =
Pq 1
r=0 G
q
r trn, we have
(h  Gq
q 1Y
j=1
( j   tn))(w) = h(w)   gq(w)
q 1Y
j=1
(tw( j)   tn)
= 0 for any w 2
q[
i=1
V+i :
Therefore, subtracting the polynomial GqQq 1j=1( j   tn) from h, we may
assume that
h(v) = 0 for any v 2
q[
i=1
V+i :
The above argument implies that h finally takes zero on all vertices of L+n
by subtracting polynomials in i’s and ti’s with coecients Z[12 ].
1We use 12 here. In case (2), tw(i)   tv(i) = 2tw(i) is not a prime in Z[t1; : : : ; tn] and hence
this argument does not work if we did not tensor Z[ 12 ] with HT (Cn).
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Now we redefine q to be the maximal integer up to minfk+1; ng such that
h(v) = 0 for any v 2
q 1[
i=1
V i
(in case when h(v) , 0 for some v 2 V 1 , we take q = 1). Note that a vertex
w in V q is connected by an edge in Cn to a vertex v in V+i if and only if one
of the following occurs:
(3) (w(i);w(q)) =  (v(q); v(i)) and w(r) = v(r) for r (, i; q) 2 [n],
(4) i = q, w(q) =  v(q) and w(r) = v(r) for r (, q) 2 [n].
In both cases (3) and (4), h(w)   h(v) is divisible by tw(i)   tv(i) = tw(i)   tn.
Also, w is connected by an edge in Cn to a vertex v 2 V i for i , q if and
only if (w(i);w(q)) = (v(q); v(i)) and w(r) = v(r) for r (, i; q) 2 [n]. In this
case, h(w)   h(v) is divisible by tw(i)   tv(i) = tw(i) + tn.
This together with the assumption that h(v) = 0 for v 2 Sni=1 V+i [Sq 1j=1 V j
implies that there is an element f q(w) 2 Z[ 12 ][t1; : : : ; tn] such that
h(w) = f q(w)
nY
i=1
(tw(i)   tn)
q 1Y
j=1
(tw(i) + tn);
where f q(w) is a homogeneous polynomial of degree 2(k + 1   q   n) with
coecients Z[ 12 ]. Using the same argument as before, we can see that
there exists a polynomial Fq in i’s and ti’s with coecients Z[ 12 ] such that
Fq(w) = f q(w) for each w 2 V q . Moreover
(
nY
i=1
(i   tn)
q 1Y
j=1
(i + tn))(v) = 0 for v 2
n[
i=1
V+i [
q 1[
j=1
V j :
Therefore, subtracting the polynomial FqQni=1(i   tn)Qq 1j=1( j + tn) from h,
we may assume that
h(v) = 0 for any v 2
n[
i=1
V+i [
q[
j=1
V j :
The above argument implies that h finally takes zero on all vertices of Cn by
subtracting polynomials in i’s and ti’s with coecients Z[ 12 ]. This shows
that h can be written as a polynomial in i’s and ti’s with coecients Z[ 12 ],
as required. 
It easily follows from (4.2) that ei(2) = ei(t2) for i = 1; ; n. Therefore
we have a degree-preserving epimorphism
(4.3) Z[1
2
][; t]= ei(2)   ei(t2) j i = 1; :::; n! HT (Cn)
Z[12]
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and the same argument as in Lemma 3.4 proves the following.
Lemma 4.3. The left hand side in (4.3) is generated by Qn 1k=1 ikk with ik 
2(n   k) + 1 as a Z[ 12 ][t]-module.
Then, comparing the Hilbert series of the both sides in (4.3), we see that
the map (4.3) is an isomorphism. The details are left to the reader.
5. Type Bn
In this section we treat type Bn. The root system(Bn) of type Bn is given
by
(5.1) (Bn) = f(ti + t j); (ti   t j); tk j 1  i < j  n; 1  k  ng
and its Weyl group is the same as that of type Cn, i.e. the signed permutation
group ˜S n.
Let Bn be the labeled graph associated with the root system (Bn). This
labeled graph has the same vertices and edges as Cn. Their labels are almost
same. The only dierence is that the edge ew;w0 with w;w0 such that w0(i) =
 w(i) for some i 2 [n] and w0(r) = w(r) for r (, i) 2 [n] is labeled by tw(i) in
Bn while it is labeled by 2tw(i) in Cn.
We define i and ti for i = 1; : : : ; n by (4.2). They belong to H2T (Bn). As
remarked above, the only dierence between Bn and Cn is the factor 2 in
the labels on the edges ew;w0 mentioned above. Therefore, if we work over
Z[12 ] instead of Z, then the same argument as in the case of type Cn proves
the following.
Lemma 5.1.
HT (Bn) 
 Z[
1
2
] = Z[1
2
][1; ; n; t1; ; tn]=(ei(2)   ei(t2) j i = 1; ; n):
The above lemma is not true without tensoring with Z[ 12 ]. We need to
introduce another family of elements to generate HT (Bn) as a ring. Since
ei()(w)  ei(t)(w) (mod 2) for any w in ˜S n, ei()   ei(t) is divisible by 2
and one sees that
fi := (ei()   ei(t))=2
is actually an element of HT (Bn). Note that f0 = 0 since e0 = 1 by definition.
The purpose of this section is to prove the following.
Theorem 5.2. Let Bn be the labeled graph associated with the root system
(Bn) of type Bn in (5.1). Then
HT (Bn) = Z[1; ; n; t1; ; tn; f1; ; fn]=I
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where I is the ideal generated by
2 fi   ei() + ei(t) (i = 1; ; n);
2kX
j=1
( 1) j f j( f2k  j + e2k  j(t)) (k = 1; ; n)
where f` = e`(t) = 0 for ` > n.
Remark. If we set t1 =    = tn = 0, then the right hand side of the identity
in Theorem 5.2 reduces to
Z[1; ; n; f1; ; fn]=J
where J is the ideal generated by
2 fi   ei() (i = 1; ; n);
2k 1X
j=1
( 1) j f j f2k  j + f2k (k = 1; ; n)
where f` = 0 for ` > n, and this agrees with the ordinary cohomology ring
of the flag manifold of type Bn, see [11, Theorem 2.1].
The idea of the proof of Theorem 5.2 is same as before but the argument
becomes more complicated because of the elements fi’s. We first observe
relations between fi’s in HT (Bn) and those in HT (Bn 1).
Lemma 5.3. For w in ˜S n with w(q) = n, let w0 be an element in ˜S n 1
represented by w(1)   w(q 1)w(q+1)   w(n). We denote fi in HT (Bn) by
f (n)i . Then
f (n 1)i (w0) =
( Pi 1
j=0 f (n)i  j(w)( tn) j if w(q) = n,Pi 1
j=0 f (n)i  j(w)t jn +
Pi
j=1 ei  j(t1; ; tn 1)t jn if w(q) =  n:
Proof. We have
ei(t1; ; tn)   ei(t1; ; tn 1) = ei 1(t1; ; tn 1)tn
and
ei(1(w); ; n(w))   ei(1(w0); ; n 1(w0)) = ei 1(1(w0); ; n 1(w0))q(w):
Therefore
f (n)i (w)   f (n 1)i (w0) =
1
2

ei(1(w); ; n(w))   ei(t1; ; tn)

 1
2

ei(1(w0); ; n 1(w0))   ei(t1; ; tn 1)

=
1
2

ei 1(1(w0); ; n 1(w0))q(w)   ei 1(t1; ; tn 1)tn

=
( f (n 1)i 1 (w0)tn if w(q) = n,
   f (n 1)i 1 (w0) + ei 1(t1; ; tn 1)tn if w(q) =  n:
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Using the above identity repeatedly, we obtain the following for w with
w(q) = n:
f (n 1)i (w0) = f (n)i (w)   f (n 1)i 1 (w0)tn
= f (n)i (w)  
  f (n)i 1(w)   f (n 1)i 2 (w0)tntn
= f (n)i (w)   f (n)i 1(w)tn +
  f (n)i 2(w)   f (n 1)i 3 (w0)t2n
:::
=
i 1X
j=0
f (n)i  j(w)( tn) j:
The case w(q) =  n can be treated in the same way. 
Lemma 5.4. HT (Bn) is generated by 1; ; n; t1; ; tn; f1; ; fn as a ring.
Proof. We use induction on n as before. When n = 1, B1 has only one edge
with vertices 1 and  1, and the label of the edge is t1. Since 1(1) = t1,
it is easy to check that the lemma holds when n = 1.
As before, we consider Vi := fw 2 ˜S n j w(i) = ng and the full la-
beled subgraph Li of Bn with Vi as the vertex set, where L+i and L i
are both isomorphic to Bn 1 for each i = 1; : : : ; n. If h 2 HT (Bn) van-
ishes on V+i for i < q, then one can modify h so that it vanishes on V+i for
i < q+1 by subtracting from h an integer coecient polynomial of the form
Gq+
Qq 1
k=1(k   tn) in i’s, ti’s and fi’s. In fact, we obtain Gq+ as an element
of Map( ˜S n; H(BT )) whose restriction to L+q belongs to HT (L+q ). Since L+q
is isomorphic to Bn 1 and HT (Bn 1) is generated by i’s, ti’s and fi’s by the
induction assumption, we can take Gq+ as a polynomial in i’s, ti’s and fi’s
with integer coecients, where we use Lemma 5.3.
If h vanishes on all V+i and V j for j < q with some q  1, then one can
also modify h so that it vanishes on all V+i and V j for j < q+1 by subtracting
from h some polynomial in i’s, ti’s and fi’s with integer coecients. How-
ever, this polynomial is not of the form Gq 
Qn
k=1(k tn)
Qq 1
l=1 (l+tn) becauseQn
k=1(k   tn)(w) is divisible by 2 for w 2 V i . Instead of
Qn
k=1(k   tn), we
use the following element
1
2
nY
k=1
(k   tn) = 12
nX
k=0
( 1)n kek()tnn k
=
1
2
nX
k=0
( 1)n k(2 fk + ek(t))tnn k(5.2)
=
nX
k=1
( 1)n k fktnn k;
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so that the polynomial which we subtract is of the form
Gq 

nk=1( 1)n k fktnn k
 q 1Y
l=1
(l + tn)
where Gq  is a polynomial in i’s, ti’s and fi’s with integer coecients. Thus
we finally reach an element which vanishes on all Vi by subtracting poly-
nomials in i’s, ti’s and fi’s with integer coecients from h, and this proves
the lemma. 
Lemma 5.5.
P2k
i=1( 1)i fi( f2k i + e2k i(t)) = 0 for k = 1; ; n.
Proof. Cleaely we have ei(2) = ei(t2) for i = 1; 2; : : : ; n, namely
(5.3)
nY
i=1
(1   i2x2) =
nY
i=1
(1   ti2x2):
Therefore
0 =
nY
i=1
(1   i2x2)  
nY
i=1
(1   ti2x2)
=
 nX
i=0
( 1)iei()xi
 nX
j=0
e j()x j

 
 nX
i=0
( 1)iei(t)xi
 nX
j=0
e j(t)x j

=
 nX
i=0
( 1)i(2 fi + ei(t))xi
 nX
j=0
(2 f j + e j(t))x j

 
 nX
i=0
( 1)iei(t)xi
 nX
j=0
e j(t)x j

= 4
nX
i; j=1
( 1)i fi f jxi+ j + 2
nX
i; j=0
( 1)i  fie j(t) + f jei(t)xi+ j
= 4
nX
k=1
2kX
i=1
( 1)i fi f2k ix2k + 4
nX
k=1
2kX
i=1
( 1)i fie2k i(t)x2k
where we used f0 = 0. This implies the lemma because the coecient of
x2k must vanish. 
We abbreviate the polynomial ring Z[1; ; n; t1; ; tn; f1; ; fn] as Z[; t; f ].
Since 2 fi = ei()   ei(t) by definition, it follows from Lemma 5.5 that the
canonical map Z[; t; f ] ! HT (Bn) induces a grade preserving map
(5.4) Z[; t; f ]=I ! HT (Bn);
where I is the ideal in Theorem 5.2, and it is an epimorphism by Lemma 5.4.
Since HT (Bn) is a submodule of a direct sum of some Z[t]’s, HT (Bn) is free
over Z. In addition, its Hilbert series is given by 1(1 s2)2n
Qn
i=1(1   s4i). This
can be shown by a similar computation to the proof of Lemma 3.3. In order
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to prove that the epimorphism (5.4) is actually an isomorphism, it suces
to verify the following Lemmas 5.6 and 5.7.
Lemma 5.6. Z[; t; f ]=I is free over Z.
Proof. By Lemma 5.1 Z[; t; f ]=I 
Z[12 ] = Z[; t]=I 
Z[12 ] is isomorphic to
HT (Bn) 
 Z[ 12 ]. Since HT (Bn) is free over Z, this means that Z[; t; f ]=I has
no odd torsion and hence it suces to show that Z[; t; f ]=I has no 2-torsion.
If Z[; t; f ]=I has 2-torsion, then
F(Z[; t; f ]=I 
 Z=2; s) > F(HT (Bn) 
 Z=2; s);
so we will prove that
(5.5) F(Z[; t; f ]=I 
 Z=2; s)  F(HT (Bn) 
 Z=2; s):
Claim. Z[; t; f ]=I 
 Z=2 is generated by elements Qnk=1 ikk Qnk=1 f jkk , with
ik  n   k and jk  1, over Z=2[t].
We admit the claim for the moment and complete the proof of the lemma.
If the elements
Qn
k=1 
ik
k
Qn
k=1 f jkk are linearly independent over Z=2[t], then
the Hilbert series of Z[; t; f ]=I 
 Z=2 (over the field Z=2) is given by
1
(1   s2)n
X
0ikn k
X
0 jk1
s2(
Pn
k=1 ik+
Pn
k=1 k jk);
so we have
F(Z[; t; f ]=I 
 Z=2; s)  1(1   s2)n
X
0ikn k
X
0 jk1
s2(
Pn
k=1 ik+
Pn
k=1 k jk)
=
1
(1   s2)n
 X
0ikn k
nY
k=1
s2ik
 X
0 jk1
nY
k=1
s2k jk

=
1
(1   s2)2n (1   s
2)n
n 1Y
i=1
(1 +
iX
j=1
s2 j)
nY
i=1
(1 + s2i)(5.6)
=
1
(1   s2)2n
nY
i=1
(1   s2i)
nY
i=1
(1 + s2i)
=
1
(1   s2)2n
nY
i=1
(1   s4i)
= F(HT (Bn) 
 Z=2; s):
This proves the desired inequality (5.5).
In the sequel it remains to show the claim above and for that it suces to
verify the following (I) and (II):
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(I) Elements Qnk=1 ikk Qnk=1 f jkk , with ik  n   k, generate Z[; t; f ]=I as a
Z[t]-module, in particular, they generate Z=2[; t; f ]=I as a Z=2[t]-module.
(II) Elements f j101    f jn
0
n can be written as a linear combination of f j11    f jnn
with jk  1 over Z=2[t].
Proof of (I). Clearly the elements Qnk=1 ikk Qnk=1 f jkk , with no restriction on
exponents, generate Z[; t; f ]=I as a Z[t]-module. We have an identity
pY
i=1
1
1   ix =
nY
i=p+1
(1   ix)
nY
i=1
(1 + ix)
nY
i=1
1
1   ti2x2
=
 n pX
i=0
( 1)iei(p+1; ; n)xi
 nX
j=0
e j(1; ; n)x j
 1X
k=0
hk(t2)x2k(5.7)
=
 n pX
i=0
( 1)iei(p+1; ; n)xi
 nX
j=0
(2 f j + e j(t))x j
 1X
k=0
hk(t2)x2k
where the first equality in (5.7) follows from (5.3).
Comparing coecients of xn+1 p in (5.7), we have
(5.8)
hn+1 p(1; ; p) =
X
i+ j+2k=n+1 p; j+k>0
( 1)iei(p+1; ; n)(2 f j + e j(t))hk(t2):
On the other hand, we have
iX
j=0
e j(1; ; p)ei  j(p+1; ; n) = ei() = 2 fi + ei(t) for any i;
that is,
(5.9) ei(p+1; ; n) = 2 fi+ei(t) 
iX
j=1
e j(1; ; p)ei  j(p+1; ; n) for any i:
Then the same argument as in the latter part of the proof of Lemma 3.4
using (5.9) shows that ei(p+1; ; n) can be written as a linear combination
of
Qp
k=1 
ik
k
Qn
k=1 f jkk , with ik  i, over Z[t]. This fact and (5.8) together
with (3.15) show that n+1 pp is a polynomial in 1; ; p, ti’s and fi’s with
the exponent of p less than or equal to n   p. Therefore the elementsQn
k=1 
ik
k
Qn
k=1 f jkk with ik  n   k, generate Z[; t; f ]=I as a Z[t]-module.
Proof of (II). It follows from Lemma 5.5 that
f 2k = ( 1)k+1

2
k 1X
i=1
( 1)i fi f2k i +
2kX
i=1
( 1)i fie2k i(t)

for k = 1; : : : ; n.
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In Z[; t; f ]=I 
 Z=2, we can disregard 2Pk 1i=1 fi f2k 1; so fk2 can be written
as a linear combination of fi’s over Z=2[t]. This proves (II) and completes
the proof of the claim. 
Lemma 5.7. F(Z[; t; f ]=I; s) = 1(1   s2)2n
nY
i=1
(1   s4i).
Proof. The epimorphism (5.4) means
(5.10) F(HT (Bn); s)  F(Z[; t; f ]=I; s):
In addition, since Z[; t; f ]=I and HT (Bn) are free over Z,
(5.11) F(HT (Bn) 
 Z=2; s) = F(HT (Bn); s)
and
(5.12) F(Z[; t; f ]=I 
 Z=2; s) = F(Z[; t; f ]=I; s):
It follows from (5.6), (5.10), (5.11) and (5.12) that
F(Z[; t; f ]=I; s) = F(HT (Bn); s) =
1
(1   s2)2n
nY
i=1
(1   s4i);
proving the lemma. 
Thus the proof of Theorem 5.2 has been completed.
6. Type Dn
In this section we will treat type Dn. The root system (Dn) of type Dn
is given by
(Dn) = f(ti + t j); (ti   t j) j 1  i < j  ng
and its Weyl group is the index two subgroup ˜S +n of ˜S n defined by
˜S +n := fw 2 ˜S n j the number of i 2 [n] with w(i) < 0 is eveng:
Theorem 6.1. Let Dn be the labeled graph associated with the root system
(Dn) of type Dn above. Then
(6.1) HT (Dn) = Z[1; ; n; t1; ; tn; f1; ; fn 1]=I;
where I is the ideal generated by
2 fi   ei() + ei(t) (i = 1; ; n   1);
2kX
j=1
( 1) j f j( f2k  j + e2k  j(t)) (k = 1; ; n);
en()   en(t);
where f` = 0 for `  n and e`(t) = 0 for ` > n.
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Remark. (1) Similarly to Dn, one can define a labeled graph D n with
˜S nn ˜S +n as the vertex set on which ˜S +n acts. One sees that HT (D n ) agrees
with the right hand side of (6.1) with en()   en(t) replaced by en() + en(t).
(2) If we set t1 =    = tn = 0, then the right hand side of the identity in
Theorem 6.1 reduces to
Z[1; ; n; f1; ; fn 1]=J
where J is the ideal generated by
2 fi   ei() (i = 1; ; n   1);
2k 1X
j=1
( 1) j f j f2k  j + f2k (k = 1; ; n); en()
where f` = 0 for `  n, and this agrees with the ordinary cohomology ring
of the flag manifold of type Dn, see [11, Corollary 2.2].
Outline of proof. The proof is almost same as the case of type Bn but needs
some modification. We shall list them.
(1) en() = en(t) in the type Dn case since the number of i 2 [n] with
w(i) < 0 is even for w 2 ˜S +n . So fn = (en()  en(t))=2 = 0 in the case of type
Dn.
(2) Let Vi and Li be defined similarly to the case of type Bn. Then L+i is
naturally isomorphic toDn 1 butL i is not because the number of j 2 [n]nfig
with w( j) < 0 is odd for w 2 ˜S +n . Therefore the induction argument as in
Lemma 3.2 does not work. To overcome this, we need to apply the induction
argument to Dn and D n simultaneously because L i is isomorphic to D n 1.
Note that if we start with D n , then L+i (for D n ) is isomorphic to D n 1 whileL i (for D n ) is isomorphic to Dn 1.
(3) If h 2 HT (Dn) vanishes on V+i for i < q, then one can modify h so that
it vanishes on V+i for i < q + 1 by subtracting from h a polynomial of the
form Gq+
Qq 1
k=1(k   tn) in i’s and ti’s with integer coecients. Therefore,
we may assume that h vanishes on all V+i . Then h(w) for w 2 V 1 is divisible
byQnk=2(tw(k)   tn) =Qnk=2(k   tn)(w). (Note that w is connected to a vertex
in V+i by an edge for i > 1, but not to any vertex in V+1 . This is the reason
why i = 1 is missing in the product above.) However, since fn = 0 (i.e.
en() = en(t)) as mentioned in (1) above in the case of type Dn, it follows
from (5.2) that
(6.2) P :=   1
2tn
nY
k=1
(k   tn) =
n 1X
k=1
( 1)n 1 k fitn 1 kn :
P is a polynomial in ti’s and fi’s with integer coecients, vanishes on all
V+i and takes the value
Qn
k=2(tw(k)   tn) on w 2 V 1 . Therefore, using the
polynomial P in (6.2), one can modify h so that it vanishes on all V+i and
V 1 by subtracting a polynomial in i’s and ti’s with integer coecients. If h
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vanishes on all V+i and V j for j < q with some q  2, then one can modify
h so that it vanishes on all V+i and V j for j < q+ 1 by subtracting from h an
integer coecient polynomial of the form Gq P
Qq 1
l=1 (l + tn). Therefore we
finally reach an element which vanishes on all vertices of Dn. This shows
that HT (Dn) is generated by i’s, ti’s and fi’s as a ring. The same argument
shows that HT (D n ) is also generated by i’s, ti’s and fi’s as a ring.
(4) A similar argument to the case of type Bn shows that the right hand
side in (6.1) is torsion free over Z and the Hilbert series of the both sides in
(6.1) coincide, in fact, they are given by 1 s2n(1 s2)2n
Qn 1
i=1 (1   s4i). The same is
true for HT (D n ). 
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THE GRAPH COHOMOLOGY RING OF THE GKM GRAPH OF
A FLAG MANIFOLD OF TYPE G2
Abstract. Suppose a compact torus T acts on a closed smooth manifold
M. Under certain conditions, Guillemin and Zara associate to (M;T ) a
labeled graph GM where the labels lie in H2(BT ). They also define the
subring HT (GM) of
L
v2V(GM ) H
(BT ), where V(GM) is the set of vertices
of GM and we call HT (GM) the “graph cohomology” ring of GM . It is
known that the equivariant cohomology ring of M can be described by
using combinatorial data of the labeled graph. The main result of this
paper is to determine the ring structure of equivariant cohomology ring
of a flag manifold of type G2 directly, using combinatorial techniques on
the graph GM .
1. Introduction
Suppose that a closed smooth manifold M has an action of a compact
torus T . If the T -action is “nice”, then it is known that we can describe its
equivariant cohomology ring by using combinatorial way, namely by using
GKM theory. By “nice” we mean that the T -action on M is GKM, namely
the fixed point set of the T -action MT is a finite set and the equivariant one-
skeleton of M is a union of points or 2-spheres. Then we construct a graph
GM by replacing fixed points with vertices and 2-spheres with edges. This
graph equipped with more information is defined by Guillemin and Zara
[7] to be the GKM graph associated with (M;T ). The object we study in
this manuscript, the flag manifold of type G2 with a standard maximal torus
action, is GKM.
Interestingly, we can describe the equivariant cohomology ring of M by
using the data of the GKM graph. The equivariant cohomology ring of M
is defined to be the ordinary cohomology ring of Borel construction of M,
namely
HT (M ;Z) := H(ET T M ;Z)
where ET is the total space of the universal principal T -bundle ET ! BT .
Since T acts on ET , we can consider the diagonal T -action on ET  M,
and its orbit space ET T M is called the Borel construction of M. In this
paper, we treat the equivariant cohomology ring with Z-coecients, so we
2010 Mathematics Subject Classification. Primary 14M15; Secondary 55N91.
Key words and phrases. flag manifold, GKM graph, equivariant cohomology.
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abbreviate HT (M ;Z) as HT (M). Since a GKM space satisfies the condition
that HT (M) is torsion free as a module over H(BT ), the restriction map
 : HT (M) ! HT (MT )
is injective. Moreover, MT is a finite set, hence MT is isolated, so we have
HT (MT ) 
M
p2MT
HT (p) 
M
p2MT
HT (BT ) 
M
p2MT
Z[t1;    ; tn];
where n = dim T . Therefore, we shall regard HT (M) as a subring ofL
p2MT Z[t1;    ; tn] through the map . Guillemin and Zara defined the
subring, denoted by HT (GM), of
L
p2MT Z[t1;    ; tn], by using the combi-
natorial data of the graph GM. Then, according to the result of Franz-Puppe
in [2], we have
HT (M) 
 Q  HT (GM) 
 Q:
Moreover, if M satisfies certain additional conditions, it is known that HT (M)
is isomorphic to HT (GM) without tensoring with Q (see [8], for example).
Namely, by using data of the GKM graph, we can compute HT (M) for such
M.
Our purpose is to determine the ring structure of HT (GM) for a flag man-
ifold M of any Lie types. In the paper [3], we computed the ring structure
of HT (GM) (resp. HT (GM) 
 Z[ 12 ]) for a flag manifold M of type A, B or
D (resp. C) directly, namely without using the fact that HT (GM)  HT (M),
and our computation of HT (GM) (resp. HT (GM)
Z[12 ]) confirms that HT (M)
(resp. HT (M)
Z[ 12 ]) is isomorphic to HT (GM) (resp. HT (GM)
Z[12 ]). The
goal of this paper is to similarly determine the ring structure of the graph
cohomology HT (GM) for a flag manifold of type G2. The ring structure of
HT (GM) is given by the following theorem.
Theorem 1.1. LetG2 be the labeled graph associated with the flag manifold
of type G2. Then
HT (G2) = Z[1; 2; 3; t1; t2; t3; f ]=I;
where I = (e1(); e2()   e2(s); 2 f   e3()   e3(s); f 2   f e3(s)), and ei()
(resp. ei(s) ) is the ith elementary symmetric polynomial in 1; 2; 3 (resp.
s1 := t1   t2; s2 := t2   t3; s3 := t3   t1). The degrees of i and ti are 2, and
the degree of f is 6.
Throughout this paper, our torus T is of rank 3 and a maximal torus of G2
is contained in T in a natural way. Anderson determined the equivariant
cohomology ring of the flag manifold of type G2. (See [1].) It turns out that
Theorem 1.1 agrees with the result of Anderson through an isomorphism.
To prove Theorem 1.1 we will use the computation of the graph cohomol-
ogy of type A2, because the labeled graph of type G2 contains two labeled
33
subgraphs isomorphic to the labeled graph of type A2. In fact, the labeled
graph of type G2 can be viewed as the total space of a “GKM fiber bundle”
in the sense of Guillemin, Sabatini and Zara [6] where the type A2 subgraph
is the fiber, although we do not use this perspective in our computation.
This paper is organized as follows. In Section 2, we recall the labeled
graph of a flag manifold. The labeled graph is a graph with weight attached
to each edge. In Section 3, we give a dierent description of the Weyl group
of type G2 (the vertex set of the labeled graph) which allows us to describe
the labeled graph more concretely. In Section 4, we compute the graph
cohomology ring of the labeled graph. In Section 5, we observe the relation
of our result with the result of Anderson [1].
2. The labeled graph GM
In this section, we recall the definition of the labeled graph GM for a flag
manifold M. For an n-dimensional torus T , let ftigni=1 be a basis of H2(BT ),
so that H(BT ) can be identified with the polynomial ring Z[t1; t2;    ; tn].
We take an inner product on H2(BT ) such that the basis ftigni=1 is orthonor-
mal. The following is a simplified version of the definition of GKM graph
given in [7]. To distinguish our graph from theirs, we call ours a labeled
graph.
Definition 2.1. (See 2.2, [5]) Let M be a flag manifold, namely a flag man-
ifold M is a homogeneous space G=T where G is a compact Lie group
and T is a maximal torus of G. Suppose that (G) be the root system of
that type and W(G) be the Weyl group. (We regard (G) as a subset of
H2(BT ) = fPni=1 aiti j ai 2 Zg. ) The labeled graph GM has W(G) as a
vertex set. Two vertices w and w0 in W(G) are connected by an edge e if
and only if there is an element  in (G) such that w = w0, where  is
the reflection determined by . The label of the edge e, denoted by `(e), is
given by w.
Remark 2.2. Guillemin and Zara [7] introduced the notion of a GKM graph
which is a graph equipped with an axial function which satisfies a certain
compatibility condition. They defined the graph cohomology for a GKM
graph, but this definition does not use the compatibility condition of the
axial function. One can also see that the graph cohomology is independent
of the signs of the labels. Therefore, we omit the axial function in the data in
definition 2.1, and will often disregard the signs of the labels on our labeled
graph.
Example 2.3 (A2 type). Let M be the flag manifold of type A2, namely
M = U(3)=T where T is the maximal torus of U(3). Then, the root system
(A2) is f(ti   t j) j 1  i < j  3g and the Weyl group is the permutation
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t2 t3
t1 t3
t1 t2
Figure 1. A3
group S 3 on three letters. We use the one-line notation v = v(1)v(2)v(3) for
permutations. We denote by A3 the labeled graph associated with (A2). It
is shown in Figure 1. Note that in Figure 1, the parallel edges have the same
label.
3. Labeled graph of type G2
In this section we concretely describe the labeled graph of the flag man-
ifold associated to the compact Lie group of exceptional type G2. Then the
root system of type G2 is known to be
(G2) := f(ti1   ti2);(2ti   t j   tk) j 1  i1 < i2  3; fi; j; kg = [3]g;
where [3] := f1; 2; 3g. Here ft1; t2; t3g is a basis of H2(BT ) where T is a torus
of rank 3. Note that (G2) is contained in a rank 2 sublattice of H2(BT ).
Let s1 = t1   t2, s2 = t2   t3 and s3 = t3   t1, then
(G2) = fsk;(si   s j) j k 2 [3]; 1  i < j  3g;
so it is easy to see that (G2) has (A2) as a subset (but si’s play a role of
ti’s). We denote by G2 the labeled graph associated with (G2). The graph
G2 has the Weyl group W(G2) of type G2 as the vertex set. Let 1 = s1 and
2 = s3   s1 be the simple roots, then W(G2) has a presentation
(3.1) < 1; 2 j 12 = 22 = (12)6 = 1 >;
where i is the reflection defined by i for i = 1; 2. It is the dihedral group
of order 12.
We shall give another description of W(G2) as a set, not as a group, which
turns out to be convenient for our purpose, and rewrite the condition about
edges and labels. Let
 = f(si   s j) j 1  i < j  3g  (G2):
Let W() be the reflection group determined by , namely
W() =< 121; 2 >
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because the reflections si s j determined by the roots si   s j in  are given
by
s3 s1 = 2; s1 s2 = 121 and s2 s3 = (12)31
? It follows from (3.1) that the relations
2
2 = (121)2 = (121  2)3 = 1
hold, so we can identify W() with W(A3) = S 3. We choose a group iso-
morphism  between W() and S 3 as follows;
 : W()  S 3
si s j 7 ! (i; j)
where (i; j) is the transposition of i and j. We note that
W(G2) = W() q W() as a set,
where  := (12)3. (Note that  is the rotation by angle . ) We record the
preceding discussion in a lemma.
Lemma 3.1. Let 	 be the map from W(G2) to S 3  fg defined as follows;
for any w in W(),
	(w) := ( (w);+) and 	(w) := ( (w); ):
Then 	 is bijective, so that one can identify W(G2) with S 3  fg as a set
through the map 	.
By using the bijection 	, we can concretely describe the edge and the
label of the graph G2. The following lemma tells us the way to find the
label w in the Definition 2.1 more concretely.
Lemma 3.2. For any w1 and w2 in W(G2) connected by an edge ew1;w2 la-
beled by w1 for some  in (G2), namely w1 = w2, exactly one of the
following occurs.
Case 1: both w1 and w2 are in W(). In this case there are distinct inte-
gers i and j in [3] such that  (w1)(i) =  (w2)( j);  (w1)( j) =  (w2)(i) and
`(ew1;w2) = s (w1)(i)   s (w1)( j).
Case 2: both w1 and w2 are in W() so that there are unique elements w0k
in W() such that wk = w0k for k = 1; 2. In this case there are distinct
integers i and j in [3] such that  (w01)(i) =  (w02)( j);  (w01)( j) =  (w02)(i)
and `(ew1;w2) = s (w01)(i)   s (w01)( j).
Case 3: one of w1 and w2 is in W() and the other is in W(). With-
out loss of generality, we may assume w1 2 W(). Then there is an ele-
ment w02 in W() such that w2 = w02. In this case there are distinct inte-
gers i and j in [3] such that  (w1)(i) =  (w02)( j);  (w1)( j) =  (w02)(i) and
`(ew1;w2) = s (w1)(k), where k 2 [3] n fi; jg.
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Proof. From the definition of  , we have  (si s j) = (i; j) for fi; jg  [3].
Since the graph cohomology is independent of the sign of the label, we
do not need to be careful of signs of labels of the labeled graph when we
consider the graph cohomology ring of the labeled graph. Therefore, in this
proof, we sometime disregard signs in front of roots.
First, we prove the lemma for cases 1 and 2. In these cases  is in , so
 = si   s j for some distinct i; j in [3].
Case 1. By assumption w1 and w2 are in W(). Remember that w1 =
w2 and  = si   s j. Since  is a group isomorphism, we have
 (w1) =  (w2) () =  (w2) (si s j) =  (w2)(i; j):
Therefore  (w1)(i) =  (w2)( j);  (w1)( j) =  (w2)(i). In addition, since  =
si   s j, we have `(ew1;w2) = w1 = w1(si   s j), so it is enough to show that
(3.2) w1(si   s j) = s (w1)(i)   s (w1)( j):
To prove this, it is enough to treat the case when w1 is one of the generators
of W(). In fact, for any two roots  and ,  is given by  2 where
 is the inner product on H2(BT ) which we defined in section 2. Therefore,
for the case of w1 = 2 = s3 s1 , we have
w1(si   s j) =s3 s1(si   s j) =
8>>><>>>:
s3   s1 for fi; jg = f3; 1g
s2   s3 for fi; jg = f1; 2g
s1   s2 for fi; jg = f2; 3g
while
s (s3 s1 )(i)   s (s3 s1 )( j) = s(3;1)(i)   s(3;1)( j) =
8>>><>>>:
s3   s1 for fi; jg = f3; 1g
s2   s3 for fi; jg = f1; 2g
s1   s2 for fi; jg = f2; 3g
up to sign. Thus, (3.2) holds when w1 = 2 = s3 s1 . A similar argument
proves (3.2) for w1 = 121= s1 s2 .
Case 2. By assumption wk = w0k for k = 1; 2, where w01 and w02 are in
W(). Remember that w1 = w2 and  = si   s j. Since w01 = w02,
 (w01) =  (w02) () =  (w02)(i; j):
Therefore  (w01)(i) =  (w02)( j);  (w01)( j) =  (w02)(i), and we have
`(ew1;w2) = w1 = w01(si   s j) = (s (w01)(i)   s (w01)( j)):
Here  preserves si   s j up to sign because  is the rotation by angle , so
this completes the proof for case (2).
Case 3. By assumption w1 is in W() and w2 = w02 with w02 2 W(). In
this case  is not in , namely  = sk00 for some k00 2 [3]. We have
(3.3) w1 = w2 = w02 = w02()w02:
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Since w1 and w02 are in W(), this equation means w02() 2 W(), namely
there is some k0 2 [3] such that
(3.4) w02() = sk0
up to sign. Therefore, it follows from (3.3) and (3.4) that
(3.5) w1() = sk0 = sk0 ;
and this is the label of the edge which connects w1 and w2 up to sign.
On the other hand, it follows from (3.3) and (3.4) that
(3.6)  (w1) =  (sk0 ) (w02):
Since
(3.7) sk0 = si0 s j0 for fi0; j0g = [3] n fk0g;
it follows from (3.6) that
 (w1) =  (s0k) (w02) = (i0; j0) (w02) =  (w02)(i; j);
where i :=  (w02) 1(i0), j :=  (w02) 1( j0). Then we have  (w1)(i) =
 (w02)(i; j)(i) =  (w02)( j) and  (w1)( j) =  (w02)(i; j)( j) =  (w02)(i). Let
k =  (w02) 1(k0), then we have  (w1)(k) =  (w02)(i; j)(k) =  (w02)(k) = k0.
This together with (3.5) completes the proof of Case 3. 
Using the above lemma, we can redescribe the labeled graph associated
with the root system (G2), denoted by G2, as follows;
 The vertex set V(G2) is f(v; ") j v 2 S 3; " = +; g.
 w1 = (v1; "1) and w2 = (v2; "2) are connected by an edge ew1;w2 if and
only if there are some integers i and j such that v1(i) = v2( j); v1( j) =
v2(i).
 The label of the edge ew1;w2 is sv1(i)   sv1( j) if "1 = "2, and sv1(k) if
"1 , "2 where k 2 [3] n fi; jg.
See Figure 2. Note that in Figure 2, the parallel edges have the same label.
Remark 3.3. Let V  (resp. V+) be a subset of V(G2) defined to be f(v; ") j
v 2 S 3; " =   (resp. +)g, and G  (resp. G+) be the labeled full subgraph of
G2 with V  (resp. V+) as a vertex set. Clearly G  and G+ are isomorphic as
a labeled graph to the labeled graph A3 associated with the root system of
type A2. Guillemin, Sabatini and Zara introduced the notion of a GKM fiber
bundle in [6] (in a GKM fiber bundle, the total space, fiber and base space
are all labeled graphs). In fact, it can be seen that G2 is the total space of a
GKM fiber bundle, with fibers isomorphic to A2. In this sense it is natural
to expect that the result of type A2 plays a role when we determine the ring
structure of HT (G2) below.
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Figure 2. The labeled graph G2
4. Graph cohomology ring of G2
In this section, we prove our main result which describes the ring struc-
ture of the graph cohomology ring of the labeled graph G2. We review the
definition of the graph cohomology ring of a labeled graph first.
Definition 4.1. Let G be a labeled graph with a label ` taking values in
H2(BT ) and let W be the vertex set of G. We identify L
w2W H
(BT ) with
Map(W; H(BT )) where Map(W; H(BT )) is the set of all maps from W to
H(BT ). Then the graph cohomology H(G) of G is defined to be the set
of all h 2 Map(W; H(BT )) which satisfies the so-called “GKM condition”,
namely for any two vertices w and w0 connected by an edge e, h(w)   h(w0)
belongs to the ideal (`(e)). The ring structure on H(BT ) induces a ring
structure on HT (G).
To become familiar with a graph cohomology ring, we shall remember
the graph cohomology ring of A3.
Example 4.2. We define elements of HT (A3) denoted by i’s and ti’s as
follows;
i(v) := tv(i) ti(v) := ti for any v 2 S 3; i = 1; 2; 3:
We regard an element in Map(W(A3);Z[t1; t2; t3]) as a set of six polynomi-
als in t1; t2; t3 such that each polynomial corresponds to a vertex, because
W(A3) = S 3 has six vertices. One can easily check that i’s are in HT (A3).
One can also check that the elements ti’s and i’s generate HT (A3) as a ring,
and
HT (A3)  Z[1; 2; 3; t1; t2; t3]=J
where J =< ei()   ei(t) j i = 1; 2; 3 > and ei() (resp. ei(t)) is the ith-
elementary symmetric polynomial in 1; 2; 3 (resp. t1; t2; t3). (See [3].)
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Now we consider elements in HT (G2). We set sw(i) := "sv(i) for
w = (v; ") 2 V(G2). For each i = 1; 2; 3, we define elements i, ti of
Map(V(G2);Z[t1; t2; t3]) by
(4.1) i(w) := sw(i) = "sv(i); ti(w) := ti for w = (v; ") 2 V(G2):
One can check that i’s, ti’s are elements of HT (G2). We set si := ti   ti+1 in
Map(V(G2);Z[t1; t2; t3]), namely si(w) = (ti   ti+1)(w) = ti   ti+1 = si, where
t4 = t1. In addition, we define an element f of Map(V(G2);Z[t1; t2; t3]) by
(4.2) f (w) :=
(
s1s2s3 for w = (v;+)
0 for w = (v; ):
Clearly, f is also an element of HT (G2). Elements 1 and f are described in
Figures 3 and 4, and as mentioned in section 1, i’s and f are the generators
of HT (G2).
s1
s1
s2
s3s2
s3
-s1
-s2
-s3
-s1
-s2-s3
Figure 3. 1
s1s2s3
s1s2s3
s1s2s3
s1s2s3
s1s2s3
s1s2s3
0
0
0
0
0
0
Figure 4. f
Remark 4.3. The restriction of i to the subgraph G+ (resp. G ) is i (resp.
 i) in HT (A3). In other words i in HT (G2) is a lift of the i in HT (A3).
The element f comes from some element in the graph cohomology ring
of the labeled graph of the base space. In fact, the labeled graph of the
base space, denoted by B, is described as Figure 5, and Figure 6 describes
an element in HT (B)  Map(V(B);Z[t1; t2; t3]). The element f in HT (G2) is
the pullback of the element in Figure 6 by the projection G2 ! B. However,
by combinatorial calculation, we can find the generator f naturally. We will
discuss this in the proof of Theorem 4.4
Guillemin, Sabatini and Zara [6] construct module generators of the graph
cohomology of the total space over the graph cohomology of the base space,
by using module generators of the graph cohomology of fiber. (They con-
sider the graph cohomology with R coecient.)
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Theorem 4.4. Let G2 be the labeled graph associated with the root system
(G2) of type G2. Then
HT (G2) = Z[1; 2; 3; t1; t2; t3; f ]=I;
where I =< e1(); e2()   e2(s); 2 f   e3()   e3(s); f 2   f e3(s) >, and ei()
(resp. ei(s) ) is the ith elementary symmetric polynomial in 1; 2; 3 (resp.
s1= t1   t2; s2= t2   t3; s3= t3   t1 ).
The rest of the paper is devoted to the proof of Theorem 4.4.
Lemma 4.5. HT (G2) is generated by 1; 2; 3, t1; t2; t3 and f as a ring.
Proof. The idea of the proof of the lemma is the same as that of Lemma 3.2
in [3].
Claim . For any homogeneous element h of HT (G2), there is a polynomial
G in i’s and ti’s such that the restrictions of h and G to the subgraph G 
coincide.
Proof of Claim. We set
V i := f(v; ") 2 S 3  fg j v(i) = 3; " =  g for i 2 [3]:
Let 2k be the degree of h 2 HT (G2) and q be the maximal integer up to
minfk + 1; ng so that
h(wi) = 0 for any wi 2 V i whenever i < q:
For any w = (v; ) 2 V q , there is a unique vertex wi = (vi; ) 2 V i for
each 1  i < q such that w and wi are connected by an edge labeled by
sw(i)   sw(q) = sw(i) + s3. (Namely v = vi(i; q).) Then h(w)   h(wi) = h(w)
is divisible by sw(i) + s3 for i < q, so there is a homogeneous polynomial
gw 2 Z[t1; t2; t3] of degree 2(k   q + 1) such that
(4.3) h(w) = gw
q 1Y
i=1
(sw(i) + s3):
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On the other hand, since (k + s3)(u) = su(k) + s3 for any u 2 V(G2),
(4.4)
q 1Y
i=1
(i + s3)(u) =
q 1Y
i=1
(su(i) + s3):
In particular, when u is in V i for i < q, the polynomial (4.4) is equal to 0
since su(i) =  s3. So, it follows from (4.3) and (4.4) that0BBBBBB@h   gw q 1Y
i=1
(i + s3)
1CCCCCCA (u) = 0;
whenever u 2 V i for i < q or u = w. We set
h0 := h   gw
q 1Y
i=1
(i + s3):
Note that
h0(u) = 0 if u 2 V i for i < q or u = w.
Let w0 be the other vertex in V q . (Namely, V q = fw;w0g.) Then w and
w0 are connected by an edge labeled by s1   s2 and there is a unique vertex
w0i = (v0i ; ) 2 V i for each 1  i < q such that w0 and w0i are connected
by an edge labeled by sw0(i)   sw0(q) = sw0(i) + s3, so h0(w0)   h0(w) = h0(w0)
is divisible by s1   s2 and sw0(i) + s3. Therefore, there is a homogeneous
polynomial gw0 2 Z[t1; t2; t3] of degree 2(k   q) such that
(4.5) h0(w0) = (s1   s2)gw0
q 1Y
i=1
(sw0(i) + s3):
On the other hand, for j 2 [3] n fqg,
 j   sw( j)

(w0) = sw0( j)   sw( j) = (s1   s2)(4.6) 
 j   sw( j)

(w) = sw( j)   sw( j) = 0;(4.7)
where  = 1 and  depends on w. Thus, it follows that0BBBBBB@h0   ( j   sw( j))gw0 q 1Y
k=1
(k + s3)
1CCCCCCA (u) = 0:
for u 2 V i whenever i  q. Therefore, putting H = gw+ ( j   sw( j))gw0 , and
subtracting the polynomial Hq 1k=1( j + s3) from h, we may assume that
h(u) = 0 for any u 2 V i whenever i < q + 1:
The above argument implies that h finally takes zero on all vertices in
V  = f(v; ") j v 2 S 3; " =  g by subtracting a polynomial in i’s and ti’s, and
this completes the proof of the claim.
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The claim allows us to assume that our homogeneous element h in HT (G2)
satisfies h(u) = 0 for all u 2 V . Any w = (v;+) 2 V+ = f(v; ") j v 2 S 3; " =
+g has a unique edge which connects w and some wi = (vi; ) 2 V i for each
i 2 [3], and the edge has a label sw(k) where k is determined by v(k) = vi(k).
Namely, h(w)   h(wi) = h(w) is divisible by sw(k), thus, there is a homoge-
neous polynomial pw of Z[t1; t2; t3] such that
h(w) = s1s2s3 pw:
In addition the collection of polynomials fpwg satisfies the GKM condition
in G+, and if all pw are 1 the element h is equal to f . Thus, one can see
that the element h which satisfies h(u) = 0 for all u 2 V  is the product of
f and some element in HT (G2). Then the same argument as in the proof
of the claim above shows that there is a polynomial H0 in i’s and ti’s such
that (h   H0 f )(w) = 0 for w 2 V(G2). This completes the proof of the
lemma. 
Remember that the Hilbert series of a graded abelian group A = 1j=0A j,
where A j is the degree j part of A and of finite rank over Z, is a formal
power series defined by
F(A; x) :=
1X
j=0
(rankZ A j)x j:
Lemma 4.6.
F(HT (G2); x) =
1
(1   x2)3 (1 + x
2)(1 + x2 + x4)(1 + x6)
Proof. We set d(k) := rank H2kT (G2) and r(k) := rankZ[t1; t2; t3]2k, where
Z[t1; t2; t3]2k is the set of homogeneous polynomials of degree 2k. We note
that the degree of ti is 2.
For q with 1  q  3, we set
G2kq = fh 2 H2kT (G2) j h(w) = 0 for w 2 V i whenever i < qg;
for q with 4  q  6 we set
G2kq = fh 2 H2kT (G2) j h(w) = 0 for w 2 V  or w 2 V+i whenever i < q   3g
where V+i = f(v;+) j v(i) = 3g, and for q = 7 we set G2k7 = 0. Then we have
a filtration
H2kT (G2) = G2k1  G2k2      G2k6  G2k7 = 0:
For h 2 H2kT (G2), assume that there is some q 2 [3] such that
h(w) = 0 for w 2 V i whenever i < q:
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Then, the proof of the claim in Lemma 4.5 shows that there is a polynomial
H in i’s and ti’s such that
(h   H)(w) = 0 for w 2 V i whenever i  q;
and that the polynomial H is of the form
H =

gw + ( j   sw( j))gw0
 q 1Y
k=1
(k + s3)
where gw and gw0 are some polynomials in t1; t2; t3, and the degree of gw
(resp. gw0) is 2(k   q + 1) (resp. 2(k   q)).
Lemma 4.5 also shows that gw and gw0 can be chosen arbitrarily, therefore
we have
(4.8) rank G2kq   rank G2kq+1 = r(k   q + 1) + r(k   q) for any q  3:
Similarly, assume that there is some 4  q  6 such that
h(w) = 0 for w 2 V  or w 2 V+i whenever i < q   3
Then, the proof of Lemma 4.5 shows that there is a polynomial H0 in i’s,
ti’s and f such that
(h   H0)(w) = 0 for w 2 V  or w 2 V+i whenever i  q   3;
and that the polynomial H0 is of the form
H0 = s1s2s3

g0w + ( j   sw( j))g0w0
 q 4Y
k=1
(k + s3)
where g0w and g0w0 are some polynomials in t1; t2; t3, and the degree of g0w
(resp. g0w0) is 2(k 2 (q 3))= 2(k   q + 1) (resp. 2(k 3 (q 3))= 2(k   q)),
and g0w and g0w0 can be chosen arbitrarily. Thus, for any 4  q  6 we have
(4.9) rank G2kq   rank G2kq+1 = r(k   q + 1) + r(k   q):
Therefore, it follows from (4.8) and (4.9) that
d(k) = rank G2k1 =
6X
q=1
(r(k   q + 1) + r(k   q))
=
kX
q=k 5

r(q) + r(q   1)

= r(k) + 2
k 1X
q=k 5
r(q) + r(k   6)
where r(i) = 0 for i < 0. Namely,
d(k) =
8>>><>>>:
r(0) for k = 0
2
Pk 1
i=0 r(i) + r(k) for 1  k  5
r(k   6) + 2Pk 1i=k 5 r(i) + r(k) for k > 5:
44
Therefore,
F(HT (G2); x) =
1X
k=0
d(k)x2k
= r(0) +
5X
k=1
0BBBBB@2 k 1X
i=0
r(i) + r(k)
1CCCCCA x2k
+
1X
k=6
0BBBBB@r(k   6) + 2 k 1X
i=k 5
r(i) + r(k)
1CCCCCA x2k
=
1X
k=0
r(k)x2k +
1X
k=6
r(k   6)x2k
+2
0BBBBB@ 5X
k=1
k 1X
i=0
r(i)x2k +
1X
k=6
k 1X
i=k 5
r(i)x2k
1CCCCCA
= (1 + x12)(r(0) + r(1)x2 + r(2)x4 +    )
+2(x2 + x4 + x6 + x8 + x10)(r(0) + r(1)x2 + r(2)x4 +    )
= (1 + 2x2 + 2x4 + 2x6 + 2x8 + 2x10 + x12)F(Z[t1; t2; t3]; x)
= (1 + x2)(1 + x2 + x4)(1 + x6)F(Z[t1; t2; t3]; x)
=
1
(1   x2)3 (1 + x
2)(1 + x2 + x4)(1 + x6);
proving the lemma. 
We abbreviate the polynomial ring Z[1; 2; 3; t1; t2; t3; f ] as Z[; t; f ].
The canonical map Z[; t; f ] ! HT (G2) is a homomorphism of graded rings
which is surjective by Lemma 4.5. It easily follows from (4.1) and (4.2) that
e1() = 0;(4.10)
e2()   e2(s) = 0;(4.11)
2 f   e3()   e3(s) = 0; and(4.12)
f 2   f e3(s) = 0:(4.13)
Therefore the canonical map above induces a grade preserving epimor-
phism
(4.14) Z[; t; f ]=I ! HT (G2);
where
I =< e1(); e2()   e2(s); 2 f   e3()   e3(s); f 2   f e3(s) > :
We note that Z[; t; f ]=I is a Z[t]-module in a natural way.
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Lemma 4.7. Z[; t; f ]=I is generated by Q3k=1 ikk f j for 0  ik  3   k andj = 0; 1 as a Z[t] module.
Proof. Clearly the elements3k=1ikk f j with no restriction on exponents, gen-
erate Z[; t; f ]=I as a Z[t] module. The identity (4.10) means
(4.15) 3 =  1   2:
By using (4.15), we have
e2() = 12 + 3(1 + 2) = 12   (1 + 2)2 =  21   22   12:
Therefore, 22 =  21   12   e2(); and hence
(4.16) 22 =  21   12   e2(s)
by (4.11). It follows from (4.15) and (4.16) that
e3() = 123
=  12(1 + 2)
=  212   122
=  212 + 1(21 + 12 + e2(s))
= 31 + 1e2(s):
Therefore 31 =  1e2(s) + e3() and hence
(4.17) 31 =  1e2(s) + 2 f   e3(s)
by (4.12). Therefore, 3 k+1k is written as (4.15), (4.16) and (4.17), satisfying
that the exponent of k is less than or equal to 3   k and that of f is 0 or 1.
In addition, f 2 is written as (4.13), so we can always assume the exponent
of f to be 0 or 1. This completes the proof of the lemma. 
Now we are in a position to complete the proof of Theorem 4.4.
Proof of Theorem 4.4. If two formal power series a(x) = P1i=0 aixi and b(x) =P1
i=0 bixi in x with real coecients ai and bi satisfy ai  bi for every i, then
we express this as a(x)  b(x).
The Hilbert series of the free Z[t]-module generated by Q3k=1 ikk f j is
given by 1(1 x2)3 x
2(P3k=1 ik+3 j), so it follows from Lemma 4.7 that
(4.18) F(Z[; t; f ]=I; x)  1(1   x2)3
X
0i12; 0i21
x2(i1+i2)
1X
j=0
x6 j
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and the equality holds above if and only if Z[; t; f ]=I is free as a Z[t]-
module. Here the right hand side in (4.18) above is equal to
1
(1   x2)3 (1 + x
2)(1 + x2 + x4)(1 + x6)
which agrees with F(HT (G2); x) by Lemma 4.6. Therefore F(Z[; t; f ]=I; x) 
F(HT (G2); x). On the other hand, the surjectivity of the map (4.14) implies
the opposite inequality. Therefore F(Z[; t; f ]=I; x) = F(HT (G2); x). This
means that the inequality in (4.18) must be an equality and hence Z[; t; f ]=I
is free as a Z[t]-module, in particular, as a Z-module. Since the map in
(4.14) is surjective and F(Z[; t; f ]=I; x) = F(HT (G2); x), we conclude that
the map in (4.14) is actually an isomorphism. This proves Theorem 4.4. 
5. The relation with the result of Anderson
In this section, we state the result of Anderson and show that it is equiv-
alent to Theorem 4.4.
Recall that throughout this paper, we consider the T - equivariant coho-
mology ring of G2 for T which is rank 3. To state the relation with the result
of Anderson, we rewrite Theorem 4.4.
Let ' : T ! S 1 be a homomorphism defined by '(g1; g2; g3) = g1g2g3,
then ker' is a 2-dimensional torus and can be regarded as a maximal torus
of G2. The restriction map ' : HT (G2) ! Hker'(G2) is surjective and
its kernel is the ideal generated by e1(t) = t1 + t2 + t3, so it follows from
Theorem 4.4 that we have
(5.1) Hker'(G2) = Z[t1; t2; t3; 1; 2; 3; f ]=I0;
where
I0 = (e1(t); e1(); e2()   e2(s); 2 f   e3()   e3(s); f 2   f e3(s))
and ei(s) is the ith elementary symmetric polynomial in s1 = t1   t2; s2 =
t2   t3; s3 = t3   t1. Using the relations e1(t) = 0 and e1(s) = 0, we can
rewrite t1; t2; t3; s3 by using s1 and s2, and by e1() = 0 we can also rewrite
3 by using 1 and 2. By deleting 3 and s3, we have the followings;
e2()   e2(s) = ( 21   22   12)   ( s21   s22   s1s2)
e3(s) = s1s2s3 =  s1s2(s1 + s2)
e3() =  212   122
=  212 + 1(21 + 12 + e2(s))(5.2)
= 31   (s21 + s22 + s1s2)1
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The second to the last equality in (5.2) follows from e2() = e2(s). From
the above calculations we can rewrite (5.1) as follows:
(5.3) Hker'(G2) = Z[s1; s2; 1; 2; f ]=I0;
where
I00 = ( 21 + 22 + 12   (s21 + s22 + s1s2);
2 f   31 + (s21 + s22 + s1s2)1 + s1s2(s1 + s2); f 2 + f s1s2(s1 + s2) ):
Here, recall the result of Anderson.
Theorem 5.1 (Anderson, [1], Theorem 5.4 and Remark 5.5). Let T 2 be a
maximal torus of G2. Then
HT 2(G2=T 2) = Z[t1; t2; x1; x2; ]=J;
where
J = ( 2   x31 + 2t1x21   (t21   t22 + t1t2)x1 + t1t2(t1   t2);
2 + (t1t2(t1   t2) + 2t1x21); x21 + x22   x1x2   t21   t22 + t1t2 ):
Actually, Hker'(G2) and HT 2(G2=T ) are isomorphic, and we can construct
an isomorphism concretely. Let  : Hker'(G2) ! HT 2(G2=T 2) be the homo-
morphism defined by
1 7! x1; 2 7!  x2; s1 7! t2; s2 7! t1   t2; f 7!  + t1x21   t21 x1:
Then  is an isomorphism and we can show this easily. To prove this, it is
enough to show (I00) = J, in fact,
(21 + 22 + 12   (s21 + s22 + s1s2))
= x21 + ( x2)2   x1x2   (t22 + (t1   t2)2 + t2(t1   t2))
= x21 + x
2
2   x1x2   t21   t22 + t1t2;
(2 f   31 + (s21 + s22 + s1s2)1 + s1s2(s1 + s2))
= 2( + t1x21   t21 x1)   x31 + (t21 + t22   t1t2)x1 + t2(t1   t2)t1
= 2   x31 + 2t1x21   (t21   t22 + t1t2)x1 + t1t2(t1   t2)
and
( f 2 + f s1s2(s1 + s2))
= ( + t1x21   t21 x1)2 + ( + t1x21   t21 x1)t1t2(t1   t2)
= 2 + 2(t1x21   t21 x1) + (t1x21   t21 x1)2
+t1t2(t1   t2) + (t1x21   t21 x1)t1t2(t1   t2)
= 2 + (2t1x21   2t21 x1 + t1t2(t1   t2))
+t21 x1(x31   2t1x21 + (t21   t22 + t1t2)x1   t1t2(t1   t2))
= 2 + (2t1x21 + t1t2(t1   t2)):
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The last equation above follows from the first relation 2 = x31 2t1x21+(t21 
t22 + t1t2)x1   t1t2(t1   t2) in the ideal J. Therefore, Hker'(G2) and HT 2(G2=T )
are isomorphic.
Acknowledgment. The author takes this opportunity to thank her Ph.D.
supervisor Mikiya Masuda for sparing his precious time and give construc-
tive comments throughout the process of writing this paper. I also thank
Shizuo Kaji and Hiroshi Naruse, who gave me the opportunity to consider
this problem on the flag manifold of type G2. Finally, Megumi Harada gave
me lots of valuable advice both about mathematics and writing in English.
References
[1] D. E. Anderson, Chern class formulas for G2 Schubert loci, Trans. Amer. Math. Soc.
363 (2011) 6615-6646.
[2] M. Franz and V. Puppe, Exact cohomology sequences with integral coecients for
torus actions, Transform. Groups 12 (2007), 65-76.
[3] Y. Fukukawa, H. Ishida and M. Masuda, The cohomology ring of the GKM graph of a
flag manifold of classical type, arXiv:1102.4476 (to appear in Kyoto J. Math.)
[4] M. Goresky, R. Kottwitz and R. MacPherson, Equivariant cohomology, Koszul duality
and the localization theorem, Invent. Math. 131 (1998) 25–83.
[5] V. Guillemin, T. Holm and C. Zara, A GKM description of the equivariant cohomology
ring of a homogeneous space, J. Algebraic Combin. 23 (2006), 21–41.
[6] V. Guillemin, S. Sabatini and C. Zara, Cohomology of GKM fiber bundles, J. Algebraic
Combin. (2011), 1–41.
[7] V. Guillemin and C. Zara, 1-skeleta, Betti numbers and equivariant cohomology, Duke
Math. J. 107 (2001) 283–349.
[8] M. Harada, A. Henriques and T. Holm, Computation of generalized equivariant coho-
mologies of Kac-Moody flag varieties, Adv. Math. 197 (2005), 198–221.
49
Part 2
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THE EQUIVARIANT COHOMOLOGY RINGS OF
PETERSON VARIETIES
Joint work with Megumi Harada and Mikiya Masuda
Abstract. The main result of this note gives an ecient presen-
tation of the S1-equivariant cohomology ring of Peterson varieties
(in type A) as a quotient of a polynomial ring by an ideal J, in the
spirit of the well-known Borel presentation of the cohomology of
the ag variety. Our result simplies previous presentations given
by Harada-Tymoczko and Bayegan-Harada. In particular, our re-
sult gives an armative answer to a conjecture of Bayegan and
Harada that the dening ideal J is generated by quadratics.
1. Introduction
The main result of this paper is an explicit and ecient presentation
of the S1-equivariant cohomology ring1 of type A Peterson varieties in
terms of generators and relations, in the spirit of the well-known Borel
presentation of the cohomology of the ag variety. Our presentation is
signicantly simpler than the computations given in [6] (respectively
[1]) which uses the Monk formula (respectively Giambelli formula) for
type A Peterson varieties. In particular, our result gives an armative
answer to the conjecture formulated in [1, Remark 3.12] by showing
that the dening ideal for the S1-equivariant cohomology ring of type
A Peterson varieties can be generated by quadratic polynomials.
We briey recall the setting of our results. Peterson varieties in
type A can be dened as the following subvariety Y of F`ags(Cn):
(1.1) Y := fV j NVi  Vi+1 for all i = 1; : : : ; n  1g
where V denotes a nested sequence 0  V1  V2      Vn 1  Vn =
Cn of subspaces of Cn and dimC Vi = i for all i and N : Cn ! Cn
denotes the principal nilpotent operator. These varieties have been
The rst author was supported by JSPS Research Fellowships for Young Scien-
tists.
The second author was partially supported by an NSERC Discovery Grant and
an Early Researcher Award from the Ministry of Research and Innovation of On-
tario.
The third author was partially supported by Grant-in-Aid for Scientic Research
25400095.
1In this note, all cohomology rings are with coecients in C.
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much studied due to its relation to the quantum cohomology of the
ag variety [7, 8]. Thus it is natural to study their topology, e.g. the
structure of their (equivariant) cohomology rings.
There is a natural circle subgroup of U(n;C) which acts on Y (re-
called in Section 2). The inclusion of Y into F`ags(Cn) induces a nat-
ural ring homomorphism
(1.2) HT (F`ags(Cn))! HS1(Y)
where T is the subgroup of diagonal matrices of U(n;C) acting in the
usual way on F`ags(Cn). The content of this manuscript is to give
an ecient presentation of the equivariant cohomology ring HS1(Y).
Our proof uses Hilbert series and regular sequences, in a similar spirit
to previous work of Fukukawa, Ishida, and Masuda [2, 3] which com-
putes the graph cohomology of the GKM graphs of the ag varieties of
classical type and of G2.
This paper is organized as follows. We briey recall the necessary
background in Section 2. The main theorem, Theorem 3.3, is formu-
lated in Section 3. Hilbert series and regular sequences are introduced
in Section 4 to prove the main result. The proof of one key lemma used
in the proof of the main theorem occupies Section 5.
Acknowledgments. We thank Satoshi Murai for helpful comments
on regular sequences, which greatly improved our paper.
2. Peterson varieties and S1-fixed points
In this section we briey recall the denitions of our main objects
of study. We also record some key facts. For details and proofs, we
refer the reader to [6]. Since we work exclusively in Lie type A, we
henceforth omit it from our terminology.
Let n be a xed positive integer which we assume throughout is  2.
The ag variety Flags(Cn) is the space of nested subspaces in Cn, i.e.,
Flags(Cn) = fV = (V0  V1  V2      Vn = Cn) j dimC Vi = ig:
Let N be the n  n principal nilpotent operator which, written with
respect to the standard basis of Cn, is associated to the matrix with a
single n n Jordan block of eigenvalue 0:
N :=
0BBBB@
0 1 0    0
0 0 1    0
...
...
...
. . .
...
0 0 0    1
0 0 0    0
1CCCCA :
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Then the Peterson variety Y is the subvariety of Flags(Cn) dened
as
(2.1) Y := fV 2 Flags(Cn) j NVi  Vi+1 for all i = 1; 2;    ; n  1g:
The Peterson variety is a (singular) projective variety of complex di-
mension n  1.
The n-dimensional compact torus T consisting of diagonal n  n
unitary matrices acts on Flags(Cn) in a natural way. This torus action
does not preserve Y, but the following circle subgroup of T preserves
Y:
(2.2) S :=

diag(gn; gn 1; : : : ; g) j g 2 C; kgk = 1	 :
The S-xed points in Y are the T -xed points in Flags(Cn) that lie in
Y, i.e.,
(2.3) YS = Flags(Cn)T \ Y:
As is standard, we identify Flags(Cn)T with the set of permutations
on n letters Sn. More specically, it is straightforward to see that V
is in Flags(Cn)T precisely when there exists w 2 Sn such that
(2.4) Vi = hew(1); ew(2);    ; ew(i)i for i = 1; 2; : : : ; n
where ek denotes the k-th element in the standard basis of Cn. It is
shown in [6] that a permutation w 2 Sn = Flags(Cn)T is in YS precisely
when the one-line notation of w 1 (equivalently w, since in this case
w = w 1) is of the form
(2.5) w = j1 j1   1    1| {z }
j1 entries
j2 j2   1    j1 + 1| {z }
j2   j1 entries
  n n  1    jm + 1| {z }
n  jm entries
;
where 1  j1 < j2 <    < jm < n is any sequence of strictly increasing
integers.
3. A ring presentation of HS(Y)
In this section we formulate our main result, Theorem 3.3 below,
which gives a ring presentation via generators and relations of the S-
equivariant cohomology ring of Y. Our presentation is more ecient
than previous computations of this ring (cf. Remark 3.5 below).
Consider the commutative diagram
(3.1)
HT (Flags(Cn))
1   ! Lw2Flags(Cn)T=Sn HT (w)
1
??y 2??y
HS(Y)
2   ! Lw2YSSn HS(w)
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where the maps are induced from the inclusions Y ,! Flags(Cn), YS ,!
Flags(Cn)T and S ,! T . Since Hodd(Flags(Cn)) and Hodd(Y) vanish,
the maps 1 and 2 above are both injective. Moreover, it is known that
the map 1 above is surjective [6, Theorem 4.12]. Therefore, H

S(Y) is
isomorphic to the image of HT (Flags(Cn)) by 2  1.
Through the map diag(gn; gn 1; : : : ; g)! g, we may identify S with
the unit circle S1 of C so that we have an identication
HS(pt) = H
(BS) = H(BS1) = C[t]:
The torus T  U(n) of diagonal unitary matrices has a natural prod-
uct decomposition T = (S1)n. This decomposition identies BT with
(BS1)n and induces an identication
HT (pt) = H
(BT ) =
nO
i=1
H(BS1) = C[t1; : : : ; tn];
where ti (i = 1; 2; : : : ; n) denotes the element corresponding to the xed
generator t of H2(BS1). Then from the explicit description of S as the
subgroup diag(gn; gn 1; : : : ; g) of T it readily follows that
(3.2) 2(ti) = (n+ 1  i)t:
We now briey recall a well-known ring presentation of the equivari-
ant cohomology ring HT (Flags(Cn)). There is a tautological ltration
of the trivial rank n vector bundle over Flags(Cn)
Flags(Cn)f0g = U0  U1  U2      Un 1  Un = Flags(Cn)Cn
where the ber of Ui over a point in Flags(Cn) corresponding to a
ag V is precisely the vector space Vi of V. The bundles Ui are all
T -equivariant and the quotient bundles Ui=Ui 1 (i = 1; 2; : : : ; n) are
T -equivariant line bundles over Flags(Cn). We dene
(3.3) i := c
T
1 (Ui=Ui 1) 2 H2T (Flags(Cn)) for i = 1; 2; : : : ; n;
where cT1 denotes the equivariant rst Chern class. Then it is known
(see e.g. [4, Equation (2.1)] or [2]) that
(3.4) HT (Flags(Cn)) = C[1;    ; n; t1;    ; tn]=I
where I is the ideal generated by
ei()  ei(t) for i = 1; 2;    ; n
and ei() (resp. ei(t)) denotes the i-th elementary symmetric polyno-
mial in the variables 1;    ; n (resp. t1;    ; tn). By slight abuse of
notation, in the discussion below we denote by i; ti the corresponding
cohomology classes in HT (Flags(Cn)) (i.e. the equivalence classes of
i; ti in the quotient ring C[1;    ; n; t1;    ; tn]=I).
54
It follows from (2.4) and (3.3) that for w 2 Sn we have
(3.5) 1(i)jw = tw(i)
and clearly
(3.6) 1(ti)jw = ti;
where jw denotes the w-th component of  in the direct sum
L
w2Sn H

T (w).
We dene
(3.7) pk := 1(
kX
i=1
(ti   i)) for k = 1; : : : ; n:
The following lemma computes the images of the pk in H

S(Y
S) =L
w2YS H

S(w) under the map 2 in (3.1).
Lemma 3.1. Let pk 2 HS(Y) for 1  k  n be dened as above. Then
2(pk)jw =
kX
i=1
(w(i)  i)t:
Proof. For w 2 YS and 1  k  n we have
2(pk)jw = 2(1(
kX
i=1
(ti   i)))jw by denition of pk
= 2(1(
kX
i=1
(ti   i)))jw by commutativity of (3.1)
= 2(
kX
i=1
(ti   tw(i))) by (3.5) and (3.6)
=
kX
i=1
(w(i)  i)t by (3.2)
(3.8)
as desired. 
Since
Pn
i=1 i =
Pn
i=1w(i), Lemma 3.1 immediately implies that
2(pn)jw = 0 for any w 2 YS. In particular we may conclude
(3.9) pn = 0
since 2 is injective.
The next lemma derives some relations which are satised among
the elements pk 2 HS(Y). By slight abuse of notation we denote also
by t the element in HS(Y) which is the image of t 2 HS(pt) under the
canonical map HS(pt)! HS(Y). Note that 2(t)jw = t for all w 2 YS.
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Lemma 3.2. Let pk 2 HS(Y) for 1  k  n be dened as above. Then
pk(pk   12pk 1   12pk+1   t) = 0 for k = 1; 2; : : : ; n  1.
Proof. Let w 2 YS  Sn. It follows from Lemma 3.1 that
2(pk   1
2
pk 1   1
2
pk+1   t)jw
=
kX
i=1
(w(i)  i)t  1
2
k 1X
i=1
(w(i)  i)t  1
2
k+1X
i=1
(w(i)  i)t  t
=
1
2
(w(k)  w(k + 1)  1)t:
(3.10)
Since w is in YS, we know it must be of the form given in (2.5). If
k = jq for some 1  q  m, then
Pk
i=1 i =
Pk
i=1w(i). Otherwise,
w(k + 1) = w(k)   1. Therefore, for any w 2 YS and for any k,
either (3.8) or (3.10) vanishes. This implies the lemma because 2 is
injective. 
Our main result states that the relations given in Lemma 3.2 are
enough to determine the ring structure.
Theorem 3.3. Let n be a positive integer, n  2. Let Y  Flags(Cn)
be the Peterson variety dened in (2.1). Let the circle group S act on
Y as described in Section 2. Then the S-equivariant cohomology ring
of Y can be presented by generators and relations as follows:
HS(Y) = C[t; p1; : : : ; pn 1]=J;
where J is the ideal generated by the quadratic polynomials
(3.11) pk(pk   1
2
pk 1   1
2
pk+1   t) for k = 1; 2; : : : ; n  1
where we take p0 = pn = 0.
Since Hodd(Y) = 0 and HS(Y) = H
(BS) 
 H(Y) as H(BS)-
modules, we also obtain the following corollary.
Corollary 3.4. Let pk be the restriction of pk to H
(Y). Then
H(Y) = C[p1; : : : ; pn 1]= J;
where J is the ideal generated by
pk(pk   1
2
pk 1   1
2
pk+1) for k = 1; 2; : : : ; n  1
with p0 = pn = 0.
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Remark 3.5. In [1] it is also shown that the equivariant cohomology
ring HS(Y) is a quotient of a polynomial ring C[t; p1; : : : ; pn 1] (us-
ing slightly dierent notation) by an ideal generated by polynomials
denoted as qi;A [1, Theorem 3.8]. The ring presentation in [1] is a sim-
plication of the presentation given in [6, Theorem 6.12 and Corollary
6.14] by decreasing both the number of variables in the polynomial
ring and the number of generators of the ideal of relations. In fact, it
was conjectured in [1, Remark 3.12] that things could be made even
simpler, namely, that the ideal of relations for the presentation in [1,
Theorem 3.8] is in fact generated by just the quadratics. Our Theo-
rem 3.3 proves that this is in fact the case. Indeed, it is straightforward
to see from the denitions in [1, 6] that the polynomials (3.11) in The-
orem 3.3 correspond to the qi;A for the special case A = fig. These are
precisely the quadratic polynomials among all the qi;A.
4. Hilbert series and regular sequences
In this section we prove our main result, Theorem 3.3, modulo one
key lemma whose proof we postpone to Section 5.
Since the map 1 in the diagram (3.1) is known to be surjective, it
follows from (3.4), (3.7), (3.9) and Lemma 3.2 that the natural homo-
morphism of graded rings
(4.1) ' : C[t; p1; : : : ; pn 1]=J  HS(Y)
is surjective. Forgetting the S-action, this induces a surjective homo-
morphism of graded rings
(4.2) ' : C[p1; : : : ; pn 1]= J  H(Y):
We next recall the denition of Hilbert series. Suppose A =
L1
i=0A
i
is a graded module over C. Then its associated Hilbert series F (A; s)
is dened to be the formal power series
F (A; s) :=
1X
i=0
(dimCA
i)si:
When comparing Hilbert series of dierent rings, we use the notationP
ais
i P bisi to mean that ai  bi for all i.
In our setting, taking the Hilbert series of both rings appearing in
(4.1) and (4.2) yields
F (C[t; p1; : : : ; pn 1]=J; s)  F (HS(Y); s)(4.3)
F (C[p1; : : : ; pn 1]= J; s)  F (H(Y); s)(4.4)
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since both ' and ' are surjective. Note that ' (resp. ') is an isomor-
phism if and only if the inequality in (4.3) (resp. (4.4)) is in fact an
equality.
The Hilbert series of the right hand sides of (4.3) and (4.4) are known
to be as follows. It is shown in [10] that
(4.5) F (H(Y); s) = (1 + s2)n 1:
Moreover, since HS(Y) = H
(BS) 
H(Y) as H(BS)-modules, (4.5)
implies
(4.6) F (HS(Y); s) =
(1 + s2)n 1
1  s2 :
The following lemma computes the left hand side of (4.4). Its proof
will be given in Section 5 in a more general setting.
Lemma 4.1. F (C[p1; : : : ; pn 1]= J; s) = (1 + s2)n 1.
Assuming Lemma 4.1, we now complete the proof of Theorem 3.3.
For this we use the following notion from commutative algebra (see e.g.
[9]).
Denition. Let R be a graded commutative algebra over C and let
R+ denote the positive-degree elements in R. Then a homogeneous
sequence 1; : : : ; r 2 R+ is a regular sequence if k is a non-zero-divisor
in the quotient ring R=(1; : : : ; k 1) for every 1  k  r. This is
equivalent to saying that 1; : : : ; r is algebraically independent over C
and R is a free C[1; : : : ; r]-module.
It is a well-known fact (see for instance [9, p.35]) that a homogeneous
sequence 1; : : : ; r 2 R+ is a regular sequence if and only if
(4.7) F (R=(1; : : : ; r); s) = F (R; s)
rY
k=1
(1  sdeg k):
A sketch of the proof of this fact is as follows. Let 1; : : : ; r be a
homogeneous sequence of R and set Rk := R=(1; : : : ; k) for 1  k  r.
Consider the exact sequence
Rk 1
k ! Rk 1 ! Rk ! 0 for 1  k  r;
where k denotes multiplication by k, the map Rk 1 ! Rk is the
quotient map and R0 := R. The regularity of the sequence 1; : : : ; r
implies that the map k is injective for every 1  k  r, which in
turn implies
F (Rk; s) = F (Rk 1; s)(1  sdeg k) for any 1  k  r:
The desired fact then follows.
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Returning to our setting, we have the following lemma.
Lemma 4.2. In the polynomial ring C[t; p1; : : : ; pn 1], the sequence
k : = pk(pk   1
2
pk 1   1
2
pk+1   t) for 1  k  n  1;
n : = t:
is regular.
Proof. Since n = t; from the denitions of k and the ideals J and
J given in the statements of Theorem 3.3 and Corollary 3.4 it follows
that
F (C[t; p1; : : : ; pn 1]=(1; : : : ; n 1; n); s)
=F (C[p1; : : : ; pn 1]= J; s)
=(1 + s2)n 1
where the last equality follows from Lemma 4.1. This implies that
(4.7) is satised in our setting because deg i = 4 for 1  i  n   1,
deg n = 2 and
(4.8) F (C[t; p1; : : : ; pn 1]; s) =
1
(1  s2)n :
The result follows. 
We can now prove the main theorem.
Proof of Theorem 3.3. From the denition of a regular sequence it is
clear that the subsequence 1; : : : ; n 1 of a regular sequence 1; : : : ; n
is again a regular sequence. Hence it follows from (4.7) and (4.8) that
F (C[t; p1; : : : ; pn 1]=J; s) = F (C[t; p1; : : : ; pn 1]=(1; : : : ; n 1); s)
=
1
(1  s2)n
n 1Y
k=1
(1  sdeg k)
=
(1 + s2)n 1
1  s2 :
This together with (4.6) shows that the equality holds in (4.3). Hence
the map ' in (4.1) is an isomorphism, as desired. 
5. Proof of Lemma 4.1
This section is devoted to the proof of Lemma 4.1. Note rst that
Lemma 4.1 is equivalent to the statement that the sequence of homo-
geneous elements
pk(pk   1
2
pk 1   1
2
pk+1) (k = 1; 2; : : : ; n  1);
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(where p0 = pn are both dened to be 0) is a regular sequence in
the polynomial ring C[p1; : : : ; pn 1]. We now recall a criterion which
characterizes when such a homogenous sequence in a polynomial ring
is regular. We learned this criterion from S. Murai.
Proposition 5.1. A sequence of positive-degree homogeneous elements
1; : : : ; r in the polynomial ring C[z1; : : : ; zr] is a regular sequence if
and only if the solution set in Cr of the equations 1 = 0; : : : ; r = 0
consists only of the origin f0g.
Proof. First we claim that the homogeneous sequence 1; : : : ; r is reg-
ular if and only if the Krull dimension of C[z1; : : : ; zr]=(1; : : : ; r) is
zero. To see this, observe that by denition, if 1; : : : ; r is a regular
sequence then the 1; : : : ; r are algebraically independent. This im-
plies that the Krull dimension of C[z1; : : : ; zr]=(1; : : : ; r) is zero (note
that the number of generators of the polynomial ring C[z1; : : : ; zr] is
equal to the length of the regular sequence). In the other direction, if
C[z1; : : : ; zr]=(1; : : : ; r) has Krull dimension 0, then the 1; : : : ; r are a
homogeneous system of parameters for C[z1; : : : ; zr] [9, Denition 5.1].
Moreover, since the polynomial ring C[z1; : : : ; zr] is Cohen-Macaulay,
by [9, Theorem 5.9] we may conclude that the homogeneous system of
parameters 1; : : : ; r is a regular sequence.
Next we observe that by Hilbert's Nullstellensatz the quotient ring
C[z1; : : : ; zr]=(1; : : : ; r)
has Krull dimension 0 if and only if the algebraic set in Cr dened by
the equations 1 = 0; : : : ; r = 0 is zero-dimensional. Since the poly-
nomials 1; : : : ; r are assumed to be homogeneous, the corresponding
zero-dimensional algebraic set in Cr must consist of only the origin.
This proves the proposition. 
By Proposition 5.1, in order to prove Lemma 4.1 it suces to check
that the solution set in Cr of the equations
(5.1) z2i =
1
2
zi(zi 1 + zi+1) (i = 1; 2; : : : ; r)
(where z0 = zr+1 = 0) consists of only the origin. To prove this, we
consider a more general set of equations in Cr (r  2), namely:
z21 = b1z1z2
z2i = zi(ai 1zi 1 + bizi+1) (i = 2;    ; r   1)
z2r = ar 1zr 1zr
(5.2)
where ai; bi for i = 1; 2; : : : ; r   1 are xed complex numbers.
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Lemma 5.2. In the setting above, set ci := aibi for i = 1; 2; : : : ; r  1.
If
(5.3) 1  ci
1  ci+1
. . .
1  cj 1
1  cj
6= 0
for all 1  i  j  r   1, then the solution set of the equations (5.2)
consists of only the origin in Cr.
Proof. We prove the lemma by induction on r, the number of variables.
It is easy to check the lemma directly for the base case r = 2. Now
suppose that r  3 and the result of the lemma holds for r   1. Note
that the equations in (5.2) which involve the variable zr are the two
equations
z2r 1 = zr 1(ar 2zr 2 + br 1zr)
z2r = ar 1zr 1zr:
From the latter equation we can conclude that either zr = 0 or zr =
ar 1zr 1.
Now we take cases. Suppose zr = 0. Then the equations (5.2)
become
z21 = b1z1z2
z2i = zi(ai 1zi 1 + bizi+1) (i = 2;    ; r   2)
z2r 1 = ar 2zr 2zr 1:
By the induction assumption, the solution set of these equations con-
sists of only the origin since (5.3) is satised for all 1  i  j  r   2.
Next suppose zr = ar 1zr 1. In this case the equations (5.2) turn
into
z21 = b1z1z2
z2i = zi(ai 1zi 1 + bizi+1) (i = 2;    ; r   2)
z2r 1 =
ar 2
1  ar 1br 1 zr 2zr 1:
(5.4)
Here we know that 1   ar 1br 1 6= 0 from the condition (5.3) with
i = j = r   1. Again by the induction assumption, the solution set of
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the equations (5.4) consists of only the origin if
(5.5) 1  c
0
i
1  c
0
i+1
. . .
1  c
0
j 1
1  c0j
6= 0 for all 1  i  j  r   2;
where
c0k = ck (1  k  r   3); c0r 2 =
cr 2
1  cr 1 :
From the denition of the c0k it is clear that (5.5) is equivalent to (5.3)
for i and j with 1  i  j  r   3. Further, the case i = j = r   2
of (5.5) follows from the i = r   2; j = r   1 case of (5.3), and the
case i < j = r   2 of (5.5) follows from the i  j = r   1 case
of (5.3). Hence (5.5) holds for all choices of i and j and by the induction
assumption the solution set consists of only the origin, as desired. 
Remark 5.3. It is not dicult to see that the \only if" part of Lemma 5.2
also holds, but we do not need this implication in what follows.
We now return to our special case, for which ai = bi = 1=2 and
hence ci = 1=4 for all 1  i  r   1. Below, we give a sucient
condition for (5.3) to be satised when ci = aibi (i = 1; 2; : : : ; r   1)
is a constant c independent of i. This will suce to prove Lemma 4.1.
For this purpose, consider the numerical sequence fxmg1m=0 dened by
the following recurrence relation and with x0 = 1:
(5.6) xm = 1  c
xm 1
for m  1:
In the situation when the ci are all equal, it is straightforward to see
that the condition (5.3) is equivalent to the statement that xm 6= 0 for
m = 1; 2; : : : ; r   1. We have the following.
Lemma 5.4. Let fxmg be the sequence dened in (5.6). Then:
(1) if 0  c  1=4, then xm  (1 +
p
1  4c)=2 for any m  1, and
(2) if c < 0, then xm  1 for any m  1.
In particular, if c is any real number  1=4, then xm > 0 for all m  1.
Proof. Let 0  c  1=4 and suppose that
(5.7) xm 1  1 +
p
1  4c
2
> 0 for some m  1:
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Then it follows from (5.6) and (5.7) that
xm = 1  c
xm 1
 1  2c
1 +
p
1  4c =
1 +
p
1  4c
2
:
This proves (1) in the lemma since the inequality (5.7) is satised for
m = 1. A similar argument proves (2). 
The proof of Lemma 4.1 is now straightforward.
Proof of Lemma 4.1. The statement of Lemma 4.1 follows from Propo-
sition 5.1, Lemma 5.2 and Lemma 5.4. 
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?Counting generalized Dyck paths
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COUNTING GENERALIZED DYCK PATHS
Abstract. The Catalan number has a lot of interpretations and one of
them is the number of Dyck paths. A Dyck path is a lattice path from
(0; 0) to (n; n) which is below the diagonal line y = x. One way to
generalize the definition of Dyck path is to change the end point of Dyck
path, i.e. we define (generalized) Dyck path to be a lattice path from
(0; 0) to (m; n) 2 N2 which is below the diagonal line y = n
m
x, and denote
by C(m; n) the number of Dyck paths from (0; 0) to (m; n). In this paper,
we give a formula to calculate C(m; n) for arbitrary m and n.
1. Introduction
The Catalan number Cn =
1
n + 1
 
2n
n
!
is one of the most fascinating num-
bers, and it is known that the Catalan number has more than 200 interpre-
tations. (See [2].) For example, the number of ways to dissect a convex
(n+2)-gon into triangles, that of binary trees with (n+1) leaves, and that of
standard tableaux on the young diagram (n; n) are Cn. Moreover, one of the
most famous interpretations of the Catalan number is the number of Dyck
paths from (0; 0) to (n; n). A sequence of lattice points in Z2
P = f(x0; y0); (x1; y1);    ; (xk; yk)g
is a lattice path if and only if P satisfies the followings for any i = 1; 2;    ; k:
(xi; yi) = (xi 1; yi 1 + 1) or (xi 1 + 1; yi 1):
If a lattice path P = f(0; 0); (x1; y1);    ; (n; n)g lies in the domain y  x, P is
called a Dyck path. There are

2n
n

lattice paths from (0; 0) to (n; n), and Cn
of them are Dyck paths.
It is known that the Catalan numbers satisfy the recurrence relation that
(1.1) C0 = 1 and Cn =
n 1X
i=0
CiCn 1 i:
This recurrence relation also has many interpretations. Hereafter, if a lattice
path P from (0; 0) to (m; n) 2 N2 lies in the domain y  n
m
x, we call P a
Dyck path, and we denote the number of Dyck paths from (0; 0) to (m; n)
2010 Mathematics Subject Classification. Primary 05C99.
Key words and phrases. The Catalan number, Dyck path, lattice path.
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by C(m; n). We have a natural question: how many Dyck paths from (0; 0)
to (m; n) are there for any positive integers m and n? The followings are
answers to this question for special values of m and n. N. Fuss ([1]) found
(1.2) C(kn; n) = 1kn + 1
 (k + 1)n
n
!
:
C(kn; n) also has the following recurrence relation:
(1.3) C(kn; n) =
X
(n1;n2; ;nk+1)
k+1Y
i=1
C(kni; ni);
where the sum is taken over all sequences of non-negative integers (n1; n2;    ; nk+1)
such that
Pk+1
i=1 ni = n   1. C(kn; n) also appears in various counting prob-
lems, like the Catalan number. For instance, the number of ways to dissect
a convex (kn + 2)-gon into (k + 2)-gons is C(kn; n). Actually, N. Fuss gave
the formula (1.2) of C(kn; n) by counting the number of ways to dissect a
convex (kn + 2)-gon into (k + 2)-gons in [1]. P. Duchon [4] also gave a
formula counting the number of Dyck path from (0; 0) to (2`; 3`), namely
(1.4) C(2`; 3`) =
5X
i=0
1
5` + i + 1
 
5` + 1
n   i
! 
5` + 2i
i
!
:
In this paper, we count C(m; n) for any positive integers m and n. Let
A(m;n) = 1m+n

n+m
n

. For any m and n, C(m; n) is given by the following theo-
rem.
Theorem 1.1. 1 Let d = gcd(m; n), then
(1.5) C(m; n) =
X
a
dY
i=1
 
1
ai!
Aai( id m; id n)
!
;
where the sum Pa is taken over all sequences of non-negative integers a =
(a1; a2;    ) such that P1i=1 iai = d. When gcd(m; n) = 1, (1.5) reduces to the
following:
(1.6) C(m; n) = 1
m + n
 
m + n
n
!
:
In fact, we prove (1.6) first and then (1.5). Actually, a sequence of non-
negative integers a = (a1; a2;    ) in (1.5) characterizes the “form” of a Dyck
path, and it is interesting that C(m; n) is given by using these sequences. We
will see this in the last section. The description of C(m; n) in Theorem 1.1
is completely dierent from that of C(kn; n) in (1.2) and that of C(2`; 3`) in
1When the author almost finished writing this paper, she found a paper [5] which proves
Theorem 1.1. But our proof is dierent from that in [5].
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(1.4), and we could not deduce (1.2) and (1.4) from (1.5) by direct compu-
tation. (However we will see that (1.2) is a corollary of Theorem 1.5.)
The paper is organized as follows. In Section 2 we will treat the case
gcd(m; n) = 1 and prove (1.6). In Section 3 we state a recurrence relation
generalizing (1.1) and see that Theorem 1.1 follows from the recurrence
relation. The recurrence relation follows from three lemmas and we prove
them in Section 4.
Acknowledgment. The author thanks Professor Mikiya Masuda for help-
ful conversations and advice, and also thanks Professor Akihiro Munemasa
for some useful information on the reference.
2. The description of C(m; n) when gcd(m; n) = 1.
We begin with some notations about a lattice path. We can regard any
lattice path P from (0; 0) to (m; n) as a sequence of m x’s and n y’s. For ex-
ample, the lattice path from (0; 0) to (5; 3) in Figure 1 is xyxxyxyx. Hereafter
x
y
x
y
x
x
y
x
Figure 1
we will treat a lattice path from (0; 0) to (m; n) as a sequence of m x’s and n
y’s. The number of lattice paths from (0; 0) to (m; n) is

m+n
n

.
Definition 2.1. Two lattice paths P = u1u2    um+n and Q = v1v2    vm+n
from (0; 0) to (m; n) are equivalent if and only if there is some 1  i  m+ n
such that ui+1    um+nu1    ui = v1v2    vm+n, and we denote the equivalence
class of P as [P].
For any lattice path P = u1u2    um+n its equivalence class is given by
[P] = fPs := us+1us+2    um+nu1u2    us j s = 1; 2;    ;m + ng:
For example, when P = xyxxy, the elements in [P] are the following five
lattice paths:
P1 = yxxyx; P2 = xxyxy; P3 = xyxyx; P4 = yxyxx P = P5 = xyxxy:
We define the period of P, denoted by per(P), to be the smallest number r
(1  r  m + n) such that P = Pr.
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Lemma 2.2. For a lattice path P from (0; 0) to (m; n),
][P] = per(P) = (m + n)=q ;
where q is a divisor of gcd(m; n). In particular ][P] = m+n if gcd(m; n) = 1.
Proof. Since the lemma clearly holds if per(P) = m + n, we assume that
per(P) < m + n, and let m + n = per(P)q + r (0 < q; 0  r < per(P)).
Assume that r is zero. Then P is a sequence arranged u1u2    uper(P) q
times and per(P) = (m+n)=q. If the number of x (resp. y) in fu1; u2;    ; uper(P)g
is b (resp. per(P)   b), then we have m = bq; n = (per(P)   b)q. Thus, q is
a common divisor of m and n.
Assume that r is not zero. Let ¯P be a sequence arranged P infinitely many
times and we treat its indexes as consecutive numbers, namely
¯P = u1    um+num+n+1    u2(m+n)u2(m+n)+1    u3(m+n)   
where ui = u(m+n)b+i. There are positive integers a and b which satisfy
per(P)a   (m + n)b = d, where d = gcd(per(P);m + n). Therefore, we get
the following equation:
ui = ui+per(P)a = ui+d+(m+n)b = ui+d;
and this equation means P = Pd: Since r is not zero, d < per(P). So it is a
contradiction to the minimality of per(P). 
Lemma 2.3. For any lattice path P from (0; 0) to (m; n), [P] has at least one
Dyck path, and if gcd(m; n) = 1, [P] has a unique Dyck path.
Proof. We may assume that m  n, because C(m; n) = C(n;m). We define a
function r for any pair of positive numbers s and t, and any lattice path Q:
r(s; t; Q) = t(the number of x in Q)   s(the number of y in Q)
Let subi(P) be a subsequence of P = u1    um+n given by u1u2    u ji (i =
1; 2;    ; n), where u ji is the ith y in P from the left. Since the Dyck path is a
lattice path which is below the diagonal line y = n
m
x, the definition of Dyck
path can be described in terms of the function r as follows:
r(m; n; subi(P))  0 for any 1  i  n:
Suppose that a lattice path P from (0; 0) to (m; n) is not a Dyck path and
let k be the positive integer such that the function r(m; n; ) takes the mini-
mum value on subk(P)?then Pk is a Dyck path. To prove this, we should
confirm that r(m; n; subi(Pk))  0 (for any i), but we can see this easily. See
Figure 2. This is the figure of a part of lattice path ¯P and the line with the
slope n
m
which is over ¯P and touches ¯P at only lattice points. For any lattice
path P, there is a unique such line. To observe Ps for any P is same as to
observe some subsequence with length m + n of ¯P. Choose two common
points such that the dierence of x-coordinates is m, and regard those two
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Figure 2. (m; n) = (5; 3)
points as (0; 0) and (m; n) from the left, that lattice path is a Dyck path.
Therefore any lattice path P has at least one Dyck path in their equivalence
class. k is one of x-coordinates of common points of ¯P and the line. When
gcd(m; n) = 1, the dierence of x-coordinates of two adjacent lattice points
on that line is m, so the Dyck path in [P] is unique, as desired. 
Theorem 2.4. If gcd(m; n) = 1, then
C(m; n) = 1
m + n
 
m + n
n
!
:
Proof. We can choose some lattice paths P1; P2;    ; Pt from (0; 0) to (m; n)
such that the set of all lattice paths from (0; 0) to (m; n) can be written as the
following:
(2.1) fAll lattice paths from (0; 0) to (m; n)g = [P1] t [P2] t    t [Pt]
Lemma 2.3 says that each [Pi] has a unique Dyck path if gcd(m; n) = 1, so
t = C(m; n). Comparing the number of elements in both side of (2.1), 
m + n
n
!
= j [P1] t [P2] t    t [Pt] j
= (m + n)t (* Lemma 2.2)
= (m + n)C(m; n):
Therefore we have
C(m; n) = 1
m + n
 
m + n
n
!
;
and Theorem 2.4 is proven. 
It is easy to show that (1.2) is given as a corollary of Theorem 2.4.
Corollary 2.5.
C(kn; n) = 1kn + 1
 (k + 1)n
n
!
:
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Proof. Note that C(n; kn) = C(n; kn+1) holds. In fact, since gcd(kn+1; n) =
1, the lattice points in the domain f(x; y) j y  kn+1
n
x; y  kx; 0  x  ng
are on the line y = kx or (n; kn + 1). Namely, all Dyck paths from (0; 0) to
(n; kn+ 1) are made by connecting the lattice path from (n; kn) to (n; kn+ 1)
with a lattice path from (0; 0) to (n; kn). Therefore, we have
C(kn; n) = C(n; kn) = C(n; kn + 1) = 1(k + 1)n + 1
 (k + 1)n + 1
n
!
=
1
kn + 1
 (k + 1)n
n
!
:
and this is (1.2). 
3. The description of C(m; n) for any positive integers m and n.
In this section, we describe the formula of C(m; n) for any positive inte-
gers m and n. Let A(m;n) = 1m+n

m+n
n

, then the following Proposition holds.
Proposition 3.1. Let d = gcd(m; n), then
(3.1) C(m; n) =
dX
i=1
i
d A(
i
d m;
i
d n)C(
d   i
d m;
d   i
d n):
The proof of the proposition will be given later.
This recurrence relation (3.1) is a generalization of the recurrence rela-
tion (1.1). In fact, when m = n, d = n and (3.1) reduces to
Cn =
nX
i=1
i
n
A(i;i)Cn i:
Here a part of the right hand side, i
n
A(i;i)Cn i+ n i+1n A(n i+1;n i+1)Ci 1, is equal
to 2Cn iCi 1, since
i
n
A(i;i)Cn i +
n   i + 1
n
A(n i+1;n i+1)Ci 1
=
i
n
1
2i
 
2i
i
!
Cn i +
n   i + 1
n
1
2(n   i + 1)
 
2(n   i + 1)
n   i + 1
!
Ci 1
=
1
2n
1
i
 
2(i   1)
i   1
!
2i(2i   1)
i
Cn i +
1
2n
1
n   i + 1
 
2(n   i)
n   i
!
2(n   i + 1)(2n   2i + 1)
n   i + 1 Ci 1
=
 
2i   1
n
+
2n   2i + 1
n
!
Cn iCi 1
= 2Cn iCi 1:
So, (3.1) is a generalization of (1.1).
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Definition 3.2. For a sequence of non-negative integers a = (a1; a2;    ),
we define kak by
kak =
1X
i=1
iai:
The recurrence relation (3.1) leads to the main theorem.
Theorem 3.3. Let d = gcd(m; n), then
(3.2) C(m; n) =
X
a;kak=d
dY
i=1
 
1
ai!
Aai( id m; id n)
!
:
Example 3.4. Let m = n, then we have
C(n; n) =
X
a;kak=n
nY
i=1
 
1
ai!
Aai(i;i)
!
by (3.2). For instance, in the case of n = 3, the sequences of non-negative
integers a = (a1; a2;    ) with kak = 3 are the following three sequences.
(3; 0; 0;    ); (1; 1; 0; 0;    ); (0; 0; 1; 0; 0;    ):
Thus,
C(3; 3) =
X
a;kak=3
3Y
i=1
 
1
ai!
Aai(i;i)
!
=
1
3!A
3
(1;1)
+
1
1!
A1(1;1) 
1
1!
A1(2;2) +
1
1!
A1(3;3)
=
1
6 +
3
2
+
20
6 = 5:
As this example shows, each factor Qdi=1  1ai! Aai( id m; id n)

in the sum is not nec-
essarily an integer.
For simplicity, we rewrite Proposition 3.1 and Theorem 3.3.
Proposition 3.5 (Proposition 3.1). Let p and q be two positive integers with
gcd(p; q) = 1. We denote the number of Dyck paths from (0; 0) to (dp; dq)
(namely, C(dp; dq)) by eCd. Likewise, we abbreviate A(dp;dq as Ad. Then, we
have eCd = dX
i=1
i
d Ai
eCd i:
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Theorem 3.6 (Theorem 3.3). Under the same assumption of Propsition 3.5,
we have eCd = X
a;kak=d
dY
i=1
 
1
ai!
Aaii
!
:
In the rest of this section, we show that Theorem 3.6 follows from Propo-
sition 3.5, state three lemmas and prove Proposition 3.5 using them. For
that we need some notations.
Definition 3.7. For a sequence of non-negative integers a = (a1; a2;    ; ),
j a j, `(a) and h(a) are defined by
j a j=
1X
i=1
ai; `(a) = ]fi j ai , 0g; and h(a) = j a j!Q1
i=1 ai!
respectively.
If kak = d < 1, h(a) = j a j!Qd
i=1 ai!
. Hereafter we always assume a satisfies
`(a) < 1.
Definition 3.8. For two sequences of non-negative integers a = (a1; a2;    )
and c = (c1; c2;    ), we define
c  a , ci  ai for any i = 1; 2;   
c > a , c  a and ci , ai for some i = 1; 2;    :
Moreover, for 0  j <j c j, let B jc be
B jc := fa j a  c; j a j=j c j   jg:
Definition 3.9. Suppose that p and q are a pair of positive integers with
gcd(p; q) = 1, and d is any positive integer. Let D(dp; dq) be the number
of Dyck paths from (0; 0) to (dp; dq) which is strictly below the diagonal
y = pq x except at (0; 0) and (dp; dq), and D(0; 0) = 1. For any sequence of
non-negative integers a with kak < 1, we set
Dap;q :=
1Y
i=1
D(ip; iq)ai :
If p and q are clear from the context, we abbreviate Dap;q as Da and abbre-
viate A(dp;dq) as Ad as before.
Lemma 3.10.
(3.3) eCd = X
a;kak=d
h(a)Da:
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Lemma 3.11.
(3.4) Ad =
X
a;kak=d
1
j a jh(a)D
a:
Lemma 3.12. For any sequence of non-negative integers c = (c1; c2;    )
and any j with 0  j j c j  1, the following holds.X
a2B jc
k a k
j a j h(a)h(c   a) =
k c k
j c j h(c):
We will give the proofs of these lemmas in the next section. Here we
assume that Lemma 3.10, Lemma 3.11, and Lemma 3.12 are correct and
give the proof of Proposition 3.5.
Proof of Proposition 3.5. Now we fix the pair of positive integers p and q
with gcd(p; q) = 1. Substituting (3.3) and (3.4) for the right hand side of
Proposition 3.5, we have
dX
i=1
i
d Ai
eCd i = 1d
dX
i=1
0BBBBBB@X
kak=i
i
j a jh(a)D
a
1CCCCCCA
0BBBBBB@ X
kbk=d i
h(b)Db
1CCCCCCA
=
1
d
dX
i=1
0BBBBBB@X
kak=i
X
kbk=d i
i
j a jh(a)h(b)D
a+b
1CCCCCCA
=
1
d
X
kck=d
0BBBBB@X
ac
k a k
j a j h(a)h(c   a)
1CCCCCADc;(3.5)
where the last equality in (3.5) is given by substituting c = a+b. Calculating
the factor in the right hand side of (3.5):X
ac
k a k
j a j h(a)h(c   a) =
jcj 1X
j=0
X
a2B jc
k a k
j a j h(a)h(c   a)
=
jcj 1X
j=0
k c k
j c j h(c)
= k c kh(c):
The second equality above follows from Lemma 3.12, thus we have
dX
i=1
i
d Ai
eCd i = 1d Xkck=d
0BBBBB@X
ac
k a k
j a j h(a)h(c   a)
1CCCCCADc
=
X
c;kck=d
h(c)Dc
= eCd
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by Lemma 3.10. Therefore Proposition 3.5 is proven. 
Theorem 3.6 follows from Proposition 3.5.
Proof of Theorem 3.6. Fix the pair of positive integers p and q with gcd(p; q) =
1. We prove Theorem 3.6 by induction on d. When d = 1, since (m; n) =
(1  p; 1  q), C(m; n) = eC1 = A1 follows Theorem 2.4?thus Theorem 3.6
holds. Assume that Theorem 3.6 holds for less than or equal to d   1. Then
we have
eCd = dX
i=1
i
d Ai
eCd i
=
dX
i=1
i
d Ai
0BBBBBB@ X
a;kak=d i
d iY
j=1
1
a j!
Aa jj
1CCCCCCA(3.6)
by Propsition 3.5 and the induction assumption.
Claim 3.13. The following equation holds for d variables x1; x2;    ; xd:
(3.7)
dX
i=1
i
d xi
0BBBBBB@ X
kak=d i
d iY
j=1
1
a j!
x
a j
j
1CCCCCCA = X
kak=d
dY
i=1
1
ai!
x
ai
i :
Proof of the claim. For any sequence of non- negative integers
b = (b1; b2;    ; bd; 0; 0;    );
we shall observe the coecients of xb11 x
b2
2    xbdd in the left hand side of (3.7).
(1) If k b k= d, the term which contains xb11 xb22    xbdd in the left hand side
of (3.7) is
(3.8)
dX
i=1
i
d xi
0BBBBBB@ 1(bi   1)! xbi 1i
Y
j,i
1
b j!
x
b j
j
1CCCCCCA ;
where we understand 1(bi 1)! x
bi 1
i = 0 if bi = 0, and (3.8) is equal to
dX
i=1
ibi
d
0BBBBBB@ dY
j=1
1
b j!
x
b j
j
1CCCCCCA =
0BBBBB@1d
dX
i=1
ibi
1CCCCCA
0BBBBBB@ dY
j=1
1
b j!
x
b j
j
1CCCCCCA = dY
j=1
1
b j!
x
b j
j :
(2) We shall show that any monomial in the left hand side of (3.7) is of
the form xb11 x
b2
2    xbdd with kbk = d. Any monomial in the left hand side
of (3.7) is of the form xi Qd ij=1 xa jj with a such that kak = d   i. Set b =
(a1;    ; ai 1; ai + 1; ai+1;    ). Then k b k= i + kak = i + d   i = d and
xi
Qd i
j=1 x
a j
j = x
b1
1 x
b2
2    xbdd with k b k= d. 
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By substituting xi = Ai for the left hand side of (3.7), we have
dX
i=1
i
d Ai
0BBBBBB@ X
a;kak=d i
d iY
j=1
1
a j!
Aa jj
1CCCCCCA = X
b;kbk=d
dY
j=1
1
b j!
Ab jj :
Therefore, by (3.6), we have
eCd = dX
i=1
i
d Ai
0BBBBBB@ X
a;kak=d i
d iY
j=1
1
a j!
Aa jj
1CCCCCCA = X
b;kbk=d
dY
j=1
1
b j!
Ab jj ;
and Theorem 3.6 follows. 
4. Proofs of the Lemmas
We fix the pair of positive numbers p and q with gcd(p; q) = 1 as before.
Let
m = dp; n = dq:
To start with, we give the definitions of shape e = (e1; e2;    ) and type
a = (a1; a2;    ) of the Dyck path from (0; 0) to (m; n). Any Dyck path P
touches the diagonal y = n
m
x at least one point except at (0; 0), and coordi-
nates of intersection of P and the diagonal can be described as ( kd m; kd n) =(kp; kq) for some k 2 Z>0 because gcd(m; n) = d. Let all intersection points
of P and the diagonal be (0; 0), (k1 p; k1q), (k2 p; k2q),    , (ks p; ksq) from the
left. (Namely, 0 < k1 < k2 <    < ks = d.) Then, the shape e = (ei)i2N
of a Dyck path P is defined by ei = ki   ki 1 for any non-negative integer i,
where k0 = 0 and kt = 0 (t > s). Furthermore, the type a = (ai)i2N of a Dyck
path P is defined by ai = ]fe j j e j = ig for any i  1. We denote the type of
P by type(P).
Proof of Lemma 3.10. Suppose that P is a Dyck path form (0; 0) to (m; n)
of shape e and type a. Then
kak =
1X
i=1
iai =
1X
i=1
i]fe j j e j = ig
=
1X
i=1
i]fk j j k j   k j 1 = ig
=
1X
i=1
(ki   ki 1) =  k0 + ks
= d:
Conversely, for any sequence of non-negative integers a with kak = d, it is
clear that there exists some Dyck path of type a from (0; 0) to (m; n). The
number of Dyck paths of shape e is Q1i=1 D(ei p;eiq). If the shapes of two Dyck
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paths coincide, their types also coincide; so the number of Dyck paths of
type a is X
e
1Y
i=1
D(ei p;eiq) =
X
e
1Y
i=1
Dai(ip;iq) = h(a)Da;
where the sum
P
e is taken over all e with ]fe j j e j = ig = ai for any i. This
proves Lemma 3.10. 
Proof of Lemma 3.11. If [P] has more than one Dyck path, then types of
these Dyck paths coincide. Let P be a Dyck path of type a and period
r(, m + n). Lemma 2.2 says that r is a divisor of m+ n, and this means that
9a0 = (a01; a02;    ) s:t: ai =
m + n
r
a0i 8i 2 N:
Namely, any ai is divisible by (m + n)=r. Let cd(a) be the set of all r such
that (m + n)=r divides all ai, in other words, r which can be the period of
some Dyck path with type a. For any Dyck path P with type a and period
r, the number of lattice paths in [P] is r and that of Dyck paths in [P] is
j a0 j= r j a j =(m + n) by Lemma 2.2. Let E(a; r) be the number of Dyck
paths with type a and period r. Counting the number of all lattice paths
from (0; 0) to (m; n), we have
(m + n)A(m;n) =
X
a;kak=d
X
r;r2cd(a)
X
P;type(P)=a;per(P)=r
][P]
(Number of Dyck paths in [P])
=
X
a;kak=d
X
r;r2cd(a)
E(a; r) r
rjaj
m+n
=
X
a;kak=d
X
r;r2cd(a)
m + n
j a j E(a; r)
=
X
a;kak=d
m + n
j a j
0BBBBBB@ X
r;r2cd(a)
E(a; r)
1CCCCCCA :
We know h(a)Da = Pr;r2cd(a) E(a; r), thus,
(m + n)A(m;n) =
X
a;kak=d
m + n
j a j h(a)D
a:
Lemma 3.11 is proved. 
Proof of Lemma 3.12. We begin with the following claim.
Claim 4.1. X
a2B jc
k a k
j a j h(a)h(c   a) =
X
c02B1c
X
a2B j 1
c0
k a k
j a j h(a)h(c
0   a)
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Proof of the claim. Recall `(c) = #fi j ci , 0g. For any sequence of non-
negative integers c, the elements in B1c are the following `(c) sequences:
1  8t  `(c); ct := (0;    ; 0; cs1 ;    ; cst   1; 0;    ; cs`(c) ; 0;    )
where cst is the tth nonzero number in c from the left. Then, we have
X
c02B1c
h(c0) =
`(c)X
t=1
h(ct)
=
`(c)X
t=1
(j c j  1)!Q`(c)
i=1 (csi!)=cst
=
j c j!
j c j
1Q`(c)
i=1 (csi!)
`(c)X
t=1
cst
=
j c j!Q`(c)
i=1 (csi!)
= h(c)(4.1)
We note that
a 2 B jc () a 2 B j 1c0 for some c0 2 B1c :
Therefore we have
X
c02B1c
X
a2B j 1
c0
k a k
j a j h(a)h(c
0   a) =
X
a2B jc
kak
j a j
0BBBBBBB@ X
c02B1c s:t:c0>a
h(c0   a)
1CCCCCCCA h(a)
=
X
a2B jc
kak
j a j
0BBBBBBB@ X
b2B1c a
h(b)
1CCCCCCCA h(a)
=
X
a2B jc
kak
j a jh(c   a)h(a):
The last equation above holds by (4.1). Therefore Claim 4.1 is proved. 
We go back to the proof of Lemma 3.12. We prove by induction on j.
Lemma 3.12 clearly holds for j = 0. We have
B1c = fct = (0;    ; 0; cs1 ;    ; cst   1; 0;    ; cs`(c) ; 0;    ) j 1  8t  `(c)g;
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and thenX
a2B1c
k a k
j a j h(a)h(c   a) =
`(c)X
t=1
k ct k
j ct j h(c
t)h(c   ct)
=
`(c)X
t=1
k c k  st
j c j  1
(j c j  1)!
(Q`(c)i=1 csi!)=cst  1
=
`(c)X
t=1
kck   st
j c j  1
j c j!
j c j
cstQ`(c)
i= csi!
=
0BBBBBB@ `(c)X
t=1
cstkck  
`(c)X
t=1
stcst
1CCCCCCA 1j c j (j c j  1)h(c)
= (kck j c j  kck) 1j c j (j c j  1)h(c)
=
kck
j c jh(c):
Thus, Lemma 3.12 holds for j = 1. Assume that j  2 and Lemma 3.12
holds for j   1. By Claim 4.1, we haveX
a2B jc
k a k
j a j h(a)h(c   a) =
X
c02B1c
X
a2B j 1
c0
k a k
j a j h(a)h(c
0   a)
=
X
c02B1c
k c0 k
j c0 j h(c
0)
=
k c k
j c j h(c);
so Lemma 3.12 also holds for j. 
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Appendix
In this appendix, we recall some definitions and formulas and show the
foresights about Part 3. It is known that the Schur functions S  are a ba-
sis of the symmetric functions with Z coecient, where  is a partition of
some integer n. And the following formula is known as Frobenius’s for-
mula. For any Schur function S , there exists some integer  uniquely
such that
S  =
X
`n
Y 1
rm

r m

r !
p:
Here  ` n means  is a partition of n and the sum is taken over all partitions
 of n. Moreover mr is the number of times r occurs in , the product is
taken over r and
p :=
Y
i
(xi1 + xi2 + xi3 +    ):
When  = (n), let us denote  = (rmr ) (namely P rmr = n). Then from
the Frobenius’s formula we have
(1) S (n) =
X
P
rm

r=n
Y 1
rm

r m

r !
pm

r
r =
X
P
rm

r=n
Y 1
m

r !
( pr
r
)mr ;
where the sum is taken over all partitions  of n. The form of S (n) in the
right hand side of (1) is quite similar to the form of the main theorem in
Part 3, X
P
iai=d
Y 1
ai!
Aai(im=d;in=d):
Here the sum is taken over all sequences of non-negative integers (a1; a2; a3;    )
such that
P1
i=1 iai = d and the product is taken over all i. This fact makes
us expect that there are some relations between the main theorem in Part 3
and the Schur functions.
One the other hand, the (q; t) Catalan number Cn(q; t) we mentioned in
the introduction has some representations and one of them, Frobenius rep-
resentation, is so fascinating. At the end of this thesis, we introduce it. We
need some preparations.
It is known that the irreducible representations of the symmetric group
S n are parametrized by the partitions  of n. Let S  be the irreducible
representation of S n corresponding to  and  be its character.
The polynomial ring in 2n variables C[Xn; Yn] = C[x1;    ; xn; y1;    ; yn]
has a natural action of S n, and we define the bi-degree in C[Xn;Yn] by
deg xi = (1; 0); deg yi = (0; 1). Assume that a vector subspace V in C[Xn;Yn]
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is preserved by the action of S n and let V (i; j) be the degree (i; j) part of V .
Any V (i; j) is also preserved by the action of S n. Then
F (V; q; t) =
1X
i=0
tiq j
X
`n
Mult(;V (i; j))S 
is called the Frobenius series. Here Mult(;V (i; j)) is the number of times
S  occurs in the irreducible decomposition of V (i; j). Namely, the Frobenius
series is a linear combination of the Schur functions which has the coe-
cient as the polynomials in q and t.
Then it is known that Cn(q; t) has the following representation:
(2) Cn(q; t) =< F (DHn; q; t); S (1n) >;
where DHn is the subspace of C[Xn;Yn] called the diagonal harmonic space,
and < F (V; q; t); S  > denotes the coecient of S  in F (V; q; t).
As an aside, the (q; t) Catalan number also has a combinatorial formula
like the Catalan number. Recall that the Dyck path is a lattice path below
the diagonal line as shown by the following figure (solid line). Let the size
P
Q
of lattice be n  n. Now we define the new lattice path Q called a bounce
path of a Dyck path P. The bounce path Q is drawn by the dotted line in the
figure. The bounce path is described by the following algorithm. Start at
(0; 0) and travel East along P until you encounter the beginning of a North
step of P. Then turn North and travel straight until you hit the diagonal
y = x. Then turn East and travel straight until you again encounter the
beginning of a North step of P, then turn North and travel to the diagonal,
etc. Continue this way until you arrive at (n; n). Assume that the bounce
path Q meets the diagonal line at ( j1; j1); ( j2; j2);    ; ( jk; jk) = (n; n). Let
bounce(P) := Pki=1(n  ji) and area(P) be the numbers of complete squares
which are above P and below the diagonal. Then we have the following
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formula:
(3) Cn(q; t) =
X
P
qarea(P)tbounce(P);
where the sum is taken over all Dyck paths from (0; 0) to (n; n). It is amazing
that (2) is equal to (3).
Moreover, Cn(q; 1) is called the q Catalan number, namely
Cn(q) := Cn(q; 1) =
X
P
qarea(P):
Actually, Cn(q) holds the following relation:
Cn(q) =
nX
i=1
qkCk 1(q)Cn k(q):
Since the Schur functions and the irreducible representations of S n are
deeply connected to the module structure of the cohomology rings of the
flag varieties, I can not help expecting that there is something which con-
nects the main theorem of Part 3 and the Schubert calculus.
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