







Dari hasil penelitian yang telah dilakukan dapat diambil kesimpulan 
sebagai berikut. 
1. Penggunaan algoritma Jaro-Winkler distance hanya dapat melakukan 
pengecekan kata secara langsung berdasarkan dataset yang ada. Untuk 
melakukan pengecekan kata-kata entitas dibutuhkan penambahan model 
untuk Name Entity Recognation (NER).  
2. Penggunaan algoritma Jaro-Winkler distance pada penelitian ini belum 
dapat menentukan nilai akurasi model secara langsung. 
3. Waktu eksekusi model tergantung dari jumlah dataset dan data masukan 
yang digunakan. Semakin banyak data semakin lama pula waktu 
eksekusinya. Waktu eksekusi dapat dipercepat menggunakan parallel 
processing. Parallel processing juga tidak menjamin waktu eksekusi dapat 
meningkat dengan signifikan tergantung dari spesifikasi komputer yang 
digunakan. 
6.2. Saran 
Berdasarkan penelitian yang sudah dilakukan masih banyak yang harus 
dikembangkan seperti pengecekan untuk kata-kata entitas atau pengecekan secara 
gramatikal serta dapat mengecek dokumen sesuai dengan aturan Bahasa Indonesia 
yang baku. Pengembangan pengecekan kata-kata entitas dapat dilakukan dengan 
mengimplementasikan model Named Enitiy Recognition (NER). Selain itu 
diperlukan juga pengembangan untuk pengecekan nilai akurasi dari model ini. 
Dari sisi aplikasi perlu juga ditambahkan agar aplikasi dapat menampilkan teks 
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