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Abstract
Panoptic segmentation is a complex full scene parsing
task requiring simultaneous instance and semantic seg-
mentation at high resolution. Current state-of-the-art ap-
proaches cannot run in real-time, and simplifying these ar-
chitectures to improve efficiency severely degrades their ac-
curacy. In this paper, we propose a new single-shot panop-
tic segmentation network that leverages dense detections
and a global self-attention mechanism to operate in real-
time with performance approaching the state of the art. We
introduce a novel parameter-free mask construction method
that substantially reduces computational complexity by ef-
ficiently reusing information from the object detection and
semantic segmentation sub-tasks. The resulting network has
a simple data flow that does not require feature map re-
sampling or clustering post-processing, enabling significant
hardware acceleration. Our experiments on the Cityscapes
and COCO benchmarks show that our network works at 30
FPS on 1024× 2048 resolution, trading a 3% relative per-
formance degradation from the current state of the art for
up to 440% faster inference.
1. Introduction
Scene understanding is the basis of many real-life ap-
plications, including autonomous driving, robotics, and im-
age editing. Panoptic segmentation, proposed by Kirillov
et al. [14], aims to provide a complete 2D description of a
scene. This task requires each pixel in an input image to be
assigned to a semantic class (as in semantic segmentation)
and each object instance to be identified and segmented (as
in instance segmentation). Facilitated by the availability of
several open-source datasets (e.g. Cityscapes [5], COCO
[20], Mapillary Vistas [23]), this topic has drawn a lot of
attention since it was first introduced [15, 13, 35, 27].
In panoptic segmentation, pixels are categorized in two
high level classes: stuff representing amorphous and un-
∗ Equal contribution.
Figure 1: Inference times and panoptic quality (PQ) for
the state of the art and our method on the Cityscapes vali-
dation set at 1024× 2048 resolution with a ResNet-50-FPN
backbone (except for DeeperLab). Our method runs in real-
time at a competitive accuracy.
countable regions (such as sky and road), and things cover-
ing countable objects (such as persons and cars). These two
categories naturally split the panoptic segmentation task
into two sub-tasks, namely semantic segmentation and in-
stance segmentation. Most recent approaches use a single
backbone for feature extraction and add various branches
on top of the shared representations to perform each down-
stream task separately, generating the final panoptic predic-
tion with fusion heuristics [13, 35, 27].
To date, most studies on panoptic segmentation fo-
cus on improving model accuracy, either by integrating
more advanced semantic and instance segmentation meth-
ods [27, 16] or by introducing novel information flow and
loss functions[15, 29]. None of these methods are suitable
for real-time applications due to prohibitively slow infer-
ence speeds. A small subset of recent works is making
progress towards faster panoptic segmentation algorithms
[7, 37] but at a significant cost in terms of accuracy.
To achieve high quality panoptic segmentation under
real-time constraints, we identify two key opportunities
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for streamlining existing frameworks. Our first observa-
tion is that most accurate instance segmentation methods
follow a “detect-then-segment” philosophy, but a signifi-
cant amount of information is discarded during the “detect”
phase. Specifically, “dense” object detection algorithms
such as YOLO [28], RetinaNet [19] and FCOS [30] first
generate a super-set of bounding box proposals (at least one
per location), wherein multiple proposals may correspond
to a single target object. Then, Non-Maximum Suppres-
sion (NMS) or an equivalent filtering process picks out pre-
dictions with the highest confidence and ignores the rest.
This selection strategy discards lower ranking proposals
generated by the network, even though they might have
significant overlap with the ground truth. We instead pro-
pose to reuse dense bounding box proposals discarded by
NMS to recover instance masks directly, i.e. without re-
sampling features [35] or clustering post-processing [37].
Second, we observe that semantic segmentation captures
much of the same information as detection, especially in ex-
isting panoptic segmentation frameworks. For example, in
[35, 13, 15, 27], class predictions for object detections are
a subset of those for semantic segmentation, and are pro-
duced from identical representations. Hence, sharing com-
putations across semantic segmentation and detection
streams can significantly reduce the overall complexity.
Given these insights, we explore how to maximally reuse
information in a single-shot, fully-convolutional panop-
tic segmentation framework that achieves real-time in-
ference speeds while obtaining performance comparable
with the state of the art. Our main contributions are
threefold: (i) we introduce a novel panoptic segmentation
method extending dense object detection and semantic seg-
mentation by reusing discarded object detection outputs
via parameter-free global self-attention; (ii) we propose a
single-shot framework for real-time panoptic segmentation
that achieves comparable performance with the current state
of the art as depicted in Figure 1, but with up to 4x faster in-
ference; (iii) we provide a natural extension to our proposed
method that works in weakly supervised panoptic scenarios.
2. Related Work
2.1. Instance Segmentation
Instance segmentation requires distinct object instances
in images to be localized and segmented. Recent works
can be categorized into two types: two-stage and single-
stage methods. Represented by Mask R-CNN [10] and its
variations [22, 4, 12], two-stage algorithms currently claim
the state of the art in accuracy. The first stage proposes a
set of regions of interest (RoIs) and the second predicts in-
stance masks from features extracted using RoIAlign [10].
This feature re-pooling and re-sampling operation results
in large computational costs that significantly decrease ef-
ficiency, rendering two-stage models challenging to deploy
in real-time systems. Single-stage methods, on the other
hand, predict instance location and shape simultaneously.
Some single-stage methods follow the detect-then-segment
approach, with additional convolutional heads attached to
single-stage object detectors to predict mask shapes [36, 31,
3, 34]. Others learn representations for each foreground
pixel and perform pixel clustering to assemble instance
masks during post-processing [24, 8, 6, 25, 17]. The final
representation can be either explicit instance-aware features
[24, 17], implicitly learned embeddings [6, 25], or affinity
maps with surrounding locations at each pixel [8].
Following the detect-then-segment philosophy, our work
tackles instance segmentation solely based on object detec-
tion predictions. In this sense, it is similar to works which
densely predict location-related information to separate dif-
ferent instances [24, 37, 6]. However, even though these
methods claim real-time performance, their location pro-
posal and pixel clustering processes are formulated in an
iterative pixel-based manner, which makes inference time
dramatically increase with the number of instances. Our
framework regresses bounding boxes in such a way that pro-
posals can be selected directly through NMS.
Our framework is also similar to the Proposal-Free Net-
work (PFN) [17], as we use instance bounding box coordi-
nates as features to group same-instance pixels. However,
PFN relies on predicting the number of instances and on
a clustering algorithm which is sensitive to parameter tun-
ing. We use bounding boxes as both proposals and embed-
dings, and apply a straightforward correlation matrix-based
approach for mask recovery. Casting instance segmenta-
tion as an object detection problem dramatically decreases
the number of model parameters and hyper-parameters in-
volved in training.
2.2. Panoptic Segmentation
Originally proposed in [14], panoptic segmentation has
been widely accepted by the computer vision community
as a major task for dense visual scene understanding. Each
pixel in an image needs to be assigned a semantic label as
well as a unique identifier (ID) if it is an object instance.
Pixels with the same label belong to the same category, and
pixels with the same ID (if present) furthermore belong to
the same object instance.
Current state-of-the-art panoptic segmentation work uses
a multi-decoder network to perform prediction with redun-
dant information, as well as more sophisticated instance
or semantic segmentation heads for better performance
[35, 13, 15, 21, 27, 16].
While obtaining state-of-the-art accuracy on panoptic
segmentation, these methods are far from real-time appli-
cations mainly due to two reasons: 1) the instance segmen-
tation branch contains two stages, which makes it difficult
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Figure 2: Panoptic segmentation from dense detections. We obtain panoptic segmentation from semantic segmentation S
and dense bounding box predictions B. We first select the highest-confidence “query” bounding boxes through NMS; then
we estimate a location based mask probability Pˆloc through self-attention of the query boxes and the dense box predictions.
Finally, we refine the instance mask with semantic probability maps Pˆsem and merge them to produce our panoptic output.
to be accelerated by inference engines (e.g. TensorRT); and
2) similar information (i.e., semantics) is processed by both
branches, demanding redundant kernel operations that slow
down the entire network.
Recently, DeeperLab [37] attempted to solve panoptic
segmentation with an one-stage instance parser without us-
ing the same design as Mask R-CNN [10]. However, its ap-
proach to instance segmentation involves prediction of key
points and multi-range off-site heat-maps with a compli-
cated post-processing step, which prevents it from running
in real-time despite its single-shot design. Some other meth-
ods [7, 32] focus on pushing inference time to real-time by
using simpler instance separation methods, however their
accuracy is not comparable with the state-of-the-art.
In this work, we resolve the deployment difficulties as-
sociated with multi-stage models by grafting a single-stage
panoptic head directly onto the backbone, which simulta-
neously predicts instance as well as semantic segmentation
information. Our method is friendly to inference engine de-
ployment, requiring less memory copy and resampling. Fi-
nally, our method also makes the most efficient usage of
all network kernels, as no redundant information is pre-
dicted from different sequential branches. As a result, we
can achieve real-time inference with accuracy comparable
with the current state-of-the-art, thus setting a new baseline
for real-time panoptic segmentation methods.
3. Panoptic from Dense Detections
3.1. Problem Formulation
In this section, we describe our approach to address the
panoptic segmentation task (P) by solving a semantic seg-
mentation task (S) and a dense bounding box detection task
(B) as depicted in Figure 2. The objective of panoptic seg-
mentation is to predict semantic and instance IDs for each
pixel (x, y) in the input image:
P(x, y) = (c, k), c ∈ {1, ..., N}, k ∈ Z, (1)
where c is the semantic class ID, k is the instance ID (with
0 for all stuff classes) and N is the total number of classes,
including stuff (Nstuff) and things (Nthings) classes.
In the semantic segmentation sub-task, we predict a dis-
tribution over semantic classes for each pixel (x, y):
S(x, y) = s, s ∈ RN , s[c] = Pˆsem(x, y, c), (2)
where the highest probability over the estimated pixel-wise
distribution is taken as the final prediction. In the dense
bounding box detection sub-task, we predict at least one
bounding box at each location in the input image:
B(x, y) = B, B = (b, c),
b = (x1, x2, y1, y2) ∈ R4, c ∈ {1, ..., Nthings},
(3)
where (x1, y1) and (x2, y2) are the coordinates of the left-
top and bottom-right corners of bounding box B that pixel
(x, y) belongs to; c is the predicted class ID for the corre-
sponding bounding box. We note that because S and B are
of fixed dimensions, they can be directly learned and pre-
dicted by fully convolutional networks.
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3.2. Parameter-Free Mask Construction
Given S and B, we introduce a parameter-free mask re-
construction algorithm to produce instance masks based on
a global self-attention mechanism. Note that the following
operations are embarrassingly parallel. We first obtain a re-
duced set of bounding box proposals from B through NMS:
Bquery = {Bj}, Bj = (bj , cj). (4)
We denote the proposal set as Bquery because we will use
them to “search” for instance masks. For each query box
Bj , we construct a global mask probability map given by:
M(x, y, j) = Pˆloc(x, y, j) · Pˆsem(x, y, cj), (5)
where Pˆloc(x, y, j) is an estimated probability that pixel
(x, y) shares the same bounding box as object j. We ap-
proximate this probability with self-attention between the
global set of boxes B and the query box Bj :
Pˆloc(x, y, j) = IoU (B(x, y),Bj). (6)
Pˆsem(x, y, cj) is the probability that pixel (x, y) shares the
same semantic class as object j, which is given by:
Pˆsem(x, y, cj) = S(x, y)[cj ]. (7)
To construct the final set of instance masks {Mj}, we apply
a simple threshold σ to the global mask probability map:
Mj(x, y) =M(x, y, j) > σ. (8)
To produce a final panoptic segmentation, we follow the
conventional fusion strategy in [14]. A graphical illustration
of the complete method is shown in Figure 2. We demon-
strate the efficacy of our proposed method in a novel real-
time single-stage architecture in the following section. We
note, however, that this method can be generalized to any
architecture that provides predictions of B and S.
4. Real-Time Panoptic Segmentation Network
We propose a single-stage panoptic segmentation net-
work with real-time inference efficiency, as shown in Fig-
ure 3. As in other recent works on panoptic segmenta-
tion [27, 35, 13], our architecture is built on a ResNet-
style [11] encoder with a Feature Pyramid Network (FPN)
[18]. Our FPN module consists of 5 levels corresponding
to strides of 128, 64, 32, 16 and 8 with respect to the input
image.
Our panoptic segmentation architecture is inspired by
FCOS [30], a fast and accurate fully convolutional, anchor-
less object detector. However, we use a finer-grained target
assignment scheme and additional single-convolution lay-
ers for semantic segmentation and a novel “levelness” pre-
diction, which will be described later in this section. Our
framework also leverages a fully tensorizable mask con-
struction algorithm described in Section 3, and we propose
an explicit instance mask loss which further improves the
quality of the final panoptic segmentation.
4.1. Target Assignment
We formulate object detection as a per-pixel prediction
problem. Specifically, let Fi ∈ Rhi×wi×C be the fea-
ture map at layer i of the FPN, with stride z. We as-
sign a target to each location (x, y) on Fi for all i. Since
each (x, y) is the center of a receptive field, we can re-
cover the pixel location in the original image using the rela-
tion: (xo, yo) = (b z2c+ xz, b z2c + yz). If a pixel location
(xo, yo) falls within one of the ground truth instance masks
MGT : {MGTj}, then we consider it a foreground sample.
Since instance masks are non-overlapping, location (xo, yo)
is associated with only one mask MGTj and its correspond-
ing bounding box BGTj . This avoids the “ambiguous pixel”
issue described in [30]. If location (xo, yo) is associated
with ground truth BGTj , then we assign the following re-
gression offsets txy = (l, t, r, b) to it:
l = xo − x1, t = yo − y1,
r = x2 − xo, b = y2 − yo,
(9)
where bGTj = (x1, y1, x2, y2) are the bounding box coor-
dinates as defined in Eq 3. These 4-directional offsets are
also showcased in Figure 2. We define Ti to be the set of
regression targets {txy} assigned to feature map Fi.
Since it is possible that locations on multiple FPN levels
Fi resolve to the same (xo, yo), we disambiguate them by
removing offset txy from level i if it does not satisfy the
following policy:
txy ∈ Ti, iff mi−1 <= max(l, t, r, b) <= mi, (10)
where mi is the maximum regression size for Fi. At each
location, we also predict centerness, oxy [30]:
oxy =
√
min(l, r)
max(l, r)
× min(t, b)
max(t, b)
. (11)
Centerness down-weights bounding boxes predicted near
object boundaries during NMS. For each location, we also
predict the semantic class of the assigned bounding box
BGTj . Thus, we have a 6-dimensional label, (txy, cxy, oxy),
at each foreground location (x, y) on each Fi.
4.2. Unified Panoptic Head
We design a unified panoptic head which is shared by
each of the multi-scale feature maps produced by our back-
bone. On each feature map, we apply two feature towers,
one for localization and the other for semantics, as shown
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Figure 3: Real-time panoptic segmentation. Our model uses ResNet-50-FPN as backbone. The feature map from each
FPN level is fed into a shared panoptic head to predict bounding box coordinates, classification, and centerness. We also
upsample and concatenate intermediate feature maps across all levels to predict global levelness and semantic logits.
in Figure 3. Each tower contains 4 sequential convolutional
blocks (Conv + GroupNorm + ReLU).
Per Level Predictions. At each location (x, y) of FPN
level Fi, we use the extracted features to predict bound-
ing box offsets tˆxy , centerness oˆxy , and bounding box class
probabilities cˆxy . The bounding box offset is predicted from
the localization tower and the box class probability distri-
bution is predicted from the semantics tower. To compute
a loss on bounding box regression, we adopt an IoU Loss
([38]):
Lbox reg = 1
Nfg
∑
i
∑
xy
LIoU(bˆxy,bxy)1fg(x, y), (12)
where bˆxy and bxy are the absolute bounding box coordi-
nates computed by inverting Eq. 9 using tˆxy and txy .
We compute a loss on predicted centerness at the same
locations (x, y) of each FPN level Fi using a Binary Cross
Entropy (BCE):
Lcenter = 1
Nfg
∑
i
∑
xy
LBCE(oˆxy, oxy)1fg(x, y). (13)
Finally, we predict a probability distribution over object
classes cˆxy ∈ RNthings for all feature locations (x, y) in-
cluding background pixels. For our box classification loss
Lbox cls, we use a standard sigmoid focal loss as in [19, 30],
averaged over the total number of locations across all FPN
levels.
Global Predictions. In addition to the per level predic-
tions, we leverage the intermediate features from the two
towers (F iloc and F
i
sem) to globally predict:
1. Levelness I: The FPN level that the bounding box at
each location (x, y) belongs to (with 0 reserved for
background pixels).
2. Semantic segmentation S: the semantic class probabil-
ity distribution over N classes.
As depicted in Figure 3, we upsample each Filoc and F
i
sem to
an intermediate size of (H/4,W/4) and concatenate them
into a global Floc and Fsem. The levelness is predicted from
Floc through a single convolutional layer and is supervised
by the FPN level assignment policy defined in (10). The
levelness is trained using a multi-class cross-entropy loss:
Llevelness = LCE(I, It). (14)
At inference time, for every (x, y) we have one bounding
box prediction bˆ
(i)
xy coming from each FPN level Fi. Level-
ness tells us which bˆ
(i)
xy to include in our global set of dense
bounding box predictions B:
B(x, y) = bˆ(argmax I(x,y))xy . (15)
Instead of using a separate branch for semantic segmen-
tation [15, 35, 13], we reuse the same features as bounding
box classification. Doing so dramatically reduces the num-
ber of parameters and inference time of the network. We
predict the full class semantic logits from Fsem, which we
supervise using a cross-entropy loss:
Lsemantics = LCE(S,St), (16)
where St denotes semantic labels. We bootstrap this loss to
only penalize the worst 30% of predictions as in [33, 26].
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4.3. Explicit Mask Loss
As discussed in [30], the quality of bounding box predic-
tion tends to drop with distance from the object center. This
hurts the performance of our mask construction near bound-
aries. In order to refine instance masks, we introduce a loss
that aims to reduce False Positive (FP) and False Negative
(FN) pixel counts in predicted masks:
Lmask = 1|Bquery|
|Bquery|∑
j
βj
Nj
(EFPj + EFNj ), (17)
where EFPj and EFNj are proxy measures for the counts of
FP and FN pixels in our predicted mask for box bj :
EFPj =
∑
xy
IoU(B(x, y),bj)1(x,y)/∈MGTj (18)
EFNj =
∑
xy
(1− IoU(B(x, y),bj))1(x,y)∈MGTj (19)
βj is the IoU between proposal bj and its associated target
box btj , and Nj is the count of foreground pixels in the
ground truth mask for btj . By penalizing FP and FN’s, the
mask loss helps to improve the final panoptic segmentation
result as shown in ablative analysis (Table 3).
Our final loss function is:
Ltotal = Lbox reg + Lcenter + Llevelness
+Lbox cls + λLsemantics + Lmask.
(20)
For Cityscapes experiments, we set λ to 1 for simplicity.
For COCO experiments, we drop λ to 0.4 to account for the
increased magnitude of the cross-entropy loss that results
from the larger ontology.
5. Experiments
In this section, we evaluate our method on standard
panoptic segmentation benchmarks. We compare our per-
formance to the state of the art in both accuracy and effi-
ciency. We also provide an extensive ablative analysis.
5.1. Datasets
The Cityscapes panoptic segmentation benchmark [5]
consists of urban driving scenes with 19 classes, 8 thing
classes, containing instance level labels, and 11 stuff
classes. In our experiments, we only use the images an-
notated with fine-grained labels: 2975 for training, 500 for
validation. All the images have a resolution of 1024×2048.
COCO [20] is a large-scale object detection and seg-
mentation dataset. Following the standard protocol, we use
the 2017 edition with 118k training and 5k validation im-
ages. The labels consist of 133 classes with 80 thing classes
containing instance level annotations.
5.2. Metrics
We use the Panoptic Quality (PQ) metric proposed
by [14] as summary metric:
PQ =
Σ(p,g)∈TP IoU(p,g)1IoU(p,g)>0.5
|TP |+ 12 |FP |+ 12 |FN |
, (21)
where p and g are matched predicted and ground-truth seg-
ments, and TP, FP, FN denote true positives, false positives,
and false negatives, respectively. A positive detection is de-
fined by IoU(p,g) > 0.5. We also provide standard metrics
on sub-tasks, including Mean IoU for semantic segmenta-
tion and average over AP r [9] for instance segmentation.
5.3. Implementation details
All the models reported in our experiments are imple-
mented in PyTorch and trained using 8 Tesla V100 GPUs.
Inference timing is done on 1 Tesla V100 GPU with batch
size 1.
For Cityscapes experiments, our models are trained us-
ing a batch size of 1 per GPU, weight decay of 1e−4, learn-
ing rate of 0.013 for 48k total steps, decreasing by a fac-
tor of 0.1 at step 36k and 44k. We apply a random crop
of 1800 × 900 and re-scale the crops randomly between
(0.7, 1.3). For COCO experiments, our models are trained
using a batch size of 2 per GPU, weight decay of 1e−4,
learning rate of 0.01 for 180k steps with learning rate with
steps at 120k and 160k. For data augmentation, we ran-
domly resize the input image to a shortest side length in
(640, 720, 800). No cropping is applied.
All our models use a ResNet-50 Backbone with Ima-
geNet pretrained weights provided by Torchvision-0.3.0.
We freeze BatchNorm layers in the backbone for simplic-
ity, similar to [35, 15].
5.4. Comparison to State of the Art
We compare the accuracy and efficiency of our pro-
posed model to the state-of-the-art two-stage and single-
stage panoptic segmentation algorithms that use a ResNet-
50 or lighter backbone. We only report and compare to
single-model prediction results to avoid ambiguity of the in-
ference time during test-time augmentation. For inference
time, we report the average inference time plus NMS pro-
cessing time over the whole validation set. For Cityscapes,
our model takes the full resolution as input size. For COCO,
we resize all images to a longer side of 1333px as input. Our
quantitative results are reported in Table 1 and Table 2.
Our model outperforms all the single-stage methods by a
significant margin in both accuracy and inference speed. We
are also closing the gap between the single-stage and slow
but state-of-the-art two-stage methods, even outperform-
ing some of them. To better highlight the potential of our
method towards deployment in real-world systems and its
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Method Backbone PQ PQth PQst mIoU AP GPU Inference Time
Two-Stage
TASCNet [15] ResNet-50-FPN 55.9 50.5 59.8 - - V100 160ms
AUNet[16] ResNet-50-FPN 56.4 52.7 59.0 73.6 33.6 - -
Panoptic-FPN [13] ResNet-50-FPN 57.7 51.6 62.2 75.0 32.0 - -
AdaptIS† [29] ResNet-50 59.0 55.8 61.3 75.3 32.3 - -
UPSNet [35] ResNet-50-FPN 59.3 54.6 62.7 75.2 33.3 V100 140ms∗
Seamless Panoptic [27] ResNet-50-FPN 60.2 55.6 63.6 74.9 33.3 V100 150ms∗
Single-Stage
DeeperLab [37] Wider MNV2 52.3 - - - - V100 303ms
FPSNet [7] ResNet-50-FPN 55.1 48.3 60.1 - - TITAN RTX 114ms
SSAP [8] ResNet-50 56.6 49.2 - - 31.5 1080Ti >260ms
DeeperLab [37] Xception-71 56.5 - - - - V100 463ms
Ours ResNet-50-FPN 58.8 52.1 63.7 77.0 29.8 V100 99ms
Table 1: Performance on Cityscapes validation set. We bold the best number across single-stage methods and underline
the best number across the two categories. †: method includes multiple-forward passes. ∗: Our replicated result from official
sources using the same evaluation environment as our model.
Method Backbone PQ PQth PQst Inf. Time
Two-Stage
Panoptic-FPN [13] ResNet-50-FPN 33.3 45.9 28.7 -
AdaptIS† [29] ResNet-50 35.9 40.3 29.3 -
AUNet [16] ResNet-50-FPN 39.6 49.1 25.2 -
UPSNet [35] ResNet-50-FPN 42.5 48.5 33.4 110ms∗
Single-Stage
DeeperLab [37] Xcep-71 33.8 - - 119ms
SSAP [8] ResNet-50 36.5 - - -
Ours ResNet-50-FPN 37.1 41.0 31.3 63ms
Table 2: Performance on COCO validation set. We bold
the best single-stage methods and underline the best across
the two categories.†: methods including multiple-forward
passes. ∗: Our replicated result from official sources using
the same evaluation environment as our model.
parallelization benefits, we conduct a simple optimization
by compiling the convolutional layers in our model using
TensorRT [2]. It enables our model to operate in real-time
(30.3 FPS on a V100 GPU) at full resolution on Cityscapes
videos vs. 10.1 FPS without optimization (cf. Figure 1).
We also provide some qualitative examples comparing
to one of the best two-stage methods, UPSNet [35], in Fig-
ure 4. Our method presents little degradation compared to
UPSNet. In fact, our models provide better mask estima-
tion on rare-shape instances (cf. the car with a roof-box,
or the small child) thanks to the self-attention in mask as-
sociation. We observe particularly good results on unusual
shapes, because unlike Mask-RCNN style methods[10], our
mask construction process can associate pixels with a detec-
tion even if they fall outside its bounding box.
5.5. Ablative Analysis
We provide an ablative analysis on the key modules of
our method in Table 3.
Two towers Levelness Mask loss PQ PQth PQst
Fully Supervised
56.8 48.1 63.1
X 57.1 47.8 63.8
X X 58.1 50.4 63.7
X X X 58.8 52.1 63.7
Weakly Supervised (No mask label)
X X 55.7 45.2 63.3
Table 3: Ablative analysis We compare the impact of dif-
ferent key modules/designs in our proposed network. We
also present a weakly supervised model trained without us-
ing instance masks.
The first row presents a simplified baseline with one fea-
ture tower in the panoptic head that is used for both local-
ization and semantics. We note that this baseline already
leads to strong performance that is better than some two-
stage methods reported in Table 1. This architecture can be
used to achieve even greater speedups. In the second row,
we can see how using two separate feature towers, one for
localization and one for semantics, improves model perfor-
mance slightly.
Then, we introduce levelness, which leads to almost a
1 point boost in PQ. Without levelness, it is still possi-
ble to compute Pˆloc as in Eq. 6. We can compute the IoU
between each query box and the predicted bounding boxes
from every FPN level, and then take a max along the FPN
levels. However, this operation suffers from ambiguity be-
tween object boundaries and background.
Finally, in the fourth row, we introduce our explicit mask
loss from Section 4.3 which further refines mask association
and construction for thing classes resulting in a higher PQth
and corresponding bump in PQ.
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5.6. Weakly supervised extension
We provide a simple yet promising extension of our
model to the weakly supervised setting in which we have
ground truth bounding boxes and semantic segmentation
but no instance masks. A few simple changes are required:
(1) we update the foreground indicator function 1fg(·) in
Eq. 12 and Eq. 13 from ‘in-mask’ to ‘in-box’, (2) we assign
bounding box targets using only ground truth boxes and no
instance masks, and (3) we train without using the Mask
Loss. Our weakly supervised Cityscapes model achieves
promising accuracy and even outperforms some fully su-
pervised methods, as shown in the last row of Table 3.
6. Conclusion
In this work, we propose a single-stage panoptic segmen-
tation framework that achieves real-time inference with a
performance competitive with the current state of the art.
We first introduce a novel parameter-free mask construc-
tion operation that reuses predictions from dense object de-
tection via a global self-attention mechanism. Our architec-
ture dramatically decreases computational complexity as-
sociated with instance segmentation in conventional panop-
tic segmentation algorithms. Additionally, we develop an
explicit mask loss which improves panoptic segmentation
quality. Finally, we evaluate the potential of our method
in weakly supervised settings, showing that with a minor
modification it can outperform some recent fully supervised
methods.
Figure 4: Panoptic segmentation results on CityScapes and COCO comparing our predictions and UPSNet [35]. We leave
it to the reader to guess which results are ours (the answer is in [1]).
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Appendix
A. Per-class Performance
We provide per-class PQ metrics of our models on
Cityscapes and COCO dataset in Table A4 and Table A6,
which corresponds respectively to the entries in Table 1 and
Table 2 in the main text. For both datasets, σ = 0.3 is used
as the foreground mask acceptance probability in Eq. 8,
which is determined through hyper-parameter grid search.
B. Contribution of Levelness Map
As we have shown in the paper (also depicted in Fig-
ure 3), our proposed model predicts a global levelness map
using feature maps produced by the localization tower at
all scale levels. This levelness map indicates which scale
level does the bounding box at each location (x, y) belongs
to (with 0 reserved for background). At inference time, the
levelness map is used to provide indexes while we assem-
ble the global dense bounding box prediction B(x, y) from
each FPN level ({bixy}), according to Eq. 15.
However, the levelness is not a necessity in our proposed
model, as the assembling process can be done without it.
In our ablative analysis in Section 5.5, we compared our
method to a simple alternative assembling approach without
levelness to justify the value of such design.
This alternative solution, instead of assembling a unique
bounding box for each feature location (x, y), carries all the
bounding box predictions from different FPN levels i to the
foreground mask probability estimation:
B(x, y; i) = bixy (A22)
Then the location based foreground probability becomes:
Pˆloc(x, y, j; i) = IoU(B(x, y; i),Bj) (A23)
We can still obtain a single probability for each location by
taking the maximum along the level dimension i:
Pˆloc(x, y, j) = argmax
i
(Pˆloc(x, y, j)) (A24)
We report the resulting model performance of this alter-
native solution in the second entry of the ablative analysis
table (Table 3 in the main text). For simplicity, this compar-
ison on levelness is done without the mask loss. All other
configurations are the same as the default model. This com-
parison indicates that the levelness map, with only 1 addi-
tional convolutional layer, is able to provide a better cross-
level indication that results in an increase in performance
(+1% PQ).
C. Weakly Supervised Application
In the weakly supervised scenario discussed in Section
5.6 of the main text, we consider relying only on semantic
and bounding box labels for the panoptic segmentation task.
Figure A5: Weak Supervision Left: input image; Middle:
fully supervised pixel association; Right: Weakly super-
vised pixel association. In this example, orange, blue and
yellow color indicates the pixels which are assigned to a
bounding box target of the three cars during training.
These two types of labels present a weaker supervision
for the panoptic segmentation task, as there are ambiguous
pixels between overlapping bounding boxes of the same cat-
egory.
In our proposed algorithm, we directly regress the
bounding box and semantic classification. The construction
of instance masks relies on the accuracy of the bounding
box predictions instead of the explicit modeling of instance
shapes. Thus, our method is robust to the absence of fore-
ground mask information. In our implementation, we relax
the pixel assignment during bounding box prediction as de-
picted in Figure A5, favoring the smallest bounding box in
overlapping cases. As shown in Table 3, our weakly super-
vised model achieved 55.7 PQ, i.e. 95% of the performance
of the fully supervised model. Some qualitative examples
are also provided in Figure A6.
Figure A6: Weakly supervised panoptic segmentation
Our proposed algorithm obtains promising and practical
prediction results, trained with only bounding box and se-
mantic labels.
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Class PQ SQ RQ Class PQ SQ RQ
Mean 37.13 76.14 46.98 tv 61.49 84.71 72.59
bed 52.43 83.47 62.82 bus 66.56 86.39 77.05
car 45.06 76.82 58.66 cat 71.66 86.64 82.71
cow 53.58 77.06 69.53 cup 43.82 81.58 53.72
dog 62.20 83.26 74.70 net 40.53 77.81 52.08
sea 72.62 89.61 81.03 tie 23.70 69.93 33.89
bear 73.45 85.47 85.94 bird 34.53 75.04 46.01
boat 28.71 69.99 41.02 book 12.43 66.94 18.57
bowl 39.12 79.67 49.10 cake 41.43 80.86 51.23
fork 13.32 67.63 19.70 kite 33.84 71.18 47.54
oven 47.03 80.87 58.15 road 52.09 81.22 64.14
roof 12.68 66.09 19.19 sand 50.00 85.77 58.29
sink 46.48 79.31 58.60 skis 4.17 59.49 7.02
snow 79.12 90.81 87.12 tent 8.00 68.01 11.76
vase 40.49 76.72 52.77 apple 24.08 77.40 31.11
bench 21.75 75.45 28.83 chair 29.38 73.59 39.92
clock 58.55 82.25 71.19 couch 46.16 83.70 55.16
donut 47.41 84.45 56.13 fruit 4.42 56.74 7.79
horse 55.45 77.40 71.64 house 17.33 68.41 25.33
knife 7.36 71.53 10.28 light 15.48 67.57 22.91
mouse 59.03 82.46 71.58 pizza 55.86 84.97 65.74
river 43.97 86.54 50.81 sheep 48.27 76.27 63.29
shelf 13.45 62.14 21.65 spoon 3.95 70.62 5.59
towel 21.27 75.28 28.25 train 69.25 87.58 79.07
truck 37.23 79.59 46.78 zebra 62.10 79.77 77.85
banana 23.25 74.59 31.17 banner 12.18 72.80 16.72
bottle 40.52 76.06 53.27 bridge 12.35 62.64 19.72
carrot 20.33 70.37 28.89 flower 17.92 78.22 22.92
gravel 13.75 70.55 19.49 laptop 52.07 80.26 64.88
orange 29.22 81.95 35.66 person 55.63 76.64 72.58
pillow 1.34 67.86 1.98 remote 22.41 74.18 30.22
stairs 12.77 68.65 18.60 toilet 68.16 86.37 78.92
bicycle 31.45 70.83 44.40 blanket 4.92 66.76 7.37
counter 18.58 69.66 26.67 curtain 42.60 78.10 54.55
frisbee 57.23 81.01 70.65 giraffe 63.30 78.75 80.38
handbag 15.24 72.38 21.05 hot dog 32.36 82.80 39.08
toaster 19.90 64.69 30.77 airplane 60.55 80.01 75.68
backpack 18.91 75.04 25.20 broccoli 29.18 72.30 40.35
elephant 65.76 80.56 81.62 keyboard 49.18 80.80 60.87
platform 19.08 79.62 23.96 railroad 44.68 72.61 61.54
sandwich 33.86 81.97 41.31 scissors 31.51 75.92 41.51
suitcase 42.38 78.90 53.71 umbrella 51.68 79.63 64.90
cardboard 16.68 68.63 24.31 microwave 57.83 82.50 70.10
snowboard 19.16 72.23 26.53 stop sign 67.28 91.11 73.85
surfboard 39.52 74.85 52.80 wall-tile 44.76 77.36 57.86
wall-wood 19.96 72.12 27.67 cell phone 32.06 80.52 39.81
door-stuff 20.98 72.71 28.85 floor-wood 43.09 79.43 54.25
hair drier 0.00 0.00 0.00 motorcycle 47.36 76.38 62.01
rug 37.32 78.32 47.65 skateboard 44.63 71.17 62.71
teddy bear 52.60 81.06 64.90 toothbrush 10.08 69.57 14.49
wall-brick 27.88 72.79 38.31 wall-stone 17.45 76.97 22.67
wine glass 35.82 76.88 46.59 dirt 30.02 77.54 38.72
rock 32.14 77.30 41.57 sports ball 45.27 78.09 57.97
tree 64.41 80.82 79.70 water-other 22.09 81.91 26.97
baseball bat 23.83 66.73 35.71 dining table 29.18 74.86 38.98
fence 26.39 71.53 36.89 fire hydrant 65.68 83.51 78.65
grass 54.96 82.77 66.40 mirror-stuff 26.98 73.91 36.50
paper 11.18 67.05 16.67 playingfield 62.58 88.66 70.59
potted plant 28.78 71.20 40.42 refrigerator 57.87 85.28 67.86
table 20.75 72.09 28.79 window-blind 37.01 79.52 46.54
window-other 27.50 72.53 37.92 parking meter 54.27 81.41 66.67
tennis racket 57.19 78.94 72.45 traffic light 38.18 74.12 51.51
baseball glove 36.60 76.41 47.90 cabinet 40.15 77.20 52.01
ceiling 50.09 78.23 64.03 mountain 41.87 75.86 55.20
pavement 36.49 77.79 46.90 sky-other 81.65 90.76 89.96
food-other 13.83 72.99 18.95 wall-other 44.06 77.33 56.97
floor-other 38.16 78.39 48.68 building-other 38.17 77.90 49.00
Table A6: Per-class Performance on COCO validation
set.
Class PQ SQ RQ Class PQ SQ RQ
Mean 58.81 79.81 72.32 road 97.58 97.88 99.69
sidewalk 75.91 83.87 90.51 building 87.67 89.49 97.96
wall 30.02 72.21 41.57 fence 34.89 73.27 47.62
pole 50.15 65.23 76.88 traffic light 45.98 70.97 64.79
traffic sign 68.23 77.32 88.24 vegetation 88.78 90.27 98.35
terrain 34.45 73.75 46.72 sky 86.73 92.16 94.10
person 47.96 75.76 63.30 rider 49.61 70.76 70.11
car 60.55 83.30 72.69 truck 47.16 83.12 56.74
bus 68.51 88.75 77.19 train 55.94 83.91 66.67
motorcycle 44.54 72.68 61.28 bicycle 42.86 71.76 59.72
Table A4: Per-class Performance on Cityscapes valida-
tion set.
Backbone PQ PQth PQst mIoU AP Inference Time
Full Image Size: 1024 × 2048 px
ResNet-18-FPN 55.5 47.6 61.2 74.7 26.7 77ms
ResNet-34-FPN 56.7 48.0 62.9 75.1 26.9 83ms
ResNet-50-FPN 58.8 52.1 63.7 76.8 31.0 99ms
Half Image Size: 512 × 1024 px
ResNet-18-FPN 46.7 37.7 53.2 69.2 18.4 40ms
ResNet-34-FPN 47.5 37.9 54.4 69.7 18.7 43ms
ResNet-50-FPN 49.5 40.7 55.9 71.0 20.9 49ms
Table A5: Performance of Our Proposed Framework
with Different Configuration on Cityscapes validation
set.
D. Degradation Curves
In the experiment section of the main text, we provide
performance analysis with the best performing configura-
tion of our models. However, in real-world systems, it is
a common practice to apply light-weight backbones and
low-resolution input images for better inference efficiency
at the expense of accuracy. In this section, we provide a
wider spectrum of the expected performance of our pro-
posed method when working with downgraded configu-
rations. We train our proposed framework with multiple
ResNet-FPN backbones of different depths. More specifi-
cally, we replace our default ResNet-50-FPN backbone with
ResNet-34-FPN and ResNet-18-FPN, and train these two
models using the same set of hyper-parameters (e.g. learn-
ing rate) as the default one. The two shallower backbones
are also pre-trained with the ImageNet dataset. We test the
trained models on the CityScapes dataset and report the re-
sults in terms of accuracy and inference speed. The results
are presented in Table A5. As expected, shallower back-
bones decrease model performance especially for instance
segmentation, but further accelerates inference speed. We
also train and evaluate our models on CityScapes with im-
ages of half of the original size, namely 512× 1024 px. We
report the performance in Table A5 as well.
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