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Abstract
This paper develops PK-based non-central and central Runge-Kutta discontinuous
Galerkin (DG) methods with WENO limiter for the one- and two-dimensional spe-
cial relativistic magnetohydrodynamical (RMHD) equations, K = 1, 2, 3. The non-
central DG methods are locally divergence-free, while the central DG are “exactly”
divergence-free but have to find two approximate solutions defined on mutually dual
meshes. The adaptive WENO limiter first identifies the “troubled” cells by using
a modified TVB minmod function, and then uses the WENO technique to locally
reconstruct a new polynomial of degree (2K + 1) inside the “troubled” cells replac-
ing the DG solution by based on the cell average values of the DG solutions in the
neighboring cells as well as the original cell averages of the “troubled” cells. The
WENO limiting procedure does not destroy the locally or “exactly” divergence-free
property of magnetic field and is only employed for finite “troubled” cells so that
the computational cost can be as little as possible. Several test problems in one and
two dimensions are solved by using our non-central and central Runge-Kutta DG
methods with WENO limiter. The numerical results demonstrate that our methods
are stable, accurate, and robust in resolving complex wave structures.
Key words: Discontinuous Galerkin method, WENO limiter, Runge-Kutta time
discretization, relativistic magnetohydrodynamics.
Preprint submitted to Elsevier 20 November 2018
ar
X
iv
:1
61
0.
03
40
4v
1 
 [m
ath
.N
A]
  6
 O
ct 
20
16
1 Introduction
Relativistic hydrodynamics (RHD) or relativistic magnetohydrodynamics (RMHD)
play major roles in astrophysics, nuclear physics, plasma physics and other fields. They
are necessary in situations where the local velocity of the flow is close to the light speed
in vacuum or where the local internal energy density is comparable (or larger) than the
local rest mass density of the fluid. For example, in the formation of neutron stars and
black holes, and the high-speed jet of physical phenomena, the relativistic effect can
not be neglected so that the RHDs or RMHDs are needed. The dynamics of RMHD
system requires solving highly nonlinear equations so that the analytic treatment of
practical RMHD problems is extremely difficult. Numerical simulation has become an
important way in studying RHDs and RMHDs. In the past few decades, significant
progress is made and several numerical methods have been developed to investigate
the RMHD equations.
The pioneering numerical work may date back to the finite difference code via artifi-
cial viscosity for the spherically symmetric general RHD equations in the Lagrangian
coordinate [37,38]. Wilson first attempted to solve multi-dimensional RHD equations
in the Eulerian coordinate by using the finite difference method with the artificial
viscosity technique [53]. After that, a lot of modern shock-capturing methods in non
relativistic hydrodynamics were extended to the RHD and RMHD equations. For ex-
ample, some latest works are the adaptive moving mesh methods [22,23], second-order
generalized problem schemes [61,62,55] and third-order GRP scheme [60], the locally
evolution Galerkin method [59], approximate Riemann solvers based on the local lin-
earization [27,26], TVD scheme [5], HLL scheme [64], HLLC schemes [39,24], the ki-
netic scheme [42], and adaptive mesh refinement methods [1,52] etc. Recently three
physical-constraints-preserving (PCP) schemes were developed for the special RHD
equations. They are the high-order accurate PCP finite difference weighted essentially
non-oscillatory (WENO) schemes and discontinuous Galerkin (DG) methods proposed
in [56,58,43]. Moreover, the set of admissible states and the PCP schemes of the ideal
RMHDs was also studied for the first time in [57], where the importance of divergence-
free fields was revealed in achieving PCP methods especially.
The magnetohydrodynamics mainly studies the interaction between magnetic field and
conducting fluid. Compared with the RHD equations, the RMHD equations not only
contain more number of the equations with complicated forms, but also an additional
divergence-free constraint of magnetic field. Violating such constraint leads to non-
physical plasma transport orthogonal to the magnetic field. Some special techniques
must be employed to preserve that constraint. Up to now, three popular approaches
have been suggested in the context of MHD equations. They are the eight-wave for-
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mulation of the MHD equations [41], the constrained transport method [20], and the
the projection method [9]. In the DG framework, locally divergence-free DG methods
[30] and “exactly” divergence-free central DG methods [32] have been developed. All
of the above works are on the non-relativistic MHD equations and some of them have
been extended to the relativistic case.
The DG methods have been rapidly developed in recent decades and become a kind
of important methods in computational fluid dynamics. It is easy to achieve high or-
der accuracy, be suitable for parallel computing, and adapt to complex boundary. The
DG method was first developed by Reed and Hill [45] to solve scalar, steady-state
linear hyperbolic equation, but it had not been widely used. A major development
of the DG methods was carried out by Cockburn and coworkers in a series of pa-
pers [15,14,13,11,17], where the DG spatial approximation was combined with explicit
Runge-Kutta time discretization to develop the Runge-Kutta DG methods, and a gen-
eral framework of DG methods was established for the nonlinear equation or system.
The Runge-Kutta DG methods have gotten a wide range of research and application,
such as the Euler equations [50,8,46], Maxwell equations [12], nonlinear Dirac equa-
tions [48] etc. Moreover, the DG methods have also been used to solve other partial
differential equations, such as convection-diffusion type equation or system [6,16] and
Hamilton-Jacobi equation [25,29,33] etc. The readers are referred to the review article
[18].
The central DG methods [35] were developed by combing the DG methods and central
scheme [34] and found two approximate solutions defined on mutually dual meshes.
Although two approximate solutions are redundant, the numerical flux may be avoided
due to the use of the solution on the dual grid to calculate the flux at the cell interface.
It is one of the advantages of the central scheme. Because the central DG methods can
be regarded as a variant of traditional/no-central DG methods, they keep many advan-
tages of no-central DG methods, such as compact stencil and parallel implementation
etc. Moreover, the central DG methods allow a larger CFL number than no-central
DG methods and may reduce numerical oscillations for some problems. Up to now,
the central DG methods have also been used to solve the Euler equations [35], the
ideal magneto-hydrodynamical equations [32,31], the special relativistic hydrodynam-
ical equations [67,58] and so on.
When the strong discontinuity appears in the solution, the numerical oscillations in the
DG solutions should be suppressed after each Runge-Kutta inner stage or after some
complete Runge-Kutta steps by using the nonlinear limiter, which is a commonly used
technique in the modern shock-capturing methods for hyperbolic conservation laws.
The commonly used limiter is the minmod limiter, which limits the slope of solution
such that the values of limited solution in the cell falls in the certain interval determined
by the cell average values of neighboring cells. It has good robustness but is only first-
order accurate near extreme points. Cockburn et al. gave modified TVB minmod limiter
and applied it to the non-central DG methods. The modified TVB minmod limiter does
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not limit the solution near extreme points by choosing a parameter M , thus it does not
destory the accuracy of DG methods near the extreme point. In general, for nonlinear
equation, the parameter M is dependent on the problem. Moreover, for K ≥ 3, the
accuracy of PK-based DG methods may still be destroyed because more than three of
the higher order moments will be set to zero by the modified TVB minmod limiter.
Besides that commonly used limiter, some other limiters are porposed, such as the
moment based limiters [8] and its improvement [28] etc. Those limiters may suppress
numerical oscillations near the discontinuity, however, the accuracy of DG methods
can be reduced in some region.
In the modern shock-capturing methods, the ENO (non-oscillatory essentially) and
WENO methods have been widely used [49] and are more robust than the slope limiter
methodology, especially for high order schemes. An attempt has been made to use an
ENO or WENO methodology as limiter for the DG methods [44,69,68]. The WENO
limiter first identifies the “troubled” cells by using a modified TVB minmod function,
and then a new polynomial inside the “troubled” cells is locally reconstructed to re-
place the DG solution by using the WENO technique and the cell average values of the
DG solutions in the neighboring cells as well as the original cell averages of the “trou-
bled” cells. Because the WENO limiter is only employed for finite “troubled” cells, the
computational cost can be as little as possible.
The aim of this paper develops PK-based non-central and central Runge-Kutta discon-
tinuous Galerkin (DG) methods with WENO limiter for the one- and two-dimensional
special RMHD equations, K = 1, 2, 3. The former is locally divergence-free, while the
latter is “exactly” divergence-free. It is organized as follows. Section 2 introduces the
special RMHD equations and calculation of eigenvalues. Sections 3 and 4 give PK-based
locally and “exactly” divergence-free DG methods with WENO limiter for the special
RMHD equations, respectively, K = 1, 2, 3. Section 5 conducts several numerical ex-
periments to demonstrate the accuracy and efficiency of the proposed DG methods.
Conclusions are given in Section 6.
2 Relativistic magnetohydrodynamical equations
This section introduces the relativistic magnetohydrodynamical (RMHD) equations
and calculation of the eigenvalues for the Jacobian matrix.
The RMHDs is investigating the interaction between magnetic field and conducting
fluid. In the covariant form, the four-dimensional space-time RMHD equations may be
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written as follows [2,3]

∂α(ρu
α) = 0,
∂α
(
(ρh+ |b|2)uαuβ − bαbβ + ptotgαβ
)
= 0,
∂α(u
αbβ − uβbα) = 0,
(2.1)
which stand for the laws of local baryon number conservation and energy-momentum
conservation, and the induction equation for the magnetic field. In (2.1), the Greek
indices α and β run from 0 to 3, ∂α = ∂xα denotes the covariant derivative with
xα = (ct, x1, x2, x3)
T , uα = γ(c, v1, v2, v3)
T stands for the four-velocity vector, γ =
1/
√
1− |v|2/c2 is the Lorentz factor with the fluid velocity vector v := (v1, v2, v3)T ,
gαβ denotes the metric tensor, which is restricted to to the Minkowski tensor in this
paper, i.e.
(
gαβ
)
4×4 = diag{−1, 1, 1, 1}, the relativistic enthalpy h is defined by
h = 1 +
e
c2
+
p
ρc2
,
where e is the specific internal energy and related to other thermodynamic or state
variables such as the temperature, the pressure, the volume, or the internal energy etc.
by the equation of state (EOS). The simplest EOS is the ideal gas law given by
p = (Γ− 1)ρe, (2.2)
where Γ is the adiabatic index (also ratio of specific heats). In comparison to the RHD
equations, the RMHD equations (2.1) involve the four-magnetic field vector
bα = γ
(
v ·B
c
, B1/γ
2 + v1
v ·B
c2
, B2/γ
2 + v2
v ·B
c2
, B3/γ
2 + v3
v ·B
c2
)T
,
where B = (B1, B2, B3) is the magnetic field, the total pressure ptot consists of the gas
pressure p and magnetic pressure pm, that is, ptot = p+ pm, here the magnetic pressure
pm =
1
2
bαbα, bα := gαβb
β, and gαβ is the inverse of metric matrix g
αβ.
Throughout this paper, units in which the speed of light is equal to one will be used
so that
xα = (t, x1, x2, x3)
T , uα = γ(1, v1, v2, v3)
T ,
bα = γ
(
v ·B, B1/γ2 + v1(v ·B), B2/γ2 + v2(v ·B), B3/γ2 + v3(v ·B)
)T
.
It is obvious from (2.1) that in modeling flow at speeds where relativistic effects become
important, space and time become intrinsically coupled and the governing equations
of the ideal RMHDs become more complicated. Nonetheless, it is still possible to write
(2.1) into a first-order system of time evolution equations in some fixed reference frame
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(i.e. the so-called lab frame) as follows
∇ ·B = 0, (2.3)
∂U
∂t
+
3∑
i=1
∂F i(U)
∂xi
= 0, (2.4)
where U is the conservative vector, F i is the flux in the xi direction, i = 1, 2, 3, and
their expressions are given by
U =
(
D,m1,m2,m3, B1, B2, B3, E
)T
,
F 1 =
(
Dv1,m1v1 −B1b1/γ + ptot,m2v1 −B1b2/γ,
m3v1 −B1b3/γ, 0, B2v1 −B1v2, B3v1 −B1v3,m1
)T
,
F 2 =
(
Dv2,m1v2 −B2b1/γ,m2v2 −B2b2/γ + ptot,
m3v2 −B2b3/γ,B1v2 −B2v1, 0, B3v2 −B2v3,m2
)T
,
F 3 =
(
Dv3,m1v3 −B3b1/γ,m2v3 −B3b2/γ,
m3v3 −B3b3/γ + ptot, B1v3 −B3v1, B2v3 −B3v2, 0,m3
)T
,
here D = ργ, mi = (ρhγ
2 + |B|2)vi − (v · B)Bi, and E = Dhγ − ptot + |B|2 denote
the mass, xi-momentum, and energy densities in the lab frame, respectively. Eq. (2.3)
is a divergence-free constraint on the magnetic field, and the solutions of (2.4) should
satisfy such constraint at any time. Numerically preserving such condition is very non-
trivial but important for the robustness of numerical scheme, and has to be respected. In
physics, numerically incorrect magnetic field topologies may lead to nonphysical plasma
transport orthogonal to the magnetic field. The condition (2.3) is also very crucial for
the stability of induction equation. The existing numerical experiments in the non-
relativistic MHD case have also indicated that violating the divergence free condition
of magnetic field may lead to numerical instability and nonphysical or inadmissible
solutions.
The flux F i in (2.4) cannot be explicitly expressed as a function of U but can be cast
into an explicit function of primitive variable vector V := (ρ, v1, v2, v3, B1, B2, B3, p)
T .
Thus if giving the value of U , then one has to get the value of V in order to calculate F i.
Up to now, several approaches have been suggested to recover the primitive variables
from the conservative vector in the literature, e.g. six numerical approaches discussed
in [40]. The approach in [26] is used here. If introducing an auxiliary variable θ :=
ρhγ2 > 0 and denoting m := (m1,m2,m3)
T , then it is easy to prove the following
identities
v ·B = θ−1(m ·B),
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and
v =
m+ θ−1(m ·B)B
θ + |B|2 ,
pm =
bαbα
2
=
1
2
( |B|2
γ2
+
(m ·B)2
θ2
)
,
where the Lorentz factor γ is expressed as follows
γ = (1− |v|2)− 12 =
(
1− θ
2|m|2 + 2θ(m ·B)2 + (m ·B)2|B|2
θ2(θ + |B|2)2
)− 1
2 ,
and the density ρ and pressure p are written as
ρ =
D
γ
, p =
Γ− 1
Γ
(
θ
γ2
− D
γ
).
Substituting the above equations into the energy density expression E = ρhγ2 − p −
pm + |B|2 gives a nonlinear equation with respect to θ as follows
θ − Γ− 1
Γ
(
θ
γ2
− D
γ
)− 1
2
( |B|2
γ2
+
(m ·B)2
θ2
)
+ |B|2 − E = 0, (2.5)
which may be solved by any standard root finding algorithm such as the Newton-
CRaphson method. Once θ is found to some accuracy, the Lorentz factor γ, velocity v,
density ρ, and gas pressure p can be orderly calculated.
Remark 2.1 It is not difficult to know that θmin := θ
? ≤ θ < ΓE =: θmax, where θ?
satisfies γ(θ?) = 1+, and  is a small positive number. Thus in practical computations,
the initial guess for the Newton-Raphson method of (2.5) may be chosen as (θmin +
θmax)/2, and the iteration number is generally less than 8.
The characteristic structure of the RMHD equations was first studied in [3]. The eigen-
values and eigenvectors of the Jacobian matrix is needed in our numerical methods
for (2.4). Here gives the calculation of eigenvalues. Without loss of generality, consider
x1-split system. Because the component of F 1 corresponding to B1 is zero, B1 =const
and x1-split system consists of the following seven equations
∂U
∂t
+
∂F 1(U)
∂x1
= 0, (2.6)
where
U =
(
D,m1,m2,m3, B2, B3, E
)T
,
F 1 =
(
Dv1,m1v1 −B1b1/γ + ptot,m2v1 −B1b2/γ,
m3v1 −B1b3/γ,B2v1 −B1v2, B3v1 −B1v3,m1
)T
.
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The eigensystem of the Jacobian matrix ∂F 1/∂U can be found by slightly modifying the
eigen-system for the one-dimensional RMHD equations, which have seven waves: two
Alfve´n, two fast and two slow magnetosonic waves (also magnetoacoustic wave), and
an entropy wave, whose the speeds are denoted by λa,±1 , λ
f,±
1 , λ
s,±
1 , and λ
e
1, separately.
They satisfy [4]
λf,−1 ≤ λa,−1 ≤ λs,−1 ≤ λe1 ≤ λs,+1 ≤ λa,+1 ≤ λf,+1 ,
where the speed of entropy wave λe1 is equal to v1, speeds of two Alfve´n wave satisfy
the following quadratic equation
(ρh+ |b|2)γ2(v1 − λ)2 − (b1 − b0λ)2 = 0,
which can be directly solved by the root formula of quadratic equation with one un-
known, while speeds of four magnetoacoustic wave satisfy the following quartic equation
[39]
ρh(1− c2s)a4 = (1− λ2)
[
(|b|2 + ρhc2s)a2 − c2s(b1 − λb0)2
]
, (2.7)
where a = γ(λ − v1), and cs is the sound speed and becomes cs =
√
Γp/(ρh) for the
perfect gas. In some cases, Eq. (2.7) may be simplified and solved. In the following it
is discussed in three cases.
• If the fluid velocity v = 0, then Eq. (2.7) reduces to(
ρh+ |b|2
)
λ4 −
(
|b|2 + ρhc2s +B21c2s
)
λ2 + c2sB
2
1 = 0,
which can be solved by the root formula of quadratic equation with one unknown to
get the value of λ2, and so will the value of λ.
• If the normal component of magnetic field is zero, that is, B1 = 0, then Eq. (2.7)
degenerate into
a2λ
2 + a1λ+ a0 = 0, (2.8)
where the coefficients are given by
a2 = ρh
[
c2s + γ
2(1− c2s)
]
+ |b|2 − c2s(v ·B)2,
a1 = −2ρhγ2v1(1− c2s),
a0 = ρh
[
− c2s + γ2v21(1− c2s)
]
− |b|2 + c2s(v ·B)2.
Eq. (2.8) can also be solved by the root formula of quadratic equation with one
unknown.
• In addition to the above two cases, one has to solve the original quartic equation
(2.7), which is solved by using the analytic formula in our work, certainly can also
be solved by some iterative method.
It has been seen that the expressions of eigenvalues of Jacobian matrix of (2.4) is more
complicated than the non-relativistic case, the calculation of corresponding eigenvectors
is very complicated and may be obtained by the matrix transformation [4].
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3 Locally divergence-free DG methods
Because the divergence-free constraint (2.3) of the magnetic field is natural for one-
dimensional RMHD equations, no special numerical treatment is required for such
constraint and thus the one-dimensional RMHD equations may be directly solved by
using the non-central or central DG methods described in [66,65], they are not repeated
here.
This section gives locally divergence-free DG methods for the two-dimensional RMHD
equations
∇ ·B = 0, (x, y) ∈ Ω, (3.1)
∂U
∂t
+
∂F 1(U)
∂x
+
∂F 2(U)
∂y
= 0, (x, y) ∈ Ω, (3.2)
on the rectangular mesh {ej,k,∀j, k ∈ Z}, where
U =
(
D,mx,my,mz, Bx, By, Bz, E
)T
,
F 1 =
(
Dvx,mxvx −Bxbx/γ + ptot,myvx −Bxby/γ,
mzvx −Bxbz/γ, 0, Byvx −Bxvy, Bzvx −Bxvz,mx
)T
,
F 2 =
(
Dvy,mxvy −Bybx/γ,myvy −Byby/γ + ptot,
mzvy −Bybz/γ,Bxvy −Byvx, 0, Bzvy −Byvz,my
)T
,
and ej,k = (xj− 1
2
, xj+ 1
2
)× (yk− 1
2
, yk+ 1
2
).
The conservative vector U is divided into two parts as follows
R = (D,mx,my,mz, Bz, E)
T , Q = (Bx, By)
T ,
and similarly the flux vector F i is also written into F
R
i (U) and F
Q
i (U). After that, the
RMHD equations (3.2) may be recast into
∂R
∂t
+
∂FR1 (U)
∂x
+
∂FR2 (U)
∂y
= 0, (3.3)
∂Q
∂t
+
∂FQ1 (U)
∂x
+
∂FQ2 (U)
∂y
= 0. (3.4)
The aim of locally divergence-free DG methods is to find an approximation Uh of U ,
where the approximations of R and Q are denoted by Rh and Qh, respectively, but the
spatial discretizations for R and Q are different, see below.
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3.1 Spatial approximation
The divergence-free constraint of magnetic field is not needed in solving the system
(3.3) for R by using the DG methods, thus the DG spproximation of the system (3.3)
is similar to that for the RHD equations, see [66,65], and will be omitted here.
Let us discuss the spatial discretization of the governing equations for the dependent
variable Q. The DG methods find the approximate solution Qh such that for any t, Qh
belongs to the following finite dimensional function space
Mh :=
{
v(x) ∈WK(ej,k), x = (x, y) ∈ ej,k,∀j, k
}
,
where
WK(ej,k) :=
{
v =
(
v1(x), v2(x)
)T ∣∣∣∣ v1(x), v2(x) ∈ PK(ej,k), ∂v1∂x + ∂v2∂y = 0
}
.
The basis functions of WK(ej,k) may be obtained by calculating the curl of any vector
function whose components are basis functions of PK+1(ej,k), thus the dimension of
WK(ej,k) is equal to DW = (K+1)(K+4)/2. The following lists a set of basis function
of WK(ej,k) for the case of K = 3
ϕ
(0)
j,k(x, y) =
0
1
 , ϕ(1)j,k(x, y) =
1
0
 , ϕ(2)j,k(x, y) =
0
ξ
 ,
ϕ
(3)
j,k(x, y) =
η
0
 , ϕ(4)j,k(x, y) =
 hxj ξ
−hykη
 , ϕ(5)j,k =
η2 − 1/3
0
 ,
ϕ
(6)
j,k =
 0
ξ2 − 1/3
 , ϕ(7)j,k =
hxj (ξ2 − 1/3)
−2hykξη
 , ϕ(8)j,k =
 −2hxj ξη
hyk(η
2 − 1/3)
 ,
ϕ
(9)
j,k =
η3 − 35η
0
 , ϕ(10)j,k =
 0
ξ3 − 3
5
ξ
 , ϕ(11)j,k =
 hxj (ξ2 − 1/3)η
−hykξ(η2 − 1/3)
 ,
ϕ
(12)
j,k =
hxj ξ(η2 − 1/3)
−hyk(η3 − η)/3
 , ϕ(13)j,k =
 hxj (ξ3 − ξ)/3
−hyk(ξ2 − 1/3)η
 ,
where ξ = 2(x− xj)/hxj , η = 2(y − yk)/hyk, hxj = xj+ 1
2
− xj− 1
2
, and hyk = yk+ 1
2
− yk− 1
2
.
Multiplying Eq. (3.4) by the test function w(x) ∈WK(ej,k), integrating it over the cell
ej,k, and using the divergence theorem give
d
dt
∫
ej,k
Q(x, t) ·w(x) dx+
∫
∂ej,k
(FQ1 ·w(x)n1 + FQ2 ·w(x)n2 ) ds
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=
∫
ej,k
FQ · ∇w(x) dx, (3.5)
where FQ = (FQ1 ,F
Q
2 )
T , and (n1, n2) denote the outer normal vector of cell boundary
∂ej,k.
The approximate solution Qh may be expressed as follows
Qh(x, t) =
DW−1∑
`=0
Q
(`)
j,k(t)ϕ
(`)
j,k(x) =: Qj,k(x, t), x ∈ ej,k. (3.6)
If the solution Q in (3.5) and flux FQ on the cell boundary are replaced with the
approximate solution Qh and numerical flux Fˆ
Q
(e.g. the Lax-Friedrichs flux), respec-
tively, the test function is taken as the basis, and the integrals are evaluated by using
the Gaussian quadrature, then the semi-discrete DG methods may be given as follows
DW−1∑
m=0
( ∫
ej,k
ϕ
(m)
j,k (x) · ϕ(ı)j,k(x) dx
)dQ(m)j,k (t)
dt
=− |∂ej,k|
q˜∑
l=1
ωl
(
Fˆ
Q
1
(
U(x˜Gl , t)
)
n1 + Fˆ
Q
2
(
U(x˜Gl , t)
)
n2
)
· ϕ(ı)j,k(x˜Gl )
+ |ej,k|
q∑
`=1
ω`F
Q
(
U j,k(x
G
` , t)
)
· ∇ϕ(ı)j,k(xG` ), ı = 0, 1, . . . , DW − 1, (3.7)
where U j,k =
(
RTj,k,Q
T
j,k
)T
. The system (3.7) may be considered as a nonlinear system
of ordinary differential equations with respect to the degree of freedom or moments
Q
(m)
j,k , and approximated by using the explicit Runge-Kutta time discretization to give
a fully-discrete locally divergence-free DG methods.
Remark 3.1 The approximate magnetic field Qh obtained above is divergence free in
each cell, but it is not continuous in general across the cell boundary. In view of this
fact, such DG methods are called as locally divergence-free [30].
3.2 Adaptive WENO limiter
The above DG methods may be directly used to solve the problem whose solution is
smooth or only contains weak discontinuity, but the limiting procedure is needed to
suppress the numerical oscillations in solving the problem containing the strong dis-
continuity. In solving the system (3.2), the limiting procedure used in the Runge-Kutta
DG methods should ensure that the new approximate magnetic field does still satisfy
the divergence-free constraint. This paper uses the WENO limiting procedure, whose
implementation consists of two parts: identify the “troubled” cells and reconstruct the
new approximate solution in the “troubled” cells.
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Step I: identify “troubled” cells It is the same as the way used for the RHD equa-
tions in [66] by identifying the cell ej,k in the x and y directions, respectively. In each
direction of the identification process, the modified TVB minmod function is applied
to the characteristic variables in that direction, where the characteristic variables are
calculated by using the eigenvectors corresponding to the system (3.2), for example,
the characteristic variables in the x direction is calculated by L1U , here L1 denotes
the left eigenvector matrix of the Jacobian matrix ∂F 1/∂U . If the cell ej,k is identi-
fied as a “troubled” cell in x or y direction then the cell ej,k is marked as e
tc
j,k, and
go to Step II; otherwise the next cell is continuously checked.
Srep II: reconstruct new approximate solution in “troubled” cell (i) Calculate
the cell averages of characteristic variables, denoted by {W (0)ı,` }, use the WENO tech-
nique for the characteristic variables W to reconstruct the new approximate values
WGm,p of W at the Gaussian points (x
G
m, y
G
p ) in the “troubled” cell e
tc
j,k. After that,
calculate the point value UGm,p of the conservative vector, and divide it into two parts
RGm,p and Q
G
m,p.
(ii) Derive the new approximate solutions RWENOj,k (x, y, tn) and Q
WENO
j,k (x, y, tn)
by using the numerical integration and the approximate values of solution at the
Gaussian points as follows
RWENOj,k (x, y, tn) := R
(0)
j,kφ
(0)
j,k(x, y) +
K(K+3)/2∑
`=1
R
(`),WENO
j,k φ
(`)
j,k(x, y), (x, y) ∈ etcj,k,
where {φ(`)j,k(x, y)} are a set of basis functions of PK(etcj,k), satisfying the orthogonal
properties, and the higher order moments are given by the following formula
R
(`),WENO
j,k :=
1
a`
∫
etc
j,k
RWENOj,k (x, y, tn)φ
(`)
j,k(x, y) dxdy
≈ h
x
jh
y
k
a`
q∑
m=1
q∑
p=1
ωm,pR
G
m,pφ
(`)
j,k(x
G
m, y
G
p ), 1 ≤ ` ≤ K(K + 3)/2,
where a` =
∫
etc
j,k
(
φ
(`)
j,k(x, y)
)2
dxdy, the new approximate magnetic field is given by
QWENOj,k (x, y, tn) =Q
(0)
j,kϕ
(0)
j,k(x, y) +Q
(1)
j,kϕ
(1)
j,k(x, y)
+
DW−1∑
`=2
Q
(`),WENO
j,k ϕ
(`)
j,k(x, y), (x, y) ∈ etcj,k,
where higher-order moments Q
(`),WENO
j,k , l = 2, · · · , DW − 1, satisfy the following
linear system
DW−1∑
`=2
( ∫
etc
j,k
ϕ
(`)
j,k(x, y) · ϕ(l)j,k(x, y)dxdy
)
Q
(`),WENO
j,k
= hxjh
y
k
q∑
m=1
q∑
p=1
ωm,pQ
G
m,p · ϕ(l)j,k(xGm, yGp ), 2 ≤ l ≤ DW − 1.
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After getting RWENOj,k (x, y, tn) and Q
WENO
j,k (x, y, tn), they are used to replace the
original DG solutions in etcj,k. Up to now the solution in the “troubled” cell e
tc
j,k is
modified. Go to Step I and check the next cell.
4 “Exactly” divergence-free DG methods
This section introduces the “exactly” divergence-free central DG methods for two-
dimensional RMHD equations (3.2). Similar to the locally divergence-free DG methods
proposed in Section 3, the conservative vector U in the central DG methods is still
written into two parts
R = (D,mx,my,mz, Bz, E), Q = (Bx, By),
and apply the different spatial approximations to the governing equations for R and
Q.
4.1 Spatial approximation
For the sake of convenience, we first give the central DG methods with the explicit
Euler time discretization. Divide the computational domain Ω into two mutually dual
meshes, denoted by {Cj,k} and {Dj+ 1
2
,k+ 1
2
}, respectively, where Cj,k = (xj− 1
2
, xj+ 1
2
) ×
(yk− 1
2
, yk+ 1
2
), Dj+ 1
2
,k+ 1
2
= (xj, xj+1) × (yk, yk+1). The aim of central DG methods is
to find two approximate approximate solutions UCh and U
D
h , where corresponding DG
approximations of R is denoted by RCh and R
D
h , while Q
C
h and Q
D
h are used to denote
corresponding DG approximations of Q.
Because the divergence free constraint (3.1) is not considered in the equations (3.3) for
R, Eq. (3.3) may be directly discretized in the central DG framework, see [65], that is,
we find two approximate solutions RCh and R
D
h such that their each component belongs
to the following finite dimensional spaces
VC :=
{
v(x) ∈ L1(Ω)
∣∣∣ v(x) ∈ PK(Cj,k), x ∈ Cj,k ⊂ Ω, ∀j, k} ,
VD :=
{
w(x) ∈ L1(Ω)
∣∣∣ w(x) ∈ PK(Dj+1/2,k+1/2), x ∈ Dj+ 1
2
,k+ 1
2
⊂ Ω, ∀j, k
}
.
If giving the DG solutions UC,nh and U
D,n
h at t = tn, then the DG solution R
C,n+1
h at
tn+1 satisfies∫
Cj,k
R
C,n+1
h v(x)dx =
∫
Cj,k
(
θRD,nh + (1− θ)RC,nh
)
v(x) dx
+ ∆tn
( ∫
Cj,k
FR(UD,nh ) · ∇v(x) dx−
∫
∂Cj,k
FR(UD,nh ) · nv(x)ds
)
, ∀v(x) ∈ PK(Cj,k),
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where ∆tn = tn+1 − tn denotes the practical time stepsize, θ = ∆tn/τn, and τn is the
maximum timestep allowed by the CFL condition. Similarly, the approximate solution
R
D,n+1
h on the mesh {Dj+ 1
2
,k+ 1
2
} satisfies the following equation
∫
D
j+12 ,k+
1
2
R
D,n+1
h w(x)dx =
∫
D
j+12 ,k+
1
2
(
θRC,nh + (1− θ)RD,nh
)
w(x) dx
+ ∆tn
( ∫
D
j+12 ,k+
1
2
FR(UC,nh ) · ∇w(x) dx−
∫
∂D
j+12 ,k+
1
2
FR(UC,nh ) · nw(x)ds
)
,
for all w(x) ∈ PK(Dj+ 1
2
,k+ 1
2
).
Due to the need to consider the divergence free constraint (3.1), the finite dimensional
space for the approximation of Q is different from that for R, and is denoted as follows
MC : = {v(x)
∣∣∣∣ ∇ · v = 0, v(x) ∈ WK(Cj,k), x ∈ Cj,k,∀j, k},
MD : = {w(x)
∣∣∣∣ ∇ ·w = 0,w(x) ∈ WK(Dj+ 1
2
,k+ 1
2
), x ∈ Dj+ 1
2
,k+ 1
2
,∀j, k},
where
WK(T ) :=
[
PK(T )
]2 ⊕ span{∇× (xK+1y),∇× (xyK+1)},
here T denotes Cj,k or Dj+ 1
2
,k+ 1
2
, the symbol “⊕” denotes the direct sum. The central
DG methods for the Q equations are to find the approximate solution QCh ∈ MC and
QDh ∈MD of Q.
In the following, we provide how to get the approximate magnetic field QC,n+1h =
(BC,n+1x,h , B
C,n+1
y,h )
T on the mesh {Cj,k} at time tn+1. It will consist of two steps: the
approximate normal magnetic field is first gotten by solving the magnetic equation on
the cell boundary, and then used to reconstruct the magnetic field in the cell. Take the
cell Cj,k as an example in the following.
Step (i) Find the approximate normal magnetic fields bx
j± 1
2
,k
(y) on the left and right
boundaries x = xj± 1
2
of cell Cj,k, and b
y
j,k± 1
2
(x) on the top and bottom boundaries
y = yk± 1
2
. Because Bx and By satisfy
∂Bx
∂t
+
∂G
∂y
= 0, (4.1)
∂By
∂t
− ∂G
∂x
= 0, (4.2)
where G = G(U) = Bxvy − Byvx, they may be solved by using the one-dimensional
central DG methods, that is, find bx
j− 1
2
,k
(y) ∈ PK
(
(yk− 1
2
, yk+ 1
2
)
)
satisfying∫ y
k+12
y
k− 12
bx
j− 1
2
,k
(y)µ(y)dy =
∫ y
k+12
y
k− 12
(
θBD,nx,h (xj− 12 , y) + (1− θ)B
C,n
x,h (xj− 12 , y)
)
µ(y)dy
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+ ∆tn
(∫ y
k+12
y
k− 12
G
(
UD,nh (xj− 12 , y)
)∂µ(y)
∂y
dy −GD,n
j− 1
2
,k+ 1
2
µ(yk+ 1
2
) +GD,n
j− 1
2
,k− 1
2
µ(yk− 1
2
)
)
,
for any µ(y) ∈ PK
(
(yk− 1
2
, yk+ 1
2
)
)
, and find by
j,k− 1
2
(x) ∈ PK
(
(xj− 1
2
, xj+ 1
2
)
)
satisfying
∫ x
j+12
x
j− 12
by
j,k− 1
2
(x)σ(x)dx =
∫ x
j+12
x
j− 12
(
θBD,ny,h (x, yk− 12 ) + (1− θ)B
C,n
y,h (x, yk− 12 )
)
σ(x)dx
+ ∆tn
(∫ x
j+12
x
j− 12
−G(UD,nh (x, yk− 12 ))∂σ(x)∂x dx+GD,nj+ 12 ,k− 12σ(xj+ 12 )−GD,nj− 12 ,k− 12σ(xj− 12 )),
for any σ(x) ∈ PK
(
(xj− 1
2
, xj+ 1
2
)
)
, where GD,n
j− 1
2
,k+ 1
2
:= G
(
U
D,n
h (xj− 1
2
, yk+ 1
2
)
)
. The nor-
mal magnetic fields bx
j+ 1
2
,k
(y) and by
j,k+ 1
2
(x) may be solved by similar approach.
Step (ii) Reconstruct the magnetic field QC,n+1h |Cj,k =
(
BC,n+1x,j,k , B
C,n+1
y,j,k
)T
in the cell
Cj,k, where B
C,n+1
x,j,k , B
C,n+1
y,j,k ∈ WK(Cj,k) and satisfy
BC,n+1x,j,k (xj+ 1
2
, y) =bxj+ 1
2
,k(y), y ∈ (yk− 12 , yk+ 12 ),
BC,n+1x,j,k (xj− 1
2
, y) =bxj− 1
2
,k(y), y ∈ (yk− 12 , yk+ 12 ),
BC,n+1y,j,k (x, yk+ 1
2
) =by
j,k+ 1
2
(x), x ∈ (xj− 1
2
, xj+ 1
2
),
BC,n+1y,j,k (x, yk− 1
2
) =by
j,k− 1
2
(x), x ∈ (xj− 1
2
, xj+ 1
2
),
(4.3)
∂BC,n+1x,j,k
∂x
+
∂BC,n+1y,j,k
∂y
= 0, (x, y) ∈ Cj,k. (4.4)
Before giving the detailed expressions of BC,n+1x,j,k and B
C,n+1
y,j,k , a necessary condition
is first discussed for the solution of the system of equations (4.3) and (4.4). If such
the system exists the solution, then integrating (4.4) over the cell Cj,k and using the
divergence theorem and Eq. (4.3) gives∫ x
j+12
x
j− 12
(
by
j,k− 1
2
(x)− by
j,k+ 1
2
(x)
)
dx+
∫ y
k+12
y
k− 12
(
bxj− 1
2
,k(y)− bxj+ 1
2
,k(y)
)
dy = 0, (4.5)
which is a necessary condition for the solution of the system of equations (4.3) and
(4.4). It is proved in [32] that the normal magnetic field obtained by using the central
DG methods satisfies (4.5).
The following provides the expressions of BC,n+1x,j,k and B
C,n+1
y,j,k for K = 1, 2, 3.
When K = 1, the normal magnetic fields on the cell boundary are
bxj± 1
2
,k(y) = b
x,(0)
j± 1
2
,k
+ b
x,(1)
j± 1
2
,k
η,
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by
j,k± 1
2
(x) = b
y,(0)
j,k± 1
2
+ b
y,(1)
j,k± 1
2
ξ,
where ξ = 2(x − xj)/hxj , η = 2(y − yk)/hyk, and the reconstructed magnetic fields in
the cell are
BC,n+1x,j,k (x, y) = a0 + a1ξ + a2η + a3(ξ
2 − 1/3) + a4ξη,
BC,n+1y,j,k (x, y) = b0 + b1ξ + b2η + b3ξη + b4(η
2 − 1/3),
where the coefficients are given by
a0 =
1
2
(b
x,(0)
j+ 1
2
,k
+ b
x,(0)
j− 1
2
,k
) +
hxj
6hyk
(b
y,(1)
j,k+ 1
2
− by,(1)
j,k− 1
2
),
b0 =
1
2
(b
y,(0)
j,k+ 1
2
+ b
y,(0)
j,k− 1
2
) +
hyk
6hxj
(b
x,(1)
j+ 1
2
,k
− bx,(1)
j− 1
2
,k
),
a1 =
1
2
(b
x,(0)
j+ 1
2
,k
− bx,(0)
j− 1
2
,k
), b2 =
1
2
(b
y,(0)
j,k+ 1
2
− by,(0)
j,k− 1
2
),
a2 =
1
2
(b
x,(1)
j+ 1
2
,k
+ b
x,(1)
j− 1
2
,k
), b1 =
1
2
(b
y,(1)
j,k+ 1
2
+ b
y,(1)
j,k− 1
2
),
a3 =−
hxj
4hyk
(b
y,(1)
j,k+ 1
2
− by,(1)
j,k− 1
2
), b4 = − h
y
k
4hxj
(b
x,(1)
j+ 1
2
,k
− bx,(1)
j− 1
2
,k
),
a4 =
1
2
(b
x,(1)
j+ 1
2
,k
− bx,(1)
j− 1
2
,k
), b3 =
1
2
(b
y,(1)
j,k+ 1
2
− by,(1)
j,k− 1
2
).
(4.6)
When K = 2, the normal magnetic fields on the cell boundary are
bxj± 1
2
,k(y) = b
x,(0)
j± 1
2
,k
+ b
x,(1)
j± 1
2
,k
η + b
x,(2)
j± 1
2
,k
(η2 − 1
3
),
by
j,k± 1
2
(x) = b
y,(0)
j,k± 1
2
+ b
y,(1)
j,k± 1
2
ξ + b
y,(2)
j,k± 1
2
(ξ2 − 1
3
),
and the reconstructed magnetic fields in the cell are given by
BC,n+1x,j,k (x, y) =a0 + a1ξ + a2η + a3(ξ
2 − 1/3) + a4ξη
+ a5(η
2 − 1/3) + a6(ξ3 − 3
5
ξ) + a7ξ(η
2 − 1
3
),
BC,n+1y,j,k (x, y) =b0 + b1ξ + b2η + b3(ξ
2 − 1/3) + b4ξη
+ b5(η
2 − 1/3) + b6(ξ2 − 1
3
)η + b7(η
3 − 3
5
η),
where the coefficients are
a0 =
1
2
(b
x,(0)
j+ 1
2
,k
+ b
x,(0)
j− 1
2
,k
) +
hxj
6hyk
(b
y,(1)
j,k+ 1
2
− by,(1)
j,k− 1
2
),
b0 =
1
2
(b
y,(0)
j,k+ 1
2
+ b
y,(0)
j,k− 1
2
) +
hyk
6hxj
(b
x,(1)
j+ 1
2
,k
− bx,(1)
j− 1
2
,k
),
a1 =
1
2
(b
x,(0)
j+ 1
2
,k
− bx,(0)
j− 1
2
,k
) +
hxj
15hyk
(b
y,(2)
j,k+ 1
2
− by,(2)
j,k− 1
2
),
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b2 =
1
2
(b
y,(0)
j,k+ 1
2
− by,(0)
j,k− 1
2
) +
hyk
15hxj
(b
x,(2)
j+ 1
2
,k
− bx,(2)
j− 1
2
,k
),
a2 =
1
2
(b
x,(1)
j+ 1
2
,k
+ b
x,(1)
j− 1
2
,k
), a4 =
1
2
(b
x,(1)
j+ 1
2
,k
− bx,(1)
j− 1
2
,k
),
b1 =
1
2
(b
y,(1)
j,k+ 1
2
+ b
y,(1)
j,k− 1
2
), b4 =
1
2
(b
y,(1)
j,k+ 1
2
− by,(1)
j,k− 1
2
),
a5 =
1
2
(b
x,(2)
j+ 1
2
,k
+ b
x,(2)
j− 1
2
,k
), a7 =
1
2
(b
x,(2)
j+ 1
2
,k
− bx,(2)
j− 1
2
,k
),
b3 =
1
2
(b
y,(2)
j,k+ 1
2
+ b
y,(2)
j,k− 1
2
), b6 =
1
2
(b
y,(2)
j,k+ 1
2
− by,(2)
j,k− 1
2
).
a3 =−
hxj
4hyk
(b
y,(1)
j,k+ 1
2
− by,(1)
j,k− 1
2
), a6 = −
hxj
6hyk
(b
y,(2)
j,k+ 1
2
− by,(2)
j,k− 1
2
),
b5 =− h
y
k
4hxj
(b
x,(1)
j+ 1
2
,k
− bx,(1)
j− 1
2
,k
), b7 = − h
y
k
6hxj
(b
x,(2)
j+ 1
2
,k
− bx,(2)
j− 1
2
,k
).
When K = 3, because the normal magnetic fields on the cell boundary are given by
bxj± 1
2
,k(y) = b
x,(0)
j± 1
2
,k
+ b
x,(1)
j± 1
2
,k
η + b
x,(2)
j± 1
2
,k
(η2 − 1
3
) + b
x,(3)
j± 1
2
,k
(η3 − 3
5
η),
by
j,k± 1
2
(x) = b
y,(0)
j,k± 1
2
+ b
y,(1)
j,k± 1
2
ξ + b
y,(2)
j,k± 1
2
(ξ2 − 1
3
) + b
y,(3)
j,k± 1
2
(ξ3 − 3
5
ξ),
the reconstructed magnetic fields in the cell are
BC,n+1x,j,k (x, y) =a0 + a1ξ + a2η + a3(ξ
2 − 1
3
) + a4ξη + a5(η
2 − 1
3
)
+ a6(ξ
3 − 3
5
ξ) + a7(ξ
2 − 1
3
)η + a8ξ(η
2 − 1
3
)
+ a9(η
3 − 3
5
η) + a10(ξ
4 − 6
7
ξ2 +
3
35
) + a11ξ(η
3 − 3
5
η),
BC,n+1y,j,k (x, y) =b0 + b1ξ + b2η + b3(ξ
2 − 1
3
) + b4ξη + b5(η
2 − 1
3
)
+ b6(ξ
3 − 3
5
ξ) + b7(ξ
2 − 1
3
)η + b8ξ(η
2 − 1
3
)
+ b9(η
3 − 3
5
η) + b10η(ξ
3 − 3
5
ξ) + b11(η
4 − 6
7
η2 +
3
35
).
Some coefficients may be determined as follows
a0 =
1
2
(b
x,(0)
j+ 1
2
,k
+ b
x,(0)
j− 1
2
,k
) +
hxj
6hyk
(b
y,(1)
j,k+ 1
2
− by,(1)
j,k− 1
2
),
b0 =
1
2
(b
y,(0)
j,k+ 1
2
+ b
y,(0)
j,k− 1
2
) +
hyk
6hxj
(b
x,(1)
j+ 1
2
,k
− bx,(1)
j− 1
2
,k
),
a1 =
1
2
(b
x,(0)
j+ 1
2
,k
− bx,(0)
j− 1
2
,k
) +
hxj
15hyk
(b
y,(2)
j,k+ 1
2
− by,(2)
j,k− 1
2
),
b2 =
1
2
(b
y,(0)
j,k+ 1
2
− by,(0)
j,k− 1
2
) +
hyk
15hxj
(b
x,(2)
j+ 1
2
,k
− bx,(2)
j− 1
2
,k
),
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a3 =
hxj
hyk
( 3
70
(b
y,(3)
j,k+ 1
2
− by,(3)
j,k− 1
2
)− 1
4
(b
y,(1)
j,k+ 1
2
− by,(1)
j,k− 1
2
)
)
,
b5 =
hyk
hxj
( 3
70
(b
x,(3)
j+ 1
2
,k
− bx,(3)
j− 1
2
,k
)− 1
4
(b
x,(1)
j+ 1
2
,k
− bx,(1)
j− 1
2
,k
)
)
,
a4 =
1
2
(b
x,(1)
j+ 1
2
,k
− bx,(1)
j− 1
2
,k
), b4 =
1
2
(b
y,(1)
j,k+ 1
2
− by,(1)
j,k− 1
2
),
a5 =
1
2
(b
x,(2)
j+ 1
2
,k
+ b
x,(2)
j− 1
2
,k
), a8 =
1
2
(b
x,(2)
j+ 1
2
,k
− bx,(2)
j− 1
2
,k
),
b3 =
1
2
(b
y,(2)
j,k+ 1
2
+ b
y,(2)
j,k− 1
2
), b7 =
1
2
(b
y,(2)
j,k+ 1
2
− by,(2)
j,k− 1
2
),
a6 = −
hxj
6hyk
(b
y,(2)
j,k+ 1
2
− by,(2)
j,k− 1
2
), a10 = −
hxj
8hyk
(b
y,(3)
j,k+ 1
2
− by,(3)
j,k− 1
2
),
b9 = − h
y
k
6hxj
(b
x,(2)
j+ 1
2
,k
− bx,(2)
j− 1
2
,k
), b11 = − h
y
k
8hxj
(b
x,(3)
j+ 1
2
,k
− bx,(3)
j− 1
2
,k
),
a9 =
1
2
(b
x,(3)
j+ 1
2
,k
+ b
x,(3)
j− 1
2
,k
), a11 =
1
2
(b
x,(3)
j+ 1
2
,k
− bx,(3)
j− 1
2
,k
),
b6 =
1
2
(b
y,(3)
j,k+ 1
2
+ b
y,(3)
j,k− 1
2
), b10 =
1
2
(b
y,(3)
j,k+ 1
2
− by,(3)
j,k− 1
2
),
while other four coefficients satisfy the following relations
a2 +
2
3
a7 =
1
2
(b
x,(1)
j+ 1
2
,k
+ b
x,(1)
j− 1
2
,k
), b1 +
2
3
b8 =
1
2
(b
y,(1)
j,k+ 1
2
+ b
y,(1)
j,k− 1
2
), hkya7 + h
x
j b8 = 0. (4.7)
The coefficients a2, a7, b1, and b8 cannot be uniquely determined by (4.3) and (4.4).
In order to uniquely determine them, an additional condition is needed. In our compu-
tations, the coefficient a7 at tn+1 is obtained by solving Eq. (4.1) with the central DG
methods, i.e. ∫
Cj,k
BC,n+1x,h v(x)dx =
∫
Cj,k
(
θBD,nx,h + (1− θ)BC,nx,h
)
v(x) dx
+ ∆tn
( ∫
Cj,k
G(UD,nh )
∂v(x)
∂y
dx−
∫
∂Cj,k
G(UD,nh )n2v(x)ds
)
,
where v(x) is taken as the basis function (ξ2 − 1/3)η corresponding to a7. After a7 is
gotten, the coefficients a2, b8, and b1 may be calculated according to (4.7). Combing
R
C,n+1
h with the approximate magnetic fields Q
C,n+1
h on the mesh {Cj,k} at tn+1 de-
rived by the above approach gives the fully approximate conservative vector UC,n+1h .
The approximate solution vector UD,n+1h may be similarly obtained, but is no longer
repeated here.
The time discretization in the above central DG methods is only first-order accurate,
the higher-order accurate explicit Runge-Kutta methods may be used to replace the
forward Euler time discretization and improve the accuracy of central DG methods in
time.
18
Remark 4.1 Because the normal magnetic fields obtained by the above central DG
methods are continuous across the cell boundary, the above central DG methods are
“exactly” divergence-free [32].
Remark 4.2 The above methods need to calculate the flux at the corner of the rectan-
gular cell when the approximate normal magnetic field is solved on the cell boundary.
Naturally, the solutions on the dual mesh may be used.
4.2 Adaptive WENO limiter
The limiting procedure is also needed for the “exactly” divergence-free central DG
methods when they are used to solve the RMHD problems with strong discontinuity.
The WENO limiting procedure is still independently applied to Rh and Qh. Especially,
the limiting procedure for the approximate solutions RCh and R
D
h is the same as that
in the locally divergence-free DG methods, see Section 3.2, only but one needs to
respectively identify the “troubled” cells in two mutually dual meshes and reconstruct
new WENO approximate solutions replace RCh and R
D
h defined in the “troubled” cells,
It will not be repeated here.
The above WENO limiting procedure cannot be directly applied to Qh, otherwise
the normal component of limited magnetic field may be discontinuous across the cell
boundary. In view of that Qh is derived by the reconstruction based on b
x(y) and by(x),
a natural consideration is that the WENO limiting procedure is first applied to bx(y)
and by(x), then the limited magnetic field bx and by are used to reconstruct the new
magnetic field within the cell.
Take bx
j− 1
2
,k
(y) as an example to introduce the limiting procedure for the magnetic field.
In fact it is the same as that used for the one-dimensional DG methods. For the sake of
convenience, use Ij− 1
2
,k to denote the boundary of cell Cj,k: x = xj− 1
2
, yk− 1
2
≤ y ≤ yk+ 1
2
.
Step I : Use the modified TVB minmod function to check whether the normal mag-
netic field bx
j− 1
2
,k
(y) on the cell boundary Ij− 1
2
,k is needed to be limited. Calculate
b˜xk := b
x
j− 1
2
,k(yk+ 12
)− bx,(0)
j− 1
2
,k
, ˜˜bxk := −bxj− 1
2
,k(yk− 12 ) + b
x,(0)
j− 1
2
,k
,
then apply the modified TVB minmod function to b˜xk and
˜˜bxk
b˜x,modk := m˜(b˜
x
k,∆+b
x,(0)
k ,∆−b
x,(0)
k ),
˜˜bx,modk := m˜(
˜˜bxk,∆+b
x,(0)
k ,∆−b
x,(0)
k ),
where
∆+b
x,(0)
k := b
x,(0)
j− 1
2
,k+1
− bx,(0)
j− 1
2
,k
, ∆−b
x,(0)
k := b
x,(0)
j− 1
2
,k
− bx,(0)
j− 1
2
,k−1.
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If b˜x,modk is different from b˜
x
k, or
˜˜bx,modk is different from
˜˜bxk, then mark Ij− 1
2
,k as
“troubled” cell boundary, and go to Step II; otherwise check the approximate normal
magnetic field on the next cell boundary.
Step II : Use the WENO technique to reconstruct the new normal magnetic field
on “troubled” cell boundary Ij− 1
2
,k. Using the cell averages {bx,(0)} of bx(y) on the
neighboring cell boundary of Ij− 1
2
,k in the y direction and 2K+1 order WENO recon-
struction to get bx,Gm , the new approximation of b
x at the Gaussian points yGm within
the interval (yk− 1
2
, yk+ 1
2
), where m = 1, · · ·K + 1, then use numerical integration to
give a new approximation of bx(y), for example, the new approximate solution for
K = 2 is given by
bx,WENO
j− 1
2
,k
(y) = b
x,(0)
j− 1
2
,k
+ b
x,WENO,(1)
j− 1
2
,k
φ
(1)
k (y) + b
x,WENO,(2)
j− 1
2
,k
φ
(2)
k (y),
where φ
(1)
k (y) = η, φ
(2)
k (y) = η
2 − 1/3, and η = 2(y − yk)/hyk, higher order moments
may be determined by
b
x,WENO,(i)
j− 1
2
,k
∫ y
k+12
y
k− 12
φ
(i)
k (y)φ
(i)
k (y)dy = h
y
k
K+1∑
m=1
bx,Gm w
G
mφ
(i)
k (y
G
m), i = 1, · · · , K,
where wGm is weight corresponding to the point y
G
m. Use the new normal magnetic
field bx,WENO
j− 1
2
,k
(y) to replace the old normal magnetic field on Ij− 1
2
,k, and go to Step
I.
Remark 4.3 It is not difficult to know that the above WENO limiting procedure does
not change the cell average value of magnetic field over the cell boundary so that the
new normal magnetic field satisfies the necessary condition (4.5).
5 Numerical Results
This section uses our PK-based locally and “exactly” divergence-free Runge-Kutta DG
methods with WENO limiter to solve several initial value problems or initial-boundary-
value problems of one- and two-dimensional RMHD equations in order to demonstrate
the accuracy and effectiveness of our Runge-Kutta DG methods. Because two solutions
of “exactly” divergence-free central Runge-Kutta DG methods on mutually dual meshes
are almost identical each other, only one of the central DG solutions will be shown in
the following.
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5.1 1D examples
This section will solve a smooth problem and three Riemann problems by the proposed
DG methods. Unless otherwise stated, the third-order accurate explicit TVD Runge-
Kutta method is used for the time discretization, see [65,66], the CFL numbers of P 1-,
P 2-, P 3-based non-central DG methods are taken as 0.3, 0.2, and 0.1, respectively, while
the CFL numbers of P 1-, P 2-, P 3-based central DG methods are chosen as 0.4, 0.3,
and 0.2, respectively, and θ = 1. The determination of time stepsize may be found in
[65], and the parameter M in the modified TVB minmod function is taken as 500.
Example 5.1 (Smooth problem) This problem describes the periodic propagation
of a sine wave within the domain Ω = [0, 1] and is used to test the accuracy of non-
central and central DG methods. The detailed initial data are
ρ(x, 0) = 1, vx(x, 0) = 0, vy(x, 0) = 0.1 sin(2pix),
vz(x, 0) = 0.1 cos(2pix), Bx(x, 0) = 1, By(x, 0) = κvy(x, 0),
Bz(x, 0) = κvz(x, 0), p(x, 0) = 0.1,
where κ =
√
1 + ρhγ2, and corresponding exact solutions are
ρ(x, t) = 1, vx(x, t) = 0, vy(x, t) = 0.1 sin
(
2pi(x+ t/κ)
)
,
vz(x, t) = 0.1 cos
(
2pi(x+ t/κ)
)
, Bx(x, t) = 1, By(x, t) = κvy(x, t),
Bz(x, t) = κvz(x, t), p(x, t) = 0.1.
In our computations, the adiabatic index Γ = 5/3, the computational domain Ω is
divided into N uniform cells and the periodic conditions are specified, and the fourth-
order Runge-Kutta method mentioned in [66] is used in order to ensure the accuracy
in time. Table 5.1 shows the l1 errors in By and orders at t = 1 obtained by using the
non-central and central DG methods without or with WENO limiter in global. It is
seen that both non-central and central DG methods may get the theoretical orders,
and the WENO limiter may not destroy the accuracy of DG methods.
What follows is that the non-central and central DG methods are used to solve three
Riemann problems of 1D RMHD equations, whose exact solution are obtained by using
the approach provided in [21].
Example 5.2 (Riemann problem 1) The initial data of the first Riemann problem
are
(ρ, vx, vy, vz, Bx, By, Bz, p) =
(1, 0, 0, 0, 0.5, 1, 0, 1), x < 0,(0.125, 0, 0, 0, 0.5,−1, 0, 0.1), x > 0,
with the adiabatic index Γ = 2. It is an extension of Brio-Wu shock tube problem
[10] in the non-relativistic MHDs. Its solution consists of a left-moving fast rarefaction
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Table 5.1
l1 errors in By and orders at t = 1 obtained by the non-central and central DG methods.
The fourth-order accurate Runge-Kutta matheod and N × 2N uniform cells are used.
without limiter with limiter in global
non-central DG central DG non-central DG central DG
N l1 error order l1 error order l1 error order l1 error order
P 1
10 1.15e-03 – 9.21e-04 – 9.94e-03 – 2.42e-03 –
20 2.99e-04 1.94 2.40e-04 1.94 2.28e-03 2.12 4.82e-04 2.33
40 7.56e-05 1.98 6.05e-05 1.99 5.52e-04 2.05 1.12e-04 2.11
80 1.89e-05 2.00 1.52e-05 2.00 1.37e-04 2.02 2.74e-05 2.03
160 4.74e-06 2.00 3.79e-06 2.00 3.40e-05 2.01 6.81e-06 2.01
320 1.19e-06 2.00 9.48e-07 2.00 8.49e-06 2.00 1.70e-06 2.00
P 2
10 5.73e-05 – 2.93e-05 – 2.61e-03 – 1.20e-03 –
20 7.21e-06 2.99 3.83e-06 2.94 4.41e-05 5.88 4.68e-05 4.68
40 9.09e-07 2.99 4.83e-07 2.98 5.47e-06 3.01 1.99e-06 4.55
80 1.14e-07 2.99 6.06e-08 3.00 1.01e-06 2.43 1.31e-07 3.92
160 1.43e-08 2.99 7.59e-09 3.00 1.37e-07 2.89 1.29e-08 3.35
320 1.80e-09 3.00 9.49e-10 3.00 1.75e-08 2.97 1.50e-09 3.10
P 3
10 2.40e-06 – 1.28e-06 – 5.91e-05 – 3.43e-05 –
20 1.53e-07 3.97 7.96e-08 4.01 7.89e-07 6.23 4.77e-07 6.17
40 9.53e-09 4.01 5.01e-09 3.99 8.16e-08 3.28 1.74e-08 4.78
80 5.96e-10 4.00 3.13e-10 4.00 5.77e-09 3.82 9.44e-10 4.20
160 3.73e-11 4.00 1.96e-11 4.00 3.71e-10 3.96 5.69e-11 4.05
320 2.33e-12 4.00 1.22e-12 4.00 2.33e-11 3.99 3.51e-12 4.02
wave, a slow compound wave, a contact discontinuity, a right-moving slow shock wave,
and a right-moving fast rarefaction wave. There is an argument about the validity of
the compound wave, which exists in the numerical results given by any shock capturing
scheme, but does not appear in the exact solution obtained by the analytical calculation
[63].
Figs. 5.1, 5.2, and 5.3 plot the densities ρ, Lorentz factors γ, and magnetic fields By
at t = 0.4 obtained by using the non-central and central DG methods. It is seen that
those numerical solutions are in good agreement with the exact solutions, there exist
more obvious numerical oscillations at the left-hand side of the compound wave in
the solutions obtained by the P 3-based non-central DG methods, but the numerical
22
oscillation is not too obvious in the solution of the central DG methods. Moreover,
the non-central DG methods identify more “troubled” cells than the central DG, see
Fig. 5.4.
−0.4 −0.2 0 0.2 0.4
0
0.2
0.4
0.6
0.8
1
1.2
−0.4 −0.2 0 0.2 0.4
0
0.2
0.4
0.6
0.8
1
1.2
−0.4 −0.2 0 0.2 0.4
0
0.2
0.4
0.6
0.8
1
1.2
−0.4 −0.2 0 0.2 0.4
0
0.2
0.4
0.6
0.8
1
1.2
−0.4 −0.2 0 0.2 0.4
0
0.2
0.4
0.6
0.8
1
1.2
−0.4 −0.2 0 0.2 0.4
0
0.2
0.4
0.6
0.8
1
1.2
Figure 5.1. Example 5.2The densities ρ at t = 0.4. The solid line denotes the exact solution,
while the symbol “◦” is numerical solution obtained with 800 cells. Left: PK-based non-central
DG methods; right: PK-based central DG methods. From top to bottom: K = 1, 2, 3.
Example 5.3 (Riemann problem 2) The initial data of second Riemann problem
are
(ρ, vx, vy, vz, Bx, By, Bz, p) =
(1, 0, 0, 0, 5, 6, 6, 30), x < 0,(1, 0, 0, 0, 5, 0.7, 0.7, 1), x > 0,
with the adiabatic index Γ = 5/3. As time increases, the initial discontinuity will
decompose into two left-moving rarefaction waves, and a contact discontinuity and two
right-moving shock waves.
Figs 5.5, 5.6, and 5.7 display the densities ρ, velocities vy, and magnetic fields By at
t = 0.4. It can be seen from the plots that high order methods resolves the contact
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Figure 5.2. Same as Fig. 5.1 except for the Lorentz factor γ.
discontinuity in the density and two right-moving shock waves better than the lower
order method, and the non-central and central DG methods have essentially the same
resolution. The “troubled” cells identified by the present DG methods are very finite,
and mainly appear in the region where the discontinuities in solution are relatively
strong, see Fig. 5.8.
Example 5.4 (Riemann problem 3) The initial data of last 1D Riemann problem
are taken as
(ρ, vx, vy, vz, Bx, By, Bz, p) =
(1, 0, 0, 0, 10, 7, 7, 1000), x < 0,(1, 0, 0, 0, 10, 0.7, 0.7, 0.1), x > 0,
with the adiabatic index Γ = 5/3. It has the same wave structure as Example 5.3, but
two right-moving shock waves are very strong due to high ratio of initial pressures,
and their speeds are very close to that of contact discontinuity so that the difficulty of
numerical simulation is seriously increased.
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Figure 5.3. Same as Fig. 5.1 except for By.
Figs. 5.9, 5.10, and 5.11 give the densities ρ, the velocities vy, and magnetic fields By
at t = 0.4 obtained by using the non-central and central DG methods. The results
show that the densities ρ and velocities vy of P
3-based DG methods are obviously
better than those of the P 1- and P 2-based DG methods. There is no obvious difference
between the non-central and central methods of the same order, and the numbers of “
troubled” cells is also basically the same, see Fig. 5.12.
5.2 2D examples
This section will solve a smooth problem, Orszag-Tang problem, blast problem, Rotor
problem, and the interaction between the shock wave and cloud by the proposed DG
methods. Unless otherwise stated, the determination of time stepsize is the same as
the above and the parameter M in the modified TVB minmod function is taken as 50.
Example 5.5 (Smooth problem) It describes the periodic propagation of a sine
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Figure 5.4. Example 5.2: The time evolution of “troubled” cells. Left: non-central DG meth-
ods; right: central DG methods. From top to bottom: K = 1, 2, 3. The cell number is
800.
wave within the domain [0, 2/
√
3]× [0, 2] and is used to test the accuracy of proposed
DG methods. The angle between the direction of propagation and the x-axis is α = 30◦.
The detailed initial conditions are
ρ(x, y, 0) = 1, vx(x, y, 0) = −0.1 sin(2piζ) sinα,
vy(x, y, 0) = 0.1 sin(2piζ) cosα, vz(x, y, 0) = 0.1 cos(2piζ),
Bx(x, y, 0) = cosα + κvx(x, y, 0), By(x, y, 0) = sinα + κvy(x, y, 0),
Bz(x, y, 0) = κvz(x, y, 0), p(x, y, 0) = 0.1,
where ζ = x cosα + y sinα, κ =
√
1 + ρhγ2, and corresponding exact solutions are
ρ(x, y, t) = 1, vx(x, y, t) = −0.1 sin
(
2pi(ζ + t/κ)
)
sinα,
vy(x, y, t) = 0.1 sin
(
2pi(ζ + t/κ)
)
cosα, vz(x, y, t) = 0.1 cos
(
2pi(ζ + t/κ)
)
,
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Figure 5.5. Example 5.3: The densities ρ at t = 0.4. The solid line denotes the exact solution,
while the symbol “◦” is numerical solution obtained with 800 cells. Left: PK-based non-central
DG methods; right: PK-based central DG methods. From top to bottom: K = 1, 2, 3.
Bx(x, y, t) = cosα + κvx(x, y, t), By(x, y, t) = sinα + κvy(x, y, t),
Bz(x, y, t) = κvz(x, y, t), p(x, y, t) = 0.1.
In the present computations, the fourth-order Runge-Kutta method mentioned in [58]
is used in order to ensure the accuracy in time. The CFL numbers of P 1-, P 2-, and P 3-
based non-central DG methods are 0.2, 0.15, 0.1, respectively, and the CFL numbers for
corresponding central DG methods are 0.3, 0.25, 0.2, respectively, and θ = ∆tn/τn = 1.
Table 5.2 lists l1 errors and orders in Bx obtained by the non-central and central DG
methods. As can be seen from the table, two kinds of DG methods have reached the
expected convergence orders.
Example 5.6 (Orszag-Tang problem) This RMHD Orszag-Tang problem is an ex-
tension of the non-relativistic version. The computational domain is chosen as Ω =
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Figure 5.6. Same as Fig. 5.5 except for vy.
[0, 1]× [0, 1], and the initial data are
ρ(x, y, 0) =
25
36pi
, vx(x, y, 0) = 0.5 sin(2piy), vy(x, y, 0) = 0.5 sin(2pix),
vz(x, y, 0) = 0, Bx(x, y, 0) = − 1√
4pi
sin(2piy), By(x, y, 0) =
1√
4pi
sin(4pix),
Bz(x, y, 0) = 0, p(x, y, 0) =
5
12pi
,
with the adiabatic index Γ = 5/3. The solution of problem is smooth initially, but the
complicated wave structure is formed as the time increases, and it has the turbulence
behavior.
The CFL numbers of P 1-, P 2-, and P 3-based non-central DG methods are 0.2, 0.15, 0.1,
respectively, while those of corresponding central DG methods are chosen as 0.3, 0.25, 0.2,
respectively, and θ = ∆tn/τn = 1.
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Figure 5.7. Same as Fig. 5.5 except for By.
Figs. 5.13 and 5.14 show the contours of densities ρ and Lorentz factors γ at t = 1
obtained by using the proposed DG methods with 200× 200 cells. Fig. 5.15 plots them
and the reference solutions along the line y = 1− x, where the reference solutions are
obtained by using the MUSCL scheme with 600 × 600 uniform cells. It is seen that
the solutions obtained by higher-order DG methods are in good agreement with the
reference solutions. The distribution of identified “troubled” cells is also consistent with
the solutions, see Fig. 5.16.
Example 5.7 (Blast problem) It has become a very useful test for the multidimen-
sional numerical schemes. Our setup is the same as that in [36]. The adiabatic index
Γ and computational domain are taken as 4/3 and Ω = [−0.5, 0.5] × [−0.5, 0.5] with
four outflow conditions, respectively. Initially, the magnetic field is constant, the fluid
velocity is zero everywhere, and there is an explosion region with radius one at the
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Figure 5.8. Example 5.3: The time evolution of “troubled” cells. Left: non-central DG meth-
ods; right: central DG methods. From top to bottom: K = 1, 2, 3. The cell number is
800.
center of Ω. The detailed description of initial data is as follows
(ρ, vx, vy, vz, Bx, By, Bz, p) =
(1, 0, 0, 0, 0.05, 0, 0, 1), r < 0.2,(1, 0, 0, 0, 0.05, 0, 0, 10−3), r ≥ 0.2,
where r =
√
x2 + y2.
Figs. 5.17 and 5.18 give the densities ρ and magnetic fields Bx at t = 0.3 obtained by the
proposed DG methods with 300×300 cells, while FigS. 5.19 and 5.20 show them along
the line x = 0 and the reference solutions, which are obtained by using the MUSCL
scheme with 800×800 uniform cells. The CFL numbers of P 1-, P 2-, and P 3-based non-
central DG methods haven been chosen as 0.2, 0.15, 0.1, respectively, while those of
corresponding central DG methods are 0.3, 0.25, 0.2, and θ = ∆tn/τn = 1. As can be
seen from those plots, the higher order methods can better resolve the discontinuities,
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Figure 5.9. Example 5.4: The densities ρ at t = 0.4. The solid line denote the exact solution,
while the symbol “◦” is numerical solution obtained with 800 cells. Left: PK-based non-central
DG methods; right: PK-based central DG methods. From top to bottom: K = 1, 2, 3.
and the numerical solutions are in good agreement with the reference solutions. Table
5.3 records the percentage of “troubled” cells, and shows that the “troubled” cells of
relatively limited are identified.
Example 5.8 (Rotor problem) This problem is a relativistic extension of the clas-
sical MHD rotor test problem [64] and has been considered in the literature, The
computational domain is [−0.5, 0.5]× [−0.5, 0.5] with four outflow conditions. Initially,
the gas pressure and the magnetic field are uniform, and there is a disk of fluid centered
at (0, 0) and with high density rotating in a anti-clockwise direction at a high relativis-
tic speed. The disk radius is 0.1. The ambient fluid is homogeneous for r > 0.115 and
changing linearly for 0.1 ≤ r ≤ 0.115, where r = √x2 + y2. Specifically, the initial data
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Table 5.2
Example 5.5 l1 errors in Bx and orders at t = 1 obtained by non-central and central DG
methods. The fourth-order accurate Runge-Kutta matheod and N × 2N uniform cells are
used.
without limiter with limiter in global
non-central DG central DG non-central DG central DG
N l1 error order l1 error order l1 error order l1 error order
P 1
10 4.03e-03 – 3.48e-03 – 4.05e-02 – 3.65e-02 –
20 6.99e-04 2.53 4.51e-04 2.95 1.27e-02 1.68 1.18e-02 1.63
40 1.46e-04 2.25 5.98e-05 2.91 4.70e-03 1.43 4.35e-03 1.44
80 3.37e-05 2.12 9.54e-06 2.65 1.29e-03 1.86 1.20e-03 1.86
160 8.19e-06 2.04 1.72e-06 2.47 3.27e-04 1.98 3.03e-04 1.98
320 2.03e-06 2.02 4.11e-07 2.07 8.07e-05 2.02 7.28e-05 2.06
P 2
10 3.11e-04 – 8.01e-04 – 2.93e-03 – 8.39e-03 –
20 3.87e-05 3.01 9.81e-05 3.03 1.22e-04 4.59 6.69e-04 3.65
40 4.83e-06 3.00 1.22e-05 3.01 1.03e-05 3.57 5.37e-05 3.64
80 6.08e-07 2.99 1.52e-06 3.00 1.83e-06 2.49 5.74e-06 3.23
160 7.74e-08 2.97 1.89e-07 3.00 2.48e-07 2.89 6.90e-07 3.06
320 9.87e-09 2.97 2.37e-08 3.00 3.16e-08 2.97 8.56e-08 3.01
P 3
10 2.18e-05 – 3.32e-05 – 5.51e-04 – 5.68e-04 –
20 1.77e-06 3.62 2.23e-06 3.90 1.06e-05 5.70 1.57e-05 5.17
40 1.03e-07 4.10 1.43e-07 3.97 2.44e-07 5.43 6.96e-07 4.50
80 5.67e-09 4.19 8.97e-09 3.99 1.10e-08 4.47 4.25e-08 4.04
160 3.11e-10 4.19 5.62e-10 4.00 6.44e-10 4.10 2.69e-09 3.98
320 1.89e-11 4.04 3.51e-11 4.00 4.00e-11 4.01 1.70e-10 3.98
Table 5.3
The percentage of “troubled” cells identified by non-central and central DG methods.
Example 5.7 Example 5.8 Example 5.9
non-central central non-central central non-central central
P 1 3.52 5.42 0.61 8.18 8.81 8.58
P 2 9.15 10.2 12.5 14.5 20.5 17.1
P 3 11.8 13.0 16.7 18.8 26.3 27.4
32
−0.4 −0.2 0 0.2 0.4
−0.4
−0.3
−0.2
−0.1
0
0.1
−0.4 −0.2 0 0.2 0.4
−0.4
−0.3
−0.2
−0.1
0
0.1
−0.4 −0.2 0 0.2 0.4
−0.4
−0.3
−0.2
−0.1
0
0.1
−0.4 −0.2 0 0.2 0.4
−0.4
−0.3
−0.2
−0.1
0
0.1
−0.4 −0.2 0 0.2 0.4
−0.4
−0.3
−0.2
−0.1
0
0.1
−0.4 −0.2 0 0.2 0.4
−0.4
−0.3
−0.2
−0.1
0
0.1
Figure 5.10. Same as Fig. 5.9 except for the the velocity vy.
Table 5.4
CPU times of non-central and central DG methods (second).
Example 5.7 Example 5.8 Example 5.9
non-central central non-central central non-central central
P 1 1.12e5 2.11e5 2.81e5 6.25e5 1.76e6 3.44e6
P 2 5.52e5 8.00e5 6.55e5 1.84e6 3.56e6 1.10e7
P 3 1.16e6 2.59e6 1.73e6 5.98e6 1.10e7 2.25e7
are taken as
(ρ, vx, vy, vz, Bx, By, Bz, p) =

(10,−αy, αx, 0, 1, 0, 0, 1), r < 0.1,
(1 + 9δ,−αyδ/r, αxδ/r, 0, 1, 0, 0, 1), 0.1 ≤ r ≤ 0.115,
(1, 0, 0, 0, 1, 0, 0, 1), r > 0.115,
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Figure 5.11. Same as Fig. 5.9 except for the maagnetic field By.
where α = 9.95, δ(r) := (0.115−r)/0.015 is a “taper” function helping to reduce initial
transients. The adiabatic index is taken as Γ = 5/3.
Figs. 5.21, 5.22, 5.23, and 5.24 show respectively the contour plots of density ρ, gas
pressure p, magnetic pressure pm, and Lorentz factor γ at t = 0.4 obtained by using
DG methods with 300×300 cells. The CFL numbers of P 1-, P 2-, P 3-based non-central
DG methods are 0.2, 0.15, 0.1, respectively, while those of corresponding central DG
are 0.3/θ, 0.25/θ, 0.2/θ with θ = 0.3, that is, ∆tn = 0.3τn. The parameter M in the
modified TVB minmod function is taken as M = 500. From those results, one can see
that as the time increases, the winding magnetic field lines are formed and decelerated
the disk speed, and the initial high density at the center is swept away completely and
a oblong-shaped shell is formed. At t = 0.4, the central magnetic field lines are rotated
almost 90◦. Those computed results agree quite well with other published solutions.
Fig. 5.25 gives a comparison of the density and gas pressure at t = 0.4 along the line
y = x to the reference solutions, which are obtained by using the MUSCL scheme
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Figure 5.12. Example 5.4: The time evolution of “troubled” cells. Left: non-central DG
methods; right: central DG methods. From top to bottom: K = 1, 2, 3. The cell number is
800.
with 800 × 800 uniform cells. It is seen that the resolution of central DG methods is
slightly better than corresponding non-central DG methods, and the numerical solution
of the high order methods is in good agreement with the reference solution. Moreover,
high order methods identify more “troubled” cells, see Table 5.3 for the percentage
of troubled cells. Corresponding CPU times given in Table 5.4 show that the CPU
time used in central DG methods is significantly more than that of the same order
non-central DG methods.
Example 5.9 (Shock and cloud interaction) The shock-cloud interaction problem
modeling the disruption of a high density cloud by a strong shock wave has been widely
used to test the classical MHD codes, see e.g. [19,47,51]. It is extended to the relativistic
case with the magnetic field orthogonal to the slab plane in [39] so that any magnetic
divergence-free treatment is not needed. Here we consider a different extension of this
problem [23], in which the magnetic field is not orthogonal to the slab plane so that
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Figure 5.13. Example 5.6 The contour plots of density ρ at t = 1 obtained by using 200×200
cells (15 equally spaced contour lines from 0.06 to 0.48). Left: PK-based DG methods; right:
PK-based central DG methods. From top to bottom: K = 1, 2, 3.
the magnetic divergence-free treatment has to be imposed. The adiabatic index Γ and
computational domain are 5/3 and [−0.2, 1.2]×[0, 1], respectively. The inflow condition
is specified on the left boundary, while the outflow conditions are on other boundaries.
Initially, there is a right-moving shock wave located at x = 0.05 and with the left and
right states
(ρ, vx, vy, vz, Bx, By, Bz, p)(x, y, 0)
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Figure 5.14. Same as Fig. 5.13 except for the Lorentz factor γ (30 equally spaced contour
lines from 1 to 2.2).
=
(3.86859, 0.68, 0, 0, 0, 0.84981,−0.84981, 1.25115), x < 0.05,(1, 0, 0, 0, 0, 0.16106, 0.16106, 0.05), x > 0.05.
There exists a rest circular cloud which is in magneto-hydrostatic balance with the
surrounding fluid and centered at the point (0.25, 0.5) with a high density ρ = 30 and
radius 0.15.
Figs. 5.26 and 5.27 show the the densities ρ and magnetic pressures pm at t = 1.2
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Figure 5.15. Example 5.6: The densities ρ (top) and Lorentz factors γ (bottom) at t = 1
along the line y = 1 − x. The solid line denotes the reference solution obtained by using
the MUSCL scheme with 600 × 600 cells, while the symbols “◦”, “×”, and “” denote the
numerical solutions obtained by using the P 1-, P 2-, and P 3 methods with 200 × 200 cells.
Left: DG methods; right: central DG methods.
obtained by the proposed DG methods with 420 × 300 cells. The CFL numbers of
P 1-, P 2-, P 3-based non-central DG methods are 0.2, 0.15, 0.1, respectively, while
those of corresponding central DG methods are 0.3/θ, 0.25/θ, 0.2/θ, with θ = 0.3,
that is, ∆tn = 0.3τn. One can see from those plots that compared to the low order
methods, high order methods better capture the reflected wave structure and resolved
the complex wave structure generated due to the interaction between the shock wave
and cloud, while the number of “troubled” cells identified by the higher order methods
is larger, see Table 5.3. Fig. 5.29 displays the densities ρ and magnetic pressures pm
at t = 1.2 along y = 0.5. It finds the good agreement between the numerical solutions
obtained by the higher order methods and the reference solutions, which are obtained
by using the MUSCL scheme with 980 × 700 uniform cells. The solutions of higher
order methods are obviously better than the low order methods.
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Figure 5.16. Same as Fig. 5.13 except for the “troubled” cells.
6 Conclusions
The paper developed Runge-Kutta PK-based non-central and central DG methods with
WENO limiter to the one- and two-dimensional special relativistic magnetohydrody-
namical (RMHD) equations, K = 1, 2, 3. The non-central DG methods were locally
divergence-free, while the central DG methods were “exactly” divergence-free but had
to find two approximate solutions defined on mutually dual meshes. For each mesh,
the central DG approximate solutions on its dual mesh were used to calculate the flux
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Figure 5.17. Example 5.7: Schlieren images of density ρ at t = 0.3 obtained with 300 × 300
cells. Left: PK-based RKDG methods; right: PK-based Runge-Kutta CDG methods. From
top to bottom: K = 1, 2, 3.
values in the cell and on the cell boundary so that the approximate solutions on mu-
tually dual meshes were coupled with each other, and the use of numerical flux might
be avoided. In addition the central DG methods allowed the use of a larger CFL num-
ber. The adaptive WENO limiter was directly implemented for the physical variables
R = (D,mx,my,mz, Bz, E)
T by two steps: the “troubled” cells were first identified by
using a modified TVB minmod function, and then new polynomials of degree (2K+ 1)
inside the “troubled” cells were locally reconstructed to replace the non-central or cen-
tral DG solutions by using the WENO technique based on the cell average values of
the DG solutions in the neighboring cells as well as the original cell averages of the
“troubled” cells.
However, in order that the WENO limiting procedure did not destroy the locally or “ex-
40
Figure 5.18. Same as Fig. 5.17 except for the magnetic field Bx (15 equally spaced contour
lines from 0.02 to 0.35).
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Figure 5.19. Example 5.7: The density ρ at t = 0.3 along the line x = 0. The solid line denote
the reference solution obtained by using the MUSCL scheme with 800× 800 cells, while the
symbol “◦”, “×”, and “” denote the solutions obtained by using the P 1-, P 2-, and P 3-based
methods with 300× 300 cells respectively. Left: DG methods; right:central DG methods.
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Figure 5.20. Same as Fig. 5.19 except for the magnetic field Bx along the line x = 0.
actly” divergence-free property of magnetic field, it should be specially implemented
for the magnetic field Q = (Bx, By)
T . In view of the fact that the non-central DG
methods used a piecewise polynomial approximation of the magnetic field which satis-
fied the divergence free property locally, our WENO limiting procedure also used the
polynomial satisfying the divergence free property to give a new approximation of the
magnetic field so that the approximate magnetic field of non-central DG methods with
WENO limiter is still locally divergence free. In the “exactly” divergence-free central
DG methods, the approximated normal magnetic field was first obtained by solving the
governing equation of magnetic field on the cell boundary, and then used to reconstruct
the new magnetic field within the cell, which is locally divergence-free in the cell and
whose normal component was continuous across the cell boundary. Thus the WENO
limiting procedure was first applied to the approximated normal magnetic field on the
cell boundary and then the “exactly” divergence-free WENO magnetic field is recon-
structed. Because the WENO limiter was only employed for finite “troubled” cells, the
computational cost can be as little as possible.
Several test problems in one and two dimensions were solved by using our locally
and “exactly” divergence-free DG methods with WENO limiter. The numerical results
demonstrated that our methods were stable, accurate, and robust in resolving complex
wave structures. From the results of two-dimensioanl examples, it was seen that the
resolution of “exactly” divergence-free central DG methods was slightly higher than
the local divergence free non-central DG methods, but the CPU times of central DG
methods were longer. In solving RMHD problems with large Lorentz factor, or strong
discontinuities, or low rest-mass density or pressure etc., it is still possible for the PK-
based non-central and central DG methods to give nonphysical solutions. To cure such
difficulty, the P 0-based methods may be locally used to replace the PK-based. The
genuinely effective way is to employ the physical-constraints preserving methods, see
e.g. [57].
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Figure 5.21. Example 5.8: The contour plots of density ρ at t = 0.4 obtained with 300× 300
cells (15 equally spaced contour lines from 0.3 to 8.2). Left: PK-based DG methods; right:
PK-based central DG methods. From top to bottom: K = 1, 2, 3.
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