Abstract. We present two applications Ball's extension theorem. First we observe that Ball's extension theorem, together with the recent solution of Ball's Markov type 2 problem due to Naor, Peres, Schramm and Sheffilield, imply a generalization, and an alternative proof of, the Johnson-Lindenstrauss extension theorem. Secondly, we prove that the distortion required to embed the integer lattice {0, 1, . . . , m} n , equipped with the n p metric, in any 2-uniformly convex Banach space is of order min n 1 2
Introduction

Let (Y, d Y ), (Z, d Z ) be metric spaces, and for every X ⊆ Y , denote by e(X, Y, Z)
the infimum over all constants K such that every Lipschitz function f : X → Z can be extended to a function f :
(If no such K exists, we set e(X, Y, Z) = ∞). We also define e(Y, Z) = sup{e(X, Y, Z) : X ⊆ Y } and for every integer n, e n (Y, Z) = sup{e(X, Y, Z)
: X ⊆ Y, |X| ≤ n}. We refer to [11, 13, 22] and the references therein for a discussion of the rich history and many results dealing with these notions.
The investigation of these parameters has often involved the introduction of influential probabilistic tools. The first result on the parameter e n (X, Y ) is due to Marcus and Pisier [16] , who used the theory of stable processes to show that for every 1 < p ≤ 2, e n (L p , L 2 ) = O (log n)
. Johnson and Lindenstrauss [9] have shown that for every metric space X, e n (X, L 2 ) = O( √ log n), and that
log n log log n . Their paper used the method of random projections, and contained the celebrated Johnson-Lindenstrauss dimension reduction lemma, which has since found numerous applications in asymptotic geometry and theoretical computer science (see the monograph [27] ). The best known general upper bound is due to Lee and Naor [11, 13] , who used random partitions of metric spaces to show that for every metric space X and every Banach space Z, e n (X, Z) = O log n log log n . In an important paper, K. Ball [1] discovered a striking connection between the behavior of Markov chains in metric spaces and the Lipschitz extension problem. In particular, he introduced the notion of Markov type, and used it to prove a fundamental extension criterion. This criterion, in combination with the recent solution of Ball's Markov type 2 problem due to Naor, Peres, Schramm and Sheffield [22] , yields the following extension theorem:
(Recall that a Banach space Y is said to be 2-uniformly convex with constant K if for every x, y ∈ Y ,
The least such K is called the 2-uniform convexity constant of Y , and is denoted
. See [14, 2] for a discussion of this notion.)
Several applications of Theorem 1.1 to the theory of Lipschitz extensions and the theory of bi-Lipschitz embeddings were presented in [22] . In this note we present additional applications of Theorem 1.1 to both of these theories. Our first observation is that the fact that L p , p > 2, has Markov type 2 with constant O( √ p) (proved in [22] ) answers positively a question posed by K. Ball in [1] , showing that indeed the Markov type approach to Lipschitz extension introduced in [1] gives an alternative proof of the Johnson-Lindenstrauss extension theorem [9] . Moreover, this approach yields a significant generalization of this theorem to the case when the target space is an arbitrary 2-uniformly convex Banach space. Although this is a rather straightforward corollary of the results of [1, 22] , we believe that it is worthwhile to point out an alternative approach to the Johnson-Lindenstrauss extension theorem which does not depend on dimension reduction (especially since it is known that Johnson-Lindenstrauss type dimension reduction is not always possible [7, 12, 10] ). Our second application of Theorem 1.1 is to the problem of embedding the integer lattice into 2-uniformly convex normed spaces, improving a result of Bourgain [5] . Our main result is that if Y is an infinite dimensional 2-uniformly convex Banach space, p > 2, and m, n are integers, then the distortion required to embed the integer lattice {0, . . . , m} n , equipped with the
. This shows that up to constants which may depend only on p, the optimal embedding of the integer lattice is the better of two natural embeddings: the identity map and a natural snowflake-type embeddingà la Schoenberg (the phase transition occurs at m = √ n. See Section 3 for more details).
A generalization of the Johnson-Lindenstrauss theorem
The main purpose of this section is to present a very simple proof of the following strengthning of the Johnson-Lindenstrauss extension theorem: Theorem 2.1. Let Y be a 2 uniformly convex Banach space. Then for every metric space X and every n ∈ N e n (X, Y ) ≤ 60K 2 (Y ) log n. (d(x, a 1 ), d(x, a 2 ), . . . , d(x, a n ) ).
Then F| A is easily seen to be an isometry (see [ 
• Id p→∞ can be extended using Theorem 1.1 to a mapping g :
Then dim(Z) ≤ n, so that by a theorem of Talagrand [25] there is an invertible linear mapping T : Z → 
The mapping h : A → W given by h = Id 1→q • T • f can be extended using Theorem 1.1 to a mapping h :
extends f and satisfies
Choosing q = 1 + 1 log n yields the required result.
Remark 2.3. Using the arguments in [21] it is possible to prove variants of Theorem 2.1 which deal with extensions of Hölder functions. For example, for every metric space (X, d) and α ∈ (0, 1] let X α denote the metric space (X, d α ). A combination of the above proof and [21] shows that for q ≥ 2, and every metric space
Embedding the integer lattice into uniformly convex spaces
Given two metric spaces X, Y and an injection f : X → Y we define the distortion of f to be dist(f ) = f Lip · f −1 Lip . The least distortion with which X may be embedded into Y is denoted c Y (X) = inf{dist(f) :
The parameter c 2 (X) is called the Euclidean distortion of X.
MANOR MENDEL AND ASSAF NAOR
We recall the notions of type and cotype of a Banach space X: we say that X has type p if for every
The least such constant T is called the type p constant of X, and is denoted T p (X). X is said to have cotype q if for every
The least such constant C is called the cotype q constant of X, and is denoted C q (X). It is well known that C 2 (X) ≤ K 2 (X) (see for example [14] ). 
By a theorem of Schoenberg (see for example [28] ), R n equipped with the metric This bound on the Euclidean distortion of the integer lattice, in combination with Dvoretzky's theorem (see [20] ), implies the following fact:
The main result of this section is a matching lower bound for 2-uniformly convex spaces. The proof is a modification of an argument of Bourgain [5] , combined with Theorem 1.1. 
On the other hand,
Using the fact that C 2 (Y ) ≤ K 2 (Y ), and integrating with respect to x ∈ [0, m] n we deduce that 
