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Abstract
Air-cooled condensers overcome one of the main issues facing the construction of concentrated solar power
plants by replacing water with air as the medium for cooling of the steam turbine waste heat. The recent
development of modular air-cooled condensers as an improvement on conventional designs means that the
effect of wind on their performance needs to be quantified. This study examines these effects by numerically
modelling the condenser at the system level and using the results to build a mathematical model to predict
the optimal condenser configuration. These types of mathematical models can be easily used by a power
plant designer to quickly predict what the performance of the power plant will be based on the condenser
geometry using data from numerical models of appropriate size and boundary conditions. The designer can
then make a trade-off between the plant performance and initial capital costs in commissioning the power
plant.
It has been found that when trying to optimise the performance, the historical wind condition distribu-
tions for a specific location should be used as significantly different condenser designs and orientations are
required at different locations due to these distributions of local wind conditions.
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1. Introduction
The use of air-cooled heat exchangers in industrial applications, such as for electrical power generation
and chemical processing, has become increasing popular in recent decades due to economical and environ-
mental considerations [1, 2]. The European Union aims to achieve a 20% share of renewable energies in
its market by 2020 [3] and has identified Concentrated Solar Power (CSP) as a technology which has signi-
ficant potential to contribute to this target [4]. Areas around the Mediterranean sea and Northern Africa
have high levels of solar irradiation [5] making them ideal for CSP power generation. Access to an assured
supply of water for cooling of waste heat from the turbine exhaust in inland arid areas however, is a serious
obstacle. Air-cooled condensers (ACCs) provide an excellent solution, whereby air is used instead of water
as the cooling medium. In ACCs, heat is transferred from the process fluid to a cooling air stream via finned
tubes. Because ambient air is used as the cooling medium, this rate of heat transfer is then susceptible to
influence from the ambient conditions, such as wind, temperature and atmospheric instabilities.
The effect of wind on the performance of conventional ACCs has been the focus of extensive study
in literature as a thorough understanding of the flow field around ACCs is important so designs of these
systems can be optimised. Duvenhage and Kröger [6] and Duvenhage et al. [7] showed that wind blowing
across a bank of ACCs reduces the flow rate of air delivered by the fans and increases the recirculation of
hot exhaust air. The effect of the distance from the ACC platform from the ground was also found to be
significant. Hotchkiss et al. [8] used the actuator disk fan-model to show that the presence of cross wind
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resulted in reduced fan static pressure rise but that it did not significantly affect fan power consumption.
He et al. [9] studied the effect of varying the fan blade angle in the presence of ambient wind and suggested
the use of regulable blade fans to improve power plant performance. Liu et al. [10] showed that from a list of
37 parameters which influence the consumption of fossil fuels in an air-cooled power plant, both wind speed
and direction contribute significantly. Liu et al. [11] investigated the hot air recirculation in an ACC and
found that it was very sensitive to the wind direction and speed, with higher wind speeds causing an increase
in the hot air recirculation. Similarly, Gu et al. [12] found that wind and height from the ground have a
significant impact on hot gas recirculation. Yang et al. [2] studied the effects of wind on a large dry cooling
power plant and found that its negative effects could be reduced by constructing the ACCs in a trapezoidal
array. In general, it has been shown that ambient winds have a negative impact on the performance of ACCs
and it is clear that designers and power plant operators should make ever effort to mitigate against these
effects.
The aim of this work is to study the effect the wind has on the performance of a modular air-cooled
condenser (MACC) and then to find its optimal design. The main difference between conventional ACCs
and MACCs is that instead of using one large axial fan (typically 9 - 12 m diameter) as in ACCs, MACCs
make use of multiple smaller axial fans (1 m diameter) positioned in an array closer to the finned tubes.
Walsh et al. [13] presented empirical results that showed that conventional ACCs have an inhomogeneous
distribution of cooling air at the condenser fins corresponding to the outlet flow patterns produced by the
fan. This results in large regions of ineffectiveness and an over consumption of power by the fan. The array
of smaller fans in the MACC overcomes this issue by producing a more uniform flow of air across all of the
heat exchanger surface. Other additional benefits of the MACC include the ability to maintain optimum
condenser pressure and temperature with variable fan speed control, reduced fan power consumption and
maintenance costs compared to conventional ACC systems [14, 15].
Nomenclature
A heat transfer area (m2)
a, b, c regression coefficients (-)
Cµ k − ε turbulence model constant (0.09)
cp specific heat capacity (Jkg-1K-1)
d tube diameter (m)
df fin diameter (m)
E, Ê energy, predicted energy (Wh)
FS safety factor (-)
f friction factor (-)
g grid solution (-)
H condenser height from the ground (m)
h heat transfer coefficient (Wm-2K-1)
KL pressure loss coefficient (-)
k turbulent kinetic energy (m2s-2)
ka thermal conductivity of air (Wm-1K-1)
L flow length (m)
M square-grid mesh coefficient (-)
ṁ mass flow rate (kgs-1)
n number of mesh elements (-)
nr number of finned tube rows (-)
P, P̂ power, predicted power (W)
Pr Prandtl number (-)
∆P pressure rise or pressure loss (Pa)
p order of accuracy (-)
Q heat dissipation (W)
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R2 coefficient of determination (-)
Re Reynolds number (-)
r refinement ratio (-)
rh hydraulic diameter (m)
s condenser module spacing (m)
sd diagonal tube spacing (m)
sf fin spacing (m)
st transverse tube spacing (m)
T temperature (K)
U velocity (ms-1)
u∗ friction velocity (ms-1)
X coded input variable (-)
x input variable (-)
z height from the ground (m)
z0 surface roughness height (m)
Acronyms
ACC air-cooled condenser
CSP concentrated solar power
GCI grid convergence index
MACC modular air-cooled condenser
Greek symbols
α wind direction (°)
β condenser angle relative to true north (°)
δ fin thickness (m)
ε turbulent dissipation rate (m2s-3)
θ condenser A-frame angle relative to vertical (°)
κ von Kármán constant (0.40)














Numerical modelling in the form of computational fluid dynamics was used in this study to model the
flow developed by the MACC. The aim of the modelling was to determine the mass flow rate ṁ through the
MACC under windy conditions and use these results as an input into the optimisation procedure described
later in section 3.
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Figure 1: MACC geometry where (a) is a cross sectional front view and (b) is the top view. Also shown are the optimisation
variables.
2.1. Setup and boundary conditions
The MACC presented in this paper is intended for small scale power generation and industrial applica-
tions. It is illustrated in figure 1. It is constructed in an A-frame arrangement and consists of 8 modules,
each with 6 fans. The modules are 6 m long by 2 m wide. Each module is separated from each other by a
spacer. It is raised off the ground and surrounded by a wind-break wall. Wind-break walls are considered
to be an effective way to weaken the inlet flow distortions and hot plume recirculation of ACCs as well as
positively influencing the thermo-flow performance [16, 17]. They prevent the wind from directly hitting
the heat exchanger surface and help duct the wind through the condenser inlet. An inner walkway along 2
sides of the condenser is also included to allow for maintenance access. Furthermore, the inner walkway has
been shown to improve the air flow rate though the condenser [16].
Due to the difference in length scales present in the MACC, ranging from 10-3 m for the heat exchanger
finned tube fin thickness to 101 m for the condensers height from the ground, a number of simplifications
were made to reduce the model size. The heat exchanger finned tube bundles are represented by a lumped
parameter model which has an infinitesimally small thickness. The pressure drop across the rows of finned








Figure 2: Heat exchanger fin tube geometry where (a) is the spacing between tubes in the triangular array and (b) is the fin
tube geometry.

















where rh is the flow passage hydraulic radius, L, for flow normal to the tube bundle, is the equivalent flow
length measured from the leading edge of the first row of tubes to the leading edge of a tube row that would
follow the last tube row, were another tube row present [18], and f is the friction factor determined from












where Red is based on the tube diameter d, st is the transverse tube spacing, sd is the diagonal tube spacing
and nr is the number of tube rows in the heat exchanger (see figure 2). For implementation of the boundary










13.256− 3.8U + 0.618U2, if 0 < U ≤ 3
8.48− 0.641U + 0.084U2
−0.004U3,
if 3 < U ≤ 10
(4)
Heat transfer was modelled to capture any buoyancy effects or hot gas recirculation. The heat exchanger
surface was given a fixed heat flux of 2×104 Wm-2. This value is based on a performance analysis of a 2×2
m MACC in a 50 MW power plant presented by Moore et al. [20]. This corresponds to 80 MW of condenser
heat dissipation with an optimal number of 1000 2×2 m modules. Therefore the estimated heat dissipated
per module is 80 MW/1000⇒ 0.08 MW× 3 = 240 kW, where 3 is the factor of area increase in this study.
For the fan (ebm-papst W3G910-GV02-01), the pressure rise is expressed as the polynomial form of the
axial velocity according to the performance curve of the fan and is described by
∆Pfan =

139.8− 24.47U + 14.437U2
−2.28U3,
if 0 < U ≤ 4
128.37 + 21.89U − 5.36U2, if 4 < U ≤ 7.5
(5)
Eq. (5) is for the fan operating at 750 rpm. Using the fan affinity laws, this can be scaled to determine
the pressure rise at any rotational speed. While this method of modelling does not take into account the
tangential and radial components of the fan velocity, it is sufficient to determine the total mass flow rate
through each module, which is the main output from the numerical modelling and one of the inputs into the
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optimisation procedure, detailed later in section 3. Other numerical fan models, such as those developed
by Thiart and von Backström [21], known as the actuator disc model, which are based on blade element
theory, deviate from true fan performance and cause convergence issues [22]. Furthermore, while it has
been found that both the actuator disc model and the pressure jump model (used in this study) display the
occurrence of flow separation in front of the fans along the edge of the condenser, and can both be applied to
evaluate the effectiveness of fan inlets under distorted inlet conditions, the pressure jump model displays an
improvement over the actuator disc model in its ability to represent the fan performance curve at low flow
rates [23]. Additionally, the difference in the geometry between the MACC and ACC reduces the effect of
the inlet distortions as the fans are built up out of the direct wind inside the condenser with the wind-break
wall helping to duct the flow.
To model the effect of the ambient wind on the MACC performance, profiles of the atmospheric boundary
layer were specified on the windward surfaces of the numerical domain using the recommendations outlined










where κ is the von Kármán constant which has a value of 0.4, z is the height above ground, z0 is the
surface roughness height, here given a value of 0.05 m which is indicative of an almost bare surface with low









The value of Uref is the wind speed normally measured by meteorological stations at a zref of 10 m. As the
atmospheric boundary layer is generally turbulent, the RANS k − ε model was used to model turbulence
in the model. The profiles of the turbulent kinetic energy and the turbulent dissipation rate applied at the









κ (z + z0)
(9)
where Cµ is the k − ε turbulence model constant which has a value of 0.09. Downstream boundaries were
set as outflow boundary conditions and ambient air temperature T∞ was set as 301 K.
2.2. Numerical grid
The numerical domain was discretised into an unstructured grid consisting of polyhedral elements refined
in areas in close proximity to stationery surfaces in order to adequately resolve fluid and thermal boundary
layers. To verify the solution data was independent of the grid used, a grid convergence study was conducted.









where n is the number of elements in the fine or coarse grids. A minimum value of r = 1.3 is recommended
[28]. The number of elements in the coarse and fine grid were 1.75 × 106 and 4.96 × 106 respectively. To
estimate the discretisation error, the Grid Convergence Index (GCI) was used. It is defined as
GCI = FS
|ε|
rp − 1 (11)
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Table 1: Grid convergence data
GCIṁ GCITout−Tin
module 1 0.083% 1.75%
module 2 0.399% 3.58%
module 3 0.631% 2.35%
module 4 0.005% 0.73%
module 5 0.348% 0.39%
module 6 0.108% 2.00%
module 7 0.247% 2.04%
module 8 0.729% 4.76%























Figure 3: Module mass flow rate as a function of the distance from the numerical domain boundaries.
where FS is the safety factor, which has a recommended value of 3 when comparing two grids [29], p is the
formal order of accuracy of the numerical method which has a value of 2, and ε is the relative error between
a fine and coarse grid solution g given by
ε = gfine − gcoarse
gfine
(12)
The GCI was evaluated for the mass flow rate and the temperature difference between the heat exchanger
out- and inlets for each module in the model and are given in table 1. The values of GCI are shown to be
less than 5% which suggests the error associated with the grid discretisation is minimal.
The effect the distance of the numerical domain boundaries from the condenser has on ṁ through the
heat exchangers was also determined. The distance from the side and top domain boundaries was increased
from 20 m up to 100 m and the resulting change in ṁ are shown in figure 3. It can be seen that for all
modules, ṁ becomes approximately independent of the distance from the domain boundaries at a value of
50 m. This value was therefore used in further constructions of the domain geometry. Values in literature
given by Oliveira and Younis [30] for the minimal distance from the domain boundaries in 3D simulations
of turbulent flows around buildings correspond to the value found here. They give a ratio of 3 between
the upstream length and the model width, which would correspond to 24 m, and a ratio of 5 between the
distance from the upper boundary and the model height, which would correspond to 28 m. If the height of
the condenser plus the height from the ground is included, this value works out to be 50 m.
It is worth noting that the number of elements in this study is higher than other studies of conventional
ACCs in the literature. This is due to the close proximity of the fans to the heat exchangers in the MACC.
2.3 Solution and data reduction 8
A minimum of three layers of elements was used between the fan and heat exchanger surfaces which results
in a higher density of elements in this area compared to ACCs. The fan and heat exchanger surfaces form
the three sides of the condenser A-frame in ACCs resulting in the lower element count.
2.3. Solution and data reduction
The numerical modelling involved the solution of the partial differential governing equations of fluid
motion discretised into algebraic equations using the finite volume method with a second-order upwind
scheme. The SIMPLE algorithm was used for pressure-velocity coupling. To initialise the solution the inflow
profiles were extended to the whole domain [31]. The solution was iterated until sufficient convergence was
achieved. The criteria for convergence for the scaled residuals was set as 10-6. It is also important to
confirm the solution does not change by monitoring variables on specified locations at different calculation
steps [31]. For this study, the values of the velocity and exhaust temperature through each heat exchanger
were monitored at each iteration.
To assess the performance of the MACC and the corresponding impact of ambient wind, the effect on
power plant net output Pnet was examined. After the solution was deemed sufficiently converged, the values
of ṁ for each module were exported. The correlation of Ganguli et al. [32] for three or more rows of finned













where Re is based on the tube diameter d, Pr is the Prandtl number, and the geometrical values of sf , df
and δ are shown in figure 2. The performance of the condenser can then be quantified using the effectiveness






where Q is the condenser heat dissipation, TS is the steam turbine outlet temperature, T∞ is the average
fan inlet temperature which has been shown to give better prediction of ACC performance over the average
temperature at ground level [34], and Atot is the total heat transfer area. Hot gas recirculation was found not
to be a significant issue in a condenser of this size, with T∞ increasing by a maximum of 1 K. Knowing the
performance characteristics of the steam turbine, shown in figure 4, Q becomes a function of TS . Eq. (14)
is therefore solved to determine TS , which is then used to determine the power plant gross output Pgross,
again from knowing the steam turbine performance characteristics. The values of the volumetric flow rate
through each fan were also exported from the numerical model and can be used to determine the fan power
consumption from the fan performance curve provided by the fan manufacturer. Pnet is then calculated by
subtracting the total fan power consumption from Pgross.
3. Optimisation
3.1. Parametric and regression analysis
To study the effects the wind has on Pnet, a parametric analysis was carried out which involved varying
the wind speed Uref and direction α. The parametric analysis also included investigating the effects the
wind has on the MACC geometry so it could be optimised to reduce the wind’s negative impact. The
geometrical parameters of height of the condenser from the ground H, the condenser A-frame angle θ, and
spacing between modules s were therefore included in the analysis, and are shown in figure 1.
A classical design of experiments approach was used as it is known to be an effective tool for maximising
the amount of information gained from a study, while minimising the amount of data to be collected [35].
This methodology is used extensively for optimisation and process improvement purposes [36, 37, 38]. An
inscribed central composite design (CCD) method generated the list of design points to be studied based on
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Figure 4: Steam turbine performance characteristics for a 4 MW CSP plant operating under typical conditions
Table 2: Parametric analysis input variables
x i min. limit max. limit
H (m) 1 1 5
θ (°) 2 30 50
s (m) 3 0.5 8
Uref (ms-1) 4 0 10
α (°) 5 0 90
the limits specified for the input variables x. The limits are given in table 2. An inscribed CCD was used
as it prevents the generation of non-physical design points at the extremes of the design space compared to
other CCD methods. The inscribed CCD used here generates 2n−1 + 2n + 1 design points where n is the
total number of input variables. For this study, n = 5, so 27 different design points were required.
A numerical model was run for each design point and the values of Pnet were determined from the
methodology described in section 2.3. Using regression techniques, a mathematical model was then built
which relates the change in Pnet to the changes in the input variables. The model used in this study is a
quadratic model which considers interaction between the variables, i.e. a change in one variable will result
in a change in the rate of the model response due to the change of another variable [39]. The resulting model








962 1252 −29001 −46424 −21020
1252 −19921 20099 69975 20735
−29001 20099 2746 −18868 −36672
−46424 69975 −18868 7805 −86
















 , c = 3.861× 106


































































Figure 5: Response surfaces of P̂net plotted against input variables (a) Uref and H, (b) Uref and s, (c) H and θ. All other
input variables are set to their average value.
The matrices a and b each respectively contain the quadratic and linear terms, c is a constant and matrix
X contains the coded input variables which are expressed as a value from -1 to +1, where -1 is the minimum
limit and +1 is the maximum limit. They are calculated from
Xi =
xi − (xi,min + xi,max) /2
(xi,max + xi,min) /2
(16)
where i refers to each unique input variable, as listed in table 2.
The goodness of fit of the model was evaluated using the R2 and R2adj indicators. R2 is a measure of
how successful the fit is and can range from 0 to 1, where a value closer to 1 indicating a greater proportion
of variance is accounted for by the model. In this case, R2 = 0.956. R2adj is similar to R2 but is corrected
for the number of unique variables in the model. It has a value of 0.808. Both of these values indicate a
good fit between the model and solution data.
3.2. Response surfaces
The visualisation of the predicted model in eq. (15) can be achieved by the response surface plot. A
two-dimensional representation of a three-dimensional plot can be drawn. Thus, if there are three or more
variables, as in this study, the plot visualisation is possible only if the remaining variables not represented
are set to a constant value [36]. Here, they are set to their average value. This point is important to
remember as the responses observed are only relevant for the values they are plotted for. To optimise the
overall performance, each variable must be varied in combination with all the other variables simultaneously.
This is done later in section 3.3. Three such cases of response surfaces are shown in figure 5.
In figure 5(a), it can be seen that as H increases, P̂net increases and as Uref increases, P̂net decreases.
This shows the negative affect the wind speed has on the MACC performance and corresponds to information
in the literature. It has been shown by numerous previous studies [22, 40, 41] that higher ambient wind
speeds lead to distorted and reduced air flow rates through the ACC fans resulting in a reduction of the
overall plant performance. The increase in performance with increasing H shown in figure 5(a), would
indicate that building the condenser higher off the ground would lead to an additional 3.02% performance
enhancement. This corresponds to results presented bySalta and Kröger [42] who found that volumetric
effectiveness decreases as the height is reduced. While this enhancement occurs within the limits set in this
study, additional numerical models were run, whereby H was increased up to 15 m, and it was found that
the performance continued to increase up to approximately 6 m after which it starts to decrease. The initial
enhancement when 1 m ≤ H ≤ 6 m is due to the reduction in blockage effects between the condenser and the
ground. When H > 6 m, the condenser is subject to the effects of the atmospheric boundary layer, where
increasing H results in an increase in U∞. This leads to the reduction in performance.
3.3 Wind speed and direction distribution effects 11









































































Figure 6: Daily wind speed and angle distributions for Sep 2012 - Sep 2013 in Seville, ES and Warburton, AU. The angle,
measured in a clockwise direction, is between true north and the direction from which the wind is blowing.
Figure 5(b) shows a similar trend to that show in 5(a), where an increase in s leads to increased perform-
ance, and an increase in Uref leads to a reduction in performance. It can be seen that at low Uref , P̂net can
increase by 1.82% by increasing the spacing between modules from 0.5 up to 8 m. This however, does have
the negative impact of increasing the overall foot-print area of the condenser by a factor of 3.4. This type
of analysis therefore allows power plant designers to make a trade-off between initial capital construction
costs and predicted performance. This result can be compared to that of Yang et al. [2] who investigated
the effect of arranging the condenser in a trapezoidal array instead of the traditional rectangle array. This
in effect, spaces out the modules and therefore increases the overall foot print area. This was found to also
lead to an overall performance enhancement.
Figure 5(c) shows that for all values of H, there exists an optimal value of θ of 44°. By building the
condenser at this angle compared to 30°, leads to an overall 1.05% increase in P̂net. Again, it is clear that
a higher value of H leads to increased performance.
3.3. Wind speed and direction distribution effects
A Matlab optimisation algorithm was used to maximise eq. (15) to determine what the optimal geometry
for the MACC is. It found that a P̂net of 4.105 MW could be achieved if H = 5 m, θ = 30°, s = 8 m,
Uref = 0 ms-1 and α = 0°. However, wind speed and direction are something a power plant designer has
little control over. This is the main reason why so many studies in the literature, including those outlined
in the introduction study the effect of the wind as thorough understanding of the flow field around ACCs
is important so designs of these systems can be optimised. Therefore, it is more relevant to optimise the
MACC geometry based on the distributions of the wind speed and direction at a fixed location over a fixed
time period and examine the corresponding effects on power plant performance.
For this study, two different locations with high potential for CSP generation were arbitrarily chosen -
one in Seville, southern Spain; and a second in Warburton, in western Australia. The daily average wind
speed and angle data was gathered for September 2012 - September 2013 from the United States National
Climatic Data Center1 and are shown in figure 6. Due to the planes of symmetry in the model, the values
of wind angle can be grouped and applied in the range 0 ≤ α ≤ 90.
Figure 7 shows how P̂net varies on a daily basis due to the local ambient wind conditions at the two
locations using the values of H = 5 m, θ = 30° and s = 8 m. It can be seen that there is significant variation
1http://www.ncdc.noaa.gov






















Figure 7: Daily P̂net due to local wind conditions
Table 3: Average and standard deviation of P̂net for β = 0°
Seville, ES Warburton, AU
average P̂net (MW) 3.903 3.837
st. dev. P̂net (kW) 62.416 62.167
in P̂net on a daily basis just as a result of the change in local wind conditions. The data for Seville is
closest to the maximum theoretical optimum due to its wind speed distribution being much closer to 0 ms-1
compared to that of Warburton. It does however have a greater variation due to its wind angle distribution
compared to Warburton. The values for the average and standard deviation of P̂net for September 2012 to
September 2013 are given in table 3.
It is possible to take this analysis a step further with the aim of minimising the wind effects by varying
the angle the condenser is built at relative to true north, defined as β. This is illustrated in figure 8. While
it is known what effects crosswind and longitudinal winds have on ACC performance [6, 43], there is no
clear criteria in the literature detailing which direction the condenser should be built relative to the local
wind conditions, i.e. aligned to the average wind direction; the most prevalent wind direction; the direction
with the lowest wind speeds; etc. The data in figure 7 and table 3 are when the condenser is built so that
the steam pipe is aligned perpendicular to true north.
The value of β is varied from 0° to 90° in increments of 10° and the sum of the power plant energy output








The algorithm also determines the optimal geometry at each increment. The results for the optimal con-
figurations are given in table 4. By comparing the values of the average and standard deviation of P̂net in
tables 3 and 4, it can be seen that for the optimal cases the average has increased and the standard deviation
has decreased. This means that over the time period studied here, and using the optimal configurations just
determined, the power plant will produce a greater amount of power and be subject to less fluctuation in
this power value . It can also be seen that for optimal performance, two geometrically different condensers
are needed in the two different locations, highlighting that the local wind condition distributions play an
important role at the design stage. For the Seville case, the condenser should be built at 5 m from the
ground, whereas for the Warburton case, it should be built at 1 m from the ground. This low height, in
















Figure 8: Change in the angle the condenser is built at relative to true north
Table 4: Optimal configurations
Seville, ES Warburton, AU
β (°) 90 40
H (m) 5 1
θ (°) 30 50
s (m) 0.5 8
Ê (GWh) 34.748 34.305
average P̂net (MW) 3.950 3.922
st. dev. P̂net (kW) 47.774 20.129
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combination with the greater A-frame angle and spacing between the modules helps to reduce the effects of
relatively higher wind speeds at this location. This effect can also be seen in the response surfaces in figure
5, where at higher values of Uref , P̂net becomes less sensitive to change in either H or s.
It is also worth noting here that the mathematical models are also very dependent on the steam turbine
characteristics used. They are a major input into this analysis. In this report the curves of TS versus Q and
Pgross for a 4 MW turbine were used (as shown in figure 4). For this analysis, the condenser is operating at
a relatively high TS so the models are more sensitive to change in the input variables when compared to a
case when the TS is relatively lower as the slope of the curves change by a factor of 2. P̂net then becomes
much less sensitive to small changes in the input variables. This sensitivity is compounded by the fact that
the change in slope effects the data reduction twice - first when TS is determined from Q and then again
when this determined value of TS is used to determine Pgross.
3.4. Comparison to previous studies in literature
While the results presented in this study generally agree with those presented in the literature, i.e.
higher ambient wind speeds lead to distorted and reduced air flow rates through the ACC fans resulting in a
reduction of the overall plant performance [22, 40, 41], increased height from the ground leads to performance
enhancements [42], where this study differs from the bulk of other studies is the use of the local wind speed
and angle distributions taken over a fixed time period. This approach, to the best knowledge of the authors,
has not been used before for the optimisation of ACCs, with previous studies basing their findings on stand-
alone cases for a given wind speed and direction. The use of the distribution of wind, sometimes expressed
as Weibull distribution function, is popular in the planning and analysis of wind turbine energy generation
[44, 45]. Owen and Kröger [34] do however note how the change in wind speed over a 24 hr period effects
the fan inlet temperature of an ACC.
This approach means that while optimal values for certain variables may exist for a stand-alone analysis
of a MACC, the optimal value may be significantly different when the distribution of wind the MACC will
be subjected to over a given time period is used. If the highest value of H is used in place of the found
optimal value in table 4 for the MACC located in Warburton, a reduction in performance will occur, even
though studies in literature outline how a higher H should be superior.
4. Experimental validation
In order to validate the numerical methodology and results, a 1:12.5 scale model of a MACC was construc-
ted. It consists of 6 modules, each with 6 axial fans, arranged in an A-frame configuration and surrounded
by a wind-break wall. The angle θ was set as 30° and the height from the ground H was set as 0.4 m. The
fans chosen for the scaled model were the ebm-papst 8212 JN DC axial compact fans due to them having a
similar dimensionless fan performance curve, as well as having the same number of blades and similar blade
shape to the full scale fans. Woven stainless steel square-grid mesh was used to represent the pressure drop
of the heat exchanger tube bundles, and has been successfully used previously for similar scaled models in











where σ is the grid porosity and M is a function of Re, Mach number and mesh geometry and is given in
Groth and Johansson [48]. The modelling of heat transfer from the heat exchanger was not included in the
experiments.
The model was placed in a low-speed wind tunnel of closed return open test section configuration with
test section inlet dimensions of 1.87×1.40 m. The wind tunnel was used to produce a uniform flow at a
specified velocity Uref to represent the wind and the effects of the atmospheric boundary layer were not













Figure 9: Experimental setup in the wind tunnel (flow direction is from right to left)
the experiments and numerical model, Re was keep constant. Re was based on the length of the model and














To achieve kinematic similarity, a constant ratio between the upstream wind velocity and the exhaust from












The exhaust air from the condenser model in the experiments was controlled by adjusting the power supplied
to the axial fans.
Velocity measurements were taken using a 1D laser Doppler anemometry (LDA) system. The laser probe
used was built for low-speed applications and mounted to a traversing system. It produces a measurement
volume of approximately 75 μm in diameter at a focal length of 400 mm (see Becker et al. [50] and Lienhart
and Becker [51] for more details). Di-Ethyl-Hexyl-Sebacate (DEHS) droplets were used as seeding particles.
Figure 9 shows the experimental setup in the wind tunnel.
Profiles of the time-averaged x-component of velocity were measured in two different locations. These
correspond to lines along the centre of the third row of fans on the up- and downstream sides of the condenser
at a distance of 50 mm normal from the mesh surface. Measurements were taken in 10 mm increments along
these lines. In the 30 s measuring period at each location, an average of approximately 2800 instantaneous
velocity measurements were recorded.
The experimental velocity profiles were compared to a numerical model built using the methodology
described in section 2 which was also constrained to meet the similarity criteria just outlined. The results
of the dimensionless velocity profiles are shown in figure 10.
The lines represent the CFD results and the circles represent the experimental measurements. The profiles
show a similar profile where the three peaks in each profile correspond to the location of the fans across
the condenser and the troughs correspond to the position of the walls connecting each module. Differences
between the experimental and numerical results include the use of planar surfaces in the numerical model,
and the use of simplified fan and pressure drop models in the numerical models. These models do not
replicate local effects such as the flow around the individual wires in the mesh or the swirl of the fan flow.
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Figure 10: Comparison of numerical (lines) and experimental (circles) velocity profiles
5. Conclusions
The aim of this work was to study the effect wind has on the performance of a modular air-cooled con-
denser. The MACC presented in this study is intended for small scale CSP applications but the design is
easily extended to larger CSP plants. The work was conducted using numerical simulations in combination
with a response surface methodology. Numerically generated results for a range of different A-frame con-
denser designs were used to build a mathematical model capable of predicting the net plant power output
based on the geometrical configuration and ambient wind conditions. These types of mathematical models
can be easily used by a power plant designer to quickly predict what the performance of the power plant
will be. The designer can then make a trade-off between the plant performance and initial capital costs to
commission the power plant. The models also allow certain design variables to fixed in the optimisation
process.
It was found that the best approach for determining the effects of the wind on the condenser performance,
was to select specific locations, i.e. where it is likely an air-cooled condenser would be built, and optimise the
performance and geometry based on the historical local ambient wind conditions. For the chosen time period
and locations studied here, geometrically different condenser designs and orientations would be required to
give optimal performance due to the distributions of local wind conditions.
To validate the numerical methodology, a scaled model was built and tested in a wind tunnel. Profiles
of the x-component of velocity were measured using LDA and similar dimensionless profiles were found for
the experiments and numerical simulations.
The next steps for this work would be to scale up the numerical models for larger sized power plants. To
do this, a significant amount of data needs to be generated to model the response of much larger condensers
than the size modelled in this study, as well as applying a larger range of boundary conditions to account for
as many different combinations as possible. This would be required so that the mathematical model could
be run for any potential configuration. At the moment, this is beyond the final aim of this paper.
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