Abstract-Advancements in the video processing area have been proliferated by services that require low delay. Such services involve applications being offered at various temporal and spatial resolutions. It necessitates to study the impacts of related video coding conditions upon perceptual quality. But most of studies concerned with quality assessment of videos affected by coding distortions lack in variety of spatio-temporal resolutions. This paper presents a work done on quality assessment of videos encoded by state-of-the-art H.264/AVC standard at different bitrates and frame rates. Overall, 120 test scenarios for video sequences having different spatial and temporal spectral information were studied. The used coded bistreams in this work and the corresponding subjective assessment scores have been made public for the research community to facilitate further studies.
I. INTRODUCTION
The recent advancement in digital imaging technology and availability of efficient transmission systems have resulted in a proliferation of videos more than ever before. Videos transmitted to and from mobile devices will account for 66% of the global mobile data traffic by 2014 as per forecasts [1] . Video services that have gained wide interest are so many and television broadcast, DVD, Blu-Ray, Mobile TV, Web TV etc. are some to name. One of the key characteristics of video services is the quality of experience (QoE) as observed by the end user. Quality of visual media can get degraded while capturing, storing, transmission, reproduction and display due to the distortions which might occur at any of these stages. Although many automatic (objective) methods of visual quality assessment (VQA) have been proposed and are in-use but the true judges of the quality are humans as end users. Subjective assessment of video quality is done by following standardized recommendations for experimental set-up, lab environment, stimuli characteristics and the number of viewers.
Video Quality Expert Group (VQEG), formed in 1997, has been the principal body for conducting comparative study of objective methods by performing subjective assessment tests. The full reference television (FR-TV) project report of phase I [2] concluded that no objective measure of VQA can replace subjective VQA. The test data and the corresponding subjective mean opinion score (MOS) was released to public for facilitating research on VQA. In the phase II campaign of subjective tests [3] , it was found that some of the candidates of objective VQA performed better than PSNR, the conventional quality measure still in use. However, the MOS and test data was not made accessible for everyone, hence researchers in the field of development of objective VQA can not use the VQEG phase II data for the verification of their algorithms. Even the data which was shared earlier constitutes video sequences of high resolutions like 720x576 @50 fps and 720x486 @60 fps tested in PAL and NTSC TV formats respectively. Some independent efforts of subjective VQA have also been made such as [4] , [5] , [6] but unfortunately the test stimuli and subjective scores are not shared to public.
Tremendous efforts have been made to develop objective methods of VQA which are easy to repeat and not so time consuming as subjective assessment. Objective methods are categorized as full reference (FR), reduced reference (RR) and no reference (NR) methods based on the reference information required. Examples of each type include [7] , [8] , [9] for FR, RR and NR respectively. Most of the objective methods estimate visual quality by quantifying spatial (intra frame) degradations such as blocking, blurring, ringing and temporal (inter frame) degradations such as jitter [10] . High amount of quantization and frame dropping or resolution reduction to meet rate requirements of limited capacity transmission sources generate the aforementioned artifacts. However, the objective methods of VQA have to validated through subjective VQA for the appraisal of their performance. To study the effect of varying bitrate and spatio-temporal conditions on the video quality, only limited work has been performed and as mentioned before, the shared data lacks in variety of resolution. To the best of authors' knowledge, publically available databses of subjective VQA are only found from:
• [11] , where the test stimuli for various coding conditions of H.264/AVC is limited.
• [12] , that doesn't address H.264/AVC coded videos.
• [6] , that has shared MOS values for H.264/AVC coded data but the stimuli was not made public.
• [13] , that has shared MOS values for H.264/AVC coded data but the shared stimuli was impaired by transmission error only.
Moreover, in most of the reported work, either the coding details are not shared completely or the video encoding is done using bi-predictive coding which makes the decoding process slower. Real time applications like video-conferencing and popular video services such as videos viewed on handheld devices require low delay in the coding process. In this paper, we present a study of subjective VQA on QCIF (176x144) and CIF (352x288) resolution videos encoded by H.264/AVC standard at various bitrate and frame rate conditions. To be applicable for low delay services, bi-predictive coding is not preferred. We believe that sharing this kind of data has fundamental role in facilitating comparison and benchmarking of objective methods of VQA. In the sequel, Section II presents details on the generation of test stimuli and the subjective assessment. Finally, Section III presents conclusive discussion on this work.
II. SUBJECTIVE ASSESSMENT OF THE TEST STIMULI
For a purposeful subjective VQA database, the test stimuli should constitute videos with varying amounts of spatial and temporal spectral information and the tests should be conducted by following standard recommendations. This section provides details of our approach on both of these considerations.
A. Generation of Test Stimuli
In order to characterize the spectral contents of a video sequence, spatial spectral information (SI) and temporal spectral information (TI) indices are used as suggested in the ITU T-recommendations [14] . SI and TI are calculated in the luminance plane of a video and the used formulae are given below.
• ( ) is each frame at time n filtered with Sobel filter.
• is standard deviation over pixels.
• is maximum value in time series.
Where ( , ) is difference of motion between pixel values in space for sequential frames in the luminance plane and (i,j) represent the pixel location. High textured videos have higher values of SI and higher motion content in a video sequence leads to higher TI value.Videos sequences selected for this work cover a wide range in both of these indices as depicted in Figure 1 namely Akiyo, News, Foreman, Crew, Soccer, and Football without any audio signal. One selected frame from each video is shown in Figure 2 . These videos were in raw (YUV) progressive format with 4:2:0 color space having 300 frames in QCIF and CIF resolutions. Thus using these 12 source (Source Reference Circuit, the SRC) files, 120 test sequences (Hypothetical Reference Circuit, the HRC) were generated at ten different bitrates and two different frame rates with JM reference software for H.264/AVC, available online at [15] . In particular, the baseline profile was employed that is suitable for low delay applications. Table I presents details on the generated test sequences. For subjective VQA, all 120 HRCs were scaled to CIF size at frame rate of 30 fps. Bicubic interpolation and repeat frame methods were used for upscaling QCIF videos to CIF and 15 fps to 30 fps respectively.
B. Subjective Assessment
We have followed the recommendations given by ITU-R BT 500-12 [16] for performing our experiments of subjective VQA. Particularly, the method followed was single stimulus quality evaluation where a test video sequence is shown once without presence of any explicit reference, corresponds to the reality where users see only the processed version of a video [17] [18] . A flat LCD screen with non-glare surface treatment was used for displaying the video sequences. The used monitor had resolution 1440x900 with 5 ms response time and its color temperature was set at 6500K in sRGB mode. Other hardware includes a desktop HP system having 3 GHz AMD processor and 4 GB RAM. A comfortable seating arrangement was made for the subjects at a distance of three to four times the hight of the display size of a video. A software tool developed at the department was used to automate the process of presenting the videos in the center of the screen. Videos were played in a random order for each subject with insertion of the standard intervals (10 sec.) in between for grading. Viewers were not given the privilege to repeat any video and software front end had no controls available for the subjects to alter the intended processes in anyway. The used grading scale was 0-100 to have scores in a continuous manner. The software automatically stored the results in an excel sheet. In total, 21 non-expert subjects were invited to participate in the tests. The subjects were international students at different master programmes offered at the university and some staff members also took part in the grading campaign, both male and female. The viewers were introduced to the tests by dictating a common text saying that they are supposed to grade a set of videos on visual quality basis. To avoid any viewer fatigue, the test sessions were kept around half an hour length. Only one subject viewed the test stimuli at one time and the lab environment was kept silent to avoid any distractions for the subjects.
In order to obtain reliable results out of raw subjective scores, a two step filtering method was employed to refine the results. The first step was to detect and discard the scores from viewers who exhibited large change of votes compared to the average scores. The second step involved the screening of inconsistent observers without any thought of systematic change. The algorithmic details of these steps are reported in Annex 2 of [16] . After performing the refining process, the outliers were removed and we were left with scores by 18 subjects. Mean opinion score (MOS) was calculated from the scores of these subjects for each test condition as following, where represents score given by one subject and is the number of subjects after outlier removal.
As the number of the subjects in the refined scores is not large, we can assume that our data follows Students t distribution. Thus confidence interval (CI) estimates for each test condition is calculated using the following expression, where is taken is the standard deviation of a test condition k across N subjects. Figure 4 shows average score graded by each subject for all the videos before and after the refining process, within 95% CI. It is observed that variability of the scores among the subjects has been reduced by the refining process. 
at both of the frame rates. MOS values for coding condition 1: 600 kbps for CIF and 300 kbps for QCIF, coding condition 2: 400 kbps for CIF and 200 kbps for QCIF, coding condition 3: 200 kbps for CIF and 100 kbps for QCIF are plotted against frame rates and frame resolution in Figure 5 . The plotted values conform to the commonly known tendencies of perceptual quality at varying bitrates and frame rates. For further illustration, MOS values for a set of test videos are plotted in Figure III for CIF and in Figure IV for QCIF resolutions. Our motive is to contribute to the field by sharing the complete test database with the fellow researchers. Related future works includes performing similar experiments on other frame resolutions and frame rates also. Moreover, the impact of other distortions can also be included such as packet loss and delay in the IP networks. 
