In this work we show how to extend the seminal Baouendi-Treves approximation theorem for Gevrey functions and ultradistributions. As applications we present a Gevrey version of the approximate Poincaré Lemma and study ultradistributions vanishing on maximally real submanifolds.
Introduction
The goal of this paper is to extend the celebrated Baouendi-Treves approximation theorem to Gevrey functions and ultradistributions. The classical Baouendi-Treves theorem has deep implications in the theory of CR geometry and in the theory of local solvability of locally integrable structures.
Let us denote by Ω an open subset of R N . A locally integrable structure is a subbundle L of the complexified tangent bundle CT Ω if given an arbitrary point p 0 ∈ Ω there are an open neighborhood U 0 of p 0 and functions Z 1 , . . . , Z m ∈ C ∞ (U 0 ) such that the orthogonal of L is generated over U 0 by their differentials dZ 1 , . . . , dZ m . We say that u is a solution of L if, for every (smooth) local section L ∈ L, we have Lu = 0. The Baouendi-Treves approximation theorem states that any u in C k (Ω), k ∈ {0, 1, 2, . . . , ∞}, that is solution of L can be approximated in a small neighborhood of any given point of Ω in the C k -topology by polynomials in Z 1 , . . . , Z m and if u ∈ D ′ (Ω) is a solution a similar result holds in the topology of D ′ . Further generalizations for Lebesgue spaces L p , 1 ≤ p < ∞; Sobolev spaces; Hölder spaces; and (localizable) Hardy spaces h p , 0 < p < ∞ were given in [HM98, BCH08] .
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Our main theorem extends to the class of Gevrey functions and their dual spaces.
Theorem 1.1 (Baouendi-Treves approximation formula). Let L be a G s −locally integrable structure on Ω. Let us assume that there is Z = (Z 1 , . . . , Z m ) : Ω −→ C m of class G s such that dZ 1 , . . . , dZ m spans L ⊥ over Ω. Then, for any p ∈ Ω, there exist two open sets U and W with U ⊂ W ⊂ Ω such that
(1) any u ∈ G s (W ) that is a solution of L in W is the limit in G s (U) of a sequence of polynomial solutions P j (Z). (2) any u ∈ D ′ s (W ) that is a solution of L in W is the limit in D ′ s (U) of a sequence of polynomial solutions P j (Z).
The Baoeundi-Treves approximation formula was already proved in the special case when the Gevrey locally integrable structure has corank zero, i.e., every point has a neighborhood U where we have defined Z 1 , . . . , Z N Gevrey functions whose differential generate CT * Ω (see [Cae01] and [Rag19] ).
Our first application is a Gevrey version of a result called approximate Poincaré Lemma (see [Tre92] ). It is a useful lemma in the theory of local solvability of locally integrable structures that essentially says that a form that is L-closed is the limit of L-exact forms, here L is a differential operator induced by the de Rham operator.
Another application says that an ultradistribution solution of L that vanishes in a submanifold maximally real with respect to L must be zero in a neighborhood of the submanifold.
The proof of Theorem 1.1 will be divided in two steps: first for ultradifferentiable functions (classical solutions) and second for ultradistributions (weak solutions).
The novelty here is, in one hand, to provide a finer way to write the commutator formula first given by [BT81, BCH08] , see (3.12), which allow us to obtain optimal control on the constants appearing in the process of differentiating indefinitely the approximation operators when the solution is classic. On the other hand, when the solution is only an ultradistribution, we need to justify the approximation operator by proving that the traces of solutions of L are well defined (by the same formula given in [Hör90, Section 8] in the case of a distribution) and then take the full advantage of this formula (B.2) to obtain the approximation scheme in these case.
We point out that the original arguments for weak solutions cannot be applied in our situation since ultradistributions cannot be represented by a finite order differential operator. However our argument can be used to recover the original result without making use of either: the representation of distributions by means of a finite order partial differential operators, or Sobolev embedding theorems. Thus we strongly believe that our arguments can be used to simplify the original arguments.
The paper is organized as follows: in Section 2 we recall some definitions and basic results of the Gevrey functions and introduce the locally integrable structures. The proof of Theorem 1.1 is presented in Section 3, first for Gevrey functions, Subsection 3.1, then for Gevrey ultradistributions, Subsection 3.2. We present two main applications: the first is given in Section 4 where we use Theorem 1.1 to prove the approximate Poincaré Lemma in the Gevrey topology; and the second is treated in Section 5 where we study ultradistributions vanishing on maximally real submanifolds. The approximation theorem for more general classes of ultradifferentiable functions and ultradistributions is discussed in Section 6. Finally, we conclude with two sections in the Appendix regarding some technicalities needed troughout the paper.
Definitions and Preliminar Results
Let Ω be an open subset of R N and fix s ≥ 1. A Gevrey function of order s in Ω is a smooth function f ∈ C ∞ (Ω) such that for every K compact subset of Ω there is a h > 0 such that
(2.1)
We will denote the space of Gevrey functions of order s in Ω by G s (Ω). We recall that G 1 (Ω) is the space of real-analytic functions in Ω. In this work we will always assume that s > 1 and we shall denote by G s c (Ω) the space of Gevrey functions of order s with compact support.
If V ⊂⊂ Ω and h > 0, we shall denote by
The topological dual of G s c (Ω) will be called the space of ultradistributions of order s and will be denote by D ′ s (Ω). The continuity of u ∈ D ′ s (Ω) can be expressed in the following way: for every V ⊂⊂ Ω and every h > 0 there is C h > 0 such that
for every ϕ ∈ G s,h c (V ). We will denote by E ′ s (Ω) the space of ultradistributions with compact support in Ω.
Let us assume that 0 belongs to Ω, N = m + n and consider a G s -locally integrable structure of rank n in Ω, i.e., a subbundle L of CT Ω of rank n over Ω which the orthogonal, L ⊥ , is locally generated by the differentials of m Gevrey functions of order s in Ω.
According to [BCH08, Tre92] 1 we can assume, shrinking Ω around 0 if necessary, the existence of a local system of G s coordinates (x, t) = (x 1 , . . . , x m , t 1 , . . . , t n ) in Ω as well as a map φ :
Fix an open neighborhood W ⊂⊂ Ω of V . Modifying the imaginary part of Z outside of W using cutoff functions of class G s we can obtain a locally integrable structure defined globally in R N that agrees with L in W . Abusing of notation we will still denote this new structure by L and assume that (2.4) holds globally in R N . Note that the conclusions that we will obtain for this new structure L will also be true for the old structure in V .
Since dZ 1 , . . . , dZ m , dt 1 , . . . , dt n is a global frame for CT * R N we can consider its dual frame in CT R N , i.e., consider N vector fields:
with the property that
Finally, note that the differential of any C 1 function w(x, t) can be expressed in the basis {dZ 1 , . . . , dZ m , dt 1 , . . . , dt n } of CT * R N as
(2.6) Let X 1 , . . . , X N be a family of N pairwising commuting smooth vector fields that form a global frame to CT Ω. We can define the space of Gevrey functions regarding X 1 , . . . , X N as the space of all f ∈ C ∞ (Ω) such that for every K compact subset of Ω there is a h > 0 such that
(2.7)
We shall denote this space by G s (Ω; X). A sequence of functions f ν ∈ G s (Ω; X) converges to f ∈ G s (Ω; X) if for every K ⊂ Ω compact there is h > 0 such that for every ǫ > 0 there is ν 0 such that
for every ν > ν 0 .
Analogously, we denote by G s (Ω; L, M) the space of Gevrey functions with respect to the vector fields considered in (2.5), associated with a locally integrable structure. Since L is a G s -locally integrable structure, it was proved in [Rag19] that G s (Ω; L, M) is isomorphic to G s (Ω) as topological spaces (2.8) and the same holds for compact sets. These spaces will play an important role in this work since part of the proof will be to show that a sequence of functions converges in G s (V ; M, L) (and consequently in G s (V )) for a relatively compact open subset V of Ω. We will also use the following notation: for every k positive integer we denote
The ultradifferentiable Baouendi-Treves approximation formula
In this section we will present the Baouendi-Treves approximation formula for ultradifferentiable functions and ultradistributions that are solutions of a locally integrable structure of arbitrary rank. It is easy to see that the theorem follows if we prove that the solutions are limit in the appropriate topology of entire functions in Z.
Proof of Baouendi-Treves approximation theorem in
and is a solution of L. Consider also the functions defined by
Note that we may write
can be written, after the change of variables y → x + τ −1/2 y in (3.2), as
for every A > 0. To estimate the first integral on the rightmost hand-side of (3.7), we fix y and t and note that
This implies that Re [ζ 1 ] 2 ≥ 0 and Re [ζ 2 ] 2 ≥ 0 and using that e −ζ is a Lipschitz function on Re ζ ≥ 0 we conclude that
Using (3.5), we may rewrite Lemma II.1.4 and Lemma II.1.6 in [BCH08] as
(3.10)
In order to simplify the notation define X j = L j for j = 1, . . . , n and X n+k = M k , for k = 1, . . . , m. Since X 1 , . . . , X n+m are pairwise commuting, we have that
Thus it follows that
on V we will make use of (3.5), (3.6) and (3.8), together (3.12) to obtain
(3.14) We may use (3.13) and (3.14) to obtain
where we used that (|α| + 2)! s ≤ 2 s(|α|+3) |α|! s . Now, for a given ǫ > 0 choose A > 0 so that e −A 2 /2Ĉ ≤ ǫ/2 and then choose τ > 1 so that
We would like to point out that the proof yields a slightly stronger version of Proposi-
the space of the bilinear continuous operator and denote by P the bilinear operator defined by the usual product, i.e., P (χ, u) = χu.
is a bilinear and continuous. Moreover, the sequence of operators
converges to u in G s (U). Next, we recall (see, for instance, [BCH08, pag. 59-60]) that there exists a positive constant
. From now on, we fix the open set U in the statement of Theorem 1.1 to be B R m R/4 (0) × B R n T (0). The proof of Theorem 1.1, in G s , will be complete once we proof the following result. where A( R 2 , R) := {y ∈ R m : R 2 < |y| < R}. For each (α, β) ∈ Z m + × Z n + we may differentiate under the integration sign the expression in the right hand-side of (3.18) to obtain
We can use Lemma A.3 with f (y, r, x, t) = [Z(x, t) − Z(y, rt)] 2 yielding that there are constants C, h > 0 for which we have
. . , n}, we can use (3.16), (3.19) and (3.20) to find a constantC > 0 independent of α, β, γ and τ such that We can, however, provide a definition for G χ τ [u] for every u ∈ D ′ s (V ) and as a consequence we will proof the convergence of G χ τ [u] to χu in D ′ s (V ) when τ goes to +∞ regardless wether u is a solution of L or not.
whereχ is any element of G s c (B R m R (0)) equal to 1 in the projection of the support of ϕ in R m and ψ(x, t) := ϕ(x, t)/ det Z x (x, t).
Remark 3.5. Note that, it follows immediately from (3.22) and Proposition 3.1 that for every ϕ ∈ G s (V ), G χ τ [u](ϕ) converges to (χu)(ϕ), consequently, G χ τ [u] converges to χu in D ′ s (V ).
Now we will define
To do so, we will follow the results and notations from Appendix B, in particular, the definition of the trace of an ultradistribution (B.2). Given t ∈ B R n R (0) we can consider ι t :
where λ ∈ G s c (W ) is identically 1 on V and F (λu) stands for the Fourier transform of λu. In the Appendix B, it is shown that ι * t u is an ultradistribution with the property that, for each fixed ϕ ∈ G s c (W ), the application
Also, when u is a solution of L, one can verify that G χ τ [u] given in (3.22) can be rewritten as
in this case one can check that G χ τ [u] ∈ G s (V ), see Proposition B.2. Still assuming that u is a solution of L, we note that, for each ϕ ∈ G s c (B R m R (0)), we can use (3.26) and then (3.2) to write
) is equal to 1 on the support of ϕ. Thus, one can use Proposition 3.1 to obtain that for each fixed t, it holds
). Moving on, we will now work on the error term R χ
The goal is to obtain an expression analogous to (3.18). 
Proof. To begin with, consider ω τ,τ to be the sequence of m−forms with G s coefficients defined by
where dZ = dZ 1 ∧ · · · ∧ dZ m andχ ∈ G s c (B R m R (0)) is equal to 1 in suppχ. Also, let us define
τ,τ (x ′ , t), and
Thanks to Stokes' theorem it holds that I τ,τ 1 (x, t) = I τ,τ 2 (x, t) − I τ,τ 3 (x, t). Now for any given
to ϕ 1 ⊗ ϕ 2 in the sense of ultradistributions we obtain
Thus, one can use (3.28) to conclude that lim τ −→∞
If follows from identity (3.30) that I τ,τ
Therefore, all we have to do now is to focus on the next identity
τ,τ can be written as
and using the following equality
together with the convergence stated in (3.28) we obtain
since u is a solution of L and L jχ = 0 over suppχ, as we wished to prove. Now we can use (3.29) to conclude the proof of Theorem
whereρ could be any number greater than ρ, let us takeρ = 2 s ρ) and we can apply estimate (B.9) from Appendix A to obtain
Now for every (x, t) ∈ U and each r ∈ (0, 1) we have
Let us denote by U = U × B R m R (0) × (0, 1), then using (3.31), (3.32) and (3.33) we obtain
Using Lemma A.3 with f (x, t, x ′ , r) = Z(x, t) − Z(x ′ , rt) 2 we see that there are constants C ′ > 0 and h > 0 such that (0, 1) ) and so there is
Consequently, using (3.35), (3.36), (3.37) and (3.16), we obtain
Therefore we can take ρ = 2(h +h), it follows from (3.34) and (3.38) that
Proving that R χ τ [u] converges to 0 in G s (U) as desired.
Approximate Poincaré Lemma
Let Ω be an open neighborhood of the origin in R N and assume that we have a locally integrable structure in Ω where the orthogonal L ⊥ is defined globally in Ω by the differential of Z 1 , . . . , Z m and denote λ(x, t) = (Z 1 (x, t), . . . , Z m (x, t), t 1 , . . . , t n ). We define G s (Ω, Λ p,q ) the space of all (p, q)-forms
where the coefficients f IJ ∈ G s (Ω), where dZ I = dZ i 1 ∧ . . . ∧ dZ ip and dt J = dt j 1 ∧ . . . ∧ dt jq for I = {1 ≤ i 1 < · · · < i p ≤ m} and J = {1 ≤ j 1 < · · · < j q ≤ n}. The notation K = {1 ≤ k 1 < · · · < k s ≤ r} means that K = {k 1 , . . . , k s } ⊂ {1, . . . , r} and that k 1 < · · · < k s .
Let us define a linear differential operator L : G s (Ω, Λ p,q ) −→ G s (Ω, Λ p,q+1 ) by
for every f ∈ G s (Ω, Λ p,q ). The Gevrey local solvability of L in degree (p, q) at a point p 0 ∈ Ω here means that there is Ω 0 a neighborhood of p 0 such that for any other neighborhood Ω 1 of p 0 with Ω 1 ⊂ Ω 0 , we can find a neighborhood Ω 2 of p 0 such that Ω 2 ⊂ Ω 1 and for any f ∈ G s (Ω 1 , Λ p,q ) such that Lf = 0 there is g ∈ G s (Ω 2 , Λ p,q−1 ) such that Lg = f in Ω 2 . We recall that the approximate Poincaré lemma is a result concerning approximate solvability of L. Before we actually enunciate and prove this result let us fix more notation and recall an important trick. Let J = {1 ≤ j 1 < · · · < j q ≤ n} and j ∈ {1, . . . , n} \ J and we define ǫ(j, J) to be the sign of permutations to ordenate the q + 1-form dt j ∧ dt J , i.e, ǫ(j, J) is 1 if the number of permutation is even and −1 if this number is odd.
Assume that q ≥ 2 and define, for any J with |J| = q, the q − 1-form
and, when q = 1, ω J = t J . Now we follow [Tre92] , and, for any q-form
we define an operator for q-forms to q − 1-forms
This operator satisfies the following formula: 
is defined by allowing G χ τ acts coefficientwise. We now can define
It follows from (4.2) that we have
(4.5)
There are open neighborhoods of the origin, W and U as above, such that given any f ∈ G s (W ; Λ p,q ) that is L-closed and any
Proof. From (4.5), it follows that it is enough to prove that K (q+1) d t G χ τ [f ] converges to 0 in G s (V, Λ p,q ), note that Lλ * = λ * d t . Now we use that
Since f is L-closed it follows, for every |I| = p and every |K| = q + 1, that
Consequently,
Therefore all we need to show is that
one can we use the same argument to prove that R χ τ [u](x, t) given by (3.18) converges to 0 in G s (U) to conclude that coefficient of the form in the left hand side of (4.6) converges to 0 in G s (U).
Ultradistributions vanishing on maximally real submanifolds
Let Ω an open subset of R N and L be a locally integrable structure of corank m. Let Σ ⊂ Ω be an embedded Gevrey submanifold of dimension m, i.e., the defining functions of Σ are Gevrey functions. We recall that Σ is maximally real with respect to L if for every p ∈ Σ, any nonvanishing section of L defined in a neighborhood of p is transversal to Σ at p.
Theorem 5.1. Let Σ be an embedded submanifold in Ω maximally real with respect to L. If u ∈ D ′ s (Ω) is a solution of L and u| Σ = 0, then u vanishes in a neighborhood of Σ.
where κ = β 1 + · · · + β ℓ and S α is the set of all {δ 1 , . . . , δ ℓ } distinct elements of Z n + \ {0} ℓ and all (β 1 , . . . , β ℓ ) ∈ Z p + \ {0} ℓ , ℓ = 1, 2, 3, . . . , such that α = ℓ j=1 |β j |δ j .
We will also need the following result from [BM04]:
Lemma A.2. Given α ∈ Z n + \{0} and p ∈ Z + \{0} let S α the set defined in the Theorem A.1. For every (β 1 , . . . , β ℓ ; δ 1 , . . . , δ ℓ ) ∈ S α , we have
for every t > 0 and, for every positive constant A, there are constants L, D > 0, depending only on A, n and p, such that Proof. It is enough to prove for θ ∈ (0, 1]. Using Theorem A.1, we have
Since f is in G s (Ω) there exist constantsC,h > 0 such that, The equality above implies that the function t → ι * t u(ϕ) is uniquely determined in B R n R (0).
