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Abstract 10 
Surface waters can contain a diverse range of organic pollutants, including pesticides, 11 
pharmaceuticals and industrial compounds. While bioassays have been used for water quality 12 
monitoring, there is limited knowledge regarding the effects of individual micropollutants and their 13 
relationship to the overall mixture effect in water samples. In this study, a battery of in vitro 14 
bioassays based on human and fish cell lines and whole organism assays using bacteria, algae, 15 
daphnids and fish embryos was assembled for use in water quality monitoring. The selection of 16 
bioassays was guided by the principles of adverse outcome pathways in order to cover relevant 17 
steps in toxicity pathways known to be triggered by environmental water samples. The effects of 34 18 
water pollutants, which were selected based on hazard quotients, available environmental quality 19 
standards and mode of action information, were fingerprinted in the bioassay test battery. There was 20 
a relatively good agreement between the experimental results and available literature effect data. 21 
The majority of the chemicals were active in the assays indicative of apical effects, while fewer 22 
chemicals had a response in the specific reporter gene assays, but these effects were typically 23 
triggered at lower concentrations. The single chemical effect data were used to improve published 24 
mixture toxicity modeling of water samples from the Danube River. While there was a slight 25 
increase in the fraction of the bioanalytical equivalents explained for the Danube River samples, for 26 
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some endpoints less than 1% of the observed effect could be explained by the studied chemicals. 1 
The new mixture models essentially confirmed previous findings from many studies monitoring 2 
water quality using both chemical analysis and bioanalytical tools. In short, our results indicate that 3 
many more chemicals contribute to the biological effect than those that are typically quantified by 4 
chemical monitoring programs or those regulated by environmental quality standards. This study 5 
not only demonstrates the utility of fingerprinting single chemicals for an improved understanding 6 
of the biological effect of pollutants, but also highlights the need to apply bioassays for water 7 
quality monitoring in order to prevent underestimation of the overall biological effect. 8 
  9 
Keyword: In vitro; cell-based bioassay, fish embryo toxicity test; ToxCast; mixture toxicity 10 
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1. Introduction 1 
Chemical pollution in rivers has been identified as a major threat to ecosystem and public health 2 
(Malaj et al. 2014, Vörösmarty et al. 2010). Busch et al. (2016) identified 426 different chemicals 3 
present in European rivers, including the Danube and Rhine. While the huge number of chemicals 4 
present in surface waters indicates that targeted chemical analysis alone is unsuitable for 5 
understanding the overall chemical burden, it is still the main approach used for water quality 6 
monitoring, e.g., in the European Union Water Framework Directive (WFD) (European 7 
Commission 2011, 2012).  8 
A diverse set of in vivo, in vitro and ecological indicators were proposed as monitoring tools 9 
within the WFD (Wernersson et al. 2015). In vivo bioassays have a long tradition of application in 10 
effluent assessment and water quality monitoring studies (Escher and Leusch 2012). In contrast, in 11 
vitro cellular bioassays have mainly been applied to assess technical water treatment processes, 12 
such as sewage treatment (Prasse et al. 2015), advanced water treatment (Leusch and Snyder 2015) 13 
and drinking water treatment (Neale et al. 2012). In most applications, in vitro bioassays are not 14 
being used as a direct link to the ecological health of aquatic organisms, but rather as a 15 
complementary analytical tool to detect and quantify chemicals via their effects within 16 
environmental mixtures. The EU Project SOLUTIONS proposes to connect both approaches and 17 
employ bioassays for water quality monitoring whilst linking them to chemical assessment 18 
(Altenburger et al. 2015). Cell-based bioassays have also been proposed as part of the first tier 19 
screening step of a new conceptual framework for monitoring water contaminants in California 20 
(Maruya et al. 2016). 21 
Programs such as the United States Environmental Protection Agency (US EPA) Toxicity 22 
Forecaster (ToxCast) and Toxicity Testing in the 21st Century (Tox21) have screened a large 23 
number of chemicals in more than a thousand in vitro assays (US EPA 2015). These programs focus 24 
on human health assessment (Tice et al. 2013), with less attention on effects relevant to 25 
environmental risk assessment. More recently, Schroeder et al. (2016) proposed the application of 26 
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the high-throughput screening tools used in ToxCast and Tox21 for environmental surveillance and 1 
water quality monitoring initiatives. 2 
Consequently, the goal of the current study was to assemble a battery of bioassays that 3 
covers both the expected effects and safeguards against overlooking others with unidentified modes 4 
of action. Cell-based assays based on different steps of cellular toxicity pathways were applied, as 5 
well as whole organism assays indicative of both apical and specific effects. Cellular effects are key 6 
parts of adverse outcome pathways (Ankley et al. 2010), with the studied bioassays covering 7 
induction of xenobiotic metabolism, receptor-mediated effects, reactive modes of action, induction 8 
of adaptive stress response pathways and cell viability. Assays using bacteria (Aliivibrio fischeri 9 
and Salmonella typhimurium), algae (Chlamydomonas reinhardtii), crustaceans (Daphnia magna), 10 
fish (embryonic Danio rerio and Oryzias latipes) and amphibians (embryonic Xenopus laevis) were 11 
applied, while cellular responses were evaluated using cultured fish cells (Danio rerio), as well as 12 
mammalian cells (human and rat cell lines), allowing comparison with the existing US EPA 13 
ToxCast database (US EPA 2015). Effect data from peer-reviewed literature and the US EPA 14 
ToxCast database were collected and compared with our experimental effect data. In vitro and 15 
whole organism specific effects were compared to determine if the studied pollutants acted as 16 
baseline toxicants, meaning they would result in non-specific effects, or would produce specific 17 
effects in the whole organism assays. The generated effects data were finally applied to improve 18 
mixture toxicity modeling for environmental water samples.  19 
 20 
2. Assembling a bioanalytical test battery for surface water quality monitoring 21 
Ideally, a bioanalytical test battery for water quality monitoring should be motivated by effects 22 
found typically in water and include assays covering a wide range of environmentally relevant 23 
modes of action and different stages of cellular toxicity pathways, as well as low-complexity whole-24 
organism effects (Figure 1). To narrow down the large number of available bioassays to a smaller 25 
list of indicator bioassays, a balance must be struck between the desire to cover all possible effects 26 
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and practicability issues. Broad coverage of modes of action, inclusion of the contributions from all 1 
chemicals and relevance for ecological health through the alignment of the bioassays to relevant 2 
steps of adverse outcome pathways are desirable (Schroeder et al. 2016), as well as a focus on 3 
effects that have been previously observed in water samples (Escher et al. 2014). Practicability, 4 
assay robustness, applicability for less specialized laboratories and the possibility to run the assays 5 
in a high-throughput mode for low-volume tests were further considered (Escher and Leusch 2012). 6 
Reducing the sample volume requirements for each test is also important as it facilitates routine 7 
monitoring by decreasing the total volume required at each sampling location. 8 
A large screening study using more than a hundred individual in vitro bioassays as well as a 9 
multifactorial assay that quantifies the activation of 25 nuclear receptors and 45 transcription factors 10 
demonstrated that the estrogen receptor (ER), and to a lesser degree the glucocorticoid receptor 11 
(GR), were amongst the most responsive hormonal nuclear receptors in wastewater and surface 12 
water testing (Escher et al. 2014). Therefore, ER reporter gene assays were a prominent component 13 
of the test battery in this study and we included assays using human and fish cell lines. Furthermore, 14 
surface water samples have also been shown to inhibit the androgen receptor (AR) (Escher et al. 15 
2014, Jálová et al. 2013). Given the high relevance of hormone receptors, we added three transgenic 16 
assays that have been developed in recent years to assess hormone-mediated effects in early life-17 
stage organisms (Brion et al. 2012, Fini et al. 2007, Spirhanzlova et al. 2016). Nuclear receptors 18 
triggering the activation of metabolism and other biological effects such as the aryl hydrocarbon 19 
receptor (AhR), the pregnane X receptor (PXR) and the peroxisome- proliferator-activated receptor 20 
(PPARγ) were even more prominently activated by water sample extracts (Escher et al. 2014) and 21 
play a prominent role in the proposed test battery.  22 
We also included reporter gene assays for activation of adaptive stress responses in the 23 
present study (Table 1, Figure 1). Adaptive stress responses are key events (Simmons et al. 2009) 24 
and very recent work has elucidated the key event relationships of the toxicologically relevant Nrf2- 25 
and p53- mediated adaptive stress responses in response to reference chemicals (Hiemstra et al. 26 
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2017, Wink et al. 2014, Wink et al. 2017). Nrf2, which activates the oxidative stress response, was 1 
most responsive in water samples in a large number of studies (Escher et al. 2012, Escher et al. 2 
2014, Escher et al. 2015b, König et al. 2017, Neale et al. 2015, Neale et al. 2017), while p53 3 
activity was only occasionally detected in water samples (e.g., Yeh et al. 2014). A recent study 4 
using the Attagene battery as part of the ToxCast high-throughput screening assays identified this 5 
same transcription factor Nrf2 as being relevant for surface water quality monitoring and also 6 
identified the hypoxia pathway as relevant (Schroeder et al. 2016). A reporter gene assay for 7 
hypoxia was not included in the present effort but will be added to the test battery in the near future.  8 
Mutagenicity, a reactive mode of action, is another important endpoint of ecological and 9 
human health relevance. With the exception of the p53 transcription factor assay, which is often 10 
masked by cytotoxicity when applied to surface water samples (e.g., Neale et al. 2017), available 11 
reporter gene assays are not suitable for detecting DNA damage. Instead, we included two protocols 12 
of the classic Ames assay in the present study (Table 1, Figure 1). The Ames assay detects gene 13 
mutations and has been widely used for environmental and wastewater assessment (Claxton et al. 14 
2010, Reifferscheid et al. 2012, Umbuzeiro et al. 2016). 15 
Whole organism assays indicative of apical effects, such as algal growth inhibition, Daphnia 16 
immobilization and fish embryo toxicity (FET), are more widely used for water quality assessment 17 
than cellular assays to date and can provide information about effects on mortality, growth, 18 
development and reproduction (Di Paolo et al. 2016, Wernersson et al. 2015). They are 19 
comprehensive as they cover the effects from multiple toxicity pathways leading to the same apical 20 
endpoint. Consequently, whole organism assays integrate the mixture effects of all chemicals that 21 
are present in a sample, depending on their effect potency. Therefore, they constitute an important 22 
complement to the specific bioassays. In this study we have included the Microtox test, a rapid 23 
assay based on bioluminescence inhibition of bacteria that has been demonstrated to be a useful pre-24 
screening tool for water samples (Tang et al. 2013), the algal growth inhibition test, the 25 
immobilization test with Daphnia magna and the fish embryo toxicity test with Danio rerio as 26 
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typical representatives of apical endpoints and whole organism tests that are still legally considered 1 
to be in vitro test systems (Table 1, Figure 1). This latter aspect is not only an important 2 
consideration for animal ethics but also because only in vitro assays can be scaled up to high-3 
throughput. In fact, several of the applied bioassays are already running on robotic systems in 384 4 
well (cell-based assays) or 96 well (FET, algae) format, though they can also be run in a low-5 
throughput mode, making the panel of indicator bioassays very versatile.  6 
The panel of bioassays selected here is one possible example of a test battery design, but the 7 
reasoning provided above should be considered when designing any fit-for-purpose monitoring test 8 
battery. For example, the number of bioassays may be reduced for routine monitoring applications, 9 
whereas evaluation of highly impacted sites may require expansion of the number of bioassays to 10 
cover unusual responses triggered in whole organism endpoints. As specific and selective reporter 11 
gene assays will not capture all relevant modes of action, it is important to complement these 12 
endpoints with whole organism assays indicative of apical effects and to ensure that the bioassay 13 
battery covers different events/steps in selected toxicity pathways (Figure 1). 14 
 15 
3. Materials and methods 16 
3.1 Chemical selection 17 
A total of 34 water pollutants were selected for the current study (Table 2). Thirty-two of the 18 
chemicals were selected from the list of 214 chemicals identified as relevant river pollutants by 19 
Busch et al. (2016) due to their presence in European river systems and hazard quotients > 10-4. The 20 
hazard quotients were calculated based on the 95th percentile measured environmental concentration 21 
and measured or predicted algal, daphnid and fish 5th percentile acute effect concentration data. 22 
Further details are available in Busch et al. (2016). In addition, the pharmaceutical flutamide and 23 
the fungicide picoxystrobin were also included to represent a potent anti-androgen and a respiration 24 
inhibitor, respectively. Picoxystrobin, which inhibits respiration by blocking electron transport, was 25 
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added to complement the pesticide dinoseb, which also inhibits respiration but via uncoupling i.e., 1 
by protonophoric shuttle mechanisms.  2 
The studied chemicals included pharmaceuticals, pesticides and industrial compounds, and 3 
the selection process was based on scoring (a) their rank in the hazard quotient list, (b) the 4 
availability of an environmental quality standard (EQS) from the WFD or at least a published 5 
proposed EQS, (c) a unique mode of action that is not covered by a higher ranked chemical, (d) 6 
diversity of chemical use groups, (e) a specific mode of action that is covered by the test battery, (f) 7 
a specific mode of action expected to lead to enhanced toxicity in the whole organism bioassays and 8 
(g) lack of rapid biodegradation based on BIOWINTM (US EPA 2008). The final scores for 9 
prioritization are given in Table S1 of the Supplementary Information. 10 
A minimum score of three points was required to qualify a chemical for experimental 11 
analysis and preference was given to chemicals ranked in the top 100 of Busch et al. (2016). An 12 
exception was hexadecylpyridinium, which had a score of two, but was still included as it was the 13 
only surface active antiseptic compound and was ranked 2nd in Busch et al. (2016) based on its 14 
hazard quotient. The non-steroidal anti-androgenic compound flutamide only had a score of 2 15 
because no information about its degradability was available in BIOWINTM. All other compounds, 16 
with the exception of hexadecylpyridinium, were not readily biodegradable according to 17 
BIOWINTM, which meets the expectation that more recalcitrant chemicals will be found in surface 18 
water. The antibiotic sulfamethoxazole was the only antibiotic selected despite its low rank in 19 
Busch et al. (2016) because no other sulfonamides were ranked higher and they are an important 20 
antibiotic group. Apart from these exceptions, all other chemicals were selected based on their high 21 
score. If chemicals with a similar structure and function had an equal score, the chemical ranked 22 
higher in Busch et al. (2016) was included. 23 
 24 
3.2 Data mining 25 
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Effect data for the 34 selected chemicals were collected from either the peer reviewed literature or 1 
the US EPA ToxCast database (US EPA 2015) for the studied bioassays. The effect data were 2 
categorized based on data availability and quality (Figure S1). A chemical was considered active if 3 
it had a response in the studied assay, while a chemical was considered inactive if it was tested in a 4 
studied assay and had no effect (or was inactive up to cytotoxic concentrations). When experimental 5 
data were unavailable for the studied assay, but available in another assay covering the same mode 6 
of action, chemicals were assigned the class of likely active or likely inactive, based on whether 7 
they produced an effect or not. If no experimental data were available, but the mode of action of the 8 
studied chemical and bioassays theoretically matched, the chemicals were assigned as potentially 9 
active or potentially inactive. Chemicals were considered as ‘inactive’ if they were only active in 10 
the whole organism assays indicative of apical effects at effect concentrations (EC) greater than 1 11 
mM. The 1 mM cut-off was based on the highest tested chemical concentration in many assays in 12 
the ToxCast database. In some cases, no information could be found and the chemical was 13 
designated as ‘no information available’. 14 
 15 
3.3 Bioanalysis 16 
Bioassays applied in this study are listed in Table 1. A summary of experimental conditions, test 17 
media and quality controls are provided in Table S2. Detailed standard operating procedures of the 18 
bioassays, also detailing whether cytotoxicity controls were performed, are presented in the SI. All 19 
chemicals were run with at least two independent replicates in each assay, with each chemical 20 
assessed over a range of concentrations. Concentration-effect curves for each assay’s positive 21 
reference compound are shown in Figure S2. The assays were run by eight different laboratories 22 
and it should be noted that not all 34 selected chemicals were run in all assays, but the average 23 
coverage was 71% with the exact numbers tested given in Table 1 and the percentage tested given 24 
in Table S2. The coverage depended on the capacity of each laboratory and prior knowledge of the 25 
mechanism of action. For example, the algae growth inhibition assay focused on chemicals with 26 
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known effects on photosynthesis or other modes of action likely to lead to substantial toxicity, with 1 
only 50% of the chemicals tested, while the Microtox assay was applied to all 34 chemicals. The 2 
chemical concentration ranges studied in the different assays are provided in Table S3, with the 3 
maximum tested concentrations selected based on the physicochemical properties of the studied 4 
chemicals including solubility. 5 
 6 
3.4 Data evaluation 7 
EC values were derived from concentration-effect curves, with different models applied depending 8 
on the assay type. All EC values are expressed in molar units. The data evaluation, which aimed to 9 
be as simple and standardized as possible across the entire panel of bioassays, was developed in a 10 
previous study (Escher et al. 2014). Briefly, for assays where a maximum effect could be reached, 11 
such as induction of xenobiotic metabolism, hormone-mediated effects and apical effects, the 12 
experimental % effect was calculated using Equation 1, where signalsample is the signal of the tested 13 
chemical, signalcontrol is the signal of the solvent control and signalmax is the maximum response of 14 
the positive reference compound in the assay. Signal refers to measured luminescence or 15 
fluorescence and is specific for each assay. Details are given in the SOPs of the assays in the SI.   16 
 17 
%effect=
signal
sample-signalcontrol
signal
max
-signal
control
100% 
(1) 18 
 19 
Both linear and log-sigmoidal concentration-effect curves were applied to determine EC values for 20 
% effect data and only linear concentration-effect curves were applied to induction ratio (IR) effect 21 
data.  22 
Sigmoidal log concentration-effect curves (Equation 2) were applied for the reference 23 
compounds in the reporter gene assays and for all chemicals in the bioassays indicative of apical 24 
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effects. The concentration causing 50% effect (EC50) was derived from the fit applied to the 1 
experimental data using Equation 2, where the slope and the EC50 value were the adjustable 2 
parameters.  3 
 4 
%	effect= 100%
1+10slope(logEC50- log concentration)
 
 (2) 5 
 6 
Log-logistic concentration-effect curves are linear with respect to linear concentrations up to an 7 
effect level of approximately 40% (Escher et al. 2014).  Linear concentration-effect curves 8 
(Equation 3) were applied to determine the concentration causing 10% effect (EC10) (Equation 4) in 9 
the induction of xenobiotic metabolism, hormone-mediated effects and Ames fluctuation test assays 10 
because many of the tested compounds did not reach 50% effect in these assays and because in 11 
some cases cytotoxicity can mask the specific effect at high concentrations in reporter gene assays. 12 
Cytotoxicity was measured in parallel to induction for many cell-based reporter gene assays and 13 
concentrations that caused more than 10% cytotoxicity were excluded from the data evaluation in 14 
the reporter gene assays because they would produce false positive (“cytotoxicity burst” (Judson et 15 
al. 2016)) or false negative results (masking of effect by cytotoxicity). 16 
 17 
% effect  = concentration x slope 
 (3) 18 
  19 
 20 
	EC10= 10%slope 
(4) 21 
 22 
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EC values derived from both linear and log-sigmoidal curves are shown in Figure S3 for the AhR 1 
CALUX, HG5LN-hPXR, anti-MDA-kb2 and MELN assays, with both approaches yielding similar 2 
EC values. Linear concentration-effect curves are a necessity when cytotoxicity occurs at higher 3 
concentrations, but are also advantageous for the calculation of bioanalytical equivalent 4 
concentrations (BEQ), which requires in principle parallel log-sigmoidal concentration-effect 5 
curves, but this is not a restriction for linear concentration-effect curves as was discussed in more 6 
detail in Neale et al. (2015).  7 
 8 
For those assays where a maximum effect could not be defined, such as the adaptive stress response 9 
(AREc32) and Ames microplate agar assays, an IR was calculated using Equation 5. The 10 
concentration causing an induction ratio of 1.5 (ECIR1.5) was determined for linear concentration-11 
effect curves (Equation 6) up to an IR of 5 using Equation 7. 12 
 13 
 14 
IR=
signal
sample
signal
control
 
 (5) 15 
 16 
IR  = 1 + concentration x slope 
 (6) 17 
 18 
ECIR1.5=
0.5
slope 
 19 
(7) 20 
 21 
M
AN
US
CR
IP
T
 
AC
CE
PT
ED
ACCEPTED MANUSCRIPT
14 
 
The MDA-kb2 assay was also conducted in antagonist mode (anti-MDA-kb2) and a suppression 1 
ratio (SR) was calculated for anti-MDA-kb2 using Equation 8, where signalagonist is the response of 2 
the agonist, which is typically the highest signal in the assay. A linear concentration-effect curve 3 
analogous to Equation 3 was used to derive the effect concentration causing a SR of 0.2 (ECSR0.2) 4 
(Equation 9). 5 
 6 
SR=1-
signal
sample-signalcontrol
signal
agonist-signalcontrol
 
(8) 7 
ECSR0.2=
0.2
slope 
            (9) 8 
 9 
 10 
The described data evaluation methods could not be applied to the ChgH-GFP (spiked mode only) 11 
or the THbZip-GFP (XETA) assays. Therefore, analysis of variance (ANOVA) or nonparametric 12 
testing was applied to assess whether the signal of the sample was statistically different from the 13 
control using either Dunnett’s multiple comparison test (assuming Gaussian distribution) or Dunn’s 14 
multiple comparison test (assuming non-Gaussian distribution). The lowest observable effect 15 
concentration (LOEC) was reported.  16 
 17 
3.5 Quantitative Structure- Activity Relationship 18 
Experimental EC50 values for chemicals in assays indicative of apical effects (Microtox, algal 19 
growth inhibition, Daphnia immobilization test and FET assay) were compared with predicted EC50 20 
values using QSARs for baseline toxicity from the literature. The aim of this analysis was to 21 
determine if a chemical had a specific or non-specific effect in the whole organism assay.  22 
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The liposome water partition constant Klipw was used in the QSAR instead of the octanol-1 
water partition constant Kow to account for speciation and diversity of the chemicals as Klipw are 2 
applicable for polar and nonpolar baseline toxicants (Escher and Schwarzenbach 2002). For 3 
ionizable compounds, the Klipw was replaced by the ionization-corrected liposome-water 4 
distribution ratio (Dlipw) with Dlipw for the studied chemicals provided in Table S4. The Microtox 5 
QSAR was developed by Escher et al. (2017) (Equation 10), the algal growth inhibition (Equation 6 
11) and Daphnia immobilization test (Equation 12) were rescaled from Kow according to Escher and 7 
Schwarzenbach (2002). The algal growth inhibition QSAR was based on Chlorella vulgaris, but the 8 
experimental data were derived for Chlamydomonas reinhardtii. The FET QSAR was developed by 9 
Klüver et al. (2016) (Equation 13).  10 
  11 
log  1
EC50
 (Microtox) (M) =0.75·logDlipw+ 0.97 
(10) 12 
log  1
EC50
 (algal growth inhibition) (M) =0.91·logDlipw+	0.63 
(11)	13 
log  1
EC50
 	(Daphnia immobilization test)	(M) =0.77·logDlipw+	1.89 
(12) 14 
log  1
EC50
 (FET)	(M) =0.99·logDlipw+	0.78 
(13) 15 
 16 
The toxic ratio (TRi) was derived using Equation 14 from Verhaar et al. (1992), with a chemical 17 
with a TR of  >0.1 to <10 considered a baseline toxicant, while a chemical with a TR>10 was 18 
considered to have a specific effect in the assay. 19 
 20 
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TRi=
EC50-baseline QSAR,i
EC50-experimental,i
 
(14) 1 
 
3.6. Mixture toxicity modeling 2 
To compare different chemicals in one bioassay and as a basis for mixture toxicity modeling (Neale 3 
et al. 2015), the relative effect potency (REPi) was calculated from the effect concentration of the 4 
reference compound divided by the effect concentration of compound i (Equation 15). The REPi can 5 
be defined for any effect concentration ECx for any matching effect level x but it is only 6 
independent of effect level for linear concentration-effect curves (Neale et al. 2015) or if the slopes 7 
of the sigmoidal log-concentration-effect curves are similar for the reference compound and the 8 
compound of interest, i (Villeneuve et al. 2000).  9 
 10 
REPi=
ECx (ref)
ECx	(i)  
  (15) 11 
 12 
In mixture toxicity modeling we compare the bioanalytical equivalent concentrations from 13 
bioassays (BEQbio, Equation 16) with the bioanalytical equivalent concentrations from chemical 14 
analysis (BEQchem, Equation 17) for environmental samples using the detected concentration of an 15 
individual chemical (Ci) and its REPi (Neale et al. 2015).  16 
 17 
BEQbio=
ECx (ref)
ECx	(sample) 
(16)	18 
BEQ
chem=REPi·Ci
n
i=1
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(17) 1 
 2 
4. Results 3 
4.1 Availability of effect data in literature 4 
A variable picture of available effect data emerged for the 34 selected chemicals in the 20 studied 5 
assays (Figure S4, Table S5). Several of the studied compounds, including fipronil, carbendazim, 6 
bisphenol A, propiconazole, triclocarban, chlorophene, benzo(a)pyrene, benzo(b)fluoranthene and 7 
genistein, were expected to be active, likely active or potentially active in more than 50% of the 8 
studied assays. In contrast, no information was available regarding the effect of telmisartan, 9 
hexadecylpyridinium, clofibric acid and mefenamic acid in 50% or more of the selected assays. 10 
Data availability tended to be more comprehensive for the conventional ecotoxicology tests, such as 11 
the Daphnia immobilization test and the FET assay, while there was no information available 12 
regarding the effect for 50% or more of these relevant water contaminants for the HG5LN-hPXR, 13 
ZELH-zfERalpha, ZELH-zfERbeta2 and Cyp19a1b-GFP assays. The US EPA ToxCast database 14 
proved to be a valuable tool, with effect or likely effect data available for 33 of the 34 studied 15 
chemicals for the AhR CALUX, PPARγ-bla, MDA-kb2 and AREc32 assays. Overall, the data 16 
mining exercise highlights the lack of effect data for many of the detected water pollutants, 17 
emphasizing the importance of fingerprinting their biological effects. 18 
 19 
4.2 Experimental effect data 20 
The experimental EC values for the studied chemicals are reported in Table 3, with a summary of 21 
the active and inactive chemicals shown in Figure 2A and all concentration-effect curves provided 22 
in Figures S5 to S27. Twenty-four of the representative chemicals were run in 10 or more assays, 23 
with bisphenol A (70%), diazinon (55%), cyprodinil (50%) and triphenylphosphate (50%) active in 24 
50% or more of the applied assays. In contrast, hexadecylpyridinium (20%), 2,4-25 
dichlorophenoxyacetic acid (18%), telmisartan (15%) and triclocarban (17%) were active in 20% or 26 
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less of the studied assays, while carbendazim was only active in the FET assay, despite being 1 
predicted to be active, likely active or potentially active in 50% of the assays and ranked at 16th in 2 
the list of potentially bioactive chemicals by Busch et al. (2016). The comparison between the 3 
experimental data and expected activity based on the data mining exercise is shown in Figure 2B. 4 
While only a qualitative assessment was possible, between 39% and 100% of the experimental 5 
effect data matched the expected activity, with over 60% similarity observed for most assays (Table 6 
S6). The observed effects of the chemicals for each assay class are described below. 7 
 8 
4.2.1 Induction of xenobiotic metabolism 9 
Assays indicative of activation of AhR (AhR CALUX (ID 1)), activation of PXR (HG5LN-hPXR 10 
(ID 2)) and binding to PPARγ (PPARγ-bla (ID 3)) were applied in the current study. Seven of the 11 
18 tested chemicals were active in the AhR CALUX assay, while 20 of the 34 chemicals were 12 
active in the HG5LN-hPXR assay, which fits with previous findings by Martin et al. (2010) that 13 
many environmental chemicals can activate AhR and PXR. In contrast, only 4 out of the 18 tested 14 
chemicals were active in the PPARγ-bla assay, with the pharmaceutical telmisartan the only active 15 
compound that matched with the available effect data from the US EPA ToxCast database (US EPA 16 
2015).  17 
 18 
4.2.2 Hormone receptor-mediated effects 19 
In vitro assays indicative of activation and inhibition of AR (MDA-kb2 (ID 4), anti-MDA-kb2 (ID 20 
5)), activation of ER (MELN (ID 6), ZELH-zfERalpha (ID 7), ZELH-zfERbeta2 (ID 8)) and 21 
activation of GR (GR CALUX (ID 9)) were included in the test battery. Twenty-four compounds 22 
were run in the MDA-kb2 assay, with only three chemicals, benzo(a)pyrene, benzo(b)fluoranthene 23 
and genistein, inducing more than 10% effect in the assay. The MDA-kb2 assay contains both AR 24 
and GR (Wilson et al. 2002), and the active samples were also analyzed in the presence of the AR 25 
antagonist flutamide, which suppressed the response, confirming that the three chemicals were 26 
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indeed AR agonists (Figure S9). In contrast, 12 of the 25 tested chemicals were active in the anti-1 
MDA-kb2 assay, with seven of these active chemicals also reported to be active in the US EPA 2 
ToxCast database (US EPA 2015). Between 2 to 9 of the 34 tested chemicals were active in the 3 
activation of ER assays, with the human based MELN assay proving more responsive than the 4 
zebrafish based ZELH-zfERalpha and ZELH-zfERbeta2 assays. In contrast, none of the 20 tested 5 
chemicals had a response in the GR CALUX assay, despite the fact that some of the studied 6 
compounds were predicted by QSARs to be potentially active based on their chemical mode of 7 
action. The fact that none of the tested chemicals were active fits with previous findings by Leusch 8 
et al. (2014), who found that the majority of tested environmental chemicals were inactive in the 9 
GR CALUX assay. 10 
In addition to the cell-based assays, embryonic fish and tadpole-stage amphibian assays 11 
were applied to assess whether the representative chemicals can interfere with the endocrine system 12 
in whole organisms. Among the 26 tested compounds, several, including hexadecylpyridinium, 13 
diclofenac, chlorpyrifos and chlorophene, caused 100% mortality of transgenic zebrafish 14 
Cyp19a1b-GFP embryos (ID 10), while bisphenol A and genistein induced aromatase in a 15 
concentration-dependent manner in the developing brain. The concentrations inducing 100% 16 
mortality were lower than in the FET assays (ID 19 and 20), which may be related to the longer 17 
exposure duration in the cyp19a1b-GFP assay (96 h) compared to the FET assays (48 h). The 18 
ChgH-GFP assay (ID 11) provided information about estrogenic signaling in medaka embryos 19 
(unspiked mode), as well as anti-estrogenic signaling and aromatase activity when co-exposed to 20 
testosterone (spiked mode) (Spirhanzlova et al. 2016), while the THbZIP-GFP (XETA) assay (ID 21 
12) detected chemicals that act as thyroid agonists in tadpoles (unspiked mode), as well as 22 
chemicals that interfere with thyroid receptors and thyroid hormone transport and metabolism when 23 
exposed to thyroid hormone triiodothyronine (spiked mode) (Fini et al. 2007). Of the 24 tested 24 
chemicals, EC10 values could only be derived for 3 chemicals, bisphenol A, triphenylphosphate and 25 
chlorophene, in unspiked mode in the ChgH-GFP assay, while 17 of the tested chemicals were 26 
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active in spiked mode. In contrast, 7 and 5 of the 20 tested chemicals were active in spiked and 1 
unspiked mode, respectively, in the THbZIP-GFP (XETA) assay. 2 
 3 
4.2.3 Reactive modes of action 4 
Two bacterial assays, the Ames fluctuation test (ID 13) and Ames microplate agar (ID 14) assays, 5 
were applied to assess mutagenicity in 22 and 12 tested chemicals, respectively. In both assays, 6 
benzo(a)pyrene was the only active chemical, despite a large number of the tested chemicals 7 
predicted to be potentially active based on mode of action analyses. 8 
 9 
4.2.4 Adaptive stress response pathway 10 
Induction of the oxidative stress response was assessed using the AREc32 assay (ID 15), with 9 of 11 
the 18 tested chemicals active in the assay. All active chemicals were predicted to be likely active 12 
based on the ARE GeneBLAzer assay in the ToxCast database (US EPA 2015), with cytotoxicity 13 
masking induction for four of the chemicals (fipronil, diclofenac, carbendazim and perfluoroctanoic 14 
acid) predicted to be likely active. 15 
 16 
4.2.5 Apical effects in whole organisms 17 
Between 47 to 88% of the tested chemicals were active in the whole organism assays indicative of 18 
apical effects. Diclofenac, bisphenol A, chlorophene and triclosan all caused an effect in bacteria, 19 
algae, crustaceans and embryonic fish (Table 3). Furthermore, 4-nonylphenol, cyprodinil, diazinon, 20 
diuron, propiconazole and triphenylphosphate also produced a response in all apical assays, with the 21 
exception of the Microtox assay (ID 16), which has a solubility cutoff for baseline toxicants with 22 
high melting points as described in more detail by Escher et al. (2017). Benzo(b)fluoranthene had 23 
no effect in any of the assays up to the highest tested concentration, while effects were only 24 
observed for metoprolol at concentrations above 1×10-3 M in the algae growth inhibition (ID 17) 25 
and Daphnia immobilization (ID 18) assays. Fipronil, triclocarban and benzo(a)pyrene only 26 
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produced a positive response in the Daphnia immobilization assay, with no observed effect at the 1 
highest concentrations tested in the other apical assays. 2 
 3 
5. Discussion 4 
5.1 Suitability of the bioassay test battery to detect representative pollutants 5 
The majority of assays indicative of induction of xenobiotic metabolism, adaptive stress responses 6 
and apical effects in whole organisms were able to detect a large number of studied chemicals 7 
compared to assays indicative of hormone receptor-mediated effects or reactive modes of action. In 8 
many cases, the same chemical was active in a number of assays, but at different concentrations 9 
(Figure 2A). For example, consistent with mechanistic considerations, the endocrine-active 10 
chemical bisphenol A induced an effect at lower concentrations in the MELN, anti-MDA-kb2 and 11 
Cyp19a1b-GFP assays compared to the AREc32 assay and apical endpoints. While some modes of 12 
action, such as endocrine disruption, were well covered by assays indicative of specific effects, 13 
other modes of action were covered indirectly by the whole organism assays indicative of apical 14 
effects. This suggests that a single bioassay cannot be representative for all effects but the applied 15 
bioassay battery was generally suitable to detect the effect of the selected pollutants.  16 
The discrepancy between expected and observed activity in the same bioassay (Figure 2B) 17 
could be attributed to several factors including the quality of the expected activity data and 18 
solubility issues. For example, the experimental results from the GR CALUX assay had the lowest 19 
correspondence with the expected activity, but many of the chemicals expected to be potentially 20 
active were based on a theoretical match with mode of action from QSAR predictions, rather than 21 
being based on experimental data. Furthermore, many of the studied pollutants showed less effect 22 
than predicted in the Microtox assay due to the solubility cutoff for chemicals with high melting 23 
points, which is discussed in more detail in Escher et al. (2017) and which might also apply for 24 
other bioassays.  25 
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Bioassays are typically applied to enriched water samples, with solid-phase extraction 1 
commonly used. In order to assess whether the studied assays were suitable for detecting the 2 
individual compounds from the list of studied water contaminants at environmentally relevant 3 
concentrations, occurrence data were compared with the EC values. Busch et al. (2016) reported the 4 
95th percentile of all measured environmental concentrations (MEC95) from six studies on 5 
European rivers, with the maximum MEC95 reprinted in Table S7. Based on the MEC95 values the 6 
MELN assay could potentially detect bisphenol A and genistein in water samples after 17 and 15-7 
fold enrichment, respectively, while the Daphnia immobilization assay could detect chlorpyrifos 8 
and diazinon in water samples after 17 and 3-fold enrichment, respectively (Table S7). A larger 9 
number of assays, including AhR CALUX, HG5LN-hPXR, PPARγ-bla, Anti-MDA-kb2, ZELH-10 
zfERalpha and ZELH-zfERbeta2, are potentially able to detect more of the studied chemicals with 11 
up to 500-fold enrichment. However, it is important to note that in environmental samples, 12 
bioassays will not detect single compounds, but rather mixtures of compounds. Therefore, it does 13 
not mean that a particular bioassay is unsuitable for water quality monitoring if a single chemical is 14 
not detected. It is rather likely that none of the known pollutants cause an effect alone, but instead it 15 
is the mixture effect that will be detected by the assay. This is termed a “something from nothing” 16 
effect (Silva et al. 2002), which has been demonstrated numerous times in defined mixture 17 
experiments where chemicals mixed at concentrations below their observable effect level show an 18 
effect in combination. 19 
 20 
5.2 Comparing cellular effects with whole organism specific effects 21 
Three in vitro assays indicative of activation of ER in a human cell line (MELN) and zebrafish cell 22 
lines (ZELH-zfERalpha and ZELH-zfERbeta2) and two whole organism assays indicative of ER-23 
regulated effects in early life-stage fish (Cyp19a1b-GFP (zebrafish) and ChgH-GFP (medaka) were 24 
applied in the current study, allowing a comparison of estrogenic effects between different cell lines 25 
and different organisms. While 9 of the tested chemicals (diazinon, bisphenol A, 26 
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triphenylphosphate, 4-nonylphenol, chlorpyrifos, benzo(a)pyrene, benzo(b)fluoranthene, 1 
terbutylazine and genistein) were active in the MELN assay, only two, bisphenol A and genistein, 2 
had a response in the ZELH-zfERalpha and ZELH-zfERbeta2 assays. This could be due to either 3 
species-specific differences in sensitivity or selectivity, as has previously been observed in 4 
environmental samples for the studied assays (Sonavane et al. 2016), and/or due to the higher 5 
metabolic capacity of the hepatic zebrafish cell line, which may potentially lead to more 6 
biotransformation of the test compounds than the MELN assay, which is based on a breast cancer 7 
cell line (Le Fol et al. 2015). At the organism level, the Cyp19a1b-GFP assay results were very 8 
consistent with the ZELH-zfERalpha and ZELH-zfERbeta2 assays, with bisphenol A and genistein 9 
able to induce the expression of ER-regulated aromatase in the developing brain. Other bisphenol 10 
compounds have also been shown to induce estrogenic responses in the studied zebrafish in vitro 11 
and whole organism assays (Le Fol et al. 2017). This emphasizes the relevance of applying fish-12 
specific in vitro assays, as well as early life-stage organism assays, for environmental risk 13 
assessment.  14 
The ChgH-GFP assay using medaka embryos also responded to bisphenol A, but genistein, 15 
which was active in all other estrogenic assays, did not induce a response in the ChgH-GFP assay. 16 
This has also been observed in a previous study and was attributed to the lower sensitivity of 17 
medaka to genistein, with reverse transcriptase-polymerase chain reaction (RT-PCR) indicating no 18 
change in choriogenin H or vitellogenin transcription in the presence of genistein (Scholz et al. 19 
2005). In addition to bisphenol A, EC10 values could be determined for triphenylphosphate and 20 
chlorophene in unspiked mode, with triphenylphosphate also active in the MELN assay. The 21 
observed differences between the zebrafish and medaka assays may be due to differences in species 22 
sensitivity to (xeno)-estrogens. It is noteworthy that both transgenic models presented differences in 23 
sensitivity to the reference compound 17α-ethinylestradiol (Figure S2) and to some xenoestrogens 24 
(e.g. bisphenol A and genistein) (Figures S14 and S15), thus highlighting the different intrinsic 25 
sensitivities in the estrogenic response. The exposure duration (96 h for the Cyp19a1b-GFP assay 26 
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and 24 h for the ChgH-GFP assay), the tissue context (brain versus liver) and the metabolic capacity 1 
of the models may account for these differences. The variability in responsiveness and sensitivity of 2 
the many different estrogenicity assays is well known (Kunz et al. 2017) and can be used to 3 
investigate the exact toxic mechanisms and to differentiate true effects from assay interferences 4 
(Browne et al. 2015, Judson et al. 2015). In turn this does not mean that for water quality 5 
monitoring that many different assays indicative of the one endpoint should be used or that one 6 
assay should be favored over others.  However, when undertaking mixture toxicity modeling or 7 
when deriving effect-based trigger values, one should use data from the same bioassay as the BEQ 8 
value will be specific for each assay (Escher et al. 2015a).  9 
 10 
5.3 Are the representative compounds acting specifically or as baseline toxicants on the apical 11 
endpoints? 12 
The majority of tested chemicals were active in the whole organism assays indicative of apical 13 
effects given these endpoints cover effects of multiple toxicity pathways. To determine whether the 14 
tested chemicals were baseline toxicants in the studied assays (0.1 < TR < 10) or if they had a 15 
specific mode of action (TR >10), the derived EC50 values were compared with EC50 values 16 
predicted by baseline toxicity QSARs (Figure 3), with the TR calculated using Equation 14 (Table 17 
S8).  18 
The majority of studied chemicals acted as baseline toxicants (01 < TR < 10) for the 30-min 19 
bioluminescence inhibition assay with A. fischeri (Microtox assay, Figure 3A). The exceptions were 20 
1,2-benzisothiazolinone, which had a TR of 488, and dinoseb, which had a TR of 22. 1,2-21 
Benzisothiazolinone is a biocide and soft electrophile, while the pesticide dinoseb is a potent 22 
uncoupler, meaning that it can interfere with cellular energy transduction (Escher et al. 1996), and 23 
both can have a specific effect on bacteria, as supported by the higher TR. The antibiotic 24 
sulfamethoxazole had a TR of 4.8, thus was not considered as having a specific effect, which was 25 
also observed by Tang et al. (2013), although antibiotics are often specifically acting in bacteria. 26 
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This may be due to the 30 min exposure duration, with previous studies showing that antibiotics 1 
often only have a specific effect on bacteria after longer exposure durations when growth becomes 2 
important (Backhaus et al. 1997).  3 
Despite being based on a different algal species, the experimental data for Chlamydomonas 4 
reinhardtii fit well with the Chlorella vulgaris baseline toxicity QSAR predictions (Figure 3B). The 5 
one chemical expected to be acting specifically was the photosystem II inhibitor diuron, which had 6 
a TR of 852, which confirms earlier studies identifying diuron to be specifically acting on growth in 7 
green algae (Neuwoehner et al. 2008).  8 
Five chemicals, chlorpyrifos, diazinon, fipronil, cyprodinil and triclocarban, had a TR > 10 9 
in the Daphnia immobilization assay (Figure 3C). The most potent chemicals, chlorpyrifos 10 
(TR=123818) and diazinon (TR=96043), are both neuroactive chemicals that inhibit 11 
acetylcholinesterase (AChE), with previous studies showing that daphnids are particularly sensitive 12 
to the AChE inhibitors (Vaal et al. 2000).  13 
Many chemicals act as baseline toxicants in the FET assay (Ellison et al. 2016, Klüver et al. 14 
2016), with the majority of pollutants in our test set showing baseline toxicity. Three compounds, 15 
carbendazim, 1,2-benzisothiazolinone and mefenamic acid, had a TR > 10 in the FET assay (Figure 16 
3D). The fungicide carbendazim had a TR of 1775 and has previously been shown to have a 17 
specific effect in the FET assay (Schmidt et al. 2016). In contrast, the TR was less than 0.1 for 4-18 
nonylphenol, which may be due to its hydrophobicity. The EC50 values of some of the more 19 
hydrophobic compounds, including 4-nonylphenol and triphenylphosphate, were lower in the FET 20 
assay conducted in glass vials than the FET assay run in 96 well polystyrene plates, despite both 21 
assays using a 48 h exposure period. Chemical sorption to the plastic may have reduced the 22 
bioavailable chemical concentration in the 96 well plate assay. This limitation could potentially be 23 
overcome through passive dosing, which has been recently applied to the FET assay using silicone 24 
O-rings (Vergauwen et al. 2015), though this approach has yet to be scaled down to the 96 well 25 
format.  26 
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 1 
5.4 Application of the fingerprinting data for mixture toxicity modeling 2 
Recent work has focused on trying to understand mixture effects of known and analyzed chemicals 3 
compared to the overall risk of known mixtures in wastewater treatment plant effluent and surface 4 
water and it appears that a small number of chemicals determine the overall risk (Backhaus and 5 
Karlsson 2014, Munz et al. 2017). In case studies on water treatment and surface water, some 6 
industrial compounds, including benzothiazoles and fragrance chemicals, may be present at high 7 
concentrations, but they were often less potent than other chemicals and consequently contributed 8 
little to the observed biological effects (Tang et al. 2014). In another study, pesticides present at 9 
lower concentrations than pharmaceuticals were found to be the drivers of toxicity in aquatic 10 
organisms (Munz et al. 2017). 11 
Another approach is to additionally quantify the contribution of detected chemicals to the 12 
observed effect in a bioassay. This helps to not only apportion the toxicity to the various known 13 
constituents of the mixture, but also to estimate the contribution of unknown chemicals in the 14 
mixture effect of the entire water sample. This approach is termed iceberg modeling, because it 15 
allows a quantification of the unknown chemicals contribution to the effect of the mixture without 16 
having to identify them. Both modeling approaches for mixture effects can be combined as we have 17 
demonstrated in previous studies (Neale et al. 2015, Neale et al. 2017, Tang et al. 2013, Tang et al. 18 
2014) but this approach is limited by the lack of effect data for commonly detected chemicals. As a 19 
result, it is often unclear whether the detected chemicals are active, and potentially contributing to 20 
the effect, or inactive in the applied assays. This knowledge gap can be overcome by fingerprinting 21 
the effects of relevant chemicals in bioassays. Consequently, the generated effect data from the 22 
current study can be applied for improved mixture toxicity modeling.  23 
If the majority of chemicals in mixtures are acting in a concentration additive manner, which 24 
has been confirmed for most reporter gene assays and is also supported by the design principle of a 25 
reporter gene assay that is based on a single mode of action, BEQ values from bioanalysis (BEQbio, 26 
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Equation 16) can be compared to BEQ values from chemical analysis (BEQchem, Equation 17) 1 
(Neale et al. 2015). This approach has been applied to a range of water types, using initially 2 
estrogenicity assays (Aerni et al. 2004, Leusch et al. 2010, Murk et al. 2002) but later other reporter 3 
gene assays, such as those that detect additional hormonal effects (König et al. 2017), PXR and 4 
AhR activity (Creusot et al. 2010) or adaptive stress responses (Escher et al. 2013, Tang et al. 5 
2014). 6 
It is more daring to apply the iceberg-modeling concept to apical endpoints in whole 7 
organism tests because, as demonstrated in Section 5.3, single chemicals can have very high TR, 8 
which would mean that diverse modes of action are involved and that the mixture model of 9 
concentration addition would not necessarily apply. However, in those studies simulating 10 
environmental mixtures using the Microtox assay, water pollutants were typically well described by 11 
the mixture toxicity model of concentration addition (Escher et al. 2017, Tang et al. 2013), therefore 12 
the iceberg-modeling approach should also be feasible for this endpoint. Likewise for the 13 
investigated water pollutants, the TRs in the FET assays were fairly low, which means that potential 14 
specific effects were not of high potency; therefore, it can be expected that deviations from the 15 
model of concentration addition would not be substantial.  16 
In contrast, for algae and daphnia, some of the water pollutants that were tested here had 17 
high TRs and therefore the assumption of concentration addition can be challenged. In practice, we 18 
observed that concentration addition was a robust tool for algal toxicity when considering typical 19 
water pollutants at concentrations encountered in environmental water samples (Tang et al. 2013), 20 
but this remains to be confirmed for daphnids. Ongoing experiments with defined mixtures of the 21 
water pollutants presented here, carried out within the framework of the EU project SOLUTIONS 22 
(www.solutions-project.eu) will hopefully shed more light on these questions.  23 
Using the EC values fingerprinted in the current study, mixture toxicity modeling of Danube 24 
River samples previously presented in Neale et al. (2015) was revised for the HG5LN-hPXR, 25 
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MELN and FET assays. The revised REPi values are shown in Table S9, while the REPi values 1 
used previously can be found in Table 3 of Neale et al. (2015). 2 
The percentage of effect explained by individual detected chemicals for both existing and 3 
revised mixture toxicity modeling is shown in Figure 4. EC values in the HG5LN-hPXR assay are 4 
now available for 17 of the detected chemicals, but even with the additional chemicals, only 0.2% 5 
of PXR activation can be explained. Previously, there was no information about the effect of 6 
genistein in the HG5LN-hPXR assay, but using the new effect data genistein was found to 7 
contribute to over half of the explained effect in some of the samples. A similar picture emerges for 8 
the FET assay; although EC values are now available for 19 chemicals, they account for less than 9 
0.4% of the observed effect. Since a large number of chemicals can produce a response in both of 10 
these assays, the low fraction of effect that can be explained is not surprising, even with EC values 11 
for up to 19 chemicals. In contrast, much of the observed effect in the MELN assay at some sites 12 
can already be explained, with the new EC values having a negligible effect as diazinon and 13 
terbutylazine are weakly active in the assay. It should be noted that the contribution of some of the 14 
detected chemicals changed with the revised EC values, with some chemicals found to be more or 15 
less potent than the previously published. For example, estrone was found to be more potent in the 16 
MELN assay than previously reported by Pillon et al. (2005). This exercise highlights the 17 
importance of applying effect-based tools for water quality assessment as targeted chemical analysis 18 
alone often provides a limited view of the chemical burden. 19 
 20 
6. Conclusions 21 
A battery of bioassays covering different modes of action was assembled in the current study to 22 
detect the effects of representative water pollutants. It is important to stress that the exact type of 23 
bioassay is not essential but a diverse panel of bioassays that includes apical endpoints is essential, 24 
as well as specific bioassays indicative of crucial steps in toxicity pathways relevant for 25 
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micropollutants occurring in surface water. This is why the selection of bioassays was also guided 1 
by what types of effects were detected in the surface water samples.  2 
All studied chemicals were active in at least one of the applied assays, with the industrial 3 
compound bisphenol A active in 70% of the studied assays. As expected, more chemicals were 4 
active in the assays indicative of apical effects, but the concentrations at which some chemicals 5 
induced an effect were much lower in assays that were based on a specific pathway/mechanism. For 6 
example, genistein and bisphenol A were more responsive in the ER mediated assays compared to 7 
the whole organism assays. These patterns illustrate how important it is to combine bioassays with 8 
apical endpoints and specific pathway endpoints to comprehensively capture the hazard potential of 9 
micropollutants in surface water. 10 
There was reasonable agreement between the experimental results and the expected activity, 11 
though the data mining exercise highlighted the lack of available data, particularly for some 12 
recently developed mechanism-based assays, which is a common limitation of such investigations. 13 
Effect data for individual chemicals are required as input parameters for mixture toxicity modeling 14 
and the data generated in the current study will be applied in ongoing and future studies to assess 15 
the mixture effects of representative pollutants in river and other water samples.   16 
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Table 1: The applied assays with the number of chemicals tested per assay and the number of chemicals active in each assay. 21 
Assay ID Assay name Measured endpoint or molecular target Method reference 
No. of tested 
chemicals 
No. of active 
chemicals 
1 AhR CALUX Activation of aryl hydrocarbon receptor (AhR) Brennan et al. (2015) 18 7 
2 HG5LN-hPXR Activation of pregnane x receptor (PXR) Lemaire et al. (2006) 34 20 
3 PPARγ-bla 
Binding of chemicals to peroxisome proliferator-
activated receptor gamma (PPARγ) 
Invitrogen (2010) 18 4 
4 MDA-kb2 Activation of androgen receptor (AR) Wilson et al. (2002) 24 3 
5 Anti-MDA-kb2 Inhibition of androgen receptor (AR) Wilson et al. (2002) 25 12 
6 MELN Activation of estrogen receptor (ER) Balaguer et al. (1999) 34 9 
7 ZELH-zfERalpha Activation of estrogen receptor (ER) Cosnefroy et al. (2012) 34 2 
8 ZELH-zfERbeta2 Activation of estrogen receptor (ER) Cosnefroy et al. (2012) 34 2 
9 GR CALUX Activation of glucocorticoid receptor (GR) Van der Linden et al. (2008) 20 0 
10 cyp19a1b-GFP cyp19a1b gene expression Brion et al. (2012) 26 2 
11 ChgH-GFP 
Estrogen receptor (ER) modulation, modulation 
of steroidogenesis 
Spirhanzlova et al. (2016) 24 17 
12 THbZIP-GFP (XETA) Modulation of thyroid hormone signaling Fini et al. (2007) 20 9 
13 Ames fluctuation test Mutagenicity (+/-S9) Reifferscheid et al. (2012) 22 1 
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14 Ames microplate agar Mutagenicity (+/-S9) 
DeMarini et al. (1989), 
Mortelmans and Zeiger (2000) 
12 1 
15 AREc32 Induction of oxidative stress response Escher et al. (2012) 18 9 
16 Microtox Inhibition of bioluminescence (Escher et al. 2017) 34 16 
17 Algal growth inhibition Growth inhibition OECD (2011) 17 12 
18 Daphnia immobilization test Immobilization OECD (2004) 17 15 
19 FET (96 well plate) Mortality OECD (2013) 20 13 
20 FET (glass vial) Mortality OECD (2013) 29 17 
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Table 2: Summary of the selected test chemicals, their mode of action, proposed annual average concentration environmental quality standard (AA-22 
EQS), maximum hazard quotient in Busch et al. (2016) and chemical score given in this study. 23 
Chemical 
ID 
Chemical CAS No. 
Molecular 
Weight  
(g/mol) 
Chemical use 
group 
Mode of actiona 
Annual Average 
Environmental 
Quality Standards 
(µg/L) 
Maximum 
hazard 
quotient† 
(Busch et 
al. 2016) 
Chemical 
score* 
1 1,2-Benzisothiazolinone 2634-33-5 151.18 Biocide 
Skin sensitization 
(soft electrophilic 
reactive toxicity)b 
 7.88×10-4g 6 
2 
2,4-
Dichlorophenoxyacetic 
acid 
94-75-7 221.04 Herbicide Synthetic auxin 0.2e 1.78×10-3 4 
3 4-Nonylphenol 104-40-5 220.35 
Industrial 
Chemical 
Endocrine disruption 0.043e; 0.3f 2.14×10-2  5 
4 Benzo(a)pyrene 50-32-8 252.32 
Combustion  
by-product 
Nucleic acid damage 1.7×10-4f 4.88×10-3 4 
5 Benzo(b)fluoranthene 205-99-2 252.31 Combustion  Nucleic acid damage  3.34×10-3 4 
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by-product 
6 Bezafibrate 41859-67-0 361.83 Pharmaceutical Lipid metabolism 2.3e 4.15×10-2 4 
7 Bisphenol A 80-05-7 228.29 
Industrial 
Chemical 
Endocrine disruption 0.24e 2.10×10-2 5 
8 Carbamazepine 298-46-4 236.28 Pharmaceutical 
Ion channel 
modulation 
2.0e 1.48×10-3 4 
9 Carbendazim 10605-21-7 191.19 Fungicide Mitosis, cell cycle 0.44e 2.65×10-2 4 
10 Chlorophene 120-32-1 218.68 
Industrial 
Chemical 
Skin sensitization 
(soft electrophilic 
reactive toxicity)c 
 4.19×10-3 5 
11 Chlorpyrifos 2921-88-2 350.59 Insecticide Neuroactive 4.6 10-4e 1.07×10-1 6 
12 Clofibric acid 882-09-7 214.65 Herbicide Synthetic auxin  5.64×10-3 5 
13 Cyprodinil 121552-61-2 225.29 Fungicide 
Protein biosynthesis 
inhibition 
0.33e 5.34×10-3 4 
14 Diazinon 333-41-5 304.35 Insecticide Neuroactive 0.012e 4.67×100 5 
15 Diclofenac 15307-86-5 296.15 Pharmaceutical Antiinflammatory 0.05e 6.77×10-2 5 
16 Dinoseb 88-85-7 240.21 Herbicide 
Respiration inhibition, 
uncoupler of 
 1.65×10-3 5 
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oxidative 
phosphorylationd 
17 Diuron 330-54-1 233.10 Herbicide 
Photosynthesis 
inhibition 
0.07e; 0.2f 7.06×10-1 6 
18 Fipronil 120068-37-3 437.15 Insecticide Neuroactive  1.44×10-1 4 
19 Flutamide 13311-84-7 276.21 Pharmaceutical Endocrine disruption  - 2 
20 Genistein 446-72-0 270.24 Phytoestrogen Mitosis, cell cycle  6.13×10-4 4 
21 Hexadecylpyridinium 7773-52-6 304.54 
Industrial 
Chemical 
Cell membrane 
disruption 
 1.24×102 2 
22 Mefenamic acid 61-68-7 241.29 Pharmaceutical Antiinflammatory 1.0e 8.70×10-2 5 
23 Metolachlor 51218-45-2 283.80 Herbicide Mitosis, cell cycle  3.23×10-2 4 
24 Metoprolol 37350-58-6 267.37 Pharmaceutical Beta blocker 8.6e 3.51×10-4 3 
25 Perfluorooctanoic acid 335-67-1 414.07 
Industrial 
Chemical 
Carcinogen, 
Endocrine disruption, 
lipid metabolism 
 1.63×10-3 3 
26 Picoxystrobin 117428-22-5 367.32 Fungicide Respiration inhibition  - 3 
27 Propiconazole 60207-90-1 342.23 Fungicide 
Sterol biosynthesis 
inhibition 
 3.49×10-2 4 
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28 Sulfamethoxazole 723-46-6 253.28 Antibiotic Antibiotic 0.6e 9.81×10-4 4 
29 Tebuconazole 107534-96-3 307.82 Fungicide 
Sterol biosynthesis 
inhibition 
0.24e 2.40×10-3 4 
30 Telmisartan 144701-48-4 514.62 Pharmaceutical 
Angiotensin receptor 
or enzyme 
 3.09×102 4 
31 Terbutylazine 5915-41-3 229.71 Herbicide 
Photosynthesis 
inhibition 
0.22e 3.86×10-1 4 
32 Triclocarban 101-20-2 315.59 Biocide Lipid metabolism  1.64×10-2 3 
33 Triclosan 3380-34-5 289.55 Biocide 
Lipid metabolism, 
uncoupler of 
oxidative 
phosphorylationd 
0.02e 4.22×10-1 4 
34 Triphenylphosphate 115-86-6 326.29 
Industrial 
Chemical 
Neuroactive  2.01×10-2 4 
aBusch et al. (2016); bBasketter et al. (1999); cYamarik et al. (2004); dSpycher et al. (2008); eProposed by Oekotoxzentrum (2017); fEuropean Commission (2013). 24 
†maximum hazard quotient in fish, daphnia or algae is presented. *Chemical score based on rank in the hazard quotient list, the availability of an EQS, a unique 25 
mode of action that is not covered by a higher ranked chemical, diversity of chemical use group, specific mode of action that is covered by the test battery, specific 26 
mode of action that leads to expectation of enhanced toxicity in the whole organism bioassays and not readily biodegradable based on BIOWIN. Further information 27 
is provided in Table S1.  28 
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Table 3: Effect concentrations EC (M) for the selected water pollutants in the studied assays. Lowest observable effect concentration (LOEC) reported 29 
for the ChgH-GFP (spiked) and THbZIP-GFP (XETA) assays. SE=standard error, CI=95% confidence intervals. 30 
Chemical AhR CALUX (1) 
HG5LN-hPXR 
(2) 
PPARγ-bla (3) MDA-kb2 (4) 
Anti-MDA-kb2 
(5) 
MELN (6) 
ZELH-zfERalpha 
(7) 
ZELH-
zfERbeta2 (8) 
 EC10 ± SE EC10 ± SE EC10 ± SE EC10 ± SE ECSR0.2 ± SE EC10 ± SE EC10 ± SE EC10 ± SE 
1,2-Benzisothiazolinone - >3.00×10-5 - - - >3.00×10-5 >3.00×10-5 >3.00×10-5 
2,4-
Dichlorophenoxyacetic 
acid 
- >3.00×10-5 - >2.00×10-4 >2.00×10-4 >3.00×10-5 >3.00×10-5 >3.00×10-5 
4-Nonylphenol (1.36±0.06)×10-5 >3.00×10-5 >1.07×10-5 >2.00×10-4 >6.67×10-5 (9.69±0.61)×10-7 >1.00×10-5 >1.00×10-5 
Benzo(a)pyrene (8.38±0.55)×10-10 >1.00×10-5 >4.61×10-6 (5.20±0.40)×10-6 (1.29±0.14)×10-6 (5.30±0.69)×10-7 >1.00×10-5 >1.00×10-5 
Benzo(b)fluoranthene (8.23±0.94)×10-10 >3.00×10-5 >3.96×10-6 (5.08±0.69)×10-6 >2.00×10-4 (7.26±1.35)×10-7 >1.00×10-5 >1.00×10-5 
Bezafibrate - >3.00×10-5 - - - >3.00×10-5 >3.00×10-5 >3.00×10-5 
Bisphenol A >4.47×10-5 (4.75±0.48)×10-6 >2.51×10-5 >6.67×10-5 (1.72±0.24)×10-7 (6.91±0.21)×10-8 (1.41±0.19)×10-6 (2.86±0.27)×10-6 
Carbamazepine - (3.63±0.32)×10-5 - >2.00×10-4 (5.37±1.48)×10-5 >3.00×10-5 >3.00×10-5 >3.00×10-5 
Carbendazim >2.00×10-5 >3.00×10-6 >5.44×10-6 >2.00×10-4 >2.00×10-4 >3.00×10-6 >3.00×10-6 >3.00×10-6 
Chlorophene >9.67×10-5 (1.02±0.06)×10-5 >1.01×10-5 >2.00×10-4 (2.10±0.24)×10-7 >3.00×10-5 >3.00×10-5 >3.00×10-5 
Chlorpyrifos (1.25±0.10)×10-6 (5.11±0.34)×10-6 >5.84×10-5 >2.00×10-4 (1.42±0.16)×10-5 (8.91±0.41)×10-6 >3.00×10-5 >3.00×10-5 
Clofibric acid - >3.00×10-5 - - - >3.00×10-5 >3.00×10-5 >3.00×10-5 
Cyprodinil (6.36±0.88)×10-6 (5.26±0.23)×10-6 >4.21×10-5 >2.00×10-4 (1.34±0.36)×10-5 >3.00×10-5 >3.00×10-5 >3.00×10-5 
Diazinon (1.35±0.06)×10-5 (1.44±0.11)×10-6 (5.30±0.46)×10-5 >2.00×10-4 (8.77±0.58)×10-6 (8.53±0.34)×10-6 >3.00×10-5 >3.00×10-5 
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Diclofenac >1.37×10-4 (3.78±0.32)×10-5 (1.21±0.09)×10-6 >2.00×10-4 >6.67×10-5 >3.00×10-5 >3.00×10-5 >3.00×10-5 
Dinoseb - >3.00×10-5 - - - >3.00×10-5 >3.00×10-5 >3.00×10-5 
Diuron - (3.64±0.34)×10-5 - >2.00×10-4 >5.00×10-5 >3.00×10-5 >3.00×10-5 >3.00×10-5 
Fipronil >3.32×10-6 (6.35±0.78)×10-6 >1.64×10-6 >2.22×10-5 (1.83±0.24)×10-6 >3.00×10-5 >3.00×10-5 >3.00×10-5 
Flutamide - (2.17±0.10)×10-6 - - (2.07±0.08)×10-7 >3.00×10-5 >3.00×10-5 >3.00×10-5 
Genistein >1.30×10-5 (1.24±0.13)×10-6 >1.41×10-5 (4.14±0.42)×10-5 >3.33×10-5 (1.22±0.23)×10-8 (9.71±0.71)×10-7 (2.54±0.37)×10-8 
Hexadecylpyridinium - (1.00±0.11)×10-6 - >1.00×10-5 >5.56×10-7 >1.00×10-5 >1.00×10-5 >1.00×10-5 
Mefenamic acid - (1.08±0.06)×10-5 - >2.00×10-4 >6.67×10-5 >3.00×10-5 >3.00×10-5 >3.00×10-5 
Metolachlor - (2.68±0.11)×10-7 - - - >3.00×10-5 >3.00×10-5 >3.00×10-5 
Metoprolol - >3.00×10-5 - >2.00×10-4 >2.00×10-4 >3.00×10-5 >3.00×10-5 >3.00×10-5 
Perfluorooctanoic acid >1.18×10-4 >3.00×10-5 >2.19×10-5 >2.00×10-4 >6.67×10-5 >3.00×10-5 >3.00×10-5 >3.00×10-5 
Picoxystrobin - (1.73±0.21)×10-5 - - - >3.00×10-5 >3.00×10-5 >3.00×10-5 
Propiconazole >2.20×10-5 (2.94±0.18)×10-6 >2.23×10-5 >2.00×10-4 (2.87±0.39)×10-6 >3.00×10-5 >3.00×10-5 >3.00×10-5 
Sulfamethoxazole - >3.00×10-5 - - - >3.00×10-5 >3.00×10-5 >3.00×10-5 
Tebuconazole - (1.88±0.27)×10-6 - - - >3.00×10-5 >3.00×10-5 >3.00×10-5 
Telmisartan (1.57±0.08)×10-5 >5.00×10-6 (1.43±0.10)×10-7 >2.00×10-4 >5.00×10-5 >5.00×10-6 >5.00×10-6 >5.00×10-6 
Terbutylazine - (1.03±0.06)×10-5 - - - (1.52±0.06)×10-5 >3.00×10-5 >3.00×10-5 
Triclocarban >4.80×10-6 >3.00×10-5 >3.31×10-7 >3.33×10-6 >2.22×10-6 >1.00×10-5 >1.00×10-5 >1.00×10-5 
Triclosan >8.50×10-5 (1.77±0.16)×10-6 >2.05×10-6 >7.41×10-6 (6.52±0.68)×10-7 >3.00×10-5 >1.00×10-5 >1.00×10-5 
Triphenylphosphate 
 
>1.00×10-6 (9.10±0.26)×10-7 (4.24±0.34)×10-6 >2.00×10-4 (6.25±1.13)×10-6 (1.71±0.09)×10-6 >3.00×10-5 >3.00×10-5 
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Chemical 
GR 
CALUX 
(9) 
cyp19a1b-GFP (10) ChgH-GFP (11) THbZIP-GFP (XETA) (12) 
Ames fluctuation 
test (13) 
Ames microplate 
agar (14) 
 
 EC10 ± SE EC10 ± SE (M) 
EC10 (unspiked) 
(M) 
LOEC 
(spiked) 
(M)† 
LOEC (unspiked) 
(M)† 
LOEC (spiked) 
 (M)† 
EC10 ± SE ECIR1.5  ± SE (M) 
 1,2-Benzisothiazolinone - - - - - - - - 
 2,4-
Dichlorophenoxyacetic 
acid 
>4.52×10-4 >3.00×10-5 >4.52×10-4 3.39×10-4b >4.52×10-4 >4.52×10-4 - - 
 4-Nonylphenol >2.84×10-5 >2.50×10-6 >2.27×10-6 2.27×10-6b - - - - 
 Benzo(a)pyrene >9.91×10-5 >3.00×10-6 - - - - (1.70±0.11)×10-7c (6.90±0.79)×10-6c 
 Benzo(b)fluoranthene - >3.00×10-6 >3.96×10-8 >3.96×10-8 >3.96×10-8 >3.96×10-8 >9.91×10-8 >3.96×10-3 
 Bezafibrate >2.76×10-4 - - - - - - - 
 Bisphenol A >1.10×10-4 (1.58±0.09)×10-6 (1.24±0.21)×10-5 2.19×10-6a 1.64×10-5a 1.64×10-5a >1.10×10-5 >1.31×10-2 
 Carbamazepine - >3.00×10-5 >1.27×10-4 1.27×10-4a 8.56×10-5a >1.27×10-4 >4.23×10-4 - 
 Carbendazim >2.64×10-4 >3.00×10-5 >2.62×10-6 >2.62×10-6 >2.62×10-6 >2.62×10-6 - - 
 Chlorophene >5.72×10-5 >3.00×10-6 (5.27±0.70)×10-6 4.57×10-6a >9.14×10-5 >9.14×10-5 >1.43×10-6 >1.37×10-4 
 Chlorpyrifos >3.57×10-5 >3.00×10-6 >2.85×10-6 2.85×10-6a 1.43×10-6a 7.13×10-6a >2.85×10-5 - 
 Clofibric acid - - - - - - - - 
 Cyprodinil >4.44×10-4 >1.00×10-5 >8.88×10-6 4.44×10-6a - - >1.61×10-5 >4.44×10-3 
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 Diazinon >1.64×10-5 >1.00×10-4 >6.16×10-5 8.21×10-6a 4.11×10-5a >6.16×10-5 >1.64×10-5 >3.29×10-2 
 Diclofenac >3.38×10-5 >1.00×10-6 >1.57×10-4 1.57×10-4b >1.59×10-4 7.86×10-5a >3.38×10-5 >3.38×10-2 
 Dinoseb - - - - - - >4.16×10-7 - 
 Diuron >2.15×10-4 >3.00×10-5 >8.58×10-5 4.29×10-5a >8.58×10-5 >8.58×10-5 >4.29×10-5 >4.29×10-2 
 Fipronil - >3.00×10-5 >2.29×10-7 2.29×10-7b >2.29×10-6 >2.29×10-6 >2.29×10-7 - 
 Flutamide - - - - - - >3.62×10-7 - 
 Genistein >2.31×10-5 (4.20±0.24)×10-7 >3.70×10-6 >3.70×10-6 >3.70×10-6 >3.70×10-6 >4.63×10-6 >1.11×10-3 
 Hexadecylpyridinium - >3.00×10-7 >2.79×10-8 >2.79×10-8 >2.79×10-8 >2.79×10-8 - - 
 Mefenamic acid - >3.00×10-6 >4.14×10-5 3.11×10-5a >2.07×10-6 2.07×10-6a - - 
 Metolachlor - >3.00×10-5 >3.52×10-5 >3.52×10-5 - - >2.22×10-8 - 
 Metoprolol >3.74×10-4 >3.00×10-5 >1.02×10-4 >1.02×10-4 5.11×10-5a 5.11×10-5a >3.74×10-5 - 
 Perfluorooctanoic acid >1.12×10-4 >3.00×10-5 >2.42×10-4 1.81×10-4a 2.42×10-4a >2.42×10-4 - - 
 Picoxystrobin - - - - - - - - 
 Propiconazole >7.31×10-5 >3.00×10-5 >2.92×10-6 2.92×10-7a >2.92×10-6 >2.92×10-6 >7.31×10-6 >8.77×10-3 
 Sulfamethoxazole - - - - - - >3.95×10-7 - 
 Tebuconazole - - - - - - >3.25×10-7 - 
 Telmisartan - >1.00×10-6 >9.72×10-6 >9.72×10-6 - - - - 
 Terbutylazine >4.35×10-4 >3.00×10-5 - - - - >4.37×10-7 - 
 Triclocarban >3.17×10-4 >3.00×10-7 >3.17×10-6 1.58×10-6a >1.59×10-7 >1.59×10-7 - - 
 Triclosan >2.16×10-5 >1.00×10-6 >1.73×10-6 >1.73×10-6 >1.73×10-6 >1.73×10-6 >1.08×10-6 >1.04×10-3 
 Triphenylphosphate >1.92×10-5 >3.00×10-5 (2.08±0.20)×10-6 3.06×10-6a 6.13×10-6a >6.13×10-6 >1.92×10-6 >3.06×10-2 
ap-value <0.01; bp-value <0.05 cbenzo(a)pyrene only active with S9 31 
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 32 
Chemical AREc32 (15) 
Microtox (16) 
Escher et al. (2017) 
Algae growth 
inhibition (17) 
Daphnia 
immobilization 
test (18) 
FET (96 well plate) 
(19) 
FET (Glass vial) (20) 
 ECIR1.5 ± SE EC50 (95% CI) EC50 (95% CI) EC50 (95% CI) EC50 (95% CI) EC50 (95% CI) 
1,2-Benzisothiazolinone - 1.62(1.44 to 1.83)×10-5 - - - 2.14(1.94 to 2.37)×10-5 
2,4-Dichlorophenoxyacetic 
acid 
- 2.34(2.03 to 2.69)×10-3 - - - >7.71×10-4 
4-Nonylphenol (6.73±0.73)×10-5 >2.50×10-5*  6.78(6.48 to 7.08)×10-6 7.21(6.80 to 7.64)×10-8 2.71(2.10 to 3.51)×10-5 5.09(4.54 to 5.69)×10-6 
Benzo(a)pyrene (2.22±0.10)×10-7 >1.90×10-5 >3.00×10-4 5.12(4.46 to 5.87)×10-9 >2.48×10-5 >3.94×10-5 
Benzo(b)fluoranthene (2.33±0.16)×10-7 >1.78×10-5 >3.00×10-5 >1.19×10-5 >2.48×10-5 >1.92×10-5 
Bezafibrate - 2.56(2.35 to 2.79)×10-3 - - >2.76×10-4 >3.21×10-5 
Bisphenol A (1.24±0.11)×10-4 6.08(5.66 to 6.52)×10-5 1.12(1.03 to 1.21)×10-4 1.86(1.02 to 3.40)×10-5 6.67(5.94 to 7.50)×10-5 7.67(7.15 to 8.24)×10-5 
Carbamazepine - 7.41(6.29 to 8.72)×10-4 - - 1.59(1.13 to 2.25)×10-4 >4.23×10-4 
Carbendazim >1.24×10-4 >1.20×10-2 - - - 1.94(1.50 to 2.50)×10-6 
Chlorophene (7.49±0.71)×10-5 2.42(2.13 to 2.75)×10-5 1.26(1.18 to 1.36)×10-5 2.21(1.93 to 2.53)×10-6 2.07(1.74 to 2.46)×10-5 1.13(1.05 to 1.23)×10-5 
Chlorpyrifos >1.31×10-4 >2.82×10-4 1.85(1.76 to 1.95)×10-5 2.42(1.95 to 3.00)×10-10 >2.84×10-4 >2.45×10-5 
Clofibric acid - 2.07(1.98 to 2.16)×10-3 - - - >2.39×10-3 
Cyprodinil (2.75±0.11)×10-5 >4.57×10-5* 2.71(2.48 to 2.97)×10-5 1.49(1.10 to 2.02)×10-7 5.61(4.76 to 6.61)×10-6 2.78(2.56 to 3.03)×10-6 
Diazinon >1.30×10-4 >1.12×10-3 2.51(2.36 to 2.66)×10-4 4.86(4.29 to 5.49)×10-10 2.36(2.24 to 2.50)×10-5 1.84(1.49 to 2.27)×10-5 
Diclofenac >1.00×10-3 1.28(1.23 to 1.33)×10-4 8.66(7.56 to 9.92)×10-4 0.98(0.87 to 1.10)×10-4 4.19(3.68 to 4.77)×10-5 4.33(3.15 to 5.96)×10-5 
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Dinoseb - 1.43(1.36 to 1.50)×10-5 - - - - 
Diuron - >1.54×10-4* 3.44(3.04 to 3.89)×10-7 0.98(0.91 to 1.07)×10-4 4.43(3.58 to 5.48)×10-5 1.30(1.19 to 1.43)×10-5 
Fipronil >4.00×10-4 >3.47×10-6* >3.00×10-5 0.96(0.62 to 1.49)×10-7 >2.86×10-5 >4.61×10-5 
Flutamide - >4.67×10-5* - - 1.98(1.62 to 2.44)×10-5 - 
Genistein (7.15±0.46)×10-5 >6.61×10-4 >3.00×10-5 >3.70×10-5 1.10(0.72 to 1.68)×10-5 1.91(1.46 to 2.50)×10-5 
Hexadecylpyridinium - 8.34(7.72 to 9.63)×10-6 - - - - 
Mefenamic acid - 3.55(3.29 to 3.38)×10-4 - - - 0.92(0.61 to 1.39)×10-5 
Metolachlor - 7.33(6.65 to 8.09)×10-4 - - - 2.51(1.56 to 4.05)×10-4 
Metoprolol - >9.12×10-3 2.51(2.25 to 2.81)×10-3 1.54(1.29 to 1.83)×10-3 >3.74×10-4 >2.92×10-3 
Perfluorooctanoic acid >3.79×10-4 4.45(4.23 to 4.69)×10-3 - - - 2.16(1.98 to 2.35)×10-3 
Picoxystrobin - >1.05×10-3 - - - - 
Propiconazole >4.59×10-5 >6.92×10-4 4.00(3.48 to 4.18)×10-5 1.09(0.74 to 1.59)×10-5 6.48(5.03 to 8.35)×10-5 5.09(4.88 to 5.31)×10-5 
Sulfamethoxazole - 1.48(1.40 to 1.56)×10-3 - - - - 
Tebuconazole - 2.67(2.49 to 2.87)×10-4 - - - 4.84(3.75 to 6.25)×10-5 
Telmisartan >4.04×10-5 >4.79×10-3 - - - >8.01×10-6 
Terbutylazine - >1.78×10-3 - - - >2.46×10-5 
Triclocarban (4.81±0.40)×10-6 >6.31×10-4 >3.00×10-5 4.06(3.20 to 5.15)×10-8 >1.98×10-5 >4.18×10-6 
Triclosan (1.71±0.14)×10-5 3.02(2.90 to 3.15)×10-5 1.01(0.96 to 1.07)×10-6 1.05(0.86 to 1.30)×10-6 4.66(3.79 to 5.72)×10-6 1.47(1.25 to 1.73)×10-6 
Triphenylphosphate >3.81×10-4 >1.82×10-3 3.57(3.36 to 3.80)×10-5 1.81(1.28 to 2.57)×10-6 3.16(1.88 to 5.31)×10-5 6.30(5.58 to 7.11)×10-6 
*EC50 > water solubility Cwsat (salt) (Escher et al. 2017).  33 
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Figure 1: Design of the panel of bioassays/biological endpoints (ovals) recommended for water 34 
quality assessment and where they are situated along the adverse outcome pathway (boxes). The 35 
cyp19a1b-GFP and ChgH-GFP assays were also included in the study, but are not shown in the 36 
Figure. 37 
 38 
Figure 2: A) Summary of experimental results of this study with the selected representative water 39 
pollutants. Active chemicals are grouped according to their effect concentration (EC) with yellow 40 
indicating least potent and red indicating most potent, inactive chemicals are shown in green, and 41 
grey indicates no experimental data (all EC values can be found in Table 3) and B) comparison 42 
between the experimental results from the current study and the expected activity based on the data 43 
mining exercise. 44 
 45 
Figure 3: Experimental log(1/EC50) values versus QSAR-predicted log(1/EC50) baseline toxicity 46 
values for A) Microtox, B) algal growth inhibition, C) Daphnia immobilization test and D) 48 h 47 
FET. Note 48 h FET experimental log(1/EC50) values are the average of two assays. TR=toxic ratio. 48 
 49 
Figure 4: Percent effect elucidated by enriched water samples from different sites of the Danube 50 
River explained by detected chemicals for HG5LN-hPXR based on A) literature EC values and B) 51 
EC values measured in the present study, MELN based on C) literature EC values and D) EC values 52 
measured in the present study and FET based on E) literature EC values and F) EC values measured 53 
in the present study (Figures 4A, C and E are reprinted with permission from Neale et al. (2015). 54 
Linking in vitro effects and detected organic micropollutants in surface water using mixture-toxicity 55 
modeling. Environmental Science & Technology, 49(24): 14614-14624. Copyright 2015 American 56 
Chemical Society). 57 
 58 
 59 
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Highlights 
• Bioassay battery for water quality assessment assembled and applied to 34 
chemicals 
• Data mining exercise highlighted lack of available effect data for mixture 
modeling 
• All chemicals active in at least one assay, with bisphenol A active in 70% of 
assays 
• Diversity of possible modes of action advises complementary use of apical 
endpoints 
• Single chemical contribution to observed effect shown by mixture toxicity 
modeling 
 
