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Graphische Darstellung von Matrizen durch das Biplot *l
Von K. R. Gabriel, G. Rave und E. Weber
Zusammenfassung
Die Beobachtungsdaten vieler Untersuchungen werden in Form von Zwei-Weg-Tafeln wiedergegeben, die sich häufig gut
durch eine Matrix vom Rang 2 approximieren lassen. Jede Zeile bzw. jede Spalte dieser Matrix wird durch je einen
Vektor dargestellt und zwar so, daß jedes Element der Rang-2-Matrix exakt das innere Produkt des entsprechenden
Zeilen- und Spaltenvektors ist (Biplot). Die dafür erforderliche Singular-Value-Decomposition wird an Hand geome-
trischer Darstellungen erläutert. Vielseitige Anwendungen werden am Beispiel einer umfangreichen Statistik der FAO
und einem linearen Modell mit Interaktionen aus einem Klimaeignungsversuch gezeigt.
Summary
The data of`many studies are given by two-way-tables which can often be approximated by a matrix of rank 2. Each
row and column resp. of this matrix is represented by a vector as follows; each element of the matrix is exactly
the inner product of the corresponding row- and columnvector (biplot). The necessary singular-value-decomposition
is shown by means of'geometrical illustrations. Several applications are shown by a chart of.EAO-statistics as
well as by a linear model with interactions between the yield of barley and climate.
1. Einleitung
Die Beobachtungsdaten vieler Untersuchungen werden in Form
von Zwei-Weg-Tafeln, d.h. in Form einer Matrix wiederge-
geben, die sich dann häufig sehr gut durch eine Matrix vom
Rang 2 approximieren läßt. Durch das von GABRIEL (1971)
beschriebene Biplot lassen sich solche Matrizen graphisch
darstellen, indem jede Zeile bzw. Spalte der Matrix durch
je einen Vektor repräsentiert wird und zwar so, daß jedes
Element der Rang-2-Matrix exakt das Innere Produkt des ent-
sprechenden Zeilen- und Spaltenvektors ist. In den folgen-
den Ausführungen sollen die hierfür notwendigen Operationen
an Hand einer Folge von geometrischen Darstellungen erläu-
tert werden.
Grundlage für das Biplot ist die Singular-Value-Decomposi-
tion, die bisher überraschend selten in der entsprechenden
Literatur berücksichtigt wird (siehe z.B. ECKART u. YOUNG
(1939) und GOOD (1969)). Es soll deshalb zuerst einmal
kurz auf diese eingegangen werden.
2. Singular-Value-Decomposition (SVD)
Innerhalb der weiteren Ausführungen werden Matrizen mit
großen lateinischen Buchstaben bezeichnet, wobei die je-
am
+)Diese Arbeit entstand im.Rahmen eines von der DFG geför-
derten Forschungsvorhabens zum Thema "Data Analysis".
weilige Ordnung der Matrix hinzugefügt sein kann
Xfxc. Die c Spalten- und r Zeilenvektoren sind entspre-
H N
_-«tn
chend mit_x(j) [j=1 (1)cj bzw. xi [i=1(1)r¶, die einzelnen
Elemente mit xij [i=1(1)r; j=1(1)c] sowie Rang (X) mit
x gekennzeichnet.
Die Zerlegung einer beliebigen reellen Matrix Ynxm in 3
Matrizen der Form
Y1^P<m 2 (Py><n)'A:y><:v Q1/*IH ( )
1
= pí...p§¶ diag (Ä1...ky)E11...gá]'
wird als Singular-Value-Decomposition (SVD) von Y bezeich-
net, wenn
a) die Elemente A1...Ay der Diagonalmatrix A nur positive
Werte aufweisen und
b) die Zeilenvektoren von P und Q, p1...py bzw._g1...gy,
orthonormale Basen des Spaltenraumes V(Y) bzw. Zeilen-
raumes V(Y') sind, d.h.
P P' = Q Q' = Iy (2)
wobei Iy die Einheitsmatrix der Ordnung y sei.
Die Ak Ü&=1(1)y] werden als singuläre Werte der Matrix Y
und_gk und pk als zugehörige singuläre Vektoren bezeichnet
Die SVD in (1) kann, wie leicht zu sehen ist, ebenfalls
geschrieben werden als
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Y
Y = Z X P q 'nxm K21 kek-k
_... y y ı
,_ -F _ y _
1' 2(>l P )g'1 kzl k xl k
y
y ' X (Ä P lg'_-n. _ -K21 k kn k _
Die einzelnen Spaltenvektoren y(j) werden danach durch die
SVD als Linearkombinationen der orthonormalen Basis
ph ... py aus V(Y) und die Zeilenvektoren Xi als solche
der orthonormalen Basis Q4 ... Ey aus V(Y') dargestellt.
2- 1 'P21222221212-s_<lP.1:-§ıPs¬±'lê'lı:@.';'_l §PP§_Pı2s1_Y§1§P91:§12
Unter Berücksichtigung von (2) erhält man
2YY' = P' A Q Q' A P = P' A P, (Aa)
Y'Y = Q' A P P' A Q = Q' A2 Q. (Ab)
Die Xi entsprechen damit dem positiven Wert der Wurzel
aus den Eigenwerten Xi > O von Y'Y oder YY', erhalten aus
dem charakteristischen Polynom
det (Y'Y - ıgim) = o (sa)
bzw. 2
det (YY' - Ä In) = O. (5b)
Die rechten und linken singulären Vektoren_gk und pk sind
den zu den einzelnen Ai > O gehörigen Eigenvektoren von
Y'Y bzw. YY' gleichzusetzen:
gk = gš--š-- erhalten aus (Y'Y-AšInQgg“= 0 (öa)
ll ll




Die Reihenfolge der y singulären Werte (Ak) auf der Dia-
gonalen von A, d.h. deren Indexwert k, kann beliebig ge-
wählt werden, solange die zugehörigen rechten und linken
singulären Vektoren innerhalb P und Q den gleichen Wert k
als Spaltenindex erhalten.
Im weiteren sollen die Ak immer der Größe ihrer numeri-
schen Werte nach geordnet sein, also
A1 3_A2 2_... 3_Ay. (7)
Solange die Äk ungleich sind, ist die SVD eindeutig, wenn
man davon absieht daß die y singulären Vektoren q und p' -k -ek
jeweils durch (-1)gk und (-1)pk ersetzt werden können.
2- 2 Leaëëzêgueızeë seeëgbaâë
Die SVD führt direkt zu der Least-Squares-Approximation
von Y durch eine Matrix vom Rang s<y (HOUSEHOLDER u. YOUNG
(1938)), hier als Yfs] bezeichnet:
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2 1'l ITI
“Y-Y H = §<w rw ifPi iè„„1 'J <sgj (ä
=.anrutsu2ıRaa<B›5sı
Man erhält Yísl auf Grund der SVD in Gleichung (3) durch









Ein Maß für die Güte der Anpassung ist:
p@]=1- nr«ß]n%nYu2
= ııY[,]ıı2/ııYıı2 <1o›
: tI'(Y [S] 'Y [S] )/`l3I'(Y'Y)
= t1°(Q[S]'A2 [S]Q|:s])/'ÜI°(Q'/\2Q)
>40!
2 Y 2= / Z Ä .
k=1Ä K=1 K
3. Graphische Darstellung von Matrizen
Eine exakte Darstellung von Matrizen im 2-dimensionalen
Raum ist natürlich nur für Matrizen vom.Rang §2 möglich.
So wird für die folgenden geometrischen Darstellungen
lediglich von solchen Matrizen ausgegangen. Eine Verall-
gemeinerung ist jedoch insofern gegeben, als jede Matrix
vom Bang >2 durch ihre Rang-2-Approximation (siehe 9) dar-
gestellt werden kann, solange die Güte der Anpassung dem
jeweiligen Problem gerecht wird.
Als Beispiel für die geometrischen Darstellungen wird die
folgende Matrix Z herangezogen mit 2-variaten Beobach-
tungen an 6 Individuen:
` 3 5 "
zfl 2.5 4
Z = . = 3 2.5 (11)
I 1 3.5
Z, 1.5 2
_ 6 1 1
In Abb. 1 sind die Zeilenvektoren.zi von Z dargestellt.
Durch Einführung der gegenüber den Koordinatenachsen Z1
und Z2 um den Mittelwertsvektor der Zeilen
§'= å@-±z==n 1 na
verschobenen Koordinatenachsen Y1 und Y2 erhält man
__ 1 2 _
0.5 1




Für die Darstellung von Standardabweichung und Korrelation
der Variablen (Spaltenvektoren) sowie Abstandsmaßen der
Individuen (Zeilenvektoren) ist es zweckmäßig, von dieser
spaltenzentrierten Matrix auszugehen. Die zugehörige SVD
lautet:
Y = P' A Q
2//I6 o všö/2 o 1//š 2//š
1//I6 o o /I6/2 -2//5 1//5 (ıua)
L I o -1//ê t
-1//F3 o
-2//FT o
Abb. 1: Darstellung der Datenmatrix Z bzw. Y








3- I ı ı ı
N®°”l "<-3




















q21=- sinne =-cos oc 1 Y1
lš
15
Abb. 2: Die Matrix Y des ursprünglichen Koordinaten-~
systems bezogen auf die Hauptachsen A1 und A2
Ferner erhält man für die Varianz-Kovarianz-Matrix der
Spaltenvektoren von Y:
_ 1 _ 1
_ 1 , 2- E:í Q A Q
1 4.5 Ll.O O.9 0.8
_ 5 A.o 10.5 _ 0.8 2.1
3-1 §§§a@§r§:K9Pz§n§ra§iPeësllieës
Die SVD stellt die Zeilenvektoren einer Matrix als Linear-
kombinationen der orthonormalen Basis Ek ihres Zeilenrau-
mes dar (siehe (3)). In Abb. 2 sind die Basisvektoren
cosfl _ 1h/5 _ -sin<1 _ -2ßÜ5.gi = _ - und Q2 - _
sin OL 2/1/5 cos oc 1//5
aus (lüa) sowie neue Koordinatenachsen A1 und A2 in Rich-
tung dieser Vektoren eingetragen. Der Übergang auf die
Achsen A1 und A2 entspricht geometrisch einer Drehung der
ursprünglichen Achsen Y1 bzw. Y2 um den Winkel.d = 63.50
und algebraisch einer Transformation mit der orthogonalen
Matrix der SVD.
1 2 3 Z1 Q1 : íší QQQ] I Loos d -sin.a:]_ (15)
sin.a cos d
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Man erhält also die Koordinaten.der Zeilenvektoren von Y
bezüglich der neuen Achse Al und A2 als:
{Ã'.'í Q'} 5 A : [§(1) §(2)1
= YQ' = P'1\QQ' = P'1\ (16)
mit der 2-variaten Varianz-Kovarianz-Matrix SA.
_ 1 _ 1 _ 1 2
SA -í_-1-A'A -E1?? -“ñrí A
* (17)
2 A,2 = diag (A1*2, Ä2*2),
D.h. die Spaltenvektoren von Y nach der Transformation,
nämlich_a(1) und_a(2), sind unkorreliert (orthogonal),
wobei die Standardabweichung ihrer Elemente
sê(1) = Äâ = VBT5' und sê(2) = Äš = /T5 (18)
ist.
Die Ellipse mit den Hauptachsen der Halbachsenlänge Äí und
Ä; in Richtung der Koordinatenachsen A1 und A2 - diese ist
in Abb. 3 dargestellt - wird Standard-Konzentrationsellipse,
kurz Standardellipse, genannt. Sie erfaßt die Variabilität
der Matrix Y wie folgt:
Jede Linearkombination der Spalten von Y
_ . 2 2 __y_(L) _ 1111“) + n2_y_(-2) mit Til + T12 - 1, (19)
also mit Koeffizientenvektor der Länge 1, kann durch eine
Gerade repräsentiert werden, die mit der Steigung n2/nl
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Abb. A: Transformation der Ellipse der Matrix Y
in einem Einheitskreis
durch den Ursprung des Koordinatensystems verläuft. In
Abb. 3 wurde z.B. die Gerade YL der Linearkombination
_X(L) = (¬;š)l(1) + (-7%Jy(2) eingetragen. Projiziert man
die Standardellipse orthogonal auf diese Gerade, so ent-
spricht die Entfernung des Projektionspunktes Ey(L) vom
Ursprung der Standardabweichung sy(L) der Linearkombina-
tion_y(L). Die Ellipse erfaßt so die Variabilität von Y in
allen Richtungen, d.h. für alle möglichen Linearkombina-
tionen y(L) entsprechend (19). Als Spezialfall ergibt sich,
daß die Standardabweichungen in Richtung der Koordinaten-
achsen A1 und A2 - wie schon in (18) angeführt - den hal-
ben Hauptachsenlängen Äí und Äš der Ellipse entsprechen.
A1 und A2, häufig auch als Hauptachsen bezeichnet, geben
damit die Richtungen an, für die die Standardabweichung
maximal bzw. minimal ist.
3- 2 êëêëëlêëëi ëlšš
In Abb. A sind die Endpunkte der Zeilenvektoren yi von Y
bezüglich der Koordinatenachsen A1 und A2 dargestellt.
Ebenfalls eingetragen wurde die Standardellipse.
f
Ein mögliches Abstandsmaß für zwei Individuen (Zeilenmerk-
male) in Y ist die Strecke zwischen den entsprechenden
Zeilenvektorendpunkten:
via., = llyfi- yfell = lly_'iQ' - _x'eQ'll für i†@ (20)
Dieses Abstandsmaß charakterisiert jedoch vorhandene Affi-
nitäten zwischen den Zeilenmerkmalen nur schlecht. Die den
Zeilenvektoren_y2 und y5 entsprechenden Individuen werden
mehr Gemeinsamkeiten zeigen als die yä und yu entsprechen-
den Individuen, da erstere innerhalb, letztere aber außer-
halb der Standardellipse liegen; trotzdem sind die Abstands-
neße t2 5 und t3 M in diesem Beispiel gleich. Es ist des-
9 3
halb eine Standardisierung der Abstandsmaße vorteilhaft.
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Abb. 5: Geometrische Darstellung der Spaltenvektoren
der Matrix Y (Näheres s. Text)
Stauchung bzw. Dehnung der Standardellipse in Richtung der
Hauptachsen A1 bzw. A2 zum Einheitskreis. Diese Operation
entspricht einer Transformation der Zeilenvektoren mit
der Inversen Ä*-1 von Ä*. Man findet demnach die Koordi-
naten der standardisierten Zeilenvektoren bezüglich der
Achsen A1 und A2 als
{(Z_viQi)›\* 1]› = PiAQQiA>ı< 1
(21)
= /n-1 P' E G W
und die standardisierten Abstandsmaße
dije = iiåä ` Egli ° (22)
Bezüglich der ursprünglichen Koordinatenachsen Y1 und Y2
erreicht man die Standardisierung entsprechend durch die
Inverse der Varianz-Kovarianz-Matrix der Spaltenvektoren
Y aus (1Ab):
2 _ _ 2
di,e " “gi
= (“'1><B<±>"p<e>>'(R<±>'2<e›>
= <1,-ger Q'1\*"2Q<1,-gp ma)
= <1f1e>' ia-ä Q'^2Q]`1 <>ıfı›'.e>
= <1±-1.)' [åí Y'Y]`1 <.f›1±-1e>-
3 - 3 §§§12§§1:§ëëi1§i212uııs_u-n§_I§91:ı:§ıë§i912_9§i_1:§zi21:91§§1:
T±:@.ı2§i`91:fı1<1i§i<21.2_s1§1:_§1<2ël§<:>.1:±
Für die Darstellung der Zeilenvektoren Zi der spaltenzen-
trierten Ausgangsmatrix Y (siehe Abb. 1 und 2) waren die
Koordinaten der Zi bezüglich der Koordinatenachsen Y1 und
Y2 die Zeilenelemente yij in den einzelnen Spalten von Y.
Diese Darstellung wurde geändert mit der Standardisierung
der Zeilenkonfiguration durch Stauchung bzw. Dehnung der
Standardellipse zum Einheitskreis (siehe Abb. M). Will man
die yij als Spaltenelemente aus der standardisierten Form
der Zeilen - dargestellt durch_gi' = /n-1 pzi) - wieder-
erhalten, so müssen die Einheitsvektoren, (1, O) und (O, 1)
in Richtung der ursprünglichen Koordinatenachsen Y1 und Y2
durch die reziproke Operation zu der der Standardisierung
der Zeilen verändert werden. D.h. die Einheitsvektoren als
Punkte des Einheitskreises werden Punkte der Standard-
ellipse. Das ist in Abbildung 5 dargestellt, so daß aus
den Vektoren (1, O) und (O, 1) die neuen Vektoren.hí und
h2 erhalten werden.
1
Die Transformationsmatrix für die standardisierte Darstel-
lung gi' der Zeilenvektoren.2i' ist entsprechend (21) ge-
geben als Q\A*_1. Dabei bewirkt.A*_1 E T die auf Grund der
Standardisierung geänderte Skalierung entlang der Achsen
Al und A2, während durch Q' allein der Übergang auf dieses
Kbordinatenachsensystem (siehe (1b)) erreicht wird. Man
erhält damit die Vektoren.hí und Q2 als
gl = <1, 0›Q'T`1 = g_(1)i* (23a›
bzw. _1
_ - >I<_h2 - (O, 1)Q'T _ g(2)A (23b)
mit reziproker Skalierung entlang der Achsen A1 und A2.
Unter Berücksichtigung von (21), (23) und (1) erhält man
nun šíëj = “Fi 221) ^* <;s›
= Bin ^fl<j› <2“
= yij
Das zeigt, daß eine Rekonstruktion der Matrixelemente yij
durch Bildung des Inneren Produktes der standardisierten
Zeilenvektoren gi mit den reziprok transformierten Spalten-
vektoren.hÜ erreicht wird.
Ferner erhält man aus (23)
h.'h : q'-. A*2q
__ 1 , 2 _ L v' ñfí 2<j>^ <ı› ' n-1 Y<j›f>'<ı>
Dieser Ausdruck entspricht auf Grund von (Mb) der Kovari-
anz der j-ten und l-ten Spalte von Y, so daß für deren
Standardabweichung s bzw. Korrelation r direkt,Olga Y-<3.-i› l<.i››1<ı›
S = ||h.|| mit S =./o"'.'9"u.nd S = ./§3 (26)
im *J im im
und
r = cos(š h.,h ) = +.5819 (27)2'-<.ı'››1<ı› "J -1
_ OQ1, §2 - sms
3-“ 12ë§_1Z›i2l<2§
Man kann nun die Vektoren hj von H = Q'A* (siehe (23))
sowie die Vektoren gj von G = /H31 P' (siehe (21)) wie in
Abbildung 6 in einer Graphik darstellen, um aus dieser auf
einen Blick ablesen zu können:












*] O ] Ä1
Abb. 6: Das Biplot der Matrix Y
1. die Standardabweichung sy der Elemente der einzelnen
Spaltenvektoren von Y '_(J) bzw. Z (Variable), darge-
stellt durch die Länge der Vektoren hd;
2. die Korrelation r zwischen den Spaltenvektorenif-<j>›1<ı> 1
(Variable), die dem Kosinus des Winkels zwischen den
Vektoren.hj und hl entspricht;
3. die standardisierten Abstandsmaße di e zwischen den
.9
Zeilen von Y bzw. Z (Individuen), dargestellt durch die
Strecke zwischen den Endpunkten gi und ge und, da
Y = G H'
A. den numerischen Wert des Elementes yij von Y, darge-
stellt durch das Innere Produkt von gi und hä
y.. = å. 'ä1_.
1*] 1 J (28)
Z °°S(21êi›D5)]|ši]] ]]Dj]]'
Für Matrizen Y = G H; vom Rang >2 erhält man, wie bereits
erwähnt, eine approximierte Darstellung durch das Biplot
der zugehörigen Rang-2-Approximationsmatrix Y[2] =
GL2] H[2]' (siehe (9)). Dabei ist die Approximationsgüte
(siehe (10)) der Teilmatrizen H und G durch GL2] bzw. Híg]
unterschiedlich:
H= pm = ııH[2]l|2/\|Hıı2 = MQ' ^*2Q >/1=1~<Q'^*2Q>[2] [2]
2 2 2: 2 2 3' 2 (29)2 ||Y[2]|| /]|Y|] íšl /išl
<1
[§0 =||G ||2/||e||2=@1~<i= P' )/t1~(P1>«>[2] [2] [2] [2] (30)
= 2/y.
Die Approximationsgüte für G durch G{?] und damit auch die
Approximationsgüte der standardisierten Abstände di j ist
3























































































































































































































































































































































allein abhängig vom.Rang (Y) und danüt in jedem Fall unbe-
friedigend. Die im Biplot dargestellten Abstände sollten
deshalb nicht als Approximation der standardisierten Ab-
stände des y-dimensionalen Raumes angesehen werden, sondern
als solche, für die allein in der vom Biplot erfaßten Ebe-
ne des Raumes eine Standardisierung erfolgte (GABRIEL,
1971). Das erscheint insofern vorteilhaft, als nicht mehr
allen y Dimensionen des Raumes gleiches Gewicht zukommt.
A. Beispiele für das Biplot
4-1 Eiif2iL›§†21:12l§íß_2~:'_i12_s.121:_E=:12ël21:212s_if21;1_129_L«ë1;1221:12-
Den folgenden Darstellungen liegt eine Liste aus den Daten
der FAO-Statistiken von 1971 zugrunde (erstellt von Prof.
Dr. A: WEBER, Institut für Agrarpolitik und Marktlehre der
Universität Kiel). Für jedes der 130 Länder sind in einer
Zeile der Verbrauch in mg pro Kopf und Tag für folgende
Eiweißarten als Variable angegeben:
1. Fleisch von Rauhfutterfressern 6. Getreise
2. Schweine und Geflügel 7. Wurzeln und Knollen
3. Eier 8. Hülsenfrüchte
A. Milch 9. Gemüse und Obst
5. Fisch
Die Abkürzungen der Ländernamen sind der Tab. 1 zu entneh-
men. Obgleich die Approximationsgüte des Biplots der Abbil-
dung 7 nur A2.50%+31.87%=7A.37% beträgt, gewährt es zu-
nächst einen relativ guten Einblick in die aus 130 Zeilen
und 9 Spalten bestehende Datenmatrix hinsichtlich der zu
Beginn des Abschnittes 3.A genannten statistischen Maßzah-
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TAN: r
O 1
weichungen der 9 Eiweißarten und die Zusammenhänge zwischen
ihnen erkennbar. So sind z.B. die miteinander hochkorre-
lierten Vektoren für Milch und Rauhfutterfresser negativ
korreliert mit dem.Vektor für Hülsenfrüchte, aber diese
3 Eiweißarten sind unkorreliert (orthogonal) zu dem Getrei-
devektor. Die beiden Vektoren für Eier sowie Obst und Ge-
müse fallen bei diesem Maßstab zusammen. Länder, in denen
eine bestimmte Eiweißart in Relation zu den übrigen Ei-
weißarten bevorzugt auftritt, sind um diesen betreffenden
Vektor gruppiert, wie z.B. Jugoslawien, VAR, Rhodesien,
Türkei, Syrien, Iran, Irak usw. um den Getreidevektor.
Die europäischen Länder mit vergleichbar ähnlichem Lebens-
standard bilden deutlich sichtbar eine Gruppierung in dem
Biplot. Entsprechendes gilt für die auch geographisch be-
nachbart liegenden südostasiatischen Länder Thailand, In-
dien, Vietnann Kambodscha, Burma und Laos. - Die Länder
des Mittelmeerraumes liegen hauptsächlich um den Getreide-
Vektor.
Die Originaldaten der Tabelle können durch innere Produkte
von zwei Längen geometrisch angenähert werden und zwar
durch die Länge des betreffenden Eiweißvektors hj und die
Länge der orthogonalen Projektion des Ländervektors gi
auf hj. Das heißt, wenn das betreffende Land in der Nähe
Abb. 8: Gruppierung der Länder nach Einkommen in $ pro
' Kopf und nach m2 iandwirtschafiııieher Nutz-
fläche (LN) je Kopf
der Vektorspitze einer Eiweißart liegt, wie z.B. Jugosla-
wien und Getreidevektor, dann ist der entsprechende Tabel-
lenwert positiv und sehr hoch. Umgekehrt ist die Eiweiß-
menge aus Getreide (bezogen auf zentrierte Werte) für
Kolumbien negativ und sehr niedrig, da es in entgegenge-
setzter Richtung zum Getreidevektor liegt. Hingegen ist
Fisch für Kolumbien die wichtigste Eiweißquelle. - Die zu
dem Zeitpunkt der Datenerhebung ausgesprochen unterernähr-
ten afrikanischen Länder wie Kongo, Zaire, Ruanda und Bu-
rundi (links unten in dem Biplot) liegen deutlich entgegen-
gesetzt der Hauptrichtung der wichtigsten Eiweißquellen
Getreide, Milch und Fleisch.
Weiterhin kann das Ausmaß der Differenz zwischen zwei Län-
dern i und e hinsichtlich einer Eiweißart leicht ersehen
werden an dem inneren Produkt der Eiweißvektorlänge hj und
der orthogonalen Projektion der Differenz der Vektorlänge
der beiden Länder gi - ge auf hj. Die Projektion selbst
entspricht der standardisierten Differenz auf hj. (Die
Differenz gi-ge entspricht der Länge von der Vektorspitze
gi zu der von ge). So ist z.B. der Unterschied im Getrei-
deeiweiß zwischen Albanien und Jugoslawien sehr groß, aber
gering hinsichtlich der Eiweißquelle Milch und Fleisch aus
Raufutterfressern. Auf diese Weise kann das Biplot auch
Auskunft geben über alle Differenzen zwischen je zwei Län-
dern hinsichtlich jeder Eiweißart.
Weiterhin ist es über die bekannte Methode der Vektor-
addition möglich, zwei Eiweißvektoren (=Variable) zu einem
Vektor zusammenzuschließen.
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Da das Biplot auf Abbildung 7 auf eine
Abhängigkeit der bevorzugten Eiweißart
bzw. -arten vom Einkomen pro Kopf und
von der landwirtschaftlichen Nutzfläche
(LN) pro Kopf hinweisen, wurden die
Biplots für die entsprechenden Grup-
pierungen (siehe Abb. 8) gezeichnet, die
einen detaillierteren Einblick in die
Eiweißstruktur der Ernährung gewähren
(siehe Abb. 9.1 bis 9.6). Dabei wurden
jedoch die Länder mit einer extremen Kom-
bination der Werte für Einkommen und LN
ausgeschlossen (siehe hierzu Abb. 8 unten
rechts, sowie die Lage von USA, Kanada
und Neuseeland).
Die Lage der einzelnen Länder zueinander
in den Biplots der 6 vorgenommenen
Gruppierungen entspricht im wesentlichen
der des Biplots für alle 130 Länder von
Abbildung 7. Jedoch ist die Differenzie-
rung hinsichtlich der bevorzugten
Eiweißart deutlicher. So liegen in
Abbildung 9.1 die skandinavischen Länder
neben dem Milch- und Fischvektor, Frank-
reich, Großbritannien und Schweiz neben
dem für Rauhfutterfresser. Eier kommen in
diesem Biplot kaum zum Ausdruck. Die Vekto-
ren für Schweine, Geflügel und Hülsenfrüch-
te fallen hier zusammen. Bei der 2. und 3.
Gruppierung (Abb. 9.2 und 9.3) mit nur
7 Ländern zeigt der Rauhfuttervektor
bereits eine wesentlich geringere Varia-
bilität gegenüber der 1. Gruppierung in
Abbildung 9.1. In der 3. Gruppierung
(Abb. 9.3) kommt durch die Länder Japan,
Singapur, Jamaica, Portugal, Hongkong
und Liberia deutlich der Fisch als wesent-
liche Eiweißquelle zum Ausdruck. Der Fisch-
vektor ist gegenüber dem des Biplots von
Abbildung 7 wesentlich länger und
negativ mit~Milch und Getreide korreliert.
Interessant ist jedoch die 4. Gruppierung
(Abb. 9.4) mit 48 Ländern, die sowohl
das niedrigste Einkommen als auch die
Tabelle 2: SVD für die Interaktionseffekte eines Klineeignungsversuches
(Sommergerste 1970)
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Proctor .79 33 1.93
Asse -.47 .74 -1 14
Eigenvektoren §1:
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Cosinus zwischen den Spalten- und Zeilenvektoren
(erster Wert exakt, zweiter Wert Rang(2)-Approximation)
§Hl:Ei2l2§___Am§2l_________ID22l2________¶2i22________Wi§2_____E222§2§_
Impala .77 .74
Union -.06 .99 C) -.04 .84 9)
wisa .oo .23 -.58 -.M8 .A2 .08 G)
Proctor -.53 -.66 -.85 -.99 -.40 -. 76 .46 .58
Asse -.27 -.30 .37 .41 -.06 -.16 -.87 -1.0 -.52 -.52
KJ1:ëi2ı2§____W2§2:2212r§§.__Eië22222â_
Dikopshof -.52 -.65
Seligenstadt .47 .85 -.24 -.16
o6.L1naenh6f .23 .99 f) -.57 -.76
Rottalmünster -.69 -.75 .oo .oo
_§2;is22§§22§__Q2;L22222ë2â___
.73 .76
-.84 -.99 -.40 -.65
a)...f)
ungenügende Rang(2)-Approximation
Werte der Rang(3)-Approximation bei ungenügender Rang(2)-Approximation
a) b) c) d) e) f)
1.40 1.03 -.05 -. 05 .Au -23
geringste landwirtschaftliche Nutzfläche pro Kopf ha-
ben. Sie liegen im wesentlichen in der unteren Hälfte des
Biplots von Abbildung 7. Die für hochentwickelte Länder
der westlichen Welt wichtigsten Eiweißquellen wie Milch,
Fleisch von Rauhfutterfressern, Schweinen und Geflügel
gegen deutlich der Vektor für Hülsenfrüchte, der in Rich-
tung der vorher genannten Hungergebiete zeigt.
Bei der 6. Gruppierung (Abb. 9.6), also der Länder mit
niedrigem Einkommen, aber hoher landwirtschaftlicher Nutz-
sowie Eier komen in diesem.Biplot kaum zum Ausdruck, hin- fläche pro Kopf, tritt der Rauhfuttervektor durch Argen-
EDV in Medizin und Biologie 1/1976
_10..
I ı
._ = h _
gz 2 1.Gruppierung noch LN und 8









` \,\„><¬›@\° Getreide I
 ee*
gg Sfwz _ R Rouhfutter ›














-* 2.Gruppierung noch LN und II




_-'-O -HN'Sf-. . ,I SR 0&0 W\c.I\
Cßs 25 _*










O 2.Komponente = 20, 21%
.DDR 1 Kom nente =6890°/
_ I I I *I . po I '20 -10 0 10 20 so 9 /.0
1





3. Gruppierung noch LN und $
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tinien, Mongolei und Uruguay deutlich
hervor. Die afrikanischen Länder liegen
fast auf einer Linie senkrecht zum Vektor
für Hülsenfrüchte, der wiederum negativ
mit der hochwertigen Eiweißquelle aus
Rauhfutterfressern korreliert ist .
Das vorangegangene Beispiel soll dem
leser demonstrieren, wie auch eine relativ
umfangreiche Tabelle mit den Variablen
(=Eiweißarten) in den Spalten und den
Individuen (=Länder) in den Zeilen dem
konstruierten Einführungsbeispiel gemäß
"auf einen Blick" übersichtlich Auskunft
gibt über die Approximation
der Standardabweichung der Spalten-
Vektoren,
der Korrelation zwischen den Spalten-
Vektoren,
der standardisierten Abstandsmaße
zwischen den Individuen (=Zeilen) und
des numerischen Wertes aufgrund des
Inneren Produktes zwischen Zeilen- und
Spaltenvektor .




Da hier in erster Linie die Interaktion
zwischen den Sorten und den -Orten, d.h.
eine Wechselwirkung zwischen Genotyp
und Umwelt, interessiert, sollen die
Interaktionseffekte des additiven Modells
im Biplot dargestellt werden.
Das additive Modell lautet:
7' μ 'I' ai 'I' +
für i = 1(1)n und ,j = 1(1)m
n=50rte und m=6Sorten
= Ertrag der j -ten Sorte am
i-ten Ort
di = Effekt des i-ten Ortes
Bj = Effekt der j -ten Sorte
(oiB)i- = Interaktionseffekt zwischen der
J j -ten Sorte und dem i-ten Ort
Yij
Signifikante Interaktionseffekte werden
unterstellt (siehe BRADU 1971 und 19714).
ıíiííií
*)Die Daten stellte freundlicherweise
Prof. Dr. K. von Rosenstiel, Nordsaat
GmbH, Waterneverstorf , zur Verfügung
Abb. 9.1-9.3:
Biplot für die entsprechenden' Gruppie-
rungen der Abbildung 8





H? = Yi. ` Y..
CJ?) = 31,5" Y..
Yij " Yi. ' Y.j * Y..
/\
:
Darin bedeuten y das Gesamtmittel, yí
das i-te Zeilenmittel und y J- das j-te
Spaltenmittel .
Die Tabelle 2 zeigt die aus der SVD resul-
tierenden Ergebnisse für die Matrix der
Interaktionseffekte dieses Klimaeignungs-
Versuches.
Die Koordinaten für die Rang(2)-Approxi-
mation mit einer Güte von 90.8% der
Spaltenvektoren (=Sorten) erhält man, wie
eingehend in Kapitel 3.3 beschrieben, aus
den Matrizen G und H mit den Vektoren gl,
gà, ha, h2. Die Approximation der Zeilen-
vektoren (=Orte) beträgt dann nur
2/Rang = 50%. (Siehe Formel (30)).
Besteht nun, wie in diesem Beispiel, ein
Interesse, auch die Zeilen (=Orte) als
Variable aufzufassen, so ist analog zu
Verfahren. Den Matrizen G und H ent-
sprechen die Matrizen K und J mit den Vek-
toren k1,_k2, 11, Q2. (Siehe hierzu die
Tabelle 2). Es sind hier nicht die Frei-
heitsgrade (n-1) und (m-1) wie in Kapitel
3.1 sondern nur n und m entsprechend den
vorangegangenen Arbeiten von GABRIEL
Verwendet worden. Diese beiden Biplots
sind in Abbildung 10 dargestellt.
1å§§1:f«11§122u±2e;_<_1§§_§I:I1:1êi0l9§§_í†2ı:_§ıle
Sorten :
Die auffallend kurze Vektorlänge der
Sorte Union ist darauf zurückzuführen,
daß dieser Vektor in die 3. Dimension
hineinragt. Die Koordinaten für den
Vektor Union sind -.32, -.M6 und für die 3
Dimension 1.29. Die Rang(3)-Approximation
mit 1.40 entspricht gut der exakten
Vektorlänge mit 1.41 Einheiten. Die Vek-
3!
torlängen der übrigen Sorten sind gut an-
gepaßt, wie aus der Tabelle 2 zu entneh-
Abb. 9.4-9.6:
Biplot für die entsprechenden Gruppie-
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6. Gruppierung nach LN und II
Spalten zentriert yü ;= yü - y.j
G 2.K0mp0nente =3l.,58%
N_I G












N,_/._ MAı_3. _ _MON0 _ u/senfrL,Ch%UY Eıer Milch
/>.G 2. “'e'O c'~ 'Ös _Oétß ((99,70 ARG Rau/wu”
PAR 90/ ef
'URU
h1=391t l I t I I1,0 0 10 20 30 1.0 g,
| I 0 1
EDV in Medizin und Biologie 1/1976 11



































































































































































































































































































































































men ist. Entsprechendes gilt auch für die Korrelation zwi-
schen den Sorten. Das GH'-Biplot läßt leicht überschaubar
die unterschiedliche Variabilität der Sorten, verursacht
durch die Orte, erkennen. Sie beträgt bei Asse und Proctor
mehr als das Doppelte der übrigen Sorten. Die Erträge von
Asse und Wisa sowie von Impala und Proctor sind negativ
korreliert (entgegengerichtete Vektoren). Positive Inter-
aktionseffekte bestehen zwischen Proctor und Seligenstadt,
zwischen Wisa und Waterneverstorf sowie zwischen Imala
und Rottalmünster (zusannenfallende Sorten- und Ortsvek-
(toren, d.h. an diesen Orten haben die betreffenden Sorten
den höchsten Ertrag). Negative Interaktionseffekte bestehen
zwischen Impala und Seligenstadt, zwischen Proctor und Rot-
talnünster sowie zwischen Asse und Waterneverstorf (ent-
gegengerichtete Sorten- und Ortsvektoren, d.h. an diesen
Orten haben die betreffenden Sorten den niedrigsten Ertrag)
13›§§1:§§12§uı2e;-<i§§_I5<I1:1ëiel9§§_§ëı:_s1i§_Q1:§§
Für den kurzen Ortsvektor Oberer Lindenhof gilt das glei-
che, was über den Vektor der Sorte Union im.GHf-Biplot
gesagt wurde. Die Koordinaten des Vektors Oberer Linden-
hof sind .50, -.31 und für die 3. Dimension -.8M, und die
Länge der Rang(3)-Approximation mit 1.03 kommt der exakten
Länge mit 1.06 sehr nahe. Die übrigen Approximationen sind
gut. Besonders auffallend ist die durch genetische Unter-
schiede hervorgerufene vergleichsweise hohe Variabilität
am.Ort Rottalmünster. Die phänotypische Differenzierung
ist also hier besonders ausgeprägt im Gegensatz zu dem Ort
Seligenstadt. Die Erträge von Rottalmünster und Dikopshof
sind unabhängig (orthogonal zueinander stehende Vektoren).
Die in entgegengesetzte Richtung zeigenden Vektoren Rot-
talmünster und Seligenstadt weisen auf eine hohe negative
Korrelation der Interaktionseffekte hin (siehe Tabelle 2).
Weitere Zusammenhänge sowie Abstände zwischen den Vektoren
lassen sich leicht ablesen.
6. Ermittlung von multiplikativen bzw. additiven
.Effekten mit Hilfe des Biplots
Da im Beispiel des Kapitels 5 die Wechselwirkung zwischen
Genotyp und Umwelt interessierte, wurden dort die Inter-
aktionseffekte (áš)ij = yij - yí_ - y_j + y__ im.Biplot
dargestellt. Das setzt aber voraus, daß auch tatsächlich
Interaktionen vorhanden sind, d.h. multiplikative Effekte
im Gegensatz zu rein additiven Effekten; denn rein additi-
ve Effekte beruhen ja auf Unabhängigkeit zwischen Zeilen-
und Spaltenmerkmalen.
Die Unabhängigkeit zwischen Zeilen- und Spaltenmerkmalen
läßt sich nun ebenfalls relativ einfach mit Hilfe des Bi-
plots erkennen:
Wir gehen wieder vom linearen Modell aus. Die SVD der Zei-
len- und Spalteneffekte ai + êj = yi - y + y j - y
ist immer vom Rang 2.
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Unter der Voraussetzung Z ai = 2 B. = O erhält man die
i=1 j=1 JSVD von
[Qi + Bj] = .92 .gm + Änß'
,__
1 _ #5 Hall 0 -
mit 0L*, _ 1 ' °
[_ /Tn] 0 /H llßll Q*
_ * _ -1 * _ -1 .Wobel 2 - Hall 2 und ê - Hêll ê 1811-
›=-3.11+:
Die Vektorspitzen der Zeilen und die der Spalten liegen
wegen der Orthogonalität je auf einer Geraden, die senk-
recht zueinander stehen (siehe Abb. 11, punktierte Geraden
und Anmerkungen). Angenommen, eine Zweiwegtafel enthält im
wesentlichen nur additive Effekte, d.h. die Komponente
(áè)íj = yij - yí_ - y'j + y__ ist nahezu Null, dann muß
das Biplot für yij - = yij - y dem Biplot der Zeilen-
und Spalteneffekte von Abbildung 11 ähnlich sein.
Yij' il 2 Oli "' Bj "` (0lß)ij
/ ^ \ / A i\ / A \
Yij' Y.. = fi.“ Y.. * Y._j' Y../ “I Yif Vi.“ f>'.j* Y.,
\"""v'"*“ V' “V
Daten für Zeilen- und Spalten- Interaktionseffekte
Biplot effekte nahezu Null
Dieses Verfahren ist in Abbildung 12 an den Daten des Bei-
spiels von Kapitel Byerläutert, und zwar in Verbindung mit
dem von BRADU (197ü) entwickelten Verfahren zur Auffindung
von Zellen, die ein Abweichen von der Additivität verur-
sachen. Abbildung 12, linke Seite, zeigt das Biplot für
yij - y__, das hinsichtlich der Lage der Vektorspitzen in
keiner Weise der Konfiguration der Vektorspitzen der Zei-
len- und Spalteneffekte von Abbildung 11 gleicht. D.h. es
liegen tatsächlich multiplikative Effekte vor, so daß das
Interaktionsbiplot auch angebracht ist.
werden nun diejenigen Zellen, die ein Abweichen von der
Additivität verursachen, durch Werte unter der Annahme der
Additivität ersetzt (BRADU l97Ä), so geht das Biplot für
yíj - y__ in ein Biplot über, wie das von Abbildung 11 für
die Zeilen- und Spalteneffekte. In Abbildung 12, Mitte,
wurden die Ä Zellen (1F), (2E), (5D) und (SE) ersetzt und
auf der rechten Seite von Abbildung 12 die 9 Zellen (1B),
(10), (iD), (1F), (20), (2F), (UE), (5D) und (5E)-
Angenommen, die in Abbildung 12, oben (Mitte und rechts)
angegebenen Werte wären die Beobachtungen, dann ist auf-
grund des Biplots für yij - y__, das auf Unabhängigkeit
der Zeilen- und Spaltenmerkmale hinweist, ein Biplot für
die "Interaktionsmatrix" ohne Bedeutung. Wie man auch
sieht, sind die Längen der Spaltenvektoren der Interaktions-
matrizen nach Anpassung unter der Annahme der Additivität,
Abbildung 12 , unten (Mitte und rechts), deutlich sicht-
bar reduziert im Vergleich zu denjenigen aus den Original-
daten in Abbildung 12 unten, links.
Man würde also bei entsprechend größerem Maßstab diese Vek-
toren in Abbildung 12, unten (Mitte und rechts), fälsch-
licherweise im Blick auf Interaktionen deuten.
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Ein Verfahren und Programm zur Kovarianzanalyse bei ungleicher
Zellenbesetzung  
Teil 2: Das gemischte Modell
Von W. Nollau
Zusammenfassung
Der in dieser Arbeit vorgeschlagene Algorithmus stellt eine Methode zur Lösung von drei im Rahmen der Varianz-
Kovarianzanalyse mit Kreuzklassifikation auftretenden Problemstellungen dar:
I. Parameterschätzung
II. Parametertests für fixe Effekte
III. Varianzkomponentenschätzung für zufällige Effekte.
Em Teil 1 werden die Probleme I und II behandelt, während auf`Aufgabe III in Teil 2 eingegangen wird. Bei der Lösung
der Schätzaufgaben I und III wird die verallgemeinerte Inverse der Modellkreuzproduktmatrix bzw. gewisser Teilmatrizen
dieser Matrizen verwendet. Die Benutzung des Konzepts der verallgemeinerten Inversen wird bei der Parameterschätzung
nahegelegt durch die Tatsache, daß die Modellmatrix nicht den vollen Spaltenrang hat, die Modellkreuzproduktmatrix also
singulär ist. Die Berechnung der benötigten verallgemeinerten Inversen verursacht den Hauptrechenaufwand des Verfahrens.
Für das Verfahren wurde das FORTRAN-Programm NOVAC (Programmbeschreibung s. E2], Anhang A3) geschrieben, das an ver-
schiedenen Anwendungsbeispielen erprobt wurde [ß]. Ein ausfuhrlicher Bericht über weitere praktische Anwendungen des
Programms soll in einem gesonderten Beitrag folgen [8].
Die vorliegende Arbeit ist eine gekürzte und zusammenfassende Darstellung der in den Berichten [I] und [2] ausführlich
geschilderten Vorgehensweise.
Bummarg
The algorithm proposed in this paper is a method fbr solving three problems concerning analysis of variance and
covariance with crossclassification:
I. Parameter estimation
II. Parameter tests fer fixed effects
III. Estimation of components of variance far random effects.
In part 1 problems I and II are treated, the solution of'problem III is given in part 2. The estimation tasks I and III
are solved using the generalized inverse of the crossproduct matrix of the model and of certain submatrices of this
matrix respectively.
Using the concept of the generalized inverse seems useful, because it is a straightfbrward method for computing the
estimators of the parameters if the model matrix has not full column-rank, which causes the crossproductmatrix of the
model to be singular.
For the algorithm the FORTRAN program NOVAC (iš Appendix A5) was written, which was tested with several examples [3].
A detailed report on practical applications shall be given elsewhere [8].
This paper is an abbreviated and summarized presentation of the methods described in more detail in the reports [1]
and [2].
Die Schätzung der Varianzkomponenten für die zufälligen blems (VK-Schätzproblem) benutzen wir die in [5] als für
Effekte gemischte Modelle sehr günstig empfohlene "Methode 3".
Dieses Verfahren, das erwartungstreue Schätzwerte für die
Die ın Teil 1 beschriebenen Parameter-Tests gelten für Várianzkomponenten liefert, beruht auf Zerlegungen der
Modellmatrix bzw. ihrer Kreuzproduktmatrix und benutzt
eine Beziehung für den Erwartungswert des in der Fehler-
"fixe" Effekte (zu denen wir auch die Kovariaten zählen).
Befinden sich unter den Faktoren des V-Anteils im Modell
"zufällige" Effekte, dann entsteht als dritte Aufgabe im
Rahmen der Kovarianzanalyse die Schätzung der "Varianz-
Komonenten" der Zufallseffekte. Zur Lösung dieses Pro- SSE = §T§ - = yT§ - VEXXÜV
quadratsumme
C Oiå
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auftretenden Abzugsterms, der sog. "Reduktion":
-› _ -›T †-›Red {b} :- y XX y.
Der Hauptrechenaufwand der Methode entsteht durch die
Bildung der verallgemeinerten Inversen verschiedener Teil-
matrizen der Modellkreuzproduktmatrix.
Im einzelnen sieht der Weg zur Gewinnung des Verfahrens
folgendermaßen aus:
+ rD+ U Ä ~ N(6;oâI)
lautet die Reduktion: Bed {E} ==`üTB = (xT§)Tx†§ = §Txx†§.
.. -› “*Fur das Modell: y = Xb
Dies ist eine quadratische Form inıy mit der Matrix
P XT = XX† Orthogonalprojektor in den Spaltenraum1ı<> T
von X
= PT.
Da der Erwartungswert der Reduktion gebildet werden muß,
benötigt man also eine Beziehung für den Erwartungswert
einer quadratischen Form von Y. Bezeichnet man die Matrix
der quadratischen Form mit A, dann lautet diese Gleichung:
-›T-› -*TT + -*T2( ) E{y Ay} = E{b }X AXE{b} + Spur{A-(X- cov{b}X + geI)} =
5
= Spur{XTAXE{bbT}}+ qå Spur{A}.(3)
Eine Herleitung dieser grundlegenden Beziehung findet man
in [2].
Mit A := P T = XX†RKX )
ergibt sich nun:
E{Red{E}} = E{§xx†§} = spur{xTxx†x-E{ßßT}}+
+ tg spur{xx†}.
Wegen XX†X = X und Spur{XX†}= Spur{PRšXT)}
= Rang(xT) = Rang(xTx)
folgt für den Erwartungswert der Reduktion in einem Modell
X mit dem Parametervektor bz
E{Red{š}} = spur{xTxE{B%T}} + Oâ Rang(xTx).
Es wird nun eine Zerlegung des Modells vorgenommen gemäß:
->
b1§ = (X1,X2) [bg] +4e = Xibl + X2b2 + e. 1
\-íviàl
X
IerEkmeıtungswert der Reduktion Red{b1,b2} für dieses










(X X ) X
gleich: f
X
l-\F5 ›Ä l-`-:>41-3X X2
X2 Ø S2 J
gehört die Reduktion: + _, † +
Red{b1} = yX1X1 y,
deren Erwartungswert (bezüglich des vollen Modells
-)~-+X = (X1,X2) genommen) gemäß der obigen.Formel für E{yAy}





T TE{Red{š1}} = spur{ X x1x§(x1,x2)-E{ßß`}}+ Gâ Rang(x1x1) =
_
X x X -++T 2 T= Spur{ E{bb }}+ 0 Rang(X1Xl),
x xl x xlxäxg e
wobei von den Beziehungen:
† _X1X1X1 _ X1
l-H8 ı-›
† _ T † T _ † T _ Tund X X X1 _ X1 (X1X1) - (X1X1X1) - X1,
denen jede verallgemeinerte Inverse genügt, Gebrauch ge-
macht wurde. Die Differenz der Erwartungswerte der Reduk-
tion für das volle und das eingeschränkte Modell liefert
das Ergebnis:
E{Red{š1,š,}} - E{Red{š1}} = E{Red{š1,E2} - Red{%1}} =
Ø Ø
= Spur{ T † E{b~bT}}+gâ[Rang(XmX)- Rang(XíX1X]
Ø X2X -X X1X1Xı\››-il
_ T _ T T † T + _+T_ spur{(x2x, x2x1(x1x1) x1x2)E{b, b2}}+
+ tâ[Rang(xTx) - Rang(x¶x1)]
Diese Gleichung kann in der folgenden Weise zur Bestim-
mung erwartungstreuer Schätzwerte der Varianzkomponenten
des vollen Modells benutzt werden:
Man ersetzt links die Erwartungswerte durch die mit den
entsprechenden Parameterschätzwerten gebildeten Schätz-
werte der Reduktionen:
-›-› -›T.$`. ..μ]_1†-›~› T-›
Red{b1,b2}==a>u b(X) = u X u (u := X y),
»T3Rec{b1} ==a>u1b(x1)= C:AeiI-`-
und ersetzt rechts gemäß:
2si ii
E{b1,6è}==ä> '_ ; JA: Einheitsmatrizen,
t K K.
Ordnung (JÄ) = Anzahl der Param„ des Effekts Ä
* * ++T 2 T ( =I II,...,K)E{Red{b1,b2}} = Spur{
ı-H-ll ro
I-Il
rolä(X X ) X
\
Zu dem gegenüber dem obigen Modell (durch Weglassen von
bg) eingeschränkten Modell:
->y = Xlbl + e
(5)Spur {Matrix} := Summe der Diagonalelemente der Matrix
E{bb }}+0eRang(X X). > A
X2 z .B. I = a - Haupteffekt + Ordnung (JI) = I1;
o2===±>s2e e '
-› -› 2
Art und Anzahl der Varianzkomponentenschätzungen s hängen
von der Art der Zerlegung X = (X1,X2) ab: es treten gerade
die Varianzkomponenten derjenigen Effekte auf, deren Mo-
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V-Anteils ist in Tabelle 2 angegeben. Es wurde dabei dar-
auf geachtet, daß die zum Dreierwechselwirkungseffekt
(abc) gehörigen Spalten (Anzahl = I1 - I2 - I3) nicht in
X1 auftreten, um die Ordnung der Matrix XšX1, deren verall-
gemeinerte Inverse gebildet werden muß, möglichst niedrig
zu halten.
Für die Bestimmung der Matrix M = XšX2-XšX1(X¶X`1)†XTX
12`¬'"'T i(xšxl)
ohne explizite Benutzung der Modellmatrix X ist die Tat-
sache bedeutsam, daß sie sich aus Teilmatrizen der Kreuz-
produktmatrix XTX =: XSX(5) aufbauen läßt, denn die Matri-
zenprodukte XšX2 , XSX1 , XšlX1
setzen sich aus solchen Teilmatrizen zusammen:
Seien e1_,e2, . . . , em die Effekte, deren zugehörige Modell-
Teilmatrizen X ,X , . . . , X in der Matrix X auftreten:e e e 11 2 m
X1 = (Xe1,Xe2, ..., Xem)
und 51,62, . . . ,en die Effekte, deren zugehörige Modell-




xTx-X32 (x x x)-21` `e°e""”e `. 1 2 m
XT
En X
Z XSXQ1/\;;2/\. . ./\gn;e1/\e2/\. . .Aem °
wobei







Resivcıricınzschiiıizung Sš ( 6)
Effeki := Effekt höchster
Ordnung im Modell (7)
Pcırcımeter-Tests; Berechnung der
Berechnung des |s† der N _
„neuen"Pcırdm_- JG Effeki em Voricınzkomponenie




ind __eine Effeki Nein Effek†--EffemGbgeOrbei_ ncıchst nıederer
odell-
eduzierung J O >
'›
Nein
Flußdiagramm zum Programm NOVAC
ııxi-B..
matrix XSX in den Zeilen” die den Effekten OL (6)Bei Modell-Reduzierung wird das reduzierte Modell auf
entsprechen, und den Spalten, die den
Effekten ß entsprechen.
Analog gilt:
TX X = XSX1 1 el/_\e2/\. . ./\em;e1Ae2/\. . .Aem ;
TX X = XS
2 2 0 o ı^8n'
Die spezielle Gestalt dieser Matrizen für einen zwei-
wegigen V-Anteil und die zugehörigen Varianzkomponenten-
gleichungen sind in [2] Anhang A 2 angegeben.
Das oben geschilderte Verfahren zur Varianzkomponenten-
schätzung wird in dem FORTBAN-Programm NOVAO ( [1] , [2] )
verwendet, dessen Wirkungsweise aus dem u.a. Flußdiagremm
zu ersehen ist.
- 
(5)xsx ist der im Foar mi-Program Nov./¬\c [2] für die
Kreuzproduktmatrix verwendete Variablenname .
signifikante Abweichungen gegen das volle Modell ge-
testet( [1] ) .
(7)Die Effekte sind in der in Tab. 2 angegebenen Weise
geordnet: der Dreier-Wechselwirkungseffekt (a b c) hat
die "höchste" Ordnung, die Kovariaten (f i x) haben die
niedrigste Ordnung (der a-Haupteffekt hat die zweit-
niedrigste Ordnung).
Bemerkgng: Im Falle gleicher Zellenbesetzung (orthogonaler
Fall) sind Tests von Nullhypothesen bezüglich der Varianz-
komponenten möglich. Man findet die zugehörigen Teststati-
stiken z.B. in [O] für den Fall des reinen Zufallsmodells
der Varianzanalyse und in [7] für den Fall des gemischten
Modells der Varianzanalyse. Es handelt sich dabei um
F-Statistiken, die die Berechnung von SSQ's (Sums of
Squares) bzw. MQ's (Mean Squares) also eine Streuungs-
zerlegung erfordern.
EDV in Medizin und Biologie 1/1976 19
Zahlenbeispiele
li_ëei§2i§ı
Für die Daten aus [B] S. 757
1 5 k Yijk
1 1 1 11010
1 1 2 3 0 0
1 3 1 6 0 0
2 1 1 1 2 0 0
2 2 1 A 0 0
2 2 2 8 0 O
i
mit dem Modell (in den Bezeichnungen von [5]):
yijk = μ + ai + rj + ck + eijk; i=1,2; j=1,2,3; k=1,2
a: fixer Effekt; r,c: zufällige Effekte
liefert das Programm NOVAC folgende Ergebnisse:
Rest-Varianz: gâ = 10 OOO (in Übereinstimung mit [5],
S- 772);
Varianzkomponenten:
si = 86 333,333 16 (in Übereinstimmung mit
dem Wert, der sich aus
der Formel in §5], S.773
berechnen läßt ;
oâ = 39 999,999 85 (wird in [5] nicht be-
rechnet),
Fixer Effekt az
t-Wert für den Test auf Unterschied zwischen den bei-
den Stufen des Effekts: T1,2 : _1,1
Ergebnis des Signifikanztests: a = O,ü6026 (Irrtumswahr-
scheinlichkeit), also kein signifikanter Unterschied zwi-
schen den beiden Stufen des a-Effekts.
šIi_ëei§0i2l
Mit den Daten aus [6], S. 191:
Faktor B
j _ __ __ ___
i 1 2 3 Ü
f 1 ı
29 35 20 68
U7 50 U5 65
1 47 15 50 75
51 45 1 25
35 15
10 38 20 52
37 2 20 60
40 55 35
26 30 40




1 29 A0 15 33
A5 50 20 36
3 H8 1A MO 32
26 50 25 66
H7 60
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für das Modell (Bezeichnungen aus [6]):
yijâv = μ + ai + bj + (ab)ij + eijgv ; i=1,2,3; j=1,2,},ü
v=1,2,...,nij
mit Zufallseffekten a, b, (ab) liefert das Program NOVAC
folgende Varianzkomponentenschätzungen (in Klammern die
Resultate aus [6], wo ein anderes Verfahren benutzt wird):
sâ = (1u,201819)2 = 201,69166 (201,69);
2
Sab = 1u,A3668 ( 10,30);
2 = 61,65122 < 65,77);
= 6,08080 ( 10,2A).U1U)
ÜR30*
Unter der (üblichen) Annahme der Unkorreliertheit (bzw.
stärker Unabhängigkeit) der Effekte und des Fehlers e
erhält man die Gesamtvarianz als Summe der Varianzen der
Zufallseffekte und der Restvarianz ([6], S. 92):
2 2 2 2 2Vâr{Yij,v} =¦ 0 = oa + ob + cab + ce -
Aus der entsprechenden Beziehung für die Schätzwerte:
S2=Sâ+Sâ+Sâb'i-Sâ:
= 283,8uA36 (288,00)
lassen sich dann die Anteile der durch die einzelnen Effek-
te und den Rest hervorgerufenen Variabilität an der Gesamt-
Variabilität berechnen gemäß:
S2
-ëë = 0,0210 = 2,1A % ( 3,56 %)
s
2
S .-ëë = 0,2171 = 21,71 % (22,00 %>
539 S
S2
-§9 = 0,0509 = 5,09 % ( 5,58 7)
S
S26
-ge-= 0,7106 = 71,06 % (70,03 %).
S
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Grafische Darstellung mehrdimensionaler Beobachtungen
Von H. Riedwyl und M. Schafroth
Zusammenfassung
Grafische Darstellungen werden oft angewendet, um ein vorliegendes Zahlenmaterial leicht verständlich und ein-
prägsam darzubieten und gewisse Eigenarten erkennbar zu machen.
Die meisten Methoden beschränken sich aber auf die Darstellung von maximal zweidimensionalen Beobachtungen.
Im Folgenden werden nun einige neuere Ansätze zur grafischen Wiedergabe mehrdimensionaler Beobachtungen gezeigt
und dem Benutzer zugänglich gemacht.
Summary
The graphical presentation is often used to show data in a clear and easy to remember way. Unfortunately, most
of'the graphical methods are limited up to two dimensional data.
We are going to show some new methods for the simultaneous graphical representation of`multidimensional
observations.
1. Einleitugg im Histogramm oder paarweise im.Punktediagramm aufgezeich-
net werden. Verknüpfungen zwischen.mehreren Variablen las-
Die Verwendung von Grafiken für die Darstellung von Beob- sen sich damit aber
achtungsdaten ist allgemein bekannt. Man denke nur an
Histogramme, Punktdiagramme und Wahrscheinlichkeitsnetze. Im f0läenden Wellen
Das siirsıiende zshienmsterisı läßt sieh damit snsehsuiieh tenen Wiedergabe mehrdimeneieneler Beebaehtunsen Zusammen-
und einprägsam.wiedergeben. Ohne weiteres werden das gene- faSSen und dem Benützer Zugänglieh machen. Für dle grafl-
relle Verhalten und die Verteilungsform erkannt. Die sta- Sehen Deretellungen
nicht aufdecken.
wir einige neuere Ansätze zur simul-
wird der Einsatz elektronischer Rech -
tistischen Maßzahlen der Lage und der Variabilität können geräte mit Pløtter benötigt-
abgeschätzt und auftretende Fremdwerte (bzw. Outliers)
als solche festgestellt werden. 1.1. Zahlenmaterial
werden derartige grafische Verfahren auf mehr als zwei- Für die Demonstration und den Vergleich der Verfahren w -
dimensionale Beobachtungen angewendet, so treten Schwie- len wir zwei Gruppen von Banknoten. Die erste Gruppe be-
rigkeiten auf. Wohl können auch hier die Merkmale einzeln steht aus 100 echten, die zweite aus 1OO falschen Noten
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("Blüten"). Jede Banknote wird durch die folgenden sechs
Längenmaße charakterisiert:
2. Verfahren
Die meisten Verfahren beruhen darauf, aus den mehrdimen-
sionalen Zufallsvariablen zweidimensionale Figuren zu kon-
struieren. Dabei werden den einzelnen Variablen bestimmte
Teilstrecken zugeordnet.
ANDERs0N [1] steiit beispielsweise jede Beebsebtnng in der
Form eines Kreises mit Strahlen dar. Jeder Strahl charak-
terisiert eine Variable, wobei die Länge des Strahles je
nach der beobachteten Größe variiert.
DAETZ [A] verwendet geschlossene Polygonzüge. Von einem
Kreis ausgehend werden k gleichmäßig verteilte Strahlen,
deren Längen proportional den Beobachtungswerten sind, ab-
getragen und die Endpunkte anschließend miteinander ver-
bunden. Es entsteht dadurch für jede Beobachtungseinheit
ein unregelmäßiges Vieleck.
Abbildung 2 zeigt je 30 echte und gefälschte Banknoten
dargestellt nach dieser Methode.
Statt der Strahlen werden auch etwa die Winkel zwischen
den Strahlen verändert.
2.2. Kurvenbilder
ANDREWS [2] schlägt vor, den Beobachtungsvektor







Abb. 2: Links: Echte Banknoten
Rechts: Falsche Banknoten
schaften aus:
Mittelwerte bleiben erhalten. Ist x der Mittelwert von
fš(t) = (1/n) išl f§i(t)
- Die Distanz „
_ _ 2|lfX(t) - fy(t)||L2 _ _][fX(t) fy(t)] dt
Stelle t die Varianz
Diese Transformation zeichnet sich durch folgende Eigen-
iv
n multivariaten Beobachtungen, so entspricht fš dem
punktweisen Mittelwert der n Kurvenbilder: `
zweier Kurven ist proportional zur Euklidischen Distanz
k
Z (xi-yi)2 der beiden_Beobachtungsvektoren x und y.
1 l Q9
- Sind die Beobachtungskomponenten unkorreliert und weisen
sie die gleiche Varianz 02 auf, so besitzt fX(t) an der
2 1 . 2 2 . 2
x = (x ,x ... x ) als Fourierreihe Var (fx(t)) Z O (2 + sln t + COS t + Sln Zt + "'>~ 1 2° ' k
f (t) = (x //2) + x sin t + x cos t + x sin 2t +x 1 2 3 A "' Anstelle der ursprünglichen Beobachtungen werden häufig
über dem Intervall 0 §_t < 2¶ bzw. -¶ §_t < n aufzu- mit Vorteil die Projektionen auf die Hauptkomponenten
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zeichnen. verwendet.
' lL ¬_ ... _.
K -es




















_..-,-'›_`\ -.^ _ _ _- __ _ _ _._~`
_* ` `§ *" 0
_ /













Abbildung 3 zeigt die Kurvenverläufe aller echten und ge-
fälschten Banknoten. Sämtliche Größen wurden dabei bezüg-
8 lich der Mittelwerte und der Standardabweichungen der ech-
§~ der echten Banknoten projiziert.
.šfíífššffëllii-if 2 3 Gesichterdarstellun
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5 5:55 CHERNOFF [3] schlägt vor, aus den Beobachtungseinheiten
Gesichter zu konstruieren. Da wir praktisch täglich Ge-
“ sichter sehen, vergleichen und zuordnen, liegt diese Dar-
stellungsart besonders nahe. Das Gesicht setzt sich aus
Tabelle 1: Transformation der eingelesenen Zufallsvariablen
und zulässige Variationsbereiche
zugelassener
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Abb. 3: Oben: Echte Banknoten
Unten: Falsche Banknoten












































wobei H eine nominelle Distanz ist
0* = (2z2-1)¶/A
n = 1/2 (1+z,) H
zu ist die Exzentrizität
(Breite/Höhe) des
oberen Ellipsenbogens durch P'UP





hl = h(Z7 +(1-Z7)°Z6)
r = h/Z8
Ist Z8 > 0, so ist der Mund konvex
(Lächeln)
Ist Z8 < 0, so ist der Mund konkav
(Weinen)
12 = Z9 (h/|Z8|)
ist (n/|z8|) > wm, se wird die Be-
ziehung I2 = Z9- wm7verwendet.
Augen
ng = n(z1O + (1-210) Z6)
wi = wè (1+2Z11)/A
0 = (221,-1)(n/5)
Zlš ist die Exzentrizität der Augen




hš = 2(Z16+O.3) b Z13
0** = 6 + (2Z17-1)¶ /5
lu : (2Z18+1)/2
(cos20+sin20/Zâ3)51/2 b










einzelnen Elementen zusammen, wobei jedem Element eine
Variable zugeordnet wird.
Abbildung A zeigt das von CHERNOFF vorgeschlagene Gesicht.
Bis maximal 18-dimensionale Zufallsvariablen können damit
dargestellt werden.
Da die Gesichtsteile für das Zeichnen nur in einem be-
stimmten Bereich variiert werden dürfen, sind die beobach-
teten Werte vorgängig nach der Beziehung
Zi = ai " (bi`ai)[(Xi"“i)((Mi`mi)]
zu transformieren. Der Index i charakterisiert die i-te
Zufallsvariable. Mi und mi sind obere bzw. untere Schranken
der i-ten Beobachtung. (ai,bi) sind die zulässigen Varia-
tionsbereiche für die Gesichtszüge. Tabelle 1 zeigt, wie
die eingelesenen Zufallsvariablen transformiert werden und
welche Variationsbereiche bei den einzelnen Gesichtsteilen
zulässig sind. H charakterisiert die Gesichtsgröße und wird
vorgängig gewählt.
Abbildung 5 zeigt Gesichter, die aus den Beobachtungs-
größen von je 30 echten und falschen Banknoten gezeichnet
worden sind. Die Unterschiede zwischen den beiden Gruppen
sind von jedermann leicht erkennbar.
Bei mehr als 18 Variablen pro Beobachtungseinheit können
weitere Parameter wie Ohren, Haare etc. hinzugefügt werden.
Ferner besteht die Möglichkeit, zwei oder mehrere Gesich-
ter pro Beobachtungseinheit zu einer Gruppe zusammenzu-
fassen.
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3. Zusammenfassung
Die grafische Darstellung mehrdimensionaler Zufallsvariab-
len ist ein geeignetes und wirkungsvolles Hilfsmittel, um
einen ersten Überblick über ein vorliegendes Zahlenmaterial
zu erhalten. Leicht lassen sich damit Klassifikationen und
Identifikationen durchführen. Für den Anwender ist die Me-
thode von CHERNOFF die einfachste und wirksamste. Unter
Umständen vermag aber die Methode von ANDREWS dem Stati-
stiker und Biometriker zusätzliche, interessante Informa-
tionen zu liefern.
Sämtliche Programme wurden in Fortran IV geschrieben und
auf einer IBM-370-Anlage ausgeführt. Die Durchführung der
Zeichenarbeit erfolgte mit einem.CalComp-Plotter.
Das Programm für die Methode von CHERNOFF kann bei den
Verfassern gegen einen Unkostenbeitrag bezogen werden.
Literaturverzeichnis
[1] AN0ERs0N, E. (1960); A semigrephiesi method fer the
analysis of complex problems.
Technometrics 2, 387-391
[2] Awbasws, D.F. (1972): Piets of high dimensibnsi date.
Biometrics 28, 125-136
[3] CHERNOFF, H. (1971): The use of Faces to Represent
Points in n-Dimensional Space Graphically.
Technical Report No.71, Dec. 27,
Dep. of Statistics, Stanford Univ. California
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EDV-gerechte Erfassung von Meßwerten
Von W Wecke
Die Erfassung von Meßdaten ist im Wirtschafts- wie im
Wissenschaftsbereich eine›zwingende Notwendigkeit Haufig
bringt die Datenaufnahme noch keine geordnete Ubersicht
so daß eine weitere eingehende Auswertung und Darstellung
notwendig wird
Zur Erleichterung der Aufnahme verwendet man schon seit
Jahren EDV-Formulare, in die die erfaßten Meßwerte so ein-
zutragen sind, daß eine leichte manuelle Ubernahme auf
Lochkarten, Lochstreıfen oder Magnetbander erfolgen kann
mit deren Hilfe die gewunschte Aufbereitung der Daten von-
statten geht
Wunschenswert ware, die fixierten Daten direkt einer Aus-
wertungseinheit zuzufuhren (EDV-Anlage, mittlere Daten-
technik Tischcomputer)
Hier ist auch der Ansatzpunkt fur die angebotenen Daten-
erfassungssysteme Sie unterscheiden sich dadurch, daß ein
Magnetband als Datentrager fungiert und zum anderen ein
Metallband Verwendung findet
Bei unseren Testversuchen (1) bevorzugten wir das Kienzle-





baut, relativ kostengünstig, unabhängig von Temperatur,
Luftfeuchtigkeit und Luftdruck arbeitet sowie nicht staub-
snfäiiig ist.
Diese Eigenschaften sind notwendig, da wir im Feldversuchs-
wesen unter "erschwerten" Bedingungen die Bonituren und
Meßdaten erfassen müssen.
12s§_22§e0§21:ı:eit>_e1:§i§§eIı1
Es besteht aus einer Eingabeeinheit (Codierzähler oder
Tastatur), deren Tastenfeld und Stellenzahl (Abb. 2) nach
den jeweiligen Wünschen des Benutzers gestaltet werden
kann. Für unsere Testversuche genügten 17 Stellen, wobei
wir zwischen dem Teil des Tastenfeldes unterschieden,
über das gewisse Grundwerte des Versuches eingegeben wer-
den (Fruchtart, Projekt, Ort, Wiederholung), und dem, wo
sich z.B. bei jeder Parzelle die einzugebenden Daten ändern
(Parzellen-Nr., Bonitur). Innerhalb des Tastenfeldes be-
findet sich auch der Auslöseknopf.
Im Datenschreiber ist die Kassette mit dem Metallband
untergebracht. Hier befinden sich auch die großflächige








ber, Eingabe- C) bb 2_
9110109113 › Me' Auslöseknopf -Ai-°--°
tallband- Eingabeein-"¬"--::ıııı '7
kassette heit (Schema)
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Um ihn vielseitig verwenden zu können, kann er als netz-
unabhängiges oder abhängiges , tragbares oder fest montier-
bares Gerät 'geliefert werden.
Das Metallband befindet sich in einer transparenten Kunst-
stoffkassette und wird durch zwei Spulen festgehalten.
Falsches Einlegen der Kassette in den Datenschreiber ist
nicht möglich, da sie nur in einer bestimmten Weise voll-
ständig im Schreiber untergebracht werden kann.
Die Kapazität des Bandes beträgt ca. A0 m, entsprechend
60.000 Zeichen (Bytes) oder 3.000 Datensätzen.
Betrieben wird die gesamte transportable Aufnahmeeinheit
durch eine Batterie (NiCd-Akkumulator) , die durch ein ent-
sprechendes dazugehöriges Ladegerät aufgeladen werden kann
Sind die Daten über die Tastatur eingegeben, so wird der
Auslöseknopf betätigt. Das im Datenschreiber befindliche
Metallband läuft langsam vor und mittels der Schreibelek-
troden werden die Werte auf dem Band eingebrannt .
Ist die Datenaufnahme abgeschlossen, gibt man die gesamte
Kassette in die Konvertierstation (Abb. 3). Hier überträgt
man die Werte 1: 1 auf einen EDV-kompatiblen Datenträger.
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Datenschreiber Datenleser Klein - gšiılsicomputer Daten werden











manuelle Eingabe  g9
Abb . ll: Datenaufnahme und Auswertung
Sind kleinere Versuchsserien durchzuführen und auszuwerten,
so wäre es vorteilhaft, sie nach Abschluß des Testes sofort
zu verrechnen.
Hier besteht die Möglichkeit des direkten Anschlusses un-
ter Zwischenschaltung eines Datenlesers an einen Tisch-
computer, der aber eine gewisse Kapazität an Programm-
schritten und Datenspeichern besitzen muß (Abb, Li) .
Die hier vorgestellten neuen Formen der Aufnahme von Daten
aus Experimenten und deren Auswertung befinden sich noch
voll in der Entwicklung.
Es kann aber davon ausgegangen werden, daß die Arbeiten
Erfolg haben, weil die elektronischen Geräte auf dem Markt
zu bekommen sind und es möglich ist, durch das jeweils
entsprechende Interface die Verbindung von Gerät zu Gerät
herzustellen .
Literaturverzeichnis
(1) WECKE, W. und KOESTER, W. (1975): Datenerfassung
bei Feldversuchen.








Der kreative Prozeß in Wissenschaft und Medizin Mit den bereits erfaßten ca. 3000 Algorithmen und Program-
Bericht über ein internationales Symposium mit dem Wissen-
schaftsphilosophen Sir Karl Popper sowie den Nobelpreis-
trägern Sir John C. Eccles M. Eigen Sir Hans KrebsJ_L-_ Monod und N_ Tinbe,„ge1fl_ ' ” Durch die gewählte Kennzeichnung der Programme erscheint
Bearbeitet von R. Flöhl, herausgegeben von C.H. Boehringer sichergestellt, daß Meiirfachimplementationen nur an einer
Sohn” Ingelhelm am Rheln Stelle erscheinen. Damit ist die mögliche Redundanz stark
men soll ein allgemeiner Informationsaustausch angeregt
werden.
Kreativität ist ein außerordentlich faszinierendes Phäno- reduziert.
men. Es zu beschreiben, ist weitaus schwieriger als zu-
nächst zu vermuten. Selbst Nobelpreisträger, denen man
Kreativität gewissermaßen bestätigt hat, und Philosophen
können Voraussetzungen und Bedingungen der Kreativität Insgesamt eine Sammlung, die auch durch.die Art der Dar-
nur vage definieren. Aber ihre Erfahrungen und Anschau- stellung leicht handhabbar ist. Es ist zu hoffen, daß sich
ungen, die hier als Resultat eines dreitägigen Gesprächs möglichst viele Institutionen an der weiteren Vervoll-
Fast vollständig sind die in wissenschaftlichen Zeitschrif-
ten veröffentlichten Algorithmen und Programme erfaßt .
zusammengefaßt sind, lassen doch recht klar erkennen, was ständigung beteiligen.
Kreativität eigentlich bedeutet und was dazu gehört, daß Interessenten an der N tarbeit oder an der Dokumentation
eine Idee Geschichte machen kann. Diese Gedanken einem
breiteren Publikum zugänglich zu machen ist das Anliegen
der kleinen Broschüre .
Interessenten können die Druckschrift kostenlos anfordern
bei
C . H. Boehringer Sohn
Abteilung Öffentlichkeitsarbeit und
Gesundheitspolitik
65o7 Ingelheim am Rhein
ISIS7 Software Report
Zur Zeit liegt die 10. Ausgabe dieser "Programmsammlung"
VOI' .
Der Software Report informiert über die im deutschsprachi-
gen Wirtschaftsraum angebotenen Software-Produkte .
Die Software-Produkte sind beschrieben durch Programmname,
Leistung des Programms, erforderliche Anlagenkonfiguration,
Programmiersprache, Art der Programmauslieferung, Instal-
lationsdaten, Programmanbieter, Preise und Konditionen,







Das Institut für Stadtforschung in Wien legt mit ihrer
30. Publikation eine bemerkenswerte Dokumentation von
speziell technisch-wissenschaftlichen Algorithmen, Program-
men und Programmpaketen als "Arbeitsbehelf für Systemana-








- Institut fü-r Arzneimittel -
Werner-Voß.-Damm 62, 1000 Berlin 42
ist im Fachgebiet Biometrie und medizinische Dokumen-
tation in der Abteilung Klinische Pharmakologie die
Stelle eines
Wissenschaftlichen Direktors
(Besoldungsgruppe A 15 BBO)
zu besetzen.
Das Bundesgesundheitsamt ist eine obere Bundesbe-
hörde, die anwendungsorientierte, wissenschaftliche For-
schung mit den Schwerpunkten Mikrobiologie, Umwelt-
hygiene, Chemie und Hygiene der Lebensmittel und Be-
darfsgegenstände, Sozialmedizin und Epidemiologie,
Strahlenhygiene, Veterinärmedizin, Pharmazie und Phar-
makologie betreibt. Es nimmt ferner eine Reihe von
Exekutivaufgaben wahr und beschäftigt etwa 1300 Mit-
arbeiter, davon 300 Wissenschaftler.
Aufgabengebiet:
Medizinische Statistik im Bereich der Beurteilung von
Arzneimitteln im Zulassungsverfahren.
Ausbau einer epidemiologischen und biometrischen
Dokumentation in Zusammenarbeit mit einer vorhande-
nen EDV.
Anforderungen:
Mehrjährige Erfahrungen auf dem Gebiet der Medizin-
statistik nach abgeschlossenem Hochschulstudium der
Medizin, Promotion, englische Sprachkenntnisse.
Bewerbungen mit handgeschriebenem Lebenslauf, Licht-
bild, kurzer Darstellung des beruflichen Werdeganges
und Zeugnisabschriften sind unter Kennziffer 81 bis zum
15. 5. 1976 zu richten an das
Bundesgesundheitsamt
Postfach, 1000 Berlin 33
Für auswärtige Bewerber ist das Amt bei der Wohn-
raumbeschaffung behilflich. Trennungsentschädigung
wird nach den gesetzlichen Bestimmungen gewährt.
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Buchbesprechungen
NOLTEMEIER, H. .
Datenstrukturen und höhere Programmdertechniken
Slg. Göschen, Bd. 5012
1972, 86 S., DM 9.80
de Gruyter & Co., Berlin
Datenstrukturen beeinflussen die Erstellung von Programmen
nicht unwesentlich. In dem.vorliegenden Taschenbuch werden
ausgehend von graphentheoretischen Grundlagen u.a. lineare
Dateien, die Speicherung von Matrizen, das Suchen in line-
aren Dateien, interne Suchverfahren, gestreut gespeicherte
Dateien und verkettete Dateien behandelt. Die dargestell-




1971, 150 S., DM 28.-
Verlag Dokumentation, München-Pullach
Das vorliegende Buch hat auch heute noch nicht an Aktuali-
tät verloren. Es ist zu begrüßen, daß der Autor sich bei
seiner Darstellung um klare Begriffsdefinitionen bemüht
hat.
Der Untertitel "Überlegungen zu Strukturen und Realisie-
rungsmöglichkeiten integrierter Krankenhaus-Informations-
systene" weist darauf hin, daß kein fertiges System ange-
boten werden soll, vielmehr werden die bei einem Kranken-
hausinformationssystem.zu behandelnden und zu berücksich-
tigenden Aspekte übersichtlich dargestellt.




Slg. Göschen, Bd. 5013
1972, 198 S., DM 9.80
de Gruyter & Co., Berlin
Für die Informatik wird die Anwendung imer ein wesentli-
cher Teil bleiben. Es ist daher zu begrüßen, daß hier in
einem Taschenbuch eine erste "Materialsann ung" vorgelegt
wird. Dabei wird z.T. über bereits Erreichtes in den einzel-
nen Teildisziplinen berichtet, vielfach werden daneben
aber auch offene Probleme dargestellt. Im Einzelnen werden
u.a. folgende Fachgebiete behandelt: Linguistik, Physik,
Physiologie, Medizin, Ingenieurwesen, Betriebswirtschaft,
Volkswirtschaft, Recht, Öffentliche Verwaltung, Sozial-
HACKL, C.
Schaltwerk- und Automatentheorie I
Slg. Göschen, Bd. 6011
1972, 157 S., DM 12.80
de Gruyter & Co., Berlin
In dem vorliegenden Taschenbuch wird versucht, einen
überschaubaren und verständlichen Zugang zu Problemen der
Automatentheorie zu geben. Dabei werden nach der Darstel-
lung allgemeiner Begriffsdefinitionen speziell endliche
Automaten und Schaltwerke behandelt. In einem Anhang
werden einige mathematische Grundlagen und einige Grund-
lagen der Schaltalgebra zusammengestellt. Die gewählte
Darstellungsform erscheint geeignet, diese sonst recht
abstrakte Materie einem größeren Leserkreis nahezubringen.
Ge.
forschung, Raumplanung, Verteidigung und Bildungswesen. -
Die bei jedem Abschnitt angegebenen Literaturhinweise
sollten ggf. ein vertieftes Eindringen ermöglichen.
Ge.
DÖRFLER, W. und MÜHLBACHER, J.
Graphentheorie für Informatiker
Slg. Göschen, Bd. 6016
1973, 1A0 S., DM 12.80
de Gruyter & Co., Berlin
Die Graphentheorie hat sich als nützliches Hilfsmittel in
der Informatik erwiesen. In dem vorliegenden Taschenbuch
sind aus der umfangreichen Theorie der Graphen die für
die Informatik relevanten Teilgebiete übersichtlich und
klar zusammengestellt. Dabei wird z.T. der Bezug zu be-
kannten Verfahren hergestellt, die unmittelbar in die
Praxis umgesetzt werden können. Soweit dabei Progzennmeile
als Beispiele eingeführt wurden, wurde als Programier-
sprache FORTRAN benutzt.
Ge.
DIRLEWANGER, W., FALKENBERG, E. et al.
Einführung in Teilgebiete der Informatik II
Slg. Göschen, Bd. 8012
1974, 193 s., DM 16.80
de Gruyter & Co., Berlin
Der nun vorliegende zweite Band behandelt u.a. folgende
Teilgebiete: Das Entwerfen von Netzwerken, Digitale Spei-
cher, Systemarchitektur von Rechenanlagen, Datenfernver-
arbeitung, die Beurteilung der Leistungsfähigkeit von
Datenverarbeitungsanlagen, Datenbanksysteme, die Entstehung
des Informationsbegriffes und seine Quantifizierung.
Auch hier werden wieder jeweils die wesentlichen Begriffe
klar dargestellt und Hinweise auf weiterführende Literatur
angefügt.
Ge.
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DIRLEWANGER, w. DOBLER, K.-U. et al.
Einführung in Teilgebiete der Informatik I
Slg. Göschen, Bd. 5011
1972, 136 S., DM 9.80
de Gruyter & Co., Berlin
In diesem ersten Band wird ein Überblick über einige Teil-
gebiete der Informatik gegeben. Dabei werden von verschie-
denen Autoren behandelt: Theoretisches und gesellschaft-
liches Interesse der Informatik, Betrieb von Rechenanlagen
- Stapelverarbeitung und Teilnehmerbetrieb, die verschie-
denen Ebenen der Programmierung, problemorientierte Pro-
grammiersprachen, Programmiersprachen bei Stapelverarbei-




Die betriebliche Planung und Kontrolle n t
elektronischer Datenverarbeitung
1973, 1ü2 S., DM 38.-
de Gruyter Verlag, Berlin
Wenn man nach DIEBOLD die Entwicklung der Einsatzgebiete
der Computer betrachtet, so wurden zunächst Aufgaben der
Verwaltung, einschließlich der Kontrolle, übernommen.
In den letzten Jahren werden Comuter aber mehr und mehr
auch für Planungsaufgaben eingesetzt.
Das vorliegende Buch gibt hierzu einen umfassenden Über-
blick. Am Schluß werden für angebotene Softwarepakete
Kurzbeschreibungen zusammengestellt. In der Regel kann
man für entsprechende Anwendungen auf eines dieser Program-
me zurückgreifen.
Ge.
Auf knappem Raum werden die wesentlichsten Begriffe dar-
gestellt. Gut ausgewählte Literaturhinweise ergänzen die
einzelnen Abschnitte.
Ge.
GANZHORN, K. und SCHIEFERDECKER, E. (Hrsg.)
Systemprogrammierung
Vorträge einer Fachtagung der IBM Deutschland
1972, 155 S., DM 3A.-
R. Oldenbourg Verlag, München
Die in dem vorliegenden Band zusammengefaßten Referate
einer Tagung mit dem Thema "Grundlagen und Methoden der
Systemprogrammierung" geben einen umfassenden Überblick
über den Stand der Entwicklung auf diesem Gebiet. Dabei
werden nicht nur Lösungen sondern vielfach auch nur Pro-
bleme aufgezeigt. Es wird auch nicht verschwiegen, daß





1973, 155 S., DM A2.-
de Gruyter & Co., Berlin
Datenverbundnetze werden bald zu den selbstverständlichen
Formen der Datenverarbeitung gehören. Es ist daher zu be-
grüßen, daß diesem Anwendungsgebiet immer wieder neue Dar-
stellungen gewidmet werden.
In dem vorliegenden Buch werden neben den theoretischen




Comuting Problems for FORTRAN Solution
1972, 2M5 S.,I1 2.30
Canfield Press, San Francisco
A Department of Harper & Row, London
"Lernen durch Beispiele und Übungen" ist das Motto dieses
Buches. Dabei werden zwischen den Beispielen.inner wieder
allgemeine Hinweise für die Programmierung in FORTRAN
eingestreut. Z.T. werden für einzelne Aufgaben die voll-
ständigen Lösungen angegeben. Der wert dieses Buches liegt
in der guten Zusammenstellung von Beispielen in der Kom-
bination mit typischen Programierungsproblemen. Behandelt






wenn sich auch die problemorientierten Programmiersprachen
immer mehr durchsetzen, so gibt es doch auch noch Bereiche
und Probleme, für die Programme in einer Assembler-Sprache
geschrieben werden müssen. Hier ist die Verwendung von
Makros neben Unterprogrammen oft recht zweckmäßig.
Die vorliegende programmierte Unterweisung führt didaktisch
sehr geschickt für die Assembler-Sprache des Systems Sie-
mens MOOA in die Erstellung von Makros ein.
Ge.
VAN DEN DRIESSCHE, P. (Ed.)
Mathematical Problems in Biology
Lecture Notes in Biomathematics, Vol. 2
197u, 280 s., DM 28.-
Springer Verlag, Berlin-Heidelberg-New York
Der vorliegende Band enthält Vortragsauszüge und Vorträge
der Konferenz "Some Mathematical Problems in Biology",
die im Mai 1973 in der Victoria Universität (Kanada)
stattfand.
Die mathematische Betrachtungsweise setzt sich scheinbar
auch in der Biologie immer mehr durch. Die veröffentlich-
ten Vorträge geben einen Überblick über eine Vielzahl von
instruktiven Beispielen.
Ge.
EDV in Medizin und Biologie 1/1976 29
REcHE:1\1BERG, P.
Programmieren für Informatiker mit PL/I
Bd. 1: 197U, 256 S., DM NU.-
Bd. 2: 197U, 232 S., DM 37.-
R. Oldenbourg Verlag, München - Wien p
Das Buch ist als Einführung in die allgemeine Programmie-
rungstechnik für Informatiker gedacht. Dabei steht aber
nicht die Programiersprache im Mittelpunkt sondern der
Algorithmus Eine Teilmenge aus PL/I wurde aus Zweckmäßi -- S
keitsgründen als Beispielsprache gewählt.
Der erste Band enthält nach einigen einleitenden Kapiteln
(Algorithmen, Datendarstellung, Aufbau und Arbeitsweise
von Rechenanlagen, Software) Grundlagen zur Erstellung von
Hauptprogrammen.
DÜRR, H.
Datenerfassung in der kommerziellen Datenverarbeitung
1973, 216 S., DM 48.-
de Gruyter & Co., Berlin
Die Datenerfassung ist immer noch ein Engpaß und ein er-
heblicher Kostenfaktor in der gesamten Datenverarbeitung.
Es ist daher zu begrüßen, daß nun eine Zusammenstellung
vorliegt, in der dieser Problemkreis systematisch behan-
delt wird. Dabei wird das Spektrum von der Direkteingabe
bis zur Erstellung der unterschiedlichsten Datenträger
mit erfaßt. Der Titel sollte aber nicht täuschen, denn
neben der Datenerfassung im kommerziellen Bereich wird
auch die Datenerfassung im technisch-wissenschaftlichen
Bereich dargestellt.
Ge.
Im zweiten Band werden neben speziellen Problemen (Zufalls
zahlen, Suchen und Sortieren, Zeichen- und Bitketten) vor
allem.Unterprogramtechniken behandelt.
Jedem Kapitel folgt eine Sammlung von Aufgaben, deren Lö-





Schwerpunktthema Datenschutz und Datensicherung
1975, 19A S., DM 22.80
SRA, Stuttgart
Im handlichen Taschenbuchformat liegt hier speziell für
Praktiker eine nützliche Informationssammlung vor. Den
Anfang bilden Abhandlungen über die weitere Entwicklung
der Hard- und Software sowie der Datenübertragung. Danach
folgt eine Darstellung über die Automation des Zahlungs-
Verkehrs und eine Übersicht über Planungsinformations-
systeme der öffentlichen Verwaltung. Instruktiv, wenn
auch nicht ganz vollständig, ist die Zusammenstellung
CONRAD, M., GÜTTINGER, W. and DAL CIN, M. (Ed.)
Physics and Mathematics of the Nervous System
Lecture Notes in Biomathematics, Vol. M
19'/Li, 584 s., DM A5.-
Springer Verlag, Berlin-Heidelberg-New York
Im.vorliegenden Band sind die gesamelten Referate eines
Symposiums mit dem gleichen Titel zusammengestellt, das
im August 1973 in Triest veranstaltet wurde. Durch die
Hinzuziehung verschiedener Disziplinen wird damit ein um-
fassender Überblick über den derzeitigen Wissensstand
dieses Gebietes gegeben.
Ge.
über das Studium.der Wirtschaftsinformatik. Zum Abschluß
werden Probleme im Zusammenhang mit Datenschutz und
Datensicherung behandelt.
Ge.
ROZENBERG, G. and SALOMAA, A. (Ed.)
L Systems
Lecture Notes in Computer Science Vol. 15
1975, 538 S-, DM 30-
Springer-Verlag, Berlin-Heidelberg-New York
Seit der Einführung von "developmental language" durch
A. Lindenmayer spricht man von L Systemen. Der vorliegen-
de Band gibt neben einigen Übersichtsdarstellungen die
Referate eines Symposiums über L Systeme wieder, das im
Januar 1974 in Dänemark durchgeführt wurde. Es ist dies
eine gute Zusammenstellung zu diesem Problemkreis, die
in gleicher Weise die Biologen (z.B. Wachstumsgesetze)
und die Informatiker (z.B. Theorie der formalen Sprachen)
anregen sollte.
Ge.
VAN DER MEULEN, s.G. und KÜHLING, P.
Programieren in ALGOL 68 -
I. Einführung in die Sprache
197ü, 228 S., DM 28.-
de Gruyter-Verlag, Berlin-New York
Programmiersprachen sind "lebende" Sprachen mit vielen
"Dialekten". Es überrascht daher nicht, daß nach ALGOL
bzw. ALGOL 60 vor einiger Zeit ALGOL 68 entwickelt wurde.
ALGOL 68 verallgemeinert und systematisiert fast alle von
anderen Programmiersprachen her bekannte Konzepte.
Im vorliegenden 1. Band werden die definierten syntakti-
schen Konstruktionen beschrieben und ihre Anwendung an
vielen Beispielen erläutert.
Ge.
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MÄGERLE, E.
Einführen in das Programmieren in BASIC
1974, 112 S., DM 18.-
de Gruyter & Co., Berlin
Die Dialogverarbeitung setzt sich immer mehr durch. Damit
treten neben den bisherigen Programmiersprachen die so-
genannten Dialogsprachen mehr in den Vordergrund. Hierzu
zählt u.a. auch BASIC.
Die vorliegende Einführung ist in ausgezeichneter Weise
geeignet, in die Verwendung von BASIC einzuführen. Dabei




Heft 10/11, 1975, 227 S., DM 60.-
Verlag für Medizin, Dr. E. Fischer, Heidelberg
Das'Cardiologische Bulletin" ist ein jährlich erscheinen-
der Almanach, in dem Originalarbeiten neben Zusammenfas-
sungen aus dem.Bereich der Kardiologie publiziert werden.
Das vorliegende Buch für 1975 enthält u.a. einen ausführ-
lichen Beitrag von RIENHOFF, Münster: Entwicklung und ge-
genwärtiger Stand der automatischen EKG-Analyse. Ausgehend
von mehr als 300 Fachartikeln wird hier die Entwicklung




- Organisation und Anwendung
AWV-Schrift Nr. 390
1975, 219 s., DM 35.-
Deutscher Fachverlag GmbH, Frankfurt/Main
Der technologische Abstand zwischen "Kleincomputern" und
"Großcomputern" wird immer geringer. Dies wird noch dadurch
verstärkt, daß in zunehmendem Maße Kleincomputer als Ter-
minals eingesetzt werden. Daher ist es heute für viele
durchaus nützlich, sich auch mit der sogenannten "Mittle-
ren Datentechnik (MDT)" zu beschäftigen.
Mit dem vorliegenden Buch liegt eine gute Zusammenstellung
vor, in der neben einer leicht verständlichen allgemeinen
Einführung, Angaben über Probleme bei der Einführung von
BRENNER, D.
Grundlagen der Datenverarbeitung - programmiert -
1976, 152 s., DM 36.-
Verlag Moderne Industrie, München
Die Datenfernverarbeitung wird in zunehnendem Maße in der
Praxis der Datenverarbeitung eingesetzt. Das vorliegende,
als programmierte Unterweisung geschriebene Lehrbuch er-
möglicht eine gute und relativ leichte Erarbeitung_der
wesentlichsten Grundbegriffe der Datenfernverarbeitung.
Ge.
MDT-Anlagen sowie über Probleme der Wirtschaftlichkeit
zu finden sind. Einen breiten Raum.nehmen im Anhang die




1975, 292 S., DM 48.-
R. Oldenbourg Verlag, München
Entscheidungstabellen sind ein Hilfsmittel der Programmie-
rung. Sie werden vor allem dann eingesetzt, wenn entspre-
chende Entscheidungstabellenübersetzer oder -interpreter
vorhanden sind.
Das vorliegende Buch ist eine programmierte Einführung in
die Entscheidungstabellentechnik, wobei herausgestellt
wird, daß damit auch ein allgemeines Hilfsmittel zum Pro-
blemlösen gegeben ist. Mit einer kritischen Betrachtungs-
weise werden verschiedene Wege aufgezeigt. Wie leicht ggf.
die Umsetzung auch ohne Übersetzer sein kann, wird mit




Lecture Notes in Biomathematics Vol. 3
197A, 1o8 S., DM 18.-
Springer-Verlag, Berlin-Heidelberg-New York
Das vorliegende Buch ist die überarbeitete Fasung eines
Vorlesungsmanuskriptes. Dabei wird davon ausgegangen, daß
der Leser keine vertieften Kenntnisse in der Wahrschein-
lichkeitstheorie und in der Theorie der Differential-
gleichungen hat. Die einzelnen Abschnitte behandeln jeweils
abgeschlossene Probleme, wie z.B. lineare Modelle, epi-
demiologische Probleme, Diffusionslgeichungen.
Ge.
1000 Fachworte Datenverarbeitung = Englisch - Deutsch
9. Aufl. 5 5 5
1975, lüü S., DM 9.80
Deutscher Fachverlag, Frankfurt/M.
In einem gewöhnlichen Lexikon sucht man oft vergebens
nach einem Fachwort. Die sprachliche Entwicklung - insbe-
sondere auch im Computerbereich - ist so stark, daß
Spezialwörterhücher notwendig werden. Hier liegt nun in
handlicher Form eine Zusammenstellung von ca. 1000 Begrif-
fen vor, die bei der Lektüre englischer Fachliteratur sehr
nützlich sein wird. Vielleicht finden wir in der 10. Auf-
lage auch ein Verzeichnis Deutsch - Englisch.
Ge.
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BATSCEELET, E.
Introduction to Mathematics for Life Scientists
2. Ed., 1975, 6A3 s., DM 38.- ,
Springer-Verlag, Berlin - Heidelberg - New York
Die Mathematik ist als Hilfsmittel in den Bio-Wissen-
schaften oft ein notwendiges "Übel". Daher.ist es zu be-
grüßen, wenn leicht zu lesende Einführungen geschrieben
werden, bei denen die Probleme der Anwendung im Vorder-
grund stehen.
Das vorliegende Buch ist in ausgezeichneter Weise geeignet
sowohl als vorlesungsbegleitendes Textbuch als auch zum
selbständigen Nachlernen nach dem Studium- Dabei ist von




Mathematik für Biologen und Mediziner
Uni-Taschenbücher Bd. M97
1975, 193 s., DM 1u.8o
Verlag Quelle und Meyer, Heidelberg
Wenn ein Physiker als Mathematiker zu Biologen geht, dann
kann der Physiker bei seinem Lehrbuch seine Herkunft natür-
lich nicht verbergen. Daß dies kein Nachteil ist, zeigt die
vorliegende ausgezeichnete Darstellung. Dabei wird stellen-
weise das angestrebte Ziel voll erreicht: es macht Spaß, in
diesem Buch zu lesen. Der Leser wird durch gut ausgewählte
Beispiele nur mit der notwendigen Mathematik vertraut ge-
macht. Es fehlt auch nicht der Hinweis, im Ernstfall ggf.
einen Mathematiker zu Hilfe zu holerL - Bei einer Neuauflage
sollte man überlegen, ob drucktechnisch eine noch bessere
Trennung in Text und Beispiele zu erreichen ist.
Ge.
BERNHARD, J.H.
Problemlösungen mit dem Klein-Computer
in elektrotechnisch/elektronischen Disziplinen
Uni-Taschenbuch U90
1975, 226 S., DM 21.80
Dr. Alfred Hüthig Verlag, Heidelberg
Der Übergang vom Taschenrechner übder den Tischrechner zum
Terminal eines Groß-Computers ist fließend. Mit der Pro-
gienndersprache BASIC ist auch für die Erstellung von
Programen ggf. ein stufenloser Übergang gegeben.
In dem vorliegenden Buch werden unter Bezug auf HP-Rechner
und IBM Terminals für jede Stufe Vor- und Nachteile dar-
gestellt und eine Vielzahl von Beispielen ausführlich
behandelt.
Ge.
REIGHERTZ, P.L. und EDDTEOEE, G. (Ersg.)
Methoden der Informatik in der Medizin
1975, 239 S., DM 55.-
Springer-Verlag, Berlin - Heidelberg - New York
Die Arbeitsgruppe "Medizinische Informatik" in der Deutschen
Gesellschaft für Medizinische Dokumentation und Statistik
beschäftigt sich u.a. mit Anwendungen der Datenverarbeitung
in der praktischen und theoretischen.Medizin.
Der vorliegende Band enthält die Referate der Jahrestagung
197A. Im Mittelpunkt standen bei dieser Tagung Probleme
der Labordatenerfassung und -verarbeitung, der textverar-
beitenden Systeme sowie der allgemeinen Informationssysteme.
Ge.
EDV-Recht
Systematische Sammlung der Rechtsvorschriften, organisa-
torischen Grundlagen und Entscheidungen zur elektronischen
Datenverarbeitung
Hrsg. W.E. BURHENNE und K. PERBAND
unter Mitarbeit von R..GESELL
Ergänzbare Ausgabe, einschl. 9. Lieferung,
70A S., DM 39.- zuzügl. DM 9.80 für Ordner
Erich Schmidt Verlag, Berlin - Bielefeld - Nünchen
Bundesminister des Inneren erlassenen "Besonderen Vertrags
bedingungen für Miete von EDV-Anlagen und -Geräten"
Dieser Text wird durch einen ausführlichen Kommentar zweie
Rechtsanwälte ergänzt. Allein diese Ausführungen würden
schon die Anschaffung der gesamten Samlung rechtfertigen.
Ge.
Die 9. jetzt vorliegende Lieferung enthält u.a. die vom
. r
LDBEL, G., MÜLLER, P. und SGHMED, H.
Lexikon der Datenverarbeitung
6. überarbeitete Auflage
1975, 736 S., DM 78.-
Verlag Moderne Industrie, München
Um das "Fachchinesisch" der Datenverarbeitung zu verstehen,
bedarf es oft schon eines Lexikons. Die jetzt vorliegende
6. Auflage innerhalb von 6 Jahren ist ein Hinweis auf die
Nützlichkeit und Brauchbarkeit dieses Nachschlagewerkes.
Daß die neue Auflage wieder überarbeitet wurde, ist bei
der immer noch schnellen Entwicklung in diesem Fachgebiet
einfach erforderlich.
Eine noch vermehrte Einfügung von englischen Begriffen bzw.
die Angabe der entsprechenden englischen Übersetzungen bei
den deutschen Termini würde sicherlich den Wert des Buches
noch erhöhen. Ge_
ROMANOVSKY, J.M., STEPANOVA , N.V1 und CHERNAUSKY, D.S.
Kinetische Modelle in der Biophysik
aus dem Russischen übersetzt von A. KNORRE
197U, 16A S., M A9.-
VEB Gustav Fischer, Jena
eng ausgelegt werden Wenn auch Physiker sich mit biologi-
schen Systemen auseinandersetzen, so kann man dieses Buch
doch als Einfuhrung in die Analyse oder Beschreibung dyna-
mischer Systeme unter Verwendung mathematischer Methoden
(z.B. von Differentialgleichungen) bezeichnen. Die Behand-
Der für diese Übersetzung gewählte Titel sollte nicht zu
lung typischer Beispiele nach einigen allgemeinen Abschnit
ten macht dieses Buch zu einer brauchbaren Einführung spe-
ziell für Biologen und Mathematiker.
ENGARNAGAO, J.L.
Comuter Graphics
Programmierung und Anwendung von graphischen Systemen
1975, 286 s., DM us.-
R. Oldenbourg Verlag, München
In der Anwendung der Datenverarbeitung wird die "Computer
Graphic" einen immer größeren Raum einnehmen. Die Manipula-
tion mit Bildern wird u.a. die Arbeit der Konstrukteure
wesentlich beeinflussen. Es ist daher zu begrüßen, daß hier
eine Einführung in dieses Gebiet vorliegt, in der Systeme
zur Erzeugung, Manipulation und Ausgabe von Bildern behan-
delt werden. Das klar gegliederte Buch wird jedem, der sich
mit diesen Problemen befassen muß, ein nützlicher Ratgeber
sein.
Ge.
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