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Abstract
An asymmetric triangular potential well provides the simplest model for the confinement of
mobile electrons at the interface between two insulating oxides, such as LaAlO3 and SrTiO3
(LAO/STO). These electrons have been recently shown to exhibit a large spin-orbit coupling of
the Rashba type, i.e., linear in the in-plane momentum. In this paper we study the intrinsic spin
Hall effect due to Rashba coupling in an asymmetric triangular potential well. This is the minimal
model that captures the asymmetry of the spin-orbit coupling on opposite sides of the interface.
Besides splitting each subband into two branches of opposite chirality, the spin-orbit interaction
causes the transverse wave function (i.e., the wave function in the z direction, perpendicular to the
plane of the quantum well) to depend on the in-plane wave vector k. At variance with the standard
Rashba model, the triangular well supports a non-vanishing intrinsic spin Hall conductivity, which
is proportional to the square of the spin-orbit coupling constant and, in the limit of low carrier den-
sity, depends only on the effective mass renormalization associated with the k-dependence of the
transverse wave functions. The origin of the effects lies in the non-vanishing matrix elements of the
spin current between subbands corresponding to different states of quantized motion perpendicular
to the plane of the well.
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I. INTRODUCTION
The spin Hall effect1 has been a topic of great interest in the last decade2–16, and it has now
become a mainstream technique for the manipulation of spins in spintronic devices17–21. Its
signature is the appearance of a current of z-spin in the y-direction following the application
of an electric field in the x direction.22–27 The inverse effect, i.e., the generation of a transverse
electric field by an injected spin current has also been observed.28–30
It is by now clear that the spin Hall effect results from an intricate competition of several
mechanisms.31 In all cases one needs a “sink of momentum”, usually provided by impurities
or phonons, in order to attain a steady-state response to the applied electric field. The
spin Hall effect in a crystalline solid can be described as extrinsic or intrinsic depending
on whether it is driven by spin-orbit interaction with impurities (extrinsic case) or with the
atomic cores of the regular lattice (intrinsic case). Early studies focused on the analytically
solvable model of a two-dimensional electron gas in a wedge-shaped quantum well with
Rashba spin-orbit coupling.32 This model is relevant to (001) GaAs quantum wells in the
presence of an electric field perpendicular to the plane of the electrons. In this model,
the intrinsic and extrinsic components of the effect are distinguished by symmetry – the
former being even under a reversal of the sign of the spin-orbit coupling constant, while
the latter is odd. It was soon realized that the intrinsic spin Hall conductivity for this
model vanishes exactly,33–35 and the extrinsic spin Hall conductivity is suppressed when the
Dyakonov-Perel spin relaxation rate becomes comparable to or exceeds the Elliott-Yafet
spin relaxation rate.36–38 On the other hand, the vanishing of the spin Hall conductivity
has been recognized to be a peculiarity of this model.34 Intrinsic spin Hall conductivity has
been predicted and observed in two-dimensional hole gases, and, most remarkably, in three
dimensional centro-symmetric d-band metals (e.g. Pt).29
Recently, a high mobility two-dimensional electron gas (2DEG) of tunable density
has been observed at the interface between two insulating oxides, such as LaAlO3 and
SrTiO3.
39–43 A large spin-orbit splitting of the Rashba form, i.e., ∆E(k) = ~αk, where k is
the wave vector in the interfacial plane and ~α can be as large as 5× 10−2 eV A˚, has been
observed in the proximity of a superconducting transition.43 In view of this large spin-orbit
splitting, the interfacial 2DEG seems an excellent candidate for the observation of the spin
Hall effect. However, one must be wary of the fact that vertex corrections tend to suppress
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the spin Hall conductivity of systems with linear-in-k spin-orbit splitting.
In this paper, we introduce a very simple, analytically solvable model, which we hope
will help clarify the essential ingredients of the intrinsic spin Hall effect at oxide interfaces.
The model is inspired by the earlier work by Popovic and Satpathy44, which modeled the
potential that binds the electrons to the interface as a symmetric triangular quantum well.
We generalize their model in two ways: first, we allow for different potential slopes (i.e.
electric fields) on opposite sides of the interface; second, we include a spin-orbit interaction
of the Rashba type, but let it act only in the right half (z > 0) of the well. Thus, the
Hamiltonian is
H =
∑{ p2
2m
− ~
2
2m
d2
dz2
+ V (z)− λ
2
c
~
V ′(z)Θ(z)[pxσy − pyσx]
}
(1)
where Θ(z) is the Heaviside step function (Θ(z) = 1 for z > 0 and Θ(z) = 0 otherwise); p =
(px, py) is the momentum in the plane of the quantum well; z is the coordinate perpendicular
to the plane, and λc is the effective “Compton wavelength”, which controls the strength of the
spin-orbit coupling in the relevant conduction band of the quantum well. In semiconductors
like GaAs λc is known to scale inversely to the cube of the fundamental band gap and
amounts to a few Angstroms. In oxide materials it is somewhat smaller: λc ' 0.7 A˚as can
be inferred from the observed value of ~α = λ2ceE ' 5×10−2 eV A˚assuming an electric field
of the order of 1 V/A˚. The model potential is
V (z) =
 Fz z > 0−rFz z < 0 , (2)
where r > 1 is our asymmetry parameter and F = eE, E being the magnitude of the electric
field in the z direction and e the absolute value of the electron charge.
In spite of its simplicity, this model gives a reasonable description of electrons bound at
the interface of two insulating oxides, such as SrTiO3 and LaAlO3.
39–45 We have in mind an
n-type interface, which is equivalent to a sheet of positive charge at z = 0. According to
band-structure calculations45 the electrons that neutralize this sheet of positive charge reside
primarily on the SrTiO3 side (z > 0) where both the band gap and the electric field are
smaller. On the LaAlO3 side (z < 0) the electric field is larger, due to reduced electrostatic
screening, and this is the effect we try to capture with the parameter r > 1. Further, the
spin-orbit interaction within the conduction band is largely determined by the spin-orbit
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interaction of the “B” ion within the perovskite formula ABO3; the spin-orbit interaction of
the Al orbitals is negligible compared with that of the Ti orbitals, so the Rashba spin-orbit
coupling will be much smaller on the LaAlO3 side than on the SrTiO3 side. This is the
situation modeled with the Heaviside function; the spin-orbit coupling is significant only for
z > 0. All things considered, our model is probably the minimal model that captures a most
significant feature of the system under study, namely the asymmetry (or, more generally, the
z-dependence) of the spin-orbit coupling. This feature has recently caught the attention of
other researchers46 as a possible source of novel effects at insulator-metal-insulator interfaces.
Furthermore, a density-dependent, and hence z-dependent, Rashba spin-orbit coupling has
also been suggested47 to explain charge inhomogeneities in LaAlO3/SrTiO3 systems. Here
we show that this asymmetry is entirely responsible for the appearance of k-dependent
transverse wave functions and hence the non-vanishing of the intrinsic spin Hall conductivity.
On the other hand, more realistic models for the conduction d-electrons at the surface of
SrTiO3 have recently appeared in the literature,
48–50 which hold great promise to explain
the transport properties of oxide interfaces. None of these models however, seems to address
the z-dependence of the Rashba coupling and the ensuing k-dependence of the transverse
wave functions, which are the focal points of this paper.
The eigenfunctions of the hamiltonian (1) have the form
ψnkλ(r, z) =
eik·r√A
1√
2
 1
iλeiθk
 fnkλ(z) (3)
where A is the area of the interface, k = (kx, ky) is the in-plane wave vector, r is the position
in the interfacial plane and z is the coordinate perpendicular to the plane. θk is the angle
between k and the x axis. These states are classified by a subband index n = 0, 1, 2.., which
plays the role of principal quantum number, an in-plane wave vector k, and a helicity index,
λ = +1 or −1 which determines the form of the spin-dependent part of the wave function.
The most interesting feature of this model is that the subband wave functions fnkλ(z)
depend on k. This feature is crucial to the existence of a non-vanishing intrinsic spin Hall
conductivity. This can be seen most clearly by applying to the present model the standard
argument for the vanishing of the intrinsic spin Hall conductivity in the Rashba model.51
According to Eq. (1) the time derivative of σy is
σ˙y =
i
~
[H, σy] = −2λ
2
c
~2
V ′(z)Θ(z)pyσz . (4)
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The expectation value of a time derivative must vanish in a steady state, hence
〈V ′(z)Θ(z)pyσz〉 ≡
∑
nkλ
Nnkλ〈nkλ|V ′(z)Θ(z)kyσz|nkλ〉 = 0 , (5)
where Nnkλ is the average occupation numbers of |nkλ〉 in the given non-equilibrium state.
If at this point we were allowed to factor the average into a product of 〈V ′(z)Θ(z)〉 and
〈pyσz〉, we could immediately conclude that the spin Hall current, being proportional to
〈pyσz〉, is zero. This argument works in the Rashba model because the z-dependent part of
the wave function does not depend on k or λ. In the present case, however, the z-dependent
wave functions fnkλ(z) do depend on k and λ, creating a correlation between V
′(z)Θ(z) and
pyσz. Then, we can no longer assert that the spin Hall current vanishes. In fact, writing
〈V ′(z)Θ(z)pyσz〉 = 〈V ′(z)Θ(z)〉〈pyσz〉+ 〈∆[V ′(z)Θ(z)]∆[pyσz]〉 (6)
where ∆[A] represents the fluctuation of a quantity relative to its average, we can conclude
that
〈pyσz〉 = −〈∆[V
′(z)Θ(z)]∆[pyσz]〉
〈V ′(z)Θ(z)〉 (7)
Our calculations confirm this. The shape of the confining potential in our model is
controlled by the asymmetry parameter r. For r →∞ the electrons are entirely confined to
the right half of the quantum well. In this limit we recover the Rashba model. The subband
wave functions become independent of k, because the spin-orbit coupling is independent of
z in the region of space in which the electrons move. The spin Hall conductivity vanishes,
when the “vertex correction” is duly taken into account.
For finite r additional contributions of order α2 appear from the k-dependence of the
transverse wave functions. Here α is the dimensionless spin-orbit coupling constant
α ≡
(
λc
`
)2
, (8)
where
` ≡
(
~2
2mF
)1/3
(9)
is the natural length scale of our model. Since ` is of the order of a few Angstroms for oxide
interfaces, while λc ' 1A˚, we see that α is somewhat smaller than 1, but not orders of mag-
nitude smaller. We believe that a multi-band effect, proportional to α2, is also responsible
for the intrinsic spin Hall conductivity predicted and observed in centro-symmetric metals
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like Pt.14 Indeed, we have verified that the α2 spin Hall conductivity is present in our model
even if we make the spin-orbit coupling symmetric and set r = 1, thus simulating a centro-
symmetric material. In this case the subbands become doubly degenerate with respect to
the helicity index, but the α2 contribution to the spin Hall conductivity is still present.
Assuming, as discussed above, that our model gives a reasonably good description of
electrons at oxide interfaces, the results of our work imply that the intrinsic spin Hall effect
will be an effect of order α2 (as opposed to α0) and be crucially dependent on the energy
separation between the transverse subbands.
This paper is organized as follows. In Section II we discuss the analytic solution of the
model. In Section III we calculate the inter-subband contributions to the SHC as a function
of r. In Section IV we calculate the intra-subband contribution to the spin Hall effect - first
without including vertex corrections (where it is found to be quite large and independent
of α ) and then with vertex corrections (the correct approach). In the latter case, only a
contribution proportional to α2 survives.
II. SOLUTION OF THE MODEL
We express all quantities in units derived from the natural length scale ` defined in
Eq.(9), i.e., lengths in units of `, momenta in units of ~/` ' 1 A˚−1, energies in units of
F` = ~
2
2m`2
' 1 eV. All quantities in the following treatment are therefore dimensionless,
unless noted otherwise. The dimensionless hamiltonian takes the form
H =
∑{
k2 − d
2
dz2
+ v(z)− αΘ(z)v′(z)[kxσy − kyσx]
}
(10)
where k = p/~ in physical units, and k = p in the present reduced units. Here we have
defined
v(z) =
 z z > 0 ,−rz z < 0 . (11)
We note that kx, ky and kxσy − kyσx are compatible constants of the motion, the latter
with eigenvalues λk with λ = ±1 and eigenstates of the form
1√
2
 1
iλeiθk
 , (12)
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where θk is the angle between k and the x axis. Therefore we classify the eigenstates by
quantum numbers k (in-plane wave vector) and λ = ±1 (helicity). The wave functions for
the n-th subband (n = 0, 1, 2... in order of increasing energy) have the form given in Eq. (3)
where fnkλ(z) is the solution of the Schro¨dinger equation
− f ′′nkλ(z) + [v(z)− λαΘ(z)kv′(z)]fnkλ(z) = nkλfnkλ(z) (13)
with
v′(z) =
 1 z > 0 ,−r z < 0 . (14)
The eigenvalues nkλ are arranged in increasing order,
0kλ < 1kλ < 2kλ < ... (15)
The complete energy is
Enkλ = k
2 + nkλ . (16)
The solution of the Schro¨dinger equation (13) for generic n is
fkλ(z) = Z ×

Ai(z−kλ−λαk)
Ai(−kλ−λαk) (z ≥ 0)
Ai(−zr1/3−kλr−2/3)
Ai(−kλr−2/3) (z < 0)
, (17)
where Ai(x) is the Airy function and Z is the normalization constant. Notice that this wave
function is continuous at z = 0, with fkλ(0) = Z. The energy kλ is determined by imposing
the continuity of the derivative at z = 0:
Ai′(−kλ − λαk)
Ai(−kλ − λαk) = −r
1/3Ai
′(−kλr−2/3)
Ai(−kλr−2/3) , (18)
where the Ai′(z) ≡ dAi(z)
dz
.
For small k the subband energies and wave functions can be obtained from standard
perturbation theory. Let us denote by fn(z) the solutions of Eq. (13) at k = 0 and by n
the corresponding energies (clearly, these are independent of α and λ). Then, we have
fnkλ(z) = fn(z) + λαk
∑
n′ 6=n
pn′n
n − n′ fn
′(z) + ... , (19)
where
pn′n ≡ 〈fn′|v′(z)Θ(z)|fn〉 =
∫ ∞
0
fn′(z)fn(z)dz , (20)
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FIG. 1: Wave functions for the three lowest subbands plotted vs z for αk = 0.2 for r = 2. Notice
the difference between λ = 1 and λ = −1 wavefunctions with the same n, denoted by dashed (red)
and solid (blue) lines respectively. Notice that the vertical axis has been shifted to separate clearly
the wave functions with different n. In reality, all wave functions tend to 0 for |z| → ∞.
and
nkλ = n0 − λαkpnn + (αk)2
∑
n′ 6=n
|pn′n|2
n − n′ + ... . (21)
Bands of equal n and opposite helicities cross at k = 0. The intra-subband splitting is
linear in k and proportional to pnn. The quadratic correction indicates the emergence of a
spin-orbit-induced effective mass m∗, which is related to the bare band mass m by
m
m∗
= 1 + α2
∑
n′ 6=n
|pn′n|2
n − n′ . (22)
All of the above features are confirmed by numerical calculations (see figure below).
The following facts are emphasized, which will play a key role in the calculation of the
spin Hall conductivity:
1. The subband wave functions are functions of the product αk. Wave functions of oppo-
site helicities fnk+(z) and fnk−(z) are generally different (see Fig. 1). This difference
disappears only for αk = 0 (i.e., either k = 0 or α = 0). This situation is in stark
contrast with the conventional Rashba model, in which the subband wave functions
are independent of α, k or λ.
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FIG. 2: The two lowest subband energies nkλ (in units of
~2
2m`2
) plotted as functions of αk for
r = 2. Notice the linear splitting between opposite helicities. The middle line in each case is the
average of the two helicity bands and shows the (barely perceptible) curvature associated with the
effective mass renormalization.
2. Subband wave functions of the same k and opposite helicities are not mutually orthog-
onal, even when their subband indices are different. From Eq. (19) we see that
〈fnkλ|fn′k−λ〉 = −2αkλ pn′n
n − n′ , n
′ 6= n . (23)
up to terms of order (αk)2. On the other hand, for n = n′ we have
〈fnkλ|fnkλ〉 = 1
〈fnkλ|fnk−λ〉 = 1− 2(αk)2
∑
n′ 6=n
∣∣∣∣ pn′nn − n′
∣∣∣∣2 . (24)
To derive these overlaps it is essential to take into account second-order corrections
to fnkλ, ensuring that the latter remains normalized to 1 to second order in αk. More
generally, we have
〈fnkλ|fnk′λ〉 = 1− 1
2
[α(k − k′)]2
∑
n′ 6=n
∣∣∣∣ pn′nn − n′
∣∣∣∣2
〈fnkλ|fnk′−λ〉 = 1− 1
2
[α(k + k′)]2
∑
n′ 6=n
∣∣∣∣ pn′nn − n′
∣∣∣∣2 . (25)
These formulas will be needed later in the analysis of vertex corrections.
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III. INTRINSIC SPIN HALL EFFECT
In this section we begin the calculation of the intrinsic spin Hall conductivity [σSH ]
z
yx
which connects the jzy ≡ kyσz component of the spin current to an electric field applied in
the x direction. The real part of the spin Hall conductivity is given by the formula
[σSH ]
z
yx = −
e
A
∑
nkλ, occ
=m
〈
∂ψnkλ
∂Azy
∣∣∣∣ ∂ψnkλ∂A0x
〉
, (26)
where the sum runs over the occupied states. We will assume in what follows that only states
in the lowest subband (i.e., the subband with n = 0) are significantly populated in the ground
state. We use perturbation theory to calculate the variation of the wave functions ψnkλ to
the application of infinitesimal vector potentials that couple to kx and ky respectively, the
first shifting kx → kx + A0x, the second shifting ky → ky + Azyσz (the hamiltonian must be
properly symmetrized after the second replacement, to preserve hermiticity). It is evident
that these homogeneous perturbations do not mix wave functions of different k. For the
asymmetric well, it is not necessary to use degenerate perturbation theory. Instead, the
usual non-degenerate theory suffices. The zeroth order wavefunctions are given by Eq. (3),
where the subband wave functions fnkλ(z) are given by Eq. (17), evaluated at the appropriate
values of the energy. In order to apply our formula (26) we need to find the single-particle
wave functions to first order in the applied potentials A0x, A
z
y. We note that the application
of A0x modifies the wavefunction at a given k, λ in the following manner:
ψnkλ[A
0
x](r) =
1√
2
 1
iλeiθk˜
 fnk˜λ(z)eik·r , (27)
where k˜ = k +A0xxˆ is the shifted wave vector. Thus, specializing to the n = 0 subband, we
find
∂ψ0kλ(r)
∂A0x
∣∣∣∣
A0x=0
= λ
sin θk√
2k
 0
eiθk
 f0kλ(z)eik·r + cos θk√
2
 1
iλeiθk
 ∂f0kλ(z)
∂k
eik·r. (28)
Next, we want to calculate ∂ψ0kλ(r)
∂Azy
∣∣∣
Azy=0
To do this, we observe that the first order change
in the wavefunction due to the coupling to Azy is
δψ0kλ(r) = 2A
z
yky
∑
n
〈fnkλ¯|f0kλ〉
0kλ − nkλ¯
ψnkλ¯(r) + ... , (29)
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e Α2kF4Π
FIG. 3: Intersubband contribution to the spin Hall conductivity in units of
eα2k4F
pi (see Eq. (32)).
Data points have been connected to enhance visibility of the trend. Contributions up to n = 5
have been included. Notice the logarithmic scale for r.
where λ¯ is a short-hand for −λ. The reason why only states of helicity −λ appear in the
variation of ψ0kλ is that the A
z
y field couples to the spin current operator kyσz, which flips
the helicity index. Writing ky as k sin θk yields
∂ψ0kλ(r)
∂Azy
∣∣∣∣
Azy=0
= 2k sin θk
∑
n
〈fnkλ¯|f0kλ〉
0kλ − nkλ¯
ψnkλ¯(r) (30)
Lastly, we combine Eqs. (28) and (30) for the derivatives of the wave function into the
general formula (26) for the spin Hall conductivity. Only the first term on the right hand
side of Eq. (28) contributes, due to the vanishing of the angular average of sin θk cos θk.
Taking into account the fact that the lowest subband states are populated in the ground
state up to k = kF+ for helicity +1 and up to k = kF− for helicity −1 we arrive, after some
simple algebra, to the following expression,
[σSH ]
z
yx = −
e
4pi
∑
n
[ ∫ kF+
0
|〈fnk−|f0k+〉|2
0k+ − nk− kdk +
∫ kF−
0
|〈fnk+|f0k−〉|2
0k− − nk+ kdk
]
(31)
All the quantities that appear in the square brackets of this equation are dimensionless.
We now examine separately the inter-subband contributions (n 6= 0) and the intra-subband
contributions (n = 0) to the spin Hall conductivity.
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A. Inter-subband contribution
Let us first focus on the contribution of the terms with n 6= 0. It is safe to assume
that kF+ and kF− are sufficiently small to justify the use of the small-k expression (23) for
the overlap between wave functions of opposite helicity. In this approximation we can also
ignore the difference between kF+ and kF−, i.e., we set kF+ = kF− = kF . Further, we can
ignore the k-dependence of the subband energies, i.e., we set nkλ ' n. Then, making use
of Eq. (23) and carrying out the k integral, we arrive at:
[σinterSH ]
z
yx = −
e
pi
α2k4F
∑
n 6=0
|pno|2
(0 − n)3 . (32)
All the quantities on the right hand side, except e, are dimensionless. Thus kF =
√
2pin`2,
where n is the two-dimensional electronic density and ` is the length scale of the confining
potential. For ` = 3 A˚ and n = 1014 cm−2 we have kF ' 0.75. Although derived for
the clean limit – i.e., for frequencies that are much larger than the inverse of the electron
impurity scattering time 1/τ (while still much smaller than the Fermi energy EF ) – this
result is essentially exact for the d.c. transport regime as well. Vertex corrections do not
modify it significantly, since they are of the order (∆τ)−1  1 where τ is the momentum
relaxation time and ∆ is the energy separation between the subbands.
The numerically calculated inter-subband contribution to the spin Hall conductivity is
plotted (in units of
eα2k4F
pi
) in Fig. III A. We note that it is present for all values of r, but it
vanishes in the Rashba limit (r →∞) because pn0 vanishes in that limit. We also notice that
this contribution to the spin Hall conductivity vanishes in the limit of low carrier density,
i.e., for kF → 0.
B. Intra-subband contribution
Let us now consider the intra-subband contribution
[σintraSH ]
z
yx = −
e
4pi
∫ kF+
kF−
|〈f−0|f+0〉|2
0k+ − 0k− k dk , (33)
where we have exploited the fact that |〈f0k−|f0k+〉|2 = |〈f0k+|f0k−〉|2 to combine the two
integrals on the right hand side of Eq. (31) into a single one.
The wave vectors kF+ and kF− are determined by the equations
k2F+ + k
2
F− = 2k
2
F , (34)
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where k2F = 2pin`
2, and
E0kF++ = E0kF−− (35)
We expand the energy up to third order in α:
E0kλ = k
2 + e1(αk)λ+ e2(αk)
2 + e3(αk)
3λ (36)
where
e1 = −p00 (37)
e2 = −
∑
n6=0
|p0n|2
n − 0 =
1
α2
( m
m∗
− 1
)
(38)
e3 = −
[ ∑
n,m 6=0
p0npnmpm0
(n − 0)(m − 0) − p00
∑
n 6=0
|p0n|2
(n − 0)2
]
. (39)
Then the solution for the Fermi wave vectors can be written in the form
kFλ = kF + k1αλ+ k2α
2 + k3α
3λ. (40)
where
k1 = −e1
2
(41)
k2 = − e
2
1
8kF
(42)
k3 =
e1e2
2
− e3k
2
F
2
. (43)
Armed with these results we easily find that
kF+ − kF− ' −αe1 − α3k2F e3 + α3e1e2 . (44)
and
0k+ − 0k− ' 2αke1 + 2(αk)3e3 . (45)
We also know that (see Eq. (24))
|〈f0k+|f0k−〉|2 ' 1− 4(αk)2
∑
n6=0
∣∣∣∣ pn00 − n
∣∣∣∣2 . (46)
Combining these results we arrive at
[σintraSH ]
z
yx =
e
8pi
m∗
m
[
1− 4(αkF )2
∑
n6=0
∣∣∣∣ pn00 − n
∣∣∣∣2
]
, (47)
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where we have used the fact that 2 − m
m∗ ' m
∗
m
. This result is striking, because its leading
order is independent of both α and kF . However, as we now show, this result is completely
invalidated by vertex corrections, which cancel the α0 term and leave us with an α2 term,
which remains finite when kF → 0.
C. Vertex corrections
In this subsection we discuss the vertex corrections to the spin Hall conductivity. To this
end, it is practical to resort to the standard diagrammatic formulation in terms of the Green
functions. The zero-temperature Kubo formula for the spin Hall conductivity reads
[σSH ]
z
yx = −e limω→0
1
ω
∫ ∞
−∞
d
2pi
Tr
{
γˆzyG(+)γˆxG(−)
}
, (48)
where the trace is taken in the basis of the exact eigenstates |l〉 ≡ ψnkλ(r, z). The energies
in the Green functions are ± =  ± ω/2, and e > 0 is the unit charge. In the reduced
units, the current vertices read γˆzy = kyσ
z and γˆx = −αΘ(z)σy. Notice that v′(z) = 1 for
z > 0 has been absorbed into α and only the anomalous spin-dependent part of γˆx has been
considered, since the “regular” part does not contribute to the spin Hall conductivity. In
the basis of the exact eigenstates the Green function is diagonal and reads
Gl() =
1
− El + i0+sgn(El) , (49)
El ≡ Enkλ = k2 + nkλ being the energy eigenvalues. By inserting the resolution of the
identity, Iˆ =
∑
l |l〉〈l|, twice under the trace and performing the integral over , we get
[σSH ]
z
yx = −e limω→0
1
ω
∑
ll′
i〈l|γˆzy |l′〉〈l′|γˆx|l〉
Θ(−El)−Θ(−El′)
ω − El′ + El + i0+ . (50)
By exploiting the fact that i〈l|γˆzy |l′〉〈l′|γˆx|l〉 is real, after using the Kramers-Kronig relations,
we can rewrite the spin Hall conductivity in the form
[σSH ]
z
yx = e
∑
ll′
i〈l|γˆzy |l′〉〈l′|γˆx|l〉
Θ(−El)−Θ(−El′)
(El − El′)2 . (51)
By making the shifts kx → kx + Ax and ky → ky + Azyσz we obtain the bare current and
spin-current vertices:
γˆx =
∂H
∂Ax
' −αΘ(z)σy ,
γˆzy =
1
2
∂H
∂Azy
= kyσ
z , (52)
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where the ' in the first equation reminds us that the “regular” part of the charge current
vertex has been omitted.
The relevant matrix elements of these current vertices are the ones between states of
opposite helicity:
〈nkλ|γˆzy |n′kλ¯〉 = ky〈fnkλ|fn′kλ¯〉 (53)
〈nkλ|γˆx|n′kλ¯〉 ' −i sin θk
2k
(Enkλ − En′kλ¯)〈fnkλ|fn′kλ¯〉. (54)
Eq.(53) can be derived almost by inspection. Eq.(54) can be obtained by using the eigenvalue
equation for the functions fnkλ(z).
Following the procedure described in Ref. 34 we calculate the renormalized current vertex
Γˆx according to the equations
Γˆx = γ˜x +
1
2piN0τ
∑
k′
GRk′ΓˆxG
A
k′ ,
γ˜x = −αΘ(z)σy + 1
2piN0τ
∑
k′
GRk′ 2k
′
x G
A
k′ . (55)
Here N0 = 1/4pi is the dimensionless density of states in the absence of spin orbit interaction.
The superscripts R and A stand for retarded and advanced Green functions, respectively.
The first equation represents the ladder resummation for an effective vertex γ˜x, which is
defined by the second equation. Notice that the first term in the expression for γ˜x is the
bare vertex of Eq. (54). In the purely two-dimensional Rashba model with no z-dependence,
one sees that the second term on the right hand side of the second equation cancels the first.
This is the famous vertex cancellation. To see this explicitly one must project the above
equation into the spin states |λ〉, the projection over the plane wave states already being
done.
To extend the treatment to the present case, the projection must be made over the states
|nλ〉. Within the approximation of disorder with no z-dependence of the impurity potential,
the vertex equations are not changed. The second of the Eqs. (55) becomes
〈nkλ|γ˜x|n′kλ′〉 = −〈nkλ|αΘ(z)σy|n′kλ′〉
+
1
2piN0τ
∑
n1k′λ1
〈nkλ|n1k′λ1〉GRn1k′λ1 2k′x GAn1k′λ1〈n1k′λ1|n′kλ′〉. (56)
The matrix elements 〈nkλ|n1k′λ1〉 and 〈n1k′λ1|n′kλ′〉 are those of the impurity potential.
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Explicitly we have
〈nkλ|n1k′λ1〉 = 1
2
〈fnkλ|fn1k′λ1〉
(
1 + λλ1e
i(θk′−θk)
)
(57)
〈n1k′λ1|n′kλ′〉 = 1
2
〈fn1k′λ1|fn′kλ′〉
(
1 + λ′λ1e−i(θk′−θk)
)
. (58)
By observing that k′x = k
′ cos θk′ , one can perform the integration over the direction of k′ in
Eq.(56)
1
4
∫ 2pi
0
dθk′
2pi
(
1 + λλ1e
i(θk′−θk)
)
cos(θk′)
(
1 + λ′λ1e−i(θk′−θk)
)
=
λ1
8
(
λe−iθk + λ′eiθk
)
. (59)
We now rewrite Eq.(56) for the matrix elements necessary for the evaluation of the spin Hall
conductivity. By using Eq.(54)
〈0kλ|γ˜x|nkλ〉 = −i sin(θk)
2k
(E0kλ − Enkλ)〈f0kλ|fnkλ〉
− i sin(θk)λ
8piN0τ
∑
n1k′λ1
λ1〈f0kλ|fn1k′λ1〉〈fn1k′λ1|fnkλ〉GRn1k′λ1 2k′ GAn1k′λ1 . (60)
For weak disorder, we may take the limit τ →∞ and perform the integral over k′ to get
〈0kλ|γ˜x|nkλ〉 = −i sin(θk)
2k
(E0kλ − Enkλ)〈f0kλ|fnkλ〉
− i sin(θk)λ
2N0
∑
n1λ1
λ1〈f0kλ|fn1kFn1λ1λ1〉〈fn1kFn1λ1λ1|fnkλ〉 kFn1λ1 Nn1λ1 , (61)
kFn1λ1 and Nn1λ1 being the Fermi momentum and the density of states at the chemical
potential for the n1-th subband with helicity λ1. Let us consider first the intra-band matrix
elements, n = 0, so that Eq.(61) becomes
〈0kλ|γ˜x|0kλ〉 = −i sin(θk)
2k
(E0kλ − E0kλ)〈f0kλ|f0kλ〉
− i sin(θk)λ
2N0
∑
n1λ1
λ1〈f0kλ|fn1kFn1λ1λ1〉〈fn1kFn1λ1λ1|f0kλ〉 kFn1λ1 Nn1λ1 , (62)
Now we show how this equation can be evaluated in a small α expansion up to the third
order. We begin by observing that by performing the sum over λ1, always one of the overlap
factors yields a Kronecker δn1,0 because of the orthonormality of the wave functions fnkλ.
Furthermore, because of Eqs.(25), we can replace kFn1λ1 with k with an accuracy α
3. In this
way the overlap factor between states of the same helicity can be approximated with unity,
while the other is common to the bare part of the vertex (the first term on the right hand
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side of Eq.(62)). Hence we are reduced to evaluating
〈0kλ|γ˜x|0kλ〉
〈f0kλ|f0kλ〉
= −i sin(θk)
2k
(E0kλ − E0kλ)− i
sin(θk)λ
2N0
∑
λ1
λ1 kFn1λ1 Nn1λ1 . (63)
The densities of states at the Fermi level in the lowest subband are evaluated from the
formula
Nλ
N0
=
2kλ
|∇kE0kλ|kλ
, (64)
where kλ is the solution of the equation E0kλ = EF . By using the equations (36-39) for the
energy and (40-43) for the Fermi wave vectors, we obtain
Nλ
N0
= 1− λα e1
2kF
− α2e2 + λα3
[
e1e2
4kF
− 3e3kF
2
+
e31
16k3F
]
. (65)
The quantity relevant for the vertex correction is
kλNλ
2N0
=
kF
2
{
1− λα e1
kF
+ α2
3
kF
[
e21
8kF
− e2kF
2
]
+ λα3
4
kF
[
e1e2
2
− e3k
2
F
2
]}
. (66)
The vertex correction is then
kλNλ
2N0
− kλ¯Nλ¯
2N0
= −λαe1 + 2λα3
(
e1e2 − e3k2F
)
, (67)
while the bare vertex is
1
2k
(E0kλ − E0kλ¯) = λαe1 + λα3e3k2 , (68)
where, in the last term, k can be replaced by kF at the required level of accuracy. By
summing the above two expressions, the effective vertex reads
〈0kλ|γ˜x|0kλ〉 = −iλ sin(θk)〈f0kλ|f0kλ〉α3
(
2e1e2 − e3k2F
)
. (69)
The above expression must replace Eq.(54) when evaluating the intra-band spin Hall con-
ductivity and one can also safely neglect the ladder resummation in the first equation of (55)
due to the τ →∞ limit. Hence, to the accuracy we are working it is enough to multiply the
bare bubble intra-band spin Hall conductivity of Eq.(47) by the factor −α2 (2e1e2 − e3k2F ).
Notice that in obtaining Eq.(47), the momentum integral must be evaluated with accuracy
α3 in order to keep the corrections up to order α2 in the SHC. The presence of the corrected
vertex, which is already of the order α2 smaller than the bare one, allows the evaluation of
the integral with accuracy α. Notice also that in the Rashba limit, r →∞, the coefficients
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FIG. 4: Intrasubband contribution to the spin Hall conductivity in units of eα
2
pi for kF = 1(see
Eq. (32)). Data points have been connected to enhance visibility of the trend. Notice the logarith-
mic scale for r.
p0n vanish, and hence e2 and e3 both vanish, yielding the vertex cancellation as expected.
The intra-band spin Hall conductivity of Eq.(47) must then be replaced by
[
σintraSH
]z
yx
= − e
8pi
α2
{
2
∑
n6=0
|p0n|2
n − 0 +
k2F
p00
[ ∑
n,m 6=0
p0npnmpm0
(n − 0)(m − 0) −
∑
n6=0
|p0n|2
(n − 0)2
]}
,
(70)
which is accurate up to terms of order α3. This can also be written as
[
σintraSH
]z
yx
= − e
4pi
{(
1− m
m∗
)
+
α2k2F
2p00
[ ∑
n,m 6=0
p0npnmpm0
(n − 0)(m − 0) −
∑
n6=0
|p0n|2
(n − 0)2
]}
, (71)
The numerically calculated intra-subband contribution to the spin Hall conductivity from
Eq. (70) is plotted (in units of eα
2
pi
) in Fig.4. We note that it is present for all values of r,
but it vanishes in the Rashba limit (r →∞) because pnm vanishes in that limit.
Vertex corrections, in principle, are present also for the inter-band matrix elements con-
trolling the inter-band spin Hall conductivity. In the case of the matrix elements between
the occupied and unoccupied sub-bands, with accuracy of order α, Eq.(61) becomes
〈0kλ|γ˜x|nkλ〉 = −i sin(θk)λαp0n−i sin(θk)λ
2N0
∑
n1λ1
λ1〈f0kFλ|fn1kFλ1〉〈fn1kFλ1|fnkFλ〉kFn1λ1Nn1λ1 .
(72)
By performing the sum over λ1 and using again the orthonormality of the wave functions
fnkλ, one obtains
〈0kλ|γ˜x|nkλ〉 = −i sin(θk)λαp0n − i sin(θk)αp0np00 + pnn
n − 0 . (73)
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FIG. 5: Comparison of the first and the second term in the curly brackets of Eq. (71) for the
intra-band spin Hall conductivity at kF = 1. First term, denoted by I, is in red (dashed line),
second term, denoted by II, is in black (dash-dotted line); their sum is in blue (solid line). Notice
that the two terms have opposite signs and I dominates.
We see that the first vertex correction for the inter-band matrix elements contains as a
denominator the energy separation. For large enough separation, this correction can be
neglected. It is interesting to note that the energy separation in the denominator appears
because of the overlap factors due to the impurity potential scattering. The physical ori-
gin of these processes is the following. Upon scattering from an impurity an electron can
make a transition to an unoccupied subband, where afterwards changes its spin direction by
precessing in the Rashba field. Clearly these processes cost energy and yield a small correc-
tion to the spin-dependent inter-band matrix elements of the current vertex. As a result,
Eq.(32) for the inter-band spin Hall conductivity is not changed much, either qualitatively
or quantitatively, by the vertex corrections.
Eqs. (32) and (71) are the main results of this paper, showing a spin Hall conductivity
of order α2. Notice that, in the low-density limit kF → 0 only the intra-band term survives,
reducing to the simple form
[σSH ]
z
yx = −
e
4pi
(
1− m
m∗
)
, (74)
which is entirely controlled by the spin-orbit-induced effective mass. Fig. 5 examines the
relative importance of the two terms in the curly brackets of Eq. (71) at kF = 1. The
effective mass term (first term) is plotted in red, the second term is plotted in black, and
their sum is in blue (this coincides with the result plotted in Fig. 4). We see that the two
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terms in the curly brackets of Eq. (71) have opposite signs, but the first term dominates
even at kF as large as 1.
IV. CONCLUSION
We have developed a simple model for the 2DEG that exists at the interface between two
oxides. Neglecting band structure effects and including only an asymmetric wedge-shaped
potential that binds the electrons to the interface, and the spin-orbit interaction associated
with it, we have calculated the intrinsic spin Hall conductivity in the high-mobility limit.
After a careful consideration of vertex corrections to the single-bubble result, we have found
that the intrinsic SHC is finite and, in the low-carrier density limit, has the simple form
of Eq. (74), which crucially depends on the mass renormalization associated with the k-
dependence of the wave functions in the z direction. This effect, which is of order α2,
vanishes in the standard Rashba model, which is the r → ∞ limit of the present model.
Finally, the numerical value of the SHC that we calculate is of the order of e
8pi
0.08α2. This
should be compared with the values measured in the two-dimensional electron gas in GaAs,23
which can be expressed as e
8pi
0.05α2. Thus our values are of a magnitude comparable with
those reported in GaAs if α is of order 1 as reported in the literature.43
Our model clearly does not include the spin-orbit interaction that is built into the two-
dimensional band structure of the interfacial electrons, arising from the spin-orbit interaction
with the atomic cores. The latter can be extracted from a tight-binding model calculation
for SrTiO3, taking into account the fact that the interfacial electrons live almost entirely
on the STO side of the LAO/STO interface.45 From the form of the in-plane wave function
in the relevant conduction band (arising from Ti d-orbitals split by crystal fields and spin-
orbit interaction with the atomic cores) one can extract an effective spin-orbit coupled
hamiltonian,50 and the intrinsic spin Hall conductivity can be calculated. A comparison
between the SHC calculated in this paper and that obtained from a tight-binding calculation
of the spin-orbit coupled band structure will be presented in a forthcoming paper.
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