Abstract-In the past few years, joint network-channel coding (JNCC) has drawn significant attention for reliable data communication in wireless network. However, it appears that fixed-rate channel coding is ineffective to make the outage probability to zero without having precise channel state information at the transmitter. To enhance the link robustness and the system throughput, this paper presents a joint networkfountain coding (JNFC) scheme which can effectively combat the detrimental effect of wireless fading channel by seamlessly coupling fountain and network paradigms. In particular, we consider a cooperative system with two sources, two relays and one destination where the sources encode the message using fountain code and broadcast to the destination and relays. While the relays first decode the information and then transmit to the destination after network and fountain coding. For information combining at relays we employ Random Linear Network Coding (RLNC) and Modified LT coding (MLT). Simulation results justify that JNFC has significant performance advantage over other schemes and JNFC with Modified LT coding (JNFC-MLT) always outperforms JNFC with Random Linear Network Coding (JNFC-RLNC) in a variety of metrics regardless of network scenarios.
since its introduction in [4] and has been investigated as a desirable solution for data communication in wireless networks [5] [6] [7] . Network coding over Galois fields (GFs) is an efficient approach to increase the throughput of multi-source cooperative diversity systems [5] , [6] . Several other network coding schemes have been proposed for general multi-source cooperative networks, such as physical layer network coding (PNC) for two way relaying [8] and complex field network coding (CFNC) [9] . Through analysis and simulation, it has been shown that network coding improves link robustness and system capacity significantly.
In recent years, a lot of research efforts have been devoted to unifying network coding with channel coding schemes [10] , [11] , that shows great potential in deteriorating the detrimental effects of wireless fading channel. The idea behind this is to couple network and channel coding techniques simultaneously in the physical layer so that the redundancy in the network code should be used to support the channel code for better error protection. In [12] , to obtain additional diversity gain C. Hausl et al. proposed joint network and channel coding framework for multiple access relay channel (MARC) based on low-density parity-check (LDPC) code. Later in [13] , turbo codes based joint network-channel coding was applied to the two-way relay channel [14] . Zheng et al. developed non binary joint network-channel decoding (NB-JNCD) for large networks [15] . It has been shown that NB-JNCD outperforms binary LDPC JNCD. However, these fixed rate codes provides a stable error performance when the channel environment is timeinvariant. The decoding failures may occur when the channel degradation exceeds the error-correction capability of the codes specially in the time varying channel. If that occur, an acknowledgement (ACK) is sent to sender after every detection of corrupted message at receiver that increases the end to end delay over heavily impaired channel.
In contrast to typical fixed rate code, fountain code [16] [17] [18] [19] [20] is a rateless version where the source unconscious of channel state information (CSI) can generate as many encoding symbols as needed by simply performing modulo-2 operation among the source symbols. For its capability in improving the link robustness and reliability [21] [22] [23] [24] , it has been incorporated into cooperative relay systems as a desirable solution for data communication. However, there are not many works coupling rateless code and network coding for the multiple access relay system, as opposed to the above works based on fixed-rate code. In [25] , Puducheri et al proposed a low complexity combining operation at relays for a multiple access relay system where messages from M sources are encoded by a rateless code that performs like a LT code in data recovery and completes the network coding inherently. In this work, source nodes generate their information using Deconvolved Soliton Distribution (DSD) as in degree distribution and transmit to relay. Relay node then constructs LT codes by merely XOR-ing the received symbols from different sources and transmits to destination. The performance is evaluated in Binary Erasure Channel (BEC) without considering the direct link between source and destination. Later for a multiple access relay system, in [26] Gong et al proposed raptor code based two combining schemes, namely, Raptor coding (RC) and Superposition coding (SC) at the relay that improves the performance gain significantly.
In this paper, we propose a joint network and fountain coding (JNFC) scheme for the cooperative diversity system of two sources and two relays. In our framework, sources generate their data and send to relays and destination using LT codes. We employ the decode-andforward (DF) strategy at relays where the relays first try to decode the information of both sources. After successfully decoding sources information, relays combine the information from both sources using network and fountain coding and transmit the combined information to the destination. For information combining at relays, we propose two JNFC schemes, namely, JNFC with Random Linear network coding (JNFC-RLNC) and JNFC with modified LT coding (JNFC-MLT) and study their performance in different network scenarios. Moreover, we compare the performance of JNFC with separated network and fountain coding (SNFC) where the redundancy provided by network coding is only useful if channel coding is succeeded.
The rest of the paper is organized as follows. We first introduce the proposed JNFC framework using a twosource two-relay network and describe some preliminaries for the proposed JNFC scheme in Section III. We then present network coding on LT codes with robust solution distribution in Section IV and encoding and decoding schemes of proposed JNFC in Section V. Finally, Section VI demonstrates the simulation results, followed by Section VII to conclude our paper.
II. A TWO-SOURCE TWO-RELAY NETWORK

A. System Model
We consider a five-node cooperative system as depicted Fig. 1 We assume that all nodes are operated in half-duplex mode, i.e., they can either transmit or receive at a time. Each node in the system adopts binary phase shift keying (BPSK) modulation, where bits 0 and 1 are mapped to +1 and −1 respectively. 2 12 , , , .
The signal-to-noise ratio (SNR) at j for a pair ji  is given by 2 , , 2
where i P denotes the transmitted power of node . i We assume that orthogonal channels [2] , [3] , [27] are allocated to different terminals i.e., inter-user orthogonality. Each source transmits to the destination and relays in two different channel and the relays transmit to the destination in other different orthogonal channels. To transmit a k bit message to a destination D , each source generates a large number of code stream using fountain codes. The code stream is then modulated and sequentially transmitted to the destination and relays. In Phase one, both the destination and relays make decoding attempts to recover source messages. Since the relay link is better than that of the source destination link, the relays can almost always successfully decode before the destination does. As soon as the original packets are successfully decoded at relays, they generate new packets using network and fountain coding and send to the destination to provide additional error protection in Phase 2. A block diagram of the system is depicted in Fig. 2 . The transmission of one codeword over the relay channel can be divided into two phases: Phase 1 when the relays listen and Phase 2 when the relays transmit.
B. Network Scenario
Depending on the operation mode of sources in Phase 2, we consider the following network scenarios:
Scenario A: In this scenario, sources are aware about the existence of relay nodes. Using LT codes, source nodes generate a large number of symbols and broadcast their data to relays and destination until they receive ACK from both relays. After successfully decoding the information of both sources, relays generate new packets from original received packets using network coding and fountain coding. Sources then stop their transmission and relays start to transmit to the destination as shown in Fig.  3 until the destination is able to decode all information.
Scenario B: In this case source nodes transmit their information to destination using LT codes. Relays overhear the direct transmission between source nodes and destination. After successfully decoding information of both source nodes, relays generate new coded symbols to transmit to destination. Both source nodes and relays keep on transmitting until they receive an acknowledgment from the destination indicating that the reception has been successful as shown in Fig. 4 .
III. EVOLUTION FROM SNFC TO JNFC
In this section, we first introduce the separated network and fountain coding (SNFC) system that will be used as a reference system to compare the performance of JNFC. We also present background of fountain coding in particular LT coding, and network coding that are used in our proposed JNFC. 
A. Separated Network and Fountain Codes (SNFC)
Spatial diversity is one of the ways to combat fading over wireless channels. One way to gain diversity through network coding in noisy channels is to treat network and channel coding separately where channel coding is used in the physical layer for each transmission then on the network layer network coding is performed on the error free packets provided by the lower layers.
Fig . 5 presents the block diagram of SNFC system where source nodes, 1 S and 2 S encode their data packets 1 u and 2 u respectively using fountain codes and transmit to destination. Relay nodes keep accumulating information from source to destination transmission. As soon as relay Ri decodes sources information correctly, it performs network coding on the original packets 1 u and 2 u at network layer. The network encoder is a modulo-2 addition. Then the output of network encoder i z is encoded using fountain code and transmitted to destination. The destination collects information from four channels and starts to decode when the received information from each channel is slightly greater than the original symbols. Let destination starts decoding on the four set of symbols 1 2 1ˆ, , x x y and 2 y using fountain decoder. The four decoders make a hard decision and deliver their estimates 1 2 1 ,, x x y and 2 y to the network layer with an indication to indicate whether its estimate is error-free. If one of the two estimates 1 x , or 2 x not errorfree and either 1 y or 2 y are error-free, the network decoder retrieves the corrupted packet by performing module-2 addition between the error free packet among 1 x , or 2 x , and the error free packet among 1 y , or 2 y . If 1 y and 2 y both are error free then any one of them is used to retrieve the corrupted packet.
In wireless relay networks, capacity can only be achieved by treating network and channel coding jointly [28] . In SNFC, the redundancy of network coded packets only utilized when the lower layers deliver error-free packets to the network layer. The principle of joint network fountain coding is to efficiently use the redundancy in the network code to support the channel code for better error protection.
B. LT: Encoding and Decoding
The concept of fountain codes was first presented by Byers et al. [19] . The most interesting benefit of fountain code is that transmission reliability can be assured without requiring channel state information. Although fountain codes were originally designed for erasure channels, a lot of effort has been dedicated to their extension to general discrete memoryless channels, additive white Gaussian noise (AWGN) channels, and fading channels. A universal fountain codes should have two properties: First, infinite encoded data can be generated from finite source data. Second, the receiver should be able to reconstruct the source data from any set of the encoded data with an efficient decoding process. However, not all fountain codes in use can meet the above two properties. LT codes [17] are the first realization of digital fountain codes.
In LT coding, the symbol length for the code can be arbitrary, from one bit binary symbols to general l-bit symbols. Each LT code symbol is generated by the following encoding process: a. First a degree d is chosen for an encoding symbol. The degree is chosen randomly from a given degree distribution ( ). d
Choose d distinct information symbols uniformly at random. They will be neighbors of the encoding symbol.
c. Then chosen original symbols are XOR-ed to create an encoded symbol.
The canonical representation of fountain codes are factor graphs [29] . A factor graph is a bipartite graph where nodes in the first set represent original symbols referred as input symbols and the nodes in the second set are the encoded symbols referred as output symbols. The input symbol c is a neighbor of output symbol, v if there is an edge between them. The degree of an output symbol is the number of edges originated from that particular node. A factor graph representation of encoded symbols is shown in Fig. 6 that is truncated to length n . The decoder can recover information symbols with the following three-step process, which is called LT process:  At first step, the decoder identifies all output symbols of degree one (i.e., those connected to a single input symbol) in the Tanner graph. If there exist no such symbol, the decoding process terminates.  The input symbols connected to output symbols of degree one are directly decoded and the edges between them is deleted.  Finally, each the decoded input symbol c is XORed with the every output symbol v to which c is connected and the edge between c and v is deleted. The decoding process continues iteratively by following the above three steps. The decoding process succeeds if all information symbols are covered by the end. 
C. Degree Distribution of LT Codes
The probability distribution on the random degree of encoding symbols, () d  is the critical part of the LT codes design to ensure complete recovery of the original data from the minimum number of encoding symbols. In fact, the encoding/decoding complexity and error performance are regulated by the degree distribution of LT code. For better performance, the degree distribution should be such that a small number of encoding symbols must possess high degree, so that all input symbols get connected with output symbols and a large number of output symbols must have low degree, so that the decoding process can get started, and keep going. The optimal distribution of degrees for constructing LT codes is the Robust Soliton Distribution (RSD) [17] , proposed by Luby is given bellow:
where
Here () i  , the Ideal Soliton distribution and () i  are
given by 1 , for 1 () 1 for 2 ( 1)
where  is the allowable failure probability and the parameter R represents the average number of degree one encode symbol and is defined as
It has been shown that for a suitable chosen  the decoder can recover the data from
encoded symbols with probability at least 1   [17] . It is observed that RSD is composed of more than 50% of encoded packets of degree 1 or 2 allowing to bootstrap belief propagation, and an average degree of (log ) k  resulting in low complexity decoding.
D. Network Coding
In previous studies, it has been shown that random linear network coding is efficient and sufficient [30] [31] [32] . In RLNC the node linearly combined the received packets using randomly generated coefficients over Galois field GF(2 ). 
and j g is coefficient that picked randomly from GF(2).
IV. NETWORK CODING WITH ROBUST SOLITON DISTRIBUTION
One of the attractive features of LT codes is low complexity decoding which is accomplished using Belief Propagation (BP) algorithm that recovers source
However, the efficiency of BP depends on the statistical properties of encoded symbols degree distribution. Therefore, the degree distribution of the network coded symbols must match RSD to get better performance. More specially, the network node should generate the network coded symbols in such a way so that the structure of LT codes is preserved. The construction of LT codes from two or more fountain codes is proposed in [25] where each source node encodes its data set onto an LT-like codewords according to a degree distribution ( 
with the normalization factor 1 (1) (1) , for 1
with the normalization factor 2  given by
Finally, the Deconvolved Soliton Distribution (DSD), () p  is given by [25] 
The degree distribution of RSD and DSD for  = .5 and  = .2 is presented in Table I . It is observed that DSD is dominated by degree 1 while RSD is dominated by degree 2. 2) The relay generates two independent random variables 1 U and 2 U , each uniformly distributed on [0, 1].
3) The relay then generates two binary random variables 1 b and 2 b as follows: 
V. JNFC SCHEME FOR A TWO SOURCE TWO RELAY NETWORK
In this section, we present the encoding and decoding procedures of the proposed JNFC using the topology shown in Fig. 1 . We employ LT codes at both sources and the relays.
A. Encoding Scheme at Sources
We assume each source wants to transmit same amount of information to destination D . To transmit a packet 1 u (1), (2),.... ( ) x x x n respectively using LT codes and transmit to the destination and relays using different orthogonal channels. The set of encoded symbols generated by 1 S is given by
where, 1 n G is the generator matrix of the code symbols that are truncated to length n . Similarly, the set of encoded symbols generated by source 2 S is given by 
B. JNFC Scheme at Relays
Relays accumulate incoming information from each source destination transmission and attempt to obtain u 1 and u 2 After successfully decoding source symbols, relay nodes generate new codes from u 1 and u 2 and transmit to destination. JNFC at relay nodes is performed by the following ways: 1) JNFC with Modified LT code (MLT): In this scheme, after successfully decoding source packets, relay nodes use DSD-2 [25] to encode each source information. The coded symbols of two sources are then selectively combined in such a way that the result in code symbols follow the degree distribution of LT codes.
2) JNFC with Random linear network coding: After receiving source packets, each relay encodes sources information using LT code. Let (1), (2) 
C. Joint Decoding
In fountain encoding the encoded symbols are called output symbols; and the symbols from which these output symbols are calculated are called input symbols. Since we are using (BPSK) modulation each input and output symbols represent each input and output bits respectively. The decoding graph at destination for JNFC-MLT and JNFC-RLNC are illustrated in Fig.7 and Fig.8 , respectively where it is assumed that both relays use same generator matrix for fountain coding in each scheme. In both figures, the circles and rectangles represent output symbols nodes and parity-check nodes of the fountain coding, respectively. In noisy channel, the decoding of fountain code is accomplished using the standard BP algorithm on generator matrix ' G . At the th l decoding attempt, it performs BP decoding on generator matrix ' G by iteratively passing the LLR (log-likelihood ratio) messages from input bits to output bits, and then from output bits back to input bits. Let x respectively and transmitted to the destination. The decoding failure probability at the decoder,  is considered as 0.5 and LT design parameter  is considered 0.1. After correctly decoding the source packets, relay nodes re-encode the packets using a suitable degree distribution and perform network coding on them. We assume that the relay nodes are closer to the destination than the sources. Therefore, the SNR between each relay and destination is higher than the SNR between any source and destination. The SNR of each relay-destination link is given by In this paper, we propose two JNFC schemes depending on the coding techniques at relay nodes such as:  JNFC-RLNC: In this case, relay nodes re-encode source information using LT codes. Then the coded symbols of two packets are randomly chosen to generate network coded symbols. However, in this way the resulting network coded symbols do not follow Robust Soliton Distribution in degree.  JNFC-MLT: In this scheme, both sources and relays transmit code symbols that follow RSD as in degree distribution. After receiving source packets, relays use DSD to encode source information. The coded symbols of two sources are then selectively combined in such a way that the result in code symbols follows the degree distribution of LT codes. It has been observed that JNFC schemes significantly improve BER performance. This is due to the redundancy and diversity provided by the use of relay nodes and the use of network coding. Moreover it is shown that JNFC-MLT outperforms JNFC-RLNC. The performance of JNFC-MLT is about more than 3 dB compare to JNFCRLNC for a BER of 4 10 . Fig. 10 compares the different JNFC schemes and separated network and fountain coding (SNFC) in terms of Generation Error Rate (GER). Two packets 1 u and 2 u are generated at each generation. The generation error occurs when at least one of the two packets cannot be recovered at the destination correctly. It is shown that SNFC has a performance loss of around 3 dB and 6 dB compared to the JNFC-RLC and JNFC-MLT, respectively for a GER of 3 
.
 This is because in JNFC the redundancy both in channel coding and network coding are efficiently exploited. However, in SNFC the packets that fail channel decoding can not exploit the redundant packets transmitted by the relay nodes.
One of the salient features of fountain codes is that the decoder starts decoding as soon as the received symbols are slightly more than the original symbols. We are interested to evaluate the performance of JNFC at small overhead. Fig. 11 and Fig. 12 compare the performance of this two JNFC schemes in terms of BER and GER respectively with very small overhead. The number of received symbols from each source and relay is () k   where  is 5% of the original symbols. Even with this small overhead, the performance of JNFC-MLT is outstanding than JNFC-RLNC. This is because in JNFC-MLT, the relay nodes transmit LT like codewords that follow the RSD in degree distribution. We evaluate the performance of proposed JNFC schemes in different network scenarios. Fig. 13 compares the performance of proposed JNFC schemes in terms of throughput. Depending on the network scenarios, source nodes or relay nodes continue their transmission until they receive an ACK from destination that the decoding is successful. Here, throughput is calculated by the following equation
Number of received symbols Number of original symbols   (26) It is observed from Fig. 13 that JNFC schemes outperforms the direct transmission where source nodes transmit to destination directly without any help of relay and continue their transmission until they receive ACK from destination. Regardless of network scenarios, the performance of JNFC-MLT is always better than JNFC-RLNC. Moreover, the performance gap between these two schemes is more apparent in Scenarios A. This is because in JNFC-RLNC the destination receives random codewords from both relays, while in JNFC-MLT, the destination receives LT like codewords from both relays. Therefore, the degree distribution of received codewords at destination in JNFC-MLT is actually Robust Soliton distribution that facilitates the decoding process.
VII. CONCLUSIONS
In practice, the performance of data transmission often degrades due to the deep fading of wireless channel. To overcome this problem, we presented in this paper a scheme of joint network fountain coding for reliable communication in wireless networks. The proposed JNFC seamless combines fountain and network coding techniques and thus makes use of the redundancy efficiently. Depending on the coding schemes at relay nodes we proposed JNFC-RLNC and JNFC-MLT. Simulations results show that the proposed JNFC outperforms the direct transmission and SNFC in terms of BER, and GER performance. Moreover, regardless of network scenarios JNFC-MLT always outperforms JNFC-RLNC in throughput performance.
