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Abstract
Background: Steady-state visual evoked potential (SSVEP)-based brain-computer interface (BCI) has become one of the
most promising modalities for a practical noninvasive BCI system. Owing to both the limitation of refresh rate of liquid
crystal display (LCD) or cathode ray tube (CRT) monitor, and the specific physiological response property that only a very
small number of stimuli at certain frequencies could evoke strong SSVEPs, the available frequencies for SSVEP stimuli are
limited. Therefore, it may not be enough to code multiple targets with the traditional frequencies coding protocols, which
poses a big challenge for the design of a practical SSVEP-based BCI. This study aimed to provide an innovative coding
method to tackle this problem.
Methodology/Principal Findings: In this study, we present a novel protocol termed multiple frequencies sequential coding
(MFSC) for SSVEP-based BCI. In MFSC, multiple frequencies are sequentially used in each cycle to code the targets. To fulfill
the sequential coding, each cycle is divided into several coding epochs, and during each epoch, certain frequency is used.
Obviously, different frequencies or the same frequency can be presented in the coding epochs, and the different epoch
sequence corresponds to the different targets. To show the feasibility of MFSC, we used two frequencies to realize four
targets and carried on an offline experiment. The current study shows that: 1) MFSC is feasible and efficient; 2) the
performance of SSVEP-based BCI based on MFSC can be comparable to some existed systems.
Conclusions/Significance: The proposed protocol could potentially implement much more targets with the limited
available frequencies compared with the traditional frequencies coding protocol. The efficiency of the new protocol was
confirmed by real data experiment. We propose that the SSVEP-based BCI under MFSC might be a promising choice in the
future.
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Introduction
Steady-state visual evoked potential (SSVEP) is a continuous
sequence of oscillatory potential changes elicited in the visual
cortex when a repetitive or flickering visual stimulus is presented to
a subject [1]. The SSVEP is usually a near-sinusoidal waveform
with the same fundamental frequency of the driving stimulus as
well as its harmonics, and generally appears in occipital and
parietal lobes.
In recent years, due to the short response time, the high
information transfer rate (ITR), the noninvasiveness, and the
inherent response of the brain, SSVEP has been used as the typical
input signal for BCI system [2,3,4,5,6].Like BCI systems based on
motor imagery [7,8] and P300 [9,10], SSVEP-based BCI has
become a crucial branch of BCIs.
In the SSVEP-based BCI, visual stimulators elicited SSVEP is
the fundamental working mechanism of the system. Several visual
stimulators have been used for evoking SSVEP, such as a cathode
ray tube (CRT) monitor, liquid crystal display (LCD) monitor, and
light-emitting diode (LED) array [5]. The flickering stimuli of
different frequencies with a constant intensity will evoke the
SSVEP having different amplitude strengths. Usually, the
strongest SSVEP, the medium strong SSVEP and the weak
SSVEP could be observed by those stimuli in the low frequency
range 5–12 Hz, in the medium range 12–25 Hz and in the high
frequency range 25–50 Hz, respectively [11]. If the visual stimuli
is displayed on the LCD or CRT monitors, the stimulus
frequencies are limited by the refresh rate of the stimulators, and
the lack of available modulation frequencies is a problem to be
solved in SSVEP-based BCIs [12,13,14,15,16]. Even if the LED
stimulators are able to evoke an SSVEP in a frequency range of 1–
90 Hz [11], for a subject, the available frequencies that can evoke
the detectable SSVEP are still limited due to the still unclear
physiological mechanism. Spelling was one of the first and may be
the most basic BCI application, which remains a benchmark for
communication application and one major challenge in the BCI
community [15,17]. For SSVEP-BCIs, the stimuli with traditional
single frequency coding protocol were not enough to be assigned
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stimulators [15]. Therefore, it may be a critical challenge for the
design of a practical SSVEP-based BCI to code more targets under
limited frequencies.
To tackle the problem, some groups have used the phase
information to code the targets in the SSVEP-BCI. The related
studies show that this kind of coding protocol can actually increase
the coding targets with limited available frequencies [14,16]. For
example, Jia et al [16] realized a BCI system with 15 targets with
three stimulus frequencies using the frequency and phase mixed
information to increase possible target number.
Other two groups used the different protocols to increase the
number of flickering targets [12,13]. In these two systems, each
target was simultaneously modulated by two different frequencies,
which can generate more flickering targets due to the combination
of frequencies. Because only the combination of frequencies is used
in this kind of coding protocol, the coding target number cannot
be compared to that when the information of flickering order is
adopted.
To code more targets using multiple frequencies, in this paper,
we present a novel multiple frequencies sequential coding (MFSC)
protocol for SSVEP-based BCIs. Different from the simultaneous
multi-frequency flickering protocol, MFSC uses sequential multi-
ple frequencies flickering to code the targets. The efficiency of the
new protocol was confirmed by real experimental dataset. The
paper is organized as follows. Results are provided in Section
Results. Section Discussion is a general discussion for the results.
Section Materials and Methods provides a detailed description of
MFSC, stimulator and experiment setups, target recognition for
MFSC and evaluation index, are included in this section too.
Results
All experimental data were re-sampled to 250 Hz and filtered
with a band-pass of 4–40 Hz for off-line analysis. Each condition
contained eighty trials for each subject, and accordingly each
target of each condition had 20 trials. The canonical correlation
analysis (CCA) is used for frequency detection with signals from
channels of P3, P4, O1 and O2 as its input. O1 and O2 were in
the occipital region, and the reason to involve P3, P4 was because
the parietal region is the important information hub for SSVEP
[18], where obvious SSVEPs can also be observed. In reference
[19], the authors discussed the relationship between the recogni-
tion accuracy and the number of harmonics included in the
reference signals, and they found that two harmonics in their
online experiment are adequate to achieve a reliable result. Based
on this, we also used two harmonics to construct the reference
signals in our off-line data analysis.
The discrimination accuracies of the ten subjects for the two
different conditions and the corresponding average accuracy for
the two conditions were shown in Table 1.
As shown in Table 1, the accuracies of 2 seconds condition were
above 90% for nine subjects. Accuracies of 1.5 seconds condition
were above 80% for nine subjects with six of them above 90%. For
all subjects, the accuracy was improved when the longer duration
time 2 seconds was used, especially for S4, S8, S9, S10.
The ITR was used as a standard measure to evaluate the
performance of BCI systems [20]. For our off-line analysis, we
used the same simulation method proposed in [16] to conduct a
simulated online test. For the two different conditions, we set the t3
as 0.5 s [16] as the rest time given to the subjects to shift gaze to
simulate the online situation. Table 2 listed the simulated ITR
calculated for the two different conditions for each subject.
Considering the more complex situation in practical applica-
tion, the ITR in an on-line system may differ from our simulated
results.
Discussion
1 MFSC
The limited number of available frequencies due to both the
hardware refresh rate and the human neurophysiological mech-
anism precludes the development and application of SSVEP-based
BCIs. For traditional single frequency coding protocol, one target
needs one frequency, and therefore the frequency for different
target must be different [4,5]. For the simultaneous dual
frequencies coding protocol which has been proposed for the
LED stimulators [13], the combination of frequencies are used for
coding, where the frequencies forming combination must be
different and different targets need different frequency combina-
tions [12,13]. To our best knowledge, if this protocol is used
[12,15], the number of targets still cannot satisfy the requirements
Table 1. Classification accuracies(%) of the subjects under
the two different conditions.
Subjects Accuracy
2s 1 . 5s
S1 98.75 95.00
S2 98.75 97.50
S3 100.00 98.75
S4 92.50 82.50
S5 98.75 95.00
S6 88.75 82.50
S7 93.75 92.50
S8 92.50 78.75
S9 95.00 86.25
S10 100.00 92.50
Average(std) 95.87(3.91) 90.13(7.06)
doi:10.1371/journal.pone.0029519.t001
Table 2. Simulated on-line ITR (bits/minute).
Subject ITR
2s 1 . 5s
S1 25.11 28.02
S2 25.11 30.72
S3 26.67 32.28
S4 19.96 18.06
S5 25.11 28.02
S6 17.52 18.06
S7 20.85 25.66
S8 19.96 15.72
S9 21.79 20.65
S10 26.67 25.66
Mean(std) 22.87(3.24) 24.28(5.78)
doi:10.1371/journal.pone.0029519.t002
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coding protocol, we developed the MFSC protocol that used the
permutation of frequencies to code more targets with the limited
available frequencies. Under MFSC protocol, each target was
coded by one permutation sequence, where the frequencies coding
this target are presented one by one according to the order in the
permutation sequence. Accordingly, MFSC allowed the utilization
of the same frequencies combination to code different targets,
which cannot be realized by the simultaneous dual combination. If
the length of coding sequence is kept to 2, the target number is the
square of the number of the available frequencies. With six
frequencies, thirty-six targets can be generated, which is
comparable to the common P300 based speller system [9].
Moreover, the speller system realized with MFSC protocol can
code every character directly unlike the indirectly coded system in
[15,17], where a strategy has to be found for combining the basic
commands due to the lack of enough targets, and the time needed
for a selection will be longer than the directly coded system [15].
In Table 3, we listed the target number that can be coded when
different number of frequencies (N) are used under different coding
protocols. It is clear that MFSC with coding length 2 (M=2) can
code most targets among the three protocols.
By increasing the coding length of MFSC, more targets can be
coded. But this will increase the coding time in one flickering cycle,
and ultimately increases the detection time for the targets,
reducing the ITR of the proposed system. As revealed by the
above Table 3, the enough targets for practical BCI application
can be achieved only with 2-length MFSC.
For the traditional dual frequencies simultaneous coding
method, to acquire the reliable dual SSVEP components from
EEG signals, the dual frequency of the stimuli needs to be at least
4 Hz apart [21], which may further lower the number of available
frequencies to code the targets. But this limitation is not a problem
for MFSC, because the multiple frequencies of MSFC are
relatively independently presented in the sequential form.
In previous studies [16,19], the authors had proposed a short
period of time(0.5 s [16], 0.3 s [19]) to allow the users to shift their
gaze after a selection. Similarly, in MFSC, we introduced the
break time between each cycle, which may result in less annoyance
to the subjects. Of course, the longer the break time is, the lower
ITR the system will have. In practical application, under the
acceptable speed of the system, the break time can be determined
according to the specific requirement of the users.
2 Frequency recognition Method
Recently, multiple channel EEG signals were used in SSVEP-
based BCI for frequency recognition [17,19,22,23]. With multiple
channel classification methods, no calibration is needed for
electrode selection for each subject, which brings some conve-
nience for the application compared to other methods [24,25]. In
our off-line analysis, four electrodes (P3, P4, O1 and O2) that are
of strong SSVEPs were chosen for frequency recognition.
In this study, we just used the CCA method for SSVEP
detection. The two main parameters for the reference signals in
the CCA was not optimized for each subject, and optimized
parameters and electrode selection may further improve the
performance for some subjects, such as subject 6, 8 and 9.
For frequency recognition, although there are some other
variations such as the sparse CCA [26], kernal CCA [27], the
combination of CCA plus Fast Fourier Transform (FFT) [28], and
linear discriminant analysis (LDA) [29] etc., we used the original
version of CCA. Our choice is based on the following three
reasons: 1) as for BCI practical application, the efficiency and
stability are the two most important issues, and the ordinary CCA
version has been confirmed to be a very efficient algorithm for
both off-line and on-line SSVEP-BCI systems [19,23,30,31], 2) as
a primary report of MFSC, the main purpose of this paper is to
show the coding principle;3) the ordinary version of CCA is easy to
implement for all the three approaches for a fair comparison.
However, to best show the potential of MFSC in the future, we will
consider some other recently reported frequency recognition
methods.
3 The interaction between two sequential frequencies
In most SSVEP based BCI system, each target is coded just by
one frequency. But with MFSC of 2-length coding, two
frequencies were involved to code target by their sequential
flickering, and one question may be raised that whether the first
frequency in t1 epoch may influence the recognition of the second
frequency in t2 epoch, in the other words, if the detection of the
second frequency will be of an higher error rate. In order to check
this possible interaction between the two sequential frequencies,
we will separately perform the frequency recognition with CCA
for epochs t1 and t2, and the accuracies for frequency detection in
these two epochs are listed below in Table 4.
We used the paired t-test to investigate if the accuracy difference
between t1 and t2 epochs are of statistical sense. The statistical test
reveals that no significant difference exists between the two epochs,
Table 3. The target number that can be coded when
different number of frequencies are used under different
coding protocols.
Coding
Method Frequencies Number
2 3 45 6… N
SF 2 3 45 6… N
DFC 3 6 10 15 21 … C2
N+N
MFSC 4 9 16 25 36 … N2
SF represents the traditional single frequency coding, and DFC shows the dual
frequencies combination coding. The coding length for MFSC is 2.
doi:10.1371/journal.pone.0029519.t003
Table 4. Frequency recognition accuracies (%) for epochs t1
and t2 in the 2-length MFSC.
Subject Epoch(Time condition)
t1 (2 s) t2 (2 s) t1 (1.5 s) t2 (1.5 s)
S1 100.00 97.50 97.50 95.00
S2 100.00 97.50 100.00 95.00
S3 100.00 100.00 100.00 100.00
S4 95.00 95.00 95.00 100.00
S5 97.50 97.50 95.00 100.00
S6 95.00 92.50 85.00 95.00
S7 95.00 100.00 97.50 97.50
S8 97.50 97.50 82.50 100.00
S9 97.50 97.50 92.50 87.50
S10 100.00 100.00 92.50 95.00
Average(std) 97.75(2.19) 97.50(2.36) 93.75(5.92) 96.50(3.94)
doi:10.1371/journal.pone.0029519.t004
Multiple Frequencies Sequential Coding
PLoS ONE | www.plosone.org 3 March 2012 | Volume 7 | Issue 3 | e29519where p..70 for 2 s-long epoch and p..20 for 1.5 s-long epoch.
Based on this, we can roughly conclude that the prior frequency in
epoch t1 has no significant effect on the recognition of the
following frequency in epoch t2.
4 The effect of data length and used frequencies on
performance
In real time system, there is a tradeoff between the accuracy and
speed which is relative to the data window length. The more data
is used in the CCA, the higher accuracy can be attained [19,23],
which is revealed in Table 1. Though the longer time window
facilitate to the frequency recognition, the longer time will be
needed to perform one selection, which may decrease the system
ITR. As revealed in Table 1, when the stimulus cycle is 3 s (1.5 s
long epoch), the average accuracy for the ten subjects can be
comparable to the results reported in [24,25]. As for a practical
BCI system, a 3–4 s long recognition time is acceptable [17]. The
results in Table 1 confirmed that a longer stimulus duration may
facilitate the classification, where the 2 s duration for each
frequency has a better performance than the 1.5 s situation.
However, in the current work, the durations in one stimulus cycle
for different frequencies are kept to be equal (t1=t2), and we will
optimize the coding time for different frequencies in the future,
which may further reduce the recognition time for one target.
The frequencies used to code target may influence the
recognition performance to some degree because different subjects
may have their favored frequencies [4,23], which should be
optimized for each subject. In current work, we did not perform
the frequency optimization for each subject and only simply use
7.5 Hz and 12 Hz for all subjects. As shown in Table 1, the
accuracy for the subject 6 was relatively lower compared to the
other subjects, which may be due to the fact that the used
frequencies cannot evoke the strongest SSVEPs for this subject. If
the favored frequencies can be selected before the experiment, the
performance of MFSC could be further improved.
5 The effect of user’s familiarity on target recognition
The experiment consists of two sessions, and the overall
accuracy of the two sessions under different epoch durations are
listed in Table 1. To check if there exists performance difference
between the two sessions, the recognition accuracies in the two
sessions for the two different epoch durations are shown in Figure 1
and Figure 2, respectively. The performance in the two sessions of
the subjects was not consistent. For most subjects, the performance
in session 2 was better than that in the session 1, this may attribute
to the improved attention strategy, because attention can
modulate the SSVEP [32]. Except for subjects 1, 3 and 6, all
other subjects are native to SSVEP-based BCI paradigm, and we
think the experience in session 1 can provide training for those
subjects to control the SSVEP system. For some of the subjects, the
performance in session 1 was better than that in session 2, and we
think this may attribute to the subject’ fatigue.
6 Information Transfer Rate
The ITR of SSVEP-BCI mainly depends on three factors, i.e.,
the total number of targets in the system, the accuracy and the
time needed to produce a selection. The ITR of the simulated on-
line tests for the two conditions are 22.87(3.24) and 24.28 (5.78)
bits/minute, which is comparable to some of the existed systems
with ITR 27.15bits/min (This system had thirteen targets.) [4] and
28.29612.19 bits/min (This system had eight targets) [14]. As
mentioned above, with six frequencies, the MFSC of length-2 can
realize 36 targets at the 2-length code, the ITR corresponding to
the 36 targets system would be improved much. This needs to be
validated in the future research.
7 Asynchronization of SSVEP-based BCI under MFSC
As mentioned above, the stimulator sends three tags in each
stimulus cycle to the data acquisition system, which can guarantee
the two systems are synchronized. The online classification
algorithm only needs to process the data in epochs t1 and t2 in
each stimulus cycle, which can be finished in the break epoch t3.
When some commands need to be sent with the BCI under MFSC
protocol, the user just needs to fixate on the targets. Obviously,
when the subject begins to fixate on the target just at the onset of
epoch t1, the target recognition can be finished in one cycle.
However, if the time that the user begins to fixate on target is not
consistent with onset of epoch t1, the command may be sent out
with a cycle lag, which may be different from the traditional
asynchronous BCI system. In the MSFC coding based system, the
lag time is dependent on the cycle duration and just several
seconds, which still is acceptable for a practical BCI system. In the
future, with the optimization for both the subject specified
frequency and epoch time, the cycle time can be further reduced
and the lag time can also be reduced. We can also introduce the
brain switch to open and close the stimuli in our future on-line
system to improve the asynchronization for the BCI under our
proposed protocol [7,33].
Figure 1. The accuracies of t1=t2=1.5 s in the separate session.
doi:10.1371/journal.pone.0029519.g001
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1 Ethics statement
This study was approved by the Institution Research Ethics
Board at University of Electronic Science & Technology of China.
All participants were asked to read and sign an informed consent
form before participating in the study. After experiment, all the
participants received a monetary compensation for their time and
effort.
2 MFSC
The limited number of targets under the traditional frequencies
coding methods block the application of SSVEP-based BCI
systems, and it is urgent to resolve this challenge in this field. In
traditional coding methods, the targets are usually coded by the
simultaneously presented frequencies, which did not use the
temporal information as a parameter to code the targets. Adding
the time factor, the traditional frequency-spatial coding protocols
will be extended to frequency-temporal-spatial coding strategy.
Motivated by this idea, we developed a novel method termed as
MFSC with an aim to achieve the more effective coding of targets
for SSVEP-based BCI systems.
Under MFSC, each target is coded by the permutation of
several frequencies from an available frequencies set. The reported
protocols in [12,13] usually code the targets by the combination of
frequencies. In MFSC, those multi-frequencies used to code one
target will be sequentially presented. To realize MFSC, a stimulus
MFSC coding cycle is introduced, which is defined as one period
that the used frequencies can code one target in sequence. Each
target is coded by the predefined frequencies cycle by cycle. In
each cycle, there are several continuous coding epochs, following a
break time epoch. The duration of each epoch can be the same or
different from each other. The break time epoch is used as the shift
gaze time, and its duration can be set according to the specific
requirement of the user. As for the coding procedure for one
target, each coding epoch in one cycle will be occupied by certain
predefined frequency of an available frequencies set, then the
different placement of frequencies in epochs will accomplish
different coding for multi-targets. The epochs behave like a time
coding chain.
Therefore, in MFSC protocol, the multiple frequencies used to
code one target are not simultaneously presented, which is
different from the coding methods introduced in [12,13]. With
this scheme, MSFC can code more targets compared to the
reported coding protocols. The coding principle of MFSC can be
depicted as Figure 3.
In Figure 3, to code one target, there are M (M.1) coding
epochs (denoted with different gray scales) in one cycle, i.e., the
length of the coding sequence is M, and the break time epoch was
not included in this figure. The available frequencies set (F={f1,
fi,…, fN }) consisted of N frequencies. When the target is coded, T1,
Ti,…, TM (TiMF,i=1,..,M)are the frequencies independently
selected from the frequencies set(TiMF), and these frequencies
can be totally the same, or partly different, or completely different.
Accordingly, in one cycle of a target coding, each epoch will be
assigned a frequency selected from the available frequencies set,
and only these frequencies corresponding to the M epochs will
flicker independently and subsequently.
With the above MFSC protocol, the targets coding are actually
realized in a sense of permutation. According to the permutation
theory, putting N frequencies into M positions, we can get N
M
permutation sequences. Therefore, if N frequencies are used to
code targets with M-length coding sequence, N
M targets could be
coded, which is much larger than the targets that can be achieved
by the simultaneous combinations coding method (CM
N +N targets)
or the single frequency coding method (N targets),as shown in
Table 3.
In essence, it is the utilization of time factor that let MFSC to
realize the more targets in sense of permutation. With the time
factor involved in coding scheme, the traditional frequencies
combination SSVEP protocol is extended to a frequency-
temporal-spatial coding approach. For example, with 2-
length(M=2) coding, two frequencies (N=2) can accomplish the
coding of four targets and nine targets can be achieved with three
frequencies, whereas the corresponding targets can be realized by
the traditional frequencies combination approach are only 3, and
6, respectively. Apparently MFSC does enables us to get more
targets than the simultaneous combination method.
Apparently, the longer the code length (M) is, the more time is
needed for one stimulus cycle, but the targets that can be coded will
increase dramatically (N
M). In this study, as an example to codefour
targets to preliminarily reveal the performance of MSFC, two
frequencies ( f1, f2 : N=2) and two coding epoch(t1, t2: M=2) were
adopted in each coding cycle. Figure 4 shows the paradigm, where
the break time epoch (t3) is added to each coding cycle.
Figure 2. The accuracies of t1=t2=2 s in the separate session.
doi:10.1371/journal.pone.0029519.g002
Figure 3. The coding principle of MFSC with N frequencies and
M-length sequence to code one target in one cycle. In this figure,
we used the different colors to denote the frequencies in the different
coding positions of the M-length coding sequence. When the length of
the coding sequence is M, the used frequency Ti(i=1,..,M) can be
anyone of the adopted frequencies set (F={f1, fi,…, fN }).
doi:10.1371/journal.pone.0029519.g003
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frequencies cycle by cycle in details, target 1 is modulated only by
f1 denoted by two black bars in each cycle; Target 2 is modulated
by f1 and f2, with f1 in the first epoch and f2 in the second epoch;
Similar to target 2, target 3 is coded by presenting f2 in the first
epoch followed by f2 in the second epoch; Target 4 is coded only
by presenting f2 in the two epochs. Figure 4 indicates that the
targets can be coded either by a specific single frequency (Target 1
by only f1 and Target 4 by f2), or by the different presentation of
two frequencies(Target 2 by f1 -f2 and Target 3 by f2-f1).
Obviously, if bits 0 and 1 are used to denote f1 and f2 respectively,
the temporal coding sequence just like the binary code technique
in information science. For Figure 4, the four targets are
corresponding to 0 0, 0 1, 1 0 and 1 1, respectively. The break
time epoch is used to provide the time for subject to shift gaze.
3 Stimulator
In this study, a Lenovo 190 LCD screen with the resolution of
1280H6768 V Pixels, and a refresh rate of 60 Hz was used to
present stimuli. Four flickering targets were displayed at four
positions of a LCD monitor. The stimulus flickers were controlled
by a computer through a control program written in C++ builder
based on Windows DirectX API. Two frequencies, 7.5 Hz and
12 Hz, that can evoke strong SSVEPs, are chosen to code the four
stimuli under MFSC paradigm. Each stimulus was presented in a
1006100 pixels square and the space between stimuli was 500
pixels in horizontal direction and 300 pixels in vertical direction.
Figure 5 shows the distribution of the four targets on the computer
screen. The flickering of stimuli was synchronized with the screen
refreshing.
To accomplish the MSFC coding, the stimulator needs to send a
trigger tag at the onset of each time epoch (t1, t2, t3) in one coding
cycle to the EEG amplifier as an independent trigger channel,
which can be used to segment the epochs for further analysis. A
Symtop Amplifier (Symtop Instrument, Beijing, China), which has
a parallel port for trigger synchronization, was used in our system.
The three trigger tags for the time epoch (t1, t2, t3) were marked as
1, 2 and 3, respectively.
4 Experiment and Setups
The experiment was carried out in a normal room without
electromagnetic shielding. The subjects were seated in a
comfortable armchair, 60 cm away from the centre of the LCD
monitor. An elastic cap with 16 Ag/AgCl electrodes arranged
according to the international 10–20 system was used for EEG
recordings with Symtop Amplifier (Symtop Instrument, Beijing,
China), linked-earlobes are adopted as reference [34]. The
parameters for the collection were: hardware filter between 0.5
and 45 Hz, sampling frequency 1000 Hz, and a 50 Hz notch filter
for the line frequency interference (50 Hz in China), and
impedance kept below 5 kV. The EEG signals were read out,
stored and further processed with the self-developed software
programmed in C++ builder. The recording electrodes Fp1, Fp2,
F7, F3, F4, F8, T3, C3, C4, T4, T5, P3, P4, T6, O1, O2 were
evenly distributed on the head surface. P3, P4, O1 and O2
reported to usually have strong SSVEP waveforms [19,23,24]
were used in current study for CCA based frequency recognition.
All the raw EEG signals were recorded for further offline analyses.
Ten paid healthy male right-handed subjects participated in this
study. All of them had normal or corrected to normal vision. The
age of the ten subjects ranged from 23 years to 30 years, with a
mean of 24.5 years. These subjects had no risk of epileptic seizure.
Seven of them were naive to the SSVEP-based BCI equipment
and paradigm.
In the experiment, we presented four stimuli (targets) coded
with two frequencies (7.5 Hz and 12 Hz) following MFSC
protocol, and equal epoch durations for t1 and t2 are used. Most
of current studies reveal that for the frequency to be reliably
discerned, the time duration for frequency recognition needs to be
more than 1 second [17,19,24,25]. Accordingly, we set two
Figure 4. The 2-frequencies sequential coding paradigm. In each coding cycle, the black bar denotes the coding flickering epoch (t1) for the
first frequency (f1), the gray bar denotes the coding flickering epoch (t2) for the second frequency (f2), and the white rectangle denotes the break time
epoch (t3).
doi:10.1371/journal.pone.0029519.g004
Figure 5. The distribution of four targets on the computer
screen.
doi:10.1371/journal.pone.0029519.g005
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and t2 (t1=t2) to carry out our experiment. In each condition, the
experiment run two sessions with each session containing 10 trails
for each of the four stimuli, resulting in 40 trials for each session.
Based on the used duration time of 1.5 seconds and 2 seconds,
each trail lasted for 3 seconds, or 4 seconds followed with a 3 s
rest time (t3). In each session, the stimulus sequence of the four
targets was random, but the presentation order of stimuli was
consistent between different condition and subject. Subjects were
asked to gaze at a predefined flickering stimulus during each trial,
where the digital number of the target that the subject should
gaze at during next trial was presented on the center of the LCD
monitor in the rest period. Subjects have a 2–3 minutes break
between each session to relax. The experiment lasted for about
1 hour.
5 Target recognition for MFSC
Based on the above introduction, when MFSC is used to code
targets, the strategy used for target recognition is to detect which
coding sequence is involved in the current task. To perform the
coding sequence detection, we need to know the onsets (ti,
i=1,2,3) of one cycle, and it is a problem to automatically detect
the onset in practice. In this work, we can easily resolve this
problem by sending the trigger tags at the onset of each time epoch
(t1, t2, t3) in one coding cycle to the EEG amplifier, which can
embed the tags in recordings.
During our off-line analysis, all recordings were preprocessed as
stated in the part of Results. Then, with the epoch tags (1, 2 and 3),
the recordings were segmented into cycle trials, and epochs 1 and
2 are further determined by sub-dividing cycle trial according to
tags 1–2 epoch t1, tags 2–3 for epoch t2, and tags 3-1 for epoch t3.
The EEG at P3, P4, O1 and O2 are used for CCA analysis. The
EEG during epoch t3 is excluded for further analysis. Based on the
above preprocessing, the target gazed in each coding cycle can be
recognized following the procedure in Figure 6.
To determine the coding sequence in one cycle, the frequency
recognition algorithm needs to recognize the flickering frequency
in each epoch. The procedure of frequency recognition in one
cycle (Figure 6) can be summarized as:
Step 1. Recognition frequency in epoch t1. The EEG data in
epoch t1 was input to the frequency recognition algorithm to
determine the dominated frequency (fi) in current epoch;
Step 2. Recognition frequency in epoch t2. Similar to that in
Step 1, the dominated frequency (fj) was estimated based on the
EEG in epoch t2;
Step 3. Target recognition. After getting fi and fj, we had the
coding sequence fi-fj, then compared it with the coding sequences
of all the targets. The target having the same coding sequence is
regarded to be gazed by subject, and the corresponding command
was sent to the application interface of the BCI system.
In Steps 1 and 2, the frequency recognition methods like FFT
[4] and canonical correlation analysis (CCA) [23] could be used to
detect the frequency. Because of the good performance of the
primary CCA [19,30,31], it was adopted in this work.
CCA is a multivariable statistical method to seek linear
combinations so that two sets of data have maximum correlation
with each other. CCA extends ordinary correlation to two sets of
variables. It had been used in neuroimage data analysis
[23,35].When using CCA for frequency recognition, we have to
create several reference signals. There are two main parameters
for the reference signals, data length and the number of
harmonics. Data length of the reference signals is equal to the
number of sampling point of EEG and the number of harmonics is
dependent on how many frequency harmonics can be evoked by
SSVEP stimulus.
Let X be the multiple channel signals of EEG, Nt be the number
of sampling points, and Fs be the sampling rate. When the stimulus
frequencies used for SSVEP based BCI system are f1, f2,…, fL,w e
can use the frequency information to create the reference signals as
Rfi~
sin(2p:fi:K)
sin(2p:fi:K)
. .
.
sin(2p:Nh:fi:K)
sin(2p:Nh:fi:K)
0
B B B B B B B @
1
C C C C C C C A
, K~
1
Fs
,
2
Fs
   ,
Nt
Fs
,i~1,2,   ,L ð1Þ
where Nh is the number of harmonics. The involvement of the
harmonics in the reference signals is due to the fact that SSVEP is
usually observed with the same fundamental frequency of the
driving stimulus as well as its harmonics [1]. In this work, the
number of harmonics is 2.
With CCA, we can find the weight vectors Wx and Wr to get the
maximum canonical correlation of X and Rfi (i=1,2,…L)b y
Figure 6. The target recognition diagram for EEG data in one cycle under MFSC protocol.
doi:10.1371/journal.pone.0029519.g006
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max
Wx,Wr
r(X,Rf i)~
E(Wx
TXTRf iWr)
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
E(Wx
T:XXT:Wx
T)E(Wr
T:Rf iRf
T
i
:Wr)
q ð2Þ
For each reference signal, we can get a maximum canonical
correlation, then used these coefficients to recognize the target
which the user attended in the SSVEP-based BCI system as
T~max
i
ri,i~1,2,   ,L ð3Þ
Where ri are the CCA coefficients obtained with the L reference
signals.
Although we can get the second largest coefficient, third largest
coefficient, et al., only the maximum correlation coefficient was
used as the classification basis in present work as proposed in [23].
CCA can be implemented by the M function of Matlab
(Mathwork) canoncorr.m. For the details about CCA, please refer
to [23,28,35].
6 Evaluation index
The main evaluating index for the BCI system is the bit rate (the
amount of information communicated per unit time) which is the
standard method for measuring communication and control
systems [20]. Bit rate depends on both speed and accuracy. The
accuracy in BCI system is the ratio of the correct recognition
commands divided by all the commands desired to send by the
users with the system. If a trial has N possible targets in SSVEP-
BCI system with each target having the same probability of being
desired by the users, if the probability P that the desired target will
actually be selected is always the same, and if each of the other
(i.e., undesired) targets has the same probability of being selected
(i.e. (12P)/(N21)), the bit rate (in bits/minute) can be computed
as follows:
Bits
Target
~log2 NzPlog2Pz(1{P)|log2
1{P
N{1
  
ð4Þ
BitRate~
Bits
Target
|Targets ð5Þ
Conclusion
This study proposed a new coding protocol for SSVEP based
BCI, which uses the temporal order information of sequential
flickers to code targets. The test in this study confirmed its
effectiveness as an adequate application of the limited available
frequencies to code more targets for the SSVEP-based BCI.
Future work needs to construct a speller system with high ITR
under MFSC protocol.
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