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ON THE COHOMOLOGY OF DISCRIMINANTAL
ARRANGEMENTS AND ORLIK-SOLOMON ALGEBRAS
DANIEL C. COHEN
For Peter Orlik on the occasion of his sixtieth birthday.
Abstract. We relate the cohomology of the Orlik-Solomon algebra of a dis-
criminantal arrangement to the local system cohomology of the complement.
The Orlik-Solomon algebra of such an arrangement (viewed as a complex) is
shown to be a linear approximation of a complex arising from the fundamental
group of the complement, the cohomology of which is isomorphic to that of the
complement with coefficients in an arbitrary complex rank one local system.
We also establish the relationship between the cohomology support loci of the
complement of a discriminantal arrangement and the resonant varieties of its
Orlik-Solomon algebra.
Introduction
Let A be an arrangement of N complex hyperplanes, and let M(A) be its com-
plement. For each hyperplane H of A, let fH be a linear polynomial with kernel H ,
and let λH be a complex number. Each point λ = (. . . , λH , . . . ) ∈ CN determines
an integrable connection ∇ = d+ Ωλ on the trivial line bundle over M(A), where
Ωλ =
∑
H∈A λHd log fH , and an associated complex rank one local system L on
M(A). Alternatively, if t ∈ (C∗)N is the point in the complex torus corresponding
to λ, then the local system L is induced by the representation of the fundamental
group of M(A) which sends any meridian about H ∈ A to tH = exp(−2πiλH).
Due largely to its various applications, the cohomology ofM(A) with coefficients
in L has been the subject of considerable recent interest. These applications in-
clude representations of braid groups, generalized hypergeometric functions, and the
Knizhnik-Zamolodchikov equations from conformal field theory. See, for instance,
the works of Aomoto, Kita, Kohno, Schechtman, and Varchenko [1, 2, 21, 28, 30],
and see Orlik and Terao [25] as a general reference for arrangements. Of particu-
lar interest in these applications are the discriminantal arrangements of [28], the
complements of which may be realized as configuration spaces of ordered points in
C punctured finitely many times. (Note that our use of the term “discriminantal”
differs from that of [25].)
The local system cohomology H∗(M(A);L) may be studied from a number of
points of view. For instance, if A is real, that is, defined by real equations, the com-
plement M(A) is homotopy equivalent to the Salvetti complex X of A, see [26]. In
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this instance, the complex X may be used in the study of local systems on M(A).
This approach is developed by Varchenko in [30], to which we also refer for discus-
sion of the applications mentioned above, and has been pursued by Denham and
Hanlon [13] in their study of the homology of the Milnor fiber of an arrangement.
If A is K(π, 1), that is, the complement M(A) is a K(π, 1)-space, then local
systems on M(A) may be studied from the point of view of cohomology of groups.
Any representation of the fundamental group G of the complement of a K(π, 1)
arrangement gives rise to a G-module L, and a local system of coefficients L on
M(A). Since M(A) is a K(π, 1)-space, we have H∗(M(A);L) = H∗(G;L) and
H∗(M(A);L) = H∗(G;L), see for instance Brown [8]. The class ofK(π, 1) arrange-
ments includes the discriminantal arrangements noted above, as they are examples
of fiber-type arrangements, well-known to be K(π, 1), see e.g. Falk and Randell [17].
For any arrangement A, let B(A) denote the Brieskorn algebra of A, generated
by 1 and the closed differential forms d log fH , H ∈ A. As is well-known, the algebra
B(A) is isomorphic to H∗(M(A);C), and to the Orlik-Solomon algebra A(A), so
is determined by the lattice of A, see [7, 24, 25]. If L is a local system on M(A)
determined by “weights” λ which satisfy certain Aomoto non-resonance conditions,
work of Esnault, Schechtman, and Viehweg [14], extended by Schechtman, Terao,
and Varchenko [27], shows that H∗(M(A);L) is isomorphic to the cohomology
of the complex (B(A),Ωλ∧). Thus for non-resonant weights, the local system
cohomology may be computed by combinatorial means, using the Orlik-Solomon
algebra equipped with differential µ(λ), given by left-multiplication by ωλ, the
image of Ωλ under the isomorphism B(A)→ A(A).
For arbitrary (resonant) weights, one has
dimHk(A(A), µ(λ)) ≤ dimHk(M(A);L) ≤ dimHk(M(A);C)
for each k. See Libgober and Yuzvinsky [23] for the first of these inequalities.
The second is obtained using stratified Morse theory in [9], and resolves a question
raised by Aomoto and Kita in [2]. For resonant weights, the precise relation between
H∗(A(A), µ(λ)) and H∗(M(A);L) is not known.
However, recent results suggest, at least for small k, that Hk(A(A), µ(λ)) may
be viewed as a “linear approximation” of Hk(M(A);L). The resonant varieties,
Rmk (A(A)) = {λ ∈ C
N | dimHk(A(A), µ(λ)) ≥ m}, of the Orlik-Solomon algebra
were introduced by Falk in [16]. For k = 1 and any arrangement A, it is known
that Rm1 (A(A)) coincides with the tangent cone of the cohomology support locus of
the complement, Σ1m(M(A)) = {t ∈ (C
∗)N | dimH1(M(A);L) ≥ m}, at the point
(1, . . . , 1), see [11, 22, 23]. For certain arrangements, we present further “evidence”
in support of this philosophy here.
If A is a fiber-type arrangement, the fundamental group G of the complement
M(A) may be realized as an iterated semidirect product of free groups, and M(A)
is a K(G, 1)-space, see [17, 25]. For any such group, we construct a finite, free
ZG-resolution, C•(G), of Z in [10]. This resolution may be used to compute the
homology and cohomology of G with coefficients in anyG-module L, or equivalently,
that of M(A) with coefficients in any local system L. We have H∗(M(A);L) =
H∗(C•(G)⊗G L) and H∗(M(A);L) = H∗(HomG(C•(G), L)), see [8].
Briefly, for a fiber-type arrangement A, the relationship between the cohomol-
ogy theories H∗(A(A), µ(λ)) and H∗(M(A);L) is given by the following assertion.
For any λ, the complex (A(A), µ(λ)) is a linear approximation of the complex
HomG(C•(G), L). We prove a variant of this statement in the case where A is a
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discriminantal arrangement here. We also establish the relationship between the
resonant varieties Rmk (A(A)) and cohomology support loci Σ
k
m(M(A)) of these ar-
rangements, analogous to that mentioned above in the case k = 1.
The paper is organized as follows. The Orlik-Solomon algebra of a discriminantal
arrangement admits a simple description, which fascilitates analysis of the differen-
tial of the complex (A(A), µ(λ)). We carry out this analysis, which is elementary
albeit delicate, in section 1, and obtain an explicit (inductive) description of the
differential µ(λ). In section 2, we recall the construction of the resolution C•(G)
from [10] in the instance where G is the fundamental group of the complement of a
discriminantal arrangement, and exhibit a complex (C•, δ•(t)) which computes the
cohomology H∗(M(A),L) for an arbitrary rank one local system. We then study
in section 3 a linear approximation of (C•, δ•(t)), and relate it, for arbitrary λ, to
the complex (A(A), µ(λ)). We conclude by realizing the resonant varieties of the
Orlik-Solomon algebra of a discriminantal arrangement as the tangent cones at the
identity of the cohomology support loci of the complement in section 4.
1. Cohomology of the Orlik-Solomon Algebra
Let Mn = {(x1, . . . , xn) ∈ Cn | xi 6= xj if i 6= j} be the configuration space of n
ordered points in C. Note that Mn may be realized as the complement of the braid
arrangement An = {xi = xj , 1 ≤ i < j ≤ n} in C
n. Classical work of Fadell and
Neuwirth [15] shows the projection Cn → Cℓ defined by forgetting the last n − ℓ
coordinates gives rise to a bundle map p : Mn →Mℓ. From this it follows that Mn
is a K(Pn, 1)-space, where Pn = π1(Mn) is the pure braid group on n strands.
The typical fiber of the bundle of configuration spaces p : Mn → Mℓ may be
realized as the complement of an arrangement in Cn−ℓ, a discriminantal arrange-
ment in the sense of Schechtman and Varchenko, see [28, 30]. The fiber over
z = (z1, . . . , zℓ) ∈ Mℓ may be realized as the complement, Mn,ℓ = M(An,ℓ), of
the arrangement An,ℓ consisting of the N =
(
n
2
)
−
(
ℓ
2
)
hyperplanes
Hi,j =
{
ker(xj − xi) ℓ+ 1 ≤ i < j ≤ n,
ker(xj − zi) 1 ≤ i ≤ ℓ, ℓ+ 1 ≤ j ≤ n,
in Cn−ℓ (with coordinates xℓ+1, . . . , xn). Note that Mn,ℓ is the configuration space
of n − ℓ ordered points in C \ {z1, . . . , zℓ}, and that the topology of Mn,ℓ is inde-
pendent of z, see [15, 5, 20]. We first record some known results on the cohomology
of Mn,ℓ.
1.1. The Orlik-Solomon Algebra. The fundamental group of Mn,ℓ may be re-
alized as Pn,ℓ = π1(Mn,ℓ) = ker(Pn → Pℓ), the kernel of the homorphism from
Pn to Pℓ defined by forgetting the last n − ℓ strands. From the homotopy exact
sequence of the bundle p : Mn → Mℓ, we see that Mn,ℓ is a K(Pn,ℓ, 1)-space. The
cohomology of this space, and hence of this group, may be described as follows.
Let E =
⊕N
q=0 E
q be the graded exterior algebra over C, generated by ei,j ,
ℓ+1 ≤ j ≤ n, 1 ≤ i < j. Let I be the ideal in E generated, for 1 ≤ i < j < k ≤ n, by
ei,j ∧ ei,k − ei,j ∧ ej,k + ei,k ∧ ej,k if j ≥ ℓ+ 1, and ei,k ∧ ej,k if j ≤ ℓ.
Note that Eq ⊂ I for q > n− ℓ. The Orlik-Solomon algebra of the discriminantal
arrangement An,ℓ is the quotient A = E/I.
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Theorem 1.2. The cohomology algebra H∗(Mn,ℓ;C) = H
∗(Pn,ℓ;C) is isomorphic
to the Orlik-Solomon algebra A = A(An,ℓ).
The grading on E induces a grading A =
⊕n−ℓ
q=0 A
q on the Orlik-Solomon algebra
A = A(An,ℓ). Let ai,j denote the image of ei,j in A, and note that these elements
form a basis for A1 and generate A. From the description of the ideal I above, it
is clear that all relations among these generators are consequences of the following:
ai,k ∧ aj,k =
{
ai,j ∧ (aj,k − ai,k) if j ≥ ℓ+ 1,
0 if j ≤ ℓ,
(1.1)
for 1 ≤ i < j < k ≤ n.
This observation leads to a natural choice of basis for the algebra A. For m ≤ n,
write [m,n] = {m,m+1, . . . , n}. If I = {i1, . . . , iq} and J = {j1, . . . , jq} satisfy the
conditions J ⊆ [ℓ + 1, n] and 1 ≤ ip < jp for each p, let aI,J = ai1,j1 ∧ · · · ∧ aiq,jq .
If |J | = 0, set aI,J = 1.
Proposition 1.3. For each q, 0 ≤ q ≤ n − ℓ, the forms aI,J with |J | = q and I
as above form a basis for the summand Aq of the Orlik-Solomon algebra A of the
discriminantal arrangement An,ℓ. Furthermore, the summand Aq decomposes as a
direct sum, Aq =
⊕
|J|=q AJ , where AJ =
⊕
I C aI,J .
Remark 1.4. These results are well-known. For instance, if A = An is the braid
arrangement, Theorem 1.2 follows from results of Arnol’d [4] and Cohen [12], which
show that H∗(Mn;C) is generated by the forms ai,j = d log(xj −xi), with relations
(1.1) (with ℓ = 1). For any discriminantal arrangement An,ℓ, Theorem 1.2 is a
consequence of results of Brieskorn and Orlik-Solomon, see [7, 24, 25].
As mentioned in the introduction, the discriminantal arrangements An,ℓ are
examples of (affine) fiber-type or supersolvable arrangements. The structure of the
Orlik-Solomon algebra of any such arrangement A was determined by Terao [29].
The basis for the algebraA(An,ℓ) exhibited in Proposition 1.3 above is the nbc-basis
(with respect to a natural ordering of the hyperplanes of An,ℓ), see [25]. The Orlik-
Solomon algebra of any supersolvable arrangement admits an analogous basis, see
Bjo¨rner-Ziegler [6], and see Falk-Terao [18] for affine supersolvable arrangements.
1.5. The Orlik-Solomon Algebra as a Complex. Recall that N =
(
n
2
)
−
(
ℓ
2
)
,
and consider CN with coordinates λi,j , ℓ + 1 ≤ j ≤ n, 1 ≤ i < j. Each point
λ ∈ CN gives rise to an element ω = ωλ =
∑
λi,j · ai,j of A1. Left-multiplication
by ω induces a map µq(λ) : Aq → Aq+1, defined by µq(λ)(η) = ω ∧ η. Clearly,
µq+1(λ) ◦ µq(λ) = 0, so (A•, µ•(λ)) is a complex.
We shall obtain an inductive formula for the boundary maps of the complex
(A•, µ•(λ)). The projection Cn−ℓ → C onto the first coordinate gives rise to a
bundle of configuration spaces, Mn,ℓ → Mℓ+1,ℓ, with fiber Mn,ℓ+1, see [15, 5, 20].
The inclusion of the fiber Mn,ℓ+1 →֒ Mn,ℓ induces a map on cohomology which is
clearly surjective. This yields a surjection π : A(An,ℓ)→ A(An,ℓ+1).
Write A = A(An,ℓ) and Â = A(An,ℓ+1), and denote the generators of both A
and Â by ai,j . In terms of these generators, the map π is given by π(ai,ℓ+1) = 0,
and π(ai,j) = ai,j otherwise. Let ω̂ ∈ Â denote the image of ω ∈ A1 under π. If
we write ω =
∑n
k=ℓ+1 ωk, where ωk =
∑k−1
i=1 λi,k · ai,k, then ω̂ =
∑n
k=ℓ+2 ωk. As
above, left-multiplication by ω̂ induces a map µ̂q(λ) : Âq → Âq+1, and (Â•, µ̂•(λ))
is a complex. The following is straightforward.
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Lemma 1.6. The map π : (A•, µ•(λ))→ (Â•, µ̂•(λ)) is a surjective chain map.
Let (B•, µ•B(λ)) denote the kernel of the chain map π. The terms are of the
form Bq =
⊕
AqK , where ℓ + 1 ∈ K and |K| = q. In particular, B
0 = 0. We now
identify the differential µ•B(λ). If k < m ≤ n and J ⊆ [m,n], let {k, J} denote the
(ordered) subset {k}∪J of [k, n]. For a linear map F , write [F ]k for the map ⊕k1F .
Proposition 1.7. The complex (B•, µ•B(λ)) decomposes as the direct sum of ℓ
copies of the complex Â•, shifted in dimension by one, with the sign of the boundary
map reversed. In other words, (B•, µ•B(λ))
∼=
(
(Â•−1)ℓ,−[µ̂•−1(λ)]ℓ
)
.
Proof. For 1 ≤ q ≤ n − ℓ, we have Bq =
⊕
Aq{ℓ+1,J}, where the sum is over
all J ⊆ [ℓ + 2, n] with |J | = q − 1. Each summand may be written as Aq{ℓ+1,J} =⊕ℓ
i=1 ai,ℓ+1∧A
q−1
J . Thus, B
q =
⊕ℓ
i=1 ai,ℓ+1∧Â
q−1 is isomorphic to the direct sum
of ℓ copies of Âq−1 via the map Bq → [Âq−1]ℓ, ai,ℓ+1 ∧ aI,J 7→ (0, . . . , aI,J , . . . , 0).
Now consider the boundary map µqB(λ) : B
q → Bq+1 of the complex B•, induced
by left-multiplication by ω =
∑n
k=ℓ+1 ωk. Let η = ai,ℓ+1 ∧ aI,J be a generator for
Bq. Since ai,k ∧ aj,k = 0 for all i, j < k, we have ωℓ+1 ∧ η = 0. Thus,
µqB(λ)(η) = ω ∧ η = (ω − ωℓ+1) ∧ η = −ai,ℓ+1 ∧ (ω − ωℓ+1) ∧ aI,J .
Write (ω − ωℓ+1) ∧ aI,J = ξ1 + ξ2 in terms of the basis for A specified in Propo-
sition 1.3, where ξ1 ∈
⊕
ℓ+1∈K A
q
K and ξ2 ∈
⊕
ℓ+1/∈K A
q
K . Then we have ω ∧ η =
−ai,ℓ+1 ∧ (ξ1 + ξ2) = −ai,ℓ+1 ∧ ξ2. Checking that ω̂ ∧ aI,J = ξ2 in Â, we have
µqB(λ)(ai,ℓ+1 ∧ aI,J) = −ai,ℓ+1 ∧ µ̂
q−1(λ)(aI,J). Thus, with the change in sign, the
boundary map µ•B(λ) respects the direct sum decomposition B
• ∼= (Â•−1)ℓ.
1.8. Boundary Maps. We now study the differential of the complex (A•, µ•(λ)).
The direct sum decompositions of the terms of the complexes A•, Â•, and B•
exhibited above yield
Aq =
⊕
|J|=q
AqJ =
(⊕
ℓ+1∈J
AqJ
)
⊕
(⊕
ℓ+1/∈J
AqJ
)
= Bq ⊕ Âq.
Let πB : A
q → Bq denote the natural projection. With respect to the direct
sum decomposition of the terms Aq = Bq ⊕ Âq, the boundary map µ•(λ) of the
complex A• is given by µq(λ)(v1, v2) = (µ
q
B(λ)(v1) + Ψ
q(λ)(v2), µ̂
q(λ)(v2)), where
Ψq(λ) = πB ◦ µq(λ) : Âq → Bq+1. In matrix form, we have
µq(λ) =
(
µqB(λ) 0
Ψq(λ) µ̂q(λ)
)
.(1.2)
Since Â• is the complex associated to the discriminantal arrangement An,ℓ+1
in Cn−ℓ−1 and B• ∼= (Â•−1)ℓ decomposes as a direct sum by Proposition 1.7, we
inductively concentrate our attention on the maps Ψq(λ). Fix J ⊆ [ℓ + 2, n], and
denote the restriction of Ψq(λ) to the summand AqJ of Â
q by ΨqJ(λ). For η ∈ A
q
J ,
since πB(ωk∧η) = 0 if k /∈ {ℓ+1, J}, we have Ψ
q
J(λ)(η) = ωℓ+1∧η+
∑
j∈J πB(ωj∧η).
Thus, ΨqJ(λ) : A
q
J → A
q+1
{ℓ+1,J} =
⊕ℓ
m=1 am,ℓ+1 ∧ A
q
J .
For 1 ≤ m ≤ ℓ, let πm,ℓ+1 : A
q+1
{ℓ+1,J} → am,ℓ+1 ∧ A
q
J denote the natural projec-
tion. Then (the matrix of) ΨqJ(λ) : A
q
J →
(
AqJ
)ℓ
may be expressed as
ΨqJ(λ) =
(
π1,ℓ+1 ◦Ψ
q
J(λ) · · · πm,ℓ+1 ◦Ψ
q
J(λ) · · · πℓ,ℓ+1 ◦Ψ
q
J(λ)
)
,(1.3)
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and we focus our attention on one such block, that is, on the composition
πm,ℓ+1 ◦Ψ
q
J(λ) : A
q
J −→ A
q+1
{1,J} −→ am,ℓ+1 ∧ A
q
J .(1.4)
Write J = {j1, . . . , jq} and for 1 ≤ p ≤ q, let Jp = {j1, . . . , jp} and Jp = J \ Jp.
If p = 0, set J0 = ∅ and J0 = J . Then for aI,J ∈ A
q
J , it is readily checked that
πm,ℓ+1 ◦Ψ
q
J(λ)(aI,J) = πm,ℓ+1 ◦ πB(ω ∧ aI,J) is given by
πm,ℓ+1 ◦Ψ
q
J(λ)(aI,J ) =
∑q
p=0
πm,ℓ+1 ◦ πB(ωjp ∧ aIp,Jp) ∧ aIp,Jp ,(1.5)
where j0 = ℓ+1. In light of this, we restrict our attention to πm,ℓ+1◦πB(ωjq ∧aI,J).
We describe this term using the following notion.
Definition 1.9. Fix J = {j1, . . . , jq} ⊆ [ℓ + 2, n] and m ≤ ℓ. If I = {i1, . . . , iq}
and 1 ≤ ip < jp for each p, a set K = {ks1 , . . . , kst , kst+1} is called I-admissible if
1. {is1 , . . . , ist} ⊆ I \ {iq} and ist+1 = iq;
2. {ks1 , is1} = {m, ℓ+ 1}; and
3. {ksp , isp} = {ksp−1 , jsp−1} for p = 2, . . . , t+ 1.
Note that the last condition is vacuous if K is of cardinality one. Note also that
1 ≤ ksp < jsp and ksp 6= isp for each p.
Lemma 1.10. We have
πm,ℓ+1 ◦ πB(ωjq ∧ aI,J) =
∑
K
λkq ,jqam,ℓ+1 ∧ bj1 ∧ · · · ∧ bjq ,
where the sum is over all I-admissible sets K = {ks1 , . . . , kst , kst+1 = kq}, and
bjp =
{
aip,jp − akp,jp if p ∈ {s1, . . . , st, q},
aip,jp if p /∈ {s1, . . . , st, q}.
Proof. Let ai,j and ak,j be elements of A
1
{j}. Write r = min{i, k} and s = max{i, k}.
From (1.1), we have either ai,j∧ak,j = ar,s∧(ak,j−ai,j) if s ≥ ℓ+1, or ai,j∧ak,j = 0
if s ≤ ℓ. It follows from these considerations, and a routine exercise to check the
sign, that summands λkq ,jqam,ℓ+1 ∧ bj1 ∧ · · · ∧ bjq of πm,ℓ+1 ◦ πB(ωjq ∧ aI,J) arise
only from I-admissible sets K.
Now write πm,ℓ+1 ◦ πB(ωjq ∧ aI,J) =
∑
R λ
J
R,Iam,ℓ+1 ∧ aR,J , where the sum is
over all R = {r1, . . . , rq}, 1 ≤ rp < jp, 1 ≤ p ≤ q, and λ
J
R,I ∈ C.
Proposition 1.11. The coefficient λJR,I of am,ℓ+1∧aR,J in πm,ℓ+1 ◦πB(ωjq ∧aI,J)
is given by
λJR,I = (−1)
|R\R∩I|
∑
K
λkq,jq
where the sum is over all I-admissible sets K such that R \R ∩ I ⊆ K.
Proof. Let K = {ks1 , . . . , kst , kq} be an I-admissible set. Associated with K, we
have the term λkq ,jqam,ℓ+1∧bj1∧· · ·∧bjq of πm,ℓ+1◦πB(aI,J∧ωjq ) from Lemma 1.10.
If R \ R ∩ I 6⊆ K, it is readily checked that this term contributes nothing to the
coefficient λJR,I of am,ℓ+1 ∧ aR,J . On the other hand, if R \ R ∩ I ⊆ K, then the
above term contributes the summand (−1)|R\R∩I|λkq ,jq to the coefficient λ
J
R,I .
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We now obtain a complete description of the map πm,ℓ+1 ◦ Ψ
q
J(λ) : A
q
J →
am,ℓ+1 ∧ A
q
J from (1.4). Write πm,ℓ+1 ◦ Ψ
q
J(λ)(aI,J) =
∑
R Λ
J
R,Iam,ℓ+1 ∧ aR,J ,
where, as above, the sum is over all R = {r1, . . . , rq}, 1 ≤ rp < jp, 1 ≤ p ≤ q, and
ΛJR,I ∈ C. Let ǫR,I = 1 if R = I, and ǫR,I = 0 otherwise.
Theorem 1.12. The coefficient ΛJR,I of am,ℓ+1∧aR,J in πm,ℓ+1◦Ψ
q
J(λ) is given by
ΛJR,I = (−1)
|R\R∩I|
(
ǫR,Iλm,ℓ+1 +
∑
j∈J
∑
K
λk,j
)
,
where, if j = jp, the second sum is over all Ip-admissible sets K = {ks1 , . . . , kst , k}
for which R \R ∩ I ⊆ K.
Proof. From (1.5), we have
πm,ℓ+1 ◦Ψ
q
J(aI,J) =
∑q
p=0
πm,ℓ+1 ◦ πB(ωjp ∧ aIp,Jp) ∧ aIp ,Jp ,
and the summand corresponding to p = 0 is simply λm,ℓ+1am,ℓ+1 ∧ aI,J . For
p ≥ 1, write πm,ℓ+1 ◦ πB(ωjp ∧ aIp,Jp) =
∑
Rp
λ
Jp
Rp,Ip
am,ℓ+1 ∧ aRp,Jp , where the
sum is over all Rp = {r1, . . . , rp}. For a fixed R, the coefficient of am,ℓ+1 ∧ aR,I in
πm,ℓ+1 ◦ πB(ω ∧ aI,J) may then be expressed as
ΛJR,I = ǫR,Iλm,ℓ+1 +
∑q
p=1
λ
Jp
Rp,Ip
,
where R = Rp ∪ Ip. Note that we have R \R ∩ I = Rp \Rp ∩ Ip for such R.
By Proposition 1.11, we have λ
Jp
Rp,Ip
= (−1)|Rp\Rp∩Ip|
∑
K λkp,jp , where the sum
is over all Ip-admissible sets K with Rp \Rp ∩ Ip ⊆ K. Thus,
ΛJR,I = ǫR,Iλm,ℓ+1 +
∑q
p=1
(−1)|Rp\Rp∩Ip|
∑
K
λkp,jp ,
and since R = Rp ∪ I
p, we have R \R ∩ I = Rp \Rp ∩ Ip ⊆ K.
Remark 1.13. In light of the decomposition of the boundary maps of the complex
(A•, µ•(λ)) given by (1.2) and (1.3), the above theorem, together with the “initial
conditions” µ0(λ) : A0 → A1, 1 7→
∑n
k=ℓ+1 ωk =
∑n
k=ℓ+1
∑k−1
i=1 λi,kai,k, provides a
complete description of the boundary maps µ•(λ).
2. Resolutions and Local Systems
The fundamental group of the complement of a discriminantal arrangement, and
more generally that of any fiber-type arrangement, may be realized as an iterated
semidirect product of free groups. For any such group G, in [10] we construct a
finite free ZG resolution C•(G) of the integers. We recall the construction of this
resolution in notation consonant with that of the previous section.
Denote the standard generators of the pure braid group Pn by γi,j , 1 ≤ i < j ≤ n,
and for each j, let Gj be the free group on the j−1 generators γ1,j , . . . , γj−1,j . Then
the pure braid group may be realized as Pn = Gn ⋊ · · ·⋊ G2. More generally, for
1 ≤ ℓ ≤ n, the group Pn,ℓ = ker(Pn → Pℓ) may be realized as Pn,ℓ = Gn⋊· · ·⋊Gℓ+1,
generated by γi,j , ℓ < j. Note that Pn = Pn,1. For ℓ < j, the monodromy homomor-
phisms Pj−1,ℓ → Aut(Gj) are given by the (restriction of the) Artin representation.
For s < j, we shall not distinguish between the braid γr,s and the corresponding
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(right) automorphism γr,s ∈ Aut(Gj). The action of γr,s on Gj is by conjugation:
γr,s(γi,j) = γ
−1
r,s · γi,j · γr,s = zi · γi,j · z
−1
i , where
zi =

γr,jγs,j if i = r or i = s,
[γr,j, γs,j ] if r < i < s,
1 otherwise.
(2.1)
See Birman [5] and Hansen [20] for details, and as general references on braids.
2.1. Some Fox Calculus. We first establish some notation and record some ele-
ments of the Fox Calculus [19, 5], and results from [10] necessary in the construction.
Denote the integral group ring of a (multiplicative) group G by ZG. We regard
modules over ZG as left modules. Elements of the free module (ZG)n are viewed
as row vectors, and ZG-linear maps (ZG)n → (ZG)m are viewed as n×m matrices
which act on the right. For such a map F , denote the transpose by F⊤, and recall
that [F ]k denotes the map ⊕k1F . Denote the n× n identity matrix by In.
For the single free group Gj = 〈γi,j〉, a free ZGj -resolution of Z is given by
0→ (ZGj)
j−1 ∆j−−→ ZGj
ǫ
−→ Z→ 0,(2.2)
where ∆j =
(
γ1,j − 1 · · · γj−1,j − 1
)⊤
, and ǫ is the augmentation map, given by
ǫ(γi,j) = 1. For each element γ ∈ Pj−1,ℓ, conjugation by γ induces an automorphism
γ : Gj → Gj , and a chain automorphism γ• of (2.2), which by the “fundamental
formula of Fox Calculus,” can be expressed as
(ZGj)
j−1 ∆j−−−−→ ZGjyJ (γ)◦γ˜ yγ˜
(ZGj)
j−1 ∆j−−−−→ ZGj
(2.3)
where J (γ) =
(
∂γ(γi,j)
∂γk,j
)
is the (j−1)×(j−1) Jacobian matrix of Fox derivatives of
γ, and γ˜ denotes the extension of γ to the group ring ZGj , resp., to (ZGj)
j−1. For a
second element β of Pj−1,ℓ, we have (γ ·β)• = (β◦γ)• = β•◦γ• by the “chain rule of
Fox Calculus”: J (β ◦ γ) = β˜(J (γ)) · J (β). In particular, J (γ−1) = γ˜−1(J (γ)−1).
Now fix ℓ, 1 ≤ ℓ ≤ n, and consider the group Pn,ℓ = Gn ⋊ · · · ⋊ Gℓ+1. Let
R = ZPn,ℓ denote the integral group ring of Pn,ℓ, For γ ∈ Pj−1,ℓ as above, define
mγ : R → R by mγ(r) = γ · r. From (2.3) and extension of scalars, we obtain
R⊗ZGj (ZGj)
j−1 id⊗∆j−−−−→ R⊗ZGj ZGjymγ⊗J (γ)◦γ˜ ymγ⊗γ˜
R⊗ZGj (ZGj)
j−1 id⊗∆j−−−−→ R⊗ZGj ZGj
The map mγ ⊗J (γ) ◦ γ˜ and the canonical isomorphism R⊗ZGj (ZGj)
j−1 ∼= Rj−1
define an R-linear automorphism ρj(γ) : Rj−1 → Rj−1, whose matrix is γ · J (γ),
see [10, Lemma 2.4]. Furthermore, we have the following.
Lemma 2.2 ([10, Lemma 2.6]). For each j, 2 ≤ j ≤ n, the action of the group
Pj−1,ℓ on the free group Gj gives rise to a representation ρj : Pj−1,ℓ → AutR(Rj−1)
with the property that ρj(γ) = mγ ⊗ J (γ) ◦ γ˜ for every γ ∈ Pj−1,ℓ.
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Remark 2.3. Via the convention ρj(γp,q) = Ij−1 for q ≥ j, the above extends to
a representation ρj : Pn,ℓ → AutR(Rj−1) of the entire group Pn,ℓ. We denote by
ρ˜j : R → EndR(Rj−1) the extension of ρj to the group ring R. We also use ρ˜j
to denote the homomorphism HomR(Rm,Rn)→ HomR(Rm(j−1),Rn(j−1)) defined
by replacing each entry x of an m× n matrix by ρ˜j(x).
2.4. The Resolution. We now recall the construction of the free resolution ǫ :
C• = C•(G) → Z over the ring R = ZG from [10], in the case where G = Pn,ℓ
is the fundamental group of the complement of the discriminantal arrangement
An,ℓ. If J = {j1, . . . , jq} ⊆ [ℓ + 1, n], recall that for p < q, Jp = {j1, . . . , jp} and
Jp = J \Jp. For such a set J , let CJq be a free R-module of rank (j1−1) · · · (jq−1).
Let C0 = R, and, for 1 ≤ q ≤ n− ℓ, let Cq =
⊕
|J|=q C
J
q , where the sum is over
all J ⊆ [ℓ + 1, n]. The augmentation map, ǫ : C0 → Z, is the usual augmentation
of the group ring, given by ǫ(γ) = 1, for γ ∈ Pn,ℓ. We define the boundary maps of
C• by recursively specifying their restrictions ∆
J to the summands CJq as follows:
If J = {j}, we define ∆J : CJ1 = R
j−1 → R = C0 as in the resolution (2.2), by
∆J =
(
γ1,j − 1 · · · γj−1,j − 1
)⊤
.
In general, if J = {j1, . . . , jq}, then J1 = {j2, . . . , jq} and Jq−1 = {j1, . . . , jq−1},
and we define ∆J : C
J
q → C
J1
q−1 by ∆J = −ρ˜jq (∆Jq−1 )
Now define ∆J : CJq →
⊕q
p=1 C
J\{jp}
q−1 by
∆J =
(
∆J , [∆J1 ]
d1 , . . . , [∆Jp ]
dp , . . . , [∆Jq−1 ]
dq−1
)
,
where dp = (j1 − 1) · · · (jp − 1).
Finally, define ∂q : Cq → Cq−1 by ∂q =
∑
|J|=q
∆J .
Theorem 2.5 ([10, Theorem 2.10]). Let R = ZPn,ℓ be the integral group ring of
the group Pn,ℓ. Then the system of R-modules and homomorphisms (C•, ∂•) is a
finite, free resolution of Z over R.
Remark 2.6. The proof of this result in [10] makes use of a mapping cone decom-
position of the complex (C•, ∂•). This decomposition may be described as follows.
Let (Ĉ•, ∂̂•) denote the subcomplex of (C•, ∂•) with terms Ĉq =
⊕
ℓ+1/∈J C
J
q , and
boundary maps ∂̂q = ∂q|Ĉq given by restriction. The complex Ĉ• may be realized as
Ĉ• = C•(Pn,ℓ+1) ⊗Pn,ℓ R, where ǫ : C•(Pn,ℓ+1)→ Z is the resolution over ZPn,ℓ+1
obtained by applying the above construction to the group Pn,ℓ+1 < Pn,ℓ.
Let (D•, ∂
D
• ) denote the direct sum of ℓ copies of the complex Ĉ•, with the sign
of the boundary map reversed. That is, Dq = (Ĉq)
ℓ and ∂Dq = −[∂̂q]
ℓ. The terms
of this complex may be expressed as Dq =
⊕
ℓ+1∈K C
K
q+1, where |K| = q. Using
this description, define a map Ξ• : D• → Ĉ• by setting the restriction of Ξq to the
summand CKq+1 of Dq to be equal to ∆K : C
K
q+1 → C
J
q ⊂ Ĉq, whereK = {ℓ+1}∪J .
As shown in [10], the map Ξ• : D• → Ĉ• is a chain map, and the original complex
(C•, ∂•) may be realized as the mapping cone of Ξ•. Explicitly, the terms of C•
decompose as Cq = Dq−1 ⊕ Ĉq. With respect to this decomposition, the boundary
map ∂q+1 : Cq+1 → Cq is given by ∂q+1(u, v) = (−∂Dq (u),Ξq(u) + ∂̂q+1(v)).
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2.7. Rank One Local Systems. The abelianization of the group Pn,ℓ is free
abelian of rank N =
(
n
2
)
−
(
ℓ
2
)
. Let (C∗)N denote the complex torus, with coordi-
nates ti,j , ℓ+ 1 ≤ j ≤ n, 1 ≤ i < j. Each point t ∈ (C∗)N gives rise to a rank one
representation νt : Pn,ℓ → C∗, γi,j 7→ ti,j , an associated Pn,ℓ-module L = Lt, and a
rank one local system L = Lt on the configuration space Mn,ℓ. The homology and
cohomology of Pn,ℓ with coefficients in L (resp., that of Mn,ℓ with coefficients in L)
are isomorphic to the homology and cohomology of the complexes C• := C•⊗Pn,ℓ L
and C• := HomPn,ℓ(C•, L) respectively, see [8].
The terms of these complexes, Cq = Cq ⊗R C and Cq = HomPn,ℓ(Cq, L), are
finite dimensional complex vector spaces. Notice that dimCq = dimC
q = dimAq =∑
|J|=q(j1 − 1) · · · (jq − 1), where the sum is over all J ⊆ [ℓ + 1, n]. Denote the
boundary maps of C• and C
• by ∂q(t) : Cq → Cq−1 and δ
q(t) : Cq → Cq+1 . As
we follow [8] in our definition of C•, these maps are related by
δq(t)(u)(x) = (−1)qu(∂q+1(t)(x))(2.4)
for u ∈ Cq and x ∈ Cq+1. To describe these maps further, we require some notation.
Consider the evaluation map R × (C∗)N → C, which takes an element f of
the group ring, and a point t in (C∗)N and yields f(t) := ν˜t(f), the evaluation
of f at t. Fixing f ∈ R and allowing t ∈ (C∗)N to vary, we get a holomorphic
map f : (C∗)N → C. More generally, we have the map Matr×s(R) × (C∗)N →
Matr×s(C), (F, t) 7→ F (t) := ν˜t(F ). For fixed F ∈ Matp×q(R), we get a map
F : (C∗)N → Matr×s(C). With these conventions, if dimCq = r and dimCq+1 = s,
the boundary maps of the complexes C• and C
• may be viewed as evaluations,
∂q(t) and δ
q(t), of maps ∂q : (C
∗)N → Matr×s(C) and δ
q : (C∗)N → Mats×r(C).
We shall subsequently be concerned with the derivatives of these maps at the
identity element 1 = (1, . . . , 1) of (C∗)N . The (holomorphic) tangent space of
H1(Mn,ℓ;C
∗) = (C∗)N at 1 is H1(Mn,ℓ;C) = C
N , with coordinates λi,j . The expo-
nential map T1 (C
∗)N → (C∗)N is the coefficient mapH1(Mn,ℓ;C)→ H1(Mn,ℓ;C∗)
induced by exp : C → C∗, λi,j 7→ eλi,j = ti,j . For an element f of R, the deriv-
ative of the corresponding map f : (C∗)N → C at 1 is given by f∗ : CN → C,
f∗(λ) =
d
dx
∣∣
x=0
f(. . . exλi,j . . . ). More generally, for F ∈ Matr×s(R), we have
F∗ : C
N → Matr×s(C).
3. A Complex of Derivatives
We now relate the cohomology theories H∗(A•, µ•(λ)) and H∗(Mn;L) by relat-
ing the complexes (A•, µ•(λ)) and (C•, δ•(t)). As above, let (∂q)∗ and δ
q
∗ denote
the derivatives of the maps ∂q and δ
q at 1 ∈ (C∗)N .
Theorem 3.1. The complex (A•, µ•(λ)) is a linear approximation of the complex
(C•, δ•(t)). For each λ ∈ CN , the system of complex vector spaces and linear
maps (C•, δ•∗(λ)) is a complex. For each q, we have A
q ∼= Cq, and, under this
identification, µq(λ) = δq∗(λ).
From the discussions in sections 1.1 and 2.7, it is clear that Aq ∼= Cq. In light of
the sign conventions (2.4) used in the construction of the complex (C•, δ•(t)) and
the fact that (A•, µ•(λ)) is a complex, to show that (C•, δ•∗(λ)) is a complex, and
to prove the theorem, it suffices to establish the following.
Proposition 3.2. For each q, we have µq(λ) = (−1)q
[
(∂q+1)∗(λ)
]⊤
.
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The maps µq(λ) were analyzed in section 1.5. We now carry out a similar analysis
of the maps (∂q+1)∗(λ).
3.3. Some Calculus. We first record some facts necessary for this analysis. Recall
that R denotes the integral group ring of the group Pn,ℓ. For f, g ∈ R, the Product
Rule yields (f · g)∗(λ) = f∗(λ) · g(1) + f(1) · g∗(λ). Similarly, for F ∈ Matp×q(R)
and G ∈ Matq×r(R), matrix multiplication and the differentiation rules yield
(F ·G)∗(λ) = F∗(λ) ·G(1) + F(1) ·G∗(λ).(3.1)
As an immediate consequence of the Product Rule, for γ, ζ ∈ Pn,ℓ and τ = [ζ, γ] a
commutator, we have (γ−1)∗ = −γ∗, and τ ∗ = 0. Consequently, (ζ ·γ ·ζ
−1)∗ = γ∗.
Now recall the representations ρj defined in Lemma 2.2, and used in the con-
struction of the resolution C•. Associated to each γ ∈ Pj−1,ℓ, we have a map
ρj(γ) : (C
∗)N → Aut(Cj−1). Since γ acts on the free group by conjugation, we have
ρj(γ)(1) = Ij−1. Identify End(C
j−1) as the tangent space to Aut(Cj−1) at the iden-
tity, and denote the derivative of the map ρj(γ) at 1 by ρj(γ)∗ : C
N → End(Cj−1).
Define (ρj)∗ : Pj−1,ℓ → Hom(C
N ,End(Cj−1)) by (ρj)∗(γ) = ρj(γ)∗. The
chain rule of Fox Calculus and a brief computation reveal that (ρj)∗ is a homo-
morphism, and is trivial on the commutator subgroup P ′n,ℓ. This yields a map
CN → Hom(CN ,End(Cj−1)), λr,s 7→ ρj(γr,s)∗, which we continue to denote by
(ρj)∗. For γ ∈ Pn,ℓ, view the derivative, γ∗(λ) =
∑
cr,sλr,s, of the corresponding
map γ as a linear form in the λr,s. Then we have the following “chain rule”:
ρj(γ)∗(λ) =
∑
cr,s(ρj)∗(λr,s) = (ρj)∗(γ∗(λ)).(3.2)
In particular, ρ(γr,s)∗ = ρ∗(λr,s), which we now compute.
Lemma 3.4. For r < s < j, the derivative of the map ρj(γr,s) is given by
ρj(γr,s)∗(λ) =

λr,s · Ir−1 0 0 0 0
0 λr,s + λs,j 0 −λr,j 0
0 0 λr,s · Is−r−1 0 0
0 −λs,j 0 λr,s + λr,j 0
0 0 0 0 λr,s · Ij−s−1
.
Proof. The matrix of ρj(γr,s) is γr,s · J (γr,s), where J (γr,s) is the Fox Jacobian.
Thus, ρj(γr,s)(t) = tr,s · J (γr,s)(t) = (tr,s · Ij−1) · J (γr,s)(t), where J (γr,s)(t) is
the map induced by the Fox Jacobian. By the Product Rule (3.1), we have
ρj(γr,s)∗(λ) = (λr,s · Ij−1) ·J (γr,s)(1) +J (γr,s)∗(λ).
The action of γr,s on the free group Gj = 〈γi,j〉 is recorded in (2.1). Computing Fox
derivatives and evaluating at t yields the familiar Gassner matrix of γr,s (see [5]),
J (γr,s)(t) =

Ir−1 0 0 0 0
0 1− tr,j + tr,jts,j 0 tr,j(1− tr,j) 0
0 ~u Is−r−1 −~u 0
0 1− ts,j 0 tr,j 0
0 0 0 0 Ij−s−1
 ,
where ~u =
(
(1− tr+1,j)(1 − tr,j) · · · (1− ts−1,j)(1− tr,j)
)⊤
. SinceJ (γr,s)(1) =
Ij−1, the result follows upon differentiating J (γr,s)(t).
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3.5. Boundary Map Derivatives. We now obtain an inductive formula for the
derivatives of the boundary maps of the complex (C•,∂•(t)). The mapping cone
decomposition of the resolution (C•, ∂•) discussed in Remark 2.6 gives rise to an
analogous decomposition of the complex (C•,∂(t)). Specifically, the terms decom-
pose as Cq = Dq−1 ⊕ Ĉq, and with respect to this decomposition, the matrix of
the boundary map ∂q+1(t) : Cq+1 → Cq is given by
∂q+1(t) =
(
−∂Dq (t) Ξq(t)
0 ∂̂q+1(t)
)
.(3.3)
Up to sign, the complex (D•,∂
D
• (t)) is a direct sum of ℓ copies of the complex
(Ĉ•, ∂̂•(t)), which arises from the group Pn,ℓ+1 < Pn,ℓ. In light of this, we restrict
our attention to the chain map Ξ• and its components ∆{ℓ+1,J}, their evaluations
Ξ•(t) and ∆{ℓ+1,J}(t), and the derivatives of these evaluations at 1.
For J = {j1, . . . , jq} ⊆ [ℓ+2, n], let ρJ = ρ˜jq ◦· · ·◦ρ˜j1 and dJ = (j1−1) · · · (jq−1).
Then ∆{ℓ+1,J} = (−1)
qρJ(∆ℓ+1), where ∆ℓ+1 =
(
γ1,ℓ+1 − 1 · · · γℓ,ℓ+1 − 1
)⊤
,
and the matrix of ∆{ℓ+1,J} is ℓ · dJ × dJ with dJ × dJ blocks (−1)
qρJ (γm,ℓ+1 − 1),
1 ≤ m ≤ ℓ. We concentrate our attention on one such block.
Fix m, 1 ≤ m ≤ ℓ, and let M denote the matrix of ρJ (γm,ℓ+1− 1). Similarly, let
M ′ denote the matrix of ρJq−1(γm,ℓ+1−1). ThenM is the matrix of ρ˜jq (M
′). Since
M is dJ × dJ , its rows and columns are naturally indexed by sets R = {r1, . . . , rq}
and I = {i1, . . . , iq}, 1 ≤ rp, ip ≤ jp− 1. We thus denote the entries of M by MR,I .
With these conventions, we have
MR,I =
[
ρ˜jq (M
′
R′,I′)
]
rq,iq
(3.4)
where, for instance, I ′ = Iq−1 = I \ {iq}.
Now consider the blockM(t) of∆{ℓ+1,J}(t) arising from the blockM of the ma-
trix of ∆{ℓ+1,J} above. Recall the notion of an I-admissible set from Definition 1.9,
and recall that ǫR,I = 1 if R = I, and ǫR,I = 0 otherwise.
Theorem 3.6. Let J ⊆ [ℓ + 2, n] and let M denote the matrix of ρJ(γm,ℓ+1 − 1).
Then the entries of the derivative, M∗(λ), of the evaluation M(t) are given by
[M∗(λ)]R,I = (−1)
|R\R∩I|
(
ǫR,Iλm,ℓ+1 +
∑
j∈J
∑
K
λk,j
)
,
where, if j = jp, the second sum is over all Ip-admissible sets K = {ks1 , . . . , kst , k}
for which R \R ∩ I ⊆ K.
Proof. The proof is by induction on |J |.
If J = {j}, thenM = γm,ℓ+1 ·J (γm,ℓ+1)−Ij−1 is the matrix of ρ˜j(γm,ℓ+1−1), so
M(t) = γm,ℓ+1(t) ·J (γm,ℓ+1)(t) − Ij−1. Since the derivative of the constant Ij−1
is zero, the entries of M∗(λ) are given by Lemma 3.4 (with r = m and s = ℓ+ 1).
In this instance, we have I = {i}, and a set K = {k} is I-admissible if k 6= i and
{k, i} = {m, ℓ+ 1}. It follows that the case |J | = 1 is a restatement of Lemma 3.4.
In general, let J = {j1, . . . , jq−1, jq} and write MR,I =
[
ρ˜jq (M
′
R′,I′)
]
rq,iq
as in
(3.4) above. Then we have
[M(t)]R,I =
[
ρ˜jq (M
′
R′,I′)(t)
]
rq,iq
and [M∗(λ)]R,I =
[
ρ˜jq (M
′
R′,I′)∗(λ)
]
rq,iq
.
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By induction, the entries of the matrix M′∗(λ) are given by
[M′∗(λ)]R′,I′ = (−1)
|R′\R′∩I′|
(
ǫR′,I′λm,ℓ+1 +
∑
jp∈J′
∑
K
λkp,jp
)
,
where J ′ = Jq−1 = J \{jq}, and for jp ∈ J ′, the second sum is over all Ip-admissible
sets K for which R′ \R′ ∩ I ′ ⊆ K.
By the chain rule (3.2), the entries of M∗(λ) are given by
[M∗(λ)]R,I =
[
ρ˜jq (M
′
R′,I′)∗(λ)
]
rq,iq
=
[
(ρjq )∗
(
(M′R′,I′)∗(λ)
)]
rq,iq
=
[
S
(
ǫR′,I′(ρjq )∗(λm,ℓ+1) +
∑
jp∈J′
∑
K
(ρjq )∗(λkp,jp)
)]
rq,iq
,
(3.5)
where S = (−1)|R
′\R′∩I′|. By Lemma 3.4, for r < s < jq, we have
[
(ρjq )∗(λr,s)
]
rq,iq
=

λr,s + λkq,jq if iq = rq and {kq, iq} = {r, s},
−λrq,jq if iq 6= rq and {rq, iq} = {r, s},
0 otherwise.
(3.6)
The entries of M∗(λ) may be calculated from (3.5) using (3.6), yielding the
formula in the statement of the theorem. We conclude the proof by making several
observations which elucidate this calculation.
First consider the case R′ = I ′. Then S = 1 and ǫR′,I′ = 1. If rq = iq, then the
first case of (3.6) yields a contribution of λm,ℓ+1 + λkq,jq to [M∗(λ)]I,I , provided
that {kq, iq} = {m, ℓ+ 1}. Note that this condition implies that the set K = {kq}
is I-admissible (and that kq 6= iq). Note also that in this instance we have R = I,
R \R ∩ I = ∅ ⊂ K, ǫR,I = 1, and |R \R ∩ I| = 0.
If R′ = I ′ and rq 6= iq, then the second case of (3.6) contributes −λrq,jq to
[M∗(λ)]R,I if {rq, iq} = {m, ℓ + 1}. In this instance, the set {rq} is I-admissible,
and since R′ = I ′ and rq 6= iq, we have |R \R ∩ I| = 1.
For general R′ and I ′, suppose that S · λkp,jp is a summand of [M
′
∗(λ)]R′,I′ for
some p ≤ q − 1. Then, by the inductive hypothesis, this summand arises from an
Ip-admissible set K = {ks1 , . . . , kst , kp} with R
′ \ R′ ∩ I ′ ⊆ K. If rq = iq, then
the first case of (3.6) yields a contribution of S · (λkp,jp + λkq ,jq ) to [M∗(λ)]R,I ,
provided that {kq, iq} = {kp, jp}. For such kq, it is readily checked that the set
K ∪{kq} is I-admissible. Also, since rq = iq, we have R \R∩ I = R′ \R′ ∩ I ′ ⊆ K.
If, as above, S ·λkp,jp is a summand of [M
′
∗(λ)]R′,I′ and rq 6= iq, then the second
case of (3.6) contributes −S · λrq,jq to [M∗(λ)]R,I provided {rq, iq} = {kp.jp}.
In this instance, the set K ∪ {rq} is I-admissible, and since rq 6= iq, we have
R \R ∩ I = (R′ \R′ ∩ I ′) ∪ {rq} ⊆ K ∪ {rq}, and |R \R ∩ I| = |R′ \R′ ∩ I ′|+ 1.
Applying these observations to (3.5) above completes the proof.
3.7. Proof of Proposition 3.2. We now use Theorems 1.12 and 3.6 to show that
the differential of the complex (A•, µ•(λ)) is given by µq(λ) = (−1)q
[
(∂q+1)∗(λ)
]⊤
,
where (∂q)∗(λ) is the derivative of the boundary map of the complex (C•,∂•(t)),
thereby proving Proposition 3.2 and hence Theorem 3.1 as well.
The proof is by induction on d = n−ℓ, the cohomological dimension of the group
Pn,ℓ, (resp., the rank of the discriminantal arrangement An,ℓ).
In the case d = 1, the complexes A• and C• are given by
A0
µ0(λ)
−−−→ A1 and C1
∂1(t)
−−−→ C0
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respectively, where A0 = C0 = C, A
1 = ⊕i<nCai,n, andC1 = Cn−1. The boundary
maps are µ0(λ) : 1 7→
∑
i<n λi,n · ai,n and ∂1(t) =
(
t1,n − 1 · · · tn−1,n − 1
)⊤
.
Identifying A1 and C1 in the obvious manner, we have µ
0(λ) = (−1)0
[
(∂1)∗(λ)
]⊤
.
In the general case, we identify Aq andCq in an analogous manner. In particular,
the rows and columns of the matrix of the boundary map ∂q+1(t) : Cq+1 → Cq are
indexed by basis elements aI,J of A
q+1 and Aq, or simply by the underlying sets
I and J , respectively. To show that µq(λ) = (−1)q
[
(∂q+1)∗(λ)
]⊤
, we make use of
the decomposition of the complex A• established in Proposition 1.7, and that of C•
stemming from the mapping cone decomposition of the resolution C• described in
Remark 2.6. Recall from (1.2) and (3.3) that with respect to these decompositions,
the boundary maps may be expressed as
µq(λ) =
(
µqB(λ) 0
Ψq(λ) µ̂q(λ)
)
and ∂q+1(t) =
(
−∂Dq (t) Ξq(t)
0 ∂̂q+1(t)
)
.
The maps µ̂q(λ) and ∂̂q+1(t) are the boundary maps of the complexes Â
• and
Ĉ• arising from the cohomology algebra A(An,ℓ+1) and fundamental group Pn,ℓ+1
of the complement of the discriminantal arrangement An,ℓ+1. So by induction, we
have µ̂q(λ) = (−1)q
[
(∂̂q+1)∗(λ)
]⊤
for each q. Since the complexes B• ∼= (Â•)ℓ and
D• ∼= (Ĉ•)ℓ decompose as direct sums, with boundary maps µ
q
B(λ) = −[µ̂
q−1(λ)]ℓ
and ∂Dq (t) = −[∂̂q(t)]
ℓ the inductive hypothesis also implies that
µqB(λ) = −
[
(−1)q−1
[
(∂̂q)∗(λ)
]⊤]ℓ
= (−1)q
[[
(∂̂q)∗(λ)
]ℓ]⊤
= (−1)q
[
−(∂Dq )∗(λ)
]⊤
.
Thus it remains to show that Ψq(λ) = (−1)q
[
(Ξq)∗(λ)
]⊤
. For this, it suffices to
show that the restriction ΨqJ(λ) : A
q
J → A
q+1
{ℓ+1,J} of Ψ
q(λ) is dual to the derivative
of the summand ∆{ℓ+1,J}(t) : C
{ℓ+1,J}
q+1 → C
J
q of Ξq(t) for each J = {j1, . . . , jq} ⊆
[ℓ+ 2, n]. As noted in (1.3), the matrix of ΨqJ(λ) is dJ × ℓ · dJ with dJ × dJ blocks
πm,ℓ+1 ◦ Ψ
q
J(λ), where dJ = (j1 − 1) · · · (jq − 1). Similarly, from the discussion in
section 3.5, we have that the matrix of∆{ℓ+1,J}(t) is ℓ ·dJ×dJ with dJ×dJ blocks
(−1)q
(
ρJ(γm,ℓ+1)(t)−IdJ
)
. Comparing the formulas obtained in Theorem 1.12 and
Theorem 3.6, we see that πm,ℓ+1 ◦ Ψ
q
J(λ) =
[
ρJ (γm,ℓ+1)∗(λ)
]⊤
. It follows readily
that ΨqJ(λ) = (−1)
q
[(
∆{ℓ+1,J}
)
∗
(λ)
]⊤
, completing the proof.
4. Cohomology Support Loci and Resonant Varieties
In an immediate application of Theorem 3.1, we establish the relationship be-
tween the cohomology support loci of the complement of the discriminantal ar-
rangement An,ℓ and the resonant varieties of its Orlik-Solomon algebra.
Recall that each point t ∈ (C∗)N gives rise to a local system L = Lt on the com-
plement Mn,ℓ of the arrangement An,ℓ. For sufficiently generic t, the cohomology
Hk(Mn,ℓ,Lt) vanishes (for k < n− ℓ), see for instance [21, 10]. Those t for which
Hk(Mn,ℓ;Lt) does not vanish comprise the cohomology support loci
Σkm(Mn,ℓ) = {t ∈ (C
∗)N | dimHk(Mn,ℓ;Lt) ≥ m}.
These loci are algebraic subvarieties of (C∗)N , which, since Mn,ℓ is a K(Pn,ℓ, 1)-
space, are invariants of the group Pn,ℓ.
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Similarly, each point λ ∈ CN gives rise to an element ω = ωλ ∈ A1 of the
Orlik-Solomon algebra of the arrangement An,ℓ. For sufficiently generic λ, the
cohomology Hk(A•, µ•(λ)) vanishes (for k < n− ℓ), see [31, 16]. Those λ for which
Hk(A•, µ•(λ)) does not vanish comprise the resonant varieties
Rmk (A) = {λ ∈ C
N | dimHk(A•, µ•(λ)) ≥ m}.
These subvarieties of CN are invariants of the Orlik-Solomon algebra A of An,ℓ.
Recall that 1 = (1, . . . , 1) denotes the identity element of (C∗)N .
Theorem 4.1. Let An,ℓ be a discriminantal arrangement with complement Mn,ℓ
and Orlik-Solomon algebra A. Then for each k and each m, the resonant variety
Rmk (A) coincides with the tangent cone of the cohomology support locus Σ
k
m(Mn,ℓ)
at the point 1.
Proof. For each t ∈ (C∗)N , the cohomology of Mn,ℓ with coefficients in the local
system Lt is isomorphic to that of the complex (C•, δ
•(t)). So t ∈ Σkm(Mn,ℓ) if
and only if dimHk(C•, δ•(t) ≥ m. An exercise in linear algebra shows that
Σkm(Mn,ℓ) = {t ∈ (C
∗)N | rank δk−1(t) + rankδk(t) ≤ dimCk −m}.
For λ ∈ CN , we have λ ∈ Rmk if dimH
k(A•, µ•(λ)) ≥ m. So, as above,
Rmk (A) = {λ ∈ C
N | rankµk−1(λ) + rankµk(λ) ≤ dimAk −m}.
By Theorem 3.1, dimAk = dimCk and µk(λ) = δk∗(λ) for each k. Thus,
Rmk (A) = {λ ∈ C
N | rank δk−1∗ (λ) + rank δ
k
∗(λ) ≤ dimC
k −m},
and the result follows.
The cohomology support loci are known to be unions of torsion-translated subtori
of (C∗)N , see [3]. In particular, all irreducible components of Σkm(Mn,ℓ) passing
through 1 are subtori of (C∗)N . Consequently, all irreducible components of the
tangent cone are linear subspaces of CN . So we have the following.
Corollary 4.2. For each k and each m, the resonant variety Rmk (A) is the union
of an arrangement of subspaces in CN .
Remark 4.3. For k = 1, Theorem 4.1 and Corollary 4.2 hold for any arrangement
A, see [11, 22, 23]. In particular, as conjectured by Falk [16, Conjecture 4.7],
the resonant variety Rm1 (A(A)) is the union of a subspace arrangement. Thus,
Corollary 4.2 above may be viewed as resolving positively a strong form of this
conjecture in the case where A = An,ℓ is a discriminantal arrangement.
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