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Abstract
Suppose we are given n balls colored with two colors. How many color-comparisons are
needed to produce a ball of the majority color? The answer (1rst given by Saks and Werman) is
M (n)=n−B(n), where B(n) is the number of 1’s in the binary representation of n. We consider
in this paper several generalizations and variants of the majority problem such as producing a
k-majority ball, determining the color status of all balls, non-adaptive versions and the closely
related liar problem.
? 2003 Elsevier B.V. All rights reserved.
1. The majority problem
Suppose we are given n balls colored with two colors, and two players Paul and
Carole playing the following game. At any stage of the game Paul chooses two balls x
and y and asks whether they are of the same color, whereupon Carole answers yes or
no. The game ends when Paul either produces a ball z of the majority color (meaning
that the number of balls colored like z exceeds the other color), or when Paul states
that there is no majority. Of course, the latter case can only occur when n is even.
How many questions M (n) does Paul have to ask in the worst case?
This problem was 1rst solved by Saks and Werman [5] and later by Alonso et al.
[2] and Wiener [6] using diAerent methods. The answer is
M (n) = n− B(n); (1)
where B(n) is the number of 1’s in the binary representation of n. Alonso et al. [3]
also gave the solution for the average case.
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As a warm-up let us see how Paul 1nds an algorithm that uses no more than n−B(n)
questions. The data structure during the game is a list of buckets B1; : : : ; Bs and a
dump D
2a1 2a2 2as. . .
B 1 B 2 B s D
where the balls in each bucket are colored alike, always numbering a power of 2.
Thus, initially, there are n buckets each containing one ball with the dump empty. For
the next test Paul chooses two buckets Bi; Bj with ai = aj and compares balls from
Bi and Bj. If the answer is yes, he merges the buckets into one (of new size 2ai+1),
otherwise he empties both buckets into the dump. Hence D contains at any stage an
equal number of either color.
The algorithm stops when either all buckets have diAerent sizes 2b1 ¿ 2b2 ¿ · · ·¿ 2bt ,
or when all balls are in the dump. In the 1rst case the size 2b1 of the largest bucket
exceeds 2b2 + · · ·+ 2bt , and we conclude that B1 contains the majority color balls. In
the other case there is no majority. Hence with either alternative the game is 1nished.
It remains to compute the number L of questions. By induction it is clear that Paul
needs 2bi − 1 questions to produce a bucket of size 2bi . Similarly, when he throws two
buckets of equal size 2ci−1 into D then he has asked 2ci − 1 questions. Hence
L6 (2b1 + · · ·+ 2bt − t) + (2c1 + · · ·+ 2cr − r);
where
n= 2b1 + · · ·+ 2bt + 2c1 + · · ·+ 2cr :
Since obviously t + r¿B(n), we obtain
L6 n− B(n):
In the following sections (where also the lower bound M (n)¿ n−B(n) will be proved)
we consider several natural generalizations and variants of the majority problem.
2. Determining a k-majority
We are again given n balls colored with two colors, and a threshold k ¿n=2. In
the (n; k)-majority game Paul must exhibit a k-majority ball z (that is, there are at
least k balls colored like z), or declare that there is no k-majority. Let us denote by
M (n; k) the number of questions in the worst case. Hence the original problem calls
for M (n) =M (n; n=2+ 1). Note that we always have
M (n; k)6 n− 1; (2)
since Paul may compare a 1xed ball to all the others. Indeed, with this procedure Paul
determines the full color partition. We will return to this aspect in Section 4.
It is convenient to rephrase the game as follows (see [3,5]). Draw an edge between
x and y when x and y are compared. Suppose at a certain stage of the game C1; : : : ; Cs
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are the components. Within each Ci the color classes and hence their sizes ai and bi
are known from the answers. Denote by mi = |ai − bi|¿ 0 the diAerence between the
majority and minority number. Hence the stage can be completely described by the
state vector
M = (m1; : : : ; ms):
If Paul compares next a majority ball of Ci with a majority ball of Cj, then the answer
yes results in
M+ij = (m1; : : : ; mi + mj; : : : ; ms)
and the answer no in
M−ij = (m1; : : : ; |mi − mj|; : : : ; ms)
with mi; mj deleted in both cases.
We note four things:
(a) The initial state is M0 = (1; : : : ; 1) with n 1’s.
(b) The number of questions asked up to M = (m1; : : : ; ms) equals n− s.
(c) If M = (m1; : : : ; ms) is a state, then∑
(M) :=
s∑
i=1
mi ≡ n (mod 2): (3)
This holds since
∑
(M0)=n and either answer mi+mj, |mi−mj| does not change
the parity of the sum.
(d) Let M =(m1; : : : ; ms) be a state. Since 2k−n=k− (n−k) is the critical diAerence
between majority and minority, we 1nd that the majority color in Ci must be a
k-majority if mi¿
∑
j =i mj+2k−n. On the other hand, if mi ¡
∑
j =i mj+2k−n,
then Paul cannot be sure about the status of the colors in Ci. Similarly as long as
m1+· · ·+ms¿ 2k−n, a k-majority is still possible, whereas m1+· · ·+ms¡ 2k−n
implies that a k-majority does not exist.
Taking the parity condition (3) into account we can therefore state for M = (m1¿ · · ·
¿mt):
M is not terminal ⇔ 2m16
∑
(M) + 2k − n− 2
and ∑
(M)¿ 2k − n; (4)
M is terminal ⇔ 2m1¿
∑
(M) + 2k − n
or ∑
(M)6 2k − n− 2: (5)
For a state M =(m1; : : : ; ms) denote by V (M) the size t of the terminal multi-set when
both players perform optimally. Since the number of questions at the end is n−V (M),
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Paul wants to maximize V (M) and Carole wants to minimize it. It follows that
V (M) = max
i; j
min(V (M+ij ); V (M
−
ij )): (6)
Given M = (m1; : : : ; ms) we say that mh :m‘ is an optimal choice for Paul if
V (M) = min(V (M+h‘); V (M
−
h‘)¿ minij =h‘
(V (M+ij ); V (M
−
ij )): (7)
Clearly, an optimal choice never involves a number mi = 0, since mi = 0 does not
change the relations in (4).
Theorem 1. We have
M (n; k)¿ n− 1− p where 2p
∣∣∣∣∣
∣∣∣∣∣
(
n− 1
k − 1
)
; (8)
that is, 2p is the highest power of 2 dividing
(
n− 1
k − 1
)
.
Proof. We proceed along the lines of the Saks–Werman argument in [5] and explain
it for completeness. Suppose we can 1nd a function (M) such that for any state M
(i) (M)¿V (M), if M is terminal
(ii) (M)¿min((M+ij ); (M
−
ij )) for any i; j.
Then (M)¿V (M) for all M , and thus
n− V (M)¿ n− (M) for all M: (9)
Indeed, if M is not terminal, then for an optimal choice mi :mj of M we conclude by
induction and (ii)
(M)¿min((M+ij ); (M
−
ij ))¿min(V (M
+
ij ); V (M
−
ij )) = V (M):
For a state M = (m1; : : : ; ms) call I ⊆ {1; : : : ; s} big if
∑
i∈I mi¿
∑
j ∈I mj + 2k − n,
and let fM (x) =
∑
I big x
mI , mI =
∑
i∈I mi, be the generating function of the big sets.
For an integer m denote by P(m) the largest power of 2 dividing m, that is 2P(m)‖m,
with P(0) =∞. Now we de1ne
(M) = 1 + P(fM (−1))
and verify (i) and (ii).
Suppose M = (m1¿ · · ·¿mt) is terminal with m1¿
∑t
j=2 mj + 2k − n. Then the
big sets are precisely those sets containing 1. Hence
fM (x) = xm1 (1 + xm2 ) : : : (1 + xmt )
fM (−1) = (−1)m1 (1 + (−1)m2 ) : : : (1 + (−1)mt ):
Now either fM (−1) = 0 and thus (M) =∞¿t = V (M), or |fM (−1)| = 2t−1, in
which case we obtain (M) = t = V (M). When there is no k-majority, then there are
no big sets, fM (x) = 0, and therefore (M) =∞.
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To verify condition (ii), suppose M = (m1; : : : ; ms) and M+ =M+ij , M
− =M−ij with
mi¿mj. An easy case analysis shows
fM (x) = fM+(x) + xmjfM−(x):
Now, P(a+ b)¿min(P(a); P(b)), and we infer
(M) = 1 + P(fM (−1)) = 1 + P(fM+(−1) + (−1)mjfM−(−1))
¿ 1 + min(P(fM+(−1)); P(fM−(−1)))
= min((M+); (M−)):
To end the proof consider the initial state M0 = (1; : : : ; 1). Clearly, the big sets are
those containing at least k indices, whence
fM0 (−1) =
n∑
j=k
(
n
j
)
(−1)j = (−1)k
(
n− 1
k − 1
)
:
This yields (M0) = 1 + p with 2p‖(
n− 1
k − 1
), and thus
M (n; k) = n− V (M0)¿ n− (M0) = n− 1− p:
Remark 1. It is an elementary fact of number theory that for binomial coeLcients:
P((
a
b
)) =B(b) +B(a− b)−B(a), where B(m) denotes as before the number of 1’s in
the binary representation of m. Hence
M (n; k)¿ n− 1− B(k − 1)− B(n− k) + B(n− 1):
In the ordinary majority game we have n= 2m+ 1, k = m+ 1 or n= 2m, k = m+ 1.
In the odd case
M (n)¿ n− 1− B(m)− B(m) + B(2m)
= n− 1− B(2m) = n− B(n);
since B(2m) = B(m), B(2m+ 1) = B(2m) + 1. In the even case we obtain similarly
M (n)¿ n− 1− B(m)− B(m− 1) + B(2m− 1)
= n− 1− B(m) + 1 = n− B(n);
since B(2m− 1) = B(m− 1) + 1.
Remark 2. The theorem implies M (n; k) = n − 1 whenever
(
n− 1
k − 1
)
is odd. For
example M (2m; k)=2m−1 for any k, since it is well-known that
(
2m − 1
k − 1
)
is always
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odd. Conversely, it can be shown that M (n; k) = n − 1 implies that
(
n− 1
k − 1
)
is
odd.
Remark 3. The bound of Theorem 1 does not always give the correct value. The
smallest example is n = 9, k = 6. Here
(
n− 1
k − 1
)
= 56, hence M (9; 6)¿ 8 − 3 = 5,
whereas the true value is M (9; 6) = 7.
3. Inequalities and a recursion for M (n; k)
To further study M (n; k) we 1rst derive some useful inequalities. For this we need
the following lemmas following an idea of G. Wiener.
Lemma 1. Consider the (n; k)-game, and let M = (m1¿ · · ·¿mt = 1; 0; : : : ; 0︸ ︷︷ ︸
a
) be a
state with t¿ 3, which is not terminal. Then there exists an optimal choice for Paul
which does not involve mt = 1.
Proof. Suppose, on the contrary, that all optimal choices contain mt = 1.
Case (i). V (M) = t + a− 1, that is, the choice mi :mt leads with either answer to a
terminal state. Suppose the answer is yes, M+it = (m1; : : : ; mi + 1; : : :). Since
∑
(M+it ) =∑
(M) we 1nd by (5)
2(mi + 1)¿
∑
(M+it ) + 2k − n=
∑
(M) + 2k − n; (10)
hence 2mi=
∑
(M)+2k−n−2 by (4). This implies that mi is maximal among the mj,
so we may assume i = 1. Suppose now the answer is no, then M−1t = (m1 − 1; m2; : : :)
with
∑
(M−1t ) =
∑
(M)− 2. If m‘, ‘ = 1, exists with
2m‘¿
∑
(M−1t ) + 2k − n=
∑
(M) + 2k − n− 2; (11)
then we have equality in (11), m‘ = m1, whence we may assume ‘ = 2. If no such ‘
exists, then we must have by (5)∑
(M−1t ) =
∑
(M)− 2¡ 2k − n: (12)
We claim that in either case the choice m1 :m2 is also optimal. If the answer to m1 : m2
is yes, then by (10)
2(m1 + m2)¿
∑
(M+12) + 2k − n;
so M+12 is terminal. If, on the other hand, the answer to m1 :m2 is no, then we distinguish
the two cases according to (11) and (12). If (11) holds, i.e. m1 = m2, then
∑
(M)=
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2m1 + 2− 2k + n, M−12 = (0; m3; : : : ; mt ; 0; : : : ; 0),
∑
(M−12) =
∑
(M)− 2m1 = 2− 2k + n.
This gives
2 = 2mt =
∑
(M−12) + 2k − n;
whence M−12 is terminal by (5). Finally, when (12) holds, then∑
(M−12) =
∑
(M)− 2m26
∑
(M)− 2¡ 2k − n
and M−12 is again terminal.
Case (ii). V (M)6 t+ a− 2. Suppose 1rst that the next optimal choice mj :m‘ after
mi :mt does not involve the outcome mi ± 1 of the 1rst comparison.
With (7) this means
V (M) =min(V (M+it ); V (M
−
it ))
=min(V (M++it;j‘); V (M
+−
it;j‘); V (M
−+
it;j‘); V (M
–
it;j‘)):
Now let Paul choose mj :m‘ 1rst and then mi :mt . By (7)
V (M)¿min(V (M+j‘); V (M
−
j‘ ))
¿minV (M++j‘;it); V (M
+−
j‘;it ); V (M
−+
j‘;it ); V (M
–
j‘;it)) = V (M):
Hence mj : m‘ is optimal, too.
The case remains when the second choice involves mj and mi + 1 resp. mi − 1,
depending on the outcome. Here the possible outcomes are
mi + 1 + mj; |mi + 1− mj|; mi − 1 + mj; |mi − 1− mj|:
Now take mi : mj 1rst, and then mi+mj resp. |mi−mj| versus mt =1 next. It is easily
seen that we obtain precisely the same outcomes, and the result follows.
Lemma 2. Suppose we are given a state M=(m1¿ · · ·¿ms; 1; 0; : : : ; 0︸ ︷︷ ︸
a
) for the (n; k)-
game and a state N = (m1¿ · · ·¿ms; 0; : : : ; 0︸ ︷︷ ︸
a
) for the (n− 1; k)-game or (n− 1; k −
1)-game with the same mi. Then
V (N )¿V (M)− 1:
Proof. Suppose M is terminal for the (n; k)-game. Then by (5)
2m1¿
s∑
i=1
mi + 1 + 2k − n or
s∑
i=1
mi + 16 2k − n− 2:
In the 1rst case
2m1¿
∑
(N ) + 2k − (n− 1)¿
∑
(N ) + 2(k − 1)− (n− 1);
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hence N is terminal for both the (n − 1; k)-game and the (n − 1; k − 1)-game. In the
second case we infer∑
(N )6 2k − n− 3¡ 2(k − 1)− (n− 1)¡ 2k − (n− 1)
and N is again terminal for both games. So in this case, V (N ) = V (M)− 1.
When M is not terminal we use induction on s. If s=1, then m1 : 1 is the only choice
for Paul leading to a terminal position, thus V (M) = a + 1. On the other hand, N is
clearly terminal for the (n−1; k)-game and (n−1; k−1)-game, so V (N )=a+1=V (M).
For s¿ 2 we know from Lemma 1 that there is an optimal choice mi :mj for Paul in
the (n; k)-game. Choosing the same pair mi :mj for N we obtain by induction and (7)
V (N )¿min(V (N+ij ); V (N
−
ij ))
¿min(V (M+ij )− 1; V (M−ij )− 1) = V (M)− 1
and we are 1nished.
Proposition 1. We have
(a) M (n; k)¿M (n− 1; k) (2k ¿n).
(b) M (n; k)¿M (n− 1; k − 1) (2k ¿n+ 1).
(c) M (n; k)¿M (n− 2; k − 1) + 1 (2k ¿n).
Proof. (a) and (b) follow immediately from Lemma 2 by considering the initial states.
For (c) we just note that if Carole answers no to the 1rst question, then we are in the
(n− 2; k − 1)-game.
We now derive a recursive formula for M (n; k) under the plausible assumption:
(H) There is always an optimal algorithm for Paul which makes n=2 disjoint com-
parisons 7rst.
Theorem 2. Under assumption (H)
M (n; k) =


M ( n2 ;
k
2 ) +
n
2 n ≡ 0; k ≡ 0 (mod 2)
M ( n−12 ;
k
2 ) +
n−1
2 n ≡ 1; k ≡ 0 (mod 2)
M ( n2 ;
k+1
2 ) +
n
2 n ≡ 0; k ≡ 1 (mod 2)
M ( n+12 ;
k+1
2 ) +
n−1
2 n ≡ 1; k ≡ 1 (mod 2)
with M (1; 1) = 0.
Proof. Let us 1rst prove that M (n; k) is at least as large as the right-hand side. Carole
answers yes to the 1rst n=2 disjoint comparisons.
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We verify just the most interesting case n ≡ k ≡ 1 (mod 2). Let M0 = (2; 2; : : : ; 2; 1︸ ︷︷ ︸
n+1=2
)
be the state after (n− 1)=2 questions and N0 = (1; 1; : : : ; 1︸ ︷︷ ︸
n+1=2
) be the corresponding state
for the ((n+1)=2; (k+1)=2)-game. We know from Lemma 1 that Paul has an algorithm
starting from M0 which never uses 1 as long as there are at least three non-zero entries.
Suppose M = (2m1¿ · · ·¿ 2ms; 1) is a state in the course of the (n; k)-game (where
we suppress the 0’s for simplicity) and N =(m1¿ · · ·¿ms; 1) the corresponding state
for the ((n+ 1)=2; (k + 1)=2)-game.
Claim. V (M)6V (N ).
If this is true, then
M (n; k) =
n+ 1
2
− V (M0) + n− 12 ¿
n+ 1
2
− V (N0) + n− 12
=M
(
n+ 1
2
;
k + 1
2
)
+
n− 1
2
and the result follows.
To prove the claim we proceed by induction. Let M∗ = (2m1¿ · · ·¿ 2mt; 1) be
terminal, where 1 was never involved in a comparison, and N ∗=(m1¿ · · ·¿mt; 1) the
corresponding state. Writing
∑
=
∑t
i=1 mi, we have
∑
(M∗)=2
∑
+1,
∑
(N )=
∑
+1.
By (5),
4m1¿ 2
∑
+1 + 2k − n or 2
∑
+16 2k − n− 2:
In the 1rst case
2m1¿
∑
+
1
2
+ k − n
2
=
∑
+1 + k − n+ 1
2
:
But 2m1 =
∑
+1+ k − (n+1)=2 is impossible since ∑+1 ≡ (n+1)=2 by (3), and k
is odd. Hence
2m1¿
∑
(N ) + k + 1− n+ 1
2
and N ∗ is terminal for the ((n+ 1)=2; (k + 1)=2)-game. In the other case∑
+
1
2
6 k − n
2
− 1; that is;
∑
(N )6 k − n+ 1
2
¡k + 1− n+ 1
2
and N ∗ is again terminal.
So in this case V (M∗) = V (N ∗). By Lemma 1, the only other possibility for a
terminal state arises when M = (2m1; 1) is not terminal. The comparison 2m1 : 1 gives,
of course, a terminal state M∗, as does the comparison m1 : 1 for N = (m1; 1) in the
((n+ 1)=2; (k + 1)=2)-game. So again V (M∗) = V (N ∗).
Now let M=(2m1¿ · · ·¿ 2ms; 1), s¿ 2, be a non-terminal state for the (n; k)-game
and N = (m1¿ · · ·¿ms; 1) the corresponding state. If 2mi : 2mj is an optimal choice,
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then by (7) and induction
V (M) = min(V (M+ij ); V (M
−
ij ))6min(V (N
+
ij ); V (N
−
ij ))6V (N ):
Now to the upper bound. Assume 1rst that Carole always answers yes to the 1rst
n=2 questions, and let L be the length of the game when both players perform
optimally. We verify the most interesting case when n ≡ 1, k ≡ 0 (mod 2). As before
M0 =(2; : : : ; 2; 1︸ ︷︷ ︸
n+1=2
) is the state of the (n; k)-game and N0 =(1; 1; : : : ; 1︸ ︷︷ ︸
n−1=2
) the corresponding
state in the ((n− 1)=2; k=2)-game. Paul ignores the entry 1 in M0 and plays an optimal
((n − 1)=2; k=2)-game starting from N0, according to the answers given by Carole in
the (n; k)-game. It remains to prove that when N =(m1¿ · · ·¿mt) is a terminal state
in the ((n− 1)=2; k=2)-game, then M = (2m1¿ · · ·¿ 2mt; 1) is a terminal state in the
(n; k)-game, because then
L6
n+ 1
2
− t − 1 + n− 1
2
=M
(
n− 1
2
;
k
2
)
+
n− 1
2
:
We have
∑
(M) = 2
∑
(N ) + 1 and by (5)
2m1¿
∑
(N ) + k − n− 1
2
or 2
∑
(N )6 k − n− 1
2
− 2:
Then
4m1¿ 2
∑
(N ) + 2k − (n− 1) =
∑
(M) + 2k − n
or ∑
(M) = 2
∑
(N ) + 16 2k − (n− 1)− 3¡ 2k − n
and so M is terminal.
The case remains when Carole answers no to some of the 1rst n=2 questions. Then
we obtain for the length L of the (n; k)-game
L6M (n− 2; k − 1) + 1:
Let us discuss this time all four cases using induction.
n ≡ k ≡ 0 (mod 2). Proposition (1a) yields
M (n− 2; k − 1) + 16M
(
n
2
− 1; k
2
)
+
n
2
6M
(
n
2
;
k
2
)
+
n
2
:
n ≡ 1, k ≡ 0 (mod 2).
M (n− 2; k − 1) + 16M
(
n− 1
2
;
k
2
)
+
n− 1
2
:
n ≡ 0, k ≡ 1 (mod 2). Here Proposition (1b) yields
M (n− 2; k − 1) + 16M
(
n
2
− 1; k − 1
2
)
+
n
2
6M
(
n
2
;
k + 1
2
)
+
n
2
:
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n ≡ k ≡ 1 (mod 2). By Proposition (1c)
M (n− 2; k − 1) + 16M
(
n− 3
2
;
k − 1
2
)
+
n− 1
2
6M
(
n+ 1
2
;
k + 1
2
)
+
n− 3
2
and we are 1nished.
The solution of the recursion in Theorem 2 is given in the following result whose
proof is omitted.
Proposition 2. Let n=2a1 +2a2 + · · ·+2at , a1¡ · · ·¡at , and k=2b0 +2b1 + · · ·+2bs ,
b0¡ · · ·¡bs, be the binary representations of n and k, 2k ¿n. Set A={aj : aj¿ b0},
B= {b1; : : : ; bs}. Then under the hypothesis (H) M (n; k) is given by
M (n; k) = n− r;
where
r = [#i : ai6 b0] + [#j : aj ¿b0 such that if b06m¡aj;
m∈A \ B; then there exists p∈B \ A with m¡p¡aj]:
Example. Consider n=55=20 +21 +22 +24 +25, k=44=22 +23 +25. Then b0 =2,
A= {2; 4; 5}, B= {3; 5}. Here r=3+1=4 since a4 = 4 satis1es the second condition,
but a5 = 5 does not. Hence M (55; 44) = 51.
Conjecture. Proposition 2 gives the true value of M (n; k) for all n and k.
4. Two variants of the (n; k)-game
In the ordinary majority game considered in Section 1 we have noted an essential
diAerence between n odd and n even. If n is odd there must be a majority, but for
even n the color partition may split evenly. At the Cossac meeting Reingold asked
the following question: Suppose we play the ordinary majority game with n even, and
suppose Paul knows that there is a majority. How many questions does he need in this
situation? In this section we solve this problem for the general (n; k)-game.
Suppose we play the (n; k)-game, but Paul knows that there is a k-majority. Let
I(n; k) denote the number of questions to produce a ball of the k-majority color. Let
M = (m1¿ · · ·¿mt) be a state. Since a k-majority exists, we must have∑
(M)¿ 2k − n: (13)
M is terminal if and only if
m1 + 2k − n¿m2 + · · ·+ mt; (14)
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since then and only then the majority color in the 1rst component is for sure the
k-majority color overall. We can easily produce an upper bound for I(n; k). Paul selects
2(n− k)+ 1 balls and can now play the ordinary (2(n− k)+ 1; n− k +1)-game, since
at most n− k balls have minority color. Hence we obtain from (1)
I(n; k)6 2(n− k) + 1− B(2(n− k) + 1)
= 2(n− k)− B(n− k):
The lower bound requires two lemmas analogous to Lemmas 1 and 2 whose proofs
follow the same lines and are omitted.
Lemma 3. Suppose there is a k-majority and M =(m1¿ · · ·¿mt=1; 0; : : : ; 0), t¿ 3,
is a non-terminal state. Then Paul has an optimal choice mi :mj which does not
involve mt = 1.
Lemma 4. Suppose we know there is a k-majority in the (n; k)-game, and we are
given a state M =(m1¿ · · ·¿ms; 1; 0; : : : ; 0︸ ︷︷ ︸
a
) and a state N =(m1¿ · · ·¿ms; 0; : : : ; 0︸ ︷︷ ︸
a
)
for the (n− 1; k − 1)-game which again has a (k − 1)-majority. Then
V (N )¿V (M)− 1:
Theorem 3. We have
I(n; k) = 2(n− k)− B(n− k):
Proof. We just have to prove the lower bound. Let M0 = (1; : : : ; 1︸ ︷︷ ︸
n
) and N0 = (1; : : : ; 1︸ ︷︷ ︸
n−1
)
be the initial states for the (n; k)-game and for the (n − 1; k − 1)-game, respectively.
By Lemma 4
I(n; k) = n− V (M0)¿ n− V (N0)− 1 = I(n− 1; k − 1):
Iterating this inequality we obtain
I(n; k)¿ I(2(n− k) + 1; n− k + 1) = 2(n− k)− B(n− k);
where the last equality is just (1), since in this case I(2(n−k)+1; n−k+1)=M (2(n−
k) + 1; n− k + 1).
Let us, 1nally, ask the following natural question. Paul needs not only to produce a
ball of k-majority color, but to determine the color classes completely. By comparing
all balls to a 1xed ball he certainly does not need more than n − 1 questions. If he
does not know whether there is a k-majority, then all 2n−1 partitions into two classes
are possible, and so n− 1 tests are also necessary by the information-theoretic bound
(see [1]).
But suppose now Paul knows that there is a k-majority. Then the problem becomes
interesting. Let us denote by A(n; k) the corresponding length of the game. Trivially,
A(n; n) = 0 and A(n; n=2+ 1) = n− 1 by the information-theoretic bound.
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Let M = (m1¿ · · ·¿mt) be a state in this game. Then
∑
(M)¿ 2k − n, since a
k-majority exists. In order for M to be terminal the partitions in the individual compo-
nents must force the unique partition overall. Hence we 1nd: M = (m1¿ · · ·¿mt) is
terminal if and only if
∑
j =i mj ¡mi + (2k − n) for all i. So the condition analogous
to (5) reads: M = (m1¿ · · ·¿mt) is terminal if and only if
∑
(M)¿ 2k − n and by
(3) ∑
(M)− 2mt6 2k − n− 2: (15)
It is convenient to set s = n − k, so s is the maximal cardinality of the minority set,
n¿ 2s+ 1. We 1rst derive an upper bound:
A(n; k)6
⌈
sn+ s
s+ 1
⌉
= n−
⌊
n− s
s+ 1
⌋
: (16)
Since sn+ s=s+ 1= n− 1 for n6 3s+ 1, the inequality is true in those cases, and
we may assume n¿ 3s + 2. Now we proceed by induction. Consider the following
algorithm for Paul with length L(n; s). Paul compares balls x1; x2; x3; : : : one by one to
a 1xed ball z. He stops when either for the 1rst time the number ‘ of no’s exceeds
the number ‘− 1 of yes, or when Carole has for the s’th time answered yes, and has
given i times the answer no, 06 i6 s− 1.
In the 1rst case, after 2‘−1 tests Paul has determined ‘ balls of either color. Hence
in the remaining set of n − 2‘ balls there are at most s − ‘ minority balls, where
n − 2‘¿ 2(s − ‘) + 1. He then proceeds by induction and uses one more test at the
end to join the proper classes of the 2‘- and (n− 2‘)-sets. Hence by induction
L(n; s)6 2‘ + L(n− 2‘; s− ‘)
6 2‘ + n− 2‘ −
⌊
n− s− ‘
s+ 1− ‘
⌋
= n−
⌊
n− s− ‘
s+ 1− ‘
⌋
6 n−
⌊
n− s
s+ 1
⌋
;
since n¿ 2s+ 1.
In the second case he knows that z together with the s yes-balls belong to the
majority set. He then considers the remaining set of n− s− 1− i balls which contains
at most s − i minority balls. Note that n − s − 1 − i¿ 2(s − i) + 1 because of our
assumption n¿ 3s+ 2. Hence by induction
L(n; s)6 s+ i + L(n− s− i − 1; s− i)
6 s+ i + (n− s− i − 1)−
⌊
n− 2s− 1
s+ 1− i
⌋
= n−
⌊
n− s− i
s+ 1− i
⌋
6 n−
⌊
n− s
s+ 1
⌋
:
Finally, we note that in this case we do not need a linking comparison at the end.
Indeed, the majority in the remaining set contains at least n − 2s − 1 balls, and so
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together with the i no-balls comprises n− 2s+ i− 1¿ s+ 1 balls by our assumption.
This 1nishes the proof of (16).
The next result shows that (16) is correct up to a possible error of 1.
Theorem 4. We have
A(n; k) =
⌈
(n− k)n+ (n− k)
n− k + 1
⌉
or
=
⌈
(n− k)n+ (n− k)
n− k + 1
⌉
− 1
and (16) is the true value when n ≡ 0 or ≡ −1 (mod n− k + 1).
Proof. Let us again set s=n−k, A(n; k)=B(n; s). First we note the obvious inequality
B(n; s)6B(n− 1; s) + 1 (n¿ 2s+ 2); (17)
since Paul may determine the color partition in the (n− 1)-set and then use one more
comparison for the remaining ball. Set n=m(s+1)+ r, 06 r6 s. An easy calculation
shows that the upper bound (16) is⌈
sn+ s
s+ 1
⌉
=
{
ms+ r + 1 06 r6 s− 1;
ms+ s r = s:
(18)
Next we show that for r=0, i.e. n=m(s+1), the bound (18) is correct. Carole answers
yes to the 1rst ms − 1 questions. Draw an edge for each comparison. The resulting
graph consists of t trees T1; : : : ; Tt (clearly, Paul constructs no cycles). Let (i be the
number of trees with i balls, i = 1; : : : ; s, and ) the number of trees with ¿s balls
(belonging to the majority).
Counting vertices, edges and components we have
n= m(s+ 1) = ms− 1 + t
or t = m+ 1. Furthermore
) + (s + · · ·+ (1 = t = m+ 1; (19)
s) + (s− 1)(s + · · ·+ (26ms− 1: (20)
Subtracting s times both sides of (19) from (20) gives
−(s − 2(s−1 − · · · − s(16− s− 1
or
(s + 2(s−1 + · · ·+ s(1¿ s+ 1:
It follows that there are at least two trees with 6 s balls as possible minority sets.
Together with the empty set this give 3 possibilities, and so 2 more questions are
necessary by the information-theoretic bound.
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Now, let n= m(s+ 1) + r, 0¡r6 s, and consider n′ = (m+ 1)(s+ 1). By (17)
B(n; s)¿ B(n′; s)− (s+ 1− r) = (m+ 1)s+ 1− (s+ 1− r)
= ms+ r
and this diAers from (18) by 1, and is the correct value for r = s.
The bound (18) can be shown to be correct also for the remainder r = 1, and it is
probably true for all n.
5. Predetermined algorithms
So far we have considered adaptive algorithms, that is Paul, knows at any stage all
the previous outcomes. In the non-adaptive or predetermined version Paul has to lay
down once and for all his comparisons, and Carole chooses then her answers (com-
patible with the rules). Let us denote by Mp(n; k), Ip(n; k) and Ap(n; k) the respective
lengths of the game, where of course
Mp(n; k)¿M (n; k); Ip(n; k)¿ I(n; k); Ap(n; k)¿A(n; k) (21)
and
Mp(n; k); Ip(n; k); Ap(n; k)6 n− 1: (22)
Here is the result.
Theorem 5. For n¿ 3,
(a) Mp(n; k) = {
n− 1 n¡ 2k − 1;
n− 2 n= 2k − 1:
(b) Ip(n; k) = 2(n− k)− 1 for k ¡n, Ip(n; n) = 0.
(c) Ap(n; k) =  2(n−k)n2(n−k)+1.
Proof. A predetermined algorithm can be thought of as a graph G on the n balls with
every edge corresponding to a comparison. Suppose G has components G1; : : : ; Gt with
ai balls in Gi. By splitting the ai balls of Gi into two parts Bi, Ci with |Bi|=bi, |Ci|=ci,
Carole can always stipulate that Bi and Ci are the color classes in Gi (by saying yes
within Bi resp. Ci and no otherwise). Hence Carole can force all color diAerences
ai = ai − 0; ai − 2 = (ai − 1)− 1; ai − 4; : : : ; 1 or 0 (23)
with 06mi6 ai, mi ≡ ai (mod 2). It follows that only the numbers a1; : : : ; at matter,
and that Paul does best if he constructs a tree in each component. In other words, for
the partition (a1; : : : ; at), Paul asks
∑t
i=1 ai − t = n− t questions.
(a). Paul constructs (a1¿ · · ·¿ at), where we may assume t¿ 2, since otherwise
there is nothing to prove.
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If ai ¡k for all i, then Carole says always yes, and (a1¿ · · ·¿ at) is not terminal.
Hence assume a1¿ k, that is a1¿ 2k − a1. Let m1¿ 0 be the largest color diAerence
with
m1¡ 2k − a1 = n− a1 + (2k − n): (24)
Such an m1 exists since 2k−a1¿ 2k−(n−1)¿ 2, and so m1=0 or m1=1 is possible.
The maximality of m1 implies
m1¿ 2k − a1 − 2: (25)
Now Carole chooses the state M =(m1; a2; : : : ; at) with
∑
(M)=n−a1 +m1. We claim
that M is not terminal unless n=2k−1. Since 2m1¡n−a1+m1+(2k−n)=
∑
(M)+
(2k − n), m1 cannot determine the k-majority. Further we see by (25)∑
(M) = n− a1 + m1¿ n− a1 + 2k − a1 − 2 = n+ 2k − 2(a1 + 1)
¿ n+ 2k − 2n= 2k − n:
So, M can only be terminal by (5) if
2a2¿
∑
(M) + 2k − n= n− a1 + m1 + 2k − n= 2k − a1 + m1:
But in this case, we have by (25)
2a2¿ 2k − a1 + 2k − a1 − 2;
hence 2(a1+a2)¿ 4k−2, that is a1+a2¿ 2k−1¿ n. Since a1+a26 n, this can only
happen when t =2, a1 + a2 = n and n=2k − 1. Thus we have proved M (n; k) = n− 1
for n¡ 2k − 1 and M (2k − 1; k)¿ n− 2.
For the upper bound when n = 2k − 1, Paul takes a1 = n − 1 = 2k − 2, a2 = 1. If
Carole choose m1¿ 2, then we have a majority in G1, and for m1 =0 the isolated ball
is of majority color.
(b). Let k ¡n. Suppose Paul picks a1 = 2(n− k), a2 = · · ·= a2k−n+1 = 1, using thus
2(n− k)− 1 tests. If Carole chooses a diAerence m1¿ 2 in G1, then
m1 + 2k − n¿ 2k − n+ 2¿ 2k − n= a2 + · · ·+ a2k−n+1;
and so G1 contains by (14) the k-majority. On the other hand, if m1 = 0, then all the
isolated balls are of k-majority color, again by (14).
For the lower bound we must prove that no (a1¿ · · ·¿ at) with t¿ n− (2(n−k)−
2)=2k−n+2 is terminal. Carole chooses the state M=(m1=
∑t
i=2 ai−2k+n; a2; : : : ; at).
M is admissible since with t¿ 2k − n+ 2
m1 =
t∑
i=2
ai − 2k + n¿ 1
m1 =
t∑
i=2
ai − 2k + n= 2n− a1 − 2k ≡ a1 (mod 2)
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and
m1 +
t∑
i=2
ai¿ 1 +
t∑
i=2
ai¿ 2k − n+ 2¿ 2k − n:
Now m1 + 2k − n=
∑t
i=2 ai, and for j¿ 2
aj + 2k − n6
t∑
i=2
ai = m1 + 2k − n6m1 +
∑
i¿2; i =j
ai;
and so, M is not terminal by (14).
(c). Suppose Paul picks (a1; : : : ; at). If a16 2(n− k), then Carole chooses the state
M = (m1 = 0 or 1; a2; : : : ; at); m1 ≡ a1 (mod 2). M is compatible with the rules since∑
(M) = m1 +
t∑
i=2
ai = n− a1 + m1¿ n− 2(n− k) + m1¿ 2k − n:
We show that M is not terminal using (15). We have m1 = min(m1; a2; : : : ; at) and
hence∑
(M)− 2m1 = n− a1 − m1¿ 2k − n− m1¿ 2k − n− 1;
which implies by (15) that M is not terminal.
So for (a1; a2; : : : ; at) to be terminal we must have ai¿ 2(n− k)+1 for all i. Hence
if n= (t − 1)(2(n− k) + 1) + (2(n− k) + r); 16 r6 2(n− k), the best Paul can do is
to try (a1; : : : ; at) with
a1 = · · ·= at−1 = 2(n− k) + 1; at = 2(n− k) + r: (26)
Here t =  n2(n−k)+1, and the number of questions is
n− t =
⌈
2(n− k)n
2(n− k) + 1
⌉
:
It remains to prove that the choice (26) forces a terminal state for the A(n; k)-game.
Suppose Carole chooses any state (m1; : : : ; mt) with
∑
(M)¿ 2k − n. Then for any j∑
(M)− 2mj6
∑
i =j
ai − mj = n− aj − mj6 n− (2(n− k) + 1)− mj
6 2k − n− 1− mj ¡ 2k − n
and M is terminal by (15).
6. The Liar problem
A closely related interesting problem is the following. Suppose in a room there
are n people some of whom always tell the truth whereas others are unreliable (they
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sometimes speak the truth and sometimes they lie). The people in the room know about
each other’s reliability status. Now Paul enters the room and is required to determine
the status of each person by asking questions of the form: He asks person x whether
another person y is reliable. How many questions does he need in the worst case?
It is easy to see that, if there are at least as many liars in the room as reliable
people, then Paul stands no chance to 1nd out. Hence we assume that Paul knows that
the number of reliable people is at least k with k ¿n=2. Let us denote the number of
questions needed by Aˆ(n; k). The original problem (with ordinary majority k=n=2+1)
was solved by Blecher [4]:
Aˆ
(
n;
⌊n
2
⌋
+ 1
)
=
⌈
3n
2
⌉
− 2:
In the same paper Blecher also noted the general result
Aˆ(n; k) = 2n− k − 1
(
k ¿
n
2
)
: (27)
Let us consider for a moment a variant which gives more information to Paul. Suppose
he knows that as before the reliable people T always tell the truth, but that the unreli-
able people L always lie. Then if he asks x about y and receives the answer yes, then
they are of the same type (T or L), while the answer no implies they are of di9erent
type. So in this restricted version the liar problem is just the ordinary color problem
considered so far: yes corresponds to “same color”, and no to “diAerent color”.
So keeping our notation introduced in the previous sections we have four versions
for the liar problem, two adaptive and two predetermined versions:
Iˆ(n; k): Determine one reliable person:
Aˆ(n; k): Determine the status of all of them;
and their predetermined counterparts Iˆ p(n; k), Aˆp(n; k).
By our remarks above we note
Iˆ(n; k)¿ I(n; k); Aˆ(n; k)¿A(n; k); Iˆ p(n; k)¿ Ip(n; k); Aˆp(n; k)¿Ap(n; k): (28)
Before we present the results, we make a 1rst observation. If x is asked about y,
then we draw an arrow x Y→y, x N→y, depending on the outcome yes or no. We write
xT resp. xL if x is reliable resp. unreliable. Now
x Y→y is compatible with xT; yT ; xL; yT ; xL; yL but not with xT; yL:
Hence if x Y→y and yL; then xL must hold: (29)
Similarly,
x N→y is compatible with xT; yL; xL; yT ; xL; yL but not with xT; yT:
Hence x N→y implies that at least one of x or y is a liar: (30)
Our 1rst result shows that, perhaps surprisingly, Iˆ(n; k) = I(n; k).
M. Aigner /Discrete Applied Mathematics 137 (2004) 3–25 21
Theorem 6. We have
Iˆ(n; k) = 2(n− k)− B(n− k):
Proof. By (28) and Theorem 3 we have to demonstrate an algorithm which uses no
more than 2(n−k)−B(n−k) questions. As in the coloring game Paul picks 2(n−k)+1
people, and knows that the reliable people are in the majority. So it suLces to prove
the inequality for the ordinary majority liar game:
Iˆ
(
n;
n+ 1
2
)
6 n− B(n); n odd:
We set up a data structure similar to the coloring problem. There are buckets B1; : : : ; Bs
and a dump D.
2a1 2as. . .
B 1 B s D
In every bucket Bi we have the “cube-like” structure with all answers yes, and a
unique sink zi.
Y Y
Y
zi
Y
Y
Y
Y
The initial con1guration consists of n buckets each containing one person with D being
empty. Note that we have used 2ai − 1 questions to produce Bi. In the next step Paul
picks two buckets Bi, Bj with 2ai = 2aj , and asks the question zi → zj.
If the answer is yes, then he merges the buckets with zj as new unique sink. On
the other hand, if the answer is no, then by (30) one of zi or zj must be a liar, say zi.
But then all people in Bi must be liars by (29). In this case we throw both buckets
into the dump. It follows that D contains at any stage at least as many liars as reliable
people.
The algorithm stops when the sizes of the buckets are all distinct, 2b1 ¿ 2b2 ¿ · · ·
¿ 2bt . The other possibility that all people are in the dump can clearly not occur. But
then the unique sink z1 of bucket B1 must be reliable, since otherwise (observing (29))
the liars would outnumber the reliable people. Noting, as in the color game, that the
number of questions is at most n− B(n), the theorem follows.
Theorem 7. We have
Aˆ(n; k) = 2n− k − 1:
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We just sketch proof of the upper bound, for the lower bound see [4]. The algorithm
proceeds along the lines of the proof of Theorem 5. Paul asks x1; x2; : : : about a 1xed
person z. He stops when for the 1rst time the number ‘ of no exceed the number ‘−1
of yes, or when Carole has given the answer yes for the (n − k)th time with, say, i
answers no.
In the 1rst case, there are at least ‘ liars among {x1; : : : ; x2‘−1} ∪ {z}, hence in
the remaining set of n − 2‘ people there are at least k − ‘ reliable people, with
2(k−‘)¿n−2‘. Now Paul determines the full partition in the remaining set, picks a
reliable person w, and can now determine the status of z and the others with at most
‘ + 1 further questions. Hence by induction the length L is bounded by
L6 (2‘ − 1) + Aˆ(n− 2‘; k − ‘) + ‘ + 1
6 3‘ + 2n− 4‘ − k + ‘ − 1 = 2n− k − 1:
The second possibility is similarly dealt with.
Let us, 1nally, discuss the liar problem for the predetermined case with the worst-case
lengths Iˆ p(n; k) resp. Aˆp(n; k). Paul has to construct a directed graph G on n vertices
such that any yes/no assignment to the edges allows him to produce a reliable person
or to determine the full partition into reliable and unreliable people, respectively.
We 1rst treat Iˆ p(n; k). It is again convenient to consider the parameter ‘ = n − k.
Thus there are at most ‘ unreliable people with n¿ 2‘+1. Consider a directed graph
G = (V; E) with |V |= n and the edges E corresponding to the questions. We say that
G is terminal if G permits Paul to determine a reliable person. We call any map
. :E → {Y; N}, Y = yes, N = no, an assignment to G. Given ., we denote by C(.)
the set of all maps / :V → {T; L}, T=reliable, L=unreliable, compatible with . (that
is, the number of liars is at most ‘). Hence / is compatible with . if and only if
(31)
Consider a 1xed assignment .. For any /∈C(.) we set 0(.; /)=#{x∈V : /x=L} and
m(.) = min
/∈C(.)
0(.; /):
Now 1x z ∈V and consider the set C(.; z) = {/∈C(.) : /z= L} of all maps in which
z is a liar. The quantity
0(.; z) = min
/∈C(.;z)
0(.; /)
is thus the number of liars forced by the assumption that z is a liar. Finally, we set
M (.) = max
z∈V
0(.; z):
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Now we note that, under the assignment ., Paul can say with certainty that z is reliable
if and only if 0(.; z)¿ ‘ + 1. Hence we 1nd:
G is terminal ⇔ M (.)¿ ‘ + 1 for all .; (32)
and Iˆ p(n; k) is thus the minimal number of edges necessary to force condition (32).
We now give a construction of a terminal graph.
Lemma 5. Consider the following directed graph H on h vertices:
b1 b2 bh/2
a1 a2 ah/ 2−1 ah/2
h even
or
b2 bh_1/2 bh+1/2
a2
b1
h odd
ah+1/2
That is, H consists of a transitive tournament on {b1; : : : ; bh=2} plus h=2 single
edges. Then for all assignments .
m(.) +M (.)¿ h: (33)
Proof. For the small cases h6 4 the assertion is seen by inspection:
h = 1 h = 2 h = 3 h = 4
Now we proceed by induction on h. Let us just verify the result when h is even, the
other case being analogous. Suppose 1rst that . assigns N to some edge ai → bi. The
restriction .′ to H \ {ai; bi} satis1es by induction m(.′) + M (.′)¿ h − 2. But since
by (30) the edge ai
N→bi must contain at least one liar, we conclude
m(.)¿m(.′) + 1; M (.)¿M (.′) + 1;
and hence m(.) +M (.)¿ h.
We may thus assume that . assigns Y to all edges ai → bi. If there exist i¡ j with
bi
N→bj, then it is easily seen that the subgraph on {ai; aj; bi; bj} forces at least two
liars. Since the restriction .′′ on H \ {ai; aj; bi; bj} satis1es m(.′′)+M (.′′)¿ h− 4 by
induction, we 1nd again m(.) +M (.)¿ h.
In the 1nal case when . assigns Y to all edges, we have m(.) = 0 and M (.) = h,
since 0(.; bh=2) = h by (29), and the proof is complete.
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Theorem 8. We have
Iˆ p(n; k)6
⌊
(n− k)2
4
⌋
+ (n− k): (34)
Proof. By the same argument as in the proof of Theorem (5b) we may restrict our-
selves to the case n= 2k − 1, that is n= 2‘ + 1. Thus we have to prove
Iˆ p(2‘ + 1; ‘ + 1)6
⌊
‘2
4
⌋
+ ‘:
Consider the graph G =H1 ∪H2, where H1 and H2 are two disjoint graphs on ‘ resp.
‘+1 vertices as in Lemma 5. We claim that G is terminal. Consider any assignment .
to G, that is, any pair (.1; .2) of assignments to H1 resp. H2. Clearly, for w1 ∈V (H1),
we have
0(.;w1) = 0(.1;w1) + m(.2)
and similarly for w2 ∈V (H2)
0(.;w2) = m(.1) + 0(.2;w2):
This implies
M (.) = max(M (.1) + m(.2); m(.1) +M (.2));
and hence M (.)¿ ‘ + 1, since by (33)
m(.1) +M (.1) + m(.2) +M (.2)¿ 2‘ + 1:
An easy calculation shows that G has precisely ‘2=4+ ‘ edges, as required.
Remark. It is quite plausible that (34) is the correct value for Iˆ p(n; k), but the lower
bound has so far been only established for small values of ‘ = n− k.
In contrast to Iˆ p(n; k) the result is complete when Paul is required to 1nd the full
partition.
Theorem 9. We have for all n and k
Aˆp(n; k) = (n− k)n:
Proof. Let us again call G terminal when the full partition is forced no matter what
assignment Carole chooses. Denote by d+(z) the number of edges leading into z.
Claim. If d+(z)¡n− k for some z, then G is not terminal.
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Denote by A the vertices with an incident edge leading into z, |A|¡n− k, and set
B= V \ (A ∪ z). Carole chooses the assignment according to the 1gure:
N
N
B
Y
N
Y
zA
with Y for all edges within A and B. Then both partitions B∪
T
z|A
L
and B
T
|A∪
L
z are
possible, and so G is not terminal.
This proves Aˆp(n; k)¿ (n− k)n. For the upper bound consider the following graph
H . We list the vertices {x1; : : : ; xn} and draw edges xi → xi+1; : : : ; xi+n−k (indices
taken modulo n). Let . be any assignment, and consider the 1rst 2(n− k)+ 1 vertices
{x1; x2; : : : ; x2(n−k)+1}. Since the graph G constructed in Theorem 8 is clearly a subgraph
of H (with a proper numbering), we conclude that H determines a reliable person
among {x1; : : : ; x2(n−k)+1}. By symmetry we may assume that x1 is reliable. Then x1
determines the status of x2; x3; : : : ; xn−k+1. If all n − k of them are liars, then the rest
must be reliable, and we are through. On the other hand, if one of them, say xi, i¿ 1,
is reliable, then the status of xi+1; : : : ; xi+n−k is determined, with i+ n− k ¿ 1+ n− k.
Either all n − k of them are liars, in which case we are 1nished, or some xj, j¿ i,
is reliable. Continuing in this way the status of every person is eventually determined,
and the result follows.
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