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Abstract
We study a class of fourth order geometric equations defined on a 4-dimensional compact Riemannian
manifold which includes the Q-curvature equation. We obtain sharp estimates on the difference near the
blow-up points between a bubbling sequence of solutions and the standard bubble.
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1. Introduction
Let (M,g) be a compact Riemannian manifold. The conformal class of g consists of all
metrics g˜ = e2ug for any smooth function u. A central theme in conformal geometry is the study
of properties that are common to all metrics in the same conformal class, and the understanding
and classification of all the conformal classes. For this purpose it is often useful to be able to
single out a unique representative in each conformal class by imposing some geometric condition.
This usually leads to a conformally covariant geometric equation for the conformal factor e2u.
Such equations have attracted much interest in the literature in the past half-century.
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3896 G. Weinstein, L. Zhang / Journal of Functional Analysis 257 (2009) 3895–3929In dimension 2, the natural condition to impose is constant Gauss curvature. The Poincaré
Uniformization Theorem states that this is always possible: every compact Riemannian surface
is conformal to one with constant Gauss curvature. The conformally covariant operator in this
case is the Laplacian–Beltrami operator, given in local coordinates by:
g = 1√detg ∂i
(√
detggij ∂j
)
,
and the equation for constant curvature is:
−gu+ κg = κg˜e2u
where κg is the Gauss curvature of g, and κg˜ is constant. Using the Gauss–Bonnet theorem, we
see that the sign of κg˜ is determined by χM the Euler characteristic of M :
2πχM =
∫
M
κg dAg = κg˜
∫
M
e2u dAg,
where dAg is the area element of g. Although this result was originally proved by Poincaré using
non-PDE methods, there is now a PDE proof, see [9] and [30]. Furthermore, the operator g is
conformally convariant g˜ = e−2ug .
For compact Riemannian manifolds of dimension n 3, a natural generalization is to impose
constant scalar curvature. This leads to the Yamabe problem: given a compact Riemannian man-
ifold (M,g) of dimension at least 3, find a metric conformal to g with constant scalar curvature.
This was also eventually answered in the affirmative, see [2,25,27,32]. The corresponding oper-
ator is now the conformal Laplacian Lg = g − cnRg , cn = (n − 2)/4(n − 1), and the equation
for constant scalar curvature is the Yamabe equation:
Lgφ = φ(n+2)/(n−2)
where φ4/(n−2) = e2u, and  is 1, 0, or −1. The operator Lg also has a conformal covariant
property:
Lg˜φ = φ−(n+2)/(n−2)Lgφ,
where g˜ = φ4/(n−2)g.
In 4-d, another problem analogous to the 2-d case arises from imposing the condition of
constant Q-curvature:
Qg = − 112
(
gRg −R2g + 3|Ricg|2
)
.
The natural question is the same: given a 4-d compact Riemannian manifold (M,g), is there a
metric g˜ = e2ug in the conformal class of g with constant Q-curvature? The Q-curvature of the
metric g˜ is given by:
Pgu+ 2Qg = 2Qg˜e4u,
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Pgu = 2gu+ divg
((
2
3
Rgg − 2 Ricg
)
∇u
)
.
Integrating with respect to the volume element dVg , we easily see that the quantity:
kP =
∫
M
Qg dVg
is a conformal invariant, i.e., it is constant in the conformal class of g. Furthermore, we also have
a Gauss–Bonnet formula:
∫
M
(
Qg + 18 |Wg|
2
)
dVg = 4π2χM,
where Wg is the Weyl tensor of g given in local coordinates as:
Wijkl = Rijkl − 2
n− 2 (gi[kRl]j − gj [kRl]i )+
2
(n− 1)(n− 2)Rga[kgl]j .
We note that Wg is pointwise conformally invariant Wg˜ = Wg , and the operator Pg is conformally
covariant:
Pg˜f = e−4uPgf. (1.1)
We use (P ) to denote the assumption:
Ker(Pg) = {constants}. (P )
We remark that (P ) is often satisfied. For example, Gursky in [14] proved that if (M,g) has non-
negative Yamabe invariant Yg  0, and satisfies kP  0, then (P ) holds and Pg  0; see also [15]
where the assumptions are weakened to Yg  0 and kP + Y 2g /6 > 0.
Chang and Yang proved in [8] that if kP < 8π2, Pg  0 and (P ) holds, then there is a con-
formal metric g˜ whose Q-curvature is constant. In [11], Djadli and Malchiodi extended this
existence result assuming only that (P ) holds and kP = 8π2N for any positive integer N . An
essential ingredient in this existence result is an apriori bound: if kP = 8π2N for any positive
integer N , then any sequence of solutions of the prescribed Q-curvature equation is uniformly
bounded. In fact, this a priori estimate can be extended to the following more general equation
in the same class:
Pgu+ 2b = 2he4u, (1.2)
where b is a smooth function. Note that if b = Qg , then h is the Q-curvature of the conformal
metric e2ug. Assuming hk → h0, hk  c0 > 0, and bk → b0, Druet and Robert in [12] showed
that any sequence of solutions {uk} of (1.2) with h = hk and b = bk is uniformly bounded,
provided
∫
b0 = 8π2N , see also Malchiodi [20].M
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∫
M
b0 dVg = 8π2N for some positive integer N . A precise
understanding of this bubbling phenomenon is required if progress is to be made on the existence
problem. The study of the blow-up profile and other blow-up phenomena for the Paneitz operator
and other 4-th order elliptic equations has attracted much interest recently; see for example [1,4,
7,10,13,16,18,21–24,26,28,29].
Let {uk} be a sequence of solutions of (1.2) with h = hk , and b = bk . We say that this is
a bubbling sequence if sup |uk| → ∞. In [12], Druet and Robert studied bubbling sequences
of solutions of (1.2) and obtained some asymptotic estimates on the behavior near the blow-up
points. We will throughout make the following assumptions on the coefficients bk and hk :
‖bk − b0‖C1(M) → 0, ‖hk − h0‖C2(M) → 0, hk  c0. (b,h)
It follows immediately that ‖bk‖C1(M)  C0, and ‖hk‖C2(M)  C0 for some constant C0 inde-
pendent of k. We let G denote the Green’s function for the Paneitz operator:
f (ξ)− f¯g =
∫
M
G(ξ,η)Pgf (η)dVg(η),
∫
M
G(ξ,η) dVg(η) = 0, (1.3)
where f¯g = Volg(M)−1
∫
M
f dVg is the mean value of f . The asymptotics of this Green’s func-
tion are studied in Appendix A. Now, for k = 0, . . . , let
φk(ξ) = 2
∫
M
G(ξ,η)bk(η) dVg(η). (1.4)
Since {uk} is a bubbling sequence, it follows immediately that
∫
M
b0 dVg = 8Nπ2 for some
positive integer N . Druet and Robert proved that passing to a subsequence, there is a finite set
S = {p1, . . . , pN } such that:
uk − u¯k → 16π2
N∑
i
G(pi, ·)− φ0 in C4loc(M \ S).
Let β be the regular part of the Green’s function:
G(ξ,η) = − 1
8π2
χ(r) logdg(ξ, η)+ β(ξ, η). (1.5)
Here χ is a cut off function supported in a small neighborhood of ξ , and r = dg(ξ, η). They also
proved that for i = 1, . . . ,N :
64π2∇2β(pi,pi)+ 64π2
∑
j =i
∇1G(pi,pj )− 4∇φ0(pi) = −∇h(pi)
h(pi)
,
where h is the limit of hk as k → ∞, and ∇1, ∇2 denote the derivatives with respect to the
first and second variables, respectively. In this article we will continue this line of investigation
and derive more precise asymptotic estimates for the behavior of such solutions. We define the
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Up,ε,H (ξ) = − log
(
ε +
√
H dg(p, ξ)
2
4
√
3ε
)
.
We will also adopt the following notation. For k large enough, there are N points {qik} such that
qik → pi and uk(qik) → ∞. Let Hik = hk(qik), εik = e−uk(qik), and Uik = Uqik,εik,Hik .
Theorem. Let {uk} be a bubbling sequence of solutions on M . Then passing to a subse-
quence, there is a constant δ > 0 such that for any fixed τ ∈ (0,1), there exists a constant
C1 = C1(N,g, c0,C0, τ ) such that:
∣∣uk(ξ)−Uik(ξ)∣∣ C1dg(qik, ξ)τ , (1.6)
in B(qik, δ), and such that for i = 1, . . . ,N we have:
∣∣∣∣64π2∇2β(qik, qik)+ 64π2
∑
j =i
∇1G(qik, qjk)− 4∇φk(qik)+ ∇hk(qik)
hk(qik)
∣∣∣∣
 C1e−τuk(qik)/2. (1.7)
Our approach is motivated by Lin and Wei’s work [19] from which one can easily derive an
O(1) bound in (1.6) (i.e. |uk − Uik|  C near pi ) provided (M,g) is locally conformally flat.
Our result removes the hypothesis of local conformal flatness and also improves the estimate
near the blow-up points. We hope our approach can be fine-tuned to yield better yet estimates
as required to handle the existence question posed above. In [31], Y. Xu also claims an O(1)
bound in the locally conformally flat case and offers a proof using a moving plane method.
Unfortunately, that paper has an error. The test function hλ constructed in the appendix (p. 374),
does not satisfy the essential requirement L1Lhλ(t) 0, as should be clear from the displayed
equation next to last on that page. We were not able to produce a test function hλ which satisfies
all the requirements (A.1).
A major difficulty when trying to prove a priori estimates for solutions of fourth order elliptic
equations is the lack of a maximum principle. In order to remedy this, Lin and Wei devised a
strategy based on the Pohozaev identity. We adapt this approach to the case in which the manifold
is not necessarily locally conformally flat. The main new idea here is to use conformal normal
coordinates. These are normal coordinates for a metric gˆ in the conformal class of g for which
det(gˆ) = 1. The existence of such a metric is proved in [6]. Although, we used this result for the
sake of simplicity, our proof only relies on the weaker concept already introduced in the solution
of the Yamabe problem where one only requires det(gˆ) = 1 to hold to high enough order in the
distance from the center of the ball under consideration, see [17].
We now briefly sketch the outline of the paper and the proof of our theorem.
In Section 2, we prove the O(1) estimate. We use the Green’s representation formula, together
with rough estimates from [12], to write long range asymptotic formulas for the rescaled solution
vk and its derivatives in terms of the concentration of energy αk near the singular point. The
crux of the argument relies on a delicate choice of the radius lk = −εk log εk2 on which this
2 εk → 0 is related to the maximum of uk .
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Pohozaev identity, and after estimating the higher order terms, we obtain an asymptotic formula
for the energy αk ≈ 16π2. When substituted back into the asymptotic formula for vk , this yields
a long range O(1) bound. Finally, we use standard estimates in the interior, and then these long
range and interior estimates in conjunction with the maximum principle in the mid-range.
In Section 3, we prove (1.6) by contradiction. We divide the argument into two cases, de-
pending upon whether an appropriately weighted supremum runs off to infinity or remains in
a bounded region along a subsequence. In the first case, we reach a contradiction by using the
Green’s representation formula, and most importantly, a comparison between the geometric and
Euclidean distances. In the second case, we show that the difference between the appropriately
rescaled solutions and the standard bubble converges to a solution of the linearized equation
which we can then show vanishes thanks to a lemma of Lin and Wei from [19], again leading to
a contradiction.
Finally, in Section 4, we use our estimate (1.6) in the Pohozaev identity over a ball of radius
ε
−1/2
k to obtain a Euclidean version of the vanishing rate. We then translate this result into the
original metric g and prove (1.7).
Appendices A–D deal with delicate estimates for the Green’s function, an asymptotic compar-
ison between the geodesic distance and the Euclidean distance in conformal normal coordinates,
some well-known curvature and metric derivatives computations in conformal normal coordi-
nates, and a proof of the asymptotic Pohozaev identity.
2. The O(1) estimate
In this section we derive the O(1) estimate, i.e., we show that
∣∣uk(ξ)−Uik(ξ)∣∣ C, for ξ ∈ B(qik, δ).
This estimate has been established by Lin and Wei [19] for locally conformally flat manifolds.
Furthermore, we remove the assumption that (M,g) is locally conformally flat.
Our first step is to rescale the solutions, and use the Green’s representation formula (1.3) to
derive the long range asymptotic formulas (2.11)–(2.15).
In [12], Druet and Robert prove that the singular set S consists of only finitely many points
{p1, . . . , pN } and these are separated uniformly in k by a positive distance. Without loss of
generality we will focus in this section on p1, and to simplify the notation, we will omit the
subscript 1, so that we now consider a sequence of points qk ∈ M where uk has a local maximum
uk(qk) → ∞ and qk → p as k → ∞.
According to [6], we can find function wˆk defined on M , such that in a neighborhood B(qk, δ1)
of qk , δ1 > 0, we have det(gˆk) = 1 in the normal coordinates of the conformal metric gˆk = e2wˆk g.
We refer to these coordinates as conformal normal coordinates. We point out that det(gˆk) ≈ 1 to
high enough order would be sufficient for our purpose, but we use Cao’s result since it simplifies
the proof. We also choose δ1 small enough so that δ1 < inj(M)/10 and δ1 < d/10 where d is the
minimum distance between any two points in the singular set S. Using the conformal covariance
property of Pg (1.1), we obtain that the function uˆk = uk − wˆk satisfies
Pgˆ uˆk + 2bˆk = 2hke4uˆk ,k
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wˆk(ξ) = O(dg(ξ, qk)2) in a neighborhood of qk , hence all the terms coming from wˆk can be
absorbed on the right-hand side of (1.6). We have the following estimates, also proved in [12]:
ε
(1−ν)
k dgˆk (ξ, qk)
νeuˆk(ξ)  Cν, 1 ν < 2,∣∣Dj uˆk(ξ)∣∣ C(dgˆk (ξ, qk))−j , j = 1,2,3, (2.1)
where |Dj uˆk(ξ)| =∑J |DJ uˆk(ξ)| and the sum is over all multi-indices J of order j , and εk =
e−uˆk(qk). We now rescale the solutions uˆk , using a blow-up of the neighborhood of the point qk .
Define the map ϕk :B(0, δ1ε−1k ) → B(qk, δ1) by ϕk :y → εky, where on the right-hand side we
are using conformal normal coordinates on B(qk, δ1). We use the notation f˘ = ϕ∗f = f ◦ ϕ
to denote the pull-back of a function f defined on B(qk, δ1), and we let g˘k = ε−2k ϕ∗gk be the
blow-up metric, i.e., a rescaling of the pull-back metric. We define:
vk = ˘ˆuk + log εk,
and note that vk(0) = 0. It follows from (1.1) that vk satisfies:
Pg˘kvk + 2ε4k b˘k = 2h˘ke4vk , in B
(
0, δ1ε−1k
)
. (2.2)
The estimates (2.1) now read:
∣∣vk(y)∣∣ (−2 +μ) log(1 + |y|)+C(μ), |y| δ1ε−1k , (2.3)∣∣Djvk(y)∣∣ C(1 + |y|)−j , j = 1,2,3, (2.4)
where μ ∈ (0,1).
Let Gˆk be the Green’s function for Pgˆk . Then, we have:
uˆk(ξ) = uˆk + 2
∫
M
Gˆk(ξ, η)hk(η)e
4uˆk(η) dVgˆk (η)− 2
∫
M
Gˆk(ξ, η)bˆk(η) dVgˆk (η),
where uˆk is the mean value of uˆk . Decompose Gˆk into a principal part and a regular part as
follows:
Gˆk(ξ, η) = − 18π2 χ(r) logdgˆk (ξ, η)+ βˆ(ξ, η) = H(ξ,η)+ βˆ(ξ, η)
where χ = 1 on B(qk, δ1), χ = 0 on M \B(qk,2δ1). We have
uˆk(ξ) = uˆk + 2
∫
M
H(ξ,η)hk(η)e
4uˆk(η) dVgˆk (η)+ φˆk(ξ) (2.5)
where
φˆk(ξ) = 2
∫
M
βˆ(ξ, η)hk(η)e
4uˆk(η) dVgˆk (η)− 2
∫
M
Gˆk(ξ, η)bˆk(η) dVgˆk (η). (2.6)
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ence of (2.5) evaluated at ξ and pk , we get:
uˆk(ξ)− uˆk(pk) = 14π2
∫
M
log
( |η − qk|
dgˆk (ξ, η)
)
χ(r)hk(η)e
4uˆk(η) dVgˆk (η)
+ φˆk(ξ)− φˆk(qk). (2.7)
Here we have used the fact that since the coordinates are normal dgˆk (η, qk) = |η − qk|. Thanks
to the cut-off function χ , we can now replace the integral over M by an integral over B(qk,2δ1),
and after rescaling, we now obtain:
vk(y) = 14π2
∫
B(0,2δ1ε−1k )
log
( |z|
dg˘k (z, y)
)
χ(εkr)hk(εkz)e
4vk(z) dz
+ φˆk(εky)− φˆk(0). (2.8)
Let
lk = −εk log εk, Lk = − log εk,
and define:
αk = 2
∫
B(qk,δ1)
hk(η)e
4uˆk(η) dVgˆk . (2.9)
By (2.3) and the fact that det(gˆk) = 1, one sees easily that:
αk = 2
∫
B(qk,lk)
hk(η)e
4uˆk(η) dη +O(L−3k ). (2.10)
As in [19], the representation formula (2.8) implies the following long range asymptotic for-
mulas for vk and its derivatives:
vk(y) = − αk8π2 log|y| +O(1), Lk  |y| δ1ε
−1
k , (2.11)
∂rvk(y) = − αk8π2 L
−1
k +O
(
L−2k
)
, |y| = Lk, (2.12)
∂r
(
r∂rvk(y)
)= O(L−2k ), |y| = Lk, (2.13)
vk(y) = − αk4π2 L
−2
k +O
(
L−3k
)
, |y| = Lk, (2.14)
∂rvk(y) = αk L−3k +O
(
L−4k
)
, |y| = Lk. (2.15)2π2
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it is only required on |y| = Lk for the derivatives.
Since the proof of these estimates is similar to the one in [19], we will only briefly sketch
the argument pointing out the main differences, a major one being the difference between the
Euclidean and Riemannian distance. It follows from (2.8) that for |y| Lk :
vk(y) = − 14π2
∫
B(0,δ1ε−1k )
logdg˘k (y, z)hk(εkz)e
4vk(z) dz +O(1). (2.16)
Moreover for any multi-index J of order j = 1,2,3, and |y| = − log εk , we have:
DJvk(y) = − 14π2
∫
B(0,δ1ε−1k )
DJy
(
logdg˘k (y, z)
)
hk(εkz)e
4vk(z) dz +O(εjk ). (2.17)
We now divide the domain of integration in (2.16) and (2.17) into three subsets B(0, δ1ε−1k ) =
Ω1 ∪Ω2 ∪Ω3, where:
Ω1 =
{|z| < |y|/2}, Ω2 = {|z − y| < |y|/2}, Ω3 = B(0, δ1−1k ) \ (Ω1 ∪Ω2).
We also use the following approximations of the distance dg˘k and its derivatives by their Eu-
clidean counterparts3:
logdg˘k (y, z)− log|y − z| = O(1), z ∈ B
(
0, ε−1k δ1/2
)
, (2.18)∣∣Dj (logdg˘k (y, z)− log|y − z|)∣∣ Cε2k |y|2−j , z ∈ Ω1. (2.19)
Over Ω2 ∪ Ω3, the integral (2.16) can be estimated simply by using (2.3) and the approxima-
tion (2.18) leading to:
∫
Ω2∪Ω3
logdg˘k (y, z)h˘k(z)e
4vk(z) dz = O(|y|−4+μ1), μ1 > 0 small.
In order to capture the asymptotics of the integral (2.16) over Ω1, we again use the approxima-
tion (2.18) to reduce the calculation to the Euclidean case, so that (2.11) then follows with the
help of (2.10).
Similarly the estimate of (2.17) over Ω2 ∪Ω3 can be obtained from the bounds:
∣∣Dj logdg˘k (y, z)∣∣ C|y − z|−j , j = 1,2,3, z ∈ Ω2 ∪Ω3,
leading to:
3 These approximations are proved in Appendix B.
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∫
Ω2∪Ω3
∣∣Dj (logdg˘k (y, z))∣∣h˘k(z)e4vk(z) dz = O(|y|−4−j+μ1),
while the estimation of these integrals over Ω1 requires the more precise approximation (2.19).
We now use the long range estimates (2.11)–(2.15) in the following Pohozaev identity4 over
the ball Ω = B(qk, lk):
∫
Ω
(
2he4uˆ + 1
2
ξ i∂ihe
4uˆ
)
=
∫
∂Ω
(
1
2
ξ iνihe
4uˆ − νj ξmgˆij ∂i(gˆuˆ)∂muˆ
+ νj gˆijgˆuˆ∂i uˆ+ νj ξmgˆijgˆuˆ∂imuˆ− 12ξ
iνi(gˆuˆ)
2
)
+
∫
Ω
(
gˆuˆ∂i gˆ
ij ∂j uˆ+ ξmgˆuˆ∂imgˆij ∂j uˆ+ ξmgˆuˆ∂mgˆij ∂ij uˆ− 2bˆξ i∂i uˆ
)
+ 2
∫
∂Ω
(
Rˆij,l(0)ξ lξmνi∂j uˆ∂muˆ+O
(
r3
)|Duˆ|2)
−
∫
Ω
(
2Rˆij,l(0)
(
ξ l∂j uˆ∂i uˆ+ ξmξ l∂j uˆ∂imuˆ
)+O(r2)|Duˆ|2 +O(r4)∣∣D2uˆ∣∣).
Here, we used the conformal normal coordinates ξ i on this ball, we denoted r = |ξ |, and denoted
the unit normal to the boundary by νi . Furthermore, to simplify the notation, we suppressed the
sequence index k, and since det(gˆ) = 1, we omitted dVgˆ = dξ . Finally, we remark that we chose
to write this identity in terms of uˆk rather than vk to avoid an even longer formula. It is easy to
translate the long range estimates (2.11)–(2.15) to uˆk from the fact that vk(y) = uˆk(εky)+ log k .
We denote the integral on the left-hand side of this identity by I0, and the four integrals on the
right-hand side by I1, I2, I3 and I4, respectively. By (2.3), we obtain:
1
2
∫
Ω
ξi∂ihke
4uˆk = O(k),
hence it follows from (2.10) that:
I0 = αk +O
(
L−3k
)
. (2.20)
By the expansions (C.11) and (C.12) of the derivatives of the metric gˆ, and (2.4) we get:
|I2| C
∫
BLk
ε3k
∣∣D2vk∣∣|Dvk||y|2 + ε2k |y|2∣∣D2vk∣∣2 + ε4k |Dvk||y| = O(εk) (2.21)
4 The proof of this identity can be found in Appendix D.
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|I3| + |I4| = O(k). (2.22)
It remains to compute I1. First, using (2.3), we can estimate the first term in I1:
1
2
∫
∂Ω
ξ iνihke
4uˆk = O(L−3k ).
Using this bound, and using the expansions (C.9) and (C.10) in the remaining terms, we can now
reduce I1 to:
I1 =
∫
∂Ω
(
−lk∂ν(uˆk)∂νuˆk +uˆk∂νuˆk + νiξmuˆk∂imuˆk − 12 lk(uˆk)
2
)
+O(εk)
=
∫
∂BLk
(
−Lk∂ν(vk)∂νvk + ∂ν(y · ∇vk)vk − 12Lk(vk)
2
)
+O(εk).
Using (2.11)–(2.15) in the above, we get:
I1 = α
2
k
16π2
+O(L−1k ). (2.23)
Combining (2.20)–(2.23), we get:
αk +O
(
L−3k
)= α2k
16π2
+O(L−1k ),
which implies
αk = 16π2 +O
(
L−1k
)
. (2.24)
When substituting this into (2.11), we obtain:
vk(y)+ 2 log|y| = O(1), |y| Lk.
The argument in the region |y|  Lk follows the one in [19] closely, hence we again only
sketch the proof. Without loss of generality, we assume that hk(qk) → 1.5 Let U = U0,1,1 be the
standard bubble in R4:
U(y) = − log
(
1 + |y|
2
4
√
3
)
.
5 Otherwise, we can add a constant to uˆk .
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see for example [12]. Thus, for any fixed A and all k sufficiently large, we have:
∣∣vk(y)−U(y)∣∣ 1, for |y|A.
Subtracting (2.17) from its Euclidean counterpart, using (2.19) to compare dg˘(y, z) and |y − z|
as well as their respective derivatives, and also using (2.24) to compare the leading terms, we
obtain:
∣∣vk(y)−U(y)∣∣ C|y|−3, for A< |y| <Lk .
Now, letting T (y) = C(1 + |y|−1), and choosing C large enough, we can guarantee that T 
−|vk − U | whence from the maximum principle |vk(y) − U(y)|  C(1 + |y|−1), on A 
|y| Lk . Substituting ξ = εky, and using the definition of vk , we obtain the version of (1.6) with
O(1) on the right-hand side, i.e., with τ = 0.
3. A sharper estimate
The main purpose of this section is to establish (1.6). An important tool we use is the following
lemma, due to Lin and Wei [19]:
Lemma 3.1. Let U(y) = − log(1 + |y|2/4√3 ) be defined on R4. Then U satisfies
2U = 2e4U , U(0) = maxU = 0.
Furthermore, any solution of the linearized problem:
2φ = 8e4Uφ, ∣∣φ(y)∣∣ C(1 + |y|)τ , τ ∈ (0,1),
is given by φ =∑4j=0 cjψj where
ψ0 = 1 − |y|
2/4
√
3
1 + |y|2/4√3 ,
ψj = yj
1 + |y|2/4√3 , j = 1, . . . ,4.
Remark 3.1. One immediate consequence of Lemma 3.1 is that if in addition, φ satisfies
φ(0) = 0, and ∇φ(0) = 0, then φ ≡ 0.
Let ρk = hk(0)1/2/4
√
3 and consider the solution Uk(y) = − log(1 + ρk|y|2) of the equation
2Uk = 2hk(0)e4Uk , Uk(0) = 0,
∣∣∇Uk(0)∣∣= 0, (3.1)
on R4. Letting wk = vk −Uk , then by the result of Section 2, we already know that |wk| C in
B(0, δ1ε−1). Our goal in this section is to prove:k
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for any 0 < τ < 1, which implies (1.6). Equivalently, if we let
Λk = max
Ωk
|wk(y)|
ετk (1 + |y|)τ
,
then it suffices to show that Λk is bounded on Ωk = B(0, δ1ε−1k ). Suppose that Λk → ∞, and
let yk ∈ Ωk be the point where Λk attains its maximum. Now, either: (i) yk → ∞; or (ii) |yk|
remains bounded at least along a subsequence, and hence a further subsequence, which without
loss of generality we will assume is yk itself, converges to y∗. We will show that in both cases a
contradiction follows.
Define:
w¯k(y) = wk(y)
Λkε
τ
k (1 + |yk|)τ
.
By the definition of Λk , we have
∣∣w¯k(y)∣∣
(
1 + |y|
1 + |yk|
)τ
, (3.3)
and w¯k(yk) = ±1.
Assume first that yk → ∞. Since |wk(y)| C and Λk → ∞, we clearly have yk = o(1)ε−1k .
From the fundamental solution for 2, it is straightforward to get:
Uk(x) = 14π2
∫
R4
log
|y|
|x − y|hk(0)e
4Uk(y) dy
= 1
4π2
∫
Ωk
log
|z|
|y − z|hk(0)e
4Uk(z) dz+O(ε4k). (3.4)
Similarly, using the fundamental solution for Pg˘k , we find:
vk(y) = 14π2
∫
Ωk
log
|z|
dg˘k (y, z)
hk(εkz)e
4vk(z) dz+O(εk|y|)
= 1
4π2
∫
Ωk
log
|z|
|y − z|hk(εkz)e
4vk(z) dz +O(εk|y|), (3.5)
see (2.8). Note that for the second equality, we used (B.9) as well as the decay rate of vk . Finally,
we estimate the source term:
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 C
(
1 + |z|)−8∣∣wk(z)∣∣+O(εk)(1 + |z|)−7
 CετkΛk
(
1 + |z|)−8+τ +O(εk)(1 + |z|)−7.
Substituting this in (3.5) and combining with (3.4) in the definition of w¯k , we obtain:
w¯k(yk) =
∫
Ωk
log
|z|
|y − z|
(
O(1)(1 + |z|)−8+τ
(1 + |yk|)τ +
O(ε1−τk )(1 + |z|)−7
Λk(1 + |yk|)τ
)
dz+ o(1).
Since yk → ∞, it is now easy to see that the right-hand side is o(1), which contradicts w¯k = ±1.
We now turn to the second case and assume without loss of generality that yk converges to y∗.
We will show that along a subsequence w¯k converges. This will be accomplished by estimating
Pg˘k (Uk − vk). We start with:
Pg˘Uk = 2g˘Uk + ε2k divg˘
((
2
3
Rˆ(εky)g˘ij (y)− 2Rˆij (εky)
)
dUk
)
where we have suppressed the subscript k on the metric and curvature components, and where
Rˆ, Rˆij are the scalar and the Ricci curvatures of gˆ. In conformal normal coordinates, we have:
2g˘Uk = 2Uk in B
(
0, δ1−1k
)
. (3.6)
Furthermore:
∂m
(
g˘mi
(
2
3
Rˆ(εky)g˘ij − 2Rˆij (εky)
)
g˘lj ∂lUk
)
= ∂mg˘mi
(
2
3
Rˆ(εky)g˘ij − 2Rˆij (εky)
)
g˘lj ∂lUk + g˘mi∂mg˘lj
(
2
3
Rˆ(εky)g˘ij − 2Rˆij (εky)
)
∂lUk
+ εkg˘mi g˘lj
(
2
3
∂mRˆ(εky)g˘ij + 23 Rˆ(εky)∂mgˆij (εky)− 2Rˆij,m(εky)
)
∂lUk
+ g˘mi g˘lj
(
2
3
Rˆ(εky)g˘ij − 2Rˆij (εky)
)
∂lmUk
= A1 +A2 +A3 +A4.
Since ∂mg˘mi(y) = εk∂mgˆmi(εky) = O(ε3k |y|2), Rˆ(εky) = O(ε2k |y|2), and Rˆij (εky) = O(εk|y|),
we easily get A1 = O(ε2k), and A2 = O(ε2k). Furthermore, since in addition Rˆij,i (0) =
− 12 Rˆ,j (0) = 0, we also have A3 = O(ε2k), and A4 = O(ε2k). Substituting this into the above
equation and multiplying by ε2k , we get:
ε2k divg˘
((
2
3
Rˆ(εky)g˘ij (y)− 2Rˆij (εky)
)
dUk
)
= O(ε4k). (3.7)
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Pg˘Uk = 2hk(0)e4Uk +O
(
ε4k
)
, |y| δ1ε−1k . (3.8)
Combining (3.8) with (2.2), we obtain:
Pg˘wk = 8hk(εky)e4ξkwk +O(εk)
(
1 + |y|)−7 +O(ε4k), |y| δ1ε−1k , (3.9)
where ξk is given by: e4ξk = ∫ 10 e4tvk+4(1−t)Uk dt . Finally, this leads to the following equation
for w¯k :
Pg˘w¯k = 8hk(ky)e4ξk w¯k +
O(1−τk )(1 + |y|)−7
Λk(1 + |yk|)τ +
O(4−τk )
Λk(1 + |yk|)τ . (3.10)
Since yk → y∗, a subsequence of w¯k converges to w in C4(R4). We will assume without loss of
generality, as in Section 2, that hk(0) → 1. It follows that the limit w satisfies:
⎧⎪⎨
⎪⎩
2w = 8e4Uw,∣∣w(y)∣∣ C(1 + |y|)τ ,
w(0) = ∣∣∇w(0)∣∣= 0.
By the remark following Lemma 3.1, we conclude that w ≡ 0, which contradicts w¯(y∗) = ±1.
This concludes the proof of (3.2).
In Section 4, we will also need estimates on the derivatives Djwk(y) for |y|  ε−1k δ1/2,
j = 1,2,3. By combining (3.9) and (3.2), we have:
Pg˘wk(y) = O
(
ετk
)(
1 + |y|)−8+τ +O(ε4k), |y| < δ12 −1k .
Fix y, and let r = |y| and fk(z) = wk(rz) for 1/2 < |z| < 2. Then fk(z) satisfies:
Pg′fk(z) = O
(
ετk
)
(1 + r)−4+τ +O(ε4kr4), B2 \B1/2,
fk(z) = O
(
ετk r
τ
)
, B2 \B1/2,
where g′ is the rescaled metric r−2ψ∗g˘ and ψ : z → rz. Elliptic Lp estimates for fourth order
equations [5, Theorem 1.2] yields:
Djfk(z) = O
(
ετk r
τ
)
, |z| = 1, j = 1,2,3.
Hence, we conclude:
Djwk(y) = O
(
ετk |y|τ−j
)
, j = 1,2,3, |y| ε−1k δ1/2. (3.11)
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The purpose of this section is to complete the proof of our theorem by proving (1.7). We first
prove a Euclidean version in Section 4.1, and then translate this result to the original metric in
Section 4.2.
4.1. A Euclidean version
The goal of this subsection is to prove (4.14). This is accomplished in three steps:
(i) In the first step, we derive an asymptotic expansion of the Pohozaev identity; see (4.3).
(ii) In the second step, we express this identity in terms of the background Euclidean metric;
see (4.12).
(iii) In the last step, we complete the proof of (4.14).
4.1.1. Step 1
In this subsection we let Ek = B(0, ε−1/2k ), and we derive an asymptotic Pohozaev identity for
vk on Ek . We multiply (2.2) by ∂avk , a = 1, . . . ,4, integrate with respect to the Euclidean volume
element dy, and estimate each of the resulting terms. First by the O(1) estimate and (b,h):
∫
Ek
2hk(εky)e4vk(y)∂avk(y) dy = −εk2
∫
Ek
e4vk(y)∂ahk(εky)+ 12
∫
∂Ek
hke
4vk νa
= −εk
2
∂ahk(0)
∫
Ek
e4vk(y) +O(ε2k). (4.1)
Next, integrating by parts, we have:
∫
Ek
2g˘vk∂avk =
∫
∂Ek
(
g˘ij ∂j (g˘vk)∂avkνi − g˘ijg˘vk∂iavkνj + 12 (g˘vk)
2νa
)
−
∫
Ek
(
g˘vk∂iag˘
ij ∂j vk + (g˘vk)∂ag˘ij ∂ij vk
)
, (4.2)
where we used:
∂j
(
g˘ij ∂iavk
)= ∂a(g˘vk)− ∂iag˘ij ∂j vk − ∂ag˘ij ∂ij vk.
We now estimate the two integrals over Ek in (4.2) above. Using ∂iag˘ij = O(3k |y|), which is
implied by (C.14), and (2.4), we find:
∫
g˘vk∂iag˘
ij ∂j vk = O
(
ε2k
)
.Ek
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lows:
∫
Ek
(g˘vk)∂ag˘
ij ∂ij vk = ε2k
∫
Ek
(Uk +g˘wk)
(
−2
3
Rˆi(am)j (0)ym +O
(
εk|y|2
))
∂ij vk
= −2
3
ε2k
∫
Ek
UkRˆi(am)j (0)ym∂ijUkdy +O
(
ε
(3+σ)/2
k
)= O(ε(3+σ)/2k ),
where we used (3.11), and the following estimate implied by (C.11):
∂ag˘
ij (y) = εk∂agˆij (εky) = −23 Rˆi(am)j (0)ε
2
ky
m +O(ε3k |y|2),
as well as the anti-symmetry of the curvature tensor, and Rˆij (0) = 0. Here, we use the customary
round brackets notation to denote the symmetric part. We will choose σ ∈ (0,1) at the end of the
argument of Section (4.1). Next, since Rˆ(εky) = O(ε2k |y|2), and Rˆij (εky) = O(εk|y|) and (2.4),
we have:
ε2k
∫
Ek
∂m
(
g˘mi
(
2
3
Rˆ(εky)g˘ij − 2Rˆij (εky)
)
∂lvkg˘
lj
)
∂avk
= ε2k
∫
∂Ek
g˘mi
(
2
3
Rˆ(εky)g˘ij − 2Rˆij (εky)
)
∂lvkg˘
lj ∂avkνm
− ε2k
∫
Ek
g˘mi
(
2
3
Rˆ(εky)g˘ij − 2Rˆij (εky)
)
∂lvkg˘
lj ∂amvk = O
(
ε2k
)
.
Finally, we estimate:
ε4k
∫
Ek
2bˆk∂avk = O
(
ε
5/2
k
)
.
Combining all the terms, we arrive at the following Pohozaev identity:
εk
2
∂ahk(0)
∫
Ek
e4vkdy +O(ε(3+σ)/2k )
=
∫
∂Ek
(
−g˘ij ∂j (g˘vk)∂avkνi + g˘ijg˘vk∂iavkνj − 12 (g˘vk)
2νa
)
. (4.3)
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In this second step, we rewrite (4.3) in terms of the Euclidean vk rather than g˘vk . We begin
by substituting:
(
g˘ij (y)− δij
)
νi = −13ε
2
k Rˆilmj (0)ymyl
yi
|y| +O
(
ε3k |y|3
)= O(ε3k |y|3),
into (4.3) to get:
εk
2
∂ahk(0)
∫
Ek
e4vk dy +O(ε(3+σ)/2k )
=
∫
∂Ek
(
−∂i(g˘vk)∂avkνi +g˘vk∂iavkνi − 12 (g˘vk)
2νa
)
. (4.4)
A straightforward computation leads to:
∂i(g˘vk)− ∂i(vk) = ∂img˘ml∂lvk + ∂mg˘ml∂ilvk + ∂i g˘ml∂mlvk
+ (g˘ml − δml)∂imlvk. (4.5)
In view of (C.14) and (C.12), we have, for |y| = ε−1/2k :
∂img˘
ml∂lvk = O
(
ε3k
)
, ∂mg˘
ml∂ilvk = O
(
ε3k
)
, (4.6)
∂i g˘
ml∂mlvk = ∂i g˘ml
(
∂mlUk +O
(
εσk r
σ−2))= O(ε(5+σ)/2k ), (4.7)
where to derive (4.7), we also used the following consequence of (C.11):
∂i g˘
ml = −2
3
Rˆm(ia)l(0)ε2kya +O
(
ε3k |y|2
)
,
as well as the anti-symmetry of the curvature tensor and Rˆij (0) = 0. Next, on |y| = ε−1/2k , we
have
(
g˘ml − δml)∂imlvk =
(
−1
3
ε2k Rˆmabl(0)yayb +O
(
ε3kr
3))(∂imlUk +O(εσk rσ−3))
= −1
3
ε2k Rˆmabl(0)yayb∂imlUk +O
(
ε
(5+σ)/2
k
)= O(ε(5+σ)/2k ), (4.8)
where we have used the following expansion, valid for any radial function f (r):
∂imlf (r) =
(
f ′′′(r)− f
′′(r)
r
+ f
′(r)
r2
)
ylymyi
r3
+
(
f ′′(r)− f
′(r)) (δilym + ylδim)r2 − 2ylymyi
4 +
(
f ′′(r)− f ′(r))δmlyi2 ,r r r
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that the following holds:
−
∫
∂Ek
∂i(g˘vk)∂avkνi = −
∫
∂Ek
∂i(vk)∂avkνi +O
(
ε
(3+σ)/2
k
)
. (4.9)
Next, on |y| = −1/2k , we have:
g˘vk = ∂i g˘ij ∂j vk + g˘ij ∂ij vk = O
(
ε3k
)
r +vk +
(
g˘ij − δij
)
∂ij vk
= O(ε 52k )+vk −
(
ε2k
3
Rˆiabj (0)yayb +O
(
ε3kr
3))(∂ijUk +O(εσk rσ−2))
= vk +O
(
ε
2+σ/2
k
)
,
from which it follows:
∫
∂Ek
g˘vk∂iavkνi =
∫
∂Ek
vk∂iavkνi dS +O
(
ε
(3+σ)/2
k
)
. (4.10)
Similarly:
−1
2
∫
∂Ek
(g˘vk)
2νa = −12
∫
∂Ek
(vk)
2νa +O
(
ε
(3+σ)/2
k
)
. (4.11)
Substituting (4.9)–(4.11) into the Pohozaev identity (4.4), we conclude:
εk
2
∂ahk(0)
∫
Ek
e4vk dy +O(ε(3+σ)/2k )
=
∫
∂Ek
(
−∂i(vk)∂avkνi +vk∂iavkνi − 12 (vk)
2νa
)
dS. (4.12)
4.1.3. Step 3
In this subsection, we first aim to replace vk by Uk in the Pohozaev identity (4.12), after which
many of the terms will simplify thanks to the radial symmetry of Uk , leading to the Euclidean
version of the vanishing rate (4.14). Recall the definition of φˆk (2.6), from which we have:
Dj φˆk(εky) = O
(
ε
j
k
)
, j = 1,2,3.
For |y| = ε−1/2k , we cut B(0, δ1ε−1k ) into three subdomains B(0, δ1ε−1k ) = Ω1 ∪ Ω2 ∪ Ω3 as in
Section 2, p. 3903, and use the representation (2.8). Using standard estimates over Ω2 ∪ Ω3
and (B.1) over Ω1, we find:
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∫
Ω1
∂a
(
logdg˘(z, y)
)
h˘k(z)e
4vk(z) + εk∂aφˆk(0)+O
(
ε2k |y|
)+O(|y|−5)
= − 1
4π2
∫
Ω1
ya − za
|y − z|2 hk(εkz)e
4vk(z) + εk∂aφˆk(0)+O
(
ε
3/2
k
)
,
where we have omitted the standard volume element dz. Similarly,
vk(y) = − 12π2
∫
Ω1
1
|y − z|2 hk(εkz)e
4vk(z) +O(ε2k),
∂ij vk(y) = − 14π2
∫
Ω1
δij |y − z|2 − 2(yi − zi)(yj − zj )
|y − z|4 hk(εkz)e
4vk +O(ε2k).
∂i
(
vk(y)
)= 1
π2
∫
Ω1
yi − zi
|y − z|4 hk(εkz)e
4vk +O(ε5/2k ).
We also have
hk(εkz)e
4vk(z) = (hk(0)+ εk∂jhk(0)zj +O(ε2k |z|2))e4Uk+O(εσk |z|σ )
= hk(0)e4Uk(z) +O
(
εσk
)(
1 + |z|)−8+σ .
Substituting this in the derivatives of vk we have:
∂avk(y) = − 14π2
∫
Ω1
ya − za
|y − z|2 hk(0)e
4Uk(z) + εk∂aφˆk(0)+O
(
ε
σ+1/2
k
)
,
vk(y) = − 12π2
∫
Ω1
1
|y − z|2 hk(0)e
4Uk(z) +O(εσ+1k ),
∂ij vk(y) = − 14π2
∫
Ω1
δij |y − z|2 − 2(yi − zi)(yj − zj )
|y − z|4 hk(0)e
4Uk +O(εσ+1k ),
∂i
(
vk(y)
)= 1
π2
∫
Ω1
yi − zi
|y − z|4 hk(0)e
4Uk +O(εσ+3/2k ).
We perform a similar computation for Uk and take the difference, leading to the following esti-
mates for |y| = ε−1/2k :
∂i
(
vk(y)
)= ∂i(Uk)(y)+O(εσ+3/2k ),
vk(y) = Uk(y)+O
(
εσ+1
)
,k
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(
εσ+1k
)
,
∂avk(y) = ∂aUk(y)+ εk∂aφˆk(0)+O
(
ε
σ+1/2
k
)
.
Substituting these estimates into the Pohozaev identity (4.12), we obtain:
εk
2
∂ahk(0)
∫
Ek
e4Uk +O(ε1+σ/2k )
=
∫
∂Ek
(
−∂ν(Uk)
(
∂aUk + εk∂aφˆk(0)
)+Uk∂iaUkνi − 12 (Uk)2νa
)
. (4.13)
The symmetry of Uk implies:
∫
∂Ek
(
−∂ν(Uk)∂aUk +Uk∂iaUkνi − 12 (Uk)
2νa
)
= 0.
In view of Eq. (3.1), we also have
∫
∂Ek
∂ν(Uk)dS = 2hk(0)
∫
Ek
e4Uk .
Substituting into (4.13), we obtain
∂ahk(0)+ 4hk(0)∂aφˆk(0) = O
(
ε
σ/2
k
)+O(εσ−1/2k ), a = 1,2,3,4.
Now, if we choose τ/2 + 1/2 < σ < 1, then O(εσ/2k ) + O(εσ−1/2k ) = O(ετ/2k ), so that we can
conclude:
∣∣∣∣∇hk(0)hk(0) + 4∇φˆk(0)
∣∣∣∣= O(ετ/2k ). (4.14)
4.2. The vanishing rate in g
In this subsection, we verify that (4.14) leads to (1.7). For simplicity, we assume without loss
of generality that the cut-off function χ is supported in B(qik,2δ) where δ is small enough to
guarantee that B(qik,2δ) are mutually disjoint. Indeed, this can be done since the left-hand side
of (1.7) is invariant under any change of cut-off function χ . Under this choice of cut-off, all the
terms ∇1G(qik, qjk), j = i, reduce to ∇1β(qik, qjk), so that it now suffices to show that:
64π2
N∑
∇1β(qik, qjk)− 4∇φk(qik) = −∇hk(qik)
hk(qik)
+O(ετ/2k ). (4.15)
j=1
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mainder of this section is devoted to verifying (4.15).
Taking the derivative with respect to ξ in (2.5) and evaluating at qik , we have:
∇uˆk(qik) = 2
∫
M
∇1H(qik, η)hk(η)e4uˆk(η) dVgˆ(η)+ ∇φˆk(qik), (4.16)
where H(ξ,η) = −(1/8π2)χ(r) logdgˆk (ξ, η). Similarly, for uk we have:
∇uk(qik) = − 18π2
∫
M
∇1
(
χ(r) logdg(qik, η)
)
2hk(η)e4uˆk(η) dVgˆ(η)
+
∫
M
∇1β(qik, η)2hk(η)e4uˆk(η) dVgˆ(η)− ∇φk(qik), (4.17)
where we used e4uˆk dVgˆk = e4uk dVg . Let H0(ξ, η) = (1/8π2)χ(r) logdg(ξ, η), then we claim
that:
∣∣∇1H(qik, η)− ∇1H0(qik, η)∣∣ Cdg(ξ, η). (4.18)
Indeed, recall that wˆ(qik) = 0 and ∇wˆk(qik) = 0. Thus, if fix ξ = qik , and we let:
f (η) = logdg(ξ, η)− logdgˆ(ξ, η),
then wˆk(η) = O(|ξ − η|2), and therefore |f (η)| C(|ξ − η|2). It follows that ∇f (ξ) = 0. Now,
by Appendix A, Pgf (η) is a bounded function, hence by elliptic theory, ∇2f (η) is bounded. We
conclude that |∇f (η)| C|ξ − η| from which (4.18) follows. Next, since we have:
∇uk(qik) = ∇uˆk(qik)+ ∇wˆk(qik) = ∇uˆk(qik),
it follows, by taking the difference of (4.16) and (4.17), that:
0 = −∇φˆk(qik)+
∫
M
∇1β(qik, η)2hk(η)e4uˆk(η) dVgˆ(η)− ∇φk(qik)+O(εk). (4.19)
Furthermore, we claim that:
∫
M
∇1β(qik, η)2hk(η)e4uˆk(η) dVgˆ(η) = 16π2
N∑
j=1
∇1β(qik, qjk)+O
(
ετk
)
. (4.20)
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∫
M
∇1β(qik, η)2hk(η)e4uˆk(η) dVgˆ
=
N∑
j=1
∫
B(qjk,δ)
∇1β(qik, η)2hk(η)e4uˆk(η) dVgˆ(η)+O
(
ε4k
)
since, by (1.6), e4uˆk = O(ε4k) on M \
⋃N
j=1 B(qjk, δ). In addition, for each j = 1, . . . ,N :
∫
B(qjk,δ)
∇1β(qik, η)2hk(η)e4uˆk(η) dVgˆ(η)
= ∇1β(qik, qjk)
∫
B(qjk,δ)
2hke4uˆk dVgˆ +
∫
B(qjk,δ)
O
(|η − qjk|)2hke4uˆk dVgˆ
= 16π2 +O(τk ),
where we used (1.6) to estimate the first integral and a standard rescaling to estimate the second
one. By combining (4.14) with (4.19) and (4.20), it follows that (4.15) holds. This completes the
proof of the theorem.
Remark 4.1. Integrating (1.2), and using (1.6) on the right-hand side, one easily obtains:
∫
M
bk dVg = 8π2N +O
(
ετk
)
.
Appendix A. The Green’s function for Pg
Let G denote the Green’s function of Pg as in (1.3):
f (ξ)− f¯g =
∫
M
G(ξ,η)Pgf (η)dVg(η), (A.1)
where f¯g = Volg(M)−1
∫
M
f dVg is the mean value of f with respect to g. Clearly, G is deter-
mined up to an arbitrary function of ξ which we can fix by imposing the condition:
∫
M
G(ξ,η) dVg(η) = 0. (A.2)
The purpose of this appendix is to prove the following lemma, which is an improvement on a
result of Chang and Yang [8]:
3918 G. Weinstein, L. Zhang / Journal of Functional Analysis 257 (2009) 3895–3929Lemma A.1. Let (M,g) be a compact closed 4-dimensional manifold, and suppose Ker(Pg) =
{constants}. Then the Green’s function G(ξ,η) with respect to Pg can be written as:
G(ξ,η) = − 1
8π2
χ(r) log r + β(ξ, η) (A.3)
where r = dg(ξ, η) is the geodesic distance between ξ and η, χ(r) is a cut off function that is 1
on a neighborhood of ξ and vanishes outside B(ξ, δ(ξ)/10), and δ(ξ) is the injectivity radius of
(M,g) at ξ . Furthermore, β(ξ, η) ∈ W 4,q (M ×M), for any 1 < q < ∞ and satisfies:
∥∥β(ξ, ·)∥∥
W 4,q (M)  C, uniformly in ξ ∈ M,
for some constant C = C(g,q). The principal part of G satisfies weakly:
Pg,η
(
− 1
8π2
χ(r) logdg(ξ, η)
)
= δξ +E(ξ,η) (A.4)
where E is a bounded function. Finally, we have G(ξ,η) = G(η, ξ).
Proof. The weak form of (A.1) is:
Pg,ηG(ξ, η) = δξ − 1Volg(M) . (A.5)
Let g¯ = e2wg be a metric conformal to g such that in a neighborhood of ξ the normal coordinates
with respect to g¯ are conformal normal coordinates, i.e., det(g¯) = 1. Similar to (A.5), we have
for the Green’s function G1 of Pg¯ :
Pg¯,ηG1(ξ, η) = δξ − 1Volg¯(M) .
By the conformal covariance of Pg¯ this is equivalent to:
e−4wPg,ηG1(ξ, η) = δξ − 1Volg¯(M) .
Therefore since w(ξ) = 0, we have:
Pg,η
(
G1(ξ, η)−G(ξ,η)
)= 1
Volg(M)
− e
4w(η)
Volg¯(M)
.
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that:
Pg,ηF (ξ, η) = 1Volg(M) −
e4w(η)
Volg¯(M)
,
∥∥∇ξF1(ξ, ·)∥∥C4(·)  C.
In particular, G1 = G + F , and the principal part of G and G1 differ by a bounded function. In
the following, we focus on G1.
In conformal normal coordinates the point ξ corresponds to 0. We will identify y ∈ TξM with
its image under the exponential map. We first write G1 as in (A.3):
G1(0, y) = − 18π2 χ(r¯) log r¯ + β1(0, y), (A.6)
where r¯ = |y| = dg¯(0, y), and χ is a cut-off function. We will show that the principal part H =
−(1/8π2)χ(r¯) log r¯ of G1 satisfies weakly:
Pg¯H(0, y) = δ0 +E1(0, y), (A.7)
where E1 is a bounded function. Since Pg¯β1(0, y) = −E1(0, y), this will imply by elliptic theory
that β1(0, ·) ∈ W 4,q (M) ⊂ C3,α(M) for any 1 < q < ∞. Here we assume that χ ≡ 1 in B(0, δ),
χ ≡ 0 in M \B(ξ,2δ), and det(g¯) ≡ 1 in B(0,2δ).
Observe that since H(0, y) is radial and χ is supported in a small neighborhood of 0 where
det(g¯) = 1, we have 2g¯H (0, y) = 2H(0, y). Thus, it follows that for any smooth function φ:
φ(0) = −
∫
M
2g¯H (0, y)φ(y) dVg¯(y)+
∫
M
H(0, y)2g¯φ(y) dVg¯(y).
Clearly:
∫
M
2g¯H (0, y)φ(y) dVg¯(y) =
∫
B2δ\Bδ
2g¯H (0, y)φ(y) dVg¯(y)
and 2g¯H (0, y) is a bounded smooth function on B2δ \Bδ . Hence weakly, we have:
2g¯H (0, y) = δ0 + a bounded function. (A.8)
Also, (Pg¯ −2g¯)H(0, y) = Aχ + a bounded function, where:
A = −∂m
(
g¯mi
(
2
3
R¯(y)g¯ij − 2R¯ij (y)
)
g¯lj ∂l
(
1
8π2
log r¯
))
= − 1
8π2
∂m
(
g¯mi
(
2
3
R¯(y)g¯ij − 2R¯ij (y)
)
g¯lj
yl
r¯2
)
= − 1 2 ∂m
((
2
R¯(y)δmj − 2R¯ij (y)g¯mi
)
g¯lj
yl
2
)
8π 3 r¯
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8π2
((
2
3
∂mR¯(y)δmj − 2∂m
(
R¯ij (y)g¯
mi
))
g¯lj
yl
r¯2
+
(
2
3
R¯(y)δmj − 2R¯ij (y)g¯mi
)
∂mg¯
lj yl
r¯2
+
(
2
3
R¯(y)δmj − 2R¯ij (y)g¯mi
)
g¯lj
δlmr¯
2 − 2ylym
r¯4
)
= − 1
8π2
(A1 +A2 +A3).
Here R¯, R¯ij , and R¯ijkl are used to denote the scalar, Ricci, and Riemann curvatures of the met-
ric g¯. The properties of conformal normal coordinates we used are listed in Appendix C. We
estimate each of the three terms in the previous equation separately:
A1 =
(
2
3
∂mR¯(y)δmj − 2R¯ij,m(y)g¯mi − 2R¯ij (y)∂mg¯mi
)
g¯lj
yl
r¯2
=
(
2
3
∂mR¯(y)δmj − 2R¯ij,i (y)− 2R¯ij (y)∂mg¯mi
)
yj
r¯2
+O(r¯)
= −1
3
R¯,ij (0)yiyj r¯−2 +O(r¯).
In the second equality above, we used g¯mi = δmi + O(r¯2) and g¯lj = δlj + O(r¯2). In the third
equality, we used ∂mR¯(0) = 0 and 2R¯ij,im(0) = R¯,jm(0), as well as ∂mg¯mi = O(r¯2). It is easy to
see that A2 = O(r¯) since R¯ij (y) = O(r¯), R¯(y) = O(r¯2), ∂mg¯mi = O(r¯). Finally, we have
A3 =
(
2
3
R¯(y)δmj − 2R¯ij (y)g¯mi
)
g¯lj
δlmr¯
2 − 2ylym
r¯4
=
(
2
3
R¯(y)g¯lm − 2R¯ij (y)g¯mi g¯lj
)
δlmr¯
2 − 2ylym
r¯4
=
(
4
3
R¯,ij (0)yiyj r¯2 − 43 R¯(y)r¯
2 − 2R¯ij (y)δmiδmj r¯2 + 4R¯ij (y)δmiδlj ylym
)
r¯−4 +O(r¯)
=
(
−1
3
R¯,ij (0)yiyj r¯2 + 2R¯ml,ab(0)yaybylym
)
r¯−4 +O(r¯).
In the third equality we used g¯ij = δij +O(r¯2), R¯(y) = O(r¯2), R¯ij (y) = O(r¯), and in the fourth
equality we used R¯ij,l(0)yiyj yl = 0. Combining the estimates for A1, A2 and A3, we obtain:
A = 1
8π2
(
2
3
R¯,ij (0)yiyj r¯−2 − 2R¯ij,lm(0)yiyj ylymr¯−4
)
+O(r¯).
Finally, this last estimate, together with (A.8) yields (A.7) as claimed earlier.
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φ(ξ) =
∫
M
H(0, y)Pg¯φ(y) dVg¯(y)−
∫
M
E1(0, y)φ(y) dVg¯(y). (A.9)
Note that E1(0, ·) is supported in B(ξ,2δ)\B(ξ, δ). In this small neighborhood, let η = expξ (y),
where expξ :Tξ (M) → M is the exponential map with respect to the metric g. Thus, recalling
that the principal parts of G and G1 differ only by a bounded function, we may rewrite (A.9) as:
φ(ξ) = −
∫
B(ξ,2δ)
1
8π2
χ(r) logdg(ξ, η)Pgφ(η)dVg(η)
−
∫
B(ξ,2δ)\B(ξ,δ)
E1(ξ, η)φ(η)e
4w(η) dVg(η). (A.10)
Written weakly, this reads:
Pg
(
− 1
8π2
χ(r) logdg(ξ, η)
)
= δξ + a bounded function,
as claimed in Lemma A.1.
Finally we show G(ξ,η) = G(η, ξ). This part of the proof is similar to the proof in [3, p. 108].
We include it here for completeness. We first claim:
∫
M
G(η, ξ) dVg(η) = constant. (A.11)
Indeed, let f (ξ) = ∫
M
G(η, ξ) dVg(η), then for any φ ∈ C4(M),
∫
M
f (ξ)Pg,ξφ(ξ) dVg(ξ) =
∫
M
(∫
M
G(η, ξ)Pg,ξφ(ξ) dVg(ξ)
)
dVg(η)
=
∫
M
(
φ(η)− φ¯g
)
dVg(η) = 0.
Hence Pgf = 0 in weakly, and since Ker(Pg) = {constants}, we have proved (A.11). Next for
any φ ∈ C4(M),
φ(η)− φ¯g =
∫
M
G(η, ξ)Pg,ξφ(ξ) dVg(ξ),
hence for any ψ ∈ C4(M):
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∫
M
Pg,ξφ(ξ)ψ(ξ) dVg(ξ) =
∫
M
φ(η)Pg,ηψ(η)dVg(η)
=
∫
M
(∫
M
G(η, ξ)Pg,ξφ(ξ) dVg(ξ)+ φ¯g
)
Pg,ηψ(η)dVg(η)
=
∫
M
(∫
M
G(η, ξ)Pg,ηψ(η)dVg(η)
)
Pg,ξφ(ξ) dVg(ξ).
Since Ker(Pg) = {constants}, we obtain
ψ(ξ) =
∫
M
G(η, ξ)Pg,ηψ(η)dVg(η)+ constant.
Thus, using also the definition of G(ξ,η), we obtain
∫
M
(
G(ξ,η)−G(η, ξ))Pg,ηψ(η)dVg(η) = constant.
Integrating with respect to ξ and using (A.2) and (A.11), we see that the constant on the right-
hand side above is 0. Thus, again by (P ) we have
G(ξ,η)−G(η, ξ) = C,
where C is independent of η. Since the left-hand side is clearly antisymmetric with respect to ξ
and η, we obtain G(ξ,η) = G(η, ξ). This completes the proof of Lemma A.1. 
Appendix B. Comparison between dg˘(y, z) and |y − z|
In this subsection we establish the following estimate:
D
j
y
(
log|y − z| − logdg˘k (y, z)
)= O(ε2k |y|2−j ), for |z| < |y|2 and |y| < δ1ε−1k , (B.1)
for j = 1,2,3. We recall that g˘k = ε−2k φ∗gk is the blow-up metric, and we identify y, z ∈ T0M
with expy and exp z respectively, where exp is the exponential map at the origin with respect to
the metric g˘k . Thus, dg˘k (y, z) = dg˘k (expy, exp z).
Fix y and consider
f (z) = log|y − z| − logdg˘k (y, z), on |z| <
2
3
|y|,
as a function of z. We shall obtain the following estimate:
∣∣Djz f (z)∣∣ Cε2k |y|2−j , for |z| < |y|/2, j = 1,2,3. (B.2)
Then since Djyf (z) = (−1)jDjz f (z), (B.1) follows.
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we suppress the subscript k. By the definitions of g˘ and R˘ij lm(z) one obtains easily that
∇j R˘ijml(z) = O
(
ε
2+j
k
)
, j = 0,1,2.
As a consequence, using R˘(0) = |∇R˘(0)| = R˘ij (0) = 0, we have further:
R˘(z) = O(ε4k |z|2), R˘ij (z) = O(ε3k |z|). (B.3)
We also note the following simple estimate on dg˘ :
∣∣Djz (logdg˘(y, z))∣∣ C|y − z|−j , j = 1,2,3,4. (B.4)
We shall now derive an estimate on 2
g˘
f (z). By (A.4) and the definition of g˘, we have:
Pg˘,z logdg˘(y, z) = O
(
ε4k
)
, |z| < 2
3
|y|, |y| δ1ε−1k . (B.5)
Next, using (B.3) and (B.4), we can estimate the term:
(
Pg˘ −2g˘
)
logdg˘(y, z) = ∂m
(
g˘mi
(
2
3
R˘(z)g˘ij − 2R˘ij (z)
)
g˘lj ∂j
(
logdg˘(y, z)
))
= O(ε3k |y|−1).
Combining this with (B.5), we get:
2g˘,z
(
logdg˘(y, z)
)= O(ε3k |y|−1), |z| < 23 |y|, |y| δ1ε−1k . (B.6)
Finally, we consider the term 2
g˘,z
(log|y−z|). Since 2z(log|y−z|) = 0, it suffices to estimate
2
g˘,z
−2z . For any function u, we have, by direct computation:
2g˘,zu = g˘abg˘ij ∂ijabu+ 2∂ijau
(
∂bg˘
abg˘ij + g˘ab∂bg˘ij
)
+ ∂ij u
(
∂ag˘
ab∂bg˘
ij + 2g˘ai∂abg˘bj + g˘ab∂abg˘ij + ∂ag˘ia∂bg˘bj
)
+ ∂ju
(
∂ag˘
ab∂ibg˘
ij + g˘ab∂iabg˘ij
)
, (B.7)
where we used det(g˘) = 1. Using the expansion of g˘ij (z):
g˘ij (z) = δij + 13ε
2
k Rˆpijq(0)z
ij +O(ε3k |z|3),
where zij = zizj , and replacing u by log|y − z| in (B.7), we obtain:
2g˘,z
(
log|y − z|)= O(ε2k |y|−2), |z| < 2 |y|, |y| δ1ε−1k3
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2g˘,zf (z) = O
(
ε2k |y|−2
)
, |z| < 2
3
|y|, |y| δ1ε−1k . (B.8)
An estimate on the L∞ norm of f (z) is easily obtained:
dg˘(y, z) =
y∫
z
√
g˘ij (t)x
′
i (t)x
′
j (t) dt = |y − z|
(
1 +O(ε2k(|y|2 + |z|2))). (B.9)
Note that here we didn’t need the assumption: |z| < 23 |y|. From (B.9), we clearly have
f (z) = O(ε2k |y|2), |z| < 23 |y|, |y| < δ1ε−1k . (B.10)
With (B.8) and (B.10), we can apply the standard rescaling argument and elliptic theory to de-
rive (B.2).
Appendix C. Conformal normal coordinates
In this subsection we list some well-known facts for convenience. Let g be a metric on M and
let p ∈ M be a point. We emphasize that g and u are unrelated to the corresponding quantities
in other sections. Suppose that in normal coordinates around p the metric g satisfies det(g) = 1,
i.e., those normal coordinates are conformal normal coordinates at p. We will denote p as 0 and
consider the properties of g in a neighborhood of 0.
First, since det(g) = 1, the Laplacian is given by:
gu = ∂j
(
gij ∂ju
)= ∂jgij ∂ju+ gij ∂ij u. (C.1)
The second term Pgu−2gu of the Paneitz operator is given by:
divg
((
2
3
Rg − 2 Ric
)
du
)
= ∂m
((
2
3
Rgij − 2Rij
)
∂lug
lj gmi
)
. (C.2)
Further properties of conformal normal coordinates include:
Rij (0) = 0, (C.3)
Rij,k(0)+Rjk,i(0)+Rki,j (0) = 0, (C.4)
∇R(0) = 0, (C.5)
R(0) = −1
6
∣∣W(0)∣∣2, (C.6)
R(ij,kl)(0)+ 29R(pijm(0)Rpklm)(0) = 0, (C.7)
Rpijq,p(0) = Riq,j (0)−Rij,q(0). (C.8)
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all indices not contracted within a certain scope.
In normal (not necessarily conformal normal) coordinates, there holds:
gab(ξ) = δab + 13Raijb(0)ξ
ij + 1
6
Raijb,k(0)ξ ijk +O
(
r4
)
, r = |ξ |, (C.9)
and consequently, the same expansion holds for the inverse:
gab(ξ) = δab − 13Raijb(0)ξ
ij − 1
6
Raijb,k(0)ξ ijk +O
(
r4
)
. (C.10)
Here ξ ij denotes ξ iξ j , etc.
Taking a derivative:
∂cg
ab(ξ) = −2
3
Ra(ci)b(0)ξ i − 16
(
2Ra(ci)b,j (0)+Raijb,c(0)
)
ξ ij +O(r3). (C.11)
Contracting over to a and c and using (C.8):
∂ag
ab(ξ) = −1
6
(
2Rib,j (0)−Rij,b(0)
)
ξ ij +O(r3). (C.12)
Taking another derivative in (C.11):
∂cdg
ab(ξ) = −2
3
Ra(cd)b(0)
− 1
3
(
Ra(cd)b,i (0)+Riba(c,d)(0)−Raib(c,d)(0)
)
ξ i +O(r2). (C.13)
Contracting over a and c and using (C.8) and (C.3):
∂adg
ab(ξ) = 2
3
Rid,b(0)ξ i +O
(
r2
)
. (C.14)
Appendix D. A Pohozaev identity
In this appendix, we derive a Pohozaev identity for the equation
Pgu+ 2b = 2he4u. (D.1)
Throughout, we assume that det(g) = 1 over Ω which we take to be a ball centered at 0.
First, multiplying the right-hand side of (D.1) by ξ i∂iu and integrating by parts, we have:
∫
2he4uξ i∂iu = 12
∫
he4uξ iνi −
∫ (
2he4u + 1
2
ξ i∂ihe
4u
)
,Ω ∂Ω Ω
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we will throughout this appendix, the volume element dVg in the integral over Ω , and the area
element dAg in the integral over ∂Ω .
Next, we consider the term 2gu on the right-hand side of (D.1). Again, multiplying by the
same factor ξ · ∇u and integrating by parts, we get:
∫
Ω
2gu(ξ · ∇u) =
∫
Ω
∂i
(
gij ∂j (gu)
)
ξk∂ku
=
∫
∂Ω
gij ∂j (gu)ξ
k∂kuνi −
∫
Ω
gij ∂j (gu)∂i
(
ξk∂ku
)
= I1 −
∫
Ω
gij ∂j (gu)∂iu−
∫
Ω
gij ∂j (gu)ξ
k∂iku
= I1 −
∫
∂Ω
gijgu∂iuνj +
∫
Ω
(gu)
2 −
∫
∂Ω
gijguξ
k∂ikuνj
+
∫
Ω
gu∂j
(
gij ξk∂iku
)
= I1 − I2 +
∫
Ω
(gu)
2 − I3 +
∫
Ω
gijgu∂iju+
∫
Ω
guξ
k∂j
(
gij ∂iku
)
.
Here I1, I2 and I3 are boundary integrals. In order to compute the last two terms we now note:
gij ∂ij u = gu− ∂igij ∂ju,
∂j
(
gij ∂iku
)= ∂k(gu)− ∂ikgij ∂ju− ∂kgij ∂ij u.
These imply:
∫
Ω
gijgu∂iju =
∫
Ω
(gu)
2 −
∫
Ω
gu∂ig
ij ∂ju =
∫
Ω
(gu)
2 −B3,
and
∫
Ω
guξ
k∂j
(
gij ∂iku
)=
∫
Ω
ξkgu∂k(gu)−
∫
Ω
ξkgu∂ikg
ij ∂ju−
∫
Ω
ξkgu∂kg
ij ∂ij u
= 1
2
∫
Ω
ξk∂k
(
(gu)
2)−B1 −B2
= 1
2
∫
(ξ · ν)(gu)2 − 2
∫
(gu)
2 −B1 −B2.
∂Ω Ω
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∫
Ω
2gu(ξ · ∇u) = I1 − I2 − I3 +
1
2
I4 −B1 −B2 −B3.
Finally, we consider the second term in the Paneitz operator. As before, we multiply by ξk∂ku
and integrate by parts:
∫
Ω
∂m
(
gmi
(
2
3
R(ξ)gij − 2Rij (ξ)
)
glj ∂lu
)
ξk∂ku
=
∫
∂Ω
gmi
(
2
3
R(ξ)gij − 2Rij (ξ)
)
glj ∂luξ
k∂kuνm
−
∫
Ω
gmi
(
2
3
R(ξ)gij − 2Rij (ξ)
)
glj ∂lu
(
∂mu+ ξk∂mku
)
= C1 −
∫
Ω
gmi
(
2
3
R(ξ)gij − 2Rij (ξ)
)
glj ∂lu
(
∂mu+ ξk∂mku
)
.
Since Rij (0) = 0, R(0) = 0, and ∂iR(0) = 0, we see that C1 above can be written as
C1 =
∫
∂Ω
(−2Rij,l(0)∂ju∂kuξ lξ kνi +O(r3)|Du|2), r = |ξ |.
We also estimate the second term:
∫
Ω
gmi
(
2
3
R(ξ)gij − 2Rij (ξ)
)
∂lug
lj
(
∂mu+ ξk∂mku
)
=
∫
Ω
((
O
(
r2
)− 2Rij,s(0)ξ s)∂luglj (∂iu+ ξk∂iku)+O(r3)|Du|(|Du| + r∣∣D2u∣∣))
=
∫
Ω
((
O
(
r2
)− 2Rij,s(0)ξ s)∂ju(∂iu+ ξk∂iku)+O(r3)|Du|(|Du| + r∣∣D2u∣∣))
=
∫
Ω
(−2Rij,l(0)ξ l∂ju(∂iu+ ξk∂iku)+O(r2)|Du|2 +O(r4)∣∣D2u∣∣).
Finally, putting all the estimates together, we obtain the final form of our Pohozaev identity:
∫
Ω
(
2he4u + 1
2
ξ i∂ihe
4u
)
=
∫ (1
2
heuξ iνi − gij ∂i(gu)∂kuξkνj + gijgu∂iuνj∂Ω
3928 G. Weinstein, L. Zhang / Journal of Functional Analysis 257 (2009) 3895–3929+ gijguξk∂ikuνj − 12 (gu)
2ξ iνi
)
+
∫
Ω
(
gu∂ig
ij ∂ju+ ξkgu∂ikgij ∂ju+ ξkgu∂kgij ∂ij u− 2bξ i∂iu
)
+ 2
∫
∂Ω
(
Rij,l(0)∂ju∂kuξ lξ kνi +O
(
r3
)|Du|2)
−
∫
Ω
(
2Rij,l(0)
(
∂ju∂iuξ
l + ∂ju∂ikuξkξ l
)+O(r2)|Du|2 +O(r4)∣∣D2u∣∣). (D.2)
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