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Shape-Constrained Regression using Sum of Squares
Polynomials
Mihaela Curmei∗ and Georgina Hall†
Abstract
We consider the problem of fitting a polynomial to a set of data points, each data point
consisting of a feature vector and a response variable. In contrast to standard least-squares
polynomial regression, we require that the polynomial regressor satisfy shape constraints, such
as monotonicity with respect to a variable, Lipschitz-continuity, or convexity over a region.
Constraints of this type appear quite frequently in a number of areas including economics,
operations research, and pricing. We show how to use semidefinite programming to obtain
polynomial regressors that have these properties. We further show that, under some assumptions
on the generation of the data points, the regressors obtained are consistent estimators of the
underlying shape-constrained function that maps the feature vectors to the responses. We
apply our methodology to the US KLEMS dataset to estimate production of a sector as a
function of capital, energy, labor, materials, and services. We observe that it outperforms the
more traditional approach (which consists in modelling the production curves as Cobb-Douglas
functions) on 50 out of the 65 industries listed in the KLEMS database.
Keywords: Polynomial regression, semidefinite programming, consistent estimators, sum of squares poly-
nomials, convex regression, production functions.
1 Introduction
Regression is a fundamental problem in statistics and machine learning, appearing across all areas,
from the social sciences to engineering. Its goal is to estimate a relationship between feature vectors
and response variables from observed feature vector-response variable pairings. As an example,
consider the manager of a second-hand car dealership who wishes to infer from past sales the price
at which (s)he should sell a newly acquired car based on the car’s make, brand, mileage, power,
and age. In this case, the second-hand car’s price is the response variable, its make, brand, mileage,
power, and age are its features, and the observed feature vector-response variable pairings are the
past sales. One of the approaches used to infer this relationship is to search for a function which
maps the feature space to the response space, from within a set of parametric functions. Linear
regression, for example, corresponds to the case where the set of parametric functions considered
is the set of linear functions. Deciding which function to select among this set relies on the use of a
loss function, which is a way of measuring the loss or distance between the value that is predicted
by the parametric function on the observed feature vector, on the one hand, and the corresponding
true response variable, on the other. The function that is selected as most accurate is the one that
gives rise to the smallest loss. We call this function the regressor.
∗Mihaela Curmei is with the department of Electrical Engineering and Computer Science at the University of
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In general, the family of parametric functions from which the regressor is picked is a large one.
This allows for a more complex (and hopefully more accurate) model of the relationship between
features and response. Increasing the size of the parametric family comes however with downsides:
as the number of parameters that describe the family increases, the model can overfit the observed
data, generalizing poorly to new data and exhibiting behavior that should not occur in the context
of the application (e.g., prices going negative). A popular work-around to this issue is to add
regularization to the model: this is a process through which candidate regressors are filtered out
if they are, e.g., too complex, or do not fit the bill in some other way. The ability to filter out
certain candidates supposes of course that one is able to distinguish between acceptable candidates
and non-acceptable ones. In other words, regularization is only possible if we have access to some
additional prior knowledge of the model.
As it turns out, additional information that is generally available for regression models relates
to the shape of the regressor. We may know for example whether a response increases or decreases
with a feature. Considering the second-hand car example previously mentioned, we could expect
that its price increases with its power, but decreases with its mileage. We may even have some
sense as to whether the response variable is convex or concave in a feature: we can imagine, e.g.,
that the price of a second-hard car could be convex in its age as it goes from brand-new to old
to vintage. As a consequence, when running a regression model, we may want to regularize our
model by restricting ourselves to the candidate functions that have these shape particularities: this
is what we call shape-constrained regression, which is the subject of study of this paper.
We consider here two types of shape constraints: convexity constraints and what we call bounded-
derivative constraints (see Section 2 for a formal definition). Bounded-derivative constraints include
as subcases both the case where the regressor is constrained to be monotone and the case where it
is constrained to be Lipschitz-continuous with a fixed Lipschitz constant. We focus on the convex
and bounded-derivative settings as they are those that appear most frequently in applications. A
short and non-exhaustive list of areas where convex-constrained regression appears, e.g., includes
economics [40], psychology [19], electrical engineering [25]), and medicine [44]. Similarly, the need
for monotone-constrained regression occurs in medicine [30], biology and environmental engineer-
ing [47], electrical and computer engineering [41, 42], economics [4], and civil engineering [11].
We further focus on shape-constrained polynomial regression. In other words, the parametric
family we restrict ourselves to is the set of (multivariate) polynomial functions. Two reasons
motivate this choice. First, polynomial functions are incredibly expressive, particularly in the set-up
that we consider: we assume throughout that the feature vectors lie in a box and that the response
variable is a continuous function of the features. These two assumptions are not as restrictive as
they may sound. It is generally the case that for each feature, a range of possible values is known
even if very wide. Regarding continuity, smoothness is often a property that is independently
required in a regressor (see, e.g., [39] where techniques to smooth a piecewise linear regressor are
discussed). Under these assumptions, of course, polynomial functions are able to approximate
arbitrarily well the relationship between feature vectors and response variables. The second reason
for choosing polynomial functions as our parametric family is because they are amenable to the
use of certain algebraic techniques (described in Section 3.2) which make imposing monotonicity
and convexity, among other shape constraints, a feasible task computationally-speaking. More
specifically, we show that solving a shape-constrained polynomial regression problem can be dealt
with using semidefinite programming. The semidefinite programs obtained have nice computational
properties: their size does not scale with the number of datapoints and scales polynomially in the
number of features. Furthermore, obtaining a response corresponding to a new feature vector is
very easy as it simply amounts to evaluating the polynomial regressor on this feature vector. All
in all, by using polynomial functions, we are able to impose shape constraints on our regressor in
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a tractable way without sacrificing richness of the model. This is in contrast to a number of other
methods, which we review now. After the literature review, we wrap up the introduction by giving
the main contributions of the paper.
1.1 Literature relating to shape-constrained regression
As shape-constrained regression is such a fundamental problem, the literature relating to it is boun-
tiful. It centers around two types of shape constraints: convexity constraints, which we consider,
and monotonicity constraints, which are slightly more restrictive than the bounded derivative con-
straints that we consider. To the best of our knowledge however, there are no publications devoted
to the bounded derivative case. We thus review the monotone regression literature only, noting
that many techniques described there can in fact be extended to the bounded-derivative case.
1.1.1 A review of the literature on convex regression
We focus here on the literature devoted to multivariate convex regression as it is our space of
interest. A separate literature exists for the univariate case, which we do not cover here.
The main results in multivariate convex regression revolve around the convex least-squares
estimator, introduced in [27] and [29], which is obtained, as can be inferred from its name, by
searching for a function among the set of convex functions that minimizes the least squares error
between predicted values and measured values. Surprisingly, this problem is tractable and can be
reduced to a quadratic program. The estimator thus obtained is a piecewise linear function and
computing a prediction from a new feature vector can be done by solving a linear program; see [33].
It is interesting to contrast this to our results. As mentioned above, the estimator we obtain is a
polynomial (so smooth), and its computation involves solving a semidefinite program, which is in
theory a more expensive optimization problem to solve than a quadratic program. The quadratic
program that appears here however has a number of variables that scales linearly and a number of
constraints that scales quadratically with the number of data points. This is in opposition to our
semidefinite program, whose size does not depend on the number of data points. It could happen, as
a consequence, that the quadratic program be more time-consuming to solve than the semidefinite
program, depending on the number of points. In terms of dependency on the number of features,
both programs scale polynomially with this dimension. Another point of contrast between the two
method relates to the difficulty of obtaining a prediction from a new feature vector: for the convex
least-squares estimator, one needs to solve a linear program; in our case, a simple polynomial
evaluation suffices. Additional work on the convex least-squares estimator has been done in [35]
and [49], who show that it is a consistent estimator of the true underlying function. The proof
of consistency of our estimator owes many of its key ideas to the consistency proof in [35]. Some
more recent work on the topic of the convex least-squares estimator includes the work in [39] which
proposes a faster algorithm to compute it which leverages the problem structure. They also develop
techniques to smooth the piecewise linear function obtained and to constrain the function to be
Lipschitz continuous. Another line of work has focused on bounding the number of breakpoints
of the convex least-squares estimator, the goal being to restrict the size of the quadratic program
that needs to be solved to obtain it; see, e.g., [26] and [36]. Choosing an appropriate number of
breakpoints and how to partition the space with these breakpoints then becomes the main difficulty.
An orthogonal line of work to that described above appears in [1] and [2]. These papers both
rely on the second-order characterization of convexity and involve constraining the Hessian of the
function to be positive semidefinite to enforce convexity of the regressor. To achieve this, the space
of interest is discretized via a mesh: the Hessian is then required to be positive semidefinite at the
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nodes of the mesh and a finite-difference approximation is used to ensure convexity of the Hessian
over the whole space. The main caveat of this method is that it is very computationally intensive in
high dimension. In particular, it involves semidefinite programs whose sizes are linear in the number
of mesh nodes, which are themselves exponential in the number of features. As stated above, this
is in contrast to our method, which involves semidefinite programs that scale polynomially with
the number of features.
The last line of work that we wish to review here appears in [37]. From a content perspective,
this is the paper that is most closely related to ours. Indeed, similarly to us, the setting considered
is that of multivariate polynomial regression and convexity of the regressor is enforced via the use of
sum of squares polynomials. The main differences between their work and ours is that they focus on
convexity only (whereas we consider other settings such as monotonicity and Lipschitz-continuity)
and there is no statistical analysis of the regressor they propose. It is interesting to note that
semidefinite programming has been used outside of regression to enforce structural properties such
as convexity. An example involving probability distributions, e.g., has appeared in [43].
1.1.2 A review of the literature on monotone regression
We focus again here on multivariate monotone regression and leave the univariate monotone regres-
sion literature aside. Within the multivariate literature, approaches can be split into five different
categories with only the last one leading to a polynomial regressor (which is our setting). The first
four methods are computationally quite intense, with the second, third, and fourth being exponen-
tial in the number of features, while our method is polynomial in the number of features. The fifth
method that we touch upon corresponds to the univariate setting of our method, which is of course
a simpler setting to deal with. In particular, the sum of squares techniques presented in Section
3.2 have some specific properties in the univariate case which are lost in the multivariate setting.
We now go into more detail for each approach.
The first approach relies on the use of Artificial Neural Networks (ANN). The easiest way to
guarantee that an ANN outputs an increasing function with respect to all features is to keep the
edge weights in the neural net nonnegative, see [50, 32, 14, 15, 52]. However, it was shown in
[13] that in order for a neural network with nonnegative weights to approximate arbitrarily well
any monotonically increasing function in n features, the ANN must have n fully connected hidden
layers, which can lead to computational limitations and requires a large training dataset.
The following three methods (lattice methods, regression trees, and isotonic regression) all
involve breaking the space down into smaller subset. Lattice methods (see, e.g., [23]) involve
discretizing the feature space via a mesh. To each data point X in the feature space, a vector of
linear interpolation weights, φ(X), is then associated. This vector reflects the distance of X to
its closest mesh nodes. Computing the regressor amounts to finding a linear combination of φ(X)
which minimizes some loss function. If the coefficients that appear in the linear combination satisfy
some pairwise constraints, then the regressor is guaranteed to be monotone. For regression trees,
the feature domain is also partitioned into smaller subdomains where interactions between features
are more manageable. On each subdomain, a fit to the data is computed, and to obtain a function
over the whole domain, the subdomain fits are aggregated, via, e.g., gradient boosting; see [10,
17, 45, 18]. Monotonicity of the regressor is obtained by enforcing monotonicity on each subregion
as aggregation maintains this structural property [12, 28]. Finally, isotonic regression—initially
developed for the univariate monotone regression case—can be generalized to the multivariate
setting. In this method, the feature space is discretized via a mesh once again and a piecewise
constant function f is fitted to the data in such a way that f(xi) ≤ f(xj) if xi and xj are nodes
of the mesh and xi ≤ xj , where ≤ is some partial or total ordering. As all three methods involve
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breaking the feature space down into smaller subsets, they all suffer from the same drawback: the
size of the problems scales exponentially with the features. As mentioned above, this is in contrast
to our model where the size of the semidefinite program obtained scales polynomially in the number
of feaures. Furthermore, the regressors obtained in the papers mentioned above are nonsmooth and,
in the case of isotonic regression, nondifferentiable, which once again is in stark contrast to our
set-up.
Monotone polynomial regression has only been very lightly touched upon in the literature. Most
methods that give rise to a polynomial regressor typically involve adding monotone univariate
polynomials together to obtain a (separable) monotone multivariate polynomial. This of course is
less than ideal as it ignores possible interactions between features. The only paper that appears
in the literature and that resembles ours to some degree is [51]. In it, the authors use semidefinite
programming to enforce monotonicity of their polynomial regressor and show its consistency. The
main difference with our work lies in the fact that they only consider the simpler univariate setting.
1.2 Outline and contributions
The goal of this paper is to study the problem of (multivariate) shape-constrained polynomial
regression, which is the problem of fitting a multivariate polynomial regressor to datapoints with
constraints on the shape of the regressor. We focus on two types of shape constraints here: convexity
constraints and bounded-derivative constraints, with both of these shape constraints being required
to hold only over a box, rather than globally. We formally define these concepts in Section 2. We
then formulate the problem of obtaining shape-constrained regressors as optimization problems.
We show that, as is, these optimization problems are intractable (Section 3.1), but that they can
be approximated arbitrarily well using sum of squares polynomials, a concept defined in Section
3.2. The resulting approximations are tractable semidefinite programs (Section 3.3) that have the
key properties of not scaling with the number of datapoints and only scaling polynomially with
the number of features. In Section 4, we further show that, despite the restriction to polynomial
regressors and the approximations of the initial intractable optimization problem, the polynomial
regressors obtained remain consistent estimators of the true underlying function from which the
data has been generated. This is a fundamental property to have as it guarantees that if we had
an infinite number of datapoints (which can be viewed as the best-case scenario), then we would
be able to recover the true relationship between feature vectors and response variables. Finally,
in Section 5, we present two sets of computational results. One is the outcome of applying our
method to datasets generated synthetically. In this case, we are able to observe that when the
datapoints are obtained in a noisy fashion, running shape-constrained regression as opposed to
regular regression leads to more robust estimators of the underlying function. It also gives rise to
a regressor with better generalization error than its unconstrained counterpart. The second set of
computational results presented here is the outcome of applying our methodology to a well-known
dataset (the KLEMS database) which appears in economics and relates production of a sector back
to capital, labor, energy, materials, and services. We observe that we are able to outperform the
more traditional approach (which uses Cobb-Douglas functions) on 50 out of the 65 sectors listed
in the KLEMS database. Additional applications to California housing and weekly-wage datasets
can be found at https://github.com/mcurmei627/dantzig/tree/master/Experiments.
2 Mathematical formulation of the problem
Throughout the paper, we operate with m pairs (Xi, Yi)i=1,...,m of data, where Xi ∈ Rn is a feature
vector and Yi ∈ R is the corresponding response variable. We occasionally use the notation Xji
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to refer to the jth component of vector Xi. Our only assumption regarding the data at this point
is that there exists a full-dimensional box B such that Xi ∈ B, ∀i = 1, . . . ,m. Recall that a box
B ⊆ Rn is a set of the following form:
B = {(x1, . . . , xn) ∈ Rn | li ≤ xi ≤ ui, ∀i = 1, . . . , n} (1)
where l1, . . . , ln, u1, . . . , un are scalars such that li ≤ ui, ∀i = 1, . . . , n. We say that B is full-
dimensional in the particular case where li < ui, ∀i = 1, . . . , n. In practice, this assumption is
quite easily verified: each feature tends to have a natural range (which can potentially be quite
large) in which it lies. Note that for the moment we are not making any assumptions regarding
the way in which the data is generated: we are not assuming, for example, that the feature vectors
are realizations of independent random variables. Assumptions of this type only come into play in
Section 4, so we make them explicit then.
In a standard polynomial regression setting, the goal is to fit a multivariate polynomial function
p : Rn 7→ R of degree d to the data in such a way that the least squares error between the predicted
values and the observed values is minimized. In other words, if we denote by Pn,d the set of
polynomials in n variables and of degree d, we solve
min
p∈Pn,d
m∑
i=1
(Yi − p(Xi))2. (2)
As p is finitely parameterized by its coefficients, this is a quadratic program, which can be solved
in polynomial time. Our contributions can be viewed as a refinement of the standard model where
shape constraints on the regressor p are required. As mentioned previously, we focus on two specific
cases of shape constraints in this paper which we define now.
Definition 1 (Convexity over a box). A function f is convex over a box B if for any x, y ∈ B and
for any λ ∈ [0, 1], we have
f(λx+ (1− λ)y) ≤ λf(x) + (1− λ)f(y).
Being convex over a box is evidently less restrictive than being globally convex. Similarly to
global convexity, we can define a second-order characterization of convexity over a box.
Proposition 2.1. Let ∇2f(x) be the Hessian of f at point x. If B is a full-dimensional box and
f is twice-differentiable, then f is convex over B if and only if ∇2f(x)  0, for all x ∈ B.
This result is well-know and can be found, e.g., in [7, Section 1.1.4]. Examples of applications
where one would require such a shape constraint appear in Section 1. We mostly use the second
characterization of convexity over a box. This can be done as our box B is assumed to be full-
dimensional and p is twice differentiable.
The second shape constraint we may wish to impose is a requirement on the derivatives of
the regressor, namely that they be bounded. To this effect, we define the concept of K-bounded
derivatives.
Definition 2 (K-bounded derivatives). Given (possibly infinite) real numbers K−1 ,K
+
1 , . . . ,K
−
n ,K
+
n
and the associated vector K := (K−1 ,K
+
1 , . . . ,K
−
n ,K
+
n ), a continuously-differentiable function f is
said to have K-bounded derivatives over a box B if, for all i = 1, . . . , n,
K−i ≤
∂f(x)
∂xi
≤ K+i ,∀x ∈ B. (3)
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Note that any continuously differentiable function over a compact set has bounded derivatives.
Hence, for any continuously differentiable f over B, there always exists a vector K such that (3)
holds. The specificity of this constraint though is that K is part of the input and fixed a priori.
The notion of K-bounded derivatives subsumes many other notions, such as monotonicity and
Lipschitz-continuity. In the case of monotonicity, requiring e.g. that f be increasing in the variable
xi (i.e., f(x1, . . . , xi, . . . , xn) ≤ f(x1, . . . , xi+h, . . . , xn) for all (x1, . . . , xn) ∈ B and h > 0 such that
(x1, . . . , xi + h, . . . , xn) ∈ B) is equivalent, for continuously differentiable functions, to requiring
that ∂f(x)∂xi ≥ 0,∀x ∈ B. This corresponds to taking K
−
i = 0 and K
+
i = +∞ in the bounded
derivative setting. A similar reasoning can be applied to the decreasing case. In the case of
Lipschitz-continuity, we would like to impose that |f(x) − f(y)| ≤ M ||x − y|| for a fixed positive
scalar M , some norm ||.||, and any x, y ∈ B. This is equivalent to requiring that −M ≤ ∂f(x)∂xi ≤M
for all x ∈ B and any i = 1, . . . , n, provided that the norm chosen above is the 1-norm. To see this
equivalence, note that the implication follows immediately by taking y = x + hei where ei is the
vector of all zeros except for a one in ith position. The converse is a consequence of the multivariate
mean value theorem and Ho¨lder’s inequality. Hence, if we take K−i = −M and K+i = M for all
i = 1, . . . , n in the bounded derivative setting, we obtain a regressor that is M -Lipschitz.
For each type of constraint, we can define the correspondingly constrained polynomial regressor.
Let g¯m,d : Rn → R be the solution of the following optimization problem:
g¯m,d : = arg min
g∈Pn,d
m∑
i=1
(Yi − g(Xi))2
s.t. Hg(x)  0, ∀x ∈ B.
(4)
Thus defined, g¯m,d exists, is unique, and is convex over B. It is a function of both the degree
(which is chosen by the user) and the datapoints (Xi, Yi)i=1,...,m. We use the subscripts d and
m respectively to denote these dependencies. We refer to Problem (4) in the rest of the paper
as convex (polynomial) regression. Likewise, for the bounded derivative setting, we can define
h¯m,d : Rn → R to be the solution of the following optimization problem:
h¯m,d : = arg min
h∈Pn,d
m∑
i=1
(Yi − h(Xi))2
s.t. K−i ≤
∂g(x)
∂xi
≤ K+i , ∀i = 1, . . . ,m, ∀x ∈ B.
(5)
As before, h¯m,d thus defined exists, is unique, and depends both on the degree (which is chosen
by the user) and the datapoints (Xi, Yi)i=1,...,m. Furthermore, h¯m,d has K-bounded derivatives.
We refer to Problem (5) in the rest of the paper as (polynomial) bounded derivative regression.
Throughout, we assume that m is large enough so that the solution to either problem (4) or problem
(5) (depending on the context) is unique. Note that if the datapoints are generated randomly, this
occurs with high probability when m is larger than
(
n+d
d
)
. Further note that we consider here
both problems separately, though this need not necessarily be done. Indeed, one can easily imagine
settings where we would require both types of constraints.
It is natural to wonder whether problems (4) and (5) can be solved as is. In Section 3, we show
that these problems are in fact not tractable and propose a sum of squares-based approximation
to them. One can then consider how good the resulting polynomial regressors are under some
assumptions on the generative model for the data. This is the focus of Section 4.
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3 Computational considerations
As mentioned in Section 2, the optimization problems in (4) and (5) are intractable. We formally
show this in Section 3.1. We then review sum of squares polynomials and related concepts in
Section 3.2, as this will be the basis of the approximations we present in Section 3.3.
3.1 Hardness results
We show in this section that testing whether a polynomial has K-bounded derivatives over a box,
even in the simple case where the polynomial is cubic, is a hard problem. It follows that one cannot
hope to optimize over this set of polynomial functions as is done in (5). It has already been shown
in another paper by one of the authors [3] that it is hard to test whether a polynomial is convex
over a box. We refer the reader to the paper for a complete proof of the result, but nevertheless
rewrite the statement here for completeness. This result also implies that optimizing over the set
of polynomials which are convex over a box, as is done in (4), is hard.
Theorem 3.1 (Proposition 2.7 of [3]). The problem of testing whether a polynomial p is convex
over a box B is strongly NP-hard for any d ≥ 3.
The proof of this theorem is based on a reduction from the problem of testing whether a matrix
whose entries are affine polynomials in x is positive semidefinite for all x in a full-dimensional box
B. It is also shown that for degrees 1 and 2 (respectively affine functions and quadratic functions),
the problem is polynomial-time solvable, which implies that this result is minimal in the degree of
the polynomial.
Theorem 3.2. The problem of testing whether a polynomial p has K-bounded derivatives is strongly
NP-hard for any d ≥ 3.
The proof of this theorem is based on the famous MAX-CUT problem and is given in Ap-
pendix A.
Similarly to Theorem 3.1, Theorem 3.2 is minimal in the degree of the polynomial. Indeed,
testing whether a quadratic or affine polynomial p has K-bounded derivatives over B can be done
in polynomial time. For affine polynomials, this is equivalent to testing whether ∂p/∂xi, which is a
constant, belongs to [K−i ,K
+
i ] for all i = 1, . . . , n. This can of course be done in polynomial time.
For quadratic polynomials, testing whether it has K-bounded derivatives over B amounts to testing
whether the linear function ∂p(x)∂xi is in [K
−
i ,K
+
i ] for any x ∈ B, for all i = 1, . . . , n. This can be
done by solving a sequence of linear programs indexed by i where the objective we maximize (resp.
minimize) is ∂p(x)∂xi and the constraints are given by the box. As linear programs can be solved in
polynomial time and testing whether the optimal value obtained is larger (resp. smaller) than K+i
(resp. K−i ) can also be done in polynomial time, the quadratic case is tractable.
It follows from Theorems 3.1 and 3.2 that optimization problems (4) and (5) are intractable.
We consequently introduce sum of squares-based approximations of (4) and (5) in Section 3.3.
Before doing this however, we briefly review the concept of sum of squares polynomials and some
key results in the area.
3.2 Review of Sum of Squares Polynomials
To make this paper self-contained, this section briefly introduces the concept of sum of squares
polynomials with some related results. A more extensive collection of results on the topic can be
found in [9] and the references therein.
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We say that a polynomial p of degree 2d and in n variables is a sum of squares (sos) polynomial
if p can be written as
p(x1, . . . , xn) =
r∑
i=1
q2i (x1, . . . , xn)
for some polynomials qi of degree d and in n variables. We denote by Σn,2d the set of sos polynomials
in n variables and of degree 2d. Sum of squares polynomials combine a few characteristics that
make them very useful in practice. First, testing membership to Σn,2d can be done in polynomial
time. Indeed, a polynomial p(x1, . . . , xn) of degree 2d is sos if and only if there exists a positive
semidefinite matrix Q such that p(x) = z(x)TQz(x), where z(x) = [1, x1, . . . , xn, . . . , x
d
n]
T . It
follows that testing membership to Σn,2d is equivalent to solving a semidefinite program, which
can be done to arbitrary accuracy in polynomial time. Second, sum of squares polynomials can be
used to algebraically certify nonnegativity of a polynomial over a basic semialgebraic set, i.e., a set
defined by a finite number of polynomial inequalities. The exact form of the algebraic certificate
varies together with the assumption(s) on the basic semialgebraic set and all results of this type are
regrouped under the name of Positivstellensa¨tze. We make use of one such Positivstellensatz in this
paper, due to Putinar, which we give below. In this case, the assumption on the basic semialgebraic
set is that it is Archimedean. This is a slightly stronger requirement than compactness which is
trivially satisfied by the sets that we consider (boxes). As a consequence, we do not give an exact
definition of this notion but instead refer the reader to [34] if this is of interest.
Theorem 3.3 (Putinar). Let g1, . . . , gs be polynomials in n variables such that the set
Ω := {x ∈ Rn | g1(x) ≥ 0, . . . , gn(x) ≥ 0}
is Archimedean. If a polynomial p is positive on Ω, then there exist sos polynomials s0, . . . , ss such
that
p(x) = s0(x) + s1(x)g1(x) + . . .+ ss(x)gs(x). (6)
The combination of these two results implies that, to show nonnegativity of a polynomial over
an Archimedean basic semialgebraic set, one can simply search for sum of squares polynomials that
verify (6). This is a semidefinite program if the degree of the polynomials involved is fixed. When
the polynomial is positive over this set, such a decomposition is actually guaranteed to exist and
so, by increasing the degree of the sos polynomials in the decomposition, we will eventually recover
a certificate of nonnegativity of the polynomial over the set. This is particularly valuable as testing
whether a polynomial is nonnegative over a set is NP-hard to do, even when the polynomial is a
quadratic function and the set is defined by linear inequalities. The caveat of course when searching
for sum of squares certificates is that one does not know a priori how high the degree of the sum
of squares polynomials must be in order to obtain a decomposition. It can be shown in fact that
an explicit bound that depends only on the number of variables of the polynomial and its degree
cannot be obtained.
Another concept that will be useful to us in Section 3.3 is that of sum of squares matrices, which
are a generalization of sos polynomials to polynomial matrices. Recall that a polynomial matrix
is a matrix with entries that are polynomials. We say that a t × t polynomial matrix M(x) is an
sos matrix if there exists a t′ × t polynomial matrix V (x) such that M(x) = V (x)TV (x). This is
equivalent to requiring that, for y ∈ Rn, yTM(x)y be a sum of squares (polynomial) in x and y.
As a consequence, testing whether a given polynomial matrix is an sos matrix can again be done
by solving a semidefinite program. We denote by ΣMn,2d,t the set of sos matrices of size t × t and
with entries that are polynomials of degree 2d and in n variables. Scherer and Hol [48] generalized
Theorem 3.3 to this setting: we give their theorem below.
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Theorem 3.4 (Scherer and Hol). Let g1, . . . , gs and Ω be as defined in Theorem 3.3. If a symmetric
polynomial matrix H(x) is positive definite on Ω (i.e., H(x)  0,∀x 6= 0 in Ω), then there exist sos
matrices S0(x), S1(x), . . . , Ss(x) such that
H(x) = S0(x) + g1(x) · S1(x) + . . .+ gs(x) · Ss(x).
3.3 Sum of Squares Approximations
Using the results given in Section 3.2, we are able to reformulate the optimization problems (4) and
(5), which are of interest to us, using sum of squares polynomials and matrices. For (4), we replace
the constraint Hg(x)  0, ∀x ∈ B by a sum of squares-based condition as indicated in Theorem
3.4. This can be done as Hg is a symmetric polynomial matrix. Likewise, for (5), we replace the
constraints K−i ≤ ∂g(x)∂xi ≤ K
+
i for all i = 1, . . . ,m and x ∈ B by sum of squares-based constraints
as indicated in Theorem 3.3. Again, this is only possible as ∂g(x)∂xi is a polynomial function for all
i = 1, . . . ,m.
When using both Theorem 3.3 and Theorem 3.4, we consider Ω = B. Note that both theorems
depend not only on the set that Ω defines, but on the way it is defined. We choose to use the
following representation of B,
B = {(x1, . . . , xn) | (ui − xi)(xi − li) ≥ 0, i = 1, . . . , n}, (7)
which is different, but equivalent, to that given in (1). This is because this particular representation
enables us to take
gi(x) = (ui − xi)(xi − li), i = 1, . . . , n,
thus leading to only n defining inequalities of B rather than 2n as we would have had, had we used
the representation given in (1). This gives rise to the following optimization problems.
Definition 3. We define g˜m,d,r to be the solution to the following optimization problem:
g˜m,d,r : = arg min
g∈Pn,d,S0,...,Sn∈ΣMn,2r,n
m∑
i=1
(Yi − g(Xi))2
s.t. Hg(x) = S0(x) + g1(x)S1(x) + . . .+ gn(x)Sn(x).
(8)
Definition 4. We define h˜m,d,r to be the solution to the following optimization problem:
h˜m,d,r : = arg min
h∈Pn,d,s+ij ,s−ij∈Σn,2r
m∑
i=1
(Yi − h(Xi))2
s.t. K+i −
∂h(x)
∂xi
= s+i0(x) + s
+
i1(x)g1(x) + . . .+ s
+
in(x)gn(x), i = 1, . . . , n,
∂h(x)
∂xi
−K−i = s−i0(x) + s−i1(x)g1(x) + . . .+ s−in(x)gn(x), i = 1, . . . , n.
(9)
These sum of square-based approximations of g¯m,d and h¯m,d have the following property.
Theorem 3.5. For fixed d and large enough m so that the solutions of (4) and (5) are unique, we
have
lim
r→∞ supx∈B
|g¯m,d(x)− g˜m,d,r(x)| → 0 (10)
and
lim
r→∞ supx∈B
|h¯m,d(x)− h˜m,d,r(x)| → 0. (11)
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The proof of this theorem is a consequence of Theorems 3.3 and 3.4 and is given in Appendix
B—it is (surprisingly) not as as straightforward to derive as one would assume. The result states
that we can recover an arbitrarily accurate approximation of g¯m,d and h¯m,d. The approximations
g˜m,d,r and h˜m,d,r have some appreciable characteristics. For instance, as they are polynomials, they
are smooth functions. Furthermore, g˜m,d,r is certifiably convex over B and h˜m,d,r has certifiable
bounded derivatives: it suffices to exhibit the sum of squares polynomials as certificates to convince
ourselves that such properties hold. In terms of computation, the size of the semidefinite programs
that need to be solved to obtain g˜m,d,r and h˜m,d,r scale polynomially in the number n of features.
Adding additional data points to the problem does not impact the size of the semidefinite program
as it only adds terms to the objective. Finally, in Section 4, we also show that under certain
generative assumptions on the data, in particular assuming that Yi is a noisy evaluation of a
function f at Xi, both g˜m,d,r and h˜m,d,r are consistent estimators of the underlying function f .
3.4 Exactitude of the Sum of Squares Approximations in some Cases
In Definitions 3 and 4, we have replaced our initial nonnegative or positive semidefinite constraints
by sum of squares-based relaxations. As shown in Theorem 3.5, by doing so, we can recover
arbitrarily accurate approximations of the solutions g¯m,d and h¯m,d. It so happens that in certain
cases problems (4) and (5) can be exactly solved using sum of squares polynomials; i.e., the solutions
to problems (8) and (9) are g¯m,d and h¯m,d. These cases correspond to g¯m,d and h¯m,d being quadratic
functions, or separable functions. Both cases can be quite valuable in practice so we explicitly write
out the optimization problems that they correspond to.
3.4.1 The quadratic case
In this case, we enforce that g¯m,d and h¯m,d have degree d = 2, which amounts to solving problems
(4) and (5) with d = 2. In the case where we would like to enforce K-bounded derivatives, we
make use of a result that appears in [24, Proposition I.1.] which gives us a Positivstellensatz for
positivity of linear forms over compact convex polyhedra.
Lemma 3.6. Let Ω be a compact convex polyhedron Rn with nonempty interior, defined by gi(x) ≥
0, i = 1, . . . , s, where gi(x) = α
T
i x + γi are linear functions, with αi ∈ Rn and γi ∈ R. If p(x) is a
linear function that is nonnegative over Ω, then there exist nonnegative scalars λ1, . . . , λs such that
p(x) = λ0 + λ1g1 + . . .+ λsgs.
We can then obtain h¯m,2 by solving the following optimization problem:
h¯m,2 : = arg min
h∈Pn,2,λ−ij ,λ+ij ,τ−ij ,τ+ij∈R
m∑
i=1
(Yi − h(Xi))2
s.t. K+i −
∂h(x)
∂xi
= λi0 +
n∑
j=1
λ+ij(uj − xj) + λ−ij(xj − lj), i = 1, . . . , n,
∂h(x)
∂xi
−K−i = τi0 +
n∑
j=1
τ+ij (uj − xj) + τ−ij (xj − lj), i = 1, . . . , n,
λi0, τi0 ≥ 0,∀i = 1, . . . , n, λ+ij , λ−ij , τ+ij , τ−ij ≥ 0,∀i = 1, . . . , n, ∀j = 1, . . . , n.
Indeed, as h is of degree 2, we have thatK+i −∂h(x)∂xi and
∂h(x)
∂xi
−K−i are linear functions. Furthermore,
B is a compact and convex polyhedron, which can be described with linear equations. This requires
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us to change the description of the box from (7), which we were using before, back to (1). This
optimization problem is a quadratic program with linear constraints, so obtaining h¯m,2 can be done
via quadratic programming.
In the case where we would like to enforce convexity over a box, problem (4) becomes
g¯m,2 : = arg min
g∈Pn,2
m∑
i=1
(Yi − g(Xi))2
s.t. Hg  0.
Here, Hg is a constant matrix, as the functions g we are searching among are quadratic. As a
consequence, Hg is either globally positive semidefinite or it is not (i.e., it cannot be only positive
semidefinite over B). Obtaining g¯m,2 is consequently a semidefinite program.
3.4.2 The separable case
As a reminder, a function f : Rn → R is said to be separable if f(x1, . . . , xn) =
∑n
j=1 fj(xj) where
fj : R 7→ R.
We first consider the case where we would like to enforce K-bounded derivatives on our poly-
nomial function as in (5). We now assume that h¯m,d has a separable structure, so we search
among polynomial functions h that are separable, i.e., h(x) =
∑n
j=1 hj(xj). This implies that
∂h(x)
∂xj
=
dhj(xj)
dxj
is a univariate function in xj for all j = 1, . . . , n. As a consequence, the constraints
K+j − ∂h(x)∂xj ≥ 0,∀x ∈ B and j = 1, . . . , n can be replaced by K
+
j − h′j(xj) ≥ 0, ∀xj ∈ [lj , uj ] and
j = 1, . . . , n; likewise for the constraints ∂h(x)∂xj −K
−
j ≥ 0,∀x ∈ B and j = 1, . . . , n. We can then
make use of the following lemma.
Lemma 3.7 (Theorem 3.72 in [9]). Let a < b. The univariate polynomial p(x) is nonnegative over
[a, b] if and only if it can be written as{
p(x) = s(x) + (x− a) · (b− x) · t(x), if deg(p) is even
p(x) = s(x) · (x− a) + t(x) · (b− x), if deg(p) is odd,
where t(x), s(x) are (univariate) sum of squares polynomials. In the first case, we have deg(p) = 2d,
deg(t) ≤ 2d − 2, and deg(s) ≤ 2d. In the second case, we have deg(p) = 2d + 1, deg(t) ≤ 2d, and
deg(s) ≤ 2d.
Depending on the degrees of the polynomials h1, . . . , hn, we use Lemma 3.7 to rewrite (5) as
a semidefinite program. For example, in the case where the degrees of h1, . . . , hn are all odd and
equal to d = 2d′ + 1, we would write:
h¯m,d : = arg min
h∈Pn,d,s+j ,s−j ∈Σ1,2d′ ,t+j ,t−j ∈Σ1,2d′−2
m∑
i=1
Yi − n∑
j=1
hj(X
j
i )
2
s.t. K+j − h′j(xj) = s+j (xj) + t+j (xj) · (uj − xj)(xj − lj), j = 1, . . . , n,
h′j(xj)−K−j = s−j (xj) + t−j (xj) · (uj − xj)(xj − lj), j = 1, . . . , n.
We now consider the case where we would like to enforce convexity over B on our polynomial
function as in (4). Once again, we assume that g¯m,d has a separable structure, so we search among
polynomial functions g that are separable as well, i.e., g(x) =
∑n
j=1 gj(xj). From this, it follows
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that the Hessian of g, Hg, has a specific structure. Namely, Hg is a diagonal matrix with the
jth entry on the diagonal being the univariate polynomial g′′j (xj). Hence, requiring that Hg(x) be
positive semidefinite for any x ∈ B is equivalent to requiring that g′′j (xj) ≥ 0,∀xj ∈ [lj , uj ]. We
can consequently make use of Lemma 3.7 again to write problem (4) as a semidefinite program.
For instance, in the case where the degrees of g1, . . . , gn are all even and equal to d = 2d
′, we can
obtain g¯m,d by solving
g¯m,d : = arg min
g∈Pn,d,sj∈Σ1,2d′−2,tj∈Σ1,2d′−4
m∑
i=1
(Yi − g(Xi))2
s.t. g′′j (xj) = sj(x) + tj(x) · (uj − xj)(xj − lj), j = 1, . . . , n.
4 Consistency of the sum of squares-based estimators
Up until now, we have simply assumed that we are given m data points (Xi, Yi), where Xi ∈ Rn and
Yi ∈ R, without assuming any relationship between Xi and Yi. The purpose of regression however
is to infer a relationship between Xi and Yi. As a consequence, it is often assumed that such a
relationship exists, i.e., it is assumed that Yiis equal to a noisy evaluation of a function f at Xi. A
key property to show then is that the regressor obtained converges towards f in some sense as the
number of data points goes to infinity. In other words, when fed with an infinite amount of data,
the regression problem recovers the true underlying relationship between the data points. This
property is called consistency of the regressor. If such a property did not hold, then the method
proposed would not be very useful. In our case, we show that under certain assumptions on the
data, our polynomial regressors g˜m,d,r and h˜m,d,r converge to f when m, d, r tend towards infinity.
We also call this consistency of g˜m,d,r and h˜m,d,r, though this is with slight abuse of language (m
is not the only parameter tending towards infinity here). Below, we discuss the exact assumptions
that are needed for our main theorems before giving their statements.
Assumption 1. The random vectors X1, . . . , Xm are independently and identically distributed (iid)
with E[||X1||2] <∞.
Assumption 2. The support of the random vectors X1, . . . , Xm is a full-dimensional box B ⊆ Rn
defined as in (1). In other words, P (Xi ∈ B) = 1. Furthermore, we assume that for any full-
dimensional set C ⊆ B, P (Xi ∈ C) > 0.
Assumption 3. There exists a continuous function f : B → R such that
Yi = f(Xi) + νi, ∀i = 1, . . . ,m,
where νi are random variables with support R and the following characteristics:
P (1 ∈ dz1, . . . , m ∈ dzn | X1, . . . , Xm) =
m∏
i=1
P (νi ∈ dzi | Xi) (12)
E[νi|Xi] = 0 a.s. ∀i = 1, . . . ,m (13)
E[ν2i ] =: σ
2 <∞ ∀i = 1, . . . ,m. (14)
Note that Assumptions 1 and 3 imply that the sequence {(Xi, Yi)}i=1,...,m is iid, that E[1] = 0,
and that E[Y 21 ] < ∞. We state the two main theorems of this section (Theorems 4.1 and 4.3)
below.
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Theorem 4.1. Let C be any compact full-dimensional subset of B such that no point on the
boundary of B is in C. Assuming that f is twice continuously differentiable and convex over B,
that g˜m,d,r is as defined in (8), and that Assumptions 1 through 3 hold, we have
sup
x∈C
|g˜m,d,r(x)− f(x)| → 0 a.s. (15)
as d,m, r →∞.
Remark 4.1. In this theorem, we have convergence to zero when three indices go to infinity. One
could wonder if there are dependencies between the different indices. This is indeed the case. As
can be seen in Appendix C, we show that for any  > 0, there exists d0 (a function of ), m0 (a
function of  and d), and r0 (a function of , d, and m) such that, for all d ≥ d0, m ≥ m0 and
r ≥ r0,
sup
x∈C
|g˜m,d,r(x)− f(x)| ≤  a.s.
Remark 4.2. Under the sampling assumptions that we have, we conclude that our estimator is
consistent over any compact full-dimensional subset of B that does not share its boundary with B.
One could extend this result to the box B itself, provided that we assume stronger assumptions
on the sampling of the pairs of points (Xi, Yi)i=1,...,m. Namely, we would need to assume that a
non-negligeable fraction of the sample is located at the vertices of B. As this is unlikely to occur
in practice, we have chosen to instead show this version of the Theorem, which comes with much
more reasonable assumptions on the sampling of the data.
The proof of Theorem 4.1 is a straightforward combination of Theorem 3.5 and Lemma 4.2,
which is given below, via the triangle inequality.
Lemma 4.2. Let C be any compact full-dimensional subset of B such that no point on the boundary
of B is in C. Assuming that f is twice continuously differentiable and convex over B, that g¯m,d is
as defined in (4), and that Assumptions 1 through 3 hold, we have
sup
x∈C
|g¯m,d(x)− f(x)| → 0 a.s. (16)
as m→∞ and d→∞.
All the difficulty of the proof of Theorem 4.1 is in the proofs of Theorem 3.5 and Lemma 4.2.
The proof of Theorem 3.5 can be found in Appendix B and the proof of Lemma 4.2 can be found
in Appendix C.
We briefly comment on the proof of Lemma 4.2, which is the more complicated of the two, and
contrast it to that of [35], which has a similar layout and uses similar ideas. The major difference
between the two proofs is that we are showing consistency of two very different estimators (typically,
the one obtained in [35] is a piecewise linear function whereas ours is a polynomial function). This
generates a myriad of differences between the two proofs, which prevented us from applying their
result as is, though we retained the proof’s philosophy. We give an overview of the differences
between the proofs below.
As mentioned before, the estimator in [35] is very different to the one we consider. In particular,
it is a function of one parameter only, m, whereas g¯m,d is a function of two parameters, m and d.
This requires us to adapt the proof in [35]. We start by introducing an intermediate convex and
deterministic polynomial function gd of degree d and then show that supx∈C |gd(x)− gˆm,d(x)| → 0
a.s. when m → ∞ for fixed d, before proving that supx∈C |gd(x) − f(x)| → 0 when d → ∞. Note
that the requirement of f being twice continuously differentiable comes into play to guarantee the
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existence of a convex polynomial function gd such that supx∈C |gd(x) − f(x)| → 0 when d → ∞.
Another difference between the two proofs is in proof techniques. In particular, Step 4 of the
proof in [35] has been somewhat simplified. There are also some minor differences to take into
consideration that relate to the support of X1, . . . , Xn. Indeed, [35] assumes that X1, . . . , Xm are
sampled from Rn whereas in our case, they are sampled from B. Finally, the proof given by Lim
and Glynn is for the convex regression case only (potentially combined with monotone constraints
as well). We adapt the proof to a new setting: that of regressors with bounded derivatives, which
is Theorem 4.3 below. We refer the reader to Appendix C for more details.
Theorem 4.3. Let C be any compact full-dimensional subset of B such that no point on the
boundary of B is in C. Let K = (K−1 ,K
+
1 , . . . ,K
−
n ,K
+
n ) be a vector of finite scalars with K
−
i < K
+
i
for all i = 1, . . . , n. Assuming that f has K-bounded derivatives over B, that h˜m,d,r is as defined
in (9), and that Assumptions 1 through 3 hold, we have
sup
x∈C
|h˜m,d,r(x)− f(x)| → 0 a.s. (17)
as m, d, r →∞.
Similarly to Theorem 4.1, the proof of Theorem 4.3 is a straightforward combination of Theorem
3.5 and Lemma 4.4, via the triangle inequality.
Lemma 4.4. Let C be any compact full-dimensional subset of B such that no point on the boundary
of B is in C and let K = (K−1 ,K
+
1 , . . . ,K
−
n ,K
+
n ) be a vector of finite scalars with K
−
i < K
+
i for
all i = 1, . . . , n. Assuming that f has K-bounded derivatives, that h¯m,d is as defined in (5), and
that Assumptions 1 through 3 hold, we have
sup
x∈C
|h¯m,d(x)− f(x)| → 0 a.s. (18)
as m→∞ and d→∞.
This lemma is the counterpart of Lemma 4.2 and consequently also shares similarities with the
proof in [35]. Again, the difficulty of proving Theorem 4.3 is contained in the proofs of Theorem
3.5 given in Appendix B and of Lemma 4.4 given in Appendix C.
Theorems 4.1 and 4.3 show in some sense the validity of considering the estimators g˜m,d,r and
h˜m,d,r as potential regressors. Indeed, they approximate f well when m (i.e., the number of data
points) and d and r (i.e., the degree of the polynomial regressor and the degree of the sos multipliers)
are large. We now apply the techniques seen so far to synthetic data and production-output data.
5 Numerical Results
In this section, we apply our methodology to different datasets. The first dataset is generated
in a synthetic manner to showcase the possibilites of our methods. The second dataset is the
KLEMS dataset [31] which contains production data for 65 industries in the US, from 1947 to
2014. We have also used our model on other datasets such as housing and wages datasets. Code
and results for everything presented here as well as extensions to other datasets can be found at
https://github.com/mcurmei627/dantzig/tree/master/Experiments.
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5.1 Synthetic experiments
For these experiments, we generate uniformly at random m = 400 datapoints Xi ∈ R3 from the
cube [0.5; 2]3. The corresponding response variable is obtained by taking:
Yi = f(Xi) +  · σ(Y¯ ) · νi, i = 1, . . . , 400,
where σ(Y¯ ) is the empirical standard deviation of (f(X1), . . . , f(Xm)), νi is a standard normal
random variable, and  is a parameter which we vary across experiments. We consider three
different candidates f1, f2 and f3 for f which reflect different prior knowledge on the function. We
take:
(1) f1(x1, x2, x3) =
1
1+ex1+x2+x3
(up to scaling and translation), which is a multi-dimensional
extension of the sigmoid function. Note that this function is monotone but not convex or
concave.
(2) f2(x1, x2, x3) = (x1 + x2 + x3) log(x1 + x2 + x3) (up to scaling and translation) which is a
multi-dimensional version of x log(x). Note that this function is convex but not monotone
nor symmetric.
(3) f3(x1, x2, x3) = log(e
x1 + ex2 + ex3), which is both monotone and convex.
None of the functions considered are polynomials to avoid giving an unfair bias to our method. In
fact, we purposefully chose functions which would be difficult for a polynomial to replicate.
When f = f1, we search for a polynomial regressor p1 using (9) with the constraints involving
K+i removed, and K
−
i = 0 for i = 1, 2, 3. We refer to this type of regression as monotone polynomial
regression (MPR). When f = f2, we search for a polynomial regressor p2 using (8). We refer to
this type of regression as convex polynomial regression (CPR). Finally, when f = f3, we search for
a polynomial regressor p3 using an optimization problem which adds to the constraints in (8) the
constraints in (9) that contain K−i (which we take equal to 0). We refer to this type of regression as
convex monotone polynomial regression (CMPR). We contrast each of these polynomial regressors
to their unconstrained polynomial regression (UPR) counterpart p0 obtained by solving (2).
Note that for f1, f2, f3, the constraints involving K
+
i , i = 1, . . . , n are removed and K
−
i = 0, i =
1, . . . , n. In other words, we simply require f1, f2, f3 to be monotone. The reason for this choice is
linked to the prevalence of monotone functions in applications. Examples which involve bounded-
derivative functions in their full generality can be found at https://github.com/mcurmei627/
dantzig/tree/master/Experiments.
To obtain p1, p2 and p3, we further need to specify the values of the parameters d (the degree of
the regressor) and r (the degree of the sos polynomial multipliers). We use d here as a parameter
of the experiments so it is specified as needed. For r, we choose it in such a way that the degrees of
the polynomials that appear in either side of the constraints of (8) and (9) match. An example of
how to do this can be found in Section 3.4.2. We compare the performance of the shape-constrained
regressors (in red) and the unconstrained regressor (in blue) on the basis of the Root Mean Squared
Error (RMSE) as either d or  vary. Each experiment is repeated over 5 trials. On the graphs, the
average test RMSE is displayed (blue or red full lines) together with their 90% confidence intervals
(blue or red shaded areas). We also display the average train RMSE (blue or red dotted lines).
In the first set of experiments, we compare the RMSE of the shape-constrained regressor against
that of the unconstrained regressor as the noise-scaling factor  is increased when d = 6; see Figure 1.
In both graphs, we observe the same thing: constraining the shape leads to more robust predictions,
with the RMSE being significantly lower for testing for the shape-constrained regressor, particularly
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when the noise-scaling factor is large. This is in opposition to the training performance: the
unconstrained regressor tends to overfit the noise in training thus leading to a worst generalization
error for testing.
(a) (b)
Figure 1: RMSE as a function of  for d = 6: comparison of MPR (1a) and CPR (1b) against UPR.
In the second set of experiments, we compare the RMSE of the shape-constrained regressor
against that of the unconstrained regressor for varying degree d and  = 0.7; see Figure 2a. We
focus here on the MCPR case but similar behaviors can be observed for other shape-constrained
regressors (see https://github.com/mcurmei627/dantzig/tree/master/Experiments for other
plots.) As expected, the shape constraints become more valuable as the degree of the polynomial
regressor increases. Indeed, in the higher-degree cases, the unconstrained polynomial regressor has
the ability to significantly overfit the noise (as can be seen with the training curve.) This is not so
much the case of the shape-constrained regressor as it incorporates additional information.
In the third set of experiments, we project onto one coordinate the shape-constrained regressor
and the unconstrained regressor so as to contrast them with the true underlying function (dotted
black line); see Figure 2b. Once again, we focus on the MCPR case but similar graphs can be
observed for other shape-constrained regressors. Note that on the graph the shape-constrained
regressor is very close to the true underlying function which is not so much the case of the uncon-
strained regressor.
5.2 Experiments on the KLEMS dataset
The USA KLEMS data (which can be found at http://www.worldklems.net/data.htm) contains
yearly gross-output production data Out for 65 industries in the US, from 1947 to 2014. For each
industry, the dataset also contains yearly inputs such as Capital (K), Labor (L) and Intermediate
(I) inputs, adjusted for inflation. This dataset is a good application case for us as Out is considered
to be a nondecreasing function of K, L and I, and concave in these three variables by virtue
of diminishing returns. Obtaining a regressor of Out is typically done by fitting a Cobb-Douglas
production function to the data, i.e., finding (a, b, c, d) such that the function
Out = a ·Kb · Lc · Id,
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(a) (b)
Figure 2: RMSE as a function of d for  = 0.7, comparison of MCPR against UPR (2a); Plot of f ,
the unconstrained regressor p0, and the shape-constrained regressor p3 for d = 6 and  = 0.3 (2b)
is as close as possible to the observed data. This can be done via linear regression by working in
log-space. By imposing some constraints on a, b, c and d (such as b, c, d > 0, b + c + d < 1 and
a > 0), one can obtain the nondecreasing concave shape that is required. We propose to replace
this strategy by our methodology. For simplicity we fit a polynomial constrained to be concave and
non-decreasing in each feature for each industry independently. This might be a potential limitation
in terms of accuracy, as there are much more sophisticated algorithms that use longitudinal features
to capture inter-industry relationships and trends. However as our purpose is mainly to illustrate
the advantages of our method over the standard Cobb-Douglass method, we limit ourselves to this
setting. Since the data is temporal, we perform a temporal split for our training-testing splits and
fit a degree 4 polynomial to our data. The results obtained are given in 3.
As can be seen in the figure, our method outperforms the traditional Cobb-Douglass technique
on 50 out of the 65 industries, sometimes quite significantly. This is unsurprising as our method
allows for more flexibility and variety in the functional form of the regressor while maintaining the
original shape constraints.
6 Conclusion and future directions
In this paper, we considered the problem of shape-constrained polynomial regression. This problem
is an extension of the (unconstrained) least-squares polynomial regression problem and can be
valuable for any problem where additional information relating to the shape of the regressor is
known. Among other things, incorporating this additional knowledge into the model can lead to
more robust regressors and regressors with improved generalization error. We focused here on two
types of shape constraints: bounded-derivative constraints (which include as sub-cases monotonicity
and Lipschitz-continuity constraints) and convexity constraints, as they appear most regularly in
applications. It should be noted however that any shape constraint which can be rewritten as
enforcing nonnegativity of some polynomial can be encoded via the techniques presented here.
By leveraging tools from real algebra, we showed that we can tackle shape-constrained polyno-
mial regression using semidefinite programming. We further showed that the semidefinite programs
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(a) (b)
Figure 3: Comparison of the RMSE for the Cobb-Douglass production function against our shape-
constrained regression methodology across 65 industries: RMSE values obtained (3a) and ratio of
Cobb-Douglass RMSE over shape-constrained regression RMSE (3b).
obtained have some nice computational properties. In particular, their size is not impacted by the
number of datapoints, they scale polynomially with the number of features and output a regressor
which is a consistent estimator of the underlying data-generating function.
Among possible future directions, one could imagine further improving the computational at-
tributes of our techniques by leveraging recent developments in scalability of semidefinite programs
such as the ones presented in this survey [38]. It could also be interesting to explore more deeply
the economics application described in Section 5.2. In particular, in view of the structure of the
Cobb-Douglas functions, one could attempt to fit a polynomial in the logarithm of the features
to the data in log space, rather than a polynomial of the features themselves in feature space.
The difficulty would then be to enforce the appropriate constraints on the regressor in log space
that would translate back to monotonicity and concavity constraints in feature space. This may
be possible to do by developing theory akin to the sum of squares theory presented here, but for
polynomials of logarithms of variables rather than polynomials of variables.
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A Proof of Theorem 3.2
Proof. Proof of Theorem 3.2. We provide a reduction from MAX-CUT. Recall that in an un-
weighted undirected graph G = (V,E) with no self-loops, a cut partitions the n nodes of the graph
into two sets, S and S¯. The size of the cut is given by the number of edges connecting a node in S
to a node in S¯. MAX-CUT is then the following problem: given a graph G and an integer k, test
whether G has a cut of size at least k. It is well-known that this problem is NP-hard [20].
We denote by A the adjacency matrix of the graph, i.e., A is an n×n matrix such that Aij = 1
if {i, j} ∈ E and Aij = 0 otherwise, and by γ := maxi{Aii +
∑
j 6=i |Aij |}. Note that γ is an integer
(it corresponds to the maximum degree in the graph) and an upper bound on the largest eigenvalue
of A from Gershgorin’s circle theorem [21].
We show that G does not have a cut of size greater than or equal to k if and only if the partial
derivative with respect to x1 of the polynomial
p(x1, . . . , xn) =
1
8
n∑
j=2
x21A1jxj +
1
4
x1 ·
 ∑
1<i<j≤n
xiAijxj
− γ
12
x31 −
γ
4
x1
n∑
i=2
x2i
+ x1 ·
(
k +
nγ
4
− 1
4
eTAe
)
is greater or equal to K−1 = 0 over B = [−1, 1]n. By setting K+1 = . . . = K+n =∞ and K−2 = . . . =
K−n = −∞, this is equivalent to p having K-bounded derivatives over B.
The partial derivative of p with respect to x1 is given by
∂p(x)
∂x1
=
1
4
n∑
j=2
x1A1jxj +
1
4
∑
1<i<j≤n
xiAijxj − γ
4
x21 −
γ
4
n∑
i=2
x2i + (k +
nγ
4
− 1
4
eTAe)
=
1
4
∑
i,j
xiAijxj − γ
4
n∑
i=1
x2i + (k +
nγ
4
− 1
4
eTAe)
=
1
4
xT (A− γI)x+ (k + nγ
4
− 1
4
eTAe).
Hence, we show that G does not have a cut of size greater than or equal to k if and only if
1
4
xT (A− γI)x+ k + nγ
4
− 1
4
eTAe ≥ 0, ∀x ∈ B.
The converse implication is easy to prove: if ∂p(x)∂x1 ≥ 0 for all x ∈ B, then, in particular,
∂p(x)
∂x1
≥ 0
for x ∈ {−1, 1}n. When restricting ourselves to x ∈ {−1, 1}n, we have that γxTx = γn, and so
k ≥ 1
4
eTAe− 1
4
xTAx, ∀x ∈ {−1, 1}n.
Any cut in G can be encoded by a vector x ∈ {−1, 1}n by taking xi = 1 if node i is on one side of
the cut and by taking xi = −1 if node i is on the other side of the cut. In this set-up, the size of
the cut is given by 14e
TAe− 14xTAx [22]. Hence, the previous inequality implies that all cuts in G
are of size less than or equal to k.
For the implication, as mentioned above, if G does not have a cut of size greater than or equal
to k, then we have
k ≥ 1
4
eTAe− 1
4
xTAx, ∀x ∈ {−1, 1}n,
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which is equivalent to
1
4
xT (A− γI)x ≥ −k − nγ
4
+
1
4
eTAe, ∀x ∈ {−1, 1}n. (19)
Now, by definition of γ, A−γI  0, i.e., xT (A−γI)x is concave. Let y ∈ B. We have y = ∑2ni=1 λixi
where xi are the corners of B, which are in {−1, 1}n, λi ≥ 0 ∀i = 1, . . . , 2n, and
∑2n
i=1 λi = 1. By
virtue of concavity of y 7→ yT (A− γI)y and (19),
1
4
yT (A− γI)y ≥
2n∑
i=1
λix
T
i (A− γI)xi ≥
2n∑
i=1
λi(−k − nγ
4
+
1
4
eTAe) = −k − nγ
4
+
1
4
eTAe.
This concludes the proof.
B Proof of Theorem 3.5
We show the more general result given in Theorem B.1. This immediately implies Theorem 3.5 as
shown below.
Theorem B.1. Let f : RN → R be a strictly convex and coercive function and let X ⊆ RN
be a closed and convex set. Furthermore, let {Xk}k≥1 be an increasing sequence (with respect to
inclusion) of closed and convex sets with Xk ⊆ X for all k ≥ 1. We denote by c∗ the (unique)
minimizer of f over X and by ck the (unique) minimizer of f over Xk for all k ≥ 1.
If limk→∞ |f(ck)− f(c∗)| = 0 then the limit limk→∞ ||ck − c∗||2 exists and is equal to zero.
Proof. First, note that if f(c1) = f(c
∗) then the theorem is immediate. We assume for the rest of
the proof that f(c1) > f(c
∗). Let δ0 > 0 be such that ∀k ∈ N, ∃k′ > k such that ||ck′ − c∗||2 > δ0.
To prove the theorem, it is enough to show that
∃0 > 0 s.t. {c ∈ X | |f(c)− f(c∗)| ≤ 0} ⊆ {c ∈ RN | ||c− c∗||2 ≤ δ0}. (20)
Indeed, as ck′ ∈ Xk′ ⊆ X and ck′ /∈ {c ∈ RN | ||c − c∗||2 ≤ δ0}, (20) implies that for any k ∈ N,
there exists k˜ = k′ such that |f(ck˜)− f(c∗)| > 0, which is the contrapositive of the theorem.
To show (20), let I := [0, f(c1) − f(c∗)] and consider the following optimization problem
parametrized by  ∈ I:
δ() = max
c∈X
||c− c∗||2
s.t. f(c) ≤ f(c∗) + .
(21)
For any  ∈ I, δ() exists as c∗ is a feasible solution and is achieved as c 7→ ||c− c∗||2 is continuous
and the feasible set is a compact set (f being coercive). Furthermore, δ() = 0 if and only if  = 0
as c∗ is the unique minimizer of f over Y . This implies that the interval (δ(0), δ(f(c1)− f(c∗))] is
non-empty. Wlog, we assume that δ0 belongs to this interval. Indeed, if δ0 > δ(f(c1)−f(c∗)), then
we have that, ∀k ∈ N, ∃k′ > k such that ||ck′ − c∗||2 > δ(f(c1)− f(c∗)) and we can simply replace
δ0 with δ(f(c1)− f(c∗)) and start the proof over. Now, assuming  7→ δ() is continuous, it follows
from the intermediate value theorem that there exists 0 ∈ (0, f(c1) − f(c∗)] such that δ0 = δ(0),
which implies (20).
As a consequence, to finish the proof, it only remains to show that  7→ δ() is continuous. Let
Y = {c ∈ X | f(c) ≤ f(c1)}. To show continuity, we use a famous result of Berge [5, Chapter VI,
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Maximum Theorem], which states that  7→ δ() is continuous if (i) δ() is finite for any  ∈ I; (ii)
c 7→ ||c− c∗||2 is continuous; (iii) the correspondance
Γ : I → Y
 7→ {c ∈ X | f(c) ≤ f(c∗) + }
is compact-valued, i.e., for any  > 0, Γ() is compact; (iv) Γ is both upper and lower hemi-
continuous. It is straightforward to see that (i)-(iii) hold. For (iv), upper hemicontinuity follows
from [5, Chapter VI, Corollary of Theorem 7], which is itself a consequence of Y being compact
and [5, Chapter VI, Example after Theorem 3] that states that Γ as defined is a closed mapping.
For lower hemicontinuity, we use the sequential definition. Take  ∈ I and let {m}m be a sequence
converging to  and c˜ an element of Γ(). We take {mk}k to be a monotone subsequence of {m}m,
which always exists and also converges to . We need to show that there exists cmk ∈ Γ(mk) such
that cmk → c˜. We distinguish two different cases. If {mk}k is decreasing to , simply take cmk = c˜
for all k. This implies that cmk ∈ Γ(mk),∀k, as f(cmk) = f(c˜) ≤ f(c∗) +  ≤ f(c∗) + mk for all k,
and that limk→∞ cmk = c˜. If {mk}k is increasing to , then we take
cmk = arg min
c∈Γ(mk )
||c− c˜||2,∀k.
As Γ(mk) is compact and convex, this minimum exists. (It can possibly be the case that cmk = c˜ for
some k = k0 if c˜ ∈ Γ(mk0 ).) We have that Γ(mk) ⊆ Γ(mk+1), ∀k with the closure of ∪k≥1Γ(mk)
being equal to Γ(). As the sequence {||cmk − c˜||2} is nonincreasing, its limit exists and is equal to
the infimum of ||c− c˜||2 over the closure of ∪k≥1Γ(mk). Thus, limk→∞ cmk = c˜.
Proof. Proof of Theorem 3.5. We identify the set of polynomials in Pn,d with the set of coefficients
of the polynomials in R(
n+d
d ) and use the same notation (c here) for both the polynomial and its
vector of coefficients.
For (10), we take f(c) =
∑m
i=1(Yi−c(Xi))2 which has all the properties required (when m is large
enough as assumed here). The set X here is the set {c | Hc(x)  0, ∀x ∈ B} and the sets Xk are
the sets {c | ∃S0, . . . , Sn ∈ ΣMn,2k,n s.t. Hc(x) = S0(x) + g1(x)S1(x) + . . .+ gn(x)Sn(x)}. Finally, ck
corresponds to g˜m,d,k and c
∗ corresponds to g¯m,d. From Theorem 3.4, we have that limk→∞ |f(ck)−
f(c∗)| = 0. From Theorem B.1, it follows that limk→∞ ||ck − c∗||2 = 0. Using Cauchy Schwarz and
the fact that ||x||2 is bounded as x ∈ B enables us to conclude that limk→∞ supx∈B |ck(x)−c∗(x)| =
0.
For (11), we take f(c) =
∑m
i=1(Yi − c(Xi))2 again. The set X here is the set {c | K−i ≤
∂c(x)
∂xi
≤ K+i , ∀x ∈ B, ∀i = 1, . . . ,m} and the set Xk are the sets {c | ∃s±i0 , . . . , s±in ∈ Σn,2k s.t. K+i −
∂c(x)
∂xi
= s+i0(x) + s
+
i1(x)g1(x) + . . . + s
+
in(x)gn(x), i = 1, . . . , n,
∂c(x)
∂xi
− K−i = s−i0(x) + s−i1(x)g1(x) +
. . . + s−in(x)gn(x), i = 1, . . . , n}. Finally, ck corresponds to h˜m,d,k and c∗ corresponds to h¯m,d.
From Theorem 3.3 this time, we have that limk→∞ |f(ck) − f(c∗)| = 0. The conclusion follows as
above.
C Proofs of Lemmas 4.2 and 4.4
The proofs of Lemmas 4.2 and 4.4 are divided into three steps, each step relying on separately
proved results. A road map to these two proofs is given in Table 1.
By proceeding this way, we are able to collapse the proofs of Lemmas 4.2 and 4.4 into one single
proof: all the differences are contained in the previously mentioned propositions and corollaries.
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Lemma 4.2 Lemma 4.4 Appendix to read
Step 1 Proposition C.2 Proposition C.3 Appendix C.1
Step 2 Corollary C.5 Corollary C.6 Appendix C.2
Proposition C.7 Proposition C.8 Appendix C.3
Step 3 Proposition C.7 Proposition C.8 Appendix C.3
Proof of the Lemmas Appendix C.4
Table 1: Road map for the proofs of Lemmas 4.2 and 4.4
Note that we have placed on the same line in columns 2 and 3 of Table 1 the results that can be
viewed as convex/bounded derivative counterparts of one another.
We denote by Cn,d the set of polynomials of degree d in n variables that are convex over the box
B and by Kn,d the set of polynomials of degree d in n variables that have K-bounded derivatives
over B. Note that here K is assumed to be a vector of real-valued scalars.
C.1 Weierstrass-type theorems for functions with shape constraints
Central to the proofs of Lemma 4.2 and Lemma 4.4 is the idea that one can approximate, over a
box B, any convex-constrained function or function with bounded derivatives arbitrarily well by
a polynomial with the same characteristics. This is a similar result to the Weierstrass theorem,
with the added complication of the shape constraints, which prevents us from using the Weierstrass
theorem as is. The proofs of these theorems rely on the following proposition.
Proposition C.1 (e.g., Theorem 6.7 in [16]). Consider the Bernstein multivariate polynomial of
degree d and in n variables, defined over [0, 1]n:
Bd(f, x) =
∑
j1+...+jn=d
f
(
j1
d
, . . . ,
jn
d
)
Cj1d . . . C
jn
d x
j1
1 (1− x1)d−j1 . . . xjnn (1− xn)d−jn ,
where
Cjid =
d!
ji!(d− ji)! .
Let m be an integer and assume that f is m times continuously differentiable. Let k =
(k1, . . . , kn) be a multi-index such that
∑n
i=1 |ki| ≤ m and denote by
∂kf =
∂kf(x)
∂xk11 . . . ∂x
kn
.
Then, for any k such that
∑n
i=1 |ki| ≤ m, we have
sup
x∈[0,1]n
|∂kBd(f, x)− ∂kf(x)| → 0 as d→∞.
This result can easily be extended to hold over any box B ⊂ Rn by simply scaling and translating
the variables in the Bernstein polynomials. We use this latter version in our case.
Proposition C.2 (Approximating a function that is convex over a box). Let f be a twice contin-
uously differentiable function defined over B such that Hf (x)  0, for all x ∈ B (i.e., f is convex
over B). Define
gd := arg min
g∈Cn,d
sup
x∈B
|f(x)− g(x)|.
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For any  > 0, there exists d such that
sup
x∈B
|gd(x)− f(x)| < .
As defined, gd is guaranteed to exist as the objective function is coercive in the coefficients of g
and the set Cn,2d is closed; see, e.g., Appendix A in [6]. However, it may not necessarily be unique,
so we pick gd to be one of the existing minimizers.
Proof. Let  > 0 and M := maxx∈B 12
∑n
i=1 x
2
i . From Proposition C.1, as f is twice continuously
differentiable, there exists a polynomial q of degree d such that
sup
x∈B
|f(x)− q(x)| ≤ 
2(1 + 2nM)
and
sup
x∈B
∣∣∣∣∂2f(x)∂xi∂xj − ∂
2q(x)
∂xi∂xj
∣∣∣∣ ≤ 2(1 + 2nM) ,∀i, j = 1, . . . , n. (22)
Let ∆H(x) = Hq(x)−Hf (x). As f and q are twice continuously differentiable, the entries of ∆H(x)
are continuous in x. This implies that x 7→ λmin(∆H(x)) is continuous [8, Corollary VI.1.6]. Hence,
if we let
Λ := min
x∈B
λmin(∆H(x)),
it follows that there exists x0 ∈ B such that Λ = λmin∆H(x0). We now bound this quantity. Recall
that for a symmetric n× n real-valued matrix M , ||M ||max is the max-norm of M , i.e., its largest
entry in absolute value, ||M ||2 = max{|λmin(M)|, |λmax(M)|}, and ||M ||2 ≤ n||M ||max. From (22),
we have that
||∆H(x0)||max ≤ 
2(1 + 2nM)
,
which implies that
max{|λmin(∆H(x0))|, |λmax(∆H(x0))|} ≤ n
2(1 + 2nM)
,
and so
− n
2(1 + 2nM)
≤ Λ ≤ n
2(1 + 2nM)
.
By definition of Λ, we thus have ∆H(x)  − n2(1+2nM) for all x ∈ B.
Now, consider
p(x) := q(x) +
n
2(1 + 2nM)
xTx.
For any x ∈ B, we have
|f(x)− p(x)| ≤ |f(x)− q(x)|+ |q(x)− p(x)| ≤ 
2(1 + 2nM)
+
n
2(1 + 2nM)
· 2M ≤ 
2
< .
Using our previous result on ∆H(x), the definition of p, and the fact that Hf (x)  0, we also have
Hp(x) = Hp(x)−Hq(x) +Hq(x)−Hf (x) +Hf (x)  2n
2(1 + 2nM)
I − n
2(1 + 2nM)
I
 n
2(1 + 2nM)
 0.
From this, it follows that there exists a degree d and a polynomial p ∈ Cn,d such that supx∈B |f(x)−
p(x)| < . The definition of gd as the minimizer of supx∈B |f(x)− g(x)| for any g ∈ Cn,d enables us
to obtain the result.
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We now show an analogous lemma but for the case where f has K-bounded derivatives.
Proposition C.3 (Approximating a function that has K-bounded derivatives). Let
K = (K−1 ,K
+
1 , . . . ,K
−
n ,K
+
n )
be a vector of finite scalars with K−i < K
+
i for all i = 1, . . . , n and let f be a continuously differ-
entiable function defined over B with K-bounded derivatives. Define
hd := arg min
g∈Kn,d
sup
x∈B
|f(x)− g(x)|.
For any  > 0, there exists d such that
sup
x∈B
|hd(x)− f(x)| < .
We once again use Proposition C.1 to show this result. Recal
Proof. Let  > 0, take M = maxx∈B ||x||∞ and M ′ = maxx∈B |f(x)|. From Proposition C.1, there
exists a polynomial q of degree d such that maxx∈B |f(x)− q(x)| ≤ ′ and
max
x∈B
∣∣∣∣∂f(x)∂xi − ∂q(x)∂xi
∣∣∣∣ ≤ ′,
where ′ is a positive scalar such that
 = ′ ·
(
1 +
nM maxj(|K+j |+ |K−j |) + 2M ′ + 2′
minj |K+j −K−j |
)
.
(This is a finite scalar as we have assumed that K−i < K
+
i for all i = 1, . . . , n.) Such an 
′ is
guaranteed to exist from the intermediate value theorem as
′ 7→ ′ ·
(
1 +
nM maxj(|K+j |+ |K−j |) + 2M ′ + 2′
minj |K+j −K−j |
)
is increasing, maps 0 to 0, and infinity to infinity. Now consider
p(x) := q(x) ·
(
1− 2
′
minj |K+j −K−j |+ 2′
)
+
∑
i
′ · K
+
i +K
−
i
minj |K+j −K−j |+ 2′
· xi.
We show that p has K-bounded derivatives and that supx∈B |p(x) − f(x)| ≤ . It immediately
follows from the definition of hd that Proposition C.3 holds.
Let x ∈ B. We have
|p(x)− f(x)| ≤
∣∣∣∣∣q(x)− f(x) + ′ ·
∑
i xi(K
+
i +K
−
i )− 2 · q(x)
minj |K+j −K−j |+ 2′
∣∣∣∣∣
≤ |q(x)− f(x)|+ ′ · nM maxj(|K
+
j |+ |K−j |) + 2M ′ + 2′
minj |K+j −K−j |
≤ ′ ·
(
1 +
nM maxj(|K+j |+ |K−j |) + 2M ′ + 2′
minj |K+j −K−j |
)
= ,
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where we have used the fact that |q(x)| ≤ |f(x)| + ′ for any x ∈ B in the second inequality. We
now show that p thus defined has K-bounded derivatives. Again, let x ∈ B and i ∈ {1, . . . , n}. We
have
∂p(x)
∂xi
=
∂q(x)
∂xi
·
(
1− 2
′
minj |K+j −K−j |+ 2′
)
+ ′ · K
+
i +K
−
i
minj |K+j −K−j |+ 2′
.
As
∂f(x)
∂xi
≤ K+i and
∂q(x)
∂xi
≤ ∂f(x)
∂xi
+ ′
it follows that
∂p(x)
∂xi
≤ (K+i + ′) ·
(
1− 2
′
minj |K+j −K−j |+ 2′
)
+ ′ · K
+
i +K
−
i
minj |K+j −K−j |+ 2′
= K+i +
′ · (minj |K+j −K−j |+ 2′)− 2′K+i − 2′2 + ′K+i + ′K−i
minj |K+j −K−j |+ 2′
= K+i − ′ ·
K+i −K−i −minj |K+j −K−j |
minj |K+j −K−j |+ 2′
≤ K+i .
Likewise, as
∂f(x)
∂xi
≥ K−i and
∂q(x)
∂xi
≥ ∂f(x)
∂xi
− ′
it follows that
∂p(x)
∂xi
≥ (K−i − ′) ·
(
1− 2
′
minj |K+j −K−j |+ 2′
)
+ ′ · K
+
i +K
−
i
minj |K+j −K−j |+ 2′
= K−i +
−′ · (minj |K+j −K−j |+ 2′)− 2′K−i + 2′2 + ′K+i + ′K−i
minj |K+j −K−j |+ 2′
= K−i + 
′ · K
+
i −K−i −minj |K+j −K−j |
minj |K+j −K−j |+ 2′
≥ K−i .
Hence, p has K-bounded derivatives.
C.2 Minimizer inequalities
We have limited information regarding g¯m,d and h¯m,d. We do know however that they are solutions
to minimization problems (4) and (5), which is what we leverage in this appendix. We start
first with a general proposition, which can be found in the proof of consistency of [35] but which
we repeat here for completeness, and then specialize this proposition to the two settings we are
concerned with here.
Proposition C.4 (Minimizer inequalities). Let gˆ := arg ming∈S
∑m
i=1(Yi − g(Xi))2, where S is
some subset of Pn,d and let g be an element of S. We have
1
m
m∑
i=1
(g(Xi)− gˆ(Xi))2 ≤ 2
m
m∑
i=1
(Yi − g(Xi))(gˆ(Xi)− g(Xi)), and
1
m
m∑
i=1
(g(Xi)− gˆ(Xi))2 ≤ 4
m
m∑
i=1
(Yi − g(Xi))2.
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Proof. As gˆ is the minimizer of
∑m
i=1(Yi − g(Xi))2 over S and g is an element of S, it follows that
1
m
m∑
i=1
(Yi − gˆ(Xi))2 ≤ 1
m
m∑
i=1
(Yi − g(Xi))2,
which is equivalent to
1
m
m∑
i=1
(Yi − g(Xi) + g(Xi)− gˆ(Xi))2 ≤ 1
m
m∑
i=1
(Yi − g(Xi))2.
Expanding the left hand side of the inequality, we get
1
m
m∑
i=1
(Yi−g(Xi))2+ 2
m
m∑
i=1
(Yi−g(Xi))(g(Xi)−gˆ(Xi))+ 1
m
m∑
i=1
(g(Xi)−gˆ(Xi))2 ≤ 1
m
m∑
i=1
(Yi−g(Xi))2,
which simplifies to the first inequality. To obtain the second inequality, note that using Cauchy-
Schwarz on the right hand side of the first inequality gives us
1
m
m∑
i=1
(gˆ(Xi)− g(Xi))2 ≤ 2
√√√√ 1
m
m∑
i=1
(Yi − g(Xi))2 · 1
m
m∑
i=1
(gˆ(Xi)− g(Xi))2.
By squaring the inequality and dividing on either side by 1m
∑m
i=1(gˆ(Xi)− g(Xi))2, we obtain the
second inequality.
Corollary C.5. Let g¯m,d be as defined in (4) and let g be an element of Cn,d. We have
1
m
m∑
i=1
(g(Xi)− g¯m,d(Xi))2 ≤ 2
m
m∑
i=1
(Yi − g(Xi))(g¯m,d(Xi)− g(Xi)), and (23)
1
m
m∑
i=1
(g(Xi)− g¯m,d(Xi))2 ≤ 4
m
m∑
i=1
(Yi − g(Xi))2. (24)
The proof is immediate by taking S = Cn,d.
Corollary C.6. Let h¯m,d be as defined in (5) and let h be an element of Kn,d. We have
1
m
m∑
i=1
(h(Xi)− h¯m,d(Xi))2 ≤ 2
m
m∑
i=1
(Yi − h(Xi))(h¯m,d(Xi)− h(Xi)), and (25)
1
m
m∑
i=1
(h(Xi)− h¯m,d(Xi))2 ≤ 4
m
m∑
i=1
(Yi − h(Xi))2. (26)
The proof is immediate by taking S = Kn,d.
C.3 Boundedness and Lipschitz continuity of g¯m,d and h¯m,d
In this section, we prove that g¯m,d and h¯m,d are uniformly upper bounded and Lipschitz continuous
(with Lipschitz constants that do not depend on the data) over certain boxes contained within B.
For this purpose, we introduce the following notation: let η be a scalar such that
0 < η < min
i=1...,m
ui − li
2
(27)
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and let
Bη := {x | li + η ≤ xi ≤ ui − η, i = 1, . . . , n}. (28)
If (27) holds, we have that Bη is full-dimensional and a strict subset of B (B = Bη when η = 0),
and conversely, if Bη is full-dimensional and a strict subset of B, then (27) must hold.
Parts of the ideas presented here appear in [35]. However, there are some key differences linked
for example to considering a box B rather than the whole space.
Proposition C.7. Let gd be defined as in Proposition C.2 and g¯m,d defined as in (4). Furthermore,
let η be a scalar such that (27) holds. We have the following properties:
(i) ∃cη > 0, which is independent of the data (X1, Y1), . . . (Xm, Ym), such that |g¯m,d(x)| ≤ cη a.s.
for all x ∈ B3η/4.
(ii) ∃Mη > 0, which is independent of the data (X1, Y1), . . . (Xm, Ym), such that |g¯m,d(x) −
g¯m,d(y)| ≤Mη||x− y|| a.s. for all x, y ∈ Bη, i.e., g¯m,d is Mη-Lipschitz over Bη.
(iii) ∃Nη > 0, which is independent of the data (X1, Y1), . . . (Xm, Ym), such that |gd(x)− gd(y)| ≤
Nη||x− y|| for all x, y ∈ Bη, i.e., gd is Nη-Lipschitz over Bη.
Proof. We prove each statement separately.
(i) The idea here is to control the value of g¯m,d at the corners and the analytic center of B.
Convexity of g¯m,d enables us to conclude that g¯m,d is upper and lower bounded almost surely
over B3η/4.
We first start by giving an a.s. bound on 1m
∑m
i=1 g¯
2
m,d(Xi) which will serve to show existence
of sample points Xi satisfying certain properties. Using Equation (24) with g = gd, we get
1
m
m∑
i=1
(gd(Xi)− g¯m,d(Xi))2 ≤ 4
m
m∑
i=1
(Yi − gd(Xi))2.
We then use the identity (a + b)2 ≤ 2a2 + 2b2 for a, b ∈ R and the previous inequality to
obtain
1
m
m∑
i=1
g¯2m,d(Xi) ≤
2
m
m∑
i=1
(g¯m,d(Xi)− gd(Xi))2 + 2
m
m∑
i=1
g2d(Xi)
≤ 8
m
m∑
i=1
(Yi − gd(Xi))2 + 2
m
m∑
i=1
g2d(Xi).
As gd is a deterministic function, we can apply the strong law of large numbers to the terms
in the right hand side of the inequality to obtain that, for m large enough,
1
m
m∑
i=1
g¯2m,d(Xi) ≤ 9E[(Y1 − gd(X1))2] + 3E[g2d(X1)] =: β a.s. (29)
We now show the existence of sample points Xi in the “corners” and around the analytic
center of B such that |g¯m,d(Xi)| is uniformly bounded (in m). To do this, we define for each
vertex i, i = 1, . . . , 2n, of B, a box Bvi which is included in B, has vertex i as a vertex, and
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has edges of length η/4. In other words, if vertex i0 of B is given by (l1, u1, u2, . . . , un), then
the corresponding box Bvi0 is defined as
Bvi0 := {x ∈ Rn | l1 ≤ x1 ≤ l1 +
η
4
, u2 − η
4
≤ x2 ≤ u2, . . . , un − η
4
≤ xn ≤ un}.
We further define
Bv0 := {x ∈ Rn |
ui + li
2
− η
8
≤ xi ≤ ui + li
2
+
η
8
, i = 1, . . . , n}.
We refer the reader to Figure 4 for illustrations of these boxes and their relationships to other
boxes such as B, Bη/2 (which will play a role later on) and B3η/4 (over which we will show
that |g¯m,d| is uniformly upperbounded).
Figure 4: An illustration of the different boxes that appear in the proof of Proposition C.7.
Note that, for all i = 0, . . . , 2n, Bvi ⊂ B and is full dimensional. However, when i ≥ 1,
Bvi ∩Bη/2 = ∅ whereas Bv0 ⊆ Bη ⊆ B3η/4. Let
γi := P (X ∈ Bvi ), i = 0, . . . , 2n, and γ := min{γ0, . . . , γ2n}.
As Bvi is full-dimensional for all i, it follows that γ > 0. For each i ∈ {0, . . . , 2n} and for a
positive scalar r such that β
r2
≤ γ2 , we then have when m is large enough that
1
m
m∑
j=1
P (Xj ∈ Bvi , |g¯m,d(Xj)| ≤ r) ≥
1
m
m∑
j=1
P (Xj ∈ Bvi )−
1
m
m∑
j=1
P (Xj ∈ Bvi , |g¯m,d(Xj)| > r)
≥ γ − 1
m
m∑
j=1
P (|g¯m,d(Xj)| > r)
≥ γ − E[g¯
2
m,d(Xj)]
r2
≥ γ − β
r2
≥ γ − γ
2
=
γ
2
> 0.
Here, the first inequality follows from the union bound, the second from the definition of γ
and the fact that P (A∩B) ≤ P (A), the third from Markov’s inequality, and the fourth from
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(29) which holds when m is large enough. As a consequence, for any i ∈ {0, . . . , 2n} and for
large enough m, there exists 1 ≤ I(i) ≤ m such that XI(i) ∈ Bvi and |g¯m,d(XI(i))| ≤ r.
We use this to obtain upper and lower bounds on g¯m,d(x) over B3η/4 which only depend on
the probability distribution of Xi and Bη (i.e., these bounds do not depend on the number
of data points, nor on the data points themselves). The proof of the lower bound requires us
to show that g¯m,d is actually upper bounded over Bη/2. As Bη/2 is a superset of B3η/4, this
will naturally imply that g¯m,d is upper bounded over B3η/4.
Upper bound: We show that Bη/2 is a subset of the convex hull of XI(1), . . . , XI(2n). This
then implies that any x in Bη/2 can be written as a convex combination of these points,
and so, using convexity of g¯m,d, we can conclude that g¯m,d(x) ≤ r. To see that Bη/2 is a
subset of the convex hull of XI(1), . . . , XI(2n), first note that XI(i) /∈ Bη/2 for all i = 1, . . . , 2n
as Bvi ∩ Bη/2 = ∅. Hence, either Bη/2 is a subset of convex hull of XI(1), . . . , XI(2n) or the
two sets are disjoint. We show that the former has to hold. This follows from the fact that
X0 =
1
2n
∑2n
i=1XI(i), which is in the convex hull of XI(1), . . . , XI(2n), is also in Bη/2. To see
this, note that for a fixed component k of the vectors {XI(i)}i, there are exactly 2n−1 of these
components that belong to [lk, lk +
η
4 ] and 2
n−1 that belong to [uk − η4 , uk]. This implies that
the k-th component of X0 belongs to the interval [
uk+lk
2 − η8 ; uk+lk2 + η8 ]. As uk+lk2 + η8 ≤ uk− η2
and uk+lk2 − η8 ≥ lk + η2 by consequence of (27), we get that X0 is in Bη/2.
Lower bound: Let x ∈ B3η/4. As XI(0) ∈ BvI(0), there exists y ∈ Bη/2 such that
XI(0) =
x+ y
2
.
(This can easily be checked via a simple analysis of each component of y = 2XI(0) − x.) By
convexity of g¯m,d, it follows that
g¯m,d(XI(0)) ≤
g¯m,d(x) + g¯m,d(y)
2
.
Using the fact that |g¯m,d(XI(0))| ≤ r a.s. for m large enough and the fact that g¯m,d(y) ≥ r as
y ∈ Bη/2, we obtain that for large enough m,
g¯m,d(x) ≥ 2g¯m,d(XI(0))− g¯m,d(y) ≥ −3r.
Taking cη = max{r, 3r} = 3r gives us the expected result.
(ii) As g¯m,d is convex over B and almost surely bounded on B3η/4 by cη from (i), there exists a
constant Mη =
8cη
η which is independent of the data, such that g¯m,d is Mη-Lipschitz over Bη;
for a proof of this, see [46, Theorem A].
(iii) As gd is continuous over B, gd has a maximum over B. Furthermore, gd is convex over B. It
follows, using a similar argument to (ii), that gd is Lipschitz over Bη with a constant that is
independent of the data (X1, Y1), . . . , (Xm, Ym).
Proposition C.8. Let hd be defined as in Proposition C.3 and h¯m,d defined as in (5). The following
properties hold:
(i) ∃M ′η > 0, which is independent of the data (X1, Y1), . . . (Xm, Ym), such that |h¯m,d(x) −
h¯m,d(y)| ≤M ′η||x− y|| a.s. for all x, y ∈ Bη, i.e., h¯m,d is M ′η-Lipschitz over Bη.
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(ii) ∃N ′η > 0, which is independent of the data (X1, Y1), . . . (Xm, Ym), such that |hd(x)− hd(y)| ≤
N ′η||x− y|| for all x, y ∈ Bη, i.e., hd is N ′η-Lipschitz over Bη.
Proof. This follows immediately from the fact that both hd and h¯m,d have K-bounded derivatives,
with K being a vector of finite scalars.
C.4 Proof of Lemmas 4.2 and 4.4
We now prove Lemmas 4.2 and 4.4 using the previously shown results.
Proof. Proof of Lemma 4.2. We define Cn,d and gd as previously. Let  > 0. We split this proof
into three steps: the first step establishes that one can obtain an arbitrarily good approximation
of f by a family of convex polynomials {gd}d. We further show that one can reduce the problem of
showing consistency of g¯m,d over any compact set C in B to the problem of showing consistency of
g¯m,d over Bη for some η such that (27) holds. This simplifies considerably the subsequent steps. In
the second step, we show that gd and g¯m,d are “close” on the random samples Xi; this is then used
in the third step to show that the two functions are uniformly close and hence that f and g¯m,d are
also uniformly close.
Step 1: approximating f by a convex polynomial gd. From Proposition C.2, there exists
d := d() such that
sup
x∈B
|gd(x)− f(x)| ≤ 
2
, (30)
where gd is defined as in Proposition C.2. Henceforth, we assume that d is fixed to this value.
We now prove that the problem of showing consistency of g¯m,d over any compact subset C of B
can be reduced instead to showing consistency of g¯m,d over some box Bη where η is such that (27)
holds. Let C be any full-dimensional compact subset of B such that no point of the boundary of
B is in C. As C ∩ int(B) = C, there exists ηC > 0 such that C ⊆ BηC . Furthermore, there exists
η > 0 such that
2
√
2E[((Y1 − gd(X1))21(X1 /∈ Bη)] ·
√
5E[(Y1 − gd(X1))2] ≤ . (31)
To see this, note that as η → 0, P (X1 /∈ Bη) → 0 with P (X1 /∈ B) = 0 (this is a consequence of
P (X ∈ A) being positive for any full-dimensional set A). Existence of η then follows by expanding
out the expression and using Assumptions 1 and 3 together with the fact that both f and gd are
continuous over B and so bounded over B. We let η := min{ηC , η}. Thus defined, η is such that
(27) holds as C is full-dimensional and a subset of Bη. As a consequence, in the rest of the proof,
we restrict ourselves to showing that
sup
x∈Bη
|g¯m,d(x)− f(x)| → 0 a.s. (32)
when m, d → ∞ instead of (16). Indeed, (32) implies (16) as C ⊆ Bη but the geometry of Bη is
much nicer to work with than that of C.
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Step 2: showing that, for fixed d, 1m
∑m
i=1(g¯m,d(Xi)−gd(Xi))2 → 0 a.s. as m→∞. Equation
(23) with g = gd gives us
1
m
m∑
i=1
(g¯m,d(Xi)− gd(Xi))2 ≤ 2
m
m∑
i=1
(Yi − gd(Xi))(g¯m,d(Xi)− gd(Xi)).
The right hand side of this inequality can be rewritten
2
m
m∑
i=1
(Yi − gd(Xi))(g¯m,d(Xi)− gd(Xi)) ≤ 2
m
m∑
i=1
(Yi − gd(Xi))(g¯m,d(Xi)− gd(Xi))1(Xi ∈ Bη)
+
2
m
m∑
i=1
(Yi − gd(Xi))(g¯m,d(Xi)− gd(Xi))1(Xi /∈ Bη)
(33)
We focus first on the term that includes the sample points outside of Bη. We have
2
m
m∑
i=1
(Yi − gd(Xi))(g¯m,d(Xi)− gd(Xi))1(Xi /∈ Bη)
≤ 2
√√√√ 1
m
m∑
i=1
(Yi − gd(Xi))21(Xi /∈ Bη) ·
√√√√ 1
m
m∑
i=1
(g¯m,d(Xi)− gd(Xi))2
≤ 2
√√√√ 1
m
m∑
i=1
(Yi − gd(Xi))21(Xi /∈ Bη) ·
√√√√ 4
m
m∑
i=1
(Yi − gd(Xi))2
≤ 2
√
2E[(Y1 − gd(X1))21(Xi /∈ Bη)] ·
√
5E[(Y1 − gd(X1))2] a.s.,
where the first inequality holds by virtue of the Cauchy-Schwarz inequality, the second inequality
is a consequence of (24), and the third inequality holds for large enough m following the strong law
of large numbers. Equation (31) implies that for large enough m,
2
m
m∑
i=1
(Yi − gd(Xi))(g¯m,d(Xi)− gd(Xi))1(Xi /∈ Bη) ≤  a.s.. (34)
We now focus on the term that includes the sample points inside of Bη. We hope to use the
strong law of large numbers to conclude, and indeed, if g¯m,d were not a function of the data points
(X1, Y1), . . . , (Xm, Ym), this could be done in a straightforward fashion. The goal is consequently
to replace g¯m,d by a deterministic approximation and then apply the strong law of large numbers,
as we show now. Let
C = {polynomials p : Bη 7→ R of degree d, Mη-Lipschitz with |p(x)| ≤ cη, ∀x ∈ Bη},
where Mη and cη are the constants given in Proposition C.7, which do not depend on the data
(X1, Y1), . . . , (Xm, Ym). Proposition C.7 implies that g¯m,d belongs to C for large enough m.
Furthermore, given that C is a subset of the set of continuous functions over the box Bη and
given that all functions in C are uniformly bounded and Lipschitz, it follows from Ascoli-Arzela´’s
theorem that C is compact in the metric d(f, g) = supx∈Bη |f(x)− g(x)|. As a consequence, C has
a finite -net: we denote by p1, . . . , pR the polynomials belonging to it. Hence, for large enough
m, there exists r ∈ {1, . . . , R} such that supx∈Bη |pr(x) − g¯m,d(x)| < : this is our deterministic
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approximation of g¯m,d and we are now equipped to control the term that includes the sample points
inside Bη from (33). We have:
2
m
m∑
i=1
(Yi − gd(Xi))(g¯m,d(Xi)− gd(Xi))1(Xi ∈ Bη)
≤ 2
m
(
m∑
i=1
(Yi − gd(Xi))(g¯m,d(Xi)− pr(Xi))1(Xi ∈ Bη) +
m∑
i=1
(Yi − gd(Xi))(pr(Xi)− gd(Xi))1(Xi ∈ Bη)
)
≤ 2
m
· 
m∑
i=1
|Yi − gd(Xi)|+ max
j=1,...,R
2
m
m∑
i=1
(Yi − gd(Xi))(pj(Xi)− gd(Xi))1(Xi ∈ Bη).
As gd is bounded over B, we use the strong law of large numbers to obtain, for large enough m,
1
m
m∑
i=1
|Yi − gd(Xi)| ≤ 2E[|Y1 − gd(X1)|] a.s. (35)
We also have for any j ∈ {1, . . . , R},
2
m
m∑
i=1
(Yi − gd(Xi))(pj(Xi)− gd(Xi))1(Xi ∈ Bη)
≤ 2
m
m∑
i=1
(Yi − f(Xi))(pj(Xi)− gd(Xi))1(Xi ∈ Bη) + 2
m
m∑
i=1
(f(Xi)− gd(Xi))(pj(Xi)− gd(Xi))1(Xi ∈ Bη)
≤ 2
m
m∑
i=1
νi(pj(Xi)− gd(Xi))1(Xi ∈ Bη) + 2
m

m∑
i=1
|pj(Xi)− gd(Xi)|1(Xi ∈ Bη).
Gvien Assumptions 1 and 3 and the fact that hj is uniformly bounded over Bη, it follows from the
strong law of large numbers that, for any j ∈ {1, . . . , r} and for large enough m,
2
m
m∑
i=1
νi(pj(Xi)− gd(Xi))1(Xi ∈ Bη) ≤  a.s. (36)
Similarly, using the strong law of large numbers again, for large enough m,
1
m
m∑
i=1
|pj(Xi)− gd(Xi)|1(Xi ∈ Bη) ≤ 2E[|pj(X1)− gd(X1)|1(X1 ∈ Bη)] a.s. (37)
Putting (35), (36), and (37) together, we conclude that for large enough m,
2
m
m∑
i=1
(Yi − gd(Xi))(g¯m,d(Xi)− gd(Xi))1(Xi ∈ Bη)
≤ 2
(
2E[|Y1 − gd(X1)|] + max
j=1,...,R
2E[|pj(X1)− gd(X1)|1(X1 ∈ Bη)]
)
+ .
Combining this with (34) in (33), it follows that, for fixed d,
1
m
m∑
i=1
(g¯m,d(Xi)− gd(Xi))2 → 0 a.s. when m→∞.
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Step 3: showing that supx∈Bη |f(x)− g¯m,d(x)| → 0 a.s. when m→∞ and d→∞. We fix d
as previously and m to be as large as needed. Let x ∈ Bη and let δ be a fixed positive scalar such
that (Mη + Nη)δ ≤ /4. As Bη is a compact box, there exists a finite partition C1, . . . , CK of Bη
such that the diameter of Ck, k = 1, . . . ,K, is less than δ (i.e., supx,y∈Ck ||x − y|| ≤ δ) and Ck is
full dimensional. It follows from Assumption 2 that for large enough m, each Ck contains at least
one Xi. Furthermore, as x ∈ Bη, x ∈ Ck for some k. Let’s denote by k0 this specific k and let
ik0 = arg min{i|Xi∈Ck0}
|gd(Xi)− g¯m,d(Xi)|.
For d chosen as previously and very large m, we have
|f(x)− g¯m,d(x)| ≤ |f(x)− gd(x)|+ |gd(x)− gd(Xik0 )|+ |gd(Xik0 )− g¯m,d(Xik0 )|+ |g¯m,d(Xik0 )− g¯m,d(x)|
≤ 
2
+Nη · δ +
∑m
i=1 |gd(Xi)− g¯m,d(Xi)|I(Xi ∈ Ck0)∑m
i=1 I(Xi ∈ Ck0)
+Mη · δ,
where we have used the fact that both gd and g¯m,d are Lipschitz (for m large enough in the case
of g¯m,d) with Lipschitz constants Nη and Mη respectively, which do not depend on the data (see
Proposition C.7), together with the fact that the minimum of a vector is less than or equal to its
average.
The previous inequality implies that
sup
x∈Bη
|f(x)− g¯m,d(x)| ≤ 
2
+ δ(Mη +Nη) +
1
m
m∑
i=1
|gd(Xi)− g¯m,d(Xi)| · max
k=1,...,K
m∑m
i=1 I(Xi ∈ Ck)
≤ 
2
+ δ(Mη +Nη) +
√√√√ 1
m
m∑
i=1
(gd(Xi)− g¯m,d(Xi))2 · max
k=1,...,K
m∑m
i=1 I(Xi ∈ Ck)
.
From the strong law of large numbers, limm→∞maxk=1,...,K m∑m
i=1 I(Xi∈Ck) =
1
mink=1,...,K P (X1∈Ck) a.s.
(which is a fixed number for fixed δ). As a consequence, for large enoughm, maxk=1,...,K
m∑m
i=1 I(Xi∈Ck) ≤
2
mink=1,...,K P (X1∈Ck) a.s. Furthermore, as shown in Step 2,
1
m
∑m
i=1(gd(Xi) − g¯m,d(Xi))2 → 0 a.s.,
which implies that for large enough m,√√√√ 1
m
m∑
i=1
(gd(Xi)− g¯m,d(Xi))2 ≤  ·mink=1,...,K P (X1 ∈ Ck)
8
a.s.
Combining this to the definition of δ, we obtain that for very large m,
sup
x∈Bη
|f(x)− g¯m,d(x)| ≤ .
This concludes our proof.
Proof. Proof of Lemma 4.4. The exact same proof as above goes through providing that Cn,d is
replaced by Kn,d, gd by hd, g¯m,d by h¯m,d, Proposition C.2 by Proposition C.3, Corollary C.5 by
Corollary C.6, and Proposition C.7 by Proposition C.8.
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