A basic computational problem that arises in both the construction and local-search phases of the best heuristics for multiple sequence alignment is that of aligning the columns of two multiple alignments. When the scoring function is the sum-of-pairs objective and induced pairwise alignments are evaluated using linear gap-costs, we call this problem Aligning Alignments. While seemingly a straightforward extension of two-sequence alignment, we prove it is actually NP-complete. As explained in the paper, this provides the first demonstration that minimizing linear gap-costs, in the context of multiple sequence alignment, is inherently hard.
INTRODUCTION
While it is widely recognized in computational biology that linear gap-costs are necessary to get biologically-correct * Contact author. Research supported by the US National Science Foundation through CAREER Award DBI-0196202 and Grant DBI-0317498. Email: kece@cs.arizona.edu † Research supported by a US Department of Education GAANN Fellowship from Award P200A000302, and a US National Science Foundation IGERT Fellowship from the University of Arizona Program in Genomics. Email: dms@cs.arizona.edu Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. alignments of two sequences [7] , in alignment of multiple sequences almost without exception the known exact algorithms [37, 5, 22, 23] and approximation algorithms [18, 33, 3, 21, 41, 35] have not considered linear gap-costs. The only exception we know (other than studies of three sequences [8, 13, 34] ) is the algorithm behind the software MSA [26, 17] , which uses linear gap-costs and can potentially compute optimal multiple alignments. Even here, however, the algorithm does not compute exact gap-costs: MSA uses a heuristic suggested by Altschul [1] that overcounts the true number of gap-initiation events. We believe this inaccuracy in gap-initiation costs is one of the reasons the best heuristics for multiple alignment [45, 6, 4, 38, 17, 2, 36] place gaps poorly on tough instances [29] .
Computing correct gap-counts in exact algorithms for multiple alignment seems to unavoidably add exponentialoverhead to algorithms that are already exponential in the worst case. (In MSA, for example, the design decision to just include heuristic gap-counts increased the time complexity for k sequences by a factor of 2 k in the worst case [17] .) Nevertheless, the fact that researchers have been unable to compute exact gap-counts efficiently, or even that multiple alignments can end in an exponential number of gap configurations [1] , does not prove it cannot be done. How to determine the inherent complexity of handling exact gapcounts has been a mystery though, since the standard formulations of multiple sequence alignment are already NPcomplete without linear gap-costs [28, 22, 42, 43] .
In this paper, along with several other results, we resolve this dilemma. We show for the first time that there is a form of multiple alignment which we call Aligning Alignments that is:
(1) NP-complete with gap counts, (2) polynomial-time solvable without them, yet (3) can be exactly solved with gap counts in practice.
Together (1) and (2) establish that exact gap-counts are inherently hard in the worst case (independent of the complexity of multiple alignment) while (3) shows they are tractable in practice.
Aligning Alignments is the problem of finding an optimal alignment of the columns of two multiple sequence alignments under the sum-of-pairs objective with linear gap-costs. The sum-of-pairs objective [5] scores a multiple alignment by the sum of the scores of the two-sequence alignments induced on all pairs of sequences. With linear gap-costs a run of either x insertions or deletions costs γ +λx, where γ is the gap-initiation cost and λ is the gap-extension cost. For γ = 0 (when gap counts are irrelevant) the problem can be solved in polynomial time, since it is then equivalent to aligning two sequences where we treat the columns of the alignments as generalized letters. Our negative result is that for γ > 0 (when gap counts matter) the problem is NP-complete.
Our positive result is an exact algorithm for Aligning Alignments that is fast in practice. Suppose the input is a k ×m alignment A versus an ×n alignment B. The algorithm uses dynamic programming over the columns of A and B, where at each entry (i, j) in the table we keep a list of shapes. A shape is an ordered partition of the k + sequences that represents the final gap-configuration of a multiple alignment on the columns in prefixes A [1 : i] and B [1 : j] . In the worst case, the number of shapes at an entry is exponential in k and . We develop two techniques to prune the list of shapes, one based on a cost lower-bound and the other based on the gap configuration, which keep the shape-lists surprisingly small in practice. Computational experiments show we can solve all instances of Aligning Alignments obtained from the benchmark alignments in the datasets of McClure, Vasi and Fitch [29] and Thompson, Plewniak and Poch [40] , as well as highly-gapped random instances with 250 sequences and 500 columns in each alignment.
Related work Gotoh, in two pioneering papers [14, 15] , first considered an approach of this type, though his description is not easy to follow. By comparison our algorithm is simple, provably correct, and considers fewer shapes as shown in Section 5.3. While Gotoh does not analyze the running time of his procedure, our NP-completeness result shows that unless P = NP, it cannot run in polynomial time.
Kececioglu and Zhang [25] developed algorithms that solve a relaxed version of Aligning Alignments with approximate gap counts (that they termed optimistic or pessimistic) for several variations of the problem where either of the input alignments are a single sequence, a multiple alignment, or a weighted profile. They also developed an efficient algorithm that solves the special case of Aligning Alignments where one of the inputs is a string and the other is a multiple alignment, while conjecturing that in general Aligning Alignments is NP-complete.
During the preparation of this paper we learned that Ma, Wang and Zhang [27] have also recently and independently resolved the conjecture of Kececioglu and Zhang and proved that Aligning Alignments is NP-complete. Our reduction and proof are significantly simpler, and also yield a stronger result: that the problem remains NP-complete even when all strings have at most five letters, at most one internal gap, and edit operations have unit cost.
Plan of the paper
In the next section we prove Aligning Alignments is NP-complete. Section 3 then develops an exact algorithm that computes an optimal alignment. Section 4 analyzes the worst-case time and space for this algorithm. Section 5 presents two techniques for reducing the time, which are remarkably effective in practice. Section 6 shows that one of these techniques, dominance pruning, can be implemented to run in space linear in the number of columns in the input. Section 7 then presents results from extensive experiments on both biological and simulated data that show we can compute optimal alignments for all instances in two standard benchmark datasets, as well as for very-large random instances with highly-gapped sequences.
This paper is an extended abstract of [24] .
COMPUTATIONAL COMPLEXITY
We now formally define our problem. Let S be a collection of strings S1, . . . , S k over alphabet Σ. Characters in Σ are called letters. Let '-' be a character not in Σ called a spacer. An alignment of S is a matrix A with k rows where (i) each entry is either a letter or a spacer, (ii) no column is all spacers, and (iii) reading across row i and removing spacers spells string Si. We call A a multiple alignment when we want to emphasize that S may have more than two strings.
With linear gap costs, we score a two-string alignment as follows. A gap is a maximal run of columns of the form a -ora (but not both). The length of a gap is its number of columns. The gap cost for a gap of length x is γ + λx, where constant γ ≥ 0 is the gap initiation cost and constant λ ≥ 0 is the gap extension cost. A substitution cost function δ assigns each pair of letters a, b the cost δ(a, b) = δ(b, a). The alignment cost is the sum of the substitution costs δ(a, b) over all nongap columns a b , plus the sum of the gap costs. Alternately we can extend the substitution cost function by defining δ(a, -) = δ(-, a) = λ for all letters a. The alignment cost is then equal to the sum of δ over all columns, plus a term γy where y is the total gap count for the alignment. The triple (δ, γ, λ) specifies the cost function f for two-string alignments.
Given a cost function f on two-string alignments, the sum-of-pairs objective [5] In other words, the alignments A and B are viewed as two sequences. The problem is to align these two sequences by inserting, deleting, and substituting columns. A solution yields a multiple alignment C of the strings in A and B, where the subalignment of C induced by the strings in either A or B is fixed. The problem evaluates C using the sum-of-pairs objective, scoring the induced two-string alignments with linear gap costs.
When γ = 0 (so gap counts have no effect) the problem is solvable in polynomial time. In this case we can reduce the problem to standard alignment of two strings, by treating the columns of A and B as generalized letters and defining generalized insertion, deletion, and substitution costs.
Surprisingly when γ > 0 (so gap counts matter) the problem is provably hard, as we now show. The decision version of Aligning Alignments has an extra input parameter: a cost bound d. The problem is to decide whether A and B have an alignment of cost at most d.
Theorem 1 (Complexity). The decision version of Aligning Alignments is NP-complete.
Proof sketch. To show the problem is NP-hard, we use a reduction from the Maximum Cut Problem [9] . Recall that an instance of Maximum Cut is an undirected edge-weighted graph G = (V, E) (without self-loops or parallel edges) and an integer c. The problem is to determine whether there is a bipartition of vertices V into two nonempty subsets L and R, called a cut, such that the sum of the weights of the edges in E that cross the cut (by having one end in L and the other in R) is at least c. Maximum Cut remains NP-complete when all edges have unit weight [10] , so we use this simplified form of the problem. In this case c is a lower bound on the number of edges that cross the cut, which we call the cardinality of the cut.
Given an instance (V, E, c) of Maximum Cut, we construct an instance (A, B, ω, δ, γ, λ, d) of Aligning Alignments as follows. Let V = {v1, . . . , vn} and E = {e1, . . . , em}. Alignments A and B are over the binary alphabet Σ = {0, 1}. They have two types of rows (edge rows and dummy rows), and two types of columns (vertex columns and dummy columns). Both alignments consist of m edge rows followed by k dummy rows, where k = Θ(m) is a parameter we determine later. Columns in A and B are in n consecutive groups corresponding to the n vertices. Groups start with a dummy column, followed by one vertex column in A and two vertex columns in B. The two vertex columns in the group corresponding to vertex v in B represent the two sides of a cut where v may fall. Intuitively, dummy columns confine the alignment so a vertex column in A is aligned to one of the two corresponding vertex columns in B; dummy rows ensure dummy columns for corresponding groups are aligned.
The entries in a row are as follows. The row in A for edge ei = (vj , v j ) has 1's in the vertex columns for vj and v j and spacers everywhere else. Assuming j < j , the corresponding edge row in B has substring 010 at the group for vj , substring -10 at the group for v j , and spacers every- 
In the full proof [24] we show that G has a cut of cardinality at least c if and only if A and B have an alignment in normal form of cost at most d, when we fix γ = 2, λ = 1, σ = 1, and d = χ − c where χ is a constant that depends only on G. We then show that choosing k = 5m ensures every alignment of A and B of cost at most d is in normal form, which completes the proof.
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The proof yields a strong result: Aligning Alignments remains NP-complete for unweighted sum-of-pairs (where all pairs of rows have the same weight), for input strings over a binary alphabet (hence for DNA and protein sequences), and for the unit-cost metric (the simplest cost function, where insertion, deletion, and substitution cost 1 and an identity costs 0).
To understand what makes the problem hard, it is worth asking how much more we can constrain Aligning Alignments and still have an NP-complete problem. Given that both alignments are riddled with gaps in the reduction, it might appear that multiple gaps makes the problem hard. Notice however that by spreading the 0's of each dummy row across n rows, we can eliminate interior gaps in dummy rows and break up their length. The proof still goes through, but now every row contains a string of constant length with a constant number of gaps. Thus Aligning Alignments remains NP-complete when the alignments are over strings of length at most 5 and every row has at most 3 gaps, with at most 1 gap in the interior of each string.
Interestingly if one of A or B has no gaps, Aligning Alignments is solvable in polynomial time. One way to see this is to reduce the problem to aligning a string against an alignment, by treating the gapless alignment as a string of columns, which Kececioglu and Zhang [25] solve in O(km 2 + mn log m) time for a k × m alignment versus an n-length string, assuming a constant-size alphabet. Our general exact algorithm of the next section also runs in polynomial time in this special case, but with a larger time bound.
EXACT ALGORITHM
We now develop an exact algorithm for Aligning Alignments that finds an optimal solution by dynamic programming. Our presentation ignores the weights ω on pairs of sequences, or equivalently assumes uniform weights. All our results apply to nonuniform weights, and incorporating them by scaling the pairwise alignment costs is straightforward.
The algorithm is conceptually simple, though presenting it requires a fair amount of formalism. Essentially the algorithm follows a standard dynamic programming approach by viewing the alignments as sequences of columns where a subproblem, which usually corresponds to a prefix of both sequences, now has an additional parameter that specifies the shape of the gaps in which an optimal alignment ends.
Deriving a recurrence based on shapes To evaluate the cost of an alignment with linear gap-costs we need to determine the number of gaps initiated by a column. Whether a column starts a gap in a pair of rows depends on the relative order of the rightmost letter in each row. We capture this relative order in what we call the shape of an alignment. Formally, a shape s for an alignment with k rows is an ordered partition
The si form a partition of the row set {1, . . . , k}, or in other words they are disjoint subsets whose union is all rows. Furthermore the si, which we call the blocks of the partition, are ordered : si precedes si+1. The interpretation of a shape is that each block represents a set of rows whose rightmost letters occur in the same column, and that these columns occur across the alignment in the same order as the blocks in the shape. So for a pair of rows i and j, the relative order of their last letters is given by the relative order of the blocks that contain i and j.
We say an alignment ends with rows i and j flush if the rightmost letter in each row occurs in the same column, or both rows have no letters. Otherwise the rightmost letter in row i is to the right or left of the rightmost letter in row j, in which case we say i overhangs or underhangs j.
For example, shape ({1, 3}, {2, 4}) means the associated alignment has 4 rows. The alignment ends with rows 2 and 4 flush; rows 1 and 3 end earlier and are also flush. In the induced pairwise alignments, row 2 overhangs row 3, and row 1 underhangs row 2.
Suppose the input to our problem is a k × m multiple alignment A and an × n multiple alignment B. We denote the entry in A at row i and column j by A [i, j] . We write A[j] to denote column j of A, and A[j : j ] to denote the subalignment of A consisting of columns j through j when j ≤ j , and the empty alignment otherwise.
To find an optimal alignment of A and B, the subproblem we solve is to determine for a given shape s and indices 0 ≤ i ≤ m and 0 ≤ j ≤ n, the cost of an optimal alignment of the prefixes A[1 : i] and B[1 : j] that ends in shape s. We call the solution cost for this subproblem C(i, j, s). In general not every shape s can be realized by alignments of given prefixes. We denote the set of shapes of all aligments of these prefixes by S(i, j). The cost of an optimal alignment of A and B is then
To count gaps we use the following predicates. For a pair of rows p and q in an alignment with shape s, For rows p and q and column c,
• q c p if and only if p has a letter and q has a spacer in column c, and • p cq if and only if q has a letter and p has a spacer.
For alignment columns a and b, let (a, b) be the new column obtained by placing a on top of b. When using this notation, a and b will be either columns from A or B or the column of all spacers, which we denote by -. In terms of the above predicates, the total number of gaps initiated by appending column (a, b) onto an alignment that ends in shape s is
(In evaluating the sum, true maps to 1 and false maps to 0, while x denotes the logical negation of x.) We now give a recurrence for S(i, j), the set of shapes of all alignments of a prefix of the input. For shape s and column c, the shape obtained by concatenating c onto any alignment ending in s is denoted s • c. For a set S of shapes, S • c denotes {s • c : s ∈ S}. We denote the flat shape, in which all rows are flush (so the associated alignment ends with a column of all letters, or the alignment is empty), by
In this notation, for i ≤ m and j ≤ n,
{ϕ}, i = 0 and j = 0;
To derive a recurrence for C(i, j, s), the key observation is that an optimal alignment of this prefix of the input that ends in shape s must have some final column c, and removing c must yield an optimal alignment ending in shape s where s•c = s. By this observation, for 0 ≤ i ≤ m, 0 ≤ j ≤ n, t ∈ S(i, j), and (i, j) = (0, 0),
where |c| denotes the number of letters in column c.
Solving the corresponding shortest-paths problem
As is standard, we view the process of evaluating the recurrence as an equivalent shortest-paths problem in a gridstructured graph G. Graph G has a vertex for every subproblem (i, j, s) where s is in S(i, j), and an edge directed from vertex ( ı, , s) to (i, j, t) if C( ı, , s) appears in the above recurrence for C(i, j, t). Every edge then corresponds to a column c where s•c = t, and is weighted by the alignment cost of column c including gap initiation costs. In general a vertex (i, j, s) has three out-edges, corresponding to appending an insertion, deletion, or substitution column. Finding a shortest path in G from source vertex (0, 0, ϕ) to the sink vertices (m, n, t) for t in S(m, n) finds an optimal alignment of A and B.
It is advantageous when computing shortest paths to process all the vertices at coordinate (i, j) as a group, as shown in Section 5. Since G is acyclic, we can find shortest paths by considering vertices in any topological order. We examine groups in lexicographic order, which corresponds to evaluating the recurrence in row-major order on entries (i, j). As we encounter entries starting from the source (0, 0, ϕ), we effectively construct G on the fly, building at each entry (i, j) a list of all shapes s in S(i, j), which we call the entry's shape list L(i, j). With each shape s on list L(i, j), we maintain the cost of the shortest path known to vertex (i, j, s).
To process an entry (i, j), the algorithm examines each shape on L(i, j). The entire shape list has already been constructed by processing lexicographically earlier entries, and the cost of a shortest path from the source to each s on L(i, j) is known. The algorithm then considers the three out-edges of vertex v = (i, j, s) to vertices w in the adjacent entries (i, j+1), (i+1, j), and (i+1, j+1). If the shape t for w is not already on the shape list for the adjacent entry, it is created, and its associated cost is initialized to the length of the shortest path to w through v. If t is present in the shape list, its cost is updated.
To process entry (m, n), its list L(m, n) is scanned for the shape t with minimum associated cost. On determining t, the shortest path from the source to t is recovered, yielding an optimal alignment of A and B. Interestingly, recovering the shortest path does not require back pointers, since given a shape t at entry (i, j), its last block uniquely identifies the final column of its associated alignment, which in turn specifies the preceding entry ( ı, ) on the path. Once this entry is known, the shape s such that ( ı, , s) is the preceding vertex on the shortest path can be determined by examining all s on the entry's list and seeing which of these shapes yields shape t and value C(i, j, t) in the recurrence.
This algorithm is equivalent to the standard breadth-first search for single-source shortest paths in acyclic graphs, which takes time linear in the size of the graph. Our graphs have size linear in the number of vertices, which is just the total number of shapes at all entries. The total number of shapes, however, is highly dependent on the gap structure of the inputs A and B, and is not easy to determine. We next determine this quantity in the worst case.
TIME AND SPACE
The time and space for the exact algorithm depends on the number of shapes at entries, which we now analyze. (This section is technical and omits some proofs from [24] .)
Number of shapes
We now determine the exact worst-case number of shapes at each entry, which in essence yields the worst-case time and space for the exact algorithm. The result, which is given in Theorem 2, is surprising in that we are able to determine the worst case precisely (not just its order of growth) and that it is an unexpected function of the input size (not simply the number of ordered partitions of the input sequences, as in pure sum-of-pairs multiple alignment [1] ).
Preliminaries We denote the worst-case number of shapes at an entry by S ab (i, j). Formally when a > 0 and b > 0, define S ab (i, j) to be the maximum number of shapes at entry (i, j) over all inputs A and B, where A has a sequences and at least i columns and B has b sequences and at least j columns. When a = 0 or b = 0, define S ab (i, j) = 1.
We denote the worst-case number of shapes contributed to a table entry from its adjacent entries by the following three quantities:
• V ab (i, j), the maximum number of shapes at entry (i, j) whose alignments extend shapes from (i − 1, j), or in other words follow a vertical edge from (i − 1, j) to (i, j), where the maximum is over all inputs with a and b sequences,
• H ab (i, j), the maximum number of shapes at (i, j) that follow a horizontal edge from (i, j −1), and
, the maximum number of shapes at (i, j) that follow a diagonal edge from (i−1, j−1).
The following lemma bounds the number of shapes contributed from a given direction in terms of the number of shapes at the contributing entry with fewer sequences. This reduction in the number of sequences is key for the inductive step in the proof of our main result.
Lemma 1 (Contributed Shapes). For all
We denote the number of alignments of two strings of lengths m and n by F (m, n) . Equivalently, F (m, n) is the number of paths in the standard edit grid-graph from vertex (0, 0) to vertex (m, n). Function F satisfies the recurrence,
Note that F is monotonic increasing in its arguments.
Results
We now have the tools to prove the main result of this section: the number of shapes at an entry is at most F (a, b) , the number of alignments of two strings whose lengths are the number of sequences in the input. We actually prove the following tighter result, which as it turns out is exact.
Lemma 2 (Upper Bound). For all
Proof. When i or j are zero the lemma holds, since S ab (i, 0) = S ab (0, j) = F (m, 0) = F (0, n) = 1. So assume nonzero i and j. We use induction on a + b.
In the basis, a + b = 2, which implies A and B are strings. Only three shapes are possible: either A overhangs, underhangs, or is flush with B. Thus S11(i, j) ≤ 3 = F (1, 1), and the lemma holds.
In general for a + b > 2, assume the lemma holds for all Sãb(i, j) whereã +b < a + b. Let us write x y for min{x, y}. Since the set of shapes counted by S ab (i, j) is the union of the contributions from the entries adjacent in the vertical, horizontal, and diagonal directions,
where the second inequality follows from Lemma 1, the third from the induction hypothesis, and the fourth from the recurrence for F .
The bound of Lemma 2 is tight, as the next result shows. With the number of shapes in hand, we can now determine the worst-case time and space for the exact algorithm.
Lemma 3 (Lower Bound
). For all i ≥ 0, j ≥ 0, a ≥ 1, and b ≥ 1,S ab (i, j) ≥ F min{a, i},
Worst-case performance
Recall that the exact algorithm proceeds lexicographically through the entries of the dynamic programming table, and at each entry maintains a list of the shapes that can be achieved by alignments that end at that entry. With each shape on the list, the cost of the optimal alignment that ends in that shape is stored. To process entry (i, j), the algorithm considers each shape on its list and extends the alignment to entries (i, j +1), (i+1, j) and (i+1, j+1) by inserting, deleting, or substituting a column. Extending to an alignment at one of these adjacent entries yields an alignment ending in some shape s with some cost C. The algorithm searches the list L at the adjacent entry to see whether s is already in L. If s is not present, it is inserted with cost C. If s is present and its cost in L is greater than C, its associated cost is lowered to C.
Suppose we represent a shape s as a one-dimensional array S [1 : a+b] for an input with a and b sequences, where S[i] is the rank of the block in s that contains row i. We can then maintain each shape list as a balanced search tree, where shapes are ordered lexicographically by their array representation. Comparing two shapes by lexicographic order takes O(a + b) time. So searching for a shape, inserting a shape, or updating a shape's cost in a list of length takes O((a + b) log ) time. Finally when extending an alignment, determining the resulting shape and counting gap initiation events to evaluate its cost takes O(ab) time. In short, if every list has length at most , processing an entry takes O( (a + b) log + ab) time and uses O( (a + b)) space.
Theorem 2 implies every list has at most F (a, b) shapes. In general, function F (m, n) exhibits a variety of orders of growth depending on the relative order of growth of m and n. When m = n, it is known (see Waterman [44, p. 187 
Combining this fact with the above analysis and Corollary 1 yields the following.
Theorem 3 (Time and Space). To align two alignments, each having k sequences and n columns, the exact algorithm takes worst-case time
Θ 3+ √ 2 ¡ k (n−k) 2 k 3/2 , k < n; Θ 3+ √ 2 ¡ n k 2 n −1/2 , k≥ n.
This is exactly a factor k greater than the worst-case space.
We can simplify the result of Theorem 3 to the following slightly looser bound. For any constant c > 3 + √ 2 ≈ 4.4, the time for the exact algorithm is
This transitions between two orders of growth, depending on the relative number of rows and columns in the alignments. When m = O(1), it is not hard to show F (m, n) = n O(1) . By Theorem 2, this implies the following.

Corollary 2 (Special Case). When one of the alignments has a constant number of sequences, the exact algorithm runs in polynomial time and space.
In practice an algorithm whose time and space is exponential in the number of sequences is unlikely to be feasible for large inputs. The next section presents two techniques for reducing the size of a shape list, and hence reducing the running time, which we call pruning. While our problem is NP-complete, pruning is remarkably effective in practice, enabling us to compute optimal solutions even for very-large, highly-gapped alignments.
REDUCING THE TIME
We now present two techniques for removing shapes from the shape lists of the exact algorithm, while guaranteeing that the algorithm is still correct. The first technique, which we call dominance pruning, uses a dominance relation on pairs of shapes. The second, which we call bound pruning, exploits upper and lower bounds on the cost of an optimal alignment.
Dominance pruning
Consider a series of insertions, deletions, and substitutions of columns that extend the alignment at an entry. We call the subalignment given by the series an extension. The idea behind dominance pruning is to remove shape t from a list if it can be determined that t is never better than another shape s in the list over all possible extensions. We now derive a sufficient condition for this to hold for a pair of shapes s and t.
For shape s and extension ρ, let s•ρ denote the alignment obtained by concatenating ρ onto the alignment associated with s. Let C(s) denote the cost associated with shape s, and C(ρ) the cost of subalignment ρ starting from the flat shape. Finally, let G(s, ρ) count the number of pairs of rows p ∈ A and q ∈ B such that p overhangs or underhangs q in a gap that is continued by ρ. Then
C(s • ρ) = C(s) + C(ρ) − γ G(s, ρ).
So shape t is no better than shape s on extension ρ if Since Inequality (4) is independent of ρ, rearranging yields the following sufficient condition for 
Definition 2 (Shape Dominance). Shape s dominates shape t if C(t) ≥ C(s)+γ
With dominance pruning the exact algorithm proceeds as follows. Whenever a new shape s is considered for propagation to the list L at an entry, it is compared to each shape t in L to determine if s dominates t or t dominates s. (We actually organize L so comparisons can potentially be skipped.) If t is dominated it is removed from L, while if s is dominated it is not added to L.
In general we say s is as good as t on all extensions if for every extension ρ, C(s • ρ) ≤ C(t • ρ).
The following lemma is immediate from the discussion preceding Inequality (5).
Lemma 4 (Extending Dominated Shapes). Suppose shape s dominates shape t. Then s is as good as t on all extensions.
A consequence of the following lemma is that interleaving pruning with the propagation of shapes to an entry, as is done by the exact algorithm with dominance pruning, is equivalent to pruning only after all shapes are propagated to the entry.
Lemma 5 (Transitivity). For all shapes r, s, and t, if r dominates s, and s dominates t, then r dominates t.
The list of shapes at an entry is formed by propagating shapes from three adjacent entries in the table while applying pruning. We say the shape list at an entry is determined once propagation from all three entries is finished.
Lemma 6 (Dominance-Pruning Shape-Lists). Let L be the set of shapes determined by dominance pruning at entry (i, j), and S be the set of shapes of all alignments of A[1 : i] and B[1 : j]. For every shape t in S − L there is a shape s in L that is as good as t on every extension.
We can now prove dominance pruning is correct.
Theorem 4 (Correctness of Dominance Pruning).
The exact algorithm with dominance pruning finds an optimal alignment.
Proof. We use induction on the number of columns in an optimal alignment. Once the exact algorithm with dominance pruning determines the list L at entry (m, n), by Lemma 6 applied to the empty extension there is a shape t in L that corresponds to an optimal alignment. Recall from Section 3 that to recover a solution the exact algorithm identifies the last column of the alignment solely from t and the indices of its table entry. Thus the algorithm will find the last column c of an optimal alignment.
Shapes are never removed from a determined list, and a list is determined before it propagates any shapes. So the shape s that propagated t is still in the table and will be identified by the recovery phase. Shape s corresponds to the prefix of the optimal alignment with one less column. By induction this prefix will be recovered, and concatenating c recovers an optimal alignment.
As demonstrated in Section 7, the exact algorithm with dominance pruning is highly effective. Section 6 shows it also has the desirable property that it can be implemented to run in space linear in the number of input columns.
Bound pruning
With bound pruning, a shape is pruned similar to the way subproblems are pruned in branch-and-bound algorithms. We compute a lower bound L(s) on the cost of the best alignment of A and B that extends the alignment associated with shape s. This is compared to an upper bound U on the cost of an optimal alignment of A and B. If L(s) ≥ U , shape s can be safely pruned.
To obtain upper bound U , at the start of the computation three feasible alignments of A and B are scored, and U is assigned the minimum of these three scores. The three alignments are the so-called optimistic and pessimistic alignments [25] , and the trivial alignment of A and B, which aligns column i of A with column i of B possibly with a final run of either insertions or deletions. (The trivial alignment can be good when the input arises from polishing a multiple alignment by splitting it and realigning.)
To compute the lower bound L(s) at an entry, we lookup a score in the dynamic programming table obtained from running the optimistic algorithm on the reverse of the input alignments. The score at each entry in this table is a lower bound on the optimal alignment of a suffix of A with a suffix of B, where these suffixes start with the flat shape. We actually use the three tables computed by the optimistic algorithm, which give the optimistic scores for alignments of the suffixes that start with an insertion, deletion, or substitution. By combining the score of shape s with an optimistic score for the extension of s to an alignment of A and B, and adjusting for gaps that may be overcounted in both scores, a lower bound on the cost of an optimal alignment extending shape s is obtained. This lower bound is computed separately for extensions starting with an insertion, deletion, or substitution; each must exceed U for s to be pruned.
While dominance pruning always leaves at least one shape in a list, bound pruning can delete an entire list. As shown in Section 7, bound pruning is very effective: often only a tiny fraction of the entries remain with nonempty shape lists. When combined with dominance pruning, it yields our fastest exact algorithm in practice.
Gotoh's pruning
Gotoh [14] describes a procedure for aligning alignments that uses a form of pruning different from both dominance and bound pruning. (Of our two techniques, Gotoh's is closer to dominance pruning.) We call Gotoh's procedure extremal pruning. The precise statement of extremal pruning is long and involves four separate criteria; to save space we omit it. We state here our main result on the relationship between extremal pruning and dominance pruning. (Full details and proofs are in [24] .) Dominance pruning is simpler than extremal pruning, and is also stronger in the following sense. For pruning method A and set of shapes S, let A(S) be the subset of S that remains after pruning by A. We say method A is stronger than method B if for all sets S, A(S) ⊆ B(S), and there exist sets S for which A(S) is strictly smaller than B(S).
Theorem 5 (Pruning Strength). Dominance pruning is stronger than extremal pruning.
REDUCING THE SPACE
A classic result in sequence comparison is that an optimal alignment of two strings can be computed in space linear in the lengths of the strings without exceeding the time complexity of the standard quadratic-space algorithm, as discovered by Hirschberg [20] . This result can be generalized to aligning two strings with linear gap-costs, as explained by Myers and Miller [31] , though it becomes more complex. Linear-space algorithms are a necessity to optimally align long genomic regions.
Given that the space used by the exact algorithm is potentially exponential (see Theorem 3 in Section 4), reducing its space complexity is critical. In this section we show that Hirschberg's divide-and-conquer approach can be generalized to Aligning Alignments. In particular, the good time-behavior of the exact algorithm with dominance pruning described in Section 5.1 can be retained while achieving space-complexity that grows linearly in the number of columns in the input alignments.
Working out a generalization to Aligning Alignments and showing it is correct in the presence of dominance pruning is involved, and is not possible to present within the allowed page limit. (Full details are in [24] .) The key idea is to reduce the subproblem that arises in the divide-and-conquer approach to computing an alignment of minimum cost over an interval A[i : j] and B[i : j ] of the input, subject to the constraint that the alignment is preceded by a given shape s and followed by a given shape t. This subproblem can be solved by running the exact algorithm over the interval in both a forward and reverse pass, where each pass maintains shape lists for just two consecutive rows of the table, and then carefully gluing together the terminal shapes of the alignments from both passes. Correctness in the presence of dominance pruning relies on Lemma 6. We state here just the final result.
Theorem 6 (Linear Space). The exact algorithm with dominance pruning can be implemented to find an optimal alignment using space linear in the number of columns in the input, without increasing the time complexity.
Note that obtaining such a result for bound pruning is obstructed by the fact that it uses quadratic-size tables to lookup lower bounds (though see Myers and Jain [30] for a technique that yields a space-time tradeoff).
COMPUTATIONAL RESULTS
Feasibility of the exact algorithm
In practice we can solve large instances to optimality despite the potential for the number of shapes to grow exponentially in the number of rows. We attribute this to a ceiling phenomenon in the growth of shapes. As shown in Section 7.1.2, for instances with a given number of columns the observed number of shapes does not grow once the number of rows exceeds a threshold. Furthermore this threshold is small (roughly 10 rows in our experiments) and appears to be independent of the number of columns.
Time and space
Biological data
Trials were run on challenging biological instances taken from the McClure, Vasi, and Fitch [29] benchmark set, which we call MVF, and the Thompson, Plewniak, and Poch [40] set called BAliBASE. Trials used all MVF benchmarks, and all BAliBASE benchmarks in their reference sets 1 through 5, which we call groups. These benchmarks are alignments with up to nearly 30 rows and 1,000 columns. Instances were generated by splitting the rows of a benchmark into two subsets. For each MVF benchmark, trials were run on all of the roughly 2,000 possible splits. For each BAliBASE benchmark, trials were run on 20 random equal-sized splits.
To preview our results, the most time-efficient version of the exact algorithm took less than 2 seconds on each trial, and the most space-efficient version less than 1 megabyte.
Simulated data
A natural question is how big an instance we can solve in a given amount of time and space. Since extrapolating from isolated biological instances is dubious, we ran experiments on simulated data to observe the order of growth as a function of input size.
Generator The data generator was designed with the goal of producing instances at least as hard as typical biological data. Generator parameters include size, a specification of gap structure, and the letter distribution.
We define spacer density as the percentage of alignment entries that are spacers. Startup density is the percentage of entries that are spacers but not preceded by a spacer. For a given alignment size, startup density specifies the number of gaps; spacer density specifies their lengths. Together spacerand startup-density are called gap densities. The generator produces an alignment with the given gap densities by randomly placing an equal number of gaps in each row, where gaps have the same length to within one unit. The sequences in each row are formed by choosing letters randomly and independently from the given distribution. To test whether random sequences yield easier instances, trials were run on each BAliBASE benchmark in group 1, by randomly shuffling the letters in each row while not moving gaps. The average time and space increased or remained the same compared to unshuffled alignments.
Columns of all spacers were kept in generated data.
Experiments The experiments on simulated data used random instances generated as described above. Both alignments in an instance had the same size, which varied from 1 to 500 rows, and 100 to 10,000 columns. For the letter distribution we took the frequencies observed in BAliBASE. For substitution costs we used the PAM250 matrix [11] with integer entries in the range 0 to 24. Gap initiation and extension costs were fixed at 8 and 12 respectively. The same gap densities were used to generate all instances, so the only variation between instances of a given size is gap placement. In the benchmarks, startup density ranges from around 1% to 10%, and spacer density from about 5% to 80%, though all benchmarks from MVF and BAliBASE groups 1, 2, and 3 have less than 35% spacer density. To set the gap densities for our experiments, three suites of exploratory tests were run on random alignments with 15 rows and 500 columns generated with startup densities of 1%, 5%, and 10%; for each startup density, spacer density stepped from 5% to 75%. We chose for startup density the largest value of 10%, since time and space generally increased with startup density. We chose a spacer density of 35%, which covers all benchmarks except those with unusually long inserts, since resource use also increased with spacer density; choosing a higher value would have reduced the size of an instance we could complete within a resource limit, without necessarily showing anything new.
Results
The following versions of the exact algorithm were implemented:
• Q, no pruning in quadratic space, • BQ, bound pruning in quadratic space, • DQ, dominance pruning in quadratic space, • BDQ, bound and dominance pruning in quadratic space, • DL, dominance pruning in linear space.
For biological data, trials were run on instances derived from the MVF and BAliBASE benchmarks by splitting their rows into two disjoint subsets, and removing any resulting null columns. For the BAliBASE benchmarks, random balanced splits of k rows into subsets of size k/2 and k/2 were used. For the MVF benchmarks, every possible split was used, except only 20 random balanced splits were used for version Q on the kin12 benchmark.
Time and space results on these instances are summarized for each BAliBASE group in Table 1 . The boldface entries highlight the maximum time used by BDQ (our most timeefficient version), and the maximum space used by DL (our most space-efficient version). Notice that the time for version DL is roughly twice that of DQ, which is consistent with analysis of their running times. Table 2 summarizes shape-counts for the MVF trials, including the maximum length of a shape list in the table, the total length of all such lists, and the maximum number of shapes allocated at any point in the computation. The total length is a machine-independent measure that captures some aspects of time, while the number of shapes allocated is a similar measure for space. When comparing shapes allocated for versions BDQ and DL, keep in mind BDQ uses much more space as it also allocates quadratic-size tables to lookup bounds, which is not reflected in the shape count.
Time and space for simulated data are plotted in Figure 1 . The straight lines of slope roughly 2 in the time plot indicate that over this size range time is growing roughly quadratically in the number of columns. Space grew linearly in the number of columns (and also the number of rows [24] ).
Ceiling phenomenon in the growth of shapes
The most surprising result from these experiments is that with version DL on instances with a fixed number of columns, the observed number of shapes does not grow with the num- Table 4 : Relative error in the number of gaps using optimistic and pessimistic versus exact gap-counts. When measuring relative error, we take the absolute value of the difference between the heuristic and exact count. Presumed counts, actual counts, and statistics are as in Table 3 . ber of rows once a threshold is reached. In our experiments this threshold is small (around 10 rows) and seems independent of the number of columns. This ceiling phenomenon in the growth of shapes is shown in Figure 2 . Note this contrasts with the exponential growth that occurs in the worst case. We suspect the tractability of Aligning Alignments in practice is largely due to the ceiling phenomenon. In benchmark alignments, gaps often line up across rows. To test if this causes the ceiling phenomenon, we looked at shape counts in simulated data. Since the generator places gaps randomly and independently in each row, gaps tend to not line up. As shown in Figure 2 , the number of shapes hits a ceiling in simulated data as well.
Accuracy of the optimistic and pessimistic heuristics
Two fast and easy-to-implement alternatives to the exact algorithm are what Kececioglu and Zhang [25] call the optimistic and pessimistic heuristics, which respectively undercount or overcount the true number of gaps. (The pessimistic heuristic is equivalent to the quasi-natural gap counts of Altschul [1] .) Now that we have a provably correct algorithm that feasibly computes optimal alignments, we can measure the accuracy of these heuristics.
Score accuracy
The optimistic and pessimistic heuristics give a presumed score, the score obtained from their recurrences, and an actual score, the score of the alignment recovered by the heuristic. Table 3 summarizes the relative error between these heuristic scores and the true score from the exact algorithm. As can be seen, the heuristic scores tightly bound the true score (which explains the effectiveness of bound pruning). On average the actual pessimistic score was the most accurate, with less than 1 percent error on all trials. Error seems to correlate with computational difficulty (in terms of time and space of the exact algorithm) as seen in the roughly equal-size benchmarks glob12, pro12, and rh12: as these instances get harder, the heuristics become less accurate.
Gap-count accuracy
In contrast to score accuracy, the heuristic gap counts can differ considerably from the true count, as shown in Table 4 . The actual pessimistic count was the most accurate on average, yet hit 20 percent error on the toughest benchmark.
CONCLUSION
While Aligning Alignments is NP-complete, the exact algorithm with linear-space dominance pruning can compute optimal solutions for highly-gapped instances with 100 sequences and 1,000 columns in both alignments, in about 40 minutes and 2 megabytes on a current workstation. The addition of bound pruning further reduces the time by an order of magnitude, but increases the space to quadratic.
Many interesting questions remain: the accuracy of the optimistic and pessimistic heuristics compared to the exact algorithm in recovering correct gap placement, whether Aligning Alignments is approximable within a constant factor (we suspect not), and whether the ceiling phenomenon can be explained by analyzing the expected shape-list length under dominance pruning.
