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Design of controllers for linear multi-input multi-output systems whose dynamics 
depend on a time-varying parameter is studied. Design algorithms for the state 
feedback control law based on the gain scheduling technique are proposed. State 
feedback control laws are designed so that one of the following goals is achieved: 
(i) the poles of the closed-loop system for all fixed parameter values are placed in 
a small neighborhood of a set of desired closed-loop poles; (ii) the stability of the 
closed-loop system for all fixed parameter values guarantees that the of the system 
(with the time-varying parameter), independent of the rate of change of the 
parameter. Rigorously justified and computationally appealing design algorithms 
are developed. 0 1992 Academic Press, Inc. 
1. INTRODUCTION 
In this paper, we study the design of controllers for linear multi-output 
(MIMO) systems whose dynamics depend on a time-varying parameter. 
We propose design algorithms for controllers based on the gain scheduling 
technique (see, e.g., [ 1, 21). 
Gain scheduling is a technique commonly used in designing controllers 
for time-varying and/or nonlinear systems (see, e.g., [3, 4, 21). Roughly 
speaking, design of controllers by the gain scheduling technique is as 
follows: Linear time-invariant approximations of the system at a good 
number of operating points of the system are obtained; linear time- 
invariant controllers are designed for each linearized representation of the 
system at the selected operating points, so that the stability and certain 
performance objectives are achieved; these cotrollers are then linked 
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together in order to obtain a single controller for the entire range of the 
system operation. 
Gain scheduling is used successfully in the design of various control 
systems. There are numerous examples of systems for which controllers are 
designed by the gain scheduling technique. For instance, Stein et al. [3], 
Stein [4], and Gangsaas et al. [S] have discussed the design of gain- 
scheduled controllers for aircraft and flight control systems. Sain and 
Peczkowski [6] and Peczkowski and Sain [7,8] have considered non- 
linear turbojet engines and have designed controllers which are scheduled 
according to the engine speed. Astrom and Wittenmark [2] have given 
examples of controller design by gain scheduling for many different 
systems, such as ship steering, pH control of an acid effIuent, combustion 
control, fuel-air control in a car engine, etc. 
Although gain scheduling is being practiced successfully in designing 
various control systems, there are no rigorously justified algorithms based 
on gain scheduling. Lack of sound theory for design by the gain scheduling 
technique tends to undermine the reliability of gain-scheduled systems. The 
gain scheduling design tools are mostly heuristic design guidelines; for 
instance, “the larger number of operating points at which controllers are 
designed, the better overall gain-scheduled system,” or “in order to have 
a reliable gain-scheduled system, the parameters according to which 
controllers are scheduled should be slowly-varying compared to the system 
dynamics.” These guidelines and extensive computer simulations have been 
the means of designing and of verifying the efficacy of gain-scheduled 
control systems. Presently, the available analyses and design techniques of 
gain-scheduled systems (see, e.g. [9, 1, 10, 11, 121) do not lead to reliable 
and practical design algorithms. 
In this paper, we study the design of controllers for linear MIMO 
parameter-varying systems by the gain scheduling technique and present 
computationally efficient design algorithms. Linear MIMO parameter- 
varying systems arise in the analysis and design of various control systems 
(see, e.g., [3, 1, lo]). Although researchers have studied the design of 
controllers for linear parameter-varying systems (see, e.g., 13, 1 I), to our 
knowledge there are no rigorously justified and practical design procedures 
based on gain scheduling. The organization of this paper is as follows. In 
Section 2, we introduce the system and state the problem under considera- 
tion. In Section 3, we consider the application of the state feedback control 
law to the system and study the scheduling of the state feedback gain 
matrices in detail. We propose algorithms for controller design based on 
gain scheduling. 
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2. PROBLEM STATEMENT 
We consider a linear MIMO parameter-varying system represented for 
all t > 0 by 
i(t) = A(a)x(t) + B(a)u(t), 40) =x0, (2.la) 
At) = Wb(t), (2.lb) 
a = a(t), (2.lc) 
where for all t 2 0 the state x(t) E iw”, the input u(t) E [w”: and the output 
y(t) E PO; for all t 2 0 the parameter a = a(t) E [a,, a,] =: Zc R; for all a E Z 
the coefhcient matrices A(a) = [au(a)] E Iw”““, B(a) = [by(a)] E [w”““: and 
C(a) = [cii(a)] E W”““; the number of inputs n,< n, and for all a E Z the 
matrix B(a) is full column rank. 
Throughout this paper we make the following assumptions: 
(Al) The elements of the coefficient matrices A, B, and C are 
analytic functions of a; 
(A2) The parameter a is a continuous and bounded function of t, 
differentiable almost everywhere with bounded derivative, and is measured 
for all t > 0. 
We will make additional assumptions on the system (2.1) in Section 3. 
The system (2.1) represents a MIMO system whose coefficient matrices 
are functions of a parameter. Systems whose dynamics depend on 
parameters (such as velocity, dynamic pressure, and angle-of-attack in 
aircraft, temperature in chemical plants, etc.) arise in practice frequently. 
Astrom and Wittenmark [2] have given numerous examples of systems 
whose dynamics are parameter dependent. Stein et al. [3] have studied a 
model of an aircraft whose (linearized) dynamics are represented by (2.1) 
in which the time-varying parameter is the dynamic pressure. Shamma [ 1 ] 
and Shamma and Athans [lo] have shown that the gain-scheduled control 
of nonlinear systems takes the form of a linear parameter-varying system 
for which the parameter is a reference trajectory or some endogenous ignal 
such as the system output. 
Linear parameter-varying systems have been studied by several 
researhers. For instance, Kamen and Khargonekar [13] studied the 
stabilization and regulation of linear time-invariant discrete-time systems 
whose coefficient matrices depend on one or more parameters; they derived 
closed-form expressions for the stabilizing gains in the state feedback 
control law. More recently, Shamma Cl] and Shamma and Athans [ 1 l] 
have presented an analysis of the stability of gain-scheduled linear systems. 
Shamma [ 1 ] has proposed the design of time-varying integrators and time- 
varying Kalman filters for linear parameter-varying systems. Rhode and 
409!168’1-14 
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Kokotovic [ 143 have considered a closely related system represented by 
(2.la) for which the time derivative of the parameter c( is small and a 
nonlinear function of time, the prameter, and the state; they developed a 
pseudogradient adaptive approach for slow adaptation by using sensitivity 
results together with averaging and integral manifold techniques. 
Our goal in this paper is to design controllers so that the stability and 
a desired perfomance are guanranteed for the system (2.1). We consider the 
state feedback control law exclusively, and present rigorously justified 
techniques for scheduling of the state feedback gain matrices. Design of 
other types of controllers-such as dynamic compensators-by the gain 
scheduling technique will be presented elsewhere. 
3. DESIGN BY GAIN SCHEDULING 
In this section, first we describe briefly how to design the state feedback 
control law by gain scheduling. Then, we present the design procedure in 
detail. 
We apply the state feedback control 
u(t) = -K(a)x(t) + v(t), (3.la) 
a = a(t), (3.lb) 
to the system (2.1) for all t > 0, where for all GLE I= [a,, a,] the matrix 
K(a) E R”‘“” is the state feedback gain matrix, and for all t 3 0 the input 
v(t) E Iw”’ is some exogenous input to the system. 
Design of the state feedback control law by gain scheduling is as follows: 
For a finite number of fixed QE Z the state feedback gain matrix K(a) is 
computed so that the stability and certain design goals are achieved for the 
closed-loop system. In other words, the gain matrices are obtained for a 
finite number of frozen systems represented by (2.la) and the control law 
(3.la). Let K(cr,) and K(a)+, ), respectively, denote the gain matrices com- 
puted at two adjacent points a, and a,, i in I. At each c1 E [cc,, aI+ i] the 
gain matrix K(a) is chosen to be the linear interpolation between K(a,) and 
&a,+ i). By choosing an appropriate number of points aTintuitively a 
large number-design criteria are satisfied for all a E I. The set of gain 
matrices K(a) obtained for the frozen systems at each a E Z is used in the 
time-varying control law (3.1) for the time-varying system (2.1). Intuitively, 
if a is a slowly-varying function of time, i.e., the rate of change of a is 
sufficiently small, then the design criteria for the system (2.1) are satisfied. 
In this paper, we determine the gain matrices so that one of the following 
criteria is satisfied: 
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(i) The poles of the frozen systems (2.la) with the control law (3.la) 
are placed in a desired region of @“_ , for all t( E I. 
(ii) The control law (3.la) which stabilizes the forzen systems (2.la) 
for all fixed tl E Z, guarantees the stability of the system (2.1) independent 
of the rate of change of the parameter CC 
For cases (i) and (ii), we give rigorously justified algorithms for com- 
puting K(a) for all c( E I. We will determine at how many points CY., E Z the 
computation of K(cc,) should be carried out so that the design criteria are 
satisfied for all c1 EZ. For case (i), we determine how small the rate of 
change of CI should be so that the stability of the frozen systems for all CI E Z 
guarantees that of the corresponding time-varying system. 
3.1. Desired Closed-Loop Poles 
In this subsection, first we determine the gain matrices so that the poles 
of the closed-loop frozen systems are placed in a desired region of CT . 
Then, we devise an algorithm to compute the gain matrices. Finally, we 
determine under what condition the state feedback control law obtained for 
the frozen systems can guarantee the stability of the time-varying 
system (2.1). 
Throughout this subsection we make the following assumption: 
(A3) The system (2.la) is completely controllable for all c1 E I. 
3.1.1 Design. We freeze the time-varying system (2.1) at fixed instants 
of time (equivalently fixed values of a). Thus, we consider the system (2.la) 
and apply the control law (3.la) to it. We choose a set of desired distinct 
poles for the system (2.la) with the control law (3.la); we denote this set 
by 
t,d:= (1,,E@O_:~d,k#~4,,k,I=l,..., n,k#l). (3.2) 
Our goal is the following: At each tl EZ choose the gain matrix 
K(a) E FP”“, so that the poles of the closed-loop system are placed in 
a small neighbourhood of a,; more precisely, for each k = 1, . . . . n the 
closed-loop pole &.,(a) E Nk := (s E c” : Is-&&l < & 4 1 }. 
The poles of the system (2.la) with the control law (3.la) coincide at 
each TV EZ with the spectrum of the matrix 
A,(a) := A(a) - B(a)K(a), (3.3) 
denoted by 
0(,4,(a)) := {A,,(a) EC, k = 1, . . . . n}. (3.4) 
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By (A3), at each CI E I we can choose a K(U) E I?“““, so that o(A,(or)) = ad. 
Computation of K(a) at an c1 E I can be carried out by the algorithm given 
by Chen [ 15, p. 3471. Computing K(a), however, for all tl E Z in order to 
have a(A,(cr)) =ad is not feasible. Thus, we employ the gain scheduling 
technique as follows. We compute the gain matrices K(a) at a finite number 
of points c( = a,~ Z, requiring that a(A,(cc,)) = ad. Let K(a,) and K(cr,+ i), 
respectively, denote the gain matrices computed at two adjacent points aI 
and uI+1 in Z which result in a(A,(cr,)) = a(A,(g,+ i)) = ad. Then, at each 
c( E [a,, gr+ ,] we choose the following gain matrix 
K(d()=K(ll)+K(bifl)-K(rl) (a-a,). 
aI+ 1 - 4 
That is, the gain matrix at tl is the linear interpolation of the gain matrices 
at c(, and c([+~. 
Now, the question is: How close should a,,, be to a,, so that at each 
a E (aI, a,+ i) the set a(A,(a)) is contained in a small neighbourhood of a,? 
An answer to this question facilitates a means of determining the number 
of points at which the state feedback gain matrices should be computed. In 
order to answer this question we take a closer look at the algorithm in 
[ 15, p. 3471 to be used in computing the gain matrices. The algorithm is 
presented in the following. 
ALGORITHM 3.1. Computing the state feedback gain matrices 
Step 1. Choose a matrix FE IV’“” such that a(F) = ad, and that for all 
CI E Z, a(A(a)) A a(F) = 4 (4 denotes the empty set.) 
Step 2. Choose a matrix RE [w”l” ’ such that the pair (F, R) is 
observable. 
Step 3. Obtain at a point o! E Z the unique solution matrix T(E) E R” ” 
of the Lyapunov matrix equation 
T(a)F--A(cc)T(a)= -B(a)K. (3.6) 
Step 4. If T(a) at c1 E Z is nonsingular, then the gain matrix is 
K(a) = m-‘(a). (3.7) 
If T(E) at c( E Z is singular, then choose a different R in step 2 and repeat 
the process. 
Remarks. ( 1) The gain matrices K(a) computed by Algorithm 3.1 
result in a(A,(a)) = a(F) = ad at each c1 E I. 
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(2) A convenient choice of FE R”“” is the block diagonal matrix 
F=diagC&,,, . .. . L,,, &,l, Bd,3r . . .. K+-J (3.8) 
where &, i, . . . . &,k, 0 <k < n are the desired (distinct) real closed-loop poles 
and 
Bd,,:=[T;;,, ;;;]ER~~~, .?=1,3 ,..., n-k-l, (3.9) 
are the matrices corresponding to the desired (distinct) pairs of complex 
closed-loop poles of the system, a4/kjw,,. For this choice of F, by the 
PBH test for observability (see, e.g., [16]), it is clear that, if R= 
CR,] E IFP” n is a matrix with at least one row, say the ith row, such as 
yi= CRi* ‘e’kik Ri,k+l ki,k+2”‘ki,n-I kin19 (3.10) 
where R, , . . . . R, are all nonzero, and either k,, + , # 0 or R,, + ,+ i # 0 for all 
I = 1, 3, . ..) n -k - 1, then (F, Z?) is observable. 
(3) Since the matrices A(a) and F have no common eigenvalues for 
all cr~Z, there exists a unique solution T(a) for the Lyapunov matrix 
equation (3.6) at each a E Z. 
(4) A necessary condition under which T(a) at c1 E Z is nonsingular 
is that (A(a), B(a)) be controllable and that (F, R) be observable. The 
condition is sufficient as well for single-input systems (ni = 1). 
(5) If (A(a), B(a)) is controllable for all M: EZ, then for almost all 
randomly chosen a for which (F, Z?) is observable, the matrix T(a) is 
nonsingular at a finite number of fixed CI E Z. 
Now, consider the system (2.la) with the control law (3.la). We deter- 
mine how close two points at which the gain matrices are computed should 
be to each other so that at each a E Z the set of closed-loop poles o(A,(a)) 
is in a small neighborhood of crd. We use the following result. 
LEMMA 3.2. Consider the system (2.la). Let the elements of the coef- 
ficient matrices A and B be continuously differentiable functions of a, and let 
(A3) hold. Let at a point U,EZ the solution T(a,) of the Lyapunov matrix 
equation (3.6) for a matrix R be nonsingular. Let E > 0, and Iet 
ul+l=a,+h, (3.11) 
where 
h:= ’ 
max{a*, b*}’ 
(3.12) 
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and 
a* := max max 
I Gi,j<n cccl 
b* := max max 
l<i,j<n cstl I I a&j(a) aE . (3.13) 
Then for sufficiently small F the solution of (3.6) at a,+ 1 for the same K 
satisfies 
T-‘(at, 1) = T-‘(q) + O(E). (3.14) 
Proof. See Appendix. m 
Next, we determine the location of the closed-loop poles as a function of 
the parameter a. 
THEOREM 3.3. Consider the system (2.la) with the control law (3.la), 
and let (Al) and (A3) hold. Let at a point C~,E Z the gain matrix K(cl,) which 
results in the desired closed-loop poles ad be computed by Algorithm 3.1 for 
a matrix K. Let cc,+, = a,+ h, where h is given by (3.12). Let at a,, 1 the gain 
matrix K(at+,) results in the desired closed-loop poles ad be computed by 
Algorithm 3.1 for which the same 1% Let K(a) be given by (3.5) for all 
a E [cI,, a,+ 1]. Then for sufficiently small E, 
nc,i(a) = ld,i + o(E)9 (3.15) 
for all i= 1, . . . . n andfor all NE [cr,, M,+~]. 
Proof: By (3.7) and (3.14), we conclude that at qfl the gain matrix 
K(a,+ r) which results in o(A,(a,+ 1)) = ad is 
K(a,+ ,I = K(a,) + O(E). (3.16) 
By (3.5), it is clear that 
K(a) = K(a,) + O(E), (3.17) 
for all a E [a,, aI+ 1]. The elements of A and B are analytic functions of a; 
hence for sufficiently small a, A(a) = A(a,) + O(E) and B(a) = B(a,) + O(E) 
for all a E [a,, aI+ 1]. Thus, 
A,(a) = A(a) - B(a) K(a) = A,(a,) + O(E). (3.18) 
Now, applying the results on analytic perturbation of eigenvalues of a 
matrix (see, e.g., [ 17, 181) to A,(a,) whose eigenvalues are distinct, we con- 
clude that (3.15) holds. 1 
We conclude that, if h is chosen according to (3.12), then for suffkiently 
small E the set o(A,(a)) is in a small neighborhood of gd for all 
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CIE [aI, a,,,]. Having the length of the step size h by (3.12) for a fixed 
0 < E $1, we reach the following conclusion: Let Z= [Q, a,] be divided 
into 
equal intervals, (rr] denotes the smallest integer larger than or equal to 
Y E R.) Let the state feedback gain matrices be computed by Algorithm 3.1 
for one matrix R at the points cto, a,, , = c([ + h, I = 0, . . . . N - 2, and a,, and 
let at the other points in Z the gain matrices be computed according to 
(3.5). Then for all a E Z the poles of the systems (2.la) with the control law 
(3.la) are in a small neighborhood of ad. When Algorithm 3.1 is used, the 
controllability of (A(E), B(a)) for ail a E Z guarantees that for almost all 
randomly chosen Z? for which (F, R) is observable, the matrix T(a) is 
nonsingular at a finite number of points in I, 
3.1.2. Algorithm for Computing the Gain Matrices. The number of 
points N in (3.19) at which the gain matrices are computed can be large, 
because at each aI only one step size h is used to compute the next point 
aI+ r. This number, however, can be decreased if different step sizes are 
computed based on the rate of change of the elements of A and B with 
respect to a in subintervals of I. Therefore, we devise the following algo- 
rithm which computes different step sizes, and hence the gain matrices are 
computed at a smaller number of points than N, or at worst at N points. 
ALGORITHM 3.4. Computing K(a), a E Z= [ao, a,] 
Choose a matrix FE [w” xn such that a(F) = ad, and that for all a E Z, 
a(A(a))n a(F) = 4. Choose a matrix Z?E lP”” such that the pair (F, R) is 
observable, and that the respective solutions T(a,) and T(a,) of (3.6) at a0 
and a, for R are nonsingular; this R is used in (3.6) when T(a) in computed 
at any aeZ. Choose an E such that O<e<min{l,minrGiG. IRe(lJ}. 
step 1. Solve (3.6) for T(a,) and compute K(a,) by (3.7). 
step 2 
DoZ=l, 1 
Z rPI:=[a,-l,a,P,+~] 
a,*_ 1 := max max 
I I 
aa&a) 
I<i,j<n ZE1/-, &i 
b,*_ 1 := max max 
I I 
ab,o 
I<i,j<n aE~,m, aa 
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a[=“,-l+h,-, 
77 Solve (3.6) for T(a[). 
If T(cr,) is singular, then set a, = a; where ct- I -c a; c a,, and go to 77; 
otherwise 
step 3. Compute K(a,) by (3.7). 
step 4. Compute the gain matrix K(a) according to (3.5) for all 
a E [a,- I3 hl. 
step 5. 
If al < a,, then go to step 2; otherwise 
step 6. Solve (3.6) for T(a,) and compute K(a,) by (3.7); stop. 
By this algorithm the state feedback gain matrices are evaluated at a 
finite number of points in I. The number of points at which the gain 
matrices are computed will be known after the computation is carried out 
over I. We denote the finite set of points at which the gain matrices are 
computed by J. At a point alE .Z the set of poles of the closed-loop system 
is od. At a point not in J the closed-loop poles are in a small neighborhood 
of tJ& 
3.1.3. Upper Bound on the Rate of Change of the Parameter. Up to this 
this point, we have presented a technique of computng K(a) so that for any 
fixedaEZ( q or e uivalently any fixed t > 0) the frozen system (2.la) with the 
control law (3.la) is exponentially stable, and the poles of the closed-loop 
system are contained in a small neighborhood of a desired set crd. We are, 
however, interested in the stability of the time-varying system (2.1) with the 
control law (3.1) for which the gain matrix is time-varying as well. By the 
results on slowly-varying systems (see [ 19, 20, 11, and the references 
therein), we know that the stability of the system (2.1) with the control law 
(3.1) can be deduced from that of the corresponding frozen systems if the 
system is slowly varying, i.e., the rate of change of a is sufficiently small. 
In this subsection, we obtain an upper bound on a* :=suP,~~ lct(t)l, so 
that if a* is less than this upper bound, then the stability of the closed-loop 
frozen systems for all a EZ guarantees that of the system (2.1) with the 
control law (3.1). We will use two lemmas from Shamma [l] which are 
stated here without proof. By these lemmas, it can be determined how 
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small the rate of change of a linear time-varying system should be so that 
the stability of frozen systems at all instants of time guarantees that of the 
system itself. 
In the following, 11. lip, p E [ 1, co] denotes either the norm of vectors or 
induced norm of matrices. 
LEMMA 3.5 [l]. Consider a linear time-varying system representedfor 
all t > 0 by 
4t) = MtMt)t 40) =x0, (3.20) 
where for all t > 0 the state x(t) E R” and the matrix A,(t) E R”““. Suppose 
that the elements of A, are continuous and bounded functions of time, and 
there exists a constant S > 0 such that for all t > 0, 
(3.21) 
Suppose that at each fixed t = r > 0, a(A,(z)) c @Y , and therefore there 
exist constant m 2 1 and II > 0 such that for all t 2 0 and T 2 0, 
Ile AcWll 2 6 me-‘.‘. (3.22) 
Under these assumptions, for any given n E (0, ,I], if 
(3.23) 
then for all t 2 0 and any x0 E IK’, 
Ilx(t)l12Gme-vt Ilxol12. (3.24) 
By Lemma 3.5, if the rate of change of the time-varying system (3.20) is 
less than the upper bound in (3.23), then the stability of the system can be 
deduced from that of the corresponding frozen systems. The upper bound 
in (3.23) depends on the constants m and A. The constant m is called the 
overshoot parameter Cl]. Next, we give a technique for computing m and II. 
LEMMA 3.6 [ 11. Consider the time-varying system (3.20) for which the 
assumptions of Lemma 3.5 hold. Then the constants m 2 1 and ,I > 0 in (3.23) 
are 
(3.25a) 
(3.25b) 
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where at each T > 0 the sMymmetric positive definite matrix P(T) E Wx n is the 
solution of the Lyapunov matrix equation 
f’(z)A,.(r) + Af(z)W = -Q(T), (3.26) 
for a given symmetric positive definite Q(T) E W”“. 
Now, using these lemmas, we obtain an upper bound on the rate of 
change of ~1. The result we present can be used for the system (2. la) with 
the control law (3.la), regardless of the technique by which the gain 
matrices are computed. 
THEOREM 3.7. Consider the system (2.la) with the control law (3.la). Let 
the elements of the coefficient matrices A and B be continuously differen- 
tialbe functions of a, and let (A2) hold. Let at a finite number of points a = at 
the gain matrices K(a) = [k,(a)] E W”” which result in the exponential 
stability of the frozen closed-loop system at at be computed; let J denote the 
set of points a,, ordered according to cli < aj for i < j. Let at any point not in 
J the gain matrix be computed according to (3.5), and result in the exponen- 
tial stability of the frozen closed-loop system. Let at c( E I the symmetric 
positive definite matrix P(M) E R”“” be the solution of the Lyapunov matrix 
equation 
P(a)(A(a) - B(cr)K(cc)) + (A(a)- B(cc)K(~))~P(cc) = -Q(a), (3.27) 
for a given symmetric positive definite matrix Q(M) E 52” x“. 
Under these assumptions, if
a* = sup I&(t)1 < v - VI2 
fb0 4ymlnm’ 
(3.28) 
where 
n kj(~,+1)-kyh) + y,“p IIB(aL max max 1 
I) 9 
(3.29) 
l<t<n, a,tJ 
J=l a/+ I- 4 
(3.30a) 
(3.30b) 
and n E (0, n], then the system (2.1) with the control law (3.1) is uniformly 
exponentially stable. 
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Proof See Appendix. 1 
Remarks. (1) By (3.29), we conclude that, if the variation of the 
elements of A and B with respect o CI are small, then the upper bound on 
the rate of change of CI in (3.28) is large. 
(2) If Algorithm 3.4 is used for computing the gain matrices, then it 
can be shown that for sufficiently small E, 
(3.31a) 
(3.31b) 
That is, by a finite number of computations the constants m and 1 can be 
obtained with reasonable accuracy. 
3.2. Design Independent of the Rate of Change of the Parameter 
We consider again the system (2.1) with the control law (3.1). The design 
methodology we have chosen so far is the following: For all frozen systems 
corresponding to the time-varying system (2.1) design of the state feedback 
control law is carried out, and the gain matrices K(a) are computed for all 
a E I. Then, for the time-varying system (2.1) the time-varying state feeback 
control law (3.1) is used. Finally, it is determined how small the rate of 
change of tl should be so that the state feedback control law obtained by 
this technique achieves the desired design goals for the closed-loop time- 
varying system. There are examples of time-varying systems for which the 
stability of the system can be deduced from that of the corresponding 
frozen systems, independent of the rate of change of the system with respect 
to time (see Cl] for a discussion on such systems). 
In this subsection, we establish conditions under which it is possible to 
design the state feedback control law (3.la), namely, compute K(a) for all 
CI ~1, so that the stability of the closed-loop frozen systems for all c( ~1 
guarantees that of the time-varying system (2.1) with the control law (3.1), 
independent of the rate of change of cl-the parameter a can vary infinitely 
fast. 
3.2.1. Analysis. By Lemma 3.5, if the rate of change of the time-varying 
system (3.20) is less than the upper bound in (3.23), then the stability of 
the time-varying system can be deduced from that of the corresponding 
frozen systems. The upper bound in (3.23) depends on the overshoot 
parameter m. By (3.23), if m = 1, then the stability of the time-varying 
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system (3.20) can be established from that of the corresponding frozen 
systems, independent of the rate of change of the system. In Lemma 3.6, 
one technique to compute m has been given. By (3.25a), if P(z) = Z,, for all 
r > 0, then m = 1 (I, denotes the II x n identity matrix.) 
For the system (2.1) with the control law (3.1) we seek for conditions 
under which m = 1. In order to obtain the desired conditions, first we 
answer the following question: For a fixed c( E Z, condider A(a) E R” xn and 
B(a) E R” x n,, where nj < n and rank(B(a)) = n ;; under what conditions can 
a gain matrix K(a) E KY’“” be chosen, so that the symmetric matrix on the 
left hand side of 
A(a) - B(a)K(a) + (A(a) - B(a)K(a))T= -Q(a), 
is negative definite? 
(3.32) 
We note that, if the left hand side of (3.32) is a negative definite matrix 
for some K(a), then the solution of (3.26) for A.=A(a)-B(a)K(a) and 
the positive definite Q(tx) = -(A(a) - B(a)K(a) + (A(a) - B(a)K(a))T) is 
P(a) = I,. Furthermore, if the left hand side of (3.32) is a negative definite 
matrix, then a(A,(a) = A(a) - B(a)K(a)) c CY , i.e., the frozen closed-loop 
system is exponentially stable. This is easily proved: Consider the eigen- 
value problem A,(a)Si(a) = &i(a)5i(a), where ti(a) is the eigenvector 
corresponding to the eigenvalue &(a) E a(A,(a)). In this equation, we let 
A,(a) = A,,(a) + A,,,(a), where A,,(a) and A,,(a) are the symmetric and 
skew symmetric parts of the matrix A,(a), respectively. Then we multiply 
the resulting equation by r*(a) from the left. Since the matrix on the left 
hand side of (3.32) is 2,4,,(a) and negative definite, we conclude that the 
eigenvalues of A,(a) have negative real parts for all i = 1, . . . . n. 
Before answering the question raised above, we briefly state the singular 
value decomposition of a matrix (see, e.g., [21, 221). Any matrix BE IR”““~ 
of rank r 6p := min { n, n,} can be decomposed to B = UL’V ‘, where 
UE[W”~” and VEF?T~“~ are orthogonal matrices, i.e., U*U= I,, and 
VTV=Z,,, and the elements of ~:=[aii]~UYx”~ are ot,a ... >cr,,>O, 
rJ r+l,r+l’ ... =o,- - 0, and oii = 0 for all i = 1, . . . . n, j = 1, . . . . nj, i #j. The 
nonnegative numbers oii, i= 1, . . . . p are the singular values of B. The 
singular values of B are the square roots of the eigenvalues of the 
symmetric matrix BTB E FP” “I. The columns of U denoted by ui, i= 1, . . . . n 
and those of V denoted by vi, j= 1, . . . . nj are the orthonormal eigenvectors 
of BBT and B’B, respectively. 
For a fixed a E Z, we consider B(a) = U(a)L’(a) V’(a), the singular value 
decomposition of B(a) E R” x nz where n,dn and rank(B(a))=ni. We sub- 
stitute the singular value decomposition of B(a) into (3.32); then (3.32) can 
be written as 
A”(a) - (z(a)L(a) + LT(ct)zT(a)) = -Q(a), (3.33) 
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where 
A(a) = [riJa)] := Lqa)(A(a) + A=(a))U(a) = P(a) E R”““, (3.34a) 
L(a) := V(a)K(a) U(a) E W”“, (3.34b) 
&(a) := U’(a)Q(a)U(a)=~T(a)~F‘Y’X”. (3.34c) 
We partition the matrices U(M) and C(a) as 
U(a) = CU,(co U*(a)], C(a)= 
C,(a) [ 1 () , 
where U1(~)~lRnxnz, U2(~)~R”X(“-“1), and Z,(a)=diag[a,,(a), ..,, 
f+Ja)] E Pi”“,. The columns of U,(M) and U,(a) form an orthonormal 
basis for the range space of B(a) and the null space of F(a), respectively. 
Substituting the partition of U(a) into (3.34a), we obtain 
.2(a) = 
i 
JL(a) JL(f4 
JT,(a) 1 Jz2(c0 ’ (3.36) 
where 
J,,(a):= U~(a)(A(a)+AT(a))U,(a)=A”~,(a)~lW””~, (3.37a) 
J12(a) := Ur(a)(A(a)+AT(a))U,(a)E Rnix(n--n~), (3.37b) 
A”**(a) := UT(a)(A(a) + A’(a)) U,(a) = A”;*(a) E [w+“~)“+“~). (3.37c) 
With this preliminary, we answer the question raised earlier. 
THEOREM 3.8. For a fixed a E I, consider A(a) E R”“” and B(a) E R” x *I, 
where ni<~ and rank(B(a)) =ni. There exists a K(a) E W”” such that the 
left hand side of (3.32) is a negative definite matrix if and only if the 
symmetric matrix Az2(a) = U[(a)(A(a) + A ‘(a)) U,(a) is negative definite. 
A choice of K(a) is 
K(a) = Va)Cbl(a) b(a)1 Wa), 
in which the elements of L,,(a) = [Iii(a)] E R”l”“z are 
(3.38) 
1Ja) = 
Z&a) - o>(a) 
biita) ’ 
lji(a) = 1, i=l , . . . . ni-- 1, j=i+ 1, . . . . ni, 
l,(a) = 
iii,(a) + dii 
2oii(a) ’ 
i= 1 , . . . . ni, 
(3.39a) 
(3.39b) 
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where d,;> 0 are arbitrary real numbers for all i= 1, . . . . ni, and 
L,z(G()E WX(” ni’ is 
L,,(a) = q’(WT(4Ma) + AT(a)) U,(a). 
Proof: We partition L(U) as 
(3.40) 
L(a) = CL,,(a) L*(col, (3.41) 
where L,,(E) E lFP”“l and L,,(a) E KY’l”(“~-“l’. Substituting A”(a), Z(a), and 
L(R) from (3.36), (3.35), and (3.41), respectively, into (3.33), we obtain 
A”&) - P,(a)L,,(a) + G, WC(a)) 42(~)-uw,,(~) 
-G(a) - G(wIw A”&) 1 = -Q(a) 
(3.42) 
(3) Since U(a) is nonsingular, the matrix -Q(a) (the left hand side 
of (3.32)) is negative definite if and only if -Q(a) = - UT(a)Q(a) U(a) is 
negative definite. Suppose that -&IX) is negative definite. Multiplying 
(3.42) from the left and right by [0 x’] and [0 x’]‘, respectively, where 
x is any vector in R” - ‘1, we conclude that az2(@) is negative definite. 
(G) Suppose that azz(cr) is negative definite. Choosing L,,(a) and 
L,,(a) as in (3.39) and (3.40), respectively, we obtain -&a) = 
diagC-4, . . . . -d,,,,,,, A”,,(a)], which is negative definite. 1 
Remark. If the eigenvalues of the symmetric matrix A(a) + AT(a) are 
negative real numbers, then there exists K(a) E KP”” such that the left 
hand side of (3.32) is a negative definite matrix; this is obvious because 
A( a) + AT(a) is negative definite and U,(a) is full column rank, thus A,,(a) 
is negative definite [22, Observation 7.1.61. In this case, a choice of K(a) 
is as that in (3.38) in which the elements of L,,(a) E [w”~““’ are 
a..(a) 
lo(a)= -II 
Oir (@-)’ 
lj,(a) = 1, i= 1, . . . . ni-- 1, j= i+ 1, . . . . ni, (3.43a) 
Iii(a) = 0, (3.43b) 
and LIZ(a) is given by (3.40). A trivial choice of the gain matrix is K(a) = 0. 
As we proved, if the eigenvalues of A(a) + A’(a) are negative real 
numbers, then a(A(a)) c @Y. The converse of this statement is not true; 
for intance, the matrix A(a) = [ Ph -T] has two eigenvalues at - 1, 
however, the eigenvalues of A(a) + AT(a) = 2[ -i -:I are 2 and -6. 
Now, we answer the question: when m = 1 for the system (2.1) with 
the control law (3.1)? Throughout this section we make the following 
assumption on the coefficient matrices A and B of the system (2.la): 
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(A4) The matrix az2(a) = Ur(a)(A(a) + A’(a)) U,(a) is negative 
definite for all a E I. 
By Theorem 3.8 and (A4), at each a E Z we can compute the gain matrix 
K(a)E FP”” by (3.38), so that the left hand side of (3.32) is a negative 
definite matrix. Thus, at each a E Z the solution of the Lyapunov matrix 
equation (3.26) with A,(a) =,4(a) - B(a)K(a) and the positive definite 
Q(a) = -(A(a) - B(a)K(a) + (A(a) - B(a)K(a))T) is P(a) =I,,; hence by 
(3.23), m = 1 for the system (2.1) with the control law (3.1). Computing 
K(a), however, for all a EZ in order to have the left hand side of (3.32) 
negative definite is not feasible. Thus, we employ the gain scheduling 
technique as follows. We compute the gain matrices K(a) in the control law 
(3.la) at a finite number of points a = alE Z, requiring that the left hand 
side of (3.32) be a negative definite matrix at a = aI. Let K(a,) and K(a,+ ,), 
respectively, denote the gain matrices computed at two adjacent points a, 
and aI+] in Z which results in a negative definite matrix on the left hand 
side of (3.32). Then, at each a E [a,, a,+ 1] we choose the gain matrix K(a) 
to be the linear interpolation of the gain matrices K(a,) and K(a,+ 1), as 
in (3.5). 
Now, we determine how close two points at which the gain matrices are 
computed should be to each other so that for all a E Z the matrix on the left 
hand side of (3.32) is negative definite. 
THEOREM 3.9. Consider the system (2.la) with the control law (3.la), 
and let (Al) and (A4) hold. Let at a point a,EZ the gain matrix K(a,) which 
results in a negative definite matrix on the left hand side of (3.32) be 
computed by (3.38). Let aI+ 1 = a, + hl, where 
in which 
h, := ” 
max{a*, b*}’ 
(3.44) 
and a* and b* are given in (3.13). Let at a,+ 1 the gain matrix K(a,+ ,) which 
results in a negative definite matrix on the left hand side of (3.32) be com- 
puted by (3.38). Let K(a) be given by (3.5) for all aE [a,, a,+,]. Then for 
sufficiently smaN E, the left hand side of (3.32) is a negative definite matrix 
for all a 6 [aI, aI+ 1]. 
Proof: See Appendix. 4 
We conclude that, if the gain matrices are computed by (3.38) at a finite 
number of points a = a, E Z which are sufficiently close to each other, and 
if at a point between two adjacent points a, and a,+, the gain matrix is 
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chosen to be the linear interpolation of the gain matrices at those two 
points, then the left hand side of (3.32) is a negative definite matrix for all 
CY EI. When the state feedback control law (3.la) results in a negative 
definite matrix on the left hand side of (3.32) for all LX EZ, then the over- 
shoot parameter m = 1. That is, the control law (3.1) stabilizes the system 
(2.1) independent of the rate of change of a. 
3.2.2. Algorithm for Computing the Gain Matrices. Using the results 
established above, we devise an efficient algorithm for computing the gain 
matrices K(a) E [w”~ x ’ in order to have the left hand side of (3.32) a negative 
definite matrix for all tx E I. 
ALGORITHM 3.10. Computing K(a), LY E Z= [or,, a,] 
step 1. Compute K(q) according to (3.38). 
step 2 
Dol=l, 1 
Choosean&,-, such that O<E~-~ min{l, r;en dij, min IA,(~,,(a,_,))l} 
.., l<iGPI 
I /-1 :=C~,-,,%,+EI-,l 
a:-l := max max aa,W 
l<i,j$n xcI~-l I I aa 
bl”_ 1 := max max ab&4 
1 <i,j<n orcl,-l I I aa 
If maxia,*_ 1, b:_, } < 1, then h,- , = E,- I ; otherwise 
h,- 1 := El- 1 
max{a,*_,, b,*_,} 
a,=a,-,+h,-, 
step 3. Compute K(a,) according to (3.38). 
step 4. Compute the gain matrix K(a) according to (3.5) for all 
a E Cal-, , d. 
step 5 
If a, < a,, then go to step 2; otherwise 
step 6. Compute K(a,) according to (3.38); stop. 
By this algorithm different step sizes h, are computed according to the 
rate change of the elements of A and B with respect o a in subintervals of 
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I. The state feedback gain matrices are computed at a finite number of 
points in I. The number of points at which the gain matrices are computed 
will be known after the computation is carried out over I. 
4. CONCLUSIONS 
We studied the design of state feedback control law for linear MIMO 
parameter-varying systems by the gain scheduling technique. The dynamics 
of parameter-varying systems depend upon a time-varying parameter which 
is measured for all instants of time. We designed state feedback control 
laws which are scheduled according to the measurements of the varying 
parameter. We proposed two design procedures. By the first procedure, the 
control law is designed so that the poles of the closed-loop frozen systems 
at fixed parameter values are placed in a small neighborhood of a set of 
desired closed-loop poles. The state feedback gain matrices are computed 
for a finite number of fixed parameter values and linked together linearly. 
The resulting gain matrix is therefore a piecewise linear function of the 
parameter over the entire range of the parameter variation. We determined 
for how many parameter values the gain matrices should be computed so 
that the design criterion is satisfied for all fixed parameter values. Further- 
more, we determined how slow the rate of change of the time-varying 
parameter should be so that the stability of the closed-loop frozen systems 
for all parameter values guarantees that of the closed-loop system. We 
devised an algorithm by which the gain matrices are computed for all 
parameter values. 
By the second procedure, we designed a gain-scheduled state feedback 
control law which stabilizes the frozen systems as well as the time-varying 
system, independent of the rate of change of the parameter. First, we 
established conditions under which such a design can be achieved. Then, 
we presented an algorithm for computing the gain matrices. 
APPENDIX 
Proof of Lemma 3.2. The elements of A and B are continuous func- 
tions of a; hence for sufficiently small E, A(a) = A(a,) + O(E) and 
B(a) = B(a,) + O(E) for all a E [a,, a,+ ,I. Thus, for sufficiently small E we 
can write (3.6) as 
T(a)F- (A(a,) + O(c)) T(a) = - (B(a,) + U(E))$ (A.11 
409/169/l-15 
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for all c( E [a,, a,, 1]. We define the function E H~(E, T(a)) by 
f(&, T(a)) = T(a)F-- (A(Q) + O(E)) T(a) + (B(a,) + W)$ (A.21 
for all c1 E [cc,, CL,+ ,I. The functionfis analytic in E and linear in T. Further- 
more, the equation f(0, T(a,)) = 0 has the unique solution T(a,). Thus, by 
the implicit function theorem, for sufficiently small E the equation 
f(~, T(R)) = 0 has a unique solution for T(a) which is analytic in E (see, e.g., 
[23]). Hence, for sufficiently small E, T(a) = T(or!) + O(E) for all 
a E C% a/+ 11. 
Next, we define the function st+g(s, X(M)) given by 
g(5 Jf(a)) = (T(a,) + O(E))SCo - 1,. (A.3) 
for all a E [a,, a,+ r], (I, denotes the n x n identity matrix.) The function g 
is analytic in F and linear in A’. Furthermore, the equation g(0, X(a,)) = 0 
has the unique solution X(a,) = Tp’(a,). Thus, by the implicit function 
theorem, for sufficiently small E the equation g(s, X(a)) = 0 has a unique 
solution for X(a) which is analytic in E. Hence, for suffkiently small E, 
T-‘(a) = T-‘(a,) + O(E) for all a E [a,, aI+ ,I, and (3.13) holds. 1 
Proof of Theorem 3.7. We have A,.(t) = A,.(a(t))= A(a(t)) - 
B(a(t))K(a(t)) for all t 20. Using the relation between the equivalent 
induced norms of a matrix (see, e.g., [22]), and the triangle inequality, we 
obtain for all t > 0, 
(A.4) 
We have max,.,lIK(a)Jl,=max,.i~n,max,.,~~=, Ikii(a)l. For each 
i= 1, . . . . ni, j= 1, . . . . n the function a +-+ k,(a) is a straight line over 
[a,, ak+ r] for all alEJ. For each i = 1, . . . . ni, j= 1, . . . . n the function 
a - W,(a)I over Ca,, a,+ 11 f or all a[ E J is either a straight line or consists 
of two straight lines intersecting at some ac [aI, a,, ,] at which the 
function is zero. For each i= 1, . . . . n; the maximum of the function 
a MCY= r Ikii(a)l over [a,, al+ ,] is achieved at either a, or a,+ r; thus, the 
maximum of this function over I is achieved at an a, E J. Hence, 
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We have max,,, (JaK(~~)/d~~II,=max~.~~~,rnax,.,Cr=, lakV(a)/&l. For 
each i = 1, . . . . ni the function c1 ti cjn= r li%u(a)/dal is the constant number 
cy= 1 l(k,(a,+ 1) - &(al))/(al+, - a,)1 over [a,, aI+ 1] for all aIE J; the 
maximum of this function over Z is achieved at an a/E J. Hence, 
’ k,i(a,+I)-kj(al) max max C 
I<i<n, a/c.J J=I al+l -aI 
G4.6) 
Using (A.5) and (A.6) in (A.4), we obtain for all t B 0, 
llk,(t)llz < ya* =: 6, (A-7) 
where y and a* are defined in (3.29) and (3.28), respectively. By (3.21), 
(3.23), and (A.7), we obtain (3.28). By (3.25), we conclude that the 
constants m and 1 are given by (3.30a) and (3.30b), respectively. By 
Lemma (3.5), the closed-loop system is uniformly exponentially stable. 1 
Proof of Theorem 3.9. The elements of A and B are analytic functions 
of a; hence for sufficiently small E,, A(a) = A(a,)+ O(q) and B(a)= 
B(a,) + O(Q) for all a E [a,, a,+ ,I. The elements of the symmetric matrices 
BTB and BBT are analytic functions of a. Applying the results on analytic 
perturbation of symmetric matrices [ 18, p. 4041 to the matrices BTB and 
BBT, we conclude that for sufficiently small a,, 
U(a) = U(4) + O(d (A.8a) 
z(a) = z:(aJ + WE,), (A.8b) 
v(a) = V(4) + O(Q), (A.8c) 
for all a E [a,, a,+ 1 1. By (3.39) and (3.40), Lll(a,+ r) = L,, (a,) + O(q) and 
&(a,+ r) = LLz(aI) + O(E[), respectively. Therefore by (3.38), K(a,+ 1) = 
K(a,) + O(q), and by (3.5) it is clear that 
for all a E [a,, a,, 1]. 
K(a) = K(d + O(.d, (A.9) 
Thus, for sufficiently small E, we can write (3.32) as 
Ah) - B(a,MaJ + (Ata,) - B(aJWa,))T+ WE,) = -Q(a), (A.10) 
for all a c [a,, a ,+1]. Using the singular value decomposition of B(a,) = 
U(a,)Z(a,) VT(a,) in (A.lO), we obtain 
Jll(aJ- V,(aJL,(aJ +LL(aJG(a,)) A”,,(a,)-~,(a,)L,,(a,) 
JT,(aJ - LT,(aPl(aJ Adal) 1 
1 = - UT(aJQ(cO u(aA (A.ll) 
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for all c( E [a,, CC,, I. Substitutiong L,,(a,) and L12(a,), respectively, from 
(3.39) and (3.40) into (A.ll), we obtain 
did-d,,, .-, -A,,,(, ~22(aJl + O(Q) = - U’(a,)Q(cr) Wad, (A.12) 
for all CI E [a,, a,, 1]. By the theory of analytic perturbation of a symmetric 
matrix, we conclude that the eigenvalues of the matrix on the left hand side 
of (A.12) are 
c( UT(q)Q(a) U(a,)) = { -dji + 0(&l) 1 i = 1, . . . . ni} 
u { d,(J12(a,)) + O(q) :j = 1, . . . . n -n,}, (A.13) 
for all CIE [a,, LX,,~]. F or a sufficiently small E! chosen according to (3.45), 
we conclude that the eigenvalues of the symmetric matrix UT(a,)Q(a) U(a,) 
are all negative real numbers for all a E [cr,, a,, ,I, and hence -Q(a) (the 
left hand side of (3.32)) is negative definite for all GI E [aI, a,+ 1]. 1 
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