Abstract-Achieving nonblockingness in supervisory control imposes a major challenge when the number of states of a target system is large, often owing to synchronous product of many relatively small local components. To overcome this difficulty, in this paper we first present a distributed supervisory control problem, then provide an aggregative synthesis approach that computes nonblocking distributed supervisors. The key to the success of this approach is a newly developed automaton abstraction technique, that removes irrelevant internal transitions at each synthesis stage so that nonblocking supervisor synthesis can be carried out on relatively small abstracted models.
I. INTRODUCTION

S
INCE the automaton-based Ramadge-Wonham (RW) supervisory control paradigm first appeared in the control literature in 1982, which was subsequently summarized in [14] , [24] , there has been a large volume of literature on it. One of the main challenges of RW supervisor synthesis is to achieve nonblockingness when a target system has a large number of states, often resulted from synchronous product of many relatively small local components. To overcome this computational difficulty, many approaches have been proposed recently. For example, in [7] the authors introduce the concept of interface invariance in their hierarchical interface-based supervisory control approach. A very large nonblocking control problem may be solved, e.g., the system size reaches in the AIP example [7] . Nevertheless, designing an interface that can remain invariant during synthesis is rather difficult, which requires lots of experience and domain knowledge of the target system. In [9] a supervisor synthesis approach for state feedback control is proposed based on the concept of state tree structures. It has been shown in [9] that a system with states can be well handled. Nevertheless, this approach is essentially a centralized approach. Besides, it does not consider partial observation.
Recently attentions have been paid to modular/distributed supervisory control mainly for two reasons: potentially low synthesis complexity and high implementation flexibility, although modular/distributed control may result in less permissiveness than centralized control can achieve, e.g., [1] , [5] , [6] , [10] , [15] , [19] . In this paper we first present a distributed supervisory control problem then we propose an aggregative synthesis approach to compute a supremal nonblocking state-normal supervisor of a nondeterministic distributed plant model under deterministic specifications. The key to the effectiveness of this approach is an automaton abstraction technique proposed in [17] . Such an abstraction technique does not have the drawback possessed by observers [22] used in [1] , [5] , [13] , [15] and [16] , where the alphabet of the codomain of a natural projection cannot be chosen arbitrarily-for the sake of obtaining the observer property, which in many cases results in the size of an abstraction not being small enough for subsequent supervisor synthesis. It is also different from automaton abstraction techniques proposed in [3] , [4] , [6] , [10] and [19] , where [19] requires an abstracted model weakly bisimilar to the original model, and [3] , [6] are aimed for conflict equivalence, [4] for supervision equivalence and [10] for synthesis equivalence. All of these approaches require to use silent events in order to preserve appropriate equivalence relations. In our abstraction technique, no silent event is required and the construction is much simpler than using rewriting rules as used in [3] , [4] , [6] and [10] . We make two contributions in this paper. First, we present an algorithm to compute supremal nonblocking state-normal supervisors defined in [17] . Second, we propose an aggregative synthesis approach to compute a deterministic nonblocking distributed supervisor for a distributed system, where local components are nondeterministic and local specifications are deterministic. The algorithm for the supremal nonblocking state-normal supervisor is utilized at each stage of aggregative synthesis to compute an appropriate local supervisor, where the relevant local plant model is obtained by the proposed automaton abstraction technique. Although the idea of aggregation has been used in, e.g., [5] , [6] , [10] , [21] , their abstraction techniques are different from ours. This paper is organized as follows. In Section II we first review relevant concepts and operations proposed in [17] , then put forward a distributed supervisory control problem. After that, we present an approach for aggregative synthesis of distributed supervisors based on abstractions of nondeterministic automata in Section III. As an illustration, the proposed synthesis approach is applied to a cluster tool system in Section IV. Conclusions are stated in Section V. All long proofs are presented in the Appendix
II. A DISTRIBUTED SUPERVISOR SYNTHESIS PROBLEM
In this section we first review basic concepts of languages and nondeterministic finite-state automata. Then we present a distributed supervisor synthesis problem. The largest marking weak bisimulation relation on with respect to is called marking weak bisimilarity on with respect to , written as Except for its special treatment on marker states, marking weak bisimulation relation is almost the same as weak bisimulation relation described in [11] . From now on, when is clear from the context, we simply use to denote , and for the quotient set of by the weak bisimilarity . We now introduce abstraction.
Definition 2: Given , let . The automaton abstraction of with respect to the marking weak bisimilarity is an automaton where (1) ; (2) ; (3) ; (4) , where for any Although is the quotient set of by the marking weak bisimilarity, the automaton abstraction is not the quotient of because of the way of defining the transition map , which does not always guarantee a transition between two quotient states, say and , even though there may exist a transition between two states and . This makes the defined automaton abstraction different from those based on the standard quotient construction (e.g., see [11] ). As an illustration, let be depicted in Fig. 1 , where and . We have . The abstraction is depicted in Fig. 1 . Clearly, is not the quotient of by the weak bisimilarity because there is no transition between and in . The time complexity of computing mainly results from computing , which can be done by using a state partition algorithm similar to the one presented in [2] . The complexity has been shown in [17] to be , where is the number of states and for the number of transitions in . We now introduce a binary relation that will be used frequently later.
Definition 3: Given , we say is nonblocking preserving with respect to , denoted as , if (1) , (2) , and (3) is nonblocking preserving with respect to then their nonblocking behaviors are equal, but 's blocking behavior may be larger. The third condition is used to guarantee that nonblocking preserving is preserved under automaton product and abstraction. If, in addition, is nonblocking preserving with respect to , then they are nonblocking equivalent. Next, we discuss synthesis of a distributed supervisor.
B. A Distributed Supervisor Synthesis Problem
We first provide concepts of state controllability, state observability, state normality, and nonblocking supervisor, which are introduced in [17] . Then we present a distributed supervisor synthesis problem. Thus, state observability implies observability of defined in [8] . But the inverse statement is not always true unless both and are deterministic. Notice that, if , namely every event is observable, may still not be state-observable, owing to nondeterminism. In many applications we are interested in an even stronger observability property called state normality which is defined as follows.
Definition 6: Given and , let and be the natural projection. is state-normal with respect to and if for all and , we have that, for all and
We can check that, if is state-normal with respect to and , then which means is normal with respect to and as defined in [8] . The inverse statement is not true unless both and are deterministic. Furthermore, we can check that state normality implies state observability. But the inverse statement is not true. We now introduce the concept of supervisor.
Definition 7: Given and with , an automaton is a nonblocking supervisor of under , if is deterministic and the following conditions hold: 1) ; 2) ; 3) is state-controllable with respect to and ; 4) is state-observable with respect to and .
The first condition of Def. 7 says that the closed-loop system complies with the specification in terms of language inclusion. Because of this condition we only consider to be deterministic. The use of a nondeterministic specification is described in, e.g., [12] . Later we will use the term "nonblocking state-normal supervisor" (NSNS), when we want to emphasize that is state-normal with respect to and . It has been shown in [17] that the set contains a unique element such that for any , we have . We call the supremal nonblocking state-normal supervisor of under with respect to . In practice it is of our primary interest to compute such a supremal NSN supervisor, which will be discussed in Section III.
Definition 8: A distributed system with respect to given alphabets is a collection of nondeterministic finite-state automata . Each ( ) is called the th component of , and
, where disjoint subsets and comprise respectively the controllable events and uncontrollable events, and disjoint subsets and comprise respectively the observable events and unobservable events.
Let , and . We make the following assumption:
namely there is no event, which is controllable in but uncontrollable in ; and there is also no event, which is observable in but unobservable in . For many applications this is a mild assumption and can be easily satisfied. There may exist cases in which an event may have different controllability or observability properties in different components. To handle these cases, we can define , , , which means an event is considered controllable (or observable) if it is controllable (or observable) in at least one component. Then the following statement of distributed supervisory control problem will be the same, but the subsequent distributed synthesis will be complicated because we need to consider explicitly whether an event is controllable or observable during synthesis of a specific local supervisor. For example, suppose an event is controllable in but not in . Then when we synthesize a local supervisor for , is treated as controllable; and when we synthesize a local supervisor for , is considered uncontrollable; but when we synthesize a local supervisor for , is considered controllable. Considering this extra complication in synthesis, we choose not to adopt such generality in this paper because it is not helpful for conveying our main idea of aggregative synthesis. Next, we present an aggregative approach to synthesize a nonblocking distributed supervisor.
III. AGGREGATIVE SYNTHESIS OF NONBLOCKING DISTRIBUTED SUPERVISORS
We first discuss how to compute a supremal nonblocking state-normal supervisor of a nondeterministic plant model under a deterministic specification . Then we present an aggregative synthesis approach for a nonblocking distributed supervisor.
A. Compute Supremal Nonblocking State-Normal Supervisor
Let be a nondeterministic automaton, and be a deterministic automaton with . We would like to synthesize the supremal nonblocking state-normal supervisor
. By the previous discussion we know that such a supremal supervisor exists. Let be the natural projection. We now present an algorithm to compute .
Given a deterministic finite-state automaton , let be an automaton, where The proof is presented in the Appendix. From the proof of Prop. 1 we can derive that, the maximum number of states at each stage of PSNSNS is , where and denote the sizes of and respectively. Since is deterministic, we can minimize the size of by simply using the canonical recognizer of . The complexity of PSNSNS is very similar to the algorithm SCOP presented in [23] , which computes supremal nonblocking controllable and normal supervisors. The only difference is that, in SCOP the plant model is deterministic-thus, the size of can be minimized by simply using the canonical recognizer of . In our case we cannot do that because is nondeterministic. We have the following result, whose proof is in the Appendix.
Theorem 1: When PSNSNS terminates, the nonempty output is the supremal nonblocking state-normal supervisor of under .
Theorem 1 shows that we can use PSNSNS to compute the supremal nonblocking state-normal supervisor, whenever a plant model and a deterministic specification is given. We will use this result in aggregative synthesis of nonblocking distributed supervisor, which is described next.
B. Aggregative Synthesis of Nonblocking Distributed Supervisors for Standardized Automata
In this section we will apply automaton abstraction in supervisor synthesis. To this end we bring in a new event symbol , which does not belong to any alphabet, and is always treated as uncontrollable and unobservable. We call an automaton standardized if 1) ; 2) ; 3)
. A standardized automaton is nothing but an automaton, in which is not marked, is only defined at , which only has outgoing transitions and no incoming transition. For notation simplicity, from now on we use to denote , where , and use to denote the collection of all standardized automata whose alphabets are . We can check that, abstraction of a standardized automaton is still standardized and the product of two standardized automata is also standardized. The reason to introduce standardized automata is to obtain the following results. Although during the above construction contains the same number of local supervisors as that of local components, several may not impose any control on the system. This can be checked whenever a local supervisor is computed, and imposes no control if and only if . In that case we simply remove those local supervisors from during online supervisory control.
Clearly, the ordering is important not only for the computational complexity purpose but also for the existence of a distributed supervisor. Given a distributed system , some ordering of local components may yield empty distributed supervisory control under ASSDS. How to choose a good ordering is an interesting and important problem. Currently, we adopt a heuristic ordering procedure, which says that, for any two components next to each other in an ordering, they must share events. The rationality of this heuristics is that strongly coupled components (in terms of interactions through event sharing) should always be ordered close to each other. For example, suppose we have three components: a motor, a conveyor belt and a robot, where the motor drives the conveyor belt to move goods which are picked up by the robot. Given two orderings: (1) the motor, the conveyor belt and the robot; (2) the motor, the robot and the conveyor belt, it seems more reasonable for us to prefer ordering (1) to ordering (2) because there is no direct connection between the motor and the robot. This heuristics is used in the example provided in Section IV. We are still searching for other heuristic procedures that may work better than this simple one.
By imposing an ordering over local components we may also attain a limited power of reusing local supervisors when some local component is added to the target system or dropped out of it, as often encountered in system reconfiguration. For example, suppose we have a distributed supervisor with respect to an ordering . If we change or remove , we only need to redesign local supervisors . If we add some component after and before , then we only need to redesign local supervisors associated with . Thus, a certain degree of implementation flexibility is achieved.
C. Synthesis of Nonblocking Distributed Supervisors of Non-Standardized Distributed Systems
In the previous subsection we present an aggregative approach to synthesize a nonblocking distributed supervisor of a distributed system under a set of deterministic specifications . Nevertheless, all relevant automata are required to be standardized, for the sake of using automaton abstraction effectively. It is of our interest to know how to synthesize a nonblocking distributed supervisor for a distributed system modeled by non-standardized automata. To this end we present a simple procedure. But before that we first introduce the concepts of standardization and de-standardization. The only difference between and is that, the former contains a new state and a new transition from to . As we have seen in the previous subsection, this new transition plays a crucial role in automaton abstraction, thus a crucial role in aggregative synthesis. From now on we use to denote the standardized version of . Next, we introduce the concept of destandardization, which is used to convert a standardized automaton into a nonstandardized one.
Definition 10: Let be a deterministic standardized automaton. We say an automaton is the destandardized version of if 1) ; 2) ; 3) ; 4) .
Since is deterministic, contains only one element. Thus, the initial state of is unique, which means is well defined. The only difference between and its destandardized version is that, the latter contains no transition. From now on we use to denote the destandardized version of . We have the following result.
Theorem 4: Given a distributed system and a collection of deterministic specifications , let be the standardized distributed system and for the standardized deterministic specifications. If there exists a nonblocking distributed supervisor of under , then is a nonblocking distributed supervisor of under .
Proof: We first define to be the natural projections. By the definitions of automaton product, standardization and destandardization, we get that Since and where equality ' ' is in the sense of DES-isomorphism [20] , by the definitions of standardization and automaton product, and the event is considered uncontrollable and unobservable, we get that: (1) is At this point we can see that, introducing the notion of and the concept of standardized automata, which are crucially important for automaton abstraction, does not impose any restriction on supervisor synthesis. Next, we use a concrete example to show the effectiveness of ASNSDS.
IV. EXAMPLE-A CLUSTER TOOL
A cluster tool is an integrated manufacturing system used for wafer processing. It consists of load locks for wafer entering and leaving the system, chambers, where wafers are processed, buffers between different clusters in the system, and transportation robots for moving wafers in the system [25] . To illustrate the effectiveness of the proposed aggregative synthesis procedure, we consider the following cluster tool depicted in Fig. 3 , which consists of one entering load lock and one exit load lock , nine chambers ( ,
), three one-slot buffers ( , , ), and four transportation robots ( , , and ). Wafers are transported into the system from the entering load lock by the robot , then moved through designated chambers for processing based on pre-specified routing sequences by relevant robots located in different clusters. Finally, processed wafers are transported out of the system through exit load lock by . As an illustration, we choose the following routing sequence:
. Without supervision the system may be blocked owing to wafers competing for buffer slots. Our goal is to synthesize a distributed supervisor that can guarantee continuous wafer processing, namely blocking should never happen. To this end, we first model the system as follows.
For simplicity we assume that the entering load lock behaves like an infinite wafer source and the exit load lock like an infinite wafer sink. Fig. 4 depicts the models of load locks. We assume that in each chamber a wafer is first dropped in by a relevant robot, then processed and finally picked up by the relevant robot. Since each chamber has the same automaton model, except for different alphabets, we only provide the model for one chamber, which is depicted in Fig. 5 , where, when , we have , and when , we have . Notice that each chamber behaves like a one-slot buffer, except that it contains an internal transition . If robot tries to pick when the chamber is empty, or drop when the chamber is full, the component will become deadlock. By modeling in such a way we will force a nonblocking supervisor to prevent inappropriate pick or drop actions to happen. The models of robots are depicted in Fig. 6 . Finally we model each buffer as a component, whose model is provided in Fig. 7 . It says that, buffer overflow or underflow will result in deadlock. In these models we assume that all events of the robots are controllable and observable, and events are uncontrollable and unobservable. The local specifications are depicted in Fig. 8 .
We now apply the proposed procedure ASNSDS to compute a nonblocking distributed supervisor. First, each component is standardized. Let Based on the structure of this system and the previously described heuristic ordering procedure, we simply order as indicated by their individual subscripts. Then we apply ASDS with the inputs and . For the illustration purpose, we go through some details of ASDS. By Theorem 4 we get that is the nonblocking distributed supervisor of the cluster tool system. After using our tool for nonconflict test [18] , we confirm that is nonconflicting with the overall plant model, which is the product of all components (i.e., load locks, robots, chambers and buffers). We can see that, the maximum size of automata in the above computation is (985, 4053), much smaller than the size of the product of all component models. Therefore, the proposed aggregative synthesis approach is computationally much more efficient than centralized synthesis. By looking at the sizes of , and , which happen to be the same owing to symmetry of the system model and our choice of the routing sequence, we can see how abstraction keeps the overall complexity low during aggregative synthesis.
V. CONCLUSION
In this paper we first present a distributed supervisory control problem. Then after introducing an algorithm PSNSNS for computing supremal nonblocking state-normal supervisors, we provide an aggregative synthesis procedure ASSDS to derive nonblocking distributed supervisors, which solves that distributed supervisory control problem. By using an automaton abstraction technique, a large number of internal transitions at each synthesis stage are removed, which can help us avoid high complexity incurred by composition of automata. Although ASSDS requires all automata to be standardized, we have shown in Theorem 4 that, by using a simple conversion procedure as indicated in ASNSDS, we can apply the same aggregative synthesis approach to synthesize distributed supervisors for systems modeled by non-standardized automata. Thus, the requirement of standardized automata in ASSDS does not really impose any practical constraint on applications. Besides the potential computational advantage of aggregative synthesis, we can also achieve a certain degree of implementation flexibility in terms of attaining reusability of some local supervisors when the structure of a target system changes. 
