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We consider two classes of typical degenerate hyperbolic systems of conservation
laws to provide a general approach for solving the existence and large-time
asymptotic behavior of measure-valued solutions for initial-boundary value
problems. Some existence theorems of the measure-valued solutions are established.
The convergence of large time-averages of the measure-valued solutions to a Dirac
mass, concentrated at the input state on the boundary, is proved for almost each
fixed space variable. Although the measure-valued solutions of the initial-boundary
problems may not be unique in general, our results indicate that the asymptotic
equilibrium of these measure-valued solutions is unique.  1996 Academic Press, Inc.
1. Introduction
We are concerned with the existence and asymptotic behavior of global
solutions to degenerate systems of conservation laws
Ut+F(U )x=0, U # Rn. (1.1)
Such a system is hyperbolic if the n_n matrix {F(U ) has n real eigenvalues
*j (U ) and linearly independent eigenvectors rj (U ), 1 jn. There are two
kinds of degeneracy for such systems: one is the loss of hyperbolicity, which
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allows a degree of interaction, or nonlinear resonance, between different
characteristic modes, and the other is the linear degeneracy, which allows
a non-monotonic change of some eigenvalue with wave amplitude in the
corresponding characteristic field.
The nonlinearity of F generally leads to the discontinuity of solutions in
finite time for the Cauchy problem for (1.1), even starting from smooth
initial data. Moreover, the degeneracy of the systems can make the solu-
tions more singular. For this reason, attention focuses on solutions in the
space of discontinuous functions or, more generally, on measure-valued
(m-v for abbreviation) solutions.
The main purpose of this paper is to provide a general approach to solve
the existence and large-time asymptotic behavior of measure-valued solu-
tions of initial-boundary value problems for hyperbolic systems of conser-
vation laws. The concept of m-v solutions was first introduced by DiPerna
[D2] in the context of the Cauchy problem. This notion generalizes that
of weak entropy solutions for conservation laws (see [La]) to make the
existence problem tractable if one can obtain apriori estimates for shock
capturing approximate solutions. On the other hand, it is plausible that
this generalization would cause an analytical difficulty to study the qualita-
tive behavior of the m-v solutions because of the larger space of the solu-
tions. In this paper we address these problems for two classes of the most
typical degenerate hyperbolic systems of conservation laws to establish a
general setting for studying asymptotic behavior of the m-v solutions. The
setting problem of large-time asymptotic behavior of the m-v solutions is
about the convergence of large time-averages of the m-v solutions to a
Dirac measure, concentrated at the input state, for almost each fixed space
variable. The convergence is in the weak-star topology of the space of
Radon measures. Although the m-v solutions of the initial-boundary value
problems may not be unique, our results show that the asymptotic equi-
librium of these m-v solutions of the initial-boundary problem is unique.
The two classes of systems we study are nonstrictly hyperbolic with some
of their eigenvalues, or all of them, vanishing on the active part of the
boundary. In some cases, some of these eigenvalues change sign even in the
interior of the space-time domain under consideration. Thus no intuitive
argument, based on the notion of characteristics, can even formally
antecipate the results obtained here. As a matter of fact, the notion of
characteristics has been made rigorously only in the solution space of BV
functions (see [Gl, Da]) and in the propagation problem of the initial
oscillations for the Young measures (cf. [C3]).
In Section 2 we introduce three lemmas to form a basic framework for
studying the existence and asymptotic behavior of the m-v solutions.
Moreover, we recall the Young measure representation theorem for the
uniformly bounded measurable function sequences.
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Section 3 is devoted to a class of systems with a symmetry arising from
elasticity, MHD, and modeling oil recovery in reservoirs (see [K, Lw, Li,
Fr, C1, C2, C3]). Such systems in the 2_2 case have been studied. Keyfitz
and Kranzer [K] solved the Riemann problem with left state U& and
right state U+ for a specific nonlinear function .(u, v) except for the
case tan&1(v+u+) = ? + tan&1(v&u&), which generates nonuniqueness
problems. Liu and Wang [Lw] solved the Cauchy problem for the specific
system with initial data U0(x) # BV and |tan&1(v0(x)u0(x))|<?2. Under
more general structure of the function ., L existence and uniqueness
theorems, without restrictions on tan&1(v0(x)u0(x)), are established using
a stable admissibility criterion, and the propagation and cancellation of
initial oscillations are clarified [C1, C2, C3]. The stability of viscous
traveling waves for such a system is studied [Li]. In this paper we establish
the existence theorems of global admissible m-v solutions for such a class
of systems consisting of n conservation laws, and investigate the large-time
asymptotic behavior of the m-v solutions. These results are valid even for
the systems with some eigenvalues vanishing on the active part of the
boundary.
In Section 4 we investigate the existence and asymptotic behavior for the
initial-boundary problems for the system of electromagnetic plane waves in
[0, L]_[0, ) (see [C3, S]). The global existence of admissible m-v solu-
tions for this initial-boundary problem is established. The large-time
asymptotic behavior of this solution is studied. In particular, we show that
the time-averages of the expected values of the electromagnetic energy con-
verge to zero as the time tends to infinity for such initial-boundary
problems.
Regarding work on the measure-valued solutions and their asymptotic
behavior we also refer the reader to [F1, F2, F3] for an earlier effort for
the problems modeling multiphase flow in porous media and for the initial-
boundary value problems for a class of systems with elliptic regions. With
regard to the applications of the measure-valued solutions, we refer the
reader to [C2, C3, Ct, Sz, Cl] for the propagation problem of the initial
oscillations and the convergence problem of shock capturing numerical
methods.
2. Preliminaries
In this section, we prove three lemmas that form a basic framework for
the subsequent developments. We first introduce some notations.
As usual, given an open set 0/Rn, we denote by C k0(0) the space of
functions of class Ck with compact support in 0. We denote by C k0[a, b)
and C k0(a, b] the spaces of the functions defined on [a, b) and (a, b], which
can be extended to functions in C k0(&, b) and C
k
0(a, ), respectively.
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Similarly, we denote by C k0([a, b)_[0, )) and C
k
0((a, b]_[0, )) the
spaces of the functions defined on [a, b)_[0, ) and (a, b]_[0, ),
which can be extended to the functions in C k0((&, b)_R) and
Ck0((a, )_R), respectively. Moreover, R+#[0, ) and R
2
+#R+_R+
through this paper.
Given a compact set K/Rn, we denote by M(K) the space of Radon
measures on K, which is the dual of C(K) by Riez’s Representation
Theorem. P(A) denotes the set of Borel probability measures on A. The
symbol *( denotes the convergence in the weak-star topology of L, when
referred to a sequence of functions uniformly bounded in L, and (
denotes the convergence in the weak-star topology of M(K), when referred
to a sequence of Radon measures uniformly bounded in M(K).
Lemma 2.1. Let p(x, t) and P(x, t) be functions in L([a, b)_R+) and
p0(x) be a function in L[a, b] satisfying P(x, t)0, a.e. in [a, b]_R+ ,
and
||
[a, b]_R+
[ p(x, t) ,t+P(x, t) ,x] dx dt+|
b
a
p0(x) ,(x, 0) dx0, (2.1)
for any , # C 10([a, b)_R+) with ,0 and ,x(a, t)=0 for t0. Then, for
any ‘ # C 10(0, ), we have
} |

0
P(x, t) ‘(t) dt }CTV(‘)(x&a), a.e. x # [a, b], (2.2)
for some constant C>0 independent of ‘(t). In particular,
lim
T  
1
T |
T
0
P(x, t) dt=0, a.e. x # [a, b]. (2.3)
Similarly, if q(x, t) and Q(x, t) in L([a, b]_R+) and q0(x) # L[a, b]
satisfy Q(x, t)0 a.e. in [a, b]_R+ , and
||
[a, b]_R+
[q(x, t) t&Q(x, t) x] dx dt+|
b
a
q0(x) (x, 0) dx0, (2.4)
for any  # C 10((a, b]_R+) with 0 and x(b, t)=0 for t0. Then, for
any ‘ # C 10(0, ), we have
} |

0
Q(x, t) ‘(t) dt }CTV(‘)(b&x), a.e. x # [a, b], (2.5)
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for some constant C>0 independent of ‘(t). In particular,
lim
T  
1
T |
T
0
Q(x, t) dt=0, a.e. x # [a, b]. (2.6)
Proof. We only prove (2.2) and (2.3) because the proof of (2.5) and
(2.6) is completely similar. Motivated by Kruz kov [Kr], we choose in (2.1)
,=,h =def /h(x) ‘(t), with ‘ # C 10(0, ) and
/h(x)=1&|
x
0
$h( y&x0) ds,
where $h(x)=1h $(xh) with $ # C 0 (&1, 1), $0, 
1
&1 $(s) ds=1,
x0 # (a, b), and 0<h<min[x0&a, b&x0]. Then, choosing x0 that is a
Lebesgue point of the function
|

0
P(x, t) ‘(t) dt,
and taking h  0, (2.1) gives
0|

0
P(x0 , t) ‘(t) dt||
[a, x0]_R +
!$(t) p(x, t) dx dt
&p& TV(‘)(x0&a).
This proves (2.2) for ‘(t)0. Therefore, we conclude that the estimate (2.2)
holds for all ‘ # C 10(0, ). Approximating /[0, T](t), the characteristic func-
tion on [0, T], by functions in C 0 (0, ), we get (2.2) with ‘(t)=/[0, T](t).
Then, dividing by T and making T  , we arrive at (2.3). K
Lemma 2.2. Let +T , T>0, be a sequence of probability measures on a
compact subset K/Rn and hi # C(K), i=1, ..., m, such that hi0 and
lim
T  
(+T , hi)=0. (2.7)
Then, if U # K is such that
,
m
i=1
[U # K | hi (U )=0]=[U ], (2.8)
we have +T ( $U , where $U is the Dirac measure concentrated at U .
Proof. Notice that P(K) is compact in the weak-star topology of
M(K). Then, given any subsequence of +T , we can find a subsequence that
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converges weakly to a probability measure + # P(K). Using (2.7), we
have
(+, hi)=0, i=1, ..., m.
Since hi0, we conclude supp +/[U | hi (U )=0], i=1, ..., m. Then the
condition (2.8) implies +=$U . Since this holds for all subsequences of +T ,
we obtain +T ( $U . K
Lemma 2.3. Let p=(x, t) and P=(x, t) be functions in C2([a, b]_R+),
uniformly bounded in L, satisfying
{
p=(x, t)0, P=(x, t)0, (x, t) # [a, b]_R+,
p=(a, t)=P=(a, t)=0, p=(x, 0)=p=0(x), t0, x # [a, b],

t
p=(x, t)+

x
P=(x, t)==
2
x2
p=(x, t),
(2.9)
and
( p=, P=) *( ( p, P), p=0 *( p0 , as =  0.
Then the limit functions p(x, t), P(x, t), and p0(x) satisfy
||
[a, b]_R+
[ p(x, t) ,t+P(x, t) ,x] dx dt+|
b
a
p0(x) ,(x, 0) dx=0, (2.10)
for all , # C 10([a, b)_R+).
Similarly, if q=(x, t) and Q=(x, t) in C 2([a, b]_R+), uniformly bounded in
L, satisfy
{
q=(x, t)0, Q=(x, t)0, (x, t) # [a, b]_R+ ,
q=(b, t)=Q=(b, t)=0, q=(x, 0)=q=0(x), t0, x # [a, b],

t
q=(x, t)&

x
Q=(x, t)==
2
x2
q=(x, t),
(2.11)
and
(q=, Q=) *( (q, Q), q=0 *( q0 , as =  0.
Then the limit functions q(x, t), Q(x, t), and q0(x) satisfy
||
[a, b]_R+
[q(x, t) t&Q(x, t) x] dx dt+|
b
a
q0(x) (x, 0) dx=0, (2.12)
for all  # C 10((a, b]_R+).
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Proof. Similarly we only prove (2.10) because (2.12) follows from the
similar arguments. First, we take , # C 10([a, b)_R+) with ,0 and
,x(a, t)=0 for t>0. We have
= ||
[a, b]_R +
2
x2
p=(x, t) ,(x, t) dx dt
=&= |

0
p=x(a, t) ,(a, t) dt+= ||
[a, b]_R +
p=(x, t) ,xx(x, t) dx dt
= ||
[a, b]_R+
p=(x, t) ,xx(x, t) dx dt,
because p=x(a, t)0 for t>0. Multiplying (2.9) by ,, integrating over
[a, b]_R+, using integration by parts, and then taking =  0, we obtain
||
[a, b]_R+
[ p(x, t) ,t+P(x, t) ,x] dx dt+|
b
a
p0(x) ,(x, 0) dx0,
for all , # C 10([a, b)_R+) with ,0 and ,x(a, t)=0 for t>0. Then
Lemma 2.1, more precisely, inequality (2.2), gives
lim
x  a |

0
P(x, t) ‘(t) dt=0, (2.13)
for all ‘ # C 10(0, ), where x # [a, b]&N for some null set N/[a, b].
Therefore, we have that (2.13) holds for all ‘ # C 10(R+). Now (2.9) gives
that (2.10) holds for all , # C 10((a, b)_R+). Define
,\(x, t)={,(x&\, t),0,
a+\<xb,
ax<a+\,
and ,\h(x, t)=,
\(x, t) /h(x) for 0<\<dist(supp ,; [x=b]), where /h is
as in the proof of Lemma 2.1 with x0=a+\. Taking ,=,\h in (2.10),
choosing a+\ that is a Lebesgue point of the function
|

0
P(x, t) ,(a, t) dt,
and then setting h  0, we obtain
||
[a+\, b)_R +
[ p(x, t) ,\t +P(x, t) ,
\
x] dx dt
+|

0
P(a+\, t) ,(a, t) dt+|
b
a
p0(x) ,\(x, 0) dx=0.
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Taking \  0 in the above equation and using (2.13) and Lebesgue’s domi-
nated convergence theorem, we arrive at (2.10) for all , # C 10([a, b)_R+).
K
Before ending this section we recall Tartar’s theorem on the existence of
Young measures [T] in its simplest formulation.
Lemma 2.4 (Tartar [T]). Let U=( y) be a sequence in L(0; Rm) with
0/Rn, satisfying U=( y) # K, for a.e. y # 0, where K is a compact subset of
Rm. Then there exists a subsequence of U= (still labeled U =) and a family of
probability measures &y , y # 0, such that supp &y /K, y # 0, and
h(U=) *( h ,
for all h # C(K), where h ( y)=(&y , h) =
def K h(U ) d&y(U ).
3. Systems with a Symmetry
In this section, we are concerned with n_n systems of conservation laws
of the form:
{Ut+F(U )x=0,F(U )#.(U) U, (3.1)
where U=(u1 , ..., un) # Rn and . # C2(Rn) is a scalar function. Then .(U )
is an eigenvalue of {F(U ) of multiplicity n&1, that is,
*1(U )= } } } =*n&1(U )=.(U ).
The eigenspace associated to the eigenvalue .(U ) is
(Rn).(U)={.(U )=.
Consider the spherical coordinates U=(r(U ), 3(U )), where r(U )=
- u12+ } } } +un2 and 3(U )=Ur(U ) U is the point in the unit sphere
Sn&1 with the same cosine directions as U. We can represent 3 by the
n-tuple (cos %1 , ..., cos %n), where cos %i=ui r is the i th cosine direction and
the components are linked by the relation
cos2 %1+ } } } +cos2 %n=1. (3.2)
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One can easily verify that (.(U ) r)r is also an eigenvalue of {F(U ), that
is,
*n(U )=(.(U) r)r .
The eigenspace associated to *n(U ) is
(Rn)* n(U )=[tU | t # R].
Any function H(U)=h(3(U )) of the cosines cos %i , i=1, ..., n, is a strong
Riemann invariant for (3.1) associated to the eigenvalue .. That is, for
such a function, we have
{H{F=.{H. (3.3)
On the other hand, the function ., or any function of ., is a strong
Riemann invariant for (3.1) associated to the eigenvalue (r.)r , that is,
{.{F=(r.)r {.. (3.4)
One can also verify that the pair (’
*
, q
*
)=(r, r.) is a convex entropy-
entropy flux pair for (3.1) satisfying the entropy equation:
{q
*
={’
*
{F. (3.5)
We shall first study the initial-boundary value problem given by (3.1)
and
{U | t=0=U0(x),U | x=0=0,
x>0,
t>0,
(3.6)
where U0 # L(R+). The scalar function . satisfies
{.(0)=0,.(U )>0, if U{0, (H1)
and one of the following two conditions:
.(U )=g(r), g # C2(R+), (H2-1)
.=const. >0 is an imbeded closed (n&1)-dimen-
sional submanifold; .r(U )0 and . is the constant
on each connected component of the set
S=[U | .r(U )=0]. (H2-2)
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Definition 3.1. An admissible measured-valued solution to (3.1) and
(3.6) in ST=R+_[0, T) is a measurable map &: ST  P(Rn), whose values
are denoted by &x, t , such that
supp &x, t/B(0; M), for some M>0, (3.7)
||
ST
[(&x, t , U) ,t+(&x, t , .(U ) U) ,x] dx dt+|

0
U0(x) ,(x, 0) dx=0,
(3.8)
for any , # C 10(ST), and
||
ST
[(&x, t , r(U)) ,t+(&x, t , (r.)(U)) ,x] dx dt+|

0
r(U0(x)) ,(x, 0) dx0,
(3.9)
for any nonnegative function , # C 10(ST).
Theorem 3.2. Let . satisfy (H1) and (H2-1) or (H2-2). Then there
exists a global admissible m-v solution to (3.1) and (3.6). Set
+xT=
1
T |
T
0
&x, t dt.
We have
+xT ( $0 , as T  , (3.10)
for a.e. x # R+ .
Furthermore, if \({)=diam[U | .(U )<{] is O({1#), for some #1 and
{>0 sufficiently small, then
(+xT , r(U ))=O(T
&1#+1), when T  , for a.e. x # R+. (3.11)
Proof. We first prove the result about the asymptotic behavior of &x, t .
Using (3.9) and Lemma 2.1, we obtain
lim
T  
(+xT , (r.)(U )) =0, (3.12)
for a.e. x # R+ . For simplicity, we drop the superscript x and write simply
+T . Using (3.12) and Lemma 2.2, we immediately obtain (3.10). Now we
prove the assertion about the rate of convergence of (+T , r) . The rate of
convergence of (3.12) is O(T &1) from Lemma 2.2. Now we have
(+T , r.) =(+T , r/[.=]) ,
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for all =>0. Then
(+T , r)=(+T , r/[.<=])+(+T , r/[.=])
C1=1#+
C2
=
T &1,
by the assumption on the function \({) in the statement of the theorem, for
some nonnegative constants C1 and C2 . Therefore we conclude that the
rate of convergence of (+T , r) is O(T &1#+1) by choosing the best con-
stant ==const. T &##+1 in
\=(T)=C1=1#+
C2
=
T &1
to ensure the fast decay of \=(T ) with respect to T.
We now consider the existence problem. We divide the proof to two
propositions. The proof depends on the following lemma.
Lemma 3.3. Let p(x, t) and P(x, t) be functions in L([a, b]_R+)
satisfying p(x, t)0 for a.e. (x, t) # [a, b]_R+ and
||
[a, b]_R+
[ p(x, t) ,t+P(x, t) ,x] dx dt+|
b
a
p0(x) ,(x, 0) dx=0, (3.13)
for all , # C 10([a, b)_R+), where p0(x) # L
[a, b] and p0(x)0 for a.e.
x # [a, b]. Then, given 30(x) # L([a, b]; Sn&1), n>1, there exists a
measurable map : [a, b]_R+  P(S n&1) such that, for any H # C(Sn&1),
we have
||
[a, b]_R +
(x, t , H(3))[ p(x, t) ,t+P(x, t) ,x] dx dt
+|
b
a
H(30(x)) p0(x) ,(x, 0) dx=0, (3.14)
for all , # C 10([a, b]_R+).
Similarly, if q(x, t) and Q(x, t) # L([a, b]_R+) satisfy q(x, t)0 for
a.e. (x, t) # ([a, b]_R+) and, for all  # C 10((a, b]_R+),
||
[a, b]_R+
[q(x, t) t&Q(x, t) x] dx dt+|
b
a
q0(x) (x, 0) dx=0, (3.15)
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with q0(x) # L[a, b] and q0(x)0 for a.e. x # [a, b]. Then, given
50(x) # L([a, b]; S n&1), n>1, there exists a measurable map
|: [a, b]_R+  P(S n&1) such that, for any K # C(Sn&1), we have
||
[a, b]_R+
(|x, t , K(5))[q(x, t) t&Q(x, t) x] dx dt
+|
b
a
K(50(x)) q0(x) (x, 0) dx=0, (3.16)
for all  # C 10((a, b]_R+).
Proof. It suffices to prove (3.14) because the proof of (3.16) is the same.
We first extend p(x, t) and P(x, t) to (&, b]_R+ by defining p(x, t)=
P(x, t)=0 for x<0. Given $>0, we consider the Lipschitz continuous
function y$(x, t) in (&, b)_R+ satisfying

x
y$(x, t)=p(x, t)+$,

t
y$(x, t)=&P(x, t),
y$(x, 0)=|
x
0
( p0(x)+$) dx.
The existence of such y$ is assured by (3.13). Given 30 # L([a, b]; Sn&1),
we extend 30 to (&, b] by defining 30(x)=30(a) for x<a and define
3 $(x, t)=30(T &10, $ y
$(x, t)),
where T0, $ : (&, b]  (&, y$(b, 0)] is the one-to-one bi-Lipschitz
continuous map x [ y$(x, 0). Now, given any H # C(S n&1), we have
||
(&, b)_R+
H(3 $(x, t))[( p(x, t)+$) ,t+P(x, t) ,x] dx dt
+|
b
&
H(30(x))( p0(x)+$) ,(x, 0) dx
=||
R_R+
H(30(T &10, $y
$)) ,t(x( y$, t), t) dy$ dt
+|

&
H(30(T &10, $y
$)) ,(x( y$, 0), 0) dy$=0, (3.17)
for all , # C 10((&, b)_R+). Then, applying Lemma 2.4 to the sequence
3 $(x, t), we get a Young measure x, t satisfying (3.14) because of
(3.17). K
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Proposition 3.4. Let . satisfy (H1) and (H2-1). Then there exists a
global admissible m-v solution of the problem (3.1) and (3.6).
Proof. Let M>0 be such that U0(x) # B(0; M) for a.e. x # R+. We first
obtain a weak solution of the problem
rt+(rg(r))x=0,
{r | t=0=r(U0(x)), (3.18)r |x=0=0,
that is, we search for a function r(x, t) # L(R2+) satisfying
||
R2+
[r(x, t) ,t+(rg(r))(x, t) ,x] dx dt+|

0
r(U0(x)) ,(x, 0) dx=0, (3.19)
for all , # C 10(R
2
+). We can easily obtain such a weak solution to (3.18) by
rt+(rg(r))x==rxx ,
{r | t=0=r=0(x), (3.20)r |x=0=0,
where r=0(x) # C
2(R+) and r=0(x)  r(U0) in L
1
loc . The solution of (3.20)
follows from well-known results in the theory of quasilinear parabolic
equations [F, L]. By the maximum principles, we get
0r=(x, t)M,
where r=(x, t) is the smooth solution of (3.20). Using Tartar’s theorem [T]
(also see [CL] for the general case) about scalar conservation laws, we get
that the sequence r= generates a Young measure *x, t such that the function
rg(r) is affine on the support of *x, t , which means that r(x, t)=(*x, t , r)
satisfies (3.19) for all , # C 10((0, )_R+). In fact, Lemma 2.3 gives that
r(x, t) satisfies (3.19) for all , # C 10(R
2
+). We now prove that there exists a
measurable map : R2+  P(S
n&1) such that
||
R2+
(x, t , H(3))[r(x, t) ,t+r(x, t) g(r(x, t)) ,x] dx dt
+|

0
r(U0(x)) H(3(U0(x))) ,(x, 0) dx=0, (3.21)
for any continuous function H(3) and for all , # C 10(R
2
+). Applying
Lemma 3.3, we obtain a parameterized measure x, t satisfying (3.21).
We then define &x, t=*x, tx, t as a probability measure in the U-space
through the relations ui=r cos %i , i=1, ..., n. Taking H(3)=1, cos %i ,
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i=1, ..., n, in (3.21), respectively, we obtain (3.8) and (3.9). Furthermore,
since &x, t also satisfies (3.7), we conclude that it is a global admissible m-v
solution of (3.1) and (3.6). K
Proposition 3.5. Let . satisfy (H1) and (H2-2). Then there exists a
global admissible m-v solution of the problem (3.1) and (3.6).
Proof. Hypotheses (H1) and (H2-2) imply the existence of an N>0
such that U0(x) # [U | .(U )N] for a.e. x # R+ . They also imply the
existence of a solution of any Riemann problem for (3.1) with data
U&, U+ # [U | .(U )N], that is, the initial-value problem for (3.1) with
data
U(x, 0)={U
&,
U+,
x<0,
x>0,
satisfying

t
r(U(x, t))+

x
(r.)(U(x, t))=0, (3.22)
in the sense of distributions. The solution of the Riemann problem satis-
fying (3.22) is constructed exactly as in the case n=2 (see [C1]). We
first go with a contact discontinuity from U& to a state Um such that
.(Um)=.(U&) and 3(Um)=3(U+). This contact discontinuity in the
(x, t)-space is a line with inclination ,(U&). Then we go from Um to U +
along the ray 3=3(U+) to solve the scalar Riemann problem
{
rt+(r.(r, 3(U +)))x=0,
r(x, 0)={r(Um),r(U +),
x<0,
x>0,
following Oleinik’s method [O]. Because of the existence of such a
Riemann solution satisfying (3.22), we can get the existence of a BV weak
solution of (3.1) and (3.6) by means of Glimm’s method, provided that the
initial data are in BV(R+ ; Rn) (see [C1] for the case n=2 using Glimm’s
method [G]). Such a weak solution obtained by Glimm’s method also
takes values in [U | .(U )N]. It satisfies the boundary condition in the
sense of the trace of BV functions, which implies the convergence to the
boundary values in L1loc . Therefore, a natural approach for obtaining an
admissible m-v solution of (3.1) and (3.6) is to approximate the initial data
by a sequence of functions U =0 in BV(R+; R
n) and then to get a sequence
of weak solutions U=(x, t) satisfying (3.22) in the sense that
||
R2+
[U=(x, t) ,t+F(U=(x, t)) ,x] dx dt+|

0
U =0(x) ,(x, 0) dx=0,
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and
||
R2+
[r(U=(x, t)) ,t+(r.)(U=(x, t)) ,x] dx dt+|

0
r(U =0(x)) ,(x, 0) dx=0,
for all , # C 10(R
2
+). We then use Lemma 2.4 and obtain the desired
admissible m-v solution of (3.1) and (3.6). K
We next consider the case where the values of the initial data U0 belong
to a convex cone. In this case we can also consider other interesting initial-
boundary value problems. This time, as it will be seen, we can considerably
relax the hypotheses on ..
Let U1*, ..., Un* be n linearly independent vectors satisfying
.(U1*)= } } } =.(Un*) such that the angle between any two of them is less
than ?:
angle(Uj*, Uk*)<?, j, k=1, ..., n.
We consider the hyperplanes
Ei=span[Uj* | j{i],
with unit normal vector 4i in the same half-space defined by Ei as Ui*. Set
E+i =[U # R
n | ( U, 4i)0].
Consider the cone
K= ,
n
i=1
E +i .
We assume that , satisfies (H1) and
There exists N>0 such that Ui*, 1in, are
chosen to satisfy .(Ui*)=N, i=1, ..., n, and such
that 7=K _ [U | .(U )=N] is a smooth hypersur-
face that divides the cone K into two connected parts
in which the bounded one is denoted by K7.
(H2-3)
In particular, one has 0 # K7 and .(U )N for U # K7 because .(0)=0
from (H1).
Set U0*=0 and denote by U*n+1 any point of 7 such that the affine
hyperplane tangent to 7 on U*n+1 touches 7 only at U*n+1 if there exists
such a point. We consider the initial-boundary value problems for (3.1)
with data
{U | t=0=U0(x),U | x=0=Ui*,
x>0,
t>0, i=0, 1, ..., n+1,
(3.23-i)
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where U0 is a measurable function satisfying
U0(x) # K7, a.e. x # R+. (3.24)
Definition 3.6. An admissible m-v solution of (3.1) and (3.23-i) in
ST=R+_[0, T ) for some i is a measurable map &: ST  P(Rn) satisfying
the following conditions:
(1) For all , # C 10(ST),
||
ST
[(&x, t , U) ,t+(&x, t , U.(U )) .x] dx dt
+|

0
U0(x) ,(x, 0) dx+Ui*.(Ui*) |

0
,(0, t) dt=0; (3.25)
(2) For a.e. (x, t) # ST ,
supp &x, t/K 7. (3.26)
Theorem 3.7. Let . satisfy (H1) and (H2-3) and U0 satisfy (3.24). Then
there exist global admissible m-v solutions for each of the problems (3.1) and
(3.23-i), i=0, 1, ..., n+1. Furthermore, if &x, t is such a solution of (3.1) and
(3.23-i), set
+xT=
1
T |
T
0
&x, t dt.
Then
+xT ( $Ui*, as T  , (3.27)
for a.e. x # R+ , i=0, 1, ..., n+1.
Proof. We first prove (3.27) by assuming the existence of a global
admissible m-v solution to (3.1) and (3.23-i). Initially we consider the case
i<n+1, where Ui* is one of the corners of the ‘‘pyramid’’ K7. Let us
denote by En+1 the hyperplane tangent to 7 in Ui* for any i>0 and by
4n+1 its inward unit normal vector to 7. From (3.25), one gets
||
R2+
[(&x, t , 4j } (U&Ui*)) ,t+(&x, t , 4j } (F(U )&F(Ui*))) ,x] dx dt
+|

0
4j } (U0(x)&Ui*) ,(x, 0) dx=0, (3.28)
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for j # [1, ..., n+1]. Set
hj (U )=4j } (F(U )&F(Ui*)),
j=1, ..., n+1. One observes that the image by F(U )=U.(U ) of K7 is the
set NK7=[NU=(Nu1 , ..., Nun) | U # K7] and thus hj (U )0 for U # K 7 if
j{i. Then, using Lemma 2.1, we get from (3.28)
lim
T  
1
T |
T
0
(+xT , hj (U )) dt=0, (3.29)
for j{i. Now hj (U )=0, U # K7, implies U # Ej . Therefore, Lemma 2.2
gives (3.27) for i<n+1.
Let us now consider the case i=n+1. We assume that En+1 is the
hyperplane tangent to 7 on U*n+1 and that 4n+1 is the inward unit normal
to K7. We consider the equation (3.28) for i=j=n+1. Again the function
hn+1(U )=4n+1 } (F(U )&F(U*n+1)) satisfies hn+1(U )0 and then Lemma
2.1 gives (3.29) for j=n+1. On the other hand, since
[U | hn+1(U )=0] & K7=[U*n+1],
Lemma 2.2 gives (3.27) again.
We now consider the existence problem. We use the vanishing viscosity
method. Consider the parabolic approximation of the system (3.1) given by
Ut+(U.(U ))x==Uxx . (3.30)
We first show how to obtain a global smooth solution of (3.30) and
(3.23-i) for U0 satisfying (3.24). For simplicity, we can also assume
U0 # C 0 (R+), since we can approximate it in L
1
loc by U
=
0 # C

0 (R+). The
solution of the elementary problem
Vt==Vxx ,
{V(x, 0)=U0(x),V(0, t)=Ui*,
is given by
V(x, t)=Ui*+|

0
G(x, y, t)(U0( y)&Ui*) dy,
where
G(x, y, t)=
1
- 4?=t
(e&(x&y)24=t&e&(x+y)24=t).
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A smooth solution of (3.30) and (3.23-i) must satisfy the integral equation
U=(t)=Ui*+TG(t)(U0&Ui*)&|
t
0
TG y(t&s) F(U(s)) ds, (3.31)
with Gy=Gy and
[TG({)h(t)](x)=|

0
G(x, y, {) h(x, t) dy,
for any h # C(R2+).
As usual, define the operator L on L(R2+; R
n) by
L(V )(t)=Ui*+TG(t)(U0&Ui*)&|
t
0
TG y(t&s) F(V(s)) ds.
Adopting the procedures analogous to those in [H], we conclude that L
has a fixed point in L(ST ; Rn) for T>0 sufficiently small. Then, following
the standard procedures as in [H], we prove that this fixed point is a local
smooth solution of (3.30) and (3.23-i).
Now we assert that K7 is an invariant region for the system (3.30), that
is, U=(x, t) # K 7 for (x, t) # ST . This is a consequence of the invariance
principle on positively invariant regions for nonlinear parabolic systems
(cf. [Cs]). First, the hyperplanes Ei , i=1, ..., n, are invariant by
F(U )=U.(U ), that is, F(U ) # Ei if U # Ei . Thus, for any ! # Ei ,
{F(U ) ! # Ei if U # Ei . But this implies that 4i is a left-eigenvector of
{F(U ) for all U # Ei . Then, using the invariant region principle, we con-
clude that E +i is an invariant region, i=1, ..., n, and thus K is an invariant
region. Now, since . is a strong Riemann invariant and K7 is convex, we
get that K7 is also an invariant region.
By the standard arguments, the a priori L estimate on U=(x, t), given
by the fact that U=(x, t) # K 7, allows us to extend this local solution to a
global smooth solution of (3.30) and (3.23-i).
Hence we obtain a sequence of global smooth solutions U =(x, t), =>0,
of (3.30) and (3.23-i) satisfying U=(x, t) # K 7 for all (x, t) # R2+. Then, by
Lemma 2.4, we get a Young measure &x, t generated by U =(x, t) as =  0. In
particular, we have
||
R2+
[(&x, t , U) ,t+(&x, t , U.(U )) .x] dx dt+|

0
(x) ,(x, 0) dx=0,
(3.32)
for all , # C 10((0, )_R+). We also have that &x, t satisfies (3.26) for a.e.
(x, t) # R2+. It remains to prove that &x, t satisfies (3.25) for all , # C
1
0(R
2
+).
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We first consider the case i<n+1. For each =>0, we have
gj (U =)t+hj (U =)x==gj (U=)xx , (3.33)
where
{gj (U )=4j } (U&Ui*),hj (U )=4j } (U.(U )&Ui*.(Ui*)),
for i=0, ..., n, j=1, ..., n+1. For j{i, gj (U )0 and hj (U )0 for U # K7.
Applying Lemma 2.3 with p==gj (U =(x, t)) and P=(x, t)=hj (U=(x, t)), we
obtain
4j } _||(R+)2 [(&x, t , (U&Ui*)) ,t+(&x, t , (U.(U )&Ui*.(Ui*))) ,x] dx dt
+|

0
(U0(x)&Ui*) ,(x, 0) dx&=0, (3.34)
for all , # C 10(R
2
+) and j{i. Since the 4j with j{i, for in, are linearly
independent, the n equations given by (3.34) imply (3.25). Therefore, &x, t is
a global admissible m-v solution of (3.1) and (3.23-i) for the case in.
We now treat the case i=n+1. We consider gj and hj defined above
with i=j=n+1. From (3.34), we can apply Lemma 2.1 to obtain
lim
x  0 |

0
(&x, t , hj (U )) ‘(t) dt=0, (3.35)
for all ‘ # C10(R+). We take ‘ # C
1
0(R+) satisfying ‘(t)0 and 

0 ‘(t) dt=1
and consider the probability measures +x‘ defined on K
7 by
(+x‘ , H(U ))=|

0
(&x, t , H(U )) ‘(t) dt,
for all H # C(K 7 ). Applying Lemma 2.2 to +T=+1T‘ and noting
K7 & [U | hn+1(U )=0]=[Un+1],
we get +x‘  $U*n+1 , that is,
lim
x  0 |

0
(&x, t , H(U )) ‘(t) dt=H(U*n+1) |

0
‘(t) dt. (3.36)
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Then we can conclude that (3.36) holds for all ‘ # C 10(R+). In particular,
we have
limx   |

0
(&x, t , U.(U)) ‘(t) dt=U*n+1.(U*n+1) |

0
‘(t) dt, (3.37)
for all ‘ # C 10(R+). Now (3.37) and (3.32) give (3.25) as in the proof of
Lemma 2.3. Therefore, &x, t is a global admissible m-v solution of (3.1) and
(3.23-i). This concludes the proof of Theorem 3.7. K
4. The System of the Electromagnetic Plane Waves
In this section, we are concerned with the Maxwell equations:
{

t
B+{_E=0,

t
D&{_H=0.
Here B, D, E, and H are the magnetic induction, the electric induction, the
electric field, and the magnetic field, defined on a domain of R3, respec-
tively. The constitutive laws following Colleman 6 Dill [Cd] are given by
E=

D
W, H=

B
W,
where W(B, D) is a convex electromagnetic energy density, i.e., {2W0,
satisfying
Wt+{ } (E_H)=0,
for smooth electromagnetic fields.
As described in [S], when the fields depend only on one of the space
variables, say x3 , which is the case of plane waves, the Maxwell system
becomes
{

t
u1+

x \

u4
W+=0,

t
u3&

x \

u2
W+=0,

t
u2&

x \

u3
W+=0,

t
u4+

x \

u1
W+=0,
where we use the notation x=x3 , u1=D1 , u2=D2 , u3=B1 , u4=B2 . We
consider a symmetric law, as in the linear case,
W(U )=w(r), r=&U&.
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Denoting g(r)=(1r)(ddr) w, we have the system
{

t
u1+

x
(g(r) u4)=0,

t
u3&

x
(g(r) u2)=0,

t
u2&

x
(g(r) u3)=0,

t
u4+

x
(g(r) u1)=0.
(4.1)
We now introduce a change of variables in system (4.1) described in [S].
Defining the complex numbers z and z$ by the formulas
{z=- 2 p exp(i:)#u1+u4+i(u2&u3),z$=- 2 q exp(i;)#u1&u4+i(u2+u3), (4.2)
from (4.1), we get

t
z+

x
(gz)=0,

t
z$&

x
(gz$)=0.
Therefore, we have

t
p+

x
(gp)=0,

t
q&

x
(gq)=0, (4.3)

t
:+g

x
:=0,

t
;&g

x
;=0. (4.4)
We note that, since r2=p2+q2, the equations (4.3) form a 2_2 system of
conservation laws in p and q. Equations (4.3) and (4.4) indicate that it suf-
fices to solve the following conservation laws

t
( pH(:))+

x
(gpH(:))=0, (4.5)

t
(qK(;))&

x
(gqK(;))=0, (4.6)
where H(:) and K(;) can be any continuous functions defined on R.
We observe that system (4.5) and (4.6) contains (4.1) by choosing the
functions cos : and sin : for H(:), and cos ; and sin ; for K(;) as a conse-
quence of the relations
{
p cos :+q cos ;=Re(z+z$)=- 2 u1 ,
p cos :&q cos ;=Re(z&z$)=- 2 u4 ,
p sin :+q sin ;=Im(z+z$)=- 2 u2 ,
p sin :&q sin ;=Im(z&z$)=&- 2 u3 .
(4.7)
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Using this change of variables, Serre [S] proves the existence of a weak
solution of the Cauchy problem for (4.1) with initial data U0 # L(R; R4),
provided that g is a C2 function satisfying
g(r)g0>0, g$(r)>0, \r>0, (4.8)
w$$$(r)>0, \r>0, (4.9)
\w"g +
$
(r)>0, \r>0. (4.10)
Serre’s proof consists in, first, solving the Cauchy problem for the system
given by equations (4.3). The hypothesis (4.8) assures the strict hyper-
bolicity of (4.3). The hypothesis (4.9) together with (4.8) guarantees that
(4.3) is genuinely nonlinear for p>0 and q>0. Finally, (4.10) together
with (4.8) gives the existence of bounded invariant regions of the form
D=[( p, q) | 0q f ( p), 0p f (q)], (4.11)
for a certain function f as a consequence of the invariant region principle
[Cs]. In fact, for the existence of such invariant regions, it suffices (see
[S]) to require
g(r)>0, g$(r)>0, \r>0, (4.12)
_R0 such that rR O \w"g +
$
0. (4.13)
The above facts allow to use an adaptation of DiPerna’s theorem [D1] to
solve the Cauchy problem for (4.3). After this, the solution of the problem
for (4.5) and (4.6), for any continuous functions H(:) and K(;), is carried
out by taking advantage of the existence of transformations of the space-
time variables given by the irrotational fields (&gp, p) and (&gq, q) as in
Lemma 3.3.
Here we study the existence and asymptotic behavior of the measure-
valued solutions of the initial-boundary value problem for (4.1) in the
domain 0<x<L, t>0, with initial condition
U | t=0=U0(x), (4.14)
and (nonlinear) boundary conditions
p(U ) |x=0=0, q(U ))|x=L=0. (4.15)
We assume g satisfies (4.12) and (4.13) and U0 # L([0, L]; R4).
We note that the nonlinear boundary conditions p |x=0=q |x=L=0
because E1=gu1 , E2=gu2 , H1=gu3 , and H2=gu4 are equivalent to
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saying that &E&=&H& and (E, H) =0 on the lines x=0 and x=L,
E_H=(&r22) e on x=0, and E_H=(r22) e on x=L, where e denotes
the unit vector which gives the positive orientation of the x axis. Since
E_H represents the energy flow through x=0 and x=L, these boundary
conditions must imply a decay of the electromagnetic energy in x # (0, L)
as time evolves. The result we will prove below shows, in particular, that
the time-averages of the expected values of the electromagnetic energy con-
verge to zero as the time tends to infinity.
Definition 4.1. An admissible measure-valued solution of the problem
(4.1) and (4.14)(4.15) in QT=[0, L]_[0, T ) is a measurable map
&: QT  P(R4), whose values are denoted by &x, t , satisfying
(1) For all ! # C 10((0, L)_[0, T ))
||
QT
[(&x, t , U) !t+(&x, t , F(U )) !x] dx dt+|
L
0
U0(x) !(x, 0) dx=0,
(4.16)
where F(U )=(gu4 , &gu3 , &gu2 , gu1);
(2) For all , # C 10([0, L)_[0, T ))
||
QT
[(&x, t , p) ,t+(&x, t , gp) ,x] dx dt+|
L
0
p0(x) ,(x, 0) dx0; (4.17)
(3) For all  # C 10((0, L]_[0, T ))
||
QT
[(&x, t , q) t&(&x, t , gq) x] dx dt+|
L
0
q0(x) (x, 0) dx0; (4.18)
(4) For some R>0,
supp &x, t/B(0; R), (4.19)
for a.e. (x, t) # QT , where B(0; R) is the open ball with radius R and center
0 in R4.
Remark. We note that (4.17) implies from Lemma 2.1 that
lim
x  0 |

0
(&x, t , pg) ‘(t) dt=0.
Therefore, one has
lim
x  0 |

0
(&x, t , pg( p)) ‘(t) dt=0, (4.20)
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for all ‘ # C 10(R+) using (4.12) and the fact 0g( p)g(r) for pr=
- p2+q2. Take ‘ # C 10(R+) satisfying ‘(t)0 and 0 ‘(t) dt=1 in (4.20)
and denote the probability measures +x‘ defined by
(+x‘ , H( p))=|

0
(&x, t , H( p)) ‘(t) dt,
for any continuous function H( p) defined on R+, as +T=+1T‘ in Lemma 2.3.
We obtain from (4.20) that
+x‘ ( $0 , as x  0,
for every such ‘(t) and, in particular,
lim
x  0 |

0
(&x, t , p) ‘(t) dt=0.
It follows that the above relation holds for all ‘ # C 10(R+). It is in this sense
that the first boundary condition in (4.15) is satisfied. An analogous
remark applies to the second boundary condition in (4.15).
Theorem 4.2. There exists a global admissible m-v solution &x, t of the
problem (4.1) and (4.14)(4.15). Set
+xT=
1
T |
T
0
&x, t dt.
Then +xT ( $0 , as T  , for a.e. x # [0, L].
Furthermore, if
diam[( p, q) | g(r)<{]=O({1#),
for some #1 and for sufficiently small {>0, then
(+xT , r)#O(T
&1#+1), as T  .
Proof. We first prove the assertion about the asymptotic behavior of
&x, t . From (4.17) and (4.18), we apply Lemma 2.1 with p(x, t)=(&x, t , p) ,
P(x, t)=(&x, t , pg) , q(x, t)=(&x, t , q) , and Q(x, t)=(&x, t , qg) to obtain
lim
T  
(+xT , pg)=0, lim
T  
(+xT , qg)=0, (4.21)
at a rate of convergence O(T &1). Since
[( p, q) | pg=0] & [( p, q) | qg=0]=[0],
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we can apply Lemma 2.2 to obtain +xT ( $0 as T  . Now, if (4.21) holds
for sufficiently small =>0, we have
(+xT , p)=(+
x
T , p/[g<=])+(+
x
T , p/[g=])
C1=1#+
C2
=
T &1.
Then the rate of convergence of (+xT , p) , O(T
&1#+1), can be obtained by
choosing ==const. T &##+1 in \=(T)=C1=1#+C2= T &1. Analogously, we
obtain that the rate of convergence of ( +xT , q) is O(T
&1#+1). Since
rp+q, we have the asserted estimate for the rate of convergence of
(+xT , r).
Now we pass to the existence part of the theorem. We first use the
vanishing viscosity method to find a Young measure *x, t for a.e.
(x, t) # [0, L]_R+ , with support in a bounded region D of the form
(4.11), satisfying
||
[0, L]_R+
[(*x, t , p) ,t+(*x, t , gp) ,x] dx dt+|
L
0
p0(x) ,(x, 0) dx=0,
(4.22)
for all , # C 10([0, L)_R+), where p0(x)=p(U0(x)), and
|
[0, L]_R+
[(*x, t , q) t&(*x, t , gq) x] dx dt+|
L
0
q0(x) (x, 0) dx=0,
(4.23)
for all  # C 10((0, L]_R+). To this, we consider the following initial-
boundary value problem
{

t
p+

x
(gp)==
2
x2
p,

t
q&

x
(gq)==
2
x2
q,
(4.24)
( p, q) | t=0=( p0(x), q0(x)), (4.25)
( p, q) |x=0, L=(0, 0). (4.26)
We recall that the solution of the elementary problem for the heat equation
ut==uxx ,
u(x, 0)=u0(x), 0<x<L,
u(0, t)=u(L, t)=0, t>0,
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can be represented in the form
u(x, t)=|
L
0
G(x, y, t) u0( y) dt =
def [TG(t) u0](x),
with
G(x, y, t)=
1
- 4?=t
:
s # Z
(e&(x&y&2sL)24=t&e&(x+y&2sL)24=t).
Thus a smooth solution of (4.24)(4.26) must satisfy
\p
=
q=+ (t)=TG(t) \
p0
q0+&|
t
0
TG y(t&s) \ p
=
q=+ (s) ds,
with notations as in the proof of Proposition 3.4. Following the same
arguments as in the proof of Proposition 3.4, we get a local smooth solu-
tion of (4.24)(4.26) and then a global smooth solution using the existence
of invariant regions D of the form (4.11) as observed by Serre [S]. Then
applying Lemmas 2.3-2.4, we obtain the desired Young measure *x, t
satisfying (4.22) and (4.23).
Now we define
:0(x)={:(U0(x)),0,
if p(U0(x)){0, x # [0, L],
if p(U0(x))=0, x # [0, L],
;0(x)={;(U0(x)),0,
if q(U0(x)){0, x # [0, L],
if q(U0(x))=0, x # [0, L].
Then, applying Lemma 3.3 to the fields ((*x, t , p) , (*x, t , pg) ) and
((*x, t , q) , &(*x, t , qg) ), we obtain Young measures x, t and |x, t satis-
fying, for any functions H(:) and K(;) # C(R),
||
[0, L]_R+
(x, t , H(:))[(*x, t , p) ,t+(*x, t , pg) ,x] dx dt
+|
L
0
H(:0(x)) p0(x) ,(x, 0) dx=0, (4.27)
for all , # C 10([0, L)_R+) and
||
[0, L]_R+
(|x, t , K(;))[(*x, t , q) t&(*x, t , qg) x] dx dt
+|
L
0
K(;0(x)) q0(x) (x, 0) dx=0, (4.28)
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for all  # C 10((0, L]_R+). Now we define
&x, t=x, t|x, t*x, t ,
as a Young measure on the U-space through the relations (4.7). Then the
equations (4.27) and (4.28), with H(:)=K(;)=1, give (4.17) and (4.18).
Also (4.27) and (4.28) with ,= # C 10((0, L)_R+) together with relations
(4.7) imply (4.16). Since defined &x, t clearly satisfies (4.19) for some R>0,
we have that &x, t is a global admissible m-v solution of the problem (4.1)
and (4.14)-(4.15). This completes the proof of Theorem 4.2. K
Remark. The arguments we developed in this paper also work for the
initial-boundary value problems with time-dependent input states on the
boundary. Then the large time-averages of the corresponding measure-
valued solutions converge to a Dirac mass, concentrated at the large-time
asymptotic state of the input states, for almost each fixed space variable.
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