The complexities involved in the available reservoir simulation model for the geologic CO2 sequestration study at SACROC Unit, lead to a high computational cost nearly impractical for different types of reservoir studies. In this study, as an alternative to the full-field reservoir simulation model, we develop and examine the application of a new technology (Surrogate Reservoir Model -SRM) for fast track modeling of pressure and phase saturation distributions in the injection and post-injection time periods.
Introduction
Carbon dioxide (CO2) is the primary greenhouse gas (GHG) that has been contributing to global warming and climate change since the beginning of the Industrial Revolution. CO2 comprises nearly 80 percent of global anthropogenic (produced by human activity) greenhouse gas emissions. 1 The atmospheric concentration of CO2 recently reached a considerable level of 400 ppm in May 2013-an almost 100 ppm increase since 1960 and for the first time during the last 800,000 years. 2 Fossil fuel use is considered the main source of CO2 emission. Even with considering new policies of CO2 emissions, 3 it is unlikely that there will be a significant decrease over the next 25 years in the percentage of world energy produced by fossil fuels (81% in 2010). Therefore, mitigating the amount of CO2 coming from human activities is a major challenge in reducing the anthropogenic effects on global warming and climate change.
The Intergovernmental Panel on Climate Change (IPCC) defines carbon dioxide capture and storage (CCS) as "a process consisting of the separation of CO2 from industrial and energy-related sources, transport to a storage location and long-term isolation from the atmosphere." 4 The geological storage of CO2 is the injection of the captured CO2 into appropriate deep geological formations. The geological sequestration of CO2 is not a new technology. In the early 1970s, CO2 was injected for the first time into subsurface geological formations in Texas in order to enhance the oil recovery. [5] [6] [7] However, it was not until the 1990s when the geological storage of CO2 gained enough credibility to be applied in a large scale project. 8, 9 In 1991 the Norwegian government instituted a tax on CO2 emission, which motivated Statoil to run the first commercial CCS project in order to capture CO2 from the Sleipner oil and gas field in the North Sea and inject it into a thick layer saline aquifer in 1996. 10 In less than two decades, carbon storage in deep geological formations has emerged as one of the most important options for reducing CO2 emissions. 4, 11, 12 CCS plays a critical role in the portfolio of technologies required to attain a considerable reduction of global greenhouse gas emission in the most economically efficient manner. This technology has the potential to decrease nearly one-fifth of the emissions required to cut GHG emission from energy consumption in half by 2050. 13 CO2 leakage is one of the major risks in a CCS project; therefore, keeping CO2 in a safe and controlled environment for a long period of time is a main challenge. 14, 15 Consequently, the following tasks must be thoroughly accomplished: Quality control of candidate underground storage, keeping track of CO2 plume conditions and simulating the reservoir behavior (such as reservoir pressure, which is an appropriate indicator of potential leakage). Numerical reservoir simulators are the conventional tools used to perform the aforementioned tasks. [16] [17] [18] [19] [20] [21] In order to have a comprehensive study of a CCS project, hundreds to thousands of realizations with different reservoir characteristics and operational conditions are required. Although using a numerical reservoir simulator gives accurate results, it is highly time-consuming and computationally expensive. Furthermore, due to the process of CO2 sequestration, a compositional simulator should be utilized, which generally leads to an even higher computational time. 22 The reservoir simulation model in this work comes from the work completed by Han. 23 The original geo-cellular model in his work consisted of over nine million grid blocks. In order to simulate CO2 trapping mechanisms, he had to upscale the model and decrease the number of grid blocks to 13,600. Nevertheless, with the time lapse required to run this study (1000 years), even this upscaled model requires a high computational cost and takes hours to run a single realization. The reservoir simulation in this study was conducted using Computer Modeling Group (CMG) simulator called GEM-GHG TM . 24 GEM-GHG TM is specifically designed for simulating CO2 sequestration processes.
The objective of this study is to examine the effect of the uncertainty involved in a reservoir parameter (permeability) and also the impact of operational constraints on the output of numerical reservoir simulators (pressure and phase saturations). The tool to accomplish the objectives of this study is a pattern recognition based technology known as Surrogate Reservoir Models (SRMs). SRMs have been introduced as a tool for addressing many time-consuming operations performed with reservoir simulation models. 25 SRMs attempt to reduce the dimensionality of the problem by using fuzzy pattern recognition techniques. The capability of SRMs to replicate full field reservoir models that run in fractions of a second makes them an efficient alternative tool to utilze in many time-consuming operations performed with reservoir simulation models. 25 The engines of SRMs are based on Artificial Neural Networks (ANNs).
In order to develop the SRM, a few different realizations of the reservoir simulation model were created and run by numerical reservoir simulators. The inputs and outputs of these realizations generated a spatio-temporal database. The spatio-temporal database was used to train the SRMs (the pattern recognition based models, particularly ANNs). The SRM aims to replicate the results of traditional numerical reservoir simulators at the grid level in a matter of seconds. The SRM passed training, calibration and validation steps to be qualified as a reliable replica of the reservoir simulation model. Further validation process is applied to verify the efficiency of the SRM on different realizations of the reservoir simulation model. These realizations were not seen during the training process; therefore they are referred to as "Blind Realizations". At the end of this process the SRM is ready to reproduce the outputs (pressure and phase saturations) of numerical reservoir simulator at the grid block level. The time necessary to accomplish each run and achieve the desired results using the SRM is of the order of seconds, whereas the time required to perform the process using a numerical reservoir simulator is of the order of hours and a day.
Potentials of Pattern Recognition Techniques
CO2 Sequestration in underground storage is one of the most viable methods in reducing GHGs. The petroleum industry has decades of experience injecting gas (CO2 or hydrocarbons) into different types of reservoirs. This leads to an overlap of issues in the petroleum industry and CCS, such as modeling, history matching and uncertainty analysis and risk management. These issues can be managed by the capabilities of pattern recognition techniques.
In the pattern recognition concepts, the data analysis process deals with predictive modeling. By having a high dimensional database, the objective is to learn the underlying behavior in the data and forecast the performance of unforeseen validation database. The learning process refers to some form of algorithm to reduce the error on the set of training data. 26 The learning procedures could be distinguished into (i) supervised learning or (ii) unsupervised learning 1 . 27 Supervised learning generally represents a learning procedure which takes an available set of inputs and known outputs corresponding to these inputs. The efforts will be made to build a predictive model by matching the available responses with the inputs. This predictive model is then able to generate reasonable predictions for the response to the novel data. The most important characteristic of this learning technique is that the responses (outputs) are recognized or labeled in the training database. On the other hand, unsupervised learning involves only unlabeled data, which makes the process more challenging than the previous one. In other words, unsupervised learning forms clusters or natural patterns underlying the structure of data.
One of the most famous pattern recognition techniques that has a long history in a variety of scientific fields is Artificial Neural Networks (ANNs), usually called Neural Networks (NNs). The learning procedure in ANNs is supervised learning. ANNs were originally motivated by the goal of having machines that are able to mimic the brain. In fact, the structure of ANNs is very similar to that of the human neural system, as it includes an interconnected group of artificial neurons. ANNs are cellular systems capable of obtaining and storing information and using experiential knowledge. An ANN is an adaptive system that adjusts its structure based on output and input information that flows through the network during the learning phase. 28 Although ANNs have been around for a long time, their popularity in petroleum engineering started only two decades ago. 29 Since this time, the applications of ANNs in addressing the conventional problems of the petroleum industry have been widely studied. Some applications of ANNs in petroleum engineering literature include well log interpretation, [30] [31] [32] well test data analysis, [33] [34] [35] [36] Having all said, it should be noted that the effective use of pattern recognition techniques in the petroleum industry is not a trivial process. It requires insight in both the domain of reservoir engineering as well as a substantial application of pattern recognition techniques; otherwise, the results could be quite disappointing.
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Surrogate Reservoir Models
Surrogate Reservoir Models (SRMs) are approximations of the full field three dimensional numerical reservoir models that are capable of accurately mimicking the behavior of the full field models. Unlike statistically-based proxy models that require hundreds of simulation runs, [55] [56] [57] SRMs can be created in a few simulation runs. In 2006, SRM was presented for the first time by Shahab Mohaghegh to solve the problem of time-consuming runs for an uncertainty analysis of a giant oil field with 165 horizontal wells in the Middle East. The reservoir simulation model included about one million grid blocks and took 10 hours to run using a cluster of twelve 3.2 GHz processors. In his study, SRM was used as an objective function for a Monte Carlo Simulation to build thousands of simulation runs in a very short time compared to numerical simulators. In describing Surrogate Reservoir Models , Mohaghegh states "SRMs are ensemble of multiple, interconnected neuro-fuzzy systems that are trained to adaptively learn the fluid flow behavior from a multi-well, multilayer reservoir simulation model, such that they can reproduce results similar to those of the reservoir simulation model (with high accuracy) in real-time." 58 Since 2006, applications of SRMs as an accurate and rapid replica of a numerical simulation model have been reviewed in different studies.
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SRM Development
SRMs are developed using the data extracted from the realizations of simulation model. These data are included in a spatiotemporal database. Building this database is the first step in developing Artificial Intelligence (AI)-based reservoir models. The main objective of this database is to teach the model the whole process of fluid flow phenomena in the reservoir. Therefore, meticulous efforts should be considered in this part. The quality and quantity of this database determine the degree of success in developing a successful AI-based reservoir model including an SRM. Not dedicating enough attention to this part is the main reason behind unsuccessful attempts at applying AI-based models in the literature. 54 Mohaghegh thoroughly discussed this step of SRM development in his paper. 64 1 Recently another set of learning has been discussed in the literature which is referred as called semi-supervised.
In order to create the spatio-temporal database, the first step is to identify the number of runs that are required to develop the SRM. The purpose of having different realizations of a reservoir simulation model is to introduce the uncertainties involved in the model to the SRM. This is a common step in building SRMs and developing response surface methods; however, there is a key difference between these two methods: the functional forms behind these models. Response surface and other reduced models are developed using statistical approaches, which use predetermined functional forms. The output of reservoir simulation models are then fitted to these predetermined forms. In order to match these functional forms, hundreds of runs are needed. On the other hand, the pattern recognition characteristics of SRMs help to develop these types of models by having a small number of simulation runs. However, there is no algorithm to find the optimum number of simulation runs to build an SRM. The common practice when choosing the best number to train the SRM is to use rules of thumb based on the intricacy and heterogeneity of the reservoir model, which might change. Nevertheless, it is obvious that if the number of simulation runs is too small, the SRM will not be able to reproduce the simulator results properly. Otherwise, if the number of simulation runs is too big, there is no reason to develop an SRM since the solution is close to the original problem, which is a high number of simulation runs.
After running the realizations, the static and dynamic data are extracted in order to build the representative spatio-temporal database. The database includes different types of data such as static and dynamic reservoir characteristics, operational constraints, etc. Static data refer to properties of the reservoir that are not changing over time, such as permeability, porosity, top, and thickness. Dynamic refers to any data such as well constraints or pressure and phase saturation that change over time. 58 The training process of an SRM includes three different steps: training (learning), calibration and validation procedures. Based on that, the spatio-temporal database is divided into three sets: the training or learning set, calibration set, and validation or verification set. The training set is part of the data shown to the ANNs during the training process. The ANNs are adapted to this set to match the provided outputs (reservoir simulation results). On the other hand, the calibration set is not used to adjust the outputs. This set is utilized to assure that any increase in accuracy over the training data set will lead to an increase in accuracy over a data set that has not been seen by the ANNs. This set of data is helpful in determining when the training should be stopped. Finally, the verification set is a part of the database used to verify the predictability of the trained ANN, and subsequently, this data set is not used to train the ANNs. It is worth mentioning that the elapsed time to perform the training process (learning, calibration and verification) is negligible when compared to the reservoir simulation run-time. Another important point is an SRM may be a collection of several ANNs that are trained, matched, and verified in order to generate different results.
A further validation step in the SRM development is utilized to assure its robustness. This step is referred to as "Blind Verification." It is called "blind" because it is a set of realizations that has not been used during the training process. These blind testing sets are complete realizations of the reservoir, whereas the verification set used in the training process is a randomly selected portion of spatio-temporal database.
Field Background
The Kelly-Snyder field, discovered in 1948, is one of the major oil reservoirs in the U.S., having approximately 2.73 billion bbls of oil originally in place. The early performance history of the field indicated its sole production mechanism as solution gas drive, which could result in an ultimate recovery of less than 20 percent of the original oil in place. The Scurry Area Canyon Reef Operations Committee Unit (SACROC Unit) was formed in 1953, and in Sept. 1954 a massive pressure maintenance program was started. Water was injected into a center-line row of wells along the longitudinal axis of the reservoir. 65 In 1968, a technical committee investigating potential alternatives recommended that a water-driven slug of carbon dioxide be used to miscibly displace the oil in the non-water-invaded portion of the reservoir. They also recommended that a pattern injection program be developed in this area to implement the slug process and improve ultimate oil recovery. CO2 injection began in the early 1972. Investigations of alternative methods for improving recovery in the SACROC Unit showed that an inverted nine-spot miscible flood program consisting of injecting CO2 driven by water would be the most effective and economical option. Under such a scheme, the predicted ultimate recovery would be about 230 million barrels more than what was expected from the original water injection program. 65 The SACROC Unit, within the Horseshoe Atoll, is the oldest continuously operated CO2 enhanced oil recovery operation in the United States, having undergone CO2 injection since 1972. Until 2005, about 93 million tonnes (93,673,236,443 kg) of CO2 had been injected and about 38 million tonnes (38,040,501,080 kg) had been produced. As a result, a simple mass balance suggests that the site has accumulated about 55 million tonnes (55,632,735,360 kg) of CO2. 66 Currently SACROC continues to be operated by the current owner/operator, Kinder Morgan CO2.
Reservoir Simulation Model
We received the base reservoir model from a work performed by Han. 23 The original reservoir model was for a CO2 Enhanced Oil Recovery (EOR) project that lasted for 200 years, from 1972 to 2172. The model utilized in this study covers the period of January 01, 2172 to January 01, 3172 after the reservoir has been depleted from oil. Therefore the simulation model is just considered for the CO2 storage and sequestration. The model contains 25 simulation layers of 16 × 34 grid blocks. There are 45 injection wells planned to inject CO2 at a constant rate (331801.9 m 3 /day) for 50 years starting in 2172. Each well is perforated in a single layer, although the perforated layers might be different for different wells. The perforations happen in layers 19 (one well), 20 (40 wells), 21 (one well) and 22 (three wells). It is assumed that there is no-flow boundary condition at the outer boundaries. Figure 1 shows a three dimensional view of the structure in this simulation model. 
Uncertain Properties and Training Realizations
In order to introduce the uncertainties involved in the reservoir model to an SRM, a small number of geological realizations were built and run using a commercial numerical reservoir simulator. The numbers of realizations used were 10 and 16 to train the SRM for predicting pressure and phase saturations, respectively. Moreover, three and two realizations were used at the end as the blind runs in order to validate the trained SRM for above-mentioned properties.
The variable properties in the realizations consist of permeability distributions at nine layers of the reservoir (layers 1, 2, 19, 20, 21, 22, 23, 24, and 25) and flowing bottom-hole pressure at 45 injection wells. The reason behind varying the permeability distribution maps for only nine layers goes back to the base model. In the base model, the permeability variation is only noticeable in the named layers while it is consistently low in the other layers. Figure 5 depicts the permeability distribution for the layers which were not altered during the SRM development. In this figure the low permeability range (less than a miliDarcy) is notable. To generate the permeability distributions for other layers, the range of permeability in the base model was used. Additionally, the range for varying flowing bottom-hole pressure is 60% to 100% of the litho-static pressure. An experimental design method was utilized over the properties range to construct combinations of the input parameter values such that the maximum information can be obtained from the minimum number of simulation runs. Latin hypercube sampling (LHS) is the experimental design method in this study. Latin hypercube sampling has enjoyed popularity as a widely used sampling technique for the propagation of uncertainty in analyses of complex systems. 67 Using the experimental design method, the range and average of permeability distribution is constrained to the base model. The distribution of permeability changes over different realizations. It is assumed the permeability values at the well locations are available (in reality coming from the core data); therefore, using a geo-statistical method (Inverse Distance Estimation provided in CMG-Builder), a distribution of permeability can be generated. Figures 6 and 7 explain the process of generating new realizations (altering permeability distribution and BHP at injection wells). The permeability distributions at different layers for training and validation realizations are shown in the Figures 8 and 9 . Each row in these figures represents a scenario; training and validation realizations have been marked. Also, each column shows the permeability distribution for a particular layer at different realizations. Figure  10 displays the flowing bottom-hole pressure at the injection wells for training and validation realizations. Scenarios 1 to 10 are the training realizations, and scenarios 11 to 13 are the validation realizations. 
SRM Development-Training, Calibration and Validation of Neural Networks
In the path to develop the SRM, ANNs should be trained, calibrated and validated. In order to generate the ANNs, IDEA TM 2 software was used (Figure 11 ). IDEA TM is a software application made for the development of general data driven, intelligent models. Figure 12 shows the inputs used to train the SRM. In addition, Figure 13 demonstrates the outputs of the SRM in this study. IDEA TM provides a random data partitioning algorithm to set the training, calibration and verification shares of the dataset. As mentioned, the spatio-temporal database was built based on the information from ten simulation runs. The training, calibration, and verification sets included 80%, 10% and 10% of the data in the database, respectively. After training the SRM, its robustness was verified using blind realizations. These runs were not used at any step of training, calibration or verification. Back-propagation was used as the training algorithm. More information on IDEA and building ANNs can be found in reference 68. 
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Results and Discussion
The SRM was trained, calibrated, and validated using a few simulation runs. In these realizations, the distributions of permeability (at nine layers) and flowing bottom-hole pressure for the injection wells are the variable properties. In order to validate the robustness of the SRM, it was deployed on blind realizations of the reservoir model. The blind cases of reservoir simulation models were not used during the training process of the SRM.
In this study, the SRM was trained and validated to reproduce the results of the reservoir simulation model (pressure, water saturation, and CO2 mole fraction) at the target layer (layer 18) for different time steps during and after injection of CO2. Layer 18 is the first layer above the injection layers, and it was chosen to demonstrate the effect of changing the variable parameters on the pressure and phase saturation behaviors in this layer. The motivations behind this study originate from the labor and time intensive characteristics of reservoir simulation models. A single realization of the reservoir simulation model in this study runs in 4-24 hours (depending on convergence time) on a six processor computer with 24 GB RAM (Random Access Memory). A typical analysis of a CO2 sequestration problem requires hundreds of realizations. On the other hand, a validated SRM (which was prepared using less than 20 realizations) runs in the order of seconds using the same computational power.
In addition to the high pace of the SRM, this AI model is able to accurately replicate the results of the reservoir simulation model. The SRM was developed to predict the distribution of pressure, water saturation, and gas (CO2) mole fraction at layer 18 for ten different time steps. In this article two time steps including injection and post injection periods were selected as the representatives of the results. These two time steps consist of one injection and one post injection period. The injection time step is nine years after injection starts; note that total years of injection are 50 years. The second selected time step is in post injection period and shows the results for 100 years after injection ends. For each time step one training realization and one blind realization were chosen. The full results of this study can be found somewhere eles.
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The accuracy of the SRM to reproduce the results of the simulation model is illustrated in Figures 14 to 25 . Figure 14 demonstrates the pressure distribution at the target layer (layer 18) during the injection (nine years after injection starts) for a realization used to train the SRM. This image shows the results of the simulator (left side) compared to the SRM (middle). The relative error distribution between the simulator and the SRM is shown along the bottom of the image. The SRM predicts the pressure distribution very well, and the relative error distribution confirms this. There are a few blocks that are out of the normal range due to the numerical problems in the simulation model, causing issues with the pressure behavior. Although the SRM understands the general behavior at these blocks, it does not have a similar performance to the other blocks. The reason goes back to the pattern recognition characteristics of the SRM: it cannot learn a pattern that is out of the training range. Figure 15 is the results for the same property and time step (pressure distribution for nine years after injection starts) for a blind (validation) scenario. It is obvious that the distribution of pressure is different in different realizations, although they are in a similar range. The main reason for such a behavior is altering the permeability distribution at the bottom layers (the injection layers) for different realizations.
Figures 16 compares the pressure results for a training realization after 100 years when the injection plan ends, and Figure 17 displays the results for a blind realization. The general relative errors for the pressure distribution are less than 10%.
The results for the water saturation distribution are shown in Figures 18 to 21 . Figure 18 displays the results of the numerical simulator (left) and the SRM (right) for a realization used in training, calibration, and validation sets. The bottom of this figure shows the absolute error between the simulator and the SRM outputs. Figure 19 demonstrates the same results and absolute error distribution for one blind realization. These figures (Figures 18 and 19) are the results for nine years after injection starts. Although the changes in the water saturation are not as great as the changes in the pressure (CO2 is the injected fluid and water does not tend to move due to low permeability values at this layer), the SRM performs well in these realizations. Figures 20  and 21 show the same results for the post injection time step (one hundred years after injection ends) as Figures 18 and 19 . The general absolute error for this property is less than 3%.
Figures 22 to 25 illustrate and compare the results of the simulator and the SRM for the gas (CO2) mole fraction. Figures 22  and 23 describe the results and the absolute errors of training and blind realizations for a time step during the injection period (nine years after injection starts). Figures 24 and 25 show the same property for a post injection time step (one hundred years after injection). Although the general absolute error for the gas mole fraction increases to 10%, the results of the SRM are satisfactory. Figures 14 to 25 prove the accuracy of the developed SRM in this study. The number of simulation runs required to train the SRM was surprisingly low. When it is compared to the computational power and the time essential for running the simulation model, the SRM shows its efficiency.
Concluding Remarks
The consequences of the daily increasing CO2 concentration in the atmosphere have been shown as a real threat for life on this planet. CCS has shown the potential as a practical method to reduce the amount of CO2 coming from the human activities. In order to secure the stability of a CCS project, a comprehensive study of fluid flow through porous media is required. The conventional tools used to perform such an analysis are numerical reservoir simulation models. Although numerical reservoir simulators are able to perform detailed analysis, they are highly time-consuming and computationally expensive. The pattern recognition based reservoir models are efficient alternative tools to address the aforementioned issues.
The technology developed and utilized in this study is known as Surrogate Reservoir Models (SRMs). The capabilities of SRMs to be a fast and accurate replica of a reservoir simulation model make them an efficient tool to perform the conventional analyses in the petroleum industry.
In this study, ten different realizations of the base model were designed to develop the SRM to predict pressure behavior in the reservoir. Sixteen realizations were considered in order to simulate the phase saturation behavior. The comprehensive spatiotemporal database was developed based on the data extracted from these realizations. The SRM was trained, calibrated and validated using a data driven and intelligent model developer software. The robustness of the SRM was further validated using blind realizations. 
