Abstract-Combined with WSN MAC layer protocol characteristics and design requirements, according to the characteristic of WSN monitoring application requirements, this paper puts forward a method based on event driven MAC protocol. The agreement algorithm is to solve the problem of network congestion and node energy unnecessary consumption cause by a large number of redundant monitoring data transceiver. It is a kind of adaptive low power consumption of the MAC layer protocol, which is pointed out based on theoretical foundation of S_MAC protocol, made use of the event driven mechanism system theory, combined with event driven mechanism and the characteristics of the WSN. It has the periodic dormancy mechanism of S_MAC protocol, in the premise of the reliability data, to reduce data redundancy and communication delay time, improve the overall network throughput, to ensure the safety and reliability of the network, which can greatly extends the node of working time.
INTRODUCTION
Wireless sensor network (WSN) [1] , composed by a large number of small sensor nodes, However, due to the applications, price and volume limitations, sensor network nodes are powered by battery which is limited and difficult to update, computing power and storage space is also very limited [3, 4] . In order to ensure the WSN long-term effective work, to take an effective MAC protocol to reduce energy consumption and maximize the network lifetime is very important. Therefore, low power, low complexity is a key technology of WSN. deployed in the monitoring area, formed a multi-hop self-organizing network system via wireless communication, aims to collaborate awareness by collecting and processing network coverage area in the perceived object information, and then send the consequence to observers. Information technology can achieve a mass of information storage, high-speed transmission, and rapid processing. The development in Micro-sensor technology, microelectronics, wireless communications technology and computing technology has greatly promoted the development of WSN technology. With the development of WSN technology, WSN have a wide range of applications in the military, environmental monitoring, industrial control, medical and civilian fields [2] .
Combined with WSN MAC layer protocol characteristics and design requirements, this paper designs a low-power and adaptive MAC layer protocol based on event-driven on basis of S_MAC protocol for monitoring the environment in the high-voltage transmission grid [7, 8, 9] , to avoid a large number of cumbersome repeat monitoring data caused by network congestion and unnecessary node energy consumption. Through the analysis of experimental data, this algorithm can reduce the cumbersome data transceiver, reduce the data redundancy of the cluster head node, and to some extent, improve the practicality and reliability of the data. The contents of this article is organized as follows: the first part describes the current situation of the WSN; the second part describes the related work, including the energy consumption of wireless sensor nodes, MAC protocol and event-driven evaluation system; the third part describes the model of the entire WSN; the agreement algorithm is described in detail in the fourth part; the fifth part is about the experiment and its results; finally, conclusions and further research are described.
II. RELATED WORK

A. Energy Consumption Analysis of Wireless Sensor
Nodes Hardware of typical wireless sensor network terminal node is mainly composed of four basic modules, which are the processor module, wireless communication module, sensor module and the energy supply module. Block diagram of node function is shown in Fig.1 . Sensor module is usually constituted by two parts of the sensor and A/D converter. Sensor node generates an analog signal through observation and sensing the surrounding environment information, and then converts into a digital signal through the A/D converter. Processor module comprises a microprocessor and a memory two subsystems, and the microprocessor is used to process the internal information data of the node, while memory is used to store data of management information. Figure2. Energy consumption of sensor node component unit neighboring nodes; energy module is a very important part of a sensor node, which provides energy for the other part of the sensor node. Furthermore, according to requirement of the network applications, different sensor nodes may include some other component parts, such as the positioning system, the mobility management system, the energy regeneration system, etc.
As the power provided by the power supply module is limited, the node of every module needs to adopt original device in order to meet the characteristics of low-power characteristics. In four basic modules of the Wireless sensor nodes, processor modules, wireless communication module and the sensor module are mainly power module.
1) The energy consumption analysis of the sensor module
The energy consumption of the sensing module includes environmental signals sampled, physical signal into a digital signal, and the signal modulation, etc. As the sensor module work is determined by the specific application, its working mode is decided by the specific application environment, which may be bust or cycletype, so its energy consumption is substantially fixed. Its consumption of total energy consumption is equal to the product of the single sampling energy and the sampling frequency.
2) The energy consumption of the processor module Microprocessor power is mainly decided by the production process of the microprocessor itself, including its operating voltage, the operating clock and the internal logic. The higher the voltage, the faster the running speeds, the more complex internal logic, so its power consumption is greater. In order to reduce the energy consumption of the processor module, it can be considered from the operating mode of the processor itself and data processing algorithms. The working mode of the processor includes the "run", "free" and "sleep", then the processor is considered as much as possible so that it is not in the idle state. The complexity of the process or internal data processing algorithms should try to simplify.
3) The energy consumption of the wireless communication module
The tasks of the wireless communication module is responsible for communication between nodes of information data, and its energy consumption is mainly derived from the two parts of the RF signal generation and signal analysis. The energy consumption of the RF signal is determined by the antenna transmission power and is related to the modulation mode of the RF generator and the target node distance. Energy consumption of the signal analysis is mainly the components of the frequency synthesizer, frequency conversion and filtering. However, the energy consumption of this section is essentially fixed. In order to save energy, it should be possible to make the wireless communication module in sleep state.
The experimental data shows that the energy consumed by the node to send the information data of the 1 bit sufficient processor to perform 3000 computer instructions. Therefore, the major energy-consuming module of node is the wireless communication module. Shown in Fig.2 , the energy consumption of the wireless communication module to send/receive occupies the major part of the communication energy consumption, and idle state also has a higher power consumption is almost the same as the receiving state, while the dormant state energy consumption is far lower than in work mode and idle state energy consumption. It is a highly efficient energy-saving is to ensure that WSN can guarantee to complete the task (i.e. the data is not distorted) under the premise of effective low complexity of data processing programs to control the transceiver to reduce redundant data, as far as possible, so that RF module in a dormant state.
B. MAC Protocol
In WSN, the node energy is limited and difficult to supplement. To ensure the WSN long-term effective, the WSN network protocol stack infrastructure of media access control (MAC) protocol, which determines the use of the radio channel and allocates for node the resources of the wireless communication, is a direct impact on overall network performance and has become the top priority of the WSN network protocol. To reduce energy consumption and maximize network lifetime is primary design goals of MAC protocol. Secondly, in order to adapt the node distribution and topology changes, MAC protocol needs to have good scalability; and concerning of traditional wireless networks real-time, throughput and bandwidth utilization and other performance indicators as a secondary goal. Currently, there are a large number of S_MAC protocol's main objective is to reduce energy consumption. In order to reduce the energy consumption of idle listening, the protocol uses periodic work/sleep mechanism [10] , letting those not participate in the sending or receiving nodes into sleeping, thereby reducing energy consumption. Shown in Fig. 3 , S_MAC protocol divides time period into multiple frames. Each frame consists of two parts, the active time and sleep time. Active time is divided into two parts, the synchronization time and data time. Synchronization time maintain synchronization scheduling by sending SYNC packets. To communicate with the adjacent nodes in data time, and send the message queue of the dormant period. In order to reduce the energy consumption caused by the data conflicts, protocol adopts backoff mechanism to compete for the channel to complete to receive or send data. The protocol adopts the adaptive circular listener mechanism and RTS/CTS mechanism to reduce the crosstalk listener to bring the energy consumption. Each node in the transmission of data goes through the communication process RTS/CTS/DATA/ACK (except for broadcast packets), to avoid cross-talk listener.
C. The Event-driven Evaluation System
The basic view of the event-driven mechanism is a system can dynamically identify the event status of its internal or external, based on the performance of the external, and then make the corresponding strategies to meet certain characteristics of the entire system. Shown in Fig.4 , in the monitoring system, the continually collected data of sensor nodes is the input, then the event receiver identifies the event status, and finally the event processor makes the appropriate strategies and measures to mobilize available resources to perform tasks. The final processing results are the output. Some systems also need a feedback mechanism.
In the power grid monitoring system often can't predict what event will happen or when the event will happen, so it is not possible in advance to do the appropriate measures. Therefore, the paper put forward a theory of event-driven mechanism system to refer to identify the event status. Event-driven mechanism is firstly to do some process environment parameters (such as temperature, acceleration, etc.) collected by sensor node, to judge whether there are any changes by system rules. Finally, to a corresponding strategy depend on the event status to meet the low-power adaptive system.
III. THE DESCRIBE OF SYSTEM MODEL
The geographical environment of the high-voltage transmission grid is very complex. The paper simplifies the system model according to its architecture, shown in Fig.5 . In such a network model, most of the time of the surrounding environment is relatively stable, and occasionally sudden incident, such as strong winds from time to time, wire local shaking strongly. Nodes can communicate with each other, and the node has ability to process data. Data communication mode as follow: Each node firstly sends data to the cluster node; Cluster node goes through a series of processing of the data analysis and integration, sends the processed data to base stations which communicate with the server directly by the serial port.
The monitoring geographical environment of Wireless monitoring system may be quit complex, but we can simplify a local system model as shown in Fig.5 . In this monitoring environment, the monitoring environment is uncontrollable and unpredictable, and the monitoring system is also unable to predict the future of the object being monitored forthcoming of what happens, or when the occurrence of any event, so can't do the appropriate measures in advance. In such a network model, most of the time of the surrounding environment is relatively stable and occasionally sudden incident. Such like the high-voltage transmission grid environment, where sometimes strong winds lead part wire shaking or produce the high temperature by part sudden short circuit.
As shown in Fig.5 , the nodes in its own monitoring area can communicate with each other. And the data communication mode of the wireless monitoring system: when the monitoring system is run, each sensor node sampling various types of data (such as temperature, acceleration, etc.) from environmental by sensors, and then send them by wireless communication to head node; head node processes data received according to the system design goals, and then sent to the base station; base station can be used as high-level controller and external interfaces, through the aggregation node communication, coordination, optimization, management, and directly with the server through the serial port communications.
Network quality of service is measured through the data packet loss rate, packet collision sampling rate, packet delays. For practical WSN's bandwidth is mainly determined by the packet size and sampling frequency. The packet size is determined by the protocol stack. So Figure6. The event driven mechanism framework the bandwidth is mainly affected by the sampling frequency. It can be known by Shannon sampling theorem that the sampling frequency should be determined according to the characteristics of monitored objects, the higher the sampling frequency, the better the system performance; low sampling frequency can improve the network quality of service, but also resulted in network utilization and network bandwidth waste.
Known from above, the monitoring environment of WSN is dynamic changes. In order to ensure the network quality of service, it needs to design an event-driven mechanism system to dynamically change the sampling frequency of the sensor nodes and the node between the transceiver frequencies, which can be adapted to reliable dynamic quality of service in the entire network.
IV. THE DESCRIPTION OF PROTOCOL ALGORITHM
A. The Describe of Event-Driven Mechanism
The event driven mechanism has its own core. This paper designed four kinds of event status, which are idle event state, ordinary event state, intense event state and warning event state. The core is according on the correlation process the historical data to obtain an estimate of an event state and the event is about to occur in the future of the current environment, that is whether the event can cause danger and disaster. The core method is to collect data and calculate data volatility exceeds the Corresponding threshold, whose reflection whether is the current system of early warning.
The event driven mechanism framework is shown in Fig.6 . When system started running, the node begins to collect monitored parameters data by the sensor module. Then the node deals with the parameters data to evaluate the state of the current event according to the judgment result. Finally, depending on the event status, the node makes the appropriate event handler, which enhances or reduces the frequency of data collection and transmit.
B. Rules of Algorithm and Processing
This algorithm is mainly to realize real-time monitoring and detect events' state. Then taking a series of processing consider on the different events, to achieve a low-power adaptive MAC layer protocol. So the algorithms should be regulated by the following rules. (1 ≤ k ≤ n), then we can consider that the node's intense incident of k variable occurred.
Node energy and computing power constraints is limitation, can't retain too much historical data, yet cannot be computationally excessive handling. And know from the analysis of the energy consumption of the wireless sensor network node, in order to reduce energy consumption, the complexity of data processing algorithms in processor should be try to simplify. Therefore, in the present algorithm, the data is just only simple processing.
Fluctuations of the environment variable data can be calculated according to the (1) , and in accordance with the definition of events from Rule1, to determine whether the event happens.
Where A is the current data collected, A 0 is the initial value, the T M Rule3: The method of processing data.
is the actual data collection cycle, W is the curvature of the data changes.
Considering that the latest data influence greatly, the sooner data the smaller influence, and reducing the influence of abnormal or irregular data from sensors, this paper points out that the average iteration algorithm to handle dynamic real-time collection data of sensor. The average iteration algorithm can ensure the validity and accuracy of the data, and meet the characteristic of the latest data of the most influential, the smaller the sooner the data influence.
Assuming According to the above, to respectively put i = 1,2, ..., n into (2) and (3), then the (4) can be obtained. If the recent events, the event will continue for some time. So in this paper, when the monitored event occurs, the monitoring data will be continuously sent several data packets.
If the monitoring system monitors an event occurs, then the event will continue for some time. And when monitoring the incident, monitoring analysis platform and display platforms require more accurate historical data to monitor data. The algorithm processing program, when the monitored event occurs, the node needs to continuously transmit several monitoring data.
Rule5: The processing measures of different event When event level is different, it needs to adopt different frequency to collect data. The events are more intense, it needs more precise the data to describe. In paper, when sharp events occur, it needs to increase the frequency to gather sensor data, to improve the accuracy of the data. While when sharp event end or event-free status, it needs to decrease the frequency to reduce energy consumption.
C. The Treatment Methods of Different Events
In this paper, it adopts the different method to process data for three different events state. When it is idle event state, then not to send the current data; when the ordinary event state happens, then it sends the current data; when the intense event happens, it will double frequency of sensors to collect data, and then send data; when the warning event state happens, it will sends the current data and the warning flag.
When it is idle event state, the algorithm does not send the data, but it needs to process historical data for getting a more reasonable current data according to Rule3. It uses the (4) to calculate the reasonable the value of current data, and sets the common frequency for node sensor to collect data. In order to distinguish the event of lost node (the cluster head cannot receive a node data for a long time that means the node has been lost), so even if the non-event occurs, the algorithm also needs to send data in fixing time. When the T send is coming (T send When ordinary event state, it needs to send the current data, and set the common frequency for node sensor to collect data. According to the rule4, it is required continuously send and receive several collected current data. And then initial and recalculate the value of W, which is to determine the current event state.
is the max delay send data cycle), then it needs to send the current data.
When intense event occurs, it needs to send the current value and set the collecting frequency of node as strengthen frequency according to the rule5. Also it needs to constantly calculate the value of W and send some collected current data, until the end of the dramatic events, and turn into general event state or non-event state.
When warning event state, it needs to send the current data and the warning flag, and set the common frequency for node sensor to collect data. According to the rule4, it is required continuously send and receive several collected current data. And then initial and recalculate the value of W, which is to determine the current event state.
D. Protocol Algorithm Concrete Steps
As shown in Fig.7 , the concrete steps of protocol algorithm as follow:
Step1: The initial value should be set as follow: T send =N*T collect , T real =T collect , A 0 =A'=A, where T send is the collecting frequency, T collect is the collecting frequency, T real is the real collecting frequency, and the N is 20 in general, A 0 is the initial data, A' is the processed data, A is the collecting data. Then the flag of T send should be set as 0. Step3: According the (1), the value of W can be calculated. Then according the rule1, the event state can be obtained.
can be calculated by the new collecting data A.
If it is idle event state, T real is set as T collect , then it goes into step4;
If it is ordinary event state, T real is set as T collect , then it goes into step5;
If intense event state, T real is set as half of T collect , then it goes into step6;
If it is warning event state, the warning flag is set 1, T real is set as T collect , and then it goes into step5;
Step4: The flag of T send will be checked, which means whether the time slot of T send is coming. If the flag of T send equals 1, then the A' needs be sent, the flag of T send
Step5: The A' needs be sent. Then it needs to constantly collect 20 data and send them. Then set the A need be set as 0. At last, it goes into the step2. To testify the feasibility of this algorithm, we simulated the algorithm with the physical node and base station in a lab environment. At first, we fixed two nodes together, and maintained them in the same state, to guarantee the two nodes collect monitoring data, such as temperature, humidity, acceleration, basically the same. Secondly, we set the node1 and node2 collect the data per 10 seconds. Thirdly, we set the node1 send the data immediately when collecting the new data, while node2 send data using this algorithm. In experiment, we set the threshold of node2 as follow: After nearly four hours of data measurement, we got the some data shown in Fig.8, Fig.9 , and Fig.10 . We can see that the various types of data of the node1 and node2 curves are basically similar trend, and can be roughly reflect the same environmental characteristics. Fig.11 expresses that the number of data the base station get form node1 and node2 in this period. We can see when the node1 sent 1000 each type of data, the node2 sent the number of data is significantly far less than the node1, that the data number of the temperature type is 140, the humidity type is 154, the X-axis acceleration type is 262, the Y-axis acceleration type is 231, the Z-axis acceleration type is 210. Through the above, we can see the algorithm, under the premise without data distortion, can reduce the data redundancy, reduce the energy consumption of nodes, and to a certain extent, improve the authenticity and reliability of data.
" means the temperature warning event data characteristic threshold. 
VI. CONCLUSION AND FUTURE WORK
This Paper designs a low-power and adaptive MAC layer protocol based on event-driven on basis of S_MAC protocol. By experiments, this algorithm can be seen greatly reducing the cumbersome and repeat data, to avoid network congestion caused due to a large number of cumbersome data, and reduce the energy of the node, basing on ensure the data is effective to describe the current state of the monitoring environment.
Cluster head node energy consumption is much larger than the other nodes, so future work is to study how adaptive cluster within the cluster head rotation mechanism to extend the lifetime of the overall network, and further study of the event to determine the mechanism and internal data of node fusion technology.
