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NONUNIFORM SAMPLING AND RECOVERY OF BANDLIMITED
FUNCTIONS IN HIGHER DIMENSIONS
KEATON HAMM
Abstract. We provide sufficient conditions on a family of functions (φα)α∈A : R
d → R for
sampling of multivariate bandlimited functions at certain nonuniform sequences of points in Rd.
We consider interpolation of functions whose Fourier transform is supported in some small ball
in Rd at scattered points (xj)j∈N such that the complex exponentials
(
e−i〈xj ,·〉
)
j∈N
form a
Riesz basis for the L2 space of a convex body containing the ball. Recovery results as well as
corresponding approximation orders in terms of the parameter α are obtained.
1. Introduction
The theory of interpolation has long been of interest to approximation theorists, and has connec-
tions with many areas of mathematics including harmonic analysis, signal processing, and sampling
theory (to name just a few). The theory of spline interpolation at the integer lattice was championed
by I.J. Schoenberg, and typically falls under the heading of “cardinal spline interpolation.” More
generally, cardinal interpolation schemes are those in which a given target function is interpolated
at the multi-integer lattice in Rd. Some study has been made of the connection between cardinal in-
terpolation, sampling theory of bandlimited functions, and radial basis function theory. Schoenberg
himself showed that bandlimited functions can be recovered by their cardinal spline interpolants in
a limiting sense as the order of the spline tends to infinity, and similar analysis shows that such
functions can also be recovered by cardinal Gaussian and multiquadric interpolants.
Lately, the ideas of Schoenberg and many of his successors have been used to tackle problems
in a broader setting, namely interpolation schemes at infinite point-sets that are nonuniform. The
richness of the theory for lattices suggests a search for comparable results in the nonuniform setting.
To that end, Lyubarskii and Madych [17] considered univariate bandlimited function interpolation
and recovery by splines, thus extending Schoenberg’s ideas to the nonuniform setting. Inspired by
their work, Schlumprecht and Sivakumar [20] showed analogous recovery results using translates of
the Gaussian kernel. Then Ledford [15] gave sufficient conditions on a family of functions to yield
similar convergence results for bandlimited functions in one dimension. One of the unifying themes in
these works is the use of a special structure on the points, namely that they formRiesz-basis sequences
(or complete interpolating sequences) for an associated Paley-Wiener space, or equivalently, the
corresponding sequence of complex exponential functions forms a Riesz basis for a certain L2 space.
We will discuss this in more detail later, but the main point here is that in one dimension, such
sequences are characterized and relatively easy to come by. However, in higher dimensions, the
problem becomes significantly more complicated as the existence of such Riesz-basis sequences is
unknown even for nice domains such as the Euclidean ball.
Some steps toward higher dimensional recovery schemes have been taken by Bailey, Schlumprecht,
and Sivakumar [5] and Ledford [16]. The former consider Gaussian interpolation of bandlimited
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functions whose band lies in a ball of small radius β, where the interpolation is done at a Riesz-basis
sequence for some larger symmetric convex body. It is known that for certain types of these bodies,
namely zonotopes, there are Riesz-basis sequences in any dimension. Moreover, one can approximate
the Euclidean ball arbitrarily closely with such bodies. That is, given any δ < 1, one can find a
zonotope that lies between the ball of radius δ and the unit ball, and there is an associated Riesz-
basis sequence for the Paley-Wiener space over the zonotope. Ledford worked with squares in two
dimensions using Poisson kernels for the interpolation scheme, and mentions an extension to cubes
in higher dimensions. Owing to the geometry of the problem, the use of cubes requires a careful
analysis, when interpolating with radial functions. It seems that with the techniques available, the
geometry best suited to bandlimited function interpolation in higher dimensions is that of Paley-
Wiener spaces over balls. In fact, the main theorem in [20] holds in higher dimensions for functions
whose band lies in the unit ball, but as mentioned above, this may well be vacuous if there is no
Riesz-basis sequence for that space.
Inspired by Ledford’s conditions for univariate interpolation in [15] and the higher dimensional
Gaussian interpolation results in [5], we give sufficient conditions on a family of functions to form
interpolants for the Paley-Wiener space associated with some symmetric convex body in Rd, such
as a zonotope, which also provides recovery of bandlimited functions whose Fourier transforms are
supported in a ball contained in the convex body.
The rest of the paper is laid out as follows. We begin with basic notations and facts in Section
2; we discuss our interpolation scheme and state the main theorem in Section 3. Section 4 provides
several examples of families of functions that can be used for interpolation, while Section 5 contains
the proofs of the main results. The paper concludes with a series of remarks.
2. Basic Notions
If Ω ⊂ Rd has positive Lebesgue measure, then let Lp(Ω), 1 ≤ p ≤ ∞, be the usual Lebesgue
space over Ω with its usual norm. If no set is specified, we mean Lp(R
d). Similarly, let ℓp := ℓp(N)
be the usual sequence spaces indexed by the natural numbers.
Let C(Rd) be the space of all continuous functions on Rd, and
C0(R
d) := {f ∈ C(Rd) : lim
‖x‖→∞
f(x) = 0},
where ‖ · ‖ is the Euclidean distance on Rd.
The Fourier transform of an integrable function f is given by
(1) f̂(ξ) :=
1
(2π)
d
2
∫
Rd
f(x)e−i〈ξ,x〉dx, ξ ∈ Rd,
where 〈·, ·〉 denotes the usual scalar product on Rd. The Fourier transform can also be extended
from L1 ∩ L2 to an isometry of L2 onto itself. We will denote by F [f ], the Fourier transform of a
function f ∈ L2. Moreover, Parseval’s Identity states that
(2) ‖F [f ]‖L2 = ‖f‖L2.
If f is also continuous, and F [f ] ∈ L1, then the following inversion formula holds:
(3) f(x) =
1
(2π)
d
2
∫
Rd
F [f ](ξ)ei〈ξ,x〉dξ, x ∈ Rd.
We consider interpolation of so-called bandlimited or Paley-Wiener functions. Precisely, for a
bounded measurable set S ⊂ Rd with positive Lebesgue measure, we define the associated Paley-
Wiener space to be
PWS := {f ∈ L2 : F [f ] = 0 a.e. outside of S} .
Consequently, for f ∈ PWS , the inversion formula and the Riemann-Lebesgue Lemma imply that
f(x) =
1
(2π)
d
2
∫
Rd
F [f ](ξ)ei〈ξ,x〉dξ =
1
(2π)
d
2
∫
S
F [f ](ξ)ei〈ξ,x〉dξ,
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for every x ∈ Rd, and moreover that f ∈ C0(Rd).
A sequence of functions, (φj)j∈N, is said to be a Riesz basis for a Hilbert space H if every element
h ∈ H has a unique representation
(4) h =
∑
j∈N
ajφj ,
∑
j∈N
|aj |2 <∞,
and consequently by the Uniform Boundedness Principle, there exists a constant Rb, called the basis
constant, such that
(5)
1
Rb
∑
j∈N
|cj |2

1
2
≤
∥∥∥∥∥∥
∑
j∈N
cjφj
∥∥∥∥∥∥
H
≤ Rb
∑
j∈N
|cj |2

1
2
,
for every sequence (cj) ∈ ℓ2. Following [11], we say that Z is a symmetric convex body if it is a
compact, convex set which is symmetric about the origin, and thus contains a ball of some positive
radius centered at the origin (we have added the hypothesis here that the body is symmetric about
the origin rather than about an arbitrary point). Given such a body Z, we will consider interpolation
at a given sequence of points, X := (xj)j∈N in R
d, that is a Riesz-basis sequence for L2(Z), namely
(e−i〈xj,·〉)j∈N forms a Riesz basis for L2(Z). In the literature, such sequences are also called complete
interpolating sequences for the associated Paley-Wiener space PWZ .
It is noted in [5] that a necessary condition for a sequence X to be a Riesz-basis sequence for
L2(Z) is that it be separated, i.e. there exists a q > 0 such that
(6) q ≤ ‖xk − xj‖, for all k 6= j.
Now we define two operators that will play an important role in our analysis. First, let (e∗j )j∈N ⊂
L2(Z) be the dual basis of (e
−i〈xj ,·〉)j∈N which satisfies
〈
e−i〈xj ,·〉, e∗k
〉
= δj,k. One can show that (e
∗
j )
is also a Riesz basis for L2(Z) with the same basis constant. Thus for every g ∈ L2(Z), we can write
(7) g =
∑
j∈N
〈
g, e∗j
〉
Z
e−i〈xj,·〉 =
∑
j∈N
〈
g, e−i〈xj ,·〉
〉
Z
e∗j ,
where 〈·, ·〉Z is the usual inner product on L2(Z). Putting g = F [f ], the final expression in (7)
combined with (5) implies that if f ∈ PWZ , then
(8) ‖f(xj)‖ℓ2 ≤ Rb‖F [f ]‖L2(Z).
Additionally, for any a ∈ Rd, we have
(9)
∥∥∥∥∥∥
∑
j∈N
〈
g, e∗j
〉
Z
e−i〈xj ,·〉
∥∥∥∥∥∥
L2(a+Z)
≤ R2b‖g‖L2(Z),
where Rb is the basis constant satisfying (5). Indeed, the left-hand side of (9) is the L2(Z) norm of∑
j∈N
〈
g, e∗j
〉
Z
e−i〈a,xj〉e−i〈xj ,·〉; hence applying (5) twice gives an upper bound of
Rb
∑
j∈N
∣∣∣〈g, e∗j〉Z e−i〈a,xj〉∣∣∣2
 12 = Rb
∑
j∈N
∣∣∣〈g, e∗j〉Z ∣∣∣2
 12 ≤ R2b
∥∥∥∥∥∥
∑
j∈N
〈
g, e∗j
〉
Z
e−i〈xj,·〉
∥∥∥∥∥∥
L2(Z)
,
and by (7), the final term is R2b‖g‖L2(Z).
Consequently, the following extension of g is locally square integrable and thus defined almost
everywhere on Rd.
(10) E(g)(x) :=
∑
j∈N
〈
g, e∗j
〉
Z
e−i〈xj,x〉, x ∈ Rd.
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If m ∈ N, then we define the prolongation operator Am : L2(Z)→ L2(Z) via
(11) Am(g)(ξ) := E(g)(2
mξ)χZ\ 12Z(ξ), ξ ∈ Z,
where χS is the function taking value 1 on the set S and 0 elsewhere.
It follows from (9) that for g ∈ L2(Z),
‖Am(g)‖2L2(Z) =
∫
Z\ 12Z
|E(g)(2mu)|2du = 2−dm
∫
2mZ\2m−1Z
|E(g)(v)|2dv
≤ 2−dmNR4b‖g‖2L2(Z),
where N = N (Z, 12Z) is the minimum number of translates of 12Z which are needed to cover Z (N
is typically called the covering number). One finds from [2, Corollary 4.1.15] that for any symmetric
convex body Z ⊂ Rd,
2d ≤ N
(
Z,
1
2
Z
)
≤ 5d.
Moreover, N (tZ, t2Z) = N (Z, 12Z) for any positive t ([2, Fact 4.1.5]). Consequently,
(12) 2d ≤ N (2mZ, 2m−1Z) ≤ 5d, m ∈ N,
and thus
(13) ‖Am(g)‖2L2(Z) ≤ 5d2−dmR4b‖g‖2L2(Z).
As is customary, we use C to denote a constant which may change from line to line, and subscripts
may be used to denote dependence on a given parameter.
3. Interpolation Scheme
Suppose that Z ⊂ Rd is a fixed symmetric convex body. Also assume that X := (xj)j∈N is a
fixed but arbitrary Riesz-basis sequence for L2(Z) with basis constant Rb. We explore conditions
on interpolation operators formed from translates of a single function that allow for recovery of
bandlimited functions through a certain limiting process. The criteria here are inspired by so-called
regular interpolators developed by Ledford [15]. The results therein are univariate by nature, and
our analysis extends to sufficient conditions for interpolation schemes in higher dimensions.
Definition 3.1. We call a function φ : Rd → R a d-dimensional interpolator for PWZ if the
following conditions hold.
(I1) φ ∈ L1(Rd) ∩C(Rd) and φ̂ ∈ L1(Rd).
(I2) φ̂ ≥ 0 and there exists an ε > 0 such that φ̂ ≥ ε > 0 on Z.
(I3) Let Mj := sup
u∈Z\ 12Z
|φ̂(2ju)|, j ∈ N. Then (2 jd2 Mj) ∈ ℓ1.
It is important to note that for (I2), it is allowable for φ̂ to be negative everywhere and bounded
away from 0 on Z, in which case −φ satisfies the condition. Condition (I1) allows the use of
the Fourier inversion formula (3), while (I2) allows one to show existence of an interpolant for a
bandlimited function. Finally, (I3) is a condition governing how rapidly φ̂ must decay, and comes
from a periodization argument that is ubiquitous throughout the proofs in the sequel.
Remark 3.2. Condition (I1), which is mainly needed to show that an interpolant exists, can also
be stated as follows:
(I1’) φ(x) =
1
(2π)
d
2
∫
Rd
ψ(ξ)ei〈x,ξ〉dξ = F−1[ψ](x) for some ψ ∈ L1 ∩ L2.
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Theorem 3.3. Let Z ⊂ Rd a symmetric convex body. Suppose that X is a Riesz-basis sequence for
L2(Z), and that φ is a d-dimensional interpolator for PWZ .
(i) For every f ∈ PWZ , there exists a unique sequence (aj) ∈ ℓ2 such that∑
j∈N
ajφ(xk − xj) = f(xk), k ∈ N.
(ii) The Interpolation Operator Iφ : PWZ → L2(Rd) defined by
Iφf(·) =
∑
j∈N
ajφ(· − xj),
where (aj) is as in (i), is a well-defined, bounded linear operator from PWZ to L2(R
d). Moreover,
Iφf belongs to C0(R
d).
Now we turn to sufficient regularity conditions on a family of d-dimensional interpolators to
provide convergence to bandlimited functions both in the L2 and uniform norms. Our terminology
is inspired by that of [15]. Assume that δB2 ⊂ Z ⊂ B2, where B2 is the Euclidean ball in Rd.
Definition 3.4. Let β > 0. Suppose A ⊂ (0,∞) is unbounded, and (φα)α∈A is a family of d-
dimensional interpolators for PWZ . We call this family regular for PWβB2 if the following hold:
(R1) Let Sα :=
∑
j∈N
2
jd
2 Mj(α) where Mj(α) is as in (I3) with φ replaced by φα. For sufficiently
large α, there is a constant C, independent of α, such that Sα ≤ CMα, whereMα := sup
u∈B2\δB2
|φ̂α(u)|.
(R2) Let mα(β) := inf
u∈βB2
|φ̂α(u)|, and γα := inf
u∈B2
|φ̂α(u)|. Then
M3α
mα(β)γ2α
→ 0, as α→∞.
Remark 3.5. All of the examples considered in Section 4 are radial basis functions whose Fourier
transforms decrease radially. For such functions, (R2) may be restated as follows:
(R2’)
φ̂α(δ)
3
φ̂α(β)φ̂α(1)2
→ 0, as α→∞.
We consider interpolation of bandlimited functions f ∈ PWβB2 for some β < δ. Hence, F [f ] has
support in a subset of the convex body Z. The condition (R2) comes from exploiting the geometry
of the problem, namely that βB2 ⊂ δB2 ⊂ Z ⊂ B2, and essentially governs how rapidly φ̂α must
decay between the balls of radius β, δ, and 1. Typically, (R2) will imply a relationship between β
and δ which allows the use of the given family of kernels. We now state our main result.
Theorem 3.6. Let d ∈ N, δ ∈ (0, 1), and β < δ. Suppose that Z ⊂ Rd is a symmetric convex
body such that δB2 ⊂ Z ⊂ B2, and suppose X is a Riesz-basis sequence for L2(Z). Suppose that
(φα)α∈A is a family of d-dimensional interpolators for PWZ that is regular for PWβB2 , and Iα are
the associated interpolation operators. Then for every f ∈ PWβB2 ,
lim
α→∞
‖Iαf − f‖L2(Rd) = 0,
and
lim
α→∞
|Iαf(x)− f(x)| = 0, uniformly on Rd.
Moreover,
max
{‖Iαf − f‖L2(Rd), ‖Iαf − f‖L∞(Rd)} ≤ C M3αmα(β)γ2α ‖f‖L2(Rd).
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4. Examples
Since the conditions given above are somewhat abstract, it is prudent to pause and discuss some
examples that motivate the general result. Throughout this section, suppose that Z and X satisfy
the hypothesis of Theorem 3.6. We begin with a pair of lemmas which will be useful in checking the
regularity conditions for the subsequent examples.
Lemma 4.1. Let D and a be positive. Then for every n ∈ N, the following holds:∫ ∞
1
Dxe−a2
x−1
dx = D
 1
a ln 2
+
n∑
j=2
1
(a ln 2)j
j−1∏
k=1
ln
(
D
2k
) e−a
+
(
2
a ln 2
)n n∏
k=1
ln
(
D
2k
)∫ ∞
1
(
D
2n
)x
e−a2
x−1
dx.
Additionally, ∫ ∞
1
2xe−a2
x−1
dx =
2
a ln 2
e−a.
Proof. Note that for the base case,∫ ∞
1
Dxe−a2
x−1
dx =
∫ ∞
1
(
D
2
)x
2xe−a2
x−1
dx =
D
a ln 2
e−a +
2
a ln 2
ln
(
D
2
)∫ ∞
1
(
D
2
)x
e−a2
x−1
dx,
which follows from integrating by parts and noticing that lim
x→∞
(D2 )
xe−a2
x−1
= 0. The desired formula
is then obtained via induction on n.
For the second statement, one need only check that − 2a ln 2e−a2
x−1
is a primitive of the integrand.

Lemma 4.2. Let D > 1. If a ≥ max{ lnDln 2 , 2ln 2}, then∑
j∈N
Dje−a2
j−1 ≤ CDe−a.
Proof. The condition on the size of a implies that the function f(x) = Dxe−a2
x−1
is decreasing on
[1,∞), and consequently, the series in question is majorized by
De−a +
∫ ∞
1
Dxe−a2
x−1
dx.
IfD ≤ 2, then estimate the integral above by 2a ln 2e−a (which is at most e−a) by the second statement
of Lemma 4.1. Otherwise, apply the conclusion of Lemma 4.1 with n such that 2−nD ≤ 2, and notice
that ∫ ∞
1
Dxe−a2
x−1
dx ≤ D
[
n lnn
(
D
2
)]
e−a + lnn
(
D
2
) ∣∣∣∣ln(D2n
)∣∣∣∣ ∫ ∞
1
2xe−a2
x−1
dx.
The right hand side above is bounded by a constant depending on D and n (which depends on D)
times e−a, using the fact that 2a ln 2 ≤ 1, and the conclusion follows. 
We now begin our examples with the Gaussian kernel and show that we recover the main result
from [5].
4.1. Gaussians. To fit the imposed condition of α tending to infinity, we use a different convention
for the Gaussian kernel than [5]:
gα(x) := e
− ‖x‖
2
4α , α ≥ 1, x ∈ Rd.
Thus ĝα(ξ) = (2α)
− d2 e−α‖ξ‖
2
. Conditions (I1)-(I3) are readily verified, and will be discussed in
a subsequent example. Evidently, ĝα is radially decreasing, so Mα = (2α)
− d2 e−αδ
2
and Mj(α) ≤
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(2α)−
d
2 e−α2
2(j−1)δ2 . Therefore, to check condition (R1), note that for sufficiently large α (specifically,
αδ2 ≥ d/2), Lemma 4.2 implies that
Sα ≤ (2α)− d2
∑
j∈N
2
jd
2 e−α2
j−1δ2 ≤ C(2α)− d2 e−αδ2 = CMα,
where C is some constant depending only on the dimension d. Note that to apply Lemma 4.2, we
made use of the fact that 22(j−1)αδ2 ≥ 2j−1αδ2. Considering (R2’) and noting that mα(β) = ĝα(β),
and γα = ĝα(1), we find that
M3α
mα(β)γ2α
≤ eα(β2+2−3δ2),
and the latter tends to 0 as α→∞ provided β < √3δ2 − 2. This, in turn, requires δ >√2/3 since
β must be positive. Consequently, the result of Theorem 3.6 coincides with the main theorem in [5],
which we reproduce here in our terminology.
Theorem 4.3 (cf. [5], Theorem 3.6). Let δ ∈ (√2/3, 1) and β ∈ (0,√3δ2 − 2). Then the set of
Gaussians
(
e−
‖·‖2
4α
)
α∈[1,∞)
is a family of d-dimensional interpolators for PWZ that is regular for
PWβB2 . In particular, for every f ∈ PWβB2 , we have lim
α→∞
Iαf = f in L2(R
d) and uniformly on
R
d. Moreover,
max
{‖Iαf − f‖L2(Rd), ‖Iαf − f‖L∞(Rd)} ≤ Ceα(β2+2−3δ2)‖f‖L2(Rd).
4.2. Inverse Multiquadrics. Our next example is a family of inverse multiquadrics. For an expo-
nent ν > d/2, we define the general inverse multiquadric with shape parameter c > 0 by
φν,c(x) :=
1
(‖x‖2 + c2)ν , x ∈ R
d.
We will consider the regularity of the family (φν,c)c∈[1,∞). This example requires a bit more work
up front since the Fourier transform of the inverse multiquadric is somewhat complicated. For now,
suppose ν is fixed, and we suppress the dependence on ν and write φc for notational ease.
Since ν > d/2, φc is integrable for all c > 0, and from [22, Theorem 8.15], we find that its Fourier
transform is given by the equation
(14) φ̂c(ξ) =
21−ν
Γ(ν)
(‖ξ‖
c
)ν− d2
Kν−d2
(c‖ξ‖), ξ 6= 0,
where Γ is the usual gamma function, and Kγ is the univariate modified Bessel function of the
second kind defined as follows.
(15) Kγ(r) :=
∫ ∞
0
e−r cosh t cosh(γt)dt, γ ∈ R, r > 0.
It is important to note from the definition that Kγ is symmetric with respect to its order. That is,
K−γ = Kγ . Additionally, Kγ(r) > 0 for all r > 0 and all γ ∈ R.
We begin with some necessary properties of both the inverse multiquadrics and the modified
Bessel functions of the second kind. First, we have the following differentiation formula ([1, p. 361]):
(16)
d
dr
[rγKγ(r)] = −rγKγ−1(r).
This leads to the following observation.
Proposition 4.4. The function φ̂c is always positive, and is radially decreasing. That is, if ‖x‖ ≤
‖y‖, then φ̂c(x) ≥ φ̂c(y).
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Proof. Positivity is evident from (14) and the fact that Kγ(r) > 0. To see that φ̂c is decreasing, set
r = ‖x‖, and note that (14) and (16) imply
d
dr
[
φ̂c(r)
]
=
21−ν
Γ(ν)cν−
d
2
d
dr
[
rν−
d
2Kν−d2
(cr)
]
= − 2
1−ν
Γ(ν)cν−
d
2−1
rν−
d
2Kν−d2−1
(cr) < 0.

The following inequalities are summarized from [22, Section 5.1].
Proposition 4.5. (i) If ν − d/2 ≥ 1/2, then
Kν− d2
(r) ≥
√
π
2
r−1/2e−r, r > 0.
(ii) If ν − d/2 < 1/2 and r > 1, then
Kν− d2
(r) ≥ Cν,d r−1/2e−r, where Cν,d :=
√
π 3ν−
d
2−
1
2
2ν−
d
2+1Γ
(
ν − d2 + 12
) .
(iii)
Kν−d2
(r) ≤
√
2π r−1/2e−re
|ν−d
2
|2
2r , r > 0.
(iv)
Kν− d2
(r) ≤ 2ν−d2−1Γ
(
ν − d
2
)
r
d
2−ν , r > 0.
To show (I1), it is evident from the definition that φc is integrable, and the following proposition
shows that φ̂c is as well.
Proposition 4.6. For ν > d/2 and c > 0, φ̂c ∈ L1(Rd).
Proof. According to (14), we need only show that
∫
Rd
‖ξ‖ν−d2Kν−d2 (c‖ξ‖)dξ converges. We split this
into two pieces, the integral over the Euclidean ball and the integral outside. By Proposition 4.5
(iv), we see that
I1 :=
∫
B2
‖ξ‖ν−d2Kν−d2 (c‖ξ‖)dξ ≤ C
∫
B2
‖ξ‖ν−d2 ‖ξ‖ d2−νdξ = C m(B2),
where C is a finite constant depending on ν, d, and c, and m(B2) is the Lebesgue measure of the
Euclidean ball. Furthermore, by Proposition 4.5(iii),
I2 :=
∫
Rd\B2
‖ξ‖ν−d2Kν− d2 (c‖ξ‖)dξ ≤ C
∫
Rd\B2
‖ξ‖ν−d2− 12 e−c‖ξ‖e
|ν−d
2
|2
2c‖ξ‖ dξ
≤ C
∫
Rd\B2
‖ξ‖ν−d2− 12 e−c‖ξ‖dξ,
and the right hand side is a convergent integral. Again, C is a finite constant depending on ν, d,
and c. In the final inequality, we have used the fact that e
|ν−d
2
|2
2c‖ξ‖ ≤ e |ν−
d
2
|2
2c . 
Next notice that (I2) follows from Proposition 4.4 and the fact that φ̂c(1) > 0. Thus it remains
to check (I3) and the regularity conditions. By Propositions 4.4 and 4.5(iii),
(17) Mj(c) ≤ |φ̂c(2j−1δ)| ≤ Cν
(
2j−1δ
c
)ν− d2
(cδ)−
1
2 e−c2
j−1δe
|ν−d
2
|2
2jcδ .
The right hand side of (17) is summable for any fixed c, which yields (I3).
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To check (R1), we may assume, without loss of generality, that c is large enough so that the final
exponential term on the right hand side of (17) is at most 2, in which case we have (by Proposition
4.5(ii) and Lemma 4.2) that for sufficiently large c,∑
j∈N
2
jd
2 Mj(c) ≤ Cν
∑
j∈N
2
jd
2 2(j−1)(ν−
d
2 )
(
δ
c
)ν− d+12
e−c2
j−1δ ≤ Cν,d
(
δ
c
)ν− d+12
e−cδ ≤ Cν,dφ̂c(δ).
Finally, we check (R2’). By Proposition 4.5, we find that
φ̂c(δ)
3
φ̂c(β)φ̂c(1)2
≤ Cν,d
(
δ
β
)ν− d+12
c
d−1
2 −νec(β+2−3δ).
Consequently, as long as 0 < β < 3δ − 2 and δ > 2/3, (R2’) is satisfied. We summarize this in the
following theorem.
Theorem 4.7. Let ν > d/2. Assume δ ∈ (2/3, 1) and β ∈ (0, 3δ − 2). Then the set of inverse
multiquadrics
(
(‖x‖2 + c2)−ν)
c∈[1,∞)
is a family of d-dimensional interpolators for PWZ that is
regular for PWβB2 . In particular, for every f ∈ PWβB2 , we have lim
c→∞
Icf = f in L2(R
d) and
uniformly on Rd. Moreover,
max
{‖Icf − f‖L2(Rd), ‖Icf − f‖L∞(Rd)} ≤ C ( δcβ
)ν− d+12
ec(β+2−3δ).
4.3. A Broad Class of Examples. We end with a large class of examples which includes both
the Gaussian and the Poisson kernel as specific cases. These classes provide natural extensions of
the results in [5]. For any p > 0, we define the following function with parameter α:
(18) gα(x) :=
1
(2π)
d
2
∫
Rd
e−α‖ξ‖
p
ei〈x,ξ〉dξ, x ∈ Rd,
or in other words, gα = F
−1
[
e−α‖·‖
p]
. We note that in the case d = 1 and p ≤ 2, these classes
correspond to the so-called p-stable random variables.
By definition, gα satisfies (I1’). Condition (I2) is evident, and to check (I3), note that since ĝα is
radially decreasing, Mj(α) ≤ e−α2(j−1)pδp , and thus (2 jd2 Mj(α))j∈N is summable. We now check the
regularity conditions, which will give us bounds on β and δ as in the previous examples. Note that
Mα = e
−αδp . Then
Sα ≤
∑
j∈N
2
jd
2 e−α2
(j−1)pδp ,
which for p ≥ 1 is at most Ce−αδp = CMα by Lemma 4.2. For p < 1, we cannot simply apply the
conclusion of Lemma 4.2; however, a straightforward adaptation of the proof there utilizing the fact
that
∫∞
1
2pxe−a2
p(x−1)
dx = 2
p
a ln 2 implies that for sufficiently large α, we may bound Sα by Ce
−αδp ,
where C is a constant independent of α.
Per Remark 3.5, we consider (R2’) as follows:
Mα
mα(β)γ2α
=
gα(δ)
3
gα(β)gα(1)2
= eα(β
p+2−3δp).
Evidently, the right hand side tends to 0 as α → ∞ whenever β < (3δp − 2) 1p . We conclude the
following.
Theorem 4.8. Let p > 0. Suppose δ ∈
((
2
3
) 1
p , 1
)
, and 0 < β < (3δp − 2) 1p . Then (gα)α∈(0,∞)
defined by (18) is a family of d-dimensional interpolators for PWZ that is regular for PWβB2 . In
particular, for every f ∈ PWβB2 , we have lim
α→∞
Iαf = f in L2(R
d) and uniformly on Rd. Moreover,
max
{‖Iαf − f‖L2(Rd), ‖Iαf − f‖L∞(Rd)} ≤ Ceα(βp+2−3δp)‖f‖L2(Rd).
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Note that in the case p = 2, gα is the Gaussian discussed in the first example, and the condition
reads 0 < β <
√
3δ2 − 2; so in this case, Theorems 4.3 and 4.8 coincide.
5. Proofs
5.1. Proof of Theorem 3.3. Throughout this section, assume that Z is as in the statement of the
theorem and that X is a Riesz-basis sequence for L2(Z). Recall that Aj is the prolongation operator
defined by (11). Our first step in the proof is the following key lemma.
Lemma 5.1. Suppose that φ is a d-dimensional interpolator for PWZ , and let A := (φ(xm −
xn))m,n∈N. Then A : ℓ2 → ℓ2 is a bounded, invertible, linear operator.
Proof. Linearity is plain, so we will take up boundedness first by looking at 〈Aa, a〉ℓ2 for arbitrary
a := (aj)j∈N ∈ ℓ2. To show boundedness, we use the Dominated Convergence Theorem, (I1), and a
periodization argument to see that
∑
m,n∈N
amanφ(xm − xn) =
∑
m,n∈N
aman
1
(2π)
d
2
∫
Rd
φ̂(ξ)ei〈xm−xn,ξ〉dξ
=
1
(2π)
d
2
∫
Rd
φ̂(ξ)
∣∣∣∣∣∑
n∈N
ane
i〈xn,ξ〉
∣∣∣∣∣
2
dξ
=
1
(2π)
d
2
∫
Z
φ̂(ξ)
∣∣∣∣∣∑
n∈N
ane
i〈xn,ξ〉
∣∣∣∣∣
2
dξ +
∑
j∈N
∫
2jZ\2j−1Z
φ̂(ξ)
∣∣∣∣∣∑
n∈N
ane
i〈xn,ξ〉
∣∣∣∣∣
2
dξ
 .
By (5), the first term above is majorized by (2π)−
d
2 sup
u∈Z
|φ̂(u)|R2b‖a‖2ℓ2, while the second (via a change
of variables) by
1
(2π)
d
2
∑
j∈N
2jd
∫
Z\ 12Z
φ̂(2jξ)
∣∣∣∣∣Aj
(∑
n∈N
ane
i〈xn,ξ〉
)∣∣∣∣∣
2
dξ ≤ 1
(2π)
d
2
∑
j∈N
2jdMj
∥∥∥∥∥Aj
(∑
n∈N
ane
−i〈xn,·〉
)∥∥∥∥∥
2
L2(Z)
.
Application of (13) and (5) gives that the above is bounded by (2π)−
d
2 5dR6b‖(Mj)j‖ℓ1‖a‖2ℓ2, which
is bounded on account of (I3). We could equivalently have used (I1’) in the first line as we simply
needed to write φ(xm − xn) via its Fourier integral.
To show invertibility, we will find a lower bound for the inner product. Indeed, using the Domi-
nated Convergence Theorem again along with (I2) and (5), we find that
∑
m,n∈N
amanφ(xm − xn) = 1
(2π)
d
2
∫
Rd
φ̂(ξ)
∣∣∣∣∣∑
n∈N
ane
i〈xn,ξ〉
∣∣∣∣∣
2
dξ
≥ 1
(2π)
d
2
∫
Z
φ̂(ξ)
∣∣∣∣∣∑
n∈N
ane
i〈xn,ξ〉
∣∣∣∣∣
2
dξ
≥ ε
R2b(2π)
d
2
‖a‖2ℓ2.

Proof of Theorem 3.3. Note that (i) is a direct consequence of Lemma 5.1 and (8).
NONUNIFORM SAMPLING AND RECOVERY OF BANDLIMITED FUNCTIONS IN HIGHER DIMENSIONS 11
To show (ii), we first prove that the function ω := φ̂
∑
n∈N
ane
i〈xn,·〉 belongs to L1 ∩ L2, which we
do by the same periodization argument as in the proof of Lemma 5.1:
∫
Rd
|φ̂(ξ)|
∣∣∣∣∣∑
n∈N
ane
i〈xn,ξ〉
∣∣∣∣∣ dξ ≤ supu∈Z|φ̂(u)|
∥∥∥∥∥∑
n∈N
aje
i〈xn,·〉
∥∥∥∥∥
L1(Z)
+
∑
j∈N
2jdMj
∥∥∥∥∥Aj
(∑
n∈N
ane
i〈xn,·〉
)∥∥∥∥∥
L1(Z)
.
By the Cauchy-Schwarz inequality, the first term is bounded by sup
u∈Z
|φ̂(u)|m(Z) 12Rb‖a‖ℓ2, whilst the
second by 5dR3bm(Z)
1
2 ‖(2 jd2 Mj)j‖ℓ1‖a‖ℓ2 due to (13), which is bounded on account of (I3).
The argument for square-integrability follows similar reasoning as in the first part of the proof of
Lemm 5.1: ∫
Rd
|φ̂(ξ)|2
∣∣∣∣∣∑
n∈N
ane
i〈xn,ξ〉
∣∣∣∣∣
2
dξ ≤ sup
u∈Z
|φ̂(u)|2R2b‖a‖2ℓ2 + 5dR6b
∑
j∈N
M2j ‖a‖2ℓ2 .
Since ‖(Mj)j‖2ℓ2 ≤ ‖(Mj)j‖2ℓ1, (I3) implies that the last term in the above inequality is finite.
Consequently, ω ∈ L1∩L2. It follows from basic techniques and the Riemann-Lebesgue Lemma that
the function
Iφf(x) =
1
(2π)
d
2
∫
Rd
ω(ξ)ei〈ξ,x〉dξ =
∑
j∈N
ajφ(x− xj)
belongs to C0(R
d) ∩ L2(Rd), and moreover that F [Iφf ] = ω.
Finally, to conclude boundedness, simply notice from the periodization argument above, Lemma
5.1, Plancherel’s Identity, and (8), that
‖Iφf‖L2 = ‖F [Iφf ]‖L2 ≤ C‖a‖ℓ2 ≤ C‖A−1‖ℓ2→ℓ2‖f(xk)‖ℓ2 ≤ C‖A−1‖ℓ2→ℓ2Rb‖f‖L2.

5.2. Proof of Theorem 3.6. We now embark on the proof of our main result. Let Z,X, δ, and β
be as in the statement of Theorem 3.6, and let (φα)α∈A be a family of d-dimensional interpolators
for PWZ that is regular for PWβB2 . Let Mα and γα be as in (R1) and (R2), respectively, and
throughout the sequel, assume that α is sufficiently large for (R1) to hold. The first step is to show
that there exists a constant C <∞ so that
‖F [Iαf ]‖L2(Z) ≤ C
Mα
γα
‖F [f ]‖L2(Z),
for every f ∈ PWZ . We proceed in a series of steps following the techniques of [5].
To begin, define the function
(19) Ψα(u) :=
∑
j∈N
aje
−i〈xj ,u〉 =
1
φ̂α(u)
F [Iαf ](u), u ∈ Rd,
and let ψα denote the restriction of Ψα to Z.
Remark 5.2. It is important to note that by uniqueness of the Riesz basis representation for a
function on Z, we have that Ψα(u) = E(ψα)(u) on R
d. That is, Ψα is defined globally by its Riesz
basis representation on the body Z. This fact is crucial to the subsequent analysis.
Lemma 5.3. The following holds:
F [f ] = F [Iαf ] +
∑
m∈N
2dmA∗m
(
φ̂α(2
m·)Am(ψα)
)
a.e. on Z.
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Proof. We note that since
(
e−i〈xj,·〉
)
is a Riesz basis for L2(Z), it suffices to show that the inner
product of both sides above with respect to the basis elements are all equal. First, by (3),〈
F [f ], e−i〈xj ,·〉
〉
Z
= (2π)df(xj).
On the other hand, the interpolation condition guarantees that
(2π)df(xj) = (2π)
dIαf(xj)
=
∫
Rd
F [Iαf ](u)e
i〈xj ,u〉du
=
∫
Z
F [Iαf ](u)e
i〈xj ,u〉du+
∑
m∈N
∫
2mZ\2m−1Z
φ̂α(u)Ψα(u)e
i〈xj ,u〉du
=: I1 + I2.
Evidently, I1 =
〈
F [Iαf ], e
−i〈xj,·〉
〉
Z
. Now
I2 =
∑
m∈N
2dm
∫
Z\ 12Z
φ̂α(2
mv)Ψα(2
mv)ei〈xj,2
mv〉dv
=
∑
m∈N
2dm
∫
Z\ 12Z
φ̂α(2
mv)Am(ψα)(v)Am
(
ei〈xj ,·〉
)
(v)dv
=
∑
m∈N
2dm
〈
φ̂α(2
m·)Am(ψα), Am
(
e−i〈xj ,·〉
)〉
Z
=
∑
m∈N
2dm
〈
A∗m
(
φ̂α(2
m·)Am(ψα)
)
, e−i〈xj ,·〉
〉
Z
,
whence the identity. 
We now define an operator that is implicit in the previous Lemma:
(20) τα : L2(Z)→ L2(Z), via τα(h) :=
∑
m∈N
A∗m
(
φ̂α(2
m·)Am(h)
)
.
Proposition 5.4. The operator τα defined by (20) is a bounded linear operator on L2(Z) that is
positive, (i.e. 〈τα(h), h〉Z ≥ 0 for all h ∈ L2(Z)). Moreover, there exists a positive number C, which
is independent of α, so that
(21) ‖τα‖ ≤ CMα.
Proof. Linearity is plain, and positivity can be seen as follows.
〈τα(h), h〉Z =
∑
m∈N
2dm
〈
φ̂α(2
m·)Am(h), Am(h)
〉
Z
=
∑
m∈N
2dm
∫
Z\ 12Z
φ̂α(2
mu)|Am(h)(u)|2du ≥ 0,
the final inequality stemming from the positivity of φ̂α.
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To prove the upper bound, notice that (13) implies that for h ∈ L2(Z),
‖τα(h)‖L2(Z) ≤
∑
m∈N
2dm
∥∥∥A∗m (φ̂α(2m·)Am(h))∥∥∥
L2(Z)
≤ 5 d2R2b
∑
m∈N
2
dm
2 Mm(α)‖Am(h)‖L2(Z)
≤ 5dR4b
∑
m∈N
Mm(α)‖h‖L2(Z)
≤ 5dR4bSα‖h‖L2(Z)
≤ CMα‖h‖L2(Z).
The final inequality comes from condition (R1). 
Next, note that the positivity of τα and Lemma 5.3 imply that
‖F [f ]‖L2(Z)‖ψα‖L2(Z) ≥ 〈F [f ], ψα〉Z ≥ 〈F [Iαf ], ψα〉Z ≥ γα‖ψα‖2L2(Z).
Therefore,
(22) ‖ψα‖L2(Z) ≤
1
γα
‖F [f ]‖L2(Z).
From Lemma 5.3, Proposition 5.4, and (22), we see that
(23) ‖F [Iαf ]‖L2(Z) ≤ C
Mα
γα
‖F [f ]‖L2(Z).
Now we estimate ‖F [Iαf ]‖L2(Rd\Z). We accomplish this by a familiar periodization argument
and utilization of (13) and (22):
‖F [Iαf ]‖2L2(Rd\Z) =
∑
m∈N
∫
2mZ\2m−1Z
|φ̂α(u)|2|Ψα(u)|2du
≤
∑
m∈N
2dmMm(α)
2‖Am(ψα)‖2L2(Z)
≤ 5dR4b
∑
m∈N
Mm(α)
2‖ψα‖2L2(Z)
≤ 5dR4b
1
γ2α
‖F [f ]‖2L2(Z)
∑
m∈N
Mm(α)
2.
It remains to note that the series in the final expression above is majorized by(∑
m∈N
Mm(α)
)2
≤ S2α ≤ CM2α.
The first inequality above comes from the fact that the ℓ2 norm is subordinate to the ℓ1 norm, and
the final inequality comes from (R1). We conclude the following.
Theorem 5.5. There exists a constant C, independent of α, such that
‖F [Iαf ]‖L2(Rd) ≤ C
Mα
γα
‖F [f ]‖L2(Z), f ∈ PWZ .
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The next step toward the proof of Theorem 3.6 involves the definition of a multiplication operator
Tα : L2(Z)→ L2(Z) defined by
Tα(h) =
γα
φ̂α
h.
The definition of γα implies that ‖Tα‖ ≤ 1. We can rewrite Lemma 5.3 as
F [f ] = F [Iαf ] +
∑
m∈N
2dmA∗m
(
φ̂α(2
m·)
γα
Am (γαψα)
)
,
which by (19) is
F [f ] = F [Iαf ] +
1
γα
τα ◦ Tα (F [Iαf ]) =
(
I +
1
γα
τα ◦ Tα
)
F [Iαf ],
where I is the identity operator on L2(Z).
Proposition 5.6. The map I + 1γα τα ◦ Tα is an invertible operator on L2(Z), and(
I +
1
γα
τα ◦ Tα
)−1
F [f ] = F [Iαf ], f ∈ PWZ .
Moreover, ∥∥∥∥∥
(
I +
1
γα
τα ◦ Tα
)−1∥∥∥∥∥ ≤ Mαγα .
Proof. Surjectivity of the operator in question follows from the identity in Lemma 5.3. To see
injectivity, suppose that (I + 1γα τα ◦ Tα)h = 0 for some nonzero h ∈ L2(Z). Let f ∈ PWZ be the
function so that F [f ] = h. Then by Lemma 5.3 and positivity of τα, we have
0 =
〈(
I +
1
γα
τα ◦ Tα
)
F [f ], TαF [f ]
〉
Z
≥ 〈F [f ], TαF [f ]〉Z ≥ 0.
Consequently, TαF [f ] = 0, which implies that F [f ] = 0 since Tαh = 0 if and only if h = 0.
Finally, the norm estimate follows from Theorem 5.5 and Lemma 5.3.

We now have the necessary ingredients to complete the proof.
Proof of Theorem 3.6. By Proposition 5.6 and Lemma 5.3, the following identity holds on Z:
F [f ]−F [Iαf ] =
[
I −
(
I +
1
γα
τα ◦ Tα
)−1]
(F [f ]) =
(
I +
1
γα
τα ◦ Tα
)−1
◦ 1
γα
τα ◦ Tα(F [f ]).
Therefore, if f ∈ PWβB2 , Theorem 5.5 and Proposition 5.4 imply
‖F [f ]−F [Iαf ]‖L2(Z) ≤
∥∥∥∥∥
(
I +
1
γα
τα ◦ Tα
)−1∥∥∥∥∥ 1γα ‖τα‖‖TαF [f ]‖L2(Z)
≤ CMα
γα
Mα
∥∥∥∥∥ 1φ̂α(·)F [f ]
∥∥∥∥∥
L2(βB2)
≤ C M
2
α
γαmα(β)
‖F [f ]‖L2(βB2).(24)
Next, we estimate ‖F [Iαf ]‖L2(Rd\Z) by familiar techniques:
‖F [Iαf ]‖2L2(Rd\Z) ≤
∑
m∈N
2dmMm(α)
2‖Am(ψα)‖2L2(Z)
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≤ 5dR2bS2α
∥∥∥∥∥ 1φ̂α(·)F [Iαf ]
∥∥∥∥∥
2
L2(Z)
≤ CM
2
α
γ2α
‖TαF [Iαf ]‖2L2(Z)
≤ C
[
Mα
γα
‖Tα (F [Iαf ]−F [f ]) ‖L2(Z) +
Mα
γα
‖TαF [f ]‖L2(βB2)
]2
≤ C
[
M3α
γ2αmα(β)
+
Mα
mα(β)
]2
‖F [f ]‖2L2(βB2).(25)
The second inequality comes from (13) and (19), while the next comes from the definition of Tα and
condition (R1). The final inequality is obtained from (24) and the fact that on βB2, φ̂α ≥ mα(β)
(therefore, ‖Tαh‖L2(βB2) ≤ γαmα(β)‖h‖L2(βB2)).
Convergence of ‖F [Iαf ]−F [f ]‖L2(Rd) depends ostensibly on the three ratios in (24) and (25).
However, the largest is
M3α
γ2αmα(β)
. Indeed one obtains this by multiplying Mαmα(β) by
M2α
γ2α
which is at
least 1 by definition. Similarly,
M2α
γαmα(β)
≤ M2αγαmα(β) Mαγα =
M3α
γ2αmα(β)
. Consequently, if (R2) is satisfied,
then ‖F [Iαf ]−F [f ]‖L2(Rd) converges to 0 as α→∞.
The moreover statement on the L2 approximation rate now follows from the comments in the
paragraph above and a straightforward combination of (24) and (25).
To show uniform convergence on Rd, use (3) to see that
|Iαf(x)− f(x)| = 1
(2π)
d
2
∣∣∣∣∣
∫
Z
(F [Iαf ](ξ)−F [f ](ξ)) ei〈x,ξ〉dξ +
∫
Rd\Z
F [Iαf ](ξ)e
i〈x,ξ〉dξ
∣∣∣∣∣
≤ 1
(2π)
d
2
(‖F [Iαf ]−F [f ]‖L1(Z) + ‖F [Iαf ]‖L1(Rd\Z)) .
Now the first term, by the Cauchy-Schwarz inequality and (24) is at most a constant multiple of
M2α
γαmα(β)
‖F [f ]‖L2(βB2), whereas the second term may be estimated by a similar calculation to (25)
and another appeal to the Cauchy-Schwarz inequality:
‖F [Iαf ]‖L1(Rd\Z) ≤
∑
m∈N
2dmMm(α)m(Z)
1
2 ‖Am(ψα)‖L2(Z)
≤ C
(
M3α
γ2αmα(β)
+
Mα
mα(β)
)
‖F [f ]‖L2(Z).
It follows that
‖Iαf − f‖L∞(Rd) ≤ C
M3α
γ2αmα(β)
‖F [f ]‖L2,
and thus the proof is complete. 
6. Remarks
Remark 6.1. There are many ways in which one could choose to periodize the integrals over Rd\Z,
and consequently, condition (I3) could well be formulated differently. For example, if one periodizes
using the annuli jZ \ (j − 1)Z, then the condition would be that (j d2Mj) ∈ ℓ1, once the definition
of Mj is modified suitably. However, this modification of Mj essentially counteracts the change in
annuli, and so does not give a substantially different condition.
Remark 6.2. As mentioned before, the problem of finding Riesz-basis sequences for L2(Z) is gen-
erally quite complex and depends heavily on the geometry of the set Z. Zonotopes are Minkowski
sums of line segments with one endpoint at the origin, and it is known (see, for example, [6, Theorem
4.1.10]) that there are zonotopes satisfying the hypothesis of Theorem 3.6. It was also shown by
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Lyubarskii and Rashkovskii [18] that for such a zonotope Z, L2(Z) has a Riesz-basis sequence. Their
proof is for d = 2, but the general statement for higher dimensions is alluded to there and also in
[5]. Existence of Riesz-basis sequences for zonotopes higher dimensions was recently shown in [7]
and subsequently [13] under the assumption that the vertices of the zonotope lie on some lattice.
Remark 6.3. It is worth discussing the limiting case briefly. All of Theorems 4.3, 4.7, and 4.8 hold
in the case that we let δ = β = 1, which is the case that Z = B2. Indeed one needs only look at the
end of the proof of Theorem 3.6 and see that the Dominated Convergence Theorem can be applied
to show that lim
α→∞
‖Tαg‖L2(B2) = 0 for g ∈ L2(B2). However, as mentioned above, the result may be
vacuous, because it is unknown if there is any Riesz-basis sequence for L2(B2). This is the primary
reason for the analysis we have done here, to exploit the fact that we know there are Riesz-basis
sequences for some convex bodies contained in the Euclidean ball.
Remark 6.4. For further reading on the interesting problem of finding Riesz-basis sequences, the
reader is referred to [12, 14, 19, 23] for results in one dimension, and [3, 4, 18, 21] for higher
dimensions.
Remark 6.5. It is quite natural to ask if the condition that X is a Riesz-basis sequence is a
necessary one to obtain the type of recovery results mentioned here. One relaxation to consider
is the case when the exponential system
(
e−i〈xj ,·〉
)
j∈N
forms a frame rather than a Riesz basis. A
sequence (hj)j∈N forms a frame for a Hilbert space H if there are constants A and B such that
A‖f‖2H ≤
∑
j∈N | 〈f, hj〉H |2 ≤ B‖f‖2H for all f ∈ H. Any function in H has an expansion of the
form
∑
j∈N cjhj , however frames differ from Riesz bases in that such expansions need not be unique.
First, we note that formation of the interpolant does not necessarily require the Riesz basis
condition; indeed as long as the sequence X satisfies (6), a Gaussian interpolant, for example, of a
bandlimited function can be formed. However, as mentioned in Remark 5.2, a key feature in the
proofs we have provided is the uniqueness of the expansion in terms of the Riesz basis. In the case
where the exponentials merely form a frame, it is not necessarily true that E(ψα) = Ψα. Moreover,
the coefficients (aj) coming from the interpolation scheme cannot necessarily be represented as〈
h, e−i〈xj ,·〉
〉
for any h ∈ L2(Z). Moreover, (13) does not necessarily hold because only the upper
bound of (5) holds for frames.
However, an extension of the ideas presented here which makes use of frames would be desirable,
not only because they are more general (and more abundantly available), but also due to the fact
that there are frames for many more general types of domains in Rd, including the Euclidean ball.
Additionally, frames may be redundant, in that one allows multiple copies of the same vector in
the frame, and so frame expansions lend themselves to being robust in the event of information loss
(such as missing frame coefficients).
While we cannot at this time extend the main theorem here to the case where X is a frame
sequence, we may still make a minor extension in that direction, albeit one that does not involve
interpolation.
Proposition 6.6. Let Z be as before, and suppose that X =
N⋃
n=1
Xn where the Xn are Riesz-basis
sequences for L2(Z). Fix a family of d-dimensional regular interpolators that is regular for PWβB2 .
Define the following approximation to f ∈ PW (Z):
I˜αf(x) :=
1
N
N∑
n=1
I
Xn
α f(x),
where IXnα f is the interpolant of Theorem 3.3 which interpolates f at the Riesz-basis sequence Xn.
Then lim
α→∞
I˜αf = f both in L2(Z) and uniformly on R
d.
The proof of the proposition is simply the triangle inequality and an appeal to Theorem 3.6.
However, one should note that I˜αf is not an interpolant to f at X . Also note that the union of
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Riesz-basis sequences need not be a Riesz-basis sequence (consider the case where X1 = X2), so
Proposition 6.6 is indeed an extension of sorts. However, even in the case where X is the disjoint
union of Riesz-basis sequences for L2(Z), it is unclear using the techniques of this paper whether or
not one obtains convergence of the interpolant (which may be formed as in Theorem 3.3 as discussed
above).
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