Two important parameters of a network for massively parallel computers are scalability and modularity. Scalability has two aspects; size and time (or generation). Size-scalability refers to the property that the size of the network can be increased with nominal e ect on the existing con guration. Also, the increase in size is expected to result in a linear increase in performance. Time-scalability implies that the communication capabilities of a network should be large enough to support the evolution of processing elements through generations. A modular network enables the construction of a large network out of many smaller ones. The lack of these two important parameters has limited the use of certain types of interconnection networks in the area of massively parallel computers. This paper presents a new modular optical interconnection network, called an Optical Multi-Mesh Hypercube (OMMH), which is both size-and time-scalable. The OMMH combines positive features of both the hypercube (small diameter, high connectivity, symmetry, simple routing, and fault tolerance) and the torus (constant node degree and size-scalability) networks. Also presented is a three-dimensional optical implementation of the OMMH network. A basic building block of the OMMH network is a hypercube module which is constructed with free-space optics to provide compact and high-density localized hypercube connections. The OMMH network is then constructed by putting together such basic building blocks with multiwavelength optical bers which realize torus connections. The proposed implementation methodology is intended to fully exploit the advantages of both space-invariant free-space and multiwavelength berbased optical interconnects technologies. The analysis of the proposed implementation shows that such a network is optically feasible in terms of the physical size and the optical power budget.
Introduction
The quest for Tera ops (10 12 oating point operations per second) supercomputers combined with the launching of the High Performance Computing and Communication (HPCC) initiative is putting major emphasis on exploiting massive parallelism with greater than one thousand processing elements networked to form massively parallel computers (Ultracomputers) 1, 2] . A key element, and deciding factor in terms of performance and cost of these computers is the interconnection network 3]. The interconnection network for massively parallel computers must not only be adequate in terms of communication bandwidth, latency, and connectivity but it must also be modular and scalable.
Scalability of a network consists of two aspects; size-scalability and generation-scalability (or timescalability) 2]. Size-scalability refers to the property that the size of the network (e.g., the number of communicating nodes) can be increased with nominal change in the existing con guration. Also, the increase in system size is expected to result in an increase in performance comparable to the increasing size. A generation-scalable network can be implemented in a new technology, and interconnection bandwidth of the network should grow at the same rate as processing speed and memory. Without increasing interconnection bandwidth, we cannot fully exploit the increased speed of evolutionary processing elements. Modular networks enable the construction of a large network out of smaller networks. Numerous topologies have been explored for parallel computers 4, 5, 6, 7] . However, the lack of size-scalability and modularity of some of these networks have limited their use in massively parallel computing systems despite their many other advantages. For example, one of the most popular network for parallel computers is the binary n-cube, also called as a hypercube. The attractiveness of the hypercube topology is its small diameter, which is the maximum number of links (or hops) a message has to travel to reach its nal destination between any two nodes. A binary n-cube network has 2 n nodes and the diameter is n. Each node is numbered in such a way that there is only one binary digit di erence between any node and its n neighbors (node degree) that are directly connected to it. This property greatly facilitates the routing of messages through the network. In addition, the regular and symmetric nature of the network provides fault-tolerance. Despite its small diameter, high connectivity, simple routing scheme, and fault tolerance, the hypercube topology is rarely adopted in the most recent projects for massively parallel computers such as Intel Paragon, Cray Research MPP Model, Caltech Mosaic C, MasPar MP-1, Tera Computer Tera Multiprocessor, Stanford Dash Multiprocessor which are based on the torus/mesh topology 1, 8] . One major reason is its lack of size-scalability. As the dimension of the hypercube is increased by one, one additional link needs to be added to every node in the network. In addition to the changes in the node con guration, at least a doubling of the number of existing nodes is required for the regular hypercube network to expand and to remain as a hypercube. Torus networks (henceforth, the mesh is referred to as a torus if the mesh has wraparound connections in the rows and columns) are easily implemented because of the simple regular connection and small number of links (four) per node. Due to its constant node degree, the torus network is highly sizescalable. With a network size of N nodes, the minimal incremental size is approximately N 1=2 for a perfectly balanced network. However, the torus network also su ers from a major limitation which is its large diameter (N 1=2 for an N-node network) along with its limited connectivity. Despite the fact that the mesh/torus topology has limited connectivity and a large diameter, many recent projects for massively parallel computers targeting Tera ops use this topology for the interconnection network.
Motivated by these limitations, we have explored a novel topology for optical interconnection networks, called Optical Multi-Mesh Hypercube (OMMH), which combines the advantages of both the hypercube (small diameter, high connectivity, symmetry, simple control and routing, fault tolerance, etc.) and the mesh (constant node degree and size-scalability) topologies, while circumventing their disadvantages (lack of size-scalability of the hypercube, and large diameter of the mesh/torus). The topology of the OMMH network is size-scalable. Time-scalability is provided by the optics-based interconnection architecture. We have developed a three-dimensional (3-D) optical design methodology which exploits the advantage of both space-invariant free-space and multiwavelength ber-based optical interconnects technologies. The proposed implementation is also analyzed for an example OMMH network with ten-cube as a basic building block. The analysis includes examination of power ow, e ciency, and system volume. It is shown that a ten-cube (1024 nodes) module is containable within a 25:4mm 25:4mm 203:2mm volume with power e ciency of 16% and the torus subnetwork has power e ciency of 23.6%. The distinctive advantages of the proposed design methodology include: (1) an e cient and scalable interconnection network; (2) better utilization of the space-bandwidth product (SBWP) of optical imaging systems; (3) full exploitation of the parallelism of free-space optics and high bandwidth of ber-optics; and (4) compatibility with the emerging two-dimensional (2-D) optical logic and switching, and opto-electronic integrated circuit technologies.
Topology of Optical Multi-Mesh Hypercube Network
In this section, we de ne the structure of the OMMH. We then compare and contrast structural properties of the OMMH with the hypercube network.
De nition of OMMH Network
An OMMH is characterized by a triplet (l; m; n), where l represents the row dimension of a torus, m the column dimension of the torus, and n the dimension of a binary hypercube.
An (l; m; n)-OMMH network is constructed as follows. For two nodes (i 1 ; j 1 ; k 1 ) and (i 2 ; j 2 ; k 2 ), where 0 i 1 < l, 0 i 2 < l, 0 j 1 < m, 0 j 2 < m, 0 k 1 < 2 n , and 0 k 2 < 2 n :
1. There is a link (called a torus link) between two nodes if (1) k 1 = k 2 and (2) two components, i and j, di er by one in one component while the other component is identical.
2. There also exists a torus link for the wraparound connection in the row if (1) k 1 = k 2 and (2) i 1 = i 2 , j 1 = 0, j 2 = m ? 1, or for the wraparound connection in the column if (1) k 1 = k 2 and (2) j 1 = j 2 , i 1 = 0, i 2 = l ? 1.
3. There is also a link (called a hypercube link) between two nodes if and only if (1) i 1 = i 2 , and (2) j 1 = j 2 , and (3) k 1 and k 2 di er by one bit position in their binary representation (Hamming distance of one). Fig. 1 . This feature allows the OMMH to be size scalable. More discussion on the scalability issue will follow in subsection 3.1.
An interesting isomorphic network is shown in Fig. 2 . The same network is redrawn as a 4 4 torusclustered 3-cube. It can be viewed as 8 concurrent toruses where 8 nodes having identical torus addresses form one 3-cube. It can also be viewed as 16 concurrent 3-cubes in which 16 nodes having identical hypercube addresses form a 4 4 torus. The (4; 4; 3)-OMMH in Fig.1 looks like a 3-cube-clustered 4 4 torus. Depending on the problem at hand, the OMMH can be con gured as torus-clustered hypercubes or hypercube-clustered toruses.
Message Routing in OMMH
Due to the regularity of the structure, a distributed routing scheme can be implemented without global information. Since the OMMH is a point-to-point network, packet communication is assumed in the message routing scheme. For an (l; m; n)-OMMH network, let the addresses of two arbitrary nodes S and T be (i s ; j s ; k s ) and (i t ; j t ; k t ), respectively, where 0 i s < l, 0 i t < l, 0 j s < m, 0 j t < m, 0 k s < 2 n , and 0 k t < 2 n . The message routing scheme from S to T is that of an n-cube network or that of an l m torus network or a combination of the two depending upon the relative locations of the nodes.
1. Routing within a hypercube: if i s = i t and j s = j t , then S and T are within the same hypercube.
The routing scheme for this case is exactly the same as that of the n-cube network.
2. Routing within a torus: if k s = k t , then S and T are within the same torus. The routing scheme for this case is exactly the same as that of the l m torus network 9].
3. Routing through toruses and hypercubes: if none of the above two cases are true, S and T share neither a hypercube nor a torus. There are several options available for this case. One option uses the hypercube routing scheme until the message arrives at the same torus where T resides, and then uses the torus routing scheme for the message to arrive at T. In another option, the torus routing scheme can rst be applied to forward the message to the same hypercube where T resides, and then the message can reach T using the hypercube routing scheme. We can also mix the hypercube and the torus routing until the message is forwarded to the same hypercube or to the same torus where T resides, and then we can forward the message to T using the hypercube or the torus routing scheme, respectively.
Diameter and Link Complexity
The distance between two nodes in a network is de ned as the number of links connecting these two nodes. The diameter of a network is de ned as the maximum of all the shortest distances between any two nodes. The diameter of the network is of great importance since it determines the maximum number of hops that a message may have to take. For two extreme cases, the diameter of a linear array with N nodes is (N ? 1) while that of a completely connected network is unity. An l m torus has diameter (bl=2c + bm=2c). The diameter of a hypercube with N nodes is log 2 N. Thus, the diameter of (l; m; n)-OMMH is (bl=2c + bm=2c + n).
Link complexity or node degree is de ned as the number of links per node. The higher the link complexity, the greater is the hardware complexity and, consequently, the cost of the network. The node degree of a hypercube with N nodes is log 2 N and that of (l; m; n)-OMMH is (n+4). N is equal to (l m 2 n ) if the hypercube and the OMMH have the same network size. A comparison of diameters should be accompanied by a comparison of link complexity, because a higher connectivity resulting from a higher link complexity is expected to lead to smaller diameters. 
Fault Tolerance of the OMMH Network
As the number of components in a system grows, the probability of the existence of faulty components increases. For a large-scale system, we cannot always expect that all components in such a system are free from any failures. However, we need to expect such a system to continue to operate correctly in the presence of a reasonable number of failures.
Due to the concurrent presence of toruses and hypercubes in the OMMH network, rerouting of messages in the presence of a single faulty link or a single faulty node can easily be done with little modi cation of existing fault-free routing algorithms. In the OMMH network, any single faulty link or any single faulty node can be bypassed by only two additional hops as long as that particular node is not involved in the communication, namely, the node is neither the source nor the destination for any message. This can brie y be proven as follows. When torus routing scheme is being applied in the presence of a faulty link or a node, one additional hop is needed to forward the message to a neighboring torus subnetwork through a hypercube link (n such neighboring toruses exist in (l; m; n)-OMMH), and another hop is needed to return the message to the orignal torus subnetwork. Similarly, when hypercube routing scheme is being applied, a message can detour a faulty link or node with two additional hops; one to forward the message to a neighboring hypercube subnetwork and another to return the message to the original hypercube subnetwork.
Modular and Scalable Optical Interconnection Architecture of OMMH Network and Its Optical Implementation
In this section, we rst discuss modularity and scalability issues of the OMMH interconnection architecture, and present an optical implementation of the OMMH network. We then discuss the rationale and performance of the proposed OMMH implementation.
Scalable Interconnection Architecture of OMMH Network

Size-scalability of the OMMH Network
Size-scalable networks have the property that the size of the system (e.g., the number of communicating nodes) can be increased with nominal changes in the existing con guration. Also, the increase in system size is expected to result in an increase in performance to the extent of the increase in size. As the dimension of the hypercube is increased by one, one more link needs to be added to every node in the network. In addition to the changes in the node con guration, at least a doubling of the size is required for the hypercube network to expand. This implies that the hypercube does not allow an incremental expansion of small sizes. Thus, the hypercube network is not scalable according to the above de nition. We should note that the hypercube network may be scalable at a greater cost. Moreover, it is not modular 6]. The lack of size-scalability and modularity have limited the application of the hypercube topology to large-scale massively parallel systems.
As can be seen in Fig. 3(b) , the OMMH with a constant cube as a basic building block (e.g., (l; m; 4)-OMMH) has a constant node degree, which means that the size of the OMMH is ready to be scaled up by expanding the size of the torus without a ecting the link complexity of existing nodes as is the case in expanding the size of the hypercube network. However, we cannot just add one node to the OMMH.
For an (l; m; n)-OMMH, we need to add at least l 2 n nodes (if l < m) when the torus subnetwork needs to be balanced. An OMMH network is constructed from simple building blocks (hypercubes) in a modular and incremental fashion. These building blocks, once constructed, are left undisturbed when the network grows in size. The OMMH can be viewed as a two-level interconnection network: high-density, local connections for hypercube links (within a basic module), and high bit rate, low-density and long connections for the torus links connecting the basic building blocks. Thus, the size of the OMMH can be increased by adding hypercube modules, which provides modularity and size-scalability.
Generation-scalability of the OMMH Network
Generation-scalable architecture are designed with consideration of what future implementation might be like. Such architectures will survive throughout generations. A generation scalable network can be implemented in a new technology, and interconnection bandwidth of the network should grow at the same rate as processing speed and memory. Without increasing interconnection bandwidth, we cannot fully exploit the increased speed of evolutionary processing elements. Generation-scalability in the OMMH interconnection architecture is provided by the use of high-bandwidth optics which would match communications bandwidth requirements of future processing elements.
Optical Implementation of OMMH Network
In Subsection, we rst present an optical implementation of the hypercube networks for constructing basic building blocks, and then show how to design torus links to connect such hypercube modules to construct the OMMH network.
Optical Implementation of Space-invariant Hypercubes Using Binary Phase Gratings
We discuss an optical implementation of the 3-D space-invariant hypercube network of which design methodology is proposed in Ref. 10] . The design methodology is based on an observation that nodes in an interconnection network can be partitioned into two sets of nodes such that any two nodes in a set do not have a direct link (except for completely connected networks). This is a well-known problem of bipartitioning a graph if the interconnection network is represented as a graph. For a binary n-cube, In the following, we discuss the design of binary phase gratings (BPGs) for the ve-cube implementation as an example. 
Given that i = tan ?1 (1:5d=f), Eq. 2 can be rewritten as:
We assume that the structure of the grating is designed such that the power of the incident beam is equally distributed into 0th-order, 1st order, and 3rd order of di racted beams and others are suppressed. We can have di erent amounts of optical power from the original beam to be routed into the di erent orders by changing the periodic structure of the grating. To have di erent angular spacings, we should change the period of the grating 17]. Since PE0 is supposed to be connected with PE1, PE4, and PE16 for the ve-cube network, the following conditions should be satis ed. 
To make connections from PE5 to PE1, PE4, and PE21, the following set of conditions should hold: Since PE0 and PE5 are symmetrically placed, with respect to the optical axis, with PE17 and PE20, we can determine the period of grating(p) to provide the required connections for the 5-cube network by solving Eqs. 4 and 6 given the size of a node, the focal length of the lens, and the wavelength of the light source. However, we cannot have an exact solution since image spots generated by both PE0 and PE5 cannot be placed on uniform spacings in Plane R . An approximate solution could be determined by a computer program which optimizes conditions in Eqs. 4 and 6. By optimization we mean minimization of errors in each condition. For example, given that the node size in one dimension is 5mm, the wavelength of the light source 960nm, and the focal length of the lens 50:8mm, the optimum period of the grating is computed to be 19:6 m which causes maximum misalignment of 9:0 m at PE21 from the PE5 connection. The feature size of a node for the construction of massively parallel computers will mainly be dependent on the area required for processing elements and memories for a single node, not on the size of the light source/detector. With wafer scale integration, the size of a node would be small enough (assuming ne grain or medium grain parallelism) so as not to make imaging lenses impractically large 21].
The size of a basic n-cube module that can be implemented is primarily determined by the number of fanouts that can be managed by the BPG since an n-cube implementation requires 2n ? 1 fanouts. The BPG must be able to generate 2n ? 1 beams of equal power. We should note that a hypercube of a relatively small size could be easily implemented with electronics if the bandwidth requirement is not large, but as the network size grows, optics is more advantageous than electronics both in design complexity and bandwidth
Design of Torus Links to Connect Hypercube Modules
An (l; m; n)-OMMH can be constructed as follows:
(1) l m n-cube modules as described in Sec. 3.2.1 are placed in a l m matrix form.
(2) l m nodes, each of which is from the same location of the n-cube modules, are connected to form a torus of dimension l m (A node consists of an n-cube module with torus link interface. An example of a ve-cube module with torus interface is shown in Figs. 6 and 7. ).
(3)
Step 2 is repeated until every node is connected, resulting in 2 n toruses of size l m.
Since two adjacent n-cube modules are connected by 2 n torus links, the number of optical bers required grows exponentially as n increases. A possible solution for reducing the number of optical bers required is the use of a wavelength multiplexing (WM) technique. However, a straightforward use of the WM also requires a prohibitively large number of di erent wavelengths. For example, to connect two ten-cube modules, we need 2 1 , as wavelengths to the nodes in the second row. In general, wavelength-assignment in a row is achieved by rotating the wavelength-assignment of the previous row by one column. This wavelength assignment results in no two nodes in the same row or column having an identical wavelength. Figure 5 shows a wavelengthassignment for a 5-cube module. We then use a 2 d(n?1)=2e -channel wavelength multiplexed ber to connect two rows in the adjacent two n-cube modules. Similarly, a 2 b(n?1)=2c -channel ber is used to connect two columns in the adjacent two n-cube modules. Thus, an implementation of (l; m; n)-OMMH using the above wavelength assignment method requires no more than 2 d(n?1)=2e di erent wavelengths. In addition, no more than 2 d(n?1)=2e optical bers will be required for the connections between any two adjacent n-cube modules. Now, we consider an optical implementation of the (l; m; n)-OMMH network. We assume the availability of two optical components: a quadrant beam splitter (QBS) which splits a single beam into four beams and an i-channel wavelength multiplexor (WMUX) which multiplexes beams with i di erent wavelengths into a single beam (also demultiplexes since it is bi-directional). The realization of these two components with current technology will be discussed in detail in the following subsection. Figues 6 and 7 shows an example of a ve-cube basic module construction including the torus link interface. We assume that each node has two light sources; one source, S h , illuminates the BPG to generate the required hypercube links and the second source, S t , is coupled with an optical ber for the torus links. Figure 6 illustrates a side view of a ve-cube module with torus link interface. For clarity, only the 2-D view is shown and, thus, only two fanouts by a QBS is given. Figure 7 show the corresponding top view of the module.
Optical Hardware Required for Torus Links
In this subsection, we discuss the functionality and limits of two optical components used in the implementation of torus links.
Quadrant Beam Splitter(QBS):
The function of the QBS is to split one beam into four beams. An optical arrangement of the QBS using graded index (GRIN) lenses 25] is illustrated in Fig. 8 .a. Four small GRIN lenses are placed on the end facet of the large GRIN lens. The large lens is used to collimate a beam from a single trunk ber and the aperture of the collimated beam is divided into four by the smaller lenses. The small lenses then focus the beams onto bers. Beam combination or merging is performed but in the opposite direction. Figure 8 .b illustrates the geometry of the QBS with GRIN lenses for the purpose of calculating power loss occurring at the connection between the large GRIN lens and small GRIN lenses.
Since four small GRIN lenses do not cover the entire end-facet area of the large GRIN lens, some portion of beam aperture from the large GRIN lens cannot be captured by four small GRIN lenses, resulting in power loss. Suppose that a radius of a small lens is r. The smallest possible radius of the large lens that can cover four small lenses is then r + p 2r. Thus, 4 r 2 = (1 + p 2) 2 r 2 ] = 68.6% of the end-facet area of the large GRIN lens is covered by the four small lenses. Therefore, approximately 31.4% of power is lost from the large GRIN lens to the four small lenses during the beam splitting process.
A more power e cient (less than 20% power loss) QBS has been reported in Ref. 26 ] using substrate mode holograms to reduce mechanical alignment and chromatic sensitivity. The QBS design with substrate mode holograms is better than the design with GRIN lenses in terms of power e ciency, feature size, alignment, and ber coupling e ciency. However, substrate mode multiplexed holograms for the QBSs are not commercially available at this time.
Wavelength Multiplexor(WMUX):
A wavelength multiplexor/demultiplxor (WMUX) using a GRIN lens and a blazed grating is discussed in Ref. 27 ]. WMUXs of this type allow more of the total bandwidth of the optical ber to be used and more than ten channels are currently available. Typical values of the insertion loss and the crosstalk in available WMUXs are generally 1 2 dB and less than ?30 dB, respectively. Since (l; m; n)-OMMH requires 2 d(n?1)=2e -channel WMUXs, with 8-channel WMUXs, it is possible to implement any size of OMMH networks if n 7.
Rationale for the Two-level Design Approach
As discussed in the previous subsection, the optical implementation of the OMMH network consists of two levels: free-space space-invariant optics for the construction of basic building blocks, and multiwavelength bers for the torus links. The rationale for the two-level design approach is as follows; the use of space-invariant free-space optics would result in compact and simple building blocks that can be easily reproduced 23, 28] . However, it would not be easy to implement scalable optical interconnects with totally space-invariant optics only, since a single space-invariant optical component such as a hologram is used to image multiple nodes for totally space-invariant interconnects. Thus, it would be necessary to redesign the component in order to increase the number of nodes. However, since the minimum incremental size of the OMMH is one hypercube module (a basic building block), the use of space-invariant optics within the basic building block will not limit the scalability of the OMMH. We use multiwavelength ber optics to connect the basic building blocks because ber optics would provide a ordable scalable interconnects and the wavelength multiplexing technique would make a better utilization of the transmission capacity of an optical ber 29, 30, 31, 32] . The breakdown of functional requirements for the OMMH network is consistent with the advantages of free-space and optical ber technologies.
Evaluation of the OMMH Implementation
To demonstrate the viability of the OMMH implementation, an evaluation of the power e ciency and system volume was performed with the proposed design based on practical component sizes. The design consists of ten-cube modules using 25:4mm diameter lenses, each with a focal length of 50:8mm. A detector diameter of 50 m was calculated to provide the connection density to produce a ten-cube while allowing for space division techniques to be incorporated to avoid signal overlap.
With this system design, the system volume of the hypercube module is 25:4mm 25:4mm 203:2mm. The e ciency of the hypercube was calculated to be approximately 16%. This e ciency is due mostly to the phase hologram (which is theoretically 33% maximum) and to the unwanted fan-out beams that result from the space-invariant nature of the design. The unwanted fan-out contributes an e ciency ( h ) given by h = n 2n ? 1 ;
where n is the hypercube dimension. For the ten-cube, this is 53%.
As for the OMMH mesh subnetwork, a power analysis of the ber optic system was performed. Figure 9 shows a single unidirectional link of the mesh. For this link, a ?1dB loss occurs from the insertion of the laser signal into the ber. The QBS su ers a ?0:97dB loss, while each WMUX loses ?1dB of power (this calculation is for total system e ciency rather than per channel power ow so the QBS loss does not include fan-out). Furthermore, the ber is assumed to be at most 1m in length and a mean operating wavelength of 960nm is assumed for the loss calculation. At this wavelength, the ber has an attenuation of ?3:5dB=km. Thus, the ber loss for the system is ?0:0035dB. Furthermore, the detector loss is ?1dB. Connection losses in the system were calculated based upon re ection at the ber interface. For the QBS, each connection su ers a ?0:45dB loss. As for the WMUXs, an index matching oil was assumed to be used between the ber and the GRIN lens of the WMUX to ease the index transition. Using this setup, the connection losses around the WMUXs are ?0:1dB each. The nal result is a total of ?6:27dB of system losses. This equates to a system e ciency of 23.6%.
To gain a sense of the bandwidth of the proposed implementation, a leading edge VCSEL source is capable of producing 6:5Gbps with an output power of 2:2mW 33]. When used with this system, a detector must have a sensitivity of 0:13mW for the same bandwidth. This sensitivity can be reached with a detector having a bit error rate of 10 ?17 34].
Conclusions
Scalable networks and architectures are becoming more and more desirable for massively parallel computers since they can grow in size without major changes of the existing system con guration (sizescalability), as well as they are able to employ new evolving technologies (generation-scalability). In fact, scalable network topologies are becoming the preferred choice for the computer industry despite their inherently limited topological characteristics such as low connectivity, large diameters, long average distances, and lack of fault tolerance. Machine Corporation CM-5, etc) are based on the scalable topologies such as the mesh/torus, ring or tree. Interconnection networks which are not only scalable, but also possess good topological characteristics such as small diameter, high connectivity, constant node degree, simple routing scheme, and fault tolerance, would greatly enhance the performance of massively parallel computers.
We presented in this paper a new interconnection network, called the Optical Multi-Mesh Hypercube (OMMH), for massively parallel computers. The distinctive features of the OMMH network are its scalability, both in size and generation, and modularity while retaining positive features of both the hypercube (high connectivity, small diameter, simple message routing, and fault tolerance) and the mesh (constant node degree and scalability) topologies. We also proposed an optical interconnection architecture of the OMMH and its three-dimensional implementation. The proposed implementation is divided into two levels; space-invariant free-space optical interconnects for localized high-density hypercube modules and high bandwidth multiwavelength optical ber links for global low-density torus connections. This breakdown of functional requirements for the OMMH implementation is intended to fully exploit the advantages of free-space space-invariant optics (parallelism, simple and compact design, high connectivity, and cost e ciency) as well as wavelength multiplexed ber-based optics (full utilization of transmission bandwidth and scalability). In addition, the breakdown is intended to provide modularity and scalability both in size and generation. The two-level design methodology enables the construction of the OMMH network in a modular and incremental fashion (size-scalability) and the use of high bandwidth wavelength multiplexed optics in the OMMH can satisfy communication bandwidth requirements of the current or near future processing elements (generation-scalability). We have also analyzed the proposed implementation. The implementation demonstrates good feasibility by showing a reasonable optical power e ciency and a volume size capable for inclusion within the case of a massively parallel computer. 
