An application of improving the end-to-end packet loss estimation has been presented in this application oriented research paper along with the simulation results in Java environment. Measurement and estimation of packet loss characteristics are challenging due to the relatively rare occurrence and typically short duration of packet loss episodes. While active probe tools are commonly used to measure packet loss on end-to-end paths, there has been little analysis of the accuracy of these tools. The objective of our simulation study done in java language is to understand how to measure packet loss episodes accurately with end-to-end probes using software approach. The recent studies show that the standard Poissonmodulated end-to-end measurement of packet loss accuracy has to be improved. Thus, here, in this paper we demonstrate the application of the algorithm for packet loss measurement to overcome the deficiencies in standard Poisson-based tools. We also find the transfer rate during the simulation study. We evaluate the capabilities of our methodology by developing and implementing a prototype tool, called BADABING. These simulation experiments done in the java environment demonstrate the trade-offs between impact on the network and measurement accuracy. BADABING reports loss characteristics are far more accurately than traditional loss measurement tools. The simulation results shown in this research paper shows the efficiency of the method developed which can be further used for a number of wide range applications.
INTRODUCTION
Network operators have the ability to passively monitor nodes within their network for packet loss on routers using SNMP. End-to-end active measurements using probes provide an equally valuable perspective since they indicate the conditions that application traffic is experiencing on those paths. The most commonly used tools for probing end-to-end paths to measure packet loss resemble the ubiquitous PING utility. PING-like tools send probe packets (e.g., ICMP echo packets) to a target host at fixed intervals. Loss is inferred by the sender if the response packets expected from the target host are not received within a specified time period [1] , [2] . Generally speaking, an active measurement approach is problematic because of the discrete sampling nature of the probe process. Thus, the accuracy of the resulting measurements depends both on the characteristics and interpretation of the sampling process as well as the characteristics of the underlying loss process. Despite their widespread use, there is almost no mention in the literature of how to tune and calibrate [1] active measurements of packet loss to improve accuracy or how to best interpret the resulting measurements.
One approach is suggested by the well-known PASTA principle [2] which, in a networking context, tells us that Poissonmodulated probes will provide unbiased time average measurements of a router queue's state. This idea has been suggested as a foundation for active measurement of end-to-end delay and loss [3] . However, the asymptotic nature of PASTA means that when it is applied in practice, the higher moments of measurements must be considered to determine the validity of the reported results. A closely related issue is the fact that loss is typically a rare event in the Internet [4] . This reality implies either that measurements must be taken over a long time period, or that average rates of Poisson-modulated probes may have to be quite high in order to report accurate estimates in a timely fashion. However, increasing the mean probe rate may lead to the situation that the probes themselves skew the results. Thus, there are trade-offs in packet loss measurements between probe rate, assurement accuracy, impact on the path and timeliness of results [11] , [12] .
Measuring and analyzing network traffic dynamics between end hosts has provided the foundation for the development of many different network protocols and systems. Of particular importance is under-standing packet loss behavior since loss can have a significant impact on the performance of both TCP-and UDP-based applications [21] . Despite efforts of network engineers and operators to limit loss, it will probably never be eliminated due to the intrinsic dynamics and scaling properties of traffic in packet switched network. Network operators have the ability to passively monitor nodes within their network for packet loss on routers using SNMP. End-to-end active measurements using probes provide an equally valuable perspective since they indicate the conditions that application traffic is experiencing on those paths [1] , [2] .
The studies developed so far involved the empirical evaluation of the new loss measurement methodology. To this end, a one-way active measurement tool called BADABING could be developed & used. BADABING sends fixed-size probes at specified intervals from one measurement host to a collaborating target host. The target system collects the probe packets and reports the loss characteristics after a specified period of time. We also compare BADABING with a standard tool for loss measurement that emits probe packets at Poisson intervals [13] , [14] . The results show that our tool reports loss episode estimates much more accurately for the same number of probes. We also show that BADABING estimates converge to the underlying loss episode frequency and duration characteristics [1] , [2] .
The paper is presented in the following sequence. A brief introduction about the related work is presented in the previous paragraphs. In section 2, the aim of the work undertaken is presented along with the block-diagram & its explanation. Section 3 presents the hardware & software requirements to design the algorithm. The end to the packet loss issues is dealt with in the section 4. The section 5 explains about the various types of network measurement techniques used in our work. The UML diagrams are presented in the section 6. The simulation results are presented in section 7. Finally, conclusions are presented in section 8. This is followed by the references & the author biographies.
AIM OF THE WORK UNDETAKEN
The block diagram of the work undertaken in this research paper is shown in the 
Existing System
In the existing traditional packet loss measurement tools, the accuracy of the packet loss measurement has to be improved. Several studies include the use of loss measurements to estimate packet loss, such as Poisson modulated tools which can be quite inaccurate. These are several drawbacks in the existing system, which can also be mentioned as the minor losses & needs longer measurement periods [1] , [2] , [21] .
Proposed System


The purpose of our study was to understand how to measure end-to-end packet loss characteristics accurately.
The goal of our study is to understand how to accurately measure loss characteristics on end-to-end paths with probes.  Specifically, our method entails probe experiments that follow a geometric distribution to improve the accuracy of the packet loss measurement [8] .
Modules of the work undertaken in this paper
The modules of the work undertaken could be split up into 5 zonal areas, viz., Packet Separation Designing the Queue Packet Receiver User Interface Design Packet Loss Calculation
Module Description
The different modules developed in our work are explained using a step by step as follows [15] .
Packet Separation
In this module we have to separate the input data into packets. These packets are then sent to the Queue [16] .
Designing the Queue
The Queue is designed in order to create the packet loss. The queue receives the packets from the Sender, creates the packet loss and then sends the remaining packets to the Receiver [17] .
Packet Receiver
The Packet Receiver is used to receive the packets from the Queue after the packet loss. Then the receiver displays the received packets from the Queue [18], [21] .
User Interface Design
In this module, we design the user interface for Sender, Queue, Receiver and Result displaying window. These windows are designed in order to display all the processes in this work [19] .
Packet Loss Calculation
The calculations to find the packet loss are done in this module. Thus we are developing the tool to find the packet loss [20] .
SYSTEM REQUIREMENTS (h/w & s/w)
The system requirements such as the hardware & software required to develop the work undertaken in this research paper is shown below. 
Hardware
END-TO-END PACKET LOSS ISSUES
In this section, we discuss some of the issues relating to the endto-end packet concepts during our journey of developing the algorithm's application [1] , [21] .
UDP and TCP based applications
The network layer is responsible for delivering packets to any destination node within the network, and consequently the routing of packets is one of the tasks of its protocols. IP is used by the two main protocols of the transport layer, UDP and TCP, both providing packet flows between two hosts for application layer protocols. There is a significant difference between these two protocols. While TCP provides a reliable flow of packets the much simpler UDP only transmits packets but does not guarantee their delivery [3] . UDP is used for example by applications like the Simple Network Management Protocol (SNMP) and the Network Time Protocol (NTP), while TCP is used by the File Transfer Protocol (FTP) and Simple Mail Transfer Protocol (SMTP) [1] , [2] .
Loss can have a significant impact on the performance of both TCP and UDP based applications. Email for example, may involve text and still images and the performance degradation caused by losses can be corrected by retransmitting the packets with the help of TCP. But re-transmissions gradually increases the load, so increasing the loss and hence the number of retransmissions [6] . However, for UDP based applications, like VoIP, timely packet delivery and packet ordering is important. Packets must reach the destination within a bounded time period [6] .
VoIP has the advantage of not requiring a completely reliable transport level, although it does need real-time delivery. The loss of a packet or a single bit error will often only introduce a "click" or a minor break in the voice output. Some applications already possess internal probing like Real-Time Control Protocol/ RealTime Protocol (RTCP/RTP), where RTCP is used in VoIP signaling and RTP is used to send and receive the voice signal. However, as IP networks may route packets via different pathways to their destination, RTP packets may arrive out-oforder, or be delayed or lost [6] . That is why RTCP is not widely implemented [7] and is not considered in this paper. From the Fig. 2 , it can be observed that the queue length grows when aggregate demand exceeds the capacity of the output link. Loss episodes begin (points a and c) when the maximum buffer size Q is exceeded. Loss episodes end (points b and d) when aggregate demand falls below the capacity of the output link and the queue drains to zero. 
Causes of Packet Loss
There are two major causes of packet loss in IP networks. One is congestion, where the network routers/switches are temporarily sent more packets than their buffers can accommodate. The other is due to link failure, when all the bits currently in transit on that link will be lost. Further packets that are also transmitted down the broken link will be lost until the Synchronous Digital Hierarchy (SDH) layer reconfigures a new route around the failed link. The effect of packet loss on the user depends mainly on the following three factors [4] : Packet loss due to congestion is a fundamental problem in managed IP networks. A queue forms in a buffer until the router is able to transmit them on their way.
NETWORK MEASUREMENT TECHNIQUES
Network measurement is part of the responsibilities of the network management system and hence how the management information is stored in the agents and retrieved by the manager has already been illustrated in the previous section [5] . When referring to measurement, the agent corresponds to the measurement device. This can be the router itself or additional measurement equipment. The manager will be the NOC which collects the data for analysis [1] , [2] .
Passive Measurements
Passive monitoring is a means of tracking the performance and behavior of packet streams by measuring the user traffic without creating new traffic or modifying existing traffic [7] . It is implemented by incorporating additional intelligence into network devices to enable them to identify and record the characteristics and quantity of the packets that flow through them. Examples of the types of information that can be obtained using passive monitoring are [1] , [2] · Bit or packet rates 
Active Measurement
The main drawback of passive monitoring is that it requires full access to network resources (e.g. routers, SNMP utilization) otherwise it is impossible to combine into end-to-end QoS measures. For this reason Active Probing is becoming the default means of network measurement, and a considerable amount of recent work has concentrated on developing techniques for active probing [11] [12] [13] . Active measurement by probing is a means by which testing packets (probes) are sent into the network An example technology is the Cisco IOS Service Assurance Agent (SAA) [14] , which uses probe packets to provide insight into the way customers' network traffic is treated within the network. Similarly, Caida and NLANR [15] 
UML DIAGRAMS
Various concepts are presented in the form of graphical representations for the improvement of the packet estimation losses. Some of the diagrams include the use case diagrams, the class diagrams, the state diagrams, the sequence diagrams & the collaborative diagrams. These are shown in the Figs. 3 to 7 respectively. 
CONCLUSIONS
The research work presented in this paper is towards the application of a graphical user interface cum simulation based on the tool named BADABING to find the packet loss accurately by measuring the end-to-end packet loss characteristics such as the transfer rate for a packet per second and the probability of the packets being lost in a network, within a set of active probes. Simulations are performed in the java environment & the results are observed. Specifically, our method also gives some information that follow a geometric distribution to enable more accurate measurements than standard Poisson probing and other traditional packet loss measurement tools [1] , [21] .
The purpose of our study was to understand how to measure endto-end packet loss characteristics accurately with probes and in a way that enables us to specify the impact on the bottleneck queue simple Poisson probing is relatively ineffective at measuring loss episode frequency or measuring loss episode duration, especially when subjected to TCP (reactive) cross traffic using the simulations. The simulation work is shown in such a way that the performance of the accompanying estimators relies on the total number of probes that are sent, but not on their sending rate. Moreover, simple techniques that allow users to validate the measurement output are introduced. Our works demonstrate that BADABING, in most cases, accurately estimates loss frequencies and durations over a range of cross traffic conditions [1] , [21] . For the same overall packet rate, our results show that BADABING is significantly more accurate than Poisson probing for measuring loss episode characteristics.
The outputs presented in the above figures show the effectiveness of the research work developed.
