Abstract-One factor that affects the success of machine learning is the presence of irrelevant or redundant information in the training data set. Filter-based feature ranking techniques (rankers) rank the features according to their relevance to the target attribute and we choose the most relevant features to build classification models subsequently. In order to evaluate the effectiveness of different feature ranking techniques, a commonly used method is to assess the classification performance of models built with the respective selected feature subsets in terms of a given performance metric (e.g., classification accuracy or misclassification rate). Since a given performance metric usually can capture only one specific aspect of the classification performance, it may be unable to evaluate the classification performance from different perspectives. Also, there is no general consensus among researchers and practitioners regarding which performance metrics should be used for evaluating classification performance. In this study, we investigated six filter-based feature ranking techniques and built classification models using five different classifiers. The models were evaluated using eight different performance metrics. All experiments were conducted on four imbalanced data sets from a telecommunications software system. The experimental results demonstrate that the choice of a performance metric may significantly influence the classification evaluation conclusion. For example, one ranker may outperform another when using a given performance metric, but for a different performance metric the results may be reversed. In this study, we have found five distinct patterns when utilizing eight performance metrics to order six feature selection techniques.
I. INTRODUCTION
Developing high-quality software is an important goal for any development team. Software metrics (features) that are collected during the software development process include valuable information about a software project's status, progress, quality, and evolution. Predicting the quality of software modules using software metrics in the early stages of the software development process is very critical. However, not all software metrics are relevant to the class attribute. Feature selection [1] is a process of selecting a subset of relevant features for building learning models. When irrelevant features are eliminated from the original data set, the predictive accuracy of quality models can be improved [2] . The quality models are evaluated based on performance metrics computed after the model-training process. Generally, a given performance metric can reflect a specific aspect of classification performance but cannot cover all the characteristics of it. In addition, the related literature lacks general agreement on which performance metrics should be used for evaluating classification performance [3] , [4] , [5] .
In this empirical study, we investigated six different filter-based feature ranking techniques (rankers), chi-square (CS), information gain (IG), gain ratio (GR), symmetrical uncertainty (SU), and two forms of ReliefF (RF and RFW). In order to evaluate the effectiveness of these methods, we built classification models using five different classifiers on the smaller subsets of selected attributes. The five classifiers used in the study include naïve Bayes (NB), multilayer perceptron (MLP), k-nearest neighbors (KNN), support vector machine (SVM), and logistic regression (LR). Each classification model is assessed with eight different performance metrics: the area under the Receiver Operating Characteristic (ROC) curve (AUC), the area under the Precision-Recall curve (PRC), Default F-Measure (DFM), Best F-Measure (BFM), Default Geometric Mean (DGM), Best Geometric Mean (BGM), Default Arithmetic Mean (DAM), and Best Arithmetic Mean (BAM).
The empirical validation of the different models was implemented through a case study of four imbalanced data sets from a telecommunications software system. Each data set holds the same number of attributes but has a different number of observations. The results demonstrate that the selection of a performance metric may directly impact the evaluation outcome. For instance, one ranker may perform better than another ranker in terms of a given performance metric, but this may not be true when using a different performance metric. In this study, we have discovered five distinct patterns when we used eight performance metrics to order six feature selection techniques.
The main contribution of this work is to provide an assessment and comparison of six filter-based feature ranking techniques using eight performance metrics and over five different classifiers. To our knowledge, no one has done such an extensive study yet.
The rest of the paper is organized as follows. Section II provides more detailed information about the techniques used in the study. The software measurement data sets used in the experiment are described in Section III. Section IV presents the experimental results and analysis. Finally, the conclusion is summarized in Section V.
II. METHODOLOGY

A. Filter-based Feature Ranking Techniques
Filter-based feature ranking techniques rank features independently without involving any learning algorithm. Feature ranking consists of scoring each feature according to a particular method, then selecting features based on their scores. This work employs some commonly used filter-based feature ranking techniques including chi-square, information gain, gain ratio, symmetrical uncertainty, and ReliefF. The chi-square (CS) [6] test is used to examine if there is 'no association' between two attributes, i.e., whether the two variables are independent. Information gain, gain ratio, and symmetrical uncertainty are measures based on the concept of entropy, which is based on information theory. Information gain (IG) [7] is the information provided about the target class attribute Y, given the value of independent attribute X. Information gain measures the decrease of the weighted average impurity of the partitions, compared with the impurity of the complete set of data. A drawback of IG is that it tends to prefer attributes with a larger number of possible values. One strategy to counter this problem is to use the gain ratio (GR), which penalizes multi-valued attributes. Symmetrical uncertainty (SU) [8] is another way to overcome the problem of IG's bias toward attributes with more values, doing so by dividing IG by the sum of the entropies of X and Y. Relief is an instance-based feature ranking technique [9] . ReliefF is an extension of the Relief algorithm that can handle noise and multi-class data sets. When the 'weightByDistance' (weight nearest neighbors by their distance) parameter is set as default (false), the algorithm is referred to as RF; when the parameter is set to true, the algorithm is referred to as RFW.
B. Classifiers
Software quality models are built with five well-known classification algorithms [10] including naïve Bayes (NB), multilayer perceptron (MLP), k-nearest neighbors (KNN), support vector machine (SVM) and logistic regression (LR). These were selected because of their common use in software engineering and other data mining applications. Unless stated otherwise, we use default parameter settings for the different learners as specified in the WEKA [10] data mining tool. Parameter settings are changed only when a significant improvement in performance is obtained. For the KNN classifier, 5 neighbors are used in the study.
C. Performance Metrics
In a two-group classification problem, such as fault-prone (positive) and not fault-prone (negative), there can be four possible prediction outcomes: true positive (TP) (i.e., correctly classified positive instances), false positive (FP) (i.e., negative instance classified as positive), true negative (TN) (i.e., correctly classified as negative instance), and false negative (FN) (i.e., positive instance classified as negative). The numbers of cases from the four sets (outcomes) form the basis for several other performance measures that are well known and commonly used for classifier evaluation.
• Area Under ROC (Receiver Operating Characteristic) Curve (AUC): has been widely used to measure classification model performance [11] . AUC is a single-value measurement that ranges from 0 to 1. The ROC curve is used to characterize the trade-off between true positive rate (
) and false positive rate (
). A perfect classifier provides an AUC that equals 1.
• Area Under the Precision-Recall Curve (PRC): is a single-value measure that originated from the area of information retrieval. The area under the PRC ranges from 0 to 1. The PRC diagram depicts the trade off between recall (
) and precision (
. A classifier that is near optimal in AUC space may not be optimal in precision/recall space.
• Default F-measure (DFM): The F-measure is a single value metric that originated from the field of information retrieval [12] . It is calculated as
. The Default F-measure (DFM) corresponds to a decision threshold value of 0.5.
• Best F-Measure (BFM): is the largest value of F-measure when varying the decision threshold value between 0 and 1. A perfect classifier yields an F-measure of 1, i.e., no misclassification.
• Default Geometric Mean (DGM): The Geometric Mean (GM) is a single-value performance measure that ranges from 0 to 1, and a perfect classifier provides a value of 1. GM is defined as the square root of the product of true positive rate and true negative rate, where the true negative rate is defined as
. The decision threshold t = 0.5 is used for the Default Geometric Mean (DGM). 
• Best Geometric Mean (BGM): is the maximum Geometric Mean
value that is obtained when varying the decision threshold between 0 and 1.
The arithmetic mean is just like the geometric mean but uses the arithmetic mean of the true positive rate and true negative rate instead of the geometric mean. It is also a single-value performance measure that ranges from 0 to 1. The decision threshold t = 0.5 is used for the Default Arithmetic Mean (DAM).
• Best Arithmetic Mean (BAM): is just like the BGM, but using the maximum arithmetic mean that is obtained when varying the decision threshold between 0 and 1.
III. DATA SET CHARACTERISTICS
Experiments conducted in this study used software metrics and defect data collected from a real-world software project, a very large telecommunications software system (denoted as LLTS) [13] . LLTS contains data from four consecutive releases, which are labeled as SP1, SP2, SP3, and SP4. The software measurement data sets consist of 42 software metrics, including 24 product metrics, 14 process metrics, and four execution metrics [13] . The dependent variable is the class of the program module, fault-prone (fp), or not fault-prone (nfp). A program module with one or more faults is considered fp, and nfp otherwise. Table I lists the characteristics of the four release data sets utilized in this work. An important characteristic of these data sets is that they all suffer from class imbalance, where the proportion of fp modules is much lower than that of nfp modules.
IV. EXPERIMENTS
A. Experimental Design
We first used six filter-based rankers to select the subsets of attributes. We ranked the features and selected the top log 2 n features according to their respective scores, where n is the number of independent features for a given data set. The reasons why we select the top log 2 n features include (1) related literature does not provide guidance on the appropriate number of features to select; and (2) a recent study [14] showed that it was appropriate to use log 2 n as the number of features when using WEKA [10] to build Random Forests learners for binary classification in general and imbalanced data sets in particular. Although we used different learners here, a preliminary study showed that log 2 n is still appropriate for various learners. In this study, six ( log 2 42 = 6) features are selected.
The experiments were conducted to discover the impact of (1) eight different performance metrics; (2) six commonly used filter-based rankers; and (3) five different learners. In the experiments, ten runs of five-fold cross-validation were performed. In total, 6,000 models were evaluated during our experiments.
B. Experimental Results
The classification models were evaluated in terms of the eight performance metrics. All the results are reported in Table II through  Table VI . Note that each value presented in the table is the average over the ten runs of five-fold cross-validation outcomes. The best model for each data set is indicated in boldfaced print. A total of 960 values are included in the five tables. It has been noted that some performance results on SP3 in terms of DFM and DGM for MLP, KNN, SVM and LR learners are zeros since the true positive rate of the corresponding models are zeros. From these tables, we can observe that when one ranker performed best in terms of one performance metric, this may not be true when other performance metrics are used to evaluate models. For example, RFW performed best in terms of AUC, SU performed best in terms of PRC, GR performed best on performance metric DGM when models are built using the SP1 data set and NB classifier (see Table II ), CS performed best in terms of BFM performance metric, and RF performed best in terms of BGM when models are built using the SP1 data set and LR classifier (see Table VI ). Fig. 1 presents the number of winners for all the rankers in terms of each performance metric. Each result is summarized across all five classifiers and four data sets together.
C. Results Analysis
A two-way ANOVA [15] filter-based rankers were considered, and Factor B, in which five classifiers were included. In addition, the interaction A×B was also included. In this ANOVA test, the results from all four release data sets were taken into account together. A significance level of α = 5% was used for all statistical tests. The ANOVA results are presented in Table VII . From the table, we can see that for the performance metrics AUC, BGM, DAM and BAM, the p-values for the main factors A and B, and the interaction term A×B were zeros, indicating the performance values are not same for all groups in each of the main factors and also influenced by the interaction term A×B, i.e., Factor A is different at every level of Factor B, and vice versa. For the performance metrics PRC and BFM, there was no significant distinction between any pair of the group means for Factor A and interaction A×B since the p-values were greater than 0.05, while an obvious difference existed in at least one pair of group means for Factor B, because the p-value was zero. For the performance metrics DFM and DGM, an obvious difference existed in at least one pair of group means for Factor A and also for Factor B. However, their interaction did not contribute too much for Additional multiple comparisons for the main factors and interaction term were performed to investigate the differences among the respective groups (levels). Both ANOVA and multiple comparison tests were implemented in MATLAB. The multiple comparisons are presented in Fig. 2 through 4 . The performance of filter-based rankers was ranked from best to worst for each performance metric as shown in Table VIII . Each ranker is labeled with a superscript. The rankers labeled with the same superscripts implies that they were from same performance group, in which no statistically significant difference was found between rankers. The table shows five distinct groups of results when we order six commonly used rankers based on eight performance metrics (over all the classifiers built): (1) PRC, DGM, and BFM (when using these three metrics to evaluate the rankers, the orders of the six rankers are the same or similar.); (2) BGM and BAM (identical ordering of six feature-based rankers); (3) AUC; (4) DFM; and (5) DAM. The performance of learners was also ranked from best to worst for each performance metric as shown in Table IX . We can observe that three distinct patterns emerge when we are ordering learners based on eight performance metrics: (1) AUC, BGM, and BAM; (2) PRC and BFM; and (3) DFM, DGM, and DAM. All the ranks of interaction of rankers and learners are also summarized but not presented here due to space limitations.
Some findings can be summarized from these tables and figures.
• For all performance metrics, there are no significant differences 
TABLE IX RANK OF CLASSIFIERS (FACTOR B)
Classifier Ranks (best −→ worst)
between CS and IG, the performance differences between RF and RFW are minimal.
• There are no significant differences when ordering all rankers in terms of PRC, DGM, and BFM performance metrics.
• One method being ranked at top by a given performance metric does not mean that it is also ranked at top by another performance metric, and the same for being ranked worst. For example, GR performed worse than other filter-based rankers when using AUC to evaluate classification performance (see Fig.  2(a) ), while this is not true when using a different performance metric, for instance, DFM (see Fig. 2(c) ).
• CS has the best performance according to all performance metrics except DFM, while SU has the best performance for DFM.
• The performance of various ranking techniques and learners shows two different patterns. One pattern is found when AUC, PRC, BFM, BGM and BAM are utilized for assessment. For Factor A (see Fig. 2 ), CS performed best, followed by IG; GR performed worst among the six filter-based feature ranking techniques; and RF, RFW and SU sat in between. For Factor B (see Fig. 3 ), LR performed best, followed by MLP and NB, then KNN, and finally SVM. The other patten appears when DFM, DGM and DAM are used for evaluation. The pattern is that, for Factor A, RF and RFW performed worse than the other four ranking techniques; for factor B, NB significantly outperformed all other learners, followed by LR, KNN, and MLP, and finally SVM. These two patterns are also extended to interaction A×B. The two distinct patterns can be easily observed from Fig. 4 .
• The performance distributions of the 30 group means are very similar when evaluated using DFM, DGM and DAM (see Fig.  4 (c), 4(e) and 4(g)). The NB group performed much better than the other groups, while the performances of the remaining four groups are relatively close to each other. But still we can see that the KNN and LR groups performed better than MLP and SVM groups. Of the two inferior performance groups, SVM performed even worse. Meanwhile, the performance distributions of the 30 group means show a similar pattern when evaluated in terms of AUC, PRC, BFM, BGM and BAM (see Fig. 4 (a), 4(b), 4(d), 4(f) and 4(h)). Overall, the NB, MLP and LR groups present relatively similar performances, but still we can see that the LR group performed best. These three groups outperformed the KNN and SVM groups. In fact, the SVM performed once again worst among the five learner groups. Also, one point that needs to be noted is that if we have to compare the impacts of learners and filter ranking techniques on the classification performance, we can clearly see that learners had more influence on the classification performance in this study.
V. CONCLUSION
In this paper, we present six filter-based feature ranking techniques and evaluate their effectiveness by building five different types of classification models. Each model is assessed in terms of eight performance metrics. The experiments were conducted on four consecutive releases of a very large telecommunications system. The experimental results demonstrate that the selection of a performance metric is critical for assessing classification performance. Using different performance metrics may generate different evaluation results. We summarized five distinct patterns of the six feature ranking techniques when using the eight performance metrics. Every metric concurred on the identification of the worst learner, SVM. These results accentuate
