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Korea Institute for Advanced Study, Seoul, Korea; and §Okazaki Institute for Integrative Bioscience, Okazaki, JapanABSTRACT Eukaryotic genome is organized in a set of chromosomes each of which consists of a chain of DNA and associ-
ated proteins. Processes involving DNA such as transcription, duplication, and repair, therefore, should be intrinsically related to
the three-dimensional organization of the genome. In this article, we develop a computational model of the three-dimensional
organization of the haploid genome of interphase budding yeast by regarding chromosomes as chains moving under the
constraints of nuclear structure and chromatin-chromatin interactions. The simulated genome structure largely fluctuates with
the diffusive movement of chromosomes. This fluctuation, however, is not completely random, as parts of chromosomes
distribute in characteristic ways to form ‘‘territories’’ in the nucleus. By suitably taking account of constraints arising from the
data of the chromosome-conformation-capture measurement, the model explains the observed fluorescence data of chromo-
some distributions and motions.INTRODUCTIONGenome is not an abstract linear sequence but has a physical
structure organized in the three-dimensional space. In
eukaryotic cells, DNA folds hierarchically into several
layers from chromatin to chromosome and to the whole
genome, so that the DNA-related processes such as tran-
scription, duplication, and repair should be affected or regu-
lated by the three-dimensional organization of the genome
(1–4): It has been observed, for instance, that the disparate
DNA elements colocalize in interphase nuclei to form ‘‘tran-
scription factories’’ (5). Such structure of interphase chro-
mosomes, however, is not a frozen static configuration but
is subject to the intense dynamical fluctuation.
In one view, this dynamical motion has been ascribed to
the random movement of chromosome chains. In the human
genome, for example, the observation based on the chromo-
some conformation capture (3C) method (6) has shown that
the genome is organized as a fractal globule (7) whose
features are well reproduced by the Monte Carlo simulation
of the randomly moving nonspecific polymer chains (6,8).
Rosa and Everaers (9) and Rosa et al. (10) have extended
the wormlike chain model of semiflexible polymers to
describe chromosomes and shown that a nonspecific kinetic
effect of the Brownian motion of chromosome chains can
separate different parts of the genome into ‘‘territories’’.
Also in the genome of budding yeast, observation of the
GFP-tagged loci has shown that each chromosome moves
~0.5 mm during 10 s—almost half of the radial length of
the nucleus (11–13). The recent fluorescence measurement
has shown that the positional distribution of telomeres
widely spreads in the interphase yeast nucleus but is largelySubmitted October 12, 2011, and accepted for publication December 6,
2011.
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These results suggest that the important features of inter-
phase nuclei can be captured by regarding nuclei as solu-
tions of nonspecific polymers (9,16).
In the other view, the genome structure has been regarded
as an ensemble of configurations that are constrained by
specific interactions between chromosomes and the nuclear
structure (3,17,18) and also by specific interactions among
chromosomes (1). In yeast, for example, centromeres are
anchored to the spindle pole body (SPB), a protein structure
embedded in the nuclear envelope (17,19,20). The repetitive
elements of ribosomal DNA (rDNA) are confined in the
nucleolus that is positioned at the opposite side of the nucleus
from SPB (17,20,21). These constraints should break
symmetry of the chromosome distribution to give rise to
the ‘‘Rabl-like’’ structure, which has been recently confirmed
by the 3C-based measurement (22). By using the 3C-based
methods, the frequency that two positions of chromosomes
approach in proximity has been measured with the kilobase
pair (kbp) resolutions, fromwhich three-dimensional models
of genome structure have been constructed for budding yeast
(22) and fission yeast (23). It has been reported that for fission
yeast thus observed, proximity and the expression pattern of
genes are correlated to each other, and those significantly
associating genes frequently contain the same DNA motifs
at their promoter regions (23). Tanizawa et al. (23) have sug-
gested that putative specific factors binding to these motifs
are involved in defining the associations among genes.
Upon induction of double-strand break (DSB), it has been
observed that two loci colocalize to form a focus with
proteins of the repair machinery (24). These examples have
shown the importance of specific interactions between loci
and between locus and a nuclear landmark (4).
By unifying these two views, the view based on the
polymer dynamics and the view based on the specificdoi: 10.1016/j.bpj.2011.12.005
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and important questions on how the Rabl-like global struc-
ture is maintained or changed and how the specific local
structures are formed or dissolved under the intense dynam-
ical fluctuation. Computer modeling should be an efficient
approach to explore this problem, and in this article, we intro-
duce a computational model of the three-dimensional
genome organization in the interphase nucleus of haploid
budding yeast. As has been pointed out by Grosberg et al.
(7) and Marti-Renom and Mirny (25), this problem resem-
bles, in a sense, the problem of protein folding: In these
problems, both the polymer dynamics and the specific inter-
actions are important, and hence we here borrow the idea of
structural modeling from protein folding study (26).
The 3C-based methods have provided information of the
frequency that two sites in the genome come close to each
other. From such frequencies, Duan et al. (22) estimated
mean distances between sites in the interphase haploid
budding yeast. We use these distances to define the Go-like
potential for genome. In the problem of protein folding,
a simulated protein folds into the unique structure that mini-
mizes the Go-like potential when the balance between
temperature and the interaction energy in the model is favor-
able for folding (27,28). In the condition that favors the
more loosened structure, i.e., in high temperature or with
the small interaction parameters, the protein chain does
not settle in a folded structure, but in this case the Go-like
potential suitably describes the statistical tendency of large
conformational fluctuations around the mean structure
(26,28). In the similar way, for the genome problem, we
expect that the large fluctuation of chromosomes around
their mean structures can be suitably described with the
Go-like potential although chromosomes do not fold into
unique structures in the nucleus.
With this method we investigate the chain dynamics of
chromosomes when specific interactions work in the
nucleus. This method should provide a platform to examine
which interactions are necessary to explain the observed
structural data and which features of the genome structure
are the consequences of the random Brownian motions of
chromosome chains. We find necessary conditions that the
model has to meet to explain the observed fluorescently
visualized data of the genome structure and dynamics in
a consistent way; especially the distribution of the distance
between telomeres and the dynamical feature of moving
telomeres are compared with the experimental data. The
results presented here show that the dynamical structural
modeling is a step forward to construct a unified view of
the genome organization.METHODS
The bead-spring polymer model
In our model, 16 chromosomes in the interphase haploid budding yeast are
represented by 16 chains of beads and springs. Because the observed data ofpairwise mean distances have resolution of a few kbp (22), we assume that
each bead in the model corresponds to a 3-kbp DNA segment. Each chro-
mosome consists of 78 (Chromosome 1, or Chr1) to 806 (Chr12) beads and
the total 4460 beads are considered for 16 chains.
Movement of each chromosome chain is simulated by the Langevin
dynamics that is obtained by numerically solving the equation of motion,
m
d2rmi
dt2
¼  v
vrmi
U  z dr
m
i
dt
þ wmi ; (1)
where ri
m is the position of the ith bead of the mth chain with m¼ 1–16,m is
the mass of a bead, and z is the friction coefficient. The vector w m is thei
Gaussian white noise with the dispersion
hwmiaðtÞwnjbðt0Þi ¼ 2zTdðt  t0Þdijdmndab;
where a and b represent the x, y, or z component of the vector. Movement of
chromosomes in the interphase yeast nucleus is the nonequilibrium processwhose rate depends on the ATP concentration (11,12). This energy-depen-
dent motion, however, is random and is brought about without any detect-
able large motor system that may generate the coherent biased motion (12).
We therefore conveniently simulate this random motion by using the effec-
tive temperature T (with the unit of kB ¼ 1) though the explicit consider-
ation of the nonequilibrium effects should be important in the future
research. Hereafter, T is used as a unit to define interaction parameters in U.
The potential U consists of several terms,
U ¼ ULJ þ Uspring þ Ubend þ UGo þ Unucleus; (2)
where the first three terms represent the extended version of the wormlike
chain model that includes a kinkable potential as explained later in thissubsection.
The termULJ consists of purely repulsive Lennard-Jones (LJ) type poten-
tials representing the exclusive forces between chromatins,
ULJ ¼
X
m>n
X
i;j
ULJðm; i; n; jÞ þ
X
m
X
jRiþ2
ULJðm; i;m; jÞ; (3)
where ULJ(m,i;n,j) has the same functional form as used by Rosa et al. (10): 
ULJðm; i; n; jÞ ¼ 4e
 a
rmnij
12

 a
rmnij
6
þ1
4
; for rmnij %2
1
6a;
¼ 0; for rmnij >216a:
(4)
Here, rmnij ¼ jrmi  rnj j, and a is the thickness of the chromatin fiber, where
a ¼ 30 nm, with the exception explained later in Simulation. When the
ordered chromatin structure is modified through fluctuation, two chromatin
fibers may come closer than a (16). We adopt a mild value of e/T ¼ 1 to
allow two chromatin chains to approach each other.
Uspring is the potential to describe the spring between neighboring beads
along the chain,
Uspring ¼
X
m
X
i
½Urðrmi Þ þ qðrmi ÞUFENEðrmi Þ
þ ð1 qðrmi ÞÞUlðrmi Þ;
(5)
where rmi ¼ jrmi  rmiþ1j, and qðrmi Þ ¼ 1 when rmi <R00<R0 and qðrmi Þ ¼ 0
when rmi RR
0
0. Here, UFENE is the finitely extensible nonlinear elastic
(FENE) potential (9,10,29):
UFENEðrmi Þ ¼ 
1
2
kR20log

1
rmi
R0
2
: (6)Biophysical Journal 102(2) 296–304
298 Tokuda et al.Following Rosa et al. (10), we chose R0 to be R0 ¼ 1.5s0 with s0 being the
typical length of the spring. By assuming the packing density of chromatin
as 130 bp/nm (19), s0 z 3000/130 ¼ 23 nm, so that R0 ¼ 34.5 nm. The
value k was calibrated to be k/T ¼ 3.5/s02 so as to make the simulated
mean distance between neighboring beads to be s0. The FENE potential
of Eq. 6 diverges at ~R0. To avoid the numerical instability due to this
divergence, the potential is switched in Eq. 5 to the milder one as Ul ¼
(bk/s0
2) (ri
m)5 for ri
m R R0
0 ¼ 30 nm. For the smooth connection in this
switching, we use b ¼ 0.42. To keep the numerical stability, we also intro-
duce a mild repulsive potential Ur in Eq. 5 as
Urðrmi Þ ¼ 4e
 a
rmi
2

 a
rmi

þ 1
4

; for rmi%2a;
¼ 0; for rmi >2a:
(7)
The potential Ubend ¼
P
m
P
iUbðfmi Þ represents the stiffness of chro-
matin fibers, where fi
m is the angle between vectors rmi  rmi1 and
rmiþ1  rmi . Because the local cooperative rearrangement of nucleosomes
should bring about the sharp bending, or the kink of the chromosome
(30,31), we use a kinkable bending potential that saturates for f > p/2
(10,32) as
Ubðfmi Þ ¼ kfð1 cos fmi Þ; for 0:1%cos fmi%1;
¼ 0:9kf; for 1%cos fmi <0:1;
(8)
where the boundary value of 0.1 was chosen to fit Ub to the potential
proposed in Rosa et al. (10), but its precise value does not affect the results.The dispersion of angles should be related to the persistent length lp and s0
as hf2iR 2s0/lp (33). Using the estimation of lpz 170–220 nm for chro-
matins (19) and s0z 23 nm, we have
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
hf2i
p
z26 30+. The value kf was
calibrated to be kf/T ¼ 2.0 to make the simulated results of
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
hf2i
p
fall in
this range.FIGURE 1 Yeast nucleus is approximated by a sphere of radius 1 mm.
Center of the sphere (marked by a cross) is at (1000,1000,1000) in units
of nanometers in the model coordinate. Nucleolus is represented by the
region of z > z0. One of 16 chromosomes (Chr10) is schematically drawn
in the figure. Centromere of each chromosome is linked to spindle pole
body (SPB), which is a protein complex embedded in the nuclear envelope,
and termini of each chromosome are left and right telomeres.The Go-like potential
UGo in Eq. 2 is the potential representing the tendency that distances
between sites of chromosomes fluctuate around the mean distances esti-
mated from the 3C-based method (22). We derive sij
mn, the mean distance
between the ith site of the mth chromosome and the jth site of the nth chro-
mosome, by using the curve of Supplementary Fig. 17 of Duan et al. (22) to
transform the measured frequency of proximate contact into the mean
distance. Using thus derived sij
mn, we have
UGo ¼
X
m>n
X
i;j
UGoðm; i; n; jÞ þ
X
m
X
j>i
UGoðm; i;m; jÞ; (9)
with
UGoðm; i; n; jÞ ¼  xﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2p

csmnij
2q exp
 


rmnij  smnij
2
2

csmnij
2
!
: (10)
Here, to simulate the large fluctuation in rij
mn, a shallow Gaussian function
with c ¼ 0.1 is used instead of the short-ranged Lennard-Jones type poten-
tial that is more popular in Go-like models (28). The similar Gaussian
potentials for pairwise distances have been used in the structural modeling
of proteins (34–36).
Because sij
mn is determined by the combined effects of the specific chro-
matin-chromatin interactions, the specific chromatin-nucleus interactions,
and the random movement of chromosome chains, the lower value of
UGo indicates that the consistency among those effects is better fulfilled
in the model. As compared with the effects of the chromatin-nucleus inter-Biophysical Journal 102(2) 296–304actions and the kinetic effects represented by Unucleus and ULJ þ Uspring þ
Ubend, respectively, UGo highlights the effects of specific chromatin-chro-
matin interactions that may arise, for example, from the transient formation
of protein complexes that bind multiple chromosomes together. In this
article we compare the results by varying x in Eq. 10 to see the roles of
the chromatin-chromatin interactions in organization of the genome.Constraint of nuclear structure
The nuclear structure considered in the model is illustrated in Fig. 1. We use
the coordinate shown in Fig. 1 to explain the structure. The nucleus of inter-
phase budding yeast is approximated by a sphere of 1 mm (11,17), so
that the center of nucleus is placed on rcenter ¼ (1000,1000,1000) in units
of nanometers. The observed position of SPB is ~13 nm away from the
nuclear envelope (17), so that we approximate the position of SPB as
(1000,1000,10).
Centromeres of chromosomes are linked to SPB with microtubules. This
linkage is represented by the potential for spring as
Ucen ¼
X
m
h
2
lm  lm0
s
2
; (11)
where lm is the length between SPB and the centromere of the mth chromo-
some and l m is the corresponding length defined in the model structure of0
Duan et al. (22). The spring constant h is chosen to allow the length varia-
tion of linker microtubules as h/T ¼ 0.3 with s ¼ 100 nm. This small stiff-
ness should make positions of centromeres widely spread as has been
observed by the fluorescence measurement (17).
The opposite side of the nucleus is occupied by the nucleolus, in which
rDNA is confined. Following Duan et al. (22), the region from 450 kbp to
1815 kbp of Chr12 is regarded as rDNA. To roughly reproduce the observed
distribution of rDNA (17), the nucleolus in the model is represented by the
region of z > z0 in Fig. 1 with z0 ¼ 1170 nm. The constraint imposed by
nucleolus is represented by
Unucleolus ¼
X
m
X
i;rDNA
Unuclðzmi Þ þ
X
i˛rDNA
UrDNAnucl

z12i

; (12)
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Unuclðzmi Þ ¼
hnucl
2
zmi  z0
s
2
; for zmiRz0;
¼ 0; for zmi <z0; with ms12;
(13)
andUrDNAnucl

z12i
 ¼ hnucl
2
z12i  z0
s
2
; for z12i <z0;
¼ 0; for z12i Rz0;
(14)
where zi
m is the z component of ri
m. Because nucleolus is a soft-matter
composite of nucleic acids and proteins, the boundary of nucleolus shouldbe deformable in a fluctuating environment. The term hnucl is, therefore,
chosen to be hnucl/T¼ 0.2 to allow fluctuation of a few hundred nanometers.
Chromosomes may interact with the nuclear envelope at subtelomere
regions (37), and also at the actively transcribed sites (3,38). These interac-
tions are represented by
Uenvelope ¼
X
m
X
i
ðhðm; iÞUattrðRmi Þ
þ ð1 hðm; iÞÞUrepðRmi Þ

;
(15)
where Rmi ¼ jrmi  rcenterj. Specificity of interactions are defined by h;
h(m,i) ¼ 1 when the interaction between the site (m,i) and the nuclear enve-
lope is attractive, and h(m,i) ¼ 0 otherwise. We assume that the attractive
interaction works only when protein complexes are formed between the
site and the envelope, and hence the contact potential having the effective
width of several ten nanometers is adopted. The depth of the contact should
be small so as to facilitate the frequent attaching and detaching of the site to
and from the envelope (11). We thus have
UattrðRmi Þ ¼ 2e
 Rmi  R0
u R0
12

Rmi  R0
u R0
6!
; for Rmi >R0;
¼ 0; for Rmi%R0;
(16)
and  m 
UrepulðRmi Þ ¼ 2e
Ri  R0
u R0
12
; for Rmi >R0;
¼ 0; for Rmi%R0;
(17)
with R0 ¼ 800 nm and u ¼ 1000 nm.
Wecompare the results of four differentmodels ofh(m,i) to examinewhichchromatin-envelope interactions are important to explain the observed data.
In Model 1 and Model 2, no specificity is assumed: In Model 1, h(m,i) ¼
0 for all sites (m,i), and in Model 2, h ¼ 1for all sites. Heterogeneous
interactions, on the other hand, are assumed in Model 3 and Model 4. In
Model 3, h¼ 1 at the telomere sites and also at the sites in the rDNA region,
but h ¼ 0 at other sites. Here, depending on the observed telomere length
(39), we regard from one to consecutive four sites at the end of each chromo-
some chain as a telomere. In Model 4, h¼ 1 is assumed at all telomere sites,
at the rDNA sites, and also at the sites that are in contact with the nuclear
envelope in the structure of Duan et al. (22), and h ¼ 0 at other sites.
By summing Eqs. 11, 12, and 15, we obtain the potential for the nuclear
constraint, Unucleus, as
Unucleus ¼ Ucen þ Unucleolus þ Uenvelope; (18)
which is the last term of Eq. 2.Simulation
First, the model structure proposed by Duan et al. (22) was modified to
lower the potential energy U. Thus obtained relaxed structure was used
as the initial structure of simulation. When the distance between two sites
was smaller than 30 nm in this initial structure, we used that distance as a in
Eq. 4.
It should be noted that the structure of Duan et al. (22) is one of many
possible structures that satisfy the constraints arising from {sij
mn} to
a certain extent. We will see in Results that the Langevin dynamics indeed
generates many structures that deviate from the structure of Duan et al. (22).
Starting from thus obtained initial structure, the Langevin dynamics of
the genome was followed numerically. Using the unit of m ¼ T ¼ 1 in
Eq. 1, time t has the dimension of length L and the friction constant z
has the dimension of L1 in the simulation. With this unit, Eq. 1 was dis-
cretized with the interval Dt ¼ 0.01 for one step of the simulation and z
was set to be z ¼ 105 to allow efficient sampling in the allowed computa-
tion time. The first 104 steps were used to equilibrate the system, and then
the subsequent 5  104 steps or 1.1  105 steps were sampled for obtaining
the statistical data. Ten independent runs with the different random number
realization were performed and the distributions of chromosomes were
derived from this ensemble of data.RESULTS
Large fluctuation of the genome structure
Shown in Fig. 2 is a snapshot of the genome structure calcu-
lated with the Langevin dynamics. The Langevin dynamics
simulates the fluctuating motion of chromosome chains
under the influence of the potential energy U. Through the
Langevin dynamics, the genome structure is largely
deformed from the initial structure of Duan et al. (22).
This deformation is due to the difference in the way to
model nucleolus: In the structure of Duan et al. (22), the
nucleolus was modeled as a small sphere of volume
0.11 mm3 (22), whereas in the fluorescence data, the esti-
mated volume of the region containing 50% of observed
locus positions of rDNA was 0.53 mm3 (17). If we assume
that rDNA is confined in the nucleolus, apparently the
nucleolus should be modeled to have a larger volume than
in the structure of Duan et al. (22). In this simulation the
nucleolus is modeled with a more realistic size, so that
rDNA expands in the larger volume of the nucleolus and
the whole genome is pushed by the effective pressure of
the bulky nucleolus toward the SPB side from the initial
structure. Through such deformation during the equilibra-
tion process, the simulated chromosomes distribute in the
nucleus as shown in Fig. 2.
After the equilibration process, each part of the genome
continues to fluctuate largely. In Fig. 3, motions of centro-
meres (Fig. 3 a), distribution of rDNA (Fig. 3 b), andmotions
of telomeres (Fig. 3 c) and genes (Fig. 3 d) are shown. The
trajectories of each gene and telomere traverse over one-
half of the radius of nucleus, showing the large fluctuation
of the genome structure. These trajectories, however, are
not largely overlapped with each other. The amplitude of
chromosome fluctuation is not large enough to homogenize
nucleus completely, but parts of chromosomes are separatedBiophysical Journal 102(2) 296–304
FIGURE 3 Examples of simulated trajectories of parts of the genome.
(a) Trajectories of 16 centromeres are superposed. (b) Traces of the
rDNA region moving during the simulation. (c) Trajectories of the left
telomere of Chr5 (5L, blue); the left telomere of Chr6 (6L, red); and the
left telomere of Chr7 (7L, green). (d) Trajectories of genes, ura3 (blue),
hxk1 (red), and snr17a (green). The gene hxk1 is located near the telomere
of Chr6, ura3 is near the centromere of Chr5, and snr17a is in between
centromere and telomere of Chr15. Four spheres from panels a–d are
viewed from the same angle: (a) Centromeres move around SPB. (b)
rDNA spreads inside the nucleolus. (c) 6L moves near the nuclear envelope,
5L is bound and unbound to and from the nuclear envelope, and 7L
moves more freely. (d) Genes move separately to form gene ‘‘territories’’.
Trajectories of 1.1  105 steps simulated with x/T ¼ 10 and Model 3 are
shown.
FIGURE 2 Snapshot of the simulated genome structure. Structures of 16
chromosomes are shown by different colors; Chr1 (blue), Chr2 (red), Chr3
(gray), Chr4 (orange), Chr5 (yellow), Chr6 (tan), Chr7 (silver), Chr8
(green), Chr9 (white), Chr10 (pink), Chr11 (cyan), Chr12 (purple), Chr13
(lime), Chr14 (mauve), Chr15 (ochre), and Chr16 (ice-blue). (Red dot)
SPB. The shaded region is nucleolus. (Top) Snapshot drawn from the angle
similar to that in Fig. 1. (Bottom) Same structure viewed from the SPB side.
Simulated with x/T ¼ 10 and Model 3.
300 Tokuda et al.to form ‘‘territories’’ as has been pointed out by using the
fluorescence data (17). (See also Movie S1 in the Supporting
Material to grasp the feeling of the chromosome dynamics.)Specific chromatin-chromatin interactions
We compare the results by varying the strength x of the
Go-like potential from x/T ¼ 1 to 100. x/T represents the
degree of how strongly the chromosome chains are con-
strained around their mean structures by the chromatin-
chromatin interactions in the model. With x/T ¼ 1, we can
expect that the chromatin-chromatin interactions repre-
sented by the Go-like potential are so weak that the other
effects such as effects of fluctuating motions and constraints
of the nuclear structure dominate dynamics of the system,
whereas with x/T ¼ 100 the chromatin-chromatin interac-
tions dominate dynamics to give rise to a less flexible
genome conformation.Biophysical Journal 102(2) 296–304Plotted in Fig. 4 are the observed (40) and simulated
distributions of distances between telomeres. Each distribu-
tion has a large width showing the large amplitude motion
of telomeres. The precise form of distribution, however,
depends on the pair of telomeres examined, showing
the heterogeneous fluctuations in the genome: Distance
between the left telomere of Chr3 (3L) and the right telo-
mere of Chr3 (3R) tends to be small, but the larger 6L-6R
distance is observed and the 5L-5R and 14L-14R distances
have further large variation.
The simulated results can semiquantitatively reproduce
the observed data when the strength x is appropriately
chosen: The distributions simulated with x/T ¼ 10 can
reasonably fit the experimental data for the 3L-3R, 6L-6R,
14L-14R, and 6L-14L distances, whereas the distribution
simulated with x/T ¼ 1 fails to fit the 14L-14R distance.
The distribution simulated with x/T ¼ 100 can fit the
observed 5L-14R distance very well but fails to explain
the 6L-6R distance. The 5L-5R distance cannot be fitted
well by all the simulated results, which may be due to the
limited sampling timesteps of trajectories. As shown in
FIGURE 4 Dependence of telomere-telomere distance distributions on
the strength of chromatin-chromatin interactions. Data simulated with
x/T ¼ 1 (red), x/T ¼ 10 (blue), and x/T ¼ 100 (orange) are compared
with the data observed with the fluorescently labeled proteins (black dotted
line) (40). Distributions between (a) 3L and 3R, (b) 6L and 6R, (c) 5L
and 5R, (d) 14L and 14R, (e) 6L and 14L, and (f) 5L and 14R. Points
obtained by binning data over 50.2 mm are connected (smooth lines).
(Error bars) Standard deviations of trajectories simulated for 5  104 steps
with Model 3.
3D Genome Organization 301Fig. 3 c (and will be also shown in Fig. 6 a), 5L binds and
unbinds to and from the nuclear envelope during the simu-
lation, so that it should need the longer trajectories to sample
enough data for the equilibrium distribution of the 5L-5R
distance. Such large fluctuation of the position of 5L in
the fluorescence data has been also reported (13).
We should note that the Go-like potential represents the
consistency among the chromatin-chromatin interactions
and other effects in nucleus and does not directly represent
the physical interactions working through the formation of
complexes of proteins that bind multiple chromosomes.
The necessity of strong (x/T ¼ 100) or moderately strong
(x/T ¼ 10) Go-like potential for modeling the genome to
reproduce the observed telomere-telomere distributions,
however, strongly suggests that chromosomes are not the
nonspecific polymer chains but the specific chromatin-chro-
matin interactions play important roles in organizing large
but characteristic motions of chromosomes.Heterogeneous interactions between
chromosome and nuclear envelope
Also compared with the fluorescence data are four different
models of attractive chromatin-envelope interactions repre-
sented by different distributions of {h(m,i)}. Here, h(m,i) is
an index representing whether there is an attractive interac-
tion between the ith site of the mth chain and the nuclear
envelope (h ¼ 1) or there is no such interaction between
them (h ¼ 0); Model 1 (h ¼ 0 for all sites), Model 2 (h ¼ 1
for all sites), Model 3 (h ¼ 1 for telomere and rDNA sites,
and h ¼ 0 for other sites), and Model 4 (h ¼ 1 for telomere
and rDNA sites and sites near the nuclear envelope in the
structure of Duan et al. (22), and h ¼ 0 for other sites)
were tested.
Because the regions of rDNA and the regions near telo-
meres are often found around the nuclear envelope in the
fluorescence observations, the attractive interactions have
been expected between rDNA and nuclear envelope (41)
and also between telomeres and nuclear envelope (37). It
is natural, therefore, that Model 1 does not explain the
observed distributions (40) as shown in Fig. 5. In Fig. 5,
we also find that Model 2 is inconsistent with the observed
data, which implies that not every site but only the selected
sites should form attractive protein complexes with the
nuclear envelope.
Model 3 and Model 4 explain the observed data to
a similar extent. Although Model 4 has the additional sites
attractive to the nuclear envelope, the number of such sites
is not large (11 sites in Chr1, 4 sites in Chr4, and 2 sites in
Chr6), so that the effects are small in the resolution of Fig. 5.
It would be interesting to further examine whether the more
precise experimental measurement can distinguish the
difference in distribution of {h(m,i)}.Diffusive movement of telomeres
Interesting features of the simulated data are the dynamical
movement of chromosomes. Shown in Fig. 6 a is the
distance between telomeres and the nuclear envelope. We
can find that the telomere 5R is not bound to the nuclear
envelope but 5L is transiently bound and unbound to and
from the nuclear envelope. The telomeres 6R and 6L are
bound to the nuclear envelope and distances between those
sites and the nuclear envelope oscillate within a few hundred
nanometers. These simulated features are consistent with
the observed dynamical features of 5R, 5L, 6R, and 6L (13).
To compare the simulated data with the observed one, we
define the radial mean-square displacement msdR of the site
(m,i) during the time steps t as
msdRðtÞ ¼
D
ðRmi ðt þ tÞ  Rmi ðtÞÞ2
E
t
; (19)
where h.it is the average over t for the trajectory exam-
ined. In Fig. 6 b, msdR(t) is plotted as a function of t.Biophysical Journal 102(2) 296–304
FIGURE 6 Simulated telomere dynamics. (a) Temporal change of
the simulated distance between telomeres and the nuclear envelope is
shown for 5R, 5L, 6R, and 6L. Simulated with x/T ¼ 10 and Model 3.
(b) msdR(t) of 5R and 5L are plotted as functions of the number of time
steps t. Simulated data for x/T¼ 10 (lines) and 100 (dotted lines) withModel
3 are shown for 5L (blue) and 5R (red). By comparing the slope of simulated
msdR(t) with the observed one (13), it is suggested that 11  104 steps in
simulation roughly correspond to 290–490 s (see text for this estimation).
FIGURE 5 Dependence of telomere-telomere distance distributions on
the interactions between chromatins and the nuclear envelope. Data simu-
lated with Model 1 (red), Model 2 (green), Model 3 (blue), and Model 4
(orange) are compared with the data observed with the fluorescently labeled
proteins (black dotted line) (40). Distributions between (a) 3L and 3R, (b)
6L and 6R, (c) 5L and 5R, (d) 14L and 14R, (e) 6L and 14L, and (f) 5L
and 14R. Points obtained by binning data over 50.2 mm are connected
(smooth lines). (Error bars) Standard deviations of trajectories simulated
for 5  104 steps with x/T ¼ 10.
302 Tokuda et al.With this plot we can clearly see the difference between
the results with x/T ¼ 10 and those with x/T ¼ 100:
Fig. 6 b shows that msdR of 5L and 5R with x/T ¼ 10 is
roughly proportional to t, indicating that their motion is
diffusive. With x/T ¼ 100, on the other hand, msdR shows
a complex pattern with the oscillatory behaviors, which
indicates the elastic features of the genome structure arising
from the strong chromatin-chromatin interactions. The
experimental data show that msdR is diffusive without ex-
hibiting an oscillatory behavior (13). We should conclude,
therefore, that in yeast genome the constraints due to the
chromatin-chromatin interactions are not so strong as to
generate the elastic stiffness but are at the moderate level
to keep fluidity of the genome structure in nucleus. By
comparing the slope of msdR(t) for x/T ¼ 10 with the exper-
imental data (13), the suggested length of a step in the simu-
lation is 2.63  103 s/step when the 5L data are used and
4.47 103 s/step when the 5R data are used. With this esti-
mation of order of timescale, the length of trajectories
shown in Fig. 6 a corresponds to ~290–490 s.Biophysical Journal 102(2) 296–304DISCUSSION
In this article a method was developed for modeling dynam-
ical three-dimensional organization of genome of interphase
budding yeast. The modeled genome exhibits a large struc-
tural fluctuation with the diffusive motion of chromosomes.
Despite such intense fluctuation, the simulated movement of
chromosomes is not completely random but is subjected
to both the specific chromatin-chromatin interactions and
the heterogeneous chromatin-envelope interactions: By suit-
ably taking into account the information obtained from the
3C-based method, the model explained the fluorescence
data for the distribution and movement of each part of the
genome.
We should note that an important point to be improved in
the present modeling is on the treatment of nucleolus. In our
model, nucleolus was considered as a force field acting on
3D Genome Organization 303chromosomes. Nucleolus, however, is a complex of ribo-
somal DNA, RNA, and related proteins, and should behave
as a deformable substance. Moving chromosomes should
push the nucleolus to deform it to a concave form and the
deformed nucleolus should then apply forces on chromo-
somes in a different way from that considered in our model.
By treating nucleolus in a more realistic way, we may be
able to construct a model that should have more quantitative
prediction capability.
With such improvement, we will be able to explore many
challenging problems. For example, genes actively tran-
scribed may be anchored around the nuclear pore (3,38).
The attractive interaction between the gene at site (m,i) and
the nuclear envelope is represented by h(m,i) in our model,
so that the model may predict how the gene expression
pattern and the observation on the movement of that gene is
correlated. Another interesting problem is on the distribution
of the protein factors involved in the complex to anchor
chromosomes to the nuclear envelope. Because the formation
of complexes may bring about the sequestration of such
factors, the model may predict the spatiotemporal pattern of
confinement and release of those factors. Also interesting is
the dynamical movement of chromosomes. We may analyze
it, for example, by decomposing themovement into principal
components. It would be intriguing to see whether there is
a correlation between those components and principal modes
of the temporal variation of gene expression.
It is also interesting to see the effects of heterogeneous
rigidity of the chromosome chains. It has been shown that
the loci of induced DSB are dislocated to the nuclear
periphery to form the repair domain (42,43). The localized
modulation of stiffness parameters such as k in Eq. 6 or kf
in Eq. 8 should represent DSB at the corresponding loci in
the model, and hence it should be possible to examine
whether the DSB loci move owing to interactions mediated
by specific proteins or through the biased diffusion in the
organized genome structure.
In this way the efforts to construct the computational
model of dynamical three-dimensional genome organiza-
tion should lead to a unified view of the genome structure,
dynamics, and function, so that it should open a new field
of interacting computational and experimental biophysics
of structural genetics.SUPPORTING MATERIAL
One movie is available at http://www.biophysj.org/biophysj/supplemental/
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