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Abstract. We address in this study the question of whether signiﬁcant price increases
occurring during the up-phase of the property cycle can be explained by a speculative
bubble. The ﬁndings indicate that the Swedish market for income real estate may have
been partly driven by a speculative bubble during the 1980’s. The conclusion is based on
an analysis of panel data where the state of the property cycle is mirrored by the value
of the Gross Income Multiplier.
Introduction
It is unquestionable that major ﬂuctuations in the real estate markets occur, and that
some investors proﬁt on them while others lose. Still, many questions are far from
fully investigated. Are the observed ﬂuctuations really phases of a cyclical pattern, or
are they more like stochastic shocks? Do the market ﬂuctuations have a deterministic
component that can be exploited by some market participants, but not all? In other
words, are there arbitrage possibilities hidden in the real estate markets that can be
revealed by trend chasing? And if this technique is expressible in terms of scientiﬁc
knowledge, why then do not all market agents avail themselves of this technique and
apply it for accumulating wealth? What macro variables in the economy are driving
the real estate cycle? These questions are central in the growing literature on real
estate cycles. An issue that has arisen in this context is the possible role of speculative
bubbles in booming real estate prices.
Some events in economic history, where dramatic market booms have been followed
by crashes, have been regarded as speculative bubbles rather than phases of a market
cycle. Garber (1990) presents classic examples of market booms connected to the
discussion of bubbles. According to Stiglitz (1990), the basic intuition of a bubble,
is: ‘‘if the reason that the price is high today is only because investors believe that
the selling price will be high tomorrow—when ‘‘fundamental’’ factors do not seem
to justify such a price—then a bubble exists.’’ However, various formal deﬁnitions of
a speculative bubble exist. For an extensive theoretical analysis of bubble
characteristics see Dixit and Pindyck (1994). Several bubble tests have been suggested
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in the literature, but according to Flood and Hodrick (1990) no satisfactory proof for
the existence of a bubble has yet been presented. However, the empirical literature in
this ﬁeld is growing.
Some studies are found where direct bubble tests are applied to data from booming
real estate markets [e.g., Kim and Suh (1993) present a formal statistical test applied
to Japanese and Korean data]. There are also studies that indirectly examine the role
of speculative bubbles in property markets, by analyzing if ﬂuctuations in property
prices seems to be correlated to ﬂuctuations in macroeconomic variables (e.g., Jaffee,
1994). Obviously, there is one particularly crucial question with respect to this
approach. Are macroeconomic variables necessarily ‘‘fundamental factors’’to changes
in real estate prices?
Our view is that direct fundamental factors to prices in the real estate market are
income, income growth and required rate of return. Other variables, such as
macroeconomic variables like interest rate, unemployment and the Gross Domestic
Product, etc., indeed affect real estate prices. But they do so indirectly, through their
effect on the direct fundamentals. Therefore, it would be possible to have a situation
where a large proportion of the observed variation in property prices can be explained
by the variation in macro-variables alone, whereas the variation in the property prices
cannot equally well be explained in terms of variation in the direct fundamental
factors. Thus, the possible existence of speculative bubbles can not be ruled out just
because high R2-values are obtained when regressing various macroeconomic
variables on a real estate price variable.
Purpose and Methodology
Our main concern is the question of whether speculative bubbles can in part explain
signiﬁcant price increases occurring during the up-phase of the property cycle. To be
more precise, we present a study that raises doubt regarding the conclusion that Jaffee
(1994) arrived at, namely that the Swedish property boom in the late 1990s was not
affected by a speculative bubble as the price changes could be justiﬁed by changes
in ‘‘fundamentals.’’ We propose the use of the Gross Income Multiplier (GIM) as a
simple but informative measure of the stages of the property cycles. The GIM is able
to track imbalances in the relation between real estate prices and fundamentals in a
way that theoretically would characterize a market subject to the effect of a speculative
bubble.
The test criteria are formulated as follows. Theoretically, the market may be affected
by a speculative bubble when one or more of the following statements are true:
n The GIM increases for a long period of time, and this increase cannot
be explained by changes in interest rates.
n The GIM increases for a long period of time, and this increase cannot
be explained by increasing rental growth expectations. In other words,
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takes a persistent increase in the rate of increase in the rent level to
justify a continuously growing GIM.
n Variables that according to previous studies are supposed to be
fundamental to the rent level are more closely correlated to the GIM
than they are to the rent level and the price level.
n A time series on observed price levels minus a hypothetical rational
bubble is easier to explain, in term of fundamentals and general
macroeconomic variables, than is a time series on the price variable
itself.
There are three major steps in the empirical analysis. Basically, the empirical analysis
is applied to the Swedish real estate market for the time period 1979–1992 for which
data were available. This period covers the main part of a full property cycle, including
a dramatic boom phase between 1985 and 1990. However, in the ﬁrst step of the
analysis, the time period under study is 1965–1992.
In the ﬁrst step, we create a price index for free-market transactions of mixed-use
income properties centrally located in Stockholm for the time period 1965–1992. We
assume that a speculative bubble did exist during the property boom during 1985–
1990, and remove this hypothetical speculative bubble from the price index. We then
regress a series of macroeconomic variables on the price index, both with and without
the bubble term allowed. It turns out that the proportion of price variation explainable
goes up when a hypothetical bubble term is removed from the price index. Therefore,
it is insufﬁcient evidence to permit the conclusion that a market is free from
speculative bubbles only because regression analyses, where macroeconomic variables
are regressed on real estate price variables, show high R2-values.
The second step involves estimating and analyzing the GIM over time and testing for
statistically signiﬁcant changes from year to year. The theory here is that if both
income and price are affected equally in relative proportion as the cycle progresses
through its stages, the GIM should remain essentially unchanged. However, we ﬁnd
that the GIM is not unchanged but varies in almost complete harmony with prices
over the period of the cycle. These calculations are applied to a panel of income
properties (i.e., the same set of properties are followed over the time period under
study). The rent data are taken from accounting reports and the property value
estimates are taken from annual appraisal reports. Thus, this study may suffer from
the well-known possibility of appraisal bias. However, we gain the advantage of
studying a constant sample of properties over the cycle (i.e., the quality of the
properties studied is constant).
The third step involves regressing a set of macroeconomic variables on ﬁrstly price,
secondly expected rent and thirdly the GIM. If the same macro variables are able to
explain both income and prices, this does not mean that these variables can explain
the ratio of price to income (the GIM). In fact, if the effects on income and on price
are the same, the variables would be incapable of explaining the ratio.154 JOURNAL OF REAL ESTATE RESEARCH
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We ﬁnd, however, that our set of macro variables explains the price the best, the GIM
second best and income third best. These regression results may be interpreted as the
property price being driven by macroeconomic variables rather than by the rents.
Expressed differently; the property price cycle does not perfectly follow the rent cycle.
The overall conclusion that we arrive at based on the three parts of our analysis is
that there is a fair amount of evidence pointing to the possible existence of a
speculative price bubble. Certainly the papers that have appeared in the literature
arguing against the existence of bubbles, based on analyses where the price evolution
has successfully been explained by changes in macroeconomic variables, now appear
less convincing.
The remainder of this paper is divided into four sections. Firstly, a brief literature
review is presented, with some extra attention paid to Swedish real estate market
studies. In the second section the theoretical foundation for our analysis is presented.
In the third section our empirical analysis is presented. Finally, the study closes with
a discussion of the results, and complementary research tasks are suggested.
Literature on Property Cycles
According to the conceptual analysis by Pyhrr et al. (1989) there are several possible
kinds of property cycles simultaneously affecting the real estate markets, ranging from
the very micro level of the life cycle of the individual property, to the cyclical patterns
at the international level. Consequently, the range of literature on property cycles is
broad. Studies of property cycles carried out before the 1980s are rarely found, though
some classical exceptions exist [e.g., Hoyt, (1933), and Barlowe (1958) who present
some series on the statistical work by Roy Wenzlickh1]. Virgin (1941) carried out
some pioneer work applied to Swedish data. In particular, his series on turnover, on
the market for income properties in Stockholm, show a clearly cyclical pattern, with
major peaks in 1885, 1907 and 1929.
Since the 1980s, a large and growing body of literature dealing with problems related
to property cycles has appeared. The main stream research tradition addresses the
general ﬂuctuations on a national or regional level. It concentrates on ﬁnding models
where the level, or the relative change, of the cycle variable can be explained by a
set of independent variables reﬂecting general economic conditions of importance to
the real estate market. The cycle variables commonly used in these studies are for
example price level, rent level, vacancy rate, annual yield and annual total return.
Some well-known early studies in this tradition are Hekman (1985), Rosen (1984)
and Wheaton (1987) all documenting movements in the ofﬁce market. More recently,
Gordon, Mosbaugh and Canter (1996) study the volatility in ofﬁce vacancy rate in
thirty-one cities in the United States. Wheaton and Rossoff (1998) examine the
relation between the macroeconomy and movements in the demand and supply on the
hotel market. In a study based on data from the International Property Databank (IPD),
the British real estate market is investigated by Key et al. (1995). Newell and Higgins
(1996) have analyzed the Australian market for commercial properties in a similarPROPERTY CYCLES, SPECULATIVE BUBBLES AND THE GROSS INCOME MULTIPLIER 155
way. McNulty (1995) proposes that the well-known concept of Economic Base could
be used as a tool for explaining, and possibly predicting market cycles.
The research behind the construction of price and proﬁtability indices for various
markets, in some cases done by international consulting companies, also addresses
the property cycles. These studies are generally aimed at ﬁnding market information,
and in particular leading indicators, that could provide business advantages for
professional investors. One example is a report from Jones Lang Wotton Research
(Su and Kelly, 1995). Their study is focused on the interaction between demand,
supply and rental changes for major ofﬁce markets across Western Europe.
Two recent studies are found where the property cycles are integrated into the Income
Approach to real estate valuation (Born and Pyhrr, 1994; and Clayton, 1996). This is
an interesting parallel to the valuation debate that followed in the U.S. after the last
great market collapse in 1929.
Though the empirical picture in our case appears to be very similar to that presented
in other recent studies, for example the Canadian data used by Clayton (1996), we
have chosen a different approach. We got the inspiration to apply an old concept in
a new way from two articles that do not at all address cycles. Ratcliff (1971) stressed
the rationale behind the use of the GIM as are liable valuation technique. Boykin and
Gray (1994) further examine the stability of the GIM.
Naturally, if speculative bubbles exist they are likely to appear during the up-phase
of the property cycle when they can be camouﬂaged by price increases motivated by
fundamentals. However, booming markets are not necessarily effected by bubbles. Co-
integration tests have shown that highly volatile markets can indeed be in long run
equilibrium. These studies are generally applied to owner-occupied housing (e.g.,
Meese and Wallace, 1994). In a theoretical work based on option pricing, Grenadier
(1995) demonstrates that market cycles may indeed be compatible with rational
behavior among investors.
The similarities in the cyclical patterns during the 1980s and early 1990s between
different markets over the world are striking. In some international comparisons this
period is pointed out as something that goes beyond ordinary property cycles. Renaud
(1997) identiﬁes the global real estate crash as a new phenomenon and regards it as
a consequence of the internationalization of the ﬁnancial system. Dehesh, Egan and
Pugh (1995) come to similar conclusions. In a comparative analysis of the markets
for single-family properties in ﬁfteen OECD countries, covering the period 1970–
1992, Englund and Ioannides (1997) ﬁnd that house price dynamics seem to be
interdependent on descriptive grounds. However, they ﬁnd weak support for the
existence of an international property cycle.
Finally, the topic of Property Cycles is not limited to theoretical issues or empirical
measurement. There is a highly relevant literature that questions the quality of real
estate market data often used in cycle analyses. In particular, it is difﬁcult to get hold156 JOURNAL OF REAL ESTATE RESEARCH
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of reliable data from the market for direct investments in income real estate. [See, for
example, Shilton and Tandy (1993) for an analysis of the quality in vacancy rate
information]. Additional complications stem from confusion over variable deﬁnitions,
among investors and companies as well as over different sub-markets and nations.
The Swedish Real Estate Crisis
Only a few studies have addressed the long-term price ﬂuctuations on the Swedish
real estate market, and only two of them analyze the market for income real estate
from the early 1980s up to the ﬁrst years of the 1990s. The only report available in
English is the work by Jaffee (1994). The report of Jaffee supplies a traditional
analysis with a macro-model explaining the price changes, however without statistical
tests of the explanatory power. His conclusion is that the strong correlation between
changes in macroeconomic variables and changes in real estate prices makes it evident
that prices were driven by fundamentals alone.
The second study of the crisis contains an unorthodox analysis. Using printed
information in daily newspapers, accountancy reports, policy statements, consultant
reports, etc., the attitudes of the agents in the real estate market are described for the
period 1982–1992 (Malmstro ¨m, 1995). Her conclusion is that the crisis could easily
have been predicted several years in advance. Although this conclusion is not
supported by any conventional economic analysis, the vast and impressive list of
arguments presented provides some inspiration for further investigations in search of
quantitative measures of the crisis.
The Model
The Role of Bubbles in the Property Cycle
The starting point for this study is the standard NPV formula for a one-year holding
period.2 For mathematically simplicity however, the derivations are carried out using
a continuous time model. Furthermore, we leave out random aspects.
Assuming that prices are determined rationally (i.e., the realized rate of return equals
the required rate of return), we can formulate the following general arbitrage-free
price equation:
N(t) 1 P9(t)
P(t) 5 , (1)
r
where P(t) is the market price at time t, N(t) is the net operating income, P9(t) is price
change (i.e., the ﬁrst-order derivative of the price function) and r is the required rate
of return.
The interpretation of Equation (1) is that for an inﬁnitesimally short holding period,
the total return is equal to the required return. The general solution to this ﬁrst-order
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rt rt rt P(t) 5 B z e 2 e * N(t) z ed t , (2) 0
where B0 is a constant. The ﬁrst term grows exponentially, from its starting value B0
at a rate equal to the required rate of return (ert). Expression (2) can be simpliﬁed if
we know the functional form for N(t). We therefore assume that the net operating
income starts at the value N0 when t 5 0, and then grows at a constant rate g. Thus,
the net operating income at time t is N(t) 5 N0 z egt, where N0 and g are constants.
Under this assumption, the solution to Equation (1) becomes:
gt N z eN (t) 0 rt rt P(t) 5 B z e 15 B z e 1 . (3) 00 r 2 gr 2 g
We ﬁnd in Equation (3) that arbitrage-free price, assuming that r . g . 0, can develop
over time as the sum of two components. In the second term, we recognize a standard
valuation formula. The ﬁrst term is interpreted as a speculative bubble. The reason
that a bubble term appears is that the solution is derived from a formula where the
investment horizon is assumed to be limited. The standard appraisal formula without
a bubble term has to be derived under the assumption that the price at time t is equal
to the present value of all future net returns. Under the assumption that the net returns
at time t is N(t) 5 N0 z egt, and the discount rate is r, the mathematical derivation
becomes3:
`` N(t) 2rt gt 2rt P(t) 5E N(t) z ed t 5E N z e z ed t 5 . (4) 0
tt r 2 g
Obviously, a bubble that is consistent with the conditions of Equation (1) grows
exponentially from a starting value, a ‘‘bubble seed,’’ at a rate that is equal to the
required rate of return. Expressed differently, a bubble has to grow at exactly this
particular speed in order to be ‘‘hidden’’ in the price evolution without causing any
‘‘excess returns.’’ As a result, even when price bubbles exist we would expect it to
be difﬁcult to identify them. There are several derivations of bubble characteristics
that are more complex than the one presented below. A discrete model applied to
expectations is found in Flood and Hodrick (1990). Dixit and Pindyck (1994) present
an analysis applied to a model where explicit assumptions are made about the random
processes that affect the net returns of the assets. Both these studies however, arrive
at the same expression as we do for the speculative bubble.
If we, for a moment, assume that prices are always set according to Equation (4),
(i.e., speculative bubbles cannot exist) then prices would have to grow at the same
rate as that of the net operating income, as long as r and g remain constant.
Furthermore, we would have a situation where the quotient between the price and the
net operating income is a constant with the value 1/(r 2 g).
If, on the other hand, prices are set according to Equation (3), (i.e., a bubble term is
allowed) then the quotient between the price and the net operating income (i.e., the
Net Income Multiplier or NIM), is:158 JOURNAL OF REAL ESTATE RESEARCH
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rt P(t) B z e 1 B 1 00 (r2g)t 51 5 z e 1 . (5) gt N(t) N z er 2 gN r 2 g 00
From Equation (5), it is evident that the NIM could only grow if g increases, if r
decreases or if B0 . 0( i.e., if a bubble exists). Even if r or g, or both of them changed
for some reason, this would only cause an immediate adjustment of the quotient P(t)/
N(t) to a new level. Only if r or g changes persistently could they create a drift in
the NIM over time.
The Rationale of the GIM
The net income, N, of a property equals the effective gross income (i.e., the gross
income after vacancy), G, minus the operating expenses, E. The effective gross income
is not necessarily equal to the gross market rent, R, as vacancies could cause rent
losses and there may be a difference between the contract rent and the market rent.
The relation between the net income and the market rent could be expressed as:
N 5 G 2 E 5 R z m z (1 2 v) z (1 2 c), (6)
where m represents the quotient between the contract rent and the market rent, n is
the vacancy rate (n . 0) and c is the operating expenses ratio (c . 0). Using Equation
(6), the NIM could be computed as:
PP 1
NIM 55 5 GIM* z , (7)
NR z m z (1 2 v) z (1 2 c) m z (1 2 v) z (1 2 c)
where GIM* is the gross income multiplier with respect to the market rent (GIM* 5
P/R). The relation between the NIM and the GIM, in this case based on the effective
gross income, could similarly be expressed as:
PP 11
NIM 55z 5 GIM z . (8)
NG (1 2 c)( 1 2 c)
If we take the expression for the NIM from Equation (5), but assume that the solution
does not include any bubble term, and combine it with Equation (8), we get:
P 1 2 c
GIM 55 . (9)
Gr 2 g
Theoretically, the NIM is a better measure of income than is the GIM. However, there
are several empirical problems associated with analyzing the NIM. In particular, for
an individual property, the costs for repairs, maintenance and depreciation vary
considerably over time. Therefore, we assume that the individual measure of the
operating expense ratio, c, can be replaced by an average value derived from the
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discussion on the stability of the NIM to cover the GIM as well. Further support for
using GIM as a reliable predictor of market value is given by Ratcliff (1971) and
Boykin and Gray (1994).
As a result of the discussion above, we have no reason to expect the observed value
of the GIM to show any trend or cyclical pattern at all over the property cycle. That
is, unless this effect is caused by changes over time in the values of one or more of
the three variables on the right-hand side of Equation (9), or if the effect can be
derived from the existence of a speculative price bubble. To summarize, according to
the model presented above, major changes in the GIM can be the consequence of:
n Changes in the operating expense ratio, c;
n Changes in the required rate of return, r;
n Changes in the growth rate of the net operating income, g;o r
n The existence of a speculative bubble.
It is important to stress that g represents the expected growth rate with respect to the
future net returns. Hence, as long as c is constant, expectations of growing rents should
theoretically only affect the GIM if the rents are expected to grow at an increasing
rate of growth (i.e., only if the second-order derivative with respect to time of the
rent level variable is positive). We should expect the rental growth rate, g,t ob e
correlated to the growth rate of macroeconomic variables that are essential to the rent
level. However, the level of macroeconomic variables that are essential to the rent
level should not affect the rental growth rate.
As a starting point for the empirical part of the study, we hypothesize that the
evolution of rents should be highly correlated to the evolution of macroeconomic
variables. In particular, the rents should be driven by variables that measure, or work
as proxies for the demand for rental space. Two such variables are the Number of
Employed in the Service Sector (EMP) and the Investments (other than property) in
the industries (INV). As long as property prices are driven by rents, we would also
expect to ﬁnd a strong correlation between the property price index and these
macroeconomic variables. But if this holds, we should expect the GIM to be almost
constant over time, and not correlated to these rent-affecting variables.
Empirical Study of the Property Cycle
Experiment with a Hypothetical Bubble
In this section we present an experiment that aims at elucidating the true
inconclusiveness of ‘‘good’’ results from regression analyses with macroeconomic
variables explaining the evolution of real estate prices. For this purpose we have
created a property Price Index for income real estate in the city of Stockholm for
1965–1992. The index technique applied is similar to that proposed by Clapp and
Giacotto (1992), where assessed values are used to control for changing quality of
the properties.4160 JOURNAL OF REAL ESTATE RESEARCH
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Exhibit 1
Real Estate Price Index for 1965–1992
The property Price Index is graphically presented in Exhibit 1 and the data series is
found in Appendix 1. The nominal price increases are modest between 1965 and
1984. From that point a price boom is observed with a peak in 1990. After that, the
prices decrease dramatically.
The estimated Price Index is entered as the dependent variable in a number of
regression equations. As independent variables we use macroeconomic variables such
as Gross Domestic Product and Money Supply. Simple additive models with level
variables, as well as relative changes, have been applied. The results from the
regressions using various model speciﬁcations point, with few exceptions, towards the
same general pattern. The price level was well explained by the models, with R2-
values around .9 for models with level variables on the right hand side.
We now extend the analysis by assuming that the Price Index does include a
speculative bubble during the boom phase. We exclude the hypothetical bubble from
the Price Index, thus creating a hypothetical price, referred to below as the Debubbled
Price Index. We then investigate if variation in the assumed growth rate of the
hypothetical speculative bubble affects the R2-values in a regression model where the
Debubbled Price Index is explained by independent macroeconomic variables.
The Debubbled Price Index is created by assuming that a ‘‘seed’’ of a speculative
bubble, B0, was ‘‘planted’’ on the market in 1985 and that the bubble burst in 1990.
The magnitude of the bubble seed was set to 5% of the price level during the ﬁrst
year of the bubble period. For each year, t 5 1985, . . . ,1990, the Debubbled Price,
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Exhibit 2
Adjusted R2 Values from Regression Iterations Applied to Equation (12)
P* 5 P 2 B*, (10) tt t
where Pt is the observed value of the Price Index found in Appendix 1, and is a B* t
bubble term deﬁned as:
* B* 5 B z P* s 0 s
r(t2s) B* 5 B* z et 5 (s 1 1 ) ,...,n (11) ts 5B* 5 0 t . n or t , s t
where r* is the unknown hypothetical annual growth rate of the bubble, the bubble
seed is 5 0.05, and the bubble lasts between s 5 1985 and n 5 1990. For all B* 0
other years for 1965–1992, the Debubbled Price Index is equal to the Price Index.
The variable for 1965 to 1992 is then used as the dependent variable in the P* t
following iteration procedure. In each step of the iteration, the following regression
equation is used:
P* 5 b 1 b z M3 1 b z INT N, (12) t 01 2
where M3 is the money supply, INT N is the nominal interest rate on new mortgage
loans, b0, b1 and b2 are coefﬁcients to be estimated. Data series on M3 and INT N
are presented in Appendix 1.
For each iterative step of the procedure, the variable r* takes on a new value, and the
adjusted R2-value of the regression is registered. In Exhibit 2, the graphical
presentation of the result from the iteration is shown for r* 5 0%, 5%, . . . , 65%.
The regression result, measured as the R2-value, improves when r* increases from
5% up to about 50% and then declines. All coefﬁcients are highly signiﬁcant and
have the expected sign.162 JOURNAL OF REAL ESTATE RESEARCH
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The experiment with a hypothetical bubble has also been carried out using other
assumptions. The value of the bubble seed, , was allowed to vary between 2% and B* 0
10%. The variables that deﬁne the length of the bubble period, s and n in Equation
(11), were allowed to vary one year each.
The resulting shape of the graph is found to depend heavily on the value of r*a s
well as on the assumption about the values of s, n and . In particular, we have B* 0
noticed that the adjusted R2-value drops when these assumptions result in a situation
where the debubbled price, in the year the bubble is assumed to burst, is much lower
than the observed price the following year. In other words, as long as , the P* $ P nn 11
adjusted R2-values stay high.
Similar results to the ones presented were obtained using other macroeconomic
independent variables in the regression model (e.g., GDP).
The important insight gained from this experiment is that macro-models explaining
the price evolution alone cannot be used as evidence against the existence of
speculative bubbles. We have shown that a price partly driven by a bubble and a price
driven by fundamentals alone can both have a high multiple correlation with
macroeconomic variables.
Estimating and Analyzing the Gross Income Multiplier
In the second step of our empirical analysis we estimate the GIM on the real estate
market. For this analysis we need data on market values and gross income. It is
however not possible to obtain paired data on these two variables for individual
properties year by year for a longer period. Either one has access to transaction prices
but no annual income data (properties found in price records), or annual income data
but not prices (properties not sold). In the present case we have detailed information
for a constant sample of privately owned mixed-use income properties. Data on
income and expenses are available for each property for each year over a fourteen-
year period. We also have data on the appraised value of each property at the end of
each year.
Several studies have pointed out the problems related to the use of appraisal-based
values, such as smoothing and the existence of lags. The appraisals in our data where
performed by independent professional fee appraisers according to contemporary
appraisal standards and subject to a precise deﬁnition of market value. We assume
that the appraised value could be used as an estimate of market value. Though our
data in principle may be affected by appraisal biases, the main result of the study will
hold. In particular, the volatility in GIM would probably be even higher if transaction
prices had been available for the analysis.
Thus, we are in a position to estimate the GIM for each property for each year over
the study period. The properties involved are located in the two largest cities in
Sweden, the time period is 1979 to 1992 inclusive, and the sample size is 139. UsingPROPERTY CYCLES, SPECULATIVE BUBBLES AND THE GROSS INCOME MULTIPLIER 163
Exhibit 3
Annual GIM Ratios for a Constant Sample of
139 Income Properties 1979–1992
Year
GIM Ratios
Mean Maximum Minimum Std. Dev.
1979 7.45 12.65 5.01 1.12
1980 6.82 10.37 4.95 0.99
1981 6.55 8.86 4.57 0.84
1982 6.08 8.48 4.72 0.86
1983 5.88 8.28 4.01 0.89
1984 6.35 10.76 3.67 0.98
1985 7.08 10.01 4.24 1.07
1986 7.84 11.50 5.64 1.29
1987 8.72 16.20 5.23 2.33
1988 10.21 20.50 6.20 2.27
1989 12.38 25.87 7.40 3.13
1990 13.40 21.91 8.72 2.96
1991 9.34 14.28 5.46 1.75
1992 8.50 37.67 5.18 3.30
panel data, we have reduced problems of quality changes (e.g., Gunterman and
Norrbin, 1991).
We have, as pointed out, decided to use the GIM even though there are theoretical
advantages in using the NIM. The reason is that the observed net income for individual
property shows highly volatile time series. The measure of gross income that is used
is the effective gross income.
For each year in the studied period, the average value of the GIM is computed. The
ﬁgures are found in Exhibit 3 and are graphically presented in Appendix 2. The
average GIM follows a pattern that is similar to that of other property cycle measures,
i.e., the price levels and the rent levels on the real estate market, presented by Jaffee
(1994) and Malmstro ¨m (1995). The GIM reaches a trough in 1983, and then increases
steadily to a peak in 1990. The sudden market crisis is reﬂected by the rapidly falling
GIM values after 1990. During the market boom the volatility in the GIM measure
increases steadily (see Appendix 2 where the annual GIM distributions are presented
in a box-plot).
Statistical tests are carried out to determine if the observed changes in the GIM from
one year to the following is signiﬁcant. The test results are found in Exhibit 4. The
tests are carried out in two ways.164 JOURNAL OF REAL ESTATE RESEARCH
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Exhibit 4









Difference F Sig. t-Stat df
Sig.
(2-tailed)
1979 and 1980 0.64 0.472 0.493 5.01 276 0.000
1980 and 1981 0.26 5.387* 0.021 2.41 268.05 0.017
1981 and 1982 0.48 0.868 0.352 4.70 276 0.000
1982 and 1983 0.20 0.008 0.927 1.87 276 0.062
1983 and 1984 20.47 0.948 0.331 24.15 276 0.000
1984 and 1985 20.73 2.650 0.105 25.95 276 0.000
1985 and 1986 20.76 6.500* 0.011 25.38 266.47 0.000
1986 and 1987 20.88 33.321* 0.000 23.91 215.65 0.000
1987 and 1988 21.49 0.081 0.777 21.49 276 0.000
1988 and 1989 22.17 14.460* 0.000 22.17 252.16 0.000
1989 and 1990 21.02 0.021 0.884 22.78 276 0.000
1990 and 1991 4.06 47.470* 0.000 13.92 223.71 0.000
1991 and 1992 0.85 0.351 0.554 2.67 276 0.000
*Indicates that the hypothesis of equal variance is rejected by Levene’s Test.
First, we have applied a paired samples t-test. This can be justiﬁed as each pair of
GIM observations refer to the same property. The results from these tests are highly
signiﬁcant. Second, the 139 GIM observations of the two successive years are
regarded as two independent samples. This choice of test technique can be motivated
by the fact that even if the data is collected from the same properties, the appraisers
that produce the value estimates are changing from year to year. With this test method,
all the annual changes of the average GIM were highly signiﬁcant except for the
difference between the 1982 and the 1983 values. As this is a less discriminating test
than the paired samples t-test, it gives stronger support for the hypothesis that there
are signiﬁcant differences in the mean GIM from one year to the next.
We now have a situation where empirical estimates of the GIM show a veriﬁed
cyclical pattern. Following the discussion in connection with Equation (9), we have
three possible ways of explaining the cyclical changes in the GIM, apart from the
possibility that the price was partly driven by a speculative bubble. These ways are
related to the operating expenses ratio, c, the required rate of return, r, and the
expected growth of the net operating income, g. By applying Equation (9), it is
possible to compute theoretical values for the GIM based on ‘‘observed’’ values for
c, r and g. If these values coincide fairly well with the observed values of the GIM,
this would support the belief that fundamentals alone have explained the changes inPROPERTY CYCLES, SPECULATIVE BUBBLES AND THE GROSS INCOME MULTIPLIER 165
the GIM. The true measures of the variables c, r and g, are the ex ante estimates
made by participants in the real estate market. However, these values cannot be
obtained.
We have computed the theoretical values for the GIM as described above, applying
ex post observations on the variables c, r and g, as proxies for ex ante expectations.
The operating expenses ratio in our sample, c, shows highly volatile time series for
individual properties. However, the annual average value of c is almost constant for
the entire period with a value around 0.50. The interest rate, r, estimated as the interest
rate on new mortgage loans, varies between 11.9% and 16.3%. The growth in net
returns, g, is estimated from our sample. The values vary between 213.4% and 15.5%.
The observed GIM varies between 5.9 and 13.4. Assuming a constant operating
expense ratio, we should expect the difference between r and g to vary between 3.7%
and 8.5%. However, the difference varies between 21.6% and 26.1% and
consequently, the computed GIM varies considerably.
The correlation between the observed GIM and the computed GIM is 0.19. The
theoretical computations of the GIM, applying Equation (9), indicate that it is difﬁcult
to explain the variations in the observed GIM by variations in fundamentals alone.
However, it is more likely that the variation in the theoretically computed GIM is a
consequence of the lack of appropriate data on the expected c, r and g.
The GIM and Macroeconomic Variables
In the third part of our empirical analysis we perform a series of regressions and
correlation tests in order to investigate the relationship between macroeconomic
variables on one hand and in turn the real estate prices, the asking rents and the GIM
on the other hand. The data series are found in Appendix 3. All regression analyses
in this section are carried out using the following equation form:
Dependent variable 5 b 1 b z Independent variable (13) 01
In three different analyses we regress several macroeconomic variables on the real
estate Price Index, on the Asking Rent in the ofﬁce market and on the GIM as well.
The period studied is 1980–1992 due to the lengths of the data series for the dependent
variables.
The reason that asking rent is introduced in the study is that this variable is presumed
to mirror the property owner’s expectations of the future market rent level. As this
variable captures both the rent level and the expectations about rental changes it is
the best single proxy variable that ought to explain the real estate prices (i.e., a true
real estate price fundamental).
As we can see in Exhibit 5, using GDP as the independent variable, the R2-value for
the Price Equation is high but the R2-value for the Asking Rent equation is much
lower. The R2-value for the GIM equation takes on a value in between. The same
pattern in the results is found when the Money Supply is used as the independent166 JOURNAL OF REAL ESTATE RESEARCH
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Exhibit 5
Simple Regression Analyses with Macroeconomic Variables explaining
















































Note: In each regression only one independent variables is entered. t-Statistics are in parenthesis.
aIndicates that the regression period is 1983–1992.
variable instead. The interpretation of the results is that these macro variables could
not explain changes in the Asking Rent. However, it appears as if these variables have
driven the Real Estate Prices. We arrive at the same conclusion by regressing Asking
Rent on the Real Estate Prices and the GIM, respectively (see Equations (3a) and
(3b) in Exhibit 5).
As we regard the Asking Rent as a fundamental variable to Real Estate Prices,w e
want to ﬁnd macroeconomic variables that could explain changes in the Asking Rent.
We argue that such variables ought to be found among variables that closely track the
business activity in general and the demand for rentable space in particular. Among
the variables that are expected to do so, we have found two that are highly correlated
to the Asking Rent variable, namely the Number of Employed in the Service Industry
(EMP) and the Level of Investment (real estate excluded) in the Industries (INV).
These independent variables are regressed one at the time on the same three dependent
variables namely, the Asking Rent, the Real Estate Prices and the GIM, using the
model speciﬁcation as in Equation (13). The results from these regressions are found
in Exhibit 6. The regression on the Asking Rent produces high R2-values. Furthermore,
the R2-values from the regressions on the Price are rather high but not quite as high
as those for the Asking Rent equations. We also observe that the R2-values of thePROPERTY CYCLES, SPECULATIVE BUBBLES AND THE GROSS INCOME MULTIPLIER 167
Exhibit 6
Regression Analyses with Macroeconomic Variables explaining Expected






































Note: In each regression only one independent variables is entered. t-Statistics are in parenthesis.
aIndicates that the regression period is 1983–1992.
price equation is now lower than what we obtained using the previous set of
independent variables, the GDP and the Money Supply one at the time.
From this we draw the following conclusions. The correlation between the Price and
the Asking Rent is low. Therefore, it is not possible to ﬁnd independent variables that
explain both these variables with equally high R2-values. In particular, we see from
Exhibit 5 that it is not sufﬁcient to build regression equations that can explain the
price evolution alone, if one wants to rule out the possible existence of a speculative
bubble. It is also necessary to control if the rent expectations can be equally well
explained by the same independent variables. For the particular market under study,
this was not the case.
Furthermore, it is not sufﬁcient to look for models that explain both the prices and
the rent expectations fairly well. It is important also to control for how well these
two variables are correlated. This problem is clearly illustrated by the result found in
Exhibit 6. For both the Price equation and the Asking Rent equation in this exhibit,
the R2-values are relatively high. However, we know from Exhibit 5 that the Price
could but poorly be explained by the Asking Rent. This circumstance is also expressed
in the form of high R2-values for the GIM equations in Exhibit 6.
Conclusion
The study of property cycles and of speculative bubbles should not be limited to the
study of property prices. It is equally important for investors to continuously168 JOURNAL OF REAL ESTATE RESEARCH
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investigate the relationship between the rental cycle and the price cycle in order to
improve the investment decision making. There are a number of property market
variables that are capable of capturing this relationship, such as the GIM, the NIM
and the equity yield rate. In this study we propose that the GIM could be a helpful
tool for identifying the various phases of the property cycle.
The usefulness of the GIM as a measure of the state of the property cycle was
demonstrated by applying an empirical analysis to the Swedish real estate market
during the 1980s and the early 1990s. The reason that the GIM showed a clearly
cyclical pattern is that the market boom in this case was characterized by prices
increasing faster than market rents. Complementary analyses, where macroeconomic
variables were regressed on price, rent and the GIM, lends support to the hypothesis
that the price boom of the late 1980s was partly driven by a speculative bubble.
There is a simple but important conclusion to be drawn from this analysis for real
estate investors, as well as for consultants and producers of property indicator indices.
It is worthwhile to produce and study time series on variables that captures the
relationship between the rental cycle and the price cycle, such as the GIM. The GIM
should continuously be analyzed in terms of variables that are fundamental to the
rental market and the property market.
Short run ﬂuctuations in the GIM may, of course, occur for a number of reasons.
However, when a drift in the GIM appears for a prolonged period of time, it is a
serious indication of the property market being in transition into a new stage. The
reason is that a persistent drift in the GIM expresses a drift in the property investors’
valuation of the money earned, or a drift in the expectations about the future rental
growth (i.e., expectations about persistently increasing rental increase rates). Under
such conditions it is important to fully understand the mechanisms behind the drift,
to be able to enter or leave the particular property market at a point in time when it
is proﬁtable to do so. The possibility that a market is under the inﬂuence of a
speculative bubble, i.e. that the prices are partly driven by prices, is just one example
of a market situation when the wealth maximizing investor should be prepared to
make moves.
The analyses presented in this study may serve as a source of inspiration for
systematically tracking the GIM on various real estate sub-markets. An interesting
follow-up would be to investigate if other booming property markets during the 1980s
were characterized by the same pattern in terms of the GIM and its relationship to
variables fundamental to the rental market.PROPERTY CYCLES, SPECULATIVE BUBBLES AND THE GROSS INCOME MULTIPLIER 169
Appendix 1
Real Estate Price Index and Two Macroeconomic Variables for 1965–1992
Year M3 INT NP
1965 66,036 0.065 1.20
1966 71,145 0.067 1.26
1967 78,970 0.063 1.28
1968 88,135 0.065 1.25
1969 95,898 0.069 1.30
1970 99,710 0.076 1.29
1971 108,188 0.075 1.27
1972 120,747 0.073 1.28
1973 135,232 0.074 1.33
1974 150,094 0.080 1.38
1975 165,354 0.085 1.40
1976 182,800 0.087 1.49
1977 193,858 0.098 1.54
1978 222,769 0.106 1.71
1979 254,680 0.127 1.83
1980 285,046 0.150 2.07
1981 312,736 0.163 2.08
1982 352,979 0.154 2.40
1983 382,046 0.145 2.41
1984 395,476 0.139 2.62
1985 397,548 0.144 3.00
1986 426,968 0.119 3.54
1987 461,872 0.126 3.80
1988 485,650 0.119 4.65
1989 520,231 0.122 5.20
1990 567,592 0.147 7.09
1991 623,865 0.127 6.65
1992 632,169 0.131 5.96
Note: M3i st h eMoney Supply; source is The Central Bank. INT N is the nominal interest rate for
new mortgage loans; source is SE-banken, SFK (private mortgage institution). P is the Price Index;
source is Statistics Sweden (Lagfartsregistret).170 JOURNAL OF REAL ESTATE RESEARCH
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Appendix 2
Box-plot on Annual GIM Distributions—1979–1992
Note: The number of observations each year is 139. A box-plot displays sum-
mary statistics for the distribution. Median values are marked with bars and
the box illustrates the 25th and the 75th percentile. It means that 50% of the
cases have values within the box.PROPERTY CYCLES, SPECULATIVE BUBBLES AND THE GROSS INCOME MULTIPLIER 171
Appendix 3
Data on Dependent and Independent Variables for 1979–1992,
Used in the Regression
Variable Description Source
P Price Index Statistics Sweden
(Lagfartsregistret)
GIM Gross Income Multiplier Private research database
GI E Rent expectation for new contracting Stockholms mark-och
lokaliseringsbolag (SML)
GDP GDP in purchasers values Statistics Sweden
M3 Money supply The Central Bank
INT N Nominal interest rate
for new mortgage loans
SE-banken, SFK
(private mortgage institution)
INF Inﬂation calculated on an annual basis Consumer Price Index
INV Investment in the industries
real estate investment excluded
Statistics Sweden
EMP Number of employees in the service
sector
Statistics Sweden
Year P GIM GI E GDP M3 INT N INF INV EMP
1979 1.83 9.19 462,307 254,680 0.127 7.04 22,331 598,814
1980 2.07 8.41 531,054 285,046 0.150 13.75 24,490 608,957
1981 2.08 7.51 581,685 312,736 0.163 12.08 25,776 624,296
1982 2.40 6.91 636,015 352,979 0.154 8.59 26,947 639,636
1983 2.41 6.57 1,200.00 712,310 382,046 0.145 8.92 28,856 654,975
1984 2.62 6.69 1,530.00 797,333 395,476 0.139 8.06 33,070 670,315
1985 3.00 8.10 1,790.00 866,601 397,548 0.144 7.33 38,145 685,654
1986 3.54 8.86 2,062.00 947,263 426,968 0.119 4.21 39,127 709,251
1987 3.80 10.69 1,970.00 1,023,602 461,872 0.126 4.26 45,386 722,449
1988 4.65 13.68 2,111.00 1,114,502 485,650 0.119 5.77 55,463 734,226
1989 5.20 16.79 2,470.00 1,232,602 520,231 0.122 6.44 66,773 748,902
1990 7.09 15.06 2,362.00 1,359,879 567,592 0.147 10.34 80,857 744,464
1991 6.65 9.41 2,038.00 1,447,327 623,865 0.127 9.45 93,224 724,446
1992 5.96 8.47 1,639.00 1,441,723 632,169 0.131 2.31 85,136 693,992
Endnotes
1 From 1958–1963 Roy Wenzlickh and Company appraised St. Louis County real estate for a
countywide program for tax revaluation to gain equalization among all those paying real estate
taxes in the county. In 1981, Charles Hamaker donated the records to the Western Historical
Manuscript Collection at the University of Missouri. These contain microﬁlm rolls of the
appraisals 1958–1970. They also contain real estate information on St. Louis and some other
cities, 1868–1970.172 JOURNAL OF REAL ESTATE RESEARCH
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2 The value at the beginning of the year is the net present value of the sum of net operating
income and the value at the end of the year:
NOI 1 V 11 V 5 , where 0 1 (1 1 r)
V 5 Value;
NOI 5 Net operating income; and
r 5 Required rate of return.
This equation can be rearranged in the following way:
V z (1 1 r) 5 NOI 1 V 01 1
V 1 r z V 5 NOI 1 V 00 1 1
r z V 5 NOI 1 (V 2 V ) 01 1 0
NOI 1 (V 2 V ) 11 0 V 5 0 r
The last formula is the discrete version of Equation (1) in the main text.
3 As t is used for deﬁning the interval, it cannot also represent time within the integration. Thus,
t is used instead.
4 For each real estate transaction in the sample, the ratio of Price to Assessed Value is computed.
For each year the average ratio is calculated. In the ﬁnal step, the index is created by
successively dividing each index link with the changes in the average assessed value in the
stock of properties. The Tax Authorities in a mass appraisal procedure estimate the assessed
value where the target ratio is 75% of market value on an average.
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