Accurate representation of the physical properties of a solvent is essential for design and simulation of processes. Density and viscosity, for instance, have an important role in modelling and designing absorption and desorption towers. In the present work, a model to accurately calculate the density of aqueous amine solutions used in CO 2 capture was developed as a function of temperature and composition. The model is based on excess Gibbs energy functions, and in this work the functional form of the non-random two-liquid (NRTL) model was used. The model is able to accurately represent the density of the tested systems with deviations below 0.2% for most cases. The pure component density was calculated using the modified Rackett equation with the parameter Z RA as a function of the temperature and pressure of the system. The calculated deviation (AARD) for pure component density was below 0.09%.
INTRODUCTION
In the context of CO 2 removal from gas streams, absorption processes with alkanolamines are the state of the art (Bernhardsen et al., 2018) and monoethanolamine (MEA) is considered the benchmark solvent. One of the major disadvantages of post-combustion capture processes is the process energy requirements. The state of the art MEA is known to require 3.4-4 GJ/ton CO 2 (Liebenthal et al., 2013; Kvamsdal et al., 2011; Knudsen et al., 2009 Knudsen et al., , 2007 . However, some new solvents are claimed to reduce the regeneration energy requirement. For instance, Pinto et al. (2014a) showed that, using an aqueous solution of DEEA/MAPA as a solvent, it was possible to achieve a reboiler duty of 2.2-2.4 GJ/ton CO 2 .
Accurate representation of the physical properties of a solvent is essential for design and simulation of processes. Razi et al. (2012) reviewed the impact of using different correlations in the design of CO 2 capture plants using MEA as a solvent. They pointed out the uncertainties related on applying some of the correlations. It is evident that a good description on the behaviour of the solvent is very important. Physical properties like density and viscosity have an important role in modelling and designing of absorption and desorption towers due to the significant influence on the mass transfer coefficient, kinetics and hydrodynamic behaviour (Gao et al., 2017; Àlvarez et al., 2006) .
In the present work, a model to accurately calculate the density of liquid mixtures was developed. The model is based on excess Gibbs energy functions and, in this work, the functional form of the non-random two-liquid (NRTL) model (Renon and Prausnitz, 1968) was used. The model was tested focusing on solvents used in CO 2 capture processes. Seven systems were tested (5 binaries and 2 ternaries) in which it was possible to check the model capacity to accurately calculate their density. Moreover, the pure component density was calculated using the modified Rackett equation with the parameter Z RA as a function of the temperature and pressure of the system.
LITERATURE REVIEW
Several attempts to model the density of a pure component have been used in the literature. Yang et al. (2012) and Pinto et al. (2014b) used a second order temperature polynomial model (Eq. 1), while Muhammad et al. (2009) used a simple linear correlation (Eq. 1 with parameter c = 0). and C are adjustable parameters and p r is the reduced pressure.
2 i a bT cT r = + + Mokraoui et al. (2006) and Rayer et al. (2010) used an empirical correlation (Eq. 2) to calculate the density of pure components. In this correlation, A, B and C are adjustable parameters, MW i is the molecular weight of the component and T r is the reduced temperature.
The Rackett equation is commonly used to represent the molar volumes of saturated liquids (V i ). However, this equation has no adjustable parameters. To allow extra flexibility to Rackett's model, the critical compressibility factor was exchanged to the Rackett compressibility factor (Z RA ) which is fitted to experimental data. This variant of the Rackett equation is often called the modified Rackett equation and it is presented in Eq. 3, where R, T c and p c are, respectively, the universal gas constant, the critical temperature and the critical pressure.
The density can then be easily calculated from the molar volume (Eq. 4). In that work, Z RA was fitted as a constant for all range of temperature. As Z RA is a fitted parameter, many authors have proposed different forms to describe this parameter (Vetere, 1992; Campbell and Thodos, 1984) . In this work, the modified Rackett equation (Eq. 3) was used to calculate the density of the pure component with the Z RA as given in Eq. 5, where A, B ( )
Liquid mixture density models Henni et al. (2003) and Chowdhury et al. (2009) correlated the densities of several binary aqueous amine solutions using a polynomial function (Eq. 6). Although the correlation is very accurate, the model does not take into account the temperature dependency. The optimization had to be carried out for each temperature and each component, and calculations at temperatures different from the optimized are not readily available. Moreover, the number of polynomial terms (parameters) can vary considerably. In the mentioned works, the authors chose 5-6 parameters per temperature. Àlvarez et al. (2006) proposed an equation similar to the Grunberg-Nissan equation (Gunberg and Nissan, 1949 ) (Eq. 7) to correlate the density of ternary systems (water plus 2 amines). They used 3 parameters to correlate the density of the ternary systems. However, as in Chowdhury et al. (2009) , the model has no temperature dependency. Moreover, the binary interaction parameter (A ij ) was estimated for each temperature. One great disadvantage of the model presented in Eq. 7 is not being able to calculate the density of the solution at different temperatures with a unique set of parameters.
One common approach to model the density of liquid mixtures is through the excess molar volume (Eq. 8) where V E , V m and V i 0 are, respectively, the excess, mixture and pure component molar volumes and x i is the mol fraction of component i. By using this approach, it is possible to regress to the smaller subsystems maintaining good accuracy in the calculations. Similar approaches have been used to correlate viscosity (Pinto et al., 2017; Pinto and Svendsen, 2015) .
The molar volumes, however, can be written in terms of the densities (r) and component molecular weights (MW), according to Eq. 9. After some manipulation of Eq. 9, the density of a liquid mixture can be expressed as a function of the pure component densities, the molecular weights and the excess molar
volume (Eq. 10). There is a variety of ways to represent mathematically the molar excess volume. The Redlich-Kister model (Redlich and Kister, 1948) , nevertheless, is very often used for this purpose. The Redlich-Kister model is a simple correlation based on a polynomial series and, for a binary system, is expressed in Eq. 11. The number of parameters is variable and dependent on the order of the polynomial. Although the expansion of the Redlich-Kister to multicomponent systems is not difficult, the number of parameters is significantly increased.
temperatures was 42. Han et al. (2012b) and Pinto et al. (2014b) , applied a temperature dependency on the regressed parameter and reduced the number of total parameters for the aqueous MEA systems to 8 and 6, respectively. Although the implementation of the temperature dependency drastically reduced the total number of estimated parameters, this number is still considered high for a binary system.
MULTICOMPONENT DENSITY MODEL BASED ON EXCESS GIBBS ENERGY MODELS
Excess Gibbs energy models, for instance the NRTL (Renon and Prausnitz, 1968) , UNIQUAC (Abrams and Prausnitz, 1975) and Wilson (Wilson, 1964) , are well known and widely used models. Recently, Pinto and Svendsen (2015) showed that excess Gibbs energy models could be used to represent the viscosity of liquid solutions. The excess Gibbs energy model was used to represent an "excess viscosity" term.
The excess molar volume follows a similar shape as the excess molar Gibbs energy ( Figure 1 ). Therefore, it is presumable that well-established excess Gibbs energy models could as well be used to represent this quantity.
The use of models such as the NRTL to represent the excess molar volume would limit the number of adjustable parameters, as well as allow directly interpolation, as they are continuous functions of temperature and composition. The NRTL model is used in this work to represent the excess property as given in Eqs. 13-15. However, any of the other models (for example, UNIQUAC or Wilson) could be used with the same accuracy expected. In this work the parameter R is fixed at 8.314. The temperature, pressure and molecular weights are given in K, MPa
Many authors used the Redlich-Kister correlation to model the excess molar volume of liquid mixtures at specific temperatures (Zhang et al., 1995; Maham et al., 1995; Alvarez et al., 2010) . Although this approach generates accurate correlations, there is a need for a set of parameters per temperature of interest. Moreover, there is no continuity (with respect to temperature) and the calculation outside the optimized conditions is not straightforward. Several authors attempted to solve this problem by creating a temperature dependency for the Redlich-Kister parameter (A i ) as for instance in Pinto et al. (2014b) (Eq. 12) . With this approach, the calculation of the density at temperatures different than the ones used for the parameter estimation can be achieved with a unique set of optimized parameters.
The Redlich-Kister model has the same drawback as the models based on polynomial series. The number of parameters is user-defined and can be significantly high. It is commonly reported (Maham et al., 1995; Zhang et al., 1995) that at least 6 parameters per temperature are required to model liquid densities when using the Redlich-Kister model. The total number of parameters estimated by Maham et al. (1995) to model the density of aqueous MDEA solutions for the whole range of composition and at 7 (Maham et al., 1995) .
and g/mol, respectively, while the calculated densities are given in g/ml.
Three optimizations were performed where the non-randomness parameter (a ij ) was fixed at 0.1, 0.2 and 0.3. The objective function values were most of the time similar, independent of the non-randomness parameters used.
RESULTS
Seven systems were selected to test the proposed model. The components and their properties are presented in Table 1 . The modified Rackett equation (Eqs. 3, 4, and 5) is used to model the pure substance density. In this work, the density is given in g/ml, the temperature in K and the pressure in MPa. In Table 2 , the optimized parameters for the modified Rackett equation are given whereas Table 3 presents the calculated deviations. It is seen that the Rackett equation is able to provide accurate calculations for the liquid density, except in the region close to the fusion point for water. Nevertheless, these deviations are within a reasonable acceptable range. The calculated deviations are small and the model is able to represent the data well.
In Table 4 , the optimized parameters for the aqueous systems are given and the deviations are found in Table  5 . From Table 4 , it is seen that, with few exceptions, the parameters present an antisymmetric behaviour (Eq. 20). Parameter a ij seems to have this behaviour
OPTIMIZATION ROUTINE
As in previous works (Pinto et al., , 2017 Monteiro et al., 2013) , the particle swarm optimization (PSO) routine is used to estimate the parameters. The objective function used is given in Eq. 16. The absolute average relative deviation (AARD), the absolute average deviation (AAD) and the maximum absolute deviation (MAD), given, respectively, through Eqs. 17-19, were used to measure the deviation between the calculated and experimental density.
The optimization was carried using the sequential optimization procedure where the smaller subsystems were optimized first and their parameters carried forward to the next optimization. As an example, for the ternary system H 2 O-MEA-MDEA, the first optimization was the pure densities using the modified Rackett equation. These parameters were later used in the optimization of the binary systems (H 2 O-MEA and H 2 O-MDEA), which generated interaction parameters water-amine. The binary parameters were carried to the ternary system optimization (H 2 O-MEA-MDEA) where the only parameters optimized were related to the MEA-MDEA interaction.
By using this procedure, it is ensured that, in the case of an absence of one of the components the system will regress to the smaller subsystem with the same accuracy as they were optimized. For instance, if the MDEA mole fraction is set to zero (absence of MDEA) in the H 2 O-MEA-MDEA system, the model will calculate the binary system (H 2 O-MEA) with the same accuracy as that with which binary system was optimized.
( ) 
Water
The modified Rackett equation was used to model the density of pure water. Data from Wagner and Pruß (2002) were used for regressing the parameters. The data cover a broad range of temperatures and pressures (0.05 to 20 MPa). The model is able to represent the density of water at several temperatures and pressures. It is seen from Figure 2 that, at 101.325 kPa, the model presents a higher deviation at low temperature (close to the melting point). However, this deviation is below 1% and considered negligible for engineering calculations. At 101.325 kPa, the AARD, AAD and MAD are calculated to be 0.129%, 1.285 kg/m 3 and 5.171 kg/m 3 . In fact, the majority of the data is calculated within 1% deviation. 
MEA
The modified Rackett equation was used to correlate the density of pure MEA as a function of temperature and pressure. For MEA, measurements at two different pressures were used, namely 101.325 and 700 kPa. The calculated deviations reported in Table 3 are very small, indicating a good agreement between the model and the experimental data. This is confirmed in Figures 3 and 4 where it is seen that the model is able to accurately represent the data at several temperatures at 101.325 kPa.
In Figure 6 , the density of aqueous solutions of MEA for the whole range of concentration and at several temperatures are shown at 101.325 kPa. There are plenty of experimental data available for this system at atmospheric conditions. It is seen that the model is able to accurately calculate the density of aqueous MEA solutions at several different temperatures. At 700 kPa, however, the model slightly over predicts the accurate model for water density is used, for example the model proposed in Wagner and Pruß (2002) . Nevertheless, the deviations are acceptable and the overall calculations are quite accurate. The best fit for aqueous MEA solutions was achieved using a ij = 0.2.
MDEA
As for MEA, densities measured at two pressures and several temperatures were used for fitting the parameters for the MDEA density model. The same good fit is also seen for the density of pure MDEA (Figures 8 and 9 ). Figures 10 and 11 show the calculated and experimental densities of aqueous MDEA solutions at 101.325 and 700 kPa at several temperatures. Differently from MEA, the best fit was found with a ij = 0.1. It is important to note that the MAD for Hawrylak et al. (2000) and Maham et al. (1995) are large compared to other sources. This is due to outliers which can be clearly seen in Figure   Figure 8 . Density of pure MDEA at different temperatures. Experimental data from: (o, Maham et al. (1995) ), (∇, Hawrylak et al. (2000) ), (□, Pinto et al. (2014b) ), (◊, Han et al. (2012a) ) and (◃, Chowdhury et al. (2009) ). (-) model at 101.325 kPa. Li and Lie (1994) ), (∇, Maham et al. (1995) ), (◊, Pinto et al. (2014b) ), (◃, Han et al. (2012a) ) and ( * , Chowdhury et al. (2009) ). Model at 101.325 kPa and: (-, blue) 303.15 K, (-, green) 313.15 K and (-, red) 333.15 K. 10 at 333 K and 0.018 and 0.13 MDEA mol fraction regarding data from Maham et al. (1995) . The outlier in the data from Hawrylak et al. (2000) occurs at 308.15 K and 0.06 MDEA mol fraction. It is not clear whether it was a measurement or a reporting issue. However, in this work, it was decided to use the data as reported by the authors without excluding any data points. Disregarding these points, the calculated deviations are very small, indicating a good fit.
AMP
The density of pure AMP as a function of temperature is shown in Figure 12 . It is seen that the model accurately represents the experimental data. The AARD is calculated below 0.06%, indicating not only good accuracy from the model, but also a good agreement between the dierent experimental sources. It should be noted, however, that AMP is solid at room temperature (the melting point is around 31 ºC (PubChem, 2018a)). Nevertheless, the model calculates a "virtual" density for temperatures lower than the melting point. This model should be used with care as prediction of phase changes is not possible. For the aqueous solutions at temperatures below the AMP melting point, the modified Rackett equation was still used to calculate the density of pure AMP as if it was a liquid.
For aqueous AMP solutions, the best set of parameters to describe the density as a function of temperature was found using a ij = 0.1. Once again, the model is able to accurately predict the density of aqueous solutions at several temperatures (Figure 13) . 
DEA
The modified Rackett equation was able to calculate the density of pure DEA with great accuracy as shown in Figure 14 . As for AMP, DEA is solid at room temperature (melting point around 28 ºC). The 2009)), (∇, Hawrylak et al. (2000) ), (□, Maham et al. (1994) ) and (◊, Yang et al. (2012) ). (-) model at 101.325 kPa.
modified Rackett is not able to predict phase changes and the densities calculated for DEA at temperatures below 28 ºC are "virtual" liquid densities. For the aqueous system at temperatures below the melting point, the density of pure DEA is calculated using the modified Rackett equation as if DEA was a liquid at those conditions, like was done for AMP. Figure 15 shows the density of the aqueous DEA system at several temperatures. Also there it is possible to see the good agreement between the model and the experimental data. The calculated deviations were also very low. The best fit was achieved with a ij = 0.3. pure MEA, pure MDEA, aqueous MEA and aqueous MDEA, those parameters were carried forward for the optimization of the ternary H 2 O-MEA-MDEA system. As a result, only four parameters were optimized (a MEA,MDEA , a MDEA,MEA , b MEA,MDEA , b MDEA,MEA ). The results are given in Table 4 . The calculated deviations were very small, as seen in Table 5 . The parity plot ( Figure  17) shows that all data lies across the diagonal line, which indicates a very good accuracy of the model. The best fit was obtained with a ij = 0.3. Maham et al. (1994) ) and (◊, Yang et al. (2012) ). Model at 101.325 kPa and: (-, blue) 303.15 K, (-, green) 323.15 K and (-, red) 343.15 K.
PZ
As for AMP and DEA, PZ is solid at room temperature (melting point is 106 ºC (PubChem, 2018b) ). However, no data was found for the density of pure PZ. At temperatures above the melting point. In this case, for calculating the density of pure component it was considered that Z RA equals the Z c and the modified Rackett equation would regress to the original Rackett equation.
PZ has an additional solubility issue in aqueous solution as it can precipitate depending on the temperature and concentration. As the model cannot predict any phase change behaviour, some care should be taken when using it. The data from the literature is limited to PZ mol fractions lower than 0.04 (16.6 wt.%). A little scatter is also seen in the experimental data which was not seen for other systems. Nevertheless, the model is able to represent the experimental data accurately enough given the scatter in the experimental data, as seen in Figure 16 . In this case, a ij = 0.3 provided the best set of parameters.
H 2 O-MEA-MDEA
After having estimated the parameters of the density models to calculate the density of pure water, (1994)), (□, Hagewiesche et al. (1995) ), (5, Li and Shen (1992) ) and (◊, Hsu and Li (1997) ).
H 2 O-MDEA-PZ
The parameters previously estimated for H 2 O, MDEA and PZ systems were used in the optimization of the H 2 O-MDEA-PZ system. Again, only four parameters were estimated and the results are given in Table 4 . Figure 18 shows the parity plot for the density of the H 2 O-MDEA-PZ system. It is seen that this 239789, Project: 3 rd generation membrane contactor). In this work, Matplotlib (Hunter, 2007) 21, 116-128 (1975) . https://doi.org/10.1002/ aic.690210115 Alvarez, E., Cerdeira, F., Gomez-Diaz, D., Navaza, J.M.
Density, speed of sound, isentropic compressibility, and excess volume of binary mixtures of 1-amino-2-propanol or 3-amino-1-propanol with 2-amino-2-methyl-1-propanol, diethanolamine, or triethanolamine from (293.15 to 323.15) K. Journal of Chemical & Engineering Data, 55, 2567 -2575 (2010 . https://doi.org/10.1021/je900739x system is calculated with a little more deviation than the H 2 O-MDEA-PZ as the points slightly deviate from the diagonal line. This is also seen in the calculated deviations. However, this deviation is still small (< 0.3 %) for engineering calculations and the model is considered good to predict the density of this ternary system. The best set of parameters was found with a ij = 0.2.
CONCLUSIONS
In this work a new temperature and pressure dependency function for the Z RA parameter of the modified Rackett equation was proposed. The model is able to accurately represent the densities of pure liquids. For pure water, there is a deviation at low temperatures (close to the melting point). However, the calculated deviations were below 1% for atmospheric pressure measurements and are considered negligible. For the pure amine, the deviations (AARD) were below 0.09%.
A model based on the NRTL model was also proposed for calculating the density of liquid mixtures. The model provides a more direct way to calculate the density of the systems as the number of parameters is not dependent on a polynomial. Seven aqueous systems (5 binaries and 2 ternaries) were tested in this work. The model is able to accurately predict the density of the binary and ternary systems tested in this work. With a few exceptions, the calculated deviations were below 0.09%, and below 0.2%, respectively, for the pure component system and aqueous solutions tested in this work.
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