A new receiver structure that combines the constant modulus algorithm (CMA) and the Kalman filter (KF) is investigated to exploit the advantages of both algorithms; simple implementation of blind algorithms, and excellent tracking ability, respectively. The proposed scheme achieves faster convergence and adaptability to the channel variation, which is verified through comparative simulations in doubly-selective (time-and frequency-selective) fading channels.
Introduction
In recent years, there has been much interest in blind (selfrecovering) channel equalization, where no training sequences are available [1] - [3] . Moreover, a few works have been done in blind equalization for doulbly-selective (timeand frequency-selective) fading channels [2] . This issue is more important when wireless environments demanding a higher data rate is considered.
The constant modulus algorithm (CMA) is the most widely used blind signal processing algorithm due to its simplicity and robustness [1] , [4] . In the time-varying channels, however, the CMA has very limited tracking capability because the magnitude of the received signal changes rapidly. On the other hand, the Kalman filter (KF) is the optimal filter for reconstructing signals travelling through the linear timevarying channels, but needs a training sequence to operate [2] . Therefore, we suggest the combined receiver structure of the CMA and the KF to utilize the advantages of both algorithms for doubly-selective fading channels. With this structure, we propose a new cost function, which has the distinct advantage of faster convergence speed to track the variations of channels. x(n) at time n. Consider the discrete-time equivalent baseband model depicted in Fig. 1 . Let s(n) denote the nth transmitted information symbol, which is drawn from a finite alphabet. At the transmitter, information symbols are transmitted through the frequency-and time-selective fading channels, which have a finite impulse response h k (n), k ∈ [0, M − 1] in discrete-time equivalent form. This channel accounts for the transmit/receive-filter, and the frequency-selective multipath. Thus, the sample at the receive-antenna filter output can be written as:
System Model
where
T , and v(n) is zero-mean, additive white Gaussian distributed noise with σ 2 v . A time-varying system can be modeled using a simple Markov model which can capture most of the channel tap dynamics and leads to effective tracking algorithms [5] . Assuming that the channel vector process h(n) is a zero-mean (the effect of the mean is just a constant addition), multipath Markov process of order p is given by, as in [5] :
where u(n) is an i.i.d. complex Gaussian vector process with a correlation matrix
. In this letter, we limit our discussion to the first-order Markov channel model, i.e., p = 1. Thus, the best fit of the above model with the theoretical autocorrelation is achieved by choosing A(1) = D to be a diagonal matrix with entries
d is the Doppler spread of the kth tap, β o is the zero-order Bessel function of the first kind, and T is the sampling period.
Blind Equalization Algorithm
We propose a new blind adaptive equalization algorithm for time-varying channels with ISI. The system block diagram in Fig. 1 shows that the receiver employs the KF to track the channel and CMA-based equalizer to compensate it.
The iteration starts with the well-known KF recursion, which yields the optimum linear estimator for the channelĥ(n) at time n using the CMA-based equalizer decision vectorŝ(n − 1) (assumed reliable), the received observation x(n−1), and the previously estimated channel vectorĥ(n−1). In the next step, the current channel estimate from the KF is exploited to design the CMA-based equalizer module. Finally, the newly designed equalizer decodes one symbol s(n), which is added to the vector of the past decisions (assumed reliable), which will help the KF make a new channel estimateĥ at the next iteration, taking place at time instant n + 1.
Kalman Filter Tracking
We first derive the one-step channel estimator by using KF. Equations (1) and (2) 
from which, we can obtain the well-known KF with matrix computation [8] .
Noting that the matrix D is multiples of the identity as explained in Sect. 2, we achieve the first-order KF with vector computation, which can reduce the computational complexity of the conventional KF. To obtain the first-order KF, we modify the state and measurement equations (3) as follows:
where k = 0, . . . , M − 1 and x k (n) is termed as a separate observation. It is noted that x(n) := x 0 (n)+ x 1 (n)+. . .+ x M−1 (n) and each x k (n) is not actually observable at the receiver. If we can estimate the separated observation {x k (n)} M−1 k=0 from the real observation x(n), we can develop a set of the firstorder KFs to estimate {ĥ k (n)} M−1 k=0 . Because the channel estimatesĥ(n−1) from the KF and the decision valuesŝ(n − 1) at time n are given, we estimate the separated observation aŝ (5) where k = 0, . . . , M − 1. By incorporating (5) and (4), the first-order KF to estimate the kth channel coefficientĥ k (n) can be derived as [8] :ĥ
In this development of the Kalman filter, we letĥ k (n|n) be the best linear estimate of h k (n) at time n given the observation x(i) for i = 1, 2, · · · , n and we letĥ k (n|n − 1) be the best estimate given the observation up to time n − 1. The gain k k (n) is the k th Kalman gain that minimizes the mean-square estimation error.
New Cost Function
In order to equalize a finite impulse response (FIR)-modeled channel perfectly, an equalizer with infinite taps is required [2] in general. However, only an FIR equalizer is used in the practical system. Although our equalizer w(n) is also FIR, it can enjoy better performance than the conventional blind FIR equalizer because of the available channel information from the KF. Using the channel estimateĥ(n), we thus can obtain the estimated equalizer coefficient setŵ(n) near the channel inverse, and we want the adaptive equalizer w(n) to be close to this approximationŵ(n) in every iteration.
Therefore, we propose the joint minimization of the conventional CMA cost function and the squared absolute value of the difference betweenŵ(n) and w(n), i.e., the minimization of
Res 1
where the equalizer output is y(n) :=
, L is the number of equalizer taps, and R 2 is the desired modulus. The Res stands for the residue operation, γ is a real and positive number, and W(z) andĤ(z) are the Z-transform of w(n) andĥ(n), respectively. We note that the second term in (6) can be approximated as γ
A stochastic gradient algorithm (SGA) is used to minimize the cost function (6) to obtain an on-line equalization algorithm, for which the update equation of the equalizer can be given by
where φ(y(n)) := (|y(n)| 2 − R 2 )y(n). To verify the fast convergence rate of our cost function, we derived the mean square error (MSE) trajectory at the output of our equalizer based on the Taylor series-based analysis of Li [6] and Garth [7] . In Fig. 2 , we depict the simulated MSE trajectory, which closely follows the results of theoretical analysis in Fig. 3 . The discrepancy could be due to the crude first-order linear approximations of the nonlinear function Those results confirm that our algorithm has a faster convergence rate than that of the conventional CMA.
Simulation Results
We compare our algorithm with a recursive version of the CMA (RCMA) equalizer and non-blind decision feedback equalizer (DFE) for the wireless environment. As a performance measure, we compute the MSE defined as: 10 log 10 E[|y(n) − HD(y(n))| 2 ], where HD denotes hard decision. In all experiments, we assume that as shown in Sect. 2, the channel variation follows a first-order Markov model with M = 2. The initial value of the channel is ity of 40 Km/h), and a signaling rate 1/T = 10 4 Hz. The transmitted constellation is 4-QAM with a desired modulus R 2 = 2, the white Gaussian noise power is set to 0.01, and σ 2 u = 10 −5 . For comparison, the DFE coefficients are calculated with perfect channel variations. Figure 4 shows the performance of the MSE. This result confirms that the performance of our algorithm is better than the RCMA, and is close to that of the non-blind DFE. Figure 5 plots the channel tracking performance of the KF. We observe that the estimated tap values represented as a dotted line are very close to the solid line that employs the true channel trajectory.
Conclusion
In this letter, we have proposed a novel receiver structure for blind channel tracking and equalization over doublyselective fading channel. The computationally efficient firstorder KF was derived to track the channel variations, and a cost function based on the CMA was proposed to equalize it. Simulation results have supported the advantages of the proposed algorithms.
