Unreliable link capacities cause a significant amount of delay in transportation networks. In this paper, we propose a novel approach to studying the traffic queues due to capacity-reducing events under a class of control policies. First, we propose a Piecewise-Deterministic Queueing (PDQ) model in which the link saturation rates switch between a finite set of values (modes) according to a Markov chain, which captures the occurrence and clearance of capacity-reducing events. Second, we derive results on the stability of PDQ networks, i.e. when the joint distribution of the link queue sizes converges to a unique invariant probability measure. On one hand, a necessary condition for stability is that the average inflow to each link is less than the link's effective capacity. On the other hand, a sufficient condition is that a set of bilinear matrix inequalities involving model parameters and the control policy has a feasible solution. Third, we provide an analytical characterization of the steady-state distribution of bimodal PDQ systems, which enables us to obtain the optimal static/mode-dependent routing policy for bimodal PDQ networks by solving a convex min-cost problem.
I. INTRODUCTION
Capacity-reducing events, such as crashes in freeways and adverse weather at airports, lead to significant congestion and efficiency losses in transportation systems. Thus, network management strategies that proactively account for the presence of unreliable link capacities are desirable [1] - [5] . In this paper, we propose a novel piecewise-deterministic queueing (PDQ) model to study the delay induced by stochastic capacity-reducing events. We mainly focus on the long-time properties (stability and steady-state distribution) of the PDQ model. Under certain assumptions, we use the PDQ model to evaluate and design network routing strategies.
Recent work has studied the behavior of transportation systems under unreliable capacities. Importantly, Como et al. [6] , [7] analyzed the impact of unreliable link capacities on networkwide throughput, and showed that a class of distributed routing policies are able to attain the maximum residual throughput under reduced capacities. In addition, Karafyllis and Papageorgiou [8] investigated the global exponential stability of traffic networks with uncertain flows by the means of vector Lyapunov functions. A related paper by Ziliaskopoulos [9] proposed a dynamic programming-based method to minimize travel cost using real-time information about link capacities. In contrast to the aforementioned efforts, we study the performance (travel cost) of transportation facilities using a probabilistic model of link capacities, and account for the uncertainty in both occurrence and clearance of capacity-reducing events. Our model is motivated by the analysis of real-world data on road traffic incidents [10] , [11] , and stochastic weather at airports [12] .
Previous research on delay induced by stochastic capacity fluctuations has largely focused on a scenario-based approach, in which macroscopic or microscopic model simulations are used to evaluate given traffic management strategies against a set of routinely observed scenarios of capacity reduction. For example, Khattak et al. [13] developed an online tool that predicts the consequences of given highway accident scenarios based on the reported accident features and historical statistics. The effectiveness of this approach can be improved by generating scenarios from statistical models that predict both the capacity drop and the delay due to accidents [14] , or by directly incorporating random capacity fluctuations in standard traffic flow models [15] . Although such an approach may be accurate for the analysis of network control strategies under particular scenarios, it does not directly provide quantitative performance guarantees or facilitate design of interruption-aware strategies. Our PDQ model is intended to help address this limitation by analytically relating the stochastic nature of capacity-reducing events (e.g. occurrence and clearance rate) to the expected performance of transportation systems (e.g. network-wide travel cost).
The PDQ model proposed in this paper builds on the classical deterministic queueing (DQ) model [16] . The DQ model and its variations have been used for the estimation of congestion due to demand-capacity imbalance in a variety of transportation systems [17] - [19] . The essence of the DQ model is that the rate of change of the traffic volume (queue) in a link is the difference between the inflow and the saturation rate. Our PDQ model extends the DQ model by incorporating a stochastic saturation rate model which captures the initiation and termination of capacity-reducing events. We assume that the inflow is either fixed or specified by a statefeedback control policy. The saturation rate switches between a finite set of values, or modes, according to a continuous-time Markov chain defined over the set of modes. The evolution of the PDQ system is piecewise-deterministic in the sense that the queue evolves deterministically between the intermodal transitions. The hybrid state of a PDQ system consists of a discrete component (mode) and a continuous component (queue size).
A point worth clarifying here is the relation between the DQ/PDQ model and stochastic queueing (SQ) models (e.g. M/M/1 queues). The DQ model ignores the heterogeneity between individual "customers" (or particles/vehicles) and focuses on the temporal fluctuation of the demand (as in [16] ) or the capacity (as in this paper), typically on a coarser time scale (e.g. hours for road traffic). In contrast, the SQ models emphasize the inherent randomness of individual customers' behavior, but the system's behavior is typically time-homogeneous [20] - [23] . In addition, the SQ models are usually applied on a finer time scale (e.g. seconds/minutes for road traffic). In this sense, the DQ model can be viewed as a fluid approximation of the SQ model. For a comprehensive comparison between DQ and SQ models, we refer to [18] . We also note that although SQ models with random service interruptions have been proposed in the literature (see for example work by Baykal-Gürsoy et al. [24] ), the available results largely focus on closed-form solutions for special cases and have not considered network settings.
In this paper, we develop the PDQ model and its network extension. We study the long-time behavior of these models under a class of state-feedback control policies, and provide some useful insights for transportation network operations. Given the widespread applicability of the DQ model [1] , [16] , [18] for deterministic capacity settings, we expect that our PDQ model can be useful for the performance assessment of a variety of transportation systems with unreliable capacities.
In Sec. II, we study the stability of individual PDQs. 1 A PDQ is said to be stable (in the sense of [25] ) if the distribution of its state converges to a unique invariant probability measure, i.e. a distribution of the hybrid state that is invariant with respect to the system's stochastic dynamics. Our analysis builds on the recent contributions by Benaïm et al. [25] and Hairer [26] . These authors derived results on the long-time properties of piecewise-deterministic Markov processes (PDMPs, see [27] ). PDMPs are a class of hybrid-state Markov processes to which PDQ systems belong. Our work focuses on results that are specific to PDQ systems. We explicitly account for the occurrence/clearance rates of capacity-reducing events as well as their intensities. First, we derive a necessary condition for stable PDQ systems (Prop. 2). This condition states that, if a PDQ system is stable, then the average inflow must be less than its effective capacity. The effective capacity is essentially the limiting time-average value of the saturation rate. Next, we present a sufficient condition for stability (Prop. 3), based on the classical Harris' theorem ( [28] , see also [26] ). This condition guarantees the stability of the PDQ system if a set of bilinear matrix inequalities admits a feasible solution.
In Sec. III, we extend our analysis to PDQ networks, i.e. networks in which each link can be viewed as a PDQ system. Analogously to the case of individual PDQs, the state of a PDQ network consists of a discrete component (mode of the network) and a continuous component (vector of queue sizes). We make the following assumptions for PDQ networks: (i) the network is acyclic and with a single origin and a single destination; (ii) there are no upper bounds on the queue sizes of individual links; and (iii) the inflow to the origin is deterministic and does not depend on the state of the network. For discussion on (i) and (ii), we refer to [6] . The third assumption enables us to focus on the effect of uncertain link capacities while assuming a deterministic demand to the network. 2 We also extend the results in Sec. II to provide a necessary condition (Thms. 7) and a sufficient condition (Thms. 8) for the stability of PDQ networks under a class of mode-dependent routing policies. In Sec. IV, we consider a special class of PDQs, i.e. bimodal piecewise-deterministic queues (BPDQs). A BPDQ is a PDQ with exactly two modes, and a BPDQ network is a network of BPDQs (with additional technical assumptions). BPDQ systems are particularly interesting, since they can describe the behavior of transportation facilities that randomly switch between a nominal mode and an abnormal (reduced capacity) mode. We provide a sufficient and necessary stability condition (Prop. 9) and an analytical characterization of the invariant distribution of BPDQs (Prop. 10). The resulting estimates of queue sizes are useful to evaluate the performance of routing policies for BPDQ networks. Finally, we show that certain routing policy design problems can be formulated as convex min-cost problems, and demonstrate the usefulness of this design approach via a numerical example.
II. PIECEWISE-DETERMINISTIC QUEUEING MODEL AND ITS STABILITY
In this section, we define the PDQ model and study its long-time properties. The main results of this section are a necessary condition (Prop. 2) and a sufficient condition (Prop. 3) for the stability of individual PDQs. These results will be used to develop stability conditions for PDQ networks in Sec. III.
A. Construction of the PDQ model Fig. 1 . The PDQ model. 2 Indeed, the DQ (and thus PDQ) model can be combined with stochastic arrival models to study the impact of capacity fluctuations on the traffic demand into the network, as in [16] , [18] , [29] . However, this is not the focus of this paper.
A PDQ model extends the classical DQ model in that the saturation rate is governed by a finite-state Markov process. Consider the system illustrated by Fig. 1 . Traffic arrives at the system at the inflow f (t) at time t ∈ R + . Traffic is temporarily stored in a queueing buffer and discharged downstream. Denote the queue size by q(t). Let u(t) denote the saturation rate, i.e. the rate at which the queue is emitted at time t, and let r(t) denote the discharge rate, i.e. the rate at which traffic departs from the system. If q(t) = 0 and f (t) ≤ u(t), we have r(t) = f (t); otherwise r(t) = u(t). We refer to Fig. 2 for an illustration of how the queue size q(t) evolves with time. When f (t) > u(t), the queue grows at rate f (t) − u(t). When f (t) < u(t), the queue decreases at rate f (t) − u(t), until it vanishes. 3 Following [16] , we assume an infinite queueing space, i.e. that the queue size q can be arbitrarily large. The saturation rate of the PDQ model stochastically switches between a finite set of values. Specifically, let I be the set of modes of the PDQ and z = |I|. With a slight abuse of notation, we denote the mode of the PDQ at time t by i(t). Every mode i ∈ I corresponds to a saturation rate, denoted by u i . To emphasize the dependence of the discharge rate r on the mode i, the queue size q, and the inflow f , we express it as follows:
Then, the dynamics of q is governed by a vector field F :
The evolution of mode i(t) is governed by a continuous-time Markov chain with state space I and constant transition rates {λ ij , i, j ∈ I}. Let ν i := j∈I λ ij , which is the rate at which the system leaves mode i. Note that i(t) and thus u(t) are piecewise-constant signals; see Fig. 2 . We assume that this Markov chain is irreducible and positive recurrent [31] . Given an initial mode i 0 ∈ I at t = t 0 = 0, let {t k ; k = 1, 2, . . .} be the times at which the intermodal transitions happen. Let i k−1 be the mode during [t k−1 , t k ) and s k = t k − t k−1 . Then, s k follows the exponential distribution with parameter ν i k−1 . We can compactly write the transition rates in the z × z matrix:
The hybrid state of a PDQ is (i, q), which consists of a discrete component i and a continuous component q. The discrete dynamics is governed by the Markov chain associated with Λ. We allow the inflow f to be specified by a state-feedback control policy φ : I × R + → R + , i.e. f (t) = φ(i(t), q(t)). Assume that φ is bounded and continuous in q. For a given φ, the vector field F becomes F (i, q, φ(i, q)) = φ(i, q) − r(i, q, φ(i, q)). Therefore, a PDQ with a statefeedback control policy is a PDMP with state (i, q). For convenience, we write for short that r(i, q, φ) = r(i, q, φ(i, q)) and F (i, q, φ) = F (i, q, φ(i, q)).
The transition kernel of a PDQ is a map P t from I ×R + to the set of probability measures over I ×R + . Essentially, P t (i, q) is the probability distribution of (i(t), q(t)), given the initial condition (i 0 , q 0 ) = (i, q). The collection of transition kernels of a PDQ is a semigroup P = {P t ; t ≥ 0}. Following [25] , [26] , we can also consider P t as an operator such that, for any (i, q) ∈ I × R + and any function g : I × R + → R smooth in the second argument, we have
Now we can formally define PDQs as follows: Definition 1. A piecewise-deterministic queue is a tuple I, Q, F, Init, P , where -I is a finite set of modes (discrete state space) with generic member i, -Q = R + is the continuous state space with generic member q, -F is the set of control policies with generic member φ, -Init = I × Q is the set of initial conditions with generic member (i 0 , q 0 ), and -P = (P t ) t∈R + is the semigroup of transition kernels defined over I × Q.
Next, we introduce several objects useful for our subsequent analysis. The infinitesimal generator of a PDQ I, Q, F, Init, P with control policy φ is an operator L such that L = ∂P t /∂t| t=0 [26] . By Prop. 2.1 in [25] , we can express L applied to g as follows:
We can compactly write (4) as
where diag(x) is the diagonal matrix with components of (column or row) vector x placed on the diagonal, F = [f, . . . , f ] ∈ R z + , and
An invariant probability measure of a PDQ with control φ is a probability measure p φ with support in I × R + such that
By (4) and (9) and following [32] , [33] , we obtain the expression below:
where
Following [25] , [26] , we say that a PDQ with control φ is stable if its hybrid state converges to a unique invariant probability measure p φ for all initial conditions. Otherwise, the system is said to be unstable. Two special cases of being unstable are worth emphasizing. First, a PDQ may admit no invariant measure. For example, if φ is static and φ(t) > max i∈I u i for all t, then the queue size must go to infinity as t → ∞, and thus no invariant probability measure exists. Second, a PDQ may have multiple invariant probability measures. For example, if φ(t) = u(t) for all t, then the system always stays at the initial condition, and does not converge.
B. Effective capacity: necessary condition for stability
A necessary condition for a PDQ to be stable is that the queue size is finite with probability one (WP1) as t → ∞ for all (i 0 , q 0 ) ∈ Init. Let Ω be the underlying sample space of the stochastic process {(i(t), q(t)); t ∈ R + }. In fact, q is a function that maps Ω × R + to R + , i.e. (ω, t) → q(ω, t). If a PDQ is stable, then lim t→∞ P t = p φ is supported over I × Q. In this case, we have Pr{ω ∈ Ω : lim t→∞ q(ω, t) = ∞} = 0, which we denote for short by q ∞ < ∞ WP1.
For an inflow signal f (t), assume that there exists f such that
We define the effective capacity of a PDQ as the supremum of the limiting time-average inflow that result in a finite limiting queue WP1:
Definition 2 (Effective capacity). The effective capacity u of a PDQ I, Q, F, Init, P is defined as
By mass conservation, u is also the maximum time-average rate at which traffic can depart from the system. Intuitively, one may conjecture that u is equal to the time-average value of u(t) as t → ∞, which turns out to be true. Next, we formalize this intuition. Let p = [p 1 , . . . , p z ] be the limiting fractions of time that the system spends in each mode. By Thm. 7.2.7 in [31] , p is the solution to the steady-state equations:
where e = [1, . . . , 1] T ∈ R z + . 5 Then, the limiting time-average saturation rate is U p T , where
We have the following result:
Proposition 1 (Effective capacity). The effective capacity u of a PDQ I, Q, F, Init, P is given by
Proof. (i) First, we show that, if f > U p T , then q ∞ = ∞ with positive probability. Without loss of generality, we assume the initial queue size q 0 = 0. Consider an arbitrary inflow signal 5 In this article, we will use e to denote vectors of 1's without explicitly indicating its dimension. In most cases, the dimension of e is clear from the context. {f (t); t ∈ R + } such that the limit f exists and f > U p T . By (2), we obtain that q(t) =
f (τ ) − r(τ ) dτ , and thus
Since r(t) ≤ u(t) for all t ∈ R + , we obtain from (15) that
Let S i (t) be the total time that the process spends in mode i during the time interval [0, t]. By the irreducibility and positive recurrence of the Markov chain defined over I (see Thm. 7.2.6 in [31] ), we know that lim t→∞ S i (t)/t = p i WP1. Therefore, (16) yields
which implies that q(t) → ∞ WP1. Therefore, by Def. 2, we conclude that u ≤ U p T .
(ii) Next, we show that, if f < U p T , then q ∞ < ∞ WP1. Consider an inflow signal f such that f < U p T . Assume by contradiction that Pr{ω : lim t→∞ q(ω, t) = ∞} > 0. This would imply that there exists 0 < T < ∞ such that Pr{ω : q(ω, t) > 0, ∀t ≥ T } > 0, which implies that Pr{ω : q(ω, t) > 0, ∀t ≥ 0} = > 0, by the Markov property of the process {(i(t), q(t)); t ∈ R + }. Let Ω 1 be the set of such sample points and thus Pr{Ω 1 } = > 0. Let S i (t) be as defined in part (i). For ω ∈ Ω 1 , we have r(t) = u(t) for all t ≥ 0, and thus
which is not allowed (q(t) ≥ 0). This implies that Pr {Ω 2 } = 0, which contradicts with Pr {Ω 2 } = > 0. Therefore, we conclude that u ≥ U p T .
Combining the above two parts, we obtain (14) .
Following the notion of effective capacity, we can derive a necessary condition for stability:
Proposition 2 (Necessary condition for stability). If a PDQ I, Q, F, Init, P with control policy φ is stable, and if there exists φ ∈ R + such that
then φ ≤ u, where u is the effective capacity of the PDQ given by (14) .
Proof. Suppose that the PDQ is stable. Assume by contradiction that φ ≥ u with positive probability. By Prop. 1, we obtain that Pr{q ∞ = ∞} > 0, which contradicts the stability of the PDQ.
Remark 1. By Prop. 2, if a control policy φ is such that φ > u with positive probability, then φ is unstable.
C. Harris' theorem: sufficient condition for stability
Now we present a sufficient condition for stability of PDQs:
Proposition 3 (PDQ Stability). A PDQ I, Q, F, Init, P with a control policy φ :
(ii) (Minorization) There exist i * ∈ I and > 0 such that φ(i
A special case of Prop. 3 is that φ is static. The following result states that, when φ ≡ f , conditions (i) and (ii) in Prop. 3 can be simplified and expressed using a single parameter:
Corollary 4. Consider a PDQ I, Q, F, Init, P with fixed inflow φ = f and let
The above results can be viewed as an extension of the classical Harris' theorem. Harris' theorem essentially states that, if a Markov process (with standard regularity properties) satisfies the drift condition and the minorization condition, then it converges to a unique invariant probability measure. For convenience of the readers, we recall the aforementioned conditions following [26] .
Let X be the state space and x be the state of a Markov process; for our PDQ model, X = I×Q and x = (i, q). Recall that P t denotes the transition kernel and L the infinitesimal generator. The drift condition holds if there exist a measurable Lyapunov function V : X → [0, ∞), a strictly positive constant K, and a strictly concave function ϕ : R + → R + with ϕ 0 = 0 and increasing to infinity, such that
The definition of L implies that LV can be viewed as the time derivative of the expected value of V . Hence, one can interpret (20) as follows: When the value of V is small, V is allowed to increase (in expectation) with time, but such increase should be upper-bounded by K. When the value of V is large, it has to decrease in time, since K is dominated by ϕ(V ).
The minorization condition holds if, for any initial conditions x 1 = (i 1 , q 1 ) and x 2 = (i 2 , q 2 ), there exist α > 0 and T > 0 such that
where · TV is the total variation distance. 6 This condition essentially states that, after a sufficiently long time T , the supports of P t (x 1 ) and P t (x 2 ) will overlap. In the rest of this section, we prove Prop. 3 and Corr. 4 by showing the drift condition (Lmm. 5) and the minorization condition (Lmm. 6). Our proof is based on Thm. 4.1 in [26] . To show the drift condition, we consider a Lyapunov function V : I × R + → R + defined as follows:
where b and k 1 , . . . , k z are strictly positive constants. Then, from the following lemma, we obtain that (18) Proof. For every (i, q) ∈ I × R + , by (4) and (22), we have (2)). Furthermore, assuming that (18) holds, we obtain that
Then, let C = min i∈I {1/k i }, and we have LV < −CV . Since y ≥ log(y + 1) for all y ≥ 0, we have LV < CV ≤ −ϕ(V ). Hence (20) holds provided that K > 0. If q = 0, let
and one can verify that LV (i, 0) ≤ K − ϕ(V (i, 0))) for all i ∈ I, which implies (20) . Thus, (20) holds for all (i, q) ∈ I × R + .
To show the minorization condition (21), we utilize condition (ii) in Prop. 3. Thanks to the irreducibility and positive recurrence of the embedded chain, the system will switch to the mode i * in finite time WP1. Note that, if the system stays for sufficiently (but finitely) long time in mode i * , then the queue is bound to vanish, no matter how long it initially was. Therefore, the state (i * , 0) is accessible with strictly positive probability from every initial condition, which implies (21).
Lemma 6 (Minorization). Consider a PDQ I, Q, F, Init, P with a state-feedback control policy φ. Suppose that there exist i * ∈ I and > 0 such that
Then, for any (i 1 , q 1 ), (i 2 , q 2 ) ∈ Init, there exist α > 0 and T > 0 such that Fig. 3 . For sample paths starting from any two initial conditions, there exists a time T after which the two sample paths will overlap with a positive probability.
Proof. First consider the initial condition i 0 = i 1 , q 0 = q 1 . Since the embedded chain is irreducible and positive recurrent, and since φ is assumed to be bounded, there exists 0 < X 1 < ∞, 0 < Q < ∞, and P 1 > 0 such that
Let Y 1 be such that
which can be viewed as the upper bound of the time for a queue of length Q to get cleared; see Fig. 3 . Since
Given i(X 1 ) = i * , the probability that the system stays in i * during the time interval [X 1 , T 1 ) is
Therefore, we have
Similarly, we can find T 2 > 0 such that
Without loss of generality, assume
Then, for T = T 2 , there exists α 1 , α 2 > 0 such that
Finally, one can let α = min{α 1 , α 2 } and show that (24) holds.
Now we are ready to complete the proofs of Prop. 3 and Corr. 4.
Proof of Prop. 3. Following [25] , the PDQ is right continuous with left limits, or càdlàg, since q is always a continuous signal. Since F is bounded, we have that the PDQ is Feller: for any continuous function g, we have lim t→0 P t g−g = 0. Therefore, with Lmms. 5 and 6, the stability follows from Thm. 4.1 in [26] .
−1 e, and the result follows from Prop. 3.
Corr. 4 (and, less obviously, Prop. 3) essentially imposes an upper bound for the magnitude of inflow. Consider for example the case where f is static and I has only one element. The PDQ reduces to a DQ system with F = f , U = u, and Λ = 0 (the system is not subject to intermodal transitions). Thus, (19) can be simplified as
Since b has to be strictly positive, (25) cannot hold unless f < u. In addition, as long as f < u, there must exist a b > 0 satisfying (25) . In other words, the single-mode system is stable if and only if f < u. It is not clear whether the necessary condition given by Prop. 2 in general implies the sufficient condition given by Prop. 3. However, we will see that these conditions are equivalent for PDQs with exactly two modes (see Prop. 9).
III. PDQ NETWORKS AND THEIR STABILITY
In this section, we extend our analysis of individual PDQs to the network setting. We consider directed, acyclic networks with a single origin and a single destination (SOSD). The main results of this section are a necessary condition (Thm. 7) a sufficient condition (Thm 8) for the stability of PDQ networks with state-feedback routing policies. In addition, we will apply this condition to particular classes of PDQ networks.
A. Construction of PDQ networks
There are two ways of extending individual PDQs to networks, depending on where the queues are stored. If queues are stored in links (e.g. freeway systems [29] ), then we model each link as a PDQ. We call such networks as link PDQ networks. In contrast, if queues are stored at nodes (e.g. networks of service stations), then we model each node as a PDQ. We call such networks as node PDQ networks. In this article, we introduce a construction of link PDQ networks, which we will henceforth refer to as PDQ networks. The construction of node PDQ networks would proceed in a similar manner.
Consider a PDQ network whose topology is described by a directed, SOSD, acyclic graph G = N , E , where N is the set of nodes and E is the set of links. Let n = |N | and m = |E|. We label the origin node as 1 and the destination node as n. Without loss of generality, we assume a unit inflow at node 1, and an infinite capacity at node n. With a slight abuse of notation, 7 let I be the set of modes of the PDQ network (with cardinality z). Let i(t) be the mode of the network for t ∈ R + . The intermodal transitions are governed by a Markov chain defined over the finite set I with transition rates {λ ij ; i, j ∈ I}. We define the matrix Λ as in (3), analogously to the case of individual PDQs.
Every link e consists of a PDQ and a server in series; see Fig. 4 . Traffic enters link e at rate f e (t). The PDQ system discharges traffic to the server at rate r e (t), which is upper-bounded by the saturation rate u e (t). In addition, every unit amount of inflow induces a fixed nominal cost v e (per unit flow) in the server. The server discharges traffic to the downstream node at outflow d e (t). We assume that the outflow d e may depend on inflow f e , the mode i, and the queue size q e , i.e. d e = d e (i, q e , f e ). However, we assume that d e does not depend on other links' inflows or queue sizes.
Every mode i corresponds to a saturation rate vector u i = [u The dynamics of q is specified by a vector field F :
The hybrid state of the network is (i(t), q(t)). We consider settings where f is determined by a state-feedback routing policy, i.e. a mapping φ :
Apparently, a PDQ network with a state-feedback routing policy is still a PDMP. We again assume that φ is bounded and continuous in the continuous arguments.
We say φ to be admissible if it satisfies mass conservation, i.e. 
To ensure admissibility, note that, for acyclic, SOSD networks, an admissible routing policy φ is always associated a matrix-valued function Θ :
such that θ ei is the fraction of traffic out of node i that is sent to link e; φ and Θ are related as follows:
Note that, for directed, acyclic, SOSD networks, every Θ corresponds to a unique φ. The admissibility constraint in terms of Θ is
Constraint (31) ensures that traffic out of a node is routed to links starting at this node. Constraint (32) ensures that all traffic out of a node is routed. The last row of Θe vanishes since no routing is needed for the destination node n.
Given an admissible routing policy φ ∈ F, a PDQ network induces a semigroup of transition kernels P = (P t ) t∈R + . Similar to (4), for any smooth function g : I × R m + → R, the infinitesimal generator of a PDQ network with routing policy φ is given by
In this article, we assume that the gradient ∇ q g is a column vector. Analogously to individual PDQs, the invariant probability measure p φ of the network with routing policy φ is such that
With the objects defined above, we define PDQ networks as follows:
Definition 3. A PDQ network is a tuple I, Q, F, Init, P , where -I is the finite set of modes (discrete state space), -Q = R m + is the set of vectors of queue sizes (continuous state space), -F is the set of admissible routing policies, -Init ⊂ I × R m + is the set of initial conditions, and -P = (P t ) t∈R + is the semigroup of transition kernels.
Next, we extend the stability conditions for individual PDQs (Props. 2 and 3) to PDQ networks.
B. PDQ network stability
We say a PDQ network with routing policy φ to be stable if its state converges to a unique invariant probability measure p φ as t → ∞. To obtain a necessary condition, we now extend Prop. 2. Define an m × z constant matrix U such that
Recall that p = [p 1 , p 2 , . . . , p z ] T are the steady-state probabilities of the modes given by (12).
Then we have a necessary condition for network stability:
Theorem 7 (Necessary condition for network stability). If a PDQ network I, Q, F, Init, P with an admissible state-feedback routing policy φ is stable, and if there exists
then φ ≤ u, where u = Up T .
The proof is similar to that of Prop. 2 (see Appx. A).
Remark 2. If a routing policy φ is such that φ e > u e for some e ∈ E with positive probability, then φ is unstable.
A criterion for PDQ network stability (i.e. a sufficient condition) can be derived by extending Prop. 3 to the network case. Define an m × z matrix
Then we have a sufficient condition for stability: 
where Φ and R are as defined in (29) and (35), respectively. (ii) (Minorization) There exist i * ∈ I and > 0 such that
The proof is similar to that of Prop. 3 (see Appx. A). One can interpret Thm. 8 as follows: Condition (i) essentially imposes an upper bound on Φ, which measures the magnitude of inflows. Condition (ii) implies that there is a mode where the sum of the queues keeps decreasing until every queue vanishes. Thus, Thm. 8 links the stability of a PDQ network to its characteristics (topology, saturation rates, outflow vector, and intermodal transition rates), demand (i.e. unit inflow e 1 ), and routing policy.
C. Stability conditions under particular assumptions
Now we restrict the structures of φ and d and particularize the stability condition. Specifically, we consider two types of routing policies: (a) A static routing policy is an open-loop routing policy such that the flows out of all nodes are distributed to downstream links according to fixed ratios. Specifically, a static routing policy φ is induced by a matrix Γ ∈ R m×n + such that γ ei is the constant fraction of traffic out of node i that is sent to link e, i.e. Θ(i, q) = Γ for all (i, q) ∈ I × R m + . Following (30) , for a given Γ, the corresponding routing policy φ Γ is the solution to
(b) A mode-dependent routing policy is a state-feedback routing policy responsive to the mode of the network: It can be specified by a matrix-valued function H : I → R m×n + such that Θ(i, q) = H(i) for all (i, q) ∈ I × R m + . Following (30) again, for a given mode i, the routing policy φ H is determined by
So far we have not elaborated on the form of the outflow vector d(i, q, φ). Essentially, the form of d determines the degree to which the links interact with each other. To see the influence of d on the sufficient condition for stability, we now consider two special cases: (1) Suppose that d(i, q, φ) = r(i, q, φ). In this case, the change in inflow or saturation rate in a particular link is immediately realized by its downstream links, and therefore the interaction is strong. We call this case as interacting links. Typical examples include production networks where products from one station are immediately transferred to the downstream station(s) [18] and networks of local streets [23] . (2) Suppose that d is cosntant, independent of i and q. In this case, the links are isolated in the sense that the saturation rate fluctuation in one link does not affect the downstream links.
To ensure long-time mass conservation, we need d(t) = φ for all t ∈ R + , where φ is given by (34) . We call this case as non-interacting links. Typical examples include freeway networks with sparsely located incident hotspots and isolated road intersections [18] .
Next, we apply Thm. 8 to networks with interacting or non-interacting links. For ease of presentation, we illustrate the main insights via an example, with detailed calculation available in Appx. B.
Consider the network shown in Fig. 5(a) . Node 1 is the origin with a unit inflow. Node 3 is the destination. We make the following simplifying assumptions: (i) Link 1 has a saturation rate switching between 1.6 and 1, (ii) Link 2 has a saturation rate switching between 1 and 0.5, (iii) The saturation rates of links 1 and 2 are statistically independent, (iv) Link 3 has a very large constant saturation rate. For stability analysis if this network, we can ignore link 3 for now and simplify the network as a linear network consisting of three nodes {1, 2, 3} and two links {1, 2}. Thus,
The network has four modes (see Fig. 5(b) ), and the matrix of saturation rates is as follows: U = 1.6 0.8 1.6 0.8 1 1 0.5 0.5
The intermodal transitions occur according to a Markov chain (Fig. 5(b) ). In addition, we assume that λ ij = 1 for all connected (i, j) pairs. The Λ matrix is thus Note that the above Λ matrix guarantees statistical independence of the saturation rates of links 1 and 2.
Suppose that we need to determine the fraction of traffic out of node 2 assigned to link 2. If we are able to choose this fraction but cannot change it once chosen, we face a static routing problem. Denote this fraction by γ, and we have
If we are not only able to choose this fraction, but also able to change it according to the mode of the network, we face a mode-dependent routing problem. We further assume that the routing policy is only responsive to the saturation rate of link 2: when u 2 = 1, we set the fraction to η 1 ; when u 2 = 0.5, we set the fraction to η 2 , i.e.
One can interpret such routing policy as a traffic diversion scheme: a traffic manager assigns η 1 amount of traffic to link 2 when link 2 is in the normal condition, and assigns η 2 when link 2's saturation rate is reduced.
We are now ready to analyze the behavior of the network in Fig. 5(a) , with non-interacting links ( Fig. 6(a) ) or with interacting links (Fig. 6(b) ).
1) Non-interacting links: Fig. 6(a) shows the corresponding network. First, consider a static routing policy specified by the matrix Γ as in (37) . The inflow vector is φ Γ = [1, γ] T . By mass conservation, we have d = φ Γ = [1, γ] T . Thm. 7 implies that the static routing policy is unstable if γ ≥ 0.75; see Fig. 7 (a). To apply Thm. 8, since (36) has to hold for all non-zero q, we need to consider three cases:
(i) When q 1 > 0 and q 2 > 0, we have R = U. (ii) When q 1 = 0 and q 2 > 0, we have
(iii) When q 1 > 0 and q 2 = 0, we have 2) Interacting links: Fig. 6(b) shows the corresponding network. Again, consider static routing (37) first. Proceeding as in Sec. III-C1, we find that the network is unstable if γ ≥ 0.75 (by Thm. 7), and stable if γ < 0.64 (by Thm. 8). However, as shown in Fig. 7(a) , there is an ambiguous interval [0.64, 0.75) in between, which results from the gap between the necessary condition (Thm. 7) and the sufficient condition (Thm. 8). This implies that interaction between links tends to make PDQ networks harder to stabilize than individual PDQs.
For mode-dependent routing policies, the results are shown in Fig. 7(c) . Due to the interaction between links, the stable region associated in this case appears smaller than that associated with non-interacting links. Similar to the case of static routing, there is an ambiguous region between the stable and unstable regions. This region also results from the gap between the necessary condition (Thm. 7) and the sufficient condition (Thm. 8).
IV. BIMODAL PDQ NETWORKS: STABILITY AND OPTIMIZATION
We now focus on a particular class of PDQ systems, i.e. bimodal PDQ (BPDQ) systems. A BPDQ is a PDQ with exactly two modes. An advantage of BPDQ systems is that we can analytically compute its invariant distribution (Prop. 10) and hence obtain the steadystate queue size (Corr. 11). The analytical characterization also provides insights for routing policy design. In this section, we study stability and invariant probability measure of individual BPDQs (Sec. IV-A), and then extend these results to BPDQ networks with non-interacting links (Sec. IV-B). We also formulate the problem of minimizing expected travel cost by optimally choosing the routing policy. We illustrate the value of this approach via a parallel-route example. In this paper, we consider travel time as the performance metric, but our approach is also applicable to alternative performance metrics for transportation network operations, such as throughput and fuel consumption [1] , [4] , [36] .
A. BPDQs: stability and invariant probability measure By definition, a BPDQ has a two-mode discrete state space, which we denote as I = {1, 2}. Let "1" represent the nominal mode and "2" represent the mode with reduced capacity, and assume that u 1 > u 2 . For notational convenience, we denote λ := λ 12 and µ := λ 21 . We can interpret λ as the occurrence rate of capacity reduction and µ as the clearance rate. We represent a BPDQ by the tuple {1, 2}, Q, Init, F, P . We derive a sufficient and necessary condition for stability of BPDQs. The proof is provided in Appx. C.
Proposition 9.
A BPDQ {1, 2}, Q, Init, F, P with a static inflow f is stable if and only if f < u, where the effective capacity u is given by
Characterization of p φ is generally hard [25] . However, we are able to analytically derive p φ for BPDQs with static inflows. Interestingly enough, we find that the steady-state distribution of a BPDQ turns out to be the sum of a probability mass at q = 0 and a scaled exponential distribution over [0, ∞). The proof is technical and is provided in Appx. D.
Proposition 10 (Invariant measure). The invariant probability measure p f of a BPDQ {1, 2}, Q, Init, F, P with static inflow f such that u 2 < f < u is given by a probability density function (pdf)
and δ 0 is the Dirac delta function centered at 0. queue length is a convex function of inflow (see Fig. 8(b) ). The proof of the following result is straightforward (although notationally heavy).
Corollary 11 (Queue length).
The expected queue length of a BPDQ system is given by
which is a convex function of f over [0, u). In addition, if f < u, the variance of steady-state queue size is given by
The following result extends Props. 9 and 10 to the case of mode-dependent control policy. Consider a mode-dependent control policy φ H :
H p 2 , where p 1 and p 2 are given by (C.48). Then we have: Proposition 12. A BPDQ {1, 2}, Q, Init, F, P with a mode-dependent control policy φ H ∈ F is stable if and only if φ H < u. Furthermore, let
Then the mean queue length is given by
The proof is provided in Appx. D.
B. Network optimization
We define BPDQ network, the network extension of BPDQs, as follows:
Definition 4 (BPDQ network).
A BPDQ network is a link PDQ network with the following assumptions: 1) saturation rates of various links are statistically independent; 2) every link is a PDQ with no more than two saturation rate values; 3) links are non-interacting, i.e. the outflows are constant.
With static routing policies, stability of a BPDQ network is equivalent to stability of the individual links. Thus, a BPDQ network with a static routing policy φ Γ is stable if and only if φ Γ < u. Furthermore, over BPDQ networks, there is a class of mode-dependent routing policies that behave very similarly to static routing policies, which satisfy the following assumption:
Assumption 5. For every e ∈ E, the signal F e (t) = φ H,e (t) − u e (t) cannot take more than two values, and { F e (t); t ∈ R + } itself is a Markov chain with state F e (t).
Under this assumption, every link behaves as if it is a BPDQ with static inflow, and the stability condition is still φ H < u.
In addition, we can extend Prop. 10 to BPDQ networks with static routing policies in a straightforward manner. Since the links are non-interacting, the distribution of q e is independent of other links. Thus, Prop. 10 gives the joint distribution of q. For mode-dependent routing policies satisfying Assumption 5, Prop. 12 gives the marginal distribution of q e for all e ∈ E. In this section, we only consider static and mode-dependent routing policies satisfying Assumption 5.
Recall that BPDQ networks are networks of statistically independent, non-interacting BPDQs. We use the mean total travel cost as the objective function. This cost consists of two parts, viz. (c) Alternative setting. Fig. 9 . Optimization of splitting factor. Fig. 9(a) is the plot of J versus a static routing policy γ. Fig. 9(b) is the contour plot of log J versus a mode-dependent routing policy (η1, η2). Fig. 9(c) shows the mode-dependent routing policy design in the alternative setting.
nominal cost and queueing cost. Consider an inelastic, static demand e 1 ∈ R n . The total cost induced in a link is the sum of queueing cost q e and the nominal cost v e f e . We assume that v e is normalized with respect to the queueing cost. Given a routing policy φ, assuming that q and φ are well-defined, the total travel cost is
where e T q is the total queueing cost and v T φ the total nominal cost. The minimization of J essentially deals with the tradeoff between queueing cost and nominal cost. For a static routing policy φ Γ , with Prop. 9 and Corr. 11, we can formulate the network optimization as follows:
The constraints result from the stability condition Prop. 9 and the admissibility condition (27) . This problem is convex, since the objective function is the sum of convex functions (see Fig. 9(a) ) and the constraints are linear. Similarly, for a mode-dependent routing policy φ H : I → R m + satisfying Assumption 5, one can also utilize Prop. 12 and formulate the network optimization as:
This problem is also convex (see Fig. 9(b) ).
C. Example: non-interacting parallel routes
Consider again the parallel-route example in Fig. 6(a) , and set u 3 = 0.75. In addition, we set the nominal cost as follows: v 1 = v 2 = 1, v 3 = 2; recall that the unit is per unit flow. One can interpret this example as the scenario where a traffic manager has to determine how traffic should be split between a faster route with unreliable capacity (link 2) and a slower route with reliable capacity (link 3) in order to minimize total travel cost J.
1) Static routing policy: Recall that the feasible set (i.e. stable range) for γ is (0.25, 0.75). To determine the γ that minimizes J, note that J can be rewritten as
where q 1 (1) and q 2 (γ) can be computed by Corr. 11. Note that q 3 (1−γ) = 0 for γ ∈ (0.25, 0.75). Fig. 9(a) illustrates the result of the optimization. The minimum of J is attained at γ * = 0.57, which can be interpreted as follows: since the faster link 2 is subject to unreliable capacity, part of the traffic should be allocated to the slower link 3 to reduce potential congestion due to capacity reduction, even though the nominal capacity of the faster route is able to handle all the traffic.
2) Mode-dependent routing policy: Let η 1 be the splitting factor in modes 1 and 2, and η 2 in modes 3 and 4, as in (38) . Note that this mode-dependent routing policy φ H satisfies Assumption 5: F 2 (t) = φ 2 (t) − u 2 (t) can take two values {η 1 − 1, η 2 − 0.5}, and the transition rates between these two values are both 1 per unit time. Similarly, { F 3 (t); t ∈ R + } is also a Markov chain with state space {0.25 − η 1 , 0.25 − η 2 }. Thus, both links 2 and 3 can be viewed as BPDQs. Proceeding as in the static routing case, we obtain the feasible set:
which corresponds to the unshaded region in Fig. 9(b) . The optimal solution is [η * 1 , η * 2 ] = [1.00, 0.50]. This solution implies that the traffic manager should send all traffic to link 2 in the nominal mode, and send only half traffic to link 2 in the mode with reduced capacity. By doing this, the traffic manager diverts traffic such that no queue is produced in either links. 10 Note that such naïve routing policy may not be optimal when the queueing cost dominates the nominal cost. Consider an alternative setting where the saturation rate u 3 of link 3 is reduced to 0.45 and the nominal cost v 3 of link 3 reduced to 1 per unit flow. In this case, the nominal cost becomes irrelevant since it is the same for both links. The optimal solution becomes [η * 1 , η * 2 ] = [0.91, 0.51], as shown in Fig. 9(c) .
The routing policy [η *
.51] can be called a proactive (or anticipatory [37] ) control strategy in the sense that (i) when u 2 (t) = 1, the nominal capacity is not fully utilized (η 1 = 0.91 < 1), in anticipation of capacity reduction; (ii) when u 2 (t) = 0.5, the residual capacity is over-utilized (η 2 = 0.51 > 0.5), in anticipation of capacity recovery. This solution also suggests that allocating queue cost to both links is favored over restricting queueing cost to a single link.
V. CONCLUDING REMARKS
This article proposes an approach to routing policy design in networks with unreliable capacities. We model link saturation rates as piecewise-constant signals that randomly switch between finite sets of values. We develop a PDQ model by synthesizing the capacity model with the DQ model. Based on long-time properties of PDQs and their network extensions, we derive some useful insights for routing policy design.
This work can be extended in several directions. First, if the consistency between the DQ/PDQ model and more detailed models (e.g. the cell transmission models for freeway traffic [5] , [38] and air traffic [39] ) can be checked, we will be able to further justify the applicability of the PDQ model to network stability analysis and routing policy design. Second, in addition to routing, the DQ/PDQ model may also be helpful for planning purposes. For example, analysis of the impact of saturation rates can be mapped to freeway capacity expansion [18] , and analysis of intermodal transition rates can be mapped to response team allocation/dispatch [40] .
APPENDIX A NETWORK STABILITY CONDITIONS
Proof of Thm 7. Consider an arbitrary link e ∈ E. If the network is stable, then link e is stable in the sense that the law of q e (t) converges to a unique invariant marginal distribution. Therefore, Pr{lim t→∞ q e (t) = ∞} = 0. By Prop. 2, we know φ e ≤ u e . Since the argument above applies to any link e ∈ E, we deduce that φ ≤ u.
Proof of Thm. 8. To show the drift condition, consider the Lyapunov function defined as
where Thus, we conclude that
Hence, with ϕ(x) = C log(x + 1), we have the drift condition
For the minorization condition, following the procedure presented in the proof of Prop. 3, one can show that, for any initial condition (i 0 , q 0 ) ∈ I × R m + , there is a strictly positive probability that, after a sufficiently long but finite time, the system resides exactly at (i * , 0). To see the finiteness of such a time, note that, for
T e ≤ − < 0. Hence, in mode i * the queues will vanish within finite time. This implies the minorization condition.
With the above two conditions satisfied, we conclude that the PDQ network with routing policy φ is stable.
APPENDIX B STABILITY CONDITIONS UNDER PARTICULAR ASSUMPTIONS
1) Non-interacting links: In this case, stability of the network is almost equivalent to the stability of individual queues. For a static routing policy φ Γ ∈ R m + , we have d = φ Γ . The static routing policy φ Γ is admissible if
For a mode-dependent routing policy φ H : I → R m + , we can represent φ H with the m × z constant matrix
The outflow vector is given by
T and one can show that the mode-dependent policy is admissible if
The following result particularizes Thm. 8 for PDQ networks with non-interacting links under static/mode-dependent routing policies. 
The number of independent inequalities that (B.46) leads to depends on how complex the PDQ network is. For every q ∈ R m + , (B.46) represents z inequalities. Note that R(q) can take no more than 2 m values. Therefore, (B.46) leads to no more than (2 m )z bilinear inequalities about (z + m) independent variables.
2) Interacting links: If d(i, q, φ) = r(i, q, φ), for a static routing policy φ Γ ∈ R m + associated with the constant matrix Γ ∈ R m×n + , we have
One way to find R is to solve the set of inequalities
where S(q) = diag sgn(q 1 ), . . . , sgn(q m ) . 
The following result particularizes Thm. 8 for PDQ networks with interacting links under static/mode-dependent routing policies. 
Furthermore, if the routing policy is static and is represented by a constant matrix Γ ∈ R m×n + , then the network is stable if there exist constant vectors b > 0 and k > 0 such that, for all
where R is as defined in (35) and I is the identity matrix.
APPENDIX C STABILITY CONDITION FOR BPDQS
Proof of Prop. 9. By Prop. 2, if a BPDQ is stable, then f ≤ u. To rule out the case of f = u, note that, if f = u, then the limiting fraction of time of q(t) = 0 is exactly zero; otherwise (17) would imply that q(t) grows unboundedly. Thus, if the BPDQ admitted an invariant probability measure p f supported over some subset of I × R m + , then we would have p f (i, {0}) = 0 for all i ∈ {1, 2}. However, for any (i 0 , q 0 ) ∈ Init, since f < u 1 (note that f = u < u 1 ), there exists a finite T > 0 such that P T (i 0 , q 0 ), (1, {0}) > 0. Thus, if p f (i, {0}) = 0, then p f could not be invariant with respect to P T , which is a contradiction.
To show the converse, we argue that the system is stable if f < u. If f ≤ u 2 , the queue never grows, and thus the proof is trivial. If u 2 < f < u, we have
Thus, we can write
We can compute the steady state probabilities of i by (12) , which yields 
Since f < u 1 , k 2 is positive. To ensure that k 1 > 0, we need
Since f < u < u 1 , (C.50) naturally follows from (C.49). In conclusion, if u 2 < f < u, then there exists b satisfying (C.49) and thus (19) . By Corr. 4, the BPDQ system is stable, which completes the proof.
APPENDIX D DERIVATION OF INVARIANT PROBABILITY MEASURE
Consider a PDQ (with possibly more than two modes), and any smooth function g : I ×R + → R. Recalling definitions of Φ, R, g, Λ, and p φ from Sec. II-A and noting that q and φ are scalarvalued, we can expand (10) An intuitive observation is that p φ (i, q) may consist of a probability mass at q = 0 and a scaled probability density over [0, ∞), since there may be some fraction of time that the system sees no queue. Therefore, we write p φ (i, dq) = z i δ 0 dq + f i (q)dq, where z i is the fraction of time that the system sees no queues in mode i, f i (q) is a bounded, non-negative function, and δ 0 is the Dirac delta function centered at 0. Let z = [z 1 , . . . , Without computation, we can deduce that (φ(i, 0) − r(φ, i, 0))z i = 0 for all i. The reason is as follows. Let I 1 = {i ∈ I : u i > φ(i, 0)} and I 2 = {i ∈ I : u i < φ(i, 0)}; I 1 is the set of modes where the queue decreases, while I 2 is the set of modes where the queue grows. It is intuitive that there must be a growing queue when f > u i . Therefore, z i = 0 for all i ∈ I 2 . If I = I 1 , the solution will be trivial: z i = p i and f i = 0 for all i ∈ I. Further characterization of p φ in the general case is still an open question. However, we are able to analytically derive p φ for BPDQs.
Proof of Prop. 10. Since u 2 < f < u 1 , the previous argument in this section implies that z 1 > 0 and z 2 = 0. To compute z 1 , let S 1 (t) = {τ ∈ [0, t)|q(t) = 0}, S 1 (t) = {τ ∈ [0, t)|i(t) = 1, q(t) > 0}, and S 2 (t) = {τ ∈ [0, t)|i(t) = 2}. Without loss of generality, assume q(0) = 0. Note that mass conservation gives f t = S 1 (t)f + S 1 (t)u 1 + S 2 (t)u 2 + q(t).
By definitions of z 1 and p 2 , and noting that z 2 = 0 and that q(t) is finite WP1 when f < u, we have 
We now construct f 1 and f 2 taking the form f 1 = a 1 e −sq and f 2 = a 2 e −sq , respectively, such that (10) 
