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ABSTRACT 
This article corrects, clarifies, and extends results in [5] on inequalities for 
sequence rearrangements and for eigenvalues. The prototypes for these results 
are the inequalities of Hardy, Littlewood, and Polya about monotonic rearrange- 
ments. We examine some analogous results for eigenvalues of matrices and of 
their products. 
With any real sequence xl, . . , xn we associate an 
mentxl,... , x; and a decreasing rearrangement xi,. . 
increasing rearrange- 
x1 determined by .I n1 
permutations cz and ,O of (1,. . . , n} such that x! = x~, and x/ = $0, for 
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i = l,...,n, zrclf _ < ... 5 x;, and x; 2 ... > x:. Thus, the rearrange- 
ment of xl,... ,x, with up-arrow superscripts is nondecreasing, and the 
rearrangement with down-arrow superscripts is nonincreasing. 
All our matrices are n-by-n and complex. For a given matrix A = [aij]: 
1. A k 0 means that A is positive semidefinite (and, therefore, also 
Hermitian); 
2. X1(A), . . ,X,(A) is any g iven listing of the eigenvalues of A (including 
multiplicities); 
3. when A h 0, AlI2 denotes the unique positive semidefinite square 
root of A; 
4. &(A) - ai, denotes the ith diagonal entry of A, i = 1,. . . , n; 
5. ni(A) denotes the ith largest singular value of A, a,(A) > . . .> a,(A). 
We shall consider five classes of pairs (A, B) of n-by-n complex matrices: 
Cr: all Xi(A),&(B), and X,(AB) are real; 
C2: A = Diag(ar, . . , a,), B = Diag(br, . . , b,), both real; 
C3: A is Hermitian and B > 0; 
Cd: A k 0 and B is Hermitian; 
Cg: A k 0 and B k 0. 
We also consider five expressions in the eigenvalues of A and B: 
am = &A~(A)Q(B), 
i=l 
13~(lc) = 5 x~(A)x:(B). 
i=l 
We shall say that E, 5 E3 if E,(k) 5 E3 (k) for all k = 1,. . , n, and we 
give a similar meaning to E, < E and E 5 E,. For all the Ei( k)‘s to be 
defined, A, B, and AB must have only real eigenvalues. In particular, all 
E,(k)‘s are defined if (A, B) 1’ les in any Cj, because every Cj is a subset 
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of Cr. Note that the product of a positive semidefinite G and a Hermitian 
H has the same eigenvalues as G ‘i2HG1i2, which is itself Hermitian and 
so has only real eigenvalues [3, Theorem 1.3.201. 
Here is the central theorem of this paper. 
THEOREM 1. Suppose n > 1, and denote by n/r,,,, the mth character 
of the !&character string in row i and column j of the following table. Let 
iVlij, = T if Ei < Ej for all (A, B) E C,, and let Mijm = F otherwise. 
Abbreviate TTTTT to T and FFFFF to F. Then 
T F FFFTT FFFTT 
gii: 
T 1 
This theorem is intended to give a fuller and more accurate account of 
some issues raised in [5]. Here, in our notation, are the results presented 
in [5]. Any result from [5] that we cite is designated by suffixing a “K” to 
the designation it received in [5]. 
THEOREM 3.1K. If(A, B) E C2 n C4 then C,“=, Xj(A)Xi(B) 5 E4(k) 
fork=l,...,n. 
THEOREM 3.2K. If (A, B) E CZ n C4 then E1 I E. (This is false.) 
THEOREM 4.1K. i&44 = T. 
THEOREM 4.2K. Ml34 = T. (This result is correct, but the proof in [5] 
has a gap.) 
REMARK 4.2K. Ml33 = F. (No counterexample is provided in [5].) 
LEMMA A.lK. iv&, = T. (This result is correct, but the proof in [5] 
has a gap.) 
In [5] the derivation of these results begins with the family of alleged 
inequalities 
k k k 
xa/bi 5 Caibi < xatbi f or k = 1,. . , n if all ai, bi 2 0. (2K) 
i=l a=1 i=l 
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When Ic = n, this is a well-known theorem of Hardy, Littlewood, and P6lya 
([2, Theorem 368, p. 2611 or [6, Chapter 6, A.3, p. 141]), which is valid 
without any restriction on the signs of ai and bi. There are two references 
for (2K) in [5], but neither contains a proof of the left-hand inequalities. 
The right-hand inequalities in (2K) are indeed correct and known ([6, (2b), 
p. 1411 or [l, (2.31), p. ISS]), so Theorems 3.1K and 4.1K, which depend 
on them, are not in doubt. However, the left-hand inequalities in (2K), as 
well as Theorem 3.2K, which depends on them, are violated by the example 
we give to show that n/r,,, = F (cf. 1. in our proof of Theorem 1.). The 
left-hand inequalities in (2K) are not used again in [5] after Theorem 3.2K, 
but, via (llK), Theorem 3.2K figures in the proof of Theorem 4.2K and in 
Remark 4.2K. Nevertheless, in both cases correct conclusions were reached. 
In the case of the remark this is not surprising, because its conclusion is 
not logically dependent on (11K); there is no counterexample provided in 
[5], however. Interchanging A and B in our counterexample (3(a) in our 
proof of Theorem 1.) makes it match the notation in [5]. 
Here is how Theorem 4.2K came out correctly. Theorem 3.2K would be 
correct if the ordering assumption SLY 2 . . . 2 si, were added to its hypothe- 
ses, and it would follow immediately from Theorem 3.1K on replacing bi 
with -bi. The proof of Theorem 4.2K would then be correct as it stands, 
since the ordering assumption holds where Theorem 3.2K is used. Alter- 
natively, replacing B with -B shows easily that Theorems 4.lK and 4.2K 
are equivalent. 
The proof given for Lemma A.lK in [5] has an error in its penultimate 
sentence, as the following example shows. 
EXAMPLE 2. Let A = Diag(1, 0), and let B = [ bij] be 2-by-2 with 
bll real, so X[(AB) = max{bii,O} and al(AB) = JIb1112 + lb1212. Then 
Xi(AB) = aI if and only if bll > 0 and bl2 = 0. 
Nevertheless, the assertion of Lemma A.lK is correct, as we now show. 
PROOF OF M345 = T. Suppose A and B are positive semidefinite. 
Well-known inequalities of H. Weyl and A. Horn [4, Theorems 3.3.13a and 
3.3.14a] yield 
k k k 
‘j+f 5 xg,(~~) 2 ~o,(A)(T,(B) for k = L...,n, 
i=l 2=1 . i=l 
where 1-1~ = IX;(AB)( = IXi(B1’2AB”2)1. But B1’2AB1’2 k 0, SO /Ai = 
X,(B1’2AB”2) = Xi(AB). S’ mce the singular values and eigenvalues of a 
positive semidefinite matrix are the same, we are done. ??
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REMARK 3. This upper bound on Es, as well as the lower bound 
“MI35 = T,” is in [l, (6.50), p. 2291. 
Now we prepare to prove Theorem 1. When we rearrange a given real 
sequence xl,. . . , x~, we plainly obtain 
2X: 5 kXi < &Xj for k = l,...,n, (1) 
z=l i=l i=l 
which gives 
LEMMA 4. Es < E < Es for all (A,B) E Cl. 
The following useful fact can be found in [S, Chapter 3, H.3.b] and [4, 
Lemma 5.6.181. 
REPLACEMENT PRINCIPLE. Let {xi}, {yl}, and {zi} be given real se- 
quences such that 
k k 
Xi>0 for i=l,...,n and cyz 5 czi for k = l,...,n. 
i=l i=l 
Then 
k k 
C X! 512 I C X,I zi for k = l,...,n. 
i=l i=l 
The replacement principle can be proved easily by applying summation 
by parts with differences x) - x$+r twice; first use the partial sums of the 
y2’s and then those of the z,‘s. 
THEOREM 5. If A 2 0 and B is Hermitian, i.e., (A, B) E Cd, then both 
&x!(AB) I ~$,(A)X!(B) (2) 
i=l a=1 
and 
~$(A)XI(B) i &AB) 
i=l i=l 
(3) 
whenever 1 5 k 5 n and 1 5 jr < . . . < j, < n. 
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PROOF. Without loss of generality (as in the proof of Theorem 4.1K), 
we may assume that A = Diag(Xk(A), . . , Xi(A)). We complete the proof 
of (2) by justifying 
k k k 
xxI(AB) = c Xr(A1/2BA1/2) 5 x6j,(A1/2~A1/2) 
i=l i=l a=1 
k k (4) 
= ~-$,(A)&,(B) L x#,(A)A:(B). 
2=1 i=l 
Both equalities hold because the ith term on the left equals the ith term 
on the right. The replacement principle ensures that the second inequal- 
ity in (4) would follow if CL”=, 6,,(B) 5 Cz”=, Xi(B) for all m = 1,. . , k. 
But these inequalities, as well as the first inequality in (4), follow from 
Schur’s theorem on the majorization between the eigenvalues and main 
Diagonal entries of a Hermitian matrix ([6, Chapter 9, B.11 or [3, Theo- 
rem 4.3.261). 
The inequality (3) may be obtained by replacing B with -B in (2). ??
REMARK 6. Theorem 5 generalizes Theorems 4.1K and 4.2K. A result 
similar to (3) can be found in [7], where both matrices are assumed to be 
positive semidefinite. 
In some cases we can identify a sequence ji, . . . , j, that produces the 
tightest inequality in (2) or (3). 
THEOREM 7. Let A k 0, let B be Hermitian, and let u(B) denote the 
number of eigenvalues of B (including multiplicities) that lie in the open 
left half-plane. Then: 
(a) If 1 5 k < n - v(B), th en setting j, = n - k f i minimizes the 
right-hand side of (2). 
(b) If 1 5 k 5 V(B), then setting j, = n - k + i maximizes the left-hand 
side of (3). 
PROOF. Let i E {l,.. , k}. Then X:(B) 1 0 and j, < n - k + i 
whenever 1 5 ji < . . < jk 5 n, so the ith term on the right-hand side of 
(2) dominates Xi_,+,(A)Xj(B). Th’ p is roves (a), from which (b) follows on 
replacing B with -B. ??
REMARK 8. Let n = 2, k = 1, A = Diag(2, l), and B = Diag(-1, -2). 
Setting jr = 2 shows that the general term on the right-hand side of (2) 
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cannot be replaced by xi (A)$ (B), and setting jl = 1 shows that the 
general term on the left-hand side of (3) cannot be replaced by Xi ( A)i$, (B). 
PROOF OF THEOREM 1. We begin with counterexamples that justify 
the F’s, Let A = Diag(al, . . , a,) and B = Diag(bl, . . . , b,). 
1. To see that MZirn = F when m E (1,. . . ,5} and (i,j) = (1, 2), (3, 2), 
(4, l), (4, 2), and (4, 3), set al = ... = a,_1 = 1, a, = 3, bl = .. . 
= b,_l = 2, b, = 1, and k = 1. Then El = 3 and E2 = 2 < Es = 3 
< E4 = 6. 
2. I&lrn = M31m = F for m = 1, . . . ,5, because if k = n and A = B 
= Diag(1,. . . , 1,2), then Es = Ez = n + 3 > n + 2 = El. 
3. To justify the remaining F’s, set k = 1, al = -2, and a~ = .. . 
= a, = -1. 
(a) If bl = 1 and b2 = . . = 6, = 2, then El = -1 > -2 = Es = Ed, 
so lvf13~ = M~J~ = F for m = 1,2,3. 
(b) If bl = -1 and bz = .. = b, = -2, then E2 = 2 > 1 = Ed, so 
hi& = Iv& = F. 
(c) If bl = 2 and bz = ... = b, = 1, then Es = -1 > -2 = Ed, so 
IV&~ = F for m = 1,2,3. M344 = F follows from interchanging 
the definitions of a, and bi. 
That finishes the F’s Now we justify the T’s. Those on the main Diagonal 
are obvious, and the one in position (2, 3) follows from Lemma 4. Ml34 = T 
is just (3) with j, = i. Ml44 = T follows from the replacement principle 
and (1). Mz44 = T follows from (2) with j, = i, and so does M243 = T if 
we reverse the roles of A and B. Since C5 = C3 n Cd, if either M,s or M234 
is T, then so is MiJ,. Hence 1Ml35 = Ml45 = M245 = T. We have already 
shown that A&45 = T. ??
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