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Introduzione
Il mondo della navigazione indoor si basa sul concetto di sfruttamento dell’am-
biente e delle tecnologie presenti, o comunque di facile reperibilità, per offrire
all’utente la possibilità di orientarsi anche in ambienti interni.
In molti casi pratici l’ecosistema utile alla localizzazione viene creato sfruttan-
do combinazioni delle tecnologie a disposizione al fine di ottenere il massimo
risultato dai benefici derivanti dall’uso di una tecnica, minimizzandone i limiti.
Una delle tecniche più utilizzate è quella di posizionare in punti noti dell’am-
biente dei landmark. In questo modo andando a integrare una semplice web-
cam sul robot sarà possibile conoscere la sua posizione nello spazio in base a
come la telecamera visualizza i landmark [1].
Il limite dell’utilizzo di landmark è l’eventuale presenza di ostacoli tra di essi ed
il robot che non permetterebbe la stima della posizione relativa.
Un’altra tecnica è quella di sfruttare la conoscenza a priori dell’ambiente sul
quale si effettuano le prove. In [2] l’ambiente in esame è un corridoio, scelto
per la propria struttura semplice, regolare e perché comune in ambienti dome-
stici. Si sfruttano anche qui i dati provenienti da una webcam integrata e i dati
odometrici degli encoder del robot.
Negli ultimi anni si è anche notato un forte sviluppo nell’uso della WSN (Wire-
less Sensor Network). E’ un elemento cruciale dei sistemi di controllo distribuiti
e serve per fare misure e monitorare temperatura, umidità, luce ed altri para-
metri ambientali. Una tecnica di localizzazione basata sul raggio d’azione è la
RSSI (Received Signal Strenght Indication) [3]. Si basa sulla potenza del segnale
trasmesso e va a stimare la distanza tra nodo di riferimento e robot mobile. La
rete di sensori wireless ha il limite di avere un costo non sempre trascurabile.
Una tecnica di visione a basso costo è quella di utilizzare camere poste in pun-
ti fissi dell’ambiente. In [4] si utilizza un’unica telecamera sul soffitto (ipotesi
non trascurabile in quanto non sempre di facile applicabilità). In questo modo
il robot è visto muoversi nello spazio 2D. Emergono problemi di localizzazione
in presenza di ostacoli e cattiva illuminazione.
In [5] invece si utilizza una sola telecamera montata su un treppiede. Viene lo-
calizzato un solo robot (dotato di marker) che si muove nella scena attraverso
l’integrazione delle misure provenienti dalla telecamera e dall’odometria otte-
nuta dai dati dell’encoder montati sulle ruote. Le prove sono state effettuate
facendo muovere il robot su un quadrato di 1,5 m x 1,5 m.
v
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Lo scopo del lavoro è di creare un sistema di localizzazione utilizzando dispo-
sitivi a basso costo, andando a dare un contributo allo stato dell’arte. Si vanno
a localizzare un numero indefinito di robot (contraddistinti da marker colorati
passivi) che si muovono in un ambiente indoor (non conosciuto a priori), attra-
verso l’integrazione delle misure provenienti da un numero indefinito di camere
(questo ci permette di andare a fare localizzazione su un ambiente indefinita-
mente grande) posizionate sulla scena sopra dei treppiedi, dagli encoder delle
ruote e dalle IMU (Inertial Measurement Unit) montate sui robot. Il problema
della variazione di luminosità della scena viene risolto permettendo all’opera-
tore di effettuare una calibrazione in tempo reale dei valori HSV (Hue Saturation
Value) dei colori dei marker. In questo modo basterà aggiornare la calibrazione
dei colori ogni volta che le condizioni iniziali di luminosità variano.
Capitolo 1
Contributo della tesi
L’obiettivo di questo lavoro è la realizzazione di un sistema di localizzazione in-
door tramite dispositivi a basso costo, indispensabile per l’impiego sempre mag-
giore di robot in ambienti domestici e industriali.
Il problema è scomponibili in sotto problemi di difficoltà minore. In questo
modo si rende il lavoro più modulare e si predispone ad un eventuale futuro
sviluppo. Entrando più nello specifico, i problemi da affrontare sono:
• localizzazione di marker passivi;
• posizionamento dei suddetti marker nel sistema di riferimento fisso;
• controllo da parte dell’utente dei robot;
• gestione di un numero arbitrario di telecamere e un numero arbitrario di
robot;
• lettura di dati odometrici e inerziali da parte dei robot;
• integrazione dei suddetti dati con la posizione individuata da telecamera;
Utilizzando i pacchetti software disponibili sul web e creando pacchetti ad hoc
per svolgere i compiti non ricoperti da quelli disponibili, i risultati ottenuti mo-
strano una localizzazione dei marker passivi, e conseguentemente dei robot,
soddisfacente. L’errore che viene commesso è infatti inferiore ai 10cm ed è im-
putabile anche ad una bassa risoluzione delle immagini acquisite dalle teleca-
mere. Tale risultato potrebbe essere ulteriormente migliorato aumentando la
risoluzione ma in questo modo il problema si sposta alla rete di comunicazione.
La risoluzione 340x240 è stata scelta infatti per problemi di notevole ritardo tra
l’immagine processata e l’istante attuale di simulazione.
Per quanto riguarda la gestione del robot, il controllo da parte dell’utente e la
lettura dei dati di odometria a inerziali è stata implementata efficacemente.
Infine, i risultati mostrano che il sistema sviluppato permette la localizzazione
di un arbitrario di robot da parte di un numero arbitrario di telecamere.
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La tesi è stata interamente sviluppata all’interno del polo A di Ingegneria di Pisa,
nella fattispecie al "Centro di ricerca E.Piaggio" e nel laboratorio di Robotica e
Automazione del "D.E.S.T.E.C.".
Capitolo 2
Ambiente di sviluppo: ROS
Robot Operating System (ROS) [6] è un ambiente software per lo sviluppo e la
programmazione di robot, che fornisce le stesse funzioni offerte da un sistema
operativo su un cluster composto da diversi tipi di elaboratori.
I principali vantaggi di ROS sono:
• Astrazione dell’hardware : attraverso la definizione di nodi che posso-
no comunicare tra loro mediante semplici messaggi, facilita lo sviluppo e
l’integrazione di funzionalità in robot diversi;
• Estendibilità : la struttura a pacchetti singoli o in collezione spinge il
programmatore a sviluppare il codice in modo ordinato e ne facilita la
condivisione e il riuso anche da parte della comunità.
• Portabilità : il numero di robot supportati è in costante crescita, inol-
tre ROS garantisce il supporto a diversi linguaggi di programmazione (in
questo lavoro viene utilizzato il C++);
• Supporto : grazie alla wiki ufficiale e alla piattaforma ROS Answers,
eventuali errori e problemi possono essere facilmente individuati e risolti.
Quattro concetti sono fondamentali per comprendere il funzionamento di ROS:
i nodi, i messaggi, i topic e i servizi.
• Nodi : sono processi che eseguono una computazione. ROS è progettato
per essere modulare infatti un sistema è tipicamente composto da molti
nodi. In questo contesto il termine "nodo" è intercambiabile con "modulo
software". L’uso del termine nodo deriva dal grafico usato per rappresen-
tare un sistema ROS in esecuzione, i processi vengono rappresentati co-
me dei nodi e le comunicazioni instaurate fra i nodi come archi in modo
simile a quanto viene fatto per i sistemi peer-to-peer;
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• Messaggi : i nodi comunicano fra loro scambiandosi dei messaggi. Un
messaggio è una struttura dati strettamente tipizzata che può essere un
tipo di dato primitivo (un intero, un numero in virgola mobile, un boolea-
no) ma può essere anche più complesso, come un array di dati primitivi.
Un messaggio può inoltre essere composto da altri messaggi o da array di
altri messaggi eventualmente anche annidati;
• Topic : un nodo invia un messaggio semplicemente pubblicandolo in un
determinato topic che viene identificato attraverso una stringa. Un no-
do che è interessato a questi messaggi si sottoscriverà al topic associato.
È possibile avere più nodi che si sottoscrivono o pubblicano nello stesso
topic e un nodo può sottoscriversi o pubblicare in più topic.
• Servizi : il suo schema di trasmissione non è appropriato per transizioni
sincrone, per questo motivo in ROS sono presenti i servizi. Un servizio
viene definito da un nome (una stringa) e una coppia di messaggi tipizzati:
uno per la richiesta e uno per la risposta. In questo modo un nodo può
fare una richiesta ad un altro nodo e aspettare una sua risposta. Si noti
che, a differenza dei topic, un solo nodo può pubblicare messaggi in un
certo servizio.
ROS è rilasciato sotto i termini della licenza BSD.
Per questo motivo è software liberamente utilizzabile sia per scopi commerciali




Software di ROS dedicato alla visualizzazione di modelli tridimensionali, utiliz-
zato per rappresentare i robot ed il loro moto.
Rviz [8] è un visualizzatore e il suo compito principale è renderizzare oggetti a
schermo.
Gli aspetti relativi alla fisica del robot non vengono presi in considerazione da
questo programma. Una volta avviato Rviz, il programma mette in primo pia-
no la visualizzazione del mondo tridimensionale utilizzato e i diversi oggetti al
momento presenti; oltre alla finestra che si occupa del rendering.
Rviz prevede una serie di impostazioni su cui l’utente può agire:
• possibilità di aggiungere o rimuovere oggetti dalla finestra di visualiz-
zazione principale. Nella vasta gamma messa a disposizione da Rviz,
solitamente gli oggetti mantenuti in visualizzazione sono:
1. le caratteristiche generali del mondo 3D creato;
2. la griglia del mondo 3D visualizzato con la possibilità di modificarla;
3. visualizzazione del modello del robot preso in esame;
• possibilità di scelta del tipo di telecamera con cui visualizzare il mondo
tridimensionale creato:
1. telecamera orbitale che permette la rotazione della scena attorno ad
un punto focale;
2. telecamera in prima persona che permette la rotazione della scena
nella stessa maniera in cui una persona ruota la testa;
3. telecamera per la visualizzazione ortogonale del mondo lungo l’asse
Z rispettivo al frame del robot.
• pannello per la descrizione dei link selezionati. Per ciascuno di essi, ven-
gono indicati l’orientamento e la posizione rispetto all’origine del sistema
di riferimento fisso del map.
Capitolo 3
Modulo di Visione
Lo scopo di questo modulo è l’identificazione del corretto posizionamento e
della orientazione di robot che si muovono all’interno di un’area.
L’idea iniziale è stata quella di sfruttare il GPS (Global Positioning System) [9].
E’ un sistema di posizionamento e navigazione satellitare civile che, attraverso
una rete di satelliti artificiali in orbita, fornisce ad un terminale mobile o ricevi-
tore GPS informazioni sulle sue coordinate geografiche. Il sistema permette una
localizzazione in ogni condizione meteorologica, ovunque sulla Terra ove vi sia
un contatto privo di ostacoli con almeno quattro satelliti del sistema.
La localizzazione avviene tramite la trasmissione di un segnale radio da parte di
ciascun satellite e l’elaborazione dei segnali ricevuti da parte del ricevitore.
Lo studio proposto in questa tesi si focalizza su ambienti interni dove quindi il
segnale GPS non è utilizzabile. La soluzione proposta è di posizionare sui robot
dei marker che vengono riconosciuti ed identificati da telecamere piazzate nello
spazio.
6
3.1. CALIBRAZIONE HARDWARE 7
Uno schema del modulo di visione è rappresentato nella seguente figura:
Figura 3.1: Flusso delle informazioni nel modulo di visione
Adesso si va ad analizzare in dettaglio ogni fase di questo modulo.
3.1 Calibrazione Hardware
Questa è la prima fase del modulo di visione. Consiste nell’andare a calibrare 8
parametri in funzione del posizionamento e dell’orientazione delle telecamere
nello spazio e dalle posizioni e orientazioni dei sistemi di riferimento delle tele-
camere rispetto al sistema di riferimento map.
Quest’ultimo può essere scelto arbitrariamente. La sua origine è stata fatta coin-
cidere con il centro della stanza nella quale sono stati effettuati i test.
I parametri da calibrare sono:
• xC : coordinata x dell’origine del SdR (Sistema di Riferimento) Telecamera
nel SdR map;
• yC : coordinata y dell’origine del SdR Telecamera nel SdR map;
• zC : coordinata z dell’origine del SdR Telecamera nel SdR map;
• xP : coordinata x del punto P scelto lungo l’asse x del SdR Telecamera nel
SdR map;
• yP : coordinata y del punto P scelto lungo l’asse x del SdR Telecamera nel
SdR map;
• Roll : angolo di rollio della telecamera;
• R_distance : distanza tra l’origine della telecamera proiettata a terra con
il centro dell’immagine.
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• h_robot : altezza del robot.
Per il calcolo dell’angolo di rollio, invece, si sfrutta l’immagine proveniente dalla
telecamera che ha un formato di 320x240 pixel. Si stampa a video un segmento
con origine in 160x120 e fine in 320x120.
Nel palcoscenico inquadrato dalla telecamera si va a considerare un riferimento
orizzontale in modo da poterlo confrontare con il segmento stampato a video.
Se questi due coincidono l’angolo di rollio sarà nullo, altrimenti coinciderà con
l’angolo formato dall’intersezione dei due segmenti.
Nell’immagine sottostante si ha un esempio:
Figura 3.2: Calibrazione dell’angolo di rollio della telecamera
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R_di st ance corrisponde a:
Figura 3.3: Calibrazione della distanza tra l’origine della telecamera proiettata a
terra con il centro dell’immagine
h_r obot corrisponde a:
Figura 3.4: Correzione necessaria per evitare errori di stima di posizione dovuta
all’altezza del robot
Da quest’ultima immagine si evince quanto sia importante questa grandezza.
Se non venisse ben impostata, si andrebbe ad identificare la posizione del robot
in un punto diverso da quello in cui si trova realmente falsando di conseguenza
la misura.
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3.2 Acquisizione immagini
Per poter acquisire immagini dalle n-telecamere a nostra disposizione, ci sarà la
sottoscrizione ad un topic di ROS nel quale verranno pubblicati dei messaggi.
Ogni qual volta arrivano dei messaggi nel topic viene richiamata la callback che
permette di acquisire l’immagine.
Una volta acquisita, si va a convertire in un’immagine propria della libreria gra-
fica OpenCV [10].
In questo modo sarà più semplice analizzare ed elaborare le immagini grazie
alle numerose funzioni scritte per questa libreria.
3.3 Operazioni di filtraggio
Ogni robot possiede due marker di colori diversi (sfere di plastica) attraverso cui
viene identificata la sua posizione nello spazio.
Attraverso le operazioni che andremo a descrivere successivamente, riusciremo
ad estrarre dall’immagine solo i marker indispensabili per la localizzazione del
robot all’interno di un ambiente chiuso.
Per prima cosa si filtra il rumore presente nell’immagine acquisita (in particolare
si attenuano le macchie presenti).
Una volta ripulita l’immagine si va a convertire il modello di colori RGB (Red,
Green, Blue) nel modello HSV (acronimo di tonalità, saturazione e luminosità).
Secondo il modello RGB un’immagine può essere scomposta nei colori base ros-
so, verde, blu che miscelati tra loro restituiscono lo spettro dei colori visibili.
Figura 3.5: Visualizzazione scomposizione dei colori utilizzando il modello RGB
Il modello HSV invece va a scomporre l’immagine in base alle proprietà di to-
nalità, saturazione e luminosità dei colori. Il modello HSV è particolarmente
orientato alla prospettiva umana. Infatti esso è basato sulla percezione che si ha
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Figura 3.6: Visualizzazione scomposizione dei colori utilizzando il modello HSV
di un colore in termini di tinta, sfumatura e tono. Inoltre permette di selezionare
un’intera area del cono, quella nella quale si trova il colore che vogliamo cercare.
La stessa tipologia di operazione non è invece permessa con l’uso del modello
RGB, questo motiva la scelta di un modello rispetto ad un altro.
Una volta convertita l’immagine, si vanno a filtrare tutti i valori di tonalità, satu-
razione e luminosità del colore che non interessano attraverso la specifica fun-
zione disponibile in OpenCV. Questa compara ogni valore HSV dell’immagine e
lo sostituisce con il valore 0 se non è compreso nell’intervallo di valori min/max
o con 255 se è all’interno del range.
Questo implica che in uscita avremo un’immagine binaria.
Se ad esempio da un’immagine si volesse filtrare tutti i colori tranne il blu, ba-
sterà impostare i due limiti dell’intervallo di valori accettati uguali ai limiti del-
l’intervallo di tonalità, saturazione e luminosità corrispondenti al colore blu.
Il risultato ottenuto sarà il seguente:
Figura 3.7: Immagine prima e dopo il filtraggio dei colori diversi dal blu scelto
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Infine si andrà ad utilizzare due operazioni morfologiche di base: erosione e
dilatazione.
Hanno una vasta gamma d’usi:
• rimozione del rumore;
• rimozione dei punti isolati;
• unione delle componenti connesse vicine.
L’esempio proposto mostra come l’immagine fornita in ingresso (ottenuta in
uscita dalla funzioni in cui si filtrano tutti i colori tranne il blu) venga "erosa".
Figura 3.8: Immagine filtrata ed erosa
Nell’esempio proposto si fornisce in ingresso alla funzione di dilatazione la stes-
sa immagine fornita in ingresso alla funzione di erosione di modo da poter
notare le differenze tra le due operazioni morfologiche.
Figura 3.9: immagine filtrata e dilatata
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3.4 Calibrazione Software
Per rendere maggiormente scalabile il codice, si introducono delle trackbar per
poter impostare in tempo reale i valori di tonalità, saturazione, luminosità di
ogni colore e le dimensioni del kernel riguardante le operazioni di erosione/di-
latazione (vedi paragrafo "1.2 Operazioni di filtraggio").
La prima proprietà è data da un angolo che varia da 0° a 360° di una ruota di
colori dove 0° è il rosso puro, 120° è il verde puro and 240° è il blu puro. Per
esempio, il viola dovrebbe essere a metà strada tra il blu e il rosso, cioè a 300°.
Le altre due proprietà sono un po’ più difficili da descrivere ma si può vedere
la saturazione come indice della forza del colore, e la luminosità come indice
della sua brillantezza.
In OpenCV il formato HSV è salvato come 3 valori unsigned da 8 bit ciascuno.
Quindi il range di valori tra cui possono oscillare va da 0 a 255. Poichè la tonalità
può assumere valori che vanno da 0° a 360°, OpenCV salva il valore di questa
proprietà come la metà dell’angolo. In questo modo non si rischia di ignorare le
tonalità di colore più elevate.
Seguono tre test di calibrazione software andando a impostare i valori di
saturazione (S), luminosità (V) e kernel (Kernel) in modo diverso.
• Esempio 1: S=125, V=135, Kernel = 0;
Figura 3.10: Esempio 1
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• Esempio 2: S=37, V=76, Kernel = 0;
Figura 3.11: Esempio 2
• Esempio 3: S=125, V=135, Kernel = 15;
Figura 3.12: Esempio 3
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3.5 Calcolo posizioni marker
Una volta filtrata l’immagine si vanno a trovare i contorni dei marker da cui è
possibile estrarre la loro posizione in pixel nel sistema di riferimento della tele-
camera in esame.
Dato che nelle prove si useranno più telecamere, l’idea è quella di esprimere tut-
te le posizioni dei marker rispetto ad un sistema di riferimento globale (map),
indipendente dalla posizione delle stesse.
Il passaggio da un sistema di riferimento all’altro si articola dei seguenti punti:
1. Le coordinate del punto in esame (A) (vedi fig. 3.14) sono riferite al si-
stema di riferimento Telecamera con origine nel vertice in alto a sinistra
dell’immagine acquisita (SdR "0").
2. Si trasla questo sistema di riferimento al centro dell’immagine (SdR "1").
Quindi le nuove coordinate sono:
x_new = x_pr ev −320.
y_new = y_pr ev −240.
3. conoscendo le aperture angolari della telecamera (verticale e orizzontale),
otteniamo gli IFOV (Instantaneous Field Of View) corrispondenti.
L’IFOV rappresenta la porzione angolare di campo visivo corrispondente
ad ogni singolo pixel.
Figura 3.13: IFOV telecamera
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4. Adesso si vanno a calcolare gli angoli di azimuth e di elevation e si ottiene:
azi muth = x_new ∗ I FOV x
el evati on = y_new ∗ I FOV y
Figura 3.14: Angolo di azimuth
Figura 3.15: Angolo di elevation
5. Grazie a questi due angoli si possono trasformare le coordinate del punto
A da pixel a centimetri.
Si trasla il SdR "1" fino a farlo coincidere con il SdR "2".
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La sua origine coincide con la proiezione verticale dell’obiettivo della
telecamera sul pavimento dell’edificio in cui si svolgono i test.
6. Si applica una rototraslazione per far coincidere SdR "2" con il SdR
"World".
7. Infine si apportano due tipi di correzioni alle misure:
• Le telecamere utilizzate per l’esperimento hanno angoli di Pitch di-
versi da zero e quindi le misure saranno falsate poichè queste ultime
varrebbero se il piano dove si muovono i robot fosse inclinato dello
stesso angolo di Pitch delle telecamere in oggetto. Per ciò si devono
proiettare sul piano del pavimento della struttura (vedi figura 3.16).
Figura 3.16: Vista frontale 3D
• L’altra fonte di errore è data dall’altezza del robot. Per questo la
misura trovata andrà riportata indietro (vedi figura 3.17, 3.18).
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Figura 3.17: Vista laterale destra 3D
Figura 3.18: Vista laterale sinistra 3D
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3.6 Selezione posizioni e orientamento dei robot
Una volta identificate le posizioni dei marker dei robot presenti nell’immagine
acquisita dalle telecamere, si vanno a riempire quattro vettori di posizione,
ognuno dei quali corrisponde ad un colore specifico del marker.
Ogni robot ha su di sé due marker colorati che lo identificano.
A questo punto si assegnano ad ogni robot i due vettori di posizioni relativi ai
colori dei due marker che lo identificano.
Poichè la distanza tra i due marker presenti sul robot è fissata, si va a con-
trollare la distanza tra le posizioni dei vettori relativi ai due colori dei marker.
Se quest’ultima è minore della fissata la posizione del robot verrà calcolata
come il punto medio tra di essi. Tramite queste informazioni si calcola anche
l’orientazione del robot. Il modulo che gestisce i marker integra al proprio
interno un filtro di Kalman. Grazie alla fase di stima di questo, si va a predire
la posizione dei marker all’istante successivo. In questo modo i controlli che
verranno effettuati, riguarderanno l’area in cui si presume che sia il robot in
modo da poter limitare false identificazioni.
Capitolo 4
Modulo di Integrazione Dati
Per ogni robot sono disponibili dati provenienti dagli encoder, dalla IMU e dal-
le telecamere. Le misure provenienti dall’encoder sono accurate solamente per
spostamenti brevi in quanto sono affette da errori dovuti dalla non perfetta co-
noscenza del raggio della ruota e dagli slittamenti delle ruote a causa dell’at-
trito del pavimento. I dati forniti dall’IMU corrispondono ai valori di velocità
angolare e accelerazione nelle tre direzioni affetti da errori. I dati odometrici,
inerziali e quelli delle telecamere vengono integrati in modo da ottenere misure
più accurate della posizione del robot in coordinate del sistema di riferimento
World. Da notare come nonostante i test siano stati eseguiti in luoghi chiusi,
le misure provenienti dalle telecamere siano state convertite in dati di tipo GPS
per permettere anche un utilizzo in scenari outdoor. Per poter integrare i dati
sono stati individuati due pacchetti software integrati con ROS denominati ro-
bot_pose_ekf e robot_localization. Le principali differenze tra i due pacchetti
citati sono schematizzabili nelle due tabelle sottostanti:
Figura 4.1: Sensori integrati da robot_pose_ekf e robot_localization
Figura 4.2: Messaggi utilizzabili con robot_pose_ekf e robot_localization
Come è possibile notare in Fig.(4.1), il pacchetto robot_pose_ekf non riesce ad
utilizzare i sensori 3d come ad esempio sensori di vicinanza ad infrarossi. Anche
se non sono utilizzati in questo lavoro, la possibilità di poter integrare le misure
20
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di tali sensori all’interno dell’algoritmo di stima della posizione e orientamento
del robot pongono il pacchetto robot_localization immediatamente in una
posizione di vantaggio.
Per quanto riguarda i dati provenienti da un’antenna GPS, entrambi ne per-
mettono l’integrazione. Tuttavia è necessario sottolineare come il pacchetto
robot_pose_ekf prevede l’inclusione di un segnale GPS solo dopo aver operato
modifiche al codice sorgente. Infatti i dati di posizione GPS devono essere
inseriti in un messaggio odometrico mentre tutti gli altri valori di twist e orien-
tamento saranno posti a valori nulli. Le covarianze del messaggio dovranno
essere impostate a valori tali che il filtro di Kalman utilizzi solamente i dati di
posizione. Nel pacchetto robot_localization invece, l’integrazione di dati GPS
è più trasparente. E’ sufficiente utilizzare il nodo appositamente creato dal
pacchetto stesso durante la compilazione. Il nodo navsat_transform_node,
infatti, prende in ingresso latitudine, longitudine e altitudine e restituisce un
messaggio odometrico rispetto al sistema di riferimento fisso.
Inoltre il pacchetto scelto non necessita di covarianze insensatamente elevate
poichè da file di configurazione è possibile decidere quali valori utilizzare e
quali invece ignorare per i messaggi provenienti da ognuno dei sensori.
Un’altra notevole differenza è nella gestione di più sensori che forniscono la
stessa informazione. Anche in questo caso robot_localization guadagna un
altro punto a favore in quanto rende configurabile la scelta di utilizzare uno o
più sensori per la stessa informazione.
Dopo un’analisi delle potenzialità dei due pacchetti principali disponibili,
la scelta è ricaduta su robot_localization in quanto:
• prevede l’utilizzo di un maggior numero di sensori per la stessa
informazione;
• prevede l’utilizzo di un maggior numero di tipologie di messaggi Fig.(4.3);
• prevede l’utilizzo di un maggior numero di tipologie di sensori;
• prevede l’integrazione diretta del segnale GPS;
• presenza di maggiori parametri configurabili che permettono un uso ad
hoc del pacchetto.
4.1 Robot Localization Package
Il pacchetto scelto è sviluppato dalla Charles River Analytics. Permette di
ottenere una stima non lineare dello stato integrando misure provenienti da più
sensori.
Le tipologie di stimatori di stato non lineari messe a disposizione dal pacchetto
sono EKF (Extended Kalman Filter) e UKF(Unscented Kalman Filter).
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4.1.1 Tipologia di filtro utilizzato
Il nodo EKF usa un modello 3D del veicolo per prevedere nel tempo lo stato.
Inoltre utilizza i dati provenienti dai sensori per operare delle correzioni di sti-
ma. Il nodo UKF usa invece un set di sigma point accuratamente scelti per pre-
vedere lo stato attraverso la funzione di transizione non lineare. Esso utilizza i
sigma point per correggere la covarianza e la stima dello stato. Nonostante en-
trambi i nodi del pacchetto diano la possibilità di utilizzare tutti i messaggi di
Fig.(4.3) e i sensori di Fig.(4.1), nella soluzione proposta viene utilizzato un fil-
tro EKF poichè questo è il piu utilizzato e di conseguenza ha uno stato dell’arte
ben maggiore dell’UKF. Inoltre è opportuno notare come l’utilizzo del nodo UKF
comporti un carico computazionalmente maggiore rispetto a quello dell’EKF.
Il vettore di stato utilizzato dal filtro ha dimensione 15 e contiene i dati di po-
sizione 3D, orientamento 3D, velocità lineari 3D e angolari 3D, infine le accele-
razioni lineari 3D. E’ necessario l’utilizzo di due nodi EKF: il primo permetterà
l’integrazione dei dati odometrici del robot e dei dati forniti dalla IMU, il se-
condo si occupa di integrare i dati ottenuti dal nodo appena descritto con i dati
provenienti dal sensore GPS.
4.1.2 Parametri Configurabili
Uno dei principali vantaggi del pacchetto è la possibilità di impostare un’ampia
serie di parametri. Lo stesso autore del pacchetto raccomanda l’utilizzo dei
nodi disponibili tramite file di configurazione.




I parametri appartenenti a questa categoria sono quelli che verranno utilizza-
ti nel lavoro svolto in quanto non si ha ridondanza di sensori o di misure della
stessa tipologia. Per chiarire la configurabilità del nodo conferita da tali para-
metri è conveniente fare una veloce descrizione degli stessi.
Per ogni filtro implementato è possibile impostare:
• la frequenza di pubblicazione del risultato dell’integrazione dei dati
provenienti dai sensori espressa in Hz;
• il periodo di attesa del filtro per la ricezione di un nuovo dato di uno dei
sensori. Superato tale periodo viene eseguita la propagazione dello stato
senza l’utilizzo di questo dato;
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• l’utilizzo di dati in 2D o 3D, nella soluzione proposta si utilizzano dati in
2D in quanto è stato ipotizzato un movimento solo planare dei robot;
• i 4 sistemi di riferimento disponibili per la configurazione utilizzati dal
filtro:
– map solidale all’ambiente a cui si riferisce il messaggio GPS e il mes-
saggio odometrico dopo l’integrazione di IMU, odometria pura del
robot e segnale GPS;
– world anch’esso solidale al map. Il valore assegnato a questo para-
metro corrisponde al sistema di riferimento rispetto al quale il filtro
restituisce l’integrazione. Per esempio è odom nel caso del primo
nodo di filtraggio e map nel secondo;
– odom solidale al world corrisponde alla posizione iniziale del ro-
bot rispetto al map. E’ il sistema di riferimento rispetto al quale i
movimenti del robot sono riferiti;
– base_link solidale al robot.
• il nome del topic nel quale verranno scritti i messaggi di ognuno dei
sensori;
• quale dati da utilizzare del messaggio fornito da ognuno dei sensori;
• variazioni di utilizzo dei dati dei messaggi dei sensori nel caso si abbia
ridondanza di messaggi;
• l’attivazione o la disattivazione della modalità di debugging per per-
mettere all’utilizzatore di ottenere informazioni riguardanti un eventuale
fallimento dell integrazione.
Parametri Avanzati
Oltre ai parametri standard precedentemente descritti, sono disponibili anche
una serie di parametri avanzati che permettono di gestire l’integrazione dei dati
anche nel caso di scenari particolari.
Di questi parametri si utilizzano solamente quelli necessari per impostare la ma-
trice di covarianza iniziale e quella di rumore di processo. I valori preimpostati
delle due matrici appena citate sono adeguati per la maggior parte dei casi. An-
che nel caso preso in esame permettono di ottenere risultati soddisfacenti come
sarà descritto successivamente, per questo motivo non sono state modificate.
4.1.3 Trasformazioni di coordinate tra sistemi di riferimento
Per il corretto funzionamento dell’integrazione dei dati sono necessarie le tra-
sformazioni tra i vari sistemi di riferimento rispetto ai quali si esprimono le
misure dei sensori.
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• nel primo nodo di Kalman, quello per l’integrazione dei valori di odome-
tria e IMU, viene pubblicata la funzione di trasformazione tra i due sistemi
di riferimento riguardanti il robot: odom e base_link;
• nel secondo nodo invece, quello dove viene integrato anche il segnale
GPS, viene pubblicata la trasformazione tra il sistema di riferimento co-
mune a tutte le telecamere map e i vari sistemi di riferimento odom del
robot di cui si integrano i dati.
E’ possibile utilizzare un nodo unico anche se è fortemente sconsigliato in quan-
to si integrerebbero misure "continue" come odometria e IMU con misure "di-
screte" come il GPS. Nel caso si intraprenda questa strada è indispensabile fare
attenzione al fatto che la trasformazione odom > base_link sia disponibile. L’uni-
co filtro infatti pubblicherebbe solo la trasformazione map>odom. Anche se non
è stata la scelta operata, è stata resa possibile anche questa tipologia di utilizzo,
sebbene affetta da un errore maggiore. E’ sufficiente infatti impostare che sia
il robot stesso a pubblicare la funzione di trasformazione mancante basandosi
solamente sull’odometria.
4.1.4 Nodi Aggiuntivi
Per poter integrare i dati provenienti da un GPS è necessario prima tra-
sformare tale messaggio GPS (sensor_msgs/NavSatFix) in uno odometrico
(nav_msgs/Odometry) contente dati riferiti al sistema di riferimento map.
Come accade per l’utilizzo dei nodi di filtraggio, anche in questo caso il meto-
do migliore e consigliabile per l’utilizzo del nodo per la trasformazione dei dati
GPS in odometrici è un file di configurazione. Anche se in misura minore, il
nodo in questione ha una serie di parametri che permettono un’impostazione
molto dettagliata.
Parametri
I parametri che vengono utilizzati in questo lavoro sono necessari per:
• impostare del ritardo desiderabile per la trasformazione da coordinate
GPS in messaggio odometrico;
• ottenere in uscita un messaggio odometrico con valore nullo lungo l’asse
z della posizione in quanto, come precedentemente detto, ipotizziamo un
movimento solo planare dei robot;
• impostare come ottenere l’orientazione del robot espressa nel sistema di
riferimento assoluto. Tale dato viene reso disponibile tramite integrazio-
ne delle misure di velocità angolari provenienti dall’odometria in uscita
dal primo filtro di Kalman e l’orientazione fornita dalle telecamere. Que-
st’ultima non soffre di deriva anche se è disponibile solamente quando il
robot è localizzato da almeno una telecamera.
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Messaggi Utilizzati
Per ottenere il corretto funzionamento del nodo è necessario fornirgli 3 tipologie
di messaggi:
• i dati del sensore IMU;
• i dati odometrici in uscita dal nodo di integrazione dei dati di IMU e
odometrici;
• i dati provenienti dal sensore GPS.
Da notare che anche se non è specificato in prima battuta, è necessaria anche la
traformazione di coordinate map>odom.
I dati di output sono:
• posizione odometrica in coordinate nel sistema di riferimento map della
posizione GPS del robot;
• un messaggio GPS ottenuto trasformando il messaggio odometrico, que-
sto potrebbe risultare particolarmente utile per verificare il corretto fun-
zionamento del nodo e della coerenza delle funzioni di trasformazione di
coordinate.
Lo schema finale d’integrazione dei dati è:
Figura 4.3: Schema di integrazione dei dati inerziali, odometrici e provenienti
da sensore GPS
4.1.5 Errori comuni di configurazione
Durante la configurazione si sono verificati alcuni errori dovuti proprio ad un
uso sbagliato dei parametri disponibili.
I più frequenti durante il lavoro svolto sono stati:
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• i dati di input che non rispettano la convenzione utilizzata dal pacchet-
to software. I dati di IMU e odometria devono essere forniti rispetto ad
una terna destrorsa orientata in ENU (East-North-Up). Se così non fosse
i valori integrati si incrementerebbero e decrementerebbero in direzione
errata rispetto a quella realmente assunta dal robot;
• i sistemi di riferimento. E’ infatti necessario che le funzioni di trasforma-
zione abbiano un solo genitore anche se possono avere più figli. Inol-
tre i nomi assegnati sono di fondamentale importanza in quanto nell’e-
venienza che una trasformazione di coordinante venga resa disponibile
con un nome errato, l’intero sistema si blocca senza restituire alcun valore
integrato;
• le covarianze dei messaggi. Come precedentemente descritto, è racco-
mandabile settare le covarianze dei messaggi a valori sensati anche nel
caso che non venga utilizzato quel dato. Particolare attenzione deve esse-
re posta nel caso di messaggi pubblicati da pacchetti sviluppati dall’utente
in quanto alle covarianze nulle o non inizializzate viene assegnato in auto-






Roomba è un aspirapolvere robot commercializzato per la prima volta nel 2002.
L’API è pubblico e la porta seriale facilmente accessibile. L’azienda produttrice
intenzionalmente permette ai clienti di controllare il robot per migliorarne le
funzionalità.
Per questi motivi è un robot che ben si presta a scopi didattici come nel caso di
questa tesi magistrale. Per poter raggiungere l’obiettivo, la soluzione proposta al
problema di localizzazione ha alcune necessità che devono essere soddisfatte:
• identificazione da parte delle telecamere;
• ottenimento dati odometrici e inerziali;
• controllo del robot.
5.2 Identificazione Roomba
Le telecamere possono identificare la posizione e l’orientazione del robot grazie
alle due sfere che sono poste sopra di esso.
Sono necessarie due sfere di colore diverso per permettere che l’orientazione
del robot sia univoca.
Inoltre è possibile notare la IMU (MPU9150) montata sulla base del piano
d’appoggio delle due sfere.
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Figura 5.1: Robot Roomba completo di marker per l’identificazione, il sensore
IMU e la scheda Raspberry Pi per il controllo e la lettura dei dati odometrici e
inerziali
5.3 Utilizzo Raspberry Pi
Per poter soddisfare le necessità di controllare il movimento del robot e ottenere
i dati di odometria e IMU si sfrutta il single-board computer Raspberry Pi [11].
Questa scheda è un calcolatore implementato su un’unica scheda elettronica. E’
un prodotto a basso costo (circa35$) e date le dimensioni ridotte si presta bene
all’utilizzo nel caso specifico.
Le sue caratteristiche principali sono le due prese USB che permettono l’in-
terfacciamento diretto con il Roomba e il dispositivo di rete che permette
di accedere tramite il protocollo SSH. Come rappresentato in 5.2 possiede
anche uno slot per la memoria SD/MMC/SDIO. Supporta Debian GNU/Linux e
possiede 512 MB di memoria SDRAM (condivisa con la GPU).
5.3.1 Installazione ROS on RPi
Per prima cosa è necessario installare il sistema operativo e ROS all’interno della
SD della RPi.
Per poter completare l’installazione si sono resi necessari alcuni passaggi:
1. download del file immagine Raspbian Wheezy dal sito ufficiale
www.raspberry.org/downloads/raspbian/;
5.3. UTILIZZO RASPBERRY PI 29
Figura 5.2: Scheda Raspberry Pi
2. scrittura dell’immagine di Raspbian nella scheda SD utilizzando uno dei
tanti programmi disponibili sul web (consigliatoWin32DiskImager);
3. per accedere da remoto in SSH non è possibile utilizzare l’interfaccia
grafica, quindi, una volta accesa la scheda, è necessario configurarla
adeguatamente:
• espandere il file-system per permette l’utilizzo dell’intera memoria
della scheda SD da parte di Raspbian. La dimensione minima della
scheda SD utilizzabile è 8GB in quanto una scheda di dimensioni
inferiori non permetterebbe l’installazione completa di ROS;
• impostare di default l’accensione della scheda Raspberry Pi in
modalità testuale;
• impostare la rete in cui vogliamo che la scheda Raspberry Pi si
colleghi e con la quale l’utente potrà accedere in SSH;
• attivare l’utilizzo del sistema di comunicazione seriale I2C per
ottenere la lettura dei dati inerziali;
Dopo le modifiche è sufficiente riavviare per rendere effettive le
modifiche.
4. installazione della distribuzione Indigo di ROS. Per far ciò è disponibile un
tutorial sul web.
Il collegamento della scheda Raspberry Pi al sensore inerziale e al robot stesso
viene schematizzato in Fig.(5.3):
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Figura 5.3: Rappresentazione schematica dei collegamenti necessari per
interfacciare la Raspberry Pi, la IMU e il robot "Roomba"
5.4 Gestione Roomba
5.4.1 Gestione dati IMU
Per ottenere i dati inerziali è stato appositamente creato un pacchetto software.
E’ in grado di leggere la IMU (Inertial Measurement Unit) accedendo diretta-
mente ai registri interni di cui è dotato il sensore. I dati disponibili sui registri
sono accelerazioni e velocità angolari nei tre assi x,y,z. I dati sono interi a 16
bit. E’ possibile configurare il fondoscala di entrambe le misure. I fondoscala
di default sono ±2g per l’accelerazione e ±250deg r ees per le velocità angolari.
Sono valori che rispettano appieno le specifiche dei movimenti che robot
compie durante i test. Per questo motivo non vi è necessità di agire sui registri
per operare modifiche ad alcun valore. Il nodo del pacchetto leggerà i due byte
contenenti il valore misurato e lo convertirà nella giusta unità di misura per
poter essere sensatamente utilizzato.
Una volta ottenuti i dati dei due sensori, vengono utilizzati per la creazione del
messaggio IMU che viene reso disponibile ai due nodi di integrazione e al nodo
di trasformazione da dati GPS a odometrici come descritto nel Capitolo 4.
Il messaggio pubblicato dal nodo in questione deve essere completato anche
con l’informazione riguardante l’istante attuale di ROS nel quale è stato creato
e l’informazione sul sistema di riferimento rispetto al quale si riferiscono le
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misure. A questo proposito è possibile notare come in Fig.(5.1) il sensore non
sia montato in posizione baricentrica. Questa è stata una scelta di comodità
a cui possiamo ovviare pubblicando una trasformazione statica di coordinate,
anche detta matrice di montaggio, per ottenere in automatico la correzione dei
dati espressi nel sistema di riferimento baricentrico del robot.
5.4.2 Gestione controllo e dati odometrici
Per il controllo del robot e l’ottenimento dei dati odometrici è possibile utilizzare
il pacchetto ROS irobotcreat2ros in quanto già funzionante ed efficiente. Oltre ai
dati dell’odometria fornisce tutta una serie di altri dati specifici del robot che
però non verranno utilizzati. Inoltre permette di assegnare al Roomba valori di
velocità lineare e angolare semplicemente da tastiera.
Nonostante l’interfacciamento software possa sembrare già completo così come
descritto, si sono rese necessarie alcune modifiche per evitare che i comandi o





Oltre al Roomba precedentemente descritto, viene utilizzato anche un altro ro-
bot. Quest’ultimo che da qui in poi verrà chiamato Arduino ha un modello cine-
matico identico al Roomba. Infatti è un uniciclo con una sfera folle posizionata
anteriormente.
Figura 6.1: Robot "Arduino"
Anche qui le sfere colorate svolgono la funzione di marker passivi per permet-
tere l’identificazione del robot da parte delle telecamere. Come è mostrato in
Fig.(6.1), al di sopra delle ruote sono presenti due piani: uno di metallo e uno di
compensato.
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Figura 6.2: Rappresentazione schematica dei collegamenti necessari per inter-
facciare la Raspberry Pi, la IMU e la scheda Arduino Genuino UNO che a sua
volta è interfacciata con encoder e motori
Come schematizzato in Fig.(6.2) al microcontrollore Arduino Genuino UNO [12]
sono collegati gli encoder montati sulle due ruote attuate. Mediante un oppor-
tuno algoritmo di calcolo si ottengono delle misure odometriche.
Naturalmente maggiore è la risoluzione dell’encoder, maggiore sarà la precisio-
ne di tali misure. Infatti più è elevato il numero di tick, più basso sarà l’errore
di stima della posizione. Gli encoder utilizzati dal robot hanno ciascuno una
risoluzione di 10 tick.
Figura 6.3: Ruota con motore ed encoder
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6.1 Arduino Genuino UNO
Arduino Genuino UNO è una scheda elettronica di piccole dimensioni con un
microcontrollore a 8-bit AVR prodotto dalla Atmel; tra i modelli disponibili si
utilizza il ATmega328P.
Le principali caratteristiche sono:
• 14 pin digitali di ingresso/uscita, 6 dei quali usati come uscite PWM;
• 6 ingressi analogici;
• frequenza di clock pari a 16M H z;
• porta USB 2.0;
• jack di alimentazione;
• ICSP header;
• pulsante di reset.
Per poter utilizzare i motori è stato utilizzato un Arduino Motor Shield in nero in
Fig.(6.2) al di sopra della scheda Arduino Genuino UNO che invece è in celeste.
Per la programmazione del microcontrollore si utilizza un ambiente di sviluppo
integrato (IDE) multipiattaforma (per Linux, Apple Macintosh e Windows).
Questo software permette di scrivere programmi con un linguaggio semplice
e intuitivo derivato da C e C++ chiamato Wiring, liberamente scaricabile e
modificabile.
La presenza della scheda Arduino Genuino UNO è necessaria per riuscire
a gestire il flusso di dati in ingresso e uscita. Mentre nel robot Roomba tale
flusso viene gestito dal pacchetto irobotcreate2ros, in questo caso è stato creato
il pacchetto ROS che gestisce il flusso di dati della seriale. Il numero di rotazioni
dato dall’encoder viene scritto su seriale da Arduino Genuino UNO e letto
da Raspberry Pi che poi utilizzerà questo dato per il calcolo del messaggio
odometrico. I comandi da tastiera vengono invece scritti su seriale da Raspberry
Pi e letti da Arduino Genuino UNO che creerà un conseguente comando PWM
per far muovere i motori adeguatamente.
6.2 Raspberry Pi
La scheda Raspberry Pi utilizzata nel robot descritto è identica a quella descritta
in precedenza in 5.3 per il robot Roomba. Unica differenza l’hostname con cui è
possibile utilizzare il protocollo SSH.
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Figura 6.4: La scheda "Arduino Genuino UNO"
6.3 Pacchetti necessari
Per ottenere i dati inerziali si utilizza lo stesso metodo riportato in 5.4.1.
Per la gestione della seriale e per ottenere i dati odometrici a partire dai dati degli
encoder sono stati sviluppati 3 pacchetti software di ROS con tre obiettivi:
• Creazione di un nodo ROS che una volta eseguito sulla Raspberry Pi per-
metta di gestire il flusso di informazioni da e verso Arduino Genuino UNO.
Legge i dati ad una frequenza arbitraria scelta dall’utente mentre scrive i
dati con la frequenza con cui vengono digitati da tastiera. Non è stato ne-
cessario imporre una frequenza di scrittura poiché è stato ipotizzato che
i comandi da tastiera non superino mai la frequenza di 30H z. Una fre-
quenza superiore infatti creerebbe problemi di comunicazione dovuti al
fatto che la risorsa condivisa del processo, cioè la porta seriale, resterebbe
continuamente occupata dal processo di scrittura. In caso si verifichi ciò,
la lettura dei dati risulterebbe quanto meno ritardata di alcuni secondi se
non addirittura falsata.
• Creazione di un nodo ROS che possa essere eseguito su un computer per
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non appesantire il carico computazionale della scheda Raspberry Pi. Il
nodo in questione, utilizzando i dati degli encoder letti dal nodo sopra
descritto, calcola e pubblica il messaggio odometrico.
• Creazione di un nodo ROS che gestisce i comandi da tastiera. Anche qui
non è necessaria l’esecuzione sulla Raspberry Pi. In questo caso, il com-
pito svolto è la lettura dei dati da tastiera che esprimono i comandi che
si vuol dare al robot e li rende disponibili al nodo che gestisce la seriale.
Sarà poi compito di quest’ultimo assicurare la giusta sincronizzazione tra
lettura e scrittura dei dati.
Capitolo 7
Protocollo dell’esperimento
Il protocollo seguito durante i test è il seguente:
1. Lancio del nodo acquisition_node attraverso il launch_file di ROS:




5 <node pkg="nostop_kinect_sensor" type="acquisition_node
" name="acquisition_node" required="true" output="
screen" >




I topic a cui ci si sottoscrive sono:
• "/camera_in" (All’interno del file Camera_manager.cpp);
• "/localizer/camera/add_robot" (All’interno del file
Camera_manager.cpp);
• "/localizer/add_robot" (All’interno del file Camera_manager.cpp);
• "/"+m_name+"/cmd_vel" (All’interno del file Robot.cpp);
• "/" + robot_pose.name + "/localizer/odometry/final" (All’interno del
file Camera.cpp);
• "/"+robot_pose.name+"/odom_from_gps" (All’interno del file Came-
ra.cpp);
• "/usb"+m_camera_name+"/cam_img" (All’interno del file Came-
ra.cpp);
• "/"+m_camera_name+"/calibration_topic" (All’interno del file Came-
ra.cpp);
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I topic su cui si pubblica sono:
• "/"+m_name+"/localizer/gps/fix" (All’interno del file Robot.cpp);
• "/"+m_name+"/heading" (All’interno del file Robot.cpp);
• "/"+m_name+"/reset/pose" (All’interno del file Robot.cpp);
2. Lancio dei nodi relative alle camere da attivare philips-cam, logitech-




3 <!-- DECLARE ARGS -->
4 <arg name="camera_name" default="name"/>
5 <arg name="device" default="device_address "/>
6 <arg name="iFOVx" default="#"/>
7 <arg name="iFOVy" default="#"/>
8 <arg name="user_name" default="pc_user_name"/>
9 <arg name="image_width" default="320" />
10 <arg name="image_height" default="240" />
11
12
13 <node name="$(arg camera_name)_cam" pkg="usb_cam" type="
usb_cam_node" output="screen">
14 <remap from="/$(arg camera_name)_cam/image_raw" to="/
usb/$(arg camera_name)/cam_img"/>
15 <param name="video_device" value="$(arg device)" />
16 <param name="image_width" value="$(arg image_width)"
/>
17 <param name="image_height" value="$(arg image_height)"
/>
18 <param name="pixel_format" value="yuyv" />
19 <param name="camera_name" value="$(arg camera_name)"
/>
20 <param name="framerate" value="5"/>





25 <node name="calibration_$(arg camera_name)" pkg="
nostop_kinect_sensor" type="calibration" output="
screen">
26 <param name="camera_name" value="$(arg camera_name)"
/>
27 <param name="iFOVx" value = "$(arg iFOVx)"/>
28 <param name="iFOVy" value = "$(arg iFOVy)"/>
29 <param name="image_width" value="$(arg image_width)"
/>
30 <param name="image_height" value="$(arg image_height)"
/>
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31 <param name="user_name" value="$(arg user_name)"/>
32 </node >
33 </launch >
I topic a cui ci si sottoscrive sono:
• "/usb"+m_camera_name+"/cam_img" (All’interno del file calibra-
tion.cpp);
I topic su cui si pubblica sono:
• "/"+m_camera_name+"/calibration_topic" (All’interno del file cali-
bration.cpp);
• "/camera_in" (All’interno del file calibration.cpp);
3. Lancio dei nodi relativi ai robot che si muovo-
no nell’ambiente RPi_robot_complete_roomba.launch,
RPi_robot_complete_arduino.launch.
I due launch_files sono:
1 <launch >
2
3 <arg name="robot_name" default="blue_red"/>
4 <arg name="has_magnetometer" default="false"/>
5
6 <include file="$(find nostop_launch_files)/launch/robot/
model/imu_reader_robot.launch">
7 <arg name="robot_name" default="$(arg robot_name)"/>
8 <arg name="x_a_offset" default="0.3" />
9 <arg name="y_a_offset" default=" -0.2" />
10 <arg name="z_a_offset" default="0.9" />
11 <arg name="x_w_offset" default="0" />
12 <arg name="z_w_offset" default="0" />
13 <arg name="y_w_offset" default="0" />




17 <include file="$(find nostop_launch_files)/launch/robot/
model/roomba_robot.launch">
18 <arg name="robot_name" default="$(arg robot_name)"/>
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2
3 <arg name="robot_name" default="red_green"/>
4 <arg name="has_magnetometer" default="false"/>
5 <arg name="port_name" default="/dev/ttyACM0"/>
6
7 <include file="$(find nostop_launch_files)/launch/robot/
model/imu_reader_robot.launch">
8 <arg name="robot_name" default="$(arg robot_name)"/>
9 <arg name="x_a_offset" default=" -0.02" />
10 <arg name="y_a_offset" default=" -0.35" />
11 <arg name="z_a_offset" default="0.5" />
12 <arg name="x_w_offset" default=" -0.5" />
13 <arg name="y_w_offset" default="0" />
14 <arg name="z_w_offset" default=" -0.01" />




18 <include file="$(find nostop_launch_files)/launch/robot/
model/arduino_robot.launch">
19 <arg name="robot_name" default="$(arg robot_name)"/>





• "/"+m_robot_name+"/cmd_vel" (All’interno del file
irobotcreate2.cpp);
I topic su cui si pubblica sono:
• "/"+m_name+"/imu_data" (All’interno del file Imu_reading.cpp);
• "/"+m_name+"/odom" (All’interno del file irobotcreate2.cpp);
• "/"+m_name+"/specifiche_robot" (All’interno del file irobotcrea-
te2.cpp);
4. Lancio dei nodi relativi alle operazioni da effettuare tramite calcolato-




3 <arg name="robot_name" default="red_green"/>
4 <arg name="imu_on" default="true"/>
5 <arg name="wheel_diameter" default="6.5" />
6 <arg name="encoder_resolution" default="10" />
7 <arg name="sensor_publishTf" default="false"/>
8
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9
10 <!-- fake imu node -->
11 <include file="$(find nostop_launch_files)/launch/robot/
model/fake_imu_robot.launch">
12 <arg name="robot_name" default="$(arg robot_name)"/>
13 <arg name="imu_on" default="$(arg imu_on)"/>
14 </include >
15
16 <!-- Local EKF -->
17 <include file="$(find nostop_launch_files)/launch/robot/
model/local_ekf_robot.launch">
18 <arg name="robot_name" default="$(arg robot_name)"/>
19 </include >
20
21 <!-- Global EKF -->
22 <include file="$(find nostop_launch_files)/launch/robot/
model/global_ekf_robot.launch">
23 <arg name="robot_name" default="$(arg robot_name)"/>
24 </include >
25
26 <!-- Navsat node -->
27 <include file="$(find nostop_launch_files)/launch/robot/
model/navsat_robot.launch">
28 <arg name="robot_name" default="$(arg robot_name)"/>
29 </include >
30
31 <!-- Static TF -->
32 <include file="$(find nostop_launch_files)/launch/robot/
model/tf_static_robot.launch">
33 <arg name="robot_name" default="$(arg robot_name)"/>
34 <arg name="x" default="0.04"/>
35 <arg name="y" default="0.06"/>
36 <arg name="z" default="0"/>
37 <arg name="Y" default=" -1.570796327"/>
38 <arg name="P" default="0"/>
39 <arg name="R" default="0"/>
40 <arg name="parent" default="$(arg robot_name)/
base_link"/>
41 <arg name="base_link" default="$(arg robot_name)/
imu_base_link"/>




46 <!-- agent_sensor -->
47 <include file="$(find nostop_launch_files)/launch/robot/
model/agent_sensor_arduino.launch">
48 <arg name="robot_name" default="$(arg robot_name)"/>
49 <arg name="wheel_diameter" default="$(arg
wheel_diameter)" />
50 <arg name="encoder_resolution" default="$(arg
encoder_resolution)" />
51 <arg name="publishTf" default="$(arg
sensor_publishTf)"/>
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52 </include >
53
54 <!-- agent_motor_control -->
55 <include file="$(find nostop_launch_files)/launch/robot/
model/agent_motor_control.launch">




60 <!-- Keyboard node -->
61 <include file="$(find nostop_launch_files)/launch/robot/
model/keyboard_robot.launch">
62 <arg name="robot_name" default="$(arg robot_name)"/>




67 <!-- robot_on node -->
68 <include file="$(find nostop_launch_files)/launch/robot/
model/robot_on.launch">
69 <arg name="robot_name" default="$(arg robot_name)"/>







3 <arg name="robot_name" default="blue_red"/>
4 <arg name="imu_on" default="true"/>
5
6
7 <!-- fake imu node -->
8 <include file="$(find nostop_launch_files)/launch/robot/
model/fake_imu_robot.launch">
9 <arg name="robot_name" default="$(arg robot_name)"/>
10 <arg name="imu_on" default="$(arg imu_on)"/>
11 </include >
12
13 <!-- Local EKF -->
14 <include file="$(find nostop_launch_files)/launch/robot/
model/local_ekf_robot.launch">
15 <arg name="robot_name" default="$(arg robot_name)"/>
16 </include >
17
18 <!-- Global EKF -->
19 <include file="$(find nostop_launch_files)/launch/robot/
model/global_ekf_robot.launch">
20 <arg name="robot_name" default="$(arg robot_name)"/>
21 </include >
22
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23 <!-- Navsat node -->
24 <include file="$(find nostop_launch_files)/launch/robot/
model/navsat_robot.launch">
25 <arg name="robot_name" default="$(arg robot_name)"/>
26 </include >
27
28 <!-- Static TF -->
29 <include file="$(find nostop_launch_files)/launch/robot/
model/tf_static_robot.launch">
30 <arg name="robot_name" default="$(arg robot_name)"/>
31 <arg name="x" default="0.04"/>
32 <arg name="y" default="0.06"/>
33 <arg name="z" default="0"/>
34 <arg name="Y" default=" -1.570796327"/>
35 <arg name="P" default="0"/>
36 <arg name="R" default="0"/>
37 <arg name="parent" default="$(arg robot_name)/
base_link"/>
38 <arg name="base_link" default="$(arg robot_name)/
imu_base_link"/>





44 <!-- Keyboard node -->
45 <include file="$(find nostop_launch_files)/launch/robot/
model/keyboard_robot.launch">
46 <arg name="robot_name" default="$(arg robot_name)"/>
47 <arg name="frequency" default="100"/>
48 </include >
49
50 <!-- robot_on node -->
51 <include file="$(find nostop_launch_files)/launch/robot/
model/robot_on.launch">
52 <arg name="robot_name" default="$(arg robot_name)"/>




• "/"+m_name+"/fake_imu_data" (All’interno del file
navsat_robot.launch, global_ekf_robot.launch);
• "/"+m_name+"/imu_data" (All’interno del file Fake_imu.cpp);
• "/"+m_name+"/heading" (All’interno del file Fake_imu.cpp);
• "/"+m_name+"/odom" (All’interno del file ekf.cpp);
• "/"+m_name+"/localizer/gps/fix" (All’interno del file
navsat_robot.launch);
• "/"+m_name+"/localizer/odometry/final" (All’interno del file nav-
sat_robot.launch);
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• "/"+m_name+"/local_ekf_output" (All’interno del file
global_ekf_robot.launch);
• "/"+m_name+"/odom_from_gps" (All’interno del file
global_ekf_robot.launch);
I topic su cui si pubblica sono:
• "/"+m_name+"/localizer/camera/add_robot" (All’interno del file ro-
bot_on_node.cpp);
• "/"+m_robot_name+"/cmd_vel" (All’interno del file
keyboard_node.cpp);
• "/"+m_name+"/fake_imu_data" (All’interno del file Fake_imu.cpp);
• "/"+m_name+"/local_ekf_output" (All’interno del file ekf.cpp);
• "/"+m_name+"/odom_from_gps" (All’interno del file
navsat_transform.cpp);




In questo capitolo si valutano i risultati e le performance ottenute dal sistema di
localizzazione proposto. Verranno effettuate due tipi di prove:
• prove statiche per verificare l’accuratezza delle singole misure provenienti
dalle telecamere;
• prove dinamiche per verificare l’accuratezza delle misure integrando i dati
dei sensori a disposizione.
8.0.1 Prove statiche
Per prima cosa si studiano le performance delle camere utilizzate per gli
esperimenti. Si usano 2 tipi di telecamere:
• Una Philips SPC1030NC/00
Figura 8.1: Philips SPC1030NC/00
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• Due Logitech HD Webcam C270
Figura 8.2: Logitech HD Webcam C270
La prima ha un angolo di campo orizzontale pari a 80° e verticale pari a 60°.
La seconda ha un angolo di campo orizzontale pari a 45° e verticale pari a 30°.
Il primo test effettuato vuol andare a definire la massima distanza dal centro
dell’obiettivo della camera per cui questa riesce a localizzare il robot.
Queste prove sono state effettuate fissando le camere ad un’altezza di 2 metri.
Aumentando quest’altezza (lasciando invariato l’angolo di pitch) non si riesce
più a localizzare il robot poichè i suoi marker risultano piccoli e non vengono
riconosciuti. Se invece la telecamera fosse fissata ad un’altezza inferiore (la-
sciando invariato l’angolo di pitch) e il robot fosse orientato lungo la direzione
di visione della telecamera, i marker risulterebbero sovrapposti e quindi non
verrebbero riconosciuti.
• La Philips SPC1030NC/00 arriva ad una distanza pari a 5 metri sul piano in
cui si muovono i robot.
• La Logitech HD Webcam C270 arriva ad una distanza di 5.5 metri sul piano
in cui si muovono i robot.
Il secondo test effettuato invece vuol andare a definire l’accuratezza delle mi-
sure fornite dalla telecamera rispetto a posizione note. Si vanno a confrontare
per ogni telecamera cinque posizioni diverse: il centro dell’immagine (160 x 120
pixel), il punto più alto a sinistra (0 x 0 pixel), il punto più basso a sinistra (0 x
240 pixel), il punto più alto a destra (320 x 0 pixel) e il punto più basso a destra
(320 x 240 pixel).
Impostando per ogni telecamera i relativi angoli di campo e applicando ad en-
trambe l’algoritmo di visione implementato, si ottiene la medesima accuratezza
delle misure. Quest’ultima non varia in base al punto dell’immagine identifi-
cato. L’errore sull’accuratezza varia da un minimo di 2 cm ad un massimo di 5
cm.
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8.0.2 Prove dinamiche
Le prove successive riguardano le performance ottenute utilizzando encoder,
IMU e telecamere.
Per verificare le prestazioni dei primi due sensori è stato svolto un esperimento
durante il quale il robot si muoveva su una traiettoria fissa (un rettangolo con
lati di 2,5 e 1,5 metri). Visualizzando il percorso effettuato su Rviz, i dati pro-
venienti dall’odometria si confrontano con quelli provenienti dall’integrazione
tra odometria e IMU.
La fine dell’esperimento si ha quando i robot tornano nella loro posizione
iniziale, con la medesima orientazione.
Verifica della non attendibilità della sola odometria e dell’integrazione
odometria/IMU
Le immagini 8.3 e 8.4 mostrano la rappresentazione su Rviz del percorso che i
due robot compiono sfruttando i soli dati odometrici (in rosso) e l’integrazione
dei dati odometrici e IMU (in bianco).
I quadrati grigi delimitano il perimetro del rettangolo che i robot hanno percorso
nell’esperimento.
Figura 8.3: Traiettorie di sola odometria (in rosso) e odometria integrata con
IMU (in bianco) del robot "Roomba"
Da questi esperimenti si evince che per il "Roomba":
• La posizione finale stimata dalla sola odometria è traslata di 19.2 cm
sull’asse x e -48 cm sull’asse y rispetto a quella vera.
• La posizione finale stimata invece dalle due misure integrate è traslata di
19.2 cm sull’asse x e -28.8 cm sull’asse y rispetto a quella vera.
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Figura 8.4: Traiettorie di sola odometria (in rosso) e odometria integrata con
IMU (in bianco) del robot "Arduino"
Per l’"Arduino":
• La posizione finale stimata dalla sola odometria è traslata di 187.2 cm
sull’asse x e 134.5 cm sull’asse y rispetto a quella vera.
• La posizione finale stimata invece dalle due misure integrate è traslata di
82 cm sull’asse x e 24 cm sull’asse y rispetto a quella vera.
Quindi il "Roomba" si comporta in modo migliore del robot "Arduino", già a
partire dalla sola odometria.
Il motivo è che gli encoder montati sulle ruote dei robot sono diversi: quelli
sull’"Arduino" hanno una risoluzione di 10 tick, quelli sul "Roomba" hanno una
risoluzione di 509 tick. Questo implica che l’errore di un tick da parte del primo
può dare un errore di stima angolare di 35°, mentre da parte del secondo di 0.7°.
Inoltre si nota che la correzione sulla stima della posizione del robot data dal
sensore IMU è tanto più evidente quanto più il percorso ricostruito con i soli dati
odometrici si discosta dal percorso reale seguito dal robot. Nonostante questo i
risultati non sono ancora soddisfacenti, quindi i prossimi esperimenti verranno
effettuati utilizzando anche le telecamere.
Valutazione performance di localizzazione a telecamere integrate
La prova che si va a presentare mostra le performance ottenute utilizzando i dati
provenienti da tutti i sensori a disposizione.
Il test è stato effettuato solo sul robot "Roomba" per poter apprezzare meglio la
bontà dei risultati, per il motivo discusso nella sezione 8.0.2.
L’idea è quella di far muovere il robot (dotato di IMU ed encoder sulle ruote)
su un’area indoor di 7 metri per 3 metri, ripresa da 3 telecamere posizionate in
punti fissi che riprendono aree dell’esperimento diverse.
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Il corretto funzionamento dell’algoritmo si ha quando il robot, passando da una
telecamera all’altra continua ad essere localizzato.
Figura 8.5: Traiettoria reale (in rosso) e odometria integrata con IMU e GPS (in
giallo)
A sinistra della figura 8.5 si vedono le tre immagini acquisite dalle telecamere al-
l’istante finale dell’esperimento. Il robot appare solo nella prima. A destra viene
riportato su Rviz il percorso reale compiuto dal robot (in rosso) e quello stimato
dall’integrazione dei dati provenienti dai vari sensori (in giallo).
Si nota che grazie al contributo fondamentale dei dati di visione la stima del per-
corso effettuato si discosta al massimo di 10 centimetri da quella vera andando
a dimezzare l’errore che si aveva senza la telecamera.
Infine in figura 8.6 si riporta uno screenshot preso da un video-test in cui si può
vedere come l’algoritmo riesca a gestire più robot con più camere.
Figura 8.6: Gestione della localizzazione di due robot con due telecamere
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8.1 Conclusioni
Lo studio condotto in questa tesi ha permesso di creare un sistema di localizza-
zione per ambienti interni ma utilizzabile anche in scenari esterni. In un pos-
sibile sviluppo futuro, potrebbero essere integrati dei sensori di luminosità per
la calibrazione automatica dei valori HSV dei colori dei marker. In questo mo-
do, ognuno dei robot nello scenario sarebbe in grado di adeguare la calibrazione
della telecamera sui propri marker in funzione della luminosità specifica della
posizione a cui si trova.
Un’altra interessante direzione di sviluppo è l’integrazione di un modulo che
permetta la modifica dei valori di calibrazione delle telecamere. L’obiettivo è
quello di ottenere un sistema che, dopo una prima calibrazione dell’utente, sia
in grado di modificare tali valori anche nel caso di spostamento accidentale o
volontario delle telecamere. Un obiettivo del genere porterebbe il sistema a due
notevoli vantaggi: il primo è quello di una robustezza a movimenti accidenta-
li delle telecamere, il secondo è la possibilità di montare telecamere sui robot
e con lo stesso principio ottenere il tracking di oggetti. Quest’ultimo sviluppo
è particolarmente rilevante poiché permetterebbe di fare tracking su un robot
tramite l’utilizzo di un altro robot la cui posizione è nota poiché integrata anche
con la visual odometry ottenuta dalla webcam integrata.
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