The selection of the best-fit-for-purpose analytical method to be implemented in the laboratory is difficult due to availability of multiple methods, targets, aims of detection, and different kinds and sources of more or less reliable information. Several factors, such as method performance, practicability, cost of setup, and running costs need to be considered together with personnel training when selecting the most appropriate method. The aim of our work was to prepare a flexible multicriteria decision analysis model suitable for evaluation and comparison of analytical methods used for the purpose of detecting and/or quantifying genetically modified organisms, and to use this model to evaluate a variety of changing analytical methods. Our study included selection of PCR-, isothermal-, protein-, microarray-, and next-generation sequencing-based methods in simplex and/or multiplex formats. We show that the overall result of their fitness for purpose is relatively similar; however, individual criteria or a group of related criteria exposed more substantial differences between the methods. The proposed model of this decision support system enables easy modifications and is thus suitable for any other application of complex analytical methods.
Introduction
Analytical laboratories have to select and implement new methods from time to time. Alternatively, based on received real-life samples, they may have to select among a panoply of methods for multiple target analyses. This selection can be rather arbitrary, primarily directed by tradition or the expertise of trained persons, but it can also be based on systematic objective and reproducible comparative analysis. Options of choice often include the use of different technological platforms and the choice between simplex and multiplex methods. With increasing numbers of optional methods, the complexity of selecting analyses will either require a long reflection period of trained analysts or some sort of decision support system, selection criteria, and rules for comparison of attributes as a way to reduce uncertainties and ensure objective and reproducible choices independently of the presence of trained experts. In many fields where analytical methods are applied, the situation is quite complex. In this manuscript, we take detection (including identification and quantification) of genetically modified (GM) organisms (GMOs) as an example to illustrate how the decision process can be facilitated in a complex situation through the use of decision support system (DSS).
Many countries around the world regulate cultivation and trade with GMOs and have implemented an authorization system and mandatory labeling above a certain threshold (Gruère and Rao 2007; Vigani et al. 2012; Milavec et al. 2014) . For example, in the European Union (EU), the labeling threshold for food products containing, consisting of, or produced from authorized GMOs is set at 0.9% by Regulation (EC) 1829 / 2003 (European Commission 2003 . After more than two decades of commercialization of GM plants, the number of new GM events and the diversity of GM traits and constructs, as well as the mixture of GMOs and of their derived products and the purpose of analyses (labeling vs. market withdrawal), is still steadily increasing (James 2015) . The complexity of the products that need to be tested for the presence of GMOs is therefore also increasing. This complexity will increase even more, if products derived from new breeding techniques would also have to be labeled. International trade and differences in national regulations combined with the need for harmonized testing and results interpretation add to the complexity of the method selection in the analytical laboratories.
Currently, detection, identification, and quantification of GMOs (Holst-Jensen et al. 2012) are mostly done using quantitative real-time polymerase chain reaction (qPCR). The individual methods either target a DNA motif present inside the inserted GM construct or a junction between the hosts' native DNA and the inserted sequence (see, e.g., Holst-Jensen et al. (2012) for a detailed review). Screening for the presence of genetic elements commonly found in GMOs can be an effective approach to reduce the number of needed analyses (HolstJensen et al. 2012) . It is, however, prone to misinterpretation and normally will have to be complemented with the use of methods targeting specific GMOs (transformation eventspecific methods) (Holst-Jensen et al. 2012) . Multiplex screening approaches can improve the cost efficiency ) but also have important limitations. Several more or less specific PCR (Randhawa et al. 2009 (Randhawa et al. , 2010 Holck et al. 2010; Luan et al. 2012 ) and qPCR (Germini et al. 2004; Waiblinger et al. 2007; Bahrdt et al. 2010 ) multiplex methods have already been developed. Additionally, alternative testing methods and targets are available (reviewed in Milavec et al. (2014) ), and new methods and technologies/platforms are constantly developed.
Altogether, the GMO detection and identification processes should be reproducible, understandable, transparent, and userfriendly for both the analyst and the decision maker. Selecting among analytical strategies to meet these objectives is challenged by the complexity of the methods. The integrated use of additional sources of information would be beneficial, as would the possibility to weigh issues like personnel training costs and restricted budgets.
Factors considered for the selection of each method are as follows: properties of the product (product type, ingredients, diversity of targets that may have to be detected, etc.), purpose of the analysis (screening, identification, quantification, as well as unapproved product, detection for market withdrawal, etc.), performance parameters of the methods (limit of detection, applicability to the situation, compatibility with other methods in the sequence, etc.), capabilities of the laboratory (available equipment, skilled personnel and other resources, reference materials, etc.), duration of analysis in case of urgency, practicability, cost of setup, and running costs. Consequently, this proves to be a complex decision problem, not restricted to analytical methods, which requires extensive knowledge and experience.
The assessment and selection of analytical methods involves a multitude of criteria, which are generally conflicting and affect the decision in different ways. Until now, there are some reports on comparisons of DNA extraction methods, where performance of individual parameters was compared and statistically evaluated (Jasbeer et al. 2009; Volk et al. 2014) . However, no overall assessment of all parameters together was performed. The problem of including many parameters and criteria in the evaluation can be defined as a multicriteria decision problem. It is unlikely that one method will be the best for all of the considered criteria. Thus, approaches implementing multicriteria decision analysis (MCDA) (Ishizaka and Nemery 2013; Greco et al. 2016) may prove useful. In MCDA, each alternative (method) is first assessed according to each criterion. These individual assessments are then aggregated into an overall evaluation of each alternative method. On this basis, the alternatives are compared and/or ranked, and the best one can be chosen. Various analyses, such as sensitivity analysis and Bwhat-ifâ nalysis, are also possible to further support and justify the assessment. Pakpour (2012) reported the use of MCDA with weighted sum method for evaluation of sample preservation coupled with DNA extraction methods. The reported system, however, included a rather small amount of attributes in the study. Another tool named Analytical Method Performance Evaluation (AMPE), implementing more computational analysis, was developed to help with analytical method validation, including data handling capabilities and series of statistical calculations (Acutis et al. 2007 ). This tool is thus suitable only for comparisons of different parameters (e.g., limits of quantification and detection, variability, accuracy, trueness, precision) of one analytical method, produced by different users, which is usually the case in collaborative method validations. Currently, there are no tools available that would help in a thorough, objective (human independent), and reproducible evaluation and comparison of several analytical methods from different platforms (e.g., PCR, next-generation sequencing [NGS] , and protein-based methods), taking into account a multitude of criteria that affect the methods' performance and applicability.
This study addresses a common situation faced by enforcement or private analytical laboratories and other organizations involved in the analytical traceability and controls in the food/ feed production chains (Holst-Jensen 2009) . Numerous traceability data (country of origin, species, industrial process, etc.) are available and processed, before a sample is submitted to the analytical laboratory. These data can obviously be used to direct the analyses, i.e., choosing the appropriate sampling strategy and the required detection process (routine or more targeted analysis). All these data can be integrated in MCDA by the analyst for detection, results interpretation, or decisionmaking (Bohanec et al. 2013a) .
Although MCDA could also be applied to additional steps, such as sample processing and DNA extraction, we have here limited our focus to the analysis of purified DNA from the sample(s). DNA analysis is usually carried out as a sequence of methods, most commonly involving a combination of screening, identification, and quantification methods.
The aim of our work, as part of a more general work on the development of GMO detection and identification strategies, was twofold: (1) to prepare an MCDA model suitable for evaluation and comparison of analytical methods and (2) use the model to evaluate a variety of analytical methods taking the field of GMO detection and/or quantification as an example case. Methodologically, we built upon the results of the European FP6 project Co-Extra . There, as part of the Co-Extra decision support system (Bohanec et al. 2013a ), a number of MCDA models were developed, including two models for the assessment of analytical methods. For the purpose of this study, we have, within European FP7 Decathlon project (www.decathlon-project.eu), adapted one of the models, called AM_DetQuant (Bohanec et al. 2013a) . We have narrowed the original model to only assess whether a method is fit for purpose (FitForPurpose) in the situation being evaluated and to determine, which method is best for purpose (BestForPurpose). Rather than focusing on the comparison of several different methods for qPCR, our aim was to prepare and use the multicriteria model for comparing and evaluating a variety of different platforms used for running analytical methods. Altogether 15 different methods were lined up and evaluated from different aspects.
For clearer presentation, we prepared decision rules in a way that would allow all of these methods to be compared side by side, independently on their position in the whole pipeline of GMO analysis. In current GMO testing, several methods are usually combined and performed sequentially. The idea behind the selected decision rules was that they enable comparison and selection of methods for the same purpose (e.g., quantification), rather than implementing rules for more complex scenarios where methods for different purposes, such as screening and event-specific quantification, are combined. This also means that the exercise must be repeated for each desired purpose, with purpose-based decision rules.
In this manuscript, we show that the MCDA model makes possible the direct comparisons of several unrelated technologies. Notably, even when their overall fitness for purpose is relatively similar, comparing and evaluating individual criteria or a group of related criteria can uncover substantial differences between methods and technologies. The newly developed model enables easy modifications of the criteria and of their influence on final evaluation. Thus, it can be easily adapted to any other complex analytical situation for selecting the most suitable analytical method(s). Particularly, it could be of great help in highly complex situations, where results of different identification techniques and approximate data, such as NGS sequences, would have to be combined with traceability elements.
Materials and Methods

Analytical Methods Assessed in This Study
Methods, selected for evaluation and comparison (assessment) in this study, are listed in Table 1 . Four of the methods represent the qPCR system currently used in routine GMO diagnostics covering different applications: simplex and multiplex screening/identification (Alary et al. 2002; Kuribara et al. 2002; Pla et al. 2013 ) and simplex quantification (Holck et al. 2002) . Two additional qPCR applications (SIMQUANT; Berdal et al. 2008 ) use qPCR chemistry together with the limiting dilutions principle, which is near to the idea of the ddPCR-based methods, of which two were included Dobnik et al. 2015) . Other selected methods include LAMP with end-point fluorescent (Chen et al. 2011; Wang et al. 2015) or bioluminescence real-time detection (Kiddle et al. 2012) , multiplex PCR with hybridization on microarrays (Leimanis et al. 2008; Hamels et al. 2009) or detection with capillary gel electrophoresis (Nadal et al. 2006 ), a protein-based method (Van Den Bulcke et al. 2007) , and two NGS methods (unpublished, developed within the EU FP7 Decathlon project), one for enriched samples and another for whole genome sequencing (see, e.g., Arulandhu et al. 2016; Holst-Jensen et al. 2016) . The majority of the selected methods are validated in-house or within international collaborative trials and their fitness for purpose demonstrated elsewhere (see Table 1 for references).
Qualitative MCDA Method DEX
The original AM_DetQuant (Bohanec et al. 2013a ) model, which was adapted for the purpose of this research, was developed using an MCDA method DEX (Decision EXpert) (Bohanec et al. 2013b; Bohanec 2015) . DEX is a qualitative MCDA method, specifically designed to support expert modeling, that is, acquisition of decision knowledge from experts and decision makers in the form of decision rules. As all other MCDA methods, DEX assesses decision alternatives using multiple criteria. The method DEX is currently implemented in the software called DEXi (Bohanec 2015) (downloadable from http://kt.ijs. si/MarkoBohanec/dexi.html). DEXi supports the development of DEX models and their application for the evaluation and analysis of decision alternatives. In the model development stage, DEXi checks the quality of decision rules in terms of completeness (providing evaluation results for all possible inputs) and consistency (defined decision rules obey the principle of dominance, i.e., they monotonically increase with increasing input values).
DEX and DEXi have so far been used to support real-world decisions in health care, public administration, agriculture, food production, ecology, land use planning, tourism, housing, traffic control, sports, and finance (Bohanec et al. 2013b ). Some recent large-scale applications include assessment of food and feed for the presence of genetically modified organisms (Bohanec et al. 2017 ) and assessment of energy production technologies (Kontić et al. 2016) . Overall, DEX is particularly suitable for helping to solve complex decision problems that require judgment and qualitative knowledge-based reasoning, dealing with inaccurate and/or missing data, and analyzing and justifying the results of evaluation (Bohanec et al. 2013b) .
MCDA Model for the Assessment of Analytical Methods
The developed AnalyticalMeth model (available as .dxi file in Online Resource 1) is suitable for evaluation of analytical detection/quantification methods. Its overall architecture is shown in Fig. 1 . As input, the model takes data describing analytical methods of the corresponding type. As output, the model provides two assessments: FitForPurpose, which tells whether a method is appropriate for a given analytical purpose 
*Review publications with limited experimental data reported (using the value scale (no, partly, yes)), and BestForPurpose, which assesses the method's quality, depending on its fitness for purpose, level of development, performance, and overall applicability (using the value scale (unacc, acc, good, v-good, exc)). The model has a complex internal structure and contains 77 attributes (34 basic, 10 linked, and 33 aggregated). The 34 basic attributes, represented with scales and descriptions, are listed in Table 2 . Figure 2 shows the hierarchical structure of attributes in the AnalyticalMeth model. Fitness for purpose is assessed through the FitForPurpose submodel, which includes two branches: PurposeFitness and SiteFitness. PurposeFitness determines quantitative and screening performance of methods based on the following properties: linearity, accuracy, absolute and relative limit of quantification (LOQ), specificity, robustness, and limit of detection (LOD). The second branch, SiteFitness, determines whether the method is fit for on-site applications, meaning that it uses portable and less expensive equipment and that the actual analysis can be performed on the site of sampling (e.g., on the field). The most important part of the model is the BestForPurpose branch, which assesses the overall quality of the method in terms of Constraints and Method Evaluation. The Constraints submodel requires that the method is fit for purpose (FitForPurpose) and sufficiently developed (MethDeveloped) in terms of availability of reference materials (SuggestedSamples), defined standard operating procedure (SOP), current stage of development (DevelopmentStage), known specificity, and proficiency test outcomes. The second submodel, MethEvaluation, includes Costs (fixed and running costs), Method Performance in relation to its primary purpose (detection and/or quantification), and Method Applicability (the set of different functionalities of the method, see Fig. 2 and Table 2 ).
The hierarchical structure of the model provides a framework for decision tables, which define the bottom-up aggregation of attributes in the model. For each of the 33 aggregated attributes, a corresponding decision table was defined. We illustrate here the concept of decision tables with only two examples (Tables 3 and 4) ; for all decision tables, please see the general model description in Online Resource 2. The decision rules are indeed critical to the final outcome of the evaluation and selection process. If, for example, the laboratory must be able to identify and/or quantify a particular group of targets, then the rules must be designed so that only methods compliant with such a requirement are accepted.
As a first simple example, let us consider the decision table that assesses whether or not an analytic method is suitable for quantification. In the model (Fig. 2) , the corresponding aggregated attribute is FitForQuantification, which depends on two descendant attributes: FitForScreening and QuantitativePerformance. The corresponding decision table (Table 3) For a more complex example of an evaluative decision table, let us consider the root attribute AnalyticalMeth, which makes an overall assessment of the method combining the attributes FitForPurpose (no, partly, yes) and BestForPurpose (unacc, acc, good, v-good, exc) . Thus, the corresponding decision table contains 3 × 5 = 15 combinations. To save space, and in contrast with Table 3, Table 4 shows the rules in a more compact way, employing the symbols B:^(interval), B*^(any value), and B>=^(at least as good as). For example, two of the rules are interpreted as:
Rule 1: if the method is not FitForPurpose, then it is unacceptable (regardless of BestForPurpose). Rule 4: if the method is at least partly FitForPurpose and is acceptable with respect to BestForPurpose, then it is acceptable.
In standard DEX notation for input data that is unknown or so uncertain that it cannot be represented by a single scale value, B*^is used. In our case, the B*^is most often used in connection with LOQ_Abs, LOQ_Rel, and Linearity because these parameters were not relevant for specific methods (i.e., quantification Fig. 1 Schematic structure of the AnalyticalMeth model. The two main output attributes (FitForPurpose and BestForPurpose) appear on the upper side, and the input (basic) attributes that describe the detection and quantification analytical methods appear as terminal nodes at the bottom. Internal (aggregate) attributes serve for the aggregation of basic attributes into the three overall assessments. The aggregation is governed by expert-defined decision rules parameters are not relevant for qualitative methods). Also, the values of Robustness, InhibitorHandling, and Accuracy for the method next-generation sequencing-whole genome sequencing (NGS-wgs) are missing because they were not assessed yet. When evaluating analytical methods with unknown input values, DEX treats the symbol B*^as a set of all possible values of the corresponding attribute and repeats the evaluation for all of them. Consequently, any DEX evaluation may yield a set of values rather than a single value (Bohanec 2015) . The decision tables in the AnalyticalMeth model are complete and consistent. All decision tables are presented in the model description (see Online Resource 2).
Results
Filling Up the Model with Methods' Information
The information about the individual methods and their performance must be manually entered into the model. Different variables or observable properties of the methods, called attributes, are taken into account for final evaluation. For each basic attribute, a corresponding scale value must be chosen. For the GMO-related examples presented in this study, the 34 basic attributes and their scale values are listed in Table 2 . We determined a specific scale value of each basic attribute for each individual method listed in Table 1 . We have performed this task with the help of published data and with the data from our experiments for yet unpublished methods. The constructed methods/attributes matrix (presented in Table 5 ) is the base for the calculations of the model.
Overall Evaluation of Compared Methods
The developed model was tested using 15 analytical methods. The overall assessment of these 15 methods with the AnalyticalMeth model on the basis of the applied decision rules is shown in Fig. 3 . Other decision rules might or would have yielded other results. The gold standard technologies, qPCR event and qPCR screen, were assessed as very good and good, respectively. The majority of other methods (qPCR triplex, qPCR pentaplex, SIMQUANT multiplex, both ddPCR methods, EAT Dual Chip, pentaplex-CGE, and LAMP-BART) were assessed as very good and one (SIMQUANT simplex) as good. Only one technology was assessed as excellent, i.e., simplex LAMP for GMO screening or detection. In the current context, the LFD technology was assessed as acceptable, due to weaker performance in terms of sensitivity and accuracy, despite that it can be improved by subsampling strategies (Remund et al. 2001; Kobilinsky and Bertheau 2005) . Both NGS methods were assessed as unacceptable, mostly because their sensitivity and throughput are not as good as with other methods and also the price of analyses is relatively high. In case of different rules (one example in Table 6 ), for instance when there would be a need to perform the detection and identification of unauthorized GMOs, the NGS methods would get a better (or even the best) score.
Detailed Method Assessment
To explain the overall assessment and to pinpoint the differences that contribute the most to the outcome of method assessments, a more detailed analysis can be performed when assessing the methods at a lower level. To illustrate this, we have selected three cases to evaluate the effectiveness of increasing the number of targets per analysis (Fig. 4) , to compare different detection platforms (Fig. 5) and to compare the methods with the same purpose (e.g., quantification, Fig. 6 ). For these cases, we have selected five sublevels, which are, in our opinion, the most informative for the given situation (BestForPurpose, Costs, MethPerformance, MethApplicability, and Constraints for the first two cases and QuantitativePerformance, Costs, MethFunctions, LOD, and Targets/Method for quantitative methods comparison). For their position within the attribute tree, see section A in Online Resource 2.
Increasing the Number of Targets per Analysis
In order to compare the performance of qPCR-based detection methods when increasing the number of targets detected in a single analysis, we have included simplex qPCR (event specific and screening), multiplex qPCR (triplex and pentaplex), and SIMQUANT methods. In the overall evaluation, triplex qPCR screen and SIMQUANT simplex were assessed as good, while all the others were assessed as very good (Fig. 3) . As can be seen from Fig. 4 , lower overall score partially comes from lower scores for the aggregate attributes BestForPurpose, MethApplicability, and/or Costs. When multiplexing and comparing simplex and multiplex of the same platform, more targets are detected in one reaction. Thus, the cost for analysis per target is generally lower. Based on the set decision rules, triplex qPCR was still in the same cost level as both simplex qPCR methods, but pentaplex qPCR already showed cost benefit. The SIMQUANT method not only improved the cost factor with multiplexing, but also the BestForPurpose score was better (Fig. 4) .
Different Detection Platforms
In order to compare different detection platforms, considering their complete application potential in terms of their purpose, we assessed nine different methods (Fig. 5) . We observed that the majority of detection methods alternative to qPCR (droplet digital PCR, microarray detection, capillary gel electrophoresis, and LAMP coupled with bioluminescence detection in realtime) are comparable between each other, i.e., having the same scores, when performing evaluation with the given decision rules. A relatively simple and inexpensive method for on-site detection, LFD, was assessed as less advantageous in our conditions of use, mostly because in general, it targets proteins and thus cannot be applied to the analysis of processed samples (Fig. 5) . The NGS method is currently, based on the scores of the AnalyticalMeth model, still not a good option for GMO analysis. Nevertheless, NGS is the newest fashionable method, and with more extensive use driven by a predicted drop in overall costs it might find a place in GMO testing in the future, when sequencing methods will have been improved for indepth sequencing, sequences' assembly, and comparison with, currently missing, gold reference genomes. Already now, it is the best option for very specific applications when no other methods are applicable (e.g., for identification of completely unknown GMO), and with new platforms it is getting less expensive (Pennisi 2017) . Another thing is that while new alternative detection platforms often have very good applicability, the fixed costs (equipment, training, skilled personnel, etc.) for implementation in the laboratory can be prohibitively high, resulting in a low overall score in this AnalyticalMeth model (e.g., NGS in Fig. 5 ).
Methods for Target Quantification
The comparison of the methods that enable quantification of the targets, including the current golden standard detection method (qPCR on transformation event's sequences), is shown in Fig. 6 . For this comparison, we selected the attributes that are important for quantification methods and show most pronounced differences. For example, the attribute FitForQuantification would not provide any new relevant information, as all of the methods except NGS-wgs have reported quantification purposes. However, MethFunctions, and Costs, with sublevel of Targets/Method, produce a lot of information, if one is planning to implement the method into routine diagnostics. Additionally, QuantitativePerformance and LOD (for aspect of sensitivity) attributes were added to the comparison. With such a selection of attributes, the output results of the AnalyticalMeth model were the most relevant for the purpose of GMO quantification. The comparison of SIMQUANT simplex and multiplex shows improvement in terms of costs (with more targets analyzed per method). However, when moving to ddPCR (considering it as a technical improvement of the SIMQUANT method), we also gain additional information within MethFunctions due to simultaneous species reference sequence and event detection (Fig. 6) . When finally moving to ddPCR multiplex per ingredient, we got the best scores in this comparison with the highest number of targets. When comparing ddPCR multiplex to a qPCR event method, ddPCR multiplex outperforms qPCR event due to the possibility of endogenous sequence quantification (and species identification) and due to numerous targets quantified simultaneously in one reaction (Fig. 6 ). NGS-wgs that theoretically also enables quantification, has its strong points in detecting/quantifying numerous targets (events, species, and also unauthorized GMOs). However, for the current case study of a routine laboratory detecting approved GMOs, other attributes of NGS-wgs presented low scores; therefore, the overall score for this method is relatively poor in comparison to other methods (Fig. 6) . In case that a model would be designed to evaluate the best method for the purpose of unauthorized GM detection, the overall score of NGS-wgs would probably be the highest. 
Discussion
The presented results from the AnalyticalMeth model showed its usefulness for evaluating a set of GMO testing methods of diverse detection platforms. The results also showed that new methods, developed for the purpose of GMO detection, are as good, or even better, when compared to the golden standard method of qPCR. Most of the compared methods showed a very good final evaluation score. However, it should be noted that the comparison of scores at sublevels varied between the methods. As the compared methods are meant for different purposes, the comparison at these sublevels is indeed more informative for the laboratories. Importantly, the final evaluation score depends on the decision rules set by the user. Therefore, the current model can only serve as an example for the decision rules set by ourselves. Indeed, the decision rules, giving more importance to other attributes, set by other users, might result in different evaluation scores in the end.
For our model, one of the important attributes was the cost effectiveness of a method. Since the costs in this model are Fig. 4 Comparison of qPCR-based methods to evaluate the effectiveness of increasing the number of targets per analysis. The left side of the figure shows evaluation of simplex methods with qPCR event, qPCR screen, and SIMQUANT simplex as examples. On the right side, a multiplex method evaluation is given for qPCR triplex, qPCR pentaplex, and SIMQUANT multiplex. Both qPCR pentaplex and SIMQUANT multiplex showed improvement in costs, whereas triplex qPCR was still in the range of simplex qPCR. Blue line-overall score for evaluation of the method was Bacceptable,^good, or very good compound of running and fixed costs, each one with additional sublevels, the final score of different methods could be comparable. In such cases, one should carefully evaluate also other levels to take a decision, which method should be implemented in the laboratory. If fixed costs are low, but running costs are high, then laboratories with lots of samples might rather make a choice of methods with higher fixed costs and lower running costs as it would be more cost-effective in the long run.
New multiplexing methods (e.g., multiplex ddPCR) do show some increased performance in comparison to simplex qPCR methods, as the number of targets detected in one analysis far exceeds the single target from simplex methods Dobnik et al. 2015 Dobnik et al. , 2016 Košir et al. 2017 ). However, their main drawback is the investment in new equipment, additional personnel training costs, and the longer time for analysis of one sample. This is generally a problem of new technologies, for which the costs are quite high compared to already established technologies. On the other hand, they can offer more information from one run, outweighing some additional costs. Pentaplex qPCR ) exemplifies this as it incorporates both qPCR and multiplexing, but the purpose of this method is limited to screening. With the increasing number of GMOs on the market (James 2015) , the situation will most probably go in the direction of bringing multiplex methods to the position as BestForPurpose technology on the market. Since the quantitative aspect of qPCR multiplex is rather limited, with only two available interlaboratory-validated duplex methods (Waiblinger et al. 2007; Takabatake et al. 2011) , new technologies such as ddPCR can become the leading technology on the market for routine GMO diagnostics. When new technologies emerge, they are often more costly at the beginning, but with gradually broader adoption, the prices usually decrease. In the long run, the accumulated costs of delayed implementation can sometimes exceed the accumulated savings perceived in a short-term perspective. This perspective is not included in the cost calculation in the current model, in part because it would add a factor of speculation, as future cost fluctuations cannot be reliably predicted. Nevertheless, up to now in some cases, when considering the need of accurate results for taking some decisions, such as removing products from the market, the current need for parallel use of different NGS platforms and software, to discard tool-linked specific errors, Fig. 5 Comparison of different detection platforms. Majority of platforms have equal score in terms of selected attributes (top left) and three other platforms have specific scores that are better (LAMP platform) or worse than majority (LFD and NGS). Green line-overall score for evaluation of the platform was Bexcellent.^Blue line-overall score for evaluation of the platform was Bacceptable,^good, or very good. Red line-overall score for evaluation of the platform was Bunacceptable2 increases drastically the associated costs, although the costs of NGS are reducing (Liu et al. 2012; Goldfeder et al. 2016; Potapov and Ong 2017) .
The GMO analysis testing pipeline generally involves several steps, selected based on a classification by the matrix approach (Chaouachi et al. 2008; Van den Bulcke et al. 2010; and dependent on the sample type. The sample can be analyzed with a multiplex screening method and then further analyzed with a quantitative method. Thus, the comparison of these two methods would not give any relevant information as both are needed in the analysis process. Therefore, we suggest that methods with similar purpose, suitable for each of the steps, should be evaluated independently. Until now, unless a specific GMO is targeted (e.g., during an emergency period linked to a specific unauthorized GMO, such as FP967 flax (EURL-GMFF 2009) or BT10 maize (EURL-GMFF 2005)), initial screening is the predominant first step in GMO testing. Based on screening results, it is possible to predict which GM events the sample contains. To eliminate the need for screening steps, a ddPCR multiplex method that quantifies a whole group of GMOs (Dobnik et al. 2015) can for instance be used when only one species is targeted. With the recent emergence and growing number of GMOs lacking the most common screening elements, the cost efficiency of element screening is reduced, since additional complementary identification methods must always be run. In such cases, new methods and more universal approaches could be more suitable for the analysis (e.g., performing Fig. 6 Comparison of methods that enable GMO quantification. The selected attributes were the ones where the distinction between the methods was the greatest. In comparison to qPCR, only ddPCR showed improvement in more than two out of five attributes. Blue line-overall score for evaluation of the method was Bacceptable,^good, or very good. Red line-overall score for evaluation of the method was BunacceptableF ood Anal. Methods (2018 Methods ( ) 11:2105 Methods ( -2122 specific event detections with the usual screenings, or using multiplex ddPCR or NGS). Modifications, i.e., setting new decision rules, in the developed MCDA AnalyticalMeth model, could help in direct comparison of selected methods.
Again, it is important to note that to get the best possible evaluation and avoid cases where methods would have the same result, the laboratories should define their needs first, and then set up the decision rules accordingly. As two different sets of decision rules might give two different scores for any individual method, the setting of decision rules to fit a laboratory's needs is critical. The developed AnalyticalMeth model is therefore not fixed, but fully flexible, to allow each user to select decision rules according to own needs. Additional methods can also be added to the model as they become available. With the emergence of new methods and other relevant parameters, new attributes can easily be added and/or deleted from the model. For instance, seed quality control during production would probably benefit from emphasis on fast on-site applicability. This could improve the ranking of, e.g., LFD, and lower that of PCR. On the other hand, perceived risk of presence of multiple events including unauthorized and possibly even unknown events would suggest to put emphasis on criteria that could favor NGS. One of the possible additions to the model could be a module on DNA extraction, because different methods may require different quantities and purities of DNA. As at least simplified DNA extraction must be performed for methods such as LAMP and by implementing this in the model, its overall on-site applicability might be a bit lower. On the other hand, with available small portable qPCR machines, simplified DNA extraction protocols, and inhibitor-tolerant enzymes for qPCR, a score for qPCR might be a bit higher for on-site detection.
There is actually no limit for the complexity of attributes and rules, which could also include some more laboratorybased observations, such as trust in the reagents (e.g., variability between batches), number and reliability of available reference methods, and amount of costly training needed. Individual laboratories might even put more weight to specific attributes when selecting a series of methods. Such additions to the model could thus provide a substantial contribution to the final evaluation. Since this manuscript compared only the methods that are already publicly available, it is really important that the model offers the possibility of modifying the attributes with emergence of new methods and requirements.
The AnalyticalMeth model as presented here has some clear limitations. It can inform but not conclude on which methods to combine for specific aims of GMO testing (e.g., detection only, identification, quantification or detection of unauthorized GMOs). It provides information on a general comparison of individual methods based on their purpose in separate steps of GMO analysis. But it remains open and flexible for future changes that could also set the premises for such even more complex evaluations. The AnalyticalMeth model file is available as Online Resource 1 and can be opened, viewed, and changed using DEXi (downloadable from http://kt.ijs.si/MarkoBohanec/dexi.html).
To take one step further, beyond current GMO detection, MCDA could, for instance, consider including epigenomic as well as epitranscriptomic detection by, e.g., sequencing, to be combined with genetic data for, e.g., detecting plants produced with new breeding techniques. Values could be defined for stakeholders who are looking only to detect the products and identification sets for enforcement laboratories, which could be interested in identifying the patent owner of a product or the genome or epigenome modification (i.e., modifications of DNA, associated proteins, and/or RNA) technique used.
Conclusions
The idea of the developed MCDA model was to integrate the evaluation of different GMO detection methods in a decision support system that is operational and easily accessible for various categories of users and that provides data and advice for decision problems that occur in supply chains involving GMOs. In principle, the models' objective was to provide a tool to assess Bdecision alternatives,^to change decisionrelated parameters and investigate their effects, to visualize the results of evaluations and analyses, and to maintain data related to the decisions involved. We have shown that use of the model can objectively evaluate different kinds of methods that can help in selecting the best for the purpose of interest. Due to the adaptability of the models' generic structure, it can be easily modified for evaluation of methods in other fields.
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