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Summary
The past years, efforts have been devoted to the development of dis-
plays providing a three-dimensional (3D) image to the observers. 3D is
not only attracting the attention of the consumer display market, but it
is also attracting the attention of the medical market for more than 20
years. Perception of depth in 3D vision is mainly generated by binoc-
ular disparities, i.e., by slight differences between the two retinal im-
ages of the two eyes and the fusion into the brain of these two images.
This depth information provides a more realistic spatial orientation and
a better understanding of distances, positions and connections between
objects of a scene to observers. 3D imaging technologies have been
entering the hospitals in the last few years mainly for testing and re-
search purposes. For both minimal invasive surgery and mammography
medical applications, studies have demonstrated the added value of 3D
images over 2D images.
Requirements of displays (e.g. the luminance, the viewing angle,
the resolution, and the viewing distance), and by extension the qual-
ity of the image, dedicated to medical applications are very demanding
since a wrong diagnostic can lead to missed cancers or unnecessary
surgeries and treatments. Therefore, medical displays have to be ac-
curately designed. When considering the information gathered from
the state of the art of 3D technologies, combined with the information
acquired about display requirements and market requirements, two 3D
stereoscopic technologies are selected for further investigations.
Stereoscopic displays require the observer to wear dedicated glasses
to separate the left and the right views and to present them to the appro-
priate eye. We find that patterned retarder and active retarder based 3D
stereoscopic displays combined with polarized glasses (with a right and
a left handed circular polarizer) are the most appropriate technologies
for the medical market. Both technologies alter the linear polarization
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of the light emitted by liquid crystal (LC) panels to generate left and
right handed circular polarizations, for example, for the left and the
right images, respectively. A patterned retarder is made of alternating
stripes of retarders (i.e. quarter waveplates) with their axis oriented at
45◦ and 135◦ w.r.t. the axis of polarization of the LC panel. Therefore,
the right and the left images are spatially multiplexed, i.e. simultane-
ously sent to the observer. The active retarder is composed of a retarder
followed by an active LC layer time-sequentially alternating the polar-
ization state of the output light between right and left handed circular
polarizations. Unlike with patterned retarder, 3D stereoscopic displays
made of an active retarder allow for full resolution images but require
fast LC panels.
Regarding 3D technologies, not only the image quality should be
considered but also the quality of the perceived depth. Common al-
terations occurring during the 3D medical image acquisition stage (the
addition of white Gaussian noise) and at the display side (crosstalk,
luminance of the backlight, brightness and contrast reproduction alter-
ations) affect the perceived image quality and the perceived depth under
stereoscopic viewing conditions. Crosstalk is the information from one
eye’s image leaking into the partner eye. Crosstalk creates binocular
noise and degrades the perception of depth. Prior to the work reported
in this dissertation, no study had ever explored the relationship between
perceived image quality and perceived depth in stereoscopic images on
a stereoscopic display for these aforementioned common alterations. In
addition, since left and right images can be distorted differently at the
acquisition stage, we also examined this relationship for both dual- and
single-view distortions. We followed a double stimulus five-point qual-
ity scale methodology to conduct subjective tests with eight non-expert
human observers looking at volume-rendered stereoscopic medical im-
ages shown on a stereoscopic polarized display. Results indicate that
perceived image quality and perceived depth do not react equally to
identical impairments, and both depend on whether dual- or single-view
distortions were applied. Indeed, medians and first and third quartiles
computed for all types and levels of impairments show that perceived
depth is very robust to distortions not modifying the image content such
as luminance, contrast, and brightness alterations. Additionally, per-
ceived depth even appears insensitive to noise distortions until standard
deviation σ=20 (signal to noise ratio of 136) and crosstalk rates of 0.11.
vIn contrast, perceived image quality appears to be sensitive to all distor-
tions, whether the image content is altered or not. Finally, we demon-
strate that crosstalk is disturbing from 0.11, but not perceivable up to
0.02.
In patterned retarder based solutions, crosstalk increases over ver-
tical viewing angles more or less rapidly depending on the pixel ge-
ometry and the distance between the pixel plane and the patterned re-
tarder (i.e. parallax). The tendency of the display market is towards
displays with higher resolutions. Therefore, patterned retarder based
stereoscopic displays require a small front glass thickness (i.e. short
distance between the pixel plane and the retarder stripes) to maintain
good vertical viewing angle and limited crosstalk. To properly design
these stereoscopic displays and quantify these requirements, we devel-
oped a simulation platform to predict radiance, polarization profile, and
crosstalk over viewing angles and over wavelengths. Tunable parame-
ters such as the distance between the pixels and the patterned retarder,
and the optical properties of the patterned retarder are included. The
simulation platform has been developed with the ray-tracing software
Zemax and validated by comparing outcomes of simulations to mea-
surements. We predict crosstalk accounting for both the human eye
field of view and the diameter of the pupil. We find that to obtain a
vertical viewing angle of at least ±30◦ and crosstalk of at most 0.11
for a display with a pixel pitch larger than 0.27 mm, the display should
include black absorbers and the thickness of the front glass should be at
most 0.5 mm. For higher resolution displays (pixel pitch no more than
0.21 mm), a front glass thickness at most 0.15 mm is required to pro-
duce a vertical viewing angle larger than ±14◦ and a minimum viewing
distance of 0.3 m, which fit to the viewing distance requirement of med-
ical, and especially, diagnostic, applications. However, to allow for very
large viewing angles (typically, beyond 40° in medical applications), at
least one of the constraints (viewing distance, crosstalk constraint, front
glass thickness) will have to be relaxed.
We also measured crosstalk over viewing angles of a 3D display
made of a 2D LC display and an active retarder attached to the front
glass of the 2D display. Oblique (45°, 135°, 225°, and 315°) azimuths
left apart, the active retarder technology enables larger viewing angles
(up to 42°) than a non-ideally configured patterned retarder solution.
Nevertheless, with active retarders, crosstalk is generated also if the
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panel is not fast enough and not properly synchronized with the active
retarder. We call this crosstalk time crosstalk. Typically, medical dis-
plays have a refresh rate of 60 Hz. Therefore, for time-sequential 3D, a
panel with a refresh rate of 120 Hz (i.e. a period of 8.3 ms) is required.
In addition, to limit time crosstalk the response time of the panel has
to be as short as possible. Currently, no panel technology providing
fast response time while maintaining the viewing angle requirement is
available on the market. However, we indicate that promising panel
technologies are expected in a near future and will have to be evaluated.
Producing a display dedicated to medical, and especially diagnos-
tic, applications should not only be accurately designed, but it should
also comply with the luminance calibration standard defined by regu-
latory bodies. In fact, these bodies require that all diagnostic display
technologies are compliant with the Digital Imaging and Communica-
tions in Medicine (DICOM) standard in order to ensure consistent im-
age representation on monitors with different luminance characteristics,
thereby assuring optimal display performance for diagnostic purposes
(e.g. detecting breast cancers). However, while 3D imaging systems
are entering hospitals for testing and research purposes, no study to-
date has explored the luminance calibration needs of 3D stereoscopic
diagnostic displays and if they differ from 2D displays. Since medical
display calibration incorporates the human contrast sensitivity function
(CSF), we first assess the 2D CSF for benchmarking and then examine
the impact of two image parameters on the 3D stereoscopic CSF: (1)
five depth plane (DP) positions (between DP:-171 and DP:2853 mm),
and (2) three 3D inclinations (0◦, 45◦, and 60◦ around the horizontal axis
of a depth plane) around the horizontal axis of a depth plane). Stimuli
are stereoscopic images of a vertically oriented 2D Gabor patch at one
of seven frequencies ranging from 0.4 to 10 cycles per degree. CSFs
are measured for seven to nine human observers with a staircase proce-
dure. The results indicate that the 2D CSF model remains valid for a
3D stereoscopic display regardless of the amount of disparity between
the stereo images. We also find that the 3D CSF at DP 6=0 does not dif-
fer from the 3D CSF at DP=0 for depth planes and disparities which
allow effortless binocular fusion. Therefore, the existing 2D medical
DICOM luminance calibration algorithm remains an appropriate tool
for calibrating polarized stereoscopic medical displays.
Finally, as explained in the marketing study, adding functionalities
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to 3D medical displays (e.g. manipulation of the 3D volume and ac-
cess to information about shapes and distance) would be an added value
to these displays to be accepted by doctors. However, having access
to the whole depth information of the scene considered is required to
design such functionalities. This depth information can be retrieved
by knowing both the disparity (i.e. the difference in location) between
corresponding points in the two stereoscopic images and the acquisi-
tion geometry. Typically, disparities between all the stereo matched
points of the left and right stereoscopic images are gathered in a dis-
parity map. Special attention was devoted to the development of stereo
matching methods for the generation of disparity maps. In the literature,
dedicated frameworks were designed to evaluate and rank the perfor-
mance of different stereo matching methods but never considering x-ray
medical images. To access the depth information within x-ray stereo-
scopic images, computing accurate disparity maps is essential. There-
fore, we developed a framework dedicated to x-ray stereoscopic breast
images enabling to evaluate and rank several stereo matching methods.
A multi-resolution pyramid optimization approach was integrated into
the framework to increase the accuracy and the efficiency of the stereo
matching techniques. Finally, a metric was designed to score the results
of the stereo matching compared to the Ground Truth. Eight methods
are evaluated and four of them (LSAD, ZSAD, ZSSD, and LSSD) ap-
pear to perform equally well with an average error score of 0.04 (0 is
the perfect matching). Since the framework also enables to generate
disparity maps from a selected method, we can access disparity and
depth information, and therefore, distances and dimensions within the
3D volume.
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Samenvatting
In de afgelopen jaren zijn inspanningen geleverd voor het ontwikke-
len van een beeldscherm dat drie-dimensionele beelden aanbiedt aan
een waarnemer. 3D trekt niet enkel de aandacht van de beeldscherm-
markt voor consumenten maar ook sinds meer dan 20 jaar die van de
medische markt. De diepteperceptie in 3D visie komt voornamelijk
voort uit binoculaire dispariteiten, d.w.z. uit kleine verschillen tussen
de twee retinale beelden van beide ogen en de fusie van beide beel-
den in de hersenen. Deze diepte informatie bezorgt de waarnemer een
meer realistische spatiale orientatie en een beter begrip van afstanden,
posities en de connectie tussen objecten in een scene. De laatste jaren
duiken 3D beeldvormingstechnologien op in ziekenhuizen voor test- en
onderzoeksdoeleinden. Studies hebben de meerwaarde van 3D beelden
ten opzichte van 2D beelden voor minimaal invasieve chirurgie en voor
mammografie applicaties aangetoond.
Beeldscherm vereisten (bvb. luminantie, kijkhoek, resolutie en kij-
kafstand) en bij uitbreiding beeldkwaliteit zijn zeer veeleisend voor me-
dische applicaties gezien een foute diagnose kan leiden tot gemiste kan-
kers of onnodige chirurgie en behandelingen. Daarom moeten medische
beeldschermen zeer precies worden ontworpen. Op basis van informatie
verkregen uit de state-of-the-art van 3D technologien samen met infor-
matie over beeldscherm- en marktvereisten werden twee 3D stereosco-
pisch technologien geselecteerd voor verder onderzoek.
Bij stereoscopische beeldschermen dient de waarnemer een speci-
ale bril te dragen om het linker- en rechterbeeld van elkaar te scheiden
en ze aan het passend oog aan te bieden. We stellen vast dat 3D ste-
reoscopische beeldschermen gebaseerd op een patterned retarder en op
een active retarder gecombineerd met gepolariseerde glazen (met een
rechts- en een links circulaire polarisator) de meest geschikte technolo-
gien zijn voor de medische markt. Beide technologin passen de lineaire
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polarisatie van het licht uitgezonden door de LC panelen aan om links-
en rechts-circulair gepolariseerd licht te bekomen, bijvoorbeeld respec-
tievelijk voor de linker- en rechterbeelden. Een patterned retarder be-
staat uit afwisselende stroken retarders (dwz kwart-golflengte platen)
met hun as georienteerd op 45◦ en 135◦ ten opzichte van de polarisatie-
as van het LC paneel. De rechter- en linker beelden worden spatiaal
gemultiplext, dat wil zeggen gelijktijdig aan de waarnemer aangebo-
den. De active retarder is samengesteld uit een retarder gevolgd door
een actieve LC laag die tijdssequentieel de polarisatie van het uitgaande
licht afwisselt tussen de rechts- en links-circulaire polarisatie. 3D ste-
reoscopisch beeldschermen die gebruik maken van een active retarder
laten, in tegenstelling tot wanneer patterned retarders worden gebruikt,
beelden op volle resolutie toe. Ze vereisen wel een snel schakelend LC
panel.
Met betrekking tot 3D technologie is niet enkel de beeldkwaliteit be-
langrijk maar ook de kwaliteit van de dieptewaarneming. Vaak voorko-
mende wijzigingen die ontstaan tijdens de opname van een 3D medisch
beeld (de toevoeging van witte Gaussiaanse ruis) en aan beeldscherm-
zijde (overspraak, luminantie van de backlight, helderheid en contrast
reproductie wijzigingen) beinvloeden de waargenomen beeldkwaliteit
en de waargenomen diepte bij stereoscopische kijkcondities. Over-
spraak is het lekken van de informatie van n oog naar het andere oog.
Overspraak zorgt voor binoculaire ruis en vermindert de dieptewaarne-
ming. Voor het werk gerapporteerd in deze dissertatie werd de relatie
tussen waargenomen beeldkwaliteit en waargenomen diepte in stereo-
scopische beelden op een steroscopisch beeldscherm voor de voorheen
genoemde wijzigingen reeds onderzocht. Daarbovenop hebben we, ge-
zien linker en rechterbeelden verschillend verstoord kunnen worden in
de opnamefase, deze relatie onderzocht bij gelijktijdige toepassing op
beide beelden zowel als bij toepassing op slechts n enkel beeld. We
hebben een dubbele stimulus vijf-punt kwaliteitsschaal methodologie
gebruikt om subjectieve testen op te zetten met acht niet-expert men-
selijke waarnemers die naar volume-gerenderde stereoscopische medi-
sche beelden kijken op een medisch beeldscherm. De resultaten tonen
aan dat de waargenomen beeldkwaliteit en de waargenomen diepte niet
op eenzelfde manier reageren op gelijke waardeverminderingen, en dat
beide afhangen of dubbele dan wel enkel-beeld distorties werden ge-
bruikt. Inderdaad, medianen en eerste en derde kwartielen werden be-
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rekend voor beide types en de niveaus van de waardeverminderingen
tonen aan dat de waargenomen diepte robuust is voor distorties die het
beeld niet beinvloeden zoals luminantie, contrast en wijzigingen in hel-
derheid. Daarbovenop blijkt de waargenomen diepte ongevoelig te zijn
voor ruisdistorties tot een standaardafwijking van sigma = 20 (signaal-
ruis verhouding 136) en een overspraak van 0.11. Daartegenover blijkt
de waargenomen beeldkwaliteit gevoelig te zijn voor alle distorties, on-
geacht of de beeldinhoud gewijzigd is of niet. Tot slot tonen we aan dat
overspraak storend is vanaf 0.11 maar niet merkbaar tot 0.02.
Bij oplossingen gebaseerd op patterned retarders neemt overspraak
sneller of minder snel toe in functie van de verticale kijkhoek afhan-
kelijk van de pixel geometrie en de afstand tussen het pixelvlak en de
patterned retarder (d.w.z. parallax). De trend in de displaymarkt is
richting beeldschermen met hogere resolutie. Daarom vereisen stereo-
scopische beeldschermen gebaseerd op een patterned retarder een lage
dikte van het frontglas (d.w.z. een kleine afstand tussen het pixelvlak
en de retarder stroken) om een goede verticale kijkhoek en een beperkte
overspraak te behouden. Om deze stereoscopische beeldschermen goed
te kunnen ontwerpen en deze vereisten te kunnen kwantificeren hebben
we een simulatieplatform ontwikkeld om de radiantie, het polarisatie-
profiel en de overspraak in functie van de kijkhoek en de golflengte te
voorspellen. Regelbare parameters zoals de afstand tussen het pixelvlak
en de patterned retarder en de optische karakteristieken van de patter-
ned retarder worden in rekening gebracht. Het simulatieplatform werd
ontwikkeld met behulp van de ray-tracing software Zemax en gevali-
deerd door de output van de simulaties te vergelijken met metingen. Op
die manier kunnen we overspraak voorspellen in functie van zowel het
menselijk kijkveld als van de diameter van de pupil. We vinden dat
om een verticale kijkhoek van ten minste 30◦ en een overspraak van
maximum 0.1 te bekomen, een beeldscherm met beeldpuntperiode gro-
ter dan 0.27 mm nodig is, de retarder een zwarte absorber moet bevatten
en de dikte van het frontglas niet meer dan 0.5 mm mag bedragen. Voor
beeldschermen met hogere resolutie (beeldpuntperiode niet meer dan
0.21 mm) dient de dikte van het frontglas maximaal 0.15 mm te bedra-
gen bij een kijkafstand van 0.3 m om een verticale kijkhoek groter dan
14◦ te bekomen, wat voldoet aan de vereisten m.b.t. kijkafstand voor
medische, en in het bijzonder, diagnostische toepassingen. Om zeer
grote kijkhoeken (meer dan 40◦ bij medische toepassingen) te bekomen
xii Samenvatting
dient ten minste n van de beperkingen (kijkafstand, overspraak of dikte
van het frontglas) afgezwakt te worden.
We hebben ook de overspraak in functie van de kijkhoek opgeme-
ten voor een 3D beeldscherm op basis van een 2D LC display met een
actieve retarder bevestigd op het frontglas van het 2D display. Uitgezon-
derd voor schuine azimutale kijkrichtingen (45◦, 135◦, 225◦ en 315◦),
laat een actieve retarder grotere kijkhoeken toe (tot 42◦) dan een op-
lossing gebaseerd op een niet-ideaal geconfigureerde patterned retarder.
Daarentegen wordt bij actieve retarders overspraak gegenereerd wan-
neer het paneel niet snel genoeg is of niet correct gesynchronizeerd is
met de actieve retarder. Deze overspraak noemen we overspraak in de
tijd. Medische beeldschermen hebben typisch een beeldfrekwentie van
60 Hz. Daarom is bij tijdssequentiele 3D-weergave een beeldfrekwentie
van 120 Hz (periode van 8.3 ms) nodig. Daarbovenop dient de respons-
tijd van het paneel zo kort mogelijk te zijn om overspraak in de tijd
te beperken. Op dit moment is op de beeldschermmarkt geen techno-
logie beschikbaar met een voldoend snelle responstijd en terzelfdertijd
voldoet aan de vereisten m.b.t. kijkhoek. Niettemin dient te worden op-
gemerkt dat in de nabije toekomst veelbelovende technologien verwacht
worden die zullen moeten worden geevalueerd.
Een beeldscherm bestemd voor medische, en in het bijzonder dia-
gnostische toepassingen, dient niet enkel accuraat te worden ontworpen,
het moet ook voldoen aan de luminantie-calibratiestandaard opgesteld
door de regelgevende entiteiten. Deze entiteiten vereisen dat alle dia-
gnostische beldschermtechnologien voldoen aan de Digital Imaging and
Communications in Medicine (DICOM) standaard om consistente voor-
stelling van beelden op monitors met verschillende luminantiekarakte-
ristieken te verzekeren en op die manier ook optimale beeldschermper-
formantie voor diagnostische doeleinden (bvb. detecteren van borst-
kankers) te bekomen. Hoewel in ziekenhuizen 3D beeldvormingssyste-
men verschijnen voor test- en onderzoeksdoeleinden is er tot op vandaag
geen studie die de calibratievereisten voor luminantie onderzoekt voor
3D stereoscopische diagnostische beeldschermen en of deze verschil-
len van 2D beeldschermen. Gezien de calibratie van medische beeld-
schermen het gebruik van de menselijke kontrastgevoeligheidsfunctie
(contrast sensitivity function, CSF) omvat, onderzoeken we eerst de 2D
CSF voor benchmarking en vervolgens onderzoeken we de impact van
twee beeldvormingsparameters op de 3D stereoscopische CSF: (1) vijf
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diepte posities (DP) tussen DP:-171 mm en DP:2853 mm, en (2) drie
3D hellingen (0◦, 45◦ en 60◦ rond de horizontale as van het diepte-
vlak). De stimuli zijn stereoscopische voorstellingen van een verticaal
georienteerde 2D Gabor rooster voor zeven verschillende frequenties
tussen 0.4 en 10 cycli per graad. CSFs werden opgemeten voor zeven
tot negen menselijke waarnemers met behulp van een staircase proce-
dure. De resultaten tonen aan dat het 2D CSF model geldig blijft voor
3D stereoscopische beeldschermen ongeacht de hoeveelheid dispariteit
tussen de stereo beelden. We stellen ook vast dat de 3D CSF bij DP
verschillend van 0 niet verschilt van de 3D CSF bij DP = 0 mits de beel-
den probleemloos binoculaire samengevoegd worden. Daarom blijft het
bestaande 2D medisch DICOM luminantie calibratie algoritme een pas-
sende tool voor de calibratie van gepolariseerde stereoscopische medi-
sche displays.
Tot slot, zoals beschreven werd in de marktstudie, zou het toevoegen
van functionaliteiten aan 3D medische beeldschermen (bvb. manipula-
tie van het 3D volume en toegang tot informatie over vormen en afstan-
den) een meerwaarde betekenen bij het aanvaarden van de beeldscher-
men door dokters. Echter, om dergelijke functionaliteiten te ontwerpen
is toegang nodig tot de volledige diepte-informatie van de beschouwde
scene. Deze diepte-informatie kan verkregen worden wanneer zowel de
dispariteit (d.w.z. het verschil in locatie) tussen corresponderende pun-
ten in de twee stereoscopische beelden als de opnamegeometrie gekend
zijn. Typisch worden de dispariteiten tussen alle stereo gematchte pun-
ten van de linker- en rechter stereoscopische beelden samengevoegd in
n dispariteitsmap. Specifieke aandacht werd besteed aan de ontwikke-
ling van stereo matching methodes voor de generatie van dispariteits-
maps. In de literatuur worden specifieke frameworks beschreven om de
verschillende stereo matching methodes te evalueren en ze te ordenen
volgens performantie maar nooit werden medische x-ray beelden be-
schouwd. Om toegang te krijgen tot de diepte-informatie in stereoscope
x-ray beelden is het noodzakelijk om accurate dispariteitsmaps te bere-
kenen. Daarom hebben we een framework ontwikkeld dat specifiek is
voor x-ray stereoscopische mammografies en dat toelaat verschillende
stereo matching methodes te evalueren en te ordenen. Om de accuraat-
heid en de efficientie van de stereo matching technieken te verhogen
werd een multi-resolutie pyramidale optimalisatie aanpak geintegreerd
in het framework. Tot slot werd een metriek ontworpen om de resulta-
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ten van de stereo matching te scoren ten opzichte van de Ground Truth.
Acht methodes werden geevalueerd met een gemiddelde foutscore van
0.04 (0 is de perfecte matching). Gezien dit framework ook toelaat om
dispariteitsmaps te genereren vanuit een geselecteerde methode kunnen
we dispariteits- en diepte informatie berekenen en dus ook afstanden en
afmetingen binnen het 3D volume.
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1
Introduction
Our real world space is in three-dimensions, but our representations of
it (e.g. paintings, photographs, and movies) used to show it mostly in
two-dimensions. Since the discovery in 1838 of stereopsis (perception
of depth derived from the visualisation of two images from two differ-
ent view points, the eyes) by Sir Charles Wheatstone, efforts have been
devoted to the development of displays providing a three-dimensional
(3D) image to the observers [1]. If 3D display technologies have been
intensively studied for the consumer market, 3D is also attracting the
attention of the medical market for more than 20 years [2–6]. In addi-
tion, the last few years there has also been a trend where the medical
image acquisition devices (e.g. X-ray scanner, computed tomography,
stereo mammography, digital breast tomosynthesis, and magnetic res-
onance imaging) are moving from 2D imaging to 3D imaging. Today,
already a large majority of medical images that are being produced are
3D datasets, but they are rendered on 2D displays. If it would be pos-
sible to use a medical 3D display to get a real 3D impression of these
datasets instead of the traditional 2D rendered views then this could in-
crease the quality of healthcare or at least speed up interpretation of
large medical 3D datasets.
For both minimal invasive surgery (MIS) [7–9] and mammogra-
phy [10–12] medical applications, studies have demonstrated the added
value of 3D stereoscopic images over 2D images. Nevertheless, even if
a few stereoscopic displays (mainly stereoscopic displays including pat-
terned retarders [2, 3]) are entering the hospitals for MIS applications,
no 3D display has ever broken through for very demanding medical
markets (e.g. diagnostic, and especially mammography). In fact, exist-
ing 3D displays not only do not meet the requirements of these markets
(e.g. the high luminance, the high contrast ratio, the high resolution,
good image quality, and medical standard compliant calibration) under
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3D visualization but also sometimes under the 2D visualization, due to
the addition of some specific technologies. Significant technical chal-
lenges remain though before the technology will be mature enough to
be used in diagnostic applications.
This Baekeland PhD is intended to identify the optimal technologies
for the different medical applications, to point out the causes of the im-
age quality degradation, and to investigate all critical parameters. This
Baekeland PhD also aims at proposing designs tackling the remaining
image quality problems that state of the art 3D displays are having.
As a consequence, in Chapter 2 we review the pros and cons of
the state of the art 3D display technologies, as well as, the different
medical markets requirements. We also assess the suitability of the 3D
technologies with the markets requirements and select two 3D display
technologies for further investigations and simulations.
Chapter 3 reports on results of subjective experiments evaluating
the effect of crosstalk, luminance, contrast, brightness, and noise alter-
ations, separately, on perceived image quality and perceived depth for
single and dual-view distortions when stereoscopically viewing at 3D
images on a stereoscopic medical display. This chapter also deals with
the assessment of the crosstalk threshold for non-disturbing crosstalk
and the crosstalk threshold for non-perceivable crosstalk.
In Chapter 4, the two 3D technologies selected in Chapter 2 are fur-
ther investigated. In fact, knowing whether the specifications of displays
with the new technology, at least, meet the specifications of the current
approved displays requires the manufacturing, as well as, the measure-
ment of plenty of prototypes. To avoid the creation of all these proto-
types a solution consists into generating a simulation platform, based
on ray tracing, with tunable parameters. Prior to the validation of the
simulation platform, we first describe all the models included in it. We
also point out the critical parameters and propose designs to optimize
the image quality.
Chapter 5 focuses on the question of the medical standard compli-
ance of stereoscopic polarized displays regarding the luminance cali-
bration. This question is investigated through subjective experiments.
The last topical chapter, Chapter 6, addresses the development of
a framework for comparing stereo matching methods regarding x-ray
3stereoscopic breast images. In fact, during the marketing pre-study,
section 2.2, we point out that adding functionalities to 3D diagnostic,
and especially mammography, displays (e.g. manipulation of the 3D
volume and access to information about shapes, depths, and distances)
would be an added value to these displays to be accepted by doctors.
However, to generate such functionalities knowledge about the whole
depth information of the scene is required. Stereo matching methods
enable to generate disparity maps which give access to this depth infor-
mation. Therefore, disparity maps, and by extension stereo matching
methods, are required to generate software assisting radiologists into
making more accurate diagnosis regarding stereoscopic breast images.
Finally, this manuscript ends with Chapter 7 where we review the
main conclusions of this book and suggest possible directions for future
investigations.

2
3D technology selection for
a medical display
2.1 3D technology state of the art
(Limited) depth information can be extracted from a two-dimensional
(2D) scene thanks to several monocular depth cues such as perspective
(i.e. parallel lines converge to the same point), occlusion (i.e. an object
appears in front of another object by hiding a part of it), and relative
retinal size (i.e. an object appears closer than another object since its
relative retinal size is bigger than the retinal size of the other object).
The benefit of using three-dimensional (3D) over 2D images is to pro-
vide a wider access to the depth information, i.e., to give a more realistic
spatial orientation and a better understanding of distances, positions and
connections between objects of a scene to observers.
Depth perception is mainly generated by binocular disparities, i.e.,
by slight differences between the two retinal images of the two eyes.
As illustrated in Fig. 2.1, since the two eyes of humans are horizontally
separated, the two eyes receive two slightly different images from the
same 3D scene. The fusion into the brain of these two slightly different
images produces the 3D representation of that scene. Binocular dis-
parity is the most widely used depth cue to generate fictive 3D images.
Fundamentals about stereo vision [13], [14] and technologies [15] en-
abling the viewer to receive two slightly different images of the same
scene on the two eyes have been intensively studied since mid of the
nineteenth century. From the aforementioned studies, two main fami-
lies of 3D display technologies can be pointed out: (1) the stereoscopic
systems and (2) the autostereoscopic displays. The difference between
these two concepts is the need (for the stereoscopic displays), or not
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Figure 2.1: Generation of a 3D image by the fusion into the brain of
the two slightly different retinal images of the left and the right eyes,
while looking at the same 3D scene.
(for the autostereoscopic displays), into wearing dedicated glasses to
generate binocular disparities. The role of the glasses is to separate the
two slightly different views, called stereo images, and to send them to
the appropriate eye. With autostereoscpoic displays the separation of
the stereo images is handled with dedicated optics integrated into the
display. Nevertheless, both stereoscopic and autostereoscopic displays
are very likely to cause vergence–accommodation conflict [16] since the
eyes try to rotate towards the 3D object (which is generated out of the
display plane) while they accommodate on the display plane (i.e. where
the light is emitted from). If the difference between the vergence and the
accommodation distances is out of the Percival’s zone of comfort [16]
the observer is very likely to undergo visual fatigue and discomfort (e.g.
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nausea, headache, and eye pain). Fusion of the stereo images still oc-
curs when the difference between the vergence and the accommodation
distances belongs to the zone of clear binocular vision. [16]
Two additional categories of 3D systems are referred to as volu-
metric and holographic displays. Like for autostereoscopic displays,
an observer does not need to wear any spectacles to perceive the 3D
object. Nevertheless, unlike autostereoscopic displays, with both volu-
metric and holographic systems a visual representation of an object is
formed in three dimensions, ensuring the coupling between vergence
and accommodation.
2.1.1 Stereoscopic displays
Stereoscopic displays require the observer to wear dedicated glasses to
separate the left and the right views and to present them to the appro-
priate eye. Within a limited viewing angle, all the observers wearing
the dedicated glasses can perceive 3D images. Two main categories of
stereoscopic displays exist:
• Spatially-multiplexed displays: the left and the right views are
spatially multiplexed, i.e., they are simultaneously presented to
the observer.
• Time-multiplexed displays: the left and the right views are time-
sequentially sent to the observers’s eyes.
Head mounted displays (HMDs) are specific stereoscopic displays for
which the observer has to wear a gear to perceive binocular disparities.
2.1.1.1 Spatially-multiplexed displays
Typically, technologies providing the stereo images simultaneously to
the observer’s eyes use polarization information to separate them, such
as:
• Patterned retarder based 3D displays [2]
Light emitted by the liquid crystal (LC) panel is linearly polar-
ized. As depicted in Fig. 2.2, a patterned retarder is mounted on
top of the the LC panel to spatially alter the polarization state of
the output light.
The patterned retarder consists of two quarter waveplates with
axis oriented at 45◦ and 135◦, respectively, compared to the axis
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Figure 2.2: Working principle of a patterned retarder based 3D monitor
[2].
of polarization of the LC panel. Thus, left and right handed cir-
cular polarizations are generated for the odd and even pixel rows
respectively. Therefore, for instance, to ensure that the stereo im-
ages have a different polarization state, the left view is displayed
on the odd rows of pixels only while the right view is shown on
the even rows of pixels only. Finally, the glasses comprise left and
right handed circular polarizers to separate the two stereo images
and send them to the appropriate eye.
Patterned retarder based 3D displays enable several observers to
simultaneously look at the same display since the horizontal view-
ing angle (typically ±80◦) can be maintained rather well com-
pared to the viewing angle of the 2D displays. Nevertheless,
due to the alternating odd and even rows, and depending on the
distance between the pixel plane and the patterned retarder (i.e.
parallax), the vertical viewing angle is likely to be severely de-
creased. The larger this distance is, the narrower the vertical
viewing angle becomes. To reduce light coming from odd, or
even, pixel rows to pass through the even, or odd, rows of the
patterned retarder, i.e., to reduce the crosstalk, a solution is to de-
crease the thickness of the front glass of the LC panel. Also, a so-
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lution can consist in using organic light-emitting diodes (OLEDs)
instead of LC panels. To limit crosstalk, another solution consists
of the addition of black stripes between the odd and even rows
of the patterned retarder, but this results into a decrease of lumi-
nance. With this technology, going back to 2D images is possible
by just removing the glasses since the human eye is not sensi-
tive to polarisation. However, the quality of the displayed 2D
images can be altered or reduced (e.g. generation of color shifts)
if a non ideal retarder is used, as well as, if black stripes are not
properly designed (e.g. visible black bars). Regarding the 3D
images, the color quality can also be degraded if bad quality re-
tarders and polarisers are used in the glasses. Nevertheless, if
the optical components (e.g. the retarder and the polarisers) are
properly selected, this kind of technology is well suited for color
applications. Since the polarisers and the black stripes can absorb
a non negligible amount of light, loss of luminance can occur and
may have to be overcome. Finally, as the pixel rows are split into
two groups, one group for each stereo image, the vertical resolu-
tion of the stereo images sent to the eyes is decreased by a factor
two. Currently, patterned retarders can be manufactured to fit
with very high resolution displays (pitches as small as 0.1 mm).
• Dual LC panels combined with passive polarized glasses [17]
As illustrated in Fig. 2.3, two liquid crystal displays (LCDs) are
oriented at an angle of 110◦. Each LCD emits linearly polarized
with the same orientation to start. The stereo images displayed
separately by the two LCDs are sent through a semi-transparent
mirror (i.e. a beam splitter). The semi-transparent mirror bisect-
ing the two LCDs is aimed at transmitting and reflecting the light
from respectively the lower and upper LCDs towards the eyes
of the observer. The polarization of the transmitted beams still
holds. Nevertheless, the polarization of the light from the top
LCD is rotated 90° upon reflection. Therefore, the observer re-
ceives two images made of two orthogonal linear polarizations.
The semi-transparent mirror may also include a quarter waveplate
to change the linear polarizations of the stereo images to right and
left handed circular polarizations. Finally, to reach the appropri-
ate eye the stereo images are filtered by dedicated polarizers in
the spectacles.
The main advantage of the dual LC panel technology is that two
displays are used so each eye receives a full resolution stereo im-
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Figure 2.3: Working principle of the Planar’s StereoMirror monitor.
age. Moreover, in theory, multiple viewers can simultaneously
use the display. However, due to the shape of the display, the
latter assertion is true only for a very limited number of view-
ers. The quality of the 3D image will also become degraded (i.e.
color shift and distortion of the objects proportional to the lateral
displacement of the observer) for all viewers who are not perpen-
dicularly facing the display. The 3D image quality can also be
severely altered and the 3D effect can even be lost if the two dis-
plays are not perfectly aligned with the semi-transparent mirror;
the alignment being performed by rotating screws. Finally, the
semi-transparent mirror generates a non negligible loss in lumi-
nance and using two complete displays increases the price of the
final system considerably.
2.1.1.2 Time-multiplexed displays
To avoid the loss in resolution induced by spatially multiplexing stereo-
scopic technology, like the patterned retarder based 3D display, the
stereo images are displayed time sequentially. Technologies providing
the stereo images to the observer’s eyes time-sequentially can either use
polarization or color properties to separate them. A non exhaustive list
of existing time-multiplexing stereoscopic displays is given below:
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Figure 2.4: Illustration of active shutter glasses with the right glass
opened, i.e., the right stereo image is displayed by the fast switching
(typically 120 Hz) 2D monitor and sent to the right eye. Contrarily, the
left glass is closed to ensure that (almost) no light emitted by the right
stereo image reaches the left eye.
• Active shutter LC glasses
This technology refers to a fast response (typically 120 Hz re-
fresh rate and response time of at most 10 ms) 2D display com-
bined with glasses containing liquid crystal shutters. Despite the
fact that the display sends the stereo images time sequentially,
the real active elements producing the binocular disparity are the
shutter glasses. Actually, the shutter is a normal LCD with two
polarizers and it behaves as a light valve: either light is blocked
or transmitted as illustrated in Fig. 2.4.
The main advantage of such a technology is the full display res-
olution for each stereo image. Additionally, shutter glasses based
3D displays offer a good viewing angle (±80◦) in both horizontal
and vertical directions. Therefore, an observer has some free-
dom of movement and multiple viewers can simultaneously look
at the 3D images. On the negative side, the switching of the shut-
ter glasses might interfere with some light sources, such as e.g.
cold-cathode fluorescent lamps (CCFL), when present in the en-
vironment or in the backlight. The synchronization between the
display and the shutter glasses is also crucial and is performed by
either infrared (IR) or radio frequency or Bluetooth communica-
tion systems. However, the communication is not always reliable
and, if the observer turns his head too much (especially when
IR communication systems are used) the link generating the syn-
chronization may be lost. A non reliable enough synchronization
is considered as a blocking factor for the introduction of active
shutter glasses in surgical applications. Finally, typically, in the
open state, shutter glasses have the disadvantage to transmit 40%
of the incoming light only. Therefore, to counterbalance this poor
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transmission a very bright, or at least boosted, backlight is re-
quired.
• Color filters based technology [18]
In this type of display the left and right images, which are still
displayed sequentially, have a different, ideally non-overlapping,
spectral content and the glasses contain matching color filters (see
Fig. 2.5).
In fact, color filter based technologies are using narrow band color
filters and light sources with narrow-band emission spectra. To
avoid crosstalk the spectra of the light sources should not over-
lap and the spectra of the filters should match their corresponding
source spectra. Additionally, the white points of the two stereo
images should be matched. In addition to the color matching
complexity, a drawback of interference filters is the wavelength
shift with the viewing direction. Moreover, to avoid flickering, a
Figure 2.5: Illustration of a backlight made of two types of triplets of
light-emitting diodes (LEDs) emitting light within two different spectral
windows composed of different red, green and blue narrow transmission
bands. The two types of triplets switch on and off time-sequentially de-
pending on the stereo image displayed on the LC panel. The transmis-
sion spectral windows of the triplets are identical to spectral windows
of the color filters used in the glasses to properly separate the two stereo
images and to send them to the appropriate eye.
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display with a fast refresh rate (i.e. beyond 120 Hz) and a fast re-
sponse time (i.e. adjusted regarding the refresh rate) is required.
Nevertheless, properly designed, such solutions are suitable for
color applications.
• Polarization based technology
This technology refers to passive polarized glasses combined with
a fast switching 2D monitor with an active retarder mounted on
top of it. The light emitted by the LC panel is linearly polarized
and the active retarder allows to switch between left- and right-
handed circular polarizations (see Fig. 2.6). In practice the active
retarder is implemented as a fixed (i.e. passive) quarter wave-
plate plate and a switchable half wave-plate [19].
On top of having full display resolution stereo images, going
back to 2D images is possible by just removing the glasses as the
human eyes are not sensitive to polarization. Additionally, pas-
sive polarized glasses are not difficult to manufacture and cheap.
Figure 2.6: Illustration of an active retarder based stereoscopic dis-
play. The stereo images are sent time-sequentially by the 2D monitor
synchronized with an active retarder (i.e. active LC modulator + pas-
sive quarter wave-plate) changing the retardation from 0 to half wave.
Finally, the stereo images are filtered by the circular polarisers of the
glasses.
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However, the quality of the 2D images displayed by this display
can be altered or reduced (e.g. due to the presence of color shifts)
if a non ideal retarder and non ideal polarizers are used. More-
over, polarizers can absorb a non negligible amount of light. Fi-
nally, to avoid flickering and temporal crosstalk, a fast switching
display (refresh rate beyond 120 Hz) with a properly set response
time (smaller than one over the refresh rate) is required.
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2.1.1.3 Head-mounted displays
HMDs generate two stereo images and present them directly to the eyes
of the observer, e.g., using projection lenses, arrays of microdisplays
(e.g. the Sensics piSight HMD illustrated in Fig. 2.7), and other types of
optical systems. Various HMD technologies exist depending on the way
images are generated and sent to the eyes. All these technologies can
be sorted into two groups: the immersive HMDs and the see-through
HMDs. For both of them, the viewer has to wear a gear or a helmet.
• Immersive HMDs
The observer wears a gear that is connected to a computer and
obstructs the observer’s line of sight. The stereo images are gen-
erated by the computer. Then, they are sent to the viewer’s retina
thanks to a display optic in front of each eye such as microdis-
plays with optics to generate the image plane at the retina and to
spread the pixels across the field of view (FOV). Therefore, the
resolution of the images across the FOV is limited by the reso-
lution of the display optic used. To overcome this trade-off opti-
cal tiling was developed, i.e., tiled microdisplays combined with
multiple FOV lenses (see Fig. 2.7) in front of each eye. With
immersive HMDs, the observer does not have access to any phys-
ical information, e.g., to information provided by his peripheral
vision. Such HMDs can become large and heavy and cause user
discomfort. However, they have the advantage that occlusions
(i.e. object appearing in front of another object by hiding a part
of it) can be properly rendered since the images are computer
generated.
Figure 2.7: The Sensics piSight HMD showing tiled microdisplays
[15].
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• See-through HMDs [20, 21]
See-through HMDs are said to provide augmented reality since
images from a real scene are sent to the eyes of the observer and
on top of these real world images computer generated stereo im-
ages are added. Depending on the technology used to present
the live real scene images to the observer’s eyes, the see-through
HMDs can be separated into two main categories: the optical see-
through head-mounted displays and the video see-through HMDs.
An optical see-through HMD enables the superimposition of vir-
tual world information (e.g. computer generated images focused
by eyepiece lenses and reflected by an half transparent mirror
placed in front of the observer’s eyes) on real world information
seen directly by the eyes of the observer. Generally, the combina-
tion of the virtual images with the real world images is achieved
with beamsplitters.
A video see-through HMD enables the superimposition of vir-
tual world information (computer generated images) on live real
world information acquired by miniature cameras placed on the
head gear. One of the main issues of such displays is the difficulty
into having a wide field of view combined with a high resolution
image. A second potential issue is the latency. Finally, occlusions
in-between real and virtual objects (i.e. real objects obstructing
virtual objects or vice versa) are poorly rendered.
2.1.2 Autostereoscopic displays
Although all the aforementioned technologies are more or less well
known and mature, stereoscopic displays still pose the problem for view-
ers of wearing additional glasses. With autostereoscopic displays ded-
icated optics is used to send the two different views to the appropriate
eyes without the need for any spectacles. However, most of these ded-
icated optics are known to generate sweet spots limiting the observers’
position freedom since outside these spots distorted 3D images, or even
no 3D image at all, are generated. To fill in the gaps between the sweet
spots, technologies sending multiple views horizontally spread in space
were developed. Two views technologies combined with eye tracking
systems have also been proposed.
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2.1.2.1 Two views
The first category of autostereoscopic displays enables to provide two
views of a scene to the observer. The two views are provided by the
display either simultaneously or sequentially depending on the technol-
ogy used. The light emitted by all the pixels intended to generate the
first view is directed towards one specific eye, for instance the right eye,
while the light allocated to the second view is sent towards the other
eye. Several technologies sending each view towards the proper eye
exist, such as:
• Parallax barrier
A parallax barrier is an absorbing surface comprising an array
of transmitting slits. It is placed between a pixel matrix and the
observer’s eyes. The barrier is aligned with the pixel matrix in
such a way that each eye sees different pixels and thus, produces
binocular disparities. Finally, the stereo images are interlaced in
alternating rows of pixels and are directed towards the proper eye.
The two views are not realized at a single location but at multiple
ones, as illustrated in Fig. 2.8. Therefore, multiple zones are
created along the horizontal viewing angle.
As multiple viewing zones are generated, the viewer can move
horizontally from one zone to another zone still perceiving the
3D image. Moreover, having multiple zones enables several ob-
servers to simultaneously look at the same display. Nevertheless,
as illustrated in Fig. 2.8, if the eyes of the observers are not within
a single zone but are spanning two zones, the right eye receives
portion of the image intended for the left eye and vice versa.
Therefore, the observers do not see the correct 3D image any-
more but a distorted image, or even, a pseudocsopic image (i.e.
the left view is sent to the right eye and vice versa). Addition-
ally, the parallax barrier technology imposes the observer to be
at a minimum distance from the display to perceive a 3D image.
Even more restrictive, the observer has to stay within a limited
range of viewing distances around the optimal viewing distance,
in addition to be at the correct position (i.e. to be within a sin-
gle zone), to perceive a good quality 3D image (i.e. with limited
crosstalk and not inverted), as illustrated by the diamonds (also
denoted as “sweet spots”) in Fig. 2.8. Furthermore, since half of
the available pixels only is allocated to each stereo image either
the horizontal or the vertical resolution, depending on the orienta-
tion of the barrier, is decreased by two compared to the resolution
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Figure 2.8: Parallax barrier based autostereoscopic display. Depending
on the position of the eyes of the observer different images can be per-
ceived: 1) Pseudoscopic image; 2) Distorted 2D image; 3) Correct 3D
image.
of current 2D displays. Finally, as the parallax barrier is mainly
an absorber, a non negligible part of the luminance provided by
the panel is absorbed (about 30%) by the barrier. Therefore, a
more powerful backlight has to be designed to compensate for
this loss.
• Lenticular lenses A lenticular lens sheet is an array of cylindrical
lenses placed between a pixel matrix and the observer’s eyes (see
Fig. 2.9). The sheet is aligned with the pixel matrix in such a way
that each eye sees different pixels and thus, produces binocular
disparities. Finally, like for a parallax barrier, the stereo images
are interlaced in alternating rows of pixels and are directed to-
wards the proper eye. The two views are not produced at a single
location but at multiple ones, and consequently, multiple zones
are created along the horizontal viewing angle.
Regarding the generation of multiple viewing zones, a lenticu-
lar lenses based autostereoscopic display has the same pros and
cons as an autostereoscopic display with a parallax barrier. Nev-
ertheless, such autostereoscpic displays do not suffer from light
loss, but visible artefacts as well as spherical aberrations can be
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Figure 2.9: Autostereoscopic display including lenticular lenses to gen-
erate stereoscopic images.
produced since the lenses can scatter the light and anti-reflection
coatings are difficult to add to these lenses.
• Holographic optical elements (HOE) [22–24]
The holographic optical element is divided into a series of two al-
ternating horizontal regions which diffract the light emitted by the
odd and even lines of pixels to create two different viewing zones
(Fig. 2.10 (a)). The HOE is placed either between the backlight
and the LC panel (Fig. 2.10 (b)) or before the LC panel (i.e. fac-
ing the observer). A louvered film can be placed right after the
HOE to remove the zero-order light transmitted straight through
the HOE. One of the main drawbacks of 3D displays including a
HOE is the color fringing caused by the diffraction of the light and
the fixed viewer position. If HOE spatial multiplexed autostereo-
scopic displays are not widespread, HOEs are still investigated
for use in 3D displays [25, 26].
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(a)
(b)
Figure 2.10: (a) Creation of two viewing zones with an HOE divided
in two alternating regions. [24] (b) Autostereoscopic display including
an HOE to generate stereoscopic images. [24]
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(a) (b)
Figure 2.11: (a) Autostereoscopic display as described in 2.1.2.1. (b)
HDDP based autostereoscopic display.
• Horizontal Double-density Pixel (HDDP) [27]
The HDDP technology was introduced in 2008 by NLT technolo-
gies (former NEC LCD Technologies) to produce two views au-
tostereoscopic displays by dividing each pixel into six horizon-
tally arranged sub-pixels to have three sub-pixels per view. Fi-
nally, dedicated optics (e.g. lenticular lenses as illustrated in
Fig. 2.11) are placed on top of the LC panel to direct the light
emitted by the two sets of three sub-pixels to the appropriate eye.
With this configuration of the pixels and of the sub-pixels, since
the resolution has been doubled, the horizontal resolution of this
display in 3D viewing mode is the same as the resolution of the
typically used displays in 2D viewing mode. Depending on the
optical element used to separate the right and the left views re-
lated disadvantages still hold.
• Time-sequential technologies
Like for stereoscopic displays, time-sequential technologies are
considered to avoid the loss in resolution caused by the use of
half of the pixels only to display one of the stereo images. 3M
proposed to place a double sided film [28] (the side facing the
backlight comprises an array of asymmetrical prisms, and the side
facing the pixel matrix is an array of lenticular lenses) in-between
an edge-lit backlight and the pixel matrix (Fig. 2.12). Depending
on the side where light sources are switched on, the light passing
through the film is redirected to either the left or the right eye.
Another time sequential autostereoscopic technology was pro-
posed by Eizo [29] in 2010. Two light sources (i.e. one per eye)
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Figure 2.12: Time-sequential autostereoscopic display including the
double sided film of 3M.
are sequentially switched on and off depending on the eye that
should receive the image. To send the proper image to the desired
eye, the light provided by the dedicated light source is reflected
by an elliptical mirror before being modulated by an LC panel
(Fig. 2.13). The mirror has an elliptical shape providing two fo-
cus points. Thus, the light generated by the light source located
at the first focus point reaches the eye positioned at the second
focus point. The main drawbacks of this technology are that the
3D display is large and cumbersome, and a single observer has to
be placed at the correct position and viewing distance to perceive
the stereoscopic images. Like for stereoscopic technologies, time
sequential solutions require fast LC panels (typically beyond 120
Hz refresh rates, and response time smaller than one over the re-
fresh rate).
Most of the aforementioned autostereoscopic technologies can be
combined with a head tracking system to prevent the observer from re-
ceiving pseudoscopic images or from not seeing any 3D image [30–32].
However such a system is limited to a single viewer.
2.1.2.2 Multiple views
With two views autostereoscopic displays, the number of sweet spots
is limited and transitions zones occur. To overcome these issues, as
well as, to avoid the generation of pseudoscopic 3D images, and, to in-
crease the horizontal viewing angle, multiple views autostereoscpic dis-
plays have been developed. Multiple views autostereoscopic displays
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Figure 2.13: Time-sequential autostereoscopic display including an el-
liptical mirror. [29].
are made using the same technologies as described in section 2.1.2.1.
Therefore, the more views are generated, the more the horizontal res-
olution decreases and, the more the vertical and horizontal resolutions
are unbalanced. Additionally, in the case of parallax barrier the more
views are produced, the more the luminance is reduced. Most of the
existing displays provide up to four views.
To balance the loss in resolution between the vertical and horizontal
resolutions and to create displays with more views, slanted technologies
have been designed, such as:
• Slanted lenticular lenses [33]
• Slanted parallax barrier
• Slanted pixels + optical element (e.g. conventional lenticular
lens) [34]
Figure 2.14 illustrates a seven views autostereoscopic display including
slanted lenticular lenses. Each pixel under a slanted lenticular lens is
dedicated to a viewing zone. However, all points along a line, e.g. line
3 in Fig. 2.14, are directed to a dedicated viewing zone, e.g. viewing
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Figure 2.14: Seven views autostereoscopic display including slanted
lenticular lenses. Numbers designate the viewing zones pixels are allo-
cated to. Lines depict viewing zones to which light is directed to.
zone 3. Therefore, due to the configuration of the slanted technologies
some of the pixels allocated to a viewing zone different from the view-
ing zone under the line can be directed to this viewing zone (e.g., in
Fig. 2.14, light emitted by the green pixel dedicated to the viewing zone
2 is partially directed to the viewing zone 3). Therefore, transitions be-
tween two viewing zones are made of the combination of several views
and crosstalk there is likely to be high.
Finally, a solution to produce multiview autostereoscopic displays
is “integral imaging” and the use of multiple micro lenses. Based on
the work of Lippmann [35], integral imaging consists of registering an
object by a camera through an array of micro spherical lenses to create
micro-images of the same object. Each micro-image corresponds to a
slightly different angle of view of the object. To reconstruct the 3D ob-
ject an array of micro-lenses, similar to the array of micro-lenses used
to register the object, has to be mounted on top of the LC panel display-
ing the micro-images. Finally, the viewer sees the integral image of the
object and depending on his position he can see a slightly different view
of the object. Nevertheless, the quality of the image strongly depends
on the number of pixels allocated to each micro-lens, and, from our own
experience, most integral imaging displays suffer from views with poor
resolution.
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2.1.3 Volumetric and holographic technologies
Volumetric and holographic technologies both reconstruct a 3D scene
in its entirety enabling the observer to look around it. The scene is
reconstructed using voxels instead of pixels.
2.1.3.1 Volumetric displays
Volumetric displays can be separated into two main groups: the swept
volumetric displays, and the static volumetric displays [36–38].
With swept volumetric displays the formation of a volume is made
possible thanks to either the rotational or the translational movement of
at least one of the components of the display. Swept volume displays
can be either active or passive. They rely on the persistence of vision of
humans to reconstruct a 3D scene from a series of 2D images. A swept
volume is said to be passive when voxels are generated by secondary
light sources, i.e., voxels are produced by the reflection, the diffusion, or
the transmission of the beams emitted by the primary light sources. On
the contrary, a swept volume display is said to be active if the voxels are
produced by the primary light sources. Examples of swept volumetric
displays are given below:
• Rotational passive systems:
The principle of such a system consists into projecting a light
beam on either a reflective, a diffusive, or a transmitting rotat-
ing surface. A voxel is produced by the intersection between the
beam and the surface. For instance, a laser beam is projected on
a rotating helical light scattering (diffuse reflection) surface [39]
(Fig. 2.15). The position of the point of intersection can vary
along a limited range of x, y, and z coordinates. Therefore, the
size and the depth of the generated volume depends on the di-
mensions of the system. Moreover, the diffusive properties of the
reflective surface promote the formation of broad voxels that can
disable the depiction of fine details and opaque regions. Finally,
if many regions of interest have to be displayed in a short pe-
riod of time, but the velocity of the system is not sufficient, the
brightness of some regions can be extremely affected. Rotational
passive volumetric displays were also proposed by Actuality Sys-
tems [40], in 2002, and the Institute for Creative Technologies of
the University of Southern California, [41] in 2009. These solu-
tions included a diffusive and a reflecting rotating screen, respec-
tively.
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Figure 2.15: Rotational passive volumetric display including a laser
and a rotating helical screen [39]. 1: transparent hollow cylinder, 3:
screen, 9: laser, 10: laser beam, 12: stationary mirror, 17 intersection
between the beam and the screen.
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Figure 2.16: Translational passive volumetric display [42]. 16 and 18:
projection systems, 40: particles, 42: formed planar translational slices.
• Translational passive system:
Unlike rotational swept volume displays, the translational dis-
plays do not allow to look around. So, even if they enable multiple
viewers to simultaneously look at the volume, the range of view-
ing positions is more limited. An example of a translational pas-
sive technology consists into activating the particles suspended
in a display by means of two projected beams of electromag-
netic energy [42]. The first beam energizes the particles along
the whole display. The second beam intersects with the energized
particles across the depth of the display to make the particles emit
(Fig. 2.16). As the voxels are sequentially generated, depending
on the time required by the particles to stop emitting and to be en-
ergized again, some ghost voxels can be generated. Moreover, the
diffusive properties of the particles, that are often omnidirectional
emitters, can hinder the depiction of fine details and of opaque
regions. Finally, the size and depth of the formed volume are
limited to the dimension of the display containing the particles.
• Rotational active system:
As previously mentioned, a swept volumetric display is said to
be active if the voxels are generated from the beams emitted by
the primary light sources. An example of a rotational active sys-
tem is given in [43, 44] and consists of a rotating array of LEDs
(Fig. 2.17). This technology enables look around. However, the
linear velocity of the surface can generate an elongation of the
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Figure 2.17: Rotational active volumetric display including a rotating
array of LEDs [44]. 1020A: planar array of light sources (1001A).
voxels increasing with the distance of the light source to the axis
of rotation of the array. Additionally, if the emission pattern of
the LEDs is too broad, fine details can become undetectable.
• Translational active systems:
A volumetric image can be obtained by moving a planar surface
made of an array of LEDs. The range of viewing positions is lim-
ited by the size of the moving surface. Mechanical movement of
the surface can be visible and disturbing. Additionally, the move-
ment has to be performed fast enough to avoid flicker (typically
beyond 72 Hz [45]). The depth of the volume depends on the to-
tal freedom of movement of the array of LEDs and the size of the
volume is limited by the size of the plane. If the emission pat-
tern of the LEDs is too broad, fine details could not be displayed.
However, a rather good resolution can be reached, depending on
the dimensions of the light sources. Finally, such a display is
suitable for color applications.
The main constraint of all swept volume displays is to have sta-
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ble and fast enough movement of their components to avoid flicker and
jitter perception, i.e., to cover the whole image formation space at a fre-
quency higher than 25 Hz.
Static volumetric displays do not require any mechanical movement
to create the 3D volume. Several technologies of static volumetric dis-
plays have been proposed the past decades [46–52] and are (partially)
given below:
• Static volumetric displays were produced by carrying out passive
voxel activation. Passive voxel activation is achieved by using
either an electron beam to activate phosphorescent particles [47]
(Fig. 2.18) or two intersecting IR laser beams (dual laser up con-
version) within a Rubidium vapor. For both the aforementioned
technologies the activation of the voxels is sequential, thus, the
number of voxels being activated at the same angular direction
is limited (not more than two). Additionally, depending on the
life time of the emitted photon, some ghost voxels can be gener-
ated. Finally, the diffusive properties of the particles (typically,
omnidirectionnal emitters) can hinder the depiction of fine details
and of opaque regions. In 2004, LightSpace Technologies has
proposed the DepthCube technology [50] including a high speed
projector projecting images onto a stack of 10 to 20 LC shutters
which are made either transparent or scattering depending on the
applied voltage.
• Vari-focal technologies have been proposed to reconstruct a 3D
scene by relaying image slices to various depth planes thanks to
the use of vari-focal optical components such as mirrors [46], LC
lenses [51], and electrowetted lenses [52]. Typically, a voltage is
applied on the vari-focal element to alter its surface and generate
a change in its focal length, as illustrated in Fig. 2.19.
2.1.3.2 Electro-Holographic displays
The main principle of electro-holographic displays [53], or computer
generated holography (CGH), is to encode a computer generated 2D in-
terference pattern (the “thin” hologram), i.e. a diffraction grating, on a
2D spatial light modulator (SLM). Since both the wave pattern of the
reference light source and the mathematical model of the 3D object (the
amplitude and phase distribution of the object wave front) are prede-
termined the hologram can be computed. Therefore, CGH enables to
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Figure 2.18: Static volumetric display [47]. 10: vacuum envelop, 11
and 12: electron guns, 111 and 112: electron beams from electron guns
11 and 12, respectively, 116: intersection of the electron beams.
avoid the interferometric recording stage of classical holography.
Afterwards, the wave front of the 3D object is reconstructed by the
diffraction of the incident coherent light by the SLM, and sent to an
observer. The main advantage of electro-holography is the removal of
the recording phase and thus, is less application dependent since the
wave front can be controlled and manipulated over time. Nevertheless,
every pixel of the hologram contributes to every object point of the 3D
scene, and therefore, huge computational time is required to generate
the hologram. Additionally, SLMs have to be composed of many very
small pixels to have the 3D objects reconstructed with sufficient resolu-
tion and size. The main difference between holographic displays lies in
the type of SLM used to build the fringe pattern.
The most common SLMs are LC based SLMs. Dynamic interfer-
ence patterns can be written on a liquid crystal SLM by using the di-
electric anisotropy of the LC cells to create a phase modulator although
amplitude modulation can also be used. The main problem of these
transmissive displays is the compromise between a good fill factor and
a high resolution. Indeed, the pixels are composed of an active part and
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Figure 2.19: Working principle of a static volumetric display including
a vari-focal element [46]. 1: deformable mirror, 2: object, 3: observer’s
eye, 4: image positions and sizes.
of a passive part (e.g. a transistor to control the pixel). However, even if
we want to increase the resolution, there is a point at which the size of
the passive part can not be decreased. Thus, the fill factor and the trans-
mitted light efficiency become very poor. To overcome this problem, a
solution consists into using a micro-lens in front of each pixel to focus
the light on the active area.
A dedicated type of liquid crystal based SLM are liquid crystal on
Silicon (LCoS) SLMs [54]. In this technology the liquid crystal cell is
combined with a mirror whose back side is designed as an electrode.
Thanks to the use of this rear mirror, pixels do not have a passive part
anymore and the fill factor can be higher than 93%. Additionally, some
panels can have a pixel size down to 8µm.
Another variant of LC based SLMs are optically addressed LC (OALC)
SLMs [55–57] in which an intensity pattern illuminates the backside of
the panel and is captured by photo-conductors. The main advantage of
this technology is the absence of a matrix of pixels, so a higher effi-
ciency can be achieved and no high refraction orders occur. However,
physical limitations due to the use of photo-conductors seem to lead to
a low spatial resolution (about 50lines/mm). To reduce computational
time as well as the size of the pixels SeeReal [58] proposed to divide a
hologram into sub-holograms. Each sub-hologram encodes one object
point of the object to be reconstructed. Only the sub-holograms en-
abling the reconstruction of the wave front of object points falling onto
the retina of the eye are lit. As a consequence, look around is enabled
by combining the aforementioned system to head tracking techniques.
Other types of SLMs exist but are less used. They include Digi-
tal Micro mirror Device (DMD) based SLMs and acousto-optic (AO)
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SLMs [59–61].
2.1.3.3 Conclusion
Volumetric, and especially holographic, displays may be seen as the
Holy Grail of 3D displays since, in theory, the 3D scene is reconstructed
in its entirety, almost all depth cues (i.e. both monocular and binocu-
lar) are rendered, and multiple observers can look at the 3D scene while
being positioned wherever they want, without any viewing zone con-
straint. This may be the reason why volumetric and holographic solu-
tions for 3D displays are still very intensively studied, and why demon-
strators are presented regularly at famous conferences. Nevertheless,
such technologies are far from being mature and technical challenges
(e.g. image quality and product dimensions) still have to be overcome
to have these technologies integrated into either consumer or profes-
sional products.
2.2 Market study
In the following marketing study, requirements of the displays, work-
stations, market needs, market showstoppers, and potential added value
of 3D features are discussed for mammography, oncology, cardiology,
orthopaedic, pathology and minimum invasive surgery markets. The
aforementioned markets are of special interest since they are either mar-
kets for which the benefit of 3D over 2D has already been demonstrated
(i.e. the minimum invasive surgery market) or markets that most ben-
efit from 3D displays (i.e. the mammography market) or markets for
which the 3D value has not been proven yet but which belong to Barco
Healthcare markets (i.e. oncology, cardiology, orthopaedic, and pathol-
ogy markets).
2.2.1 Mammography
Mammography is a type of imaging using low-energy x-rays to early
detect breast diseases in women. Workstations intended to interpret
mammograms comprise 4 to 6 displays, of which 2 to 4 displays are
diagnostic displays, as illustrated in Fig. 2.20. The size of the diagnos-
tic displays is 21.3”. When a 33.6” diagnostic monitor is available, two
21.3” displays can be replaced by a single 33.6” display.
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Figure 2.20: Example of a mammography workstation. (Picture cour-
tesy of Barco)
When making the transition from a conventional 2D diagnostic work-
station to a 3D workstation only the diagnostic displays will be replaced
by 3D displays. Commonly, the diagnostic displays of the current work-
stations are used in pairs because radiologists like to compare images
side by side on two displays. Therefore, both paired displays have to
be 3D displays. If two 33.6” displays are used it is sufficient that only
one of the two displays is a 3D display. The displays are positioned in
an arc around the doctor. Usually, this arc is not a perfect arc, as illus-
trated in Fig. 2.20. Typically, doctors stay at the same position and just
turn their head to look at the different displays. Thus, displays should
enable a wide viewing angle (at least ±40°). Moreover, when looking
at a single display doctors are used to move their eyes only. If doctors
aim at getting the overall picture they are used to be at a viewing dis-
tance between 30 cm and 60 cm. If they want to focus on a zone of
interest they usually go closer to the display, and their viewing distance
decreases to 15 cm. When coming this close to the display the doctors
look straight at the display, and not under an angle, with very limited
head movement. Finally, except if doctors are teaching the pathology to
interns, they mainly work alone in front of their workstation.
Adding functionalities to help doctors to quickly get acquainted
with 3D displays would be an added value to these displays. For in-
stance, enabling manipulation of the 3D volume as well as adding mo-
tion parallax (i.e. observers perceive a different image of a same scene
when looking from a different viewing angle) thanks to eye tracking
solutions would be very valuable. Nevertheless, to be widely accepted
by the doctors these added functionalities have to be very reliable since
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reliability is generally more important than accuracy.
Even if new functionalities are added to the 3D displays to help
doctors to get acquainted with them, 3D will most likely not be used
for all images, but be restricted to the most difficult diagnostic cases.
Indeed, for simple cases the 2D mode would be preferred by doctors as
they are used to it. Therefore, the proposed 3D display has to be 2D/3D
switchable. Additionally, doctors always need to compare new acquired
images with older images (e.g. images taken 10 years ago). To compare
the evolution of the tissues between the old image and the new image
doctors look at the images simultaneously on the same screen. Con-
sequently, an important requirement is to allow simultaneous 2D/3D
images on the same screen .
If an autostereoscopic technology limiting the positional freedom
to multiple fixed positions would be selected as the 3D technology, it
would be acceptable only if the transition zones are very small in terms
of viewing angle. Concerning the potential loss in resolution of both
stereoscopic and autostereoscopic systems, being able to convince the
Food and Drug Administration (FDA) will be essential. Product man-
agement people think that getting an approval would be much easier if
the pixel pitch in the x and y directions are the same as the pixel pitch
of current 2D displays (i.e. pixels have to be square), meaning that full
resolution images on both left and right eyes have to be generated. Half
the resolution for each eye is acceptable only in the case that it can be
proven that the user still sees all information. However, It is unlikely
that the same details would be seen in the 3D mode with half resolu-
tion as in the 2D mode with full resolution. Consequently, the 3D effect
should bring something extra that compensates for the missing line.
Regarding the luminance, the luminance of the 3D image can be
lower than the 2D image luminance, but still remaining higher than 500
candela per square meters (cd/m2). A lower luminance in 3D mode
would become a showstopper. Additionally, the luminance when the
display goes back to the 2D mode should be above 600 cd/m2.
Wearing glasses would not be a blocking parameter for doctors if
it is taken into account that most doctors already wear glasses. For
instance, light clip-on designs should be appropriate. Moreover, the
glasses should not produce any artefacts, and have to be sterilization
tolerant, in case if doctors forget to remove them and use them some-
where else than in front of the 3D display. Finally, within the coming
years, new trends towards multi modality and multi-energy scans are
likely to make greyscale displays not suitable to show all data. As a
consequence, greyscale displays could potentially be replaced by color
displays. Thus, for mammography, both greyscale and color 3D solu-
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Table 2.1: Technical requirements of the mammography market and
potentially suitable 3D technologies.
Technical requirements Potential 3D technologies
5 MP - high resolution
Square pixels
High luminance
Wide (±40◦) viewing angle
2D/3D simultaneously
2D/3D switchable
Full resolution
User friendly spectacles
or no spectacles
Limited crosstalk
Fixed position
Motion parallax
Time sequential stereoscopic:
- Active retarder solution
- Interference filter solution
- Shutter glasses solution
Non sequential stereoscopic:
- Interference filter solution
- Patterned retarder aligned with subpixels
tions should be investigated.
Mammograms are breast radiographies for which the breasts have
been compressed between two plates. Therefore, the thickness, or the
depth, of the breasts is limited (a few centimeters). The compression
of the breast limits the depth of the breast and therefore the 3D infor-
mation. In stereomammography, two 2D mammograms are acquired
at two different angles (typically separated by 4°), typically generating
disparities at most at the edge of the Percival’s zone of comfort.
All the aforementioned market requirements, as well as, potentially
suitable 3D technologies are gathered in table 2.1.
2.2.2 Oncology
The oncology market deals with the diagnostic and the treatment of
tumors. The oncology market can be divided into three parts:
• The diagnostic
• The planning (for instance to plan x-ray exposure)
• The training (very narrow market)
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Table 2.2: Technical requirements of the oncology market and poten-
tially suitable 3D technologies.
Technical requirements Potential 3D technologies
3MP to 5MP displays
Square pixels
Full resolution
High luminance
Wide viewing angle
2D/3D switchable
User friendly spectacles
or no spectacles
Fixed position
Time sequential stereoscopic:
- Active retarder solution
- Interference filter solution
- Shutter glasses solution
The diagnostic part is similar to a detection task, for which 6 dif-
ferent high resolution displays are used. The diagnostic displays are
3MP, either color or greyscale, and 5MP greyscale radiology displays.
Requirements similar to some of the mammography market should be
met. For instance, the display has to be 2D/3D switchable, getting FDA
approval may be easier if full resolution 3D images are generated, the
issue of the square pixels has to be tackled too, and since most doctors
wear glasses potential additional custom spectacles have to be designed.
In the planning part, one or two lower resolution color 2MP or 3MP dis-
plays are used. Color is a plus in planning. Nevertheless, for both the
planning and the diagnostic, the pixel pitch should be 0.25 mm at most,
and the luminance should be beyond 400 cd/m2. Finally, a single doctor
at a time is working in front of the workstation.
All the aforementioned market requirements, as well as, potentially suit-
able 3D technologies are gathered in table 2.2.
2.2.3 Cardiology
Cardiology is a medical field dedicated to the detection and the treat-
ment of heart disorders. Cardiology is a market where 3D could be very
valuable. Cardiology displays are used during interventions, so, real
time moving images are displayed. In addition to the intervention part,
the cardiology market also compromises a planning part whose displays
are the same as the ones used in oncology.
The cardio surgery can be divided into two sub markets where 3D
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could bring an added value: vascular surgery (like coronary artery surgery
to measure the size of the opening of the artery to properly place a stent)
and catheter ablation (the ablation of abnormal tissue in the heart using
“special insulated electrical wires” to make it working properly again).
For both cases the patient undergoes an angiography to identify, dif-
ferentiate and measure the vessels. Since angiography uses x-rays, the
surgeon wears leaded glasses. Moreover, the images are acquired dy-
namically thanks to pulsed radiations of the agent (about 2 pulses per
second). As the radiation is not continuous, faster panels are not re-
quired. In vascular surgery, the 3D information to properly place a stent
within a vessel is obtained by acquiring two perpendicular planes of the
vessel (thanks to two x-ray tubes highlighting the contrast agent). Note
that in both cases, the images are taken from inside the arteries/veins,
and the heart is not visualized. Images of the heart are acquired by a
computed tomography (CT) scan, which is the domain of interventional
cardiology, rather than surgery. Nevertheless, such images can also be
used to properly position the angiography system. Afterwards, the an-
giogram acquires the images from inside the arteries/veins. During in-
terventions cardiologists cannot manipulate the image they are looking
at. Consequently, they have to get a 3D visualization from the displayed
2D images. Also, during the examination, the patient is exposed to x-
rays, and therefore the time of the examination should be reduced as
much as possible. As a consequence, key factors of success of a 3D
display would be to enable to reduce the exposure time of the patient
and speed up the intervention procedure.
Cardiologists usually work with 60Hz greyscale images, having a
square resolution, typically 1k x 1k or 2k x 2k (due to specifications
of the angiography imaging technique), and a luminance of 250 cd/m2.
These images are typically displayed on 18” displays, with a resolution
of 1280 by 1024 pixels (since the display is not square, parts of it are un-
used). However, having a higher luminance would be much appreciated
and a luminance above 500 cd/m2 would bring a significant improve-
ment for them, for two reasons: 1) they work in a bright environment;
2) a higher brightness results in a better diagnosis. During a surgery, the
display is attached to an arm and the cardiologist is seated in front of it
at a fixed viewing distance. Each person in the operating room looks at
his own display. The cardiologist wears heavy leaded glasses so having
an additional layer in front of their glasses should not be an issue for
them, if this adds little weight. Additionally, the cardiologist would not
require simultaneous 2D and 3D images on the same display but only
3D images.
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Table 2.3: Technical requirements of the cardiology market and poten-
tially suitable 3D technologies.
Technical requirements Potential 3D technologies
Square pixels
Full resolution
Limited crosstalk
Average luminance
2D/3D switchable
User friendly spectacles
or no spectacles
Fixed position - single observer
Time sequential stereoscopic:
- Active retarder solution
- Interference filter solution
- Shutter glasses solution
Non sequential stereoscopic:
- Patterned retarder aligned with subpixels
All the aforementioned market requirements, as well as, potentially suit-
able 3D technologies are gathered in table 2.3.
2.2.4 Orthopedics
Orthopedics is not considered as a separate market but as a segment of
the radiology market dedicated to the examination of the musculoskele-
tal system. The orthopedic market can be divided into three parts:
• The diagnostic
• The planning
• The surgery
Typically, dedicated displays are not offered for the orthopedic mar-
ket and doctors just pick a display that suits their needs.
In orthopedic, 3D rendering is very useful during the diagnostic and
the planning, e.g., to make decisions and plan surgeries (e.g. measure
the size of prosthesis and understand its constitution), as well as during
the intervention. 3D could be useful as well when the fracture is stud-
ied in the angiography room to dynamically highlight how vessels are
arranged around a complex fracture. However, such advanced orthope-
dics are only required in a minor percentage of the cases (i.e. around
10%). Additionally, orthopedic surgeons currently use volume render-
ing visualization on 2D displays, which already provides good results
since, during the planning, doctors are able to get most of the informa-
tion from simply manipulating the volume rendered object. Therefore,
3D displays appear to not be essential.
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2.2.5 Pathology
“Pathology is a branch of medical science primarily concerning the ex-
amination of organs, tissues, and bodily fluids in order to make a diag-
nosis of disease”. [62]
In pathology doctors mainly work with microscopes and moving to 3D
displays could enable to keep the information stereoscopic. Neverthe-
less, since the main 3D effect comes from looking at different slices
taken at different focuses, it can be that the 3D effect, coming from
binocular information, has a minor contribution to an efficient and cor-
rect diagnosis. Finally, 2D digital pathology (i.e. looking at the slices
using a display as the viewing interface instead of the direct view with
the microscope) is a very young market. Therefore, it is very difficult to
give specifications for 3D pathology displays.
2.2.6 Invasive surgery
The surgical market is the market where having 3D displays really makes
sense [7–9]. Indeed, in minimal invasive surgery (MIS) surgeons work
with anatomies, so, real life 3D structures. Therefore, having displays
providing natural 3D information, hand-eye coordination and accurate
spatial orientation is interesting and logical. 3D is interesting not only
during the surgery but also for both the planning of the surgery and for
the training and the simulations of operations. In surgery, the key factors
of success are to enable faster interventions, to get better visualization
(more accurate, decrease the amount of complications, avoid additional
tests and the use of other equipment), and to improve the patient well-
being.
The main sub-market in surgery where 3D has a clear value is the
MIS (e.g. laparoscopy) niche market. Moreover, as the da Vinci R© robot
(Intuitive Surgical, Sunnyvale, CA) has been installed in hospitals, sur-
geons become aware of the benefit of 3D in MIS. Besides, by using
the robot, they are getting more and more experienced with 3D images.
Therefore, introducing a 3D display would be easier.
Another surgical market where 3D could be used is the neurosurgery
market. 3D displays could be used for teaching and for reviewing after
the surgical intervention as well as during the intervention. 3D displays
could enable the surgeons to more accurately ablate the tumor and to
avoid complications (e.g. reduced speaking ability) resulting from re-
moving too much tissue. Additionally, having a more realistic spatial
orientation must enable to remove most of the tumor and consequen-
tially drastically decreasing the risk of recurrence.
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Currently, surgeons use volume rendering visualization on 2D dis-
plays and navigation systems inside the volume rendered object but
without any access to the real depth information, so having real 3D
images would be better. If the surgeon is using angiography to assist
him during the intervention, he wears leaded glasses. A neurosurgeon
can wear a headset comprising a microscope providing a high defini-
tion (HD) video signal of the magnified structures he is working on,
and a lamp. For difficult cases, the patient’s brain can be scanned (25
images are taken) to create a volume rendition of the zone of interest.
Afterwards, the rendered volume is “aligned ” with the patient’s brain
(by adding markers on the patient) and a pointer is used to orient and
position a laser for a shot. The displays used in this market are standard
surgical displays. For all cases, getting 60 images per second is enough,
therefore faster displays would not be useful.
Furthermore, glasses would be accepted by the surgeons if a good
quality display, which overcomes the current 3D displays limitations
(mainly crosstalk and loss of resolution) is generated. Nevertheless,
surgeons will never accept a 3D display forcing them to stand and look
for the “proper” position, and, if the image quality is degraded. In addi-
tion, having viewing zones is really a limiting factor in surgery theatres
as the setups are not adjusted depending on which intervention is per-
formed. Additionally, surgeons have neither a fixed position nor a fixed
height across operations. Moreover, surgeons are not working alone.
So, a technology that restricts the position of the surgeon to a limited
number of viewing zones could decrease the usability of the display.
Thus, autostereoscopic displays appear to not be the good candidate.
For almost all surgical sub-markets, a display able to switch between
2D and 3D modes would be an advantage. Indeed, some simple surgical
procedures do not benefit from 3D displays, in such cases 2D displays
are more than enough. Consequently, it would be more cost efficient
for the hospital to equip their operating rooms with 2D/3D switchable
displays compared to installing both 2D and 3D displays to make sure
that all surgeries can take place in all the operating rooms. Displays
enabling the surgeon to look at both 2D and 3D images simultaneously
are not useful. Furthermore, since the surgeon is operating in a fixed
position while looking at the display, he never walks around the display,
neither during the surgery nor during the planning phase. Therefore,
the look around (i.e. motion parallax) functionality is not required, and
functionalities such as manipulation of the 3D image would be more
useful and appreciated by him.
For all surgical sub-markets, surgeons stand at a minimum distance
of about 1m from their display as it is positioned on an arm at the oppo-
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Table 2.4: Technical requirements of the invasive surgery market and
potentially suitable 3D technologies.
Technical requirements Potential 3D technologies
Full resolution
Average luminance
Wide viewing angle
2D/3D switchable
Limited eye fatigue
Multiple viewers
User friendly spectacles
or no spectacles
32 inch display
Time sequential stereoscopic:
- Active retarder solution
- Interference filter solution
- Shutter glasses solution
Non sequential stereoscopic:
- Interference filter solution
- Patterned retarder aligned with subpixels
site side of the operating table. Even if they can work in bright environ-
ments, their displays have a low luminance compared to the luminance
of a mammography display. 32” is a generally accepted size for surgi-
cal displays. Therefore, the ideal 3D display for MIS should be a 32”
display providing full resolution images to both eyes and preserving the
quality of the 2D display. Moreover, it should enable a large viewing
angle in both horizontal and vertical directions and viewing distances
of 1 m to 2 m. Finally, the crosstalk rate has to remain below a certain
threshold. Indeed, crosstalk limits the depth perception, increases the
noise in the signal to noise ratio, increases the eye fatigue and causes a
loss of contrast. Thus, crosstalk can be a showstopper.
During MIS, stereo images are captured by two horizontally sepa-
rated miniature cameras. Once displayed on stereoscopic displays for
viewing distances of 1 m to 2 m, disparities belonging to not only the
Percival’s zone of comfort but also to the zone of clear binocular vision
are generated.
All the aforementioned market requirements, as well as, potentially suit-
able 3D technologies are gathered in table 2.4.
2.3 3D technology selection
When considering all information gathered from the description of the
state of the art of 3D technologies, and after pinpointing their pros and
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cons, combined with information acquired about display requirements
and market requirements, some 3D technologies are selected for further
investigations while others are discarded. During the selection, it is also
ensured that the selected technologies could meet at least one of the
aforementioned markets.
In general, as illustrated in table 2.5, established technologies with
a very good 3D effect but still comprising many challenges to meet
requirements of medical markets, such as stereoscopic time sequential
technologies requiring high resolution fast panels, are preferred over
too riskier, but potentially, revolutionary technologies, like autostereo-
scopic, volumetric and holographic technologies. As depicted in ta-
ble 2.5, the technologies are either selected or discarded for further in-
vestigations depending on several criteria:
• The resolution, i.e., the ability to obtain displays with high resolu-
tion (or no loss in resolution for the 3D mode compared to the 2D
mode, when the 3D display is based on a 2D display combined
with an additional feature to make it 3D).
• The luminance, i.e., the possibility to reach high luminance at the
observers’ eyes. Three stars mean that reaching at least the ex-
pected luminance (of one of the aforementioned medical markets)
must be feasible if the technological challenges are overcome.
• Crosstalk, i.e., the capability to accurately separate the stereo im-
ages, such that the desired image only reaches the intended eye
of the observer. The number of stars was determined taking into
account the fact that the observer’s position and head movement
are never restricted to a very limited area, that polarisers are never
ideal and that in lenses and prisms light scattering occurs. For in-
stance, even if the crosstalk must be low (four to five stars) for a
two views autostereoscopic technology in the very limited afore-
mentioned zones, the number of stars is set to three as outside
these zones the crosstalk increases a lot. Even sometimes, no 3D
image is perceived anymore.
• The new panel (NP) and new backlight (NB) column means that
the backlight or the LC panels used in current Barco medical dis-
plays have to be altered or replaced to make the 3D technology
feasible.
• The Head movement freedom, i.e., the size of the vertical and of
the horizontal viewing angles, as well as, the head rotation free-
dom of the observer while still perceiving a good quality image.
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• The Viewing distance freedom, i.e., the ability given to the ob-
server to still see a good quality 3D image if his viewing distance
is changing.
• 2D/3D switch, i.e., the possibility to time sequentially switch be-
tween a 2D image and a 3D image.
• 2D/3D simult., i.e., the capability of the display to provide both
2D and 3D images simultaneously.
• The Multi. Viewers, i.e., the possibility to have several observers
simultaneously looking at the display while all perceiving a good
quality 3D image.
• The Worn devices, which can be quoted either by using stars, or
by the Not Applicable (N/A) note if the observer does not need to
wear any additional device to get the 3D information. The lower
the number of the stars is, the more annoying it is for the user to
wear the device. If the user needs to wear additional devices, the
stars are an estimation of the handiness, weight and cumbersome-
ness of the device. The handier, the lighter and the less bulky the
device is, the higher the number of stars is.
• IQ, standing for Image Quality. The IQ feature is a quotation of
the image quality taking into account potential scattering of the
light, dispersion of colors, visibility of artefacts (e.g. blurring),
translucency of the objects, and . . .
• Risk, representing the technical feasibility of the specific tech-
nology. The feasibility depends on many aspects, including the
availability of components and the simplicity of the design.
• The Medical Interest, i.e., an estimation of the value that the 3D
technology can bring to the medical market and the degree of
acceptance of the technology by the doctors.
All the aforementioned criteria are rated regarding discussions with sur-
geons and doctors, knowledge of product managers of Barco, literature
study, and own experience gained during visits to conferences and ex-
hibitions.
Both one star and two stars scores in any of the aforementioned cri-
teria make the technology rejected, i.e., discarded (red technologies in
Fig. 2.5) for further investigations. A green technology (e.g. the pat-
terned retarder based solution) is a technology meeting all the criteria at
44 3D technology selection for a medical display
the time the state of the art and the marketing pre-study were carried out.
Green technologies are automatically selected for further investigations,
i.e., optical modeling, understanding of the key parameters, and deter-
mination of their values to match the technical requirements (e.g. con-
trast, luminance, and resolution) of some of the aforementioned medical
markets. An orange technology is a technology for which the risk is fair,
i.e., one of the components was not available at that time and might not
be available within the PhD time frame, but still has a good interest for
medical applications. Both green and orange technologies are selected
for further investigations. Therefore, both the patterned retarder and
the active retarder based stereoscopic solutions are selected for further
study.
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Table 2.5: Table summarizing the selected (green) and rejected (red)
technologies. Technologies in orange are a bit risky technologies but
still under selection consideration.

3
3D display evaluation
3.1 Introduction
The benefit of using 3D over 2D images is the wider access to depth
information. In recent years, several research groups have been experi-
menting with 3D imaging systems for use in MIS and robotic surgery.
They have demonstrated that depth information brings clinical bene-
fits and provides higher accuracy and time efficiency during procedures
such as suturing, as surgeons have more realistic spatial orientation and
a better understanding of distances, positions and connections [7, 8].
Likewise, 3D imaging for diagnostic purposes could further improve
the detection of tumors and lower the false negative rates (missed can-
cers) and the reading time [63]. However, many questions regarding 3D
imaging and displaying technologies remain open, including the effect
of common alterations occurring during the 3D medical image acquisi-
tion stage (the addition of white Gaussian noise and background lumi-
nance alteration) and at the display side (crosstalk, luminance, bright-
ness and contrast reproduction alterations) on the perceived depth and
the perceived image quality which we focus on in this chapter.
Crosstalk is defined as “information from one eye’s view leaking
into the partner eye; it creates binocular or interocular noise which de-
grades stereopsis; crosstalk induces the perception of what some call
ghost images” [64]. The state of the art and the marketing study car-
ried out in Chapter 2 indicate that crosstalk is an important artifact to
quantify and control when designing a 3D medical display. Specifi-
cally, since crosstalk impacts both the image quality and the perceived
depth (i.e. stereopsis), crosstalk has to remain below a certain thresh-
old for a 3D display to be useful at all. Nevertheless, prior to our
study, no study had ever explored neither the crosstalk threshold for
non-disturbing crosstalk nor the crosstalk threshold for non-perceivable
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crosstalk. Therefore, we conducted subjective experiments to evaluate
the relationship between perceived depth and perceived image quality
under crosstalk impairment.
Furthermore, to reduce diagnostic and surgical errors due to poor
image quality, regulatory bodies, such as the FDA in the United States
of America and the European Medicines Agency (EMA) in Europe,
regulate the clearance of both medical displays and medical imaging
devices (e.g. x-ray scanners and magnetic resonance imaging). To be
cleared for the medical, and especially diagnostic, market, a new dis-
play technology has to generate a higher quality of healthcare while at
least keeping the same image quality level (e.g. output luminance and
contrast ratio) as formerly approved displays. Therefore, to get more in-
sights in the relationship between perceived depth and perceived image
quality regarding stereoscopic images, we conducted subjective experi-
ments to assess the effect of luminance and contrast reproduction alter-
ations on a stereoscopic medical image by measuring perceived image
quality and perceived depth separately.
During MIS, a video camera and a light source (typically a LED) for
the illumination are placed within a tube inserted in the body through a
small incision. During the acquisition of the live videos, rays emitted by
the light source can be either reflected or absorbed by tissues resulting
in potentially large changes of the brightness (sometimes, the camera
is even saturating). Since stereoscopic cameras (two cameras per tube)
have been entering the operating rooms in the last few years [7, 8] for
testing and research purposes during MIS, we investigated the effect of
(even large) brightness alteration of stereoscopic images on perceived
depth and perceived image quality.
In addition, in diagnostic imaging applications, especially mam-
mography, 3D imaging technologies, e.g. Digital Breast Tomosynthesis
(DBT) [65] and stereo digital mammography (SDM) [66], have been en-
tering the hospitals in the last few years [65–68] mainly for testing and
research purposes as well. DBT consists of the acquisition of a series of
high-resolution digital x-ray breast images with the x-ray source mov-
ing along a limited arc angle (typical, 11° to 60° [69]). SDM consists
of the acquisition of two x-ray breast images (the stereomammograms)
separated by 4°. There are a lot of concerns about the reduction of ra-
diation dose in radiography, since too high dose exposure increases the
risk of developing radiation-induced cancers. Therefore, DBT images
are acquired with multiple low-doses. SDM is carried out with either
half the typical dose for full field digital mammography (FFDM) per
image or a full dose for one stereomammogram and one tenth of the
full dose for the other stereomammogram [70, 71] (Fig. 3.1). As a con-
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(a) (b)
Figure 3.1: Cropped and zoomed-in (a) left and (b) right stereomam-
mograms. The right stereomammogram is acquired with less radiation
dose than the left stereomammogram. The left and right stereomammo-
grams were acquired with a separation angle of 4°.
sequence, DBT and SDM x-ray breast images include noise, decreasing
the depiction of fine details. Therefore, we also conducted subjective
experiments to assess the effect of the addition of white Gaussian noise
on perceived image quality and perceived depth separately.
Finally, if the dose is reduced for one stereomammogram (i.e. one
view) only, luminance, contrast and noise for this stereomammogram
differ from luminance, contrast and noise for the other stereomammo-
gram. Additionally, regarding stereoscopic cameras in MIS, since light
rays can be more reflected towards one camera than the other, the bright-
ness of the two views can differ. Therefore, we also investigated the
impact of dual- and single-view distortion on the perceived depth and
perceived image quality.
Consequently, we conducted subjective experiments to assess the ef-
fect of crosstalk, luminance, contrast, brightness, and noise alterations,
separately, on perceived image quality and perceived depth for single-
and dual-view distortions when stereoscopically observing 3D images.
The methodology followed to conduct these subjective experiments, as
well as, the analysis of the opinion scores, and the results of the exper-
iments are published in [72] and are repeated in the following sections.
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(a) (b)
Figure 3.2: Reference volume-rendered stereoscopic medical image.
The ROI is depicted by the rectangle. (a) Left view and (b) Right view.
3.2 Method and materials
3.2.1 Stimuli
The reference stimulus, illustrated in Fig. 3.2, is a volume-rendered
stereoscopic image with realistic colors and a complex internal vascu-
lar and bone structure. The reference stereoscopic image includes two
images, which we denote as the reference views. The reference views
include 992x960 pixels. The reference views were extracted from the
online database of Fovia [73]. In addition, the views include a region
of interest (ROI) with multiple vessels of different sizes, thus, multiple
spatial details, and most of these vessels are situated at different depth
planes. The ROI was selected in consultation with surgeons1 to ensure
that 3D viewing of the ROI had an added value for the understanding
of the scene layout (i.e. enables to depict all individual vessels, bones,
arteries, and veins, and to distinguish connectivity in-between all these
elements such that surgical procedures, e.g. cutting and suturing, can
accurately be carried out) compared to 2D viewing. The other stimuli
are impaired versions of the reference stimulus.
1Dr. I. Billiet, Dr. D. Devriendt, and Dr. J. Ceuppens, azgroeninge, Kortrijk,
Belgium
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3.2.2 Impairments
Since we are interested in the effect of common alterations occurring
at the display and the image acquisition stages, we applied crosstalk,
noise, contrast, brightness, and luminance impairments to the reference
stimulus. In addition, since the views can be acquired with different
radiation doses in diagnostic applications, the luminance, the contrast
and the amount of noise of the low-dose view can differ from one view
to the other view. Therefore, the reference stimulus also was altered
by applying either single- or dual-view impairments. A single view
distortion consists of a distortion in either the left or the right view only,
while the other view is kept undistorted. A dual view distortion consists
of alterations in both left and right views symmetrically. For instance, if
the left reference view is filtered with a Gaussian filter whose standard
deviation is 5, the right reference view is also filtered with a Gaussian
filter with standard deviation 5.
3.2.2.1 Crosstalk
Crosstalk luminance is “the amount of luminance from one eye’s view
leaking into the partner eye; some refer to it as unintended luminance”
[64]. With LA the luminance emitted by the left view and reaching the
left eye, LB the luminance emitted by the right view, and k the fraction
of LB that enters the left eye, crosstalk for the left eye is expressed
as, [64],
XL =
kLB
LA
. (3.1)
A non-appropriate design of stereoscopic displays, e.g. alignment
of the patterned retarder with the pixels, is the main cause of crosstalk.
Once the display is designed, the crosstalk profile over viewing angles
and viewing distances can not be altered anymore. Therefore, in this
study, to add and control crosstalk we have to generate crosstalk at the
stereoscopic image stage. To create stereoscopic images with crosstalk,
a new view (the distorted view) is created containing a mixture of the
left and right views. Actually, in the luminance domain, the value of a
pixel in the distorted view (e.g. the left view) is a weighted sum of the
pixel values of the two views (i.e. the left and the right views). Since
the reference image is a red, green, and blue (RGB) image, the same
amount of contribution of the opposing view is applied to each color
separately. For each pixel, the corresponding luminance is retrieved
with the characteristic curves of the RGB color channels of the display.
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Since we assume that
XL =
∑ImageSize
i=1 XL(i)
ImageSize
, (3.2)
we also assume that generating the same crosstalk luminance over pix-
els i (XL(i)) results in a stereoscopic image with this crosstalk, i.e.
XL = XL(i), for all i.
First, to compute k(i) from the actual XL(i), LA(i) and LB(i) are
required. For each pixel of the left and right views we know the digital
driving levels (DDL) of the red (r), green (g), and blue (b) color chan-
nels. Since we measured the characteristic curves of the display for the
RGB channels, we can retrieve the luminance, for instance for the left
view reaching the left eye, LrA, LgA, and LbA for each r, g, and b chan-
nel, respectively, from the DDL. Then, LA(i) and LB(i) are calculated
as,
LA(i) = LrA(i) + LgA(i) + LbA(i), (3.3)
and
LB(i) = LrB(i) + LgB(i) + LbB(i), (3.4)
respectively. Finally, k(i) is computed as
k(i) =
XL(i)LA(i)
LB(i)
. (3.5)
Second, k(i) known, for each color channel and pixel i with a DDL
value, we define the luminance of the distorted left view as:
LL(i) = k(i)LB(i) + LA(i). (3.6)
However, at DDL=0 the display has a black offset L0 (a non-null lumi-
nance). Therefore, to ensure that the black remains black at DLLs=0,
the black offset first has been removed from the red, green, and blue
characteristic curves to compute theLA(i) andLB(i) of equations 3.6, 3.7,
and 3.8. Additionally, the black offset removed from the characteristic
curves, coefficients αr, βg, and γb relating the r, g, and b luminance of
LA and LB to LA(255) and LB(255), respectively, are expressed as,
αr =
LrA(255)
LA(255)
=
LrB(255)
LB(255)
,
βg =
LgA(255)
LA(255)
=
LgB(255)
LB(255)
,
γb =
LbA(255)
LA(255)
=
LbB(255)
LB(255)
,
(3.7)
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with αr + βg + γb = 1.
If for both left and right RGB DDLs=255, then LB(i) = LA(i) =
LMaxDisplay, with LMaxDisplay the highest luminance the display can
emit. Therefore, for DDLs=255, LL(i, 255) can be written as:
LL(i, 255) = k(i)LB(i, 255) + LA(i, 255)
= (1 + k(i))LMaxDisplay
(3.8)
In equation 3.8, for k(i) > 0 LL(i, 255) > LMaxDisplay, while it is
physically impossible. Therefore, we have to rescale and normalize
LL(i) to account for the highest luminance the display can emit. The
luminance of the distorted view now reads
L
′
L(i) =
LL(i)
LL(i, 255)
LMaxDisplay. (3.9)
Finally, the luminance L′rL(i), L
′
gL(i), and L
′
bL(i) for the RGB color
channels, respectively, are retrieved using the coefficients computed in
equation 3.7. Afterwards, L0 is added to L
′
rL(i), L
′
gL(i), and L
′
bL(i),
and, we use the measured red, green, and blue characteristic curves to
find the red, green, and blue DLLs of pixel i of the distorted view.
Since prior to our study, no study had ever explored neither the
crosstalk threshold for non-disturbing crosstalk nor the crosstalk thresh-
old for non-perceivable crosstalk nor the crosstalk threshold for loss
of the 3D effect, we opted for fourteen crosstalk values within a large
range of crosstalk (0 to 0.9). Nevertheless, to ensure finding the two first
aforementioned thresholds (non-disturbing and non-perceivable crosstalk),
we selected seven crosstalk values within the 0 to 0.2 range and five
within the 0 to 0.11 range. Figure 3.3 shows a distorted image with
crosstalk of 0.75, i.e., a contribution of the opposing view of 0.5.
3.2.2.2 White Gaussian noise
White Gaussian noise is a typical artefact of diagnostic images acquired
with low-dose radiation. Therefore, we added White Gaussian noise
with varying standard deviation σ to a reference view to have it dis-
torted. In addition, since white noise prevents an observer from depict-
ing fine details, the signal-to-noise ratio (SNR) has to be equal to at
least 40 for both FFDM and DBT, as required by the FDA [74]. As a
consequence, we opted for standard deviations σ ranging from 0 to 40,
which generate SNRs beyond 35. To illustrate the effect of the addition
of white Gaussian noise on a reference view, an impaired view with
white Gaussian noise with σ = 60 is given in Fig. 3.4.
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(a) (b)
Figure 3.3: (a) Reference left view (b) Impaired left view with a con-
tribution of 0.5 of the opposing (right) view.
(a) (b)
Figure 3.4: (a) Reference left view and (b) Left view impaired by
adding white Gaussian noise with σ = 60.
3.2.2.3 Contrast
The contrast of the reference stimulus was modified by decreasing the
range of DDLs, keeping the mean DDL unaltered, and remapping the
reference DDLs within this new range. Alterations of the range of
DDLs were expressed in percentage of contrast loss. For example, if
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(a) (b)
Figure 3.5: (a) Reference left view and (b) Left view with a contrast
loss of 63%.
the displayed DDLs of the reference view are in the range of 0 to 255,
an impaired view with a contrast loss of 3.92% had pixel DDLs ranging
from 5 to 250. Contrast losses ranging from 0% to 86% were applied to
the reference stimulus. Figure 10 illustrates a distorted left view with a
contrast loss of 63%.
3.2.2.4 Brightness
The brightness of the reference stimulus was modified by shifting the
DDL range, keeping the histogram undistorted, and saturating all the
pixels having a DDL beyond 255 or below 0. Changes in brightness
induced changes in the luminance, which were measured at the center
of the display when a stimulus was displayed. The relative alterations
of the brightness ranged from -42 cd/m2 to +67 cd/m2 compared to the
brightness of the reference view. The relative luminance level of the
default display setting was 0 cd/m2. The absolute luminance level of
the default display setting was 49 cd/m2, measured at the center of the
ROI when the reference stimulus was displayed. Figure 3.6 depicts two
impaired left views with a relative alteration of the brightness of -30.8
cd/m2 and 41.5 cd/m2.
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(a) (b) (c)
Figure 3.6: (a) Distorted left view with a relative alteration of the
brightness of -30.8 cd/m2 (b) Reference left view (c) Distorted left view
with a relative alteration of the brightness of 41.5 cd/m2.
3.2.2.5 Luminance
Alteration of the luminance consisted of dimming the backlight. The lu-
minance output was measured at the center of the display when a stim-
ulus was displayed. In section 2.2.1, chapter 2, we mentioned that the
luminance of the display in 3D viewing mode can be lower than the 2D
luminance (being at least 600 cd/m2), but still remaining higher than
500 cd/m2, when displaying a white image. Therefore, luminance for
2D and 3D viewing mode can differ up to 100 cd/m2. We opted for
large relative luminance changes compared to the reference luminance
(i.e. 49 cd/m2). We selected changes ranging from -35,42 cd/m2 to
0 cd/m2. A single-view distortion could not have been performed for
changes in luminance as the luminance of the backlight could not be
altered for different eyes views.
3.2.3 Equipment
The stereoscopic images were displayed on a Barco 24” full HD (1920
x 1200 pixels) E240H3 surgical display comprising a patterned retarder
spatially multiplexing the left and the right images (see section 2.1.1
and [2]). The screen resolution was 1920 (H) x 1200 (V) pixels with a
pixel pitch of 0.27 mm. The monitor had a maximum luminance (for
a white image) of 300 cd/m2 and a contrast ratio of 1000:1. Finally,
observers wore passive polarized glasses to separate the left and right
images and to provide them to the appropriate eye.
Observers were seated at a viewing distance of 1000 mm to com-
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(a) (b)
Figure 3.7: Test volume-rendered stereoscopic medical images [73].
(a) Left view and (b) Right view.
ply with surgeons’ typical viewing distances (section 2.2.6, chapter 2).
Crosstalk was measured, as described in [64], for viewing distances
ranging from 970 mm to 1070 mm and for ± 50 mm vertical displace-
ments (parallel to the display plane) compared to the center of the dis-
play. The mean crosstalk was of 0.0061. The mean luminance of the
default display setting is 49 cd/m2 (i.e. 40.2 cd/m2 if seen through the
glasses), measured at the center of the ROI when the reference stimulus
was displayed.
3.2.4 Observers
To properly select the observers, a test assessing their ability to correctly
perceive the stereo effect was performed. The observers had to answer
questions about the scene layout (e.g. relative positions and distances
between objects) of the test stimulus illustrated in Fig. 3.7. From this
test, 8 observers (7 males and 1 female), known to have a minimum
visual acuity of 20:25 and without any color vision deficiency, were
selected and participated in the experiment. The ages ranged from 25 to
34 years old with an average age of 30 years.
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Figure 3.8: Five-grade scale as described in the DSCQS method [75].
Scores of Excellent, Good, Fair, Poor or Bad can be given. For each pre-
sented pair of stereoscopic images (P1, P2) the observers had to provide
two opinion scores to assess both perceived image quality and perceived
depth.
3.2.5 Protocol
To assess the impact of different types of impairments on perceived im-
age quality and perceived depth on the volume-rendered stereoscopic
medical image illustrated in Fig. 3.2, we conducted subjective tests fol-
lowing the Double Stimulus Continuous Quality-Scale (DSCQS) method
described in the International Telecommunication Union (ITU) recom-
mendation ITU-R BT.500-11 [75] using a five-point scale. The DSQCS
method consists of presenting several pairs of stimuli to the observers,
each stimulus being a stereoscopic image. One stimulus is the refer-
ence stimulus, and the other one is a distorted version of the reference
stimulus. Reference and impaired stimuli were displayed one at a time,
in a random order. For each stimuli-pair, observers could freely alter-
nate between the two stimuli (P1 and P2, see Fig. 3.8) until they es-
tablished their opinion of each. Observers knew that one stimulus was
the reference stimulus, without knowing which one of the two stimuli
it was. Observers were asked to assess both perceived image quality
and perceived depth of both stimuli separately along a five-grade scale
(excellent, good, fair, poor, and bad), illustrated in Fig. 3.8.
The protocol was partly designed in consultation with surgeons2.
2Dr. I. Billiet, Dr. D. Devriendt, and Dr. J. Ceuppens, azgroeninge, Kortrijk,
Belgium.
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Therefore, for each stimulus (each stereoscopic image), when assessing
perceived depth, first, observers were guided to concentrate on the rel-
ative positions and connectivity of first the vessels, the bones, the veins
and the arteries of the ROI. Second, imagine the ROI is divided into
four equal zones, observers had to concentrate on the relative positions
and connectivity of the vessels contained in the top right zone of the
ROI. A score of “Excellent” meant that observers had no difficulty in
understanding the scene layout of any zone of the ROI, while “Bad”
meant that they were not able to differentiate relative positions of the
different vessels, bones, and arteries anymore in any zone of the ROI.
To evaluate perceived image quality, the observers were asked to focus
on sharpness, color and the ability to identify and name the different
elements (bones, vessels, veins and arteries) contained in the ROI.
The presentation order of the impairments was randomized across
the types and degrees of distortions. The subjective experiment was
divided into six sessions to cover all types and levels of impairments
and to limit the duration of the sessions. Before each session, observers
were instructed about the purpose of the experiment and the five-grade
scale. At the beginning of each session, five stimuli-pairs were pre-
sented to the observers as training (trial phase), and were not used in
the analysis. Each session lasted about 25 minutes including the trial
phase. As observers were aware that there was a reference stimulus,
they always recognized it, gave it the best score and used it to establish
their score for the distorted stimulus.
3.2.6 Analysis
At the end of the subjective experiments a number was attributed to
each grade of the five-grade scale as described in [75]. We assigned a
score of 5 to the “Excellent” grade, 4 to the “Good” level, 3 to the “Fair”
mark, 2 to the “Poor” grade, and, 1 to the “Bad” level.
Afterwards, we performed the screening of the observer results to
check the coherence of the scores of an observer compared to the scores
provided by the other observers for both perceived image quality and
perceived depth separately. We carried out this inconsistency (screen-
ing) testing per observer o following the method recommended in ITU-
R BT.500-11 [75] to know if an observer o must be eliminated and the
associated scores not taken into account for the interpretation of the re-
sults of the subjective experiment. As specified in [75], for each test
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presentation, we have to compute the kurtosis coefficient β2jkr, first, as
β2jkr =
m4
(m2)2
(3.10)
with
mx =
∑N
o=1(uojkr − u¯jkr)x
N
. (3.11)
In equation 3.11, u¯jkr is the mean score of the observers and uojkr is
the score of observer o, for test condition j, image k, and repetition r.
N is the number of observers. Second, for each test presentation jkr
and each observer o, we have to compare uojkr to the mean value u¯jkr
plus the standard deviation Sjkr times two, or,
√
20, depending on the
computed kurtosis coefficient β2jkr, and, to the mean value u¯jkr minus
the standard deviation Sjkr times two or
√
20. Depending on the results
of the comparisons, two counters, Po and Qo, are incremented, i.e.,
for o,j,k,r = 1,1,1,1 to N ,J ,K,R
if 2 ≤ β2jkr ≤ 4, then,
if uojkr ≥ u¯jkr + 2Sjkr then Po = Po + 1
if uojkr ≤ u¯jkr − 2Sjkr then Qo = Qo + 1
else,
if uojkr ≥ u¯jkr +
√
20Sjkr then Po = Po + 1
if uojkr ≤ u¯jkr −
√
20Sjkr then Qo = Qo + 1.
J, K, and R are the number of test conditions including the reference,
the number of test images, and the number of repetitions, respectively.
Finally, as specified by the ITU Radiocommunication assembly in ITU-
R BT.500-11 [75], if Po+Qo
JKR
> 0.05 and
∣∣∣Po−QoPo+Qo ∣∣∣ < 0.3 then the observer
o must be eliminated. Regarding the aforementioned screening test, for
both perceived image quality and perceived depth, none of the partici-
pants was determined to be an inconsistent observer.
Furthermore, we investigated the distribution of the observations for
each level and type of impairments for perceived depth and perceived
image quality separately, to know whether we should compute mean
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opinion scores (normal distribution) or median opinion scores (non-
normal distribution). Therefore, we plotted QQ-plots and looked for
outlier opinion scores. We performed the outlier scores identification
procedure using the outlier labelling rule, or 1.5 x IQR rule [76], intro-
duced by Tukey [77], known as a simple outlier identification rule for
univariate datasets [78]. This rule consists of considering a score as an
“out” value, or mild outlier, if it is 1.5 times outside the interquartile
range (defined as the distance between the first and third quartiles). A
score is defined as a “far out” or extreme, outlier if it is beyond 3 times
the interquartile range. Both “out” and “far out” scores were considered
as outliers. Computed QQ-plots and the few scores detected as outliers
suggested that the observations were not normally distributed,. There-
fore, we calculated the medians and the first and third quartiles for all
levels and types of impairments, and for dual- and single-view distor-
tions separately. The medians and first and third quartiles were plotted
as function of the different levels of impairment, for each category, to
qualitatively assess the responses for the different conditions and for
dual- and single- view distortions separately.
Finally, we performed a non-parametric Friedman statistical test
[79] to assess whether perceived image quality medians for dual-view
distortions are equal to perceived image quality medians for single-view
distortions. The Friedman test was performed for all individual levels
of distortions and for all impairments separately. The null hypothesis
was H0: perceived image quality single-view distortion medians were
equal to perceived image quality dual-view distortion medians. The al-
ternative hypothesis was Ha: perceived image quality dual-view distor-
tion medians were different from perceived image quality single-view
distortion medians. The significance level was set to p=0.05. A simi-
lar Friedman test was carried out to investigate the statistical difference
between perceived depth dual-view distortion medians and perceived
depth single-view distortion medians.
3.3 Results
Results of the subjective experiments for each type of impairment (crosstalk,
white gaussian noise, contrast reproduction, luminance of the back-
ground, and luminance of the display) are given in the following para-
graphs.
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3.3.1 Crosstalk
Perceived depth is very robust to crosstalk rates up to 0.11 as, for both
dual- and single-view distortions, medians are equal to 5 (illustrated
in Fig. 3.9). Furthermore, computed medians indicate that perceived
depth is almost not altered (score 4.5 for dual-view distortion and score
5 for single-view distortion) for a crosstalk rate of 0.15. Additionally,
for crosstalk rates from 0.02 to 0.26, and for a crosstalk rate of 0.9, no
statistically significant difference is suggested by Friedman tests (p ≥
0.05) between dual- and single-view distortion medians. For crosstalk
rates from 0.3 to 0.75, considering results obtained from significance
testing, scores illustrated in Fig. 3.9 indicate that perceived depth is less
sensitive to the addition of crosstalk for single-view distortion compared
to dual-view distortion. If crosstalk rates below 0.11 would be consid-
ered, both for single- and dual-view distortions, perceived depth would
very likely be unaltered.
Quick fall-offs of the perceived image quality median scores can
be noticed for both dual- and single-view crosstalk distortions, as illus-
trated in Fig. 3.9. Indeed, perceived image quality medians are lower
than 5 from 0.02 of crosstalk and a score 4, and less, from 0.15 of
crosstalk. In addition, for rates equal to 0.15 and rates from 0.26 to
0.68, single-view distortion medians present a significant difference (p
≤ 0.05) compared to dual-view distortion medians. Therefore, for the
aforementioned crosstalk rates, computed medians and results of the
Friedman tests suggest that perceived image quality scores are worse
for dual-view compared to single-view distortions. According to these
observations, one good view could compensate for crosstalk rates above
0.15 in the other view.
In conclusion, crosstalk up to 0.11 appears to be acceptable for
both perceived image quality and perceived depth (i.e. at least “good”
scores). Nevertheless, to ensure that crosstalk is not perceivable by an
observer (i.e. having “excellent” scores for both perceived image qual-
ity and perceived depth), displays generating crosstalk up to 0.02 within
the region where doctors are used to work have to be designed.
Finally, in 2014, Wang et al. [80] also investigated the acceptability of
crosstalk, but using stereoscopic projection systems. The authors found
that, from about 0.03, crosstalk started to be perceived, and from about
0.1, crosstalk became annoying. Results provided by Wang et al. are
consistent with the results of our experiment.
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Figure 3.9: Medians and 1st and 3rd quartiles of the scores of the exper-
iments performed for both single- and dual-view distortions, regarding
the addition of crosstalk. Computed medians and quartiles of the per-
ceived image quality (IQ) and of the perceived depth (PD) are shown
on the same graph. A score of 5 corresponds to an “Excellent” median
opinion score, a score of 1 corresponds to a “Poor” median opinion
score.
3.3.2 White Gaussian noise
Perceived depth appears insensitive (scores of 5) to noise distortions un-
til standard deviation σ = 20 (SNR=136), for both dual- and single-view
distortions, as illustrated in Fig. 3.10. Additionally, for all the levels of
white Gaussian noise, the null hypothesis is never rejected, indicating
that we cannot conclude that dual-view distortion is significantly dif-
ferent from single-view distortion. Thus, whatever the amount of added
white Gaussian noise, an undistorted view would not be able to compen-
sate for alterations applied to the other view. Perceived image quality is
sensitive to white Gaussian noise impairment.
Indeed, for both dual- and single-view distortions when white Gaussian
noise is added to the reference stimulus, perceived image quality medi-
ans are equal to 4 from a standard deviation σ = 10 (SNR=863) and a
score 3, and less, from σ = 25 (SNR=83), as illustrated in Fig. 3.10. In
addition, significance testing reveals that single-view distortion medians
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Figure 3.10: Medians and 1st and 3rd quartiles of the scores of the ex-
periments performed for both single- and dual-view distortions, regard-
ing the addition of Gaussian noise. Computed medians and quartiles
of the perceived image quality (IQ) and of the perceived depth (PD)
are shown on the same graph. A score of 5 corresponds to an “Excel-
lent” median opinion score, a score of 1 corresponds to a “Poor” median
opinion score.
for Gaussian noise with σ = 17 (SNR=203) is significantly different (p
≤ 0.05) from medians when dual-view distortions were applied. How-
ever, for all the other levels, results do not provide sufficient evidence to
conclude that medians are significantly different. These results indicate
that it would be unlikely for an unaltered view to counteract distortions
applied to the second view.
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Figure 3.11: Medians and 1st and 3rd quartiles of the scores of the
experiments performed for both single- and dual-view distortions, re-
garding alteration of the contrast reproduction. Computed medians and
quartiles of the perceived image quality (IQ) and of the perceived depth
(PD) are shown on the same graph. A score of 5 corresponds to an
“Excellent” median opinion score, a score of 1 corresponds to a “Poor”
median opinion score.
3.3.3 Contrast
For both single- and dual-view distortions, scores depicted in Fig. 3.11
indicate that perceived depth is very robust to contrast alterations. In-
deed, perceived depth remains almost equal to a score of 5 for contrast
losses below 47.6%. Furthermore, no statistically significant difference
between medians of dual- and single-view distortions is pointed out by
Friedman tests for any of the contrast losses (p > 0.05).
Tendencies of the computed medians illustrated in Fig. 3.11 implied
that perceived image quality is insensitive to contrast loss below 10%,
but degraded (equal to or below a 4 score) from a contrast loss of 15%
for dual-view distortions and from a loss of 31.6% when single-view
distortions are considered. Furthermore, except for a loss of 63%, no
sufficient evidence is provided by significance testing to conclude that
dual- and single-view distortions medians are significantly different.
Therefore, for both perceived image quality and perceived depth, the
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Figure 3.12: Medians and 1st and 3rd quartiles of the scores of the ex-
periments performed for both single- and dual-view distortions, regard-
ing background luminance alteration. Computed medians and quartiles
of the perceived image quality (IQ) and of the perceived depth (PD)
are shown on the same graph. A score of 5 corresponds to an “Excel-
lent” median opinion score, a score of 1 corresponds to a “Poor” median
opinion score.
aforementioned results suggest that a good view would be unlikely to
compensate for losses in contrast reproduction applied to the second
view.
3.3.4 Background luminance
Medians computed for the background luminance impairment suggest
that, for both dual- and single-view distortions, perceived depth is in-
sensitive (scores of 5) to luminance alterations between -21.8 cd/m2 and
+27.5 cd/m2 (see Fig. 3.12). In addition, except for a luminance change
of -45.2 cd/m2, results of significance testing do not present enough
evidence (p ≥ 0.05) to assume that medians obtained for single-view
distortions are different from medians for dual-view distortions.
Perceived image quality is quickly degraded by background lumi-
nance alterations for both dual- and single-view distortions, as illus-
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trated in Fig. 3.12. Indeed, medians come to be lower or equal to a
score of 4 for luminance changes below -13 cd/m2 and beyond +23
cd/m2. Furthermore, only for luminance changes below -30.8 cd/m2,
single-view distortion medians are significantly different compared to
the dual-view distortion medians. Otherwise, no significant difference
is suggested by the results of the Friedman tests.
From the aforementioned observations, for both perceived image
quality and perceived depth, and for most levels of background lumi-
nance impairment, an undistorted view could not counterbalance degra-
dations in the other view. Only for large alterations could the good view
slightly compensate distortions in the other view, but scores would un-
likely be higher than 3.
3.3.5 Display luminance
As depicted in Fig. 3.13, perceived depth is not altered by modifications
of the luminance of the backlight for the whole range of luminance alter-
ations considered during this study. In contrast, perceived image quality
is insensitive to a decrease of the luminance of 6 cd/m2 (by 12%), but is
degraded and reaches a score of 4 from a decrease of 14 cd/m2 (by 28%)
of the luminance of the backlight. Then, from a luminance change of
-27 cd/m2 medians are not higher than a score of 3.
3.4 Conclusion
Both image acquisition devices and displays can alter the quality of a
medical image viewed by an observer. At the image acquisition stage,
alteration of the image quality is mainly caused by background lumi-
nance changes and the presence of artefacts in the image, i.e., alterations
of the image content, such as noise. At the display side the quality of
the image depends on the design of the monitor (e.g. the number of
light sources in the backlight, the emittance angle and the efficiency
of these light sources, the type of liquid crystals, and the optical films
placed between the backlight and the liquid crystal cells). For instance,
the luminance output, contrast, crosstalk, and resolution of the display
are important attributes that have to be optimized when designing the
display to exhibit optimal image quality. Therefore, we altered the ref-
erence stimulus by applying either single- or dual-view white Gaussian
noise addition, display luminance manipulation, background luminance
alteration, crosstalk addition, and contrast reproduction modification.
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Figure 3.13: Medians and 1st and 3rd quartiles of the scores of the ex-
periments performed for dual-view distortions, regarding the dimming
of the backlight. Computed medians and quartiles of the perceived
image quality (IQ) and of the perceived depth (PD) are shown on the
same graph. A score of 5 corresponds to an “Excellent” median opin-
ion score, a score of 1 corresponds to a “Poor” median opinion score.
We performed subjective experiments with eight observers looking
at volume-rendered stereoscopic medical images shown on a stereo-
scopic polarized display. Results indicate that perceived image quality
and perceived depth do not react equally to identical impairments, and
both depend on whether dual- or single-view distortions were applied.
Indeed, medians and first and third quartiles computed for all types and
levels of impairments show that perceived depth is very robust to distor-
tions not modifying the image content such as display luminance, con-
trast, and background luminance alterations. Additionally, perceived
depth even appears insensitive to noise distortions until standard devia-
tion σ=20 (SNR=136) and crosstalk rates of 0.11. In contrast, perceived
image quality appears to be sensitive to all distortions, whether the im-
age content is altered or not.
Furthermore, taking into account results of the Friedman tests, ten-
dencies of computed medians suggest that large crosstalk rates (0.3 to
0.68) degrades both perceived image quality and perceived depth faster
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for dual- than for single-view distortions. Thus, one good view can
compensate for degradations in the other view, when the aforemen-
tioned levels of alterations would be considered. However, no statis-
tically significant differences between single- and dual-view are high-
lighted for most levels of background luminance, contrast and noise
distortions. Therefore, for both perceived depth and perceived image
quality one good view cannot compensate for the other.
The main novelty of our study is the experimental evaluation of per-
ceived depth and perceived image quality for common alterations oc-
curring at the image acquisition stage and at the display side, which has
not been reported in the literature so far. Since we have demonstrated
that crosstalk is disturbing from 0.11, but not perceivable up to 0.02,
stereoscopic displays including a patterned retarder have to be designed
in such a way to ensure that displays generate crosstalk smaller than
0.11, and even smaller than 0.02, within the viewing distance range and
viewing angle range where doctors are used to work. Furthermore, the
display design should not generate contrast loss beyond 10%. Finally,
we have demonstrated that a luminance decrease by 12% to 20% of the
luminance of the backlight is unlikely to alter the perceived depth and
the perceived image quality. Therefore, a display with a luminance of
600 cd/m2 in 2D viewing mode should not exhibit a luminance smaller
than 480 cd/m2 to 530 cd/m2s in 3D viewing mode.

4
Technology study
The past years, efforts have been devoted to the development of dis-
plays providing a three-dimensional (3D) image to the observers [1].
The most widespread 3D-displays include technologies utilizing binoc-
ular disparity to generate depth in a scene. Amongst them, autostereo-
scopic and stereoscopic technologies exist. Autostereoscopic displays
do not require the observer to wear glasses, but increase of the viewing
angle is at the expense of the image resolution. Stereoscopic displays
have good viewing angle and allow for multiple observers. Patterned
retarder technology is a widespread technology in stereoscopic displays
for the consumer market. Especially, LG and Samsung are known to
sell stereoscopic displays including a patterned retarder. An advantage
of 3D-displays including a patterned retarder are the lightweight pas-
sive glasses. A typical patterned retarder based stereoscopic display is
illustrated in Fig. 4.1. Pixels emit linearly polarized light (rays) which
becomes either left- or right-handed circularly polarized depending on
the row of the patterned retarder. To generate binocular disparity the
odd rows of pixels are allocated to e.g. the left eye image and the even
rows to the right eye image.
3D is also attracting the attention of the medical market for more
than 20 years [2–6]. For both MIS [7–9] and mammography [10–12]
medical applications, studies have demonstrated the added value of 3D
stereoscopic images over 2D images. Nevertheless, even if a few stereo-
scopic displays (mainly stereoscopic displays including patterned re-
tarders [2, 3]) are entering the hospitals for MIS applications, no 3D
display has ever broken through for very demanding medical markets
(e.g. mammography).
Existing medically approved 2D displays exhibit very good image
quality, and, the quality of the reproduction of the depth information
and of the image quality of stereoscopic displays is mostly related to
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Figure 4.1: Schematic of the stereoscopic LC display (LCD1 in sec-
tion 4.1.7) including a patterned retarder and black absorbers.
crosstalk. The main cause of crosstalk in such systems is the distance
between the patterned retarder and the pixel plane. In fact, since pixels
do not emit collimated light, the larger the distance between the pat-
terned retarder and the display, the more rays emitted by rows of pixels
intended for retarder stripe A will reach retarder stripe B. Since the
display market (both consumer [81, 82] and medical [83]) is moving
to displays with higher resolution, such as 4K, and more recently 8K,
displays, it is of prime importance to adjust the distance between the
patterned retarder and the pixels. Without a proper adjustment of this
distance patterned retarder stereoscopic displays will not have such a
large vertical viewing angle anymore. A few studies [84–86] have been
dedicated to the calculation of crosstalk for patterned retarder based
3D-displays. In [86] guidelines are given for designing the patterned
retarder for a given 2D-display. In [84] and [85] a measure for the
crosstalk is obtained using a simplified pixel geometry only. Our aim
was to develop a more accurate simulation model using ray-tracing. Be-
sides a more accurate pixel geometry it is then easy to take into account
Fresnel reflections, the wavelength dependence of the refractive indices,
as well as a more realistic model for the human eye. Therefore, we de-
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veloped a simulation platform including all the relevant components of
a display, i.e. the precise pixel structure (shape of the subpixels and
the black matrix, the emission profile and emission spectrum), and the
geometry and optical properties of the patterned retarder. With this plat-
form we predict both polarization, radiance, and crosstalk profiles over
viewing angles, and over wavelengths. Furthermore, in section 2.2, we
explain that doctors work within dedicated ranges of viewing distances
and viewing angles depending on the medical application. For instance,
doctors work at viewing distance ranging from 30 cm to 60 cm from a
mammography workstation and require viewing angles of at least±40°.
Surgeons operate at viewing distances of 1 m to 2 m from their display.
Therefore, we also assess crosstalk over viewing distance, and thus pre-
dict the minimum required viewing distance. Finally, both the field of
view of the human eye [87] and the diameter of the pupil [88] are ac-
counted for to measure crosstalk.
Furthermore, as stated in section 2.3, established technologies with
a very good 3D effect but still comprising many challenges to meet
requirements of medical markets, such as stereoscopic time sequential
technologies requiring high resolution fast panels, are preferred over too
riskier technologies. Therefore, we also opted for the active retarder so-
lution for further investigation. As a consequence, we ordered an active
retarder and measured polarization and crosstalk over viewing angles
for its two polarization states. We also created a model of the active
retarder. Finally, to know which technology could meet requirements
of the medical markets, we compared crosstalk measured over viewing
angles for the active retarder to the crosstalk assessed for the patterned
retarder.
Section 4.1 depicts the different modeled elements included into the
simulation platform, as well as, the tunable parameters. Results of the
validation of the simulation platform are given in section 4.1.8. Sec-
tion 4.1.9 discusses the potential of the simulation platform and the cur-
rent technical limitations to the manufacturing of stereoscopic polarized
diagnostic displays. Results of measurements performed for an active
retarder, as well as, details of the active retarder model are given in sec-
tion 4.2. Finally, the feasibility of 3D diagnostic displays with patterned
retarder and active retarder technologies are discussed in section 4.3.
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Figure 4.2: Polarization of the light travelling through a twisted ne-
matic (TN) LC cell. The electrodes generate an electric field E chang-
ing the orientation of the LC molecules to alter the polarization given
by the back polarizer.
4.1 Patterned retarder based stereoscopic dis-
play simulation modeling
4.1.1 Introduction
As illustrated in Fig. 4.2, due to the optical properties of liquid crys-
tals (LC) [89] and to the fact that LC cells are sandwiched between two
crossed polarizers [90], light emitted by the LC panel is linearly (either
horizontally or vertically) polarized. To generate a stereoscopic display
a patterned retarder is mounted on the LC panel (Fig. 2.2). Therefore,
the polarization state of the output light is spatially altered depending on
the actual rows of pixels and the polarization state of the glasses worn
by the observer. The patterned retarder consists of two quarter wave
plates with the axis oriented at 45◦ or 135◦, measured w.r.t. the axis of
polarization of the LC panel. Thus, left and right handed circular polar-
izations are generated for the odd and even rows of pixels, respectively.
To ensure that the stereo images have a different polarization state, the
left view is displayed on the odd rows of pixels while the right view
is shown on the even rows of pixels. Finally, the worn spectacles con-
tain left and right handed circular polarizers separating the two stereo
images and sending them to the appropriate eye.
We developed a simulation platform to predict the radiance, the po-
larization, and the crosstalk behavior over viewing angles, and, over
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wavelengths, of a stereoscopic display including a patterned retarder.
Since the geometry of the problem is complex (we have to find out
which ray goes where depending on many parameters), we find ray-
tracing as being the perfect solution for our simulation framework. There-
fore, we modeled most objects separately from the others and include
them into the ray-tracing software used. As illustrated in Fig. 4.1, the
stereoscopic display can be decomposed into two main parts: (1) the
2D-display (i.e. the backlight, the back polarizer, the back glass, the
TFT matrix, the LCs, the color filters, the front glass and the front polar-
izer), and (2) the patterned retarder. Additionally, black absorbers can
be added on top of the patterned retarder to increase the vertical view-
ing angle. The pixels of the 2D-display and the patterned retarder are
separated by the front glass, the front polarizer, and the optical bonding.
In the simulation platform, illustrated in Fig. 4.3, the distance be-
tween the patterned retarder and the pixels is defined as
d3D = tfrontglass + tfrontpolarizer + tbonding, (4.1)
with tfrontglass, tfrontpolarizer, and tbonding the thicknesses of the front glass,
the front polarizer, and the optical bonding, respectively. This simula-
tion platform includes:
• The 2D-display (everything to the left of the front glass in Fig. 4.1)
is modeled as a pixel plane with a pixel shape and an emission
pattern over viewing angles (1. and 2. in Fig. 4.3). Therefore, the
real structure (standard or COA) does not make a difference then.
• A single isotropic medium (3. in Fig. 4.3) embedding all the ele-
ments (the pixel plane, the front polarizer, the front glass, the pat-
terned retarder, the optical bounding, the black absorbers) since
we assume they all have the same refractive index n = 1.5.
• The front polarizer and the patterned retarder (4. and 6. in Fig. 4.3),
which are treated as planes since their thicknesses are accounted
for in d3D.
• The black absorbers, which can be present or not (7. in Fig. 4.3).
The simulation platform was developed with the optical design soft-
ware Zemax. The models of the components were inserted mostly as
Dynamic Link Libraries (DLL). All simulations described in this chap-
ter were run with one million rays in the non-sequential mode (i.e. rays
can be split and scattered by the optical components).
In what follows we discuss these elements in more detail.
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Figure 4.3: Schematic view of the simulation platform. d3D is the dis-
tance between the patterned retarder and the pixel plane.
4.1.2 2D panel
In the simulation platform the 2D LC panel is made of pixels (sec-
tion 4.1.2.1) emitting light with a dedicated profile over viewing angles,
and, of an O-type front polarizer (section 4.1.2.2) with a tunable ori-
entation of the polarization axis. Therefore, the type of LC mode (e.g
twisted nematic (TN) and in-plane switching (IPS)) of the 2D panel and
the lC cells orientation are not directly simulated.
The light distribution over angles emitted by the 2D panel is measured
while displaying a uniform patch. Measurements of the different light
profiles were carried out using either the EZContrastXL88MS multi-
spectral device, or, the EZContrast160D system, or, the Microvision
SS220 goniometer (section 4.1.6).
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(a) (b)
Figure 4.4: Examples of the pixel structure of two different displays,
(a) a pixel composed of three subpixels and a fill factor of 35% (LCD1
in Secs 4.1.7 and 4.1.8), and (b) a pixel made of three subpixels and a
fill factor of 65% (LCD2 in Secs 4.1.7 and 4.1.8).
4.1.2.1 Pixel structure
The more rays are emitted from the border of, e.g., the odd rows of
pixels, the more rays are likely to reach the even rows of the patterned
retarder. Therefore, crosstalk as well as the radiance of the display are
expected to vary in function of the pixel structure. As a consequence,
the precise structure of the subpixels is taken into account. In fact, de-
pending on the selected 2D LC panel, the pixel structure (i.e. the shape
of the emitting surface) varies, as illustrated in Fig. 4.4.
The pixel structure is modeled by using data either provided by the
LC panel manufacturer or has been measured with a microscope with
a 10x objective lens. The light distribution over angles emitted by the
2D panel has been measured while displaying a uniform patch. Mea-
surements of the different light profiles were carried out using either an
EZContrastXL88MS multispectral device, or an EZContrast160D sys-
tem, or a Microvision SS220 goniometer. Afterwards, the light profiles
measured in air were corrected, using the Fresnel equations [91], to
generate the profiles as if measured in glass.
4.1.2.2 Polarizer model
The front polarizer is modeled as a uniaxial anisotropic medium using
the extended Jones matrix method (EJM) (i.e. a 2 x 2 matrix method) in
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the small birefringence approximation (i.e. no multiple reflections) as
proposed by Yeh in [92]. The principal indices are written as:
no − iκo
ne − iκe
(4.2)
where no, ne, κo, and, κe are the ordinary and extraordinary refractive
indices and extinction coefficients, respectively. The propagation ma-
trix P is given by:
P =
(
e−ikozd 0
0 e−ikezd
)
. (4.3)
where d represents the thickness of the birefringent plate while koz and
kez are the z components of the wave vectors of the ordinary and extraor-
dinary waves, respectively. Also, the polarizer was assumed to be of O-
type, i.e., only ordinary waves are transmitted: κo = 0, 0 < κe << 1,
and the thickness d is chosen such that 2piκed
λ
>> 1.
Consequently, |exp(−ikozd)| = 1, |exp(−ikezd)| ' 0, and, the propa-
gation matrix P , defined in equation 4.3, becomes:
P =
(
1 0
0 0
)
. (4.4)
Finally, the transfer matrix M relating the transmitted wave amplitudes
to the incident wave amplitudes can be written as:
M = DoutPDin (4.5)
whereDout andDin are the output and input dynamical matrices [92,93]
representing the transmission and the reflection characteristics of each
side of the interface, respectively. Dout and Din are given by
Dout =
(
tos tes
top tep
)
and Din =
(
tso tpo
tse tpe
)
. (4.6)
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In the small birefringence approximation, the transmission coefficients
can be expressed as [92]:
tos = oˆ · sˆ t′s
tes = eˆ · sˆ t′s
top = oˆ · pˆo t′p
tep = eˆ · pˆo t′p
tso = sˆ · oˆ ts
tse = sˆ · eˆ ts
tpo = pˆo · oˆ tp
tpe = pˆo · eˆ tp,
(4.7)
where oˆ, eˆ and pˆo are an ordinary unit polarization vector, an extraordi-
nary unit polarization vector and a unit vector perpendicular to both a
vector sˆ perpendicular to the plane of incidence and the ordinary wave
vector ko. oˆ, eˆ and pˆo are expressed as:
oˆ =
cˆ× ko
|cˆ× ko| , (4.8)
eˆ =
ko × oˆ
|ko × oˆ| , (4.9)
and,
pˆo =
ko × sˆ
|ko × sˆ| , (4.10)
with cˆ the unit vector of the optical axis, as depicted in Fig. 4.5. t′s,
t′p, ts and tp are the Fresnel transmission coefficients for the s and p
waves [94] respectively leaving and entering the birefringent material.
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Figure 4.5: (x,y,z) coordinate system and (a,b,c) principal coordinate
system with c the optical axis.
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In the small birefringence approximation these coefficients can be
written as:
t′s =
2no cos θo
no cos θo + nout cos θout
t′p =
2no cos θo
nout cos θo + no cos θout
ts =
2nin cos θin
no cos θo + nin cos θin
tp =
2nin cos θin
nin cos θo + no cos θin
,
(4.11)
with nout the refractive index of the isotropic medium at the exit of
the birefringent medium, and nin the refractive index of the isotropic
medium at the entrance of the birefringent medium, θin the incident
angle, θo the refraction angle in the birefringent medium and θout the
refraction angle in the isotropic medium at the exit of the birefringent
layer.
To verify the correctness of the polarizer model included in the sim-
ulation platform, a few simulations were carried out and compared with
experimental data published in [92] and [95], which are based on the
same model. Figure 4.6 depicts the transmission of the light through
two crossed polarizers as published by Yeh in [92] and the results of
the simulation using the aforementioned model of the polarizer. Over
the five φ angles considered, the Root-Mean-Square Error (RMSE,
equation 4.12) between our simulated transmission Tsimulated and the
transmission calculated in [92] Tcalculated equals 6.77 x 10-4.
RMSE =
√∑n
i=1(Tsimulated,i − Tcalculated,i)2
n
(4.12)
Figure 4.7 shows the transmission of the light over polar angles as
returned by our simulation and the measured data reported in [95], re-
spectively. Qualitatively, the two polar plots look similar.
In conclusion, the model of the O-type polarizer included into the
simulation platform was designed using the EJM method under the
small birefringence approximation as described by Yeh in [92]. Com-
parisons to experimental data obtained with the same O-type polarizer
model indicate that our model behaves as expected. In the simulation
platform, the ordinary index of refraction of the polarizer was set to
no=1.5.
82 Technology study
4.1.3 Patterned retarder
The retarder has also been modeled following the EJM method under
the assumption of small birefringence [92, 96]. Therefore, Eqs. 4.2,
Figure 4.6: Measured and calculated transmittance for two crossed po-
larizers. Dotted lines were generated by the simulation platform. Solid
lines were extracted from [92].
Figure 4.7: Polar plots of the measured transmittance for one polarizer
from (a) the simulation platform and (b) [95]. In (b), contour lines are
between 0.20 and 0.45.
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4.3, 4.5, 4.6, 4.7, 4.8, 4.9, 4.10, and 4.11 still hold. To compute the
transfer matrix from the propagation matrix defined in equation 4.3 the z
components of the ordinary and extraordinary wave vectors are required
and can be written respectively as:
koz =
√
(
2pi
λ
no)2 − α2 − β2 (4.13)
and
kez =
v2 +
√
v2 − 4uw
2u
, (4.14)
with,
u =
sin2(θc)
n2e
+
cos2(θc)
n2o
v = kd sin(2θc)
(
1
n2e
− 1
n2o
)
w =
k2d cos
2(θc) + k
2
eb
n2e
+
k2d sin
2(θc)
n2o
−
(
2pi
λ
)2 (4.15)
and,
kd = α cos(φc) + β sin(φc). (4.16)
In equations 4.13 and 4.15, α and β are the tangential components of
the incident kin, the reflected kr, and the transmitted kt wave vectors
since the continuity condition at boundaries imposes that:
kin,x = kr,x = kt,x = α (4.17)
and,
kin,y = kr,y = kt,y = β. (4.18)
As illustrated in Fig. 4.5, φc is the angle between the x direction and the
projection of the optical axis on the (x,y) plane, while θc is the angle
between the optical axis and the z direction. Finally, keb is the extraor-
dinary wave vector component along the b principal axis (see Fig. 4.5)
given as:
keb = −α sin(φc) + β cos(φc). (4.19)
Two retarders overlaying the odd and even pixel rows respectively
are included into the simulation platform. One of the retarders has a po-
larization axis making an angle φc of 45° (see Fig. 4.5) with the x direc-
tion, while φc = 135◦ for the other retarder. For both retarders, θc=90°.
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The pitch of the patterned retarder, as well as the optical properties of
the retarders, i.e. the thickness, the birefringence and the ordinary re-
fractive index, were obtained from the manufacturer of the patterned
retarder.
4.1.4 Polarization assessment
The polarization profile over angles is studied using the Stokes vector
given in [97] as:
S =

S0
S1
S2
S3
 (4.20)
with,
S0 = PH + PV
S1 = PH − PV
S2 = P45 − P135
S3 = PR − PL.
(4.21)
where PH , PV , P45, P135, PR, and PL are obtained by measuring the
radiance through a 0° (i.e. horizontal) ideal (i.e. behaving the same
regardless of the polar angle, and without considering any reflection)
linear polarizer , a 90° (i.e. vertical) ideal linear polarizer, a 45° ideal
linear polarizer, a 135° ideal linear polarizer, a right-handed ideal cir-
cular polarizer, and a left-handed ideal circular polarizer, respectively.
Therefore, the Stokes parameters are expressed in radiometric units, i.e.
W.cm-2.sr-1. S0 corresponds to the radiance of the actual display, and
therefore, is proportional to the luminance of this display.
We compute the degree of linear polarization and the degree of cir-
cular polarization as:
DOLP =
√
S21 + S
2
2√
S21 + S
2
2 + S
2
3
(4.22)
and
DOCP =
S3√
S21 + S
2
2 + S
2
3
, (4.23)
respectively. These quantities are used to compare the results of the
simulation platform with the measurements.
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4.1.5 Ideal polarizer modeling
The detectors in ZEMAX only measure polarization along the global
axis system, independent of the ray direction. Nevertheless, to measure
all the components of the Stokes vector we require detectors that are
sensitive to the local axis system w.r.t ray direction. Therefore, we have
to build DLL ideal polarizers and to place them in front of a built-in
intensity detector.
We define kˆ, the wave vector of a ray, as,
kˆ =
(
l m n
)
, (4.24)
with,
l = cos(φ) sin(θ)
m = sin(φ) sin(θ)
n = cos(θ)
(4.25)
the direction cosines of the ray.
The Perfect Horizontal Polarization ( ˆPHP ) state is expressed as the
intersection between kˆ and the plane orthogonal to kˆ, i.e.,
ˆPHP ∝ (1 0 −l
n
)
. (4.26)
After normalization it comes,
ˆPHP ∝
(
1√
l+ l
2
n2
0
−l
n√
l+ l
2
n2
)
. (4.27)
The Perfect Vertical Polarization ( ˆPV P ) state is orthogonal to both kˆ
and ˆPHP and is expressed as
ˆPV P = kˆ × ˆPHP
=
1√
l2 + n2
(−ml l2 + n2 mn) (4.28)
The electric field Eˆ can be decomposed as
Eˆ = a1 ˆPHP + a2 ˆPV P + a3kˆ = axxˆ+ ayyˆ + az zˆ (4.29)
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with the left side of the equation expressed in the local axis system of
the ray, while the right side is in the global axis system. a3 is always
zero since Eˆ is orthogonal to kˆ. From equation 4.29 we can find the
transformation matrix between the local and the global axis systems,
i.e.,
a1a2
0
 =
 ˆPHPˆPV P
kˆ
axay
az
 . (4.30)
In addition, to retrieve the intensity along any other direction the
ideal polarizers have to manipulate the electric field (Ein =
ExinEyin
Ezin
)
for each incoming ray directly so that only a certain part of the electric
field is allowed to pass (Eout =
ExoutEyout
Ezout
) that is directed along the
required local direction, i.e.,
ExoutEyout
Ezout
 = R−1
1 0 00 0 0
0 0 0
R
ExinEyin
Ezin
 . (4.31)
R is the transformation matrix enabling to select the part of the incom-
ing electric field allowed to pass. To measure PH , PV , P45, and P135,
we use RH , RV , R45, and R135, respectively, with
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RH =
 ˆPHPˆPV P
kˆ
 ,
RV =
 ˆPV P− ˆPHP
kˆ
 ,
R45 =
 ˆPHP + ˆPV Pkˆ × ( ˆPHP + ˆPV P )
kˆ
 ,
and,
R135 =
 ˆPHP − ˆPV Pkˆ × ( ˆPHP − ˆPV P )
kˆ
 .
(4.32)
To measure PR and PL we add a DLL ideal retarder in front of the 0° and
the 90° ideal polarizers, respectively. The ideal retarder is implemented
using the Jones matrix M describing a phase retarder (φx along the x-
axis and φy along the y-axis) rotated over θ degrees around the z-axis
and RH such that,ExoutEyout
Ezout
 = R−1H MRH
ExinEyin
Ezin
 , (4.33)
and,
M =
eiφx cos2 θ + eiφy sin2 θ (eiφx − eiφy) cos θ sin θ 0(eiφx − eiφy) cos θ sin θ eiφx sin2 θ + eiφy cos2 θ 0
0 0 1
 .
(4.34)
We used the ideal retarder with θ=45◦, φx=0, and φy=pi/2.
4.1.6 Measurement equipment
Measurements of the different light and polarization profiles were car-
ried out using either the EZContrast XL88MS multispectral device, or,
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the EZContrast160D system, or, the Microvision SS220 goniometer.
Spectrum measurements were performed with the CAS 140B spectrom-
eter. The display was always landscape oriented i.e the longest width
parallel to the table. Finally, crosstalk was measured with the DTA
camera. More details about the measurement devices are given in the
following subsections.
Eldim EZContrastXL88MS
The Eldim EZContrastXL88MS [98] enables to perform multispectral
radiance and polarization measurements within a ±88° viewing angle
for a spot diameter of about 6 mm. It includes thirty-one band pass
filters regularly distributed within a 400 nm to 700 nm range, three po-
larizers (0°, 45°, and 90° orientations), and two wave-plates (45° and
135° orientations). Finally, the EZContrastXL88MS device includes a
collection of lenses with increasing radius of curvatures (i.e. a Fourier
optic) to redirect rays emitted at (even large) different polar angles along
the optical axis of the system.
Eldim EZContrast160D
The Eldim EZContrast160D device also allows radiance measurements
within ±88° viewing angle for a spot diameter of about 6 mm. How-
ever, polarization and multispectral measurements are not supported.
Microvision SS220 goniometer
The Microvision SS220 goniometer [99] is made of 12 mm lens probe
with a fixed aperture and an acceptance angle of 1.5°. The azimuth (φ)
and polar (θ) angles of the probe vary from 0° to 360° and from 0° to 70°,
respectively. Azimuths= 0 or 180 corresponds with a horizontal plane
(i.e. parallel to the table) and 90 and 270 with a vertical plane. Micro-
vision SS220 goniometer is illustrated in Fig. 4.8. Since the acceptance
angle is 1.5° almost collimated rays reach the probe.
Since the EZContrastXL88MS has not been available for the whole
length of this PhD, we had to find another polarization measurement
device. To measure polarization over viewing angles, polarizers (0° lin-
ear, right-handed circular, left-handed circular [100]) are attached to
the probe. The circular polarizers are made of a retarder and a linear
polarizer whose axis of polarization is oriented at ±45° to the axis of
the retarder. We performed six measurements to obtain the whole set
of data (i.e. PH , PV , P45, P135, PR, and PL) required to compute the
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(a) (b)
Figure 4.8: Microvision SS220 goniometer. (a) Side view with θ = 60°
and φ = 90°. (b) Top view with θ = 0° and φ = 0°.
Stokes vector. To measure PH the polarization axis of the linear polar-
izer is aligned with the horizontal axis of the global axis system of the
setup (i.e. parallel to the table). To measure PV , P45, and P135 the lin-
ear polarizer is oriented at 90°, 45°, and 135°, respectively, to the global
system horizontal axis. The orientation of the polarizer is always per-
formed when the probe has both azimuth and polar angles set to 0°. PR
and PL are measured by attaching the right-handed and the left-handed
circular polarizers, respectively.
To verify that the setup is properly measuring polarization we first
measured the luminance of a linearly polarized display without any po-
larizer attached to the probe. Afterwards, we conducted ten transmis-
sion measurements of a linearly polarized display by attaching the dif-
ferent polarizers to the probe. A few transmission measurements with
details and results are given below.
• Linear polarizer aligned with the polarization axis (horizontal) of
the display
First, we conducted measurements for a fixed azimuth but vary-
ing polar angles. As illustrated in Fig. 4.9, For azimuths of 0° and
180° (i.e. polarizations axes are aligned) the transmission over
polar angles is steadily 0.85. For azimuths of 90° and 270° (i.e.
polarizers are crossed) the transmission never exceeds 0.3%. Af-
terwards, we measured the intensity for θ=0 but varying azimuths.
As depicted in Fig. 4.10, the measured intensity profile matches
the Malus law (I(φ) = I0 cos2(φ)).
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Figure 4.9: Transmission over azimuths and polar angles of a linearly
polarized display and a linear polarizer attached to the Microvision
probe.
Figure 4.10: Malus law and normalized intensity over azimuths and
a 0° polar angle. The luminance is measured with the linear polarizer
attached to the Microvision probe. The polarizer is aligned with the
polarization axis of the display.
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Figure 4.11: Transmission over azimuths and polar angles of a linearly
polarized display and a right-handed circular polarizer attached to the
Microvision probe.
• Right-handed circular polarizer with the linear polarizer facing
the display and the retarder facing the probe
Since the linear polarizer is facing the display and is oriented such
that its axis of polarization is aligned with the axis of the display,
similar results to the aforementioned results are observed.
• Right-handed circular polarizer with the retarder facing the dis-
play and the linear polarizer facing the probe
Since the retarder is facing the display, whatever the azimuth and
the polar angles the transmission is approximately half of the
transmission measured for the previous configuration (see Fig. 4.11).
The same measurements as described in points 2 and 3 are performed
with the left-handed circular polarizer. Results are similar to the results
observed for the right-handed circular polarizer. Therefore, we properly
orient the polarizers and attach them to the probe, and, this home-made
setup enables to measure correct polarization profiles.
Instrument Systems 140B spectrometer
The CAS 140B is combined with a Top100 probe to measure spectra
from 380 nm to 1050 nm with a resolution of 1 nm. An aperture 3 was
used, i.e., 1 mm spot diameter., at a focal distance of 90 mm.
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Digital Technology Art (DTA) Camera
The DTA camera is made of a CCD detector mounted with a 600 mm
lens with f numbers ranging from to 2.8 to 32.
4.1.7 Experiments
Two LCDs, both 2 Mpixel displays with a pixel pitch of 0.27 mm, de-
noted as LCD1 and LCD2 in the remaining of this chapter, were both
simulated and measured. The polarization profiles over angles were
computed as given in Eqs. 4.22 and 4.23. As depicted in table 4.1,
LCD1 and LCD2 have different values for d3D, respectivly, d3D = 0.88
mm and d3D = 0.705 mm. Additionally, the radiance profiles over an-
gles and the pixel structures (see Fig. 4.4) of the 2D panels are different.
Finally, unlike LCD2, LCD1 contains black absorbers.
To compare the simulated polarization profiles with the measure-
ments, plots depicting 1D profiles of the polarization quantity (e.g. DOLP
or DOCP) of the different outcomes are generated. A 1D profile of a po-
larization quantity is produced for a fixed azimuth (φ, i.e., the projection
of the actual ray on the (x, y) in Fig. 4.5) but varying polar angles (θ,
i.e., the angle between the actual ray and the z-axis in Fig. 4.5).
All measurements related to LCD1 were carried out at Eldim (He´rouville-
Saint-Clair, France) using an EZContrastXL88MS multispectral mea-
surement device at the central wavelength λ = 550 nm (i.e. the wave-
length the patterned retarder is optimized for). With this device mea-
surements are taken for all viewing angles at once using Fourier op-
Table 4.1: Data for LCD1 and LCD2
LCD1 LCD2
Resolution (pixels) 1920 x 1200 1920 x 1200
Pixel pitch (mm) 0.27 0.27
d3D (mm) 0.88 0.705
Black absorbers yes no
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tics. LCD2 was measured using a Microvision SS220 goniometer. Con-
trary to the Eldim device a separate measurement is performed for ev-
ery viewing direction considered. The readings were subsequently cor-
rected for the not 100% transmission of the polarizers. Both measure-
ment devices have a radiance accuracy of ±3%.
Both displays were analysed in 2D-mode (without patterned retarder)
and in 3D-mode (with patterned retarder). Measurements were per-
formed with halve (e.g. the odd lines) of the display fully on. In the
simulations a sample of 12 (e.g. odd) rows of 40 pixels each was taken
into account. Radiance and spectral measurements were done with the
whole display fully on. Finally, except when otherwise mentioned, all
measurements were performed at the center of the displays.
4.1.8 Validation
We compare results of our simulation platform to outcomes of the mea-
surements for (1) the 2D displays, and, (2) the 3D displays. Regarding
LCD1-3D four different studies are performed to evaluate:
• The accuracy of the alignment between the pixels and the pat-
terned retarder
• The influence of the wavelength
• The impact of the black absorbers
• The influence of the pixel structure
4.1.8.1 2D display
First, the simulation platform is validated considering the 2D displays
only, i.e. without patterned retarder. The actual displays consist of the
measured pixel structures (Fig. 4.4-b), the adjusted light profiles over
angles (see Sec. 4.1.2), and the O-type front polarizer generating linear
horizontal polarization. Figures 4.12-a and 4.12-b depict 1D profiles
of both the measured and the simulated Stokes parameter S0 (i.e. the
radiance profiles) for an azimuth of 90° for LCD1-2D and LCD2-2D,
respectively.
In Fig. 4.12, measurements are not smooth but include noise. To
confirm that this noise is caused by numerical noise we ran a simulation
of Stokes parameter S0 for LCD2-2D with ten times more rays, i.e., ten
million rays. As illustrated in Fig. 4.13, with ten times more rays the
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distribution becomes smoother indicating that we only generate numer-
ical noise.
Figures 4.14-a and 4.14-b depict 1D profiles of both the measured
and the simulated DOLP and DOCP for an azimuth of 90°for LCD1-2D
and LCD2-2D, respectively.
The RMSE scores computed over polar angles for a 90° azimuth be-
tween the simulated and the measured Stokes parameter S0, DOLP, and
DOCP are given in tables 4.2-a and 4.2-b for both displays. Whereas the
measured and simulated S0 and DOLP are very close together for both
(a) (b)
Figure 4.12: Measured and simulated Stokes parameter S0 as a function
of the polar angle for an azimuth of 90° for (a) LCD1-2D, and (b) LCD2-
2D.
Figure 4.13: Measured and simulated Stokes parameter S0 as a function
of the polar angle for an azimuth of 90° for LCD2-2D. Stokes parameter
S0 was simulated with one million and 10 million rays.
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(a) (b)
Figure 4.14: Measured and simulated DOLP and DOCP as a function
of the polar angle for an azimuth of 90° for (a) LCD1-2D, and (b) LCD2-
2D.
devices, there is a marked difference between the measured and simu-
lated DOCP for LCD1. It should be noted that since DOCP2+ DOLP2= 1
and DOLP≈1, the relative error on DOCP is much larger than on DOLP,
and there is no contradiction between the DOLP and DOCP data. As-
suming both 2D displays are similar and considering the match for
LCD2, we believe that the deviation for DOCP in Fig. 4.14-a must be
attributed to retardation occurring in the EZContrastXL88MS measure-
ment device.
4.1.8.2 3D display
LCD1-3D: Alignment accuracy
As a second validation step, the simulated 3D displays, i.e. the 2D
panel plus the patterned retarder (with black absorbers for LCD1-3D),
are compared with the measurements. LCD2 mainly differs from LCD1
in the thicknesses of both the front polarizer and the front glass, whereas
the pixel pitch and the patterned retarder pitch are the same.
As illustrated in Fig. 4.15, at the center of the display, the center of the
pixels row is aligned with the center of its corresponding retarder stripe.
As described in [86], the pitch of the patterned retarder is narrower than
the pixel pitch to allow for a wide range of viewing distances where the
correct 3D image is visible. Finally, the center of a black absorber is
aligned with the intersection between two retarder stripes.
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Figure 4.15: Alignment of the patterned retarder with the pixels rows
in the simulation platform. At the center of the display, the center of the
pixels row is aligned with the center of its corresponding retarder stripe.
The center of a black absorber is aligned with the intersection between
two retarder stripes.
The Stokes parameter S0 for both displays are shown in Fig. 4.16
for an azimuth of 90°. Again we find close agreement between the mea-
surements and the simulations. The RMSE computed over polar angles
amounts to 1.2 x 10-6 and 1.53 x 10-6 respectively (see table 4.2).
The comparison between the simulated and measured DOLP and
DOCP are shown in Fig 4.17 for LCD1 and in Fig. 4.18 for LCD2.
This time and for the same reason as before, the discrepancies between
simulations and measurements are most visible in the (small) DOLP,
which can also be seen in the RMSE values listed in table 4.2.
Since d3D is smaller for LCD2 than for LCD1, the plateaus of DOCP
(i.e. the range of polar angles for which the light is almost perfectly
circularly polarized) are slightly wider for LCD2 compared with LCD1.
The differences noticed between measured and simulated values of DOLP
(and to a lesser degree of DOCP) can be attributed to thickness varia-
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tions of the patterned retarder, whereas in the simulation a perfectly flat
layer with the nominal λ/4 thickness is assumed, and/or to variations of
the orientation of the polarization axis.
The alignment between the 2D-display pixels and the patterned re-
tarder was found to be almost perfect at the center of the display. To
check the accuracy of the alignment out of the center of the display, we
compared simulations and measurements at 62 mm from the center (i.e.
center of the top half) of LCD1-3D along the vertical crossing the center
of the display. In the simulations the relative position of the pixel row
and its retarder stripe was calculated from the pitch of the 2D-display
and that of the patterned retarder and assuming they are properly aligned
at the center of the display. Results given in table 4.2-e indicate that the
discrepancies between simulations and measurements are slightly in-
creased compared to the results at the center of the display (table 4.2-c).
DOLPs and DOCPs curves, depicted in Figs. 4.19-a and 4.19-b, respec-
tively, for an azimuth of 90°, suggest an angular deviation of 1° to 1.5°
between measurements and simulations.
(a) (b)
Figure 4.16: Measured and simulated Stokes parameter S0 as a function
of the polar angle for an azimuth of 90° for (a) LCD1-3D, and (b) LCD2-
3D. Only the display on the left contains black absorbers.
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(a) (b)
Figure 4.17: Measured and simulated (a) DOLP and (b) DOCP as a
function of the polar angle for an azimuth of 90° for LCD1-3D.
(a) (b)
Figure 4.18: Measured and simulated (a) DOLP and (b) DOCP as a
function of the polar angle for an azimuth of 90° for LCD2-3D.
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(a) (b)
Figure 4.19: Measured and simulated (a) DOLP and (b) DOCP as a
function of the polar angle for an azimuth of 90° for LCD1-3D. Both
simulations and measurements were carried out at 100 mm from the top
of the display along the vertical crossing the center of the display.
(a) (b)
Figure 4.20: Measured and simulated (a) DOLP and (b) DOCP as a
function of the polar angle for an azimuth of 90° for LCD1-3D. Simula-
tions and measurements were performed at a wavelength of 457 nm.
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LCD1-3D: Influence of the wavelength
To verify the exactness of the simulation platform, and, of the polar-
izer and retarder models, regarding a wavelength different from the op-
timal wavelength, both the simulations and the measurements were per-
formed for a wavelength of 457 nm1. Figs. 4.20-a and 4.20-b depict
both measured and simulated DOLPs, and, DOCPs, respectively, for an
azimuth of 90°. Since simulations and measurements are not executed
at the optimal (550 nm) wavelength anymore the contribution of the lin-
ear polarization (i.e. DOLP) to the whole polarization increases while
the amount of circular polarization (i.e. DOCP) slightly decreases (re-
sulting in a larger RMSE as depicted in table 4.2-f).
LCD1-3D: Influence of the black absorbers
As illustrated in Fig. 4.16 this simulation platform enables to predict
the radiance profile over viewing angles for an arbitrary width of the
simulated black absorbers. The black absorbers are evenly overlapping
two rows of the patterned retarder and absorb all rays reaching them. A
proper width of the black absorbers is crucial for the design of stereo-
scopic displays. To point out the influence of the black absorbers on the
polarization profile, it is interesting to compare the degree of polariza-
tion (see Fig. 4.21), defined as
DOP =
√
S21 + S
2
2 + S
2
3
S0
, (4.35)
Although the data for LCD1 and LCD2 have been obtained for dif-
ferent spectra (pseudo monochromatic 550 nm versus a white spec-
trum) the difference between both types of display is due to the pres-
ence (LCD1) or absence (LCD2) of the black absorbers. Comparing
Fig. 4.21 with Fig. 4.17 and Fig. 4.18 it is clear that the dips in DOP
correspond with the transitions in DOCP, where the two uncorrelated
types of polarization are maximally mixed. The black absorber limits
the range of directions where both polarizations can mix as in Fig. 4.21-
a. Without black absorber the DOP changes gradually and results in the
triangular shaped curve in Fig. 4.21-b. Since the retarder is of 0-order,
its depolarization effect [101, 102] can be neglected. Therefore, black
absorbers increase the vertical viewing angle where crosstalk must be
1The measurements were performed using the EZContrastXL88MS multispectral
device. Stokes vector was provided for three pass-band filters: 457 nm, 550 nm, and
609 nm.
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(a) (b)
Figure 4.21: Measured and simulated DOP as a function of polar angle
for an azimuth of 90° for (a) LCD1-3D and (b) LCD2-3D. For the lat-
ter the DOP has also been calculated for 550 nm resulting in the same
triangularly shaped curve. Therefore the difference in spectra is not
relevant.
limited. However, increasing vertical viewing angle is at the expense
of the luminance (and the uniformity) of the display. Inserting black
absorbers decreases the Stokes parameter S0 by 53% on average for
vertical polar angles between -20° and +20° (see Fig. 4.12a and 4.16a).
Yet, the luminance is a key parameter for a display and it must not de-
crease below the luminance threshold of the given application.
LCD1-3D: Influence of the pixel structure
The more rays are emitted from the border of, e.g., the odd rows of
pixels, the more rays are likely to reach the even rows of the patterned
retarder. Therefore, crosstalk as well as the radiance of the display are
expected to vary in function of the pixel structure. We carried out two
simulations with two different pixel structures. The first selected pixel
structure, illustrated in Fig. 4.22-a, consists of a pixel uniformly emit-
ting light from its whole surface, i.e., this pixel structure has a fill factor
of 100%. The second pixel configuration is composed of six subpixels
generating a fill factor of 35% (see Fig. 4.22-b). This last configuration
was designed from measurement data. Figure 4.23 depicts the simu-
lated Stokes parameter S0 for the two aforementioned pixel structures
for LCD1-3D.
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As illustrated in Fig. 4.23 the two simulated luminance profiles sig-
nificantly vary. Pixel structure 1 (Fig. 4.22-a) generates a luminance
profile more uniform than the measured profile. As expected, pixel
structure 2 (Fig. 4.22-b) generates the luminance profile the closest to
the measured profile.
(a) (b)
Figure 4.22: Pixel configurations with (a) a pixel without any subpixel
(fill factor of 100%), (b) a pixel composed of three subpixels (fill factor
of 35%).
Figure 4.23: Measured and simulated Stokes parameter S0 as a function
of the polar angle for an azimuth of 90° for LCD1-3D. S0 is simulated
for the three different pixel structures illustrated in Fig. 4.22.
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Table 4.2: Overview of the Root-Mean-Square Error (RMSE) between
measured and simulated Stokes parameter S0, DOLP and DOCP for
LCD1-2D, LCD2-2D, LCD1-3D and LCD2-3D. NS stands for not sim-
ulated.
Display Wavelength Position RMSE
S0 DOLP DOCP
(a) LCD1-2D 550nm center 1.28x10-6 0.012 0.135
(b) LCD2-2D
White
spectrum center 1.34x10
-6 0.027 0.079
(c) LCD1-3D 550nm center 1.20x10-6 0.212 0.122
(d) LCD2-3D
White
spectrum center 1.53x10
-6 0.218 0.122
(e) LCD1-3D 550nm top NS 0.23 0.142
(f) LCD1-3D 457nm center NS 0.205 0.167
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4.1.9 Crosstalk
The aforementioned results indicate that the simulation platform en-
ables to predict both the polarization and the luminance profiles over po-
lar and azimuth angles, and over wavelengths of a stereoscopic display
containing a patterned retarder. Therefore, the simulation platform can
be used to assess crosstalk over viewing angles. We measure crosstalk
X as defined by the International Committee for Display Metrology
in [64]. For instance, for the left eye, Crosstalk Xl is expressed as
Xl =
LlBW − LlBB
LlWB − LlBB, (4.36)
with LlBW the luminance behind the left glass for a white right side
image and a black left side image, and vice versa for LlWB. LlBB
is the luminance behind the left glass when a black image is displayed.
In the simulation, illustrated in Fig.4.24, LlBB=0 and the left and the
right glasses are made of a retarder followed by a linear polarizer. Sim-
ulations were performed for 522 odd rows of 500 pixels and a total of
270 million rays for each of the five viewing angles considered (ranging
from 0◦ to 30◦). The eye is modeled as a simple flat detector with an
acceptance angle α = 30◦ (i.e. field of view that favors shape discrim-
ination) and a diameter of 3 mm (i.e. the diameter of the pupil for a
luminance of 250 cd/m2, a field of view of 30◦, and an observer aged
30 [88]).
4.1.9.1 Validation
We compute crosstalk from both measurement and simulation data for
LCD1-3D for viewing distances ranging from 40 cm to 150 cm with a
step of 10 cm, and a viewing angle of 0◦. We carry out measurements
with a Minolta luminance meter and a DTA camera with an acceptance
angle of 2.5° and 10,° respectively, and a white patch on half of the dis-
play pixels rows. Since the DTA camera makes a picture of a zone, we
averaged the luminance over the pixels of the acquired images. The Mi-
nolta luminance meter and the DTA camera provided crosstalk ranging
from 0.006 to 0.007 and 0.0065 to 0.0075, respectively, over the given
viewing distances. These results suggest that up to 10◦, crosstalk is
almost not impacted by neither the viewing angle nor the viewing dis-
tance.
We also perform two simulations with acceptance angles of 2.5° and
10,° respectively, for the white spectrum. We compute crosstalk ranging
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Figure 4.24: Computation of Ll/rBW for a viewing distance VD, a
viewing angle Va, and an acceptance angle α with the simulation plat-
form. Halve of the pixels rows are on while the other halve is off. The
polarized glass is made of a retarder followed by a linear polarizer.
from 0.0141 to 0.0142 over viewing distances for both acceptance an-
gles. Although the simulated crosstalk is twice the measured crosstalk
these results indicate that, similar to the measurements, crosstalk is con-
stant over viewing distances and viewing angles for angles up to 10°.
We also computed crosstalk at a wavelength of 550 nm (optimal wave-
length) for the two aforementioned acceptance angles. Crosstalk range
from 0.0009 to 0.0011 at the optimal wavelength. As expected, the
spectrum of the light impacts crosstalk. Therefore, our results indi-
cate that for acceptance angles smaller than 10°, simulated crosstalk is
mainly caused by the elliptical polarization of the rays with wavelength
different from the wavelength the patterned retarder is optimized for.
Finally, the difference between measured and simulated crosstalk could
be explained by a possible difference between the used spectra. In fact,
the spectrum used in the simulations is the spectrum measured with a
white image displayed on LCD1-2D, while we should have used the
spectrum of the stack made of the backlight and the color filters only.
However, the front polarizer could not have been removed from LCD1-
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2D without damaging the panel. As a consequence, in the simulations,
we accounted for a spectrum different from the true spectrum of the
backlight and color filters stack.
Considering the pixel structure (i.e. the size of the black matrix) and
the width of the black absorbers, rays with a polar angle larger than 7°
starts reaching the wrong retarder stripe. Therefore, below polar angles
of 7°, measured crosstalk can be caused by a non-ideal linear polariza-
tion profile of the 2D display, thickness variations of the patterned re-
tarder, and elliptical polarization of the rays with wavelength different
from the patterned retarder optimal wavelength. Measurements indicate
that crosstalk is constant over acceptance angles and viewing distances
for acceptance angles smaller than 10°. As a consequence, even for
acceptance angles of 10° crosstalk caused by rays reaching the wrong
retarder stripe is still very limited.
However, for large acceptance angles the main cause of crosstalk is
very likely to be the design of the stereoscopic display, i.e., the distance
between the pixels and the patterned retarder, the pitch of the patterned
retarder, and the alignment of the patterned retarder with the pixels (i.e.
parallax). As a consequence, accounting for the results given in sec-
tion 4.1.8, we expect measured and simulated crosstalk to match each
other for large acceptance angles. Therefore, in the following section
we assess crosstalk over viewing angles for multiple displays using our
simulation platform.
4.1.9.2 Application
In the consumer display market, 4K (4096 (W) x 2160 (H)) 31 inch
and 55 inch displays are available. They correspond to pixel pitches
' 0.17 mm and 0.30 mm, respectively. In addition, in June 2015, LG
demonstrated an 8K (7680 (W) x 4320 (H)) 98 inch display, with a
pixel pitch 0.28 mm. In October 2015, Japan Display released the pro-
totype of an 8K 17.3 inch monitor, with a pixel pitch of about 0.05 mm.
Finally, in October 2014, Barco N.V. released a 12MP (4200 (W) x
2800 (H)) 33.6 inch diagnostic (medical) display, with a pixel pitch '
0.17 mm. Therefore, we are interested in evaluating crosstalk as a func-
tion of d3D, for displays with pixel pitches ranging from 0.05 mm to
0.30 mm.
We selected three displays: (1) a 2MP (1920 (W) x 1200 (H)) 24 inch
display with a pixel pitch ' 0.27 mm (LCD3), (2) a 3MP (2048 (W) x
1536 (H)) 21.3 inch display with a pixel pitch ' 0.21 mm (LCD4), and
(3) a 5MP (2560 (W) x 2048 (H)) 21.3 inch display with a pixel pitch'
0.16 mm (LCD5). In the simulation platform, LCD3-3D and LCD5-3D
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include the patterned retarder, and possibly black absorbers. LCD4-3D
only includes a patterned retarder.
In chapter 3, we reported that crosstalk is not perceivable up to 0.02,
but disturbing from 0.11 onwards. Adopting the 0.11 crosstalk con-
straint, we found that stereoscopic displays with black absorbers and
pixel pitch beyond 0.27 mm provide a vertical viewing angle beyond
±30◦ for d3D up to 0.7 mm (i.e. front glass thickness up to 0.55 mm),
as depicted in table 4.3-(a). In addition, the minimum viewing distance
can be as small as 0.5 m. For higher resolution displays (pixel pitch
no more than 0.21 mm), d3D of at most 0.1 mm is required to reach
±25◦ vertical viewing angle (table 4.3-(b)) if no black absorbers can be
added. Vertical viewing angles of at most ±15◦ and ±10◦ (table 4.3-
(c)) are obtained with d3D = 0.3 mm (i.e. front glass thickness up to
0.15 mm) for pixel pitches up to 0.21 mm and 0.16 mm, respectively.
Nevertheless, the addition of black absorbers increases the viewing an-
gle by 70% (±10◦ to ±17◦, table 4.3-(c)) for a pixel pitch of 0.16 mm
and d3D = 0.3 mm. Finally, our simulations indicate that, properly con-
figured, these displays can be used at viewing distances from 0.3 m,
which fit to the minimum required viewing distance of medical, and es-
pecially diagnostic, applications (where typical viewing distance ranges
from 0.3 m to 0.6 m). However, the minimum required viewing angle
of high resolution medical displays (pixel pitch smaller than 0.21 mm)
typically being ± 40°, d3D smaller than 0.2 mm (i.e. front glass thick-
ness up to 0.05 mm), and even 0.1 mm, is required. Therefore, to realize
patterned retarder based medical displays at least one of the constraints
(viewing distance, viewing angle, crosstalk constraint, d3D) will have to
be relaxed.
For LCD4-3D we also assess crosstalk considering a pixel with an aper-
ture of 100%, and with d3D = 0.3 mm at a vertical viewing angle of
15◦. We find crosstalk of 36% compared with 10% crosstalk found for
the real pixel aperture. Finally, modifying the acceptance angle changes
crosstalk results. For example, at a vertical viewing angle of 15◦, LCD4-
3D with d3D = 0.3 mm exhibits crosstalk of 20%, 10% and 13% for an
acceptance angle of 5◦ (i.e. typical narrow acceptance angle of mea-
surement devices), 30◦ (i.e. field of view of the human eye that favors
shape discrimination) and 60◦ (i.e. average total field of view of the
human eye), respectively. These results indicate that to assess crosstalk,
it might not be sufficient to take into account the rays along the view-
ing angle direction only, but that also the rays from the other directions
should be taken into account. Differences found between 30◦ and 60◦
acceptance angles show that the maximum vertical viewing angle of
these stereoscopic displays can slightly vary in-between observers.
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4.1.10 Conclusion
In both medical and consumer display markets the tendency is to build
displays with smaller pixel pitches. However, in patterned retarder
based stereoscopic displays, small pixels lead to smaller vertical view-
ing angles if the distance between the patterned retarder and the pixels is
large. Therefore, we developed a simulation platform enabling to pre-
dict both polarization, radiance, and crosstalk profiles over polar and
azimuth angles, and, over wavelengths. Crosstalk can also be measured
as a function of viewing distance. The simulation platform is restricted
to stereoscopic displays containing patterned retarders. The simulation
platform enables to add a patterned retarder on top of existing 2D panels
to evaluate their relevance for making a stereoscopic display. Addition-
ally, parameters (e.g. the thickness of the front glass and the addition
of black absorbers) can be tuned to assess the generated improvement.
Finally, the accurate pixel geometry, the field of view of the human
eye, and the diameter of the pupil are accounted for when measuring
crosstalk.
We found that, to generate vertical viewing angles of at least ±30◦
(with a crosstalk constraint of 0.11), displays with pixel pitch beyond
0.27 mm should include black absorbers and a front glass with a thick-
ness of at most 0.5 mm. For higher resolution displays (pixel pitch no
more than 0.21 mm), a front glass thickness up to 0.15 mm is required
to produce a vertical viewing angle of at least ±15◦. Finally, properly
configured high resolution polarized stereoscopic displays can be used
for viewing distances as small as 0.3 m, which fit to the viewing distance
requirement of medical, and especially, diagnostic, applications. How-
ever, to allow for very large viewing angles (typically, beyond 40° in
medical applications), at least one of the constraints (viewing distance,
crosstalk constraint, d3D) will have to be relaxed.
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Table 4.3: Vertical viewing angle and minimum viewing distance for
different distances between the patterned retarder and the pixel plane
(d3D) for three different displays, accepting crosstalk of at most 0.11.
Display
and
Pitch
d3D Black
absorbers
Vertical
viewing
angle
Minimum
viewing
distance
0.88 mm No ±3.5◦ 1.2 m
(a)
LCD3-3D
0.27 mm 0.88 mm Yes ±14
◦ 0.6 m
0.7 mm Yes ±30◦ 0.5 m
0.3 mm No ±15◦ 0.3 m
(b)
LCD4-3D
0.21 mm 0.2 mm No ±19
◦ 0.3 m
0.1 mm No ±25◦ 0.3 m
0.3 mm No ±10◦ 0.3 m
(c)
LCD5-3D
0.16 mm 0.3 mm Yes ±17
◦ 0.3 m
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4.2 Active retarder based 3D display
As reported in chapter 2 section 2.1.1.2, this technology refers to pas-
sive polarized glasses combined with a fast switching 2D monitor with
an active retarder mounted on top of it. The light emitted by the LC
panel is linearly polarized and the active retarder allows to switch be-
tween left- and right-handed circular polarizations. In practice, an active
retarder is made of a passive quarter wave-plate (with the axis oriented
at 45◦ w.r.t. the axis of polarization of the LC panel) and an active ne-
matic LC modulator changing the retardation from 0 to pi
2
[19]. At 0
Volt (V) the LC layer is expected to behave like a positive A plate, i.e.
the phase is retarded by pi
2
since the c-axis is parallel to the c-axis of
the passive retarder. Then, at 18 V, the LC layer should behave like a
positive C plate, i.e. no additional retardation is generated since the c-
axis is normal to the c-axis of the passive retarder. Such active retarder
based 3D displays are expected to provide full display resolution stereo
images on top of large (both horizontal and vertical) viewing angles.
However, to avoid flickering and temporal crosstalk, a fast switching
display with an appropriate response time is required.
We studied the 3D display (LCD6-3D) made of LCD3-2D (a 2MP
(1920 (W) x 1200 (H)) 24 inch display) and the LC–Tec X–FPM(500COP)2
active retarder attached to the front glass of LCD3-2D. COP refers to
circular polarization and 500 is the reference wavelength (in nm) of the
active retarder.
4.2.1 Performance assessment
To assess the “optical” crosstalk performance of LCD6-3D we measured
crosstalk (Xl and Xr) over polar and azimuth angles with the Microvi-
sion SS220 goniometer. By “optical” crosstalk we refer to crosstalk
generated by the optical properties of the active retarder, only, i.e. not
accounting for temporal crosstalk. As illustrated in Fig. 4.25, measure-
ments indicate that crosstalk hardly go below the threshold for non per-
ceivable crosstalk (0.02). In addition, Xl and Xr are asymmetric gener-
ating different viewing angles for the left and the right eyes. In fact, Xl
is below the crosstalk threshold for non disturbing crosstalk (0.11) up to
a polar angle of θ = 42° for all azimuths, whileXr reaches this threshold
from θ = 25.° Nevertheless, Xr remains below 0.11 for both horizontal
(0° and 180° azimuths) and vertical (90° and 270° azimuths) azimuths up
2http://www.lc-tec.se/wp-content/uploads/2014/12/
Active-retarder-3D-displays-application-notes-1412.pdf
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to polar angles of 70,° which are the azimuths a doctor is the most likely
to move along. As a consequence, along the aforementioned azimuths,
the active retarder technology enables much larger viewing angles (up
to 42°) than a non-ideally configured patterned retarder solution.
4.2.2 Comparison between the ideal and the real active
retarders
We also simulated an ideal active retarder and compared it to the real
active retarder. The simulation, illustrated in Figure 4.26, includes:
1. The pixel plane (with the precise subpixel structure and the emis-
sion profile over angles of the 2D panel);
2. The isotropic glass including the front glass of the display, the
glass substrate of the passive retarder, and the glass substrate of
the active LC layer;
3. The front polarizer;
4. The passive quarter wave-plate;
5. The half wave-plate.
(a) (b)
Figure 4.25: Measured (a) Xl and (b) Xr crosstalk over polar angles
and azimuths.
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Figure 4.26: Schematic view of the simulation platform for the ideal
active retarder.
4.2.2.1 Model
We model the passive retarder and the nematic layer at 0 V following
the EJM model under the small birefringence assumption as defined in
section 4.1.3. At 18 V the nematic LCs are in the homeotropic config-
uration, i.e. they are tilted 90° with the long axis of the LCs parallel
to the normal of the nematic medium, i.e. parallel to the optical axis.
In the simulations a perfect (homeotropic) layer is assumed. At 0V, in
the simulations both passive quarter wave-plate and half wave-plate are
oriented with φc=45°. The thickness d, the birefringence, and the polar-
ization axis orientation of the active retarder we ordered are unknown.
Nevertheless, The design wavelength λd is λd = 500 nm. We arbitrar-
ily selected values belonging to ranges provided in the literature, i.e.
no ' 1.5 and 0.07 ≤ ∆n ≤ 0.2 with λd = 500 nm.
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4.2.2.2 Ideal vs real active retarders
We measured DOLP and DOCP with the Microvision SS220 goniome-
ter for the active retarder at 0 V and 18 V attached to a 2D display
emitting linear polarized light. Results of measurements at 0 V and
18 V are depicted in Figs. 4.27 and 4.28, respectively. Unlike the re-
sults of the simulations depicted in Figs. 4.29 and 4.30, measurements
do not show any symmetry between the azimuths separated by an an-
gle of 90.° Therefore, we simulated DOLP and DOCP with a 10° out
of plane c-axis, i.e. θc 6= 0. Results illustrated in Fig. 4.31 indicate
that, at 0V, an out of plane c-axis generates asymmetries and degrades
polarization in a similar way as in the measurements at 0°, 45°, 90°,
180°, and 270° azimuths. However, unlike measured polarization, at the
other azimuths slanting the c-axis improves the simulated polarization.
The aforementioned results indicate that the real active retarder is not
made of a passive quarter-wave plate and an active nematic half-wave
plate stack only. The active retarder probably includes additional layers
(unfortunately) degrading polarization at the oblique angles, especially
when the nematic LC cells are in the homeotropic configuration. In fact,
the active retarder manufacturer confirmed that there are also other op-
tical materials in the stack. However, the type and the optical properties
of these films are unknown.
(a) (b)
Figure 4.27: Measured (a) DOLP and (b) DOCP over polar angles and
azimuths at 0V for the active retarder.
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(a) (b)
Figure 4.28: Measured (a) DOLP and (b) DOCP over polar angles and
azimuths at 18V for the active retarder.
(a) (b)
Figure 4.29: Simulated (a) DOLP and (b) DOCP over polar angles and
azimuths at 0V for an ideal active retarder.
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(a) (b)
Figure 4.30: Simulated (a) DOLP and (b) DOCP over polar angles and
azimuths at 18V for an ideal active retarder.
(a) (b)
Figure 4.31: Simulated (a) DOLP and (b) DOCP over polar angles and
azimuths at 0V for an ideal active retarder with the c-axis 10° out of
plane.
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4.3 Discussion and conclusion
As indicated in section 4.1.9, to generate vertical viewing angles be-
yond ±30◦ (with a crosstalk constraint of 0.11), displays with pixel
pitch beyond 0.27 mm should include black absorbers and a front glass
with a thickness of at most 0.5 mm. Medical, and especially diagnostic,
displays include pixels with pitches smaller than 0.21 mm. For higher
resolution displays (pixel pitch less than 0.21 mm), a front glass thick-
ness up to 0.15 mm is required to produce a vertical viewing angle of at
least ±15◦.
Front glass manufacturers manage to produce 0.1 mm thick glasses
for medium size (G5) mother glass but these glasses are not well in-
tegrated in the LCD manufacturing process yet. Currently, LC panel
manufacturers are able to handle 0.5 mm thick front glass and are plan-
ning to move to 0.3 mm in the short-term. 0.1 mm thick front glasses
could be expected in the mid-term. Therefore, 0.1 mm distance between
the pixels and the patterned retarder is very unlikely to be feasible ever.
Nevertheless, 0.2 mm distances may become feasible in the mid-term.
Oblique (45°, 135°, 225°, and 315°) azimuths left apart, the active re-
tarder technology enables larger viewing angles (up to 42°) than a non-
ideally configured patterned retarder solution. Nevertheless, with active
retarders, crosstalk is generated also if the panel is not fast enough and
not properly synchronized with the active retarder. We call this crosstalk
time crosstalk. The active retarder has a rise time of 0.1 ms and a re-
laxation time of 2.5 ms. Typically, medical displays have a refresh rate
of 60 Hz. Therefore, for time-sequential 3D, a panel with a refresh rate
of 120 Hz (i.e. a period of 8.3 ms) is required. In addition, to limit
time crosstalk on top of the optical crosstalk (aforementioned measured
crosstalk), the response time of the panel has to be as short as possi-
ble. Furthermore, since the pixels are written line by line, a scanning
backlight should be considered. Currently, the panel technology (IPS)
included in medical displays produces rise and fall times of 10 ms to
16 ms at 25°C. Since the rise and fall times are longer than the 8.3 ms
period of 120 Hz panels, pixels cannot reach their required DDLs and
time crosstalk must be high. Therefore, we should not use them for time
sequential stereoscopic technologies. Other panel technologies exist
with faster response time, nevertheless they have limited viewing an-
gles and worse color reproduction than IPS, making them non-suitable
for medical applications. In 2015, Matsushima et al. reported a new
IPS mode with rise and fall times of 2.3 ms to 3.6 ms at 25°C. Such
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mode can make time sequential 3D displays with active retarder suit-
able for medical applications. However, time crosstalk will have to be
assessed once the first panel products made of this technology will be
available (from second quarter 2017) to know whether the total crosstalk
remains smaller than the threshold of non-disturbing crosstalk. For fu-
ture research, the simulation platform could be extended to account for
temporal crosstalk once the first fast IPS displays will be available and
can be characterized.
Another solution to limit time crosstalk is to use organic light-emitting
diode (OLED) displays since they exhibit very fast response time. How-
ever, the OLEDs emitting non polarized light, a front polarizer is re-
quired, halving the luminance of the display, except if they are intrin-
sically polarized [103]. Finally, this technology being in its infancy,
further research has to be carried out to know whether OLED displays
can meet the medical market requirements on their own.
In conclusion, we have demonstrated that, currently, none of the
patterned retarder nor the active retarder based 3D diagnostic displays
can be designed such that they comply with both crosstalk, viewing
distance, and viewing angle requirements of the diagnostic market.

5
Human visual system
response to stereoscopic
viewing conditions
5.1 Introduction
In diagnostic imaging applications, especially mammography, 3D imag-
ing technologies have been entering the hospitals in the last few years
[65–68] for testing and research purposes. However, many questions
regarding 3D stereoscopic imaging technology remain open, including
calibration of 3D stereoscopic medical displays, which we focus on in
this chapter.
The added value of 3D over 2D imaging is the availability of depth
information, which can improve the ability of a doctor to understand the
layout of a complex structure such as a dense breast [11] or a lung [104].
To this day, no 3D stereoscopic display has yet been approved for use
in diagnostic applications. Nevertheless, they attract the attention of
regulatory bodies such as the FDA, since they “offer a potential to
improve performance in detection tasks for medical imaging diagnos-
tic systems” [105]. In fact, multiple experiments have suggested that
SDM systems could improve diagnostic performance, e.g., lead to ear-
lier breast cancer detection, as overlaying normal tissues are disassoci-
ated from the lesion in depth. Additionally, false positive cases could be
avoided, since overlapping normal tissues mimicking a true lesion can
be separated in different depth planes. In 2008, Getty et al. [11] found
that SDM produced a statistically significant improvement over mono-
scopic digital mammography (MDM) in both sensitivity and specificity
for the detection of breast cancer. More recently, in 2013, D’Orsi et
120 HVS response to stereoscopic viewing conditions
Figure 5.1: Mammogram displayed on monitors with different lumi-
nance calibration. Lesion (in the circle) visible on the left is not distin-
guishable on the right.
al. [12] compared SDM with MDM and showed that SDM improved
specificity for detection of cancer while maintaining comparable sensi-
tivity.
Although cancer screening (e.g. breast cancer screening) reduces a
patient’s risk of dying of cancer [106], diagnostic errors are frequent
[106,107]. Typically, these errors consist of overdiagnosis (cancers that
would not have been harmful to the patient without treatment but patient
still receives (potentially harmful) radiation therapy), false-positives (de-
tection of a cancer leading to more testing while there is no cancer), and
false-negative (missed) cancers. As illustrated in Fig. 5.1, a cancer may
be missed if the display is not calibrated correctly, i.e., if the distribu-
tion of luminance across the screen prevents the doctor from discerning
between the cancer (signal) and its surrounding tissue (background).
Regulatory authorities such as the FDA regulate medical devices
and place great scrutiny on their safety and diagnostic quality in order
to improve both the quality of healthcare and the accuracy of diagno-
sis. To be adopted by regulatory bodies and cleared for the diagnostic
market, diagnostic devices including medical displays are required to
follow very strict regulations.
In addition, medical regulatory bodies require that all diagnostic dis-
play technologies are compliant with the Digital Imaging and Commu-
nications in Medicine [108] (DICOM) standard in order to ensure con-
sistent image representation on monitors with different luminance char-
acteristics [109], thereby assuring optimal display performance for di-
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agnostic purposes (e.g. detecting breast cancers). The DICOM standard
includes a method for the luminance calibration of grayscale diagnostic
displays, [108] for the purpose of providing equivalent grayscale rendi-
tion for a given image between different display systems. The standard-
ization of the luminance is defined in terms of the Grayscale Standard
Display Function (GSDF) which relates the digital input given to the
display (i.e. the pixel intensity value) to the luminance output of the
display such that human perception of image contrast over the whole
grayscale range of the display is equivalent, irrespective of the display
device. The DICOM committee derived the GSDF using the model of
the human contrast sensitivity function (CSF).
The CSF is a function describing how the contrast sensitivity of hu-
mans (i.e. the human eye’s ability to detect a low contrast pattern stim-
ulus) varies with spatial frequency. A typical CSF reaches maximum
sensitivity at medium frequencies (3-4 cycles per degree). The CSF
[110–112] and the parameters influencing its shape: physical parame-
ters (e.g. luminance level [113, 114] and the stimulus size [115, 116])
and neural [117, 118] parameters (e.g. detection mechanism of the
eye [118]), have been intensively explored over the last six decades.
In the nineties, Barten developed a mathematical model of the CSF
which accounts for these dependencies under 2D visualization condi-
tions, where both the left and the right eye receive the same 2D image
(2D CSF). [45, 119] The DICOM GSDF has been established for 2D
displays and is based on Barten’s 2D CSF model. However, many other
CSF models, typically devised using different sets of psychophysical
measurements, have been described in the literature. To overcome the
problem of comparing these computational human visual system (HVS)
models, a group of 10 laboratories collected contrast thresholds for 16
observers on a standard set of 45 stimuli and shared the data in the form
of a public database of test images with threshold data for designing and
testing HVS models. [120] This project is referred to as the ModelFest
and it has been used in the literature to compare and rank competing
CSF models. For example, among CSF models with as few as four pa-
rameters, the exponential minus a Gaussian (EmG) model matched the
measured CSF data best for a fixed-size Gabor patch stimulus [121].
However, to calibrate a 3D stereoscopic medical display for its pri-
mary purpose – displaying images with binocular disparity – the DI-
COM methodology should be extended to account for 3D stereoscopic
viewing conditions, and for this the 3D stereoscopic CSF must be known.
To the authors’ knowledge, no study to-date has explored the impact
of binocular disparity on the contrast sensitivity of humans. Only the
effects of contrast [122–125] and spatial frequency [123, 124, 126] on
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stereoacuity (i.e. the smallest detectable depth difference that can be
seen in binocular vision) and the CSF for stereopsis [124, 127] (i.e. the
minimal contrast for which a given depth is still perceptible) have been
studied so far.
In the 2000s, several studies reported that when viewing stereo-
scopic content, the eyes (focus of the lens of the eyes) are accommodat-
ing to the display but converging off the display plane [16,128,129]. In
addition, their results indicate that this vergence-accommodation con-
flict generates visual fatigue (i.e. reduced performance of the HVS)
and visual discomfort. Furthermore, the larger the binocular dispari-
ties, the less the vergence and the accommodation concur, and the more
the performance of the HVS decreases (e.g. decreased accommodation
speed and increased latency of visually evoked cortical potential [129]).
Therefore, it is of prime importance to determine whether the CSF (and
by extension the current DICOM calibration method) for stereoscopic
viewing conditions is a function of the spatial frequency only or also
depends on the virtual depth of the stimulus.
As the 3D stereoscopic CSF is currently unknown and the 3D GSDF
does not exist, any new 3D display can currently only be validated for
2D viewing mode, i.e. displaying images without binocular disparity.
As a consequence, it is at present unknown whether the visualization of
3D stereoscopic images on a 3D stereoscopic display is also optimized
with respect to luminance standardization. Therefore, the aim of our
work presented in this chapter is to assess the shape of the CSF under
3D stereoscopic visualization conditions (3D CSF) and to compare it to
the existing CSF under 2D visualization conditions (2D CSF) in order to
determine whether the existing 2D CSF model can be used to calibrate
a 3D stereoscopic polarized display.
For the purpose of validating our experimental methodology, we
first measure the CSF when using the 3D display in 2D viewing mode
and examine the statistical agreement between our measurements and
the 2D CSF model of Barten. [45, 119] Additionally, since the Mod-
elFest data were collected for viewing conditions similar to our experi-
mental conditions (comparable mean luminance value and fixed size of
the Gabor patch), we also examine the difference between our measure-
ments and the EmG model of the CSF evaluated in the ModelFest.
Finally, we conduct a second set of experiments to assess the CSF
under 3D stereoscopic viewing conditions and compare it against the
CSF under 2D viewing mode on the same 3D stereoscopic display as
well as against the 2D CSF model.
This chapter is organized as follows. Section 5.2 describes the setup
and the methodology used to perform the three sets of experiments as
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well as the analysis of the collected human data. Results and discussions
are given in section 5.3. Finally, conclusions are drawn and directions
for future work are outlined in section 5.4.
We published our 3D CSF assessment study (methodology, analysis,
results) in [130–133].
5.2 Methods and materials
In this section, we first describe the image data (stimuli) used in the
human experiments. Then, we define the setup including the monitor
and the experimental room characteristics. We also provide an overview
of all the conducted experiments and the motivations. Finally, we depict
the selection of the observers, the followed protocol, and the analysis of
the collected data.
5.2.1 Stimuli
5.2.1.1 2D Gabor patch
The primary visual cortex (area V1) is the part of the brain receiv-
ing visual input from the circular receptive fields of the retina. The
primary visual cortex includes simple cells made of elongated stripe
receptive fields responding best to bars of light rather (i.e. gratings
and edges) than to spots of light [134–136]. In the 1980s, several re-
searchers demonstrated that Gabor function matches the spatial aspect
of the receptive fields of the simple cells and best activates these recep-
tive fields [137–141]. Therefore, we presented to the observers verti-
cally oriented 2D Gabor patches (the stripes of the grating are vertical)
with a fixed size in degree (full spatial extent of 7.8◦). As described by
Eq. (5.1) and illustrated in Figs. 5.2 and 5.3, for each pixel position (i,j)
the Gabor patch (GP) was a 2D cosine grating, with a contrast C and a
fixed spatial frequency f on the retina expressed in cpd, multiplied by a
2D Gaussian with a fixed standard deviation:
GP(i,j) = C cos(2piifphysP) exp(− i
2 + j2
2σ2
), (5.1)
with
fphysP =
f p
2 VD tan(0.5 pi180 )
. (5.2)
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Figure 5.2: A vertically oriented Gabor patch lying at the display plane,
without 3D inclination. The spatial frequency on the retina is f = 1.8
cpd if viewed in full resolution of 1920 (H) x 1200 (V) pixels with a
pixel pitch of 0.27 mm, at a viewing distance of 1550 mm. The Gabor
patch has a relative contrast of 1, computed as the ratio of the maximum
and the minimum displayed luminances defined by the gamma curve of
the display. The background illumination of the display seen through
polarized glasses is 26 cd/m2.
C is a value between 0 and 1 controlling the contrast of the grating, (i,j)
are the pixel indices with (i,j)=(0,0) the center of the display, fphysP is
the spatial frequency on screen, expressed in cycles per pixel, VD is the
viewing distance in mm, and p is the pixel pitch also expressed in mm.
The standard deviation of the 2D Gaussian was the same in both hori-
zontal and vertical directions, σ = 1.6◦ (160 pixels). GP(i,j) was created
first in the luminance space and then transformed to comply with the
range of digital driving levels of the monitor. The background illumi-
nation of the display seen through the polarized glasses was 26 cd/m2.
5.2.1.2 3D Gabor patch
Stereoscopic viewing is achieved by introducing binocular disparities
generated by sending two different (stereoscopic) images to the two
eyes. We investigate the effect of the stereoscopic display on the CSF
regarding the following two stereoscopic viewing conditions:
• Introduction of a single disparity between the stereoscopic im-
ages. The entire 2D Gabor patch lies on a single depth plane
parallel to the display plane which can be distant from the display
plane. The distance separating the display plane from the depth
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Figure 5.3: Horizontal profile of the 2D Gabor patch (solid curve) illus-
trated in Fig. 5.2. This assumes that the patch is parallel to the screen
in 3D space. The Gabor patch corresponds to a cosine grating, with
a spatial frequency on the retina f = 1.8 cpd (the spatial frequency on
screen fphysP = 0.018 cycles per pixel) when viewed in full resolution
(i.e. 1920 (H) x 1200 (V) pixels with a pixel pitch of 0.27 mm) at a
viewing distance of 1550 mm, multiplied by a Gaussian (dashed curve)
whose standard deviation σ= 1.6◦ (160 pixels) in both horizontal and
vertical directions.
plane (DP) is controllable. Therefore, the stimulus is perceived as
a distant 2D object.
• Introduction of multiple disparities by slanting the patch around
the horizontal axis of the depth plane: different parts of the Gabor
patch lay at different depth planes. Therefore, the stimulus is
perceived as a 3D object with a depth.
The Gabor patch could either lie in the display plane (DP:0), or in a
plane behind the display plane, i.e., a plane further away from the ob-
server as depicted in Fig. 5.4, or in a plane in front of the display plane.
The CSF is function of the retinal frequency f. If we do not make sure
we compare stimuli with the same retinal frequency, then we will cre-
ate an horizontal shift between the two compared CSFs, which we do
not want. Therefore, the parameter to be well controlled is the retinal
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Figure 5.4: Illustration of a tilted (rotation around the x-axis of the ac-
tual depth plane) Gabor patch lying at a depth plane behind the display
plane (i.e. addition of binocular disparity to translate the Gabor patch
along the z-axis). Since the viewing distance is never altered, to keep
the spatial frequency on the retina unchanged across depth planes and
tilts, the spatial frequency on screen is never modified.
frequency f of the stimuli sent to the left and the right images.
To produce the 3D Gabor patch, first the sine wave grating S (illus-
trated in Fig. 5.5) is generated as described in Eqs. 5.1 and 5.2, i.e.,
S(i,j) = cos(2piifphysP), (5.3)
with its frequency fphysP (i.e. the physical frequency on screen) already
accounting for the viewing distance and the desired frequency f on the
retina. We assume this grating is in a plane P, illustrated in Fig. 5.6,
making an angle θ with the display plane.
Second, we want to produce the left image (in plane L in Fig. 5.6),
i.e. the left stereoscopic image to be displayed on the display to create
a Gabor patch with a given inclination at a given depth plane. With the
viewing distance VD=1550 mm and the mean eye separation E=65 mm,
the normal to the left eye makes an angle alpha/2 with the normal to
the display plane with
α = 2 atan
E
2
V D
. (5.4)
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Figure 5.5: Sine wave grating S with a spatial frequency on retina f =
1 cpd when viewed in full resolution (i.e. 1920 (H) x 1200 (V) pixels
with a pixel pitch of 0.27 mm) at a viewing distance of 1550 mm.
Figure 5.6: Coordinate systems. Blue plane P corresponds to plane
including the grating. P makes an angle θ around the x axis of the plane
L. The green plane L is the plane of the left eye. As a consequence, L
is rotated by an angle of −α/2 around the y axis of P.
We want to keep the spatial frequency on the retina unchanged across
depth planes and inclinations, therefore to generate the left image we:
1. Determine the equation of L in (0, x, y) coordinate system, i.e.
−x sin(−α/2) + y cos(−α/2) sin(θ) + z cos(θ) cos(−α/2) = 0
(5.5)
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Figure 5.7: Determination of ψ the angle between the line intersecting
p’1 and p’2 (the projections of p1 and p2 on L) and v-axis.
2. Orthogonally project two points of P, p1(0,1) and p2(0,-1), on L.
The projected points are p’1 and p’2 in L (Fig. 5.7)
3. Determine ψ the angle between the line intersecting p’1 and p’2
and the vertical v of L, illustrated in Fig. 5.7
4. Generate the left image with L(u, v) = P (x, y) with u = x +
y tan(ψ), v = y and P (x, y) = S(x, y)
The left image generated, the right image R(u,v) is produced following
the same methodology but using an angle of α/2 instead of −α/2. The
resulting left and right images, for a frequency f = 1 cpd, are depicted
in Fig. 5.8.
Third, the stereoscopic image is generated by introducing disparity
D between the left and the right images (L′(u, v) = L(u − D/2, v)
and R′(u, v) = R(u+D/2, v)) and by combining them so that the odd
lines of pixels of the stereoscopic image correspond to the odd lines of
the left image, while the even lines are the same as the even lines of
the right image (Figs. 5.9 and 5.10). All left, right, and stereoscopic
images have the same size, 1920 (H) by 1200 (V) pixels. The required
amount of disparity D, in pixels, between the left and the right image
is computed by accounting for the desired position of the depth plane Z
(e.g. 171 mm behind the display plane, DP:171), the viewing distance
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(a) (b)
(c)
Figure 5.8: Sine wave gratings of the generated (a) left and (b) right
images, with a spatial frequency on retina f = 1 cpd when viewed in full
resolution (i.e. 1920 (H) x 1200 (V) pixels with a pixel pitch of 0.27
mm) at a viewing distance of 1550 mm. (c) is a cropped and zoomed-in
area of the left image to emphasize the use of the computed angle ψ to
generate the left and the right images.
(VD=1550 mm), the pixel pitch of the display (p=0.27 mm), and the
mean separation between the eyes of observers (E=65 mm), as
D =
EZ
p(V D + Z)
. (5.6)
The Gaussian blob (Fig. 5.11) is created separately. First, the Gaus-
sian blob is produced following equation 5.7. In equation 5.7, A is the
amplitude, (x0, y0) is the center of the image and σx, σy are the x and y
standard deviations of the blob. Values under a certain threshold trim
are trimmed off i.e. set to 0 to obtain a symmetric blob. The parameters
used are A = 1, σx = σy = 160 and trim = 0.005 . Second, the stereo-
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(a) (b) (c)
Figure 5.9: Examples of left and right images of a vertically oriented
Gabor patch used to generate a stereoscopic image lying 171 mm behind
the display plane. The left and right images are separated by a disparity
of 0.24◦ (24 pixels). For each Gabor patch a cropped and zoomed-in
area of 100 x 100 pixels is shown to emphasize the interlacing of the
left and right views. (a) Left image. (b) Right image. (c) Stereoscopic
Gabor patch (i.e. combination of the left and right images).
scopic image of the Gaussian blob at the actual depth plane is generated
following the same aforementioned methodology.
g(x, y) = Ae
−
(
(x−x0)2
2σ2x
+
(y−y0)2
2σ2y
)
(5.7)
The Gabor patch is produced by multiplying the grating and the
Gaussian blob stereoscopic images by each other during the staircase
experiment (see section 5.2.6.1) since the grating only should be af-
fected by the contrast change. As illustrated in Fig.5.14, the grating
image varying between -1 and 1 is first multiplied by the scalar linear
contrast Clin (i.e. C in equation 5.1). Since the staircase uses log units
for the steps up and down, the contrast is expressed in log units. There-
fore, at each trial the newly computed log contrast Clog is converted into
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Figure 5.10: Generation of the stereoscopic image by assembling odd
and even lines of pixels extracted from the left and the right images,
respectively.
Figure 5.11: 2D Gaussian blob with A = 1, σx = σy = 160 and values
under trim = 0.005 set to 0.
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Clin (Clin = 10Clog ) before being applied to the grating. Second, the
adjusted grating image is multiplied by the Gaussian blob (with val-
ues ∈ [0; 1]). Thus, the computed Gabor patch varies between -1 and
1. However, as an 8-bit device the monitor requires DDLs, i.e., values
∈ [0; 255]. Therefore, the obtained Gabor patch is multiplied by 127.5,
and the same value is added to each pixel so that all pixels ∈ [0.0; 255.0]
(see II. in Fig. 5.14).
To finally obtain DDLs, a random number between 0.0 and 1.0 (1.0 ex-
cluded) is generated and added to each pixel before applying the floor
function on it; this is spatial dithering (see III. in Fig. 5.14). Spatial
dithering is a method used to increase the range of colors a monitor can
display, since it is actually limited by the bit depth (typically 8 bits).
Spatial dithering method involves assigning appropriate color values
from the available color palette to close-by pixels in such a way that,
within a few pixels area, it gives the impression of a new color tone
which otherwise could not have been possible to create. For instance, if
a DDL of 38.25 is required, spatial dithering algorithm assigns a DDL
of 38 to three pixels out of four and a DDL of 39 to the fourth pixel.
Spatial dithering is used to manage to reach the contrast threshold of
perception as well as fine contrast values/steps around it, while still dis-
playing a smooth stimulus (not pixelated), which is not possible by just
using an 8-bit display, as illustrated in Figs. 5.12 and 5.13.
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(a) (b)
Figure 5.12: 1000 x 700 pixels cropped Gabor patches generated (a)
with and (b) without spatial dithering for a contrast C= 0.028.
(a) (b)
Figure 5.13: Horizontal profiles of the Gabor patches generated (a)
with and (b) without spatial dithering and illustrated in Fig. 5.12. The
horizontal profiles are produced by averaging the intensity of pixels
with the same horizontal coordinate, between the horizontal lines in-
cluded in the yellow rectangle depicted in Fig. 5.12.
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Figure 5.14: Steps to generate the normalized Gabor patch correspond-
ing to the linear contrast Clin (C in equation 5.1) and comprising DDLs
valued between 0 and 255. Sub-images should be considered as arrays.
Ranges at the bottom of each array characterize the range of possible
coefficient values. The symbol ◦ denotes the element-by-element mul-
tiplication while bxc corresponds to the floor function applied to x.
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5.2.2 Parameters of the study
Various parameters can impact the contrast sensitivity such as the view-
ing distance, the 2D orientation of the grating, and the spatial frequency
on the retina considered. The study has been limited to the following
parameters:
• The spatial frequency range on the retina
To obtain the trend of the CSF a few frequencies on the retina
ranging from low values (e.g. 1 cpd) to high values (i.e. 10
cpd) should be studied. Knowing the shape of the 2D CSF from
Barten’s model [45], as well as, taking into account results of a
pilot study we conducted with 2 observers, we selected seven fre-
quencies, i.e. f = 0.4, 1, 1.8, 3, 4, 6.4, 10 cpd.
• The 2D orientation of the grating
As aforementioned, to limit the number of variables, the study
has been performed regarding a vertically oriented grating only.
• The position of the depth plane
The position DP of the depth plane and its inclination θ were
mostly chosen such that the whole perceived 3D image was com-
pletely behind the plane of the display. This choice was made
based on the results of a study we conducted with five observers,
asking them to rate the 3D effect when looking at 3D images ly-
ing either in front of or behind the display plane. Results sug-
gested that 3D was more easily perceived by the observers when
objects lie in a plane behind the display plane compared to when
they completely, or partially, pop out of the display. However,
we were still interested into knowing the impact of a depth plane
in front of the display plane on the CSF. As a consequence, we
considered three depth planes behind the display plane (DP:171,
DP:661, and DP:2853) and one depth plane in front of the display
plane (DP:-171).
• The 3D inclination
As described in section 5.2.1.2, we generated the left and the right
stereoscopic images such that the frequency on the retina was in-
dependent of the 3D inclination, i.e., a planar gabor patch when
rotated around the horizontal axis was not displayed with higher
spatial frequencies on top of the path and lower at the bottom but
with a constant frequency to have a constant frequency on retina.
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The rotation around the vertical axis was not allowed since the
grating is vertical. In fact, the rotation around the vertical axis
would make the spatial frequency of the pattern varying along the
horizontal axis of the pattern (the pattern would be composed of
multiple frequencies and not of a single one). To limit the number
of variables we selected three 3D inclinations only: 0◦, 45◦, and
60◦.
• The spatial extent of the Gaussian blob used to generate the Gabor
patch
The spatial extent of the Gaussian blob has to be properly se-
lected as it influences both the range of spatial frequencies and
the purity of the selected spatial frequencies. Indeed, too small
a Gaussian blob would prevent from properly displaying low fre-
quencies (e.g. even 1 cycle cannot be fully displayed). The Gaus-
sian blob spread should be selected to ensure that a minimum of
3 cycles can be displayed whatever the frequency selected within
the aforementioned range. Finally, since the spatial extent of the
Gaussian blob is not infinite, it also impacts the purity of the se-
lected spatial frequency. For each selected spatial frequency, a
Fourier transform of the Gabor patch was carried out to compute
the range of spatial frequencies (FreqRange90%AUC in Fig. 5.15)
belonging to 90% of the area under the curve (AUC). Table 5.1
depicts the computed ranges of spatial frequencies for all the se-
lected spatial frequencies (i.e. 0.4, 1, 1.8, 3, 4, 6.4, and 10 cpd).
None of the ranges overlap with another range. Additionally, all
the ranges have a spread of about 0.31 cpd. To comply with all
the aforementioned constraints, the selected spatial extent of the
Gaussian blob is 160 pixels (1.6◦).
• The viewing distance
The viewing distance, and the amount of crosstalk, are depen-
dent on the 3D display used for the experiments. We selected the
stereoscopic display modeled in chapter 4. Additionally, the re-
sults of our study described in chapter 3 revealed that crosstalk
should be lower than 0.02 in order to not be perceivable. Nev-
ertheless, to decrease the risk that crosstalk impacts the contrast
detection ability of the observers, a smaller crosstalk threshold
(e.g. 0.005) may be preferred. Therefore, based on the results
of section 4.1, the viewing distance should be larger than 1400
mm. Finally, the viewing distance influences the perceived spa-
tial frequency and the number of pixels that is allocated per cycle.
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Table 5.1: Ranges of spatial frequencies (FreqRange90%AUC in
Fig. 5.15) belonging to 90% of the area under the curve (AUC) of the
Fourier transform of the dedicated Gabor patch.
Lower frequency Spatial frequency Upper frequency
bound (cpd) f (cpd) bound (cpd)
0.26 0.4 0.57
0.83 1.0 1.15
1.67 1.8 1.98
2.87 3.0 3.23
3.86 4.0 4.12
6.26 6.4 6.57
9.85 10.0 10.16
Consequently, the viewing distance was set to 1550 mm to en-
sure at least 10 pixels per cycle at a stimulus spatial frequency of
10 cpd, and therefore, display a non-discretized (due to the pixel
grid) grating.
Figure 5.15: Fourier transform of a Gabor patch with a Gaussian blob
spatial extent of 160 pixels (1.6◦) and a spatial frequency of 10 cpd.
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Table 5.2: Effective stimulus spatial frequency f (in cpd) observed due
to ±30 mm head motion around the viewing distance (VD) of 1550
mm(total VD=1550 ±30 mm)
f at VD offset (mm)
[total VD (mm)]
f at -30 f at 0 f at +30
[1520] [1550] [1580]
0.39 0.4 0.41
0.98 1.0 1.02
1.77 1.8 1.83
2.94 3.0 3.06
3.92 4.0 4.08
6.28 6.4 6.52
9.81 10.0 10.19
Finally, the observers were seated at a fixed position in such a way
that the center between their two eyes was aligned with the center
of the display. The observers were also asked to keep their shoul-
ders against the back of the chair (without physically fixing their
head position). We found that in such a position, approximately
30 mm of head motion is the maximum amount of movement that
does not cause strong discomfort or neck pain. We compared the
frequency fluctuation arising from head motion to the frequency
range of a Gabor patch (which includes a Gaussian envelope gen-
erating a stimulus made of a main frequency and small secondary
frequencies, since the Gaussian envelope is not infinite). The re-
sults (shown in tables 5.1 and 5.2) suggested that head motion
would not generate frequency fluctuations greater than that in-
duced by the Gaussian blob. For instance, at VD = 1550 mm, f
= 3 cpd, thus for a head movement of 30 mm (VD - 30) the fre-
quency becomes 2.94 cpd, while the lower frequency bound due
to the Gaussian envelope (lower bound of the 90% of the area un-
der the curve of the fast Fourier transform of the Gabor Patch) is
2.87 cpd.
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5.2.3 Equipment
5.2.3.1 Monitor
A stereoscopic 24” full HD E240H3 surgical display (Barco n.v., Kor-
trijk, Belgium), consisting of a patterned retarder spatially multiplexing
the left and the right views, was used to display the stereoscopic images.
The screen resolution was 1920 (H) x 1200 (V) pixels with a pixel pitch
of 0.27 mm. The monitor had a maximum luminance of 300 cd/m2 and
a contrast ratio of 1000:1. Observers wore passive polarized glasses to
separate the left and right views and to provide them to the appropriate
eye.
For all the experiments the observers had to wear the polarized glasses.
5.2.3.2 Psycho-physical test room
A dedicated test room was used to ensure uniform psycho-physical test
conditions and thus reduce variability in performance. Specifically,
the test room (depicted in Fig. 5.16) setup defined by Marchessoux et
al. [142] was used to perform the subjective measures in a controlled
environment. The ambient illumination was set to 0.8 lux as measured
behind the polarized glasses.
System crosstalk was measured for both the left and the right eyes
(i.e. behind the polarized glasses) as recommended by the International
Committee for Display Metrology (ICDM) in section 17 of the Informa-
tion Display Measurements Standard [143]. Crosstalk was measured at
1550 mm viewing distance for five different locations deviating ± 50
mm vertically and horizontally from the observers’ position. The mean
and standard error of the crosstalk were measured to be 0.29%±0.019%
for the left eye and 0.23%±0.030% for the right eye. The mean is rather
small (i.e. <0.3%) compared to the 2% threshold from which we could
start expecting effects [72, 80]. Therefore, we concluded that crosstalk
would not impact the contrast detection ability of the observers.
5.2.4 Experiments
We conducted two sets of experiments (Exp 1 and Exp 2), the results of
which are presented and discussed in sections 5.3.1 and 5.3.2, respec-
tively. These two sets of experiments are described next. Note that since
the viewing distance was never changed, the spatial frequency f on the
retina remained unchanged across the experiments.
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Figure 5.16: Psycho-physical test room. The observer was sitting at a
viewing distance of 1550 mm from the 3D stereoscopic display. The
ambient illumination was set to 0.8 lux.
• Exp 1: Investigation of CSF for 2D visualization conditions
In Exp 1A and 1B, the goal is to determine whether our method-
ology is appropriate to measure conventional (2D) contrast sen-
sitivities. First, we measure the CSF on the stereoscopic polar-
ized display in 2D viewing mode (2D CSFstereo display), i.e., each
eye receives the same stimulus consisting of half the total pixels
with zero disparity. Second, we examine the correlation between
our measured 2D CSFstereo display and two CSF models: Barten’s
CSF model [45] (Exp 1A) and EmG model explained in Mod-
elFest [121] (Exp 1B).
Exp 1C consists of a benchmark against a 2D medical display, the
FDA-approved MDMG-5121 mammography display (Barco n.v.,
Kortrijk, Belgium), which has a pixel pitch of 0.165 mm, maxi-
mum luminance of 1000 cd/m2, and contrast of 900:1. The pur-
pose of the patterned retarder in the 3D display is to enable stereo-
scopic viewing and has therefore not been used in the MDMG-
5121 display, which is an existing 2D FDA-approved mammogra-
phy display without any 3D functionality. The patterned retarder
could not be mounted on the MDMG-5121 display due to techni-
cal limitations. The goal is to determine whether a stereoscopic
polarized display used as a 2D visualization system (from Exp
1A, Exp 1B) produces the same quality level in terms of con-
trast sensitivity as an approved 2D diagnostic display. Medical
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regulatory bodies stipulate that new display technologies should
generate at least the same quality of healthcare as currently ap-
proved diagnostic displays in order to be approved for diagnostic
use. Therefore, we measure the 2D CSF (2D CSF2D display) on the
FDA-approved 2D mammography display and compare this to the
2D CSFstereo display assessed on the stereoscopic polarized display
in 2D viewing mode.
• Exp 2: Investigation of CSF for stereoscopic image viewing
Since the DICOM GSDF is derived from the CSF, it is crucial to
determine the impact of stereoscopic image viewing on the 3D
CSF in order to conduct the appropriate 3D display calibration.
In Exp 2A, we investigate the relationship between the 3D CSF
at DP:0 and the 3D CSFs at DP6=0 (θ:0) acquired for four depth
planes (DP:171, 661, -171, and 2853, respectively in Exps 2Ai
through 2Aiv). In Exp 2Av, we compare the 3D CSF for the depth
plane behind the display plane (DP:171) and the 3D CSF for the
depth plane in front of the display plane (DP:-171). In Exp 2B,
we investigate the relationship between the 3D CSF with no 3D
inclination (DP:171, θ:0) and the 3D CSF with a slanted Gabor
patch (DP:171, θ = θ:45 in Exp 2Bi and θ:60 in Exp 2Bii) on a
stereoscopic polarized display.
The number of observers varies across experiments but the observer
screening process, protocol, and data analysis are the same.
5.2.5 Observers
Fifteen candidate observers were required to perform visual tests in or-
der to select those with normal visual acuity and normal stereovision.
5.2.5.1 Vision testing
A standard Snellen chart was used to test visual acuity. A Randot®
stereotest [144] was used to test stereoscopic acuity. Binocularly de-
vised random dot patterns require the individual to extract a figure from
the background without the help of any monocularly visible contours.
The range of possible values for the measured disparity with the Randot®
stereotest was 500 arc-seconds (very low stereoscopic acuity) to 20 arc-
seconds (very high stereoscopic acuity) at a viewing distance of 410
mm.
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5.2.5.2 Final choice of observers
The number of required observers is computed as a function of the
smallest detectable difference, the standard deviation of the measures,
and the power and the significant level of the test. [145, 146] In [147],
the authors reported the mean of the standard deviation of the log thresh-
olds computed over five spatial frequencies and six observers of two
criterion-dependent psychophysical methods and found it be vary be-
tween 0.14 and 0.25. We selected 0.3 as the smallest detectable dif-
ference between log contrast thresholds since this difference would en-
able to detect the presence of effects such as the inhibitory processes
in binocular perception when the two eyes are unequally illuminated.
[148] Finally, the selected significant level and the power of the test
were 0.05 and 0.8, respectively. Regarding all the aforementioned val-
ues, we found the required sample size to be 9 on average. Therefore,
out of a total of fifteen naive observers tested for visual and stereoscopic
acuity, nine were selected for further experiments, i.e., those with visual
acuity equal to, or better than, 20/20 and stereoscopic acuity equal to or
less than 70 arc-seconds (0.02◦). Stereoscopic acuity was 25 for three
observers, 30 for two observers, 40 for two other observers, 50 for one
observer, and 70 for one observer. Thus, at a viewing distance of 1550
mm, the smallest detectable depth difference was 4.5 mm for observers
with the best stereoscopic acuity and 12.5 mm for the observer with the
lowest stereoscopic acuity.
The nine selected observers included seven men and two women
with ages ranging from 23 to 41; the average age was 30. They all had a
limited experience with 3D except for one who previously worked with
such technology.
5.2.6 Protocol
5.2.6.1 Experimental design
To measure visual detection such as contrast thresholds, adaptive stair-
cases and more especially weighted up/down methods with different
fixed up/down step sizes are often used. Indeed, it is generally as-
sumed that fixed-step-size (FSS) staircase asymptotically converges on
the stimulus level at which a correct response occurs (see figure 5.17)
with probabilities derived by Wetherill and Levitt [149] or Kaernbach
[150], even if it has never been proved rigorously.
A staircase is a set of trials. At each trial, an image with a certain
contrast is displayed. The stimulus level selected in any given trial along
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an FSS staircase depends on the subject’s responses in one or more of
the preceding trials. In a yes/no staircase [151] the observers respond
either that they do or do not see the target in the image. If they in-
dicate that the stimulus is visible, the stimulus in the following trial is
made less intense, i.e., the contrast decreases by a certain down step and
vice versa [152]. Two alternative forced-choice staircase [153] (2AFC)
can be used to assess a threshold, as well. With 2AFC the observers
respond regarding a decision criterion, e.g., they indicate whether the
displayed stimulus is vertically or horizontally oriented, even if they do
not see it anymore. With the use of yes/no detection task the criterion
to decide whether the stimuli is visible or not may differ between the
subjects and outlier values can be generated. However, the use of a
yes/no detection task is very appropriate in clinical practice since it is
easy for observers and it enables the staircase to converge to the asymp-
totic value in a limited number of trials. Therefore, a yes/no staircase
produces shorter duration experiments: “Interest in the use of adap-
tive staircase methods in clinical practice is increasing, but time limita-
Figure 5.17: Staircase method implementing a three-down one-up rule.
The starting contrast value is 1 (0 in log units) and contrast decreases
after each “yes” response until the first reversal (“no” response) occurs.
Then the three-down one-up rule takes over and continues until twenty-
two reversals are reached and the reversals converge on the 83.15% con-
trast threshold.
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tions require that they be based on yes-no trials”. [151]; “Although the
criterion-free method has substantial benefits, a 2-IFC: procedure can
be difficult for observers and may be less reliable and less accurate than
a Y/N in a clinical population [154]”. Additionally, R.M. Rose, D.Y.
Teller, and P. Rendleman [155] indicated that although the observers set
their own decision criterion when using a yes/no staircase compared to
a forced-choice staircase, and that forced-choice techniques are theoret-
ically superior over yes-no techniques, their simulations indicated that
“the statistical properties of the yes-no staircase estimators are, in three
respects, better than those for the forced-choice”. For instance, the du-
ration of experiment to reach threshold is much longer for forced choice
than for yes/no techniques, and, unlike the yes/no estimator that is un-
biased, the bias of the estimator of the forced-choice technique depends
on stimulus spacing. Therefore, based on this literature study, a yes/no
staircase was selected to carry out the experiment.
A reversal is a particular trial whose change in stimulus contrast
yields a change in response from “yes” (observer sees the pattern) to
“no” (observer does not see the pattern) or vice versa (see Fig. 5.17).
Reversals are the points of interest because, if the staircase experiment
is performed correctly, contrast values at reversals converge to the con-
trast threshold.
Typically, several consecutive “yes” responses are needed before de-
creasing the contrast depending on the up/down rule of the staircase.
The most popular staircases use one-, two-, three and four-down one-
up rules [151, 153]. Requiring several “yes” responses before decreas-
ing the contrast makes the threshold estimation more accurate, but it
increases the length of the staircase experiment. To comply with this
trade-off the three-down one-up rule was selected.
The step up (∆+) and down (∆−) sizes are fixed but can differ.
In [151, 153], Garcı´a-Pe´rez shows that the point on which FSS stair-
cases converge is strongly dependent on step size. Therefore, he pro-
vides optimal ∆−/∆+ ratios for use with each up/down rules so that
the percent-correct targeted by the staircase is well defined irrespec-
tive of all procedural characteristics. For the three-down one-up rule,
the ratio ∆−/∆+ must be set to 0.7393 (log units) so that the staircase
converges on the 83.15%-correct points [149–151]. In general it is rec-
ommended that ∆− < ∆+. ∆+ has to be properly set since too small
values would lead to too long staircases with a high number of trials but
a limited number of reversals while too large values would make the
convergence difficult to achieve. Nevertheless, for use with FSS stair-
cases, large enough steps have several advantages. First, they produce
reversals more quickly. This will save time and allow for longer stair-
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cases without incurring more trials. As a consequence, more data may
be used for threshold estimation. Second, in case of mistakes or lucky
guesses, they allow quick come-back to a range of contrasts where the
stimulus is perceptible. Finally ∆− is chosen relatively to ∆+ and the
appropriate ∆−/∆+ ratio.
The starting value can be set either above or under threshold. However,
an above threshold starting value makes the target easy to detect and
gives a clear idea of what it looks like.
The length of a staircase is usually specified either as a fixed number of
trials, regardless of how many reversals are reached or as a fixed number
of reversals with varying number of trials required to reach it. It turns
out that the second solution is often more efficient.
Stimulus levels beyond boundaries may occur while contrast values be-
low 0 or above 1 are physically impossible. So boundary conditions
should be defined to deal with off-limits values. Actually, two different
boundary conditions may be used:
• Truncation: Off-limits values are replaced with the corresponding
boundary value.
• Carry-on: Stimuli at boundary levels are displayed when an off-
limits value is requested, but the staircase proceeds as if there
is no boundary. This method is the most appropriate when FSS
staircases are considered.
Values for the step sizes, the starting values, the number of reversals
and the boundary conditions were pre-selected and used to carry out a
pilot study. The pilot study is preliminarily conducted in order to im-
prove the performance of the experiment, e.g., concerning length time,
accuracy, and efficiency. The staircase algorithm used for the pilot study
implemented the three-down / one-up rule with ∆+ = 0.3 log units and
down ∆− = 0.7393∆+ = 0.2218 log units, the carry-on boundary con-
dition, a fixed number of fourteen reversals and the starting value set to
1.
Two observers, different from those selected for the real tests, are
asked to perform perceptual tests for the whole range of frequencies
and two different depth planes. For all tests, 3D inclinations were not
considered. That is a total of fourteen tests and staircases per observer.
Time is measured and staircases are plotted. For intermediate frequen-
cies (i.e. from 1.8 cpd to 6.4 cpd), the pilot study suggested that most of
the initially chosen values are suitable for the experiment: the first rever-
sal happens quickly and reversal points converge to the contrast thresh-
old after a few trials. Nevertheless, at the lowest and highest frequencies
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(i.e. 0.4 cpd, 1 cpd, and 10 cpd) the number of reversals appeared to not
be sufficient. In fact, depending on the observer, more reversals are
sometimes needed to have the staircase asymptotically converging.
Consequently, based on the results of our pilot study as well as on
the recommendations made in [151, 153], parameters of the FSS stair-
case to be used for the perceptual tests implemented:
• The three-down / one-up rule
• Steps up ∆+ = 0.3 log units and down ∆− = 0.7393∆+ =
0.2218 log units, ∆−/∆+ = 0.7393 being the optimal ratio for
the three-down / one-up rule
• The carry-on boundary condition
• A fixed number of twenty two reversals to reach before staircases
stop. Nevertheless, only the last twenty are used for threshold
calculation
• Starting value equal to 1 (0 in log units)
5.2.6.2 Experimental procedure
First, a training session was carried out with a single test condition us-
ing a Gabor patch with a set of parameter values (f = 5 cpd, DP = 86
mm, and the grating is oriented at θ = 30◦) different from those used for
the real tests. This training session was intended to help observers to get
acquainted with the staircase procedure, the stimuli and the experimen-
tal task. Next, the experimental sessions were conducted with a total of
over twenty trials per observer. One trial lasted seven minutes on aver-
age but this duration tended to decrease with some practice during the
experiment. Twenty-minute sessions containing three trials each were
organized, with a forty-five-second break between each trial in order to
avoid retinal persistence and to let observers rest their eyes. Two ses-
sions a day were scheduled per observer. The presentation order of the
staircases was randomized across the different parameter combinations
and across the observers.
At the end of the experiment, the observers completed a survey to
indicate whether they were following the instructions, e.g., making their
decision by looking at the whole target, or at least by looking at a region
larger than a sphere with a radius of 12.5 mm around the center of the
target. In fact, for an observer with a stereoscopic acuity sa = 70 arc-
seconds, a viewing distance VD = 1550 mm, and a mean eye separation
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E = 65 mm, the minimum detectable depth change dz is
dz =
V D2 Sa
60cE
= 12.5 mm,
(5.8)
with c = 3437.75 (1 radian in arc-minutes). Therefore, the zone where
any depth change is not detectable by the observers is a sphere with a
radius of 12.5 mm for the observer with the poorest stereoscopic acu-
ity (70 arc-seconds), and 4.5 mm for the observers with the best stereo-
scopic acuity (25 arc-seconds), around the center of the target at a view-
ing distance of 1550 mm.
5.2.7 Data analysis
The raw staircase plots of all trials were visually inspected to check for
convergence. Then, the threshold was estimated by averaging stimulus
levels at the reversal points. In particular, it was calculated as the arith-
metic mean of reversal values in the units in which the step size was
constant [153], i.e., as steps were expressed in log units the threshold
was calculated as
Clog =
1
N
N∑
i=1
log(ci). (5.9)
In equation (5.9) Clog is the estimated threshold in log units, N is the
number of reversals and ci refers to the contrast at the i-th reversal The
last twenty reversals were used to compute the final contrast threshold
since the first few reversals were almost always much above or below
the asymptotic threshold.
Since contrast sensitivity CS is the inverse of the contrast threshold
as defined by Michelson and expresses as
CS =
1
CMich
with CMich =
Lmax − Lmin
Lmax + Lmin
, (5.10)
the resulting log contrast Clog was converted into Michelson contrast
CMich taking into account the characteristic curve of the display. The
characteristic curve of a display defines the relationship between the
driving level of a pixel and its actual luminance. The smallest and the
largest driving levels are extracted from the Gabor patch pattern with a
contrast equal to the estimated contrast threshold Clog. Their responses
in luminance Lmin and Lmax are then obtained from the characteristic
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curve of the display. Lmin and Lmax are used to compute CMich and the
contrast sensitivity CS. CS is computed for each frequency f.
Additionally, the reliability of all observers was checked by a test-retest
reliability assessment [156] and an intraclass correlation coefficient com-
putation.
Afterwards, we identified outliers using the 1.5 x IQR outlier la-
belling rule [157]. This rule considers a score as an “out” value, or mild
outlier, if it is 1.5 times outside the interquartile range (defined as the
distance between the first and third quartiles). A score is defined as
a “far out,”or extreme, outlier if it is beyond 3 times the interquartile
range. We considered “far out” scores as outliers. As 6 outliers, out of
189 scores, were detected and QQ-plots suggested that the observations
were not normally distributed, we calculated the medians and the first
and third quartiles of the contrast sensitivities for all the different pa-
rameter combinations. Then, since we considered few observers (less
than ten), we plotted all the individual contrast sensitivities of all the
observers as function of the spatial frequency.
Furthermore, we performed a non-parametric Friedman statistical
test [158] to assess whether contrast sensitivity median for a given pa-
rameter combination was equal to median returned for the compared
combination. The null hypothesis was H0: the given parameter combi-
nation median was equal to the compared parameter combination me-
dian. The alternative hypothesis was Ha: the given parameter combi-
nation median was different from the compared parameter combination
median. The significance level was set to 0.05.
Finally, for each spatial frequency f, the one-sample Wilcoxon Signed
rank test was used to test if the median of contrast sensitivities was sta-
tistically significantly different from the value generated from Barten’s
model, and from the EmG model of the ModelFest.
5.3 Results
We conducted two main experiments with seven to nine human ob-
servers using the parameters given in section 5.2.1 and the protocol de-
scribed in section 5.2.6 to measure the 2D CSF for a 2D display (2D
CSF2D display) and a 3D stereoscopic display (2D CSFstereo display) used in
2D viewing mode (Exp 1) and to measure the 3D CSF (DP 6=0, θ) using
the 3D stereoscopic display in stereoscopic viewing mode (Exp 2). If
not mentioned otherwise, contrast sensitivities were measured for θ=0.
To illustrate contrast sensitivities measured by each individual observer,
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we color-coordinated the data points of the plots depicting the experi-
mental results. Finally, none of our observers failed the reliability test.
5.3.1 Exp 1: CSF for 2D visualization conditions
Since we aim at measuring the CSF for several viewing conditions, we
first verified whether our methodology (section 5.2.6) was appropri-
ate to measure the conventional 2D CSF (i.e. for 2D viewing mode).
Therefore, we compared the 2D CSFstereo display (obtained for the 3D dis-
play in 2D viewing mode, each eye receives the same stimulus consist-
ing of half the total pixels with zero disparity) versus both the mathe-
matical model developed by Barten [45] and the EmG model of Mod-
elFest [121] in order to evaluate whether this 2D CSFstereo display would
unexpectedly differ from the existing CSF models. Parameters used to
conduct this experiment are given in Table 5.3. In addition, to deter-
mine whether a stereoscopic polarized display gives the same quality
level in terms of contrast sensitivities as an approved diagnostic dis-
play, an additional experiment was performed with the FDA-approved
MDMG-5121 Barco mammography display (a diagnostic display with-
out any 3D functionality nor any patterned retarder). All the additional
trials were repeated for the same conditions as in sections 5.2.3 and
5.2.6, and for the parameters given in Table 5.3, using the MDMG-5121
mammography display.
Table 5.3: Exp 1: Parameter values of 2D Gabor patches
Parameters Units Symbol Values
Spatial frequency cpd f 0.4, 1, 1.8, 3, 4, 6.4, 10
2D orientation degree 2D 0
3D inclination degree θ 0
Depth plane position mm DP 0
Viewing distance mm VD 1550
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5.3.1.1 Exp 1A: 2D CSFstereo display vs Barten’s CSF
As illustrated in Fig. 5.18, the measured contrast sensitivities obtained
with the experiment appear to be very close to Barten’s CSF model [45]
(accounting for a pattern size of 101.7 mm and an average luminance
level of 26 cd/m2) although values for 0.4 and 10 cpd seem slightly
lower than those of the model. Nevertheless, for all frequencies, the
one-sample Wilcoxon Signed rank test does not provide sufficient ev-
idence to conclude that the medians are significantly different from
Barten’s values (p > 0.05 in Table 5.4). Thus, there is no evidence that
the 2D CSF as measured and modeled by Barten [45] significantly dif-
fers from the 2D CSF acquired when the stereoscopic polarized display
is used as a 2D visualization system.
Figure 5.18: Exp 1A: Measured contrast sensitivities of the nine ob-
servers for a 3D stereoscopic display used in 2D viewing mode (no 3D
inclination θ:0 and stimulus lying at the display plane DP:0), compared
to the CSF extracted from the mathematical model of Barten [45] for a
pattern size of 101.7 mm and an average luminance level of 26 cd/m2.
The data points are slightly horizontally offset for visibility purposes.
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Table 5.4: Exp 1A: Significance test of Barten’s mathematical CSF vs
the 2D CSFstereo display measured for nine observers with the 3D stereo-
scopic display used as a 2D imaging system. Row 2: One-sample non-
parametric Wilcoxon Signed rank test. The null hypothesis is never
rejected, indicating that we cannot conclude that the measurements are
significantly different from Barten’s model.
Frequency (cpd) 0.4 1 1.8 3 4 6.4 10
One-sample Wilcoxon
p-value 0.37 0.44 0.31 0.68 0.95 0.86 0.37
5.3.1.2 Exp 1B: 2D CSFstereo display vs CSF EmG model (ModelFest)
As illustrated in Fig. 5.19, except at 0.4 cpd, the log of the measured
contrast sensitivities appears to be very close to the values from the
EmG model of the Modelfest with parameters set to the values pro-
posed in the ModelFest [121]: gain of 360.24, high-frequency scale of
7.5 cpd, low-frequency scale of 1.9 cpd, and attenuation at low frequen-
cies of 0.82. We use the EmG CSF model since it has been shown to
have a good fit to fixed size Gabor patches [121]. At 0.4 cpd, the log
contrast sensitivity measured with our experiment appears to be higher
than expected (Fig. 5.19). For all frequencies, except at 0.4 cpd, the
one-sample Wilcoxon Signed rank test does not provide sufficient ev-
idence to conclude that the medians of the log of the measured con-
trast sensitivities are significantly different from the values provided by
the EmG model with the aforementioned parameters (p > 0.05 in Ta-
ble 5.5). Thus, from spatial frequencies of 1 cpd, there is no evidence
that the 2D CSF as proposed by the ModelFest [121] significantly dif-
fers from the CSF acquired with the stereoscopic polarized used as a 2D
visualization system. The suggested significant difference at 0.4 cpd is
very likely due to the asymptotic behaviour near the low frequencies of
the EmG model, unlike Barten’s model.
152 HVS response to stereoscopic viewing conditions
Figure 5.19: Exp 1B: Measured contrast sensitivities of the nine ob-
servers for a 3D stereoscopic display in 2D viewing mode (no 3D in-
clination θ:0 and stimulus lying at the display plane DP:0), compared
to the CSF extracted from the EmG model of the ModelFest [121] with
a gain of 360.24, a high-frequency scale of 7.5 cpd, a low-frequency
scale of 1.9 cpd, and an attenuation at low frequencies of 0.82. Dou-
ble asterisks denote a significant difference between the ModelFest and
VD:1550 DP:0 at a given spatial frequency. The data points are slightly
offset for visibility purposes.
These results indicate that the CSF obtained from our measurement
does not significantly differ from the Barten and EmG CSF models.
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Table 5.5: Exp 1B: Significance test of EmG CSF (ModelFest) vs the
2D CSF3D measured for nine observers with the 3D stereoscopic dis-
play used as a 2D imaging system. Row 2: One-sample non-parametric
Wilcoxon Signed rank test. Bold p-values denote the rejected null hy-
pothesis, indicating a significant difference between our measurements
and EmG CSF model.
Frequency (cpd) 0.4 1 1.8 3 4 6.4 10
One-sample Wilcoxon
p-value 0.02 0.26 0.17 0.95 0.95 0.95 0.11
5.3.1.3 Exp 1C: 2D CSFstereo display vs 2D CSF2D display
The results were computed for eight observers only as one observer was
not able to repeat the experiment with the MDMG-5121. Since we com-
pare the CSF for 2D viewing conditions on both displays, comparisons
are performed with the 3D inclination of the stimulus set to 0 (θ:0) lying
at the display plane (DP:0). The graph illustrated in Fig. 5.20 depicts
the measured contrast sensitivities for both visualization systems. For
all considered frequencies the curves suggest no difference between 2D
visualization on a 3D stereoscopic display (the stereoscopic polarized
display) and visualization using a 2D display (FDA-approved MDMG-
5121 display). This is confirmed by the results of Friedman signifi-
cance testing (p > 0.05) performed for all individual frequencies (see
Table 5.6). Thus, if the same image is sent to both the left and the
right eye the CSF does not differ irrespective of whether the image is
shown on a 2D display or a 3D stereoscopic display. Therefore, the CSF
measured on the stereoscopic polarized display is the same as the CSF
measured on the FDA-approved MDMG-5121 mammography display.
In addition, we conclude that the DICOM GSDF is still appropriate to
calibrate the luminance of a stereoscopic polarized display when used
as a 2D visualization system.
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Figure 5.20: Exp 1C: Measured contrast sensitivities for the 2D FDA-
approved medical display (stars) versus the 3D stereoscopic display in
2D viewing mode (Xs) with no 3D inclination (θ:0) and the stimulus
lying at the display plane (DP:0), for eight observers. The two datasets,
and the data points, are slightly horizontally offset for visibility pur-
poses.
Table 5.6: Exp 1C: Significance test of 2D CSF2D on FDA-approved
2D display vs the 2D CSF3D measured for eight observers with the 3D
stereoscopic display used as a 2D imaging system. Row 2: Friedman
non-parametric test. The null hypothesis is never rejected, indicating
that we cannot conclude that the measured 2D CSF2D on a 2D display is
significantly different from the 2D CSF3D on a 3D stereoscopic display
in 2D viewing mode.
Frequency (cpd) 0.4 1 1.8 3 4 6.4 10
Friedman p-value 0.10 0.41 0.41 1 1 0.41 0.71
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5.3.1.4 Intersubject variability
The contrast sensitivity relies on the contrast of Michelson, and, as a
consequence, on the characteristic curves of the actual display used to
present the stimulus. Therefore, for comparison with other studies and
other psychophysical methods we compute the intersubject variability
(measure of the dispersion of the individual results of a test) for the
log contrast threshold. The intersubject variability is the mean of the
standard deviation of the log contrast thresholds of all the subjects over
all frequencies.
Within the ModelFest context, log contrast thresholds for sixteen
observers and seven spatial frequencies (1.12, 2, 2.83, 4, 5.66, 8, and
11.3 cpd) for a fixed size Gabor patch are available1. These data were
collected with a 2AFC procedure. The intersubject variability for these
data is 0.18. In Fig. 5.18 some differences between the individual con-
trast sensitivity results are of the order of a factor four or more. How-
ever, the mean intersubject variability of the log contrast thresholds over
the seven spatial frequencies and the nine observers is 0.21. In [147],
the mean intersubject variability over five spatial frequencies and six ob-
servers of two criterion-dependent psychophysical methods (the method
of increasing contrast and the von Be´ke´sy tracking method) varies be-
tween 0.17 and 0.25 and between 0.14 and 0.22, respectively. There-
fore, differences between our subject contrast sensitivities are in the
order of magnitude of other reported sensitivity differences.
1http://vision.arc.nasa.gov/modelfest/index.html
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5.3.2 Exp 2: CSF for stereoscopic image viewing
Since the DICOM calibration function relies on the CSF, the shape of
the CSF in stereoscopic viewing conditions remains an open question
that must be investigated in order to develop the appropriate DICOM
calibration function for stereoscopic polarized displays. Therefore, in
Exp 2, we explore the impact of (1) the depth plane position (Exp 2A),
and (2) the 3D inclination (Exp 2B) on the 3D CSF.
5.3.2.1 Exp 2A: 3D CSFs (DP=0 vs DP6=0)
In the 2000s, several studies reported that when viewing stereoscopic
content, the eyes (focus of the lens of the eyes) are accommodating
to the display for optimal sharpness, but converging off the display
plane [16, 128, 129]. In addition, since our images are shown on a dis-
play with a finite size the observers can see its corners, generating a
depth cue encouraging the lens of the eye to focus at the display plane.
Consequently, we assumed that the observers were focusing at the dis-
play throughout the experiments. In their study, Hoffman et al. [16]
reported that the discrepancy between vergence and accommodation
resulted in visual fatigue and discomfort (e.g. visual stress, eye pain,
nausea, motion sickness) and thereby affected the performance of the
HVS (e.g. accommodation mechanism, visually evoked cortical poten-
tial [129] and stereoacuity). Furthermore, Hoffman et al. [16] men-
tioned that these effects depended on the amplitude of the difference
between the vergence and the accommodation distances and on the fre-
quency content of the stimulus. The more distant a depth plane is from
the display, the difference between vergence and accommodation in-
creases, causing more visual discomfort and decreased performance of
the HVS. Therefore, we were interested in determining the impact of the
depth plane position (known to cause visual discomfort and decrease in
visual performance) on the 3D CSF.
Hoffman et al. [16] reported three different zones of accommodation
and vergence responses: Percival’s zone of comfort, the zone of clear
single binocular vision, and Panum’s fusional area (illustrated in Fig. 5.21).
Percival’s zone of comfort (±0.2 diopters background and foreground in
terms of depth-of-focus [16,159–161]) belongs to the zone of clear sin-
gle binocular vision but the difference between the accommodation and
the vergence responses remains small, and is thus unlikely to cause any
discomfort or visual fatigue. Panum’s fusional area includes the zone
of clear single binocular vision and does not exceed the eyes’ depth of
focus.
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(a) (b)
Figure 5.21: (a) Panum’s fusion area. (b) Percival’s zone of comfort
and zone of clear binocular vision. [16]
We conducted an experiment with the same methodology as in sec-
tions 5.2.6 and 5.2.3. The 3D CSF was measured for five different
depth planes (Table 5.7): four depth planes behind the display plane
(DP:0, DP:171, DP:661, and DP:2853) and one depth plane in front
of the display plane (DP:-171). DP:171, DP:661, and DP:-171 belong
to Percival’s zone of comfort [16, 159–161]. DP:2853 is outside Per-
cival’s zone of comfort but still inside the zone of clear single binoc-
ular vision [16], i.e., the decoupling between the accommodation and
vergence responses is very likely to generate discomfort and visual fa-
tigue. We assume that the observers are accommodating to the display
plane and all the considered depth planes belong to Panum’s fusional
area [16], therefore, blurring of the retinal image will be limited. As
a consequence, the remaining causes of a potential decrease of the dis-
crimination ability are the discomfort and the visual fatigue. Plots of
the measured 3D CSFs of the seven observers for DP:171, DP:-171,
DP:661, and DP:2853, illustrated in Figs. 5.22, 5.23, 5.24, and 5.25, as
well as results of the Friedman tests reported in Tables 5.8, 5.9, 5.10,
and 5.11, corresponding to Exp 2Ai through 2Aiv, do not provide suffi-
cient evidence to conclude that there is a significant difference between
the 3D CSF with induced binocular disparity (DP6=0) and the 3D CSF
without induced binocular disparity (DP:0). Finally, as suggested in
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Table 5.7: Exp 2A: Experiment parameters and their selected values
Parameters Units Symbol Values
Spatial frequency cpd f 0.4, 1, 1.8, 3, 4, 6.4, 10
2D orientation degree 2D 0
3D inclination degree θ 0
Depth plane position mm DP 0, 171, 661, 2853, -171
Viewing distance mm VD 1550
Fig. 5.26 and Table 5.12, corresponding to Exp 2Av, the contrast sensi-
tivities measured at DP:171 do not significantly differ from the contrast
sensitivities measured at DP:-171.
In conclusion, as long as the difference between vergence and ac-
commodation remains controlled, i.e, the generated stereoscopic image
belongs to the zone of clear single binocular vision, the CSF is unlikely
to be altered for different depth planes compared to the CSF measured
at the display plane, even if discomfort and visual fatigue are expected
to exist. Furthermore, in the zone of clear binocular vision, the blurring
of the retinal image is limited enough to not reduce discrimination abil-
ity over depth planes. Finally, inside Percival’s zone of comfort, at the
same absolute distance from the display plane regardless whether the
depth plane is behind or in front of the display plane, the contrast sen-
sitivities do not appear to differ from each other. Consequently, under
reasonable stereoscopic viewing conditions on a polarized stereoscopic
display, the existing 2D CSF measurements remain valid. Therefore,
the current DICOM calibration algorithm is very likely to be applicable
to polarized stereoscopic displays and thus the DICOM conformance
test still remains valid.
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Figure 5.22: Exp 2Ai: 3D CSF (DP:0) and 3D CSF (DP:171) measured
for seven observers. DP:0 refers to the display plane while DP:171 des-
ignates a depth plane lying 171 mm behind the display plane. f de-
notes the spatial frequency (cpd) of the stimulus on the retina. The two
datasets and the data points are slightly horizontally offset for visibility
purposes.
Table 5.8: Exp 2Ai: Significance test of 3D CSF (DP:0) vs 3D
CSF (DP:171) measured for seven observers. Row 2: Friedman non-
parametric test. The null hypothesis is never rejected, indicating that
we cannot conclude that 3D CSF (DP:0) is significantly different from
3D CSF (DP:171).
Frequency (cpd) 0.4 1 1.8 3 4 6.4 10
Friedman p-value 0.71 0.71 0.71 0.71 0.71 0.26 0.71
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Figure 5.23: Exp 2Aii: 3D CSF (DP:0) and 3D CSF (DP:661) measured
for seven observers. DP:0 refers to the display plane while DP:661 des-
ignates a depth plane lying 661 mm behind the display plane. f de-
notes the spatial frequency (cpd) of the stimulus on the retina. The two
datasets and the data points are slightly horizontally offset for visibility
purposes.
Table 5.9: Exp 2Aii: Significance test of 3D CSF (DP:0) vs 3D
CSF (DP:661) measured for seven observers. Row 2: Friedman non-
parametric test. The null hypothesis is never rejected, indicating that
we cannot conclude that 3D CSF (DP:0) is significantly different from
3D CSF (DP:661).
Frequency (cpd) 0.4 1 1.8 3 4 6.4 10
Friedman p-value 0.06 0.26 0.26 0.26 0.06 0.71 0.26
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Figure 5.24: Exp 2Aiii: 3D CSF (DP:0) and 3D CSF (DP:-171) mea-
sured for seven observers. DP:0 refers to the display plane while DP:-
171 designates a depth plane lying 171 mm in front of the display plane.
f denotes the spatial frequency (cpd) of the stimulus on the retina. The
two datasets and the data points are slightly horizontally offset for visi-
bility purposes.
Table 5.10: Exp 2Aiii: Significance test of 3D CSF (DP:0) vs 3D
CSF (DP:-171) measured for seven observers. Row 2: Friedman non-
parametric test. The null hypothesis is never rejected, indicating that we
cannot conclude that 3D CSF (DP:0) is significantly different from 3D
CSF (DP:-171).
Frequency (cpd) 0.4 1 1.8 3 4 6.4 10
Friedman p-value 0.71 0.26 0.71 0.71 0.71 0.26 0.26
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Figure 5.25: Exp 2Aiv: 3D CSF (DP:0) and 3D CSF (DP:2853) mea-
sured for seven observers. DP:0 refers to the display plane while
DP:2853 designates a depth plane lying 2853 mm behind the display
plane. f denotes the spatial frequency (cpd) of the stimulus on the retina.
The two datasets and the data points are slightly horizontally offset for
visibility purposes.
Table 5.11: Exp 2Aiv: Significance test of 3D CSF (DP:0) vs 3D
CSF (DP:2853) measured for seven observers. Row 2: Friedman non-
parametric test. The null hypothesis is never rejected, indicating that we
cannot conclude that 3D CSF (DP:0) is significantly different from 3D
CSF (DP:2853).
Frequency (cpd) 0.4 1 1.8 3 4 6.4 10
Friedman p-value 0.71 0.26 0.26 0.71 0.71 0.71 0.71
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Figure 5.26: Exp 2Av: 3D CSF (DP:171) and 3D CSF (DP:-171) mea-
sured for seven observers. DP:171 refers to a depth plane lying 171 mm
behind the display plane while DP:-171 designates a depth plane lying
171 mm in front of the display plane. f denotes the spatial frequency
(cpd) of the stimulus on the retina. The two datasets and the data points
are slightly horizontally offset for visibility purposes.
Table 5.12: Exp 2Av: Significance test of 3D CSF (DP:171) vs 3D
CSF (DP:-171) measured for seven observers. Row 2: Friedman non-
parametric test. The null hypothesis is never rejected, indicating that we
cannot conclude that 3D CSF (DP:171) is significantly different from
3D CSF (DP:-171).
Frequency (cpd) 0.4 1 1.8 3 4 6.4 10
Friedman p-value 0.71 0.26 0.71 0.71 0.71 0.71 0.26
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Table 5.13: Exp 2B: Experiment parameters and their selected values
Parameters Units Symbol Values
Spatial frequency cpd f 0.4, 1, 1.8, 3, 4, 6.4, 10
2D orientation degree 2D 0
3D inclination degree θ 0, 45, 60
Depth plane position mm DP 171
Viewing distance mm VD 1550
5.3.2.2 Exp 2B: 3D CSFs (θ=0 vs θ 6=0)
Some anatomies, such as the breast acquired with SDM, appear as a 3D
volume with a depth. We are interested in gaining insight into the shape
of the CSF when the stimulus might not lie perfectly parallel to the
display plane. Therefore, we measured the CSF for stimuli simulating a
3D object with a depth and compared it to the CSF measured for stimuli
without depth (θ=0).
To generate 3D stimuli with depth, we slanted (inclined) the verti-
cally oriented Gabor patches used in the previous experiments. In order
to maintain the same spatial frequency falling on the retina, the fre-
quency on screen was not altered, i.e., the frequency on screen did not
change along the y-axis. The Gabor patches were rotated around the
horizontal axis of the considered depth plane. By inclining the Gabor
patches, we created a disparity gradient extending from the bottom to
the top of the stimulus, and thus created stimuli with a depth. The 3D
CSF was measured for three inclinations (θ:0, θ:45 and θ:60) and one
depth plane (DP:171). Parameters of the experiments are summarized
in Table 5.13.
In section 5.3.2.1 (Exp 2A), we indicated that under controlled stereo-
scopic viewing conditions on a polarized stereoscopic display, the ex-
isting 2D CSF measurements remain valid. Therefore, we hypothesized
the CSF to be independent of the applied inclination.
In Exp 2Bi, when comparing the 3D CSF with 45◦ inclination (DP:171,
θ:45) to the 3D CSF with no inclination (DP:171, θ:0) for the nine ob-
servers, no significant difference was found: the curves look very simi-
lar (Fig. 5.27) and the Friedman test p-values (Table 5.14) are all above
0.05.
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At θ=45◦ the change in depth from one side of the pattern to the
other is of 144 mm (± 72 mm). The smallest detectable depth difference
is 12.5 mm for the observer with the poorest stereoscopic acuity (70 arc-
seconds) at a viewing distance of 1550 mm. For the observers with the
best stereoscopic acuity (25 arc-seconds), the smallest detectable depth
difference is 4.5 mm at a viewing distance of 1550 mm. Consequently,
the observers must have perceived the changes in depth. However, if
the observers were looking at a very narrow part of the stimulus only,
for example at the center of the display, then the changes in depth might
have been too small and lay below the depth detection threshold of the
observers and therefore remained invisible to them. Consequently, the
observers might not have distinguished the change in 3D inclination,
which could also explain why no significant difference at any spatial
frequency was found between the 3D CSF at θ=0◦ and the 3D CSF
at θ=45◦. In the survey performed at the end of the experiment (see
section 5.2.6.2) all the observers said that they were following instruc-
tions, i.e., making their decision by looking at the whole stimulus, or
at least by looking at a region larger than 30 mm diameter. Therefore,
the selected 3D inclination θ=45◦ is appropriate to generate changes in
perceived depth which are detectable by all the observers.
In Exp 2Bii, the 3D CSF at DP:171, θ:60 and the 3D CSF at DP:171,
θ:0 for eight observers were compared. With a 3D inclination of 60◦, the
change in depth from one side of the pattern to the other is of 176 mm.
Assuming that the observers were looking at the whole target to make
their decision, they should have been able to distinguish changes in the
depth. Nevertheless, the plotted measured contrast sensitivities as well
as the results of Friedman significance testing indicate no significant dif-
ference between the 3D CSF (DP:171, θ:60) and the 3D CSF (DP:171,
θ:0) (see Fig. 5.28 and Table 5.15). Therefore, the absence of evidence
showing significant differences between the 3D CSF at θ=0◦ and the 3D
CSF at θ 6= 0◦ suggests that the 3D inclination has no additional impact
on the 3D CSF.
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Figure 5.27: Exp 2Bi: 3D CSF (DP:171, θ:0) and 3D CSF (DP:171,
θ:45) measured for nine observers. θ:0 refers to a pattern without any
3D inclination while θ:45 designates a pattern inclined 45◦ in 3D. f de-
notes the spatial frequency (cpd) of the stimulus on the retina. The two
datasets and the data points are slightly horizontally offset for visibility
purposes.
Table 5.14: Exp 2Bi: Significance test of 3D CSF (DP:171, θ:45) vs
3D CSF (DP:171, θ:0) measured for nine observers. Row 2: Friedman
non-parametric test. The null hypothesis is never rejected, indicating
that we cannot conclude that 3D CSF (DP:171, θ:45) is significantly
different from 3D CSF (DP:171, θ:0).
Frequency (cpd) 0.4 1 1.8 3 4 6.4 10
Friedman p-value 0.10 0.10 0.32 0.32 0.74 0.32 0.32
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Figure 5.28: Exp 2Bii: 3D CSF (DP:171, θ:0) and 3D CSF (DP:171,
θ:60) measured for eight observers. θ:0 refers to a pattern without any
3D inclination while θ:60 designates a pattern inclined 60◦ in 3D. f de-
notes the spatial frequency (cpd) of the stimulus on the retina. The two
datasets and the data points are slightly horizontally offset for visibility
purposes.
Table 5.15: Exp 2Bii: Significance test of 3D CSF (DP:171, θ:60) vs
3D CSF (DP:171, θ:0) measured for eight observers. Row 2: Friedman
non-parametric test. The null hypothesis is never rejected, indicating
that we cannot conclude that 3D CSF (DP:171, θ:60) is significantly
different from 3D CSF (DP:171, θ:0).
Frequency (cpd) 0.4 1 1.8 3 4 6.4 10
Friedman p-value 0.48 1 0.48 0.48 1 0.16 0.16
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5.4 Conclusions
To ensure optimal viewing conditions and to decrease the possibility
of display-related diagnostic errors, diagnostic medical displays must
meet rigid criteria. However, while stereoscopic imaging systems are
actively being manufactured and investigated for use in diagnostic ap-
plications, there is currently no validated luminance calibration standard
for stereoscopic diagnostic displays. Luminance calibration for medical
displays is essential to ensure consistent image presentation across dis-
plays with differing luminance properties and to improve the accuracy
of the detection task by optimizing the conversion of image grayscale
values to displayed luminance values [109]. This calibration must com-
ply with the DICOM GSDF standard, which was developed by relating
the image grayscale values to the luminance perceived by the HVS as
measured via the CSF. However, as only the CSF for 2D stimuli (2D
CSF) has been studied to-date, the validity of the current DICOM lu-
minance calibration standard remains limited to 2D medical imaging
devices. Therefore, there is a need to evaluate the impact of stereo-
scopic viewing conditions on the CSF (3D CSF) in order to determine
the optimal calibration function for stereoscopic diagnostic displays.
We define the 3D CSF as the CSF measured on a stereoscopic mon-
itor displaying images with binocular disparities. In order to assess the
effect of binocular disparity on the CSF and to determine if the 2D CSF
remains valid, we conducted two sets of experiments with (1) the 3D
stereoscopic display in 2D viewing mode, and (2) stimuli with binoc-
ular disparities for five depth plane positions (between DP:-171 and
DP:2853 mm), and three inclinations (0◦, 45◦, and 60◦ around the hori-
zontal axis of a DP).
In this study, we have demonstrated that within the zone of clear
binocular disparity (where stereoscopic fusion still occurs), the 3D CSF
is equivalent to the 2D CSF. The significance of this finding is that the
existing current medical display calibration methodology (the DICOM
GSDF standard), which is based on the 2D CSF, is likely valid for the
calibration of a 3D stereoscopic polarized display irrespective of the
viewing mode (2D or 3D).
All our experiments were conducted with seven to nine observers
evaluating the visibility of Gabor patches on a single medical polarized
stereoscopic display. The second set of experiments was conducted at
a single viewing distance of 1550 mm and explored the responses in
contrast sensitivity for seven perceived spatial frequencies ranging from
0.4 cpd to 10 cpd, five depth planes, and three inclinations (i.e. dispar-
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ity gradients). All experiments were performed at a single background
illumination of the display – 26 cd/m2 through the polarized glasses.
For the future, we suggest additional experiments to confirm the ap-
propriateness of the existing DICOM calibration algorithm for stereo-
scopic polarized displays before it can be used to regulate stereoscopic
polarized displays for the diagnostic market. For instance, the 3D CSF
(DP6=0) could be measured and compared to the 3D CSF (DP=0) for a
set of different background luminance levels.
The main novelty of our study is the experimental evaluation of the
impact of stereoscopic viewing conditions on the CSF of medical dis-
plays, which has not been reported in the literature so far. Since we
have demonstrated that the 3D CSF is likely equivalent to the 2D CSF,
and found no effect of binocular disparity on the CSF, we suggest that
researchers conducting clinical studies on stereoscopic displays with
volumetric clinical content use the existing DICOM GSDF standard to
calibrate their stereoscopic polarized displays.

6
Matching methods
evaluation framework for
stereoscopic breast x–ray
images
6.1 Introduction
In the marketing study, section 2.2, we report that adding functionalities
to 3D diagnostic, and especially mammography, displays (e.g. manip-
ulation of the 3D volume and access to information about shapes and
distance) would be an added value to these displays to be accepted by
doctors. A potential functionality to add can be a computer-aided de-
tection (CAD) tool dedicated to stereoscopic mammography images.
The past decades CAD systems dedicated to breast screening have
been developed to assist radiologists into making more accurate diagno-
sis. CAD tools have been demonstrated to increase the detection of true
positive breast cancers. [162–165] Typically, CAD systems (1) process
the mammograms to extract features from regions of interest (e.g. sus-
picious areas) and (2) display markers to highlight these regions. With
stereomammography current CAD systems are not suitable since they
are not designed to compute, and, account for depth information.
This depth information can be retrieved by knowing both the dis-
parity (i.e. the difference in location) between corresponding points in
the two stereoscopic images and the acquisition geometry. A dense dis-
parity map is a 2D image containing the different disparities between
all the stereo matched points of the stereoscopic images. If the imaging
acquisition system has a particular epipolar geometry, called co-planar,
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where both left and right matching pixels are on the same row or line in
each image of the stereo pair, then only one vector information (with its
origin point and its norm) is needed for generating the disparity map.
The vector corresponds to the vector between the matched points in the
left and in the right images. Consequently, to produce the disparity map
the norm of this vector, combined to its direction (i.e. either a positive
or a negative sign in front of the norm since the images are epipolars),
should be saved at the pixel position corresponding to the origin posi-
tion of the vector. Otherwise, either both the origin point and the end
point of the vector, or, the origin point, the norm and angle or direction
should be saved.
To compute such disparity maps, stereo matching techniques have
to be developed for matching the points of the stereoscopic images.
Despite stereo matching techniques have been studied for many years
in photography, [166] limited efforts have been devoted to the stereo
matching of stereoscopic medical [167], and especially breast, x-ray
images. [165, 168] This is partly due to the complexity of x-ray breast
images, and, to the limited number of available stereomammography
systems in the world, and therefore, to the limited access to real stere-
omammograms by research groups. Indeed, to the authors knowledge,
most research groups have been working on either phantom-based im-
ages or images acquired with tomosynthesis. [165,168] Therefore, more
studies have to be handled to develop stereo matching algorithms re-
garding stereomammograms.
Furthermore, it would be very valuable to not only develop stereo match-
ing algorithms for stereomammography only but also to develop stereo
matching algorithms applicable to both 3D modalities (i.e. tomosynthe-
sis and stereomammography) to generate interoperable CAD systems.
To assess the efficiency of stereo matching methods evaluation frame-
works can be used. Several evaluation frameworks for comparing stereo
matching methods exist. A well known one is the Middlebury frame-
work [166] including a large dataset of stereo pairs with their ground
truth disparity maps. Several stereo matching and disparity map gen-
eration methods are available. The complete framework can be down-
loaded from the Internet1. Unfortunately, in all cases the images are
photography images and the ground truth of the disparity maps is a sim-
ple collection of segmented planes, meaning that the 3D scene simply
includes a set of different planes , i.e., is made of piecewise smooth
areas. Other frameworks do exist but do have similar limitations. For
breast images, having only a set of planes is out of scope. Therefore, a
1http://vision.middlebury.edu/stereo/ (07/01/2015)
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dedicated framework must be developed for x-ray breast images.
In this chapter, we aim at generating a framework enabling to assess
and rank stereo matching methods, when both phantom-based tomosyn-
thesis breast x-ray images and stereomammograms are considered. Our
final goal (out of the scope of this chapter) is to (1) extract the depth
information from stereoscopic images and (2) to develop new visual-
ization techniques , e.g., to measure the depth and the radius of a tumor
within the breast, to detect microcalcifications and to develop CAD sys-
tems. Therefore, the stereo matching framework is designed also to
generate a dense disparity map from a given stereo matching method.
Section 6.2 describes the specificities of x-ray breast images and
why a dedicated framework has to be developed. The stereo matching
methods included in the framework are defined in section 6.3. Sec-
tion 6.4 presents the definition and the development of an automatic
C++ evaluation framework with different parts. The first part deals with
the description of the dataset that has been selected and used for the
evaluation. The second part focuses on the explanation of the ground
truth that we elaborated for evaluating the performance of the frame-
work including a dedicated tool for generating the ground truth. Fi-
nally, the optimization and the implementation of the selected matching
methods, their parameters tuning and finally the metric definition for
evaluating the performance of the stereo matching techniques are de-
scribed. Results of the evaluation are given in section 6.5 and discussed
in section 6.6.
Our study is also published in [169].
6.2 Challenges with x-ray breast images
A mammogram is a simple breast radiography for which the breast has
been compressed between two plates (Fig. 6.1). Therefore, the thick-
ness, or the depth, of the breast is limited (a few centimeters). It is very
important to compress the breast to spread the tissue apart and there-
fore to allow the maximum amount of tissue to be imaged and to reduce
radiation dose. The breast size and compressed volume are important
parameters as well as the breast density. The compression of the breast
limits the depth of the breast and therefore the 3D information. In stere-
omammography, two 2D mammograms are acquired at two different
angles (typically separated by 4°), as illustrated in Fig. 6.1.
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Figure 6.1: Illustration of the geometry of the acquisition system. The
two stereo images are obtained by performing acquisition 1 and acqui-
sition 2 respectively. α is the angle between the two acquisitions 1 and
2. Thickness corresponds to the distance between the detector and the
plate used to hold the 3D object under measurement (e.g. the breast),
i.e., the thickness of the measured 3D object. MaxDisp is the largest
distance in pixels between two corresponding points in the stereo pair.
The intensity values in a 2D x-ray image are proportional to the
x-rays transmitted to the object which is being imaged. Changing the
image acquisition angle results in a different projection, due to the dif-
ference in the object interior along the x-ray path. The situation is dif-
ferent for photography, in which changing the acquisition angle only
results in a different region at the object surface which is seen by the
camera. In fact, in radiography, images taken at different angles may
differ even when the regions of the object surface stay the same, since
the projections are generated by the superposition of the x-ray attenua-
tion through different portions of the object interior. These differences
between the projections increase with the increasing angle between two
acquisitions. Therefore, if this angle remains small the differences are
likely to be limited (but still exist), and some of the state of the art stereo
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matching methods designed for photography (e.g. local methods, see
section 6.3) may work also for radiography.
Finally, x-ray breast images characterized by tissue density are made of
a combination of different structures (e.g. fibro glandular tissue, fat tis-
sue) and can vary significantly between individuals resulting in a chal-
lenge for matching points between pairs of such images. These are big
challenges that the x-ray stereo matching techniques must handle.
Another challenge is the resolution in terms of pixels. An x-ray detector
can include more than 10 millions of pixels making the implementation
and the time to process such high resolution images challenging.
6.3 Assessed stereo matching methods
Local, global and hybrid stereo matching methods have already been
studied for many years.
Local methods are used for dense disparity extraction. A window (also
named kernel) is calculated from the left image where the centred pixel
is the pixel to be matched with a pixel of the right image. A window in
the right image is also calculated and moved over the image to compute
the matching cost with the left window. Matching costs or correlation
scores are used to estimate the best matching window between the left
and the right image. These techniques use pixel intensity as attribute.
For cost calculation, the smallest cost means the best candidate. For
correlation, the highest score means the best candidate.
The following local stereo matching methods have been selected
for evaluation with our framework since they are the state of the art of
stereo matching techniques for photography and may work for matching
stereomammograms. These techniques have been used successfully for
different applications in photography such as in an industrial context.
They are all based on convolution and result in a disparity map made of
a disparity value disp(x, y) as pixel information. disp(x, y) is defined
as:
disp(x, y) = argmax (Cx′,y′(disp)) , (6.1)
with C the correlation function assigning to each pixel position a
correlation score between the pixel (x,y) in the left stereo image and
each pixel (x’,y’) within the search window disp in the right stereo im-
age. The maximal value means the position of the best candidate within
the evaluated window is returned, and, the difference in location be-
tween the left and the right stereo matched points is provided to the
pixel (x,y) of the disparity map. For cost calculation, the function C
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assigns a cost to each pixel position and therefore each disparity value
disp(x, y) is defined as:
disp(x, y) = argmin (Cx′,y′(disp)) (6.2)
The local stereo matching methods included to the framework are:
• Metrics based on Absolute Differences, i.e.:
– SAD - Sum of Absolute Differences [170–172]
– ZSAD - Zero Mean Sum of Absolute Differences [171,172]
– LSAD - Locally scaled Sum of Absolute Differences [172,
173]
• Metrics based on Squared Differences:
– SSD - Sum of Squared Differences [171, 172, 174]
– ZSSD - Zero Mean Sum of Squared Differences [171, 172]
– LSSD - Locally scaled Mean Sum of Squared Differences
[172]
• Metrics based on Cross Correlation:
– NCC - Normalized Cross Correlation [171–173, 175]
– ZNCC - Zero Mean Normalized Cross Correlation [171,
172]
Additionally, several global methods exist. They use several math-
ematical models or theories such as Markov Random Field or Graph
theory. In order to decrease the searching difficulty, global methods use
only a 1D search. In order to test one of the global methods, the Loopy
Belief Propagation [176] (LBP) has been selected but knowing upfront
that such technique may not fit the needs and constraints with breast
x-ray images that are explained above.
There are also many hybrid methods [177,178] that use other infor-
mation than the intensity of the pixels or are based on Euler-Lagrange
theory [179] by instance. These methods were not selected due to the
needs and constraints of breast x-ray stereoscopic images.
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(a) (b)
Figure 6.2: Cropped (a) left and (b) right real stereomammograms. The
right stereomammogram is acquired with less radiation dose than the
left stereomammogram. The left and right mammograms were acquired
with a separation angle of 4°.
6.4 Evaluation framework
6.4.1 Dataset
In order to test and select the most robust stereo matching method, a
variety of breast datasets have been selected.
6.4.1.1 Real dataset
In total, eighty real 2D stereoscopic x-ray MLO (Medio Lateral Oblique)
and CC (Cranio Caudal) images from twenty patients are available.
From which forty pairs of stereoscopic breast images can be used.
The stereomammography acquisition system used in this study rep-
resents the state of the art [180], i.e., the two mammograms are acquired
at two different angles separated by 4°. Additionally, to not have the
total dose exceeding the maximum authorized radiation dose, one of
the two mammograms is acquired with less dose, and therefore, com-
prises more noise than the other mammogram (see Fig. 6.2). Acquiring
the two stereomammograms with two different radiation doses is vi-
able since the human brain can properly reconstruct the 3D although
the stereo images comprise different levels of noise. [71]
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(a) (b)
Figure 6.3: Cropped (a) left and (b) right semi virtual stereomammo-
grams. The right stereomammogram is acquired with the same radiation
dose as the left stereomammogram. The left and right mammograms
were acquired with a separation angle of 4°.
6.4.1.2 Semi virtual dataset
The second set is a semi virtual set, i.e., a breast phantom (not simu-
lated) was used in combination with a real image acquisition system.
The acquisition system is the same as for the real dataset with a separa-
tion angle of 4° between the two stereomammograms. Since the breast
understudy, the phantom, is not real, two full radiation doses are ap-
plied. Images are less noisy and therefore have a better image qual-
ity. Four 2D stereoscopic x-ray MLO and CC images acquired from
the same phantom are available, from which two pairs of stereoscopic
images can be extracted. Cropped versions of the images of the semi
virtual dataset are illustrated in Fig. 6.3.
6.4.1.3 Virtual dataset
The virtual dataset was generated using the Virtual Clinical Trials plat-
form developed at the University of Pennsylvania [181, 182]. Both the
breast, or the phantom, and the image acquisition system are simulated.
The dataset is a simulation of DBT based on a virtual anthropomorphic
phantom. The images correspond to the DBT’s projections. The an-
gle between two consecutive projections is equal to 2.67°. From the
set of DBT’s projections, several stereoscopic pairs can be generated
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(a) (b)
Figure 6.4: Cropped (a) left and (b) right virtual stereo DBT projec-
tions. [181, 182] The left and right projections were acquired with a
separation angle of 2.67°.
(see Fig. 6.4). Twenty-six projections from two simulations are avail-
able. Three projections emphasizing the generation of disparity with
the camera movement are given in Fig. 6.5. The two sets comprise
fifteen projections. From these two sets several combinations of stereo
pairs with different angles of separation, i.e, with an angle of 2.67° or a
multiple of 2.67°, can be generated.
The stereo matching methods will be evaluated with the quality of
correct matching of pixels or points between the left and right images.
Therefore, in order to evaluate the correct matches a ground truth with
known matching points is required.
6.4.2 Ground truth
The ground truth corresponds to the matching points between the refer-
ence image (e.g. the left image) and the compared one (e.g. the right
image). There are several ways for generating a ground truth: fully
automatic, semi-automatic or manual. A dedicated interface has been
developed in Qt for opening, zooming and panning a pair of images
but also generating the ground truth in two modes: manual and semi-
automatic.
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(a) (b) (c)
Figure 6.5: Three projections of a simulated digital breast tomosynthe-
sis, projection 00, 07 and 14 [181, 182]. The projections correspond to
(a) the leftmost, (b) the central, and (c) the rightmost x-ray tube posi-
tion during the acquisition of tomosynthesis projections. To highlight
the camera movement vs the generated disparity a point present in the
three projections is marked with a cross.
In the manual mode, called “sharp points,” the user selects points,
for which he finds more or less easily a correspondence in the other im-
age. A corresponding cross with a number is displayed on both images.
The user can move the cross and place it at the correct position.
In the semi automatic mode, called “linear grid,” a linear grid of
crosses is drawn automatically with a given step size on the reference
image and on the compared one. The user can move the points in the
same way as in the manual mode for generating the ground truth.
Attention has been brought in order to facilitate the use of the software
and to bring nice user experience.
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(a) (b)
Figure 6.6: Several functionalities of the Ground Truth interface. (a)
Files opening; (b) Manual mode with sharp points; Images obtained
with the breast phantom simulation from the University of Pennsylvania
[181,182]. The green crosses correspond to the reference points (of the
left image) and the red crosses correspond to the corresponding points
in the other (right) image.
Figures 6.6 and 6.7 show screenshots of the ground truth interface.
Figure 6.6-a is a screenshot of the interface when a pair of images is
opened. Figure 6.6-b is a screenshot of the interface in manual mode.
Figure 6.7-a is a screenshot of the interface in semi-automatic mode.
Figure 6.7-b is a screenshot of the interface with zoom in. The green
crosses correspond to the reference points (e.g. in the left image) and
the red crosses correspond to the points in the other image (e.g. the right
image).
A dedicated binary format has been defined for saving the ground
truth with a dedicated data structure including the image width and
height, number of matched points, and vectorial information between
matched points.
6.4.3 Stereo matching framework and its optimization
The stereo matching framework, illustrated in Fig. 6.8, was developed
to implement stereo matching methods and produce a result being either
a file comprising the matching results for a limited number of points
or a disparity map. The main purpose of the framework is to find for
each pixel of the reference (left) image a corresponding pixel in the test
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(a) (b)
Figure 6.7: Several functionalities of the Ground Truth interface. a:
Semi-automatic mode with a linear grid of points; b: Zoom in; Im-
ages obtained with the breast phantom simulation from the University
of Pennsylvania [181, 182]. The green crosses correspond to the refer-
ence points (e.g. in the left image) and the red crosses correspond to the
points in the other image (e.g. the right image).
(right) image. Occlusions are handled by the framework.
The dense stereo matching framework is the part of the main frame-
work enabling to compute a dense disparity map. In a dense disparity
map, all pixels from the image are evaluated (dense disparity map ex-
tracted). The sparse stereo matching framework enables to compute
and to evaluate sparse stereo matched points. In sparse stereo matching,
only the points with the same coordinates as the points of the ground
truth file are evaluated.
6.4.3.1 Multi resolution optimization
The multi-scale image optimization, or pyramid, is used to be more ac-
curate and more efficient in our matching search. In order to create the
image pyramid, each level size is divided by 2 (cf. Fig. 6.9-a). To cre-
ate the image, pixels are interpolated by using triangular interpolation
because it is a very fast and efficient method (cf. Fig. 6.9-b). This
optimization helps the algorithm by limiting the research zone.
The maximum disparity is the largest possible distance in pixels be-
tween two corresponding points in the stereo pair. The maximum dis-
parity (MaxDisp in equation 6.3 and Fig. 6.1) is computed accounting
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Figure 6.8: Block diagram of the Stereo Matching Framework.
for the geometry of the acquisition system, i.e., the angle of acquisition
(α in equation 6.3 and Fig. 6.1) between the two stereo images, the size
of a pixel of the detector (PixSize in equation 6.3), and the thickness
of the object under study (Thickness in equation 6.3 and Fig. 6.1). The
maximum disparity is recalculated for the top level to search in the de-
sired area. To be as accurate as possible, the window size is increased
by two pixels in all directions. This window size increase is a margin
precaution called tolerance zone. The process for finding a point from
the top pyramid level (low resolution image) to the bottom level (high
resolution image) is not trivial. The position of the reference point is
found at low resolution (with equation 6.4) and defines the center of the
searching zone in the right position in the pyramid. The algorithm will
find a point (Fig. 6.9-b) and go to the next level (Current level − 1).
Due to the interpolation, several pixels are candidates in the new level
(at least four). The tolerance zone is drawn in yellow in Fig. 6.9-b. The
new searching block includes both the four candidates and the tolerance
zone. Then, in this new zone the algorithm will proceed the same as
for the first level, and will return a point. So, this process will return
a point at high resolution correlated to the preceding found points. If a
bad matching is made on the top level, the error will be reflected on each
level. In order to avoid this problem, the tolerance zone was created for
avoiding as much as possible that the correct target zone is excluded.
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(a) (b)
Figure 6.9: Multi-scale pyramid. (a) Multi scale representation (3 lev-
els). (b) Example of a point found in a 2 levels pyramid.
MaxDisp =
2.Thickness. tan(α
2
)
PixSize
(6.3)
PositionlevelN = high resolution coordinates.(0.5)
N (6.4)
If several candidates are found for the same reference point then none
of them is selected and this results in an occlusion point.
6.4.3.2 Input and output
As first input the stereo matching evaluation framework (Fig. 6.8) needs
an .ini file with a list of the methods to test with their parameter values
such as the kernel size, the maximum disparity and the number of pyra-
mid levels. The second input is also an .ini file containing the full path
of the reference image, the compared image and the ground truth file.
Each line represents a stereoscopic pair to process. The matching points
are then saved in the same format as the ground truth format described in
section 6.4.2. The evaluation can be executed for comparing the ground
truth to the outcome of a stereo matching technique based on a metric.
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6.4.3.3 Metric
To compare the stereo matched point (pRes in Fig. 6.10) returned by
the different matching methods to the ground truth stereo matched point
(pGT in Fig. 6.10) a dedicated metric was designed. This metric, de-
picted in equation 6.8, aims at scoring the distance between pRes and
pGT . The larger the score, the larger the distance between pGT and
pResult and the larger the difference is. The reference point in the left
image is defined as pRef .
The metric is made of two components:
• A score (NormError in Fig. 6.10-a and equation 6.5) evaluat-
ing the Euclidean distance between pRes and pGT (norm−−−−−→
vGTRes
in equation 6.5) normalized by the maximum reachable distance
(norm−−−−−−−−−→
vGTErrMax
in equation 6.5), i.e., the Euclidean distance be-
tween pGT and pErrMax. pErrMax is the point the furthest
from pGT in the searching stereo matching point area, i.e., the
zone centred on the reference point (pRef ) and delimited by the
maximum disparity (Fig. 6.10).
• A score (AngleError in equation 6.7) assessing the angular devia-
tion (Angle in Fig. 6.10-b and Eqs. 6.6 and 6.7) between the two
vectors
−−−−−−→
vRefRes and
−−−−−−→
vRefGT (Eqs. 6.6 and 6.7) normalized by
the maximum deviation, i.e., 180. AngleError enables to evaluate
whether pRes is found along a direction close to the direction of
pGT , i.e., whether pRes follows the direction of the movement
of the x-ray system. An angle of 180° means that pRes is found
along the opposite direction of pGT (which corresponds to the
worst stereo matching case).
NormError =
norm−−−−−→
vGTRes
norm−−−−−−−−−→
vGTErrMax
(6.5)
−−−−−−→
vRefRes.
−−−−−−→
vRefGT =‖ −−−−−−→vRefGT ‖ . ‖ −−−−−−→vRefRes ‖ .cos(Angle)
(6.6)
AngleError =
Angle
180
(6.7)
Finally, the metric is the weighted sum of NormError and AngleError
as described in equation 6.8 with wn and wa the weights applied to
NormError and AngleError, respectively.
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(a) (b)
Figure 6.10: Metric calculation. (a) Parameters for computing
NormError. (b) Parameters for computing AngleError. Angle corre-
sponds to the angle ̂pGTpRefpRes.
WeightedError =
wa.AngleError + wn.NormError
wa + wn
(6.8)
To properly select wn and wa several stereo matched points were
compared to a single ground truth point. Twelve right points have been
defined at several pixel distances and several angle values from the cor-
rect right point in order to evaluate which weights gave the best re-
sults of the metric. These twelve right points have been compared to
the ground truth point regarding four different left points covering four
quadrants of 90 degrees in order to reflect which attribute is the most
important: the angle or the distance. All these point combinations have
been tested with different combination values of wn and wa (wn from 0
to 1 and wa from 1 to 0). As the evaluated right points were known the
ranking from the best match to the worst match was known as well. The
norm weight should be more important than the angle weight. Never-
theless, the angle weight should still penalize points that are not in the
direction of the movement of the x-ray system from the left image to
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the right image. The weights combination returning the best ranking
compared to the known ranking was wn=0.7 and wa=0.3.
The metric was mainly used to rate stereo matched points at the level 0
of the pyramid.
6.5 Results
6.5.1 Local stereo matching methods comparison
To compare the eight local stereo matching methods enumerated in sec-
tion 6.1 the error score returned by the metric is computed for all the
individual stereo matched points at level 0 (i.e. high resolution) of the
same input image type. For all assessed stereo matching methods the
standard deviation, as well as the mean, the maximum, and the mini-
mum of the error scores (computed over 130 points on average per im-
age type) are calculated per image type (i.e. real, semi-virtual and vir-
tual image types). Additionally, a principal component analysis [183]
(PCA) is conducted to sort out the different methods. The standard de-
viation, as well as the mean, the maximum, and the minimum of all the
error scores computed over the three aforementioned image types (de-
picted in table 6.1) are given as variables to the PCA. The GroundTruth
point was added to the PCA as a method whose variables were all set to
0.
Figure 6.11 is a map representing the directions along which the dif-
ferent methods vary as well as their spread for the two first components.
Results of the PCA suggest that ZNCC and NSSD methods (numbers 8
and 9 respectively in both table 6.1 and Fig. 6.11; The number 1 corre-
sponds to the GroundTruth) are two outliers and perform worse than the
other stereo matching methods, with error scores of 0.149 and 0.345 on
average. All the other methods appear to perform equally well although
the LSAD method (number 6 in both table 6.1 and Fig. 6.11) is the
closest to the GroundTruth point (number 1 in Fig. 6.11) with an error
score of 0.038 on average.
A PCA is also carried out for each image type to compare stereo
matching performance between the three different datasets. As depicted
in Figs. 6.12, 6.13 and 6.14 for the real, semi virtual and virtual datasets,
respectively, ZNCC and NSSD methods perform the worst, and thus
should not be selected to search for stereo matching points in stereo-
scopic breast x-ray images. LSAD, ZSAD, LSSD, and ZSSD methods
all appear to be good candidates for all the three image types with the
two tested angles of acquisition (2.67° and 4°), as illustrated in table 6.2.
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Nevertheless, scores in table 6.2 suggest that LSSD, ZSSD and LSAD
are the most appropriate stereo matching methods regarding the real,
the semi virtual and the virtual datasets, respectively. Finally, the four
stereo matching techniques considered in table 6.2 are more efficient
regarding the semi virtual dataset than the real dataset. Since they were
acquired with two full radiation doses the semi virtual stereomammo-
grams (Fig. 6.3) are less noisy than the real stereomammograms (Fig.
6.2), hence the increase of the stereo matching efficiency.
Since LSAD is the stereo matching method the closest (i.e. with the
smallest error) to the Ground Truth for the three datasets taken together
(table 6.11), we generated several disparity maps for the three different
image types using the LSAD method. Occlusions are reference points
for which not a single candidate has been found. The number of oc-
clusions was always less than 0.1% of the total number of pixels. This
means that for one reference point the stereo matching method almost
always finds one single candidate (note that the correctness of the stereo
matching is not accounted for). When occlusions are found the returned
disparity is set to a default value and thus should be considered as a hole
to be filled by some post processing.
Table 6.1: Mean, standard deviation, minimum and maximum of all the
error scores computed over the three different image types at level 0 of
the pyramid (i.e. high resolution). The mean, the standard deviation,
the minimum and the maximum are calculated for eight different local
stereo matching methods and two parameters, i.e., a 13 x 13 convolution
kernel and a maximum disparity of 60.
Level 0
n# Methods Mean Std Min Max
1 GT 0 0 0 0
2 SAD 0.0547 0.0527 0.0013 0.271
3 SSD 0.0523 0.0517 0.0006 0.267
4 ZSAD 0.0401 0.0428 0.0003 0.2176
5 ZSSD 0.0398 0.0398 0 0.2444
6 LSAD 0.0377 0.038 0 0.1914
7 LSSD 0.0393 0.0405 0 0.2492
8 ZNCC 0.1487 0.1171 0.0074 0.4753
9 NSSD 0.3447 0.1029 0.0806 0.5473
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Figure 6.11: Plot of the spread of the evaluated stereo matching meth-
ods for the two first components of the principal component analysis.
Numbers represent the different stereo matching methods as given in
table 6.1. The number 1 corresponds to the GroundTruth, i.e., an aver-
age mean, average standard deviation, average minimum, and average
maximum error score set to 0. The red arrows represent how the feature
space varies along the principal component vectors.
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Table 6.2: Mean, standard deviation, minimum and maximum of all the
error scores computed for the three different datasets at level 0 of the
pyramid (i.e. high resolution). The mean, the standard deviation, the
minimum and the maximum are calculated for ZSAD, ZSSD, LSAD
and LSSD (i.e. the best four) local stereo matching methods, and, two
parameters, i.e., a 13 x 13 convolution kernel and a maximum disparity
of 60.
Level 0
Datasets n# Methods Mean Std Min Max
4 ZSAD 0.04 0.052 0 0.29
5 ZSSD 0.035 0.038 0 0.211
Real 6 LSAD 0.035 0.04 0 0.211
7 LSSD 0.033 0.038 0 0.211
4 ZSAD 0.024 0.025 0 0.197
5 ZSSD 0.021 0.02 0 0.183
Semi Virtual 6 LSAD 0.022 0.022 0 0.197
7 LSSD 0.021 0.022 0 0.197
4 ZSAD 0.057 0.05 0.001 0.166
5 ZSSD 0.063 0.061 0 0.34
Virtual 6 LSAD 0.056 0.052 0 0.166
7 LSSD 0.064 0.061 0 0.34
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Figure 6.12: Plot of the spread of the evaluated stereo matching meth-
ods for real image type for the two first components of the principal
component analysis. Numbers represent the different stereo match-
ing methods as given in table 6.1. The number 1 corresponds to the
GroundTruth, i.e., a mean, a standard deviation, a minimum, and a max-
imum error score set to 0. The red arrows represent how the feature
space varies along the principal component vectors.
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Figure 6.13: Plot of the spread of the evaluated stereo matching meth-
ods for semi-virtual image type for the two first components of the
principal component analysis. Numbers represent the different stereo
matching methods as given in table 6.1. The number 1 corresponds to
the GroundTruth, i.e., a mean, a standard deviation, a minimum, and a
maximum error score set to 0. The red arrows represent how the feature
space varies along the principal component vectors.
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Figure 6.14: Plot of the spread of the evaluated stereo matching meth-
ods for virtual image type for the two first components of the princi-
pal component analysis. Numbers represent the different stereo match-
ing methods as given in table 6.1. The number 1 corresponds to the
GroundTruth, i.e., a mean, a standard deviation, a minimum, and a max-
imum error score set to 0. The red arrows represent how the feature
space varies along the principal component vectors.
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Table 6.3: Mean, standard deviation, minimum and maximum of the
error scores computed for the LSAD stereo matching method over 130
points on average per image type for the three different image types (i.e.
real, semi virtual, and virtual) at level 0 of the pyramid (i.e. high reso-
lution). The mean, the standard deviation, the minimum and the maxi-
mum are calculated for two different numbers of levels of the pyramid
and two parameters, i.e., a 13 x 13 convolution kernel and a maximum
disparity of 60. no pyr designates a stereo matching computation car-
ried out with only one level, i.e., at the original image resolution. pyr
denotes a computation performed with a multi-scale pyramid compris-
ing seven levels.
Level 0
Method: LSAD Mean Std Min Max
Real dataset - no pyr 0.345 0.174 0.011 0.675
Real dataset - pyr 0.035 0.040 0 0.211
Semi virtual dataset - no pyr 0.33 0.192 0.007 0.892
Semi virtual dataset - pyr 0.022 0.022 0 0.197
Virtual dataset - no pyr 0.203 0.136 0.004 0.526
Virtual dataset - pyr 0.056 0.052 0 0.166
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An example of a disparity map generated with the LSAD method
applied on left and right stereo x-ray breast images extracted from the
virtual dataset is given in Fig. 6.15. The disparity map was produced
using a convolution kernel of 13 x 13 pixels and 7 pyramid levels.
6.5.2 Multi resolution optimization
As described in section 6.4.3.1 the multi-scale image optimization is
used to have a matching search more accurate and more efficient. In-
deed, instead of searching in a large square zone whose width is the
max disparity (i.e. 120 pixels), the multi resolution optimization en-
ables to search in a much limited zone (19 x 19 pixels at the lowest
resolution and 6 x 6 pixels at the other levels). Decreasing the size
of the searching zone increases the efficiency by at least a factor eight
but also reduces the number of candidates and thus increases the accu-
racy. As depicted in table 6.3, for each image type (real, semi virtual,
and virtual) the mean error score has been improved by about 70% for
the virtual images and by more than 90% for the real and semi virtual
(a) (b)
Figure 6.15: Dense disparity map generation using the LSAD stereo
matching method. (a) Left stereo image extracted from the virtual
dataset. (b) Generated disparity map.
196 Matching methods evaluation framework
images by using the multi scale image optimization compared to the
results of the stereo matching computation performed without this opti-
mization. Nevertheless, the multi resolution optimization has the draw-
back to generate out of range disparities, i.e, disparities larger than the
maximum disparity can be returned. Since the searching zone includes
the four candidates plus the tolerance zone if the candidate point is al-
ways a point at the same edge of the searching zone (i.e. belonging to
the tolerance zone) for all levels of the pyramid then the matching point
at the level 0 can be separated from the reference point by a distance
larger than the maximum disparity. Therefore, the multi resolution op-
timization can produce wrong disparities, i.e., errors. Several disparity
maps were produced for the three different image types using the LSAD
method, a 13 x 13 convolution kernel and a pyramid with seven levels.
Points with disparities out of range are spread over the disparity map.
Figure 6.16 is a zoom of a disparity map of a pair of stereo x-ray breast
images of the virtual dataset with highlighted out of range disparities.
The number of points with disparities out of range was always less than
0.1% of the total number of pixels.
Figure 6.16: Zoom of a disparity map of a pair of stereo x-ray breast
images of the virtual dataset highlighting disparities out of range.
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Therefore, we consider the errors generated by the pyramid as being
negligible. When such points are found the returned disparity is set to
a default value and thus should be considered as a hole to be filled by
some post processing.
Finally, the multi resolution optimization enables to generate dense dis-
parity maps from stereo x-ray breast images made of more than 16.5
millions of pixels. The C++ framework is optimized but other optimiza-
tions such as parallelization can be added to speed up the processing.
6.5.3 Local vs global stereo matching methods
The LBP global method is compared to the eight aforementioned lo-
cal methods. Due to constraints inherent to the LBP implementation,
the global method is applied to the three types of images but at a res-
olution lower than the resolution of origin. Consequently, for the eight
local methods, the mean, the standard deviation, the minimum and the
maximum of all the error scores were computed over the three different
image types at the level 3 of the pyramid. Results depicted in table 6.4
suggest that, although the LBP method performs better than the ZNCC
and the NSSD local methods, the LBP method still has a matching error
much larger (i.e. 13%) than the best error values (e.g. 4.75% of match-
ing errors for the LSAD method). Therefore, the LBP global method
can be excluded.
6.6 Discussion and conclusion
We developed a framework for comparing stereo matching methods
with x-ray stereoscopic breast images. Eight local methods have been
evaluated and four of them, i.e, LSAD, ZSAD, ZSSD, and LSSD, ap-
pear to perform equally well with an average error score of 0.04. The
framework can be used to generate dense disparity maps as well. The
multi resolution optimization enables to generate dense disparity maps
from stereo x-ray breast images made of more than 16.5 millions of pix-
els. Finally, additional stereo matching methods expected to be good
candidates regarding x-ray breast image can be included to the frame-
work and compared to the previously tested methods.
Although LSAD based stereo matching method appears to be a good
candidate for stereoscopic breast x-ray images with an error score of
0.038 on average, other methods such as ZSAD, ZSSD and LSSD per-
form approximately the same with an error score of 0.04 on average
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Table 6.4: Mean, standard deviation, minimum and maximum of all the
error scores. For the eight local stereo matching methods, the aforemen-
tioned data are computed over the three different image types at level
3 of the pyramid, still considering a 13 x 13 convolution kernel and a
maximum disparity of 60. For the LBP global method, mean, standard
deviation, minimum and maximum of all the error scores are computed
over the three different image types but for an image resolution lower
than the resolution of origin. Thus, the maximum disparity is adjusted
accordingly, i.e., to 7 ( 60
23
).
Level 3
n# Methods Mean Std Min Max
1 GT 0 0 0 0
2 SAD 0.0600 0.0561 0 0.2853
3 SSD 0.0572 0.0541 0 0.2694
4 ZSAD 0.0496 0.0470 0 0.2267
5 ZSSD 0.0494 0.0413 0 0.2126
6 LSAD 0.0475 0.042 0 0.1905
7 LSSD 0.0493 0.0411 0 0.2126
8 ZNCC 0.1460 0.1167 0 0.4747
9 NSSD 0.3604 0.1063 0.0999 0.5709
10 LBP 0.1301 0.1120 0 0.4707
for the three different image types (i.e real, semi virtual, and virtual
image types). In the future, newly created stereo matching methods ei-
ther dedicated to x-ray breast images or expected to be efficient for this
type of images can be included into the framework and compared to the
aforementioned stereo matching techniques.
The error of 0.038 can be partly caused by inherent error intro-
duced during the manual placement of the matched points during the
ground truth generation. It is sometimes difficult to find the exact po-
sition of the matching points in the right image and therefore the man-
ually generated ground truth may not be perfect. If a stereo matching
technique performs extremely well it may provide better stereo match-
ings than the ground truth, resulting in a non null error score regarding
the performance metric (defined in section 6.4.3.3). For future devel-
opment and comparison of new stereo matching techniques, the best
stereo matching methods may be used for generating the ground truth
in a semi-automatic mode. Then, a visual validation will be still re-
6.6 Discussion and conclusion 199
quired. Another approach to create a perfect ground truth consists into
knowing upfront the matching points, e.g., during the creation of the
virtual dataset when the full geometry is known. Unfortunately, we do
not have access to the ground truths of the virtual dataset.
Occlusions are reference points for which not a single candidate has
been found. The number of occlusions is very small (i.e. less than
0.1% of the total number of pixels). This number does not represent
the amount of errors, i.e., wrong stereo matching, made by the frame-
work. The amount of errors, i.e., wrong stereo matching, was estimated
in table 6.1 as being about 0.038 for the LSAD method. The occlusion
number means that, for one reference point, the framework (almost) al-
ways finds one single matching point (i.e. one candidate). This is a
limitation of our framework and a potential improvement could be to
consider as occlusions the points with poor stereo matching, i.e., ref-
erence points for which the cost with their candidates is higher than a
dedicated “good matching” threshold.
This is the first framework ever reported assessing stereo match-
ing methods regarding x-ray stereoscopic images. Since the framework
also enables to generate disparity maps from a selected method, we can
access disparity and depth information, and therefore, distances and di-
mensions within the 3D volume.

7
Conclusion
In this book we study the suitability of patterned retarder based and
active retarder based stereoscopic displays with the medical market re-
quirements.
In Chapter 2 patterned retarder technology is pointed out as a technol-
ogy meeting all the criteria at the time the state of the art and the market-
ing pre-study were carried out. Therefore, this technology was selected
for further investigations, i.e., optical modelling, understanding of the
key parameters, and determination of their values to match the techni-
cal requirements (e.g. contrast, luminance, resolution, and crosstalk) of
some of the identified medical markets. The active retarder technology
was a technology for which there was a risk since fast IPS LC panels
were not available at that time and might not have been available within
the PhD time frame, but still had a good interest for medical applica-
tions. Therefore, this technology was also selected for further study.
In Chapter 3 we perform the experimental evaluation of perceived
depth and perceived image quality for common alterations occurring at
the image acquisition stage and at the display side. We demonstrate that
crosstalk is a crucial parameter to control since crosstalk is disturbing
from 0.11, but not perceivable up to 0.02. Consequently, stereoscopic
displays including a patterned retarder have to be designed in such a
way to ensure that displays generate crosstalk less 0.11, and even less
than 0.02, within the viewing distance range and viewing angle range
where doctors are used to work. Furthermore, we show that the display
design should not generate contrast loss beyond 10% to maintain a good
image quality. Finally, we have demonstrated that a luminance decrease
by 12% to 20% of the luminance of the backlight is unlikely to alter the
perceived depth and the perceived image quality. Therefore, a display
with a luminance of 600 cd/m2 in 2D viewing mode should not exhibit
a luminance smaller than 480 cd/m2 to 530 cd/m2s in 3D viewing mode.
202 Conclusion
In Chapter 4, we investigate the patterned retarder and the active re-
tarder technologies through ray-tracing simulations and measurements.
We establish that the distance between the pixels and the patterned re-
tarder is the key parameter to control to limit crosstalk. In fact, we
demonstrated that to generate vertical viewing angles beyond±30◦ (with
a crosstalk constraint of 0.11), displays with pixel pitch beyond 0.27 mm
should include black absorbers and a front glass with a thickness of
at most 0.5 mm. Medical, and especially diagnostic, displays include
pixels with pitches smaller than 0.21 mm. For higher resolution dis-
plays (pixel pitch no more than 0.21 mm), a front glass thickness up to
0.15 mm is required to produce a vertical viewing angle of at least±15◦.
Therefore, panel manufacturers should investigate how to produce LC
panels with thin (smaller than 0.2 mm) front glasses to enable the manu-
facturing of large vertical viewing angle patterned retarder based stereo-
scopic displays suitable for medical applications.
Measurements indicate that, oblique azimuths left apart, the active re-
tarder technology enables larger viewing angles (up to 42°) than a non-
ideally configured patterned retarder solution. Nevertheless, with active
retarders, crosstalk is generated also if the panel is not fast enough and
not properly synchronized with the active retarder. We explain that cur-
rent LC panels are not fast enough to limit temporal crosstalk, but, new
IPS modes with a faster response time are in development and will be-
come available in the short-term. We also suggest to use a scanning
backlight in combination with this new IPS mode to limit temporal
crosstak as much as possible. Additionally, OLED displays could be
seen as a potential solution to reduce temporal crosstalk, but, this tech-
nology is still in its infancy and further investigations have to be carried
out to check whether it could meet the medical market requirements on
its own. Finally, for future research, we suggest that the simulation plat-
form is extended to account for temporal crosstalk once the first fast IPS
displays are available and can be characterized.
In conclusion, we have demonstrated that, currently, none of the pat-
terned retarder nor the active retarder based 3D diagnostic displays can
be designed such that they comply with viewing distance and viewing
angle requirements of the diagnostic market.
Chapter 5 focuses on the assessment of the impact of stereoscopic
viewing conditions on the CSF (3D CSF) in order to determine the
optimal calibration function for stereoscopic diagnostic displays. We
demonstrate that within the zone of clear binocular disparity (where
stereoscopic fusion still occurs), the 3D CSF is equivalent to the 2D
203
CSF. Therefore, we suggest that the existing current medical display
calibration methodology (the DICOM GSDF standard), which is based
on the 2D CSF, is likely valid for the calibration of a 3D stereoscopic po-
larized display irrespective of the viewing mode (2D or 3D). Neverthe-
less, for the future, we also suggest additional experiments to confirm
the appropriateness of the existing DICOM calibration algorithm for
stereoscopic polarized displays before it can be used to regulate stereo-
scopic polarized displays for the diagnostic market. For instance, the 3D
CSF (DP 6=0) could be measured and compared to the 3D CSF (DP=0)
for a set of different background luminance levels.
This book ends with Chapter 6 which focuses on the development
of a framework enabling to compare stereo matching methods regard-
ing x-ray stereoscopic breast images. In fact, stereo matching methods
enable to generate disparity maps which give access to the whole depth
information of scenes. With such information software assisting radi-
ologists into making more accurate diagnosis can be developed in the
future. In this chapter we also develop a metric dedicated to the perfor-
mance comparison of the given methods. Although LSAD based stereo
matching method appears to be a good candidate for stereoscopic breast
x-ray images, other methods such as ZSAD, ZSSD and LSSD perform
approximately the same. In the future, researchers should investigate
stereo matching methods dedicated to x-ray breast images and include
them into the framework to compare them to the aforementioned stereo
matching techniques. Furthermore, CAD software dedicated to x-ray
images would be worth investigating.
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