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We show that chimera states, where differentiated subsets of synchronized and desynchronized
dynamical elements coexist, can emerge in networks of hyperbolic chaotic oscillators subject to global
interactions. As local dynamics we employ Lozi maps which possess hyperbolic chaotic attractors.
We consider a globally coupled system of these maps and use two statistical quantities to describe its
collective behavior: the average fraction of elements belonging to clusters and the average standard
deviation of state variables. Chimera states, clusters, complete synchronization, and incoherence
are thus characterized on the space of parameters of the system. We find that chimera states are
related to the formation of clusters in the system. In addition, we show that chimera states arise for
a sufficiently long range of interactions in nonlocally coupled networks of these maps. Our results
reveal that, under some circumstances, hyperbolicity does not impede the formation of chimera
states in networks of coupled chaotic systems, as it had been previously hypothesized.
PACS numbers: 05.45.-a, 89.75.Kd, 05.45.Xt
I. INTRODUCTION
There has been much recent interest in the investiga-
tion of the conditions for the existence of chimera states
(or chimeras) in networks of interacting identical oscilla-
tors. A chimera state occurs, in general, when the sym-
metry of the system of oscillators is broken into coexisting
synchronized and desynchronized subsets. Such states
were first recognized in systems of nonlocally coupled
phase oscillators [1, 2] and have since been the subject
of many investigations in a diversity of models, includ-
ing coupled map lattices [3, 4], chaotic flows [5], neural
systems [6, 7], population dynamics [8], van der Pol os-
cillators [9], Boolean networks [10], lasers [11], and quan-
tum systems [12, 13]. Chimera states have been also ob-
served experimentally in coupled populations of chemical
oscillators [14, 15], optical light modulators [16], coupled
lasers [17], mechanical [18–20], electrochemical [21], and
electronic [22] oscillator systems. Furthermore, chimeras
can occur in systems with local (nearest-neighbors) inter-
actions [23–25] or global (all-to-all) interactions [26–28].
In fact, Kaneko observed a chimera behavior in a globally
coupled map network [29], consisting of the coexistence
of one synchronized cluster and a cloud of desynchronized
elements. This behavior has been recently identified as
a chimera state [27, 30]. Applications of chimera states
may arise in real-world phenomena such as the unihemi-
spheric sleep in birds and dolphins [31], neuronal bump
states [32, 33], epileptic seizure [34], power grids [35],
and social systems [36]. Reviews of this growing field of
research can be found in [37–39].
Although no universal mechanism for their emergence
has yet been established, chimera states appear in many
spatiotemporal dynamical systems under a broad range
of conditions, including a variety of network topologies
and local dynamics. However, it has been recently argued
that chimera states cannot be obtained in networks of os-
cillators possessing hyperbolic chaotic attractors [40, 41].
This type of chaotic attractor exhibits a homogeneous
structure over a finite range of parameters. In this Rapid
Communication we revisit this hypothesis. We consider
a network of globally coupled Lozi maps as a prototype
of a system possessing hyperbolic chaotic attractors, and
find that chimera states can actually take place for sev-
eral values of parameters. These states appear related to
the phenomenon of dynamical clustering typical of sys-
tems with global interactions. To characterize the collec-
tive behavior on the space of parameters of the system,
we employ two statistical quantities that allow us to dis-
tinguish between chimera states, clusters, incoherence,
and complete synchronization. In addition, we show that
chimera states can arise for a sufficiently long range of in-
teraction in nonlocally coupled networks of Lozi maps.
II. CHAOTIC HYPERBOLIC MAPS
Hyperbolic chaotic attractors possess the property of
robust chaos: i.e. there exist a neighborhood in the space
of parameters of the system where periodic windows are
absent and the chaotic attractor is unique. It has been
found that several dynamical systems can display robust
chaos; for a review see Ref. [42]. Robustness is an im-
portant feature in applications that require reliable op-
eration in a chaotic regime, in the sense that the chaotic
behavior cannot be destroyed by arbitrarily small pertur-
bations of the system parameters. For instance, networks
of coupled maps with robust chaos have been efficiently
employed in communication schemes [43].
As an example of a hyperbolic chaotic system, we con-
sider the Lozi map [44],
xt+1 = 1− α|xt|+ yt ≡ f(xt, yt),
yt+1 = βxt,
(1)
where α and β are real parameters. Figure (1) shows
the behavior of the Lozi map on the space of parameters
(α, β). A stable fixed point exists in the region β > −1,
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2α < 1 − β, and α > β − 1, while a stable period-2 or-
bit occurs in the region 0 < β < 1, α < 1 + β, and
α > 1 − β [45]. Robust chaos, characterized by a con-
tinuous positive value of the largest Lyapunov exponent
of the map (1), takes place on a bounded region of the
parameters α and β, as shown in Fig. (1). The topology
of the chaotic attractor is not altered in this region of
parameters [46].
FIG. 1: Behavior of the Lozi map on the space of parameters
(α, β). Different regions of stable states are indicated: FP,
fixed point; P2, period-2 orbit; and chaos (robust chaos). The
regions marked U correspond to unbounded orbits.
III. CLUSTERS AND CHIMERAS IN
GLOBALLY COUPLED LOZI MAPS
Global interactions in a system occur when all its el-
ements are subject to a common influence whose origin
can be external or endogenous. Here we consider the au-
tonomous system of globally coupled Lozi maps described
by the equations
xit+1 = (1− )f(xit, yit) + ht, (2)
yit+1 = βx
i
t, (3)
ht ≡ 1
N
N∑
j=1
f(xjt , y
j
t ), (4)
where xti and y
t
i give the state variables of map i (i =
1, . . . , N) at discrete time t, the function f(xt, yt) is
defined in Eq. (1), and the parameter  represents the
strength of the global coupling of the maps. The form of
the coupling in Eq. (2) is assumed in the usual diffusive
form.
Synchronization in the system of equations (2)-(4) at
time t arises when (xit, y
i
t) = (x
j
t , y
j
t ), ∀i, j. Note that
synchronization of the x variable implies synchronization
of the y variable. Besides synchronization, the following
collective states can be defined in the globally coupled
system of equations (2)-(4).
(i) Clustering. A dynamical cluster is defined as a
subset of elements that are synchronized among them-
selves. In a clustered state, the elements in the system
segregate into K distinct subsets that evolve in time; i.e.,
xit = x
j
t = X
ν
t , ∀i, j in the νth cluster, with ν = 1, . . . ,K.
We call nν the number of elements belonging to the νth
cluster; then its relative size is pν = nν/N .
(ii) Chimera state. A chimera state consists of the co-
existence of one or more clusters and a subset of desyn-
chronized elements. If there are K clusters, the frac-
tion of elements in the system belonging to clusters is
p =
∑K
ν=1 nν/N , while (1− p)N is the number of desyn-
chronized elements.
(iii) Desynchronized or incoherent. A desynchronized
or incoherent state occurs when xit 6= xjt , ∀i, j in the
system.
Figure 2 shows the temporal evolution of the variables
xit of the system of equations (2)-(4) for different values
of the coupling parameter. For visualization, the indices
i are assigned at time t = 104 such that i < j if xit < x
j
t
and kept fixed afterward. The values of the states xit
are represented by color coding. A chimera state and a
two-cluster state are shown in Figs. 2(a) and 2(b), re-
spectively. A chaotic synchronization state is displayed
in Fig. 1(c), while a desynchronized state is shown in
Fig. 2(d).
FIG. 2: Asymptotic evolution of the states xi (horizontal axis)
as a function of time (vertical axis) for the system of equa-
tions (2)-(4) with size N = 100 and fixed α = 1.4 and β = 0.3,
for different values of the coupling parameter . (a)  = 0.17,
chimera state. (b)  = 0.21, two-cluster chaotic state. (c)
 = 0.45, synchronization. (d)  = 0.15, desynchronized state.
Initial conditions xi0 and y
i
0 are randomly and uniformly dis-
tributed in the interval [−1, 1] After discarding 104 transients,
100 iterates t are displayed.
3In general, the number of clusters, their sizes, and their
dynamical behavior (periodic, quasiperiodic or chaotic)
depend on the initial conditions and parameters of the
system. Chimeras and clusters can be regarded as differ-
ent cases of the cluster formation phenomenon: A clus-
ter state consists of a few clusters K  N of large sizes,
while a chimera state has many clusters K = O(N), with
a one or few cluster of large size n1 = O(N/2) and the
rest of sizes nν = 1, ν = 2, . . . ,K [30].
In practice, we consider that a pair of elements i and j
belong to a cluster at time t if the distance between their
state variables, defined as
dij(t) = |xit − xjt |, (5)
is less than a threshold value δ, i.e., if dij < δ. The choice
of δ should be appropriate for achieving differentiation
between closely evolving clusters. Here we use δ = 10−6.
Then, we calculate the fraction of elements that belong
to some cluster at time t as
p(t) = 1− 1
N
N∑
i=1
N∏
j=1,j 6=i
Θ (dij(t)− δ) , (6)
where Θ(x) = 0 for x < 0 and Θ(x) = 1 for x ≥ 0. We
refer to p as the asymptotic time average (after discarding
a number of transients) of p(t) for a given realization of
initial conditions. Then, a clustered state in the system
can be characterized by the value p = 1. The values
pmin < p < 1 characterize a chimera state, where pmin is
the minimum cluster size to be taken into consideration.
In this paper, we set pmin = 0.05.
A synchronization state corresponds to the presence of
a single cluster of size N and it also possesses the value
p = 1. To distinguish a synchronization state from a
cluster state, we calculate the asymptotic time average σ
(after discarding a number of transients) of the instan-
taneous standard deviations of the distribution of state
variables, defined as
σ(t) =
[
1
N
N∑
i=1
(xit − x¯t)2
]1/2
, (7)
where
x¯t =
1
N
N∑
j=1
xjt . (8)
Then, a synchronization state in the system is character-
ized by the values σ = 0 and p = 1, while a cluster state
corresponds to σ > 0 in addition to p = 1. A chimera
state is given by pmin < p < 1 and σ > 0. An incoherent
state corresponds to p→ 0 and σ > 0.
Figure 3 shows the collective synchronization states
for the globally coupled system of equations (2)-(4) on
the space of parameters (, β), characterized through
the mean values 〈p〉 and 〈σ〉, obtained by averaging the
asymptotic time averages p and σ over several realiza-
tions of initial conditions. Parameters α and β are set
in the region where robust chaos exists for the local Lozi
maps. Synchronization occurs for large enough values of
the coupling parameter . For β > 0, cluster and chimera
states regions appear adjacent to each other for an in-
termediate range of values of  . On the other hand, for
negative values of β only synchronization and desynchro-
nization can be obtained in the globally coupled system
of equations (2)-(4). We have verified that, for values of
α for which there is a transition FP-Chaos-P2 from the
fixed point to chaos to the period-2 orbit in Fig. 1, the
phase diagram of the system is qualitatively the same
as in Fig. 3. Chimera states mediate between clusters
and incoherent behavior in the parameter space. Thus,
a direct transition from complete synchronization to a
chimera state is not possible in this system.
FIG. 3: Phase diagram on the space of parameters (, β) for
the collective behavior of the globally coupled system of equa-
tions (2)-(4) with size N = 1000 and fixed parameter α = 1.4.
For each data point we obtain the mean values 〈p〉 and 〈σ〉
by averaging the asymptotic time-averages p and σ (after dis-
carding 104 transients) over 50 realizations of initial condi-
tions. For each realization, initial conditions xi0 and y
i
0 are
randomly and uniformly distributed on the interval [−1, 1].
Labels indicate different collective states: S: synchronization,
C: cluster states, Q: chimera states, and D: desynchronization.
Chimera states, referred to as partially ordered phase
[30], and cluster states were also located adjacent to each
other in the phase diagram of the globally coupled logistic
map system studied by Kaneko [29]. The local map em-
ployed in Ref. [29] did not display robust chaos, in con-
trast to the Lozi map used here. The existence of periodic
windows in the individual maps was conjectured to be a
necessary condition for the emergence of periodic clus-
ters in a globally coupled system of those maps [47, 48].
Our results reveal that clusters, as well as chimera states,
can occur in globally coupled map networks even when
the individual dynamics possesses a hyperbolic chaotic
attractor or robust chaos.
At the local level, each element in the autonomous
globally coupled system of equations (2)-(4) is subject
to the same field ht that eventually induces a collective
4state. It has been shown [49] that the local dynamics in
a system of globally coupled maps can be described as a
single map subject to an external signal that evolves in
time identically as the field ht. In particular, the system
of equations (2)-(4) can be associated with a set of N re-
alizations for different initial conditions of a single driven
Lozi map.
IV. NONLOCALLY COUPLED LOZI MAPS
In order to study the influence of the range of the inter-
actions on the occurrence of chimera states, we consider
a system of nonlocally coupled Lozi maps described by
xit+1 = f(x
i
t, y
i
t) + h
i
t (9)
yit+1 = βx
i
t, (10)
hit =
1
2k
j=i+k∑
j=i−k
[
f(xjt , y
j
t )− f(xjt , yjt )
]
, (11)
where the elements i = 1, . . . , N are located on a ring
with periodic boundary conditions,  is the coupling pa-
rameter, k is the number of neighbors coupled on either
side of site i, and hit is the local field acting on element i.
We employ the quantity r = k/N to express the range of
the interactions. Then, the value r = 0.5 corresponds to
the globally coupled system considered in Eqs. (2)-(4).
To characterize the presence of chimera states in the
system of equations (9)-(11), we calculate the mean value
of the fraction p over a number of realizations of initial
conditions (xi0, y
i
0), denoted by 〈p〉. Figure 4 shows 〈p〉
as a function of the range of interactions r for the system
of equations (9)-(11).
FIG. 4: Mean value 〈p〉 as a function of the range of in-
teraction r for the system of equations (9)-(11), with fixed
parameters α = 1.4, β = 0.3,  = 0.17, size N = 1000,
and resolution ∆r = 0.005. Each value of 〈p〉 is obtained by
averaging over 100 realizations of initial conditions, after dis-
carding 104 transients. Error bars indicate the corresponding
standard deviations.
We observe that chimera states, corresponding to
pmin < 〈p〉 < 1, appear for r ≥ 0.45, that is, when
hit → ht. Thus, global or sufficiently long range inter-
actions can induce chimera states in networks of coupled
chaotic hyperbolic maps. We have verified that cluster
states can also be achieved for large enough values of the
range r in the system of equations (9)-(11).
V. CONCLUSIONS
The presence of chimera states in globally coupled net-
works of identical oscillators seemed at first counterintu-
itive because of the perfect symmetry of such a system
[27]. However, such networks are among the simplest ex-
tended systems that can exhibit chimera behavior. We
have shown that the presence of global interactions can
indeed allow for the emergence of chimera states in net-
works of coupled elements possessing chaotic hyperbolic
attractors, such as Lozi maps, where such states do not
form with local interactions. We have employed two sta-
tistical measures to characterize different collective states
of synchronization in the space of parameters of the glob-
ally coupled system: chimera states, cluster states, com-
plete synchronization, and incoherence. With an appro-
priate ordering of the indexes of the maps, we were able
to visualize the spatiotemporal patterns corresponding to
these states. Additionally, we have shown that chimera
states can appear in arrays of nonlocally coupled Lozi
maps with a sufficiently long range of interactions.
We have found that chimeras are closely related to clus-
ter states in this system of globally coupled Lozi maps,
a feature that has been observed in other globally cou-
pled systems [28, 29]. Since dynamical cluster forma-
tion is typical in many systems with global interactions,
one may expect that the phenomenon of chimera states
should also be commonly found in such systems, includ-
ing those possessing other hyperbolic chaotic attractors.
Our results suggest that chimera states, like other col-
lective behaviors, arise from the interplay between the
local dynamics and the network topology; either ingredi-
ent can prevent or induce its occurrence.
Acknowledgments
This work was supported by Project No. C-1906-14-
05-B of Consejo de Desarrollo Cient´ıfico, Human´ıstico,
Tecnolo´gico y de las Artes, Universidad de Los Andes,
Me´rida, Venezuela. M. G. C. is grateful to the Asso-
ciates Program of the Abdus Salam International Centre
for Theoretical Physics, Trieste, Italy, for visiting oppor-
tunities.
5[1] Y. Kuramoto and D. Battogtokh, Nonlinear Phenomena
in Complex Systems 5(4), 380 (2002).
[2] D. M. Abrams and S. H. Strogatz, Phys. Rev. Lett. 93,
174102 (2004).
[3] I. Omelchenko, Y. Maistrenko, P. Ho¨vel, and E. Scho¨ll,
Phys. Rev. Lett. 106, 234102 (2011).
[4] V. Semenov, A. Feoktistov, T. Vadivasova, E. Scho¨ll, and
A. Zakharova, Chaos 25, 033111 (2015).
[5] I. Omelchenko, B. Riemenschneider, P. Ho¨vel, Y.
Maistrenko, and E. Scho¨ll, Phys. Rev. E 85, 026212
(2012).
[6] J. Hizanidis, V. Kanas, A. Bezerianos, and T. Bountis,
Int. J. Bif. & Chaos 24, 1450030 (2014).
[7] I. Omelchenko, A. Provata, J. Hizanidis, E. Scho¨ll, and
P. Ho¨vel, Phys. Rev. E 91, 022917 (2015).
[8] T. Banerjee, P. S. Dutta, A. Zakharova, and E. Scho¨ll,
Phys. Rev. E 94, 032206 (2016).
[9] S. Ulonska, I. Omelchenko, A. Zakharova, and E. Scho¨ll,
Chaos 26, 094825 (2016).
[10] D. P. Rosin, D. Rontani, and D. J. Gauthier, Phys. Rev.
E 89, 042907 (2014).
[11] A. Ro¨hm, F. Bo¨hm, and K. Lu¨dge, Phys. Rev. E 94,
042204 (2016).
[12] V. M. Bastidas, I. Omelchenko, A. Zakharova, E. Scho¨ll,
and T. Brandes, Phys. Rev. E 92, 062924 (2015).
[13] D. Viennot and L. Aubourg Phys. Lett. A 380, 678
(2016).
[14] M. R. Tinsley, S. Nkomo, and S. Showalter, Nat. Phys.
8, 662 (2012).
[15] S. Nkomo, M. R. Tinsley, and K. Showalter, Phys. Rev.
Lett. 110, 244102 (2013).
[16] A. Hagerstrom, T. E. Murphy, R. Roy, P. Ho¨vel, I.
Omelchenko, and E. Scho¨ll, Nature Phys. 8, 658 (2012).
[17] J. D. Hart, K. Bansal, T. E. Murphy, and R. Roy, Chaos
26, 094801 (2016).
[18] E. A. Martens, S. Thutupallic, A. Fourrierec, and O. Hal-
latscheka, Proc. Natl. Acad. Sci. USA 110, 10563 (2013).
[19] T. Kapitaniak, P. Kuzma, J. Wojewoda, K. Czolczynski,
and Y. Maistrenko, Sci. Rep. 4, 6379. (2014).
[20] K. Blaha, R. J. Burrus, J. L. Orozco-Mora, E. Ruiz-
Beltra´n, A. B. Siddique, V. D. Hatamipour, and F. Sor-
rentino, Chaos 26, 116307 (2016).
[21] M. Wickramasinghe and I. Z. Kiss, PloS ONE 8, e80586
(2013).
[22] L. Larger, B. Penkovsky, and Y. Maistrenko, Phys. Rev.
Lett. 111, 054103 (2013).
[23] M. G. Clerc, S. Coulibaly, M. A. Ferre´, M. A Garc´ıa-
N˜ustes, and R. G. Rojas, Phys. Rev. E 93, 052204 (2016).
[24] B. K. Bera and D. Ghosh, Phys. Rev. E 93, 052223
(2016).
[25] J. Hizanidis, N. Lazarides, and G. P. Tsironis, Phys. Rev.
E 94, 032219 (2016).
[26] G. C. Sethia and A. Sen, Phys. Rev. Lett. 112, 144101
(2014).
[27] A. Yeldesbay, A. Pikovsky, and M. Rosenblum, Phys.
Rev. Lett. 112, 144103 (2014).
[28] L. Schmidt and K. Krischer, Phys. Rev. Lett. 114,
034101 (2015).
[29] K. Kaneko, Physica D 41, 137 (1990).
[30] K. Kaneko, Chaos 25, 097608 (2015).
[31] N. C. Rattenborg, C. J. Amlaner, S .L. Lima, Neurosci.
Biobehav. Rev. 24, 817 (2000).
[32] C. R. Laing, C. C. Chow, Neural Comput. 13, 1473
(2001).
[33] H. Sakaguchi, Phys. Rev. E 73, 031907 (2006).
[34] A. Rothkegel, K. Lehnertz, New J. Phys. 16, 055006
(2014).
[35] A. E. Filatova, A. E. Hramov, A. A. Koronovskii, S. Boc-
caletti, Chaos 18, 023133 (2008).
[36] J. C. Gonza´lez-Avella, M. G. Cosenza, and M. San
Miguel, Physica A 399, 24 (2014).
[37] M. J. Panaggio and D. M. Abrams, Nonlinearity 28, R67
(2015).
[38] N. Yao and Z. Zheng, Int. J. Mod. Phys. B 30, 1630002
(2016).
[39] E. Scho¨ll, Eur. Phys. J. Spec. Top. 225, 891 (2016).
[40] N. Semenova, A. Zakharova, E. Scho¨ll, and V. An-
ishchenko, EPL 112, 40002 (2015).
[41] N. Semenova, A. Zakharova, E. Scho¨ll, and V. An-
ishchenko, AIP Conference Proceedings 1738, 210014
(2016).
[42] Z. Elhadj, J. C. Sprott, Front. Phys. China 3, 195 (2008).
[43] P. Garcia, A. Parravano, M. G. Cosenza, J. Jimenez, A.
Marcano, Phys. Rev. E 65, 045201(R) (2002).
[44] R. Lozi, J. Phys. (Paris) Colloq. 39, C5-9 (1978).
[45] V. Botella-Soler, J. M. Castelo, J. A. Oteo, and J. Ros,
J. Phys. A: Math. Theor. 44, 305101 (2011).
[46] V. S. Anishchenko, T. E. Vadivasova, G. I. Strelkova, qnd
A. S. Kopeikin, Discrete Dyn. Nat. Soc. 2, 249 (1998).
[47] M. G. Cosenza and A. Parravano, Phys. Rev. E 64,
036224 (2001).
[48] S. Manrubia, A. S. Mikhailov, and D. H. Zanette, Emer-
gence of Dynamical Order (World Scientific, Singapore,
2004).
[49] A. Parravano and M. G. Cosenza, Phys. Rev. E 58, 1665
(1998).
