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In this note we study the oscillator representation w~,~ of G = SL(2, R) x 
O(p, q) in the context of the theory of invariant Hilbert subspaces. This ap- 
proach is new. The oscillator representation acts on the Hilbert space 
L2(Rf’+4). It is well-known that S(R p’q ), the space of Schwartz functions on 
RPtq is wp,q(G)-stable, so, by duality, w,,~ acts on S’(RPtq), the space of tem- 
pered distributions on Rp+q, as well, and L2(Rp+q) can thus be considered as 
an invariant Hilbert subspace of S’(Rp+q). 
According to Howe [5], L2(Rp+q) d ecomposes multiplicity free into minimal 
invariant Hilbert subspaces of S’(R p’q). Our main result is that any w~,~(G)- 
stable Hilbert subspace of S’(R I”“) decomposes multiplicity free. 
Here is a detailed description of the contents of our note. We start with an 
introduction of the theory of Hilbert subspaces of a general quasi-complete 
locally convex space E, invariant under a group of automorphisms of E, due to 
Schwartz [lo], Thomas [14] and Pestman [7]. A main subject is the study of the 
theory of reproducing kernels, associated with Hilbert subspaces. We give a 
criterion (due to Thomas ) which assures multiplicity free decomposition in the 
general context. Then we apply the theory to the case E = S’(Rp+q) and L+,~(G) 
as group of automorphisms of E. We thus prove the multiplicity free decom- 
position for any w,,,(G)-invariant Hilbert subspace of S’(lRp+q). We restrict to 
the case p + 4 even for simplicity of the presentation of the main results. In 
addition we have to assumep 2 1, q 2 2, since we apply results from [3] where 
this condition is imposed. Our result is however true in general. We leave this to 
the reader to check by similar techniques as applied in this note. 
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1. THEORY OF INVARIANT HILBERT SUBSPACES 
1.1. Kernels and Hilbert subspaces 
Let E be a quasi-complete locally convex space over C, e.g. S’(R”), and E” the 
anti-dual of E (the linear space of continuous, anti-linear forms on E provided 
with the strong topology). Let H be a Hilbert space. It is called a Hilbert sub- 
space of E if H c E and the linear inclusionj : H + E is continuous. Note that 
the image ofj* : E* -+ His a dense subspace of H. 
For e E E, + E E* we set (e, y2) for the value of $ at e. The inner product of H 
will be denoted by (: / .). 
Let K = jj*. Then K is a continuous linear operator from E* to E, called the 
reproducing kernel of H. So, for $, $ E E” one has 
which shows that K is a Hermitian kernel: 
Putting 4 = $ in (l), we see that K is even a positive-definite kernel. Let r be the 
convex cone of positive-definite kernels. One has (L.Schwartz [lo]): 
Lemma 1. To each K E r there corresponds a unique Hilbert subspace H of E of 
which K is the reproducing kernel. 
1.2. Invariant Hilbert subspaces 
Let u be a continuous automorphism of E. We say that a Hilbert subspace H of 
E is u-invariant if u(H) = H and uIH is unitary. An equivalent statement is : 
uKu* = K, if K is the reproducing kernel of H, so 
(3) (Ku*Au*$d = VG444 (4, + E E*). 
We call K a u-invariant kernel. Let GL(E) be the group of all continuous auto- 
morphisms of E and let G be a subgroup of GL(E). A Hilbert subspace H of E 
is said to be G-invariant if H is u-invariant for all u E G. Similarly, a kernel K is 
said to be G-invariant if K is u-invariant for all u E G. It is clear that the set of 
all G-invariant reproducing kernels is a closed convex cone in r. We will denote 
this cone by rG. 
Proposition 2. A Hilbert subspace H is a minimal (irreducible) G-invariant Hil- 
bert subspace of E ifand only ifK, the reproducing kernel of H, lies on an extremal 
ray Of rG. 
If E is a conuclear space (the strong dual of a barrelled nuclear space ([13] Ch. 
33)), then rG is a well-capped cone (in the sense of Choquet [l]), so in this case 
rG is the closed convex hull of its extreme rays ([l]). We then always have 
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minimal G-invariant Hilbert subspace provided rG f (0). A fine example for 
E is the space E = S’(R”), the space of tempered distributions on [WM. 
Denote by ext(I’o) the set of extremal rays of rG. Let S, be a section of 
ext(rG) (that is a set, not containing 0, having exactly one point on each ex- 
tremal ray). A section is said to be admissible if the function equal to 1 on S, and 
homogeneous of degree 1, is universally measurable. 
One can prove that such sections always exist. An admissibleparameteriza- 
tion of ext(rG) is a topological Hausdorff space S with a continuous one-to-one 
map P from S to ext(ro), P : s 4 K, E ext(Fo), such that the image is an ad- 
missible section and the inverse map is universally measurable. Such param- 
eterizations exist ([14]). We have ([lo], [14]): 
Theorem 3. Let E be a conuclear space, G a subgroup of GL(E) and s + K, an 
admissibleparameterization of ext(I’o). Then for every K E To there is a positive 
Radon measure m on S such that 
K = K,dm(s). J s 
The next theorem describes the conditions under which the decomposition in 
Theorem 3 is unique ([7], [14]). 
Theorem 4. Let E be a quasi-complete locally convex space, G a subgroup of 
GL(E) and S un admissible parameterization of ext(Fc;). Then the following 
statements are equivalent.. 
1. For every G-invariant Hilbert subspace H of E the commutant of G in 
L(H), the algebra of continuous linear operators on H, is commutative. 
2. The cone FG is a lattice (i.e. any two elements in the cone have a smallest 
common majorant in the cone). 
If in addition, E is conuclear, then the above statements are each equivalent with: 
3. If HI and Hz are minimal G-invariant Hilbert subspaces of E which are not 
proportional then the irreducible representations of G on HI and Hz are in- 
equivalent, 






1.3. Multiplicity free decomposition 
Definition 5. We say that the action of G on E is multiplicity free tf one of the 
conditions 1.,2.,3. of Theorem 4 is satisfied. 
Criterion 6. (Thomas). Let J : E ---) E be an anti-automorphism. If JH = H (i.e. 
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Jj, is anti-unitary) for every G-invariant Hilbert subspace H of E, then G acts 
multiplicity free on E. 
Let K be the reproducing kernel of H. Then the condition JH = His equivalent 
with K = JKJ*, so it suffices to show that 
WJ*t+ J*lo) = W, $4 
for all 4, $ E E*. 
For the proof of the criterion, we refer to [7], Theorem 1.5.4. 
1.4. Representations 
Assume that G (instead of a subgroup of GL(E)) is a locally compact topolog- 
ical group. Let E, for the moment, be an arbitrary locally convex space. A map 
n- : G --) GL(E) is said to be a representation of G on E if: 
0) I = n(gl)r(gd (a, g2 E G), 
(ii) the map (g, e) ---t $g)e from G x E to E is continuous. 
If E is a barrelled space then condition (ii) is already satisfied if the map g + 
r(g)e is continuous for every e E E. 
Definition 7. If the map r : G + GL(E) is a representation of G on E, we say that 
a Hilbert subspace H is G-invariant ifH is invariant under n(G). 
Of course this notion of G-invariance depends upon the representation 7r. This 
will give no problems to us because mostly there is only one representation 
under consideration. 
Proposition 8. Suppose ?r : G --f GL(E) is a representation of G on E and H is a 
G-invariant Hilbert subspace of E. Then the map g + r(g) In is a continuous uni- 
tary representation of G. 
For a proof, see [7], Prop. 1.5.4. 
Clearly 743 = 4d IH is irreducible if and only if H is a minimal G-invariant 
subspace. 
Denote E,* (Ei) the space E” equipped with the topology of uniform con- 
vergence on compact (bounded) sets in E. If 7r : G --f GL(E) is a representation 
of G on E, then the map g -+ 7r(g-‘)* is a representation of G on E,*. This re- 
presentation is said to be the contragradient representation of T if the map 
(g, e*) -+ 7r(g-r)*e* is a continuous map G x Ez 4 Eb. This map is in general 
not continuous. For a Monte1 space E (see [13] for definition), the spaces Eb and 
E,* are equal however. In particular it is true for E = S(R”) and E = S’(W). 
1.5. Schwartz’s kernel theorem for tempered distributions 
Let L(E, E”) denote the space of continuous linear maps E -+ E*, where E is a 
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locally convex space and E* its dual, provided with the strong topology. Ac- 
cording to [13], Theorem 51.7 we have the following canonical isomorphism. 
Theorem 9. The space of tempered distributions on Rmfn is canonically iso- 
morphic to L(S(Rm), S’(W)). So given K E L(S(R?), S’(Rn)), there is a unique 
T E S’(R”+‘) such that 
2. APPLICATION TO THE OSCILLATOR REPRESENTATION 
2.1. The oscillator representation 
Let G = SL(2, R) x O(p, 4) and let w~,~ be the unitary representation of G on 
H = L2(Rp’q) defined by: 
~P,&Y@9 =f(g-‘.x>7 g E O(P,q), 
wp,qk(aY(x) = laPsssnYa)f(ax), g(a) = (5 aYYl) 
where [x,y] =xiyl +...+x,y, -x,+iy,+1 - . ..-x.y, for x= (x1 ,..., x,);y= 
(yl,...,yJandn=p+q. 
This is a well-defined representation for p + q even. If p + q is odd, this is a 
unitary representation of z(2, R) x O~‘J, q) with %(2, R) a double covering of 
=t& w [41,[~1,[111,[~51. 
We call w~,~ the oscillator representation of G. More precisely, it is the re- 
striction of the metaplectic representation of the double covering of the group 
Sp(2n, R) to G, defined by Shale, Segal and Weil. 
We shall assume from now on that n = p + q is even. Let S(R”) be the space 
of Schwartz functions on R”. Note that S(P) is stable under the action of 
u~,~(G), so is the space S’(R”) of tempered distributions on R”. 
2.2. w,,,(G)-invariant Hilbert subspaces of E = S’(R”) 
Given a functionf E S(R”), we define its Fourier transformf by 
This definition naturally gives rise to a Fourier transform on S’(R”). We denote 
? this Fourier transform of a tempered distribution T E S’(Rn). Observe that 
E = S’(lV) is a quasi-complete, barrelled, locally convex, conuclear space and 
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w~,~(G) is a group of continuous automorphisms of E. So the theory of the 
previous section applies in its full strength. Moreover w~,~ is a representation of 
G on S(R”) and its contragradient is a representation of G on S’(R?). The first 
statement follows from [4]: the space S(R”) is precisely the space of P-vectors 
for the oscillator representation of the double cover of Sp(2n, R) on L2(R”). The 
second statement follows since S(R”) is a Monte1 space. 
Let H be a Hilbert subspace of S’(F), invariant under w~,~(G), and let K be 
its reproducing kernel. By Schwartz’s kernel theorem (Theorem 9) we can as- 
sociate to it a unique tempered distribution T on Rn x KY. This distribution 
satisfies the following conditions: 
1. T is a positive-definite kernel, in particular a Hermitian kernel, i.e. 
2. T(x,y) = T(y,x). 
3. T is wp,,(G)-invariant : [wP,q(g) x w&g)]T = T for all g E G. The latter 
property implies, in more detail, 
3a. T(g.x,g.y) = T(x,y) for all g E Ob,q). 
3b. If a E R*, then 
T(ax, q) = Ial-‘T(x,y). 
3c. If b E R, then 
e-hb([x,xl-lv,~l)T(~,Y) = T(x,y). 
3d. I=(x,y) = T(x,y). 
A straightforward example is given by T(x,y) = 6(x - v), the reproducing dis- 
tribution of H = L2(R”). As preparation for our main result, the multiplicty 
free decomposition of the oscillator representation, we shall show that any of 
the above distributions T is symmetric: T(x,y) = T(y, x). We shall do this in 
several steps. Observe that T( y, x) satisfies the same conditions as T(x, y). 
Step I 
By condition 3c, we obtain 
(4) Supp T c zn,n,n = {(x, y) E R” x 52” 1 [x,x] - b,y] = 0). 
Step II 
Let ZL,, = EE7n\(0,0), being an isotropic cone in R” x R”. In a neigh- 
borhood of EA, in R” x R” we take as coordinates s = [X,X] - b,v] and 
WEEkn , . So we Lan write locally there 
T = c Si(w) @ d’)(s) 
itI 
where I is some finite subset of N and the Si are distributions on Zk,+. Applying 
condition 3c again, we get that only the term with i = 0 survives, so 
(5) VGY) = Ux, 4 - IV,YI) so(w) 
outside (x, y) = (0,O). It remains to study the distribution SO on EL,,. 
Step III 
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On the open subset of Z&, given by [x:x] # 0, we get by properties 3a 
and 3b, with p = 4 (n - 2), 
(6) So(X,Y) = [X,Xly~o(% w2) 
where a0 is an O(p,q)-invariant distribution on X+ x X+ or X- x X-, with 
X’ = {X E R”] [x,x] = fl}. It is known that 00 is symmetric: ~(wi, ~2) = 
00(w2, ~1) (see PI), hence 
WY) = T(Y7 4 
on the open subset of R” x R” defined by [X,X] # 0 (or, what is the same, 
L?J>Yl # 0). 
So Sk, Y) = WY) - T(Y, 4 h as support contained in [x, x] = ly, y] = 0. 
Step IV 
Set En = {x E R”] [x, x] = O}. The distribution S has support in Z, x Z,,. 
With the coordinates si = [x, x]; s2 = Iv, y] near En x En, which can be taken, 
provided x # 0 and y # 0, so on EI, x 5: (in obvious notation), we get 
(7) S(X,Y) = wG4, Iy,Yl) Wll, (2;) (El, E2 E z;) 
where U is an O(p, q)-invariant distribution on SL x EL, homogeneous of de- 
gree -2p + 2. Here we applied 3c again. Since S(x, y) = -S( y, x) it easily fol- 
lows that U(&, 52) = -U(&, (1). B e f ore we continue the preparation, we will 
recall now some structure theory of O(p, q) and some results of [3] about dis- 
tributions on EL. We therefore assume (as in [3]) p 2 1, q > 2. Let P be the sta- 
bilizer in 001, q) of the line generated by p = (1, 0, . . , 0,l). P is a maximal 
parabolic subgroup and has Langlands decomposition P = MAN. 
The subgroup M consists of matrices of the form 
1 0 0 
( 1 
0 m 0 
0 0 1 
where m is a matrix of the group O(p - 1, q - 1). 
The group A is the one-parameter subgroup of matrices 
where u E R*. 
The subgroup N consists of matrices of the form 
l-$(a) o!* ; C?(a) 
n a= 
( -:h d* 1 +;;(a) 
where Q: E Rnp2. Ifo = (a!z,,a+-r), then 
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a* = -at .I+,,q-1, 
with 




and Q(a) = oi + . . . + c$ - $+ i - . . - $+q-l. 
The group N is isomorphic to [Wnp2. Moreover: 
a, n, ai1 = n,,. 
Step V 
Since O(p, q) acts transitively on Ek, we can conclude that to U corre- 
sponds a MN-invariant distribution on Ek. Call it V. We recall some results of 
[3] about such distributions, see ([3], III). 
Define U(C) = i (Ji - &) on ;“:, and set for t E R, rt = {< 1 u(E) = t}. 
Forf E D(ZL), the space of Cr-functions on EL, one can define the function 
Mf on R* by 
M”(t) = f f(E) $45‘) - 4. 
M maps D(EL) continuously onto some topological vector space F of functions 
on R* with singularities at t = 0 (see also [Ill). And if W is a continuous linear 
form on F, the distribution V defined on EL by 
W) = W~f) (f Em;))> 
i.e., V = M’ W, is invariant under MN. M’ is not surjective. One has ([3], Pro- 
position 111.1): if V is a distribution on ZL invariant under MN, 
v=M’W+ VI 
where W is a continuous linear form on F and Vi is a distribution on .Zk, MN- 
invariant and with support contained in TO. 
The structure of the distributions Vi is as follows. We use the local chart in a 
neighborhood of rs given by the map from A x N to EA, 
(a,, Q --t a,Ti,C’, 
where N consists of the matrices 
1 -;Q(a) --(Y* t Q(Q) 
ncy = 
( ;p;) L* 1 +p& ’ 1 
a E R”-2. 
We denote by q the differential operator in this chart given by 82 q =g+...+g- _... 82 . 
2 ; %+1 dcr2 PfF1 
We quote [3], Theo&me III.2 here: 
Let Vi be a MN-invariant distribution on ;“I, with support in TO. Then there 
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exist a distribution TO on R” and constants ktk, &, k = 1,2, . , m such that, in 
the above chart, 
where 6 is the Dirac measure at cli = 0. Step VI 
We return to our distribution I’ from Step V, and write it in the form 
V = M’ W + Vi, as above. By abuse of notation we have 
qo = WC3 = wT6°> EO). 
Because u(E) = u(gp) = i [gp, p] satisfies u(g[‘) = u(g-‘[O), we easily get that 
M’ W(gCO) = M’ W(g-QO). 
Since v(g{O) = -V(g-‘p), we see that 2v(gp) = Vi (g<‘) - Vt (g-l<‘). 
Now 
V(a,lgau,~o) = ~kGLo~“, GL,EO) = 
U(uogJO, uorOj = Iuol- 2p+2 V(g<O) 
Let us apply this property to the distribution Vz(g<‘) = Vi (g<‘) - Vi(gP’to), 
supported by TO. We get with g = q&p, that 
a&’ auiiaauo = a a-‘% a - u uo a u. = aunuoa, 
hence 
V2((a,iZ,,, to) = IuoI-~+~To @ S(a) 
n+2-2k[Ak + Bk sgn (u)] Iu]‘+~ 6 @ 0 k 6. 
S=O in a neighborhood of 
supps c ((0) x En} u {En X (0)). 
Step VII 
From property 3c we conclude that 
&%x1 - IvJ4)k~ = 0 
for k = 1,2,, hence, combining it with property 3d, we have 
AkS=O 
for k = 1,2, . ., in particular A S = 0. Here A denotes the d’Alembertian 
(!r+. . . +A!&&-. . . 
1 P+l 
If S has support in { (0) x En} u {c”, x (0)}, and n S = 0, it easily follows, by 
recalling the local structure of such distributions, being basically a finite linear 
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combination of tensor products of distributions supported by E,, and the ori- 
gin, that S = 0 (see [9],Ch.I11, $10). So finally we have shown that 
T(X,Y) = T(Y,X). 
2.3. Multiplicity free decomposition of the oscillator representation 
The multiplicity free decomposition of the oscillator representation, i.e. the 
multiplicity free decomposition into irreducible invariant Hilbert subspaces of 
any w,,,(G)-invariant Hilbert subspace of S’(Rn), is now easily proved by ap- 
plying Criterion 6 with JT = T. If H is any invariant Hilbert subspace of 
S’(R”) with reproducing kernel T E S’(R” x R”), then T is the kernel of the 
space J H and the property J H = H comes down to T(x, v) = T(x, y). Since T 
is positive-definite, this is equivalent with T(x, y) = T( y, x) which immediately 
follows from 2.2. So we have the following result. 
Theorem 10. Any wP,q(G)-invariant Hilbert subspace of S’(W) decomposes mul- 
tiplicity free into irreducible invariant Hilbert subspaces of S’(W). 
Theorem 10 is well-known for H = L2(R”) c S’(W), see [5]. We have shown 
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