We study a two-grid strategy for decoupling the time-dependent Poisson-Nernst-Planck equations describing the mass concentration of ions and the electrostatic potential. The computational system is decoupled to smaller systems by using coarse space solutions at each time level, which can speed up the solution process compared with the finite element method combined with the Gummel iteration. We derive the optimal error estimates in L 2 norm for both semi-and fully discrete finite element approximations. Based on the a priori error estimates, the error estimates in H 1 norm are presented for the two-grid algorithm. The theoretical results indicate this decoupling method can retain the same accuracy as the finite element method. Numerical experiments including the Poisson-Nernst-Planck equations for an ion channel show the efficiency and effectiveness of the decoupling two-grid method.
Introduction
In this paper, we consider the following time-dependent Poisson-Nernst-Planck (PNP) equations Numerical Algorithms for x ∈ and t ∈ [0, T ], where is a bounded Lipschitz domain in R d (d = 2, 3) and ∂ t = ∂/∂ t . The index i represents different ionic species, p i is the concentration of the ith ionic species with charge q i , φ is the electrostatic potential and F i (i = 1, 2, 3) are the reaction source terms. Denote the initial concentrations and potential by (p i,0 , φ 0 ), i = 1, 2. For simplicity, we employ the following homogeneous Dirichlet boundary conditions:
(1.
2) The classic PNP system was first proposed by W. Nernst [7] and M. Planck [8] . It mainly describes the mass concentration of ions p i : × (0, T ] → R + 0 and the electrostatic potential φ : × (0, T ] → R. As a continuum electrodiffusion model, PNP equations play an important role in the electrodiffusion reaction process. PNP equations couple the ion concentration distributions with the electrostatic potential which provide an ideal mean-field for describing this process [14, 15] . They have been widely used to study the ion channels and nanopores etc. [16, 17, 37] .
Since the strong nonlinearity and coupling of the PNP system, in general, it is difficult to find the analytic solution of PNP equations. Therefore, there appears many numerical methods for solving PNP equations, including finite difference method, finite volume method, and finite element method. Finite difference method has been widely used to solve the PNP equations [21] [22] [23] , but the accuracy is not so good when it is applied to the biomolecular models with highly irregular surfaces. Finite volume method, which focuses on avoiding the disadvantage of finite difference method, was then applied to solve the PNP equations in irregular domains, but it is not easy to achieve the high accuracy owing to the difficulty of the design of high-order control volume [24, 25] . Finite element method (FEM) has more flexibility and adaptability in irregular regions, which has shown the efficiency and effectiveness of dealing with PNP equations [9, 10, 15] .
In contrast to amount of work on the numerical computations of PNP equations, the work of mathematical analysis of PNP equations seems limited, especially for finite element method. The existence and uniqueness of the finite element approximation for the time-dependent PNP equations are shown in [11] . Recently, Yang and Lu [12] presented an error analysis of the finite element method for a type of steady-state PNP equations modeling the electrodiffusion of ions in a solvated biomolecular system, in which the error estimates for the potential and concentration in H 1 norm depend on the L 2 error of the concentration. Sun et al. [5] analyzed a fully implicit nonlinear Crank-Nicolson scheme of the finite element method for the PNP equations, where an optimal H 1 norm error estimate is obtained for both the ion concentration and electrostatic potential. They also presented a L 2 norm error estimate which is only suboptimal for linear finite element approximations. And the results hold under the condition k ≥ d − 1 (k is the degree of polynomials) for the suboptimal L 2 error estimates, which implies that a second-order finite element has to be used for three-dimensional problem (d = 3) in [5] . Soon afterwards, Gao and He [13] obtained an optimal L 2 error estimate with linear finite element approximations for a linearized backward Euler scheme. It is shown that this linearized scheme can preserve mass conservation and energy decay. In this paper, we shall present an optimal L 2 error estimate for the classic backward Euler scheme. Compared with the scheme in [13] , the backward Euler scheme analyzed in this paper (see (2.6 )-(2.7)) is fully implicit nonlinear. It is considered that this implicit nonlinear scheme could preserve most of the properties of the PNP equations and has been commonly used in the computation of the PNP system [15, 20, 37] . Compared with [5] , we use a different projection operator (see (2.9)-(2.10)), and the optimal error estimates in L 2 norm are obtained for both semi-and fully discrete finite element approximations without any constraint condition except the regularity assumption which improves the a priori error estimates for PNP equations. These results shall be used in the error analysis of the main algorithm of the paper.
The PNP equations are a type of strong coupled system. Since the system consists of more than two partial differential equations, generally speaking, it is more convenient to solve it by using a decoupling method than solving it directly in application for large-scale problems. Decoupling methods, by which the coupled problems can be separated into single subproblems, have some appealing features. For example, the existed computing resources are more flexibly applied to solving each subproblem separately, and the numerical implementation is more easy and efficient. The main decoupling method used currently for solving PNP equations is the Gummel iteration [18] [19] [20] . For example, consider the following system coupled by two equations ⎧ ⎨ ⎩ F (u 1 , u 2 ) = 0,
The Gummel iteration for the above system could be: given u 0 2 , for k ≥ 0, find 4) until the error between the (k+1)th solution and kth solution is less than the tolerance. However, it converges slowly even diverges if the discretized system of the PNP equations is a large scale problem. We note that two-grid method is also one of the decoupling methods which have been applied successfully to some coupled systems such as the Schrödinger equation arising from quantum mechanics [26] and the mixed Stokes-Darcy model for coupling fluid flow with porous media flow [27, 28] . The two-grid method, proposed originally by Xu [29] in 1992, was designed for dealing with nonselfadjoint or indefinite problems and has a variety of application to solving many problems, such as the nonlinear parabolic equation [30] , the nonlinear reaction-diffusion equation [31, 32] , the time-dependent Navier-Stokes equations [33, 34] , and the nonlinear coupled miscible displacement problems [35, 36] . In [33] , He proposed the two-level method based on finite element and Crank-Nicolson extrapolation for solving the two-dimensional time-dependent Navier-Stokes equations, in which the optimal error estimates of the discrete solution are obtained for the two-level method by using the Crank-Nicolson extrapolation solution on a spatial-time coarse grid and a backward Euler solution on a space-time fine grid. In [34] , a multilevel finite element method in space-time for the nonstationary Navier-Stokes problem is provided by He and Liu. In contrast to the two-level method proposed in [33] , the method is a multi-scale method in which the fully nonlinear Navier-Stokes problem is only solved on a single coarsest space-time mesh. Theoretical analysis shows that the multilevel method provides the same accuracy as the one-level method in space-time. As a decoupling method for the coupled equations, the procedure of the two-grid method may be different from that for a single partial different equation mentioned above, but it has the similar idea that a coarse space solution is chosen as a reliable approximation to the fine space solution. In [35] , the nonlinear coupled miscible displacement problem is discretized by a mixed finite element for the approximation of the pressure equation and a mixed finite element with characteristics for the concentration equation. Compared with [35] , the concentration equation is approximated by the Eulerian-Lagrangian localized adjoint method in [36] . The two-grid algorithms based on the Newton iteration are designed to linearize and decouple the mixed-method equations in both [35] and [36] for the discrete nonlinear coupled miscible displacement problems. The theoretical results show that the asymptotically optimal approximation can be obtained for the two-grid methods with mixed finite elements when the mesh size satisfies H = O(h 1 2 ). In the two-grid algorithms designed in this paper for decoupling the time-dependent PNP equations, since we can use an appropriate coarse space solution as a reliable approximation to the fine space solution, the iteration between the equations solving individually can be avoided on the fine space, while it may require lots of iterations for the Gummel method (1.4) if an inappropriate initial value is used. Moreover, since the two-grid method is based on the finite element method, the numerical implement of the decoupling process is easy if the finite element method is used to solve PNP equations. These are the main reasons that we consider the two-grid method to deal with PNP equations among many decoupling methods.
In this paper, we propose and analyze the two-grid algorithm for time-dependent PNP equations in a fully discrete scheme. Since PNP equations are different from the coupled models mentioned above, the design and analysis of the two-grid method cannot directly follow the existed work. The error estimates in H 1 norm are obtained for both the concentration and potential. The theoretical results show that if the mesh sizes H and h satisfy some requirement (for example H = O(h 1 2 ) with linear finite elements), then the two-grid method can retain the same accuracy as the conventional finite element method. In addition, some numerical examples including an ion channel problem are shown to verify the theoretic results. The CPU time cost shows the validity and efficiency of the two-grid method for PNP equations.
The rest of this paper is organized as follows. In Section 2, we introduce some notations and the weak formulations of the PNP system. The projection operators and some useful estimates are also given in this section. In Section 3, we show the optimal L 2 error estimates of the standard finite element method for both semi-and fully discrete schemes. The two-grid method and some error analysis are presented in Section 4. Numerical experiments are reported in Section 5 to show the effectiveness of the proposed method. An application of the two-grid method in ion channel problem is shown in Section 6. The conclusion is presented in Section 7.
Weak formulation and projection operators
In this section, we shall present the variational forms of PNP system (1.1)-(1.2) and some projection estimates which shall be used in our analysis.
First, we clarify the standard notations for Sobolev spaces W s,p ( ) and their associated norms and seminorms (see, e.g., [1, 3] ). For p = 2, we denote W s,2 ( ) = H s ( ), H 1 0 ( ) = {v|v ∈ H 1 ( ) : v| ∂ = 0}, · s,p, = · W s,p ( ) with the expression that · and (·, ·) denote the norm and inner product in L 2 , and · 0,∞ = · L ∞ . Let T h = {e} be a quasi-uniform partition of , where e is the element, and the mesh size h = max e∈T h {diam e}. Then, for a given partition T h , we define V r h as the rth-order finite element subspace of H 1 0 ( ) as follows:
where P r (e) is the space of polynomial with degree r. The weak formulations of (1.1)-(1.2) are that: find p i ∈ L 2 0, T ;
The corresponding semi-discretization to (2.2)-(2.3) is defined as follows: find
with the initial condition (p i,0 h , φ 0 h ) is an approximation of (p i,0 , φ 0 ) and the Dirichlet boundary condition p i h = φ h = 0 on ∂ . In order to get the full discretization of the system (2.2)-(2.3), we first define a uniform partition 0 = t 0 < t 1 < · · · < t N = T with time step size τ = T N and t n = nτ, n ∈ Z. For any function u, denote by u n = u(x, t n ), and D τ u n+1 = u n+1 − u n τ , for n = 0, 1, 2, · · · , N − 1.
Then, the backward Euler full discretization scheme of the system (2.2)-(2.3) is:
The well-posedness and stability of the solutions to the the schemes (2.6)-(2.7) have been presented in [11] . In the rest part of this paper, we assume that the exact solution of the PNP (1.1) exists and satisfies the following regularity assumptions
To present the error estimates in this paper, for given t ∈ [0, T ], we define R h :
Particularly, the similar definition of the projection operator R h can be found in [13] . At the initial step in (2.6)-(2.7), we take the initial value p i,0 h = R h p i,0 . We define the projection error by
Then, by standard finite element theory and the regularity assumption (2.8), we have
Finally, we introduce two lemmas which will be used in the error analysis. [39] ) Let u be a function defined on a bounded domain ∈ R d and its derivatives of order m belongs to L q * in . Then, for the derivatives ∂ j u, 0 ≤ j < m, the following inequalities hold (where constant C depends only on , m, j, q, q * ):
Lemma 2.1 (Gagliardo-Nirenberg inequality
is a non-negative integer, in which case the above estimate holds only for j m ≤ a < 1.
Lemma 2.2 [40] Suppose that is a smooth bounded domain and
Then, the following estimate holds for 1 < p < ∞:
L 2 norm error analysis for finite element approximation
In this section, we give the a priori error estimates for both the semi-discretization finite element solution (p i h , φ h ) of (2.4)-(2.5) and the fully discrete finite element solution (P i,n h , n h ) of (2.6)-(2.7). For the sake of analysis, we assume the source term F 3 ∈ L 4 ( ) and the size of the grid h 1.
Error analysis for the semi-discretization
We give the a priori error estimate for the semi-discretization finite element approximation (p i h , φ h ) as follows: 
Proof From the projection error estimates (2.11)-(2.13), we only need to estimate the following error functions:
Taking w h = e φ in (3.3) and using (2.10), we have
4)
which easily yields
5)
Taking v h = e p i in (3.2) and using (2.9), we have
where I j , j = 1, 2, 3, are defined as
In the following, we shall estimate I 1 , I 2 , and I 3 , respectively. By the projection estimate (2.13), there holds
Using (3.5) and the regularity assumption (2.8), we have
where 0 < < 1 is a constant. To estimate I 3 , we shall prove the following result
It is easy to see that φ h can be viewed as the finite element approximation to the solution of the Poisson equation 
which yields estimate (3.9). Then by (3.9) and the projection error estimate (2.11), it yields
where we have used Ch r+1 ≤ when h 1. Substituting estimates (3.7)-(3.8) and (3.12) into (3.6), we get
Now, we conduct a mathematic induction process to prove the following inequality:
Assume (3.14) holds for any t ∈ [0, T * ], T * < T . Then by (3.13), we get
Take integral with respect to t,
where we have used the fact e p i (0) = 0 by the initial condition R h p i (0) = p i h (0). By using Gronwall's inequality, we have for 0 ≤ t ≤ T * ,
This implies that
On the other hand, since h −(r+1) e p i is a continuous function with respect to t ∈ [0, T ], and due to the uniform continuity with time, then for any > 0, there exists δ such that for any t ∈ [T * , T * + δ],
Then from (3.16), we get
Therefore, for any t ∈ [0, T ], by projection estimate (2.11) and (3.14), we can easily get
Then, (3.1) is proved by combining (3.5), the projection estimate (2.12) and (3.17) . This completes the proof of Theorem 3.1. Now, we turn to the full discretization scheme.
Error analysis for the full discretization
In this subsection, we present the error estimate of the full discretization schemes (2.6)-(2.7). For given t = t n , define the error functions
Theorem 3.2 Let (p i,n , φ n ) and (P i,n h , n h ) be the solutions of (2.2)-(2.3) and (2.6)-(2.7), respectively. Then, there exists two positive constants τ 0 and h 0 such that for any n = 0, 1, · · · , N,
19)
provided by τ < τ 0 and h ≤ h 0 .
Proof By the weak formulation (2.2)-(2.3) and the Ritz projection (2.9)-(2.10),
Then from (3.20)-(3.21) and the full discretization schemes (2.6)-(2.7), we have
23)
Choosing v h = e n+1 p i in (3.22) and w h = e n+1 φ in (3.23), respectively, we get
where
By (3.25), we can easily get
Now, we focus on deriving the estimates of H n 1 , H n 2 , and H n 3 . First, by the projection estimate (2.13), we have 
For H n 2 , there holds 
In what follows, we shall prove by mathematical induction that the following inequality holds for n = 0, 1, · · · , N − 1:
Assume (3.30) holds for any n = 0, 1, · · · , J, 0 ≤ J ≤ N − 2. Then by (3.29), we get ∇ n+1 h 0,∞ ≤ C. Hence,
Combining (3.24), (3.27), (3.28), and (3.31), we have
Choosing a sufficiently small and summing up for the index n = 0, 1, · · · , J , 0 ≤ J ≤ N −1 on both sides of (3.32), then we can easily get the following inequality
By the discrete Gronwall's inequality, we get
Thus, (3.30) holds for n = 0, 1, · · · , N − 1. We complete the induction. Finally, by projection error estimate (2.11) and (3.30), it yields 
Next, a two-grid finite element method for PNP equation (1.1) will be presented in full discretization schemes. Some error estimates are derived which show our method can achieve the same error accuracy as the standard finite element method. However, the CPU time cost of the two-grid method is much less than that of standard finite element method, which is shown in Section 5.
The two-grid algorithm and error analysis
In this section, we shall present the main algorithms of the paper. Two quasi-uniform triangulations T H and T h of with two different mesh sizes H and h (H > h) are introduced. The corresponding finite element spaces V r H and V r h , which satisfy V r H ⊂ V r h , are called the coarse-grid and fine-grid spaces, respectively. Two algorithms are provided to decouple the strong coupled equations and some error estimates are also derived.
First, a semi-decoupled scheme is presented as follows:
We need the following error estimate in the later analysis. .4), respectively. Then for any n = 0, 1, · · · , N − 1, we have
Following a similar proof of Theorem 3.2, subtracting (3.20) from (4.3), and taking v h = ρ n+1 p i , we have the error equation
We shall estimate T n 1 , T n 2 , and T n 3 , respectively, below. By the similar arguments as in (3.27)-(3.28), we get
To estimate the third term, T n 3 , we need the fact ∇ n+1 h * 0,∞ ≤ C, and the estimate of ∇ρ n+1 φ .
In fact, by (3.21) and (4.4), ∀w h ∈ V r h , we have
Taking w h = ρ n+1 φ in (4.10), we can easily get
Then, ∇ n+1 h * 0,∞ ≤ C holds by using (4.11) and the same arguments as in (3.29). By the regularity assumption (2.8), the projection estimate (2.11) and (4.11), T n 3 is estimated by
Thus, by (4.8), (4.9), and (4.12), (4.7) becomes
Applying a summation of time step n from 0 to J on both side of (4.13), where 0 ≤ J ≤ N − 1, we get the following inequality
Then by discrete Gronwall's inequality, it yields
This implies that for 0 ≤ J ≤ N − 1,
Finally, by triangle inequality and projection estimate (2.11), for n = 0, 1, · · · , N−1, we can easily get
This completes the proof. 4) , respectively. Then for any n = 0, 1, · · · , N − 1, we have the following estimate:
Proof First by (4.6), (4.11), and the projection estimate (2.12), it easily yields
Now, we turn to estimate P i,n+1
wherê
On the other hand, by (4.5), (4.11), and ∇ n+1 h * 0,∞ ≤ C, there holds
and
Then, the third term estimated bŷ
Inserting the error estimates ofĤ n 1 ,Ĥ n 2 , andĤ n 3 into (4.16), it yields
Multiplying the time step size τ on both sides of (4.17), and applying a summation of time step n from 0 to J , where 0 ≤ J ≤ N − 1, by using (4.5), we get
where we have used ρ 0 p i = 0 by the initial condition P i,0 h * = R h p i,0 . Applying the discrete Gronwall's inequality, it easily yields
(4.18)
Thus, by (4.18) and the projection estimate (2.11), for any n = 0, 1, · · · , N − 1, we can easily get In the following, we give another two-grid algorithm which is called the full decoupled scheme.
Compared with Algorithm 1, the finite element approximation n+1 H on the coarse grid is also used to decouple the system on the fine grid in Algorithm 2. Since the system (4.22)-(4.23) is fully decoupled, it can be solved in parallel on the fine grid level.
To get the optimal error estimate for Algorithm 2, we need the following lemmas: Lemma 4.2 Let u I be the nodal interpolation of u ∈ H 3 ( ) ∩ H 1 0 ( ). Then, we have (cf. [6] ) 23) , respectively. Then for any n = 0, 1, · · · , N − 1, we have
(4.28)
Proof From (2.2) and (4.22), we get
(4.29)
In the following, we estimate I 1 and I 2 , respectively. First, by Taylor's expansion, it yields
Now, we recast I 2 as follows:
We turn to estimate the second term in the right-hand side of (4.31). First, for any u ∈ W 1,∞ (e), ∀e ∈ T h , denote the average of u on the element e bȳ u = 1 |e| e udX. We know that u −ū 0,∞,e ≤ Ch r e |u| 1,∞,e . (4.32)
Let φ I be the nodal interpolation of φ and by using (4.25) and (4.32), it yields where we have used (4.24) and (4.26). Inserting (4.33) into (4.31) and by using (2.11), we get
Combining (4.29), (4.30), and (4.34) and using (2.9)-(2.10), it yields
Taking v h = P i,n+1 h * − R h p i,n+1 in (4.35) and by the similar arguments as (4.13), we can easily get
(4.36)
Then, the desired result (4.28) established by (4.36) and (2.11).
By using the above lemmas, similar to Theorem 4.1, we have the following result:
h * , n+1 h * ) is the solution obtained by Algorithm 2. Then for any n = 0, 1, · · · , N − 1, we have the following estimate:
Proof First, by using the same arguments as for (4.15), we can easily get 
in (4.39), we get
On the other hand, by (4.28) and (4.33), we rewrite I 3 and I 4 as follows:
Similarly, I 4 is bounded by 
Multiplying the time step size τ on both sides of (4.43), applying a summation of time step n from 0 to J , where 0 ≤ J ≤ N − 1, and using (4.28) and (4.33), we get
where we have used e 0 h = 0 from the initial condition P i,0 h * = R h p i,0 . Applying the discrete Gronwall's inequality in the above inequality, it easily yields
(4.44)
Thus, from (4.44) and the projection estimate (2.11), for any n = 0, 1, · · · , N − 1, we get . Moreover, since Algorithm 2 is fully decoupled in step 2, it can be solved in parallel on the fine grid level at each time step, the efficiency of which could be much better than the standard finite element method.
Numerical experiments
We now present numerical experiments to demonstrate the effectiveness and efficiency of the two-grid approach. To implement the algorithms, the code is written in Fortran 90 and all the computations are carried out on the computer with Dual core 96 GB RAM HPZ280.
Example 5.1 Let the computational domain be the unit square = [0, 1] × [0, 1], and a uniform triangular partition with M + 1 nodes in each direction is used. For the coarse-grid space and the fine-grid space, the domain is uniformly divided by the triangulation with mesh sizes H and h, respectively. Particularly, for the odd grid, the uniform triangular partition with M = 3 on the coarse-grid space and M = 9 on the fine-grid space is shown in Fig. 1 . In the computation of the two-grid method, the solutions p i H and φ H on the coarse-grid space are interpolated into the fine-grid space by finite element basis functions. For example, in Fig. 1 , the values of the nodes " 34, 35, 36, 37, 44, 45, 46, 54, 55 ,64" on the fine-grid space (right) are generated by nodes "6,7,10" in element on the coarse-grid space (left). The values of the nodes "37,46,55,64" on the red line can be generated by nodes "6,7,10" in element or nodes "7,10,11" in element on coarse-grid space, the effect is the same.
We choose q 1 = 1, q 2 = −1 and consider the following PNP equations (cf. [5] ):
The initial-boundary condition and the right-hand side functions F i , i = 1, 2, 3 are chosen such that the exact solutions of (5.1) are given by ⎧ ⎨ ⎩ p 1 (t, x, y) = sin(t) sin(2πx) sin(2πy), p 2 (t, x, y) = sin(2t) sin(3πx) sin(3πy), φ(t, x, y) = (1 − e −t ) sin(π x) sin(πy).
In the following, we first present the numerical results of standard finite element method (2.6)-(2.7), and then show the results of Algorithms 1 and 2.
To solve the nonlinear coupled system (2.6)-(2.7), we use the following algorithm which is introduced in [5, 11] to get the finite element solution.
In our computation, the piecewise linear finite elements on a uniform triangular mesh are used to discretize the PNP equations. The Gummel iteration (1.4) is used during the finite element computation on each time level in step 3. We choose the time step τ = h 2 and set the final time T = 1.0. The tolerance = 1.0 × 10 −6 is chosen for the nonlinear iteration in Algorithm 3. Particularly, we adopt the AMG-PCG and AMG-PGMRES solver to solve the algebraic system "Ax = b" for the Poisson equation and Nernst-Planck equations, respectively, and the inneriteration stopped if the Euclidean norm of the residual vector is less than 10 −8 . The numerical results in Tables 1 and 2 at t = 0.5 show that the errors for h and P i h (i = 1, 2) in L 2 norm and H 1 norm are second-order and first-order reduction, respectively, which coincides with the convergence theory shown in (3.19) and (3.35) .
The exact solution and the two-grid solution in Algorithm 1 when h = 1/64, t = 0.5 are shown in Figs. 2, 3, and 4 . Comparing the exact solution (a) and the two-grid solution (b), we can easily find that the two-grid finite element solution and the exact one are similar, which indicates the validity of the numerical test. Tables 3 and 4 show the errors at t = 0.5 between the exact solution and the two-grid solution of Algorithm 1 with varying mesh size H = √ h, where the order represents the convergence order relating to the fine-grid size h in L 2 or H 1 norm.
The errors indicate that the numerical results coincide with the theoretical result in Theorem 4.1 when r = 1. For Algorithm 2, the errors at t = 0.5 between the exact solution and the two-grid solution with varying mesh size H = √ h are shown in Table 5 , where the order denotes the convergence order relating to the fine-grid size h in H 1 norm.
Comparing Tables 3 and 4 with Tables 1 and 2 , respectively, we can find that when H = O(h 1/2 ), the errors in H 1 norm and L 2 norm approximate the firstorder and second-order, respectively, which indicates the solution of Algorithm 1 remains the same convergence order as the standard finite element method. Similarly, by comparing the results in Table 5 with those in Table 2 , the errors show that the full decoupled two-grid Algorithm 2 can also achieve the same order of accuracy as the standard finite element method. To show the efficiency of the two-grid method with the change of time, we also present the results in H 1 norm error at t = 1.0 in Tables 6,  7 , and 8 computed by standard finite element method, Algorithm 1 and Algorithm 2, respectively. By comparing Tables 7 and 8 with Table 6 , the results show that the two-grid method remains the same convergence order as the standard finite element method for a long time behavior.
The CPU time cost of Algorithm 3 (the finite element method combined with the Gummel iteration), Algorithm 1, and Algorithm 2 at t = 0.5, 1.0 is given in Tables 9  and 10 , where the letter h represents the size of grid in Algorithm 3 and also the size of the fine grid in Algorithms 1 and 2. As shown in Tables 9 and 10, the CPU time cost by Algorithms 1 or 2 is much less than that by Algorithm 3 as h becomes small, which reveals that the two-grid method is more efficient than the finite element method combined with the Gummel iteration. Moreover, Algorithm 2 could achieve a better effect for large-scale problems if a parallel program is applied at each time level.
In order to make more observation about the efficiency and effectiveness of the two-grid method, we consider another example whose the electrostatic potential is a Gaussian function as follows: Note that φ is a Gaussian function, whose center moves from (0.3, 0.3) at t = 0 to (0.7, 0.7) at t = 1 (see [41] ). In this example, we choose the time step size τ = 0.01. The errors of the standard finite element method and the two-grid method are listed in Tables 11, 12 , and 13. Comparing Tables 12 and 13 with Table 11 , the results show that the two-grid method remains the same convergence order as the standard finite element method for the fixed time step size, where the order denotes the convergence order varying with h in H 1 norm.
Application in ion channel
In this section, we shall apply our two-grid method to solve the PNP model in ion channel. The computation is carried out by MATLAB R2012a on a microcomputer and the program is under the frame work of iFEM toolbox (https://bitbucket.org/ ifem/ifem). It is shown by numerical results that the two-grid method still works in practical ion channel problem.
Example 6.1
We consider the following PNP model for simulating asymmetrical conductance changes in Gramicidin A (gA) with two ion species in a 1:1 CsCl 
where = s ∪ m , s is the solvent region, m is the solute region, φ is the electrostatic penitential, and p(x) and n(x) are the concentrations of the positive ions and the negative ions in the bulk solvent respectively. The constant coefficients D p and D n are the diffusion coefficients of the positive ions and the negative ions respectively, K B T is the Boltzmann energy constant, e is the charge for one electron, and ε = 2ε 0 , in m , 80ε 0 , in s , is the dielectric permittivity coefficient, where ε 0 is the dielectric constant of vacuum.
Suppose 1 and 2 are the interfaces, where 1 is the boundaries of membranes, 2 is the boundaries of protein exposed to solvent, 3 is the outside boundaries of Fig. 5 .
Then, the boundary and initial conditions are described as follows:
where ν is the exterior unit normal with direction from solvent region to macromolecule part on the boundary, ρ 1 and ρ 2 are the charge densities on the surface of membranes and protein respectively, δV is the voltage difference between the left and right edges of the box along x direction, L is the length of the simulation box, and p ∞ and n ∞ are the initial-boundary charge densities. This example uses the similar setup as the model presented in [37] . Suppose Fig. 5 The meshes of the simulation box and boundaries of s . The red solid lines 1 are the boundaries of membranes, the magenta lines 2 are the boundaries of protein exposed to solvent, and the blue lines 3 are the outside boundaries of s
In order to compute the finite element solution of (6.1), we first give the weak formulation as follows: The edge average finite element method (EAFEM) [38] is used in our calculation to solve the density equations. For the charge distributions p and n, the piecewise linear element is used on the triangulation of domain s and the second-order isoparametric Table 14 The parameters for Example 6.1
Variables Values Variables Values
Diffusion coefficient: D p 2.0561 × 10 −9 m 2 /s Initial density: p ∞ (n ∞ ) 6.02 To illustrate the efficiency and effectiveness of the two-grid method for the ion channel problem, we first obtain the finite element solution of (6.6)-(6.8) by using EAFEM combined with the Gummel iteration. Then, Algorithm 1 is used to solve (6.6)-(6.8) to get the two-grid solution (P * h , N * h , * h ). Both the accuracy of these two solutions and the CPU time cost of the two methods are compared.
All the computations are implemented on quasi-uniform triangular meshes (see, e.g., Fig. 5 ). To obtain the convergence rate, we refine the initial mesh step by step uniformly in the solvent region s and the solute region m , respectively. Since Example 5.2 is a problem without an analytic solution, we choose the finite element solution with the degrees of freedom K = 115,713 as "the exact solution" for the charge distributions p, n, and the finite element solution with the degrees of freedom K = 148,225 as "the exact solution" for the potential φ, since they are defined in different domains.
Here, we first define the discrete L 2 norm as follows:
where e = (e 1 , e 2 , · · · , e K ) T . Denote K H and K h are the degrees of freedom on the coarse grid and the fine grid, respectively. The numerical results for the finite element solutions and the two-grid solutions are shown in Tables 15, 16 , and 17. First, comparing Table 15 with Table 16 , the results show that the two-grid solutions have the similar order of accuracy as the finite element solutions for both the charge distributions p, n and the electrostatic potential φ, which indicates that the two-grid method is efficient for the PNP system in the ion channel. Second, as shown in Table 17 , the CPU time cost by Algorithm 1 is much less than that by EAFEM as the degree of freedom becomes large, which indicates the efficiency of Algorithm 1. We also note that the accuracy of order in Table 15 or 16 is not so good as that in Example 5.1, since there are many charges on the interface of membranes which leads to the singularity of the solution for the PNP system in this example. The results can be improved if a better mesh could be used. We shall study the two-grid method on the nonuniform meshes such as the adaptive mesh in our further work.
Conclusion
In this paper, we first give the optimal error estimate in L 2 norm with linear element for both semi-and fully discrete finite element approximation for the time-dependent Poisson-Nernst-Planck equations. Then, the decoupling two-grid finite element algorithms are proposed for the time-dependent Poisson-Nernst-Planck equations. The optimal error estimates are obtained for the electrostatic potential and the concentrations in H 1 norm. The numerical experiments show that the two-grid algorithms remain the same order of accuracy but cost much less computational time compared with the finite element method combined with the Gummel iteration. It is promising to extend this method to more complex PNP models, such as PNP equations for three-dimensional ion channel and semiconductor devices, as well as modified PNP equations with size effects.
