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Abstract
We study the double Grothendieck polynomials of Kirillov–Naruse for the symplectic
and odd orthogonal Grassmannians. These functions are explicitly written as sums of Pfaf-
fian and are identified with the stable limits of the fundamental classes of Schubert varieties
in the torus equivariant connective K-theory of these isotropic Grassmannians. We also
provide a combinatorial description of the ring formally spanned by double Grothendieck
polynomials.
1 Introduction
In [9], Kirillov and Naruse introduced the double Grothendieck polynomials of classical types
in order to represent the K-theoretic Schubert classes for the corresponding flag varieties. In
this paper, we study these functions for the odd orthogonal and symplectic Grassmannians. We
first set up a combinatorial model for the ring formally spanned by the stable Schubert classes.
This construction is based on previous work for the maximal isotropic Grassmannians ([8]). By
utilizing our result in [5] and equivariant localization techniques ([10], [11]), we will explicitly
specify the elements in the ring corresponding to the stable Schubert classes.
Fix integers k and n such that 0 ≤ k < n. Let F be an algebraically closed field of character-
istic zero. We equip the vector space F2n+1 with a non-degenerate symmetric bilinear form and
F2n with a symplectic form. We denote respectively by OGk(n) and SGk(n) the odd-orthogonal
and symplectic Grassmannians of (n− k)-dimensional isotropic subspaces in F2n+1 and F2n. We
denote both these isotropic Grassmannians by IGk(n). Each of such spaces can be realized as a
homogeneous space G/Pk where Pk is a parabolic subgroup either of the special orthogonal group
G = SO2n+1(F) or of the symplectic group G = Sp2n(F). Let Tn be a maximal torus of G, B a
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Borel subgroup of G containing Tn, and B− a Borel subgroup opposite to B, i.e., B ∩B− = Tn.
For both SO2n+1(F) and Sp2n(F), the Weyl group Wn is isomorphic to the hyperocthedral group
given by {−1}n ⋊ Sn. Let W
(k)
n be the set of minimal length coset representatives of Wn/Wn,k
whereWn,k is the Weyl group of Pk. There is a natural bijection betweenW
(k)
n and the set SPk(n)
of k-strict partitions contained in the (n − k, n + k) rectangle (cf. Buch–Kresch–Tamvakis [2]).
Moveover, in both the odd-orthogonal and symplectic cases, W
(k)
n is also in bijection with the set
of Tn-fixed points in IG
k(n). For each λ ∈ SPk(n), let eλ be the corresponding Tn-fixed point
and define the Schubert variety Ωλ associated to λ as the closure of its B−-orbit.
We will use the torus-equivariant connectiveK-theory studied by Krishna [11] (cf. Dai–Levine
[3]). For any non-singular variety X endowed with an action of an algebraic torus Tn ∼= (F
×)n,
there is a Z-graded algebra CKTn(X) over CKTn(pt) which can be identified with the graded
formal power series ring Q[β][[b1, . . . , bn]]gr where deg(bi) = 1 and deg(β) = −1. It interpolates
the Tn-equivariant chow ring CH
∗
Tn
(X) and the K-theory KTn(X) of Tn-equivariant algebraic
vector bundles on X . By this we mean that it specializes to CH∗Tn(X) for β = 0 and to KTn(X)
for β = −1. Since throughout the paper we will work with rational coefficients, here CH∗Tn(X)
stands for the equivariant chow ring with Q coefficients and KTn(X) denotes the equivariant
K-theory tensored with Q.
In CKTn(IG
k(n)), there exists a fundamental class [Ωλ]Tn associated to the Schubert variety
Ωλ, which specializes to the corresponding Tn-equivariant Schubert class in CH
∗
Tn
(IGk(n)) and
to the class of the structure sheaf of Ωλ in KTn(IG
k(n)). As we are interested in [Ωλ]T , the
limit of the classes [Ωλ]Tn in the graded projective limit of the rings CKTn(IG
k(n)), we introduce
KfinT (IG
k) a subring which contains all of them (see Definition 4.5). More precisely, if we set
Rb =
⋃
n≥0
Q[β][[b1, . . . , bn]]gr,
then KfinT (IG
k) is the Rb-module on the formal basis given by [Ωλ]T indexed by the all k-strict
partitions λ.
In order to deal with KfinT (IG
k) algebraically and combinatorially, we introduce the ring K∞,
which governs the equivariant K-theoretic Schubert calculus of the full-flag varieties of both
types B and C. A cornerstone of the construction of K∞ is the ring GΓ introduced in [8]. It is
defined as a subring of Q[β][[x]]gr with variables x = (x1, x2, . . . ) consisting of symmetric graded
formal power series with a certain cancellation property (see §3.1). Then one sets
K∞ = GΓ⊗Q[β] Ra ⊗Q[β] Rb.
This construction is analogous to the one of the ring R∞ introduced as an algebraic model for
the torus equivariant cohomology of full-flag varieties of type B, C, and D in [7]. There are two
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(called left and right) commuting actions of W∞ =
⋃
n≥1Wn on K∞. The left action commutes
with Ra while the right one commutes with Rb. The ring K
(k)
∞ is then the invariant subring with
respect to the right action of the group W(k) =
⋃
n>kWn,k. In particular, the invariant ring K
(0)
∞
coincides with GΓ⊗Q[β] Rb.
The first main result is the following algebraic realization of KfinT (IG
k), which we obtain by
comparing the GKM descriptions of K
(k)
∞ and CKTn(IG
k(n)).
Theorem (Theorem 5.10 below) There are isomorphisms of graded Rb-algebras
K(k)∞
∼= KfinT (OG
k) and K(k)∞
∼= KfinT (SG
k).
The second main result is the description of the those elements in K
(k)
∞ corresponding to [Ωλ]T
under the above isomorphisms. For each k-strict partition λ, we define the functions kGΘ
′
λ and
kGΘλ in K
(k)
∞ via a Pfaffian formula (Definition 3.13) analogous to the one obtained in [5] for
the Schubert classes for CKTn(IG
k(n)) (cf. Theorem 4.7). This allows us to show that those
functions correspond to the limits of the Schubert classes (Theorem 5.10). Note that the Pfaffian
formula in [5] describes the Schubert classes in terms of the (equivariantly shifted) special classes
which we also identify with certain functions in K
(k)
∞ (Lemma 5.9). It is worth mentioning that
when β = 0, the functions kGΘλ specialize to Wilson’s double ϑ-functions [16] which coincide
with the type C double Schubert polynomials (see [6]).
For the maximal isotropic Grassmannians in type B and C, the isomorphisms in the above the-
orem were obtained in [8]. There have also been introduced the so-called GP - and GQ-functions
in a combinatorially explicit formula, which represent the K-theory Schubert classes. Thus by
our result we find that, in the case k = 0, they coincide with 0GΘ
′
λ and 0GΘλ respectively, hence
establishing their Pfaffian formula simultaneaously.
Kirillov–Naruse [9] constructed the double Grothendieck polynomials representing the equiv-
ariant K-theoretic Schubert classes for the full-flag varieties of type B and C. One can prove
that our new functions consist of an appropriate subfamily of their polynomials, simultaneously
establishing their explicit closed formula in the form of Pfaffians. We also remark that by their
construction, those functions are polynomials in x, a, b variables and β with coefficients in Z≥0,
once we choose a positive integer n and set xi = 0 for all i > n.
Given the previous remark related to Kirillov–Naruse’s constructions, let us mention some
combinatorial problems that still remain with regard to our GΘ- andGΘ′-functions. When k = 0,
it was proved in [8] that GQ- and GP -functions are given in terms of shifted set-valued tableaux,
generalizing the classical tableaux formula of Schur Q- and P -functions (cf. [13, §III.8]). When
β = 0 and bi = 0 for all i but for general k, Tamvakis [14] obtained an analogous combinatorial
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formula for the theta polynomials. Thus it would be an interesting problem to find similar
combinatorial formulas for our GΘ- and GΘ′-functions. It is also worth mentioning that, again
from Kirillov–Naruse’s construction, we can deduce the fact that GΘ-functions (resp. GΘ′-
functions) can be expanded into a linear combination of GQ-functions (resp. GP -functions)
with coefficients in Z[β][a, b]. It is an open problem to find an explicit formula for the coefficients
of the expansions. Note that when β = 0, such formula has been known in the work of Buch–
Kresch–Tamvakis [2, Theorem 4] and Tamvakis–Wilson [15, Corollary 2].
Finally, we note that recently Anderson [1] proved a formula describing a larger family of
K-theoretic Schubert classes including the case of type D isotropic Grassmannians, generalizing
our results for type B and C in [5]. Given this, we expect that it is possible to define the functions
analogous to GΘ and GΘ′ explicitly, extending the main results of this paper to type D.
This paper is organized as follows. In Section 2, we recall the combinatorics related to the
Weyl group of type B and C. In Section 3, we define the rings GΓ, K∞ and K
(k)
∞ and introduce
the functions kGΘ
′
λ and kGΘλ. In Section 4, we recall the definitions of the odd orthogonal
and symplectic Grassmannians together with the torus equivariant K-theory Schubert classes.
In Section 5, we compare the GKM descriptions of K
(k)
∞ and CKTn(OG
k(n)) and define a map
relating those two algebras. Finally we establish our main results, namely the isomorphisms in
the above theorem, and the fact that kGΘ
′
λ and kGΘλ represent the Schubert classes.
2 Preliminary on combinatorics of type B and C
We fix notation on Weyl groups, root systems, and k-strict partitions.
2.1 Weyl group and root systems
Let W∞ be the infinite hyperoctahedral group, which is defined by the generators si, i = 0, 1, . . .,
and the relations
s2i = e (i ≥ 0), sisj = sjsi (|i− j| ≥ 2),
s0s1s0s1 = s1s0s1s0, sisi+1si = si+1sisi+1 (i ≥ 1).
(2.1)
We identify W∞ with the group of signed permutations, i.e. all permutations w of Z\{0} such
that w(i) 6= i for only finitely many i ∈ Z\{0}, and w(i) = w(¯i) for all i. In this context i¯
stands for −i. The generators, often referred to as simple reflections, are identified with the
transpositions s0 = (1, 1¯) and si = (i + 1, i)(i, i+ 1) for i ≥ 1. The one-line notation of an
element w ∈ W∞ is the sequence w = (w(1), w(2), w(3), · · · ). The length of w ∈ W∞ is denoted
by ℓ(w).
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For each nonnegative integer k, letW(k) be the subgroup ofW∞ generated by all si with i 6= k.
Let W
(k)
∞ be the set of minimum length coset representatives for W∞/W(k), which is described as
W (k)∞ = {w ∈ W∞ | ℓ(wsi) > ℓ(w) for all i 6= k}.
An element of W
(k)
∞ is called k-Grassmannian and it is given by the following one-line notation:
w = (v1, · · · , vk, ζ1, · · · , ζs, u1, u2, · · · );
0 < v1 < · · · < vk, ζ1 < · · · < ζs < 0 < u1 < u2 < · · · ,
(2.2)
where s ≥ 0. For example, (1, 3, 4¯, 2, 5, 6, 7, · · · ) is a 2-Grassmannian element in W∞.
Upon a choice of an integer n ≥ 1, we let Wn be the subgroup of W∞ generated by
s0, s1, . . . , sn−1. Or, equivalently, it consists of the elements w ∈ W∞ such that w(i) = i for all
i > n. We write the one-line notation of w ∈ Wn as the finite sequence (w(1), w(2), · · · , w(n)).
We set Wn,(k) :=Wn ∩W(k) and W
(k)
n := Wn ∩W
(k)
∞ so that W
(k)
n
∼= Wn/Wn,(k).
Let L :=
⊕∞
i=1 Zεi be the free module generated by εi, i ∈ Z>0. We define the set ∆
+ of
positive roots in L as
∆+ := {εi, 1 ≤ i} ∪ {εj ± εi | 1 ≤ i < j} for type B and
∆+ := {2εi, 1 ≤ i} ∪ {εj ± εi | 1 ≤ i < j} for type C.
Let sα ∈ W∞ denote the simple reflection associated with the positive root α ∈ ∆
+. Let
∆+n := ∆
+ ∩ SpanZ{ε1, . . . , εn}, then for α ∈ ∆
+
n , the simple reflection sα is an element of Wn.
2.2 k-strict partitions
Fix a nonnegative integer k. A k-strict partition is an infinite sequence (λ1, λ2, · · · ) of non-
increasing nonnegative integers such that all but finitely many λi’s are zero, and such that
λi > k implies λi > λi+1. The length of a k-strict partition is the largest index r such that
λr 6= 0. We often denote a k-strict partition λ with length at most r by λ = (λ1, . . . , λr). We
use the following notation for the sets of k-strict partitions:
SPk : the set of all k-strict partitions;
SPkr : the set of all k-strict partitions with length at most r;
SPk(n) : the set of all k-strict partitions with length at most n− k and λ1 ≤ n + k.
There is a bijection from W
(k)
∞ to SPk given as follows. Let w ∈ W
(k)
∞ be an element with the
one-line notation (2.2). Let ν = (ν1, ν2, . . . ) be a partition given by νi = ♯{p | vp > ui}. We
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define a k-strict partition λ by setting λi = ζi + k if 1 ≤ i ≤ s and λi = νi−s if s + 1 ≤ i.
This bijection can be restricted to W
(k)
n , i.e. W
(k)
n
∼= SPk(n). See Buch–Kresch–Tamvakis [2]
for details. Through this bijection W
(k)
∞
∼= SPk, the Weyl group W∞ acts naturally on SP
k.
Similarly, Wn acts on SP
k(n) via the bijection W
(k)
n
∼= SPk(n).
3 Rings of double Grothendieck polynomials
We first define the ring GΓ and introduce its formal basis {GP λ(x)}λ∈SP0 . The ring K∞ of double
Grothendieck polynomials is then introduced. On this ring we have a natural (right) action of
W∞. For each nonnegative integer k, we define the functions kGΘλ and kGΘ
′
λ associated to all
λ ∈ SPk as elements in the invariant subring K
(k)
∞ with respect to the action of the subgroup
W
(k)
∞ of W∞.
3.1 The ring GΓ and its formal basis
Let x = (x1, x2, . . .) be a sequence of indeterminates of degree 1. Let Q[β] be the polynomial
ring in a variable β with deg β = −1. Denote by Q[β][[x]]m the set of all power series in x
with coefficients in Q[β] of degree m ∈ Z. Then Q[β][[x]]gr :=
⊕
m∈ZQ[β][[x]]m is a graded
Q[β]-algebra, called the ring of graded formal power series. We denote the ring of graded formal
power series in a finite sequence (x1, . . . , xn) of variables by Q[β][[x1, . . . , xn]]gr. Throughout the
paper, we denote, for any variables u and v,
u⊕ v := u+ v + βuv, u⊖ v :=
u− v
1 + βv
, u¯ :=
−u
1 + βu
.
where 1 + βu =
∑
m≥0 β
mum.
Definition 3.1 ([8]). We denote by GΓn the graded subring ofQ[β][[x1, . . . , xn]]gr whose elements
are the series f(x) such that:
(1) f(x) is symmetric in x1, . . . , xn;
(2) f(t, t¯, x3, x4, . . . , xn) = f(0, 0, x3, x4, . . . , xn).
These rings form a projective system with respect to the degree preserving homomorphism
GΓn+1 → GΓn given by xn+1 = 0. Let us denote by GΓ its graded projective limit. We can
identify GΓ with the subring of Q[β][[x]]gr defined by the conditions (1)’ f(x) is symmetric in
xi, i ∈ Z>0 and (2)’ f(t, t¯, x3, x4, . . . ) = f(0, 0, x3, x4, . . . ), analogous to (1) and (2) above. Note
that our GΓ is a completion of the one defined in [8].
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Definition 3.2 ([8]). For each strict partition λ = (λ1, . . . , λr) of length r in SP
0
n, the corre-
sponding GP -functions are defined by
GP λ(x1, . . . , xn) =
1
(n− r)!
∑
w∈Sn
w
[
xλ11 · · ·x
λr
r
r∏
i=1
n∏
j=i+1
xi ⊕ xj
xi ⊖ xj
]
.
The polynomial GP λ(x1, . . . , xn) is an element of GΓn for all n, and these define an element
GP λ(x) in GΓ as the limit.
The next proposition will be used in the proof of Lemma 5.5 at §5.
Proposition 3.3. Any homogeneous element f(x) of GΓ with degree m is uniquely expressed as
a possibly infinite linear combination
f(x) =
∑
λ∈SP0
cλGP λ(x), cλ ∈ Q[β]m−|λ|.
Proof. The claim follows formally from the fact that GP λ(x1, . . . , xn) (λ ∈ SP
0
n) form a formal
basis of GΓn. That is, a homogeneous element f(x1, . . . , xn) in GΓn of degree r is uniquely
expressed as a possibly infinite linear combination
f(x1, . . . , xn) =
∑
λ∈SP0n
cλGP λ(x1, . . . , xn), cλ ∈ Q[β]r−|λ|.
This fact is a slight modification of Theorem 3.1 [8]: here we must work in the ring of graded
formal power series. We leave the details to the reader since it is parallel to the original one.
3.2 Rings of double Grothendieck polynomials
For infinite sequences of variables a = (a1, a2, . . . ) and b = (b1, b2, . . . ), consider the rings
Ra :=
∞⋃
m=0
Q[β][[a1, . . . , am]]gr, Rb :=
∞⋃
m=0
Q[β][[b1, . . . , bm]]gr.
and define the Rb-algebra K∞ by
K∞ := GΓ⊗Q[β] Ra ⊗Q[β] Rb.
We define an action of W∞ on K∞ as follows. For f(x; a) ∈ GΓ⊗Q[β] Ra we set
(s0f)(x; a) = f(a1, x1, x2, . . . ; a1, a2, . . .)
(sif)(x; a) = f(x1, x2, . . . ; a1, a2, . . . , ai+1, ai, . . .) (i ≥ 1)
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and extend these as automorphisms of Rb-algebras. One can check that this gives an action of
W∞ on K∞. For example, s
2
0 = 1 follows from the definition of GΓ. We call this the right action,
while the left action is similarly defined by replacing the roles of a and b. In this paper, we only
use the right one.
Now for each k ≥ 0, we define K
(k)
∞ to be the subalgebra ofK∞ invariant under theW(k)-action:
K(k)∞ := K
W(k)
∞ = (GΓ⊗Q[β] Ra)
W(k) ⊗Q[β] Rb.
Note that the subring (GΓ ⊗Q[β] Ra)
W(k) of GΓ ⊗Q[β] Ra invariant under the action of W(k), is
contained in GΓ[[a1, . . . , ak]]gr since each element of Ra involves only finitely many ai’s.
Remark 3.4. The ring K∞ (resp. K
(k)
∞ ) is the K-theoretic version of R∞ introduced in [7] (resp.
R
(k)
∞ in [6]). The corresponding double Grothendieck polynomials constructed by Kirillov-Naruse
[9] represent the K-theoretic equivariant Schubert classes.
3.3 Definitions of GΘλ and GΘ
′
λ
Definition 3.5. We introduce the functions kGΘm(x, a) ∈ GΓ[[a1, . . . , ak]]gr (m ∈ Z) by the
following generating function
kGΘ(x, a; u) :=
∑
m∈Z
kGΘm(x, a)u
m =
1
1 + βu−1
∞∏
i=1
1 + (u+ β)xi
1 + (u+ β)x¯i
k∏
i=1
(1 + (u+ β)ai).
Lemma 3.6. The functions kGΘm(x, a) are elements of (GΓ⊗Q[β] Ra)
W(k) for all m ∈ Z.
Proof. First, we observe that kGΘ(x, a; u) satisfies the conditions (1)’ and (2)’. Thus kGΘm(x, a)
are inGΓ⊗Q[β]Ra. Next we see that kGΘ(x, a; u) is symmetric in a1, . . . , ak and hence kGΘm(x, a)
are invariant under the actions of sa1, . . . , s
a
k−1. Furthermore, it is obvious from definition that
sa0(kGΘ(x, a; u)) = kGΘ(x, a; u). Thus kGΘm(x, a) are also invariant under the action of s
a
0 (cf.
[6, Proposition 5.1]).
Lemma 3.6 allows us to define functions kGΘ
(ℓ)
m (x, a|b) and kGΘ
′(ℓ)
m (x, a|b) in K
(k)
∞ as follows.
Definition 3.7. We define the elements kGΘ
(ℓ)
m (x, a|b) and kGΘ
′(ℓ)
m (x, a|b) in K
(k)
∞ (m, ℓ ∈ Z) by
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the following generating functions
∑
m∈Z
kGΘ
(ℓ)
m (x, a|b)u
m =


kGΘ(x, a; u)
|ℓ|∏
i=1
1
1 + (u+ β)b¯i
(ℓ < 0),
kGΘ(x, a; u)
ℓ∏
i=1
(1 + (u+ β)bi) (ℓ ≥ 0),
∑
m∈Z
kGΘ
′(ℓ)
m (x, a|b)u
m =


kGΘ(x, a; u)
|ℓ|∏
i=1
1
1 + (u+ β)b¯i
(ℓ < 0),
1
2 + βu−1
kGΘ(x, a; u)
ℓ∏
i=1
(1 + (u+ β)bi) (ℓ ≥ 0).
We denote kGX
(ℓ)
m = kGΘ
(ℓ)
m (x, a|b) for type C and kGX
(ℓ)
m = kGΘ
′(ℓ)
m (x, a|b) for type B.
Remark 3.8. A direct computation shows that kGΘ
(ℓ)
m (x, a|b) = (−β)
−m for each m ≤ 0.
Moreover, if ℓ ≥ 0, we have
kGΘ
′(ℓ)
m (x, a|b) =
1
2
∑
s≥0
(
−β
2
)s
kGΘ
(ℓ)
m+s(x, a|b).
In order to define GΘλ and GΘ
′
λ in terms of Pfaffians, we prepare some notations related to
k-strict partitions.
Definition 3.9. For λ ∈ SPk, we set
C(λ) :=
{
(i, j) ∈ N2 | 1 ≤ i < j, λi + λj > 2k + j − i
}
,
γj := ♯
{
i ∈ N | (i, j) ∈ C(λ)
}
for each j > 0.
and define the associated characteristic index χ = (χ1, χ2, . . . ) by
χj := λj − j + γj − k.
Remark 3.10. For k = 0, a k-strict partition λ is called a strict partition. In this case, one has
χi = λi − 1 for all i = 1, . . . , r, where r is the length of λ.
Remark 3.11. We have χi + χj ≥ 0 if and only if λi + λj > 2k+ j − i for i < j (see [6, Lemma
3.3]). As a consequence one has C(λ) = {(i, j) | 1 ≤ i < j, χi + χj ≥ 0}.
Definition 3.12. Let λ be a k-strict partition of length r. We set
∆r := {(i, j) | 1 ≤ i < j ≤ r}
D(λ) :=
{
(i, j) ∈ ∆r | χi + χj < 0
}
= ∆r\C(λ).
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For each I ⊂ D(λ), we set
aIi := ♯{j | (i, j) ∈ I}, c
I
j := ♯{i | (i, j) ∈ I}, and d
I
i := a
I
i − c
I
i .
Denote m := r if r is even and m := r + 1 if r is odd. Consider the following rational function
of variables ti and tj (1 ≤ i, j ≤ m): recall t¯ =
−t
1+βt
and set
F Ii,j(t) :=
1
(1 + βti)m−i−c
I
i−1
1
(1 + βtj)
m−j−cIj
1− t¯i/t¯j
1− ti/t¯j
.
Let f ij,Ipq be the coefficient of the expansion of F
I
i,j(t) as the following Laurent series
F Ii,j(t) =
∑
p≥0,
p+q≥0
f ij,Ipq t
p
i t
q
j . (3.1)
Definition 3.13. Let λ ∈ SPk(n) of length r with its characteristic index χ. Let m := r if r is
even and m := r + 1 if r is odd. We define the element kGXλ ∈ K
(k)
∞ for type C and B by
kGXλ =
∑
I⊂D(λ)
Pf

 ∑
p,q∈Z
p≥0,p+q≥0
f ij,Ipq kGX
(χi)
λi+dIi+p
· kGX
(χj)
λj+dIj+q


1≤i<j≤m
.
We denote kGΘλ(x, a|b) := kGXλ(x, a|b) for type C and kGΘ
′
λ(x, a|b) := kGXλ(x, a|b) for type
B. If there is no fear of confusion, we denote kGXλ simply by GXλ.
Example 3.14. For a k-strict partition λ = (λ1) of length 1, the corresponding characteristic
index is χ = (λ1 − k − 1). In this case, we have kGΘ(λ1)(x, a|b) = kGΘ
(λ1−k−1)
λ1
(x, a|b) and
kGΘ
′
(λ1)(x, a|b) = kGΘ
′ (λ1−k−1)
λ1
(x, a|b).
4 K-theoretic Schubert classes of IGk(n)
4.1 Preliminary on equivariant connective K-theory
First of all, let us briefly recall the some facts about torus equivariant connective K-theory
and the K-theoretic Segre classes which will be needed later. For more details readers are
referred to [11], [5, Section 2] and, for an alternative presentation which has no restriction on
the characteristic of the base field, to [1, Appendix].
Let Tn be a standard algebraic torus (F
×)n. For a smooth variety X with an action of Tn, its
equivariant connectiveK-theory is denoted by CK∗Tn(X). In this paper, we work with the rational
coefficients Q instead of the integral coefficients Z. Let E be a Tn-equivariant vector bundles, then
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its i-th Tn-equivariant Chern class is denoted by ci(E), while its total Chern class of E is denoted
by c(E; u) =
∑rankE
i=0 ci(E)u
i. If F is another Tn-equivariant vector bundle, then the total Chern
class of the virtual bundle E−F is defined by c(E−F ; u) =
∑
i≥0 ci(E−F )u
i = c(E; u)/c(F ; u).
The equivariant connective K-theory CK∗Tn(X) is in fact a graded algebra over CK
∗
Tn
(pt)
which we identify with a ring of graded formal power series as follows. We regard ε1, . . . , εn as
the standard basis of the character group of Tn. Let Li be the one dimensional representation of
Tn with character εi. We use the following isomorphism
CK∗Tn(pt)→ Q[β][[b1, . . . , bn]]gr; c1(Li) 7→ bi (4.1)
of graded Q[β]-algebras ([11, §2.6]). For simplicity, we denote CK∗Tn := CK
∗
Tn
(pt). We regard
a CK∗Tn-algebra as a Q[β][[b]]gr-algebra or Rb-algebra via the projection Q[β][[b]]gr → CK
∗
Tn
or
Rb → CK
∗
Tn
defined by bi = 0 for all i > n respectively.
Remark 4.1. The ring CK∗Tn = Q[β][[b1, . . . , bn]]gr specializes to KTn(pt) = Q[[b1, . . . , bn]] at
β = −1. It can be also identified with a completion of the representation ring R(Tn) of Tn with
rational coefficients as follows. First recall that we have
R(Tn)⊗Z Q = Q[e
±ε1 , . . . , e±εn],
where the class of Li corresponds to e
−εi. Now 1 − eεi is identified with the first Chern class
bi = c1(Li) of Li (cf. Krishna [12, Theorem 7.3]).
Although the Segre classes can be defined geometrically, we take the following definition in
terms of a generating function due to [5].
Definition 4.2. For a virtual bundle E − F , we define the Tn-equivariant relative Segre classes
Sm(E − F ) (m ∈ Z) in CK
∗
Tn
(X) by
S (E − F ; u) :=
∑
m∈Z
Sm(E − F )u
m =
1
1 + βu−1
c(E − F ; β)
c(E − F ;−u)
. (4.2)
Remark 4.3. The Chern classes of the connective K-theory are governed essentially by the
multiplicative formal group law x⊕ y = x+ y + βxy. Namely if L and M are line bundles, then
c1(L⊗M) = c1(L)⊕ c1(M) and c1(L
∨) = −c1(L)
1+βc1(L)
. This being said, the identity 1+βx
1−xu
= 1
1+(u+β)x
implies
S (E − F ; u) =
1
1 + βu−1
c(F∨; u+ β)
c(E∨; u+ β)
.
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4.2 Schubert varieties and the stability of their classes
For an integer n ≥ k, let E(n) be a vector space F2n or F2n+1 of dimension 2n or 2n+1 respectively.
We fix bases by
F2n = Span{e i¯, ei | 1 ≤ i ≤ n} and F
2n+1 = Span{e i¯, ei | 1 ≤ i ≤ n} ⊕ Span{e0},
together with the symplectic form
∑n
i=1 e
∗
i ∧e
∗
i¯
and the non-degenerate symmetric form e∗0⊗e
∗
0+∑n
i=1 e
∗
i ⊗ e
∗
i¯
respectively where {e∗i } denotes the dual basis of {ei}. We define the action of Tn
on E(n) by setting the weights of ei and e i¯ to be εi and −εi respectively for 1 ≤ i ≤ n, while the
weight of e0 is 0. This identifies Tn with maximal tori of Sp2n(F) and SO2n+1(F) respectively.
Let IGk(n) be the Grassmannians of n − k dimensional isotropic subspaces in E(n), i.e.
IGk(n) is the symplectic Grassmannian SGk(n) if E(n) = F2n (type C) and the odd orthogonal
Grassmannian OGk(n) if E(n) = F2n+1 (type B). Consider the subspaces of E(n)
F ℓ = Span{en, . . . , eℓ+1} (0 ≤ ℓ ≤ n),
F−ℓ = (F 0)⊥ ⊕ Span{e1¯, · · · , e ℓ¯} (1 ≤ ℓ ≤ n).
It is known that the Schubert varieties in IGk(n) are described as follows. For a k-strict partition
λ ∈ SPk(n) with length r and characteristic index χ, the associated Schubert variety ΩXλ in
IGk(n) is given by
ΩXλ = {U ∈ IG
k(n) | dim(U ∩ F χi) ≥ i, i = 1, . . . , r},
where we write X = C for the symplectic case, and X = B for the odd orthogonal case.
Since the Schubert variety ΩXλ is Tn-stable, it defines the Tn-equivariant class [Ω
X
λ ]Tn in
CK∗Tn(IG
k(n)). As a CK∗Tn-module, CK
∗
Tn
(IGk(n)) is freely generated by [ΩXλ ]Tn , λ ∈ SP
k(n).
See [11].
Let E(n) → E(n+1) be the injective linear map defined by the inclusion of the basis elements.
It induces an embedding jn : IG
k(n) → IGk(n + 1), which is equivariant with respect to the
corresponding inclusion Tn → Tn+1. Consider its pullback
j∗n : CK
∗
Tn+1
(IGk(n+ 1))→ CK∗Tn(IG
k(n)),
and then we have
j∗n[Ω
X
λ ]Tn+1 =

[Ω
X
λ ]Tn if λ ∈ SP
k(n),
0 if λ 6∈ SPk(n).
(4.3)
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Consider the graded projective limit with respect to j∗n
K∞T (IG
k) :=
⊕
m∈Z
lim
←−
n
CKmTn(IG
k(n)),
and then by (4.3) one obtains a unique element [ΩXλ ]T as a limit of the classes [Ω
X
λ ]Tn . Since the
Schubert classes form a CK∗Tn-module basis, we can conclude the following.
Lemma 4.4. Any element f of K∞T (IG
k) can be expressed uniquely as a possibly infinite Q[β][[b]]gr-
linear combination of the classes [ΩXλ ]T :
f =
∑
λ∈SPk
cλ[Ω
X
λ ]T , cλ ∈ Q[β][[b]]gr.
Definition 4.5. Let KfinT (IG
k) be the Rb-submodule of K
∞
T (IG
k) consisting of the following
possibly infinite Rb-linear combinations of the classes [Ω
X
λ ]T
f =
∑
λ∈SPk
cλ[Ω
X
λ ]T , cλ ∈ Rb.
It will be shown below that there is an isomorphism of Rb-algebras K
(k)
∞
∼= KfinT (IG
k).
4.3 Pfaffian formula of the equivariant Schubert classes
Let U be the tautological isotropic bundle of IGk(n) of rank n − k. We abuse notation and
denote by F i the vector bundle over IGk(n) with the fiber F i. We have
c(E/F ℓ; u) =
n∏
i=1
(1 + b¯iu) ·
ℓ∏
i=1
(1 + biu) (0 ≤ ℓ ≤ n),
c(E/F−ℓ; u) =
n∏
i=ℓ+1
(1 + b¯iu) (1 ≤ ℓ ≤ n),
where E denotes the vector bundle with fiber E(n). Let us point out that for the odd orthogonal
case, the action of Tn on Span{e0} is trivial so that c((F
0)⊥/F 0; u) = 1.
Definition 4.6. We define the classes X
(ℓ)
m ∈ CK
∗
Tn
(IGk(n)) for m ∈ Z and ℓ = −n, · · · , n as
follows. For the symplectic case IGk(n) = SGk(n), we let
X
(ℓ)
m := C
(ℓ)
m = Sm(U
∨ − (E/F ℓ)∨)
and for the odd orthogonal case IGk(n) = OGk(n), we let
X
(ℓ)
m := B
(ℓ)
m =


Sm((U − E/F
ℓ)∨) (−n ≤ ℓ < 0),
1
2
∑
s≥0
(
−β
2
)s
Sm+s((U −E/F
ℓ)∨) (0 ≤ ℓ ≤ n).
13
Let us point out that by Definition 4.2 and Remark 4.3, we have∑
m∈Z
C
(ℓ)
m u
m =
1
1 + βu−1
c(E/F ℓ; u+ β)
c(U ; u+ β)
. (4.4)
Theorem 4.7 ([5]). Let λ be a k-strict partition in SPk(n) of length r and χ its characteristic
index. In CK∗Tn(IG
k(n)), the Schubert class [ΩXλ ]Tn is given by
[ΩXλ ]Tn =
∑
I⊂D(λ)
Pf

 ∑
p,q∈Z
p≥0,p+q≥0
f ij,Ipq X
(χi)
λi+dIi+p
X
(χj)
λj+dIj+q


1≤i<j≤m
,
where m = r if r is even and m = r + 1 if r is odd, and X
(−n−1)
−i := (−β)
i for i ≥ 0.
This theorem follows from [5, Theorem 5.20, 6.16]. Indeed, let BTn be the classifying space of
Tn and ETn → BTn the universal bundle. Consider the bundle ETn×Tn E over ETn×Tn IG
k(n).
We can apply Theorem 5.20 or 6.16 in [5] to every finite approximation of this bundle. Then the
functoriality of Chern classes implies the claim.
5 GKM descriptions in algebra and geometry
We use techniques of the equivariant localization maps to study both rings K
(k)
∞ and K∞T (IG
k).
By using this we have so-called GKM (after Goresky–MacPherson–Kottwitz [4]) description for
these rings. These maps also enable us to establish the connection between GΘ/GΘ′-functions
and the stable limits of the torus equivariant Schubert classes.
5.1 GKM description for K
(k)
∞
First we study the GKM description of the ring K∞. Let Fun(W∞,Rb) be the algebra of maps
from W∞ to Rb whose algebra structure is naturally given by the one of Rb. An element ψ in
Fun(W∞,Rb) is denoted by (v 7→ ψ(v))v∈W∞ . We define an action of W∞ on Fun(W∞,Rb) by
w(ψ)(v) := ψ(vw), ψ ∈ Fun(W∞,Rb), w, v ∈ W∞.
Definition 5.1. We introduce the following homomorphism of Rb-algebras
Φ∞ : K∞ → Fun(W∞,Rb); Φ∞(f) := (v 7→ Φv(f))v∈W∞ ,
where Φv : K∞ →Rb is the Rb-algebra homomorphism given by the substitution
xi 7→

bv(i) if v(i) < 00 if v(i) > 0 and ai 7→ b−v(i).
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where we set bm := b¯−m if m < 0.
Definition 5.2. Recall that ∆+ denotes the root system of type B and C in the lattice L =⊕∞
i=1 Zεi (see §2.1). We define a map e : L→Rb by
e(εi) = bi, e(−εi) = b¯i, e(α + γ) = e(α)⊕ e(γ) and e(α− γ) = e(α)⊖ e(γ) (α, γ ∈ L).
For each α ∈ ∆+n one has e(α) ∈ CK
∗
Tn
∼= Q[β][[b1, . . . , bn]]gr.
Definition 5.3. Let K∞ be the subalgebra of Fun(W∞,Rb) consisting of maps ψ such that
ψ(sαv)− ψ(v) ∈ e(α) · Rb, for all v ∈ W∞ and α ∈ ∆
+.
Remark 5.4. By the fact that e(2εi) = bi ⊕ bi = bi(2 + βbi) and since 2 + βbi is invertible in
Rb, we can see that K
(k)
n is independent of the type B and C.
Lemma 5.5. The map Φ∞ is injective and its image lies in K∞ ⊂ Fun(W∞,Rb).
Proof. The proof of the latter claim is similar to the one in the proof of Lemma 7.1. in [8]. We
leave the details to the reader. Below we prove the injectivity.
By the definition of K∞ and Proposition 3.3, a homogeneous element f of K∞ of degree d
can be uniquely written as
f =
∑
λ∈SP0
cλ(a; b)GP λ(x), cλ(a; b) ∈ (Ra ⊗Q[β] Rb)d−|λ|. (5.1)
By the definition of Ra ⊗Q[β] Rb, there exist m,n such that for all λ ∈ SP
0
cλ(a; b) = cλ(a1, . . . , an; b1, . . . , bm) ∈ Q[β][[a1, . . . , an, b1, . . . , bm]]d−|λ|.
Now suppose that Φ∞(f) = 0. We choose an integer N > m + n and consider an element v of
W∞ given by
v = (m+ 1, . . . , m+ n, 1, . . . , m,m+ n+ 1, . . . , m+ n +N).
Applying Φv to (5.1) we obtain
Φv(f) =
∑
λ∈SP0
cλ(b¯m+1, . . . , b¯m+n; b1, . . . , bm)GP λ(b¯m+n+1, . . . , b¯m+n+N , 0, 0, . . . ) = 0.
Finally we can conclude that cλ(b¯m+1, . . . , b¯m+n; b1, . . . , bn) = 0 for all λ ∈ SP
0 by the facts that
GP λ(x1, . . . , xN), λ ∈ SP
0
N form a formal basis of GΓN (see the proof of Proposition 3.3) and
that N can be chosen arbitrary as long as it is greater than m+n. This completes the proof.
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Next we will obtain the GKM description of K
(k)
∞ .
Definition 5.6. Let K
(k)
∞ be the subalgebra of Fun(SPk,Rb) consisting of functions ψ such that
ψ(sαµ)− ψ(µ) ∈ e(α) · Rb, for all µ ∈ SP
k and α ∈ ∆+.
The following proposition is essentially a consequence of Lemma 5.5.
Proposition 5.7. The map Φ∞ naturally induces an injective Rb-algebra homomorphism
Φ(k)∞ : K
(k)
∞ → Fun(SP
k,Rb)
and its image lies in K
(k)
∞ .
Proof. Since the map Φ∞ is W∞-equivariant (cf. [7, Proposition 7.3]), we find that Φ∞ restricts
to the injective map K
(k)
∞ → Fun(W∞,Rb)
W(k) by taking the W
(k)
∞ -invariant parts. Now we can
identify Fun(SPk,Rb) with Fun(W∞,Rb)
W(k) as Rb-algebras as follows. For each λ ∈ SP
k,
let wλ be the corresponding k-Grassmannian element in W
(k)
∞ . For each ψ ∈ Fun(SPk,Rb),
the corresponding element of Fun(W∞,Rb)
W(k) is a map sending each v ∈ W∞ to ψ(λ) if v ∈
wλW(k). Thus we obtain an injective Rb-algebra homomorphism Φ
(k)
∞ : K
(k)
∞ → Fun(SPk,Rb).
Furthermore, we can observe that the W∞-action on Fun(W∞,Rb) preserves K∞ and notice
that, under the identification Fun(W∞,Rb)
W(k) ∼= Fun(SPk,Rb), the W(k)-invariant part of K∞
coincides with K
(k)
∞ . This completes the proof.
5.2 Map Ψ
(k)
∞ through GKM descriptions
First we recall the GKM description of CK∗Tn(IG
k(n)) following [10, Corollary (3.20)] (cf. [11,
Theorem 7.8 ]).
The set (IGk(n))Tn of Tn-fixed points in IG
k(n) is bijective to SPk(n). For each λ ∈ SPk(n),
let eλ denote the corresponding fixed point. Let Fun(SP
k(n), CK∗Tn) be the algebra of maps
from SPk(n) to CK∗Tn whose algebra structure is naturally given by the one of CK
∗
Tn
. We can
identify CK∗Tn((IG
k(n))Tn) with Fun(SPk(n), CK∗Tn) as graded CK
∗
Tn
-algebras. The inclusion
ιn : (IG
k(n))Tn →֒ IGk(n) defines, by pull-back, an injective homomorphism of CK∗Tn-algebras
ι∗n : CK
∗
Tn
(IGk(n))→ Fun(SPk(n), CK∗Tn).
Let K
(k)
n be the graded CK
∗
Tn
-subalgebra of Fun(SPk(n), CK∗Tn) defined as follows. A map ψ :
SPk(n)→ CK∗Tn is in K
(k)
n if and only if
ψ(sαµ)− ψ(µ) ∈ e(α) · CK
∗
Tn
for all µ ∈ SPk(n) and α ∈ ∆+n
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where e(α) was introduced at Definition 5.2. Then the image of the map ι∗n coincides with K
(k)
n .
In other words, we have the isomorphism of CK∗Tn-algebras
ι∗n : CK
∗
Tn
(IGk(n)) ∼= K(k)n . (5.2)
Now we construct an injective homomorphism from K
(k)
∞ to K∞T (IG
k) using the injective
homomorphism Φ
(k)
∞ given in Proposition 5.7 together with the isomorphism ι∗n at (5.2).
Proposition 5.8. There is an injective homomorphism of graded Rb-algebras
Ψ(k)∞ : K
(k)
∞ → K
∞
T (IG
k).
Proof. Below all the maps are considered as homomorphisms of graded Rb-algebras. There is a
natural map K
(k)
∞ → K
(k)
n defined by restricting the domain of each function of K
(k)
∞ from SPk to
SPk(n) and projecting its values from Rb to CK
∗
Tn
. Similarly, one has maps K
(k)
n+1 → K
(k)
n for all
n. By the commutativity of these maps, we obtain an injection
K
(k)
∞ → lim←−
n
K
(k)
n ,
where the limit on the right hand side is the direct sum of the projective limits of each graded
piece. On the other hand, the isomorphism ι∗n naturally induces an isomorphism
K∞T (IG
k) ∼= lim
←−
n
K
(k)
n .
Composing the above maps with Φ
(k)
∞ , we obtain the desired injective homomorphism:
Ψ(k)∞ : K
(k)
∞
Φ
(k)
∞−→ K(k)∞ −→ lim←−
n
K
(k)
n
∼= K∞T (IG
k).
5.3 GΘλ and GΘ
′
λ represent Schubert classes
Recall the following notations.
IGk(n) X
(ℓ)
m ΩXλ kGX
(ℓ)
m kGXλ
X = C SGk(n) C
(ℓ)
m ΩCλ kGΘ
(ℓ)
m kGΘλ
X = B OGk(n) B
(ℓ)
m ΩBλ kGΘ
′ (ℓ)
m kGΘ
′
λ
Define the Rb-algebra homomorphisms Ψ
(k)
n for n ≥ 1 by compositions:
Ψ(k)n : K
(k)
∞
Φ
(k)
∞−→ K(k)∞ −→ K
(k)
n
∼= CK∗Tn(IG
k(n)).
Since Ψ
(k)
n = j∗n ◦Ψ
(k)
n+1, they induce a map K
(k)
∞ → K∞T (IG
k) which coincides with Ψ
(k)
∞ .
17
Lemma 5.9. For −n ≤ ℓ ≤ n and m ∈ Z, we have Ψ
(k)
n (kGX
(ℓ)
m (x, a|b)) = X
(ℓ)
m . Furthermore,
we have
Ψ(k)n (GXλ(x, a|b)) =

[Ω
X
λ ]Tn if λ ∈ SP
k(n)
0 if λ 6∈ SPk(n).
(5.3)
Proof. The first claim is a generalization of [7, Lemma 10.3]. The proof is analogous and it
follows from the comparison of the localizations at µ ∈ SPk(n). Let wµ be the element of
W
(k)
n corresponding to µ and suppose that its one line notation is given as (2.2). Let ι∗µ :
CK∗Tn(IG
k(n)) → CK∗Tn be the pullback of the inclusion ιµ : {eµ} → IG
k(n) and Φwµ the map
introduced at Definition 5.1. We prove for the symplectic case. It suffices to show that
Φwµ
(∑
m∈Z
kGΘ
(ℓ)
m u
m
)
= ι∗µ
(∑
m∈Z
C
(ℓ)
m u
m
)
. (5.4)
We have
Φwµ
(∑
m∈Z
kGΘ
(ℓ)
m u
m
)
=


1
1 + βu−1
∏s
i=1
1 + (u+ β)b¯ζi
1 + (u+ β)bζi
∏k
i=1(1 + (u+ β)b¯vi)
∏ℓ
i=1(1 + (u+ β)bi) (ℓ ≥ 0),
1
1 + βu−1
∏s
i=1
1 + (u+ β)b¯ζi
1 + (u+ β)bζi
∏k
i=1(1 + (u+ β)b¯vi)
∏|ℓ|
i=1
1
1 + (u+ β)b¯i
(ℓ ≤ 0).
On the other hand, if zk+1, . . . , zn are the Chern roots of U , by (4.4) we have
∑
m∈Z
C
(ℓ)
m u
m =


1
1 + βu−1
∏n
i=1(1 + (u+ β)b¯i)∏n
i=k+1(1 + (u+ β)zi)
∏ℓ
i=1(1 + (u+ β)bi) (ℓ ≥ 0),
1
1 + βu−1
∏n
i=1(1 + (u+ β)b¯i)∏n
i=k+1(1 + (u+ β)zi)
∏|ℓ|
i=1
1
1 + (u+ β)b¯i
(ℓ ≤ 0).
Now we use the identity
ι∗µ(c(U ; u)) =
s∏
i=1
(1 + bζiu) ·
n−k−s∏
i=1
(1 + b¯uiu)
which follows from (the proof of) Proposition 10.1 [7] and obtain (5.4). The proof for the case
IGk(n) = OGk(n) is similar.
Finally we show the latter claim. If λ ∈ SPk(n), then [ΩXλ ]Tn and GXλ are given by the same
Pfaffian formulas except that the entries are given in terms of X
(χi)
mi or kGX
(χi)
mi
respectively.
Therefore (5.3) for the case when λ ∈ SPk(n) follows from the former claim. For the vanishing,
it suffices to show the case when λ ∈ SPk(n+ 1)\SPk(n). In that case, by Ψ
(k)
n = j∗n ◦Ψ
(k)
n+1, we
have Ψ
(k)
n (GXλ(x, a|b)) = j
∗
n[Ω
X
λ ]Tn+1 which is 0 by (4.3).
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Theorem 5.10. The map Ψ
(k)
∞ restricts to an Rb-algebra isomorphism
K(k)∞
∼= KfinT (IG
k)
which sends kGXλ to [Ω
X
λ ]T . In particular, K
fin
T (IG
k) is an Rb-algebra.
Proof. The injectivity of Ψ
(k)
∞ and Lemma 4.4 imply that GXλ(x, a|b)(λ ∈ SP
k) form a formal
basis K
(k)
∞ over Rb. That is, any element f of K
(k)
∞ can be expressed uniquely as a possibly infinite
Rb-linear combination
f =
∑
λ∈SPk
cXλ (b)GXλ(x, a|b), c
X
λ (b) ∈ Rb.
On the other hand, Lemma 5.9 shows that Ψ
(k)
∞ sends GXλ(x, a|b) to [Ω
X
λ ]T . Therefore we can
conclude that the image of Ψ
(k)
∞ coincides with KfinT (IG
k).
Remark 5.11. If k = 0 and λ is a strict partition, then one result shows that GQλ(x|b) and
GP λ(x|0, b) defined by Ikeda–Naruse in [8] coincide with the functions 0GΘλ(x|b) and 0GΘ
′
λ(x|b)
respectively, simultaneously establishing their Pfaffian formula.
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