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Abstract
Computer vision is an area of research that has grown at immense speed in the last
few decades, tackling problems towards scene understanding from very diverse
fronts, such as image classification, object detection, localization, mapping and
tracking. It has also been long understood that there are very valuable lessons
to learn from biology and to be applied to this research field, where the human
visual system is very likely the most studied brain mechanism.
The eye foveation system is a very good example of such lessons, since both
machines and animals often face a similar dilemma; to prioritize visual areas of
interest to faster process information, given limited computing power and from
a field of view that is too wide to be simultaneously attended. While extensive
models of artificial foveation have been presented, the re-emerging area of machine
learning with deep neural networks has opened the question into how these two
approaches can contribute to each other. Novel deep learning models often rely
on the availability of substantial computing power, but areas of application face
strict constraints, a good example are unmanned aerial vehicles, which in order to
be autonomous should lift and power all their computing equipment.
In this work it is studied how applying a foveation principle to down-scale im-
ages can be used to reduce the number of operations required for object detection,
and compare its effect to normally down-sampled images, given the prevalent
number of operations by Convolutional Neural Network (CNN) layers. Foveation
requires prior knowledge of regions of interest to center the fovea, this point in
question is addressed by a merging of bottom-up saliency and top-down feedback
of objects that the CNN has been trained to detect. Albeit saliency models have
also been studied extensively in the last couple of decades, most often comparing
their performance to human observer datasets, the question remains open into
how they fit in wider information processing paradigms and into functional rep-
resentations of the human brain. It is proposed here an information flow scheme
that encompasses these principles.
Finally, to give to the model the capacity to operate coherently in the time
domain, it adapts a representation of a well-established theory of the decision-
making process that takes place in the basal ganglia region of the brain. The
behaviour of this representation is then tested against human observer’s data in
an omnidirectional field of view, where the importance of selecting the most con-
textually relevant region of interest in each time-step is highlighted.
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"If the entire 160× 175◦ subtended by each retina were populated by photo-receptors at foveal
density, the optic nerve would comprise on the order of one billion nerve fibers, compared to about
one million fibers in humans." [2]
1.1 Background and motivation
A lot of studies have been developed to understand and mimic the functioning of
a wide range of visual information processing stages in the human brain. Rather
than presenting a new interpretation or implementation of any of these, here the
motivation is to explore the feasibility of an overall modular system that incorpo-
rates the main principles of such advances already present in the literature, in a
way that proves beneficial in engineering terms, takes into account their compati-
bility and allows to revise any given module when a breakthrough is presented in
the literature, or to compare different approaches with similar goals. With these
goals, the aim is to present an overall functioning system loop of how visual in-
formation is processed in the human brain, how it drives eye movement decision
making and this in turn affects the subsequent visual information that is captured.
Vision is arguably the most important sense for the survival of a lot of ani-
mals, one that produces a huge amount of sensory input, for which a large part
of the human brain is dedicated to its working. Despite the immediate parallel
between how our eyes acquire visual information, and how a camera can serve
the same goal for a robot, there are some very basic differences in how they work;
conventional digital photographs have an uniform density of pixels, the first and
last pixel take the same memory space and are equally important. Video cameras
capture a series of images at a constant time interval (frame rate). In contrast, our
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visual system starts discerning information that does not appear to be relevant
to the current task even before capturing it; the eye has a very small area with
a high density of photo-receptors, the fovea, which captures with high acuity a
visual field area of around twice the size of a thumbnail at arm’s length [3], and
yet producing about half of the visual input to the brain [4].
1.2 Aims and objectives
The overall goal of this project is to conceive an information flow system for vi-
sual data, grounded current understanding of how this process takes place in the
human brain in order to take advantage of some of the same underlying princi-
ples. Our main focus is in information selection, under the axiom that humans
and autonomous robots face similar dilemmas while navigating an unstructured
environment; visual data is inherently bulky, and our brain is not capable of pro-
cessing the full scene in real time, facing an equivalent limitation to what most
embedded computing equipment will face, using state of the art techniques such
as Convolutional Neural Networks (CNN).
Rather than aiming at creating exclusively a CNN implementation that encom-
passes some of these principles, a more modular approach is taken here, by using
and adapting available methods that have proven effective in their particular goals;
saliency models and CNN object detection methods are normally evaluated inde-
pendently by comparing them against datasets established as ground truth. By
taking these implementations as a starting point, here is presented an information
cascading approach, mapped to current understanding of brain functionality (Fig.
1.1), where it can select prominent regions of interest from a wide angle view,
accumulate evidence over time for switching regions of focus and feeding back
goal-oriented information into the system as evidence for the next time step.
1.3 Thesis outline and contributions
Chapter 2 of this thesis starts with a background and literature review of rele-
vant work, mainly in the topics of foveation and its computational representation,
saliency, object detection through deep neural networks and decision making in
the basal ganglia. In Chapter 3 a relatively delimited problem is first studied,
exploring the effect of foveation in object classification performance with Convo-
lutional Neural Networks, covering our contributions presented in; [6]. Chapter 4
broadens into studying how saliency can be used to select regions to foveate on,
as well as the effect of top-down feedback information, it encompasses the work











































Figure 1.1: Brain regions involved in visual processing emphasising the dorsal and ventral
pathways: the where and what. It has been proposed that a bottom-up saliency map
is formed in the primary visual cortex [5]. The basal ganglia is thought to accumulate
evidence from different parts of the cortex, including those associated with eye movements,
such as the lateral intraparietal area (LIP) and the frontal eye field (FEF).
presented in ICAR [7]. In Chapter 5 a couple of additional measures to boost
performance are studied; multiple foveas in each image and an explicit movement
channel during training and testing for object detection. Chapter 6 expands the
model into the time domain, thus requiring a strong decision making implementa-
tion. Here it is also modeled against data of human fixations in an omnidirectional
field of view, it covers the work submitted to the Journal of Intelligent and Robotic
Systems. Finally, Chapter 7 goes over the general conclusions and ideas for future
work.
During the development of this thesis, the following contributions were made
as peer reviewed publications:
a. A poster presentation in the 19th Towards Autonomous Robotic Systems
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Conference (TAROS), entitled "Top-Down Bottom-Up Visual Saliency for Mobile
Robots Using Deep Neural Networks and Task-Independent Feature Maps", featur-
ing the work done during the first year; [8].
b. Oral presentation in the 8th International Conference on Biomimetic and
Biohybrid Systems with the title "Foveated image processing for faster object
detection and recognition in embedded systems using deep convolutional neural net-
works"; [6].
c. Oral presentation in the 19th International Conference on Advanced Robotics
(ICAR), entitled "Visual saliency with foveated images for fast object detection and
recognition in mobile robots using low-power embedded GPUs"; [7]
d. Following the presentation in ICAR, an extended contribution was submit-
ted by invitation to a special issue of the Journal of Intelligent and Robotic
Systems (JINT). This work is entitled "Robust top-down and bottom-up visual
saliency for mobile robots using bio-inspired design principles" and was submitted
on July 2020, currently awaiting for feedback from reviewers.
Chapter 2
Background and literature review
Figure 2.1: Unexpected Visitors (c. 1886), by Ilya Repin. Tretyakov Gallery, Russia [9].
2.1 The study of eye movements
Alfred L. Yarbus was a pioneer in the analysis of eye movements, during the
1950’s and 1960’s he created several studies of human behaviour. In a particularly
prominent one, he asked participants to perform different observation tasks. For
example, a subject was asked to observe the "Unexpected Visitors" painting (Fig.
2.1) while trying to gather the following information:
5
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Figure 2.2: Eye movements made by a single observer during 3 minutes, while examining
the "Unexpected Visitors" painting with 7 different goals (listed in Section 2.1). Adapted
from [10, Fig. 109]
a. Free viewing
b. Material circumstances of the family?
c. Ages of the people?
d. What was the family doing before the arrival of the visitor?
e. Remember the clothes
f. Remember the positions of people and objects
g. How long has the visitor been away?
The tracked eye movements for one person performing this exercise is shown
in Fig. 2.2. It is a good illustration of how the goal at hand influences the visual
stimulus that becomes relevant. Studies of the interconnections of the human brain
and its functioning have shown remarkable progress in the last few decades: With
the help of new technologies such as functional Magnetic Resonance Imagining
(fMRI), it is now possible to obtain data from normal functioning brain activity of
subjects performing different tasks [11]. FMRI works by reading the blood flow in
the brain, to which neural activity is related [12]. For these kind of tests, human
subjects can perform conscious tasks, such as reading, moving a computer joystick,
or remembering and visualizing memories, proving to be particularly useful for
eye movement studies [13–15].
The human eye has a very small visual area with sharp vision, created by
a high concentration of photoreceptor cells in the fovea, these cells detect light
changes and are connected to the brain through the optic nerve [16]. The fovea
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accounts for around half of the photoreceptors, and the other half is distributed
along the rest of the retina. Photoreceptors are classified as rod cells (or rodes)
and cone cells in the visual system of mammals. Rodes are mostly distributed in
the periphery of the retina, they are more sensitive to light than cones, but less
so to color changes (they are solely attributed for allowing us to see at night,
which also accounts for the effect that colors are more difficult to distinguish
under poor lighting). On the other hand, cones are highly concentrated in the
fovea, creating the effect of a small area of sharp vision [16]. Fig. 2.3 shows a
diagram of the distribution of rods and cones in the human eye, illustrating the
higher concentration on cones in the fovea.
Figure 2.3: "Distribution of rods and cones in the human retina: cones are present at a low
density throughout the retina, with a sharp peak in the center of the fovea" [17]. Redrawn
from [17]
It is evident that these underlying principles can provide similar advantages
on the fields of robotics and computer vision, different strategies have been used
through the years to imitate and take advantage of them, broadly following one
of these approaches;
• Sub-sampling an image to mimic the foveal resolution effect. Meaning a
software approach to foveation, with a few examples illustrated in Subsec-
tion 2.3.
• Using two cameras per "eye", to simulate the contrast between foveal and
peripheral vision, making it a hardware solution. Some of these examples
are described in Subsection 2.4.
• Saliency maps, based on the idea of studying and predicting where a human
observer would focus his/her attention while looking at an image (where the
8 2.2. Foveal and peripheral vision
small high acuity vision would be pointing), given its contents and context.
Further detailed in Subsection 2.5.
• Dynamic Vision Sensors (DVS) [18] are a hardware alternative to conven-
tional video cameras, they attempt to closely mimic the mammalian vision
system by not relying on a fixed frame rate. They consist of a CMOS in-
tegrated circuit that detects light changes in each "pixel" and transmit the
information as soon as, and only if, a big enough change has occurred. They
work at a remarkable speed (with a latency in the order of microseconds).
They have received a lot of attention in the last decade but are still in an early
development stage, with resolutions around 256× 256 [19, 20]. A few mod-
els have been presented of visual attention using Dynamic Vision Sensors,
such as [21–23], these tend to be a lot faster, but in limited implementations;
for example, Galluppi et al. [24] present an attention selection system using
a DVS with the advantage of being processed by a SpiNNaker board [25],
making it time efficient and a biologically realistic system. An illustration of
DVS data is shown in Fig. 2.4.
Figure 2.4: Dynamic Vision Sensor sample information; DVS only produces output data
for each pixel when it crosses a lighting change threshold, encompassing if it is either a
positive or negative change and the location of the pixel.
2.2 Foveal and peripheral vision
Human visual perception is dominated by the fovea, a small region of densely
clustered photoreceptors in the retina, which accounts for just ∼2% of the visual
field [26], but as much as ∼50% of the input to neurons in the primary visual
cortex [27]. This amplification of the visual field in neural processing is the cortical
magnification factor. In order to see with high acuity, humans actively redirect
their fovea towards objects of interest.
The foveated image processing system in human vision contrasts strongly to
how digital images are usually processed in computer vision, where large num-
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bers of pixels are typically used to represent the entire field of view in dense, uni-
form sampling. Foveated transformation for digital image processing preserves
high resolution in the foveal region, centred on an object of interest, whilst com-
pressing the periphery, resulting in reduced image size but no reduction in the
field of view.
The importance of peripheral vision is frequently neglected [28], which trans-
lates into it being overlooked in bio-inspired robotic implementations. Two impor-
tant elements of peripheral vision are often not given enough emphasis [28]; (a)
crowding (the difficulty to distinguish an element in a cluttered environment) is a
bigger factor than loss of acuity for recognizing objects outside of the fovea, and
(b) vision does not mainly consist of stitching together foveal views taken at dif-
ferent times. It is conceivable that these misconceptions cascade into engineering
implementations of bio-inspired vision. For this reason it is worthwhile to define
the rate at which performance decreases for different resolutions of peripheral
vision in state-of-the-art location and classification system.
2.3 Foveation approaches in software
Fovea-like images have been explored in the context of robotics for a long time,
under the assumption that the information placed in the fovea is the main point
of interest. There are several different approaches to use in computer vision to ob-
tain foveated images, such as the log-polar transform [29], the reciprocal wedge-
transform [30], and Wavelet and Fast Fourier transformations [31], addressing the
issue of non-linearity in log-polar transformation. Akbas and Eckstein [32] illus-
trated the advantages of foveated image processing with regard to improvements
in computational efficiency in detection objects at different numbers of fixations,
by using image templates and Gabor features of objects. The requirement of image
templates makes it difficult to scale up.
In some examples of the versatility of foveation principles, Wei and Li [33] also
base their work on foveated wavelet transforms, with the goal of motion estimation
and object tracking, using multiple foveations to reconstruct conventional images.
Geisler and Perry [34] use foveation to encode video files with a better compres-
sion rate, by taking advantage of their specific encoding formatting; waonhile
Bailey and Bouganis [35] present an Field Programmable Gate Arrays (FPGA) im-
plementation, enabling its use in real time. This study is also interesting in that it
represents a middle point between software and hardware implementations.
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2.4 Foveation approaches in hardware
Given the contrasting properties between photoreceptors present in the periph-
ery (rods) and photoreceptors in the fovea (cones), described previously in this
chapter, another interesting engineering approach to foveation is to use at least
two separate physical sensors to independently act as fovea and periphery. This
type of hardware implementation can be very useful for purpose-built robots, and
bring different intuitions than a software based foveation effect. For example,
Bjorkman and Kragic [36] use two pairs of cameras (one as fovea and one as pe-
riphery, per eye), where the foveal cameras can move (pan/tilt) directed by cues
from the peripheral ones.
Using several cameras provides the benefit of depth information, making it
better suited for grasping applications. Ude et al. [37] present a theoretical analysis
for a similar setup, with the goal of maintaining the object of interest centered in
the foveal camera, based on the information provided by the peripheral ones. Ude
et al. [38] presents with more detail the object recognition system, the state-of-the-
art of which has drastically changed in the last two decades. Nonetheless, the
basic principle of using a narrow field of view area with high resolution to ease
the identification of the object of interest undoubtedly still applies.
Shibata et al. [39] present a model for a similar type of robotic headset, in tasks
such as smooth pursuit with a very biomimetic approach, using control strategies
based on the Vestibulo-Ocular Reflex (VOR) and Opto-kinetic Response (OKR).
This implementation on a humanoid system with 30 degrees of freedom illus-
trates how quickly the complexity of head/eye kinematics adds up. Ude [40] used
a headset with two cameras per eye with an early model of foveal camera ob-
ject identification, using support vector machines learning; Kragic and Bjorkman
[41] place a similar vision head system [42] on top of a robotic arm to demonstrate
object grasping and manipulation, and Craye et al. [43] present a more modern im-
plementation of such systems, as proof on concept for an on-the-fly object-oriented
saliency learning and estimation system, once again using the foveal stream to pro-
vide object identification information. A particularly more meticulous project, in
terms of biomimicry, by Dean et al. [44] is shown in Fig. 2.5.
2.5 Saliency maps
Considering how fast the human visual system allows us to interact with the en-
vironment (e.g. scan it to locate a specific object, find food, or detect an immediate
threat), a robust system is needed to regulate this behaviour, by answering the
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Figure 2.5: The project "Functions of Distributed Plasticity in a Biologically-Inspired
Adaptive Control Algorithm" [44] was notably focused on biomimicry, with the general
goal of investigating image stabilization in a robotic eye [45], to determine if their model
of cerebellar function worked in real-world conditions, instead of just simulation, also
proposing a physical implementation of the mammalian vestibular system (shown, from
[44]).
question "Where to look next?". The stimuli that drives us to look at something
are often classified as either bottom-up or top-down, the former makes reference to
purely visual stimuli (such as a bright color, an odd shape or a sudden move-
ment), the latter is directed by the current task; while driving, it is paramount to
be looking at∗ the road most of the time, even if it has an uniform and uninteresting
shape.
In the last couple of decades, a lot of effort has also gone into the study of
saliency maps, with the goal of ranking the conspicuity of the elements in a visual
scene. Saliency maps have also gotten increasingly sophisticated with the avail-
ability of databases of real eye tracking information from human participants and
better computing power, they are used both in engineering visual systems, and
to try to understand and mimic exactly towards what a human observer would
direct his/her attention†. An example of a saliency map is presented in Fig. 2.6.
Itti et al. [1] introduced one of the first prominent saliency model implementa-
tions around 20 years ago, derived from the visual attention theory presented by
Koch and Ullman [46]. In broad terms, the model is based on extracting color, in-
tensity and orientation cues from an image and iteratively comparing them against
each other, as illustrated in Fig. 2.7.
Since then, a lot of models and adaptations have been presented, with both
bottom-up and top-down influences (an overview of approaches is illustrated in
Fig. 2.8). Borji and Itti [48] provide a recent comprehensive review and evaluation
of existing approaches, the review by Bylinskii et al. [49] focuses on comparing
∗By "looking at", it is implied that the central, high acuity vision is directed towards it.
†Overt attention requires eye movements to point them in the direction of the object of interest,
while Covert attention is not directly associated with the object currently looked at.
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Figure 2.6: Example of a saliency map, highlighting the elements of an image that would
most likely attract the attention of an observer (based only on bottom-up cues). Generated
using the Walther and Koch [47] Toolbox.
models of human eye fixation and in finding shortcomings in current methods.
For example, human observers tend to pay attention to parts of an image with
text or signs, while current models struggle to mimic this behaviour. Also, the
face of a person who is executing an action or seems to be the leader in a group of
people are important social indicators [49].
These models have increasingly expanded; Navalpakkam and Itti [50] pro-
posed a goal directed model where relations such as "is a, includes, part of, contains,
similar, related" are used to determine if a salient object is relevant for a specific
task, by checking against relations stored in memory. In a subsequent model,
Navalpakkam and Itti [51] used feature maps of different learned objects as a top-
down influence in the map; the most likely object detected is selected via an object
hierarchy tree. They also explore having memory relationships between elements
in a scene, such as a person and a plate of food, determining that the person is
eating. An implementation that is a good reference point, is the model by Walther
and Koch [47], where they focused on establishing the boundaries of an object
deemed as salient.
In a subject more related to robotics, Forssén et al. [53] and Meger et al. [54]
present two related publications on how visual saliency and object recognition can
be implemented; they use a saliency map to find promising regions of interest and
a peripheral camera to have a wide angle view of the scene and a foveal camera
to be able to extract detailed characteristics of the objects of interest. Their main
goal is to identify correctly as many object categories as possible; they mostly
focus on detecting a potential object and moving the robot around it to take more
images from different angles, to then identify it by using Scale Invariant Feature
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Figure 2.7: Itti et al. [1] Saliency map model: color, intensity and orientation maps are
sub-sampled in Gaussian pyramids and combined with each other until a Winner-takes-all
location is assigned as the attended location. Redrawn from [1, Fig. 1]
Transform (SIFT) features. Since they are publications from 2008, the state of the
art in object categorization has changed a lot with the advancements to machine
learning, but they serve as a good proof of concept of the mentioned tools. A
similar approach is taken by Ekvall et al. [55], who mostly focus on implementing
a Simultaneous Localization and Mapping (SLAM) algorithm, integrated with an
object recognition one; so that a robot can navigate a new environment and map
along the way the location of key objects once they are detected and identified.
Rasolzadeh et al. [56] also use a saliency visual-attention system and the foveal
and peripheral cameras principle (two peripheral cameras and two foveal cameras,
allowing to perceive object depth) in order to detect objects for their manipulation
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Figure 2.8: Top-down and bottom-up information merging approaches: (a) Weight modu-
lation of bottom-up features; (b) weighted combination of bottom-up and top-down saliency
maps; (c) Joint learning of bottom-up and top-down features. Redrawn from [52, Fig. 9]
with a robotic arm; picking up an object and moving it to a desired location.
2.6 Salient region and foveation connectivity
The connection between foveation and saliency models is a very logical one, but
studies applying both principles in an engineering context are not too numerous.
Itti [2] used saliency to blur segments of video files deemed less interesting, taking
advantage of specific video format encoding in order to compress them (Similar to
[34], but using saliency to have a more complete approach). In more contemporary
approaches, foveal transformations have been applied to networks using layers of
convolutional operations; Almeida et al. [57] work on the idea of using a forward
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network pass to obtain class labels and then gaining object proposal masks over a
saliency map from a network backward pass. Recasens et al. [58] focus on using
saliency as an intermediary layer in a CNN, by altering how to sample the input
image from a trained saliency estimation. Foveation is then approached as a mass
attraction towards the most relevant pixels.
However, those works require specific CNN retraining and do not address the
relation between image size reduction and frame-rate speed-up, which is of critical
importance for embedded systems. There is a current gap in studying the speed-
up effect of foveated transforms on conventional CNNs used for detection and
recognition.
2.7 Object detection with deep neural networks
The field of study of Machine Learning (ML) has advanced at great speed in the
last couple of decades, specially in implementations based on the use of inter-
connected layers of Convolutional Neural Networks (CNNs). They are part of an
approach also often referred as deep neural networks given that, during use time,
only the input layer (e.g. an image) and the output layer (e.g. bounding boxes
of objects intended to detect) are visible and easy to interpret by the user. This
structure is also inspired, to a certain extent, in neuronal interconnections present
in the human brain.
Such large volumes of new implementations of ML for computer vision tasks
have been presented in the last few years that it is difficult to thoroughly encom-
pass the state-of-the-art. Here are introduced some of the basic features and prin-
ciples, and in subsequent chapters of the thesis describe the most relevant models
that were used as they appear. Depending on the type of data, ML approaches are
generally built using one of three relevant strategies;
a. Supervised learning: This type of algorithm is based on the premise that
training data is available containing both inputs and their desired output,
from where an optimization loss function can be learned that applies to
a wider set of data. This strategy is popular in computer vision tasks with
large image datasets, e.g. bounding boxes of objects of interest (cars, persons,
etc.) labeled by humans and used as input in the algorithm, which in turn
learns to generalize and propose similar boxes in images that it has not
previously seen. They can be further divided in classification approaches
(identifying the category at which an object pertains) and regression (finding
the real value of a variable). Some of the most common models are Support
Vector Machines (SVM) and linear regression.
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b. Unsupervised learning: The desired output for the training data is not avail-
able, so the goal is to find patterns in the input data to make decisions or
predictions of future inputs. It mainly takes place in one of two forms [59];
(i) clustering according to its defining properties, by finding for each data point
the group where it is most likely to belong, and (ii) dimensionality reduction,
for data with a large number of variables or observations, reducing it to a
low dimensional space but retaining consequential properties.
c. Reinforcement learning: In this strategy, actions are taken by the software
agent (i.e. computer program, such as a driver-less car) as a combination
of exploring new options and exploiting current knowledge. Successful ac-
tions are rewarded and the goal of the agent is to maximize such rewards.
Reinforcement learning can also be described by two central strategies of its
own [60]; (i) to explore the problem space for behaviours that return good
performance, and (ii) to make a statistical analysis to estimate the reward of
each possible action.
In the computer vision research community, the 2012 ImageNet Large Scale
Visual Recognition Challenge (ILSVRC) is often referred as a significant break-
through, when a CNN model named Alexnet [61] won by a substantial amount,
decreasing the classification error rate from around 26% to 15.4% and drawing a
lot of attention towards CNNs in general, this model uses 224× 224 pixels resolu-
tion in its input layer. Even in more recent implementations, such input resolution
size is normal for such models; VGG19 [62], another highly influential model pre-
sented in the 2014 ILSVRC, uses the same input image size. Remarkably, the more
recent Redmon and Farhadi [63] is trained at 448 × 448 pixels with more than
9000 hierarchical categories, it still can run in real time at an adjustable resolution,
trading accuracy against speed. So even with this exceptional progress, it is un-
derstandable that such models are not designed for and would struggle with more
wide-angle or panoramic views, which becomes increasingly important with the
popularity of omnidirectional cameras (with an horizontal field of view of 360◦)
and aerial perspective videos.
While computing power has steadily become more available in the last few
decades, remarkably following the prediction of Moore’s law (every two years
the number of transistors in an integrated circuit roughly doubles), the demand
for such power has also increased, at least partially driven by the market desire
for higher resolution photo, video, video-games, etc., requiring a lot of computer
processing power. This is also evident in the high computing power demand of
state of the art machine learning models and the availability of high resolution
Chapter 2. Background and literature review 17
digital cameras, it is easy to visualize it in Fig. 2.9; at the turn of the century, VCD
was a common format with a resolution of 352× 240 pixels. In contrast, DCI 4K
resolution (with a resolution of 4096× 2160) has become much more common in
the last couple of years.
Figure 2.9: Common digital video resolutions, making it easy to visualize the contrast in
the amount of information that needs to be processed, from VCD (352× 240 pixels) to 4K
(4096× 2160 pixels).
Since resources for an embedded system tend to be much less than for a static
workstation, a constant need for embedded systems is to minimise computational
workload to speed up processing and reduce power consumption. There have
been considerable efforts towards developing more compact CNNs for object de-
tection and recognition in embedded systems, which tend to significantly improve
frame-rate [64–66].
Computational load in CNN detection-recognition systems can also be reduced
by down-scaling the resolution of the input, and of subsequent layers accordingly.
The reduction in image size can lead to an increase in computational efficiency
due to the reduced number of convolution operations in the CNN, but also tends
to trade-off against a decrease in detection and recognition performance. Hence,
the challenge is to retain detection and recognition performance whilst using small
images. The solution investigated here is based on foveated image transformation,
inspired by photoreceptor density in the human eye.
2.8 Overall brain vision system
With the overall goal of making a functional representation of the principal ele-
ments of decision making that guide eye movements to foveate in specific loca-
tions, and study how it can be useful in robotics, it is opted to create a schematic
representation, where different state-of-the-art computer vision elements can be
plugged-in and interchanged. Seeking to represent different brain regions based
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on what are understand to be their key functions, provides interesting insight into
how they interact, and the capacity to partially upgrade the system if a break-
through in the technology of one of them is achieved, also by increasing robust-
ness by separating information channels, thus avoiding that a malfunction in one
of them compromises the overall system.
Given the large number of models that are present in the literature aiming to
establish a functionality scheme of the brain, it is difficult to present an unanimous
agreement of its functionality. The "Two-streams hypothesis" [67] proposes that the
brain has two distinct processing pathways for visual and auditory information;
the dorsal and ventral streams. The former focuses on where objects are located
in space and in action planning [68], often called "where" stream. While the latter
is associated with object categorization, also known as "what" stream.
The area of visual cortex that first processes visual information is named V1
(or primary visual cortex), from where it is projected into the ventral and dorsal
streams. It has been estimated that a bottom-up saliency map is formed in this
area [5, 69, 70], based on "pyramidal cells, inter-neurons, and horizontal intracortical
connections" [5]. The visual cortex is interconnected with several areas, such as
the superior colliculus and the lateral intraparietal cortex (LIP). This last one is
associated with evoking saccades on salient locations [68, 71].
One brain region to which is given special attention in this implementation is
the basal ganglia, having being considered to accumulate evidence and disinhibit-
ing motor actions [72, 73]. The basal ganglia accumulates evidence from different
parts of the cortex, including those associated with eye movements, such as the
lateral intraparietal area (LIP) and the frontal eye field (FEF). It is further explored
in Section 2.9.
A scheme of brain inter-connectivity is presented in Fig. 2.10, based on current
understanding of several studies primarily in the macaque brain, and its func-
tionality in an engineering context. It is taken as a starting point the equivalence
between eye movements and the digital foveation of a conventional image, with
a similar goal of providing more detail level to a small region of the visual field
for object identification. Some of the first visual processing elements in the brain
are related to eccentricity, edges, single and double opponent cells [68, 74], simi-
lar to early stages of classical saliency maps (Fig. 2.7), which happen around the
LGN and primary visual cortex. A more complete saliency map is formed further
into the visual cortex. Having identified top salient locations is a key element to
plan future eye movements, since they can not all be simultaneously followed, a
reliable evidence accumulation is necessary, which also can not be based only in
bottom-up cues.























Figure 2.10: Most of the visual information coming from the eyes retinas projects to an
area called Lateral geniculate nucleus (LGN), and then to the visual cortex, from where it
feeds the ventral and dorsal streams [68]. Strong centre-surround interactions have been
observed in LGN neurons [74], similar to some of the first layers in saliency estimation
models, such as the design by Itti et al. [1], illustrated in Fig. 2.7. Scheme drawn gathering
information from [68, 72, 74, 75]
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Fig. 2.11 shows a summary of brain areas related to eye and head movements,
and Table 2.1 enlist the main elements of the basal ganglia connectivity with the
cerebral cortex. Both with the main goal of illustrating the connectivity between
the superior colliculus and the basal ganglia. The former allows an animal to
orient its eyes through saccades; rapid movements of both eyes to a specific point.
The basal ganglia output projects into the superior colliculus and controls the






















Figure 2.11: Diagram of the inter-connectivity between the basal ganglia and the superior
colliculus. The vestibulo-ocular reflex (VOR) is the response that generates eye movements
to compensate for head movements, and thus providing a stabilized retinal input. The op-
tokinetic response (OKR) corresponds to the tracking of a stimulus and corrective saccades
when it leaves the visual field. The basal ganglia suppresses undesired saccades and allows
appropriate ones to emerge. Assembled from [73, Fig. 1] and [75, Fig. 3].
Eye movements in the form of saccades are directed by relatively separate
cortical areas (such as FEF, LIP and SEF). The basal ganglia does not perform in a
similar way, but rather inhibits or boosts such actions when appropriate [75].
Multiple sensorial information; visual, auditory and somatosensory, converges
into the superior colliculus, forming a spatial mapping [75, 76]. The middle tem-
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Element Function
Visual cortex It is the part of the cerebral cortex (the largest and
most anterior brain region) in charge of processing
visual information [77].
Striatum Part of the basal ganglia (BG) basic for motor and




It is the principal regulator of the BG system; the BG
works by inhibiting movements that are not required
by motor commands by inhibition of parts of the tha-
lamus, adjustments are done via the GPe [79].
Internal globus pal-
lidus (GPi)
One of the output of the BG (apart from the SNr),




Sends output signals from the BG to the frontal and




Important modulator of the output activity of the BG
[82].
Premotor cortex It influences motor behaviour, control and planning
using information from other brain regions to select
the required movements [83].
Thalamus Mass of gray matter that connects motor and sensory
signals to the cerebral cortex [84].
Table 2.1: Main elements of the basal ganglia connectivity with the cerebral cortex
poral area (MT or V5) is related to optic flow and motion estimation [68, 85].
Although it is often associated largely with the dorsal ("where") pathway, it is in-
terconnected with several areas and remains important at various stages of vision
processing, including those normally associated with the ventral pathway [86]. A
movement channel is added as a path of evidence accumulation, together with
bottom-up saliency and top-down detections. Since "timing analyses place MT/V5
at the first level of the visual hierarchy along with V1" [86], it is placed it a similar level
to where object detection is performed in this implementation.
2.9 Decision making and the basal ganglia
The basal ganglia is a part of the cerebrum composed of several clusters of neurons
(or nuclei). It has been extensively studied and related to an important range of
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brain functions, such as action selection, exploratory behavior, motor preparation,
sequence learning and reinforcement learning [87]. Since the motor system is the
main output of the nervous system [88], a versatile action selection mechanism is
needed. It has been proposed that the basal ganglia fulfills this role [72, 73], mean-
ing that it is capable of activating a winning path of motor action from competing
possible actions that require access to the motor resources [87]. In it, the substan-
tia nigra pars reticulata (SNr) is a part of the basal ganglia that mainly serves as
output and provides inhibition on presaccadic neurons of the superior colliculus,
allowing saccades to take place [75].
A robust mechanism to select the statistically best next action is required for
all types of engineering systems, particularly autonomous robots, since inaction or
delaying a decision also incurs an implicit cost, optimal stopping is a key factor.
Sequential Probability Ratio Test (SPRT), described in Section 2.10, proves to be a
good approach in this sense; evidence is collected for different hypothesis until one
of them crosses a set threshold. For example, Chung and Burdick [89] formulate a
search task as a decision making one, using SPRT to verify that a target is present
in a given segment of the search space. They show how SPRT can be a flexible
decision making tool, where the critical criteria can be the rate of change, the
confidence thresholds, the time limit for making a decision, among others.
This hypothesis has also been tested in robotic implementations a few times;
Montes-González et al. [90] designed a model intended to illustrate how a clean
and coherent switching between activities can be achieved, by mimicking a mouse
enclosed in a small environment. It shifts between tasks like exploring the envi-
ronment, grabbing food, taking it back to its niche, and staying close to the walls,
while its "motivation" changes over time, as an illustration of how hunger and fear
are also dependent on the time that the rodent has spent in the new environment.
In [91], the previous theory is further developed by presenting a more detailed
model of the basal ganglia. It is a good illustration of how it is more effective in
choosing a given action, in comparison to a Winner-Takes-All mechanism intended
to always select the most salient input, since the former takes into account the
history of past actions and anticipates the reward of future ones to select the more
appropriate behavior at a given time. Prescott et al. [91] also make the point that
the model helps to keep the winning actions active while they last by making them
more salient, instead of "locking" them in the actuators or having a priority level
for every action, this permits to have a more effective interruption of the current
task if a sudden highly salient event occurs.
In another robotic implementation with similar perspective, Girard et al. [92,
93] used a Lego Mindstorm robot to test the basal ganglia model designed by
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Gurney et al. [94, 95], again with the goal of testing the action switching behavior
in a more complex environment, having the robot move around in a small en-
closure in which certain actions allow it to find "food", recover energy, or spend
the remaining energy finding the next food source, having the time that the robot
"survives" in the environment depend on it. A key issue of this publication is
comparing said basal ganglia model to a conventional Winner-Takes-All. In this
instance, they did not find a huge difference in success between the two, except
in the sense that the basal ganglia model is better at adjusting, depending on the
environmental circumstances, to when it is more pertinent to constantly go back
and forth between two salient actions (such as an animal eating while being vigi-
lant in a dangerous area), or when focusing in a single task is safer or more energy
efficient (e.g. looking at the road while driving).
2.10 Sequential Probability Ratio Test
Sequential Probability Ratio Test (SPRT) is a statistical tool for testing hypothesis
without fixing a specific sample size. It was originally presented by Wald [96] and
one of its advantages is being able to reach a decision (among the provided hy-
pothesis) when enough evidence is accumulated, even if all the samples have not
been taken into account; they are computed sequentially and each step a decision
is taken among (for two hypothesis):
• Hypothesis HA: There is enough evidence to claim that θ = θA
• Hypothesis HB: where θ = θB is selected and the process ends
• Ask for further evidence: Compute the next sample
Then the two type of errors that can occur are clear, [97]:
• α = P(Selecting θ = θA, when θ = θB was correct)
• β = P(Selecting θ = θB, when θ = θA was correct)
The log-likelihood ratio, for a given sample, is normally defined as;
Λn(X) = log
L(θ = θA|X1, ..., Xn)
L(θ = θB|X1, ..., Xn)




1− α and B = log
1− β
α
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So that for the latest sample, if Λn(X) ≤ A we reach conclusion A. If Λn(X) ≥
B we conclude on B, and for the region were A < Λn(X) < B, it is deemed that
there is not enough evidence yet.
Baum and Veeravalli [98] developed an expansion of the SPRT model to test
multiple hypothesis (hence the name MSPRT). Here for M hypotheses, a stopping
observation NA is defined as the first sample (from n ≥ 1) for which the posterior
probability (for one or more samples k);
pk(n) = P(θ = θk|X1, ..., Xn) >
1
1 + Ak
The winning hypothesis, θ = θm, is the one where m = arg maxj pj(NA).
Bogacz and Gurney [72] pose the same problem as a decision threshold, which
should provoke a decision to be made when the logarithm of the accumulated
evidence for a given hypothesis surpasses it. If yi is the evidence that supports
θ = θi (referred as salience in [72]) and S(n) is the accumulated data of a specific
hypothesis;





We can arrive at this equation given the Bayes’ theorem, since pi(n) = P(θ =
θi|X1, ..., Xn);
pi(n) =
P(X1, ..., Xn|θ = θi)P(θ = θi)
P(X1, ..., Xn)
Assuming that the different channels can not be true at the same time,








P(X1, ..., Xn|θ = θk)P(θ = θk)
pi(n) =
P(X1, ..., Xn|θ = θi)P(θ = θi)
∑Mk=1 P(X1, ..., Xn|θ = θk)P(θ = θk)
=
P(X1, ..., Xn|θ = θi)
∑Mk=1 P(X1, ..., Xn|θ = θk)




P(X1, ..., Xn|θ = θk))
Furthermore, Lepora [99] present how learning can be described as the adap-
tation of the threshold boundary in the SPRT model, using either a learning rule
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commonly used for Neural Networks (REINFORCE method) or Bayesian Opti-
mization, with the goal of maximizing the reward function.
2.11 Summary and gaps in the literature
Huge efforts and advancements have been made to integrate robotic systems in
our everyday lives. Since the world is an unstructured and unpredictable environ-
ment [100], algorithms need to be flexible and reliable. Since human observers are
largely adaptable and flexible, robust research has also been dedicated to study
how such systems work in the brain of humans and other animals.
There are interesting contrasts in the progress of some of the fields that have
been briefly covered. For example, it has been appreciated since early days in com-
puter vision that there must be a benefit on the structure into which human vision
has evolved through a very long time period. As a result, very diverse studies of
artificial foveation have consistently been presented. In contrast, artificial neural
networks have seen "waves" of interest and success since their first proposition
more than 70 years ago [101], with a very steep acceleration in the last decade,
partially enabled by the ability of Graphic Processing Units (GPU) and their huge
market demand. This last one have a (more lenient) base in the structure of the
human brain, but have the constraint of being opaque in their functioning, open-
ing the question of how these two approaches can benefit from each other. There
is also a lacking of contemporary examples that place the two approaches together
in a wider information flow context, while also opening the question of whether
the performance measurement metrics most commonly used are actually the most
insightful.
The performance of saliency models has often been measured against human
fixation datasets as ground truth, mostly without including a time element, mak-
ing them not best suited for applications in robotics, and with the open question
of where they fit in a wider context of biological vision.
It is important to state that saliency maps are not the only feature extraction
technique, but one that fits well with the modular representation of brain vision
functions (Fig. 2.10). Considerable research in feature descriptors has been done
in the last few decades with the goal of identifying key points or features of an im-
age to categorize it, match it with different views or angles, or identifying its con-
taining elements. Despite their intrinsic motivation being different, there is some
overlap between these techniques and those underlying saliency maps; saliency
maps attempt to find a small number of regions in an image that are deemed the
most important, i.e. where a person would most likely shift their attention. Image
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descriptors such as SIFT tend to find key feature points in the order of thousands,
distributed all around the image (e.g. a 500× 500 pixel image might give around
2000 stable features [102]).
In general, there has being a renewed drive in understanding the brain con-
nectivity in a bottom-up approach, with great advances in (i) Spiking Neural Net-
works, to mimic the exact curve of single neuron activations, and (ii) purpose-built
hardware, e.g. SpiNNaker [25] and DVS [18]. But there is also the opportunity to
gain new information from a top-down modular approach, making rough approx-
imations to what tasks some brain regions are understood to do, and how suitable
they are when computing power is substantially limited, in similar fashion to how
vision processing is constrained in the human brain.
2.12 Discussion
Very diverse subjects have been introduced in this chapter, some of them rela-
tively briefly, given the vastness of studies that exist in their corresponding re-
search areas. It is easy to see how some principles of brain functionality, such
as reproducing foveation in digital images, have invited research for a long time,
even if the underlying technological constraint that they are aimed to tackle has
greatly evolved over the last few decades. For example, image compression was
motivated by transfer bandwidth limitation, e.g. [2, 34]. Now, the reemergence
of neural networks in computer vision applications has pushed both software and
hardware advances.
GPUs arose as a great fit for the application of object detection systems using
deep CNNs. They are now a central point of interest, since modern neural network
models can conceptually be made indeterminately large. A main restricting factor
is the number of Floating Point Operations (FLOPs) that fit into a given GPU for it
to run at an acceptable speed, which is even more relevant in embedded systems.
In this chapter, the main concepts and state-of-the-art have been established to aim
to tackle this relatively new problem using image foveation.
An interesting principle that has been highlighted is modularity. Given the
complexity of the human brain, a lot of current understanding of it comes from
studies of specific brain regions and functions, for example decision making. The
ability to perform human vision studies in healthy participants and without any
alteration to it is also what makes it one of the best understood brain systems.
This modularity is also taken as an engineering principle, with several advantages
presented through the thesis; (i) it allows for weak points of each module (saliency,
foveation, object detection, decision making) to be counteracted by the bordering
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ones, (ii) it also facilitates plugging in and out new implementations of each of
these modules (replacing an object detection CNN by another one) as the state-of-
the-art advances or according to hardware limitations. (iii) Rather than doing one
overall model, e.g. exclusively a deep neural network that encompasses some of
the principles (like [57, 58]), better insight into each section of it can be obtained
through modularity.
Chapter 3
Foveated vision for deep neural
network object detection and
recognition
3.1 Introduction
The aim of this chapter is to establish how detection, recognition and processing
speed in a CNN are affected by reducing the input image size, by using a foveated
transformation. The intention is to demonstrate that downsizing the convolutional
layers in a CNN, enabled by foveating the input image, provides a considerable
speed-up in processing while retaining high performance in detection and recog-
nition in the foveal region, and reasonable performance in the periphery.
A key barrier to deploying the latest object recognition systems on embed-
ded platforms is the computational burden placed on Graphic Processing Units
(GPUs), resulting in low frame rates. Whilst more powerful computing becomes
available over time, CNN models have also become persistently more complex. So
the problem to allow state-of-the-art models to be run on embedded systems will
continue to be present. The overall goal of this chapter is to study the extend of
computational speed-up that can be obtained by down-scaling images, based on
the foveal-peripheral transformation observed in the human retina.
As had been previously described, the fovea accounts for around half of the
photo-receptors, and the other half is distributed along the rest of the retina, this
presents a very contrasting process to how digital images are recorded, where
pixels represent the colour information of fixed-size field of view regions.
The benefit of giving sensorial priority to regions more likely to contain con-
textually relevant information is evident and an idea that has been previously
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explored, this becomes even more relevant in embedded systems, such as robots,
where computing power and energy are limited.
Even if such a foveal representation of digital images has been previously stud-
ied, with the fast-paced advances in machine learning and computer vision in the
last few years. From the current state-of-the-art, it is not clear yet how feasible
it is to use foveal images for detection and location tasks in convolutional neural
networks, when the goal is to lessen the size of the network to maximize the rate
at which images can be processed.
Considerable effort has been put into the development and improvement of
neural networks, for tasks such as detection and localization, arguably more so
after 2012, when the model AlexNet [61] achieved a substantial (around 10%)
performance increase in the ImageNet Large Scale Visual Recognition Challenge
[103]. Given the heavy computational requirements of current neural network
algorithms, the frame processing speed is often a required compromise in low-
energy embedded systems, like the Nvidia Jetson series.
3.2 Methods
3.2.1 Image Database: Microsoft COCO
The Microsoft COCO dataset [104] has become a standard benchmark for testing
algorithms aimed at scene understanding and pixel-wise segmentation, provid-
ing a rich array of relatively context-free images. It was chosen for training and
evaluating the object detection CNNs here, where the images were re-sampled
at increasingly smaller sizes using a foveated transformation, and used to retrain
the YoloV3 CNN for object detection and recognition [105]. This foveated ap-
proach was compared to linearly downsampled images to analyse the benefit of
the foveated transform. To evaluate processing speed, YoloV3 was implemented
on an NVIDIA Jetson TX2 GPU for embedded systems. In addition, as a com-
parison against a different type of object detection and recognition system, Faster
R-CNN [106], was used with the foveated images to analyse performance and also
compared to the system without being retrained in foveated images.
To make the retraining of the CNNs more manageable, a subset of the COCO
dataset was used, considering the first 20 listed objects∗. This dataset was chosen
due to the aim of testing the hypothesis in cluttered scenarios in which the ground
truth objects are not necessarily centred, having around 3.5 categories and 7.7
instances per image [104].
∗person, bicycle, car, motorbike, aeroplane, bus, train, truck, boat, traffic light, fire hydrant,
stop-sign, parking meter, bench, bird, cat, dog, horse, sheep, cow.
30 3.2. Methods
The foveated transform was applied separately to every object for each image
in the COCO database. Therefore, each original image from the COCO database
spawned multiple foveated versions of the image, each with the fovea centred on a
different object. This increased the number of training images from around 82,000
to 306,000. To test and compare performance of uniform image sampling versus
foveated image sampling, at different image sizes, the image sizes were varied
from 416× 416 to 96× 96, at intervals of 32 pixels∗. The upper limit of the image
size, 416× 416, corresponds to a typical size for running an object detection and
recognition algorithm such as YoloV3.
3.2.2 Foveal-peripheral image resampling
Photoreceptor density and cortical magnification factors have been well studied in
the biological domain [26, 27, 107, 108], which has also then been applied to de-
sign computational representations. From a computational point of view, several
different methods have been developed to transform a standard digital image,
with uniform sampling, into a foveated representation. These include the log-
polar transform [29], the reciprocal wedge-transform [30] and Cartesian foveated
geometry [31].
There is no general consensus in the literature on a best foveated image sam-
pling approach, since it depends on the desired goal, e.g. biomimetic model rep-
resentation or information reduction. Since here, the main interest is on resource
optimization, the resulting images should be of a fixed size, to match that of the
CNN. Previous methods generally create a "blurred" image of the same size to the
original showing the effect of foveation, often in a non-rectangular fashion.
It also seems less logical to use blurring or leaving "blank" pixels to represent
foveation, pixels that could be used to provide additional information as input
to the CNN. The method used here was based on an approach of Cartesian log-
spaced sampling, which captures the key feature by densely sampling the fovea
and compressing the periphery. This method was found to be effective, and be-
cause it distorts the original uniformly-sampled image less than, e.g. a log-polar
transform, it gives the additional key benefit of enabling the use of transfer learn-
ing to speed-up the training of the CNNs (i.e. initialising the CNN weights using
a network pre-trained on uniformly sampled images).
The approach here proposed is based on the idea to re-sample any uniform
digital image of size Nx × Ny pixels, to a new size of nx × ny pixels with log-
spacing, so that for the upper right quadrant of the image with the fovea centred
∗96× 96, 128× 128, 160× 160, 192× 192, 224× 224, 256× 256, 288× 288, 320× 320, 352× 352,
384× 384, 416× 416
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on (x0, y0) the sample locations are,
xk = exp (k∆x) for k = 0, . . . , nx/2 (3.1)
yk = exp (k∆y) for k = 0, . . . , ny/2 (3.2)
where
∆x = 2n−1x log (Nx/2) (3.3)
∆y = 2n−1y log (Ny/2) (3.4)
The mapping of the retina here presented is similar to the concept of Message
Sending Unit (MSU) [108], making a parallel to pixels in digital images, together
with their appraisal of MSUs in the different regions of the retina. Their estimation
of the relation between data fields and eccentricity angle in the human eye is
partially reproduced in Table 3.1.
Eccentricity 0.5 1 2 5 10 30 45 60 70 90
Data fields 256 552 848 1239 1534 2003 2176 2299 2365 2472
Table 3.1: Relationship between the eccentricity angle in the eye and the number of data
fields [108], where they represent retinal regions over which stimulus is collected in cell
sub-assemblies from thousands of input fibers and overall properties are calculated over
them. Data reproduced from [108].
Given that the COCO dataset has images of different shapes and resolutions,
foveated image resampling is performed using an iterative algorithm, to reach
the desired exact pixel resolution. Whilst this slows the algorithm down, it is
not required for an embedded system where input images are of constant size.
It is only used here due to the nature of the varying image sizes in the COCO
database. Otherwise, a look-up table can be created to store the pixel indices for
every possible location of the fovea, which bypasses the need of calculating them
online.
The proposed algorithm starts from the centre of the foveated object in the im-
age and generates a logarithmically spaced vector towards each of the four borders
of the image, initialized with a conservative number of elements and increasing
until it reaches the target size. This step is required since the logarithmically
spaced vector needs to be rounded to integer numbers, to reflect the index of rows
and columns of the images, while also eliminating the duplicate indices (which ac-
counts for the uncertainty of the number of iterations). The algorithm is described
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in pseudo-code in Fig. 3.1 and exemplified in Fig. 3.2.
Algorithm 1: Foveated Image Re-sampling
Input: Uniformly sampled image size, N; Centre of fovea, c; Desired foveated
image size, n
Output: Vector of sample indices S
1: while length(S) < n do
2: # Sample columns to the left of the fovea
3: L = ceil(((n + j)c) + c + 1)
4: ∆L = (log c)/(L− 1)
5: for k = 0, ..., L− 1 do
6: xL,k = ceil(− exp (k∆L))
7: end for
8: xL = unique(xL)
9:
10: # Sample columns to the right of the fovea
11: R = ceil((n + c)(1− c) + c− 1)
12: ∆R = (log(N − c))/(R− 1)
13: for k = 0, ..., R− 1 do
14: xR,k = ceil(exp (k∆R))
15: end for
16: xR = unique(xR)
17:
18: # Concatenate xL and xR
19: S = unique([xL, xR])
20:
21: # Increment counter
22: j = j + 1
23: end while
Figure 3.1: Algorithm for generating sample indices in the x- or y-directions to transform
an arbitrarily sized, uniformly sampled, digital image to a foveated one. The function
ceil rounds-up to an integer and the function unique ensures non-repeated indices. This
algorithm is used separately for both the x- and y-directions in the image to select row and
column samples.
3.2.3 Object recognition
Given the time and computational requirements for training a network in a vast
dataset such as COCO, it proves prohibitively long to exhaustively test on all new
architectures that are added to the literature, specially at the speed in which it
evolves. Two implementations representative from the state-of-the-art are selected
for used given their success, specially in terms of computational speed, and their
general strategies; while Faster R-CNN [106] has a dedicated convolutional Region
Proposal Network (RPN), YoloV3 [105] is a regression model which penalizes the
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Figure 3.2: Example of typical image from the COCO dataset used for validation, from left
to right, at its original resolution of 640× 426 pixels, at 384× 384, 288× 288, 192× 192,
and 96 × 96, and finally the same image normally downsampled to 96 × 96 pixels for
comparison.
sum of errors for inaccurate bounding boxes, the of the cell, object confidence
and class prediction. These two models [105, 106] are briefly introduced in the
following two subsections:
3.2.3.1 You Only Look Once, version 3 (YoloV3)
The You Only Look Once, Version 3 (YoloV3) [105] object detection system includes
75 convolutional layers designed with successive blocks, where each block is com-
posed of a 1× 1 convolutional layer, followed by a 3× 3 convolutional layer, and a
residual layer. Blocks are repeated numerous times with occasional shortcut con-
nections, followed by average pooling then a fully connected layer with softmax
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Where 1obji checks if the object is in cell i and 1
obj
ij if the j bounding box corre-
sponds to the predictor cell i [109]. The first pair of sums analyse the dimensions
of the object and the bounding box in terms of its (x, y), width and height (w, h),
while the following ones do it in accordance to its class label. The loss function
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for each of these variables is defined as the sum-of-squared error. The class label
prediction is done for the objects contained in each bounding box using multi-
label classification, which is trained using a binary cross-entropy loss function.
YoloV3 uses dimension clusters as anchor boxes to predict the object bounding
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Residual Avgpool Connected Softmax
Convolutional
Figure 3.3: (a) YoloV3, a fully convolutional model with 106 layers, that makes single shot
detections at 3 different scales, (b) Faster-RCNN, a classification model using anchors and
a dedicated network for region proposals.
Training was performed on an NVIDIA GeForce GTX 1070 GPU (with 1,920
Pascal CUDA cores), using 306,000 images (from the COCO database), with a
batch size of 32, and subdivision of 16, given the computing capacity of the GPU.
Other Training parameters were used as defined by the original authors [105];
stochastic gradient descent with momentum was used as the training algorithm,
with learning rate of 0.001, momentum of 0.9 and weight decay of 0.0005. Network
weights were initialised using the pre-trained network obtained from [110].
Given the size of the dataset, training time was left for as long as possible,
overfitting being less of a concern and monitoring the loss function over time.
The training process was iterated for 200,000 steps (∼ 9, 500 iterations per epoch,
i.e. ∼ 20 epochs), repeating the entire process for the 11 image sizes, where each
CNN was restructured to match the size of the input images. Testing was done
on a reserved validation data set of 6000 images. Frame-rate was evaluated by
processing all test images and averaging the result on an NVIDIA Jetson TX2
board, with a 256-core Pascal GPU, using CUDA Toolkit 8.0 and cuDNN 5.1, with
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the images saved on internal memory but ignoring the time required to load them.
3.2.3.2 Faster R-CNN
Faster R-CNN [106] is an object detection and recognition system that uses a re-
gion proposal network (RPN) to generate regions for object detection and recogni-
tion by subsequent convolutional layers [106]. Since YoloV3 and Faster R-CNN are
based on different principles in creating region proposal boxes, it is interesting to
see how they react to foveated images; in YoloV3, the input is divided into a grid
cell, where each cell is responsible for the object centred in it [109], while Faster
R-CNN used the RPN based on fully convolutional layers, which are shared with
the object detection network [106], also meaning that the RPN can be trained for














Where pi is the probability of there being an object in anchor i, while p∗i is a
binary ground truth of it being the case or not [106]. The first half of the equation
is the classification loss of object/no object. The second half, the regression loss, is
only activated for positive anchors (given p∗i = 1).
A general scheme of Faster R-CNN is drawn in Fig. 3.3 (b), a considerable
focus of its innovation was the way in which region proposals are generated with,
by default, 9 anchor boxes for every position of the sliding window, which has
shown good results in the used datasets. The Region Proposal Network is trained
with a loss function evaluating the probability of a box either being an object or
not [106]. It is particularly efficient because the RPN shares convolutional features
with the detection/recognition CNN. In this section, Faster-RCNN is used trained
in the 80 object categories of the COCO dataset, at high resolution, as a comparison
to YoloV3 for processing foveated images. The specific implementation used is the
current version is as developed by the original authors [111].
3.3 Analysis and Evaluation
To evaluate performance and the effect of image and network size, conventional










where TP are the true positives, FP are false positives, and FN are the false
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negatives. A true positive is only counted if the CNN predicts the correct class
label and the object location, as measured by an Intersection over Union (IoU)
value (Fig. 3.4), when it is over a threshold, here set to 0.5 as in [105, 109], a ratio of
the area of overlap and the area of union between the prediction and the ground-
truth. It is important to differentiate that, while it is assumed that the fovea is
centred in the object, object localization still needs to be evaluated as passing the
bounding box IoU threshold. Performance is evaluated separately in the fovea and
the fovea-periphery (to explicitly quantify performance in the foveal region where





Figure 3.4: Intersection over Union (IoU) of two bounding boxes
3.3.1 Floating point operations
Although computing an averaged frame-rate in low-energy consumption GPUs is
a very illustrative way to show speed-up in deep neural networks, as resolution
is decreased, a more general approach is counting the number of Floating Point
Operations (FLOPs) that the network requires. The number of FLOPs for YoloV3,
for resolutions from 416× 416 to 96× 96, retrained for 20 categories of the COCO
dataset is presented in Table 3.2, which are calculated for each layer as [110];
giga-FLOPs =
2.0 ∗ ln ∗ lsize ∗ lsize ∗ lc ∗ louth ∗ loutw
1× 109 (3.8)
Given ln as the number of filters, lsize as the filter size, lc is the number of
channels and louth , loutw are the output height and width respectively. It is divided
by 1× 109 to express it in terms of billions of FLOPs. The 2.0 multiplying factor
derives from the fact that two different types of operations (multiplication and
accumulation) take place in each computer clock. To illustrate the much larger
number of operations in other implementations, Table 3.2 gives the number of
FLOPs required for implementing Faster-RCNN using Resnet-50 ([113], a neural
network with 50 convolutional layers), Resnet-101 (with 101 convolutional layers)
and Inception [114] for feature extraction, making it less suitable for embedded
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GPUs, while performance is examined in Section 3.3.3 for Faster R-CNN Inception.
Resolution YoloV3 (giga-FLOPs) Faster R-CNN (giga-FLOPs)
Inception Resnet-50 Resnet-101
416× 416 65.426 152.68 192.98 511.61
384× 384 55.75 150.55 186.11 500.95
352× 352 46.852 148.59 179.78 491.13
320× 320 38.728 146.8 174.01 482.17
288× 288 31.344 145.19 168.78 474.07
256× 256 24.776 143.74 164.11 466.82
224× 224 18.944 142.46 159.98 460.42
192× 192 13.955 141.36 156.41 454.87
160× 160 9.675 140.42 153.38 450.18
128× 128 6.2 139.65 150.9 446.34
96× 96 3.473 139.06 148.98 443.35
Table 3.2: Floating point operations (in billions) for YoloV3 and Faster R-CNN, with
several feature extraction approaches, illustrating how the former decreases the number of
operations more drastically and is overall better suited for operation in portable GPUs.
3.3.2 Results on YoloV3 with re-training
The foveal analysis performed in this section assumes that a saliency step has
already been performed that crudely aligns the fovea with a point of interest. The
CNN still has to detect the object precisely, in terms of the bounding box and its
label.
In Fig. 3.5, the top graph highlights the assertion that, with the object in the
fovea, the performance rate can be kept relatively constant (35.20% at 416× 416
to 32.38% at 128× 128). This behaviour is contrasted, in the right-Y axis, with the
average frame-rates that were achieved in a Jetson TX2 board. At 416× 416 pixels,
the framerate on the Jetson TX2 was just 3.59 FPS. In the top right, the increase
in precision for using foveal images is notable. This boost can be expected since
the object of interest occupies a big portion of the scene, but most remarkably the
algorithm learns to make less false positive predictions. The bottom right quadrant
shows the performance for all objects, with an accuracy decrease notably similar
to that observed for normal downsampling.
The recall at size 128× 128 using foveated images decreased only slightly to
32.38% (92.0% of the baseline result) but for uniformly sampled images decreased
to 17.33% (50.1% of the baseline result) - Table 3.4. The key additional point is that
frame rate increased to 15.24 FPS at an image size of 128× 128 - this is over a 4×
speed-up.
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Size Fov-rec Norm-rec Fov-prec Nor-prec FPS, 20-obj FPS, 80obj
416× 416 35.20 34.57 25.09 24.45 3.59 3.31
384× 384 35.27 33.75 25.66 24.09 4.29 4.02
352× 352 35.03 33.15 25.51 23.85 4.75 4.53
320× 320 34.30 31.89 25.36 23.14 5.21 4.87
288× 288 34.83 30.82 26.47 22.42 5.76 5.34
256× 256 33.98 29.29 25.95 21.72 8.52 8.04
224× 224 34.30 27.60 27.58 20.19 9.40 8.91
192× 192 35.33 25.07 29.43 18.71 10.76 10.36
160× 160 33.62 20.30 30.70 17.41 12.14 11.70
128× 128 32.38 17.33 34.70 15.15 15.24 14.63
96× 96 23.32 6.42 30.80 8.31 16.65 15.75
Table 3.3: Comparison of the precision and recall (%) for only the object centred in the
fovea, with image and network at varying resolutions, from 416× 416 to 96× 96, along
with the frame-rate average on a Jetson TX2 board.
Size 416× 416 192× 192 160× 160 128× 128 96× 96
Foveal 1 1.003 0.955 0.919 0.663
Normal 0.982 0.712 0.577 0.492 0.182
Speed-up 1 2.997 3.381 4.245 4.637
Table 3.4: Recall for objects in the fovea, proportional to the performance at 416× 416,
with foveal and normal downsamples, along with the speed-up for detection of 20 objects
on a Jetson TX2.
Interestingly, the precision performance increased for the foveated images as
the image size was reduced, but decreased for the uniformly sampled images
(Fig. 3.5 and Table 3.3). The increase in precision performance for foveated images
is evidently a benefit of the fact that the object of interest takes up more of the
visual scene, reducing the false positives.
The foveal-peripheral recall performance was similar to the foveal-only perfor-
mance at the largest image size, 416 × 416 pixels, for foveated images (35.20%)
and uniformly sampled images (34.57%) (Fig. 3.5). As image size was reduced to
128× 128 pixels, recall performance for both foveal and uniformly sampled im-
ages decreased significantly, to 34.3% of baseline for foveated images and 45.3%
of baseline for uniform images (Fig. 3.5 and Table 3.5). The decrease in precision
is less pronounced across the same range (to about ∼30% for both image types),
indicating that precision is less sensitive to the reduction in image size in the pe-
riphery. The precision-recall curve for the smaller networks is shown in Fig. 3.7.









































































































































































































































Precision, objects in periphery
Normal downsample Foveal downsample
Figure 3.5: Recall and precision performance for the YoloV3 network trained at different
resolutions. Top row: objects in the fovea. Bottom row: objects in the periphery. Top left
also shows the average frame rate for processing each image size.
Size 416× 416 192× 192 160× 160 128× 128 96× 96
Foveal 1 0.591 0.494 0.343 0.200
Normal 1.034 0.739 0.543 0.453 0.157
Table 3.5: Recall comparison for objects in the periphery, proportional to the performance
at 416× 416.
3.3.3 Comparison between Faster R-CNN and YoloV3
To corroborate the previous observations, Faster R-CNN was also tested with the
foveated images and uniformly sampled images at varying sizes. Due to the
lengthy training process, retraining was avoided for Faster R-CNN, and to pro-
vide a consistent comparison, in this section YoloV3 was also tested without re-
sampled retraining. Both networks were used with all 80 object classes from their
original versions. The behaviour was remarkably similar to that obtained in the
previous sections, for both YoloV3 and Faster R-CNN. (Fig. 3.8). A 4× speed-up
in frame rate was still observed for YoloV3, from 3.31 FPS to 14.63 FPS at 416× 416
and 128× 128 respectively (Fig. 3.8). This serves as some confirmation that the
approach of using foveated images with reduced size is beneficial to wider CNN
designs used in object detection and recognition. These results also provide evi-
dence that the advantages of foveation in object detection are not simply due to
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Figure 3.6: (a) Recall performance evolution for foveated images, through different epochs


































Conventional Foveal, objects in fovea Foveal, all objects
Figure 3.7: Precision and recall performance curves for the network at small resolutions
(96 × 96, 128 × 128, 160 × 160 and 192 × 192). The foveal advantage is much more
evident for the smaller networks, where the speed-up is also larger. In all cases, the per-
formance is very similar between the normal downsample and the average of all objects
present in the foveated image. For the larger networks, the prospect of detecting objects
in the periphery increases, which affects the precision measurements when only the foveal
object is considered as a true positive.
an effect of detecting image distortion due to the foveated transform itself.
3.4 Discussion
The motivation for this part of the study was to make object detection and recogni-
tion with CNNs more efficient for embedded GPU systems, with the aim to inves-
tigate quantitatively how detection, recognition and processing speed in a CNN
were affected by reducing image size using a foveated transformation. These re-
sults show that images can be reduced in size from 416× 416 to 128× 128 pixels,
with only a small decrease in recall, 8.0%, using foveated sampling. A limitation of
the approach was the decrease in object detection and recognition in the periphery,
which should be expected given the downsampling of pixels.
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Figure 3.8: Comparison of performance changes using the un-retrained YoloV3 and un-
retrained Faster R-CNN neural networks as they were trained by their initial contributors
on 80 object classes. Note that frames per second in the top panel is for YoloV3 only.
The key benefit observed is in terms of processing speed-up for reduced size
images, specifically a 4× speed-up with 128 × 128 pixel images. The increase
in processing speed observed is advantageous for future embedded systems: in
the short term embedded systems with limited GPU processing power can more
readily exploit the latest advanced algorithms, whilst in the long term as GPUs
advance, less resource will be needed for object detection and recognition, max-
imising resources and energy efficiency.
Having the capacity to process four times as many frames, exemplified with the
speed up from 3.59 to 15.24 frames/second (with YoloV3 networks of size 416×
416 and 128× 128 respectively), increases the chances not to miss important objects
for an autonomous robot navigating an unstructured environment. With the help
of other sensors for navigation, video feedback is well suited to be in charge of
high level scene understanding. Having the certitude of an object identified at
high resolution is potentially more valuable than several with low confidence, so a
comparison can be made between examining subsequent frames at low resolution
or for reconstructed images with the fovea centred in a different location each.
Mechanisms to represent a foveal transformation have been studied for several
decades [29], while it proves difficult to arrive at an unified model, implementa-
tions commonly arrive at similar drawbacks, such as being indeterminate in the
of the fovea for log-polar representations, a technique commonly used [29]. While
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here the aim is to use a mechanism as efficient as possible, intended for small
portable GPUs, it would be unsound to leave pixels of the final image unused, ei-
ther on the of the fovea, or at the borders, due to the intrinsic discrepancy between
square images and polar representations. A compromise is then made in terms of
biological adherence, by using the full row/column selected and thus arriving at
square images.
While using a foveal transformation still leaves the important problem of where
to focus the fovea, and how to coherently switch its location in the time domain,
this has the potential to be tackled with saliency methods [57, 58]. The drawback
is either making the assumption that (a) the objects which the network has being
trained to detect are inherently salient on an image or (b) having to train or hand-
make a saliency detector for every new application (or new environment). Non
task specific saliency methods can still be capable of steering attention towards
certain image elements, e.g. [115], but this depends on their inherent properties.
Considering how fast the human visual system allows us to interact with our
environment (e.g. scan it to locate a specific object, find food, or detect an imme-
diate threat), a robust system is needed to regulate this behaviour, by answering
the question "Where to look next?". The stimuli that drives us to look at something
are often classified as either bottom-up or top-down, the former makes reference to
purely visual stimuli (such as a bright colour, an odd shape or a sudden move-
ment), the latter is directed by the current task; e.g. while driving, it is paramount
to be looking at the road most of the time, even if it has an uninteresting shape.
Chapter 4
Top-down and bottom-up visual
saliency with deep CNNs
The human eye has a very small area with a high density of photo-receptors, the fovea, which
captures with high acuity a visual field area of around twice the size of a thumbnail at arm’s
length [3], and yet producing about half of the visual input to the brain [4].
4.1 Introduction
The previous chapter explored how a foveated image as input to a state-of-the-art
Convolutional Neural Network (CNN) can be used to reduce its number of com-
putations, opening the question on how to select the region of the image on which
to foveate. To address said question, in this chapter a visual saliency approach is
presented, based on biological principles aimed at selecting main regions of inter-
est, so that they can be foveated into a down-sampled image. This foveated image
will be processed by a CNN, as previously detailed.
Itti et al. [1] proposed a popular bottom-up engineering saliency map model,
derived from the visual attention theory presented by Koch and Ullman [46], a
more recent implementation of which is used here - Vocus2 [116]. This model
is based on extracting colour, intensity and orientation cues from an image and
iteratively comparing them against each other. This bottom-up saliency fuses with
a top-down saliency path based on feedback from the CNN.
Recently, deep neural networks have been used to learn visual saliency with
foveated vision in an end-to-end scheme [57]. Here, a more modular approach is




The visual information flow here proposed is illustrated in Fig. 4.1, where foveal
images are used as input to a CNN, allowing to target small sections of the scene,










Figure 4.1: Diagram of how the bottom-up saliency orientates the top location for the foveal
transformation, in its turn feeding the deep neural network. The predictions of the CNN
are used as feedback to supplement the saliency computation, with a variable magnitude β,
for the frame at t + 1.
By calculating the bottom-up saliency on a normally down-sampled current
frame Io, by a magnitude m into ID, m = 4 is experimentally found to be a good
compromise between speed and resolution. Two main advantages are obtained;
(a) given the pyramidal saliency model structure (Fig. 4.3), a smaller image will
be processed considerably faster, and (b) the chance is decreased that an one-off
pixel with high saliency will be marked as the most salient one. With ID as input,
the bottom-up saliency map, SBU , is obtained, providing the top salient location,
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which is used as the centre of the fovea, fc. Then the frame Io is transformed
into a squared foveal image I f , of equal length and width, to match the input
size of the CNN. The calculations required to foveate are done a priori, avoiding
a bottleneck, since once the foveation step is required, it can be done by simply
consulting a Look-up-table (LUT), with the coordinates of the desired rows and
columns.
The LUT containing the pixel coordinates required to transform the input im-
age is created following the process described in the previous chapter. In this case,
starting with the original frames at 848× 480 pixels, a popular resolution with a
close to 16:9 ratio. Foveal images are tested at increasingly smaller images, from
416× 416 to 96× 96 pixels, at 32 pixel intervals. The neural network input layer
size is made to match the foveated image size.
The bounding box predictions of the CNN can then be transformed back into
the coordinates at the same size to ID, and used as a top-down saliency influence,
STD, in the next frame, at t + 1, allowing to obtain an overall saliency,
SO = β · SBU + (1− β) · γ · STD (4.1)
Where β is an influencing factor to control the magnitude in which the top-
down information is considered. γ controls the priority level of any given class
of the CNN detection. For example, with c = 5 categories present in the data-set,
giving a priority to the third one, γ = [0.5, 0.5, 1, 0.5, 0.5],




γ[n] · sn (4.2)
where sn are the normalized predicted bounding boxes for the nth category.
4.2.1 Bottom-up saliency
A well established saliency algorithm was chosen to compute bottom-up saliency,
Vocus2 [116], for several reasons: this model is closely structured to the origi-
nal Itti et al. [1] proposal, but with slight improvements to make it competitive
with contemporary more computationally heavy approaches. It uses difference of
Gaussian at several scales, as a representation of ganglion cells in the human retina
[116]. It also provides a pixel level saliency map, which is necessary to establish
the location of the fovea. A general scheme of its structure is presented in Fig. 4.2,
similar to the original Itti et al. [1] model in the use of Gaussian pyramids of the
main features; colours, intensity and orientations (Fig. 2.7). A partial example of
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Figure 4.2: Vocus2 bottom-up saliency diagram, showing its twin Gaussian pyramid
approach, for intensity, red/green and blue/yellow contrast, as well as the use of Gabor
filters for orientation. Adapted and redrawn from its original source [116].
The structure is based in pyramids of feature channels, f , of Intensity I, red-




(R + G + B) (4.3)
RG = R− G (4.4)
BY = B− R + G
2
(4.5)
O = g(x, y, λ, θ, ψ, σ, γ) (4.6)
Centre C f and surround S f pyramids are computed with a Gaussian blur for
each of the above channels f , which then provide on-off, X fi , and off-on, Y
f
i , con-
trast pyramids respectively (for each layer i);
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That in turn produces conspicuity maps for each feature C f = f (F f1 , F
f
2 ), where
f is also applied as an arithmetic mean in this case. The orientations channel
performs a Gabor filter function at the different pyramid levels as defined by;














x′ = x cos θ + y sin θ
y′ = −x sin θ + y cos θ





dard deviation of the Gaussian envelope σ = 2, wavelength of the sinusoidal factor
λ = 0.5 and phase offset ψ = 2π. Given the pyramidal structure of this saliency
estimation method, a smaller image and limiting the number of layers provides
a considerable speed-up in the saliency map estimation; one scale pyramid and
and four layer levels were used, with centre pyramid smoothing factor σC = 1 and
surround pyramid smoothing factor σS = 2. The final saliency map is obtained as
the mean, f , of the conspicuity maps:
SBU = f (CI , CRG, CBY, CO) (4.10)
4.2.2 Other saliency approaches
Evidently, different types of approaches have been developed over the years for
saliency estimation. As effectively summarised by Borji et al. [117], they can
mainly be split into; (a) the early computational models derived from the Itti et al.
[1] framework, (b) those focused on binary segmentation of the salient objects in
an image, and (c) those formed of deep convolutional neural networks. The first
group, in which Vocus2 [116] is based, fits best the overall goal of this project,
since it is more focused on eye fixation and brain mechanisms. Nonetheless, it
is worth briefly describing contrasting approaches; Cheng et al. [118] segment an






given a Dr(ri, rj) contrast appearance between two regions and a wij region size
and distance weight between the two, thus being more suited for regional object
masking.
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Figure 4.3: Partial example of the Bottom-up Vocus2 [116] saliency model used, with one
scale pyramid, feature and conspicuity fussing by arithmetic mean, two centre surround
pyramids and four layer levels.
and other visually similar K images, in cases where Ik has salient and non-salient
descriptor annotations as a Fisher vector, respectively ( f+Ik , f
−
Ik
), so that patches pIk




Evidently, this requires the availability of such descriptors, which can not be taken
for granted in an open environment application and requires large collections of
images [117].
Given, the diversity of saliency estimation models, it is appealing to use ag-
gregation techniques to gain a better overall model. Borji et al. [119] propose that
for M saliency map estimations {Si}Mi=1, with Si(x) saliency for the x pixel, in the
saliency map i. A summation of saliency maps can be obtained as:
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fx = (S1(x), ..., SM(x))
With ζ following an either identity function ζ(z) = z, exponential ζ(z) =
exp(z), or logarithmic ζ(z) = − 1log(z) .
Since the overall goal is not to maximise a saliency score for a subjective
dataset, but to provide clues for regions of foveation, the use of a single agile
model is the best approach.
4.2.3 Foveal pre-processing in Look-up-tables
Given the need in this application to obtain a foveal transformation promptly,
it is more suitable to calculate beforehand the indexes of the required rows and
columns to transform the image in terms of its location. Such approach is possi-
ble with the compromise of the biomimetic principle where foveal images are not
square, nonetheless the squareness is a desired property for embedded robotics
and CNN objects detection, both to match the size of the CNN and avoid the
wastefulness of leaving unassigned pixels. A logarithmic method to calculate the
distancing between pixel indexes is used here, as described in the previous chap-
ter, due to its closeness to the foveal behaviour [120]. Having a desired output size
n× n, the selection of rows and columns can be done independently.
It is not easy to predict the number of useful indexes (integer non-repetitive
numbers) from a logarithmic generated array. The final size varies by deleting the
repetitions after rounding: if 10 logarithmically spaced indexes between 1 and 30
are needed (to transform a 30× 30 pixel image to a 10× 10 foveal one), they would
be; [1, 1.459, 2.129, 3.107, 4.534, 6.616, 9.655, 14.089, 20.559, 30]. However, of these
only 9 indexes are usable; [1, 2, 3, 5, 7, 10, 14, 21, 30]. So in this case, 11 initial
numbers provide the 10 desired indexes; [1, 2, 3, 4, 5, 8, 11, 15, 21, 30].
This process is done for each possible location for the most salient pixel, based
on the size of the saliency map in which it is located, and create a text based
Look-up-table (LUT), which is then quickly accessed with the desired index when
a foveation is required.
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4.3 Experimental data: Unmanned Aerial Vehicles point of
view
Visual sensory data is notoriously expensive to process, and for a robot moving
in an unstructured environment, the relevance of a region in the field of view
can drastically change from one moment to another, even more so in the case of
Unmanned Aerial Vehicles (UAVs), since the regions directly above them are key
in specific scenarios (e.g. while landing or flying indoors).
UAVs represent a rapidly growing area of research, which although is not
as frequently associated with biologically-inspired principles, presents the most
crucial need for power-efficient processing, since more computing resources also
means more mass weight to be carried, increased battery consumption and de-
creased flying time. UAV image type data was used in the subsequent chapters,
both for this reason and to illustrate a more application oriented approach.
Saliency also proves to be naturally beneficial for aerial images given their in-
herent wide-view nature, an idea that has been explored in cases like [121–123].
Doherty and Rudol [123] focuses on search and rescue operations, also a natural
fit operation for UAVs, given their capacity to cover wide areas. It is opted to
use a combination of the collected data for this project and a previously available
dataset. It is hypothesized that the model should be able to distinguish consid-
erably visually different actions performed by a person; "standing up" and "lying
down". This would be very beneficial for a drone surveying a natural area with
several dispersed people present, with only one requiring assistance or special
attention for search and rescue operations.
Video footage was taken using a DJI Phantom 4 Pro drone in a meadow re-
gion of the Peak District, United Kingdom. Using five participants either walk-
ing around in random directions or lying down, with them switching between
the two categories previously described. For training, 4,804 frames were manu-
ally labelled, from 4 different scenes, and extended to 24,020 using the Imgaug
image augmentation library [124], with transformations including Gaussian blur
and noise, contrast normalization, rotation and flipping.
For better generalization, the collected data was merged with a subset of the
Stanford drone dataset [125], following a few conditions to balance the number
of occurrence from each category, given a predominant count of appearances of
"pedestrians", which was fused with the "person standing up" label. Similarly, the
"golf cart" and "car" categories were considered as one. From 18 separate videos,
in 6 different scenes, the frames that contained bus were considered, with a total
count of "pedestrian/person standing up"; 84,201, "biker"; 57,280, "golf cart/car";
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16,040, and "bus"; 12,006. Fig. 4.4 shows an example frame at 848× 480 pixels
resolution, and foveated to 416× 416, 288× 288 and 160× 160 pixels respectively,
from left to right.
Figure 4.4: Frame from the Stanford drone dataset, at 848× 480 pixels, and downsampled
by the described foveation approach to 416× 416, 288× 288 and 160× 160, from left to
right. As the image size decreases, less objects are present in the fovea, but they are able to
maintain a resolution similar to the original.
Figure 4.5: Sample frames of our dataset, with the categories "person standing up" (in
blue bounding boxes) and "person lying down" (in red bounding boxes), together with
their saliency estimation.
Frame-rate was tested in a portable GPU, from the Nvidia Jetson series, partic-
ularly the Nano Developer Kit. It has a 128-core Maxwell GPU, a quad-core ARM
CPU and can be powered by a 5V-2A Micro-USB connector, with a weight of 138
grams (including the heat-sink). At this dimension, it is a good fit for lightweight
drone visual processing, as exemplified in [126–128]. The number of Floating Point
52 4.4. Results
Operations (FLOPs) is shown in Table 4.1 for YoloV3 and tiny-YoloV3 [105] (a sim-
plified version of YoloV3, with 13 convolutional layers instead of the 75 in the full
model), following Eq. 3.8 for every CNN layer, illustrating a drastic decline in the
number of operations required as input resolution is made smaller.
Resolution YoloV3 (giga-FLOPs) tiny-YoloV3 (giga-FLOPs)
416× 416 65.317 5.45
384× 384 55.658 4.642
352× 352 46.774 3.897
320× 320 38.664 3.224
288× 288 31.292 2.609
256× 256 24.735 2.064
224× 224 18.912 1.582
192× 192 13.931 1.161
160× 160 9.659 0.807
128× 128 6.19 0.516
96× 96 3.467 0.29
Table 4.1: Floating point operations (in billions) for YoloV3 and tiny-YoloV3, trained on
the 5 categories used for this project drone dataset. FLOPs for YoloV3 are very similar to
those in Table 3.2, with 20 class labels, since only a few of the filter layers in the CNN
need to be changed for a different number of classes. On the other hand, tiny-YoloV3 has
significantly less convolutional layers (13 instead of 75), reflected in an overall smaller
number of FLOPs.
4.4 Results
Two main approaches are taken to evaluate the performance of this implemen-
tation. First, conventional saliency metrics provide insight into the influence of
the top-down feedback loop. Although these metrics are designed and normally
compared to human eye fixations, given as ground truth, in this context the main
interest is on the objects that the CNN is trained to classify.
Second, the mean Average Precision (mAP, which is unit-less), a measure com-
monly used in machine learning, helps to validate that for objects that are within
the vicinity of the fovea, the performance rate can be kept at a similar level than
with bigger network/image sizes. While doing so, a considerable increase in
frame-rate is obtained, for which it is tested using a portable GPU, with relatively
low energy consumption requirements.
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4.4.1 Visual saliency
The Area under ROC Curve (AUC), Pearson’s Correlation Coefficient (CC), Kull-
back - Leibler divergence (KLdiv) and the Normalized Scanpath Saliency (NSS)




Si × Gi (4.13)
where Si is the overall saliency, N is the total number of pixels with a fixation
and Gi is the binary ground truth map.
To study the influence of top-down versus bottom-up visual saliency, Fig. 4.6
shows the behaviour of overall saliency when varying β in Eq. 4.1. Given that
both the ground truth and the top down predictions are rectangular boxes, AUC
and NSS are most relevant here, as location-based metrics [129].
1− β AUC CC KLdiv NSS
0 * 0.551 0.161 3.680 1.420
0 0.546 0.084 3.49 0.820
0.1 0.591 0.158 3.620 1.374
0.3 0.730 0.289 3.306 2.301
0.5 0.796 0.392 3.035 2.982
0.8 0.802 0.462 3.00 3.432
1.0 0.813 0.481 8.507 3.573
0  0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1  
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Figure 4.6: (Left) Table with key values for performance changes using some of the conven-
tional saliency metrics; AUC, CC, KLdiv and NSS, as presented in [129], while varying
the weight β of the top-down influence. (Right) The graph shows the behaviour for val-
ues of β ∈ {0, 1}. Given the nature of the ground truth (binary bounding boxes with
the top-down object locations), it its expected that a larger effect of the top-down informa-
tion, 1− β, will give a better result. However, for most metrics, the performance flattens
around β = 0.3 to β = 0.6, supporting that hypothesis that a good balance is obtained
giving equal weight to the bottom-up and top-down information.
A performance increase for these saliency metrics can be expected when the
top-down information has a larger weight than the bottom-up. However the AUC
reaches an almost steady level around β = 0.5. Of these four metrics, the KL-
divergence is the only one for dissimilarity, instead of similarity, meaning that a
lower value signifies a better prediction of saliency [129]. In this case, a key point
to remark is that the best performance is obtained with approximately a similar
influence for top-down and bottom-up information.
The value of how gamma (in Eq. 4.1) affects the overall saliency is illustrated
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in Fig. 4.7, using the NSS metric (Eq. 4.13), by making γ = [a, b, c, d, e], where
any of γ{a,...,d} = 1 when the corresponding label and γn = 0.5 for all the rest,
for example γ = [1, 0.5, 0.5, 0.5, 0.5] to give priority to the first label (person lying
down). Even when this effect is not drastic, it can help to prioritize information.
























0.5  Bottom-Up    +   0.5  Top-Down
0.5  Bottom-Up    +   0.5  Top-Down
Figure 4.7: The γ influencing factor allows to give priority to any of the top-down detec-
tion categories, to make it more likely for the fovea to stay centred on it, when it is required
by the task. In this case, γi = 1 for every of the plotted objects, and γi = 0.5 for the rest
of them. The effect of γ is determined by the difficulty and frequency in which each object
appears, but in most cases at least a slight increase is obtained, compared to treating all
categories equally (blue bars), here using the NSS metric.
4.4.2 Object detection and recognition
The most common method for detection-recognition evaluation is to obtain the






Used with an arbitrary threshold to determine if a predicted box can be con-
siderate positive. The mean Average Precision (mAP) is then calculated using the
metrics of the PASCAL VOC 2012 competition [130], with an IoU of at least 50%.
The performance of the instances where the objects are at least 30% into the foveal
region is measured.
As the network sizes are made smaller, fewer objects are considered. But those
that are can be taken with a higher confidence as true positives, while with a
conventional linear downsample performance is affected near linearly by network
Chapter 4. Top-down and bottom-up visual saliency with deep CNNs 55
size. Additionally, with smaller networks, the slowdown of adding the bottom-up
saliency and foveal transformation becomes more noticeable.
Fig. 4.8 gives some of the key mAP (unit-less) values while using the tiny-
YoloV3 network. And Fig. 4.9 does the equivalent while using the complete
YoloV3 model, together with their respective frame-rates. While the values vary
considerably depending on the network, or when only using the more difficult
subsection of the dataset, the behaviour is consistent, where the performance is
considerably more steady for the detections that appear in the fovea, as easily
seen in the right side graph of Fig. 4.9. A key result from Fig. 4.8 is that for
the foveal images (last row), the performance can even be seen to increase for the
objects in the fovea.
Network size 416× 416 256× 256 192× 192 160× 160 128× 128
Frame-rate 8.89 20.31 26.92 31.48 37.54
Normal 45.12 26.12 8.07 1.3 0.08
Foveal 38.88 49.15 44.18 46.76 46.48
Normal (S) 21.71 12.37 5.17 1.57 0.43
Foveal (S) 17.55 17.52 17.72 28.43 30.79
Figure 4.8: Key values for mean Average Precision performance (unit-less) using the
tiny-YoloV3 neural network. The second row exemplifies the frame-rate averaged by all
the test images on the Jetson Nano, going from 8.89, at a resolution of 416 × 416, to
37.54 frames/second at 128× 128 pixels. In the foveal images, performance can be seen to
maintain a steady level, although considering less objects as the scale decreases, only those
that are at least 30% present in the rows and columns selected for the foveal transformation.
The last two rows, marked by a (S), give the performance when only considering the
Stanford dataset images, which proved to be considerably more difficult, but where the
effect of the foveation remained.
When using the Faster-RCNN network (Fig. 4.10), only trained at full 416× 416
resolution, it is clear that it does not generalize as well for smaller resolutions
(marked by the steep performance decline in the normal downsample). The
foveated images show a behaviour similar to the one described in the previous
cases. This implementation also did not show a considerable speed-up, staying
around 1.1 frames/second on the Jetson Nano, due to the use of a Region Pro-
posal Network and an overall much larger number of FLOPs.
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Network size 416× 416 192× 192 160× 160 128× 128
Frames / second 1.44 4.57 5.11 6.69
Normal 72.56 21.3 20.65 10.31
Foveal 69.16 58.49 40.61 30.89
Normal (S) 35.51 15.78 12.25 5.53









































































Figure 4.9: Mean Average Precision (unit-less) using the YoloV3 neural network. The
second row shows averaged frame-rate for all the test images on the Jetson Nano devel-
opment board (running at high priority). The last two rows give the metrics when only
evaluating the Stanford drone dataset (same as the graph on the right), which proved to be
considerably more difficult. But both of them show a similar performance trend.
4.5 Discussion
This chapter has presented a novel visual saliency algorithm with foveated vision
that enables fast object detection and recognition using low power GPUs. It was
shown how downsampling an image, while keeping a small high-resolution re-
gion, allows to maintain confidence in the CNN predictions comparable to those
at higher resolutions, with the trade-off of performance on the low-resolution ar-
eas (the periphery), while still using the saliency information from said periphery.
The visual saliency system was demonstrated on two datasets: the Stanford drone
dataset and the collected UAV test set. The results showed the benefit of a visual
saliency algorithm in the applications domain of UAVs, where objects of interest
(persons, vehicles, animals, etc.) are often small and naturally different from the
rest of the scene (and hence more salient).



















































































































normal foveal Avg. Obj.
Figure 4.10: Mean Average Precision (unit-less) evaluation for only the images taken
from our drone, the performance is considerably better (as shown in these two graphs),
supporting the view that this section of the test images is easier to learn for the CNN, with
around 3 object appearances per frame. The right axis shows the average number of objects
taken into account for evaluation in each case, selected by being at least 30% in the fovea.
Since any robot would be presented with a video feed and not a single static
image, the next challenge is how to select the best subsequent region of interest
to direct the fovea, for which it is shown how conventional bottom-up saliency
methods, with feedback from previous predictions, can point in the right direction.
It is then required to account for a more versatile decision making for the fovea
location selection, based on current understanding of how this mechanism takes
place in the human brain. This scheme serves as a proof of concept on how to
bring together several state-of-the-art computer vision elements that have been
developed based on current understanding of the human visual system. Some
of these principles, such as saliency, have been established for a few decades.
Meanwhile others, e.g. Convolutional Neural Networks, have seen a very rapid
grow in the last few years.
Advantages of saliency and foveation are evident in animals that permanently
select what part of their field of view is most pertinent to focus on. For a robot
facing an akin dilemma, also limited by its capacity to compute the full scene in
high acuity, the implementation requires constraints and trade-offs that are less
straight forward to implement. This becomes even more relevant in UAVs, that
need to autonomously lift the weight and supply them with energy for the entire
operation time.
Chapter 5
Visual saliency with multiple
foveas
5.1 Introduction
One important debate about foveal implementation models and bio-inspired en-
gineering to a larger extent, is how to determine which compromises to make
in terms of biological fidelity. Different representations of foveation have been
proposed over the years. Log-polar being one of the most popular ones [29], by
transforming from coordinate system variables (x, y) to (ρ, θ);
ρ = log
√
(x− xo)2 + (y− yo)2 (5.1)
θ = atan2(y− yo, x− xo)
ρ is the logarithm of the distance from (x, y) to the center of the image (xo, yo),
and θ is the angle between the origin and the line that crosses them. Generally,
those representations that preserve Cartesian geometry, are more suitable for the
adaptation of methods designed for normally sampled images. In the present ap-
plication, transfer learning for object detection and localization methods play an
important role, given the amount of data available. As described by Traver and
Bernardino [29], other approaches generally aim at preserving linearity, flexibil-
ity of foveal position and size. Also, although less typically, multiple foveation
approaches have been studied for early applications like bandwidth compression
[131–133]. In this chapter, it is explored how this approach can be incorporated
into this implementation and its effect in performance, as well as exploring if
explicitly providing movement information channel to the object detection stage
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gives a clear advantage in keeping the foveation focused on the objects in which it
was trained.
Thus far, the foveation strategy has being set on following a logarithmic oper-
ation, with a behaviour similar to previous implementations and easily accessible
in any computer system. Most foveation methods are also similar in that they
attempt to show the foveation phenomenon in one eye. But for the information
flow presented, where foveation is followed by a conventional CNN object detec-
tion test, it is compelling to hypothesize that there is a benefit to having multiple
foveas in a single image, allowing to simultaneously pay attention to more than
one section of the image.
Dhavale and Itti [132] proposed an early model of foveation based on bottom-
up salient points and on multi-foveation, with the goal of video compression. In
their implementation, each foveation amounts to a separate foveated image. For n
of such foveations, the value of the pixel (x, y) of the final foveated image is;
S(x, y) = max
i∈[1,...,n]
(wiVi(x, y)) (5.2)
where Vi(x, y) is the pixel value in the ith foveated image with a Gaussian
pyramid, and wi is the saliency value. Oliveira et al. [134] propose the use of
multi-foveation for the reduction of information in 3D point clouds, with special
emphasis on the elimination of redundant points caused by the multiple foveas.
Lim et al. [135] studies multiple object foveation and tracking in the log-polar
space. Hunsberger et al. [136] applies multi-foveation using disparities from stereo





|dx,y − d∗x,y|, Csat
)
(5.3)
in pixel (x, y), with an estimated and ground truth disparities dx,y and d∗x,y
respectively, as well as a pixel error saturation weight Csat.
5.2 Methods
In this Chapter and the subsequent one, two additional deep neural networks
for objected detection are used; Single Shot Multibox Detector (SSD) [137] and
Mobilenet [138], given their relevance in the literature and their focus in computa-
tional lightness. These approaches are first briefly introduced in Subsections 5.2.1
and 5.2.2.
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5.2.1 Single Shot Multibox Detector
SSD [137] is a CNN object detection model that takes principles both from YoloV3
and Faster R-CNN. It has two stages; first with feature extraction maps, followed
by convolution filters for object detection. The former creates a set of bounding
boxes of fixed size and scores for object classes in those boxes (equivalent to the
anchor boxes in Faster R-CNN), and the last stage uses non-maximum suppression
(nms) to eliminate duplicate predictions of the same object, ranking by confidence
and Intersection over Union (IoU) score.
SSD uses as an overall loss function, the weighted sum of localization, Lloc, and
confidence, Lcon f , loss;




Lcon f (x, c) + αLloc(x, l, g)
)
(5.4)
N are the matched bounding boxes. Lcon f is the softmax loss over class con-
fidences, c. Given the ith box of the jth ground truth box in the P category, and
xpij = {1, 0} being and indicator of them matching:














The Lloc between the ground truth g and predicted box l, is calculated using a
similar formulation to the one presented by Girshick [139]:








i − ĝmj ) (5.6)
smoothL1(x) =
0.5x2 if |x| < 1|x| − 0.5 otherwise
Since it does not use a region proposal step, making it a single pass method,
similar to YoloV3, it is interesting to see how performance is affected in the detec-
tion of distorted objects both in the fovea and in the periphery.
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5.2.2 Mobilenet
Another appropriate CNN implementation approach on which to test the effect
of foveation is Mobilenet [138], since it is explicitly designed for fast performance.
It uses several implementation speed-up techniques, namely; the introduction of
depth-wise separable convolutions, as first presented by Sifre and Mallat [140] and
Hinton et al. [141], commonly referring to the method as Distillation, consisting of
using the training of a large CNN to aid the training of a smaller one.
In contrast to a conventional convolution layer, where a kernel slides across an
image (using a kernel with the same number of depth channels than the input) and
performing a weighted sum of them. A depth-wise separable convolution, illus-
trated in Fig. 5.1 (b), first performs the convolution of each channel independently,
creating an output with the same number of channels to the input, followed by
a sum of the layers (or a regular convolution with a 1x1 kernel), thus requiring a
smaller amount of weights for the network to learn.
(a) Conventional convolution layer (b) Depth-wise separable convolution
Figure 5.1: Illustration of the difference between conventional convolution implementation
and depth-wise separable convolutions. By splitting the kernel into two smaller ones, the
number of multiplications decreases. E.g. a 3× 3 kernel takes 9 multiplications, while
it can be represented by two smaller kernels with 3 multiplications each;









× [ 4 5 6 ]
The contrast between conventional convolutional layers and depth-wise sep-
arable convolution is also of special interest in this case to measure the effect of
adding a 4th channel for movement on how the information is filtered.
5.2.3 Multiple foveas
In Chapter 4 it was described how the foveation of a conventional image into a
smaller one can be done and saved into a Look-up-table (LUT) for quick consul-
tation, thus avoiding the need to do online computations to run the system. To
obtain an image foveated into more than one region, they are calculated in a loop
until reaching the required number of rows and columns of pixels. But once this
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estimation is done, it mainly translates into a larger LUT. At a first glance, there is
no computational limitation to the number of foveas that could be implemented
in an image. From the saliency estimation point of view it is easy to catalog and
sort any number of conspicuity areas, once an overall map is produced. Here it is
explored how the CNN performance is affected by placing several artificial foveas
in a single image.
A main hypothesis explored in this chapter is that it might be best suited to
lay out two foveas, constrained to the same vertical position (dictated by the first
most salient point), but with independent horizontal locations (based on the first
and second salient points). This serves a couple of goals; since a lot of modern
image formats have a wider ratio, close to 2:1, but most convolutional networks are
square. So with two horizontal regions to foveate on in the wide axis, the amount
of distortion in the periphery decreases, and more rapidly reaches the desired
square matrix shape. It is also closer configuration to the one of the human field
of view, due to the location of our eyes (which are vertically aligned). It is also
tested with two "foveas" without the horizontal axis constraint, as well as three
and four, to analyze their effect.
Adapting the previously presented foveation algorithm (Fig. 3.1), to loop over
the number of desired foveas, increases the number of selected pixels to create
the re-sampled image. A larger input image also signifies a larger LUT; e.g. with
the original frames at 848 × 480 pixels, calculating the bottom-up saliency at a
downsampled size of 120× 212 pixels (by a factor of 4), requires a LUT of 212Fov
rows of indexes (in the wider size), where Fov is the number of foveas. The total
of columns in the LUT is the desired final size of the image (separate LUTs are
created from 96× 96 to 416× 416, at intervals of 32 pixels, to match the CNN).
To get the indexes required to foveate in xFov, for one fovea it simply is needed
to check the row with that number in the width LUT; LUT[row] = xFov, and
the same applies for yFov in the height LUT. On the other hand, in the case of
two foveas it becomes LUT[row] = xFov1 ·width + xFov2, for three; LUT[row] =
xFov1 ·width2 + xFov2 ·width + xFov3, and so on for any number of foveations.
The fastest way to run the foveation implementation using this approach is
first loading the full LUT into Random-Access Memory (RAM), but given its ex-
ponential growth in size, it becomes a limitation beyond 3 foveas. For example,
the LUT for all the possible locations to foveate from 480 (height) pixels into 128 is
of 58.1 KB, and from 848 (width) pixels into 128 is of 105.2 KB. For two foveas, the
corresponding LUTs take up 7.5 MB and 23.2 MB, respectively, and for 3 foveas;
116.2 MB and 630.2 MB. While such sizes are still manageable and can be fully
loaded into the memory of a Nvidia Jetson Nano (with 4 GB of RAM), escalating
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to four foveas does become too big of a computational burden. Nevertheless, for
reference this last one is run on a personal computer with 20 GB of memory and a
Nvidia GeForce GTX 950M graphics card, exclusively using the tiny-YoloV3 object
detection model. One alternative is not to load the complete LUT into memory
at the start of the algorithm, but only the required elements on the run, or using
swap memory, at the cost of a higher computation time.
A foveation from a 848 × 480 frame into 288 × 288 pixels is exemplified in
Fig. 5.2, using from one to four "foveas" (subfigures from left-right and up-down
respectively). A similar example, now foveating to 160× 160 pixels is shown in
Fig. 5.3.
Figure 5.2: Example of using multiple foveas in a single image; an aerial frame with
resolution of 848 × 480 pixels is foveated into 288 × 288, based on their accumulated
saliency. There are 4 objects of interest present in the scene. From top to bottom, and left
to right; (a) With one fovea, one object of interest appears clearly in it, while a second one is
in the edge of the fovea. (b) Using two foveations, an instance of objects of interest is shown
clearly in each fovea, albeit their size is considerably smaller. (c) Three foveas exemplified
with an object of interest captured in each one. (d) Four foveas, each considerably smaller
than in the previous cases. In this example, the fourth foveas fails to locate the last of the
4 objects. The likely success of each of this configurations heavily depends on the size and
saliency of the objects of interest. If it is expected that in a configuration with 4 foveas,
the object of interest will fall mostly inside the fovea, having more foveas increases the
possibility of finding all the objects. In contrast, if it is not believed that the objects of
interest will have high saliency, a small foveal will most likely not be able to find them.
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Figure 5.3: Sample of multi-foveation, from one to four foveas (left to right and top to
bottom), down-scaling from 848× 480 to 160× 160 pixels. This example is similar to
Fig. 5.2, but with a much steeper downsizing and thus less successful object detection. In
this frame there are 3 objects of interest, in most cases here not placed in the fovea. Given
that the saliency module determines the fovea location, and that the top-down feedback
from previous frames feeds into it, an unsuccessful object detection might cascade into
deteriorating performance in subsequent ones, illustrating how using a single fovea might
be more productive than multiple.
5.2.4 Movement channel
A second strategy explored in this chapter is to give more prominence to the
movement information, which is not included in a lot of saliency models, since
most conventional approaches do not have a time element built into them [142].
From a simple visual inspection of the UAV data used in the previous chapter,
in the case where the UAV is not making very drastic movements or travelling,
movement can be expected to be a very good cue of the objects of interest for this
type of data, since the background is mostly static and the objects (or persons)
are travelling. If the UAV is travelling, it becomes more difficult to distinguish
movement from objects in the flow from change in the point of view from tue
UAV.
Some image formats support to have a fourth channel in addition to the con-
ventional Red-Green-Blue (RGB), most commonly used for transparency but car-
rying the same weight to the rest. In this section, the effect of embedding the
movement information in this channel is explored for the Convolutional Neural
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Network to learn. Thus it can be weighted in addition to being part of the saliency
estimation. The Tensorflow libraries where used in this Chapter [143], as well
as the Tensorflow Object Detection API [144] implementations of SSD [137], and
Mobilenet [138].
SSD [137] is interesting in the current context since it does not use feature
resampling stages for region proposal and pooling. It is a single shot detector,
similar to YoloV3. The implementation by Huang et al. [144] also provides the
advantage of being made to compare systems against each other, thus having SSD
[137] and SSD Mobilenet [138] in similar terms.
5.2.5 Training
In this instance, the network pre-trained in the COCO dataset [104] is also taken as
starting point, as provided by their respective authors [137, 138] and then re-train
in UAV data for this project. This is done using the Tensorflow Object Detection
API [144] for 400,000 steps, with a batch size of 24 and learning rate of 0.004, using
the rest of the parameters as defined in [138]; momentum of 0.9 and no learning
rate decay. For the 24,020 training images this means ∼ 400 epochs. As illustrated
in Fig. 5.4 for the training of Mobilenet in both RGB and RGB-Movement (RGB-M)
format, it reaches a relatively fixed state considerably sooner. For consistency, all
models are trained by the exact same number of steps. Due to time constraints
and access to equipment, Mobilenet in RGB format was trained at every other of
the 11 size variations that have been used in previous sections, ending up with;
416× 416, 352× 352, 288× 288, 224× 224, 160× 160 and 96× 96, and interpolating
the missing data points. Similar to previous chapters, the input images are set to
the same size as the network and re-training for every resolution.
5.3 Results
Figure 5.7 shows the mean Average Precision (mAP) performance for the four
different neural network models tested. Using a similar approach from Chapter 4,
the considered bounding boxes are those that are at least 30% in the pixel rows and
columns taken into the fovea to measure mAP. The remaining predictions (what
can be considered as peripheral detections) serve as feedback into the saliency
estimation for the frame in the next time step. The main observation from Fig.
5.7 is how the object detection performance remains being better when using a
single fovea, consistently across CNN models, and decreasing as the number of
foveas increases. Perhaps more counter intuitively, the average number of objects
that meet the 30% criteria also decreases, as seen in Fig. 5.8. The exception to this
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Figure 5.4: Re-training Mobilenet and Mobilenet (RGB-Movement) at different resolu-
tions, during 4× 105 training steps, equivalent to ∼ 400 epochs. All the implementations
where trained by this same number to maintain consistency. Smaller resolutions have a
loss value that fluctuates considerably more, which is consistent with out expectations.
(a) 192× 192 (b) 288× 288 (c) 384× 384
Figure 5.5: Sample frames with a 2 × 1 foveation configuration, downsizing an image
from 848× 480 pixels to 192× 192, 288× 288 and 384× 384 pixels respectively (from
left to right). In (b), the horizontal location of both foveas is near the center, causing an
effect similar to using a single fovea, this causes a smaller distortion than having two or
more foveas without the vertical matching constraint, as shown in Figs 5.2 and 5.3.
trend is the case of two foveas restricted to the same vertical position (labeled as
2× 1). It shows a very similar performance to the case of a single fovea, with a
slightly larger number of considered objects, this is also illustrated in summary
Table 5.1 for YoloV3 and SSD Inception. Fig. 5.5 exemplifies three foveated frame
into this configuration, resulting in images of 192× 192, 288× 288 and 384× 384
pixels, respectively. It can be observed that since the vertical position is fixated in
the prominent salient points, an object might or not appear in the second fovea,
but its shape is much less distorted than in the other multiple-fovea cases. There
is also the case where the two prominent salient point in the horizontal axis are
close together, giving a similar behavior of a single fovea (Fig. 5.5b).
In the case of training with 4-channel images (RGB-M), the general observa-
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Resolution mAP, YoloV3 mAP, SSD Inception
One fovea 2× 1 One fovea 2× 1
416× 416 22.55 22.53 21.17 20.97
384× 384 23.2 22.93 25.15 22.89
352× 352 21.32 21 23.66 22.16
320× 320 20.13 20.32 23.78 25.77
288× 288 20.95 18.95 21.22 20.34
256× 256 20.8 15.44 24.37 22.88
224× 224 16.56 13.42 24.62 22.14
192× 192 15 15.31 23.73 20.07
160× 160 17.26 12.93 22.32 19.46
128× 128 12.21 8.7 8.65 2.36
96× 96 4.47 5.61 12.05 8.79
Table 5.1: mAP performance (unit-less) comparison for one fovea and two foveas fixed with
a same horizontal position, for YoloV3 and SSD Inception, showing a relatively similar
behaviour in most cases.
tions from Section 4.5 still apply, with a slight increase in performance and a
smoother curve, plotted in Figure 5.6. Although it is debatable if substantially
enough to justify the increased number of computations, the correlation in mAP
between RGB and RGB-M is presented in Table 5.2 for the case of a single fovea.
For example, at 416× 416 resolution, the performance for SSD Inception is 21.17
mAP with RGB images, and 27.37 mAP with RGB-M images, while for smaller
resolutions; at 160× 160 the performances are 22.32 mAP and 25.82 mAP respec-
tively. Followed by a large drop in the performance curve for smaller resolutions
in both cases; to 8.65 and 13.11 mAP, at 128× 128 pixels respectively. Considering
that the advantage gained by the movement channel is highly dependant on how
fixed the background remains. In the case of an UAV, if it is not travelling, the
movement channel is much cleaner and useful. In the recorded test images there
is a combination of the drone both hovering and travelling.
5.4 Discussion
In this chapter, the overall goal was to explore two additional strategies to en-
hance object detection performance; introducing more than one fovea into the
image downsampling, and the use of a movement channel as part of the input
for object detection. In broad terms, the observed performance was in-line with a
conservative expectation of it.
Given the nature of the aerial images used, in the instances where there is





































































































































































Figure 5.6: mAP performance for SSD Inception and SSD Mobilenet after retraining
with RGB-Movement images. In this instances, the behaviour is very similar to the con-
ventional RGB images (Figures 5.7 and 5.8), but with a small overall mAP boost at in
most cases. The single fovea and 2× 1 configuration continue to provide the best overall
performance.
Resolution mAP, SSD Inception mAP, SSD Mobilenet
RGB RGB-M RGB RGB-M
416× 416 21.17 27.37 16.51 23.78
384× 384 25.15 30.61 - 18.62
352× 352 23.66 23.25 18.89 18.47
320× 320 23.78 23.15 - 17.87
288× 288 21.22 20.78 21.71 21.31
256× 256 24.37 26.44 - 17.63
224× 224 24.62 23.73 4.22 15.35
192× 192 23.73 22.58 - 12.01
160× 160 22.32 25.82 7.17 12.82
128× 128 8.65 13.11 - 3.37
96× 96 12.05 4.08 0.75 2.18
Table 5.2: mAP (unit-less) object detection performance using SSD Inception and SSD
Mobilenet with RGB and RGB-M formats, illustrating an overall precision increase with
the addition of an explicit movement information channel.
jects of interest has a different nature than the one from the camera. When the
UAV is hovering, the saliency of the moving objects is much easier to detect. Since
the saliency module already includes this estimation of movement, the question
becomes whether stating this information much more explicitly (as a 4th chan-
nel supplementary to the conventional red-green-blue) provides a benefit large


















































































































































































































Figure 5.7: Mean Average Precision (mAP, unit-less) performance for YoloV3, tiny-
YoloV3, SSD Inception and SSD Mobilenet on the aerial images test data (as described
in Section 4.3). Remarkably, for all four implementations there are very similar results
between using a single fovea and the 2× 1 configuration previously described (where two
foveas are constraint to the same vertical position). In the other cases, precision seems
to decrease as more foveas are introduced, given that they create a bigger distortion in
the periphery. Overall SSD Inception gives the most stable performance, while SSD Mo-
bilenet rapidly decreases in precision at smaller scales. Excluding this last one, a mAP at
160× 160 pixels is still comparable to the larger 416× 416 resolution.
enough to justify the increase in computations in the object detection module. It
was observed that while there is a mAP performance increase (more evidently in
the CNNs at resolution smaller than 256× 256), it might not be best suited for
computation in portable GPUs, since the overall goal has been to minimize the
number of convolutional operations required.
The use of multiple artificial foveas appears to be inherently a good fit for
aerial perspective test images, given that there are a few objects of interest, and
most of the background can be placed in the periphery. Even if the background is
not a solid color and is mostly irregular (like the meadow shown in the recorded
UAV images), the bottom-up saliency approach has been effective in categorizing
it. As reviewed from related literature, the introduction of more than one fovea
also presents some drawbacks. Here it also translates into a much larger Look-Up-
Tables and a distortion in the pixels that do not fall into any of the foveas. Another
promising strategy is to explore the time domain, in the form of decision making
for when to trigger an object detection stage. As had been described in the thesis
outline, this is undertaken in the next chapter based on a model of how decision



























































































































































































































Figure 5.8: Average number of objects that fall into the fovea in the test images, at least
by 30% as described earlier, for multiple foveas and object detection implementations. The
threshold is used to obtain the mAP performance in Fig. 5.7. It is evident that all the
CNN models used follow a very similar behaviour, where the single fovea and the 2× 1
configuration allow a larger number of objects, perhaps counter-intuitively, than using




































































Figure 5.9: Frame-rate performance for YoloV3, tiny-YoloV3, SSD Inception and SSD
Mobilenet, the latter two also with the additional input channel (RGB-M). This test was
performed on a Nvidia GeForce GTX1070, with 8GB of memory and 1920 CUDA cores.
The number of Floating Point Operations (FLOPs) are also shown in Fig. 5.10. Tiny-
YoloV3 and YoloV3 are respectively faster and slower than the implementations of SSD,
but also seem more sensible to down-scaling, a more relevant advantage in our focus. While
the overall number of FLOPs does not seem to drastically change with the introduction of
the movement channel (shown in Table 5.3 and Figure 5.10), the effect on frame-rate is
more noticeable.
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Resolution SSD Inception (giga-FLOPs) SSD Mobilenet (giga-FLOPs)
RGB RGB-M RGB RGB-M
416× 416 14.04 14.11 4.19 4.21
384× 384 11.94 12.01 3.55 3.57
352× 352 10.05 10.11 3.0 3.02
320× 320 8.29 8.34 2.47 2.48
288× 288 6.74 6.77 2.01 2.02
256× 256 5.31 5.34 1.58 1.59
224× 224 4.07 4.1 1.22 1.23
192× 192 2.99 3.0 0.888 0.894
160× 160 2.08 2.1 0.625 0.629
128× 128 1.33 1.33 0.394 0.397
96× 96 0.752 0.757 0.227 0.228
Table 5.3: Floating point operations (in billions) for SSD Inception and SSD Mobilenet.
Both implementations are significantly lighter than YoloV3, and Mobilenet is of a very
similar scale than tiny-YoloV3 (Table 4.1). Remarkably the use of a 4th input channel,
with RGB-Movement format, does not have a very large effect in terms of FLOPs, assisted
by the implementation of depth-wise separable convolutions. Although a it does cause a
drop in frame-rate, as seen in Fig. 5.10, which might also be affected by other factors such
































































Figure 5.10: Floating point operations (in billions) for input size resolutions from
416× 416 to 96× 96 for SSD Inception, SSD Mobilenet, tiny-YoloV3 and YoloV3. It il-
lustrates how the latter takes a much larger number of operations (with considerably more
convolutional layers), specially at larger resolutions. This can be observed as a steeper
change in the number of FLOPs as the resolution is decreased. There is also a remark-
ably similitude between the number of FLOPs between tiny-YoloV3 and SSD Mobilenet,
although empirically "Darknet" [110], the GPU framework into which YoloV3 is built,
seems to be lighter than Tensorflow [143], hence the faster frame-rate observed in Fig. 5.9.
Chapter 6
Visual saliency using bio-inspired
decision making for region
selection
6.1 Introduction
Recently, substantial deep neural network approaches have been proposed to per-
form visual saliency estimation [145, 146], however these methods are often end-
to-end rather than modular, modality being an important feature of the human
visual system that may add redundancy, robustness and flexibility. On the other
hand, visual saliency in robotics has been performed using the popular bottom-
up method of Itti et al. [1] for a few decades, but since these are bottom-up ap-
proaches, i.e. based on image movement, intensity or colour in independent im-
ages, not permitting the use of high-level attention mechanisms related to tasks
or goals. There is still a gap in designing a visual saliency system for robots that
incorporates both bottom-up and top-down information over time, making it ro-
bust for intrinsically salient objects (bottom-up), and adaptable to a given task
(top-down information). To address this gap, this chapter presents a bio-inspired
scheme based on a standard model of human visual saliency, extend primarily
by introducing a computational model of the basal ganglia, in order to make a
smoother behaviour over time and make it more robust to noise.
The simple additive fusion of top-down and bottom-up saliency, as described
by Kimura et al. [52], is less robust to noise because it uses only the present time-
step value of each saliency stream to perform the top-down and bottom-up infor-
mation merging (equivalent to winner-takes-all). This can cause the fovea to jitter
about the visual field in the presence of noise. In the human brain it is thought
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that the basal ganglia acts as a central device that accumulates saliency evidence
over time to take robust decisions [147]. Therefore, the robustness problem is ad-
dressed here by using a simple computational model of the basal ganglia [72, 73],
that has been shown to be related to the multi-hypothesis sequential probability
ratio test (MSPRT) for decision making [98], drawn in Fig. 6.1. The MSPRT is a
computationally lightweight model of basal ganglia decision making function, not
a detailed biophysical model such as in [94, 95, 148], but well suited to robotic
systems for its computational efficiency. The decision making algorithm uses ev-
idence accumulation of the saliency over time and threshold testing to decide
which region is most salient, meaning that the saliency decision making is based
on an accumulation of data and is therefore inherently more robust to noise.
Figure 6.1: Map between the basal ganglia and the cerebral cortex and sequential analysis:
(a) Cortico-Basal ganglia connectivity; (b) Representation of the decision making process.
Redrawn from [73, Fig. 2].
Akbas and Eckstein [32] presented a model matching the detection perfor-
mance on full resolution images with foveal ones in about five exploratory fixa-
tions. It is estimated that humans make around three eye movements every sec-
ond [32]. The duration and type of each movement varies significantly, the present
chapter aims to study the implementation of a decision making process for said
eye movements.
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Despite having a good understanding of the different type of eye movements,
there is no current agreement in the literature of what and how they are triggered,
neither of how saliency maps fit exactly in the human attention system. It is not
feasible for our eyes to track every immediate stimulus that is presented in the
human visual field. For our eyes and head to make coherent and smooth move-
ments, an evidence accumulation system has to be in place. When representing
eye movements from human data, studies use relatively simple stimulus [149], for
the viability of implementation.
An engineering implementation is taken here, testing how the MSPRT hypoth-
esis compares to human data in a contemporary database of eye tracking of users
viewing a series of omnidirectional videos. Testing this hypothesis serves a dou-
ble goal; having a large field of view that requires both head and eye movements
magnifies the need of changing the point of view and, from a robotics perspec-
tive, addressing the challenge of omnidirectional camera analysis in lightweight
embedded systems.
The visual system presented is tested and evaluated here on two types of cam-
era: aerial point of view images (as in Section 4.3) and omnidirectional. For the
latter, using an equirectangular projection dataset that includes human eye fixa-
tions (location and duration) [150]. These type of videos are typically preserved
in an equirectangular projection covering the horizontal field of view of 360◦ and
of 180◦ vertically. It would be computationally infeasible to process the entire pro-
jection in a CNN, and selecting a sub-region from the field of view to transform
to rectilinear coordinates is far from a trivial question. The use of deep neural net-
works represents a large computational bottleneck for robotic systems, the visual
saliency present here is adapted efficiently tackle this problem, with an approach
where regions of the omnidirectional image are only processed by the CNN once
enough saliency evidence is accumulated by the MSPRT algorithm for a given
region.
6.2 Methods
Given the large number of models that are present in the literature aiming to
establish a functional scheme of the brain and visual processing, it is difficult
to present an unanimous agreement of its connectivity. One prominent theory,
often referred to as the "two-streams hypothesis" [67], is that the brain has two
distinct processing pathways; the dorsal and ventral streams. The former focuses
on where objects are located in space and in action planning [68], often called
"where" stream. The latter stream is associated with object categorization, also
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known as the "what" stream. The streams work for both visual and auditory
information. Fig. 6.2 presents a diagram of the analogy between the current
model and the connectivity of regions in the macaque brain and their functionality,


































Figure 6.2: Full scheme of evidence accumulation and information flow.
The complete model of visual attention has the following components; each
frame from the camera is processed by a bottom-up pathway to extract low-level
features such as orientations, colour and intensity, as well as movement, emulating
low-level processing in the thalamus and visual cortex. The image undergoes a
foveated transform that is processed in a top-down pathway by a CNN object
detection and recognition system, emulating the "where" and "what" high-level
processing in the ventral and dorsal pathways of the brain. Thus, task relevant
information is embedded in terms of the discrete label categories that the CNN
is trained to detect. The resulting saliency maps of the top-down and bottom-up
pathways are additively fused using a weighted average. The resulting saliency
of each image region is transmitted to the MSPRT algorithm to select the most
salient region, emulating basal ganglia function. The selected region modifies a
final sensorimotor map, emulating the sensorimotor map in superior colliculus
that directs gaze. The peak in the sensorimotor map defines the direction of the
fovea. A fast pathway interrupt is also included, which links low-level image
processing movement detection to the final sensorimotor map.
6.2.1 Bottom-up saliency
The same bottom-up saliency model Frintrop et al. [116] described in previous






(CO + CI + CRG + CBY) (6.1)
Several approaches have been proposed to adapt saliency implementations to
omnidirectional cameras; most of these are inherently computationally heavy, e.g.
by (i) using deep convolutional neural networks [151, 152], (ii) making several
rectilinear projections from the image, obtaining their saliency and fusing them
back to an equirectangular one [153], or (iii) calculating several complementary
approaches and then aggregating them into a global saliency [154]. It is opted
here to use, for the omnidirectional frames, the same bottom-up saliency method
based on the computational model presented in [116], i.e. Vocus2, by making the
adaptation from having a prior, or bias (λ), towards the equator instead of the
central point, as illustrated in Fig. 6.3, along which the vast majority of human
fixations fall [155]. Using Vocus2 [116], the bias is defined at λeq = 5× 10−5. The
rest of the major parameters are set to: σcenter = 1, σsurround = 2, four stop layers
and the use of the arithmetic mean for feature and conspicuity fusion, which leads
to lightweight bottom-up saliency for the omnidirectional camera.
For full equirectangular image representations, bottom-up saliency fits into
this approach by first making a global bottom-up estimation using a normally
downscaled frame. This greatly speeds up the process (using a downscale ratio of
5:1, to bring the frame to Wide-VGA resolution).
6.2.2 Movement saliency
Movement is obtained using a computationally lightweight method, simply as the
Pythagorean distance between the current frame fn and the previous one fn−1,








max(∆R)2 + max(∆G)2 + max(∆B)2
(6.2)
where ∆R = fR,n − fR,n−1 is the difference in the red channel between frames
at time-steps n and n − 1 (and similarly for the blue and green channels), and
max(∆R), max(∆G), max(∆B) is the maximum color difference in red, green and
blue channels respectively, so typically max(∆) = 255.
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Figure 6.3: Example of an equirectangular frame and its saliency estimation using the
Vocus2 system [116]. From top to bottom and left to right; (a) Sample frame, (b) Saliency
without central or equatorial bias (λ = 0), (c), with a central bias λcr = 5× 10−4 (d),
with a central bias λcr = 5× 10−5 (e) with an equatorial bias λeq = 5× 10−4, and (f)
with an equatorial bias λeq = 5× 10−5. Qualitatively, the last one was chosen as the best
fit for the stimulus present in the used dataset.
6.2.3 Object detection
Two popular state-of-the-art single pass detector implementations are used in the
object detection-recognition stage; YoloV3 [105] and SSD Inception [137]. The
former is designed with successive, repeating blocks, where each block is com-
posed of a 1× 1 convolutional layer, followed by a 3× 3 convolutional layer, and
a residual layer. Blocks are repeated numerous times with occasional shortcut
connections, followed by average pooling then a fully connected layer with soft-
max output. YoloV3 uses dimension clusters as anchor boxes to predict the object
bounding boxes along with the class label [105]. The system outputs 4 coordinates
to define each bounding box: the centre coordinates of the box (x, y), the width,
w, and height, h. The loss function for each of these bounding box regression vari-
ables is defined as the sum-of-squared error. The class label prediction is done for
the objects contained in each bounding box using multilabel classification, which
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is trained using a binary cross-entropy loss function.
For the drone dataset, the model is retrained for resolutions from 96× 96 to
416× 416 pixels. The drone frames are also injected with artificial noise (Eq. 6.9)
to test its resilience to it, evaluated as mean Average Precision (mAP). For omni-
directional frames, tiny-YoloV3 [105] is used as provided by the original author,
trained on 80 categories from the COCO dataset [104]. Such categories are fairly
generic, it is expected that for the 19 videos of omnidirectional video dataset [150],
the most common occurrence is of "person", also true in the COCO data. The for-
mer does not provide ground truth object categorisation, but visual inspection and
consistency are used as part of the analysis in Section 6.5.
Ideally mask bounding boxes could be used to have more rigorous feedback,
based on works like [156], but the computational cost increase is deemed too high
to outweigh the benefits, effectively prohibiting the system to be run on a Nvidia
Jetson Nano.
Overall top-down saliency influence ST is defined as the sum of all detections
from the current frame fn plus detections from previous ones curtailed by a factor
























where mn is the number of bounding boxes found on frame n, and Rk=[1→mn] are
all the bounding boxes for that corresponding frame.
6.2.4 Target selection using evidence accumulation with MSPRT
The fused saliency map SF is calculated as the weighted average of the movement
saliency map SM, bottom-up map SB and top-down map ST,
SF = αSB + βSM + γST (6.4)
where α, β and γ are weights that can be tuned to adjust the influence of each
saliency map, so that α + β + γ = 1. Here their values are set as α = β = 0.4 and
γ = 0.2, empirically finding them to give a coherent behaviour. The top-down
weight γ is tuned to be smaller than the other weights because the top-down
influence consists of filled rectangular bounding boxes for every object detected
with confidence ≥ 0.5, thus the bounding box tends to be larger than the actual
detected object, necessitating a reduction in the weight.
As previously described, a MSPRT decision making model of the basal ganglia
[72] is used to perform region selection in the fused saliency map SF. The MSPRT
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algorithm is adapted to take discrete channels of salience as input and accumulate
evidence for each channel until a threshold is reached and a decision is made (note
that the algorithm derived in [72] is only strictly an MSPRT if certain conditions are
met, such as that the inputs follow a Gaussian distribution, although, relaxation
of these assumptions have been considered elsewhere [73]).
To implement the MSPRT algorithm, a small number of discrete input channels
is required, but the fused saliency map, SF, consists of many contiguous pixels of
the same size as the input image. Therefore, a small number, nc, of candidate
regions in SF is used as the discrete input channels. It would be possible to use
fixed, static regions by dividing the image into e.g. a 3× 3 grid (nc = 9), or dy-
namic regions where the most salient regions at the current time-step are chosen.
It uses the dynamic region approach for the standard camera, where the nc most
salient regions are chosen at each time-step. For the omnidirectional camera, fixed
regions are used corresponding to locations from an equirectangular projection
described in subsection 6.2.6. For both camera types, a binary mask M is used to
extract the region of interest, which is illustrated in Fig. 6.4 for the omnidirectional
camera.
Figure 6.4: Sample of region masks Mi; (from left to right) (a) Sample frame, (b) mask
M0 for region centred at [λ, φ], (c) mask M1 for region [λ − 0.3, φ], (d) mask M2 for
[λ + 0.3, φ], (e) mask M3 for region [λ, φ− 0.4], (f) mask M4 for region [λ, φ + 0.4]. The
borders of the Mi masks are pre-saved on a lookup table (LUT) for all possible locations
with a 0.01 resolution for λ and φ.
To implement the MSPRT for region selection, the fused saliency map, SF, is
divided into nc discrete regions corresponding to the number of input channels,
and a channel i is selected (disinhibited in the context of the basal ganglia) if the
output Oi, from accumulated evidence in channel i, crosses a fixed threshold Θ;








for i = 1, . . . , nc (6.5)
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si(t) for i = 1, . . . , nc (6.6)
where Yi(T) is the accumulated evidence in channel i, between frames [t0, T]
and si is a scalar value of saliency obtained from summing over a region S′F,i,
which is the i-th region of SF extracted using a binary mask Mi.
t0 = T − 25 is taken so that Yi(T) takes as evidence the stimuli present in the
last ∼ 1 second (assuming a frame-rate of 25 - 30 FPS). Note that the threshold Θ
is a hyperparameter that must be tuned to give effective performance, typically in
a speed-accuracy sense (i.e. faster decisions with less accuracy or slower decisions
with more accuracy).
In order to incorporate an inhibition of return (IOR) influence, which partially
impairs a winning region once it crosses the threshold Θ, an influencing factor Ωi






where Ωi = 1 for a channel that has not been selected and Ωi = 0.5 for a channel
that has just been selected, returning linearly over time to Ωi = 1 (over an interval
of 10 time-steps here, enough to ensure that the algorithm does not become stuck
in a single channel, while not completely blocking it). An illustrative scheme of
the full information flow in conventional images is presented in Fig. 6.5.
6.2.5 Foveation
Once channel i has crossed the threshold and is deemed to contain enough salient
information, Yi(n) is transformed into the rectilinear projection Yi(n) ⇔ Ŷi(n),
following [157]. Subsequently, the top salient location of that region is taken as
the central point to foveate;
f0[λ, φ] = max(Soverall) ∈ Ŷi(n) (6.8)
The foveation process described in the previous chapter is thus followed, mak-
ing Ŷi(n)⇒ F(n), as illustrated in Fig. 6.6. The foveated frame F(n) is then passed
through the CNN, providing the Rk bounding box detections described in Eqn. 6.3
as feedback for frame n + 1.
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Figure 6.5: Full MSPRT example for conventional images
6.2.6 Equirectangular field of view
Transforming from an equirectangular to rectilinear projection (where straight
lines are displayed undistorted), and then performing object detection, is a com-
putationally heavy operation. But even if the former can be considered simply
an implementation requirement, the latter (or the combination of both) presents
the biggest bottleneck, in a comparable sense in which the human eye can only
target the fovea, thus identify objects with certainty in a very small region. There
is also an equivalence in how the eye and head movement can not be guided by
the immediate prominent stimulus in every instant, given movement constraints,
both for a human and for a mobile robot.
Functionally, projecting from an equirectangular representation to a rectilinear
one is restricted to a section of about 0.3 of the equirectangular frame along the
equator. Since 1.0 of the figure is the full 360◦, a region of 114◦ represents; 114÷
360 = 0.3166. With help of the Mutha [157] Toolbox, a sub-region of this size
of the 4K equirectangular frame is transformed to a frame in the range of Wide-
VGA resolution (768× 384 pixels). Although for certain applications, this image
size might be enough to run through object detection, depending on the GPU
capability, here is taken a step further and foveated in the most promising region of
interest, enabling the system to run on low power GPUs, which is here exemplified
using the tiny-YoloV3 [105] at 224× 224 input resolution.
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Figure 6.6: (a) Equirectangular sample frame (at 3840× 1920 resolution), (b) masked
region of interest by the MSPRT, (c) rectilinear projection of the area of interest (at 768×
384 resolution), a small dot in the chair near the centre indicates it to be the most salient
point of that region. (d) Selected rows and columns, following the method detailed in [152],
to foveate the image. (e) Foveated frame at 256× 256 resolution, with the bounding box of
the tiny-YoloV3 [105] prediction, run at the same resolution.
The information flow described in the previous paragraph also helps to sustain
the analogy to the human vision system, which is continually faced with the same
dilemma. The average human field of view has an approx. 210◦ forward-facing
horizontal range, and a 150◦ vertical one [158]. Although the high acuity region,
known as fovea centralis, is concentrated in a region of about 5◦, and the foveola
in 1◦, with the highest visual acuity. Hence, humans constantly choose from an
unbounded, often unstructured environment, the region to fit into our field of
view (by body/head movements) and subsequently, fixate our fovea into small
targets (by eye movements), leaving the majority of the region in our peripheral
vision.
Following this train of thought, three consecutive 114◦ regions along the lati-
tude would cover most of the 360◦ field of view, depending on where the central
point is located. Equivalently three 57◦ (conserving the 2:1 image ratio) regions
cover most of the 180◦ longitude field of view. As exemplified in Fig. 6.7, with
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[λ0, φ0] = [0.5, 0.5] (i.e. the centre of the frame) the area that can be easily trans-
formed to a rectilinear representation is delimited by the yellow border.
Figure 6.7: (Top) Example of an equirectangular frame, at 3840× 1920 pixel resolution.
(Bottom, from left to right), (a) Rectilinear projection centred in [λ (horizontal coordi-
nate system), φ (vertical coordinate system)] = [0.5, 0.5], with a resolution of 768× 384
pixels, and representing about 114◦ in latitude, as illustrated by the yellow borders in the
equirectangular frame (b) Projection centred at [0.2, 0.5], green region in the equirectan-
gular frame (c) Region centred in [0.8, 0.5] and illustrated by the red border (d) Centred
in [0.5, 0.1] and bordered in blue (e) Centred in [0.5, 0.9] and bordered in purple.
Moving the focus point to [λ0 − 0.3, φ0] and [λ0 + 0.3, φ0] would produce the
regions delimited by green and red borders, respectively. A similar process can be
done to transform the blue and purple bordered regions by centring in [λ0, φ0 −
0.4] and [λ0, φ0 + 0.4] accordingly. This is a coarse rule where, due to the equirect-
angular distortion, a different amount of overlap is caused depending on where
the central point is, as shown in Fig. 6.8. Even with this overlap, most of the
scene is covered by the five regions, particularly along the equator, where the vast
majority of fixation will fall [150].
By bordering the omnidirectional scene in such a way, it can be approached
with a divide-and-conquer outlook. By first exploring the saliency of the full
scene (a computationally lighter process), and transforming to rectilinear only
the subsection and once enough saliency has been accumulated for it. Similar to
previous chapters, the bottom-up saliency estimation is here performed using the
Frintrop et al. [116] saliency model.
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Figure 6.8: Equirectangular frame with the central location (yellow region) at (a) [λ, φ] =
[0.1, 0.55] (b) [λ, φ] = [0.6, 0.45] (c) [λ, φ] = [0.3, 0.7]. The subsequent regions (left,
right, up and down, relatively to the central one) are fixed at [λ − 0.3, φ], [λ + 0.3, φ],
[λ, φ− 0.4], [λ, φ + 0.4] respectively.
Following the same rationale from previous chapters, given the pyramidal
structure of the saliency model, bottom-up saliency is computed in a normally
downscaled frame, by a magnitude of five to bring the 4K omnidirectional frame
to Wide-VGA resolution). By using the image borders previously described, five
regions are used as channels for evidence accumulation; the central one (where the
current fixation is positioned), left, right, up and down. A full sample diagram of
the information flow in omnidirectional images is shown in Fig. 6.9.
6.3 Experimental Data
6.3.1 Standard camera: drone dataset
The aerial image dataset as described in Section 4.3 was also used here. For
training the tiny-YoloV3 and SSD CNNs in object detection and recognition, 4804
frames where manually labeled, from 4 different scenes, and extended to 24,020
using the Imgaug image augmentation library [124], with transformations includ-
ing Gaussian blur and noise, contrast normalization, rotation and flipping.
To test the effectiveness of the MSPRT algorithm in making the visual saliency
more robust, synthetic noise is added to the images. Gaussian noise p(n(x,y)) was
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Figure 6.9: Full MSPRT example for omnidirectional images
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so that a new frame F(n(x,y)) is defined by F(n(x,y)) = F0 + p(n(x,y)) ∗ F0.
The task-specific goal of finding a person lying down was introduced into the




n(x,y) = εL if ∈ Bounding box of detection,
n(x,y) = 0 if 6∈ Bounding box.
(6.10)
where εL in an task-specific influencing factor for object category L, to allow pri-
oritizing depending on the task.
In the UAV data, note that a person walking would likely be more salient than
a person lying down due to the motion dominating the saliency computation. The
use of this task-specific biasing enables the robot to focus on the more relevant
region of the scene, this effect is illustrated in Fig 6.11.
(a) Sample frame from the drone dataset, with two instances of "person
lying down", in blue bounding boxes, and two instances of "person
standing up", in red bounding boxes, with added artificial noise as
described in Eq. 6.9
(b) Foveal image and
top-down gained infor-
mation added to the over-
all saliency
Figure 6.10: Sample frame and object detection performed on its foveated representation.
6.3.2 Omnidirectional camera: Eye movements for 360◦ videos
The David et al. [150] Omnidirectional dataset that was used consists of 19 videos,
each of 20 seconds in equirectangular format. With frame rates between 24 -
30 FPS, observed by an average of 49.63 participants (median = 50), it amounts
to over half a million fixated-on frames. With this data, the aim is to get an
overall behaviour comparison between human fixations and the proposed visual
saliency system, whilst also demonstrating how the regions of interest selected by
the system (and foveated on) proffer a good strategy to select visual information
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(a) Example of 4 consecutive frames foveated on. The original frames are of the same sequence than
Fig. 6.10 (a). Since movement is almost exclusive in this case to the "person standing up" label,
with εL = 1 for all labels, this instance ends up winning the foveation in most cases.
(b) Overall saliency SF for the same frames, now with ε1 = 0.3 for "person standing up" and
ε2 = 1, for "person lying down", thus actively giving greater importance to the latter.
(c) Foveation caused by the effect of prioritizing the ε2 channel, resulting on it winning the
foveation in most cases.
Figure 6.11: Sequence of frames foveated on, exemplifying the effect of switching from
treating all top-down information equally (top sub-figure), to giving task oriented prece-
dence to the label "person lying down", ε2 = 1 and ε2 = 0.3 to the rest of the label
categories, illustrating the task of a search and rescue operation (bottom sub-figure).
to run through a light-weight CNN object detection system, without it requiring
any special modification or retraining.
As a point of interest, the distribution of the duration of fixations (in terms of
frames) is compared between the dataset of human fixations and those produced
by the MSPRT system. To ensure that both systems are looking at similar data
(since neither a human observer nor the present system look at the whole 360◦ at
a time), the fixation point [λ, φ] from the observers in the dataset is followed, also
deriving the rest of the I channels from it. The MSPRT threshold cross Oi(n) < Θ,
triggers a new foveal transformation and CNN detection feedback.
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6.4 Evaluation methods
6.4.1 Object detection and recognition
One main point to test is the hypothesis that the MSPRT evidence accumulation
system provides stability to foveation selection. A simple assessment is to compare
the effectiveness of object detection (in terms of mean Average Precision, mAP) if
it is performed at every frame or only when the evidence accumulation threshold
is passed. Furthermore, it is expected that by inserting noise to hinder precision,
the effect is even more evident. A significant level of noise is expected to debili-
tate saliency estimation, and thus the location of the fovea, switching its position
erratically between every frame.
As described in previous sections, the first step is to calculate the Intersection




and then use it as a threshold to determine if a predicted box can be consid-
erate positive. The mean Average Precision (mAP) is then calculated using the
metrics of the PASCAL VOC 2012 competition [130], with an IoU of at least 50%.
Performance is measured of the instances where the objects are at least 30% into
the foveal region, as used in the previous chapter, an empirically found threshold
that provides a good valance between good performance and accepting as many
objects as possible.
Fig. 6.10 (a) shows a frame with artificial noise as described in Eq. 6.9. While
Fig. 6.10 (b) illustrates a basic example of evidence accumulation; the top salient
points are tracked as input into the MSPRT. When one of them crosses the thresh-
old, an object detection is triggered. The detected bounding boxes of detections
are then used as feedback into the overall saliency.
6.4.2 Duration of fixations
The Kolmogorov-Smirnov Chi-Square K-S and Chi-Square χ2 are two goodness-of-
fit test values (for statistical hypothesis testing), that are commonly used to analyse
visual saliency algorithms. Given the histograms of duration of fixations, for the
ground truth and the presented implementation, H1 represents the distribution of
duration of human fixations, and H2 represents the duration of MSPRT fixation,
both with a bin-width equal to 1, and considering m = 45 bins. Then the K-S and
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In this section the goal is to evaluate the visual saliency system using a standard
camera on a drone performing a search-and-rescue type task, with a main interest
on omnidirectional camera focusing on comparing to human visual saliency. Note
that the drone dataset is well suited to evaluate factors like biasing of top-down
saliency in searching for potentially injured people, whilst the omnidirectional
data is well suited to comparing with human visual saliency because it includes
data on human fixations.
6.5.1 Object detection and classification performance using the aerial
images
Fig. 6.12 shows the MSPRT curve for the five top salient locations. The value of
their saliency is accumulated over the last second, in this example at the top five lo-
cations from the saliency frame (right side figure). Fig. 6.13 plots the mAP perfor-
mance across neural network resolutions and foveated image size from 416× 416
to 160× 160 pixels using the YoloV3 (left side figure) and SSD models (right fig-
ure), showing a moderate performance increase. However, more interestingly,
allowing a considerable jump in frame rate, by bypassing the frames that do not
show a significant change. This also serves the purpose of giving better resilience
to noise, as defined in Eq. 6.9, especially true at smaller resolutions. The jump in
frame rate can be observed as the difference between the dotted lines in the two
bottom plots of Fig. 6.13, while the change in resilience to noise gives the better
performance in the bottom two plots, in contrast to the top two plots, in the same
Fig. 6.13.
Object detection performance is also empirically shown on the omnidirectional
dataset, showing a big advantage to foveating over different segments of the frame,
in contrast to trying to perform detection on the full frame. Fig. 6.14 illustrates
how for YoloV3 and tiny-YoloV3 at lower resolutions, the system fails to make
detections, partially because of the omnidirectional distortion (although most ob-
jects are near the equator, where the distortion is less) and partially because the
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(a) MSPRT graph example (unit-less, from Eq. 6.5). (b) Top salient locations.
Figure 6.12: Sample of downwards threshold crossing from the MSPRT for the top salient
locations (shown in the right side figure). When the evidence of a salient point passes the
threshold, the evidence of all of them is reset. It can be seen that in this case, the current
aggregation has been active for the last 16 frames, until the purple channel is foveated on
(after downward crossing the light green dashed line, representing the fixed threshold.
wide angle representation ends up making most objects too small to be found
by a lightweight object detector. One important point to note is that by varying
the location of the fovea, different but complementary detections are obtained, in
contrast to performing detection at every frame at a high resolution, where an
undetected object will remain so, even if the algorithm is run several times.
6.5.2 Comparison to human fixation on omnidirectional videos
In this section it is tested how the system compares to human fixation behaviour,
an interest more in line with saliency map modeling. A simple first test is to
study the histograms of the duration of fixations, using the human recorded data
provided for the omnidirectional dataset [150]. Fig. 6.15 shows an histogram of
the distribution of duration for the first five videos of the dataset. Tables 6.1 and
6.2 compile the Kolmogorov-Smirnov (K-S) and Chi-Square (χ2) goodness-of-fit test
values, two commonly used measures of statistical hypothesis testing. Here for
the two histograms; H1 for the distribution of duration on human fixations, and
H2 for the duration of MSPRT fixation, both with a bind-width equal to 1, and
considering m = 45 bins.
With total average values of K-S = 0.269 and χ2 = 0.284, illustrating the sim-
ilarity for most videos between both histograms, noting that if H1 = H2, then
K-S = χ2 = 0. Evidently the proximity between the histograms can be brought
closer for each video, by parameter tuning, if it were the sole goal.
Another relevant aspect to evaluate is how often top salient locations are
fixated-on, both in contrast to human fixations and to a simple Winner-Takes-
All (WTA) rule. Fig. 6.17 illustrates how the WTA fixates on a small number of
prominent locations (the larger the circle is drawn represents the number of times
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(a) YoloV3 model performance.
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With artificial noise added
FPS (every frame)  FPS (MSPRT threshold)
(b) SSD performance.
Figure 6.13: Mean Average Precision (unit-less) performance for both YoloV3 and SSD
for decreasing network sizes. The bottom half of the image shows the performance for
images with artificial added noise, showing better resilience using the basal ganglia model,
as well as the gain in frame rate due to the selection of the frames in which to perform
object detection.
Table 6.1: Kolmogorov-Smirnov (K-S) and Chi-Square (χ2) goodness-of-fit tests for stim-
ulus videos 1 to 10.
Video 1 2 3 4 5 6 7 8 9 10
K-S 0.149 0.306 0.254 0.280 0.128 0.463 0.457 0.252 0.224 0.141
χ2 0.113 0.342 0.298 0.275 0.086 0.563 0.556 0.243 0.159 0.185
that the location is fixated-on), while the human data and the MSPRT and more
broadly distributed. Fig. 6.16 supplements this premise by plotting how many
times each of the top 20 locations is fixated-on, for all the 19 videos. The number
of appearances is shown in a logarithmic scale. One noticeable aspect of it is how,
for the eye fixations, there is not a prominent location that vastly dominates the
rest. The prominent fixations for the MSPRT are in a similar range than those
of the eye fixations from the dataset. While in the WTA, a few pixels are always
considered most salient.
A final interesting point to evaluate is the eye distance travelled for the human
Table 6.2: Kolmogorov-Smirnov (K-S) and Chi-Square (χ2) goodness-of-fit tests for stim-
ulus videos 11 to 19.
Video 11 12 13 14 15 16 17 18 19
K-S 0.219 0.324 0.174 0.255 0.059 0.250 0.496 0.365 0.313









































































Figure 6.14: Detections by different CNN implementations in the foveated and original
equirectangular frame, using 8_Sofa.mp4 stimuli video the as input. (From left to right);
(a) Detections on foveated frames, mapped back to their equirectangular location, using
the tiny-YoloV3 network at 256× 256 resolution, (b) Repeating the detection on foveated
frames at the same resolution, following the observation position of all participants in the
omnidirectional dataset (c) No detections were possible when tested on every equirectan-
gular frame using tiny-YoloV3 at 416× 416 resolution (d) Detections using YoloV3 at
416× 416 on omnidirectional frames (e) Detections using YoloV3 at 608× 608 on omni-
directional frames (f) Graph of the main detected objects on the foveated frames.
recordings in contrast to the current model of decision making. Higher eye dis-
tance travelled implies more sensitivity to image noise. Fig. 6.18 (a) illustrates the
travelled distances between frames for 5 participants, and the MSPRT and winner-
takes-all (WTA) equivalent following the same central fixation. The behaviour is
similar for most observers, albeit difficult to plot for all observers in all the input
videos. However Fig. 6.18 (b) gives the distance accumulation for all observers
in each video. In an omnidirectional image, π is the farther distance that can
be travelled in a given frame, marking a striking contrast between the required
movements for a frame by frame WTA and the delay in decision making between
human participants and the MSPRT, which is coherent with the times of eye/head
movements of a human participant and the physical limitations for robot move-
ments. These results confirm to a certain extent that the MSPRT algorithm reduces
the sensitivity of the visual saliency system to noise compared with a WTA system.
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Figure 6.15: Histogram of duration of the fixations in the first five videos of the David
et al. [150] dataset. For each video, the horizontal axis represents the number of frames
that the fixation lasts, and the vertical axis its probability.
6.6 Discussion
This chapter has presented a novel robust visual saliency system for mobile robots,
to select a region of interest in the visual scene, which fuses top-down and bottom-
up saliency, and performs region selection using a bioinspired evidence accumu-
lation algorithm related to basal ganglia decision making. The key components of
the system are: top-down saliency using a foveated image transform with CNNs
for fast object detection and recognition (the where and what), which is combined
with biasing by task relevant information; bottom-up saliency using standard low-
level image processing from intensity, colour and orientation maps; movement
saliency combined with a fast path interrupt to by-pass the evidence accumula-
tion algorithm and rapidly direct attention towards potential hazards. The results
demonstrate that the visual saliency system works effectively to select regions of
attention; which in turn speeds up object detection; and that the system emu-
lates human visual saliency more closely than schemes that use a winner-take-all
decision making rule; also providing more robustness to noise.
94 6.6. Discussion




Eye movements MSPRT Winner takes all
Figure 6.16: Number of times in which each of the top 20 winning salient locations are
fixated, for each method; human eye movements ground truth, MSPRT and a Winner takes
all rule for every frame.
























Eye movements MSPRT Winner takes all
















Figure 6.17: Representation of the top 20 fixations for the first five stimulus videos. The
size of the circle represents how many times each location appears, with a [λ, φ] precision
of [0.01, 0.01]. The eye fixations from the dataset (illustrated in red) are not too often
dominated by a single location, behaviour which is much more closely imitated by an
evidence accumulation system, like the presented MSPRT, than by a WTA rule in every
frame.
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Figure 6.18: Example of travelled distance, from frame to frame, for the first 5 participants
in the 8_Sofa.mp4 stimuli video. Every dashed black line represents a new observer. This
video is processed at 24 FPS (thus the total of 480 frames). The eye fixations from human
dataset show a significantly smaller number of "distant" eye trips. The MSPRT lets
evidence be accumulated before changing the fixation, while a WTA makes relatively distant








































































Eye movements MSPRT Winner takes all
Figure 6.19: Comparison of cumulative travelled distance between eye fixations ground
truth data, MSPRT and Winner-takes-all, showing a much grater travelled distance in the
case of Winner-takes-all, since the switching is done in every time-step.
Chapter 7
Conclusions and future work
7.1 Conclusions
The work presented in this thesis aimed at testing the computational benefit and
feasibility of a series of principles based on current understating of the human
visual system. We took foveation as starting point, a well studied human vision
system, which has been one of the most thoroughly studied in the literature of
both physiological principles and computational interpretations, inspired by the
rapidly advancing area of object detection and classification via deep neural net-
works, that have opened an increased need for information prioritization.
One of the broad goals of this project was to determine if with a simple
foveation mechanism, we could maintain a baseline performance in a downscaled
image, by foveating on the object of interest (therefore preserving most of its visual
information) to classify and outline it, in contrast to the performance of a CNN at
a larger resolution. Reaching this target, although relatively modest, allowed us
to extend the hypothesis to place foveation in a wider computational context.
The next logical goal to tackle was the assumption that we can know before-
hand where the object of interest will be, or a least make a statistically good es-
timation, so that we can foveate on it. This takes place in the form of saliency
maps. We explored how, while saliency has also been extensively covered in the
literature, its use in a wider context is less common. Using bottom-up saliency to
detect conspicuous elements provided generally good results, subject to the com-
plexity of the images and the number of elements, but doing considerably better
in less crowded images (Section 4.10, Fig. 4.10) than those with more instances
and categories present (Section 4.10, Fig. 4.9).
Saliency proved to be a good fit for images from an aerial perspective, given
that they inherently have a wide view angle and that the objects of interest are
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relatively small (such as persons, bicycles, cars). While most of the background
is not required for object detection and can be downsampled, the counterpart is
that there would most likely be more than one instance of the object of interest in
the scene (e.g. for a drone flying over a city). This, in turn, can be approached by
using multiple foveas in each image.
Multi-foveation was explored in Chapter 5, consistently with other approaches
described in the literature, it presented a set of drawbacks such as the overlap of
elements between foveas, creating pixel patterns more difficult to arrange into a
downsampled square image. The main strategies taken to create multiple foveas
was relatively simple and should be more thoroughly studied as future work.
The last stage of this approach consisted of bringing it into the time domain,
where evidence is accumulated for different salient locations until one of them
is distinct enough to foveate and perform object detection, allowing to obtain a
substantially better frame-rate and decrease in the use of GPU memory, making it
more suitable for an autonomous robot implementation.
The decision making mechanism was based on a comprehensive model of the
basal ganglia available in the literature, which proved to be adequate. The test case
of omnidirectional images made some of these benefits much more evident, since
the number of potential sub-regions of interest is much larger in a full field of view,
and the distance between selected regions is steeper. This data also allowed us to
show consistency with behaviour from human fixations, although more suitable




Even though studies of multi-camera setups have existed for awhile, (e.g. sen-
sor fusion from separate peripheral and foveal cameras [40, 41, 43]), the emerging
technology of Dynamic Vision Sensors (DVS) [160] provides a new set of advan-
tages, well suited for peripheral sensing; the lack of frame rate restricting (working
with a latency in the range of µs [161]) is a huge advantage that can be exploited
as a movement and fast interruption channel to complement more conventional
saliency approaches. The on / off nature of DVS data, not containing colour infor-
mation is also consistent with peripheral vision, saving computing resources than
can be allocated instead for object detection in the fovea.
The effective aggregation of these two very distinct technologies needs a de-
tailed study, which will be interesting to address as future work. A coarse repre-
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sentation of this approach is presented in Fig. 7.1.






Figure 7.1: Proposed foveal and peripheral Sensor fusion with Dynamic Vision Sensor
(DVS) to tackle saliency and foveation using the advantages of both technologies; speed for
DVS and level of detail for conventional cameras
7.2.2 Multi-foveation
The concept of multiple foveas in a single image can provide additional advan-
tages, although we also encountered issues consistent with the literature (de-
scribed in Section 5.1). Since the approach taken was relatively simple, it would
be an interesting area on which to expand. This could also encompass a hard-
ware implementation, with several foveal cameras in a pan-tilt setup and one DVS
peripheral camera as described in the previous subsection.
7.2.3 Top-down saliency
A few key aspects remain without consensus about saliency estimation; an apt
sole metric for evaluation is needed and, as pointed out by [142], the temporal
aspect of saliency estimation has been widely ignored by present models. It has
an importance that be comes clear in mobile robotics. Bylinskii et al. [49] made a
good summary of the most common shortcomings of state of the art saliency im-
plementations, often converging in top-down features, such as text, social context
cues (the inherent saliency of a leader in a group), or other elements providing
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additional information to the observer (e.g. cues that help identify the location of
an image).
The presented approach allows to give a weighted bias towards the most con-
text relevant top-down feedback, which an off-the-shelf CNN can be trained to
detect, but it should be further studied how this bias can be addressed or mea-
sured in accordance to biomimetic evidence. There are also some limitations to
current saliency estimation models, particularly background motion, with special
importance in the case of mobile robots. We should also address in future what
other metrics can be used to better compare to human behaviour, as well as the
limitation of requiring rectangular images as input to convolutional neural net-
work models.
In general, several important compromises where made from bio-mimetism,
but allowing for more efficient information flow in a computational context. It
should be studied in more detail how to approach these hardware restrictions to
be able to have a more strict bio-mimetism. A likely approach would be the use of
spiking neural networks, for which CNNs have started being developed in recent
years, as well as their use in dedicated hardware, such as SpiNNaker and Field
Programmable Gate Arrays.
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