On the Impact of a Small Initial Population Size in the IPOP Active CMA-ES with Mirrored Mutations on the Noiseless BBOB Testbed by Brockhoff, Dimo et al.
HAL Id: hal-00746122
https://hal.inria.fr/hal-00746122
Submitted on 27 Oct 2012
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.
On the Impact of a Small Initial Population Size in the
IPOP Active CMA-ES with Mirrored Mutations on the
Noiseless BBOB Testbed
Dimo Brockhoff, Anne Auger, Nikolaus Hansen
To cite this version:
Dimo Brockhoff, Anne Auger, Nikolaus Hansen. On the Impact of a Small Initial Population Size
in the IPOP Active CMA-ES with Mirrored Mutations on the Noiseless BBOB Testbed. GECCO
Companion ’12, Jul 2012, Philadelphia, PA, United States. pp.285-290, ￿10.1145/2330784.2330825￿.
￿hal-00746122￿
On the Impact of a Small Initial Population Size in the IPOP
Active CMA-ES with Mirrored Mutations on the Noiseless
BBOB Testbed
Dimo Brockhoff








LRI, Bât 490, Univ. Paris-Sud





LRI, Bât 490, Univ. Paris-Sud
91405 Orsay Cedex, France
nikolaus.hansen@inria.fr
ABSTRACT
Active Covariance Matrix Adaptation and Mirrored Muta-
tions have been independently proposed as improved vari-
ants of the well-known optimization algorithm Covariance
Matrix Adaptation Evolution Strategy (CMA-ES) for nu-
merical optimization. This paper investigates the impact
of the algorithm’s population size when both active covari-
ance matrix adaptation and mirrored mutation are used in
the CMA-ES. To this end, we compare the CMA-ES with
standard population size λ, i.e., λ = 4 + ⌊3 log(D)⌋ with a
version with half this population size where D is the problem
dimension.
Categories and Subject Descriptors
G.1.6 [Numerical Analysis]: Optimization—global opti-
mization, unconstrained optimization; F.2.1 [Analysis of







The IPOP-CMA-ES [2] has the special feature of increas-
ing the population size of the CMA-ES algorithm at each
restart. Together with a standard population size of λs =
4+⌊3 log(D)⌋ where D is the problem dimension, the IPOP-
CMA-ES is a (nearly) parameterless algorithm that auto-
matically restarts CMA-ES with increased population size
if the given size is not sufficient to solve the problem at hand.
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More recently, an active covariance matrix adaptation up-
date has been proposed for CMA-ES [9] and mirrored mu-
tations with pairwise selection and selective mirroring have
been suggested for evolution strategies with weighted re-
combination [1]. While the former one allows for negative
weights in the covariance matrix update for bad mutations,
the latter mirrors the bad mutations and evaluates them
again before to proceed.
The combination of both approaches into the IPOP-CMA-
ES with active covariance matrix adaptation and mirrored
mutations, denoted by CMAma, has been introduced and
tested empirically in an accompanying paper [3]. Here, we
test how a different starting population size influences the
performance of this algorithm. A previous study showed
that in the (1, λ)-ES, the largest effect of mirrored muta-
tions is observed for small population sizes, i.e. λ = 2 and
λ = 4 [4]. Hence, we could conjecture that in the IPOP-
CMA-ES with mirrored mutations, a positive effect on the
performance can be observed if the initial population size
is chosen smaller than the standard size of λs. To test this
hypothesis, we run the CMAma with an initial population
size of λs and compare it with the CMAmah that employs
an initial population size of ⌊λs/2⌋ on the noiseless BBOB
test bed [6].
The algorithms are described in more detail in Sec. 2.
Section 3 gives the mandatory results of the BBOB timing
experiments while Sec. 4 presents the general results of the
comparison. Section 5 concludes the paper.
2. TESTED CMA-ES VARIANTS
We tested two variants of the IPOP-CMA-ES with ac-
tive covariance matrix adaptation and mirrored mutations:
the CMAma with standard initial population size λ
s = 4 +
⌊3 log(D)⌋ and the CMAmah with reduced initial popula-
tion size ⌊λs/2⌋. Both implementations can be downloaded
from http://canadafrance.gforge.inria.fr/mirroring/
in the used version 3.54.beta.mirrors. Besides the difference
in the initial population size, the number of restarts is in-
creased to 10 for the CMAmah instead of 9 for the CMAma
to allow the final restarts of both algorithms to operate with
the same (range of) population size. All other parameters
are equal for the two algorithms and, besides 2 · 105 · D as
the maximal number of function evaluations, chosen accord-
ing to the standard recommendations for the CMA-ES. For
more details of the algorithm, see also the accompanying
paper [3].
3. TIMING EXPERIMENTS
In order to see the dependency of the algorithms on the
problem dimension, the requested BBOB’2012 timing exper-
iment has been performed for the two algorithms CMAma
and CMAmah on an Intel Core2 Duo T9600 laptop with
2.80GHz, 4.0GB of RAM, and MATLAB R2008b on Win-
dows Vista SP2. The algorithms have been restarted for up
to 2·105D function evaluations until 30 seconds have passed.
The per-function-evaluation-runtimes were 16; 16; 11; 6.5;
4.2; 4.6; and 7.2 times 10−4 seconds for the CMAma and
21; 19; 11; 8.3; 6.1; 5.7 and 11 times 10−4 seconds for the
CMAmah in 2, 3, 5, 10, 20, 40, and 80 dimensions respec-
tively.
4. RESULTS
Results from experiments according to [6] on the bench-
mark functions given in [5, 7] are presented in Figures 1,
2 and 3 and in Tables 1. The expected running time
(ERT), used in the figures and table, depends on a given
target function value, ft = fopt +∆f , and is computed over
all relevant trials as the number of function evaluations exe-
cuted during each trial while the best function value did not
reach ft, summed over all trials and divided by the number
of trials that actually reached ft [6, 10]. Statistical signifi-
cance is tested with the rank-sum test for a given target ∆ft
(10−8 as in Figure 1) using, for each trial, either the number
of needed function evaluations to reach ∆ft (inverted and
multiplied by −1), or, if the target was not reached, the best
∆f -value achieved, measured only up to the smallest num-
ber of overall function evaluations for any unsuccessful trial
under consideration.
The first observation is the fact that both algorithm vari-
ants behave quite similar with only a few cases where the
differences are statistically significant. The two main ex-
ceptions are the sphere function (f1) for which the variant
with smaller initial population size is about 25% faster in
all dimensions and all difficult targets and the discus func-
tion (f11) where the variant with standard population size
is about 20% faster in 5D and 10% faster in 20D (see Ta-
ble 1). Figure 1 reveals a few more statistically significant
differences for the target value 10−8: while the algorithm
with standard population size is faster for several lower di-
mensions (f2 in 2D and 3D, f10 in 2D, 3D, and 10D, f13 in
2D, 3D, and 5D, f17 in 3D and 10D, f18 in 3D and 20D) as
well as on f6 in 20D and 40D and for f14 in all dimensions
but 20, the algorithm with reduced initial population size is
sometimes faster for larger dimensions (f5 in 20D and 40D,
f8 and f12 in 40D). Furthermore, one can observe that, in
20D, unsuccessful runs occur for eight of the 24 functions
and the functions f3, f4, and f19–f24 cannot be solved by
both algorithms in any of the 15 runs. When compared to
the best algorithm of the BBOB’2009 exercise, both algo-
rithms significanly improve the performance on f10 (faster
by a factor of 1.4), f14 (factor of ≥ 1.5), and f11 and f15
(factor of > 2, all results in 40D) which is mainly due to the
active covariance matrix adaptation [8].
5. CONCLUSIONS
When investigating the impact of the initial population
size in the IPOP-CMA-ES with active covariance matrix
adaptation and mirrored mutation, no general recommenda-
tion towards one of the two algorithms CMAma and CMAmah
can be made. While a lower population size is generally
helpful on the sphere function and less effective on the dis-
cus function, the positive effect of the lower population size
is often more pronounced for larger dimensions with the ex-
ception of the attractive sector function where the opposite
is the case. As a general conclusion, we remark that the
change of the initial population size has overall compara-
tively small effects.
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Figure 1: Expected running time (ERT in number of f-evaluations) divided by dimension for target function
value 10−8 as log10 values versus dimension. Different symbols correspond to different algorithms given in
the legend of f1 and f24. Light symbols give the maximum number of function evaluations from the longest
trial divided by dimension. Horizontal lines give linear scaling, slanted dotted lines give quadratic scaling.
Black stars indicate statistically better result compared to all other algorithms with p < 0.01 and Bonferroni














14 Sum of diff. powers
15 Rastrigin
16 Weierstrass
17 Schaffer F7, cond.10
18 Schaffer F7, cond.1000
19 Griewank-Rosenbrock
20 Schwefel x*sin(x)
21 Gallagher 101 peaks




















































































































































































































































































Figure 3: Empirical cumulative distributions (ECDF) of run lengths and speed-up ratios in 5-D (left) and 20-
D (right). Left sub-columns: ECDF of the number of function evaluations divided by dimension D (FEvals/D)
to reach a target value fopt+∆f with ∆f = 10
k, where k ∈ {1,−1,−4,−8} is given by the first value in the legend,
for CMAma (◦) and CMAmah (▽). Light beige lines show the ECDF of FEvals for target value ∆f = 10
−8 of all
algorithms benchmarked during BBOB-2009. Right sub-columns: ECDF of FEval ratios of CMAma divided
by CMAmah, all trial pairs for each function. Pairs where both trials failed are disregarded, pairs where one
trial failed are visible in the limits being > 0 or < 1. The legends indicate the number of functions that were
solved in at least one trial (CMAma first).
5-D 20-D
∆f 1e+1 1e-1 1e-3 1e-5 1e-7 #succ
f1 11 12 12 12 12 15/15
1: CMA 2.7(3) 11(4) 22(4) 31(5) 40(7) 15/15
2: CMA 1.7(1) 8.1(2) 16(2)⋆2 23(2)⋆3 30(3)⋆3 15/15
f2 83 88 90 92 94 15/15
1: CMA11(3) 14(2) 15(2) 16(2) 17(1) 15/15
2: CMA13(3) 15(2) 16(2) 17(2) 17(2) 15/15
f3 716 1637 1646 1650 1654 15/15
1: CMA 0.74(1)⋆ 556(737) 554(725) 553(770) 552(728) 7/15
2: CMA 2.4(2) 3145(3743) 3129(3709) 3121(3761) 3114(3650) 2/15
f4 809 1688 1817 1886 1903 15/15
1: CMA 1.7(2) ∞ ∞ ∞ ∞8.8e5 0/15
2: CMA 2.5(2) ∞ ∞ ∞ ∞8.7e5 0/15
f5 10 10 10 10 10 15/15
1: CMA 3.4(0.8) 4.8(2) 4.8(2) 4.8(2) 4.8(2) 15/15
2: CMA 3.3(2) 4.7(2) 4.8(2) 4.8(2) 4.8(2) 15/15
f6 114 281 580 1038 1332 15/15
1: CMA 2.4(1) 2.2(0.9) 1.6(0.4) 1.2(0.2) 1.2(0.2) 15/15
2: CMA 1.7(1.0) 1.7(0.5) 1.3(0.4) 0.94(0.3) 0.92(0.2)⋆ 15/15
f7 24 1171 1572 1572 1597 15/15
1: CMA 5.1(3) 0.84(0.6) 0.76(0.5) 0.76(0.5) 0.82(0.5) 15/15
2: CMA 3.9(3) 1.4(0.7) 1.2(0.6) 1.2(0.6) 1.2(0.6) 15/15
f8 73 336 391 410 422 15/15
1: CMA 2.7(1) 3.7(2) 4.0(1) 4.2(1) 4.4(1) 15/15
2: CMA 1.8(0.6) 4.0(3) 4.3(2) 4.4(2) 4.5(2) 15/15
f9 35 214 300 335 369 15/15
1: CMA 5.9(2) 6.0(2) 5.4(2) 5.3(1) 5.1(1) 15/15
2: CMA 4.4(1) 7.5(5) 6.3(3) 6.1(3) 5.8(3) 15/15
f10 349 574 626 829 880 15/15
1: CMA 2.5(0.8) 2.1(0.3) 2.2(0.2) 1.8(0.2) 1.8(0.2) 15/15
2: CMA 2.9(1) 2.4(0.3) 2.3(0.3) 1.9(0.2) 1.9(0.2) 15/15
f11 143 763 1177 1467 1673 15/15
1: CMA 5.1(1) 1.3(0.2)⋆3 1.0(0.1)⋆3 0.89(0.1)⋆3 0.84(0.1)⋆315/15
2: CMA 6.5(2) 1.8(0.3) 1.3(0.2) 1.1(0.1) 1.0(0.1) 15/15
f12 108 371 461 1303 1494 15/15
1: CMA 6.1(3) 5.4(5) 5.9(4) 2.6(2) 2.6(2) 15/15
2: CMA 6.5(8) 8.1(6) 8.8(5) 3.9(2) 3.8(2) 15/15
f13 132 250 1310 1752 2255 15/15
1: CMA 3.1(2) 4.6(2) 1.2(0.3) 1.3(0.2) 1.2(0.2) 15/15
2: CMA 4.0(4) 5.6(3) 1.7(0.8) 1.7(0.6) 1.6(0.5) 15/15
f14 10 58 139 251 476 15/15
1: CMA 1.8(3) 3.3(0.6) 3.7(0.7) 4.0(0.8) 3.0(0.4)⋆ 15/15
2: CMA 1.4(1) 2.4(0.6)⋆ 3.4(0.9) 4.1(1) 3.5(0.4) 15/15
f15 511 19369 20073 20769 21359 14/15
1: CMA 1.0(0.5) 1.1(0.8) 1.1(0.8) 1.1(0.8) 1.1(0.8) 15/15
2: CMA 2.0(2) 1.1(0.7) 1.1(0.7) 1.1(0.7) 1.1(0.7) 15/15
f16 120 2662 10449 11644 12095 15/15
1: CMA 2.3(2) 1.7(0.8) 0.88(0.6) 0.83(0.5) 0.83(0.5) 15/15
2: CMA 2.3(1) 2.4(2) 0.94(0.7) 0.90(0.6) 0.90(0.6) 15/15
f17 5.2 899 3669 6351 7934 15/15
1: CMA 3.3(2) 1.1(1) 0.84(0.9) 0.82(0.5) 0.96(0.4) 15/15
2: CMA 3.1(2) 2.1(2) 1.3(0.8) 1.1(0.5) 1.0(0.4) 15/15
f18 103 3968 9280 10905 12469 15/15
1: CMA 0.89(0.7) 0.63(0.5) 0.69(0.6) 0.67(0.6) 0.71(0.5) 15/15
2: CMA 6.2(2) 1.5(1) 1.2(0.6) 1.1(0.7) 1.1(0.6) 15/15
f19 1 242 1.2e5 1.2e5 1.2e5 15/15
1: CMA18(13) 259(255) 1.9(2) 1.9(2) 1.9(2) 15/15
2: CMA17(12) 518(491) 2.4(2) 2.4(2) 2.3(2) 15/15
f20 16 38111 54470 54861 55313 14/15
1: CMA 2.4(2) 1.7(2) 1.3(1) 1.3(1) 1.4(1) 15/15
2: CMA 2.3(2) 1.6(2) 1.2(1) 1.2(1) 1.2(1) 15/15
f21 41 1674 1705 1729 1757 14/15
1: CMA 2.0(2) 22(18) 39(109) 39(107) 39(106) 13/15
2: CMA 3.6(4) 5.7(10) 5.9(11) 6.0(11) 6.1(11) 15/15
f22 71 938 1008 1040 1068 14/15
1: CMA 2.0(0.8) 250(369) 465(576) 452(558) 442(542) 7/15
2: CMA 6.3(14) 289(403) 346(523) 336(510) 329(362) 8/15
f23 3.0 14249 31654 33030 34256 15/15
1: CMA 2.5(2) 37(38) 22(32) 21(31) 20(29) 9/15
2: CMA 1.9(2) 52(71) 23(32) 22(31) 22(30) 9/15
f24 1622 6.4e6 9.6e6 1.3e7 1.3e7 3/15
1: CMA 1.3(1) ∞ ∞ ∞ ∞1.0e6 0/15
2: CMA 1.6(1) ∞ ∞ ∞ ∞1.0e6 0/15
∆f 1e+1 1e-1 1e-3 1e-5 1e-7 #succ
f1 43 43 43 43 43 15/15
1: CMA 5.8(0.8) 14(1) 23(1) 32(1) 41(2) 15/15
2: CMA 3.8(0.8)⋆3 10(1)⋆3 15(1)⋆3 21(1)⋆3 27(1)⋆3 15/15
f2 385 387 390 391 393 15/15
1: CMA 22(4) 27(2) 29(2) 31(1) 32(1) 15/15
2: CMA 23(5) 28(2) 30(1) 31(1) 32(1) 15/15
f3 5066 7635 7643 7646 7651 15/15
1: CMA 7.1(3) ∞ ∞ ∞ ∞2.7e6 0/15
2: CMA 13(7) 4950(5826) 4945(5457) 4944(5724) 4941(5662) 1/15
f4 4722 7666 7700 7758 1.4e5 9/15
1: CMA ∞ ∞ ∞ ∞ ∞2.5e6 0/15
2: CMA ∞ ∞ ∞ ∞ ∞2.5e6 0/15
f5 41 41 41 41 41 15/15
1: CMA 4.6(1) 5.3(1) 5.3(1) 5.3(1) 5.3(1) 15/15
2: CMA 3.1(0.6)⋆2 4.1(1) 4.1(1) 4.1(1) 4.1(1) 15/15
f6 1296 3413 5220 6728 8409 15/15
1: CMA 1.5(0.3) 1.0(0.1) 1.0(0.1) 1.1(0.1) 1.1(0.1) 15/15
2: CMA 1.2(0.3)⋆ 1.0(0.2) 1.1(0.3) 1.2(0.3) 1.3(0.3) 15/15
f7 1351 9503 16524 16524 16969 15/15
1: CMA 1.6(1) 1.8(0.7) 1.1(0.4) 1.1(0.4) 1.1(0.4) 15/15
2: CMA 1.7(1) 1.5(0.6) 0.95(0.3) 0.95(0.3) 0.93(0.3) 15/15
f8 2039 4040 4219 4371 4484 15/15
1: CMA 3.1(0.6) 4.4(3) 4.5(3) 4.5(2) 4.5(2) 15/15
2: CMA 2.6(0.5) 3.6(2) 3.7(2) 3.6(2) 3.6(2) 15/15
f9 1716 3277 3455 3594 3727 15/15
1: CMA 3.4(0.9) 4.3(0.5) 4.4(0.5) 4.4(0.4) 4.4(0.4) 15/15
2: CMA 2.9(0.9) 4.9(3) 5.0(3) 4.9(3) 4.9(2) 15/15
f10 7413 10735 14920 17073 17476 15/15
1: CMA 1.1(0.2) 0.98(0.1) 0.76(0.0)↓4 0.70(0.0)↓4 0.71(0.0)↓4 15/15
2: CMA 1.2(0.2) 1.0(0.1) 0.79(0.1)↓4 0.71(0.0)↓4 0.71(0.0)↓4 15/15
f11 1002 6278 9762 12285 14831 15/15
1: CMA 4.3(0.5)⋆ 0.82(0.1)⋆2 0.59(0.0)⋆2↓4 0.51(0.0)⋆2↓4 0.45(0.0)⋆2↓415/15
2: CMA 4.8(0.5) 0.92(0.1) 0.66(0.0)↓4 0.56(0.0)↓4 0.49(0.0)↓4 15/15
f12 1042 2740 4140 12407 13827 15/15
1: CMA 2.3(2) 3.2(2) 3.1(1) 1.3(0.5) 1.4(0.5) 15/15
2: CMA 1.2(1)⋆ 2.6(2) 2.5(1) 1.1(0.4) 1.1(0.3) 15/15
f13 652 2751 18749 24455 30201 15/15
1: CMA 2.9(3) 4.4(2) 0.94(0.4) 1.1(0.5) 1.5(1) 15/15
2: CMA 3.6(3) 4.2(3) 1.3(0.4) 1.4(0.6) 1.8(0.9) 15/15
f14 75 304 932 1648 15661 15/15
1: CMA 3.3(1) 2.8(0.4) 2.9(0.3) 3.7(0.3) 0.65(0.0)↓4 15/15
2: CMA 2.0(0.6)⋆2 1.9(0.3)⋆3 2.3(0.3)⋆3 3.4(0.4) 0.66(0.0)↓4 15/15
f15 30378 3.1e5 3.2e5 4.5e5 4.6e5 15/15
1: CMA 0.62(0.2)↓2 0.65(0.3) 0.67(0.3) 0.49(0.2)↓3 0.50(0.2)↓2 15/15
2: CMA 0.92(0.6) 0.64(0.3) 0.65(0.3) 0.48(0.2)↓2 0.49(0.2)↓2 15/15
f16 1384 77015 1.9e5 2.0e5 2.2e5 15/15
1: CMA 2.2(3) 0.84(0.6) 0.76(0.6) 0.85(0.9) 0.79(0.9) 15/15
2: CMA 2.3(3) 0.90(0.6) 0.92(0.5) 1.3(1) 1.2(0.9) 15/15
f17 63 4005 30677 56288 80472 15/15
1: CMA 2.2(2) 1.4(2)⋆ 0.70(0.3) 0.79(0.3) 0.82(0.2)↓ 15/15
2: CMA 2.0(1) 4.0(2) 0.92(0.4) 0.96(0.4) 0.94(0.3) 15/15
f18 621 19561 67569 1.3e5 1.5e5 15/15
1: CMA 0.85(0.2) 0.78(0.7) 0.68(0.2) 0.77(0.4) 0.74(0.3) 15/15
2: CMA 0.95(0.5) 1.2(0.7) 0.79(0.3) 0.88(0.4) 0.91(0.3) 15/15
f19 1 3.4e5 6.2e6 6.7e6 6.7e6 15/15
1: CMA135(44) 3.2(4) 1.0(1.0) 1.6(2) 2.1(2) 4/15
2: CMA 95(46) 2.5(4) 0.91(0.8) 1.3(1) 1.3(1) 6/15
f20 82 3.1e6 5.5e6 5.6e6 5.6e6 14/15
1: CMA 3.9(0.7) 1.1(0.7) 5.0(6) 5.0(5) 4.9(5) 2/15
2: CMA 2.5(0.8)⋆2 0.87(0.4) 2.4(3) 3.2(4) 3.2(3) 3/15
f21 561 14103 14643 15567 17589 15/15
1: CMA 3.0(5) 95(126) 92(121) 86(115) 76(101) 7/15
2: CMA 25(22) 76(118) 73(116) 69(81) 61(72) 8/15
f22 467 23491 24948 26847 1.3e5 12/15
1: CMA 6.7(12) ∞ ∞ ∞ ∞1.1e6 0/15
2: CMA187(29) ∞ ∞ ∞ ∞1.1e6 0/15
f23 3.2 67457 4.9e5 8.1e5 8.4e5 15/15
1: CMA 2.5(3) 255(296) ∞ ∞ ∞2.6e6 0/15
2: CMA 2.9(3) 516(567) ∞ ∞ ∞2.4e6 0/15
f24 1.3e6 5.2e7 5.2e7 5.2e7 5.2e7 3/15
1: CMA 19(22) ∞ ∞ ∞ ∞4.0e6 0/15
2: CMA 42(48) ∞ ∞ ∞ ∞4.0e6 0/15
Table 1: ERT in number of function evaluations divided by the best ERT measured during BBOB-2009 given
in the respective first row with the central 80% range divided by two in brackets for different ∆f values.
#succ is the number of trials that reached the final target fopt + 10
−8. 1:CMA is CMAma and 2:CMA is
CMAmah. Bold entries are statistically significantly better compared to the other algorithm, with p = 0.05 or
p = 10−k where k ∈ {2, 3, 4, . . . } is the number following the ⋆ symbol, with Bonferroni correction of 48. A ↓
indicates the same tested against the best BBOB-2009.
