This paper consider the existence and multiplicity of solutions for the first order Hamiltonian systems satisfying Sturm-Liouville boundary conditions without convexity assumption. The gradient of Hamiltonian function is generalized asymptotically linear. We find critical points of the corresponding functional by verifying the assumptions of Theorems about critical points given by Bartsch and Ding in [1] .
Introduction and Main results
Consider the first order Hamiltonian systeṁ x = JH (t, x)x, (1.1) x 1 (0)cosα + x 2 (0)sinα = 0, (
2) x 1 (1)cosβ + x 2 (1)sinβ = 0, (1.3) where H : [0, 1] × R 2n → R 2n is differentiable and H (t, x) is the gradient of H with respect to x, B ∈ L ∞ ((0, 1); GL s (R 2n )), 0 ≤ α ≤ π and 0 < β ≤ π, x = (x 1 , x 2 ) ∈ R n × R n . In this paper, we study the existence and multiplicity of solutions without assuming convexity condition on H.
In the last years, the existence and multiplicity of periodic solution for the first order Hamiltonian systems (1.1) were studied extensively by means of critical point theory, the Morse theory, and many results were obtained under the assumption that H(t, z) convex in x or H is continuous and bounded. In the excelent book [7] , Ekeland studied (1.1) using dual variational methods and convex analysis theory. An index theory for convex linear Hamiltonian systems was established. This index theory was deepened in [2] , [3] when Dong established the index by means of the Relative Morse index which depends on the solution subspace of the associated linear Hamiltonian system. In these papers the convexity condition on H played the important role, which allows the authors to use the dual variational argument and convex analysis. Define
Such that A is negative definite on L − and positive definite on L + and L 0 =kerA. Denoting by |A| the absolute of A, let E = D(|A| 1 2 ) be the Hilbert space with the space with the inner product
We have a decomposition
Noted that E embeds continuously into w 1 2 ,2 (0, 1; R 2n ). Moreover, E compactly into L 2 . It is easy to check that A is continuous and closed and, ker(A)⊕Im(A)=L 2 by Lemma 3.2.1 of [1] . Denote B : X → X by (Bx)(t) = B(t)x(t). We consider the following system (1.2)(1.3) anḋ
(1.5)
We define 6) and 
We make the following assumptions: Note that we used some notations in condition (H 0 )and (H ∞ ). Recall that for any
for a.e. t ∈ (0, 1), and write A 1 < A 2 if A 1 ≤ A 2 and A 1 (t) < A 2 (t) on a subset of (0, 1) with nonzero measure. For some examples for A 1 , A 2 , B 1 , B 2 , α, and β in Theorem 1.1. we refer to [10] . In this paper, we improve considerably the results in [2] and [10] by removing the convexity assumptions(and assumptions that H is continuous and bounded) at the same time obtaining multiple solutions. For some other results we refer to [5] and [6] .
In this paper we take advantage of the index theory from [3] , and Theorems about existence and multiplicity of critical points given by Bartsch and Ding [1] to investigate (1.1)-(1.3). Section 2 is devoted to an introduction the critical point theory in [1] and the linking structure of the functional. In section 3, we prove Theorem 1.3.
Variational setting and Linking structure
On E we define the functional
Our hypotheses on H(t, x) imply that Φ ∈ C (E, R) and a standard argument shows that critical points of Φ are solutions of (1.1)-(1.3). We write Φ for the derivative of Φ. Noted that the dual variational method can not work here, in order to study the critical points of Φ, we now recall some abstract critical point theory developed in [1] , see also [11] and [4] for earlier results on that direction. Let E be a Banach space with direct sum decomposition E = X ⊕ Y and
Recall that Φ is said to be weakly sequentially lower semicontinuous if for any z n z in E one has Φ(z) ≤ lim inf n→∞ Φ(z n ), and Φ is said to be weakly sequentially continuous if lim n→∞ Φ (z n )w = Φ (z)w for each w ∈ E. A sequence (z n ) ⊂ E is said to be a (PS)-sequence if Φ(z n ) → c and Φ (z n ) → 0. Φ is said to satisfy the (PS)-condition if any (PS)-sequence has a convergent subsequence.
Let S ⊂ (X) * be a dense subset; for each s ∈ S there is semi-norm on E defined by
We denote by T S the induced topology. Let w * denote the weak We now discuss the linking structure of Φ. We prove a more generalized case.
From Proposition 1.2 and condition (H 1 ), for 0 > 0 small enough such that for any ∈ [0, 0 ], A 2 (t) + < B 1 (t) a.e. [0, 1] and i(A 2 (t) + ) = i(A 2 (t)) and i(A 1 (t) − ) = i(A 1 (t)).
We denote E + (B), E − (B), and E 0 (B) the positive definite, negative definite, and null subspaces of the selfadjoint linear operator A − B defining it, and the corresponding projection P
, and E 0 (B), respectively. Lemma 2.3. Let (H 0 ), (H ∞ ) holds. Then there is ρ > 0 and
, we have for any 1 > 0, there exists δ > 0 such that
Thus,
Moreover, by (H ∞ ), given p > 2, there is C 1 > 0 such that
and
This yields
for all x ∈ E. Now the lemma follow from the choice of small 1 .
In the following, we set 
Arguing indirectly we assume that for some sequence {x j } ⊂ E W with x j → ∞, there is a > 0 such that Φ(x j ) ≥ −a for all j. Then setting w j =
x j x j , we have w j = 1, w j w, w
By the sobolev embedding theorem, w j → w in L 2 . Recall the decomposition
Hence, by (2.3) and (H ∞ ), we have
Since w j → w and w
, and
As special case we have Lemma 2.5. Let κ > 0 be given by Lemma 3.1. Then, letting e ∈ Y 0 with e = 1, there is r 0 > 0 such that sup(∂Q) ≤ κ where
Proof of Theorem 1.3
We first discuss the (PS) condition. Lemma 3.1. Let the assumptions of Theorem 1.1 satisfied. The Φ satisfies the (PS) condition.
Proof. Let {x j } ⊂ E be such that
We proceed by contradiction, and supposed that
for all v ∈ E, and B 1 (t) ≤ M(t) ≤ B 2 (t) a.e. on [0, 1] . From this we deduce that
Next we adopt an argument similar to Liu, Su and Weth [9] . By (H ∞ ),
For > 0 be given in Lemma 2.3, Let P 1 be the projection associate with [M + , +∞), P 2 be the projection associated with [−M − , M + ] and P 3 be the projection associated with (−∞, −M − ]. Then P 1 P + = P 1 , P 3 P − = P 3 , and the projection P 2 is finite dimensional; hence P 2 u j → 0 since u j 0 and
The above inequality implies that P 1 u j → 0, and P 3 u j → 0.
Hence u j → 0 and this is a contradiction. Therefore the case u ≡ 0 cannot occur and any (PS)-sequence is bounded. Assume that u j u in E. Set w j = u j − u; then u j 0 and w j → 0 in L 2 . In order to establish strong convergence it suffices to show that w j → 0. The proof follows from the procedure of the above by substitute u
Proof. We assume by contradiction that for some c > 0 there is a sequence {x n } with Φ(x n ) ≥ c and x n 2 ≥ n P
The norm x n is equivalent to We also have P + (A 1 + )w n 2 = o(1). Therefore, w n = P + (A 1 + )w n + P − (A 1 + )w n → 0, a contradiction. Multiplicity. Φ is even provided H (t, x) is odd in x. Lemma 2.4 says that Φ satisfies (Φ 3 ) with dimY 0 = k. Therefore, Φ has at least k pairs of nontrivial critical points by Theorem 2.2.
