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We study entanglement harvested from a quantum field through local interaction with Unruh-
DeWitt detectors undergoing linear acceleration. The interactions allow entanglement to be swapped
locally from the field to the detectors. We find an enhancement in the entanglement harvesting by
two detectors with anti-parallel acceleration over those with inertial motion. This enhancement is
characterized by the presence of entanglement between two detectors that would otherwise maintain
a separable state in the absence of relativistic motion (with the same distance of closest approach
in both cases). We also find that entanglement harvesting is degraded for two detectors undergoing
parallel acceleration in the same way as for two static, comoving detectors in a de Sitter universe.
This degradation is known to be different from that of two inertial detectors in a thermal bath. We
comment on the physical origin of the harvested entanglement and present three methods for deter-
mining distance between two detectors using properties of the harvested entanglement. Information
about the separation is stored nonlocally in the joint state of the accelerated detectors after the
interaction; a single detector alone contains none. We also find an example of entanglement sudden
death exhibited in parameter space.
I. INTRODUCTION
The ground state of a system of coupled harmonic os-
cillators is the unique state with zero excitations in any
normal mode of the system. With respect to these global
modes, the ground state is unentangled (separable) [1].
We can equally well describe the same state in the tensor-
product basis of number states of each individual oscilla-
tor. With respect to these local modes, the ground state
of the system is entangled (unless the coupling is every-
where zero). This property is generic: the same state
may be considered either separable or entangled depend-
ing on the tensor-product structure we choose for the
state space, with operational locality often determining
the proper choice if we wish to use the entanglement as
a physical resource [2].
It is in this sense that we say that the vacuum of a
free quantum field in Minkowski spacetime is entangled
with respect to the state space of local observables [3],
even though it is separable with respect to Minkowski
plane-wave modes, with zero particles in every mode.
This fact is borne out operationally by the ability to
swap this entanglement to local quantum systems (“de-
tectors”) through local interactions [4]. Local hidden-
variable models cannot account for the long-distance cor-
relations due to this entanglement [4, 5], which decrease
at a rate slower than exp[−(L/cT )3], where L is the sep-
aration and T the duration of the detector-field coupling.
Other types of vacuum correlations, such as true multi-
region entanglement [6] and full nonlocality [7, 8], are also
possible. Time-like separated detectors can also swap en-
tanglement from the vacuum of a massless field [9], even
though the field has lightlike excitations. Superconduct-
ing circuits or quantum optical settings may soon admit
experimental realizations of these phenomena [10, 11].
Since entanglement is a phenomenon that is uniquely
quantum mechanical in nature [1, 12] and can be con-
sidered both an information-theoretic and a physical
resource [13], we call this swapping process entangle-
ment harvesting to connote the reaping of a naturally-
occurring and useful resource from a quantum field.1 Just
as factors like sunlight, water, and nutrients affect the
crops harvested from a field on a farm, entanglement har-
vested from a quantum field is affected by spacetime cur-
vature [15], temperature [15, 16], and the type of field
used [17, 18]. Also, just as in the farming case, the
tools used for the harvesting—in this case, the detectors’
state of motion [19] and local coupling [4]—also affect
the amount and type of entanglement obtained. This
harvesting can also be repeated, resulting in what is now
known as entanglement farming [20], in which successive
pairs of unentangled particles sent through a suitably pre-
pared cavity will reliably emerge significantly entangled.
The phenomenon of entanglement harvesting will nec-
1 The term ‘entanglement harvesting’ was coined by one of
us (N.C.M.) in early 2012. Its first public use was in a talk
by another of us (G.S.) at the Relativistic Quantum Information
Conference at Perimeter Institute in June 2012, which reported
on the initial results of this project. Its first use in print is in a
2012 review article [14] by Eduardo Mart´ın-Mart´ınez and N.C.M.
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2essarily involve a combination of relativistic and quantum
effects. Conceptually important qualitative differences
emerge when relativistic effects are included in studies
of quantum information [21]. For example, entangle-
ment was found to be an observer-dependent property
that is degraded from the perspective of accelerated ob-
servers moving in flat spacetime [22–25]. Entanglement
between modes of either bosonic or fermionic fields are
degraded from the perspective of observers moving in
uniform acceleration. These effects are present in both
black hole spacetimes [26] and in cosmological scenar-
ios [14, 15, 27, 28].
A common approach employed in many of these studies
is the single-mode approximation. This approximation
attempts to relate a single-frequency Minkowski mode
(observed by inertial observers) with a single frequency
Rindler mode (observed by uniformly accelerated ob-
servers). This approximation does not hold for general
states but only for a specific kind of Unruh mode [29].
Here we study entanglement between two hypothetical,
uniformly accelerated, quantum particle detectors. We
use the terms “detectors” and “observers” interchange-
ably. The detectors live in (3+1)-dimensional Minkowski
spacetime, within which exists a quantum field in the
Minkowski vacuum state |0〉. We work with a massless
scalar field for simplicity. The detectors’ accelerated tra-
jectories give rise to Unruh radiation [30, 31] with a well
known thermal profile corresponding to a temperature
T =
κ
2pikB
, (1.1)
where κ is the magnitude of the acceleration, kB is Boltz-
mann’s constant, and we work in natural units with
c = ~ = 1. We find that for two detectors undergo-
ing parallel acceleration, entanglement harvesting is de-
graded in exactly the same way as for two static, comov-
ing detectors in a de Sitter universe (with a conformally
coupled field [32]), but distinct from that of two iner-
tial detectors in a thermal bath, as previously shown in
Ref. [15]. Somewhat more remarkably, we find an en-
hancement of entanglement harvesting by two detectors
with anti-parallel acceleration, characterized by the pres-
ence of entanglement between two detectors that would
otherwise maintain a separable state in the absence of
relativistic motion.
II. ANALYSIS
A. Detector-field interaction
The details of the setup closely follow Ref. [15] with any
modifications clearly described. The background field is
a massless scalar field in (3 + 1)-dimensional Minkowski
spacetime [32], initially in the Minkowski vacuum state.
When comparing to the results of an expanding uni-
verse [15], we will assume conformal coupling [32] because
minimal coupling has a very different effect [17, 18], but
both are identical for Minkowski spacetime (with Ricci
scalar R = 0). We consider two local detectors (defined
below), labeled a and b, on the following spacetime tra-
jectories:
xµa = (ta,xa), x
µ
b = (tb,xb),
ta = ta(τ), tb = tb(τ
′), (2.1)
xa = xa(τ), xb = xb(τ
′),
where b claims the prime, τ and τ ′ are the proper times
for observers a and b, respectively, and xi is the spatial
trajectory of observer i. The 4-vector index µ is hence-
forth dropped.
We model the detectors as point-like, two-level quan-
tum systems with an energy gap Ω, each of which in-
teracts with the field via an Unruh-DeWitt interac-
tion [31, 33], whose interaction-picture Hamiltonian is
HˆI(τ) = η(τ)φˆ[x(τ)]σˆx(τ). (2.2)
Here η(τ) is a window function (i.e., time-dependent cou-
pling strength) that governs the interaction with the am-
bient scalar field, x(τ) is either of the 4-vectors xa or xb,
φˆ[x(τ)] is the interaction-picture field amplitude at space-
time point x, and σˆx(τ) is the interaction-picture Pauli-x
operator for the two-level system. The detectors are iden-
tical aside from their trajectories, and we formally delay
readout (i.e., projective measurement) of the detectors
indefinitely because we wish to analyze the quantum fea-
tures of the resulting state of the detectors. The detectors
start in their respective ground states (|g〉⊗|g〉), so if the
interaction events are sufficiently far separated, then any
entanglement appearing in the final state of the detec-
tors must have been harvested from the field through the
local interactions.
We choose η at all times to be very small (i.e., 0 <
η(τ)  1), with nontrivial support only over a small
range in τ (as compared to the light-crossing time be-
tween them). This choice gives a short, weak interaction
with the field. Its shortness enforces spacelike separa-
tion of the detection events, and its weakness allows us
to treat these interactions perturbatively.
For calculational simplicity, we take η(τ) to be a Gaus-
sian with variance σ2:
η(τ) = η0 exp
(
− τ
2
2σ2
)
, (2.3)
with σ  L and 0 < η0  1. Note that this func-
tion is analytic and therefore cannot be strictly compact
in τ . This means that, in general, the detection events
are only approximately spacelike separated. Analyticity
of the Gaussian will allow us to evaluate integrals us-
ing complex analysis, but the fact that it has vanishing
but nonzero support for τ → ±∞ will have interesting
consequences that we will explore later on.
3B. Single detector response
The fact that the field is in the (Minkowski) vacuum
does not necessarily imply that a detector will fail to be-
come excited when interacting with it [14, 32]. This is due
to counter-rotating terms (such as σˆ−aˆ and σˆ+aˆ†) in the
expansion of Eq. (2.2). In fact, most window functions
and trajectories will produce a nonzero response (exci-
tation probability) in an Unruh-DeWitt detector due to
the presence of these terms. Their contribution—and
thus the probability of excitation—will tend to 0, how-
ever, when the energy gap and coupling strength (during
detection) are constant, the trajectory is inertial, and the
detection time tends to infinity [32].
In general, then, each detector (initially in the ground
state) is prone to excitation through its traveling interac-
tion with the field. To lowest nontrivial order (i.e., second
order) in the detector coupling strength η0, the probabil-
ity A that exactly one of the detectors will be excited is
given by [32]
A =
∫ ∞
−∞
dτ
∫ ∞
−∞
dτ ′η(τ)η(τ ′)e−iΩ(τ−τ
′)D+(xa(τ);xa(τ
′))
(2.4)
where Ω is the detector energy gap, and D+(x;x′) =
〈φˆ(x)φˆ(x′)〉 is the Wightman function for the field φˆ,
which, for the case of the Minkowski vacuum, is given
by Eq. (3.59) of Ref. [32]:
D+(xa(τ);x
′
a(τ
′)) =
−1
4pi2[(t− t′ − i)2 − |xa − x′a|2]
.
(2.5)
Note that, due to symmetry, we could equally well make
the trajectory substitution xa(·) 7→ xb(·) and get the
same value for A. Also note that all quantities are eval-
uated with → 0+ at the end.
C. Quantifying the harvested entanglement
To quantify the harvested entanglement, we follow the
standard procedure first proposed by Reznik [34] and
used also by later authors [4, 15, 17, 18]: We calculate the
elements of the reduced density matrix of the detectors
and then use the partial transpose criterion [35], which
is necessary and sufficient for two qubits [36], to detect
the presence or absence of entanglement after interaction
with the field.
As in previous work [4, 15, 17, 18, 34], the partial trans-
pose criterion for our setup reduces to a simple compar-
ison between two quantities. Entanglement exists be-
tween the detectors if and only if
|X| > A, (2.6)
where A is defined in Eq. (2.4), and X can be interpreted
as an amplitude for (virtual) particle exchange between
the detectors (to second order in η0):
X = −
∫ ∞
−∞
dτ
∫ τ
−∞
dτ ′η(τ)η(τ ′)eiΩ(τ+τ
′)
× [D+(xa(τ);xb(τ ′)) +D+(xb(τ);xa(τ ′))], (2.7)
where the Wightman functions are taken with respect to
the two trajectories xa and xb (cf. Eq. (2.4), which only
involves one trajectory at a time), and Ω is the energy gap
of the detector. The amount of entanglement harvested
can be quantified by the negativity [37] of the final state
of the detectors, which in this case is simply
N = max{|X| −A, 0} . (2.8)
A two-qubit state has nonzero negativity iff it is entan-
gled [36].
Entanglement is therefore seen as a competition be-
tween the probability of actual detector excitation (A)
and the magnitude of an off-diagonal term in the den-
sity matrix representing the amplitude for particle ex-
change (X) [4]. When the detection events are entirely
spacelike separated, the exchange term can only be inter-
preted as swapping preexisting entanglement out of the
field and into the detectors—rather than simply using
the field as a transmission medium by which to exchange
real excitations. When the detection events are only ap-
proximately spacelike separated, as is the case for some
choices of parameters here (since η(τ) is Gaussian), there
are additional subtleties, which we address later.
D. Accelerating trajectories and comparison with
other scenarios
The canonical formalism for studying accelerated ob-
servers in Minkowski spacetime [31, 32, 38] involves defin-
ing a Rindler wedge corresponding to an accelerating
trajectory and using that wedge to define three addi-
tional wedges that separate Minkowski spacetime into
left, right, future, and past regions with lightsheet bound-
aries. A key feature of this partitioning is that all four
wedges share a common apex. This suggests a natural set
of accelerating trajectories: those hyperbolas that share
the bounding lightsheets as asymptotes.
We take a more operational approach to the problem
by focusing on the physical objects: two detectors accel-
erating uniformly through space. There is no physical
reason why the Rindler wedges defined by each observer
should be constrained to meet at the origin, and in fact
we argue that this approach is restrictive. Forcing the
wedges to meet at the origin is tantamount to forcing
the distance between the detectors at closest approach,
L, to be constrained by the acceleration parameter κ:
specifically, L = 2κ−1. We relax the condition of wedges
with overlapping apexes and study two uniformly accel-
erated detectors with an arbitrary distance at closest ap-
proach. We also consider both anti-parallel and parallel
4- L2 L2
x
t
- L2 L2
x
t
FIG. 1: (Color online.) Worldlines of two detectors under-
going parallel (left panel) or anti-parallel (right panel) uni-
form acceleration of equal magnitude. The grey diagonal
lines indicate the Rindler wedges associated with each trajec-
tory. In contrast to the usual treatment of the anti-parallel
case [31, 32, 38], the wedges do not necessarily share a com-
mon apex. Instead, they could be closer (as shown) or further
apart (not shown). The distance of closest approach of the
detectors, as measured by an inertial observer at fixed x, is
L.
trajectories, both of which are described by the following
trajectories:
xa =
1
κ
[
cosh(κτ)− 1
]
+
L
2
,
xb = ± 1
κ
[
cosh(κτ)− 1
]
− L
2
,
ta = tb =
1
κ
sinh(κτ) , (2.9)
where symmetry allows us to set τ ′ = τ in Eqs. (2.1),
the plus/minus sign in xb refers to parallel/anti-parallel
trajectories, respectively illustrated in left/right panels
of Fig. 1, and the other spatial coordinates are taken to
be 0. The quantity L represents the distance of closest
approach as measured by an inertial observer along a tra-
jectory of constant x. For such an observer, the detectors
are separated by this minimum distance when t = t′ = 0.
In what follows, we will use time variables correspond-
ing to the sum and difference of the two proper times:
x := τ + τ ′ , τ =
1
2
(x+ y) ,
y := τ − τ ′ , τ ′ = 1
2
(x− y) . (2.10)
Using the trajectories, we define
D(x, y) :=
1
2
[
D+
(
xa(τ);xb(τ
′)
)
+D+
(
xb(τ);xa(τ
′)
)]
= D+
(
xa(τ);xb(τ
′)
)
, (2.11)
where the second line follows from the symmetry of the
trajectories—both for Eqs. (2.9) and for the ones from
Ref. [15], which will be used for comparison. Further-
more,
Ddetect(y) := D
+(xa(τ);x
′
a(τ
′)) (2.12)
or equivalently using xb(·) instead. In fact, for the par-
ticular trajectories in question, these formulas are all in-
variant under the exchange xa(·)↔ xb(·).
Using trajectories (2.9), we compute the quantity X
from Eq. (2.7). We find this integral to be very difficult
to compute analytically and to suffer from convergence
issues when evaluated using naive numerical methods.
Fortunately, we can calculate the integral by completing
the square in the exponential and shifting the contour of
integration to convert the complex Gaussian into a real
Gaussian. By making these transformations, we remove
the highly oscillatory prefactor and allow for evaluation
of the integral using Cauchy’s residue theorem. In par-
ticular, we obtain
e(σΩ)
2
X = −η
2
0
2
∫ ∞
−∞
dx
∫ ∞
0
dy e−
y2+x2
4σ2 D(x+ 2iσ2Ω, y)
+ (residue terms), (2.13)
The inverse-Gaussian prefactor comes from completing
the square, and we have shifted the contour of integration
up by 2iσ2Ω and changed variables (see Appendix A).
Shifting the contour of integration will, in general, cross
poles, which give rise to the residue contributions noted
explicitly in Eq. (2.13). The pole locations are functions
of the input parameters L and Ω, as well as functions
of x and y. As such, computing the residue contribu-
tions proves challenging, and details are presented in Ap-
pendix A.
We will evaluate X in several different scenarios. The
ones that are the focus of this work are parallel and anti-
parallel acceleration, as shown in Fig. 1. For the parallel
case we use D(x, y) = D(((x, y), with
D(( =
κ2
16pi2
[
Lκ
2
+ i− e− xκ2 sinh
(yκ
2
)]−1
×
[
Lκ
2
− i+ e xκ2 sinh
(yκ
2
)]−1
. (2.14)
Similarly, for the anti-parallel case we use D(x, y) =
D)((x, y), with
D)( =
κ2
16pi2
[
e−
yκ
2
(
Lκ
2
− 1
)
− i+ cosh
(xκ
2
)]−1
×
[
e
yκ
2
(
Lκ
2
− 1
)
+ i+ cosh
(xκ
2
)]−1
.
(2.15)
The subscripts on D(( and D)( are used to visually indi-
cate the respective trajectories in Fig. 1.
For comparison with known results in the litera-
ture [15, 18], we will also need the following additional
Wightman functions. The first is for two comoving de-
tectors in de Sitter spacetime with expansion rate κ, sep-
5arated by constant comoving distance L [18, 32]:
DdS =
κ2
16pi2
{
exκ
(
Lκ
2
)2
− sinh2
[κ
2
(y − i)
]}−1
.
(2.16)
A second Wightman function is for two inertial detectors
with fixed proper distance L in the case where the field
has been heated to a finite temperature T = (2pikB)
−1κ
in the rest frame of the detectors [18, 39]:
Dth =
κ
16pi2L
{
coth
[κ
2
(L− y + i)
]
+ coth
[κ
2
(L+ y − i)
]}
. (2.17)
Any of the four Wightman functions above can substitute
for D(x, y) when calculating X in Eq. (2.13).
We use a similar method to calculate the excitation
probability A, although in this case we can avoid cross-
ing any poles by restricting our analysis to κσ2Ω < pi
(see Appendix A for details). As such, the residue con-
tributions vanish here, giving
e(σΩ)
2
A = η20
√
piσ
∫ ∞
−∞
dy e−
y2
4σ2 Ddetect(y − 2iσ2Ω) .
(2.18)
In this expression, Ddetect(y) from Eq. (2.12) is the de-
tector response function for a single detector in a thermal
bath at temperature T = (2pikB)
−1κ [32]:
Ddetect =
−κ2
16pi2
csch2
[κ
2
(y − i)
]
. (2.19)
In order to evaluate A and X, we employ a saddle point
approximation, following Ref. [18]. In particular,
A ' 2piη20σ2e−(σΩ)
2
Ddetect(−2iσ2Ω) , (2.20)
X ' −2piη20σ2e−(σΩ)
2
D(2iσ2Ω, 0) + (residue terms).
(2.21)
Note that there are no residue contributions to A due to
the aforementioned restriction κσ2Ω < pi. The detector
response is identical in all cases considered:
A ' e−(σΩ)2 η
2
0
2pi
[κσ
2
csc(κσ2Ω)
]2
. (2.22)
Plugging in for each of the possible choices for D gives
the following for X in each case:
X(( ' −e−(σΩ)2 η
2
0
2pi
(σ
L
)2
+ r.t. , (2.23)
X)( ' −e−(σΩ)2 η
2
0
2pi
(
σκ
Lκ+ 2[cos (κσ2Ω)− 1]
)2
+ r.t. ,
(2.24)
XdS ' −e−(σΩ)2 η
2
0
2pi
(σ
L
)2
e−i2κσ
2Ω + r.t. , (2.25)
Xth ' −e−(σΩ)2 η
2
0
2pi
(
κσ2
2L
)
coth
(
Lκ
2
)
+ r.t. , (2.26)
where ‘r.t.’ stands for residue terms, which will be eval-
uated later.
III. RESULTS: PARALLEL ACCELERATION
We begin by calculating the negativity [37] for detec-
tors accelerating in the same direction. Choosing the pos-
itive sign in Eqs. (2.9) corresponds to two detectors with
the desired trajectories, as shown on the left of Fig. 1.
An inertial observer on the trajectory x(t) = (constant)
will measure the detectors to always be separated by a
constant distance L. (Note, however, that an observer
traveling along with one of the detectors will measure the
proper distance to the other detector to be changing over
time.) Using the Wightman funtion (2.14), we cross no
poles when shifting the contour of integration in (2.13),
and we are left with only the residue-free contribution.
Plugging A from Eq. (2.22) and X(( from Eq. (2.23)
into inequality (2.6), we find entanglement whenever
Lκ
2
< sin(κσ2Ω) . (3.1)
When the detectors are entangled, the negativity in this
case is
N(( ' e−(σΩ)2 η
2
0
2pi
[(σ
L
)2
− (κσ)
2
4
csc2(κσ2Ω)
]
. (3.2)
A. Comparison with expanding and thermal fields
Interestingly, this negativity formula and entanglement
criterion exactly match those for comoving (inertial) ob-
servers, at a fixed comoving distance L, in a de Sitter
universe with expansion rate κ [15, 18]. Indeed, using
XdS from Eq. (2.25) and verifying that we again cross
no poles, we see that |X((| = |XdS|, which means that
the negativity is the same, NdS = N((, and so is the en-
tanglement criterion, Eq. (3.1). The only differences are
in their interpretation: κ now refers to the expansion
rate instead of the parallel acceleration rate, and L now
refers to the comoving distance instead of to the distance
as measured by an inertial observer on the trajectory
x(t) = (constant). Notice that the motion in these two
cases seem very different. In the case of parallel accel-
eration, the detectors are moving in the same direction,
whereas in the de Sitter case the detectors are moving in
opposite directions. However, this intuition is misleading
because the similarity between the two is the constancy
of L. For parallel acceleration, the distance at closest ap-
proach as measured by a stationary observer is constant,
while in de Sitter space the detectors are separated by a
constant comoving distance.
Due to the mathematical connection between Rindler
and de Sitter geometries and the properties of confor-
mal fields (see Chapter 5 of Ref. [32]), one might ex-
pect a priori such a connection between the parallel-
acceleration case and the case of de Sitter expansion.
We point out a few reasons why this intuition is not
enough to prove that they must be the same. First,
6while A is the same in both cases, X(( and XdS actu-
ally differ by a phase, Eqs. (2.23) and (2.25). As such,
while the negativity (which depends only on |X|) is ex-
actly the same in both cases, the actual density matrix
in each case is different, resulting in different correla-
tions. Second, the calculations leading to the equivalence
involve two approximations—second-order perturbation
theory and a saddle-point approximation—that limit the
equivalence to the cases where these approximations are
valid. Finally, notice that D(( and DdS are not the same,
Eqs. (2.14) and (2.16). This leads us to suspect that
when the aforementioned approximations break down,
the equivalence may be broken as well. On the other
hand, our work does not rule out the existence of other
coordinates and/or modified trajectories (perhaps paral-
lel acceleration but displaced in a different spatial direc-
tion) for which there is exact equivalence between the
two cases. This is left as an open problem.
From Ref. [15], we already know that the entangle-
ment profile for two inertial detectors with fixed proper
distance L in a thermal bath in the detectors’ rest frame
will differ from the de Sitter case. From the above re-
sults, this means it must also differ from the parallel-
acceleration case, despite A being the same in all three
cases. Solving the analogous inequalities using Xth from
Eq. (2.26) and noting that no poles have been crossed,
we find entanglement whenever
Lκ
2
tanh
(
Lκ
2
)
< sin2(κσ2Ω), (3.3)
with the temperature T of the thermal state of the field
chosen to be the Gibbons-Hawking temperature associ-
ated with κ [40]—i.e., T = (2pikB)
−1κ. Thus, we have re-
produced the results first reported in Ref. [15] (and later
confirmed using this saddle-point method in Ref. [18]),
which show that two detectors can distinguish between
Gibbons-Hawking and thermal radiation by whether they
are able to harvest entanglement or not. If entangled, the
negativity in this case is
Nth ' e−(σΩ)2 η
2
0
2pi
×
[
κσ2
2L
coth
(
Lκ
2
)
− (κσ)
2
4
csc2(κσ2Ω)
]
. (3.4)
For comparison, the entanglement boundary for iner-
tial detectors in the Minkowski vacuum is given by
L
2
< σ2Ω, (3.5)
which can be obtained by taking the κ → 0 limit of ei-
ther Eq. (3.1) or Eq. (3.3) while fixing the other physical
parameters L, σ, and Ω. For entangled states, the nega-
tivity in this case is [18]
N0 ' e−(σΩ)2 η
2
0
2pi
[(σ
L
)2
− 1
4(σΩ)2
]
. (3.6)
All of these results are shown in Fig. 2 (left). Notice that
the negativity is generally exceptionally small since, for
all cases considered here, N ∼ e−(σΩ)2 .
IV. RESULTS: ANTI-PARALLEL
ACCELERATION
In order to study anti-parallel acceleration, we choose
the negative sign in Eqs. (2.9), giving rise to the trajec-
tories shown on the right of Fig. 1. Note that the infinite
Gaussian tails in the window function η(τ) cause detec-
tors with overlapping Rindler wedges to be causally con-
nected (not strictly spacelike separated). Nevertheless,
as assumed in Ref. [15], we choose the standard devi-
ation σ  L so that the nontrivial parts of the inter-
actions are spacelike separated. We calculate X and A
using Eqs. (2.21) and (2.20) with D = D)(. However,
when shifting the contour of integration in X, we now
do cross a number of poles, and we must calculate the
residue contributions separately. As a result, we cannot
easily use a simple inequality to represent the entangled
region as we did in the previous cases. The details of
these residue calculations are given in Appendix A.
The profile for harvesting entanglement using anti-
parallel detectors is shown in Fig. 2 (right). This plot
contains four interesting features, which we describe be-
low, followed by some discussion about which features
may be due to the long tails of the Gaussian window
function (and would therefore disappear if it were re-
placed with a similar function having compact support).
A. Enhancement over inertial detectors
Perhaps one of the most interesting features of en-
tanglement harvested with anti-parallel acceleration is
that the acceleration allows for entanglement harvesting
where inertial detectors could not. In particular, certain
detectors with a distance of closest approach L > 2σ2Ω
can harvest entanglement. This is surprising because it
is outside the allowed region for inertial entanglement
harvesting, given by Eq. (3.5). The allowed region for
inertial detectors is represented by the blue triangular
region in Fig. 2 (left), the boundary of which is given by
the blue line in Fig. 2 (right), assuming the same resonant
frequency and window function [15]. This line should be
interpreted as the κ→ 0 limit of non-inertial motion.
The power of this enhancement can be understood
physically. Consider two inertial detectors in Minkowski
spacetime, configured with L & 2σ2Ω—i.e., just below
the blue diagonal line in Fig. 2 (right). These two de-
tectors would not be able to harvest entanglement and
would remain in a separable state. However, if we instead
consider two detectors with the same Ω, accelerating op-
positely and reaching a distance at closest approach equal
to L, in some cases they would become entangled. No-
tice that we do not have to physically bring the detectors
7FIG. 2: (Color online.) Regions of nonzero negativity [37] (i.e., parameter regions where entanglement harvesting is possible); see
text for meaning of parameters and details of physical setup. (Left) Results from Sec. III. Green region (left of green dotted
curve): parallel accelerating detectors in Minkowski vacuum (N(( > 0) and also comoving detectors in de Sitter conformal
vacuum (NdS > 0). Red+green regions (left of red solid curve): inertial detectors in Minkowski thermal bath (Nth > 0).
Green+red+blue regions (above blue solid straight line): inertial detectors in Minkowski vacuum (N0 > 0), which can be
interpreted as the limit of the other three cases as κ → 0. (Right) Negativity profile for anti-parallel accelerated detectors.
Harvesting is possible in the blue, contoured region (N)( > 0). Boundaries of the regions from the left panel are shown overlaid
on the right for comparison. The contours within the large blue region are lines of constant N)(, with more entanglement
toward the bottom. The four features discussed in Sec. IV are illustrated as follows: (1) The portion of the blue contour region
below the solid, blue line is the region of enhancement over inertial detectors (Sec. IV A). (2) The orange line shows the critical
distance, Eq. (4.1), for entanglement resonance (Sec. IV B). (3) What looks like a curvy “bulge” on the left-hand side is due
to the causal residue contribution (Sec. IV C). (4) The triangular region in the upper half and with Lκ > 2 corresponds to the
noncausal residue contribution (Sec. IV D).
closer together than the original L in order to entangle
them. It is worth pointing out that this feature arises in
the portion of X that does not come from residue terms.
Therefore, we conjecture that the enhancement is not an
artifact of the infinite tails in the Gaussian window func-
tions but would persist even if the Gaussian were cut off
smoothly for |τ |  σ (see Sec. A 3).
For small accelerations and finite interaction times, the
two accelerating detectors would look almost like inertial
detectors, yet they could in principle harvest entangle-
ment that truly inertial detectors could not. This seems
to present a paradox: the behavior as κ → 0 should
match up with that of actually achieving the limit κ = 0,
but it appears not to do so. This apparent paradox is
resolved by noting that for small accelerations, both L
and Ω must be very large to see this effect (since the
terms Lκ and κσ2Ω both become small), and at the limit
point κ = 0, L and Ω must become infinite, which is
impossible. Therefore, for all practical purposes, the in-
ertial bound, Eq. (3.5), becomes the relevant one in the
limit κ→ 0.
B. Entanglement resonance
As mentioned in Sec. II, the usual picture employed
in the literature for studying accelerated observers [31,
32, 38] suggests a natural restriction to trajectories em-
bedded within Rindler wedges sharing a common apex,
which corresponds to L = 2κ−1. We do not impose this
restriction in this work because there is no physical rea-
son why the separation between two independent objects
should necessarily be related to their acceleration.
This restriction is not entirely without physical moti-
vation, however. The Unruh effect is usually discussed
in terms of the Minkowski vacuum being describable as
a collection of two-mode squeezed states between pairs
of Rindler modes, with one mode from each pair lo-
calized to the left and right Rindler wedges, respec-
tively [31, 32, 38].2 Due to reflection symmetry between
the two wedges, the modes that are entangled (i.e., two-
2 Recent results, however, bring the naturalness of this picture into
question [41].
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2
, as a function of deviation δL from the critical
distance Lcrit defined in Eq. (4.1), with κ =
1
1000
, σ = 1, and
Ω = 1250. The overall shape of the curve is robust to changes
in Ω, with only the width changing by a multiplicative factor
of order unity. It can be shown that Re(X) < 0 for all values
of δL, except in a small corridor around δL = 0 (i.e., centered
around Lcrit). Thus, we note that Re(X) changes sign near
the critical distance as the detectors change from correlated to
anti-correlated. This sign change is detectable. See Sec. V A.
mode squeezed) happen to be those that are naturally de-
tected by anti-parallel-accelerating observers, one within
each wedge. For such detectors, L = 2κ−1. One might
therefore wonder if having detectors on these trajecto-
ries might somehow be the best way to see the effects
of anti-parallel acceleration due to resonance with these
two-mode-squeezed modes. In fact, perhaps this con-
figuration might be necessary for making use of such a
resonant effect to harvest a significant amount of entan-
glement using anti-parallel-accelerating detectors. Sur-
prisingly, this conjecture will turn out to be false.
Before we say why this is false, it is worth asking what
such a resonant effect would look like in our calculations.
We do not expect to see any effect in evaluating A since
this is just the response of our detector to the perceived
thermal noise, and this does not depend on the relative
positions of the trajectories. Since the detector is only
coupled (nontrivially) to the field for a finite time σ, this
response is expected to be finite.3 It is still conceivable
that we might find a divergence in X, however. Such a
divergence would signal a situation in which higher-order
terms—representing multiple real or virtual transitions—
would be necessary to capture the true dynamics. Since
we do not go beyond second order in this analysis, we can-
not be sure of what exactly is happening in such a case,
but we can still consider such a divergence to be evidence
of a resonance condition, which should be detectable in
the final state of the detectors. In what follows, we take
this interpretation of such divergences.
3 In the case of constant and always-on coupling, A would diverge,
which is why it is common to talk about transition rates in that
case, rather than the total probability of excitation [32].
It turns out that for any detector resonance fre-
quency Ω, we can create a situation in which such a res-
onant condition occurs for any value of L up to 4κ−1.
To find this critical distance Lcrit, we evaluate where
the saddle-point approximation of X, Eq. (2.21) diverges.
Using D = D)(, we find
Lcrit =
2
κ
[
1− cos(κσ2Ω)] . (4.1)
Interestingly, while this method reveals the location of
the divergence in X, the saddle-point approximation gets
the sign wrong. Direct numerical integration reveals that
X → ∞ as L → Lcrit, but the saddle point approxima-
tion predicts X → −∞ instead. The behavior of X with
respect to L around L ∼ Lcrit is shown in Fig. 3. No-
tice that X gets more negative before turning around
and shooting up to +∞. The saddle-point approxima-
tion does not reveal this turnaround to positive values
and instead predicts that X will continue to decrease as
the critical distance is approached.
The critical distance is shown as the orange S-shaped
curve in Fig. 2 (right). Given a value of L < 4κ−1, we
can tune the detectors to reveal this effect by setting
Ω = Ωres, where
Ωres =
1
κσ2
cos−1
(
1− Lκ
2
)
. (4.2)
This divergence appears in the residue-free portion of X,
which leads us to believe it to be robust to smooth cutoffs
in the window functions (see Sec. A 3). An application
of this resonance to a rangefinding thought experiment is
discussed in Sec. V A. Note that we have assumed point-
like detectors and that finite size effects could be impor-
tant for more realistic detectors.
Notice that L = 2κ−1 is not necessary to see this reso-
nance effect. For the special case κσ2Ω = pi2 , of course, we
get resonance at that distance, but this is an additional
requirement. Therefore, L = 2κ−1 alone is neither a nec-
essary nor a sufficient condition for resonance. This is
contrary to the intuition provided by the Rindler-wedge
picture often used to derive and discuss the Unruh ef-
fect [31, 32, 38].
C. Causal residue contribution
The entanglement harvested by detectors in different
regions of parameter space seems to arise from distinct
physical mechanisms. For Lκ < 2, the detectors are time-
like separated, and real particles can, in principle, be ex-
changed. There is a residue contribution to X that is
largest for small Lκ and vanishes when Lκ > 2. Due to
this behavior, we hypothesize that the residue contribu-
tion in this region may arise from causal dynamics (see
Sec. A 2).
For detectors on the hyperbolic trajectories shown in
the right panel of Fig. 1, the Gaussian window functions
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FIG. 4: (Color online.) Interpretation of the residue contri-
bution from causally connected detectors (Lκ < 2). While
the analytic form of the Gaussian was essential for calculat-
ing the coherence term, X, the infinite tails give rise to very
long-time interactions with field modes (shown in green) while
the detector is traveling near the speed of light. Effects due
to interaction between the first detector and the field over a
long period in the infinite past can build up and be felt by the
second detector in finite time as it crosses the lightlike exten-
sion of the first detector’s past asymptote (and vice versa).
Similarly, small fluctuations caused by short-time interaction
from the first detector can be amplified through long inter-
actions in the infinite future of the second detector (and vice
versa). We hypothesize that these effects together give rise to
the nontrivial contribution to X discussed in Sec. IV C and
shown on the left side of Fig. 2 (right).
cause the detectors to spend a very long time traveling
near the speed of light and interacting with the under-
lying field. Although the interaction is very weak, we
conjecture that the long interaction time gives rise to
a nontrivial contribution to X comparable to (or even
greater than) the residue-free portion.
Specifically, we hypothesize that the first detector’s in-
teraction with the field for a long time in the infinite past
may produce a large effect concentrated near the lightlike
past asymptote of the first detector’s trajectory that is
felt by the other detector (in the coherence term X) as
the second detector crosses the future extension of that
asymptote. (The same effect also happens from the sec-
ond to the first detector.) Similarly, the second detector
will spend a long time near the lightlike future asymp-
tote of its own trajectory, thus amplifying any effect due
to the presence of the first detector near the past exten-
sion of that asymptote (and vice versa). The net result
of these four (symmetric) processes is a nontrivial con-
tribution to the coherence term X, which indicates that
the detectors “feel each other’s presence” due to the long
tails of the Gaussian and overlapping wedges, as shown
in Fig. 4.
D. Noncausal residue contribution
Even as the causal residue contribution discussed in
Sec. IV C vanishes as Lκ > 2, a second residue con-
tribution takes over in that region when, in addition,
κσ2Ω > pi2 . This means that there exists a nontriv-
ial residue contribution for spacelike separated detectors
(Lκ > 2) but only for certain choices of the other param-
eters. Because the detectors are spacelike separated for
the entirety of their trajectories in this case, this contri-
bution is more mysterious. There are some clues that we
can use to hypothesize about its physical origin, however.
The most important clue is that the effect is strongest
near Lκ & 2. This suggests that the detectors may be
feeling the effects of entangled Rindler modes [31, 32, 38].
To understand this reasoning, consider dividing space-
time into four wedges (using the usual Rindler prescrip-
tion [31]) whose common origin is at (x = 0, t = 0). If
the actual detector trajectories have asymptotes that are
close to the boundaries of these origin-centered Rindler
wedges (i.e., Lκ & 2), then the detectors will be nearly
resonant with the Rindler modes that are two-mode
squeezed (see Sec. IV B). This effect only increases as
Lκ → 2+. However, the fact that it cuts off sharply as
soon as Lκ < 2 also suggests that the infinite tails may
play a role in this effect. Perhaps confinement of the in-
finite tails to the left and right origin-centered wedges is
required to see the effect. If the detectors are too close,
then the long tails of each detector’s trajectory will leak
out into the origin-centered future and past wedges. This
effect would then be traded out for the causal effect de-
scribed in Sec. IV C, which is tiny for Lκ . 2. Further
work is needed to explore the effect of using switching
functions with compact support, but this requires new
calculational methods and is beyond the scope of this
work. We therefore leave the above as a working hypoth-
esis. Further justification may be found in Sec. A 2.
V. RANGEFINDING
Another interesting feature of the harvesting process
is that it depends critically on the distance between the
two detectors. Entanglement harvesting depends on the
interplay between Ω, L, and κ, and we will present three
thought experiments for rangefinding (i.e., measuring the
distance of closest approach between two anti-parallel ac-
celerating detectors) using the properties of the harvested
entanglement and their dependence on the relevant pa-
rameters. The goal is not to propose viable methods
for measuring distance but rather to expose the relation-
ship between distance and harvested entanglement in the
hopes of motivating future studies into practical applica-
tions of this phenomenon.
The first of the three techniques (described in Sec. V A)
makes use of the critical distance described in Sec. IV B
and uses the divergence in X to determine the distance
between the detectors. The second and third techniques
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rely on sudden death and revival of entanglement. Here,
“death” and “revival” of entanglement are to be under-
stood through ensembles of detector configurations con-
structed such that they form a path in parameter space
along which the entanglement between such detectors ex-
hibits extremely rapid changes. We are not referring to
death and revival of entanglement with respect to time
evolution. This distinction is emphasized in Sec. V B. We
will describe a method for using sudden death of entan-
glement as a signal for crossing a specific distance, and
a method of using steep gradients in the negativity (re-
vival of entanglement) to give precise information about
changes in distance.
A. Coherence Corridor
Having found the critical distance in Eq. (4.1), we ex-
plore the properties of the harvested entanglement near
Lcrit. We will study the dependence of Re(X) on L. For
convenience, we define
δL = L− Lcrit (5.1)
to be the distance away from the critical value. Fig. 3
shows Re(X) as a function of δL for κ = 0.001, σ = 1,
and Ω = 1250 (i.e., κσ2Ω = 1.25). These parameter val-
ues were chosen to lie in a region of parameter space in
which residue contributions to X are negligible; specifi-
cally, we choose 1.2 < κσ2Ω < pi2 and 1.1 < Lκ < 2. In
this region of parameter space X is heavily dominated by
the residue-free contribution (i.e., the residue terms are
negligible), and the shape of Re(X) is generic for other
values of Ω.
Through explicit numerical evaluation we find that the
coherence term, X, flips sign in a narrow corridor around
L = Lcrit. (Interestingly, the saddle-point approximation
of Eq. (2.24) misses this behavior.) This sign flip is de-
tectable by performing local measurements on the detec-
tors and collecting statistics. To see how this is possible,
consider the bipartite state of the two-detector system in
the basis defined by the tensor product of their respective
ground and first excited states, up to second order in the
detector coupling. The density matrix is of the form
ρab =
 C 0 0 −X
∗
0 A B∗ 0
0 B A 0
−X 0 0 1− 2A− C
 . (5.2)
By measuring σx ⊗ σx or σy ⊗ σy, we have that
〈σx ⊗ σx〉 = −2 Re(X) + 2 Re(B), (5.3)
〈σy ⊗ σy〉 = 2 Re(X) + 2 Re(B). (5.4)
Therefore,
4 Re(X) = 〈σy ⊗ σy〉 − 〈σx ⊗ σx〉. (5.5)
Operationally, this means that we can make measure-
ments of either σx ⊗ σx or σy ⊗ σy and send the results of
the measurements, along with a timestamp and informa-
tion about the choice of measurement, back to a neutral
third party at x = 0. If the third party finds that the
measurements were made in the same basis, then the re-
sults of the measurements are kept. With access to an
ensemble of detectors and measurements, one can col-
lect statistics of the outcomes of the measurements for
comparison. Using this scheme, it is possible to use en-
tanglement to measure distance between the detectors.
It is in this sense that we say information about the dis-
tance between the detectors is stored nonlocally in the
phase of the joint state.
Suppose for a moment that we had access to such an
ensemble of detectors with 1.2 < κσ2Ω < pi2 , and we per-
formed the measurements described above. In this case,
Re(X) can only be positive when L is close to Lcrit (i.e.,
δL ' 0). As such, a measurement outcome of Re(X) > 0
necessarily implies that the detectors must have been sep-
arated by Lcrit up to O(δL).
B. Sudden Death of Entanglement and a Relation
to Distance
The negativity contours [Fig. 2(Right)] for anti-parallel
acceleration show a narrow region for large κσ2Ω where
the negativity is zero. We have affectionately dubbed
this oddly shaped region the “necktie”, for obvious rea-
sons. Just to the right of the necktie (e.g., Lκ & 2 and
κσ2Ω & 2.4) the negativity suddenly drops to zero as
we cross Lκ = 2 from the right. This sudden death
of entanglement (in parameter space) is curious in its
own right and has been discovered in a number of other
systems[42–44]. In addition, we can use this phenomenon
for rangefinding by identifying the presence or absense of
entanglement as a signal for crossing a particular dis-
tance.
To see how entanglement sudden death can be used
for rangefinding, we shall construct a simple toy pro-
tocol that uses entanglement as a trigger for signalling
that a particular distance (L = 2κ−1) has been crossed.
For the remainder of this section, we will always require
κσ2Ω & 2.4 in order to focus on the necktie.
Consider two sets of detectors separated by L =
2κ−1 ± δ for 0 < δ  1. The detectors separated by
L = 2κ−1 + δ will be able to harvest entanglement and
will evolve into an entangled state, whereas the detectors
separated by L = 2κ−1−δ will not be able to harvest any
entanglement and will remain in a separable state. Us-
ing an ensemble of detectors with varying L, it is possible
to use entanglement to identify those detectors lying on
either side of the Lκ = 2 boundary. This identification
marks the desired L = 2κ−1 distance. In order to verify
that the detectors have evolved into an entangled state,
it suffices to show violation of a Bell inequality, which
can always be done if and only if the state is entangled
(with sufficient extra resources) [12].
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C. Negativity Gradient
In addition to the sudden death of entanglement, there
is another feature of the necktie region that we can use
for rangefinding. To reiterate an earlier point, our aim
here is simply to highlight the relationship between en-
tanglement and distance. From Fig. 2(Right), we see
that the negativity has a steep gradient in the region
just to the left of the necktie. In this region, the negativ-
ity changes rapidly over very small changes in distance L.
As such, the amount of entanglement harvested in this
region of parameter space is highly sensitive to the dis-
tance between the detectors; very small changes in the
separation distance L manifest as (proportionally) large
changes in the negativity. We can use this feature to de-
termine changes in distance very precisely by measuring
relatively coarse changes in the entanglement.
To make this argument precise, suppose we have two
pairs of detectors with a given acceleration κ and energy
gap Ω. Suppose further that the pairs are both separated
by a known distance at closest approach L. If the separa-
tion between one pair of detectors is perturbed slightly,
the negativity for that pair will be vastly different from
the negativity of the unperturbed, reference pair. If we
measure A and X for the two pairs of detectors [the lat-
ter through coincidence measurements as in Eq. (5.5)]
and compare them, we can map the change in negativity
to a change in distance. The steep negativity gradient
allows even relatively imprecise knowledge of the nega-
tivities to correspond to fairly precise values of distance.
Note that this technique does not allow us to measure
arbitrary absolute distances, but rather fluctuations in
distance around some target value.
D. Caveat
Obviously, much more practical methods exist to mea-
sure distance between objects. Furthermore, the amount
of entanglement harvested using these methods is ex-
tremely small due to the Gaussian prefactor e−(σΩ)
2
, so
even the proportionally large changes in entanglement
predicted in, e.g., Sec. V C are between values that are
exceedingly small.
As such, we would like to remind the reader that
the purpose of this section is simply to outline sev-
eral thought experiments to show—in principle—how the
particular correlations in the harvested entanglement re-
veal details about the distance between the traveling de-
tectors. We expect that this effect—of the harvested en-
tanglement showing a critical dependence on distance—is
generic and will eventually lead to realistic proposals for
rangefinding using entanglement harvesting. One exam-
ple of such a proposal is Ref. [45], which was motivated
directly by the results reported here.
VI. SUMMARY
Entanglement harvesting is the process of swapping
entanglement out of a quantum field and into two
Unruh-deWitt detectors using local interactions with
the field. Here we studied the entanglement harvested
by uniformly accelerating detectors on various trajec-
tories. For detectors accelerating in opposite direc-
tions, we broke away from the usual approach applied to
Rindler observers, wherein the observers have commen-
surate Rindler wedges meeting at the origin and have
a distance at closest approach that is set by their ac-
celeration parameter (L = 2κ−1). We instead allowed
the detectors an arbitrary minimum separation—a more
physically meaningful approach to the problem. While
the usual approach is well motivated by the fact that the
Minkowski vacuum corresponds to a two-mode squeezed
state of Rindler modes (which are the natural modes de-
tected by observers with L = 2κ−1), resonant interac-
tion with these modes is neither necessary nor sufficient
for entanglement harvesting. Instead, we found a rela-
tionship between the distance L and energy gap Ω such
that the detectors display a resonant spike in the har-
vested entanglement, just as they would at L = 2κ−1 and
κσ2Ω = pi/2. This resonance defines a critical distance
at which the Wightman function in Eq. 2.21 diverges.
An additional benefit of promoting L to a free param-
eter is the emergence of an enhancement over inertial
motion in entanglement harvesting. A variable L opens
up a previously inaccessible region of parameter space
in which entanglement harvesting is possible. This ena-
hancement is a feature of the nonrelativistic motion and
persists for small κ. However, in order to observe this
effect with small accelerations we would need very large
distances L ∼ O(4κ−1).
In order to compute the coherence term X, we ex-
ploited properties of the window functions governing the
detector-field interaction. We chose analytic window
functions (Gaussian, to be precise) so that we could split
our calculation into a residue-free portion and residue
terms. The residue-free contribution is robust to changes
in the window functions, while the residue contributions
are conjectured to be related to the infinite Gaussian
tails. We found two major residue contributions to the
coherence term: one arising from apparently causal dy-
namics and another from apparently noncausal dynam-
ics. The noncausal residue contribution arises whenever
the detectors lie in completely disjoint Rindler wedges so
that no null or time-like communication could ever occur.
In this case, we found a large residue contribution, and
we hypothesized about its origin. We also described the
causal residue contribution for which the Rindler wedges
of the two detectors have some overlap and communica-
tion could occur. We leave for future work an analysis of
these contributions with compact window functions (see
Sec. A 3).
In order to emphasize the relationship between har-
vested entanglement and distance, we presented three
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techniques for rangefinding using the aforementioned
properties of harvested entanglement from detectors ac-
celerating in opposite directions at the same rate. The
first rangefinding technique relies on the unique shape of
the coherence term (i.e, the resonance) near the critical
distance. In a narrow range of L near the critical distance
the residue-free portion of Re(X) undergoes an observ-
able sign change from negative to positive. We presented
a simple LOCC protocol for detecting this sign flip and
using the detection as a method of measuring distance.
A second rangefinding technique makes use of the sud-
den death of entanglement for κσ2Ω & 2.4 by using
the death of entanglement to trigger on a particular dis-
tance. Since the negativity drops suddenly to zero at a
specific distance (L = 2κ−1), the presence or absence of
entanglement on either side of this boundary identifies
the transition distance. Finally, the third rangefinding
technique we presented serves as a means for sensitively
detecting fluctuations in distance around a known ref-
erence value. Using a sharp gradient in negativity over
short distances, large deviations in negativity away from
a known value map to very small deviations in distance
away from the reference. With a reliable method of mea-
suring entanglement, this technique could be used as a
seismometer or for maintaining precise distance control.
This possibility has motivated a recent proposal in such
a direction [45].
In addition to anti-parallel acceleration, we studied en-
tanglement harvesting from detectors accelerating in the
same direction at the same rate. We found a familiar
degradation of entanglement for these detectors, and we
showed that the degradation is identical to that between
two comoving detectors in de Sitter space, yet different
from that of inertial detectors in a thermal bath![15]. For
parallel acceleration, we found no residue contributions
to the coherence term. As such, we expect our results in
this case to hold if we change the window functions to
have compact support.
Entanglement harvesting is highly dependent on field
and detector parameters [4, 15, 17, 18, 34]. Here we have
demonstrated that antiparallel acceleration produces sur-
prisingly rich results not seen in other correspondingly
simple cases. Still, many questions remain. For instance,
previous work has shown that a minimally coupled field
produces a very different result than conformal coupling
in an expanding scenario [17, 18]. Interesting extensions
therefore include entanglement harvesting with massive
fields, higher-spin fields, and other states of the field—
e.g., the Bunch-Davies vacuum [46], which has important
applications in cosmology. We hope the work presented
here inspires further studies in this direction.
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Appendix A: Complex Integration
In order to evaluate the integrals in Eqs. (2.4)
and (2.7), we shift the contour of integration and use
Cauchy’s residue theorem. Focusing on A for a moment,
we are interested in an integral of the form
A =
η20
2
∫ ∞
−∞
e−
x2
4σ2 dx
∫ ∞
−∞
e−
y2
4σ2 e−iΩyDdetect(y)dy,
(A1)
for overall coupling constant η0  1. Since we are com-
paring this quantity with an analogous quantity (X), we
are free to eliminate a common factor of e−(σΩ)
2
with-
out affecting the entanglement criterion. Multiplying
through and performing the x integral leaves
e(σΩ)
2
A = η20
√
piσ
∫ ∞
−∞
e−
y2
4σ2 e−iΩy+σ
2Ω2Ddetect(y)dy .
(A2)
This completes the square in the exponential, giving
e(σΩ)
2
A = η20
√
piσ
∫ ∞
−∞
e−
(y+2iσ2Ω)2
4σ2 Ddetect(y)dy , (A3)
which is a Gaussian integral with a complex mean. To
remove this complex mean, we shift the contour down in
the complex plane by an amount 2iσ2Ω. We then define
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a new variable y′ = y + 2iσ2Ω and subsequently drop
the prime. The change of variables removes the complex
mean from the exponential and gives us a final integral
of the form
e(σΩ)
2
A = η20
√
piσ
∫ ∞
−∞
e−
y2
4σ2 Ddetect(y − 2iσ2Ω)dy
− 2pii
∑
poles
(residues) (A4)
Since we shifted the contour of integration, residue con-
tributions potentially appear, which are noted explicitly
in Eq. (A4). Since we have shifted it downward in the
complex plane, the new contour would include tiny clock-
wise circles around any poles, which accounts for the
− sign in front of the residue contributions.
The pole structure of the integrand is shown in Fig. 5.
Since the exponential is entire, the poles come from
Ddetect, and we find that they occur at ypole = − 2piiκ n+i
for n ∈ Z. Since we only shift the contour by 2iσ2Ω, we
never cross any poles if we limit κσ2Ω < pi, and thus
the residue contribution vanishes. We therefore restrict
our analysis to this case for simplicity. We then evaluate
the integral using the method of steepest descent, as in
Eq. (2.20). For parallel acceleration, a similar method
works for evaluating e(σΩ)
2
X using Eq. (2.21).
In contrast to parallel acceleration, anti-parallel accel-
eration does give rise to poles that are crossed when shift-
ing the contour of integration. The result for A does not
change from the above, but extra care must be given to
the calculation of X.
We begin by multiplying X by e(σΩ)
2
, which completes
the square in the exponent of the integrand:
e(σΩ)
2
X = −η20
∫ ∞
0
dy
∫ ∞
−∞
dx e−
y2+(x−2iσ2Ω)2
4σ2 D)((x, y) .
(A5)
We now shift the contour of integration up in the complex
plane by 2iσ2Ω, define x′ = x − 2iσ2Ω, and drop the
prime. The full integral is then
e(σΩ)
2
X = −η20
∫ ∞
0
dy
∫ ∞
−∞
dx e−
x2+y2
4σ2 D)((x+ 2iσ
2Ω, y)
+ 2pii
∑
poles
(residue integrals) , (A6)
where the residue terms are integrals over y. We eval-
uate the residue-free portion of the integral using the
method of steepest descent, as with the parallel case.
The residues require some work, and their evaluation is
described next.
1. Residue integral evaluation (anti-parallel case)
We must consider residue contributions whenever
D)((x, y) diverges for complex x, which occurs iff
e±
yκ
2
(
Lκ
2
− 1
)
± i+ cosh
(xκ
2
)
= 0 . (A7)
This is actually two conditions, one corresponding to the
top sign (+) and one to the bottom sign (−). Only one
condition can be satisfied at a time, so the poles are al-
ways simple. Defining b := 1 − Lκ2 , we can solve this
equation formally for x to find the pole locations as a
function of y (since we must integrate over y later):
x±pole(y) =
2
κ
arccosh
(
be±
yκ
2 ∓ i) . (A8)
Note that this function is multivalued by virtue of the
multivalued nature of the complex arccosh. The relevant
pole locations are those for which 0 < Imx±pole < 2σ
2Ω
(recall that the integration contour for x was shifted up-
ward).
To understand the structure of the pole locations, we
will take the real and imaginary parts of Eq. (A7) sep-
arately. Writing x = xr + ixi, we obtain the following
necessary and sufficient condition for a pole:
be±
yκ
2 = cosh
[
(xr + ixi)κ
2
]
± i . (A9)
Taking the imaginary part eliminates b and y (since y
will be integrated along the real axis), giving
0 = sin
(xiκ
2
)
sinh
(xrκ
2
)
±  . (A10)
The solutions to this condition for the + sign are plotted
in Fig. 6; the solutions for the − sign are just the left-
right mirror image of this. Poles must also satisfy the
condition resulting from the real part, namely
be±
yκ
2 = cos
(xiκ
2
)
cosh
(xrκ
2
)
. (A11)
The only poles we care about require, in addition, that
xi < 2σ
2Ω, which translates to cos(xiκ2 ) > cos(κσ
2Ω)
since we are only considering the case where κσ2Ω < pi.
Examining Eq. (A10) or Fig. 6, we see that the poles in
question always “hug” either the real or imaginary axis.
This means that if xi > 0 then xr = 0
∓. We can use these
facts and Eq. (A11) to write the following necessary and
sufficient condition for inclusion of a pole in the residue
contribution:
be±
yκ
2 > cos(κσ2Ω) . (A12)
By lifting the contour upward, we deform it to include
tiny counterclockwise circles around the poles. Therefore,
the contribution labeled “residue integrals” in Eq. (A6),
which consists of residues integrated over y, is added with
a + sign. In particular,
2pii
∑
poles
(
residue
integrals
)
= 2pii
∑
s∈{+,−}
∫ ∞
0
dyΘ
[
bes
yκ
2 − cos(κσ2Ω)
]
Rs(y) ,
(A13)
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FIG. 6: Illustration of the pole structure ofD)(, along with the
up-shifted contour of integration (blue arrow). The collection
of horseshoe-shaped red curves is the solution to Eq. (A10)
using the + sign. (Solution curves for the − sign are just
the left-right mirror image of these.) Within this solution set,
dependence of the pole locations on L (through b) and on
y is obtained by also solving Eq. (A11). Since we integrate
over y in finding X, the location of the poles moves along the
red lines shown above. Restricting κσ2Ω < pi ensures that
we only have to worry about poles on the L-shaped thick red
line between the up-shifted contour and the real-x axis. Note
that the  prescription is responsible for shifting the poles
infinitesimally off the real and imaginary axes as shown.
where Θ(x) is the Heaviside step function, which is used
to enforce the pole inclusion condition, Eq. (A12), and
Rs(y) is the residue of the integrand in Eq. (A6). Explic-
itly,
R±(y) := Resx=x±pole(y)
[
−η20e−
y2+(x−2iσ2Ω)2
4σ2 D)((x, y)
]
= −η20e−
y2+(x
±
pole
−2iσ2Ω)2
4σ2 Resx=x±pole(y)
D)((x, y) ,
(A14)
where we now force the arccosh in Eq. (A8) to produce
a unique answer by restricting its range to have imagi-
nary part ∈ (0, pi) (with the endpoints of this interval ex-
cluded since  > 0), and the second line follows because
the exponential is an entire function and the poles are all
simple. It will be useful to define two new variables in
terms of y:
θ±(y) := arccosh
(
be±
yκ
2 ∓ i) , Im θ± ∈ (0, pi) , (A15)
where the restriction on the range of arccosh ensures that
these functions are single valued. In these variables,
D)( =
κ2
16pi2
[
cosh
(xκ
2
)
− cosh θ−
]−1
×
[
cosh
(xκ
2
)
− cosh θ+
]−1
. (A16)
The pole condition, Eq. (A7), becomes simply
x±pole(y) =
2
κ
θ±(y) . (A17)
Using this and the usual formula for the residue of a
simple pole, we can evaluate
Resx=x±pole(y)
D)( =
κ
8pi2
csch θ±
cosh θ∓ − cosh θ± . (A18)
Having served its purpose, we now let → 0+ for the rest
of the evaluation.
To perform the integral over y, we change variables to
θ± as appropriate, along with
dy = ± 2
κ
tanh θ± dθ± , (A19)
y = ± 2
κ
log
(
cosh θ±
b
)
. (A20)
This allows us to rewrite the y-integral in Eq. (A13) as
∫ θs(∞)
θs(0)
s
2
κ
tanh θs dθs Θ
[
cosh θs − cos(κσ2Ω)
]
(−η20) exp
[
− log
2
(
cosh θs
b
)
+ (θs − iκσ2Ω)2
κ2σ2
]
κ
8pi2
csch θs
cosh θ−s − cosh θs
=
−η20
4pi2
∫ θs(∞)
θs(0)
dθ s
Θ
[
cosh θ − cos(κσ2Ω)
]
b2 − cosh2 θ exp
[
− log
2
(
cosh θ
b
)
+ (θ − iκσ2Ω)2
κ2σ2
]
. (A21)
A few things are worth noting here. First, while the
limits of the integral are specified, the contour of inte-
gration is not a straight line. Instead it is some subset of
a horseshoe-like curve similar to the one just above the
real-x axis in Fig. 6. We will specify this shortly. Sec-
ond, while we started with the change of variables θs(y)
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being dependent on s ∈ {+,−}, by virtue of θs being pro-
moted to an integration variable, it loses its s dependence
in that role (since any name for the integration variable
will do), and so we rename it to just θ in the second line.
(Notice that the dependence on θ−s has been eliminated
since cosh θs cosh θ−s = b2.) The original integral itself
is s dependent, however, and this fact survives through
the s-dependent contour of integration and the presence
of an explicit s in the integrand.
We will now specify the contour of integration. Plug-
ging this integral back into Eq. (A13) gives
2pii
∑
poles
(
residue
integrals
)
=
∑
s∈{+,−}
∫ θs(∞)
θs(0)
dθ sΘ
[
cosh θ − cos(κσ2Ω)
]
I(θ) ,
(A22)
where
I(θ) =
iη20(2pi)
−1
cosh2 θ − b2 exp
[
− log
2
(
cosh θ
b
)
+ (θ − iκσ2Ω)2
κ2σ2
]
.
(A23)
The integration contour is not just a straight line. Never-
theless, we start with the endpoints of integration, which
evaluate to
θ+(∞) = −∞+ ipiΘ[−b] , (A24)
θ+(0) = arccosh(b) , (A25)
θ−(∞) = ipi
2
, (A26)
θ−(0) = arccosh(b) , (A27)
Since y ≥ 0 and b < 1, the ranges of θ±(y) are respec-
tively horseshoe- and L-shaped:
θ+ ∈ (−∞, 0] ∪ (0, ipi) ∪ [ipi,−∞+ ipi) , (A28)
θ− ∈ (0, ipi) ∪ [ipi,∞+ ipi) , (A29)
The Heaviside step function restricts these further, how-
ever, by requiring cosh θ± > cos(κσ2Ω). Under this con-
dition, the respective ranges become
θ+ ∈ (−∞, 0] ∪ (0, iκσ2Ω) , (A30)
θ− ∈ (0, iκσ2Ω) . (A31)
Note that these ranges will often be further restricted
by the value of b, leaving θ±(y) to explore only a subset
thereof for all y ≥ 0. The union of these total ranges
(which accounts for any b < 1) is shown as the thick L-
shaped line between the raised integration contour and
the real-x axis in Fig. 6. Using all this information, along
with careful algebra, we can rewrite Eq. (A13) as
2pii
∑
poles
(
residue
integrals
)
=

∫ iκσ2Ω
iMin[κσ2Ω,pi2 ]
dθ I(θ) , b < 0,(∫ 0
iMin[κσ2Ω,pi2 ]
+
∫ −∞
0
)
dθ I(θ) , b > 0.
(A32)
The limits of integration provide two natural cases to
consider: b > 0 and b < 0, which correspond to partially
causal (Sec. IV C) and wholly noncausal (Sec. IV D) de-
tectors, respectively. The integral for b < 0 vanishes
when κσ2Ω < pi2 and otherwise is a finite integral along
the imaginary-θ axis. For b > 0, the integral is an L-
shaped contour integral along the positive imaginary-θ
axis down to 0, then left along the negative real-θ axis
from 0 to −∞.
For the second case (b > 0)—in which the wedges de-
fined by the detector trajectories overlap—the residue
contribution can be calculated by directly applying the
method of steepest descent to the contour integral, where
the required saddle point is found numerically. We ver-
ified the validity of this approximation by comparing it
to the result of numerically integrating along a modified
contour that winds through the peaks and valleys in the
complex-θ plane, passing through the saddle point.
For the first case (b < 0)—spacelike separated
detectors—the saddle point approximation succeeds (by
the same test described above) when the imaginary part
of the saddle point location is < κσ2Ω, but it fails oth-
erwise. In the cases where it fails, we simply perform
numerical integration to obtain the residue contribution.
Combining the two residue contributions with the
residue-free portion yields the complete coherence term,
X, by using Eq. (A32) in Eq. (A6).
2. Interpretation of residue contributions
The second case in Eq. (A32) (b > 0) implies L < 2κ−1,
which corresponds to detector trajectories that are not
fully causally separated—their respective Rindler wedges
overlap. This case was discussed in Sec. IV C, wherein it
was asserted that this contribution is due to the infi-
nite tails of the Gaussian building up interactions along
a light-like asymptote, which are eventually felt by the
other detector (see Fig. IV D). This interpretation of the
contribution is associated with the real part of the con-
tour (from 0 to −∞), since b > 0 and y → ∞ implies
θ+ → −∞. Thus, the part of the contour running along
the real-x axis is associated with points along the two
trajectories that are far separated in proper time, as is
the case in Fig. 4. These real-valued pole locations trans-
late (via Eq. 2.10) to real values of τ and τ ′ such that
the corresponding points on the detector trajectories are
null separated.
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The first case (b < 0) in Eq. (A32) implies L > 2κ−1,
which corresponds to detector trajectories that are
causally disjoint (since their Rindler wedges have no in-
tersection). This is the noncausal contribution discussed
in Sec. IV D. In this case, the pole locations are imagi-
nary and correspond to points on the detector trajecto-
ries with Re(τ) = −Re(τ ′). However, τ and τ ′ are both
shifted in the imaginary direction by the same amount.
3. Compact window functions
In sections IV and V we described a number of features
of entanglement harvesting using anti-parallel accelera-
tion. We discovered these features while carrying out
the calculation of the negativity for anti-parallel detec-
tor systems. The first two effects, enhancement over in-
ertial detectors (Sec. IV A) and entanglement resonance
(Sec. IV B), arise in the residue-free part of the calcula-
tion. The second two features are causal (Sec. IV C) and
noncausal (Sec. IV D) effects due to contributions from
the residue terms. However, by choosing to use an an-
alytic window function, we were afforded the ability to
split the calculation into a residue-free contribution and a
contribution from residue terms. This ability is a mathe-
matical artifact of our choice of analytic window function.
This choice allows us to avoid direct numerical integra-
tion of highly oscillatory integrals, which proved to be
excessively time consuming and was thus used only in
limited circumstances (e.g., the entanglement resonance
discussed in Sec. IV B). Throughout sections IV and V
we make conjectures about changes in the negativity if
we had used window functions that smoothly cut off to
zero (see, e.g., Ref. [47]). Such a compactly supported
function, while smooth, cannot be analytic. Therefore,
testing these conjectures would require completely differ-
ent techniques, and we leave them to future work.
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