Abstract
Introduction
One of the major challenges with the deployment of wireless video systems is the design of wireless networks that fulfill the stringent quality of service requirements associated with these applications. The conventional quality assessment techniques are based on measures such as the signal-tonoise ratio (SNR) or the bit error rate (BER) as indicators of the received quality. However, in case of video services it has been shown that these measures do not necessarily correlate well with the quality as perceived by humans [1] , [2] . Therefore, quality measures are thought after that incorporate characteristics of the human auditory and visual system to better account for user-perceived quality.
In the sequel, the applicability of perceptual image quality metrics for real-time video quality assessment of Motion JPEG2000 (MJ2) video streams over wireless channels is investigated. This approach is motivated by the fact that MJ2 is solely based on intra-frame coding techniques. Due to the non-existence of inter-frame dependencies and the related suppression of error propagation, MJ2 video streams can provide good performance over error-prone wireless channels [3] . This makes MJ2 very error resilient compared to other state-of-the-art video codecs such as MPEG-4, defined by the Moving Picture Experts Group (MPEG).
In this paper, a number of image quality metrics are considered for application to real-time perceptual quality assessment of MJ2 video streams over wireless channels. A performance evaluation of MJ2 quality for different levels of source compression and channel coding settings is provided for each of the considered quality metrics. The insights obtained from the wide range of considered scenarios may support the design of efficient physical layer functions for wireless video systems. This paper is organized as follows. Section 2 describes the considered quality metrics and discusses the related implementation aspects. Section 3 provides the performance evaluation of MJ2 encoded video quality for a variety of system scenarios. Conclusions are drawn in Section 4.
Quality Metrics and Quality Prediction
The peak signal-to-noise ratio (PSNR) and other fidelity metrics have often been used to estimate the quality of images. These belong to the group of full-reference (FR) metrics requiring the original image as a reference for the calculation of the distorted image quality. Clearly, these approaches are not suitable for wireless communications as the original image would not be available at the receiver. Instead, reduced-reference (RR) image quality metrics are preferred as they are based on algorithms that extract features from the original image prior to transmission. The feature information may then be sent over the channel along with the image to serve as a reference at the receiver. Given the features of the transmitted and received image, a quality assessment can be performed.
In view of the above, the favorable perceptual video quality assessment may be based on an RR image quality metric. This approach finds its support in the fact that MJ2 videos consist of frames which are entirely intra-frame coded. This means that there are no dependencies between consecutive frames. Therewith, there are no temporal artifacts introduced through neither the MJ2 source coding nor the wireless channel. As a consequence, the quality of each video frame can be evaluated independently from its predecessors and successors using suitable image quality metrics.
The block diagram of the system concept considered in this paper is shown in Fig. 1 . The features of each frame are calculated in the pixel domain of the uncompressed video frame. The resulting data is then concatenated with the data stream of the compressed video frame. Together they are sent over the channel. At the receiver, the data representing the features is extracted. After MJ2 source decoding the features of the received video frames are calculated and used, together with the features of the original uncompressed video frames, for quality assessment. On the grounds of this assessment an adaptation of system parameters could be initiated in a practical system. Several image quality metrics have been proposed in recent years. In the sequel, we will consider the hybrid image quality metric (HIQM) proposed in our earlier work [4] . For comparison purposes we will also consider two metrics for which the source code has been made available to the public. In addition, the well-known PSNR is used here to serve as the reference fidelity metric.
Hybrid Image Quality Metric
This RR metric relates perceptual-based objective quality to the outcomes from different image feature extraction algorithms, namely, blocking [5] , [6] , blur [7] , image activity [8] , and intensity masking [9] . Accordingly, HIQM can be used for extracting the features of MJ2 video streams on a frame-by-frame basis at both transmitter and receiver. To keep the resulting overhead for representing the video frame features as low as possible, the overall perceptual quality of a video frame is quantified by a single number. Specifically, the related HIQM value is calculated as a weighted sum of the extracted features:
where w i denotes the weight of the respective feature f i , i = 1, 2, 3, 4, 5 (see Table I ). It is noted that the feature weights were obtained from subject quality tests that were conducted at the Department of Signal Processing of the Blekinge Institute of Technology. The test was performed using the Double Stimulus Continuous Quality Scale (DSCQS) methodology as specified in ITU-R Rec. BT.500-11 [10] . The final quality measure of an MJ2 encoded video frame at the receiver may then be represented by the magnitude of the difference between the feature measure of the transmitted and the received frame
where i denotes the i th frame within the transmitted (T ) and the received (R) video stream.
Reduced-Reference Image Quality Assessment
The reduced-reference image quality assessment (RRIQA) technique has been proposed in [11] . It is based on natural image statistic model in the wavelet domain. The distortion between the received and the transmitted image is calculated as
where the constant D 0 is used as a scaler of the distortion measure,d k (p k q k ) denotes the estimation of the KullbackLeibler distance between the probability density functions p k and q k of the k th subband in the transmitted and received image, and K is the number of subbands.
Measure of Structural Similarity
The FR metric reported in [12] is also taken into account. Although the applicability of this metric for wireless communications is not necessarily given due to its full-reference nature, the comparison regarding the quality prediction performance is of high interest as it would serve as a benchmark test for the RR metrics. The considered metric is based on the degradation of structural information. Its outcome is a measure of structural similarity (SSIM) between the reference and the distorted image
where µ x , µ y and σ x , σ y denote the mean intensity and contrast of image signals x and y, respectively. The constants C 1 and C 2 are used to avoid instabilities in the structural similarity comparison that may occur for certain mean intensity and contrast combinations (µ
Prediction of Subjective Quality
Subjective ratings from experiments are typically averaged into a mean opinion score (MOS) which represents the subjective quality of a particular image. On the other hand, the examined metrics relate to the objective image quality and shall be used to predict perceived image quality automatically. For this purpose, exponential prediction functions have been selected in this work. This finds its support in the fact that the image quality metrics considered here relate to image distortion and degradation of structural information. As such, a highly distorted image would be expected to relate to a low MOS while images with low structural degradation would result in high MOS. A curve fitting of MOS values from the subjective tests versus quality measure may then be based on an exponential function leading eventually to the following prediction functions 
Implementation aspects
An estimate of the complexity associated with the implementation of HIQM, RRIQA, SSIM, and PSNR may be given in terms of the overhead that is needed for representing video frame features and the computational load imposed on potential processing equipment.
As far as the overhead is concerned, the total length of the HIQM-based quality value can be represented by as little as 17 bits. These bits may comprise 1 bit for the sign, 8 bits for the integer in the range 0-255, 4 bits for each the first and the second decimal. On the other hand, the overhead needed to represent RRIQA is given in [11] as 162 bits. Finally, the overhead introduced by SSIM and PSNR would be the entire original image as they constitute FR metrics. A comparison of the overhead for these approaches is given in Table II for the case of MJ2 encoded (at 1bpp) quarter common intermediate format (QCIF) video frames. It can be seen from the table that HIQM provides significant savings in overhead.
The computational load is measured in terms of the processing time for 100 frames of the test video and is shown in Table II . Clearly, the HIQM-based metric offers a significant reduction in processing time compared to RRIQA. 
Performance Evaluation
The extensive simulations involved a wide range of video streams which were taken from the data base provided in [13] . The common findings from these simulations will be discussed in the sequel using representative video streams.
System Under Test
The system under test comprised of a flat Rayleigh fading channel in the presence of additive white Gaussian noise (AWGN) along with maximum a posteriori probability (MAP) decoding and a soft-combining scheme. BoseChaudhuri-Hocquenghem (BCH) codes were used for error protection purposes and binary phase shift keying (BPSK) as modulation technique.
To obtain the MJ2 videos, a total of 100 consecutive frames of uncompressed QCIF videos were compressed at various bit rates using the Kakadu software [14] . No error-resilience tools were used during source encoding and decoding to get the full impact of the errors introduced by the channel. The MJ2 videos were then sent over the channel and decompressed on the receiver side to obtain the QCIF videos. In Fig. 2 it can be seen that a wide range of distortions could be created.
Source Coding and Perceptual Quality
In view of applications such as wireless communications, it is of interest to estimate the transmission resources that would be required to carry a video stream. This constraint can be quantified by the data rate or transmission rate T r that the link need to cater for and shall be considered in the sequel for scenarios without and with channel coding. In particular, the transmission rate is given here by
where R = k/n is the code rate of the deployed channel code, d h and d v denote the horizontal and vertical dimensions of the video frames (number of pixels per frame), N b represents the number of bits per pixel (bpp) in the compressed video frame, and N s denotes the number of frames per second. Table III shows the transmission rate for the examined QCIF video streams having horizontal dimension d h = 176 and vertical dimension d v = 144, which results in 25344 pixels per frame. The number of frames per second were N s = 30fps. It can be seen from the table that for N b ≤ 1bpp the resulting transmission rates could be readily accommodated in existing mobile radio systems or wireless local area networks (WLANs), for example in the high speed downlink packet access (HSDPA) or IEEE802.11a. For rates of 2bpp and above, higher demands are posed on the available transmission capacity. This holds especially for scenarios where a number of users should be given simultaneously access to a common transmission medium without blocking the system. In order to reveal the impact of compression on the perceived quality of MJ2 videos, we consider the three QCIF videos 'Container', 'News', and 'Salesman' and evaluate the various quality metrics for different levels of compression. Figs. 3 a-c show the results obtained for the three perceptual quality metrics ∆ HIQM , RRIQA, and SSIM as functions of the number of bits per pixel, while Fig. 3d shows the results for the fidelity metric PSNR. The figures also show the average results over the three videos for each of the examined metrics. It can be seen from Figs. 3 a-c that the perceptual quality metrics improve mostly over the range 0.3bpp to 1bpp. The additional gain obtained by doubling the number of bits per pixel from 1bpp to 2bpp is not as large. In contrast to this behavior, PSNR turns out to improve more linearly with the increase of the number of bits per pixel. This observation is somewhat expected as PSNR quantifies fidelity and does not account for saturation effects in the quality perception associated with the human visual system.
Channel Coding and Perceptual Quality
In this section, we examine the relationship between channel coding and perceptual quality. From the findings of the previous section, the value of N b = 1bpp seems to be a reasonable choice for source compression with respect to both transmission rate and perceptual quality of the MJ2 video streams. As channel coding settings, we used BCH(15,7), BCH(31,21), and BCH(63,51) codes together with a MAP decoder and soft-combining allowing for a maximum of four retransmissions.
Figs. 4 a-d show the quality metrics as a function of the average bit energy to noise power spectral density ratio (E b /N 0 ) for the three different BCH codes. It can be seen from the figures that the BCH(63,51) code outperforms the BCH(31,21) code and the BCH(15,7), which comes at the expense of a slightly increased decoder complexity due to the increased number of parity check bits of 12 bits compared to 10 bits and 8 bits. Although this behavior applies to all four metrics, ∆ HIQM offers the most favorable properties for a practical implementation as far as overhead is concerned.
Progression of Perceptual Quality over Time
The 'news' video has been chosen to illustrate the ability of the considered measures in assessing perceptual quality of MJ2 encoded videos over wireless channels. The QCIF video was compressed with a rate of 1bpp and the BCH(15,7) code was used for error protection. At the receiver, MAP decoding and soft-combining with a maximum of four retransmissions were deployed. The simulations were performed for E b /N 0 = 6dB. The actual quality assessment has been performed on both the transmitted and received uncompressed QCIF videos. The exponential prediction functions (5) were used to translate the perceptual quality measures into predicted mean opinion scores. The predicted scores were normalized to fall in the interval [0, 100] for ease of comparison. The progression of the quality measures over the 100 consecutive frames are shown in Fig. 5 .
It can be seen from Fig. 5 that ∆ HIQM very closely follows the assessment of the benchmarks given by SSIM and PSNR. In particular, ∆ HIQM clearly identifies the same frames as of perceptually lower quality as those detected by SSIM and PSNR. It provides also stable quality assessments for the frames that have good quality. This behavior can be achieved without requiring reference frames at the receiver as would be the case with SSIM and PSNR. It should also be noted that SSIM and PSNR may underestimate or overestimate the perceptual quality compared to HIQM as is the case with frame numbers 37 and 58 (see Figs. 2b and d), respectively. Although these particular frames are clearly indicated by ∆ HIQM and both SSIM and PSNR as of reduced quality, the values given by ∆ HIQM seem to more accurately reflect the levels of quality degradation.
As far as RRIQA is concerned, this metric appears to be rather unstable and seems not as strong in differentiating among perceptual quality levels as the other considered metrics. This makes RRIQA less attractive for applications where a distinct real-time quality assessment is needed such as in extracting decisions for link adaptation techniques.
Conclusions
In this paper, we examined the potential of perceptual image quality metrics for quality assessment of MJ2 video streams in the context of wireless channels. The reducedreference hybrid image quality metric has been identified as suitable for an extension from image to intra-frame coded video applications. The simulation results have shown that ∆ HIQM outperforms RRIQA in the overhead that is needed for representing the features of MJ2 video frames, the computational load, and the quality prediction performance. The results obtained for different levels of compression and channel coding settings may guide the design of efficient physical layer functions for wireless video systems.
