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Originalarbeiten
Zur zusammenfassenden Auswertung von Versuchsserien
Von H. Geidel und W. Haufe
Zusanmenfassung
Für eine Serie von Blockversuchen wird gezeigt, daß zusammenfassende Varianzanalysen - auch mehrfach gruppiert -
mit Hilfe der Varianzanalyse und der Prüfgliedmittelwerte der Einzelversuche berechnet werden können.
Die dargestellten Zusammenhänge sind bei der Verwendung von Computern von Bedeutung, da durch sie weniger
Speicherkapazität benötigt wird und auch die Rechenzeit beachtlich reduziert werden kann.
Summarg
For a series of`block trials it is demonstrated that a summarized analysis of variance can be evaluated by means
of`analysis of variance and mean values of the single trials. The given fbrmulas can easily be generalized för
other situations. The presented connections are of'great importance in applying computers as this requires much
less core store and also reduced the computer time considerably
Ein Versuchsprogramm umfaßt gewöhnlich eine Serie von Ver-
suchen, die unter verschiedenen äußeren Bedingungen mit
gleicher Fragestellung durchgeführt werden.
Als Grundversuch soll für die folgenden Ableitungen ein
Blockversuch angenommen werden, in dem i Prüfglieder (Be-
handlungen) in je k Blocks geprüft werden. Die abgeleiteten
Rechenformeln lassen sich aber leicht für andere Prüfsitua-
tionen verallgemeinern.
Die von GEIDEL (1970) angegebenen Zusammenhänge zwischen
den SQ-Werten der Varianzanalysen werden zunächst verein-
facht und anschließend für eine erweiterte Datenstruktur
verallgemeinert. Dabei wird dann vorausgesetzt, daß sich
die "Versuche" orthogpnal nach zwei Kriterien aufgliedern
lassen. Eine solche Aufgliederung kann bei landwirtschaft-
lichen Feldversuchen z.B. nach Orten und Jahren erfolgen.
Bei medizinischen Versuchen ergibt sich z.B. eine analoge
Aufgliederung von Versuchen nach 0rten und Zeitperioden.
Es kann auch hier gezeigt werden, daß sich die SQ-Werte der
zusammenfassenden Varianzanalysen aus den'Varianzanalysen
und den Prüfglied-(Behandlungs-) Mittelwerten der Einzelver-
suche berechnen lassen.
Diese Zusammenhänge gewinnen bei der Speicherung von Ver-
suchsergebnissen in Computern, z.B. beim Aufbau von Daten-
banken aus Versuchsergebnissen an Bedeutung, weil es so in
vielen Fällen ausreichend sein wird, je Versuch nur die
Mittelwerte und die SQ-Werte der Varianzanalysen zu spei-
chern.
Die Beziehungen werden wieder für die SQ-Werte abgeleitet
und gelten damit - vgl. EISENHART (1947) - für die verschie-
denen Modelle (fix, zufällig oder gemischt).
Es wird weiter vorausgesetzt, daß eine Zusammenfassung der
jeweils betrachteten Versuche möglich und sinnvoll ist.~
1. Zusammenfassung von j Versuchen mit i Prüfgliedern
und jeweils k Blocks in jedem Versuch
Einen Beobachtungswert können wir mit
_ Yijk
kennzeichnen.
Dabei sind die Indizes wie folgt zugeordnet:
i : den Prüfgliedern
j : den Versuchen mit den i Prüfgliedern
k : den Blocks in den j Versuchen
Die Buchstaben i, j und k sollen gleichzeitig auch die maxi-
male Ausprägung der drei Faktoren angeben.
Für die zu bildenden Summen verwenden wir die Schreibweise
- Vgl. u.a. KEMPTHORNE (1952) - mit großen Buchstaben, wo-
bei wir die Indizes, über die summiert wird, durch einen
Punkt ersetzen. Die Mittelwerte werden als überstrichene
kleine Buchstaben mit der gleichen Punktnotation geschrieben
So ist z.B. die Prüfgliedsumme des i-ten Prüfgliedes im Ver-
such j
Yij. = åyijk >
d.h. die Summe über k bei festgehaltenen i und j.
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Der entsprechende Mittelwert für das i-te Prüfglied im j-ten
Versuch ist
' _ _ _.lY15 “ “ 4 Yij ›'F'i-\ lag?μlbi PT
wenn - wie oben angenommen - die Anzahl der Blocks in allen
j Versuchen gleich k ist.
Für die zusammenfassende Varianzanalyse von j Versuchen mit
i Prüfgliedern und jeweils k Blocks in jedem Versuch wollen
wir folgende Abkürzungen für die zu berechnenden SQ-Werte
verwenden:
Ursache SQ FG
Prüfglieder SQ 1 i - 1
Versuche SQ 2 j - 1
SQ 3 J (K'1)
SQ 4 (i-1)(J~1)
SQ 5 J(í-1)(k-1)










so 1 (J). 1 - 1
SQ 3 (J) k - 1
Rest SQ 5 (J) Q (i-1)(k-1)
Gesamt so 6 (3) I ik ~ 1
Dabei kann man die SQ-Werte für jeden einzelnen Versuch
(den j-ten) wie folgt schreiben:








SQ 3 (5) = ` 111' Y.jI
__ 2. _ 2 _ _SQ 5 (J) - iikyijk +¬--F.“i-› i-›-ı\/1 i-<1}..J.cl. l-1-li-› '¬,›:'›/1 _»<2 LJ. 'Ä'ru l-JIX'›-› »<3 Li. -iu
S6 '= ..2-¬-1-Y.2Q (J) iëkyıjk ık .j.
Die SQ-Werte der zusammenfassenden Varianzanalyse kann man
2:0 ' ~nun wie fol schreiben bzw. berechnen.
so 1 = Z so 1(j) - so 4
J
so 2 = so 2
SQ; = Z SQ 30)
J
so 4 = Z sg 1(j) - so 1
J
sQ5= Z SQ 50)
J
so 6 = Z so 6(j) + sQ 2
J
Das bedeutet, daß aus den Mittelwerten nur SQ 1 und SQ 2 zu
berechnen sind, die übrigen Werte erhält man aus der Summa-
tion der entsprechenden SQ-Werte der Einzelversuche.





l-Ä f\)SQ 1= 'J_3'ızY...
und riFTi-Ä
C_.ı.l`/J
*<¦ .2-¬_i_-Y 2S 2 =Q .j. ıjk ...
„st _
Y1.. 2 k šyij.
. =k_.. ='k-.Y.j. šyıj. 1 y.j.
ıoı ° 00 0 0 O
Y = 2 Y. = 2 Y .
ı 1 j J
Als Zahlenbeispiel werden die von PLAISTED (1960) - Vgl.
GEIDEL (1970) - angegebenen Zahlen benutzt. Mit diesen Wer-
ten ergeben sich die folgenden Berechnungen:
Die Varianzanalysen für j=1 und j=2 waren:
Ursache FG SQ (j=1) SQ (j=2)
Prüfglieder 3 SQ 1(1) = 0
Blocks 1 SQ 3(1) = 8
Rest 3 sQ 5(1) = 28
SQ 6(1) = 36
so 1(2) = 112
SQ 3(2) = 8
SQ 5(2) = 28
7 so 6(2) = 148Gesamt 7
Aus den Prüfgliedmittelwerten je Versuch yíj und den Ver-
suchsmittelwerten y j
§íj_ i=1 i=2 i=3 i=4 §_j_
J = 1 9 9 9 9 9
J = 2 5 3 7 13 7
lassen sich SQ 1 und SQ 2 über die Yi und Y J wie folgt
berechnen (k=2):
i=1 í=2 í=3 i=4 Y
šyij_ 14 12 16 22




Y_j_ = k šyij_ 72 56 128
Es sind nun
2so 1 = 5%? (282 + 242 + 322 + 442) - H-%†5 ° 128
= 1080 - 1024 = 56
so 2 = H%§ (722 + 562) - E†%†ä-- 1282









































† so 6 = 266 15
und
Dabei kann man Yi , Y J und Y wie folgt aus den Pruf-

















Die in diesem Abschnitt dargestellten Zusammenhänge werden




Y = iii = XY.
i j J





an einem einfachen Zahlenbeispiel erläutert.
2. Zusammenfassung von j Versuchen mit i Prüfgliedern Es Sei
und k, Blocks im j-ten Versuch i = 3
J j=2





Für j = 1 erhält man
Dabei können die Werte von k für
unterschiedlich sein, d.h. z.B.
verschiedene j aber
5 = 1 K = 1,2,...,k1 k =
5 = 2 K = 1,2,...,k2 k =






























Die Summationen über k sind bei der Berechnung der SQ-Werte
jeweils von 1 bis kj durchzuführen. 2 f» - _
Fur die SQ-Werte der zusammenfassenden.Varianzanalyse gilt





















und ur 1 - 2
Es sind auch hier nur SQ 1 und SQ 2 zu berechnen, die übri-
gen Werte erhält man aus der Summation der entsprechenden
SQ-Werte der Einzelversuche.
SQ 1(1) = 2,33
so 3(1) = 6,66
SQ 5(1) = 2,33
SQ 6(1) = 5,33
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Y.2
Für die Zusammenfassung erhält man nun folgende Summen:
i=1 í=2 i=
3 YGO
Yi _ 7 14 12 33
und
j=1 j=2 Y
Y . 14 19 33.j.
Damit ist
2 2 2 2so 1 = g + 12 + íš - šš = 5,20
_ 142 192 _ 332 _SQ 2 _ 6- + 9 15 _
Weiter ist
SQ 3 = 0,66 + 1,56 = 2,22
SQ 4 = 2,33 + 2,89 - 5,20
SQ 5 = 2,33 + 2,44 = 4,77








Prüfglieder I SQ 1 =
Versuche ` SQ 2 =
Blocks in Vers. SQ 3 =
Prüfgl. x Vers. SQ 4 =
Rest SQ 5 =
Gesamt SQ 6 =








und jeweils l Blocks, die nach zwei Faktoren
(i und j) gruppiert werden können
Betrachtet man Versuchsserien, bei denen der Faktor i Jahre
und der Faktor j Orte bedeutet, so kann man von folgender
Datenstruktur ausgehen.
Einen Beobachtungswert können wir mit
Yijki
kennzeichnen.
Dabei kann man die SQ-Werte wie folgt schreiben:
_. _ ;_ 2 ___; 2
SQ 1(1J) ' 1 Ä Yijk. ik Yij..
.. _ ;_ 2 _ _;_ 2







+SQ 5(íJ) = Z y›~ - - - ._1 Y 2
l,k o o
S 6 " = .. 2 --1 Y.. 2Q (13) lêkyijkl lk ij..
Unter Berücksichtigung der im 1. Abschnitt dargestellten
Zusammenhänge kann man zunächst zwei Teilzusanmenfassungen
vornehmen.
(4) Zs§2mis2f2§§4as_fër_s2§_le4r_i_§e2r_i_9r§e
Dabei erhält man die folgende Varianzanalyse:
Ursache Y SQ FG
, l
Prüfglieder SQ 1 (i) k - 1
die Y sQ2~a) 5-1
Blocks in Orten SQ 3 (i) j(l-1)
Prüfgl. X orte so 4 (1) (K-1)(J-1)
Rest SQ 5 (i) j(k›1)(1-1)
Gesamt SQ 6 (i) jkl - 1
Für die SQ-Werte gilt:
SQ 1 (1) = Z so 1 (11) ~ SQ 4 (1)
J
SQ 2 (1) = SQ 2 (1)
SQ 3 (1) = Z SQ 3 (ij)
J
so 4 (ii = 2 sa 1 (11) ~ so 1 <1)
J
SQ 5 (1) = Z so 3 (is)
J
so 6 (1) = Z so 6 (ij) + so 2 (1)
J
(b) ë2§erbenâ2§§4ns_âër_s22_9r§_i_ä9er_i-J2ëre
In Analogie zum Fall (a) erhält man hier:




l : Blocks in einem Versuch
Für jeden Versuch, d.h. für jede Kombination ij, erhält nen Rest
2 Jahre Prüfglieder so 1 (J) k - 1
Jahre SQ 2 (j) i - 1
Blocks in Jahren SQ 3 (j) i(l-1)
Prüfgl. X Jahre SQ 4 (j) (k-1)(i-1)
SQ 5 (J) i(k-1)(l-1)
die folgende Varianzanalyse: Gesamt SQ 6 (J) ikl - 1
Ursache SQ FG
Prüfglieder so 1 (ij)
Blocks SQ 3 (ij)
Rest SQ 5 (ij)
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mit
SQ 1 (J) = Z SQ 1 (ij) - SQ U (J)
i
so 2 (J) = so 2 (J)
so 3 <J› = 2 so 3 (is)'ki - 1 1
SQ 4 (J) = SQ 1 " -
μt~1
(ıJ) SQ 1 (J) SQ 6 =
ses (J) =2 sos (15)
1
sQ6 (J) =g S66 (iJ)+ SQ2 (J)
1


































Die SQ-Werte dieser zusamenfassenden Varianzanalyse kann
man wie folgt schreiben bzw. berechnen. Dabei sind die For
meln unterschiedlich je nach dem, ob zuerst über die Orte





= 1(i) - SQ 42.S
(J) - SQ 41
= _{_ so 11:15) - so4(J) - SQ 41
ı,J J






SQ 3 = SQ 3 (i)
\'_ı.l`/1l›-4~|.`-4
S= 3 (J)
= _2_ so 3 (1.1)
1›J
SQ 41 = I SQ 1(j)-
ı-›-t-1ci.:-
SQ 42 = SQ 1(i) -
l-J~l`v*1
SQ 43 = SQ 2(i) -
μ-ı-1am--1c_›.ı
M ,C ı\› CT
SQ 51 = SQ 4(j) -












Diese Formeln las›en sich noch in vielfacher Weise umformen
Wesentlich ist aber, daß nur die SQ-Werte der Hauptwirkungen,
d.h. SQ 1, SQ 21 und SQ 22, neu zu berechnen sind Dies ist






[_ so 6(1_j) + so 43 + so 21 + so 22
J
_ so 6(ij) + Z so 2(5› + so 21
J J
SQ 6(i) + SQ 22
SQ 6(j) + SQ 21
Schwierigkeiten möglich. ~
Auch die in diesem Abschnitt dargestellten Zusammenhange
sollen an einem Zahlenbeispiel erläutert werden
Dabei sei
Die Beobachtungswerte yíjkl sind zusammen mit den notwen-
digen Summen und Mittelwerten in der folgenden Aufstellung
enthalten








2 (Blocks i.d. Versuchen)
ij.l
1 1 1
2 2 4 5 11
1 2 4 7
fıık. 3 6 9 18 2 211
y11k. 2'5 2*° 4=5 3*° 2 V11
1 2 1 1 3 4 8
2 2 3 6 11
Y 3 6 10 19 = Y12_12ky1,k_ 1,3 3,6 5,6 3,17=§
f1.k. 6 12 19 37 §1
yl k , _ 13,00 4 75 3,08-Y
2 1 1 2 2 3 7
2 1 2 4 7
Y21k. 3 4 7 14 = Y
2 2 1
2 1 3 5 9
0 2 4 6
222x. 1 5 9 15 = Y
Y 4 9 16 29 Y2.4. 2
SQ 5 (°) “ 'i 1 Y2 k 4 2:41 Y21,00 2,25 ,oo =
J 7 Y k 16 21 35 66 = Y_
.2-S252” ` k 1,25 2,62 4,37 2,73=§_
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12 .
21
y21k. 1,5 2,0 3›5 2›33=y21
22
y22k_ 035 2:5 4135 2›5Ü:y22
Für die Versuehe erhält man die folgenden verienzeneıysen (c) Zgëgmmegâëë§gng_ëp§r_Qi§_g¶§i_Qr§§_gng_Qi§_§we1 Jahre
(SQ-Werte):
i = 1




















































































21,17 so 1 (2
SQ 2 (2
SQ 3 (2

















































































Prüfgl. x Orte 2
Prüfgl. x Jahre 2
Orte x Jahre 1
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Ein Zusammenhang zwischen Diskriminanz- und Regressionsanalyse
Von H. Hattemer
Zusamenfàssung
Der Zusammenhang zwischen dem Mehalanobis¬Abstand bzw. der linearen Diskriminanzfunktion und der Bestimmtheit bei
linearer Regressionsanalyse offenbart die Natur derartiger Abstandsmaße als Muß für die Unterscheidbarkeit.
Der bei Unterscheidungsproblemen anfallende Rechenaufwand läßt sich mit den durchweg sehr fíexiblen Regressions-
programmen bewältigen.
Summary
The relationship between Mhhalanobis' generalized distance (and FISHER's discriminant) and the degree of determination
in regression analysis reveals that these distance measures basically are measures of distinguishability. Computations
required in discrimination can be greatly facilitated by the employment of regression programs since these in general
are fairly flexible.
1. Einleitung etwa ist die Kovarianz zwischen dem i-ten und k-ten Merkmal
. .. . . 12“l - - “ikAuf die Möglıchkeıt der Berechnung einer Dıskrımınanzfunk- sik = ¿:§- Ã _Ã (xlíj-xli)(X1kj'Xlk) = N35 (4)
tion über die Anpassung eines multiplen linearen Regressi- l"1 J-1
onsmodells hat bereits FISHER (1936) hingewiesen. Die be- worin l die Stichprobe und j die Beobachtung innerhalb der
stehenden formalen Zusammenhänge sollen nachfolgend am Bei- Stichprobe kennzeichnen. Die zugehörige Summe der Abwei-
spiel des Zweistichprobenfalls beschrieben werden, wobei chungsprodukte sei mit wik ("¶1¿hín") bezeíehnet; die DXF*
die Gegenüberstellung der für den Anwender wichtigsten sta- Matrix dieser Größen sei (wiki = W. (2) ließe Sieh ums
tistischen Maßzahlen erfolgt. schreiben zu D2 = d' 1*, worin die Elemente des Vektors Ä*
aus dem Gleichungssystem S A* = d gewonnen sind. Setzt man
hier aber die Inverse der Matrix W anstatt der von S ein,
so ergibt sich der "UnterschiedU~(vgl. LINDER, 1960)
2. Verallgemeinerter Abstand und Diskriminanzfunktion
In zwei Grundgesamtheiten A und B besitzen p-Tupel d : d.Ä (5)
(x1,x2,...,xp) eine gemeinsame Kovarianzmatrix Z. Die Dif- X
ferenz zwischen den beiden Mittelwertvektoren sei worin die Elemente von A, d.i. die Koeffizienten der Dis-
kriminanzfunktion
P
Der verallgemeinerte Abstand zwischen den beiden Grundge- Xj = 2 A.x.j
1 1
af = ((μ§~μ2),<μ§-μ§),...,(μ§-μ§›› .
ll
samtheiten ist definiert durch die quadratische Form :
2 _1 aus dem GleichungssystemA=<s'2 6 (1)
(vgı. sNEıDEcoR end cocı-IRAN, 1967; LINDER, 1960 sowie W“ d (6)
die von diesen Autoren angegebene Original-Literatur; gewnnnen sind. Es besteht die Beziehung Ai* = (N-2) Ai.
HomELL1:NG in Kı1:ıviPTHoRNE, 1961).
Dieser Abstand wird geschätzt durch
D2 = d'S_1d (2) 5. Regressionsanalyse
Hierin bedeuten d den Vektor der Differenzen Zwischen den Die Schätzwerte für die partiellen Regressionskoeffizienten
Mittelwerten von Stichproben des Umfangs nA und nB der Regressíonsgleichung
(mit nA+nB = N), oder
Y'-rb + X.b.
d' = <<§§-š¿),(š2-š§›,...,<š§-š§)) (3) ° iâı 1 1
Ferner ist S = {s-k} die pxp-Matrix der gepoolten empiri- gewinnen wir aus den Normalgleichungen1
schen Varíanzen und Kovarianzen "innerhalb der Stichproben", Tb = c (7)
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worin b ein pX1-Vektor mit den Elementen b1,b2,...,bp
(der Interzept bo ergibt sich aus bo = y - ibíší),
1
T die pXp-Matrix der Summen der Abweichungsquadrate und
-produkte der p Regressoren, d.h. ein Element von T ist
N _ _
tik = jgl (Xij-Xi)(Xkj-Xk) (8)
und schließlich ist c der pX1-Vektor der Summen der Ab-
weichungsprodukte zwischen den p Regressoren xi und dem
Regressanden y, d.h.
N
wir haben in diesem und im vorigen Abschnitt mit x jeweils
"Beobachtungen" bezeichnet, denen in den beiden Fällen
wahrscheinlichkeitstheoretisch verschiedene Modelle zugrun-
degelegt werden. Die Regressionsanalyse wird vervollstän-
digt durch die Zerlegung des Summenquadrats aller yj in die
Summenquadrats "auf der Regression" und'"um die Regression
oder Fehler (error)", d.h. SQY=SQR+SQE, und die Berechnung
der multiplen Bestimmtheit
R2 = sos/SQY (10)
worin
SQR = c'b = iíl bici (11)
U. Beziehungen zwischen Regressions- und
Diskriminanzanalyse
Sollen D2 bzw. dx aus einer Regressionsanalyse berechnet
werden, kodiert man die Stichprobenzugehörigkeit der Beob-
achtungsobjekte. Man erzeugt etwa zu den Beobachtungsvek-
toren einen "Regressanden" y hinzu, indem.man
((0 wenn das Beohachtungsobjekt OjeA
yj : (12)
(1 wenn OjeB
setzt. Von den insgesamt N "Beobachtungen" yj sind danát
nA Null, die restlichen nB sind Eins. Unter diesen Umstän-
den ist
nn
SQY = Z (y -§›2 = -gen (13)Aus J
Ferner wird die Summe der Abweichungsprodukte zwischen
xi und y zu
N n n
Ci = "'%i'n"§ di
Das Gleichungssystem (7) ist in diesem speziellen Falle zu
-31-'rb = a (15)
nAns
geworden. Nun ist ein Element tik der Matrix T nichts an-
deres als
ti; = W12 * Zik
8 EDV in Medizin und Biologie- 1/1974
worin 2




die Sume der Abweichungsquadrate des i-ten und des k-ten
Merkmals "zwischen den Stichproben" bezeichnet. Die pxp-
Matrix dieser Summen von Abweichungsprodukten sei {zík1= Z,
so daß T=w+Z. Damit wird T zu
__ n nAns 2 Ans
W11* `NF"n1 W12* 'íF"'n1n2 °°°
1'lAns7 w1p+ --N dldp
n n nAns Ans 2 Ans
A W12* `N'"'n1n2 W22* 'FF"n2 '°° W2p* `FF"n2np
n n n nA B A Bw1p+ -¿- dldp 'w2p+ -FF-d2dp ... wbp+ -íF-nAns d 2p
1,
und das Gleichungssystem (15) zu
E35- wb + Us = d.
A B
worin der Vektor
.1 ___ ı_. _~
2dl d1d2 . . dldp (bl 7 dl
_ 2 *_p1-Ub - d1d2 d2 dgdp ;b2 -íšldibi d2 - (d'b)d
O O O O O7 2 7
d a d d .. d b d1 p 2 p p p 7 l p
-_ __ _ _¬ 1 __
Nun ist aber nach (10), (13) und (14) das Skalarprodukt
« _ .N;_ = §25 = 2d b - nAnB c'b SQY R (17)
und die Normalgleichungen haben nunmehr die Gestalt
1 2 _°šQYwb+RÖ.-Ö
beziehungsweise
wb = sQY(d-nnd) = sos d (18)
Die Gegenüberstellung mit (7) erbringt in
1 = §àE~b (19)
die gesuchte Beziehung zwischen partiellen Regressions-
koeffizienten und den Koeffizienten der Diskriminanzfunk-





D2 _ (N-2)s2_ SQE
(20)
(2oa)
Bem. 1: Aus (20) ergibt sich
nAns _ sgg
N dX ` SQE
Man erkennt, daß die Teststatistik
dX(N-p-1) nAnB
p N
(Vgl. LINDER, 1960, p.244) identisch ist mit der zur Sig-
nifikanzprüfung der Reduktion der Sunne›der Abweichungs-
quadrate aufgrund von Regression
§21 ...N-2-1
P SQY-SQR
Diese Testgröße ist natürlich ebenfalls identisch mit der
zur Signifikanzprüfung eines verallgemeinerten Abstandes,
n
'U7Ül\Jes i\)'Uvc: Z.'J>:sCD
(Vgl. LINDER, 1960, p.264).
Bem. 2: Die Kodierung (12) ist nicht zwingend; aus (12)
ergibt sich durch die lineare Transformation y(1)=2y-1
die Kodierung
-1 wenn O-aA
y(1).ı' : J1 sonst
bzw. durch die lineare Transformation y(2) = EEE-y --%-
die Kodierung von SNEDECOR and COCHRAN (1967),A B A
nämlich
- å- *wenn O.eA
y . = A J(2)J
gi- sonst
B
Schließlich ergibt sich durch eine dritte Transformation
nya) = -y + -g die K0<1ier~ung v0n Fisnss (1936)=
nB-~ wenn O.eAY(z›J ' N J
nA- -¿› sonst
5. Rechenbeispiel
LINDER (1966, S.238 ff.) gibt ein Beispiel für Diskrimi-
nanzanalyse: Bei zwei Stichproben von Schädeln (Stichproben-
umfänge 23 bzw. 10) wurden 9 Dimensionen gemessen. Bei Ver-
wendung von zwei dieser Merkmale (xl und xu) wurde der Un-
terschied zwischen den beiden Populationen mit dX(2)= 0.434,
bei Verwendung von vier dieser Merkmale (x1,x2,xu und x9)
mit dX(u)= 0.437 geschätzt. Prüfung auf Signifikanz geschah
durch Vergleich von
.434X3oX23oF = 9------ = .(2) 2›<33 un 37
bzw. F(u)= 21.32 mit dem 0.999-Quantil der F-Verteilung mit
2 und 30 bzw. 4 und 28 Freiheitsgraden. Ein Test auf Bei-
trag der Merkmale x2 und x9 bei Hinzunahme zu xl und xu
ergibt den F-Wert F=o.073 mit 2 und 28 Freiheitsgraden.
Nun sollen diese Ergebnisse nach dem Regressionsverfahren
berechnet werden. Bei Kodierung der Stichprobenzugehörig-
keit durch +1 und -1 ergibt sich SQY = 4X23X1o/33 = 27.879
und nach Anpassung einer linearen Regression mit den Regres-
soren xl und xu die Varianztabelle:
Ursache SQ FG MQ
Total 27.879 32
Regression 20.956 2 10.478
Fehler 6.923 30 0.231
Die seetimmtneit ist R2 = 20.956/27.879 = 0.752 und men
erhält hieraus dX(2)= 4xo.752/6.923 = 0.434 und den F-Wert
F = 10.478/0.231 = 45.36. Zum Test auf zusätzlichen Beitrag
der Merkmale X2 und x9 passen wir ein entsprechend erwei-
tertes Regressionsmodell an, das eine Bestimmtheit von
R2 = 0.753 besitzt; die Varianztabelle ist in diesem Fall:






Der F-Wert wäre hier F = 5.249/0.246 = 21.34 und
dX(u)= 4X0.753/6.883 = 0.438. Zum eigentlichen Test auf
zusätzlichen Beitrag wird
F : 2 0.081
berechnet; für die Abweichung vom obigen Wert ist unter-
schiedliches Runden verantwortlich. Dieses Verfahren wurde
zur Anstellung von Tests auch von MERGEN and FURNIVAL (1960)
angewandt.
6.&mhß
Aus einer an den Stichprobenwerten gezeigten Beziehung
zwischen dem.Mahalanobis-Abstand und der Bestimmtheit eines
Regressionsmodells geht die besondere Natur dieses Abstands-
neßes hervor: Der Abstand ist proportional dem Grad, in dem
die Zugehörigkeit der Objekte zu einer von zwei Populationen
bzw. Stichproben aus dem an ihnen gemessenen Merkmalsvektor
"erklärt" werden kann. Daß eine Normierung von dx und D2
gerade mit Hilfe der Bestimmtheit R2 gelingt, demonstriert
die Natur dieser Abstände als Maße für die Unterscheidbar-
keit (JARDINE and SIBSON, 1970). Ein sich ergebender prak-
tischer Vorteil ist die Anwendbarkeit der für die Regres-
sionsanalyse besonders eingehend beschriebenen statistischen
Methoden. Zur Berechnung der gebräuchlichen Schätzwerte und
Prüfgrößen bei Bearbeitung von Unterscheidungs- und Klassi-
fikationsproblemen (Zweistichprobenfall) erscheint die Ver-
wendung von Rechenprogrammen möglich, die für multiple Re-
gression entwickelt wurden. Besonders zur Variablenreduktion
durch schrittweise Anpassung besitzen einige solcher Pro-
gramme weite Verbreitung.
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Von H. L. Christl
Zusammenfassung
Es werden einige Ansätze zur Beschreibung von Wachstumsmodellen mehrtypiger Populationen mit Hilfe von
Markov'schen und Nicht-Markov'schen Verzweigungsprozessen wiedergegeben.
Summary
Some Markovian and Non-Markovian branching processes useful in multitype population growth modeling
will be described.
1. Einleitung
Mehrtypige Modelle zur Beschreibung biologischer Vorgänge
haben sich in vielen Bereichen als nützlich und notwendig
erwiesen (BARTHOLOMEW, 1970; DIETZ, 1968). Schon für eine
einigermaßen realistische Beschreibung von Bevölkerungs-
(Wachstums-)Modellen ist ein mindestens 2-typiger Ansatz
erforderlich. Betrachtet man insbesondere Prozesse, bei
denen etwa das Lebensalter der Objekte nicht mehr gleich
einer festen Zeiteinheit ist, sondern allgemeinen (nicht
notwendigerweise exponentiellen) Wahrscheinlichkeitsvertei-
lungen genügt, so heißt der Prozeß (Z (t) ; t 2_O} (Z (t) =
Anzahl der Objekte zur Zeit t) ein altersabhängiger Prozeß.
Ist die Lebensdauerverteilung eine Exponentialverteilung,
bekommen wir im einfachsten Fall eines k-typigen Prozesses
einen Markov-Prozeß mit stetiger Zeit und diskretem Zu-
standsraum Rš.
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2. Definitionen und Bezeichnungen
Es sei Zj(t) = Anzahl von Typ-j Elementen zum Zeitpunkt t.
Zt = (Z1(t), ..., Zk(t)) `
Um die Erzeugung von Elementen eines k-typigen Prozesses zu
beschreiben, definiert man - analog zum.1-dimensionalen Fall.
- k erzeugende Funktionen jede in k Variablen.
Es sei also:
nn) (e1,e2,...,ek,(;) = 2 pm (j1,...,jk,c)eå1...ef;k
j1,j2...jk 3_o
o_§ei_<_1 1=1(1)1<
die erzeugende Funktion, der die Entstehung der Objekte im
Prozeß unterliegt. Dabei ist
pm (3) = pm (j1,...,jk) = wenreeneinıienieit, des
ein Typ-i Objekt, welches vom Zeitpunkt t(í)= O für eine
gewisse Zeit Tšo) lebt und dann
j Nachkommen vom Typ 1
Damit ist
g1=Ä+μ




jk Nachkommen vom Typ k
erzeugt. Diese leben jeweils eine gewisse Zeit Tšâ)...T1j
Tíä)...T§§) und erzeugten Nachkommen gemäß Üp(j)}. 1
k
Die T's sind unabhängige Variable mit einer Verteilung G(-)
die im allgemeinen keine Exponentialverteilung sein wird.
Analog zum 1-dimensionalen Fall hat man:
-'V+ -P +
P(i,J,t) = p(Z(t) = J / Z(O) = í),
wenn man die Zeithomogenität berücksichtigt.
-P-› +"› +† + +
F(i,s,t) = Z p(i,j,t)sJ = (F(*)(s,t),...,F(k)(s,t))
Je¿š
F(ši,š,c) = F(í)(š,t› = Z P<z(t› = 3/z(o) = ší)š3
Je R;
F(í)(š,t) ist dabei die erzeugende Funktion für die Anzahl
von verschiedenen Typen zur Zeit t unter der Bedingung, daß
ein Objekt vom Typ i zur Zeit t = O vorhanden ist.
Die Kolmogorov-Gleichungen haben dann die Form
(i) + K (i) *3F ( ,t) _ (') * 8F ( ,t)
S " l (sıt) _ SJ] asjs
(Vorwärts-Gleichung)
(i) *(2) êšläšišiâl = gi (h(i)(F(§,t) - F(í))]
(Rückwärts-Gleichung)
(i) * _ ~ _F (s,O) - si 1 - 1(1)k
Dabei bezeichnet
gä(h(š,t) - sj) die j-te Komonente
der ínfinitesimalen erzeugenden Funktion.
3. Markovsche Verzweigungsprozesse
Für ein 2-typiges Modell ergibt sich unter den Annahmen:
e) P(z1(c› = X, z,(t› = y / z,(o) = 1)
b) Die Subpopulationen, die durch verschiedene Eltern
erzeugt werden, sind unabhängig.
c) Ein Typ-1 (= weiblich) Individuum zur Zeit t erzeugt im
Intervall t,t+ At ein Typ-1 Objekt mit der Wahrschein-
lichkeit Äp-At+0(At) und ein Typ-2 (= männlich) Ojekt
mit der Wahrscheinlichkeit Äq At+o(At); Ä>O p+q = 1
d) Ein Typ-1 Objekt zur Zeit t stirbt in t,t+At mit Wahr-
scheinlichkeit μAt+0(At), ein Typ-2 Objekt mit Wahr-
scheinlichkeit μ'At+o(At); μ,μ'2_O.
p(1)(2,0) = Ä2~ p(2)(0,0) = 1Ä+μ
(1) p(1)(1,1) = à%5
p(1)(0,0) = ,§5
Damit wird die Kolmogorov-Vorwärts-Gleichung (1) zu:
8F 2 3F BF
(3) '§5 = (ÄPS1"'›\QS1S2+ll°'(Ä+lJ)S1) §š;*'l1'(1"S2) 'äšš
Aus der Lösung dieser partiellen Differentialgleichung er-
gibt sich z.B. für die Extinktionswahrscheinlichkeit:
μ(e(›\p-μ)t_›l) Äq(e(›\p-μ)t_e"μ't)}
P(Z1(t)=O,Z2(t)=O/Z1(O)'-fl) = exp 1:" Äp _ μ + μ'
Dieses Ergebnis ist weitgehend aus der Literatur bekannt.
Als asymptotische Form für t + w erhält man:
. 1 1 Äq Äp < μl1m.P(0,0,t) = [exp (-š†) < 1 lp = μ
Ist also in der weiblichen Subpopulation die Geburtsrate
gleich der Sterberate, so wird die Extinktionswahrschein-
lichkeit der Gesamtbevölkerung nur vom Verhältnis der Ge-
burts- und Tbdesrate der Männer (Typ-2 Individuen) bestinnm
Ist die Geburtsrate der Frauen größer als ihre Sterberate,
so stirbt die Gesamtpopulation nicht aus. Wie man aus (3)
sieht, genügt die erzeugende Funktion der Randverteilung
für den Typ-1 dem bekannten linearen Geburts- und Todespro-
zeß für den 1-typigen Fall. Dieses Modell ist insoweit et-
was unbefriedigend, da man annimmt, daß zur Zeit t=O nur
Elemente eines Typs vorhanden sind.
In diesem Zusammenhang liegt es nahe, auch gleichzeitig
Elemente des anderen Typs zur Zeit t=O hinzuzunehmen.
Man wird dann folgendes Modell betrachten:
1) Z1(t), Z2(t) sei die Anzahl der weiblichen bzw. männli-
chen objekte in der Population zur Zeit t und es sei
P(j1,J2,t)=P(Z1(t)=J1,Z2(t)=j2/Z1(0)=J1O,Z2(O)=j2O)
2) Die Subpopulationen, die sich aus den verschiedenen
Typen entwickeln, seien unabhängig.
3) Für jeden Typ der Population seien die Bedingungen des
linearen Geburts- und Todesprozesses erfüllt mit A1, A2
als Geburtsraten und μl, μ2 als Absterberaten ZÄk+μk=1.
_ . _ 51 52 .Ist F(s ,s ,t) - Z P(j ,j ,t)s s die erzeugende1 2 . . 1 2 1 2
J1›J2_2_O
Funktion der oben erklärten Wahrscheinlichkeiten P(j1,j2,t)
und hat für jeden Vektor jO=(j1O,j2O) P(j1,j2,t) eine Wahr-
scheinlichkeitsverteilung, die der Bedingung
P ' ' 0 =s. . 0. _ " ° t
(J1,J2, ) 31091 32022 genugt, so ls
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F(1,1,t) = 1 formationswahrscheinlichkeiten pk = P(Z1=k) waren, wurde
F(s1,S2,O) : Silo S;2o _ von WAUGH erstmals eine Zeitabhängigkeit pk = pk(t) =
Die Vorwärts-Gleichung ergibt sich zu
8F(s s t) 21' 2° _ Ä 2 Ä aF--3;--- - Z ( S + ( +u )s +u ) -- - :t kzí k k k k k k ask G(t)
Die Lösung erhält man über die erzeugenden Funktionen der
Randwahrscheinlichkeit P(j1,t) u. P(j2,t) unter Beachtung
der Unabhängigkeit von Z1(t) und Z2(t) als Produkt der Ein-
zellösungen.
S0 erhält man hieraus z.B. die asymptotische Extinktions-
wahrscheinlichkeit der Gesamtpopulation
. 1 . . Ak ílim P(0,0,t) = μl Jlo μ2 j2O
'C"*°° (XI) (Tg) Äk > Hk
Dieses Modell hat vom mathematischen Standpunkt die ange-
nehme Eigenschaft, daß man analoge explizite Lösungen auch
für k-typige (k>2) Prozesse leicht erhält.
4. Nicht Markovsche Verzweigungsprozesse
Für allgemeine, nicht Markov-sche Verzweigungsprozesse be-
trachten wir wieder eine Population, die aus k-Typen be- -
steht, wobei das Reproduktionsverhalten über eine k-dimen-
sionale erzeugende Funktion n(š) wie oben erklärt wird.
Das Lebensalter eines Typ-i Objekts ist eine Zufallsvaria-
ble mit einer allgemeinen Verteilung Gi(~); i = 1(1)k.
Beides, Entstehung der bjekteund Lebensalter seien unab-
hängig von der Vorgeschichte des Prozesses vor der Geburt
des in Frage kommenden Objekts.
Die analytische Behandlung solcher Prozesse gechieht be-
kanntlich über die Integralgleichung:
. 1 t . +<1) F(1)(s,±=> = si(1-Gi(±-,›› + ähm (Pen:-1)] dein)
Für den Fall einer Exponentialverteilung für Gi(~) wird (4)
zur schon gezeigten Kolmogorov-Rückwärtsgbeichung (2).
Es ist zu beachten, daß eine Anzahl von Ergebnissen für ein-
typige altersabhängige Prozesse noch nicht auf mehrtypige
Prozesse übertrager wurden. Darunter befinden sich noch of-
fene Probleme über das asymptotische Verhalten des Prozes-
ses (Momente, erzeugende Funktionen, Grenzverteilungen),
“Y dee) = 1]Q
O'¬8
CDwenn der Malthus Parameter a:
nicht existiert.
Im eintypigen Fall gibt es für diese Prozesse eine Erwei-
terung, die auf WAUGH (1955) zurückgeht. Während die von
BELUMAN und HARRIS (1948) behandelten altersabhängigen
P(Z (t) = k) angenommen.1
Setzt man:
1-e`n'° 0 3 0
- -t1-ce at(2-e a )pO(t) = a > 0 Q5051
p2(t) = de`an(1-e`nt) <1 3 20
p1(t) = 1-(pO(t)+p1(t))
so hat man:
_ 1-c t = O
" t + cn
c t = O
uk n1(t) = '(0 t +-w
_ 0 t=o
n2(*°)'{o c+«›
Außerdem net p2(1:) für t = llàl-3 ein Maximum der Größe §1.
Dieses Modell dürfte der Wirklichkeit etwas näher kommen
als das von BHARUCHA-REID u. WOODS (1958) vorgestellte, da
hier die Wahrscheinlichkeit einer Geburt d.i. p2(t) sowohl
für t = O als auch für t + w jeweils Null ist und zwischen-
durch ein Maximum.erreicht. Damit ließe sich etwa für einen
2-typigen Prozeß schon das Reproduktionsverhalten der weib-
lichen Objekte beschreiben. Da die Extinktionswahrschein-
lichkeit bekanntlich die kleinste nichtnegative Wurzel der
Gleichung h(q,t) = q (h = erzeugende Funktion der Trans-
formationswahrscheinlichkeiten) ist, so wäre im vorliegen-
den 1-typigen Fall die Gleichung
A + Eq + Cq2 = q
zu lösen
mit
00A = b I (1_ -at(2_ -at)) -btdt _ (2a+b)(a+b)-bc(3a+b)
0 ce e e ` (2a+b)(a+b)
@B : b f [ce at(2_ -at)_d -at+d 2at]e-btdt _ (3a+b)c-ad
0 8 e e ` (2a+b)(a+b)
C = b I e ` (2a+b)(a+b) °0
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Datenbankprobleme bei der Auswertung von Versuohsseıien
Von W. Haufe und H. Geidel
Zusammenfassung
Die Organisationsstrukturen von Datenbanken werden weitgehend dadurch bestimmt, ob es sich um Daten aus geplanten Ver-
suchen oder um Beobachtungsdaten bzw. Erhebungsmaterial handelt; ferner ob aus organisatorischen Gründen die Speiche-
rung sowohl der Primärdaten als auch der Sekundärdaten oder nur der Primärdaten bzw. nur der Sekundärdaten zweckmäßig
oder notwendig ist. Für den zeitlichen Datenanfall und für die Auswertungen ist ferner von Bedeutung die Art der
Speicherung in den einzelnen Sätzen, d.h. ob in "Merkmalssätzen" die Werte von verschiedenen Prüfgliedern (= Individuen)
oder in "Prüfgliedsätzen” die Werte für die verschiedenen Merkmale enthalten sind. Datenbankkonzepte für geplante Ver-
suche müssen die mögliche Nichtorthogonalität der Daten berücksichtigen und die Registrierung der Merkmalsstrukturen
zulassen, um bei den Anwendungsprogrammen einen hohen Grad an Selbstregulierung zu erreichen.
Summary
The organisational structure of data files is mainly determined by the kind of'data, that is whether the data originate
from planned experiments or from observations or surveys; further whether it is necessary or expedient for organisa-
tional purposes to store either primary or secondary data or both. For the temporal occurance of data and for data ana-
lysis the way of storage within the records is significant, that is whether values of different variants (individuals)
are held in character records or values of different characters are held in variant records. Data file concepts for
planned experiments have to consider possible non-orthogonal data and allow the registration of character structures in
order to achieve a high grade of self'regulation in application programs.
Die Verwendung von Computern für die statistische oder bio-
metrische Bearbeitung von Versuchsergebnissen, Beobachtungen
und Erhebungen legt es nahe, die Ausgangsdaten oder ent-
sprechend reduzierte oder komprimierte Daten (Mittelwerte,
Varianzen o.ä.) zu speichern, um jederzeit mit diesen Daten
weiterarbeiten zu können. Dabei sollte sichergestellt sein,
daß eine Ergänzung und ggf. auch eine Korrektur der Daten
durch neuere Ergebnisse, Beobachtungen oder Erhebungen
durchgeführt werden kann. Die so gesammelten Daten bilden
eine sogenannte "Datenbank". 1)
1) Unter einer Datenbank versteht man ein Softwaresystem
für den Zugriff auf einmal gespeicherte physische Daten-
strukturen auf beliebig vielen logischen Strukturen.
Die Verschiedenartigkeit der Datengewinnung führt zu unter-
schiedlichen Datenstrukturen. In der vorliegenden Arbeit
soll nach einem nicht erschöpfenden Überblick über einige
mögliche Datenstrukturen und mögliche Datenbankkonzepte
ein Datenbankkonzept für die Verarbeitung von "geplanten




Bei der Auswertung von "geplanten Versuchen" wird vielfach
übersehen, daß die Statistik eigentlich mit der Auswertung
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von gesammelten empirischen Daten begonnen wurde. Dieser
Zweig der Statistik rückt heute, z.T. bedingt durch die Mög-
lichkeiten der Computer, wieder mehr in den Vordergrund.
So versucht man auch bei den geplanten`Versuchen über die
Erfassung weiterer Merkmale für die einzelnen Versuchsein-
heiten und die anschließende Aufgliederung nach diesen Merk-
malen zur Aufdeckung von ggf. vorhandenen Wechselwirkungen
zu kommen.
Sieht man zunächst von der Behandlung sogenannter reiner
Erhebungsdaten ab, so ergibt sich z.B. bei der Überprüfung
der Wirkung eines Arzneimittels die folgende Datenstruktur.




Messungen der Wirkung in zeitlichen Abständen
Diese Angaben lassen sich je Patient als InÀarmationseinheit
auffassen (Abb. 1).
Pat.Nr. Geschl. â?š;;bt. Dosis 1.Mess. 2.Mess. 3.Mess.
Abb. 1: Informationseinheit je Patient (Beispiel)
Die Abb. 2 zeigt für angenommene Zahlenwerte die Struktur,
wie sie für eine biometrische Bearbeitung vorliegt. Die
Nichtorthogonalität ist ganz offensichtlich, sie wird z.T.
bedingt durch Erfordernisse der Praxis. Es ist naheliegend,
daß bei starker Symptomausprägung normalerweise keine nie-
drigen Dosen verabreicht werden; andererseits wird häufig
bei schwacher Ausprägung und niedriger Dosis die Behandlung
nach der 1. Messung abgebrochen.
Durch Hinzunahme weiterer Angaben, z.B. des Alters der Pa-
tienten, lassen sich noch weitere Aufgliederungen vornehmen.
1- 2- I2§'2§12_eu§-se2l§;1§en_Y§;'§u212§12
Auch bei solchen Daten werden in der Praxis Lücken auftre-
ten, die beim Aufbau einer Datenbank und bei anschließenden
Auswertungen berücksichtigt werden müssen (vgl. HAUFE, 1973)
Hier soll als Beispiel eine Serie von Feldversuchen betrach-
tet werden, die ursprünglich völlig orthogpnal geplant wurde
Die Indizes bedeuten:
K = 3 Merknele
I = 3 Versuche
J = U9 Prüfglieder
L = 6 Blocks je Versuch.
Alle Versuche waren einheitlich als Gitteranlagen geplant.
Von den möglichen Störungen der Orthogonalität seien hier
nur die folgenden angeführt:
Schon bei der Anlage ergibt sich, daß an einzelnen Orten
wegen der Flächenbegrenzung nur ein Teil der Prüfglieder
geprüft werden kann; an diesen Orten werden also Gitter
mit einer kleineren J-Zahl angelegt. Die Serien werden
somit mehrschichtig.
Innerhalb eines Versuches werden die Merkmale nicht or-
thogonal für alle Wiederholungen bestimmt (z.T. Bestim-
mung an allen 6 Blocks, z.T. Bestimmung nur an 2 Blocks).
In einzelnen Versuchen können Prüfglieder ausfallen
(das Saatgut wurde z.B. zu spät ausgeliefert).
Einzelne Parzellen können ausfallen (z.B. Bearbeitungs-
fehler, Wildverbiß).
In einzelnen Parzellen können Fehlstellen auftreten.
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= 49 Prüfglieder (max.)
= 6 Blocks in den Versuchen
= Verrechnung als Gitter
= Verrechnung als Blockversuch
= nur Mittelwertberechnung
*) bei Restriktion = 20 % fehlende Werte keine Rechnung
Ersatz fehlender Werte; nur Mittel-
bildung über verbleibende Wieder-
holungen pro Prüfglied
Die sich aufgrund solcher Einflüsse ergebenden Datenstruk-
turen für die Auswertung einer Serie von Versuchen sind in
Abb . 3 zusanmengestellt .
Für die Auswertung der einzelnen Versuche (eine Kombination
I,K) können die jeweiligen Bedingungen automatisch, d.h. vom
Computer, geprüft werden, und es kann dann das entsprechende
Auswertungsprogramm aufgerufen werden.
Will man aber eine solche Serie zusammenfassend auswerten,





In der Abb. 4 ist ein recht allgemeines Schema eines Daten-
bankkonzeptes dargestellt.
Primärdaten werden über allgemeingültige Einlese-, Prüf-
und Aufbereitungsprogramme in die Datenbank eingegeben.
Hierbei ist ggf. auch das Ergänzen oder die Korrektur vor-
handener Daten sowie das Löschen nicht mehr benötigter Daten
möglich.
Über Selektionsprogramme werden die für bestimmte Frage-
stellungen relevanten Daten herausgesucht und im geeigneten
Format in der Zwischendatei bereitgestellt.
Hieran schließt sich die eigentliche Auswertung an.
Es kann u.U. sinnvoll und zweckmäßig sein, Ergebnisse der
Auswertungen in der Zwischendatei als Ausgangswerte für
weitere Auswertungen zu speichern oder sie sogar in die
eigentliche Datenbank zurückzugeben, um sie von dort wieder
abrufen zu können.
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Schränkt man die Mannigfaltigkeit der Eingabedaten in der
Weise ein, daß nur noch Ergebnisse von geplanten Versuchen
(z.B. Feldversuchen) festgehalten werden sollen, so läßt
sich die Abb. 4 konkretisieren, man erhält die Abb. 5.
Bei der Darstellung der Eingabe ist hier auf die Kennzeich-
nung der Datenprüfprogramme verzichtet worden. Als Versuche
werden aber die unterschiedlichsten Versuche zugelassen,
z.B. Blockanlagen, mehrfaktorielle Versuche u.ä..
Die Datenbank der Primärdaten enthält die notwendigen
(= Kennzeichen) und festgestellten (= Bonituren und Meßer-
gebnisse) Angaben je Versuchseinheit, z.B. je Parzelle. Aus
diesen Daten werden die jeweiligen Auswertungen der Einzel-
versuche vorgenomen; die Ergebnisse werden in diesem Fall
in einer Zwischendatei festgehalten, Daneben sind aber auch
Auswertungsprogramme vorgesehen, bei denen die Ergebnisse
nur herausgeschrieben aber nicht festgehalten werden.
Aus der Zwischendatei werden Serien herausgesucht , die dann
zusammenfassend ausgewertet werden. Auch hier kann es wie-
der sinnvoll sein, gewisse Ergebnisse in der Zwischendatei
festzuhalten.
PRIMÄRDATEN Versuch 1 Versuch 2 Versuch 3 I






























u. Regressi0n5_ über Struktur Selektions-
versuche mit der Ergebnis- hilfen
Ergebnissen S2 etc.
Abb . 5: Datenbankkon-
zept für ge-
plante Versu-
J=hf= che mit Zwi-
1 schendatei
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PRIMÄRDATEN Versuch 1 Versuch 2 Versuch 3 VGFSUCII |1
daten in einer ii «I iiDatenbank
DATENBANK Primärdaten und Sekundärdaten
che le Versuche
Verrechnung Verrechnung Korrelations- Information.
AUSWERTUNGEN A Einzelversu- mehrfaktoriel- u.nd Regres _ über Daten-sıonsversuche Strukturen etc.
m. Ausg.-Dat.
ilríY 4
ZuS2mmenfas_ Zusammenfas- Zusammenfas- wiederholter Korrelations- Informationen
d V sende Verr, sende Verr_ A d k d und Regres - uber Struktur 5eLek±i0n5_
AUSWERTUNGEN B sen Q "E über Orte u. mehrfaktoriel- us mc er sions-Versuche der Ergebnis- hilfe“
uber Orte Jahre le Versuche Ergebmsse m. Ergebnissen se etc.
2-2~ Datecëeclslsenzeeë_.âf2ı:_2se2lm§§_Ys1:§u§12§2
9t1.~1.1e_.iê111i§<_z11§Iı<.âa§§.=L
Wird der Versuch als Einheit beim Aufbau der Datenbank aus-
gewählt, so ist es möglich, den sogenannten Primärdaten
auch die sinnvollen und zweckmäßigen Sekundärdaten (Mittel-
werte, Varianzen, Anzahlen u.ä.) anzufügen.
Das führt_dazu, daß nur eine Datenbank notwendig ist. Der
Unterschied zu der vorhergehenden Version dürfte aus der
Abb. 6 deutlich werden.
3. Beispiel einer Datenbank für "geplante Versuche"
ohne Zwischendatei
An Hand eines Beispiels in Anlehnung an die Datenstruktur
der Abb. 3 sollen noch einige weitere Probleme behandelt
werden.
3~1~ êëäëêuıfeëu
Der Aufbau der Dateien, d.h. die Untergliederung in Sätze,
richtet sich nach den jeweiligen Gegebenheiten und Erforder-
nissen. Hier sollen M Möglichkeiten kurz erörtert werden,
wie sie bei der Speicherung von Versuchsergebnissen reali-
siert werden können.
(a) Es wird pro Beobachtungswert, d.h. pro vorhandene Kom-
bination I,J,K,L ein Satz angelegt. Dieser Satz besteht aus
der Kennzeichnung, den aktuellen Werten I,J,K und L und dem
eigentlichen dazugehörigen Beobachtungs- oder Meßwert.
Diese Möglichkeit besitzt ohne Zweifel die größte Variabi-
lität, hat aber den Nachteil, daß für jeden Einzelwert auch
ein Schlüsselfeld benötigt wird und dadurch der Platzbedarf
für die Daten unnötig anwächst, wenn man auch auf die Spei-
cherung der fehlenden Werte verzichten kann.
Die Handhabung dieser Dateien bedingt aber z.T. recht erheb-
liche Suchzeiten, soweit nicht zusätzliche Register angelegt
werden.
(b) Je Kombination I,K, d.h. für jedes Merkmal in jede
Versuch, wird ein Satz angelegt. Dieser Satz besteht aus der
Kennzeichnung, den aktuellen Werten I und K, einem "Inhalts-
verzeichnis", d.h. den möglichen Ausprägungen der Indizes
J und L, und den Angaben der J*L Beobachtungs- oder Meßwerte
Hierbei sind ggf. fehlende Werte zu kennzeichnen.
Abb. 7: Beispiel einer Datenmatrix. In den Spalten ste-
hen die verschiedenen Merkmale, in den Zeilen
die Individuen, Prüfglieder, Fälle etc.
1 ı 2 ı J"'1›Ü
Merk- Merk- . Merk- . . Merk-
mal mal mal mal
lo `
viduum X11 212 ` xlm
viduum X21 X22 ' Xgm
i-tes
Inaıv. ' X13 '
O
n~tcs
X ' ı ._Indiv . 111 *112 ymn
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SATZARTEN (und ihre Anordnung) EINES VERSUCHES
In der andersgearteten Darstellung in Abb. 7 entspricht dies
der Vereinigung der Angaben einer Spalte der Matrix in einem
Satz, also x11, X21, ... xnl; x12, x22, ... xn2; etc.
(c) Der analoge Fall liegt vor, wenn für jede Kombination
I,J oder I,J,L ein Satz angelegt wird, der die Werte von
K (= Merkmale) enthält. Siehe Abb. 7: Die Zeilen der Matrix
bilden die Sätze, also x11, X12, ... xlm; x21, x22, ...
xzm; etc.
(d) Für jeden aktuellen Wert I, d.h. je Versuch, wird ein
Datensatz angelegt. Dieser Satz enthält neben der Kennzeich-
nung, dem aktuellen Wert I, ein "Inhaltsverzeichnis", d.h.
die möglichen Ausprägungen der Indizes K,J und L, und die
Angaben der 1<*J*L Beobachtungs- dder Meßweme. 3
In der Regel wird unter der gleichen Anschrift eine Gruppe
von Datensätzen gespeichert werden. Um die Sucharbeiten zu
vermindern, sollte gewährleistet sein, daß die Sätze dieser
Gruppe in einem festlegbaren Bereich des Datenträgers ge-
speichert werden oder zumindest in einer Folge hinereinan-
der liegen. In solch einer Gruppe von Sätzen können auch
unterschiedliche Satzarten vereinigt werden, etwa nach fol-
gendem Beispiel aus dem Bereich des Feldversuchswesens:
Versuchskennsatz mit Angaben wie: Anzahl der Sätze der
Gruppe, Adresse des ersten Satzes der Gruppe im Archi-
vierungsbereich, Kennzeichnungen über den Bearbeitungs-
zustand etc.
Einen oder mehrere sogenannte Leitsätze mit Steuerungs-
angaben für die Anwendungsprogramme, die nur für die be-
treffende Gruppe gültig sind.
Einen oder mehrere Sätze mit Klartext (Ort und Bezeich-
nung des Versuchs, Hinweise zum Untersuchungsmaterial,
Versuchsbeschreibungen, Hinweise für den Auswerter etc.).
Parzellensätze mit den Primärdaten der verschiedenen
Merkmale.
Prüfgliedsätze mit Angaben, die für das gesamte Prüf-
glied gelten, z.b. die Mittelwerte aus den Wiederholungen
Versuchsmittelsätze, Standardgruppenmittelsätze oder
sonstige Gruppierungsmittelsätze.
Sätze mit statistischen Maßzahlen, die den Gesamtversuch
betreffen.
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In Abb. 8 ist eine mögliche Aufgliederung der Satzarteb in-
nerhalb solch einer Gruppe dargestellt. Die angeführten
Angaben L9 (= Anzahl Wiederholungen) und L10 (= Anzahl Prüf-
glieder) werden aus den Leitsätzen entnomen. Bei Einhal-
tung der Reihenfolge der Sätze ist somit eine implizite
Adressierung innerhalb der Gruppen bei den Anwendungspro-
grammen möglich.
3-2- Yššëâël¿êëêläëš
Die Sätze müssen Identitätskennzeichen, d.h. Sortierungs-
merkmale, besitzen. In Abb. 9 wird ein solcher Schlüssel
für Sätze von Feldversuchen dargestellt.
Abb. 9: Beispiel mit Identitätskennzeichnungen und Sor-
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Es ist zweckmäßig, pro Individuum, pro Prüfglied oder pro
Teilstück (= Wiederholung) die dafür ermittelten verschied- Nullsetzung
denen Merknale in einem Satz zu vereinigen. Normalerweise '“°'
werden diese Werte gemeinsam erfaßt und unter einer glei-
chen Ident-N. eingegeben. Das stößt auf Schwierigkeiten,
wenn die Werte zu unterschiedlichen Zeitpunkten anfallen
und für einzelne Werte Vorabinformationen gewünscht werden. D°I=LL9
Es muß also gewährleistet sein, daß in bereits archivierte
am
Le e m`t V(K),K=1,
Sätze Werte hınzugefugt werden konnen, ohne daß der ges te, I n
sat
bisher gespeicherte Inhalt oder bzw. sämtliche Schlüssel- Z
felder noch einmal mit angegeben werden müssen.
Die Logik der Sortierbegriffe muß so aufgebaut sein, daß
bei allen Konstellationen der notwendigen Sortiervorgänge
innerhalb der Gruppen die vorgegebene Reihenfolge der Satz- NGm)=NGμq+1
arten und innerhalb der Satzarten die richtige Reihenfolg
der Sätze gewährleistet ist. Diese Forderung muß auch dann
erfüllt werden, wenn über mehrere Gruppen hinweg sortiert ¶_I;ä$NOE_)4---
werden mß. Nur so ist es möglich, daß bei allen Anwendungs-
pÀrgıannen innerhalb der Gruppen implizit oder explizit
Direktzugriffe erfolgen können. 1 DO K _1 Y
3-3- 9122191229
Normalerweise werden mögliche Optionen für den jeweiligen
Auswertungsverlauf dem Programm durch Steuerkarten angegeben
Diese Optionen betreffen u.a. die Steuerung der Ausgabe,
Eingriffe in Progranmabläufe, Steuerung des Umfanges der
Auswertungen, Anweisungen für Suchoperationen in Archivda-
teien etc.
Abb. lo: Blockdiagramm eines Steps zur Registrierung der




















Prüfglied (J )/Merkmal (K)
1 = Merkmal K wurde in dem Versuch nicht erfaßt
1 = im Merkmal K sind keine fehlenden Werte
1 = Option Merkmal K wird nicht verrechnet, da
absolut mehr als 2o oder relativ mehr als 25%
fehlende Werte
Anzahl Wiederholungen beim Merkmal K
Kennzeichnungsmatrix fehlende Werte
Wiederholung (I)/Merknal (K)































Anzahl Wiederholungen Schreiben - NG (K) NBST (K)
Anzahl Prüfglieder auf Tabel- _ NBØ(K): NNW (I,K)
lensätze d. NWW(K), NNG (K)
Anzahl Parzellen im Versuch lßßuÀwf NNP(LKLNPP (Kl
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Es kann vorteilhaft sein, versuchsgruppenspezifische Steuer-
angaben den Datensätzen des betreffenden Versuches durch so-
genannte Leitsätze mitzugeben. Diese Steuerungsangaben be-
inhalten die allgemeine Vorgabe des Versuchsanstellers oder
den Regelfall. Neu-Optionen für diese Parameter können ent-
weder durch Steuerkarten bei den entsprechenden Auswertungs-
läufen erfolgen oder aber die ursprünglichen Angaben werden
vorher mit einem Berichtigungsprogramm in den Leitsätzen der
Archivdatei geändert.
Zweckmäßig ist es weiter, während der Auswertung der Einzel-
versuche die jeweils festgestellten "Mängel" in einem Kenn-
satz festzuhalten. Dies sind "automatische Steuerkarten",
die bei der späteren zusammenfassenden Auswertung berück-
sichtigt werden können. Der Vorteil solcher Kennzeichnungen
zeigt sich in einer weitgehenden "Selbstregulierung" des
Systems.
31'- êsllıëëlzesuıislzeıls
Die Lücken in der Datenstruktur der Versuchsserien zwingen
zu Überlegungen, wie man in die Abläufe der Anwendungspro-
g¶amne›sogenannte Registrierungssteps und/oder Entscheidungs-
tabellen einbauen kann, um dem System ein hohes Maß an
Selbstregulierung zu verleihen. Voraussetzung dafür ist die
Registrierung der Merkmalsstruktur. In Abb. 1o wird an Hand
eines Blockdiagrannes der Ablauf eines solchen Registrie-
rungssteps demonstriert. In diesem Beispiel werden zunächst
die Spalten- und Zeilensummen für die Matritzen Wiederho-
lung/Merkmal und Prüfglied/Merkmal sowie die Gesamt der feh-
lenden Werte pro Merkmal ermittelt, danach werden die Spal-
ten- und Zeilensummen analysiert und schließlich die ermit-
telten interessierenden Strukturkennzeichnungswerte auf Ta-
bellensätze der Versuchsgruppe weggeschrieben.
Nach dem Registrierungsstep wird zunächst geprüft, ob die
Verrechnung des betreffenden Merkmals vom Versuchsanstaller
gewünscht wird und wenn ja, ob aufgrund der Registrierung
der Datenstruktur das Merkmal auch verrechnet werden kann.
Im nächsten Schritt wird abgefragt, welche Verrechnungsme-
thode gewünscht wird und ob die Verrechnung nach dieser Me-
thode aufgrund der Registrierungsangaben möglich ist;
ggf. erfolgt eine Rückstufung der Methode höherer Ordnung
in eine solche niedrigerer Ordnung. Das Endprodukt dieser
Abfrage ist eine eindimensionale Tabelle, aus der das eigent-
liche Versuchsverrechnungsprogram entnehmen kann, wie die
einzelnen Merkmale des Versuchs zu verrechnen sind (Ø = Merk-
mal nicht zu verrechnen, 1 = einfache Mittelbildung über die
vorhndenen Wiederholungen des Prüfgliedes, 2 = Blockversuch,
3 = Gitter etc.). Zusammen mit den bereits im Registrierungs-
step anfallenden Tabellen Anzahl Wiederholungen/Prüfglied
und Anzahl Prüfglieder/Merkmal wird ein hoher Grad von
Selbstregulierung erreicht.
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Praktische Erfahrungen mit der programmierten
Befundschreibung
Von H. P.GookeI
Heute möchte ich Ihnen über erste Erfahrungen mit der elek-
tronischen Datenverarbeitung in der freien Praxis berichten
Der Ablauf der Entwicklung ist in drei Phasen einzuteilen: i
1. Die Erarbeitung des Diktatsystems einschließlich der
Kodierung und Programmierung.
ii
2. Die Gewinnung eines geeigneten Zugangs zum Computer.
3. Die Erlernung des praktischen Umganges mit dem Computer.
Zu 1.: Auf der Grundlage des von W. Giere entwickelten -
DUTAP (Dekodierungs- und Textausgabe-Program) haben wir p
eine Methode entwickelt, mit einem relativ einfachen,
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leicht erlernbaren Kodierungssystem einen großen Teil des
täglich anfallenden Befunddiktates zeitsparend für den Arzt
und die Sekretärin zu erledigen. Dabei haben wir bedonders
darauf geachtet, daß die Genauigkeit und Vielfalt der For-
mulierungsmöglichkeiten nicht eingeschränkt wird. und




der bisherigen Kodes vermeiden, daß sie entweder einfach
leicht erlernbar aber dann zu grob oder genügend diffe-
pliziert sind. Dieser Nachteil gilt auch für die Kode-




























Abb . 1: Häufigkeit von röntgenologischen Deskriptoren I Abb . 3 (oben) Abb. li (unten
Ausgangspunkt stellt die Beobachtung dar, daß bei freier
Rede in jedem Bereich der menschlichen Sprache die Häufig-
keit der einzelnen Worte und Wortgruppen ganz unterschied-
lich ist. Diese Feststellung wurde bereits 19li9 von ZIPF
Fachsprachen nachgeprüft und bestätigt (Abb. 1).
Bei der Formulierung von Röntgenbefunden treten immer wie-
› 3
der die gleichen Sätze auf. Sie unterscheiden sich nur an
einer oder zwei Stellen durch Worte, die der Spezifizierung
der Lokalisation, der Quantität und der Qualität dienen.
Auch diese Modifikationsworte bilden nur eine kleine Gruppe,
die imnıer wieder vorkomnen. Unser System soll die Nachteile
Überarbeitetes Manuskript eines Vortrages
der 6. DKD Tagung am 7.6.1972 in Wiesbaden. _
3 3
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tungssystemen mit Magnetkarten, Bändern oder Lochstreifen
verwendet werden.
Unser Prinzip ist folgendes: Standardsätze, von denen die
häufigsten für jedes Organ immer die gleichen einfachen
dekadischen oder halbdekadischen Kodezahlen haben: 1o, 15,
2c›, Ek) (ßÀjb. 2).
Modifikatoren: Für alle Organe gleich (Abb. 3 und A).
I
Damit sind\alle Normalbefunde und häufigen Abweichungen
leicht und zeitsparend zu diktieren. Die Kodezahlen prägen
sich zumindest für die häufigen Sätze nach kurzer Zeit ein
und brauchen nicht mehr von den Kodebögen abgelesen zu
werden. Auch bei komplizierteren Befunden besteht ja der
größere Teil des Diktates aus Standardsätzen. Der im Ein-
zelfall wichtige Kern des Befundes kann beliebig genau in
Klartext geschrieben werden (Abb. 5, 6 und 7). Hervorzu-
heben ist besonders, daß das gewohnte Verfahren des Dik-
tates auf Magnetband und die anschließende Übertragung mit
der Schreibmaschine durch die Sekretärin beibehalten wird.
DR. MED. H.P. GOCKEL, ROENTGFNFACHARZT











SEHR GEEHRTER HERR KOLLEGE!
ßEsTEN DANK FUER DIE FREUNDLICHE UEBERNEISUNG IHRER RATIENTIN,
FRAU ELvıRA í, GEB. AN 05.10.47
THORAXDURCHLEUCHTUNG UND AUFNAHME.
ZWERCHFELLBOEGEN BEIDERSEITS GUT BEWEGLICH.SINUS BEIDERSEITS FREI.
LUNGEN FREI. KEINE UMSCHRIEBENEN VERDICHTUNGEN. HILI NICHT VERSTAERKT.
HERZSCHATTEN NICHT VERGROESSERT, IN MITTELSTELLUNG. AORTA REGELRECHT.
2ñšêiëLÜE2IASTINALSCHATTEN NICHT VERBREITERT. KNOECHERNFR THORAX NICHT
B E U R T E I L U«N G:




Die gewöhnliche Schreibmaschine wird lediglich durch den
Off line-betriebenen schnellen Fernschreiber oder das
Datensichtgerät mit Magnetbandkassette ersetzt. Dieses
Verfahren ermöglicht die komplikationslose Einfügung von
beliebig langen Klartextstücken in die Reihe der Kodezah-
len. Der gewohnte Ablauf des Röntgendiktates wird nicht
ıesentlich geändert.
Dn Prinzip ermöglicht unser System eine fast unbegrenzte
Verfeinerung der Kodierung. Für jedes Organ sind zunächst
99 Standardsätze möglich, von denen jeder einzelne wieder
durch 99 Modifikatoren variiert werden könnte usw.
Das Hauptproblem ist in der Praxis, den Kode einfach zu
halten, so daß er nach kurzer Zeit auswendig diktiert wer-
den kann. Alle Seltenheiten sollten lieber im Klartext
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SEHR GEEHRTER HERR KOLLEGEI
DEsTEN DANK FUER DIE FREUNDLICHE UEBERNEISUNG IHRER FATIENTIN,
FRAEULEIN UTE 1, GEB. AM 23.~oa.5LI
RADıoUoD-zwEIFHAsENTEsT UND szINTıGRAMM:
NADH GADE voN ETNA 5 MIKRD-CURIE aon 131 FINDEN sıcH NACH 2 STUNDEN 26
%, NACH 4 STUNDEN 41 %, NACH zu STUNDEN 58 %, NACH 48 STUNDEN 56 %,
DER AKTIVITAET IN DER scHILDDRUEsE. DIE SERUMAKTIVITAET NACH As
STUNDEN BETRAEGT 0,15 % RRo LITER:
DIE scHILDDRUEsE IST SCHMETTERLINGSFDERNIG UND LEICHT vEReRoEssERT.
RECHTER LAFFEN IN cM ETwA 6: 2,5~LINKER LAPPEN IN CM ETNA 5,5:-2,5.
DIE SREICHERUNG IsT GLEICHNAESSIG: KEINE UMscHRIEBENEN AUSFAELLE:
KEINE SUBSTERNALEN ANTEILE.
B E U R T E I L U N G:
GERING VERGROESSERTE SCHILDDRUESE MIT REGELRECHTER JODAUFNAHME UND
HORMONJODPHASE. KEIN HINWEIS AUF HYPERTHYREOSE. WAHRSCHEINLICH HANDELT





diktiert werden (Abb. 8). Die Grenze der Kodierung auf
der Kurve der Wort- und Satzhäufigkeiten muß empirisch
bestimmt werden (Abb. 9). Nach längerem praktischen Ge-
brauch des Systems wird es möglich sein, durch statisti-
sche Analyse der gespeicherten Befunde eine weitere Ver-
besserung vorzunehmen. Grundprinzip wird bleiben:
Häufiges kodieren. Seltenes in Klartext.
Einem möglichen Mißverständnis sollte gleich vorgebeugt
werden. Kein Radiologe, der sich dieses Systems bedienen
will, ist gezwungen, die im jetzigen Thesaurus verwendete
Ausdrucksweise zu übernehmen. Um den Weg zur empirischen
Abb. 7:
DRS MED. HåPå GOCKEL, ROENTGENFACHARZT
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wir-beμn, 15 91 Gegenüber -1966 etwas deutL1chere
Osteochondrose L=l+- S=1 sowie geringe SpondyLos1s -
deformans der unteren Brust- und LendenwirbeLsael-ILe.
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SEHR GEEHRTER HERR KOLLEGE!
BESTEN DANK FUER DIE FREUNDLICHE UEBERWEISUNG IHRES PATIENTEN,
HERRN LUZIANÜ, GEB. AM 15.01.29
AUFNAHNE DER LENDEN-NIRBELSAEULE UND DES KREUz- UND sTEIssBEıNs IN 2EDENEN=
ERHEBLICHE VERSCHMAELERUNG DES ZWISCHENWIRBELRAUMES L 5:8 1. MAESSIGE
VERSCHMAELERUNG DES ZWISCHENWIRBELRAUMES L 4:L 5. LEICHTE ZUSRITZUNG
DER KANTEN AN ALLEN DARGESTELLEN WIRBELNÃ ILIOSACRALGELENKE 0.8.
B E U R T E I L U N G:
GEGEN BER 1966 ETWAS DEUTLICHERE OSTEOCHONDROSE L 4- S 1 SOWIE
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Die Schitddruese ist gegenueber =1970 in der
Groesse etwas zurueckgegangen„ Der kUehLe
Knoten im Bereich des Isthmus un des unteren
AnteiLS des rechten Lappens ist jetzt noch




WESTRING 58 genue er 970
jetzt eher etwas kteinere Schitddruese mit imme
noch Lebhafter Jodaufnahme aber regeLrechtem
Umsatz. Der kuehte Knoten im unteren Anteit des
rechten Lappens und im isthmus ist eher etwa
groesser geworden. Es waere daher dech die
chirurgische Entfernung zu erwaegen. Ein
sEHR GEEHRTER HERR KDLLFGEI fI3$
I"
maLigner Prozess ist aLLerdingS nicht wahrScheinLich„
BESTEN DANK FUER DIE FREUNDLICHE UFBERNEISUNG IHRER RATIENTIN,
FRAU ANNET†Eí, GEB. AN 11.04.41
RADIOJOD-ZWEIPHASENTEST UND SZINTIGRAMM:
NACH GABE VON ETWA 7 MIKRO-CURIE JOD 131 FINDEN SICH NACH 2 STUNDEN 29
%, NACH 4 STUNDEN 47 %, NACH 24 STUNDEN 66 %, NACH 48 STUNDEN 66 %,
DER AKTIVITAET IN DER SCHILDDRUESE. DIE SERUMAKTIVITAET NACH H8
STUNDEN BETRAEGT 0 1 6 PR L TER, 3 7 O I .
-DIE SCHILDDRUESE IST GEGENUEBER 1970 IN DER GROESSE ETWAS
ZURUECKGEGANGENS DER KUEHLE KNOTEN IM BEREICH DES ISTHMUS UN DES
UNTEREN ANTEILS DES RECHTEN LAPPENS IST JETZT NOCH ETWAS DEUTLICHER.
KEINE SUBSTERNALEN ANTEILE.
B E U R T E I L U N G:
GEGENUEBER 1970 JETZT EHER ETWAS KLEINERE SCHILDDRUESE MIT IMMER NOCH
LEBHAFTER JODAUFNAHME ABER REGELRECHTEM UMSATZ. DER KUEHLE KNOTEN IM
UNT REN AN F L I A 4 4E T_I DES RECHTEN L PPENS UND IM ISTHMUS IST EIER ETLA
GROESSER GEWORDEN. ES WAERE DAHER DOCH DIE CHIRURGISCHE ENTFERNUNG ZU






Gewinnung eines eigenen Thesaurus aufzuzeigen, sei unser
ist: Der Choledochus ist maximal 8 m weit. Der Kode hier-
für würde lauten: AA = 8 mm A5. Auch die Vereinfachung
durch Weglassung von Artikel und Hilfsverb: Choledochus
maximal 8 mm weit erfordert den gleichen Kode. Erst die
Nominalisierung des Satzes in “Maximale Weite des Chole-
dochus: 8 mm" verkürzt den Kode auf AA = 8 mm. Da die Maß-
angabe in diesem Satz immer in mm erfolgen wird, empfiehlt
sich eine weitere Vereinfachung in folgender Weise: "Maxi-
male Weite des Choledochus in mm": 8 "nut dem Kode AA = 8"
Der Sinn einer solchen Nominalisierung und ähnlicher gram-
matischer Operationen ist es, Kodezahlen zu sparen. Ein
ähnliches Problem zeigt Abb. 10 für das Diktat von Verän-
derungen an der Halswirbelsäule.
Eine erhebliche Einsparung an Diktat erfolgt durch sog.
Feldeinteilung bei häufigen Zahlenangaben. Beispiele sind
die Angaben beim Radiojodtest und EKG. Die beim Radiojod-
test immer wieder vorkommende Satzgruppe von Abb. 11 kann
durch die kurze Reihe von durch Schrägstriche getrennten
Zahlen diktiert werden. Voraussetzung ist, daß beim Diktat
die Reihenfolge der Feldeinteilung beibehalten wird, auch
wenn ein einzelner Wert fehlen sollte. Es ist immer zu
berücksichtigen, daß das Programm lediglich nach der Reihen-
folge vorgeht und kein eigenes Verständnis für den Inhalt
hat .
eigenes Vorgehen beschrieben. Zunächst wurde nach dem seit ZWISCHENWIRBELRAUM C6/C7 MASSIG VERSCHMÄLERT
vielen Jahren im eigenen Gedächtnis gespeicherten alten
Diktatschema für jedes Organ, wie es jeder Radiologe in
der Anfangszeit seiner Fachausbildung erlernt, das Grund-
diktat für jedes Organ gewonnen. Dann wurden gefühlsmäßig
die häufigsten Variationen diktiert. Nach Ordnung und even
tueller Satzstandardisierung zum Einbau der Modifikatoren
wurde zunächst ein Grundgerüst von Standardsätzen erstellt
Beim Diktat ist lediglich zu beachten, daß das Computer-
Programm zunächst alle Zahlenangaben als Kodes ansieht.
Wenn im Text mumerische Angaben gemacht werden sollen,
müssen sie durch ein davorgesetztes = für den Computer als
solche kenntlich gemacht werden. An einem kleinen Beispiel
soll das Prinzip der Kodevereinfachung dargestellt werden.
Ein häufig vorkommender Satz beim Befund der Gallenwege
Abb. 9:




















Der Erfolg des Systems ist ein Zeitgewinn für Arzt u n d
Sekretärin. Der Arzt kann mit der Gewöhnung an die Reihe
der Kodezahlen zunehmend den eigenen Lerneffekt voll aus-
nutzen, da der Übertragungsweg des akustischen Kanals auf
das Diktaphon sehr schnell ist und die Ablenkung durch den
Wechsel der Kodeblätter durch eine vorherige Sortierung
der Befunde nach zusammengehörigen Gruppen vereinfacht
wird. Gegenüber dem System des direkten Computerzugriffes
entsteht eine erhebliche Zeitersparnis.
Die Sekretärin wird durch die starke Komprimierung der
Normalbefunde sofort erheblich entlastet und hat mit wei-
terer Übung und eventuellem jeweiligen Übergang auf das
Zahlenfeld der Tastatur eine zusätzliche Erleichterung.
Es sollte noch hinzugefügt werden, daß der Radiologe nicht
gezwungen ist, eine Prognmnniersprache zu erlernen. Wenn
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er sich über das System der Kodierung klar geworden ist,
kann er ohne Schwierigkeit sein eigenes Diktatschema ent-
wickeln und dem Progrannierer zur Bearbeitung übergeben.
Das Computerprogram verlangt lediglich die strenge ein-
haltung der einmal verabredeten Kodes und Sonderzeichen.
Dies leitet über zu Schritt 2.
Zg_2L: Die Gewinnung eines geeigneten Zugangs zum Computer
ist zunächst eine Frage der praktischen Möglichkeiten. Wir
verwenden zur Zeit einen Fernschreiber 2oo der Firma Sie-
mens, der über das Datex-Netz der Bundespost mit dem Com-
puter Siemens MOON/A5 der DEUTSCHEN KLINIK FÜR DIAGNOSTIK
in Wiesbaden verbunden ist. Nach anfänglichen Schwierig-
keiten, die auf die praktischen Probleme der Neueinführung
des Datex-Netzes in den einzelnen Städten zurückzuführen
sind, funktioniert der Anschluß einwandfrei. In Zukunft
wird evtl. der noch etwas elegantere und speziell für die
Korrektur bequemere Weg über ein Datensichtgerät mit Spei-
cherung auf Magnetbandkassette und anschließender Übertra-
gung über Telefonleitung mittels eines sog. Modems zur
Standardmethode werden. Schon jetzt bietet jedenfalls die
Benutzung des schnellen Fernschreibers und des Datex-
Netzes keine Probleme. Sie ist mit der Einfachheit einer
Telefon- oder normalen Fernschreibverbindung zu vergleichen
_Zg_3;: Die Erlernung des praktischen Umganges mit dem Com-
puter ist einfacher, als zunächst erwartet wurde. Die Se-
kretärinnen gewöhnen sich nach kurzer Zeit an die Besonder-
heiten des Umganges mit der Fernschreibkonsole. In aller
Ruhe werden im Lokalbetrieb ohne Verbindung mit dem Fern-
schreibnetz die Befunde eines Tages auf Lochstreifen er-
stellt und eventuell korrigiert. Dabei entsteht gleich-
zeitig ein Ausdruck auf dem Endlospapierformular und der
Lochstreifen. Fehlerkorrektur ist sowohl für einzelne Buch-
staben wie für ganze Zeilen möglich. Nachdem die Befunde
eines Tages auf einem Lochstreifen zusamengekommen sind,
wird durch einfaches Anwählen die Verbindung mit dem Com-
puter in Wiesbaden hergestellt. Mit der hohen Übertragungs-
geschwindigkeit des schnellen Fernschreibers werden nun die
Kodezahlen des Lochstreifens übertragen und gleichzeitig
nochmals auf der Konsole rot ausgedruckt. Nach jedem Be-
fund, der am Anfang und Ende durch ein vereinbartes Son-
derzeichen kenntlich ist, prüft der Computer das Daten-
material auf formale Richtigkeit. Wenn keine Fehler vor-
liegen, erfolgt nach einem Klingelzeichen der Übergang
auf den nächsten Befund. Falls irgendein formaler Fehler
vom Computerprogramm festgestellt wurde, wird die Art des
Fehlers in schwarz ausgedruckt und dann der nächste Befund
übernommen.
Nach Überspielung des gesamten Lochstreifens beginnt in
derselben Fernschreibverbindung sofort der Ausdruck der
Befunde im Klartext. Selbstverständlich dauert dieser Aus-
druck wegen des sehr viel höheren Datenanfalles erheblich
länger als die Übertragung des komprimierten Datenmaterials
Dieser Unterschied stellt ja gerade den Zeitgewinn für die
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VEREINFACHUNG DES DIKTATST
voN HÄUFISEN zAI-ILENANSABEN.
NACH CASE voN Is μcıiııaı FINDEN SICH
NACH 2 STUNDEN 9°/., NACH 1.S†UNDENı4°ı.,
NACH 21. STUNDEN _:_Ie°/. UND NACH As STUNDEN
39:1. DER AK†IvI†A† IN DER SCHILDDRUSE.
DIE SERUMAKTIVITÄT NACH Aa STUNDEN
BETRAGT 0. 08 '/.lL.
DIKTAT: 15/9/ I4/ 38/39/ 0,08
Abb. 11:
Sekretärin dar. Der jetzt von uns benutzte Fernschreiber
überträgt dann 2o Zeichen pro Sekunde. Eine sehr angenehme
Zugabe dieses Systems ist die Berücksichtigung aller for-
malen Schreibarbeiten im Prognmnn.1Es wird die vorher durch
einen einzelnen Kode angegebene Adresse des überweisenden
Arztes ebenso ausgedruckt wie das Tagesdatum und die An-
rede sowie die Unterschrift. Formularmäßig ist eine einfa-
che Faltung mit anschließendem Einbringen in den Klar-
sichtumschlag eine weitere Erleichterung, die das Schreiben
der Adressen bzw. das Herausziehen vorgedruckter Umschläge
unnötig macht.
Das Endlosformular enthält gleichzeitig einen Durchschlag
für die eigene Registratur. Falls ein weiterer Adressat
vorgesehen ist, wird durch ein Sonderzeichen ein zweiter
Ausdruck des Befundes veranlaßt, so daß dann zwei Originale
und zwei Durchschläge vorliegen. Der Befund kann im Prin-
zip beliebig häufig ausgedruckt werden. Am Ende der Über-
tragung werden die Perforationen des Endlosformulars abge-
schnitten und die einzelnen Befunde nach Unterschrift in
Klarsichtumschlägen verschickt.
Zum Zeitpunkt dieses Vortrages läuft die routinemäßige
Erstellung von Befunden zur Einübung aller Einzelheiten
neben dem gewöhnlichen Diktat ab. Der Übergang auf die
automatische Erstellung aller Befunde durch den Computer
erfolgt schrittweise. Nach Abschluß dieser Phase werden
auch die sekundären Vorteile zum Tragen kommen, die durch
die automatische Speicherung im Computer möglich sind.
Diese sekundären Vorteile lassen sich bisher nur z.T.
voraussehen. Vorgesehen ist zunächst ein täglicher Aus-
druck der Namen der Patienten und überweisenden Ärzte zur
Postkontrolle. Bereits jetzt möglich ist eine Statistik
über abgelaufene Zeiträume nach den verschiedensten Ge-
sichtspunkten wie Art der Untersuchung, überweisende Ärzte,
Alters- und Geschlechtsverteilung der Patienten usw.
Gleichfalls bereits möglich ist eine Abrechnungskontrolle.
Auch eine automatische Erstellung ganzer Abrechnungen z.B.
gegenüber der KV ist möglich, erfordert dann aber eine ge-
wisse Mehrarbeit bei der Eingabe.
Die größeren Hoffnungen für die Zukunft richten sich je-
doch auf linguistische Programme. Zunächst ist eine Ver-
besserung des Kodesystems vorgesehen durch Ausdruck der
Häufigkeiten der Kodes bzw. von Klartextworten. Später ist
dann eine automatische Auswertung des Befundes und der
Beurteilungen vorgesehen. Linguistische Programme haben
den Nachteil eines großen Aufwandes an Computerzeit und
Programmierung. Sie versprechen jedoch einen Gewinn in
bisher kaum zugänglichen Bereichen wie der Vereinfachung
der medizinischen Terminologie und der Diagnostik.
Wenn mehr überweisende Ärzte an das Fernschreib- oder
DATEX-Netz angeschlossen sind, ist vom Computer her auch
die automatische direkte Übertragung der Befunde zu diesen
Kollegen möglich. Es kann dann evtl. eine Stufung vorge-
nommen werden der Art, daß praktizierende Kollegen mit
geringerem Datenanfall lediglich einen normalen Fernschrei-
ber mit relativ geringen Kosten haben. Solche Kollegen,
die als Fachärzte zahlreiche Überweisungen und dementspre-
chend einen größeren Anfall von Datenübertragung haben,
könnten sich des schnellen Fernschreibers mit dem DATEX-
Netz und entsprechend etwas höheren Kosten bedienen.
Schließlich ist nach oben hin eine Steigerung über Tele-
fonleitungen bzw. festgeschaltete breitbandige Datenüber-
tragungsleitungen möglich, die auch sehr große Datenmengen
in kürzester Zeit bei allerdings hohen Fixkosten ermög-
lichen. Insgesamt stellt dieses System einen ersten Schritt
auf dem Wege zu einem medizinischen Informationssystem dar.
Zum Schluß möchte ich bemerken, daß das oben beschriebene
System zur automatischen Befunderstellung nach meiner Über-
zeugung ein Hilfsmittel zum Überleben der freien Praxis
in der Zukunft darstellt. Es ermöglicht die Verbindung der
großen Flexibilität und Patientennähe der freien Praxis
mit den organisatorischen Vorzügen einer größeren, homo-
genen Organisation, ohne deren Nachteile für den Patienten
und den darin tätigen Arzt. Auch für die breitere Einfüh-
rung sehe ich keine prinzipiellen Schwierigkeiten, Jeder
Arzt kann sich leicht überzeugen, daß die anfänglichen
Unbequemlichkeiten der Umstellung nach kurzer Zeit durch
den erheblichen Gewinn an Zeit ausgeglichen werden; auch
die Kosten werden durch den ständigen Anstieg der Personal-
kosten relativ immer geringer. Ich sehe daher die Zukunft
der freien Praxis durchaus optimistisch, solange wir be-
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Fehlerkontrollen und Dateipflege
Von D. Schalck
Ohne Rücksicht auf die Art der Datenerhebung hängt der
Wert und die Brauchbarkeit von gespeicherten Informationen
letztlich in hohem Maße davon ab, welche Möglichkeiten
einer wirksamen Fehlerkontrolle in das Erfassungssystem
mit einbezogen werden können.
Diesem Gedanken wurde bereits bei der Entwicklung der pro-
gramierten Befundschreibung größte Aufmerksamkeit gewid-
met. Die ursprünglich angenommenen Fehlermöglichkeiten
haben sich weitgehend in der Anwendung bestätigt, so daß
bereits heute ein reicher Erfahrungsschatz vorliegt. Prin-
zipiell läßt sich das Problem der Fehlerentstehung in 2 Ka-
tegorien aufteilen.
1. Bedingt vermeidbare Fehler, d.h. Flüchtigkeitsfehler beim
Ausfüllen der Formulare oder Fehler, die beispielsweise
durch ungünstig gestalteten Formularaufbau verursacht
werden.
2. Unvermeidbare Fehler, d.h. Unkorrektheiten, die bei der
Übernahme der Daten durch Schreibkräfte auftreten
(Abloch- und Lesefehler).
Der sachgemäße Entwurf eines Erhebungsbogens gewährleistet
die Benutzerfreundlichkeit und schaltet ihn als Fehler-
quelle praktisch aus. Die sog. unvermeidbaren Fehlerursa-
chen jedoch, sprich: "Menschliches Versagen", können aber
weder im Ansatz noch in der Ausführung jemals völlig aus-
geschlossen werden und müssen daher die Grundlage einer
jeden Fehlerkontrolle sein.
Bei der programierten Befundschreibung bieten sich nahezu
ideale Möglichkeiten, Fehler in ihrer Vielfalt aufzuspüren
und einer Korrektur zuzuführen.
Beim Einlesen der vom Satellitensystem aufgenomenen Daten
in den Zentralrechner werden folgende Kriterien der Identi-
fikationszeile geprüft:
1. Die Identifikationszeile auf:
- gültige Befundkennzeichnung
- Übereinstimmung von Name, Initiale des Vornamens
und Geschlecht mit der Patientennumer
- gültige Arztnummer
- gültige Sekretärinnennummer
- kalendarische Richtigkeit der Datumsangabe.
Wird ein Fehler erkannt, kommt die Korrektur-Systematik
zur Anwendung, d.h. der Rest des Formulares wird zwi-
schengespeichert und später durch Neueingabe der kor-
rigierten Identifikationszeile der Weiterverarbeitung
zugeführt.
Überarbeitetes Manuskript eines Vortrages
der 6. DKD Tagung am 7.6.1972 in Wiesbaden.
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2. Das Modul IATROS-A prüft ein Formular auf formalkorrek-
ten Aufbau. Beispielsweise, ob verkettete Fortsetzungs-
zeilen sich überhaupt im Formular befinden oder formal
richtig sind, ob die angegebene Fortsetzungszeile del.
Angaben enthält oder ob die Eintragungen in der Fort-
setzungszeile zu einem Kreisverweis führen.
3. Für jede Befundart existiert ein "Prüfparametersatz",
der Auskunft über die Struktur des Formulares gibt und
strukturspezifische Prüfungen erlaubt. So wird z.B. ein
Datensatz auf die Zahl der erlaubten Felder und Zeilen
geprüft.
A. Die Feinprüfung der Daten wird schließlich bei der Ver-
arbeitung des Formularinhalts selbst vorgenomen. Er-
kannt werden beispielsweise ungültige Kodes, Zahlen-
werte, die die zulässigen Bereichsgrenzen überschreiten
oder Felder, die fälschlicherweise mit einem Zusatz
versehen wurden, Felder, die zuviele Angaben enthalten
u.ä. Hinweise auf diese Felder erscheinen direkt und
unübersehbar im.ausgedruckten Text. Ein vorbereitetes
Korrekturformular wird im Anhang mitgegeben. In dieses
werden die korrigierten Angaben eingetragen und neu ein-
gegeben. Darüberhinaus besteht die Möglichkeit, jedes
Formular zu ändern, zu löschen, in andere Dateien aus-
zulagern und gegebenenfalls zu reaktivieren.
Es ist im übrigen erwähnenswert, daß selbst ungeschulte
Schreibkräfte, ohne Kenntnisse der medizinischen Termino-
logie, in kürzester Zeit eingearbeitet werden konnten.
Allerdings sinkt die Fehlerrate hier ganz unverkennbar
nach entsprechender Schulung.
Zusammenfassend kann gesagt werden, daß die eingangs er-
wähnte Forderung nach geprüften Daten gerade bei der pro-
grammierten Befundschreibung ein fester Bestandteil aller
Überlegungen war und ist. Sicher wird auch hier der Lern-
zuwachs bestehende Vorstellungen ablösen und neue Aufgaben
mit sich bringen, die aber, dank der Anpassungsfähigkeit
des Systems, ohne ungerechtfertigten Aufwand in den beste-
henden Ablauf mit einbezogen werden können.
Anschrift des Verfassers:
Detlef Schalck




Das statistische Programmsystem „STATSYS“
Von N. Victor und A. Hörmann
1 . Einleitgg
STATSYS ist ein Programmpaket, das Programme zur Datenvor-
bereitung, zur deskriptiven Statistik und für eine Reihe
statistischer Auswertungsverfahren umfaßt. Es gibt eine gan-
ze Reihe Programmpakete ähnlicher Art, von denen die BMD-
Programme (1) und das SPSS (Statistical package for the so-
cial sciences) (2) wohl die bekanntesten sind. Diese Program-
me haben sich in der Anwendung bewährt und weite Verareitung
gefunden, so daß die Frage angebracht ist, weshalb neben
diesen Paketen ein neues entwickelt wurde.
Mit der Programmierung von STATSYS wurde 1966 am Institut
für Med. Statistik und Dokumentation der Universität Mainz
begonnen, also zu einer Zeit, als die SPSS-Programme noch
nicht existierten und die BM-Programme nur für wenige Anla-
gentypen verfügbar waren, z.B. nicht für die CD 3300 der
Universität Mainz.
Gerechtfertigt wird das Nebeneinander verschiedener Pakete
aber vor allem durch die verschiedenen Konzeptionen (Pro-
grammpakete, Systeme und statistische Compiler) und die be-
züglich statistischer Methoden unterschiedlichen Schwer-
punkte, so daß man nicht ohne weiteres von Parallelentwick-
lungen sprechen kann. Für die Benutzer ist dieses Nebenein-
ander sicherlich äußerst wünschenswert, um die Gefahr der
Schematisierung statistischer Auswertungen zu vermeiden.
Andererseits ist durch die Vielzahl der derzeit existieren-
den Programmpakete das Angebot an statistischen Auswertungs-
programmen für den Anwender verwirrend; eine gewisse Stan-
dardisierung ist daher äußerst wünschenswert.
Obwohl auch einige Ideen von BMD übernomen wurden, sind
die Grundkonzeptionen beider Systeme verschieden. STATSYS
steht für stêtistisches Programmsystem und soll mehr sein
als eine Sammlung von Programmen. Da uns der Einsatz der
EDV nur bei Vorliegen großer Datenmengen (etwa bei der Aus-
wertung epidemiologischer Untersuchungsreihen) sinnvoll er-
scheint, haben wir unser System auf diese Aufgabe zugeschnit
ten und großen Wert auf geeignetes Daten-handling und Ver-
knüpfbarkeit der einzelnen Auswertungsschritte gelegt. Die
Wichtigkeit der Datenaufbereitung vor der eigentlichen sta-
tistischen Auswertung und der Zeitaufwand für diese Arbei-
ten wachsen sehr rasch mit der Größe des Datenbestandes.
Diese Aufgaben werden von vielen Programpaketen vernach-
lässigt; kürzlich haben jedoch VINEK und RENNERT (6) in
dieser Zeitschrift eine Sprache für derartige Probleme be-
schrieben. Im Hinblick auf Großstudien wurde die von den
BMD-Programmen eingehaltene Bedingung, alle benötigten Daten
während des Programmablaufs im Kernspeicher zu halten, fal-
lengelassen, und die Programme benutzen - falls nötig -
während des Laufs externe Speicher, wodurch jegliche Be-
schränkung bezüglich der Fallzahlen entfällt.
2. Systemkonzeption
STATSYS ist fileorientiert, d.h. alle Programme befinden
sich auf einem Bibliotheksfile und sind von dort abrufbar,
es können beliebige Datenfiles bearbeitet werden, und es
müssen dem System zur Auslagerung von Zwischenergebnissen
eigene Files zur Verfügung gestellt werden (teilweise mit
Direktzugriff, teilweise mit sequentiellem Zugriff). Auf
Wunsch bleiben diese Files auch nach Beendigung aller Be-
rechnungen als feste Benutzerfiles bestehen, und die darauf
befindlichen Daten stehen für weitere Auswertungen zur Ver-
'fügung.
Dadurch können beliebig viele Programme in einem Lauf ohr
erneute Eingabe auf die gleichen Daten angewandt werden,
und teilweise können Zwischenergebnisse eines Progrannm
direkt mit einem anderen weiterverarbeitet werden (Verknüpf-
barkeit der Programme).
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Das System ist bezüglich der Eingabe möglichst flexibel ge-
halten. Die Daten können in binärer oder dezimalcodierter
Form auf beliebigen Files vorliegen. Diese Files können sich
z.B. auf Magnetbändern, Platten oder Kartenspeichermagazi-
nen befinden oder als Kartendeck im Inputstream vorliegen.
Durch diese Flexibilität ist es leicht möglich, das System
mit einer Datenbank zu koppeln.
Abbildung 1 erläutert den möglichen Aufbau eines STATSYS-
Laufs (das dargestellte Beispiel bezieht sich auf die
Siemens Uooü/A6 unter dem Betriebssystem BSV; das Prinzip
ist jedoch für andere Anlagentypen das gleiche).
Mit der /LOGON-Karte, der evtl. weitere Betriebssystem-
steuerkarten folgen, weist sich der Benutzer der Maschine
gegenüber als zugriffsberechtigt aus.
Es folgt der Aufruf des ersten STATSYS-Programms - hier
POOO - durch die erste /EXEC-Karte. Daran schließt sich das
erste Problemdeck - das sind alle Karten zum ersten zu bear-
beitenden Problem - an. Ist die Behandlung des ersten Pro-
blems abgeschlossen, kann eine beliebige Anzahl weiterer
Probleme bearbeitet werden, bis dem Programm durch eine Kar-
te mit dem Text ENDE angezeigt wird, daß kein weiteres Pro-
blem zur Bearbeitung vorliegt.
Sodann wird das nächste STATSYS-Program - in unserem Bei-
spiel PO2O - mit der nächsten /EXEC-Karte geladen und ge-
startet; auch hier können beliebig viele Problemdecks fol-
gen; ebenso bei den weiteren Progrannaufrufen. Die Folge von
Aufrufen verschiedener Programme und die Anzahl der zu be-
handelnden Probleme ist in keiner Weise beschränkt. Die
/LOGOFF-Karte beschließt den Lauf.
In Abbildung 2 sind zwei Beispiele für den Aufbau des Pro-
blemdecks dargestellt. Jedes Problemdeck enthält zunächst
einige Progrannsteuerkarten mit Angaben über Anzahl und Art
der Daten, den Datenträger und über die Art und Weise der
durchzuführenden Berechnungen; dann können Datenkarten fol-
gen. Die Datenkarten können fehlen (vgl. 2. Beispiel), wenn
die Daten auf anderen Datenträgern vorliegen, z.B. wenn sie
mit Hilfe eines anderen STATSYS-Programms auf einen derarti-
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Die beiden ersten Progrannßteuerkarterısind stets obliga-
torisch und die wichtigsten Karten für den gesamten Prograırm-
ablauf. Die erste trägt in den ersten vier Spalten den Text
RUFE (RUFE-Karte), in den restlichen Spalten einen beliebi-
gen Text, der als Überschrift zur Kennzeichnung des Problems
dient. Mit dieser Karte wird der Anfang eines jeden Problenr
decks angezeigt.
Als zweite Karte folgt stets die Parameter-Karte (PARAM-
Karte). Durch diese Karte ist dem Benutzer die Möglichkeit
gegeben, seine Anweisungen und Wünsche dem Programm.mitzu-
teilen. Die Angaben (Programm-Parameter) auf dieser Karte
steuern den gesamten Ablauf der Problenbearbeitung; hier
kann z.B. angegeben werden, in welchenıCode und wo die Daten
vorliegen, ob Transformationen durchgeführt werden sollen
und welche Teile der Ausgabe zu unterdrücken sind.
Die Reihenfolge der weiteren Programmsteuerkarten wird eben-
falls durch die Angaben der PARAM-Karte festgelegt. Diese
Reihenfolge ist für alle Progranne›in etwa gleich; kleine
Unterschiede von Programmgruppe zu Programmgruppe ließen
sich jedoch nicht umgehen.
Ein wichtiges Anliegen war uns die gegenseitige Absicherung
verschiedener Benutzer des Systems. Treten bei der Durch-
führung Fehler infolge falscher Daten oder nicht korrekt
ausgefüllter Progranmsteuerkarten auf - was in der Praxis
relativ häufig ist -,so macht eine genormte Fehlermeldung
mit Fehlercodes den Benutzer auf die Art seines Fehlers auf-
merksam. Der Fehler unterbindet jedoch nicht die Bearbeitung
aller anderen im gleichen Lauf anstehenden Probleme, sondern
es ist durch eine Fehlerbehandlungsroutine sichergestellt,
daß der Anfang des nächsten Problems gesucht und dessen Be-
arbeitung ordnungsgemäß durchgeführt wird.
3 Hpgammrmpaı
STATSYS umfaßt bisher Programe aus folgenden Teilgebieten
der Statistik: Häufigkeitsauswertung, Datenbeschreibung,
Kbrrelations- und Regressionsrechnung, parametrische und
nichtparametrische Tests auf Mittelwertunterschiede und
Trennverfahren„
Ferner sind Programme zur Datenvorbereitung vorhanden. Dazu
gehört z.B. das Übertragen der Daten, evtl. mit Umcodierung,
Transformation und Ausblendung spezieller Werte von einem
Datenträger auf einen anderen, das Schichten von Datenmen-
gen in Gruppen, das Herstellen von Auszügen, das Aussieben
von Fällen nach bestinnmen Gesichtspunkten, die Spaltenre-
duktion in der Datenmatrix etc.
Die Programme zur Häufigkeitsauswertung erledigen die müh-
same Arbeit der Erstellung beliebig vieler bis zu zehndimen-
sionalen Häufigkeitstabellen aus großen Datenbeständen.
Dabei können die Daten klassifiziert, auf unzulässige
Schlüssel überprüft und aus bis zu fünf Variablen geschach-
telte Variable gebildet werden; ferner können Kontingenz-
tafeln bis zu drei Dimensionen ausgewertet werden.
Die Programme zur Datenbeschreibung erlauben einen schnellen
Überblick über große Datenbestände, die Lokalisierung von
Ausreißern und eine grobe Nachprüfung verschiedener Voraus-
setzungen. Vorhanden sind Progranne zur Ermittlung von Mit-
telwert, Spannweite mit Maximal- und Minimalwert, Streuung
und allen weiteren Momenten bis zur vierten Ordnung sowie
der zugehörigen Konfidenzbereiche für normalverteilte Zu-
fallsvariable. Ferner existieren Programme zur graphischen
Darstellung von Histogrammen und Korrelationsdiagrammen auf
Schnelldrucker, wobei der Benutzer freie Wahl bezüglich der
Klassengrenzen, zwischen Prozent- oder Absolutwerten u.ä.
hat .
Die Programme der Gruppe Korrelations- und Regressionsrech-
nung ermöglichen die Berechnung von Korrelations- und Regres-
sionskoeffizienten sowie von Varianz-Kovarianzmatrizen samt
Durchführung der Fisherschen z-Transformation; außerdem
liegen Programme zur linearen Regression für mehrere Gruppen
mit Tests auf Gruppenunterschiede einschließlich einfacher
Kovarianzanalyse und zur multiplen linearen Regression vor.
Eien weitere Gruppe bilden die Tests auf Mittelwertunter-
schiede unter Voraussetzung der Normalverteilung. Es exi-
stieren folgende Programe:
t-Test mit Behrens-Fisher-Modifikation,
univariate Einweg-Varianzanalyse mit linearen Kontrasten
nach Scheffê,
univariate Mehrweg-Varianzanalyse,
Hotelling T2-Test mit multivariater Behrens-Fisher-
Modifikation,
Einweg-MANOVA mit Testkriterien nach Wilks (Heck),
Lawley und Hotelling mit linearen Kontrasten.
Soweit die Voraussetzungen zur Anwendung der Varianzanalyse
ohne viel Aufwand zu testen sind, werden diese Tests inner-
halb der Programme durchgeführt.
Aus der Gruppe der parameterfreien Tests zur Überprüfung
von Lokalisationsunterschieden liegen bisher Programme für
den Wilcoxon-, Mann-Whitney-, Kruskal-Wallis-und Friedman-
Test vor. Neben den Batch-Versionen existieren auch Dialog-
programme zur Durchführung dieser Tests an einer Time-
sharing-Anlage (vergl. dazu (5)) .
Diskriminanzanalysen sind entsprechend der Zielsetzung des
Münchner Instituts für Medizinische Datenverarbeitung be-
sonders intensiv bearbeitet worden. Es sind Programme vor-
handen für lineare Diskriminanzanalysen für 2 Gruppen mit
Berechnung des Mahalanobisschen Abstandes unter schrittwei-
sem Hinzunehmen bzw. Weglassen von Komponenten und für line-
are und nichtlineare Diskriminanzanalysen mit Reklassifika-
tion für mehrere Gruppen. Ferner liegen Progrannervor zur
Anwendung der so gewonnenen Trennfunktion auf neue Fälle,
so daß z.B. Kreuzvalidisierungen durchgeführt werden können.
Al . Schluß
Das gesamte System entstand im Verlauf nehrerer Jahre in
Mainz und München, gleichsam als Nebenprodukt der sonstigen
Institutsarbeit. Zahlreiche Personen haben durch die Pro-
grammierung kleinerer oder größerer Teile des Systems an
dessen Entstehung mitgewirkt. Daß bei dieser Entstehungs-
weise einige Mängel und Lücken nicht zu vermeiden waren,
ist verständlich.
Die Lücken betreffen vor allem das Verfahrensspektrum, wo-
bei besonders bedauerlich das Fehlen von Programmen zur Zeit-
reihen-, Faktoren- und Clusteranalyse ist. Als Hauptmangel
erscheint uns, daß es nicht gelungen ist, vollkommene Ein-
heitlichkeit zu erreichen, daß die Progranme bisher nicht
streng modular aufgebaut sind und daß die Programmsteuerung
durch Parameter nicht als Kommandosprache zur statistischen
Auswertgng verwirklicht ist.
STATSYS ist also derzeit kein ideales System, ist aber si-
cher als Grundlage für ein solches System geeignet. Unsere
bisherige Erfahrung zeigt, daß der für ein ideales System
aufzubringende Arbeitsumfang so groß ist, daß er keineswegs
an einer Stelle erbracht werden kann. Da andererseits sehr
viel Programmierkapazität durch Doppelentwicklungen verlo-
rengeht, bleibt unseres Erachtens nur der Ausweg der Zusam-
menarbeit aller Institute. Dazu wäre es nötig, ein gemein-
sames Systemkonzept zu entwickeln und zu benutzende Program-
miersprachen, den Einsatz externer Speicher, Modulgröße und
ähnliches zu normieren, um optimale Flexibilität zu gewa.
leisten. Dies ist nur zu erreichen, wenn.eine Stelle ge-
schaffen wird, die Sammlung, Verteilung, eventuelle Umstel-
lungen, Herstellung von Beschreibungen und ähnliches koor-
diniert. So wäre es möglich, das in unseren Instituten vor-
handene Spezialwissen allgemein zugänglich zu machen und
eventuell auch die Bemühungen verschiedener Firmen einzu-
bringen.
Diese Programminformation entstand auf der Grundlage eines
im Rahmen des 18. Biometrischen Kolloquiums gehaltenen Vor-
trags (3). Daneben steht nun für Interessenten das neu er-
schienene STATSYS-Handbuch (A) zur Verfügung, das auf Anfor-
derung vom Institut für Med. Datenverarbeitung der GSF, Mün-
chen, Arabellastr. A/I erhältlich ist.
An der Weiterentwicklung des Systems wird sowohl in München
als auch in Gießen gearbeitet. Das Gesamtsystem oder Teile
davon werden derzeit in München, Mainz, Gießen und Ulm ein-
gesetzt; darüber hinaus wird an vielen Stellen mit einigen
der Programme gearbeitet. Dabei werden folgende Rechenanla-
gen benutzt: Siemens Aooü/A5 und A6, CDC 3300, IBM 360/50
und 65, IBM 1800, TRA und Univac 1006.
Den zahlreichen Mitarbeitern, die zur Fertigstellung des
Systems beigetragen haben, sei an dieser Stelle gedankt,
insbesondere Fräulein Myketiuk, die in der Anfangsphase da-
zu beitrug, daß STATSYS über den Umfang einiger Einzelpro-
gramme hinauswuchs.
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Proceedings of the International Computing Symposium 1970
The International Computing Symposium took place at the
University of Bonn, W. Germany, in May 1970. It was held as
the first joint meeting of the European Chapters of the
Association for Computing Machinery (ACM) and was organized
in close cooperation with Gesellschaft für Mathematik und
Datenverarbeitung (GMD), Bonn. The response received from
the participants indicates that it was considered a highly
successful event.
The primary goal of the Symposium was to foster the exchange
of ideas among scientists, programmers, and engineers on
problems, new techniques, and trends in the design and use
of electronic computing systems. The conference attracted
widespread interest within the international Computing com-
munity.
Speakers from all parts of Europe and the United States pre-
sented state-of-the-art surveys, tutorials and original con-
tributions in the field of Computer Science. A number of
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invited papers by scientists of international repute provided
an introduction to those not conversant with the subject, or
discussed some of the most intriguing and challenging pro-
blems faced by Computer Science.
The Proceedings reflect those problems, means for their
solution and the efforts offered by individuals and groups
of industry, universities and research institutions in the
growing field of Computer Science. They were made up of
written papers presented at the Symposium.and carefully
revised by the authors themselves after the conference.
Distribution in Europe:
Secretariat of the German Chapter of the ACM
e/6 GND, Dr. F. Gebhard






1973, 368 S., DM 78.-
R. Oldenbourg Verlag, München
Das vorliegende Buch bietet einen umfassenden Überblick
über das gesanme Gebiet der Datenspeicher. Nach einer
Klassifizierung wird über die magnetischen Schnellspeicher
mit Kernrn und dünnen Schichten, über die nodernen Halb-
leiterspeicher und über deren physikalische Grundlagen
berichtet. Es schließen sich Aufsätze über die peripheren
Massenspeicher wie Trommeln, Bänder und Platten und die
Möglichkeiten von magnetooptischen und holografischen
74-0001
VAZSONYI, A.
Vom Problem zum Computerprogramm mit PL/I
1973, 612 S., DM 98.- _ _
Aus dem Amerikanischen übersetzt von D. Bielskı
R. Oldenbourg Verlag, München
Der Titel dieses Buches drückt nur zu einem kleinen Teil
aus, was hier und wie es behandelt wird.
Es ist eine fast unmerkliche, aber sehr gute Einführung in
die Programmiersprache PL/I. Ihre Darstellung ist aber so
gut gelungen, daß es keine Schwierigkeiten verursachen
wird, die dargestellten Probleme in eine andere Progrann
miersprache zu übertragen. Sehr konsequent wird das Lösen
von Problemen behandelt. Darüberhinaus wird durch sogenann-
te "Schlüsselprobleme" eine Fülle von Information vermit-
74-0003
Speichern an. Zum Schluß wird auf die in der Natur vorhan-
denen Speicher in Genen und im Gehirn eingegangen.
Insgesamt eine informative Zusamenstellung für alle, die
einmal etwas in den Computer "hineinsehen" wollen.
Ge.
7A-ooo1
telt, wobei die Behandlung mathematischer Prozeduren nicht
zu kurz komt. - Man könnte noch mehr Positives schreiben.




Verteilungsfreie Methoden in der Biostatistik
2. Aufl., Band I, 1973, 736 S.
Brosch. DM 7A, Ln. DM 85.-
Verlag Anton Hain, Meisenheim
Schon die erste Auflage dieses Buches stellte in der
deutschsprachigen Literatur ein einmaliges Werk dar. Die
zweite, völlig neu bearbeitete Auflage bedeutet aber einen
Schritt weiter und bringt dem Leser ein fast vollständiges
Bild über die parameterfreien Verfahren, die in der moder-
nen Statistik und Biometrie anzuwenden sind. Dabei bleibt
der Autor nicht bei bloßen Anwendungsbeschreibungen, son-
dern untersucht gründlich die Bedingungen der Anwendung.
LIENERT widmet sich besonders der "Entscheidungsphiloso-
phie". Der allgemeine Teil des Buches, sehr umfangreich
7A-0002
SELDER, H.
Einführung in die numerische Mathematik für Ingenieure
1973, 376 S., DM 32.-
C. Hanser Verlag, München
Verfahren der numerischen Mathematik werden heute in fast
allen Wissensgebieten benötigt. Das vorliegende Buch bietet
hier eine ausgezeichnete Einführung, wobei u.a. Fragen der
Genauigkeit und Konvergenz mitberücksichtigt werden.
Zu den wichtigsten numerischen Verfahren wird jeweils ein
vollständiges AIGOL~ und FORTRAN-Programm.angegeben. Damit




und sehr gut verständlich, bringt dem Leser gründliche
Information über Wahrscheinlichkeit, Verteilungen, Daten-
vorbereitung, statistische Hypothesen und Transformationen
Der spezielle Teil umfaßt abgeschlossene Kapitel, in denen
die Testmethoden eingeteilt sind in Verfahren für Häufig-
keitsinformationen, Ranginformationen, Meßwerte und die
parameterfreien Korrelationsmethoden. Fast jede Methode
_ wird durch ein anschauliches Beispiel dem Leser vorgeführt
So hat auch der nicht mathematisch begabte Benutzer die
Möglichkeit, sich alles verständlich zu machen.
Dem Buch wird - hoffentlich - in Kürze ein Tabellenteil
folgen, da, im Gegensatz zu der ersten Auflage, der Autor
alle Tabellen in einem Tafelband zusamengefaßt hat.
LIENERT schreibt in dem Vorwort, daß das Buch nicht dem
Statistiker, sondern dem Benutzer zugeschrieben ist. Aber
auch der Statistiker findet an dem Buch große Freude und
ein ausgezeichnetes Handbuch für Verteilungsfreie Methoden
Dy.
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BAUER, F.L.
Andrei und das Untier
1972, 80 S.,
Bayer. Schulbuch-Verlag, München
Nicht jeder Benutzer einer EDV-Anlage sollte ein Program-
mierer oder gar Informatiker werden müssen. Mit den Grund-
prinzipien solcher Anlagen sollten wir uns aber im Rahmen
unserer Allgemeinbildung befassen.
Es ist das Verdienst des Autors, hierzu eine leicht les-
bare und verständliche Einführung geschrieben zu haben,
für die er den Untertitel "Sechs Lektionen in Informatik"
gewählt hat. Ein Buch, das als Einführung gut geeignet ist,





1973, 2. verb. Aufl., 158 S., DM 15.80
R. Oldenbourg Verlag, München
Die Verwendung von Datenstationen und von Tischrechen-
maschinen, die als Programmiersprache BASIC verstehen,
nimmt von Tag zu Tag zu und damit auch das Interesse
für gute Einführungen in diese Programmiersprache.
Der Tatbestand, daß so schnell eine weitere Auflage not-
wendig wurde, zeigt, daß die Darstellung gut geeignet ist,
um dem Leser durch Selbststudium einen Zugang zum Com-
puter zu ermöglichen. Die vollständig dargestellten Bei-




NITTNANN, A. und KLDS, J.
Fachwörterbuch der Datenverarbeitung
mit Anwendungsgebieten in Industrie, Verwaltung und
Wirtschaft.
In drei Sprachen: Englisch, Deutsch, Französisch
2. Aufl. 1973, 335 S., DM 78.-
R. Oldenbourg Verlag, München
Das vorliegende Fachwörterbuch gliedert sich in ein nume-
riertes, alphabetisch geordnetes Verzeichnis der englisch/
amerikanischen Fachausdrücke mit jeweils anschließend an-
gegebener deutscher und französischer Übersetzung. Dahinter
sind dann ein deutsches und ein französisches alphabeti-




Erste Einführung in die Datenverarbeitung
1973, 208 S., DM 18.-
R. Oldenbourg Verlag, München
Die Entwicklung der Datenverarbeitung ist immer noch so
rasant, daß es jeder Autor einer Einführung schwer hat,
die neuesten Entwicklungen und gleichzeitig auch noch die
notwendigen bereits bekannten Tatbestände zu behandeln.
Diese Schwierigkeiten sind auch in dem.vorliegenden Buch
zu spüren. Dennoch kann es als brauchbare Einführung,
auch zum Selbststudium angesprochen werden.
Ge.
74-0006
Mit ca. 4500 Begriffen liegt hier ein umfassendes Fach-






1974, 234 S., DM 24.-
Walter de Gruyter Verlag, Berlin
Speziell in wissenschaftlichen Rechenzentren ist die
FORTRAN-Progranndersprache recht verbreitet. Nach den
vielen vorliegenden Einführungen in FORTRAN ist es zu
begrüßen, daß nun ein Lehrbuch erschienen ist, das ganz
gezielt über eine elementare Einführung hinausgeht. Da-
bei ist durch das ganze Buch zu spüren, daß hier ein
erfahrener Praktiker sein Wissen in didaktisch geschick-
ter Weise weitergibt.
Abweichungen von ASA-FORTRAN werden klar gekennzeichnet.
74-ooo7
AUTENEDER, A. und OFFELDER, CH.
BASIC-Praktikum
1972
Siemens AG, Berlin und München
Die Verwendung des Computers als Tischrechenmaschine
setzt sich immer mehr durch. Diese Entwicklung wird nicht
unwesentlich durch die leicht erlernbare Programmier-
sprache BASIC gefördert.
Das vorliegende Lehrbuch zusammen mit einem Katalog der
benutzten Begriffe ist in hervorragender Weise zum Selbst-
studium dieser Programmiersprache geeignet. Die vollstän-




Hervorzuheben ist, daß der Verfasser an vielen Stellen
einen Einblick vermittelt, warum etwas so und nicht anders
gelöst werden kann bzw. sollte. Auch die Hinweise zur Pla-
nung der Programmierung sind wertvoll.
Insgesamt ein sehr nützliches Buch, das jeder FORTRAN-
Programmierer mit viel Effizienz benutzen wird.
Ge.
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