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Abstract—Demand Response is a mechanism used in powergrids to manage customers’ power consumption during criticalsituations (e.g. power shortage). Data centres are good candidatesto participate in Demand Response programs due to their high en-ergy use. In this paper, we present a generic architecture to enableDemand Response between Energy Provider and Data Centresrealised in All4Green. To this end, we show our three-levelconcept and then illustrate the building blocks of All4Green’sarchitectural design. Furthermore, we introduce the novel aspectsof GreenSDA and GreenSLA for Energy Provider–Data centresub-ecosystem as well as Data centre–IT Client sub-ecosystemrespectively. In order to further reduce energy consumption andCO2 emission, the notion of data centre federation is introduced:savings can be expected if data centres start to collaborate byexchanging workload. Also, we specify the technological solutionsnecessary to implement our proposed architectural approach.Finally, we present preliminary proof-of-concept experiments,conducted both on traditional and cloud computing data centres,which show relatively encouraging results.
I. OVERVIEW
With the energy consumption of ICT mushrooming forsome decades, and data centres at the heart of this develop-ment, a lot of research has been dedicated to this huge problemfor environmental health and resource depletion. However, itturns out that data centres are not only part of the problembut also one key to its solution because the energy challengeis both, a problem of energy consumption and a problem ofpower consumption: In times of low supply and high demand,extra power needs to be provided at high environmental cost,in times of high supply (e.g. through wind and sun) and lowdemand, superfluous energy suppliers are cut off the electricitynet.
The project All4Green1 shows that data centres with theirhuge power hunger can play a role in solving this challenge.
1http://www.all4green-project.eu/
Fig. 1. An overview of the All4Green relevant ecosystem actors
To this end, the data centre is viewed as part of an eco-system consisting of ICT users deploying services in the datacentre, electrical power providers, and data centres cooperatingin a federated way. By establishing a collaborative schemewithin this eco-system through green contracts supported byan underlying signalling technology, All4Green tackles bothgoals: It aims at saving CO2 emissions by enabling a cleanerenergy mix for the energy consumption of a data centre. Andadditionally it will reduce this energy consumption by 10%.
All4Green relevant actors in the system, as illustrated inFig. 1, are the following:
– Energy Providers (EP) represent the providers ofenergy for the data centres.– Information Technology Customers (ITC) in thecontext of All4Green are not meant to be singleusers, but companies that make contracts for (andthen potentially consume) services of the datacentre.– Data Centres (DC) act as providers of computingservices for ITCs and demand energy from EPs.Data centres can federate and collaborate to ex-change load among them.
The All4Green approach is based on a three-levels-concept
Fig. 2. All4Green design overview
with a connection level, that links the eco-system entities withthe All4Green framework, a negotiation level, that negotiatesthe optimum solution, and a contract level containing the greencontracts. In order to further elaborate, Fig. 2 depicts theAll4Green design enabling Demand Response mechanism totake place between EPs – DCs – ITCs. More precisely, Con-tract level contains the contracts that organise the collaborationwithin the eco-system. Four different types of contract havebeen developed in All4Green:
– GreenSLA (green service level agreements) con-tracts are agreements between data centres and ITcustomers, which reflect the agreed scope for thedata centre to operate in an energy aware way andthe same time guarantee a certain level of qualityof services (QoS) for the IT customer.– GreenSDA (green supply demand agreements)contracts are agreements between energyproviders and data centres, which define theflexibilities and energy-related constraints thatthese parties grant each other.– GreenWSOA (workload services outsourcingagreements) contracts are agreements among fed-erated data centres that set rules for the geograph-ical shifting of workload.– DC-Wide Contracts are agreements not relatedwith a service. This agreement represents thedifferent actions that a data centre can perform inorder to reduce/increase energy. For instance, datacentre’s Air Conditioner (AC) heating up/coolingdown and Uninterruptible Power Supplies (UPS)discharging/charging.
On the other hand, Negotiation level is the kernel of thesystem, where the negotiation logic runs in components (calledagents) that act on behalf of the main actors of the system.Agents read the contracts and monitored data from the con-nectors (see below for definition) and find the optimal poweraware actions which are then sent to the other partners.Thereis a different agent for each actor in the system:
– EP agents– DC agents– ITC agents
Finally, the bottom level Connection contains all the con-nectors which implement the logic required for the agents tocommunicate with the Energy Providers and Data Centres. Theconnectors are the elements which connect the managementframework of data centres and EP systems with the agent plat-form. They monitor the values provided by the management
Fig. 3. An overview of the All4Green architecture
frameworks retrieving all the relevant information required bythe agents, they communicate requests from different actorsto agents platform, and vice versa proposals from the agentsto the actors. Consequently, there is a need for a specificconnector to each participating entity of type EP or DC.
This concept leads to a decentralised architecture for theAll4Green system which is made up of the following buildingblocks (see Fig. 3):
Each actor in the ecosystem has its own sub-system whichcontains at least a module for the respective green contract,a prediction and a decision module as well as a loggingcomponent. Additionally all have a communication module,however, the data centre is at the centre of communication, theIT customer and the energy provider do not need to exchangeinformation directly.
In the rest of this paper, we present the most relevantcomponents of the All4Green architecture. We first detail inSection II the components for the Energy Provider – Datacentre sub-ecosystem, then describe those for the Data centre– ICT sub-ecosystem in Section III. The aspect of federatingData centres is covered in Section IV. In Section V, we presentthe technological means to implement our All4Green approach.The preliminary results and conclusion are presented in SectionVI.
II. ENERGY PROVIDER – DATACENTER SUB-ECOSYSTEM
This sub-ecosystem is responsible for managing the poweradaption collaboration between Energy Provider (EP) and Datacentres (DC). To foster this collaboration, there is a need forboth common (e.g. Communication, GreenSDA) and specific(e.g. Decision of EP) modules. In this section, due to spaceconsiderations, we present only the most relevant modules ofthe architecture.
A. GreenSDA Module
The major inconvenience of today’s energy tariff betweenEP and DC is its lack of flexibility. In other terms, bothparties sign an agreement that is viable on a yearly basis.Consequently, with the current energy tariffs it is not possi-ble to enable power adaption collaboration and hence applyDemand Response (DR) mechanism between EP and DCswhich requires highly flexible participants. For this purpose,
in All4Green we propose the so-called Green Supply DemandAgreement. In short, a GreenSDA specifies contractual termsthat enable the power adaption collaboration between EP andDCs. For instance, one of the key contractual terms specifythe amount of minimum and maximum duration as well aspower the DC can increase (e.g. in case of energy surplus)or decrease (e.g. in case of energy shortage) throughout theyear. More precisely, there is a contractual term that specifiesfor minimum power increase (decrease), its minimum andmaximum durations. Similarly, there is a contactual term thatspecifies for maximum power increase (decrease), its minimumand maximum durations. Furthermore, the GreenSDA allowsthe DCs to reject power adaption requests of EP by specifyingthe maximum number of successive rejects as well as totalrejects per month. On the other hand, in order to guarantee thatthe EP will not abuse the willingness of DC to collaborate,the GreenSDA defines a contractual term that specifies themaximum number of power adaption requests EP can send toDC. Moreover, it specifies also the minimum duration of timebetween two consecutive power adaption requests. In this way,the proposed approach ensures that the DC has enough time torecover before committing to a new power adaption request.Finally, in order to limit the time during which a DC needs tosend back a reply to EP, the GreenSDA specifies the maximumreaction time.
In order to create incentives for the different parties to joinAll4Green’s DR mechanism, reward and penalty schemes aredefined. The former applies to DCs that are willing to col-laborate; consequently the more DC is willing to collaborate,the higher its reward is. On the other hand, any time that oneof the parties breaches any contractual term, the correspondingparty needs to pay penalty in addition to depleting the receivedreward.
B. Communication Module
We described in the previous section that GreenSDA de-fines the flexibilities of the participating entities to All4GreenDR mechanism. However, such a power adaption collaborationis not possible without having a communication frameworkenabling both parties (e.g EP and DC) to exchange informationbetween each other. For this purpose, in All4Green, we definetwo types of communication messages: Monitoring and adap-tion. The former is used in order to obtain certain informationon the state of the participating parties, whereas the latter isspecified for power adaption request purposes. More precisely,the monitoring messages are as follow:
1) DC can ask EP for its own power consumptionby specifying the exact timestamp. As a reply, theEP sends back the power consumption (Watt) ofthe specified time period to DC. Note that such amonitoring message is necessary in case the DC hasno access to the smart meter that measures its ownpower consumption.2) EP can ask DC for the expected power consumptionby specifying the duration (i.e. start time and endtime) as well as resolution2. As a reply, the DCsends back to EP a list of expected power values for
2Defines the time between two power consumption values in the powerprofile.
the specified duration. Note that DC can estimate itspower consumption by means of a Prediction module(see DC component in Fig. 3).3) Similar to the previous monitoring message, the DCcan ask EP for the expected load curve of predictedpower surplus and shortage of the grid for a giventime period.
On the other hand, the adaption messages are given by:
1) Whenever there is a power shortage or surplus situa-tion, the EP sends a power adaption request messageto DCs by specifying the duration (i.e. start time andend time) as well as the type of the adaption (i.e.increase/decrease). In return, the DC sends back toEP at least one power profile where each such profilecontains the following information:
• The amount of power that the DC can adapt(e.g. increase or decrease).
• The duration of the power adaption.
• The expected additional power consumptionduring the recovery phase. Also, the profilespecifies the time when the recovery starts aswell as its duration.2) After receiving a power adaption request, the DCsends back either a set of power profiles (see previousmessage type), or a negative acknowledgment wherein that case the DC informs EP of its unwillingnessto collaborate for power adaption request.
C. Decision Module of EP
In All4Green, every time that there exists a power shortageor surplus situation, the EP sends a power adaption request toDCs asking for their collaboration. Furthermore, in All4Greenwe adopted “request everyone” approach meaning that theEP broadcasts all the participating DCs for collaboration. Inreturn, the EP will receive from DCs a set of power profiles(at least one) or a negative acknowledgment. However, inorder to choose the most appropriate profiles of DCs, policiesare needed. A policy defines strict rules of how to selectprofiles of DCs. In All4Green, we propose a “fairness” policywhich has the objective of distributing evenly the burden ofpower adaption collaboration among the participating DCs. Tothis end, the Decision module of All4Green’s architecture isdevised in order to implement such type of policy and evenhave the possibility to add other policies in the future.
D. Adaption Models of DC
In order to be able to decide which action or combinationof actions can be taken when the EP sends an adaption request,the data centre has to be able to decide how these actions wouldaffect the overall state of the DC, before actually applyingthem. The DC can simulate how various adaption strategieswould influence the operating conditions and whether theywould meet all the safety requirements of the DC. Therefore,for each adaption capability, the DC has to refer to specificmodels to simulate the results of several adaption actions.Since each model is highly specific depending on the modelledadaption capability, we shortly list the main properties of eachapproach:
– UPSSince the UPS is a failback device which the DCrelies on during power blackout, the DC usually doesnot want to use its full capacity during a powershortage. Therefore, the model has to predict themaximum/minimum time the DC can run the UPSuntil the UPS has lost more than a pre-defined amountof power. Battery capacity also depends on severalcriteria, e.g.,
◦ average room temperature
◦ age of the battery
◦ the number of discharge cycles
◦ the average depth of discharge
– Air conditioning
◦ architecture of the DC buildinge.g., whether servers are hosted in an hotaisle/cold aisle environment
◦ size of the room(s)
◦ speed of the server fanswhich influences air volume that is moved inthe room(s)
◦ maximum/minimum temperature boundariesof the room(s)
– QoS of ICT servicesThe QoS models have to map the impact of QoSdegradations to the power consumption of the servers.
Necessary, common features of all models are:
– Computation of the impact:The models compute the impact of adaption capabil-ities. E.g., the minimum/maximum duration the DCcan use a capability in order to reduce its powerconsumption can be derived, and the amount of powerthat can be saved.
– Computation of recovery duration and recovery power:Models compute how much time and power will beneeded to go back to the original state of the DC aftera specific adaption capability has been performed.E.g., the power and duration that is needed for recharg-ing the UPS after it has been recharged to a certainamount.
– Compliance of security requirements:Models ensure that all safety requirements of the DCare covered and that none of them is violated. Forexample, the model of the air conditioner ensures thatthe maximum, pre-defined temperature of the DC isnever exceeded.
– Compliance of contractually agreed requirements:Furthermore, models have to cover all demands thatwere contractually agreed on. E.g., QoS of someservices should never be reduced by more than aspecific degree.
III. DATACENTER – IT CLIENT SUB-ECOSYSTEM
This sub-ecosystem refers to the elements and functions topermit the collaboration between the ITC and DC in orderto reduce the power consumption and CO2 emissions by
Fig. 4. DC Energy modes context in All4Green
energy efficiency strategies within the DC, and to supportthe EP in avoiding power shortages, integrating renewableenergy sources by enabling a collaboration between EP andDC. In this section, the essential modules providing thosefunctionalities are presented.
A. GreenSLA Module
The liabilities between a DC and its customers are ruledby a set of contracts. Apart from framework contracts, for thedelivery of each DC service, a Service Level Agreement (SLA)is closed. The so-called GreenSLA extends the existing SLAagreements in order to include energy and carbon emissionaware parameters. Therefore, in All4Green, GreenSLAs areextensions to traditional SLAs, including three main additions:Flexibility, GreenKPIs and Collaboration. The flexibility isthe variability that the ITC and the DC are willing to acceptin each of the service’s running conditions requirements (e.g.performance, availability, execution, maintenance).
Let’s define a context as the specific situation or state thatallows the possibility of modifying the service conditions topromote a more environmentally friendly behaviour. The flex-ibility considers changes in context in order to take decisions.
In this project, 3 contexts are considered: Time/Calendar,DC Energy Mode, and Load.
Time / Calendar context is related to a time period: hour(s)and/or day(s) of the week and/or the year’s season. Anexample of a time-dependent GreenSLA clause could be: HighAvailability + High Performance in working days, and lowavailability + low performance during nights and weekends.
DC Energy Mode context is related to the current energymode of the DC. Generally, the DC is in Regular Energy mode(RE), but it can change to Extra Energy (EE) mode or toEnergy Saving (ES) mode for a certain time period due to thereception and acceptance of a power adaption request comingfrom the EP. Other modes can be considered in the future, suchas Emergency Mode, in order to include specific situations.
Load context is related to the behaviour of the service-load during different time frames, in order to change theconfiguration of the services depending on the real-time load.This change of configuration should be performed trying topromote energy or CO2 emission saving. The concept can beexploited by load balancers to consolidate services in a reducedamount of servers, to shut down some of them.
The performance measurements under the concept of theGreenKPIs are new service level indicators in order to evaluatethe success of the goals for energy consumption and/or CO2emission reduction. For instance, a GreenSLA could guaranteea certain CO2 emissions level during the execution of an ITservice by allowing continuous interaction between the DC andthe EP.
Collaboration in the DC–ITC sub-ecosystem is regulatedby the GreenSLA and refers to the requests exchanged bythe ITC and DC. These requests coming from the DC aretriggered by the change of the DC mode: From regular modethe DC might switch to situations where it needs to reduceits current energy consumption (energy saving mode) or, onthe contrary, switch to a situation where it needs to consumeextra available energy (extra energy mode). This change of DCstatus comes from the interaction of the actors in the DC–EPsub-ecosystem. Also, from ITC to DC, the ITC can share itsplans of demand and, taking that into account, the DC suggeststo the ITC how to organise this in a way that the demandsare fulfilled and the energy consumption is reduced. For thispurpose, the GreenSLA may contain clauses ensuring that theITC shares its plans, something like: Every timeslot the ITCwill inform about the expected behaviour (load demand) ofthe service during the next timeslot. From this, the ITC willhave a monetary bonus, and, on the contrary, if it does notprovide the expected behaviour, the user will be charged witha monetary penalty.
B. Communication Module
The mechanisms and strategies provided by the GreenSLArequires a communication framework to exchange the infor-mation in the DC–ITC sub-ecosystem. Interfaces are definedbetween an agent for the DC and an agent for the ITC. As inthe EP–DC sub-ecosystem, the messages can be: Monitoring(to get information and to estimate consumption of servicesor servers) and adaption (to perform power adaption requestsbetween the DC and the ITC), but also others are included inthe DC–ITC sub-ecosystem: Management (services informa-tion, warning, failures or alarms) or collaboration (to performcollaboration requests).
C. Decision Module of IT
In order to take decisions concerning services executionin the DC, the corresponding agent (for each data centre) isable to get the necessary information to provide a ServiceTable, to summarise the description of the running services.From this table, a set of policies defining rules will implementthe intelligence. The evaluation of a policy will provide alist of actions to be executed regarding the configuration ofIT Services which may ultimately translate into lower-levelspecific actions to be executed by the DC through a specificinterface with the aim of fulfilling the aforementioned generalgoal.
IV. FEDERATION OF DATACENTERS
A considerable impact on both energy consumption andCO2 emission savings can be expected if data centres startto collaborate by exchanging workload. Typical examplesof these can already be found in practice in existing single
owner data centres: multiple data centres owned by a singleentity, which distribute and exchange workload according touser needs or in order to optimise resource utilisation. WithinAll4Green, such federations of single owner, but also multiowner data centres are studied, whereby workload allocation,outsourcing and insourcing takes place according to energyand emission saving demands. To this end, we have developeda Workload Services Outsourcing Agreement Module (WSOAModule) for the establishment of data centre federations, andseveral negotiation policies for outsourcing and insourcingworkload.
A. GreenWSOA Module
A GreenWSOA is an agreement between two data centresthat intend to collaborate in improving each other’s (green) per-formance/efficiency by exchanging workload. By committingto a GreenWSOA, the collaborating data centres thus becomea federation. A GreenWSOA can be considered as a unilateral“advertisement” of one DC informing another remote DC whatkind of collaboration it can offer. GreenWSOA agreementsare generated according to local templates and entail speci-fication of a federate data centre’s capabilities, compliance,and service compatibilities with respect to another data centre.Capability terms include for instance “remote allocation” and“live migration”, while compliance terms may concern specificsecurity or privacy certification. Service compatibilities maplocal service names and options to the names used at theremote data centre. By means of this lightweight approach,starting with unilateral agreements between data centres, largerfederations can gradually come to existence without forcingindividual data centres to adhere to any externally imposedstandard regarding services and service options. Furthermore,at all times data centres control the set of data centres withwhich they intend to collaborate.
Based on the terms specified in the GreenWSOA contractsagreed upon by federated data centres, their representativeDC Agents can enter into negotiations about outsourcing orinsourcing some of their workload. Such negotiations mayoccur either (i) when some data centre receives a requestfrom its energy provider to increase or decrease its powerconsumption for some interval in the future, or (ii) when thedata centre wishes to improve its local performance basedon expected work load, or alternatively (iii) based upon acoordinated incentive to save CO2 emissions in a situationwhere the insourcing data centre can use green energy whilethe outsourcing data centre cannot. Furthermore, dependingon terms agreed with customers in the respective GreenSLAs,workload may be either outsourced during initial allocation, orpossibly “live” migrated during execution.
B. Negotiation Policies
Within All4Green, two approaches to negotiation withinthe data centre federations are considered. The first is forthe initiating data centre to contact all known federates’agents directly and request quotes or offers for allocating ormigrating some services over some interval. The second is tointroduce a broker agent that maintains some abstract statusinformation on all federates regarding their current availabilityor “willingness” to accept new workload or to outsourcecurrent workload. The main advantage of introducing a broker
providing likely candidates for insourcing and outsourcing isthe increase in negotiation responsiveness and reliability. Thisbecomes particularly important in the case of larger federationsor critical scenarios (e.g. sudden peak loads in the local powergrid) where speed is of the essence. Furthermore, a brokeris able to act as a trusted third party, thereby removing anynecessity for data centres to share possibly business sensitiveinformation with other (competitor) data centres.
Either way, the data centre initiating the negotiation com-pares the available options and selects the best one, where“best” is a relative term that depends on the local data centre’spreferences. One possibility is to apply multi-criteria analysiswhere the criteria considered may include (i) the amountof emissions, (ii) the economic price, and (iii) the powerconsumption costs involved with the reallocation or migrationof workload for each candidate data centre in the federation.
V. IMPLEMENTATION
GreenSDA, GreenSLA, GreenWSOA and DC-Wide con-tracts are implemented using and extending Webservice-Agreement for Java (WSAG4J) framework. WSAG4J frame-work allows to represent agreements using XML format andprovides automatic monitoring of the contractual terms of thegreen agreements, raising events when the terms are violated.WSAG4J framework stores templates for each type of contractthat are instantiated as concrete agreements.
Almende’s Eve Agents technology is used to implement thedecisions support system as well as the communication frame-work of All4Green software. There are two types of agentsconsidered in All4Green: Delegate and Wrapper agents. TheDelegate agents represent the energy providers (EP Agents),data centres (DC Agents) and IT customers (ITC Agents). Theycontain the implementation of the decision support system(e.g. logic) for behaviour on their behalf. Delegate agentscommunicate with Contracts level (see Fig. 2) using Rest toretrieve the information inside the instances of the agreementscontained in WSAG4J framework. Connector Wrapper agentsmanage the energy provider and data centre connection soother agent platform levels can interact with them in a uni-form way. Agents use JSON/RPC to communicate with eachother including communication between Delegate and Wrapperagents.
The communication with the specific infrastructure of DataCentres and Energy Providers is done with pieces of softwarecalled Connectors. Connectors are tailor-made for each DataCentre or Energy Provider. Connectors monitor informationfrom the DC or EP using different technologies depending onthe specifics of DC or EP infrastructure. For instance, as anexample SNMP, SSH, WEB services are technologies currentlyused inside connectors. The Wrapper agents, that are part of theconnectors, provide the monitored information when requestedby Delegate agents and communicate the suggested actions,sent by Delegate agents, to the connectors that interpret andsend the actions to DC or EP when needed.
VI. PRELIMINARY RESULTS
The All4Green concept will be evaluated and validatedby two trial cycles, whose goal is to assess at what extentthe All4Green prototype is meeting its expected results. The
trials will occur in three different testbeds, specifically selectedto cover the whole span of scenarios and specific functionsimplemented by All4Green.
In general, the targets set by All4Green can be recappedas follows:
1) For an individual data centre, a 10% reduction ofenergy consumption on top of any pre-existing strate-gies and policies pursuing the same goal (e.g., theFIT4Green3 plug-in), exploiting the establishment ofGreenSLAs with the data centre users. This energysaving target increases up to 20% during certain timeperiods in particular conditions.2) For an energy provider, enable a temporary 10%–20%reduction of the data centre energy demand, thanksto the establishment of GreenSDAs with data centressupplied by the provider itself.3) For two or more federated data centres, allow to avoidunfavourable energy conditions by moving workloadto the site in the best current situation, achievingreductions in the total energy consumption and/or inthe total GHG emissions.
The testbeds selected to evaluate the above scenarios arethe following three:
A. Traditional Data centre – Energy Provider testbed
This testbed puts together a data centre delivering tradi-tional IT services with its energy provider. It allows to testthe Scenarios 1 and 2. It is realised in the German townof Passau, at the premises of:a:k:t: Informationssysteme AG4as data centre, and Stadtwerke Passau5 as energy provider.The Scenario 2 will be evaluated here in its different aspects,assessing the effect of collaboration in peak load detection andmanagement, metering on the different layers of data centreoperation, connection management between data centre andenergy provider.
B. Data centre Federation
This testbed is devoted to assess the Scenario 3, under-standing what advantages can be taken by the availability oftwo federated data centres different by geography and energysuppliers. It is realised at the premises of the Italian telecom-munication operator Wind, whose two traditional-type datacentres are located in the cities of Rome and Ivrea. Scenario3 will be evaluated here in terms of achievable consumptiondecrease, and effect on emission reduction depending upon theemission factor delta of the different energy providers.
C. Cloud computing Data centre
This testbed will assess all of the three scenarios in a com-putational environment different from the one in the previoustwo testbeds. Cloud computing has different characteristicscompared to enterprise IT, in terms of load profile varianceand predictability, which makes of interest to evaluate thescenarios in such an environment. It is realised at the premises
3http://www.fit4green.eu/4http://www.akt-infosys.de/en/unternehmen/wir-ueber-uns.html5http://www.swp-passau.de/
Fig. 5. Results of traditional testbed
Fig. 6. Results of cloud computing testbed for Scenario 1
of HP Italy Innovation Center, with a lab-grade infrastructureincluding two federated data centres. Some specific analysiswill be performed in this testbed.
In parallel with the development of the prototype describedin Section V, a set of “manual mode” tests have been executedin the three testbeds in order to pre-validate the All4Greenconcept. Partial customised and quick implementations of theAll4Green functions have been enacted in each of the testbeds,to evaluate the potential effect of applying All4Green’s prin-ciples to the same platforms where the the prototype is beingtrialled. These tests had an overall positive result, provingthat the All4Green concept has the potential to meet the setnumerical targets. Next, we present a quick resume of theresults for this test cycle.
D. Obtained Results
Scenario 1 tests in both traditional and cloud testbedsshowed very promising figures, and demonstrated that the ap-plication of GreenSLAs can induce additional energy savingson top of existing strategies. In Fig. 5, we can observe themarginal savings observed in the traditional testbed duringweekdays. The employed test cases covered a range of threedifferent service types, and in each case the results were posi-tive. Measured savings float between 4% and 13%, and duringweekends (when conditions are more favourable) savings upto 50% could be measured.
Fig. 6 shows the results of Scenario 1 evaluation in thecloud testbed. Expected results here are lower, since there isnot the same level of predictability to exploit and more safety
Fig. 7. Results of cloud computing testbed for Scenario 2
Fig. 8. Results of cloud computing testbed for Scenario 3
buffering must in general be applied. We observed an averagemarginal saving around 5%, rising up to 40% in speciallyfavourable conditions.
As far as Scenario 2 is concerned, this pre-evaluation wasdone in the cloud testbed, and results are visible in the Fig.8. Here, the main focus on assessing the entity of what wecall the recovery effect. In short, to temporarily decrease theconsumption for helping to squeeze demand peaks, the usedaction is a time shift of workload execution. This impliesthat the workload can be executed later, at a time whenenergy consumption conditions are less favourable, and overalla price in increased consumption is paid for being able tocontrast the peaks. The measurements showed an average valueof this increase around 1.3%, meaning that the Green SDAapplication is not bringing any significant overhead to theenergy consumption status.
Finally, Scenario 3 was evaluated in the federation testbed.This pre-evaluation assessment was quite simple, just measur-ing the effects of rebalancing the load between two federateddata centres starting from a fully unbalanced distribution.The tests showed an extra saving around 1.7% obtainableby rebalancing the load distribution inside the federation,and emission savings between 2.5% and 3% (by simulatingdifferent emission factors).
VII. CONCLUSION
Demand Response (DR) mechanism is becoming more andmore prevalent for energy providers especially with the adventof the renewable energy sources (e.g. photovoltaic) which haveintermittent behaviour. Data centres, due to their significantenergy use, are excellent candidates to participate in DR pro-grams. In this paper, we introduced a generic architecture thatenables DR mechanism to take place between energy providerand data centres. To this end, we presented the necessarybuilding blocks enabling this power adaption collaborationsuch as GreenSDA, GreenSLA, GreenWSOA contracts. Wealso presented the technological choices of implementing thepresented architecture for DR purposes. Finally, as a proof-of-concept, we conducted several field tests both on traditionaland cloud computing data centres. Although, the presentedresults are preliminary, however they prove the correctness ofthe initial assumptions and provide insights of the operationalcharacteristics of data centres.
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