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Near-space vehicleAbstract An adaptive dynamic surface control (DSC) scheme is proposed for the multi-input and
multi-output (MIMO) attitude motion of near-space vehicles (NSVs) in the presence of external dis-
turbance, system uncertainty and input saturation. The external disturbance and the system uncer-
tainty are efﬁciently tackled using a Nussbaum disturbance observer (NDO), and the adaptive
controller is constructed by combining the dynamic surface control technique to handle the problem
of ‘‘explosion of complexity’’ inherent in the conventional backstepping method. For handling the
input saturation, an auxiliary system is designed with the same order as that of the studied MIMO
attitude system. Using the error between the saturation input and the desired control input as the
input of the designed auxiliary system, a series of signals are generated to compensate for the effect
of the saturation in the dynamic surface control design. It is proved that the developed control
scheme can guarantee that all signals of the closed-loop control system are semi-globally uniformly
bounded. Finally, simulation results illustrate that the proposed control scheme can achieve satis-
factory tracking performance under the composite effects of the input saturation and the external
disturbance.
ª 2015 The Authors. Production and hosting by Elsevier Ltd. on behalf of CSAA & BUAA. This is an
open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
Since near-space vehicles (NSVs) have strong nonlinearity,
large ﬂight envelope, strongly coupling and dynamic uncer-
tainty, reliable and accurate control becomes one of the most
important problems in NSV control system design.1–3 Thus,various efﬁcient control schemes have been extensively stud-
ied.4,5 When an NSV is used to complete an important task,
it will inevitably be affected by various disturbances and uncer-
tainties, such as external time-varying strong airﬂow. In addi-
tion, corresponding rudders may be required to provide
sufﬁciently large deﬂection angles in order to complete the
assigned task. However, the deﬂection angle of each NSV rud-
der is limited, that is, the equipped actuators may produce the
saturation phenomenon. In such a case, the attitude motion of
the NSV can be described as a special class of uncertain non-
linear systems with external disturbance and input saturation.
If the input saturation problem is ignored in the controller
design, it will degrade the system performance, and even make
the system instable. Hence, the attitude control of an NSV
854 M. Chen, J. Yuwith input saturation should be further developed in the ﬂight
control ﬁeld.
The backstepping control technique has been widely stud-
ied for a special class of uncertain nonlinear systems, which
is a Lyapunov-based recursive design procedure. An adaptive
tracking control scheme was developed for a class of uncertain
multi-input and multi-output (MIMO) nonlinear systems with
asymmetric input constraints based on the backstepping tech-
nique in Ref.6. In Ref.7, an adaptive neural network (NN) con-
trol scheme was proposed for a class of discrete-time nonlinear
systems with input saturation using the backstepping method.
The adaptive fuzzy backstepping output feedback control
schemes were proposed for a class of uncertain nonlinear sys-
tems in Refs.8,9. On the other hand, there exists a conventional
disadvantage of ‘‘explosion of complexity’’ in the backstepping
method which is caused by the repeated differentiations of the
virtual control law. That is, the complexity of the control
scheme grows drastically as the order of the system increases.
In Refs.10,11, the dynamic surface control (DSC) technique was
successfully proposed to handle this problem by introducing a
ﬁrst-order ﬁlter of the virtual control law at each step of the
traditional backstepping method. Thus, the DSC technique
can be introduced to deal with the ‘‘explosion of complexity’’
in the backstepping controller design. However, the backstep-
ping control scheme based on a disturbance observer needs to
be further developed to handle the unknown disturbance at
each step.
In order to enhance the disturbance rejection ability of a
system, the disturbance observer technology can be employed
in the controller design, which even can estimate the system
uncertainty and compensate for the effect of the compound
disturbance based on the output of the disturbance observer.
A novel control scheme combining the disturbance observer
technique and the backstepping method was proposed for a
class of nonlinear systems with multiple mismatched distur-
bances in Ref.12. In Ref.13, the disturbance observer was intro-
duced to compensate for the low-passed coupled uncertainties
in each local controller. By appropriately choosing the gain
matrix, the disturbance observer could approximate the com-
pound disturbance well and the estimate error converged to
a compact set in Ref.14. In Ref.15, a sliding mode controller
based on the sliding mode disturbance observer (SMDO)
was proposed for a missile control system, which effectively
improved the robustness and control performance of the
closed-loop system. Thus, the disturbance observer can be
introduced to enhance the disturbance rejection ability in the
robust controller design. Furthermore, input saturation needs
to be handled in the backstepping control scheme design as
well.
Since actuators of control systems only provide limited con-
trol moment and control force in industry, input saturation is
one of the most important non-smooth nonlinearities. In
recent years, many control schemes have been proposed for
nonlinear systems with input saturation. In Ref.16, for asym-
metric input nonlinearities of saturation and dead-zone, a vari-
able structure control (VSC) in combination with the
backstepping method was proposed for an adaptive NN con-
trol design with guaranteed stability. The global consensus
problem was considered for discrete-time multi-agent systems
with input saturation constraints under ﬁxed undirected
topologies in Ref.17. In Ref.18, to deal with saturation, an addi-
tional system with the same order as that of the plant wasconstructed to compensate the effect of input saturation. In
order to handle the input constraints, an output feedback con-
troller with an auxiliary system was developed in Ref.19.
However, the efﬁcient control scheme should be further devel-
oped for an NSV with external disturbance and input
saturation.
This work is motivated by the adaptive DSC control for
the MIMO attitude motion of an NSV under external
time-varying disturbance, system uncertainty and input satu-
ration. For the external disturbance and the system uncer-
tainty, a Nussbaum disturbance observer (NDO) and the
adaptive dynamic surface control scheme are developed by
combining with ﬁlters to handle the problem of ‘‘explosion
of complexity’’ inherent in the conventional backstepping
method. To deal with the input saturation, an auxiliary sys-
tem is constructed with the same order as that of the studied
MIMO attitude system. The simulation results of the NSV
are presented to illustrate that the proposed control scheme
can achieve satisfactory tracking performance under the inte-
grated effect of the input saturation and the compound
disturbance.2. Problem formulation and preliminary
To design the DSC scheme for the attitude motion of the NSV,
we consider the uncertain MIMO nonlinear systems as follows:
_xi ¼ FiðxiÞ þ GiðxiÞxiþ1 þDiðxi; tÞ i ¼ 1; 2; . . . ;m 1ð Þ
_xm ¼ FmðxmÞ þ GmðxmÞuðvÞ þDmðxm; tÞ
y ¼ x1
8><
>:
ð1Þ
where xi 2 Rn and xm 2 Rn are the system state vectors;
xi ¼ ½x1; x2; . . . ; xiT and xm ¼ ½x1; x2; . . . ; xmT are composed
of the system state vectors; y 2 Rn is the system output vector;
FiðxiÞ 2 Rn and FmðxmÞ 2 Rn are known nonlinear function
vectors; GiðxiÞ 2 Rnn and GmðxmÞ 2 Rnn are known nonsin-
gular function matrices; Diðxi; tÞ ¼ DFiðxiÞ þ diðtÞ and
Dmðxm; tÞ ¼ DFmðxmÞ þ dmðtÞ are called as the compounded
disturbance vectors, with diðtÞ and dmðtÞ the unknown external
disturbance vectors, DFiðxiÞ and DFmðxmÞ the unknown system
uncertainties which includes the modeling errors and the per-
turbation of aerodynamic coefﬁcients and aerodynamic
moment coefﬁcients; v 2 Rn is the system control input;
uðvÞ ¼ ½uðv1Þ; uðv2Þ; . . . ; uðvnÞT 2 Rn denotes the control input
subject to saturation-type nonlinearity which is described by
uðviÞ ¼ satðviÞ ¼
uiM signðviÞ jviðtÞjP uiM
viðtÞ jviðtÞj < uiM

i ¼ 1; 2; . . . ; nð Þ
ð2Þ
where uiM is a known bound of uðviÞ. We also have
uðvÞ ¼ vðtÞ þ Du, in which Du is the difference between uðvÞ
and vðtÞ.
In this paper, the control objective is that the reference
bounded signal yr ¼ ½yr1; yr2; . . . ; yrnT can be followed by the
output of system Eq. (1) under the developed adaptive DSC
scheme.
To proceed with the design of the adaptive DSC scheme for
the uncertain MIMO nonlinear system Eq. (1), the following
assumptions and lemmas are required.
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Eq. (1) are measurable.
Assumption 2. For the compound disturbances in system
Eq. (1), there exist unknown positive constants hij such
that j _Dijðxi; tÞj 6 hij i ¼ 1; 2; . . . ;m; j ¼ 1; 2; . . . ; nð Þ, where
_Dijðxi; tÞ is the jth element of _Diðxi; tÞ and _Diðxi; tÞ ¼
½ _Di1ðxi; tÞ; _Di2ðxi; tÞ; . . . ; _Dinðxi; tÞT is the derivative of Diðxi; tÞ.
Assumption 3. 20,21. For the MIMO nonlinear system Eq. (1,
the desired system output yr and the derivatives _yr; €yr
are bounded. Meanwhile, there exists an unknown positive
constant B0 > 0 such that P0 ¼ fðyr; _yr; €yrÞ : jjyrjj2þ
jj _yrjj2 þ jj€yrjj2 6 B0g.
Assumption 4. For the MIMO nonlinear system Eq. (1), matri-
ces GiðxiÞ are invertible. Furthermore, there exist unknown
positive constants ki such that kmaxðGiGTi Þ 6 ki i ¼ 1; 2; . . . ;mð Þ,
where kmaxðÞ is the representation of the maximum
eigenvalue.
Assumption 5. For the MIMO nonlinear system Eq. (1), the
input difference Du between the saturation input uðvÞ and the
desired control input v is bounded.
Remark 1. For a given practical system, the input difference
Du between the saturation input uðvÞ and the desired control
input v cannot be too big. If the input difference Du is too
big, it means that the actuator cannot provide high enough
control moment or control force to make the system stable
in industry. From the controllability of a practical system,
Assumption 5 is reasonable.
Lemma 1. 20,22. For arbitrary constant w > 0 and variable z,
Eq. (3 holds
0 < zj j  z tanh z
w
 
6 10w ð3Þ
with 10 ¼ eð1þ1Þ and 1 ¼ 0:2785.
To design the NDO, the deﬁnition of a Nussbaum function
is given as
Deﬁnition 1 23. If a continuous function NðfÞ satisﬁes the two
conditions of Eqs. (4) and (5), it is called a Nussbaum function.
lim
s!1
sup
1
s
Z s
0
NðfÞdf
 
¼ þ1 ð4Þ
lim
s!1
inf
1
s
Z s
0
NðfÞdf
 
¼ 1 ð5Þ
where s is the integral upper boundary. From Eqs. (4) and (5),
we know that f2 cos f and f2 sin f are common Nussbaum func-
tions. In addition, an important property of Nussbaum func-
tions is given as follows:
Lemma 2. 23,24. Smooth functions Vð and vðÞ are deﬁned on
½0; tfÞ, where VðtÞP 0 8t 2 ½0; tfÞð Þ and NðvÞ is an evenNussbaum function. If Eq. (6) holds, VðÞ and vðÞ should be
bound in ½0; tfÞ.
V 6 Vð0Þect þM
c
ð1 ectÞ þ e
ct
cv
Z t
0
ðnvNðvÞ _v _vÞecsds ð6Þ
with c > 0; cv > 0; M > 0 and 0 < nv < 1.3. Design of adaptive dynamic surface control scheme based on
disturbance observer
In this section, an adaptive DSC scheme is developed based on
the Nussbaum disturbance observer for MIMO nonlinear sys-
tems with compounded disturbances and input saturation.
3.1. Design of the Nussbaum disturbance observer
Without loss of generality, under Assumptions 1 and 2, the
general MIMO system is uniformly described as
_x ¼ FðxÞ þ GðxÞtþ uðx; tÞ ð7Þ
where x 2 Rn is the state vector; FðxÞ 2 Rn is the known non-
linear function vector; GðxÞ 2 Rnn is the known nonsingular
function matrix; t 2 Rn is the system control input;
uðx; tÞ ¼ DFðxÞ þ dðtÞ is called as the compounded distur-
bance vector and j _ujðx; tÞj 6 hj with hj > 0 j ¼ 1; 2; . . . ; nð Þ, in
which dðtÞ is the unknown external disturbance vector and
DFðxÞ is the unknown system uncertainty, _ujðx; tÞ is the jth ele-
ment of _uðx; tÞ and _uðx; tÞ ¼ ½ _u1ðx; tÞ; _u2ðx; tÞ; . . . ; _unðx; tÞT is
the derivative of uðx; tÞ.
For the MIMO system Eq. (7), the NDO is designed as
_gj ¼ FjðxÞ þ -j þ u^j
vj ¼ jjwjðxj  gjÞ
_/j ¼ wjðnjNðvjÞ  1Þ
u^j ¼ qjðxj  gjÞ  /j
8>><
>>:
ð8Þ
where -j is the jth element of - and - ¼ GðxÞt; gj; vj and uj
are the states of the Nussbaum disturbance observer; u^j is the
output of the disturbance observer; FjðxÞ is the jth element of
the nonlinear function vector FðxÞ; jj > 0; wj > 0; qj >
1
2
and
0 < nj < 1 are the positive design parameters.
According to the NDO Eq. (8), we obtain
_xj  _gj ¼ FjðxÞ þ -j þ uj
ðFjðxÞ þ -j þ u^jÞ
¼ ~uj
_vj ¼ jjwjð _xj  _gjÞ ¼ jjwj~uj
8>><
>>:
ð9Þ
where ~uj is the disturbance estimate error and ~uj ¼ uj  u^j.
Differentiating u^j and considering Eq. (8) yield
_^uj ¼ qjð _xj  _gjÞ  _/j ¼ qj~uj  wjðnjNðvjÞ  1Þ ð10Þ
Consider the Lyapunov function candidate as
Vuj ¼
1
2
~u2j ð11Þ
Differentiating Vuj and invoking
_^uj and Assumption 2, we
have
856 M. Chen, J. Yu_Vuj ¼ ~uj _~uj ¼ ~ujð _uj  _^ujÞ ¼ ~uj _uj  ~uj _^uj
6 1
2
~u2j þ
1
2
h2j  ~uj qjð _xj  _gjÞ  _/j
h i
¼ 1
2
~u2j þ
1
2
h2j  qj~u2j þ ~ujwjðnjNðvjÞ  1Þ
¼  qj 
1
2
 
~u2j þ
1
2
h2j þ
1
jj
ðnjNðvjÞ  1Þ _vj
¼ qjVuj þMj þ
1
jj
ðnjNðvjÞ  1Þ _vj ð12Þ
with qj ¼ 2 qj 
1
2
 
and Mj ¼ 1
2
h2j .
Integration of Eq. (12) yields
Vuj 6Vujð0Þeqj tþ
Mj
qj
ð1 eqj tÞþ e
qj t
jj
Z t
0
ðnjNðvjÞ _vj _vjÞeqjsds
ð13Þ
According to Lemma 2, the Lyapunov function candidate
Vuj is uniformly ultimately bounded, which implies that the
disturbance estimation error ~uj has the upper bound bj and
j~ujj 6 bj.
3.2. Design of adaptive dynamic surface control scheme
To tackle the input saturation, the auxiliary system of Eq. (14)
is constructed to compensate for the effect of the saturation.
_ki ¼ Gikiþ1  ciki i ¼ 1; 2; . . . ;m 1ð Þ
_km ¼ cmkm þ GmðxmÞDu
(
ð14Þ
where ki ¼ ½ki1; ki2; . . . ; kinT 2 Rn and km¼ ½km1;km2; . . . ;kmnT 2
Rn are the state vectors of the auxiliary system; ci > 0 and
cm > 0 are positive constants.
The auxiliary design variables in the backstepping control
design are deﬁned as
z1 ¼ x1  yr  k1 ð15Þ
zi ¼ xi  yði1Þr  ki  ai1 i ¼ 2; 3; . . . ;mð Þ ð16Þ
where zi ¼ ½zi1; zi1; . . . ; zinT and ai1 is the virtual control law at
the ði 1Þth step to be designed.
During the adaptive DSC design, the backstepping control
technique is employed and the detailed design process is
described as follows.
Step 1. In order to deal with the compound disturbance D1
in Eq. (1), the NDO Eq. (8) can be described as
_g1j ¼ F1jðx1Þ þ -1j þ D^1j
v1j ¼ j1jw1jðx1j  g1jÞ
_/1j ¼ w1jðn1jNðv1jÞ  1Þ
D^1j ¼ q1jðx1j  g1jÞ  /1j
8>><
>>:
ð17Þ
where -1j is the jth element of -1 and -1 ¼ G1ðx1Þx2; F1jðx1Þ is
the jth element of F1ðx1Þ; D^1j is the output of the disturbance
observer and the jth element of the disturbance estimation
D^1 ¼ ½D^11; D^12; . . . ; D^1nT; g1j; v1j and /1j are the states of the
NDO; w1j > 0; j1j > 0; q1j >
1
2
and 0 < n1j < 1 are the positive
design parameters and w1¼½w11;w12; ... ;w1nT; j1¼½j11;j12; ... ;
j1nT; q1¼½q11;q12; ... ; q1nT; n1¼½n11;n12; ... ;n1nT. According
to stability of the disturbance estimation error, we know thatthe disturbance estimation error ~D1j¼D1jD^1j has the upper
bound ~D1j
 6b1j with b1¼½b11;b12; ... ;b1nT j¼1;2; ... ;nð Þ.
Differentiating z1 and invoking Eq. (1), we have
_z1 ¼ _x1  _yr  _k1 ¼ F1 þ G1x2 þD1  _yr  _k1 ð18Þ
The virtual control law a1 for x2 in the MIMO nonlinear
system Eq. (1) is designed as
a1 ¼  _yr
þ G1 K1z1  F1  D^1 þ _yr  c1k1  b^1Tanh z1
w1
  
ð19Þ
where KT1 ¼ K1 > 0 is the design parameter matrix; w1 ¼
½w11;w12; . . . ;w1nT, with w1j > 0; b^1 ¼ diagfb^11; b^12; . . . ; b^1ng,
with b^1j the estimate value of b1j; Tanh
z1
w1
 
¼
tanh
z11
w11
 
; tanh
z12
w12
 
; . . . ; tanh
z1n
w1n
  T
j ¼ 1; 2; . . . ; nð Þ.
To handle the problem of ‘‘explosion of complexity’’ inher-
ent in the conventional backstepping method, let a1 pass
through a ﬁrst-order ﬁlter to obtain a1. Then, we have
C1 _a1 þ a1 ¼ a1; a1ð0Þ ¼ a1ð0Þ ð20Þ
where C1 ¼ diagfs11; s12;    ; s1ng > 0 is the time constant
matrix of the ﬁrst-order ﬁlter.
To proceed with the design of the adaptive DSC scheme, we
deﬁne
e1 ¼ a1  a1 ð21Þ
According to Eq. (16), we have
z2 ¼ x2  _yr  k2  a1 ð22Þ
Considering Eqs. (21) and (22), we obtain
x2 ¼ z2 þ e1 þ a1 þ _yr þ k2 ð23Þ
Substituting Eq. (23) into Eq. (18), we have
_z1 ¼ F1 þ G1ðz2 þ e1 þ a1 þ _yr þ k2Þ þD1  _yr  G1k2
þ c1k1 ð24Þ
Then, substituting the virtual controller a1 into Eq. (24), we
obtain
_z1 ¼ G1z2 þ G1e1  K1z1 þ ~D1  b^1Tanh z1
w1
 
ð25Þ
where ~D1 ¼ D1  D^1 is the disturbance estimation error.
Differentiating e1 and invoking Eq. (20), we have
_e1 ¼ _a1  _a1
¼ C11 e1 þ 
@a1
@x1
_x1  @a1
@z1
_z1  @a1
@D^1
_^
D1

 @a1
@b^1
_^
b1  @a1
@yr
_yr  @a1
@ _yr
€yr

¼ C11 e1 þ B1ðx1; z1; D^1; b^1; yr; _yrÞ ð26Þ
where B1ðÞ is the sufﬁciently smooth function vector about
P1 : ðx1; z1; D^1; b^1; yr; _yrÞ. Since the sets P0 and P1 are com-
pact, P0 P1 is also compact. Therefore, B1ðÞ has a maxi-
mum B1 on P0 P1.25–28
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_e1 6 C11 e1 þ B1 ð27Þ
Consider the Lyapunov function candidate as
V1 ¼ 1
2
zT1 z1 þ
1
2
eT1 e1 þ
Xn
j¼1
1
2c1j
~b21j ð28Þ
where c1j > 0 is a positive design parameter and c1 ¼
½c11; c12; . . . ; c1nT; ~b1j ¼ b1j  b^1j and _~b1j ¼ _b1j  _^b1j ¼  _^b1j.
Differentiating V1 and invoking Eqs. (25) and (26) and
Assumption 4, we have
_V1 ¼ zT1 _z1 þ eT1 _e1 
Xn
j¼1
1
c1j
~b1j
_^b1j
6 zT1G1z2 þ zT1G1e1  zT1K1z1 þ zT1 ~D1 
Xn
j¼1
b^1jz1j
 tanh z1j
w1j
 !
 eT1C11 e1 þ eT1 B1 
Xn
j¼1
1
c1j
~b1j
_^b1j
6 zT1G1z2 þ 0:5zT1G1GT1 z1 þ 0:5eT1 e1  zT1K1z1
þ
Xn
j¼1
z1j
 b1j Xn
j¼1
b^1jz1j tanh
z1j
w1j
 !
 eT1C11 e1
þ 0:5eT1 e1 þ 0:5BT1 B1 
Xn
j¼1
1
c1j
~b1j
_^b1j
6 ðkminðK1Þ  0:5k1ÞzT1 z1  ðkminðC11 Þ  1ÞeT1 e1
þ zT1G1z2 þ
Xn
j¼1
z1j
 b1j Xn
j¼1
b^1jz1j tanh
z1j
w1j
 !
þ 0:5BT1 B1 
Xn
j¼1
1
c1j
~b1j
_^b1j ð29Þ
where kminðÞ is the representation of the minimum eigenvalue.
The adaptive law of b^1j is designed as
_^b1j ¼ c1j z1j tanh
z1j
w1j
 !
 kbb^1j
 !
ð30Þ
where kb > 0 is a positive design parameter.
Substituting Eq. (30) into Eq. (29) yields
_V1 6 ðkminðK1Þ  0:5k1ÞzT1 z1  ðkminðC1Þ  1ÞeT1 e1
þ zT1G1z2 þ
Xn
j¼1
z1j
 b1j Xn
j¼1
b^1jz1j tanh
z1j
w1j
 !
þ 0:5BT1 B1 
Xn
j¼1
~b1j z1j tanh
z1j
w1j
 !
 kbb^1j
 !
6 ðkminðK1Þ  0:5k1ÞzT1 z1  ðkminðC1Þ  1ÞeT1 e1
þ zT1G1z2 þ
Xn
j¼1
z1j
 b1j Xn
j¼1
b1jz1j tanh
z1j
w1j
 !
þ 0:5BT1 B1 þ kb
Xn
j¼1
~b1jðb1j  ~b1jÞ6 ðkminðK1Þ  0:5k1ÞzT1 z1  ðkminðC1Þ  1ÞeT1 e1
þ zT1G1z2 þ
Xn
j¼1
b1j z1j
  z1j tanh z1jw1j
 ! !
þ 0:5BT1 B1  0:5kb
Xn
j¼1
~b21j þ 0:5kb
Xn
j¼1
b21j ð31Þ
Invoking Lemma 1 yields
_V1 6 ðkminðK1Þ  0:5k1ÞzT1 z1  ðkminðC1Þ  1ÞeT1 e1
 0:5kb
Xn
j¼1
~b21j þ zT1G1z2 þ
Xn
j¼1
b1j10w1j þ 0:5BT1 B1
þ 0:5kb
Xn
j¼1
b21j ð32Þ
Step i ð1 < i < mÞ. To deal with the compound disturbance Di
in Eq. (1), the Nussbaum disturbance observer Eq. (8) can be
designed as
_gij ¼ FijðxiÞ þ -ij þ D^ij
vij ¼ jijwijðxij  gijÞ
_uij ¼ wijðnijNðvijÞ  1Þ
D^ij ¼ qijðxij  gijÞ  /ij
8>><
>>:
ð33Þ
where -ij is the jth element of -i and -i ¼ GiðxiÞxiþ1; FijðxiÞ is
the jth element of FiðxiÞ; D^ij is the output of the disturbance
observer and the jth element of the disturbance estimation
D^i ¼ ½D^i1; D^i2; . . . ; D^inT; gij; vij and uij are the states of the
Nussbaum disturbance observer; wij > 0; jij > 0; qij >
1
2
and 0 < nij < 1 are the positive design parameters and wi ¼
½wi1;wi2; . . . ;winT; ji ¼ ½ji1;ji2; . . . ;jinT; qi ¼ ½qi1;qi2; . . . ;qinT;
ni ¼ ½ni1;ni2; . . . ;ninT. According to Eq. (13), the disturbance
estimation error ~Dij has the upper bound ~Dij
  6 bij with
bi ¼ ½bi1;bi2; . . . ;binT.
Differentiating zi and invoking Eq. (14), we have
_zi ¼ _xi  yðiÞr  _ki  _ai1
¼ Fi þ Gixiþ1 þDi  yðiÞr  _ki  _ai1 ð34Þ
The virtual control law ai for xiþ1 in the MIMO nonlinear
system Eq. (1) is designed as
ai ¼ yðiÞr þ G1i Kizi  GTi1zi1  Fi  D^i þ yðiÞr þ _ai1

 ciki  b^iTanh zi
wi
 
ð35Þ
where KTi ¼ Ki > 0 is the design parameter matrix;
wi ¼ ½wi1;wi2; . . . ;winT, with wij > 0; b^i¼ diagfb^i1; b^i2; . . . ; b^ing,
with b^ij the estimate value of bij; Tanh
zi
wi
	 

¼
tanh zi1wi1
	 

; tanh zi2wi2
	 

; . . . ;tanh zinwin
	 
h iT
j¼ 1;2; . . . ;nð Þ.
Let ai pass through a ﬁrst-order ﬁlter to obtain ai. Then, we
have
Ci _ai þ ai ¼ ai; aið0Þ ¼ aið0Þ ð36Þ
where Ci ¼ diagfsi1; si1; . . . ; sing > 0 is the time constant
matrix of the ﬁrst-order ﬁlter.
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deﬁne
ei ¼ ai  ai ð37Þ
Considering Eqs. (16) and (37) yields
xiþ1 ¼ ziþ1 þ ei þ ai þ yðiÞr þ kiþ1 ð38Þ
Substituting Eqs. (35) and (38) into Eq. (34), we obtain
_zi ¼ Giziþ1 þ Giei  Kizi  GTi1zi1 þ ~Di  b^iTanh
zi
wi
 
ð39Þ
where ~Di ¼ Di  D^i is the disturbance estimation error.
Differentiating ei and invoking Eq. (37), we have
_ei ¼ _ai  _ai ¼ C1i ei þ BiðÞ ð40Þ
where BiðÞ is the sufﬁciently smooth function vector about
Pi : ðx1; x2; . . . ; xi; z1; z2; . . . ; ziþ1; D^1; D^2; . . . ; D^i; b^1; b^2; . . . ; b^i;
yr; _yr; . . . ; y
ðiÞ
r Þ. Since the sets P0 and Pi are compact, P0  Pi
is also compact. Therefore, BiðÞ has a maximum Bi on
P0  Pi.25,26
Considering Eq. (40) yields
_ei 6 C1i ei þ Bi ð41Þ
Consider the Lyapunov function candidate as
Vi ¼ 1
2
zTi zi þ
1
2
eTi ei þ
Xn
j¼1
1
2cij
~b2ij ð42Þ
where cij > 0 is a positive design parameter and ci ¼
½ci1; ci2; . . . ; cinT; ~bij ¼ bij  b^ij and _~bij ¼ _bij  _^bij ¼  _^bij.
Differentiating Vi and invoking Eqs. (39) and (40) and
Assumption 4, we obtain
_Vi ¼ zTi _zi þ eTi _ei 
Xn
j¼1
1
cij
~bij
_^bij
6 zTi Giziþ1 þ zTi Giei  zTi Kizi  zTi GTi1zi1 þ zTi ~Di

Xn
j¼1
b^ijzij tanh
zij
wij
 !
 eTi C1i ei þ eTi Bi

Xn
j¼1
1
cij
~bij
_^bij
6 zTi Giziþ1 þ 0:5zTi GiGTi zi þ 0:5eTi ei  zTi Kizi
 zTi1GTi1zi þ
Xn
j¼1
zij
 bij Xn
j¼1
b^ijzij tanh
zij
wij
 !
 eTi C1i ei þ 0:5eTi ei þ 0:5BTi Bi 
Xn
j¼1
1
cij
~bij
_^bij
6 ðkminðKiÞ  0:5kiÞzTi zi  ðkminðC1i Þ  1ÞeTi ei
þ zTi Giziþ1  zTi1GTi1zi þ
Xn
j¼1
zij
 bij Xn
j¼1
b^ijzij
 tanh zij
wij
 !
þ 0:5BTi Bi 
Xn
j¼1
1
cij
~bij
_^bij ð43Þ
The adaptive law of b^ij is chosen as
_^bij ¼ cij zij tanh
zij
wij
 !
 kbb^ij
 !
ð44ÞSubstituting Eq. (44) into Eq. (43), we obtain
_Vi 6 ðkminðKiÞ  0:5kiÞzTi zi  ðkminðC1i Þ  1ÞeTi ei þ zTi Giziþ1
 zTi1Gi1zi þ
Xn
j¼1
zij
 bij Xn
j¼1
b^ijzij tanh
zij
wij
 !
þ 0:5BTi Bi

Xn
j¼1
~bij zij tanh
zij
wij
 !
 kbb^ij
 !
6 ðkminðKiÞ  0:5kiÞzTi zi  ðkminðC1i Þ  1ÞeTi ei þ zTi Giziþ1
 zTi1Gi1zi þ
Xn
j¼1
bij zij
  zij tanh zijwij
 ! !
þ 0:5BTi Bi
 0:5kb
Xn
j¼1
~b2ij þ 0:5kb
Xn
j¼1
b2ij ð45Þ
Invoking Lemma 1, we obtain
_Vi 6 ðkminðKiÞ  0:5kiÞzTi zi  ðkminðC1i Þ  1ÞeTi ei
 0:5kb
Xn
j¼1
~b2ij þ zTi Giziþ1  zTi1Gi1zi þ
Xn
j¼1
bij10wij
þ 0:5BTi Bi þ 0:5kb
Xn
j¼1
b2ij ð46Þ
Step m. To deal with the compound disturbance Dm, the NDO
can be designed as
_gmj ¼ FmjðxmÞ þ -mj þ D^mj
vmj ¼ jmjwmjðxmj  gmjÞ
_/mj ¼ wmjðnmjNðvmjÞ  1Þ
D^mj ¼ qmjðxmj  gmjÞ  /mj
8>><
>>:
ð47Þ
where -mj is the jth element of -m and -m ¼
GmðxmÞuðvÞ; FmjðxmÞ is the jth element of FmðxmÞ; D^mj is the
output of the disturbance observer and the jth element of the
disturbance estimation D^m ¼ ½D^m1; D^m2; . . . ; D^mnT; gmj; vmj
and umj are the states of the NDO; wmj > 0; jmj > 0; qmj >
1
2
and 0 < nmj < 1 are the positive design parameters and
wm ¼ ½wm1; wm2; . . . ; wmnT; jm ¼ ½jm1; jm2; . . . ; jmnT; qm ¼
½qm1; qm2; . . . ; qmnT; nm ¼ ½nm1; nm2; . . . ; nmnT. According to
Eq. (13), the disturbance estimation error ~Dmj has the upper
bound ~Dmj
  6 bmj with bm ¼ ½bm1; bm2; . . . ; bmnT.
Differentiating zm and invoking Eq. (1), we have
_zm ¼ _xm  yðmÞr  _km  _am1
¼ Fm þ GmuðvÞ þDm  yðmÞr  _km  _am1
¼ Fm þ GmuðvÞ þDm  yðmÞr þ cmkm  GmDu _am1
¼ Fm þ GmvþDm  yðmÞr þ cmkm  _am1 ð48Þ
The control input v in the MIMO nonlinear system Eq. (1)
is designed as
v ¼ G1m Kmzm  GTm1zm1  Fm  D^m þ _am1 þ yðmÞr

 cmkm  b^mTanh zm
wm
 
ð49Þ
where KTm ¼ Km > 0 is the design parameter matrix; wm ¼
½nm1; nm2; . . . ; nmnT, with wmj > 0; b^m¼ diagfb^m1; b^m2; . . . ; b^mng,
Adaptive dynamic surface control of NSVs with input saturation using a disturbance observer 859with b^mj the estimate value of bmj; and Tanh
zm
wm
 
¼
tanh
zm1
wm1
 
; tanh
zm2
wm2
 
; . . . ; tanh
zmn
wmn
  T
.
Substituting Eq. (49) into Eq. (48), we have
_zm ¼ Kmzm  GTm1zm1 þ ~Dm  b^mTanh
zm
wm
 
ð50Þ
where ~Dm ¼ Dm  D^m is the disturbance estimation error.
Consider the Lyapunov function candidate as
Vm ¼ 1
2
zTmzm þ
Xn
j¼1
1
2cmj
~b2mj ð51Þ
where cmj > 0 is a positive design parameter and cm ¼
½cm1; cm2; . . . ; cmnT; ~bmj ¼ bmj  b^mj and _~bmj¼ _bmj _^bmj¼ _^bmj.
Differentiating Vm and invoking Eq. (50), we obtain
_Vm ¼ zTm _zm 
Xn
j¼1
1
cmj
~bmj
_^bmj
6 zTmKmzm  zTmGTm1zm1 þ zTm ~Dm 
Xn
j¼1
b^mjzmj
 tanh zmj
wmj
 !

Xn
j¼1
1
cmj
~bmj
_^bmj
6 zTmKmzm  zTmGTm1zm1 þ
Xn
j¼1
zmj
 bmj Xn
j¼1
b^mjzmj
 tanh zmj
wmj
 !

Xn
j¼1
1
cmj
~bmj
_^bmj ð52Þ
The adaptive law of b^mj is designed as
_^bmj ¼ cmj zTmj tanh
zmj
wmj
 !
 kbb^mj
 !
ð53Þ
Substituting Eq. (53) into Eq. (52), we obtain
_Vm6zTmKmzm zTm1Gm1zmþ
Xn
j¼1
zmj
 bmj

Xn
j¼1
b^mjzmj tanh
zmj
wmj
 !

Xn
j¼1
~bmj zmj tanh
zmj
wmj
 !
kbb^mj
 !
6kminðKmÞzTmzmþ
Xn
j¼1
bmj zmj
  zmj tanh zmjwmj
 ! !
 zTm1Gm1zm0:5kb
Xn
j¼1
~b2mjþ0:5kb
Xn
j¼1
b2mj ð54Þ
Invoking Lemma 1 yields
_Vm 6 kminðKmÞzTmzm  zTm1Gm1zm  0:5kb
Xn
j¼1
~b2mj
þ
Xn
j¼1
bmj10wmj þ 0:5kb
Xn
j¼1
b2mj ð55Þ3.3. Stability analysis
To analyze the stability of the closed-loop system, choose the
Lyapunov function candidate asV ¼
Xm
i¼1
Vi ¼
Xm
i¼1
1
2
zTi zi þ
Xm1
i¼1
1
2
eTi ei þ
Xm
i¼1
Xn
j¼1
1
2cij
~b2ij ð56Þ
Differentiating V and invoking Eqs. (32), (46) and (55), we
have
_V 6 
Xm1
i¼1
ðkminðKiÞ  0:5kiÞzTi zi  kminðKmÞzTmzm

Xm1
i¼1
ðkminðC1i Þ  1ÞeTi ei 
Xm
i¼1
Xn
j¼1
0:5kb~b
2
ij
þ
Xm1
i¼1
0:5BTi
Bi þ
Xm
i¼1
Xn
j¼1
ðbij10wij þ 0:5kbb2ijÞ
6 jVþM ð57Þ
With
j¼min 2kminðKiÞ ki; 2kminðKmÞ; 2kminðC1i Þ 2;kbcij
 
> 0
M¼
Xm1
i¼1
0:5BTi
Biþ
Xm
i¼1
Xn
j¼1
ðbij10wijþ 0:5kbb2ijÞ
i¼ 1;2; . . . ;m; j¼ 1;2; . . . ;n
8>>><
>>:
Integration of Eq. (57) yields
0 6 V 6M
j
þ Vð0Þ M
j
 
ejt ð58Þ
It follows that the Lyapunov function candidate V are uni-
formly ultimately bounded. From the above analysis, we have
the following theorem.
Theorem 1. Consider the MIMO nonlinear system Eq. (1) in
the presence of input saturation. The adaptive DSC laws are
designed as Eqs. (19), (35) and (49), and the NDO is designed
as Eq. (8). Then, the steady state tracking error satisﬁes
lim
t!1
x1  yr  k1 ! 0 ð59Þ
On the other hand, a bound of the transient tracking error
e ¼ x1  yr is given by
x1  yrk k 6
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2
M
j
þ Vð0Þ
 s
þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2
Mk
jk
þ Vkð0Þ
 s
ð60Þ
with
Vk ¼
Xm
i¼1
1
2
kTi ki
Mk ¼ 0:5km Duk k2
jk ¼ minfci g i ¼ 1; 2; . . . ;mð Þ
8>>><
>>>:
where c1 ¼ c1  0:5k1; ci ¼ ci  0:5 0:5ki and cm ¼
cm  1.
Proof. From Eq. (58), we can establish that V is not an
increasing function and is uniformly bounded. Hence,
xi; zi; ei and b^i ði ¼ 1; 2; . . . ;m 1Þ are bounded. Since the
system is stable, Du ¼ uðvÞ  v is also bounded according
to Assumption 5. When t !1; lim
t!1 zi ! 0, which means
limt!1x1  yr  k1 ! 0.
860 M. Chen, J. YuAccording to Eq. (56), we have
1
2
z1k k2 ¼ 1
2
x1  yr  k1k k2 6 VðtÞ
6M
j
þ Vð0Þ M
j
 
ejt 6M
j
þ Vð0Þ ð61Þ
Then, we obtain
x1  yr  k1k k 6
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2
M
j
þ Vð0Þ
 s
ð62Þ
Now, we consider the bound of k1k k, and the following
Lyapunov function candidate is chosen.
Vk ¼
Xm
i¼1
1
2
kTi k ð63Þ
Differentiating Vk and invoking Eq. (14), we have
_Vk ¼ c1kT1 k1 þ kT1G1k2  c2kT2 k2 þ kT2G2k3 þ   
þ kTm1Gm1km  cmkTmkm þ kTmGmDu
6 c1kT1 k1 þ 0:5kT1G1GT1 k1 þ 0:5kT2 k2  c2kT2 k2
þ 0:5kT2G2GT2 k2 þ 0:5kT3 k3 þ    þ 0:5kTmkm
 cmkTmkm þ 0:5kTmkm þ 0:5GmGTm Duk k2
6
Xm
i¼1
 cikTi ki þ 0:5km Duk k2 6 jkVk þMk ð64Þ
with c1 ¼ c1  0:5k1; ci ¼ ci  0:5 0:5ki; cm ¼ cm  1; jk ¼
minfcig ði ¼ 1; 2; . . . ;mnÞ and Mk ¼ 0:5km Duk k2.
Integration of Eq. (64) yields
0 6 Vk 6
Mk
jk
þ Vkð0Þ Mkjk
 
ejkt ð65Þ
According to Eq. (63), we have
1
2
k1k k2 6 VkðtÞ 6Mkjk þ Vkð0Þ 
Mk
jk
 
ejkt 6Mk
jk
þ Vkð0Þ
ð66Þ
and
k1k k 6
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2
Mk
jk
þ Vkð0Þ
 s
ð67Þ
Considering Eqs. (62) and (67), we obtain
x1  yrk k 6
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2
M
j
þ Vð0Þ
 s
þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2
Mk
jk
þ Vkð0Þ
 s
ð68Þ
This proof is completed. h
4. Simulation
In this section, the simulation results are given to illustrate the
effectiveness of the proposed dynamic surface control schemes
for the NSV. The nonlinear attitude motion equations of the
NSV are given as follows:
_a ¼ q tanbðp cos aþ r sin aÞ þ 1
MV cos b
 ðLþMg
 cos c cos l Tx sin aþ Tz cos aÞ ð69Þ_b ¼ r cos aþ p sin aþ 1
MV
ðY cos bþMg cos c sinl
 Tx sinb cos aþ Ty cos b Tz sinb sin aÞ ð70Þ
_l¼ secbðpcosaþ rsinaÞþ ðYþTyÞ tanccoslcosb
þðTx sinaTz cosaÞðtancsinlþ tanbÞ gcosccosl tanb
þ 1
MV
Lðtanc sinlþ tanbÞ ðTx cosa½
Tz sinaÞ tanccosl sinb ð71Þ
_p ¼ 1
IxIyIz  I2xyIz  I2xzIy
ðlA þ lTÞIyIz þ ðmA þmTÞIxyIz

þ ðnA þ nTÞIxzIy þ ðI2xyIz  IyI2z þ I2yIz  I2xzIyÞqr
þ ðIyIzIxz  IxzI2y þ IxIyIxzÞpq IxyIxzIyðq2  p2Þ
þ IyIzIxy þ IxIzIxy  I2zIxyÞpr IxzIxyIzðp2  r2Þ
  ð72Þ
_q ¼ 1
IxI
2
yIz  IzIyI2xy  I2yI2xz
ðlA þ lTÞIxyIyIz

þ ðmA þmTÞðIxIyIz  2IzI2xy  IyI2xzÞ
 IxyIyIxzðnA þ nTÞ  IxyðIyIzIxz þ IxIyIxz  I2yIxzÞpq
 Ixy þ IxyðIxyI2z  IxIzIxy  IyIzIxyÞ
 
qr
þ ðIyI2xyIxz þ Ixz  I2xyIzÞðp2  r2Þ
þ Iz  Ix  IxyðIxyI2z  IxIzIxy  IyIzIxyÞ
 
pr
 ð73Þ
_r ¼ 1
IxIyIz  I2xyIz  I2xzIy
ðlA þ lTÞIyIxy

þ ðmA þmTÞIxyIxz þ ðIxIy  I2xyÞðnA þ nTÞ
þ ðIyI2xz þ I2xIy  IxI2xy  IxI2y  IyI2xyÞpq
þ ðI2yIxz  IyIzIxz þ I2xyIxz  IxIyIxz þ IxzI2xyÞqr
þ IxyI2xzðp2  r2Þ þ ðIzIxyIxz  IxIxyIxz  IyIxyIxzÞpr
þ IxIyIxy  I3xyÞðp2  q2Þ
	 i
ð74Þ
Based on the singular perturbation theory, the NSV control
system is divided into the inner loop (XÞ and the outer loop
(xÞ. Then, we obtain the afﬁne nonlinear equations as27
_X ¼ fs Xð Þ þ gs Xð ÞxþDs t;Xð Þ
_x ¼ ff xð Þ þ gfdðvÞ þDf t;xð Þ
yX ¼ X
8><
>: ð75Þ
where X ¼ a; b; l½ T is the vector of the attitude angles, with a
the angle of attack, b the side slip angle and l the roll angle;
x ¼ p; q; r½ T is the vector of the attitude angular rates , with
p the roll angular rate, q the pitch angular rate and r the
yaw angular rate; yX is the output of the NSV system;L is
the lift; Y is the lateral force; V is the ﬂight speed; M is the
mass of the NSV; g is the acceleration of gravity; c is the ﬂight
path angle; Ix; Iy and Iz are the moments of inertia around the
body axis; Ixy and Ixz are the products of inertia; T is the
engine thrust, with Tx; Ty and Tz the components of T in
body coordinates; lA; mA and nA are the components of the
air torque in body coordinates; lT; mT and nT are the compo-
nents of the thrust moments in body coordinates;
dðvÞ ¼ ½da; de; drT is the designed actual control input vector
subject to input saturation, with da the ailerons, de the elevator
and dr the rudder; fs Xð Þ and ff xð Þ are the state function
Fig. 1 Structure of two-order frequency model.
Fig. 2 Response curves of attitude angles without auxiliary
system and NDO.
Fig. 3 Response curves of attitude angular rates without
auxiliary system and NDO.
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Ds t;Xð Þ ¼ Dfs Xð Þ þ ds tð Þ and Df t;xð Þ ¼ Dff xð Þ þ df tð Þ are
the compound disturbances, with Dfs Xð Þ and Dff xð Þ the mod-
eling errors , ds tð Þ and df tð Þ the unknown external distur-
bances. The speciﬁc expressions of fs; ff; gs; gf; Ds and Df
can be found in Ref.28.
The initial values are chosen as a0 ¼ 1; b0 ¼ 1; l0 ¼ 1
and p0 ¼ q0 ¼ r0 ¼ 0 rad=s. Xref is the desired system output
signals and eX ¼ ½ea; eb; elT is the tracking errors. The desired
system output signals Xref ¼ ½aref; bref; lrefT are given by
aref ¼
5 8k 6 t 6 4ð2kþ 1Þ
2 4ð2kþ 1Þ 6 t 6 8ðkþ 1Þ

bref ¼
1 0 6 t 6 5
2 5 < t

lref ¼ 0:5 sinð4tÞ þ sin t:
Suppose that there are 30% uncertainties on aerodynamic
coefﬁcients and aerodynamic moment coefﬁcients, respec-
tively. On the other hand, the unknown external disturbance-
moments are given by Refs.28,29 as
df tð Þ ¼ 4 105 sinð5tÞ þ 0:3; cosð5tÞ þ 0:1; sinð6tÞ½ TN m
In the simulation study, the Nussbaum disturbance obser-
vers of each subsystem are designed as Eqs. (8), (17), (33)
and (47). The NDO based control schemes are proposed as
Eqs. (19), (35) and (49). To design the adaptive DSC scheme,
the design parameters are chosen as
C1 ¼ C2 ¼ diagf0:5; 0:5; 0:5g; w1 ¼ w2 ¼ ½0:2; 0:2; 0:2T;
j1 ¼ j2 ¼ ½0:3; 0:3; 0:3T; q1 ¼ q2 ¼ ½0:8; 0:8; 0:8T;Fig. 4 Response curves of tracking errors without auxiliary
system and NDO.
862 M. Chen, J. YuK1 ¼ diagf5; 5; 5g; K2 ¼ diagf2; 2; 2g;
w1 ¼ w2 ¼ ½2; 2; 2T; c1 ¼ c2 ¼ ½0:3; 0:3; 0:3T;
n1 ¼ n2 ¼ ½0:5; 0:5; 0:5T; kb ¼ 0:01; c1 ¼ c2 ¼ 5:
In order to generate the reference signals Xref with the con-
tinuous bounded derivatives, we use a two-order frequency
model to obtain the reference signals Xref, where n and xn
are the damping ratio and natural frequency of the model, as
shown in Fig. 1.Fig. 5 Actual control inputs without auxiliary system and NDO.
Fig. 6 Response curves of attitude angles under adaptive DSC
controller based on NDO.
Fig. 7 Response curves of attitude angular rates under adaptive
DSC controller based on NDO.To show the effectiveness of the proposed DSC control
scheme, the response results are shown in Figs. 2–5 under a
traditional controller without the auxiliary system and the
NDO. Figs. 2–4 show the response curves of attitude angles,
attitude angular rates, tracking errors and actual control
inputs without the auxiliary system and NDO. From
Figs. 2–4, we can note that there exist tracking errors of atti-
tude angles, although the attitude angles and attitude angular
rates tend to become stable. In Fig. 5, we can observe that the
control inputs are subjected to a saturation constraint.
On the other hand, the tracking control results are shown in
Figs. 6–9 under the adaptive DSC controller based on theFig. 8 Response curves of tracking errors under adaptive DSC
controller based on NDO.
Fig. 9 Actual control inputs under adaptive DSC controller
based on NDO.
Adaptive dynamic surface control of NSVs with input saturation using a disturbance observer 863NDO, including the attitude angles, attitude angular rates,
tracking errors and actual control inputs. From Figs. 6–8,
we obtain a satisfactory tracking control performance and
small tracking errors of attitude angles for the NSV system
under the effects of the time-varying external disturbance,
the input saturation, and the system uncertainty. In addition,
the control input is presented which is bounded in Fig. 9.
In accordance with the simulation results shown in Figs. 6–
9, we can conclude that the developed adaptive DSC controller
based on the Nussbaum disturbance observer and the auxiliary
system is valid for an NSV in the presence of unknown time-
varying external disturbance, system uncertainty, and input
saturation.
5. Conclusions
(1) An effective adaptive backstepping dynamic surface
control scheme has been developed for an NSV with
unknown external disturbance, system uncertainty, and
input saturation.
(2) To deal with the external disturbance and the system
uncertainty, a new Nussbaum disturbance observer
and the adaptive feedback scheme have been
constructed.
(3) In order to handle the problem of ‘‘explosion of com-
plexity’’ inherent in the conventional backstepping
method, the dynamic surface control technique has been
employed.
(4) An auxiliary system has been constructed with the same
order as that of the plant to generate a series of signals
to compensate for the effect of the saturation using the
error between the saturation input and the control input
as the input of the designed auxiliary system.
(5) By using the Lyapunov analysis method, all signals of
the closed-loop system based on the proposed dynamic
surface control scheme were uniformly ultimately
bounded.(6) Simulation results illustrated the effectiveness of the pro-
posed control scheme for the NSV.
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