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We develop a theory of the local density of states (LDOS) of disordered superconductors, employ-
ing the non-linear sigma-model formalism and the renormalization-group framework. The theory
takes into account the interplay of disorder and interaction couplings in all channels, treating the
systems with short-range and Coulomb interactions on equal footing. We explore 2D systems that
would be Anderson insulators in the absence of interaction and 2D or 3D systems that undergo
Anderson transition in the absence of interaction. We evaluate both the average tunneling density
of states and its mesoscopic fluctuations which are related to the LDOS multifractality in normal
disordered systems. The obtained average LDOS shows a pronounced depletion around the Fermi
energy, both in the metallic phase (i.e., above the superconducting critical temperature Tc) and
in the insulating phase near the superconductor-insulator transition (SIT). The fluctuations of the
LDOS are found to be particularly strong for the case of short-range interactions – especially, in the
regime when Tc is enhanced by Anderson localization. On the other hand, the long-range Coulomb
repulsion reduces the mesoscopic LDOS fluctuations. However, also in a model with Coulomb
interaction, the fluctuations become strong when the systems approaches the SIT.
PACS numbers: 72.15.Rn , 71.30.+h , 73.43.Nq
I. INTRODUCTION
Disordered superconductors show remarkable physics
governed by interplay of superconductivity and Ander-
son localization. In particular, in two-dimensional (2D)
systems, the competition between these two phenom-
ena leads to a direct quantum phase transition be-
tween the insulating and superconducting states—the
superconductor-insulator transition (SIT) [1,2]. This is a
zero-temperature transition that may be driven by vary-
ing the normal-state resistivity of a disordered film; ex-
perimentally, this is usually achieved by changing the film
thickness. At a finite (but sufficiently low) temperature
the insulating and superconducting phases of the film
are separated by a metallic state. The physics of SIT
and, more generally, of insulating, superconducting, and
metallic states around SIT, has attracted a great deal of
attention.
On the experimental side, two complementary ap-
proaches have been widely used to characterize the
physics of disordered superconducting films under varia-
tion of temperature, film thickness, and magnetic field:
(i) transport measurements and (ii) space-resolved tun-
neling spectroscopy. In the present paper, we focus on
the second one and develop a theory of local density of
states (LDOS) — including both its disorder-averaged
value and fluctuations — as measured in space-resolved
tunneling experiments.
Particularly intriguing experimental findings on tun-
neling spectroscopy of 2D disordered superconducting
systems were provided by experiments on TiN and InO
films [3–6]. In short, it was found that (i) the pro-
nounced soft gap in the tunneling spectrum survives
across the superconductor-metal transition (i.e., with in-
creasing temperature T above Tc) and across SIT, and (ii)
there are strong point-to-point fluctuations of the shape
of the energy-dependence of LDOS on the superconduct-
ing side of the transition (i.e. below Tc). These results
have been interpreted as evidence of (i) the existence of
preformed Cooper pairs leading to a “pseudogap” in the
non-superconducting states (metallic and insulating) [3–
6] and (ii) localization of some of Cooper pairs on the
superconducting side of the transition, with the fraction
of localized Cooper pairs increasing when the system ap-
proaches the SIT [5]. Qualitatively similar features, al-
though considerably less pronounced, were observed in
experiments on NbN films [7,8]. Finally, a recent work
on MoC films [9] did not discover any sizeable “pseu-
dogap” or spatial fluctuations effects at all; the gap ob-
served there was related to Tc by the standard formula
of the Bardeen-Cooper-Schrieffer (BCS) theory.
In order to understand the experimental findings — in-
cluding features that are common for different materials
as well as differences between the materials — one clearly
needs the corresponding theory. In numerical works by
Ghosal, Randeria, and Trivedi, Refs. [10,11], a solution
of Bogoliubov-de Gennes equations for a 2D model with
short-range interaction was carried out. It was found that
the tunneling density of states shows a hard gap across
the SIT and strong spatial fluctuations. More recently,
these results were corroborated by Quantum Monte Carlo
simulations [12]. While these results are very insightful,
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2the numerical simulations for the inherently interacting
problem are limited by relatively small system sizes. This
makes it difficult to explore parametric dependences of
observables in a sufficiently broad range, especially since
the problem is characterized by a hierarchy of relevant
length and energy scales. Such parametric dependences
may be studied within analytical approaches, which are
also expected to shed more light on underlying physical
mechanisms. Feigel’man, Ioffe, Kravtsov, Yuzbashyan,
and Cuevas, Refs. [13,14], studied the LDOS for a 3D
system in the vicinity of Anderson-localization transition
within a solution of the self-consistent BCS-type equation
for the case of a short-range interaction. They found that
a pseudogap develops when the superconductor is built
out of localized single-particle states, and that this pseu-
dogap increases when the system approaches the SIT.
In the present paper, we develop a theory of the
LDOS of disordered superconductors which employs
the non-linear sigma-model (NLSM) formalism and the
renormalization-group (RG) framework, and goes beyond
the analysis of Refs. [13,14] in several important as-
pects. First, our theory takes into account mutual influ-
ence of disorder and interaction couplings in all channels.
This influence leads to the renormalization that becomes
strong for systems with sufficiently strong disorder (in
particular those that are not too far from SIT). Second,
we consider 2D systems with short-range and Coulomb
interaction on equal footing. Third, we use the same
formalism to explore (i) 2D systems that would be An-
derson insulators in the absence of interaction and (ii)
2D or 3D systems that undergo Anderson transition in
the absence of interaction. Fourth, we evaluate both the
average LDOS and its mesoscopic fluctuations (which are
related to the LDOS multifractality in normal disordered
systems). Fifth, when calculating the average LDOS and
its moments, we take into account renormalization effects
originating from all interaction channels.
On the technical side, we exploit our recent works
in two complementary directions: Refs. [15,16], where
the phase diagram and transport characteristics of 2D
disordered systems around SIT were studied by means
of the NLSM renormalization group, on the one hand,
and Refs. [17,18,19], where the LDOS multifractality
was studied near Anderson metal-insulator transition
(MIT) in a normal (i.e., not superconducting) system
with Coulomb interaction, on the other hand. Appli-
cation of a unified approach to the LDOS and its fluc-
tuations near MIT (Refs. [17,18,19]) and in disordered
superconductors (this work) turns out to be very help-
ful for understanding similarities and differences between
the two cases. We will return to this issue in the end of
the paper.
The outline of the paper is as follows. In Sec. II we
introduce the NLSM formalism and construct operators
corresponding to the moments of LDOS. The anomalous
dimensions of the moments of LDOS found within the
two-loop approximation are presented in Sec. III. The
obtained two-loop results are used in Sec. IV to ana-
lyze the scaling behavior of the disorder-averaged LDOS
and of the LDOS moments for the following three cases:
(i) superconducting transition in 2D system with weak
short-ranged interactions; (ii) superconducting transition
in 2D system with Coulomb interaction; (iii) supercon-
ducting transition in a system with weak short-ranged
interactions which, in the absence of interactions, is close
to the Anderson transition. Our results and conclusions
are summarized in Sec. V. Several appendices contain
technical details on the one- and two-loop RG equations
and their analysis.
II. FORMALISM
A. NLSM action
We start with the description of the NLSM formalism
to be used for the calculation of the local density of states
and its fluctuations near the transition to the supercon-
ducting state. The action of the NLSM is given as a
sum of the non-interacting part, Sσ [20,21], and terms
S
(ρ,σ,c)
int arising from the interactions in the particle-hole
singlet and triplet, and Cooper channels [22,23] (see Refs.
[24,25] for review):
S = Sσ + S
(ρ)
int + S
(σ)
int + S
(c)
int , (1)
where
Sσ = − g
32
∫
drTr(∇Q)2 + 4piTZω
∫
drTr ηQ,
S
(ρ)
int = −
piT
4
Γs
∑
α,n
∑
r=0,3
∫
drTr
[
Iαn tr0Q
]
Tr
[
Iα−ntr0Q
]
,
S
(σ)
int = −
piT
4
Γt
∑
α,n
∑
r=0,3
∫
drTr
[
Iαn trQ
]
Tr
[
Iα−ntrQ
]
,
S
(c)
int = −
piT
4
Γc
∑
α,n
∑
r=1,2
∫
drTr
[
tr0L
α
nQ
]
Tr
[
tr0L
α
nQ
]
.
Here we use notations from Ref. [16]. The Drude con-
ductivity (including spin) in units e2/h is denoted as g.
The quantities Γs,Γt and Γc are interaction parameters
in the singlet particle-hole, triplet particle-hole, and sin-
glet Cooper channels, respectively. The parameter Zω
introduced by Finkelstein [22] describes the renormaliza-
tion of the frequency term in the action (1).
The action (1) involves the following matrices
Λαβnm = sgnn δnmδ
αβt00, (I
γ
k )
αβ
nm = δn−m,kδ
αβδαγt00,
ηαβnm = n δnmδ
αβt00, (L
γ
k)
αβ
nm = δn+m,kδ
αβδαγt00, (2)
where α, β = 1, . . . , Nr stand for replica indices and inte-
ger numbers n,m correspond to the Matsubara fermionic
energies εn = piT (2n + 1) and εm = piT (2m + 1). The
sixteen 4× 4 matrices,
trj = τr ⊗ sj , r, j = 0, 1, 2, 3, (3)
3act in the spin (subsrcipt j) and particle-hole (subscript
r) spaces. The corresponding Pauli matrices are defined
in a standard form as follows
τ0 = s0 =
(
1 0
0 1
)
, τ1 = s1 =
(
0 1
1 0
)
,
τ2 = s2 =
(
0 −i
i 0
)
, τ3 = s3 =
(
1 0
0 −1
)
.
(4)
The vector tr combines three 4 × 4 matrices, tr =
{tr1, tr2, tr3}. The matrix field Q(r) obeys the follow-
ing constraints:
Q2 = 1, TrQ = 0, Q† = CTQTC. (5)
The charge conjugation matrix C = it12 satisfies the fol-
lowing relation: CT = −C. The matrix Q (as well as the
trace operator Tr) acts in the replica, Matsubara, spin,
and particle-hole spaces.
In the case of Coulomb interaction, the parameters Γs
and Zω are related to each other, Γs = −Zω. This rela-
tion holds in the course of the renormalization [22]. This
relation also reflects the symmetry of the NLSM action
(1) under the spatially independent rotations of the Q
matrix (so-called F-invariance) [26,16].
B. Moments of the local density of states
As usual, the local density of states ρ(E, r) is expressed
via the exact single-particle Green function. Within the
NLSM formalism, the disorder-averaged LDOS is deter-
mined by the operator which is linear in Q:
K1(iεn) =
ρ0
4
sp〈Qααnn〉. (6)
Here symbol sp denotes the trace in spin and particle-
hole spaces only. The index α denotes a fixed replica and
〈· · · 〉 denotes the averaging with the NLSM action (1).
The density of states at energy of the order of inverse
elastic scattering time 1/τ is denoted by ρ0. We remind
that 1/τ plays a role of the high-energy (ultraviolet) cut-
off of the NLSM theory. The disorder-averaged LDOS
〈ρ(E, r)〉 can be obtained after the analytic continuation
of K1(iεn) to the real energies, iεn → E + i0+.
Next, let us introduce the irreducible two-point corre-
lation function
K2(E, r;E
′, r′) = 〈〈ρ(E, r) · ρ(E′, r′)〉〉
= 〈ρ(E, r)ρ(E′, r′)〉 − 〈ρ(E, r)〉〈ρ(E′, r′)〉, (7)
which allows us to find the second moment of the LDOS.
In the NLSM approach, the correlator K2 at coinciding
spatial points is related to the following bilinear in Q
operator:
Pα1α22 (iεn, iεm) = 〈〈spQα1α1nn (r) · spQα2α2mm (r)〉〉
−2〈sp[Qα1α2nm (r)Qα2α1mn (r)]〉, α1 6= α2. (8)
The correlation function K2(E, r;E
′, r) defined for real
energies can be obtain from the following Matsubara
counterpart
K2 =
ρ20
32
Re
[
Pα1α22 (iεn1 , iεn3)− Pα1α22 (iεn1 , iεn2)
]
(9)
after analytic continuation: εn1 → E + i0+, εn3 → E′ +
i0+, and εn2 → E′ − i0+. We use the convention that
n1, n3, n5, · · · > 0 and n2, n4, n6 < 0.
The following comments are in order here.
(i) The condition that replica indices α1 and α2 are
nonequal in Eq. (9) stems from the fact that the
two-point correlation function K2 measures meso-
scopic fluctuations of the LDOS. This forbids in-
teraction lines between two fermionic loops corre-
sponding to the LDOS in the diagrammatic ap-
proach.
(ii) The bilinear-in-Q operator (9) is the eigenoperator
under the action of the RG (below we shall explic-
itly prove this statement by means of the two-loop
calculations).
(iii) Disorder-averaged higher moments of the LDOS
can be expressed in terms of higher-order irre-
ducible correlation functions of the Q-field simi-
larly to Eq. (9). Explicit examples of operators
corresponding to the third and forth moments of
the LDOS can be found in Ref. [19]. The corre-
sponding operators are also eigenoperators of the
renormalization group.
III. RENORMALIZATION GROUP FOR LDOS
In this section we outline the RG formalism in the con-
text of the calculation of the moments of the distribution
of the local DOS as derived from the NLSM.
A. Perturbative expansion
To resolve the nonlinear constraint (5) we adopt the
square-root parametrization:
Q = W + Λ
√
1−W 2 , W =
(
0 w
w¯ 0
)
. (10)
We use the following notations: Wn1n2 = wn1n2 and
Wn2n1 = w¯n2n1 with n1 > 0 and n2 < 0. As a con-
sequence of the charge-conjugation constraint (5), the
blocks w and w¯ obey the following relations:
w¯ = −CwTC, w = −Cw∗C. (11)
These relations imply that elements (wαβn1n2)rj in the
expansion wαβn1n2 =
∑
rj(w
αβ
n1n2)rjtrj are real or purely
imaginary. The perturbative (in 1/g) analysis of the
4NLSM action (1) is performed by expanding the action
in powers of W .
From the expansion the NLSM action (1) to the second
order in W , we find the bare propagators (see Ref. [25]).
The propagators in the particle-hole channel (diffusons)
read (r = 0, 3 and j = 0, 1, 2, 3)〈
[wrj(p)]
α1β1
n1n2 [w¯rj(−p)]β2α2n4n3
〉
=
2
g
δα1α2δβ1β2δn12,n34
×Dp(iΩε12)
[
δn1n3 −
32piTΓj
g
δα1β1D(j)p (iΩε12)
]
, (12)
where n12 = n1 − n2 and Ωε12 = εn1 − εn2 . The standard
diffusive propagator is given by
D−1p (iωn) = p2 + 16Zω|ωn|/g, (13)
with ωn = 2piTn. The diffusons renormalized by interac-
tion in the particle-hole channels read
[D(j)p (iωn)]−1 = p2 + 16(Zω + Γj)|ωn|/g. (14)
The propagators in the particle-particle channel (cooper-
ons) can be written as (r = 1, 2 and j = 0, 1, 2, 3)〈
[wrj(q)]
α1β1
n1n2 [w¯rj(−q)]β2α2n4n3
〉
=
2
g
δα1α2δβ1β2δn14,n32
×Cq(iΩε12)
[
δn1n3 −
64piTZω
g
δα1β1δj0Cq(iΩε34)Lq(iE12)
]
,
(15)
where E12 = εn1 + εn2 and Cq(iωn) ≡ Dq(iωn). The
propagator L stands for the standard superconducting-
fluctuation propagator:
L−1q (iωn) = γ−1c + ln
ΛU
4piT
− ψ
(
Dq2 + |ωn|
4piT
+
1
2
)
+ ψ
(
1
2
)
. (16)
Here we have introduced γc = Γc/Zω. The quantity D =
g/(16Zω) is the diffusion coefficient, ΛU ∼ 1/τ is the
ultraviolet energy scale, and ψ(z) denotes the digamma
function. We note that the fluctuation propagator (16)
is written under the assumption that the infrared energy
scale of the theory is determined by temperature.
For the purpose of regularization in the infrared, we
add the extra term
S → S + gh
2
8
∫
drTr ΛQ (17)
to the NLSM action (1). The presence of this term in the
action results, in particular, in the substitution of p2 +h2
for p2 in the propagators (13), (14), and (16).
B. The disorder-averaged LDOS
For the sake of completeness, and in order to set nota-
tions, we remind the reader the result of one-loop renor-
malization of the disorder-averaged LDOS. Expanding
the matrix Q to the second order in W , we derive from
Eq. (6) the following expression:
K1(iεn1)
ρ0
= 1− 1
8
sp
∑
n2,β
〈wαβn1n2(r)w¯βαn2n1(r)〉. (18)
Next, using Eqs. (12) and (15), we find
ρ(iεn1)
ρ0
= 1 +
64piT
g2
∫
q
∑
ωn>εn1
3∑
j=0
ΓjDq(iωn)D(j)q (iωn)
+
128piTZω
g2
∫
q
∑
ωn<εn1
C2q (2iεn1 − iωn)Lq(iωn). (19)
Finally, performing the analytic continuation to real fre-
quencies, iεn1 → E + i0+, we obtain that the disorder-
averaged LDOS can be written as
〈ρ(E)〉 = ρ0[Z(E)]1/2, (20)
where the renormalization factor Z(E) is given by (see
Refs. [27,28] for a review):
Z(E) = 1 +
32
g2
Im
3∑
j=0
Γj
∫
q,ω
Fω−EDRq (ω)D(j)Rq (ω)
+
64Zω
g2
Im
∫
q,ω
CR2q (2E − ω)
[LKq (ω) + FE−ωLRq (ω)].
(21)
Here DRq (ω), CRq (ω), D(j)Rq (ω), and LRq (ω) are retarded
propagators obtained from the corresponding Matsub-
ara propagators. The Keldysh part of the fluctuation
propagator LKq (ω) is related to the retarded one via the
bosonic distribution function Bω = coth(ω/2T ) as fol-
lows: LKq (ω) = 2iBω ImLRq (ω). The fermionic distribu-
tion function is denoted as Fω = tanh(ω/2T ). We adopt
the following short-hand notation:∫
q,ω
≡
∫
ddq
(2pi)d
∫ ∞
−∞
dω . (22)
We note that the definition (20) of Z coincides with the
definition of the field renormalization constant in Ref.
[25] and the wavefunction renormalization constant in
Ref. [29]. We stress that Z differs from the Finkel’stein’s
frequency renormalization factor Zω and should not be
confused with the latter.
To derive the RG equation for Z, we set temperature T
and energy E to zero and study the dependence of Z on
the infrared regulator h2. Then in d = 2 +  dimensions
we obtain
Z = 1− [ln(1 +γs) + 3 ln(1 +γt) + 2γc]ht

+O(). (23)
Here γs,t = Γs,t/Zω are dimensionless interaction ampli-
tudes and t = 8Ωd/g denotes dimensionless resistivity,
with Ωd = Sd/[2(2pi)
d] and Sd = 2pi
d/2/Γ(d/2) being
5the area of a d-dimensional sphere. As usual, Eq. (23)
determines the anomalous dimension ζ of the disorder-
averaged LDOS. Using the minimal subtraction scheme
(see e.g., Ref. [30]), we obtain in the one-loop approxi-
mation [31,23,29]:
− d lnZ
dy
= 2ζ = −[ln(1+γs)+3 ln(1+γt)+2γc]t+O(t2),
(24)
where y = ln 1/h is the running RG length scale. We
note that a more accurate treatment of the term with
the fluctuation propagator in Eq. (21) (see Appendix A
of Ref. [16]) results in exactly the same RG equation
as Eq. (24). Thus, this one-loop RG equation is for-
mally exact in all three interaction couplings γs, γt, and
γc. In the case of fully broken spin-rotational symmetry,
Eq. (24) holds with the contribution 3 ln(1 + γt) of the
triplet particle-hole channel in the right hand side being
omitted.
C. The second moment of the LDOS
Now we consider the renormalization of the second mo-
ment of the LDOS. We restrict our consideration by one-
and two-loop orders in t.
1. One-loop results
In the one-loop approximation one obtains
[Pα1α22 ]
(1)(iεn1 , iεn3) = 0, (25)
and
[Pα1α22 ]
(1)(iεn1 , iεn2) = −2 sp〈wα1α2n1n2 (r)w¯α2α1n2n1 (r)〉
= −128
g
∫
q
[
Dq(iΩε12) + Cq(iΩε12)
]
. (26)
Hence, we find
K
(1)
2 (E, r;E
′, r) = ρ20
4
g
Re
∫
q
[
DRq (Ω) + CRq (Ω)
]
, (27)
where Ω = E − E′. Setting Ω = 0 and using h2 as the
infrared regulator, we get
K
(1)
2 = −ρ20
2ht

+O(). (28)
2. Two-loop results
Details of the calculation of the two-loop contribution
to the correlation function K2 are presented in Appendix
A. Using Eqs. (A4) and (A11) of Appendix A, we find the
following two-loop contribution to the irreducible two-
point correlation function:
K
(2)
2 = ρ
2
0
t2 h2
2
{
1 + 2
(
1 +

2
)
+
(
3 + 
)
γc +
3∑
j=0
[
f(γj)
+ 2 ln(1 + γj) +

2
[
ln(1 + γj) + 2f(γj)− c(γj)
]]}
,
(29)
Here the function li2(x) =
∑∞
k=1 x
k/k2 denotes the poly-
logarithm,
c(γ) = 2 +
2 + γ
γ
li2(−γ) + 1 + γ
2γ
ln2(1 + γ), (30)
and
f(x) = 1− (1 + 1/x) ln(1 + x). (31)
3. Anomalous dimension of the second moment of LDOS
Above we have derived the dependence of K2 on the
momentum scale h within the two-loop approximation.
However, h itself acquires renormalization [32]. The
renormalized momentum scale h′ is defined as follows
g′h′2 Tr Λ2 = gh2〈Tr ΛQ〉, (32)
where g′ denotes the renormalized conductivity at the
momentum scale h′. As a consequence of Eq. (32), h′
satisfies the following relation: g′h′2 = gh2Z1/2. Using
Eq. (23) and the one-loop result for the conductivity
[33,34,22,29]
g′ = g
[
1 +
a1t h


+O()
]
, a1 = 1 +
3∑
j=0
f(γj)− γc,
(33)
we find
h′ = h
{
1− t h

2
[
1 +
3∑
j=0
[
f(γj) +
1
2
ln(1 + γj)
]]}
. (34)
We note that within the one-loop approximation, there
is no contribution to Eq. (34) due to interaction in the
Cooper channel.
By using Eqs. (28), (29), and (34), we can rewrite the
second moment of the LDOS in terms of the renormalized
momentum scale h′ and the renormalization factor Z as
follows:
〈ρ2〉 = Zρ20 +K2 = ρ20Zm′2, (35)
where
m′2 = m2
[
1 +
b
(2)
1 t h
′

+
t2h′2
2
(
b
(2)
2 + b
(2)
3
)]
. (36)
6Here we omit the terms that are finite in the limit → 0.
The bare value of m′2 is unity, m2 = 1, and
b
(2)
1 = −2, b(2)2 = 3 +
3∑
j=0
f(γj)− γc,
b
(2)
3 = −
1
2
3∑
j=0
c(γj) + γc. (37)
Next, we introduce a dimensionless quantity t¯ = t′h′.
With the help of Eqs (33) and (36), we express t, γj and
m2 as follows:
t = (h′)−t¯Zt(t¯, γ′s, γ
′
t), γj = γ
′
jZj(t¯, γ
′
s, γ
′
t),
m2 = m
′
2Zm2(t¯, γ
′
s, γ
′
t). (38)
The interaction parameters γj are renormalized at the
one-loop level [22]. However this does not affect the two-
loop result for the anomalous dimension of m′2 since b
(2)
1
is independent of γj . To the lowest orders in t¯, the renor-
malization parameters become
Zt = 1 +
a1

t¯, (39)
and
Z−1m2 = 1 +
b
(2)
1

t¯+
t¯2
2
[
b
(2)
2 + b
(2)
1 a1 + b
(2)
3
]
. (40)
The anomalous dimension of m′2 is derived from standard
conditions that m2 (as well as t and γj) does not depend
on the momentum scale h′. In this way, we obtain the
following two-loop result for the anomalous dimension
ζ2(t, γs, γt, γc) of m
′
2:
− d lnm2
dy
= ζ2 = −2t− [c(γs) + 3c(γt)− 2γc]t2 +O(t3).
(41)
Here we omit ‘prime’ and ‘bar’ signs for brevity. We
remind the reader that the function c(γ) is defined in
Eq. (30). We note that c(0) = 0 as it is known for free
electrons [20]. In the case of Coulomb interaction, one
has c(−1) = 2− pi2/6 ≈ 0.36. The interaction affects the
anomalous dimension at the two-loop order only.
We emphasize that coefficients a1, b
(2)
1 and b
(2)
2 satisfy
the relation
b
(2)
2 = b
(2)
1 (b
(2)
1 − a1)/2. (42)
This guaranties the absence in Eq. (41) of terms diver-
gent in the limit → 0, i.e. the renormalizability of m2.
In addition, this relation proves that the operator corre-
sponding to K2 is the RG eigenoperator. Indeed, if the
operator corresponding to K2 is the linear combination
of several eigenoperators, the relation (42) would imply
non-linear system of equations which has no non-trivial
solutions in general.
Combining the above results, the second moment of
the LDOS can be written as
〈ρ2〉 = 〈ρ〉2m2. (43)
The scaling behavior of 〈ρ〉 and m2 are governed by the
anomalous dimensions (24) and (41), respectively.
D. The q-th moment of the LDOS
In this section, we generalize the results obtained in the
previous section for the q-th moment of the LDOS. The
important observation is that the irreducible q-th mo-
ment of the LDOS, Kq =
〈(
ρ−〈ρ〉)q〉, involves connected
contributions from averages of the number q of matrices
Q. Therefore, Kq has no one- and two-loop contributions
for q > 5. Consequently, as in the case of noninteracting
electrons [35–37], the anomalous dimension for the q-th
moment of the LDOS becomes proportional to the fac-
tor q(1− q) within one- and two-loop approximation (see
details in Ref. [19]). Thus, we find
〈ρq〉 = 〈ρ〉qmq, (44)
where the behavior of mq is determined by the following
RG equation:
− d lnmq
dy
= ζq =
q(1− q)
2
{
2t+
[
c(γs)+3c(γt)−2γc
]
t2
}
.
(45)
Here the function c(γ) is defined in Eq. (30). We note
that for the special cases q = 3 and q = 4, one can
demonstrate that Eq. (45) holds as well (see Appendix
C of Ref. [19]).
As we have already mentioned above, the two-loop con-
tributions to [Pα1α22 ]
RA can be interpreted as the renor-
malization of diffusions and cooperons involved in the
one-loop term [Pα1α21 ]
RA (see Appendix B). Therefore,
within the two-loop approximation, the corrections due
to fluctuating Cooper pairs to mq comes from the term
[Pα1α21 ]
RR only. In the one-loop approximation the fluc-
tuation corrections to the q-th moment of the LDOS are
fully determined by those in the average LDOS via the
factor 〈ρ〉q.
In the absence of spin-rotational symmetry, the anoma-
lous dimension ζq can be obtained from Eq. (45) as fol-
lows: (i) one omits the contribution 3c(γt) of the triplet
particle-hole channel and (ii) one multiples the right hand
side of Eq. (45) by the factor 1/4 (see Ref. [19]). Thus,
in the case of broken spin rotational symmetry, Eq. (45)
takes the following form:
− d lnmq
dy
= ζq =
q(1− q)
2
{
t
2
+
[
c(γs)− 2γc
] t2
4
}
.
(46)
7IV. SCALING ANALYSIS
A. Weak coupling RG equations in 2D
Recently [16], the full set of one-loop RG equations
describing the renormalization of resistivity and interac-
tions has been derived by means of the background field
renormalization of the NLSM (1):
dt
dy
= t2
[N − 1
2
+ f(γs) +N f(γt)− γc
]
, (47)
dγs
dy
= − t
2
(1 + γs)
(
γs +Nγt + 2γc + 4γ2c
)
, (48)
dγt
dy
= − t
2
(1 + γt)
[
γs − (N − 2)γt − 2γc
− 4γcγt + 4γ2c
]
, (49)
dγc
dy
= −2γ2c −
t
2
[
(1 + γc)(γs −Nγt)− 2γ2c + 4γ3c
+ 2Nγc
(
γt − ln(1 + γt)
)]
, (50)
d lnZω
dy
=
t
2
(
γs +Nγt + 2γc + 4γ2c
)
. (51)
Here N stands for the number of triplet diffusive modes.
In the case of preserved spin-rotational symmetry, all
three triplet diffusons contribute to the RG equations,
N = 3. If spin-rotational symmetry is broken, all triplet
modes are suppressed at long lengthscales, N = 0. In
addition, in this case RG equation for γt should be ig-
nored.
The above RG equations are derived in the lowest or-
der in t  1. Extending the previous result [23], in
this order they contains all contributions due to the
interaction in the Cooper channel, γc. Comparison of
the disorder-independent and disorder-induced terms in
the right hand side of Eq. (50) demonstrates that one-
loop RG equations can be used towards the supercon-
ducting instability upto the length scale LX at which
|γc(LX)|t(LX) ∼ 1 [16]. We note that similar conclusion
follows from comparison of one and two-loop contribu-
tions in Eqs. (45) and (46).
B. Weak short-ranged interactions in 2D
We start our analysis of the fluctuations of LDOS with
the case of weak short-ranged interactions, |γs,t,c|  1, in
two dimensions. The phase diagram and transport prop-
erties for this case have been discussed in details in Refs.
[15,16]. The existence of a large region of the supercon-
ducting phase with transition temperature higher than
standard expression of BCS theory has been predicted.
For the sake of convenience, we briefly remind the
reader the main steps of analysis of Ref. [15]. Let us
focus on the case of preserved spin-rotational symmetry.
For |γs,t,c|  1, the set of RG equations (47) - (50) can
be simplified to
dt/dy = t2, (52)
d
dy
γsγt
γc
 = − t
2
1 3 21 −1 −2
1 −3 0
γsγt
γc
−
 00
2γ2c
 . (53)
Equation (52) yields usual weak localization behavior:
t−1(y) = t−10 − y . (54)
Here t0  1 denotes the bare value of resistance. In the
absence of interactions, Eq. (54) suggests that a strong
Anderson insulator emerges at the scale yI = t
−1
0 . In the
case of not too weak interactions (or sufficiently weak
disorder), t0  |γs,0|, |γt,0|, |γc,0|, Eqs. (53) reduce to
the standard RG equation for the BCS instability in the
clean case. Then the superconducting transition occurs
at the scale of the order of yBCS = 1/(2|γc,0|).
For the case of disorder which is strong compared to
the interaction, t0  |γs,0|, |γt,0|, |γc,0|, the renormaliza-
tion proceeds in two steps. At the first step, we can
neglect the −2γ2c term. This brings us to a linear system
of equations. The corresponding 3 × 3 matrix has two
eigenvalues:
λ = 2t, λ′ = −t, (55)
where λ′ is doubly degenerate. We emphasize that the
eigenvalue λ coincides with the one-loop result for ζ2.
This occurs since the interactions in the NLSM action
(1) are described by the operators bilinear in Q. Thus,
three couplings are tend to the eigenvector {−1, 1, 1} cor-
responding to the positive eigenvalue λ. This eigenvector
parametrizes the so-called BCS line
− γs = γt = γc ≡ γ. (56)
It is this relation between the couplings that one obtains
starting from a standard BCS Hamiltonian with the at-
traction only. Projecting Eqs. (53) onto the BCS line,
we get
dγ/dy = 2tγ − 2γ2/3 . (57)
We note that the RG flow in directions perpendicular to
the eigenvector {−1, 1, 1} does not affect the results in
any essential way (see Ref. [15] for details).
We are interested in the case when the dominant bare
interaction is the Cooper attraction γc,0 < 0 such that
the initial value γ0 = (−γs,0 +3γt,0 +2γc,0)/6 < 0. Equa-
tion (57) describes two distinct scenarios. For |γ0|  t20,
the resistance t becomes of order unity when |γ| is still
small. This means that, with further increase of the
length scale, the system flows toward a strong Anderson
insulator.
In the opposite case, |γ0|  t20, |γ| increases under
the RG transformation due to the first term in the r.h.s.
8of Eq. (57). The attractive interaction overtakes t and
reaches unity at the scale yc ≈ t−10 [1 − 2|γ0|/(3t0)]. We
note that
t(yc) ≡ tc = 3t20/(2|γ0|) 1, (58)
i.e. strong attraction is arisen in the region of good metal.
In this situation, we expect that with further increase of
the length scale, the RG flow develops a superconducting
instability (due to standard BCS-type mechanism). The
temperature Tc of this superconducting transition can be
estimated as
Tc ∼ 1
τ
e−2yc ∼ 1
τ
exp
(
− 2
t0
+
2
tc
)
. (59)
In the considered regime of sufficiently strong disorder,
t0  |γs,0|, |γt,0|, |γc,0|, the temperature given by Eq. (59)
is much higher than the clean BCS value
TBCSc ∼ τ−1e−2yBCS ∼ τ−1e−1/|γc,0|. (60)
When t0 becomes smaller than |γ0|, Eq. (59) crosses over
into Eq. (60). Therefore, Tc shows a non-monotonous
dependence on the disorder strength and gets strongly
enhanced in the intermediate range of resistivity, |γ0| 
t0 
√|γ0|. For a given interaction strength γ0 =
(−γs,0 +3γt,0 +2γc,0)/6 < 0, the superconducting critical
temperature Tc is the largest when the system approaches
the superconductor-insulator transition. The latter takes
place at tc ∼ 1, i.e. t0 ∼
√|γ0|. It is worth noting
that at the superconductor-insulator transition the criti-
cal temperature on the superconducting side is given by
Tc ∼ δξ = τ−1ξ−2, where ξ ∼ l exp(−2/t0) is the local-
ization length defined such as t(ξ) ∼ 1.
The above analysis [15] for |γs,t,c|  1 was extended in
Ref. [16] to the case of strong interaction couplings. The
numerical integration of the full RG equations (47) - (50)
provided the phase diagram of the SIT. In particular, it
was found that, when the system is initially close to the
BCS line, the enhancement of Tc occurs for |γc,0| .0.2.
Now let us return to the LDOS and consider RG Eqs.
(24) and (45) in the intermediate range of parameters
|γ0|  t0 
√|γ0|. For temperatures T  Tc, the be-
havior of the disorder-averaged LDOS is fully determined
by Eq. (24) expanded to the lowest order in interaction
parameters. After projection to the BCS line (56), we
find from Eq. (24):
d lnZ
dy
= 4γt. (61)
Solving this equation together with Eqs. (52) and (57),
we obtain
〈ρ(E)〉
ρ0
= 1 + γ0
(
t2
t20
− 1
)
, (62)
where t should be taken at the scale min{LT , LE}. Since
we consider T  Tc, the resistivity t(min{LT , LE}) 
tc. This allowed us to neglect the second term in the
r.h.s of Eq. (57). As one can see from (62), there is a
weak suppression of the averaged LDOS for t0 
√|γ0|.
On the other hand, Eq. (45) results in the following
dependence of mq on t:
mq =
(
t/t0
)q(q−1)
. (63)
Here we omit the two-loop contribution, since within our
approximation it is always much smaller than the one-
loop one.
Let us now consider temperatures close to the transi-
tion temperature,
TcGi T − Tc  Tc. (64)
Here Gi ∼ tc is the Ginzburg-Levanyuk number (see Ref.
[38] for details). The first condition here stems from the
range of the applicability of the one-loop RG for the
coupling constants, |γc|t < 1 [16], see discussion below
Eqs. (47)-(51).
In addition to renormalization of the average LDOS
in accordance to Eq. (24), there are fluctuation cor-
rections due to Cooper channel interaction which stem
from the real processes (the processes with frequencies
smaller than temperature). Within the one-loop approx-
imation, fluctuation corrections stem from the second line
of Eq. (21) with frequency and moment integration re-
stricted to the range Dq2, |ω| . max{Tc, |E|}. In or-
der to take such fluctuation corrections accurately, one
needs to renormalize the NLSM action down to the en-
ergy scale max{T, |E|} and, then, to evaluate the contri-
bution in the second line of Eq. (21) with the renormal-
ized parameters.39
This way, one finds
〈ρ(E)〉
ρ0
= Z1/2s (T )
[
1− 8(1− ln 2)tc(TcτGL)2
]
, (65)
for |E|  τ−1GL,
〈ρ(E)〉
ρ0
= Z1/2s (T )
[
1 + 2tc
T 2c
E2
ln(|E|τGL)
]
, (66)
for τ−1GL  |E|  Tc, and
〈ρ(E)〉
ρ0
= Z1/2s (|E|)
[
1 + 2t(LE)
T 2c
E2
ln(TcτGL)
]
' 1 + 2t(LE)T
2
c
E2
ln(TcτGL)− 3t
2(LE)
2tc
. (67)
for Tc  |E|  1/τ . Here we have introduced the
Ginzburg-Landau time as
τ−1GL = 8Tc|γ−1(LT )|/pi. (68)
For the standard BCS-type divergence of γc, e.g. as in
Eq. (57), τ−1GL ∼ T − Tc, as usual. Expressions (65)-(67)
were derived under assumption TcτGL  1.
9To find the renormalization factor Zs(T ) (with the
subscript ‘s’ emphasizing that the interaction is short-
ranged), we should integrate the RG equations (47)-(50)
and (24). In the considered range of temperatures close
to Tc, Eq. (64), this, strictly speaking, cannot be done
analytically, so that one should perform the integration
numerically. In order to have an analytical approxima-
tion, we have used simplified RG equations (52), (57),
and (61), which yield
Z1/2s (T ) = e
3t(LT )−3t0
[
tc − t(LT )
tc − t0
]3tc
. (69)
Since we consider temperatures close to Tc, it is conve-
nient to express Z
1/2
s (T ) via the Ginzburg-Landau time:
Z1/2s (T ) =
(
16
3pie
TcτGL
tc
)−3tc
. (70)
We have checked that this analytical approximation is in
reasonable agreement with the result of numerical inte-
gration of the exact RG equations. The renormalization
factor Z
1/2
s (|E|) is obtained from Eq. (69) by substitu-
tion LE for LT . The last term in the r.h.s. of Eq. (67)
is due to renormalization of 〈ρ(E)〉 from the energy scale
1/τ down to |E|, in accordance with Eq. (62).
We mention that Eqs. (65)-(67) after the substitutions
Z
1/2
s (T ) → 1, t(LE) → t0, and tc → t0, transform into
the well-known results of a plain perturbation theory [40–
42]. For temperatures close to Tc, renormalization effects
due to interplay of disorder and interaction yield the fol-
lowing two important novel features in comparison with
perturbative results:
(i) strong suppression of the disorder-averaged LDOS
already at energies |E| ∼ T (see Eq. (70));
(ii) the Ginzburg-Levanyuk number is determined by
the renormalized resistance tc rather than the bare
one t0, Gi ∼ tc (see Ref. [38] for details).
The dependence of the disorder-averaged LDOS on en-
ergy is shown in Fig. 1. The particularly strong energy
dependence of the disorder-averaged LDOS appears at
temperatures close to Tc. It is worth emphasizing that
the renormalization due to the interplay of disorder and
interactions almost eliminates coherence peaks, reducing
them to a weak feature near E ' τ−1GL. Up to these
wiggles, 〈ρ(E)〉 is a monotonously increasing function
of energy (compare the dotted and solid blue curves in
Fig. 1). Further, the renormalization effects result in a
pronounced reduction of the disorder-averaged LDOS in
comparison with ρ0 also at much higher temperatures,
T  Tc (see the dashed red curve in Fig. 1).
The suppression of low-energy DOS due to renormal-
ization factor (70) becomes stronger when the disorder
(i.e. t0) increases, and the system approaches the SIT
(where tc ∼ 1). This effect is further strengthened on
the insulating side of SIT. The analysis is fully analo-
gous to that performed below for the case of a system
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FIG. 1. (Color online) Sketch of the disorder-averaged LDOS
〈ρ(E)〉 in the case of short-range interaction for tc = 0.05
and t0 = 0.02. The solid blue curve corresponds to the tem-
perature T = 1.6Tc (TcτGL = 2.5). The dashed red curve is
plotted for T = 10Tc. The dot-dashed blue curve is plot-
ted for T = 1.6Tc according to expressions which ignore
renormalization between the ultraviolet energy scale 1/τ and
max{T, |E|}. The left inset: enlarged view of dependence of
〈ρ(E)〉 on |E|/T . The right inset: dependence of the disorder-
averaged LDOS at E = 0 on temperature. See text and Eqs.
(62), (65) – (67) [45].
close to the Anderson transition, see Sec. V C and the
blue curve in Fig. 7. Physically, there is a close similarity
between this effect and the development of the Coulomb
zero-bias anomaly (ZBA) into soft Coulomb gap on the
metal-insulator crossover (or transition) in normal sys-
tems [18]. The difference is that in the present case the
source of the renormalization-induced effects, the ZBA
on the superconducting side and the soft gap on the in-
sulating side, is the attractive interaction.
We also note that the results (65)-(67) are obtained
as the lowest order of the expansion in the renormal-
ized resistance. It is sufficient to keep these lowest-order
corrections only if we are not too close to the transition
temperature, TcτGL  1/
√
Gi ∼ 1/√tc [43,44], i.e. when
the fluctuation correction to the disorder-averaged LDOS
is small. Importantly, the above condition justifying the
perturbative treatment of the superconducting fluctua-
tion corrections to the density of states is stronger than
the border |γc|t ∼ 1 of validity of the one-loop RG equa-
tions for the coupling constants. The situation is some-
what similar to what we encounter in the case of Coulomb
interaction, where the interaction corrections to the den-
sity of states (resulting from effective gauge fluctuations)
are stronger than the corrections to the conductivity, see
Sec. IV C below.
Let us now analyze the fluctuations of the LDOS for
short-ranged interactions. Since the function mq (with
10
q > 2) does not involve corrections from real processes,
within one-loop approximation its behavior at finite tem-
perature and energy is fully determined by RG result (63)
with t taken at the length scale min{LT , LE}. According
to Eq. (63), mesoscopic fluctuations of the LDOS are
most pronounced at temperatures close to the supercon-
ducting transition temperature, T −Tc  Tc. Using Eqs.
(52) and (63) we obtain
〈ρq(E)〉
〈ρ(E)〉q =
(
tc
t0
)q(q−1)
(71)
for |E|  Tc and
〈ρq(E)〉
〈ρ(E)〉q =
(
tc
t0
)q(q−1)(
1 +
tc
2
ln
E
Tc
)q(1−q)
(72)
for Tc  |E|. This result implies that at energies |E| <
Tc fluctuations of the LDOS are large and non Gaussian.
For |E| > Tc their amplitude decreases with increasing
energy. The LDOS fluctuations are particularly strong
for weak initial couplings satisfying |γ0|  t0 
√|γ0|
(which is the range of parameters where the enhance-
ment of Tc takes place), since in this case tc  t0. The
fluctuations remains strong, for T close to Tc, also for
intermediate initial couplings, as found from numerical
solution of the full RG equations. To illustrate this, we
show in Fig. 2 the ratio
√〈ρ2(E)〉/〈ρ(E)〉 obtained by
numerical integration of Eqs. (47) - (50) and Eq. (45) for
q = 2 (neglecting the two-loop contribution in Eq. (45)).
Finally, we note in passing that there is a fluctuation
correction to mq in the two-loop approximation. The
two-loop correction to [Pα1α22 ]
RA (see Eq. (A10)) can be
cast as renormalization of the one-loop mesoscopic diffu-
son and cooperon (see Appendix B). Therefore, it does
not produce fluctuation corrections to mq. The two-loop
renormalization of [Pα1α22 ]
RR contains the contribution
due to real processes in the Cooper channel (see Eq.
(A3)). However, as one can check, it leads to a correc-
tion which is by factor tc lnTcτGL  1 smaller than the
fluctuation corrections to the disorder-averaged LDOS.
C. Coulomb interaction in 2D
Let us now consider the case of Coulomb interaction
combined with weak attraction in the Cooper channel.
For simplicity, we assume that the spin-rotational sym-
metry is fully broken such that the triplet channel is ab-
sent, N = 0. Then the full set of RG Eqs. (47) - (50)
can be reduced to the following system of two equations
[46,47]:
dt
dy
=
t2
2
,
dγc
dy
=
t
2
− 2γ2c . (73)
Here we neglect terms, which are powers of γc, as com-
pared to unity. Equations (73) predicts that in the weak
coupling region, t0, |γc,0|  1, superconductivity exists
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FIG. 2. (Color online) Ratio
√〈ρ2(E)〉/〈ρ(E)〉 characterizing
the magnitude of LDOS fluctuations in the case of short-range
interaction. The curves are obtained by the numerical solu-
tion of RG equations (47) - (50) and (45) with initial values
t0 = 0.2 and γc0 = γt0 = −γs0 = −0.2. The solid blue curve
corresponds to the temperature T ' Tc. The dashed red
curve is plotted for T = 10Tc.
for t0 < 4γ
2
c,0 . The Cooper channel attraction becomes
of the order of unity at the length scale [48]
yc =
1
2
√
t0
ln
2|γc,0|+
√
t0
2|γc,0| −
√
t0
 1. (74)
We first consider the region of the phase diagram away
from the separatrix t0 = 4γ
2
c,0, when the following in-
equality holds: yc  1/t0. The resistance tc = t(yc) at
this scale is not very different from t0:
tc = t0
(
1 +
√
t0
4
ln
2|γc,0|+
√
t0
2|γc,0| −
√
t0
)
∼ t0  1. (75)
Therefore, one can expect that beyond the length scale yc
the superconducting instability develops under RG flow.
The transition temperature to the superconducting phase
can be estimated as Tc ∼ τ−1 exp(−2yc). Due to the
combined effect of disorder and Coulomb interaction, the
transition temperature Tc decreases with growing t0 from
TBCSc at t0 = 0 to 0 at t0 = 4γ
2
c,0 [48].
In the considered case of Coulomb interaction, the
disorder-averaged LDOS is dominated by the first term
(which is formally infinite for γs = −1) in the r.h.s of
Eq. (24). In fact, this means that the disorder-averaged
LDOS is strongly suppressed by gauge-type fluctuations
[34,22]. Taking into account corrections due to inter-
action in the Cooper channel [40,41,42] which become
important only at temperatures close to the supercon-
ducting transition temperature, T − Tc  Tc, we find
〈ρ(E)〉
ρ0
= Z1/2c (Tc)
[
1− 8(1− ln 2)tc(TcτGL)2
]
, (76)
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for |E|  τ−1GL,
〈ρ(E)〉
ρ0
= Z1/2c (Tc)
[
1 + 2
tcT
2
c
E2
ln(|E|τGL)
]
, (77)
for τ−1GL  |E|  Tc, and
〈ρ(E)〉
ρ0
= Z1/2c (|E|)
[
1 + 2
t(LE)T
2
c
E2
ln(TcτGL)
]
, (78)
for Tc  |E|. Here the function Z1/2c (|E|) describes the
zero-bias anomaly for Coulomb interaction (hence the
subscript ‘c’) and is given by [34,22,49,50]
Z1/2c (|E|) = exp
[
− t0
4
ln
(
Eτ
)
ln
Eτ
κ2l2
]
, (79)
where κ = (2pie2/ε)dn/dµ stands for the inverse static
screening length in a 2D electron system. The renormal-
ization factor Z
1/2
c (Tc) is obtained by substitution of Tc
for |E| in Eq. (79). It can be estimated as
Z1/2c (Tc) = exp
[
−1
4
ln
(
2|γc,0| −
√
t0
2|γc,0|+
√
t0
)
× ln
(
2|γc,0| −
√
t0
2|γc,0|+
√
t0
(κl)−2
√
t0
)]
 1. (80)
At temperatures T  Tc the disorder-averaged LDOS
is fully determined by the zero-bias anomaly,
〈ρ(E)〉/ρ0 = Z1/2c (max{|E|, T}), T  Tc. (81)
We note that Eqs. (76)-(78) after the following substi-
tutions: Z
1/2
c → 1, t(LE) → t0, and tc → t0, transform
into the well-known results of naive perturbation theory
[40–42]. It is also worth mentioning that the renormal-
ization of the disorder-averaged LDOS due to attraction
in the Cooper channel [the term proportional to γc in
Eq. (24)] is not important. As one can check, the Cooper
channel term yields the contribution to lnZ
1/2
c (Tc) which
is the factor
√
t0yc  1 smaller than the zero bias
anomaly contribution (80).
The dependence of the disorder-averaged LDOS on en-
ergy is shown in Fig. 3. The pronounced energy depen-
dence of the disorder-averaged LDOS appears at tem-
peratures close to Tc. The overall behavior of 〈ρ(E)〉
with energy is similar to the case of short-ranged inter-
action (see Fig. 3). At the same time, we emphasize the
important difference between the two cases. For short-
ranged interaction, the suppression of 〈ρ(E)〉 both at en-
ergies |E| & Tc and at |E| . τ−1GL is controlled by the
attractive interaction. Contrary to this, in the case of
Coulomb interaction, the suppression of LDOS at ener-
gies |E| & Tc is dominated by the zero-bias anomaly
factor Z
1/2
c (E), whereas at |E| . τ−1GL the suppression of〈ρ(E)〉 is due to Cooper channel attraction. It is worth
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FIG. 3. (Color online) Sketch of the disorder-averaged LDOS
〈ρ(E)〉 in the case of Coulomb interaction for t0 = 0.03. The
solid blue curve corresponds to the temperature T = 1.2Tc
(TcτGL = 2.5). The dashed red curve is plotted for T = 10Tc.
The dot-dashed blue curve is plotted for T = 1.2Tc accord-
ing to expressions which ignore renormalization between the
ultraviolet energy scale 1/τ and max{T, |E|}. The left inset:
enlarged view of dependence of 〈ρ(E)〉 on |E|/T . The right
inset: dependence of the disorder-averaged LDOS at E = 0
on temperature. We choose κl = 0.2. See text and Eqs.
(76)-(78) [45].
mentioning that, parametrically, the Coulomb renormal-
ization factor (79) may lead to a much stronger suppres-
sion of LDOS than the attractive-interaction renormal-
ization factor (70). On the other hand, for realistic pa-
rameters this difference is usually not so dramatic, cf.
Figs. 1 and 3.
The two-loop result (45) for the anomalous dimension
of the q-th moment of LDOS for the case of Coulomb
interaction takes the following form:
d lnmq
dy
=
q(q − 1)
8
[
2t+
(
2− pi
2
6
− 2γc
)
t2
]
. (82)
In the considered case, one can neglect the two-loop con-
tribution. Using Eq. (73), we find the following one-loop
RG result from Eq. (82)
mq = (t/t0)
q(q−1)/2. (83)
Hence for the disorder-averaged moments of LDOS at
temperatures close to the superconducting temperature,
T − Tc  Tc:
〈ρq(E)〉
〈ρ(E)〉q =
(
tc
t0
) q(q−1)
2
(84)
for |E|  T and
〈ρq(E)〉
〈ρ(E)〉q =
(
tc
t0
) q(q−1)
2
(
1 +
tc
4
ln
E
T
) q(1−q)
2
(85)
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for T  |E|.
When the initial couplings are weak, then, according
to Eq. (75), tc is typically close to t0, exceeding it only
slightly. Therefore, the mesoscopic fluctuations of LDOS
in a problem with Coulomb interaction are in general
weak for weak bare couplings. The only exception is a
vicinity of the SIT separatrix, t0 = 4γ
2
c,0, such that
ln
2
√
t0
2|γc,0| −
√
t0
& 1/
√
t0.
In this regime tc  t0, so that the LDOS fluctuations (85)
become parametrically strong. This should be contrasted
with the case of short-range interaction, for which there
is a parametrically broad regime, |γ0|  t0 
√|γ0|,
of very strong fluctuations, see Sec. IV B. For interme-
diate values of bare couplings, the LDOS fluctuations
can be quantified, in full analogy with the short-range-
interaction case, by a numerical solution of the RG equa-
tions. In Fig. 4 we display typical results obtained by
numerical integration of Eqs. (47) - (50) (with N = 0)
and Eq. (46) (with q = 2 and neglecting the two-loop
contribution). A comparison of Figs. 2 and 4 demon-
strates that the LDOS fluctuations in the Coulomb case
are weaker than in the short-range case with similar pa-
rameters.
At T  Tc the q-th moment of LDOS is given by Eq.
(83) with t taken at the length scale min{LT , LE}.
Recently, mesoscopic fluctuations of the cooperon have
been analyzed [51]. This study has revealed that the
typical scale of fluctuations of the transition temper-
ature to the superconducting state can be estimated
as δTc/Tc ∼ t20γ2c,0/(4γ2c,0 − t0). Near the separatrix,
4γ2c,0 − t0  t30, the fluctuations of the transition tem-
perature becomes large, δTc/Tc  1. We mention that
the mesoscopic fluctuations of the LDOS remain small at
t0 exp(−1/
√
t0) . 4γ2c,0 − t0  t30.
V. SYSTEM AT OR NEAR A
NONINTERACTING ANDERSON TRANSITION
Let us now consider the case of weak short-range in-
teractions, assuming that in the absence of interactions
the system is near the Anderson transition. The physi-
cal examples include a 2D electron system with broken
spin-rotational symmetry (class AII) or 3D electron sys-
tems with preserved or broken spin-rotational symmetry
(classes AI and AII, respectively). For the sake of con-
creteness, we assume that the spin rotational symmetry
is not broken.
Since we assume that we start from weak interac-
tions, the term describing the usual BCS instability is
not important initially. Then, similar to Eqs (53), dur-
ing the first part of the RG evolution the coupling con-
stants γs and γt adjust themselves to γc according to
γs = −γt = −γc ≡ −γ (the BCS line). Then the super-
conducting instability can be described by single equa-
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FIG. 4. (Color online) Ratio
√〈ρ2(E)〉/〈ρ(E)〉 characterizing
the magnitude of LDOS fluctuations in the case of Coulomb
interaction. The curves are obtained by the numerical solu-
tion of RG equations (47) - (50) (with N = 0) and Eq.(45)
with initial values t0 = 0.25 and γc0 = −0.35. The solid blue
curve corresponds to the temperature T ' Tc. The dashed
red curve is plotted for T = 10Tc.
tion for γ:
dγ
dy
= −∆2γ − aγ2. (86)
Here ∆2 < 0 stands for the multifractal exponent of
the inverse participation ratio (bilinear in Q operator
K2) at the noninteracting fixed point describing the An-
derson transition. For the case of 3D Anderson transi-
tion in class AI numerical simulations yield the estimate
∆2 = −1.7 ± 0.05 [52]. The constant a is a universal
number which is determined by the properties of compos-
ite operators at the noninteracting fixed point (cf. Ref.
[53]). As follows from Eqs. (48) - (50), for t 1 (i.e., at
the critical point in 2 +  dimensions), the coefficient a is
positive, a = 2/3− t > 0.
We note that Eq. (86) is written under the assumption
that the attraction is weak, |γ|  1. As one can see from
Eq. (50), disorder generates higher powers of γ on the
right-hand side of Eq. (86). In our analysis below, we
assume that Eq. (86) describes the renormalization of γ
both in the limit of weak and large attraction (see Ref.
[38] for details). In other words, we assume that even in
the presence of disorder the superconducting instability
occurs via the BCS scenario. This implies a > 0 in Eq.
(86). We emphasize that, within this assumptions, the
analysis below is not sensitive to the details of the RG
equation for intermediate values of γ.
Interactions affect the renormalization of the resistivity
near the Anderson transition point. The corresponding
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RG equation for γ  1 can be written as follows:
dt
dy
=
1
ν
(t− t∗) + ηγ. (87)
Here, t∗ ∼ 1 is the critical value of the resistivity in the
noninteracting case. The second term with η general-
izes the Altshuler-Aronov conductivity correction. In Eq.
(87) we take in account that the presence of interactions
drives the system away from the non-interacting criti-
cal point. In analogy with the coefficient a in Eq. (86),
the constant η is a universal characteristics of the non-
interacting fixed point. In general, η can be a positive or
negative number of the order unity. The non-interacting
correlation length exponent is positive, ν > 0. For the
3D Anderson transition in the presence of spin rota-
tional symmetry numerical simulations yield the value
ν = 1.57± 0.02 [54,55].
We now proceed in the same two-step manner, as be-
fore. For initially weak interaction, neglecting the term
of the second order in γ, Eqs. (86) and (87) can be solved.
For |∆2|ν 6= 1 we find
t = t˜+
ην
|∆2|ν − 1γ, (88)
where
t˜ = t∗ +
(
t˜0 − t∗
)
ey/ν , γ = γ0e
|∆2|y, (89)
and
t˜0 = t0 − ηνγ0|∆2|ν − 1 . (90)
Therefore, in the presence of attractive interaction, the
proper scaling variable is t˜ rather than t. However, since
we assume that |γ0|  1 whereas t0 ∼ t∗ ∼ 1 the differ-
ence between t∗ and t˜c = t∗ − ηνγ0/(|∆2|ν − 1) is small.
In the special case |∆2|ν = 1, we find
t˜ = t− ηγ0γy, t˜0 = t0. (91)
In what follows we shall omit ‘tilde’ sign and neglect the
difference between t˜∗ and t∗.
At finite temperature, the RG flow given by Eq. (86)
terminates at the length scale LT = l(Tτ)
−1/d. Solving
Eq. (86), we find the following estimate for the temper-
ature of transition to the superconducting state:
T ∗c = τ
−1e−dyc =
1
τ
(
a|γ0|
|∆2|
)d/|∆2|
(92)
For t < t∗ the resistance decreases under RG flow.
At the scale ξ = l|t0/t∗ − 1|−ν the resistance vanishes,
whereas the Cooper-channel interaction becomes
γ(ξ) = γ0(ξ/l)
|∆2| . (93)
After this (in view of t = 0), the further renormaliza-
tion of γ is controlled by the standard disorder-free BCS
mechanism. Then the transition temperature can be es-
timated as
Tc(ξ) = δξe
−1/|γ(ξ)| = δξ exp
[
− a|∆2|
(
T ∗c
δξ
)∆2/d]
,
(94)
where δξ = τ
−1(ξ/l)−d stands for the typical level spac-
ing in the volume of linear size ξ. This expression for
Tc(ξ) interpolates between Tc(ξ) ∼ T ∗c at δξ ∼ T ∗c and
Tc(ξ) ∼ TBCSc at δξ ∼ 1/τ .
For t > t∗, in the absence of attraction the system
would be in the insulating phase. In the presence of
interaction in the Cooper channel, the RG flow pro-
ceeds in accordance with Eqs. (86) and (87) up to the
localization length ξ. There are two possibilities. If
L∗ = l exp(yc) < ξ, the attraction becomes of the order
of unity in the critical region of noninteracting Anderson
transition. Then one expects that the superconducting
phase establishes below temperature T ∗c . In the oppo-
site case, L∗ > ξ, the localization takes place first, and
superconductivity is not developed. Thus the relation
δξ ∼ T ∗c ⇔ |γ0| ∼ (t∗ − t0)ν|∆2| (95)
is the condition of the superconductor-insulator tran-
sition (at zero temperature) (see Fig. 5). It is worth
noting that Ref. [14] argues that superconducting state
with Tc  T ∗c persists further in the localized regime
(δξ > T
∗
c ) due to Mott-type rare configurations. Our RG
approach (at least, in its present form) is not sufficient
to explore this possibility.
A. Exactly at criticality
On the BCS line (56), the renormalization of the local
density of states near the Anderson transition fixed point
can be described by the following equation:
d ln ρ
dy
= bγ, (96)
where the coefficient b is determined by the scaling prop-
erties of the Finkelstein term at the noninteracting fixed
point. As follows from Eq. (61), at t  1, the coeffi-
cient b is positive, b = 2t > 0. Below we assume that
it is positive in general. We emphasize that there is no
renormalization of the local density of states in the ab-
sence of interaction. Renormalization group Eq. (96)
is stopped at the length scale L = min{LT , LE} where
LE = l(|E|τ)−1/d.
We start our analysis of the disorder-averaged LDOS
at the criticality, δξ  T ∗c . At temperatures higher than
the superconducting transition temperature, T  T ∗c , we
can solve Eqs. (86) and (96) for |γ|  1:
〈ρ(E)〉
ρ0
= 1 +
b
|∆2|
(
γ − γ0
)
. (97)
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FIG. 5. (Color online) (a) Sketch of the superconducting tran-
sition temperature as a function of distance from the critical
point, t0 − t∗, at fixed value of bare attraction, γ0, (see Eqs.
(92) and (94)). The red and blue dots correspond to the tem-
peratures at which the energy dependences of LDOS in Fig.
6 are shown. The blue, black and red triangles corresponds
to curves 〈ρ(E)〉 shown in Fig. 7. (b) Schematic phase dia-
gram in the interaction-disorder plane near the critical point.
Solid black curve denotes the superconductor-insulator tran-
sition. The symbols ‘V.A’, ‘V.B’ and ‘V.C’ mark regions of
the phase diagram in which behavior of LDOS is discussed in
corresponding sections.
Hence we find the following behavior of the disorder-
averaged LDOS in the critical region:
〈ρ(E)〉
ρ0
= 1− b
a
(
T ∗c
|E|
)|∆2|/d
+
b
a
(T ∗c τ)
|∆2|/d (98)
for |E|  T  T ∗c and
〈ρ(E)〉
ρ0
= 1− b
a
(
T ∗c
T
)|∆2|/d
+
b
a
(T ∗c τ)
|∆2|/d (99)
for T  |E|  T ∗c . Thus, there is a relatively small
depletion of the disorder-averaged LDOS at temperatures
T  T ∗c , see red line in Fig. 6.
When temperature is close to the superconducting
transition temperature, T − T ∗c  T ∗c , the energy de-
pendence of the disorder-averaged LDOS is described by
expressions analogous to Eqs. (65)-(67):
〈ρ(E)〉
ρ0
= Z
1/2
∗ (T )
×

1− cdt∗
[
T ∗c τGL
] 6−d
2 , |E|  τ−1GL,
1 + c˜dt∗
[
T ∗c
|E|
] 6−d
2
, τ−1GL  |E|  T ∗c .
(100)
The numerical coefficients cd and c˜d are of the order unity
and are given in Appendix C. The function
Z
1/2
∗ (T ) =
[
∆2 + aγ0
∆2 + aγ(LT )
]b/a
(101)
can be estimated for temperatures close to T ∗c as
Z
1/2
∗ (T ) =
(
8a
pi|∆2|T
∗
c τGL
)−b/a
. (102)
At energies τ−1  |E|  T ∗c , the disorder-averaged
LDOS is given by
〈ρ(E)〉
ρ0
= 1− b
a
(
T ∗c
|E|
) |∆2|
d
+ c˜dt∗
(
T ∗c
|E|
) 6−d
2
. (103)
The fluctuation correction [the last term on the r.h.s. of
Eq. (103)] is small in comparison with the RG correction
[the second term on the r.h.s. of Eq. (103)] provided the
following inequality holds: 2|∆2| < d(6 − d). The latter
is true for d = 3. The LDOS at a temperature T close
to Tc is shown by the full blue line in Fig. 6. The curves
shows a strong suppression of LDOS near zero energy as
well as clear precursors of coherence peaks at |E| ∼ τ−1GL.
We note that, strictly speaking, our results (100) are
valid under the condition that the critical resistance is
small t∗  1. Only in this case, there is a wide range of
applicability for Eq. (100), 1 T ∗c τGL  t−2/(6−d)∗ . For
t∗ ∼ 1, the results indicate that already at T ∗c τGL ∼
1 there is strong suppression of the disorder-averaged
LDOS. In this case one needs to sum up higher-order
contributions coming from the superconducting fluctua-
tions.
The scaling behavior of the q-th moment of LDOS can
be described by the following RG equation:
d lnmq
dy
= −∆q + bqγ. (104)
The perturbative result (45) implies bq = q(1− q)t2 < 0
for q > 1. We remind the reader that at finite energy and
temperature the RG flow, Eq. (104), stops at the length
scale L. At larger scales, the interaction correction dis-
appears from Eq. (104) and the scaling of mq is exactly
the same as without interaction up to the length scale
Lφ ∼ τ1/dφ induced by the interaction (see Appendix B).
We expect a power-law dependence of τφ on energy and
temperature, τφ ∼ (max{|E|, T})−p.
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FIG. 6. (Color online) Sketch of the disorder-averaged LDOS
〈ρ(E)〉 at criticality. The solid blue curve corresponds to a
temperature T slightly above T ∗c , while the dashed red curve
is plotted for T  T ∗c , see circles of the corresponding colors
in Fig. 5a. The dot-dashed blue curve is plotted for a tem-
perature T slightly above T ∗c according to expressions which
ignore renormalization (the factor Z
1/2
∗ (T )). The left inset:
enlarged view of dependence of 〈ρ(E)〉 on |E|/T . The right
inset: dependence of the disorder-averaged LDOS at E = 0
on temperature. See text and Eqs. (100) and (103).
The solution of Eqs. (86) and (104) provides, in par-
ticular, the following result for the temperature/energy
dependence of mq:
mq =
( L
Lφ
)∆q (γ(L)
γ0
)∆q
∆2
(
∆2 + aγ0
∆2 + aγ(L)
)xq
, (105)
where we introduce the exponent xq = bq/a + ∆q/∆2.
Here we have taken into account that typically Lφ  L.
Hence, at T  T ∗c we obtain the following results for the
moments of LDOS:
〈ρq(E)〉
〈ρ(E)〉q =
(
τ
τφ
)∆q
d
1− xq ( T ∗c|E|
) |∆2|
d
+ xq (T
∗
c τ)
|∆2|
d

(106)
for |E|  T  T ∗c and
〈ρq(E)〉
〈ρ(E)〉q =
(
τ
τφ
)∆q
d
1− xq (T ∗c
T
) |∆2|
d
+ xq (T
∗
c τ)
|∆2|
d

(107)
for T  |E|  T ∗c . At temperatures close to the su-
perconducting transition temperature, T −T ∗c  T ∗c , the
q-th moment of the LDOS at energies |E|  T ≈ T ∗c is
given by Eq. (106). At energies |E|  T ≈ T ∗c , the q-th
moment of the LDOS can be estimated as
〈ρq(E)〉
〈ρ(E)〉q =
(
τ
τ∗φ
)∆q
d (
8a
pi|∆2|T
∗
c τGL
)− bqa
. (108)
Here τ∗φ is the dephasing time at |E| ∼ T ∼ T ∗c . We note
that the moments of the normalized LDOS ρ(E)/〈ρ(E)〉
are strongly enhanced at |E| ∼ T ∼ T ∗c for bq < 0. Pro-
vided a stronger condition is fulfilled, bq + qb < 0, the
moments 〈ρq〉(E) are large at |E| ∼ T ∼ T ∗c not only
in comparison with 〈ρ(E)〉q but even in comparison with
the bare value ρq0.
B. Off criticality: Metallic / superconducting side
Let us now consider the metallic side of the Anderson
transition, t0 < t∗. In this case the system is a supercon-
ductor for temperatures below Tc(ξ) given by Eq. (94).
We will assume that the system is off criticality, in the
sense that δξ  T ∗c , in which case Tc(ξ)  T ∗c . At high
temperatures, T  Tc(ξ), the disorder-averaged LDOS
reads as
〈ρ(E)〉
ρ0
= 1 +
b
|∆2|γ(ξ)
(
δξ
max{|E|, T, δξ}
) |∆2|
d
. (109)
This result is the solution of RG equation (96) taken
at the length scale min{ξ,L}. We note that the at-
traction interaction at the scale ξ can be expressed via
the superconducting transition temperature: γ(ξ) =
1/ ln[Tc(ξ)/δξ].
For temperatures close to Tc(ξ), T − Tc(ξ)  Tc(ξ),
the disorder-averaged LDOS becomes
〈ρ(E)〉
ρ0
= 1 +
b
|∆2|γ(ξ)
(
δξ
|E|
) |∆2|
d
+ c˜dt∗
(
Tc(ξ)
|E|
) 6−d
2
.
(110)
for |E|  δξ and
〈ρ(E)〉
ρ0
= 1 +
b
|∆2|γ(ξ). (111)
for |E|  δξ. We note that the energy dependence of the
disorder-averaged LDOS for |E|  δξ is the same as at
the criticality (cf. Eqs. (98), (110) and (103)). There
is no disorder-induced fluctuation corrections like in Eq.
(100) at energies |E|  δξ since t(ξ) = 0.
The dependence of the q-th moment of LDOS on en-
ergy and temperature at T > Tc(ξ) is determined by the
solution of RG equation (104):
〈ρq(E)〉
〈ρ(E)〉q =
(
γ(ξ)
γ0
)∆q
∆2
(
min{1, δξτφ}
) |∆q|
d
×
1− xqa
∆2
γ(ξ)
(
min
{
1,
δξ
|E| ,
δξ
T
}) |∆2|
d
 .
(112)
16
We note that the dephasing rate here is affected by the
superconducting fluctuations, see Appendix B.
C. Off criticality: Insulating side
Finally, let us consider the insulating phase of the An-
derson transition, t0 > t∗. We will assume that we are
sufficiently far from criticality, δξ & T ∗c , in which case the
system remains an insulator in the presence of attracting
interaction (i.e., we are on the insulating side of SIT). For
the sake of simplicity, we consider the zero-temperature
regime, T = 0. At high energies, τ−1  |E|  δξ, the
disorder-averaged LDOS can be found from Eqs. (86)
and (96):
〈ρ(E)〉
ρ0
= 1 +
b
|∆2|γ(ξ)
(
δξ
|E|
) |∆2|
d
. (113)
We emphasize that |γ(ξ)|  1 at δξ  T ∗c . We note
that the result (113) is the same as Eq. (98) in which
we neglect the last term on the r.h.s. in comparison with
the second one. Therefore, at high energies |E|  δξ the
energy dependence of the disorder-averaged LDOS is the
same as in the critical region, δξ  T ∗c .
At |E|  δξ, one can still use Eq. (21), but taking into
account the insulator-type behavior of the conductivity
(cf. Ref. [18]). Then we obtain (see Appendix C):
〈ρ(E)〉
ρ0
= 1−a1|γ(ξ)|
(
ln
δξ
|E|
)d+2
−a2γ2(ξ) δξ|E| . (114)
Here a1 and a2 are positive constants. The last term on
the r.h.s. of Eq. (114) is small at |E| ∼ δξ. With further
lowering energy, it becomes larger than the second term
in the energy interval |γ(ξ)|∆P  |E|  ∆P , where
∆P ∼ |γ(ξ)|δξ ∝ ξ−d−∆2 . (115)
We emphasize that the energy scale ∆P coincides with
the so-called pseudogap energy scale introduced in Ref.
[14].
The behavior of the disorder-averaged LDOS 〈ρ(E)〉
across the SIT is shown in Fig. 7. All three curves in
this figure corresponds to the same temperature T , which
is assumed to be slightly exceeding the superconducting
transition temperature T ∗c at the Anderson transition,
see triangles of the corresponding colors in Fig. 5a. The
red curve shows a weak depletion on the metallic side of
the Anderson transition, t0 < t∗ (Sec. V B). Note that for
this curve the temperature T is much larger than the rel-
evant superconducting temperature Tc(ξ); the depletion
becomes more pronounced when one reduces the temper-
ature, approaching Tc(ξ). The black curve corresponds to
criticality, t0 = t∗ (Sec. V A). It shows a much stronger
suppression of LDOS around zero energy, accompanied
by clear precursors of coherence peaks (as was already
shown by solid blue curve in Fig. 6. Finally, the blue
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FIG. 7. (Color online) Disorder-average LDOS 〈ρ(E)〉 across
the SIT. All three curves corresponds to the same tempera-
ture T , which is assumed to be slightly exceeding the super-
conducting transition temperature T ∗c at the Anderson tran-
sition, see triangles of the corresponding colors in Fig. 5a.
The dashed red curve corresponds to the metallic side of the
Anderson transition, t0 < t∗, where the interacting system is
a superconductor at low temperatures [Sec. V B, Eqs. (110)
and (111)]. The solid black curve is the LDOS at criticality,
t0 = t∗ [Sec. V A, Eqs. (100) and (103)], and the dotted blue
curve is plotted for the insulating phase t0 > t∗ [Sec. V C,
Eq. (114))].
curve in Fig. 7 illustrates a strong “pseudogap” arising
on the insulating side of the transition.
For high energies, τ−1  |E|  δξ, the fluctuations
of LDOS are controlled by the noninteracting fixed point
at t = t∗. As in the critical region, the moments of
LDOS are determined by the corresponding multifractal
exponents ∆q:
〈ρq(E)〉
〈ρ(E)〉q =
(
γ(ξ)
γ0
)∆q
∆2
(
δξ
|E|
) |∆q|
d
×
1− xqa
∆2
γ(ξ)
(
δξ
|E|
) |∆2|
d
 . (116)
We note that the last term in the square brackets on the
r.h.s. of Eq. (104) is much smaller than unity since the
attractive interaction at the scale of localization length
is weak, |γ(ξ)|  1. When energy is below the level
spacing in the localization volume, |E|  δξ, the LDOS
shows the multifractal behavior up to the scale ξ and,
then, insulator-like fluctuations up to the system size L:
〈ρq(E)〉
〈ρ(E)〉q =
(
γ(ξ)
γ0
)∆q
∆2
(
L
ξ
)d(q−1)
. (117)
At finite temperatures T  |E|, the insulator-like fluc-
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tuations are regularized by the temperature-induced de-
phasing length LφT .
VI. SUMMARY AND CONCLUSIONS
In conclusion, we have developed the theory of local
density of states and its mesoscopic fluctuations near the
transition to the superconducting state. Specifically, we
considered systems on the superconducting side of SIT
but at temperatures above Tc, as well as systems on
the insulating side of SIT. We have employed the non-
linear sigma-model formalism and constructed the op-
erators that describe the moments of the local density
of states. Our strategy has combined the two steps: (i)
renormalization of these operators as well as the coupling
constants of the action followed by (ii) including the su-
perconducting fluctuations arising from real processes. In
view of the length of the paper, we find it appropriate to
list here the main results obtained in Sections III – V,
with the references to corresponding equations.
1. In Sec. III, we have performed the two-loop renor-
malization of the moments of LDOS in the presence
of interactions in the singlet and triplet particle-
hole channels, as well as in the Cooper channel.
The zeta-function governing the renormalization of
the qth moment of the LDOS is given by Eq. (45).
2. In Sec. IV, we have used these two-loop results to
study the scaling behavior of the disorder-averaged
LDOS and its moments in 2D disordered films near
the finite-temperature superconducting transition.
For short-ranged interactions, the evolution of the
average LDOS 〈ρ(E)〉 with increasing energy E is
given by Eqs. (65)-(67) and illustrated in Fig. 1.
We have found that the combined effect of renor-
malization and superconducting fluctuations pro-
gressively depletes the LDOS with lowering energy
|E| and suppresses the “coherence peaks”.
3. The scaling of the moments of the LDOS for short-
range interactions is given by Eqs. (71) and (72).
The LDOS fluctuations are particularly strong for
weak initial couplings satisfying |γ0|  t0 
√|γ0|,
which is the range of parameters where the en-
hancement of Tc by multifractality takes place. A
representative curve characterizing LDOS fluctu-
ations for intermediate initial couplings shown in
Fig. 2 demonstrates that the fluctuations are rather
strong also in this regime.
4. Further, in Sec. IV C, we have analyzed the
LDOS in 2D superconducting films with long-range
Coulomb repulsion. The superconducting transi-
tion temperature is then suppressed as compared
to the clean case. The evolution of the average
LDOS with energy is described by Eqs. (76)-(78),
see Fig. 3, and is governed by the interplay of the
Coulomb-induced zero-bias anomaly and supercon-
ducting fluctuations. The overall behavior of the
LDOS is similar to the case of the short-range inter-
actions, cf. Figs. 1 and 3. Mesoscopic fluctuations
of the LDOS, Eqs. (84) and (85), are found to be
suppressed by the Coulomb repulsion. A represen-
tative curve characterizing LDOS fluctuations for
intermediate initial couplings is shown in Fig. 4.
The fluctuations are substantially weaker than for
the case of short-range interaction with comparable
bare couplings (Fig. 2) but remain quite sizeable.
5. In Sec. V, we have studied the LDOS near the
superconducting transition in a system with weak
short-ranged interactions which, in the absence of
interactions, would be close to the Anderson metal-
insulator transition. On the superconducting side,
the average LDOS is described by Eqs. (109)-(111),
and the scaling of its q-th moment is given by Eq.
(112). The average LDOS decreases with lowering
of energy at high energies, |E|  δξ, and saturates
at |E|  δξ, see Fig. 7. We neglected suppres-
sion of 〈ρ(E)〉 arising from the ballistic scales. At
criticality, the average LDOS is given by Eqs. (100)
and (103) and is strongly depleted around zero en-
ergy by superconducting fluctuations, as illustrated
in Figs. 6 and 7. The corresponding LDOS fluctu-
ations are described by Eqs. (106)-(108) and are
strong for energies and temperatures of the order
of critical temperature T ∗c .
6. On the insulating side, the average LDOS is also
strongly depeleted, see Eqs. (113) and (114) and
Fig. 7. The energy scale ∆P , Eq. (115), which
emerges as the characteristic scale in these formulas
for 〈ρ(E)〉, resembling the pseudogap scale intro-
duced in Ref. [14]. The LDOS fluctuations on the
insulating side at high and low energies (compared
to the level spacing in the localization volume) are
given by Eqs. (116) and (117), respectively.
Let us now summarize on a qualitative level the most
salient of these findings.
1. We have observed a strong depletion of LDOS in
two regimes: (i) on the superconducting side of
SIT, above Tc, and (ii) on the insulating side of
SIT.
2. This depletion arises from a combination of two
mechanisms: (i) renormalization effects that are
operative at higher energies E & T , and (ii) real
processes due to superconducting fluctuations that
are operative at lower energies E . T . The renor-
malization effects are governed by attractive inter-
action for systems with short-range interaction or
by Coulomb interaction when it is present. Re-
markably, the resulting depletion of LDOS is qual-
itatively similar in these two cases.
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3. The interplay of renormalization effects and of su-
perconducting fluctuations tends to suppress the
precursors of coherence peaks.
4. A substantial depletion of LDOS remains observ-
able for temperatures much exceeding (by factor
∼ 10) the superconducting transition temperature
Tc.
5. In a model with short-range interaction, multi-
fractality leads to strong mesoscopic fluctuations
of LDOS, which should be observable as point-to-
point fluctuations when the surface of a system is
scanned in an STM experiment. The Coulomb
interaction reduces the magnitude of the meso-
scopic fluctuations. However, also in a model
with Coulomb interaction, the fluctuations become
strong when the systems approaches the SIT.
Our findings compare well with experimental obser-
vations of depletion of LDOS and of its large point-to-
point fluctuations in the metallic and insulating phases
near SIT in TiN, InO, and NbN films [3–8,56]. Let us
emphasize that our results have been obtained entirely
within the sigma-model formalism (usually referred to as
a “fermionic approach”) for a macroscopically homoge-
neous system. All the observed effects are thus intrinsic
properties of this problem and do not require any addi-
tional assumptions, such as the presence of macroscopic
inhomogeneities (“granularity”).
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Appendix A: Two-loop contribution to the LDOS correlation function K2
In this Appendix we present technical details of the calculation of the irreducible two-point LDOS correlation
function K2. We start with the evaluation of the two-loop contribution from P
α1α2
2 (iεn1 , iεn3). In the two-loop
approximation, one needs to take into account only the terms with four W :
[Pα1α22 ]
(2)(iεn1 , iεn3) =
1
4
∑
n6n8
∑
β1β2
[
〈〈sp[wα1β1n1n6 w¯β1α1n6n1] · sp[wα2β2n3n8 w¯β2α2n8n3]〉〉 − 2 sp〈wα1β1n1n6w¯β1α2n6n3wα2β2n3n8 w¯β2α1n8n1〉]. (A1)
By using Wick’s theorem and Eqs. (12) - (15), we find
[Pα1α22 ]
(2)(iεn1 , iεn3) =
212piT
g3
3∑
j=0
Γj
∫
q,p
∑
ωn>εn3
Dp(iωn)D(j)p (iωn)
[
Dq(iωn + iΩε13) + Cq(iωn + iΩε13)
]
+
213piTZω
g3
∫
q,p
∑
ωn<εn3
C2p(2iεn3 − iωn)Lp(iωn)
[
Dq(iE13 − iωn) + Cq(iE13 − iωn)
]
+(εn1 ↔ εn3). (A2)
Performing the analytical continuation to real frequencies, iεn1 → E + i0+, iεn3 → E′ + i0+, we obtain
[Pα1α22 ]
RR(2)(E,E′) =
211
ig3
3∑
j=0
Γj
∫
q,p,ω
Fω−E′DRp (ω)D(j)Rp (ω)DRq (ω + Ω)
+
212Zω
ig3
∫
q,p,ω
CR2p (2E − ω)CRq (E − ω)
[LKp (ω) + FE−ωLRp (ω)]+ (E ↔ E′). (A3)
where E = E + E′. Here we have taken into account that diffuson DRq (ω) and cooperon CRq (ω) propagators are the
same. Setting E = E′ = T = 0, we find in d = 2 +  dimensions (see details for evaluation of the integrals in Ref. [19])
[Pα1α22 ]
RR(2) → 16 t
2 h2
2
[
2γc +
3∑
j=0
ln(1 + γj)− 
4
3∑
j=0
ln2(1 + γj)
]
+O(). (A4)
We note that the result (A4) is of the first order in γc. This occurs since the terms of the first order in the fluctuation
propagator exist in Eq. (A3).
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Next, the two-loop contribution to Pα1α22 (iεn1 , iεn2) can be written as follows
[Pα1α22 ]
(2)(iεn1 , iεn2) = −
1
4
∑
n5n6
∑
β1β2
〈〈sp[wα1β1n1n6 w¯β1α1n6n1] · sp[w¯α2β2n2n5wβ2α2n5n2]〉〉
−2
〈
sp
[
wα1α2n1n2 w¯
α2α1
n2n1
][
S(4)σ + S
(4)
int +
1
2
(
S
(3)
int
)2]〉
. (A5)
Here the term
S(4)σ =−
g
128
∫
qj
δ
 3∑
j=0
qj
 ∑
β1β2β3β4
∑
n5n6n7n8
sp
[
wβ1β2n5n6(q0)w¯
β2β3
n6n7(q1)w
β3β4
n7n8(q2)w¯
β4β1
n8n5(q3)
]
×
[
2h2 +
16z
g
(Ωε56 + Ω
ε
78)− (q0 + q1)(q2 + q3)− (q0 + q3)(q1 + q2)
]
, (A6)
appears in the expansion of Sσ and the regulator term (17) to the forth order in W . The expansion of the interaction
term Sint results in the following third- and forth-order terms,
S
(3)
int =
piT
4
∑
r=0,3
3∑
j=0
Γj
∑
α,n
∫
drTr Iαn trjW Tr I
α
−ntrjΛW
2 +
piT
4
Γc
∑
α,n
∑
r=1,2
∫
drTr
[
tr0L
α
nW
]
Tr
[
tr0L
α
nΛW
2
]
, (A7)
S
(4)
int = −
piT
16
∑
r=0,3
3∑
j=0
Γj
∑
α,n
∫
drTr Iαn trjΛW
2 Tr Iα−ntrjΛW
2 − piT
16
Γc
∑
α,n
∑
r=1,2
∫
dr
(
Tr
[
tr0L
α
nΛW
2
])2
. (A8)
After evaluation of averages in Eq. (A5), we find
[Pα1α22 ]
(2)(iεn1 , iεn2) = −
(
16
g
)2 [(∫
q
Dq(iΩε12)
)2
+
(∫
q
Cq(iΩε12)
)2]
+
1− 9
4
(
16
g
)2 ∫
q,p
[
p2 + q2 + h2 +
16z
g
Ωε12
]
Cp(iΩε12)Dq(iΩε12)
[
Dq(iΩε12) + Cp(iΩε12)
]
−
(
64
g
)2 3∑
j=0
piTΓj
g
∫
q,p
{ ∑
ωn>εn1
+
∑
ωn>−εn2
}[
D2p(iΩε12) + C2p(iΩε12)
]
×
[
p2 + q2 + 2h2 +
16Zω
g
(
Ωε12 + ωn
)]Dq(iωn)D(j)q (iωn)
+
(
64
g
)2 3∑
j=0
2piTΓj
g
∫
q,p
∑
ωn>0
[
1− 16Γjωn
g
D(j)q+p(iωn)
][
D2q(iΩε12)Dp(iΩε12 + iωn) + C2q (iΩε12)Cp(iΩε12 + iωn)
]
−
(
64
g
)2
2piTZω
g
∫
q,p
[
D2p(iΩε12) + C2p(iΩε12)
]{ ∑
ωn>εn1
Lq(2iεn1 − iωn) +
∑
ωn>−εn2
Lq(iωn + 2iεn2)
}
×
[
p2 + q2 + 2h2 +
16Zω
g
(
Ωε12 + ωn
)]C2q (iωn)
+
(
64
g
)2 3∑
j=0
piTΓj
g
+
∑
−εn2>ωn>0
}[
1− 16Γjωn
g
D(j)q+p(iωn)
][
D2q(iΩε12)Dp(iΩε12 − iωn) + C2q (iΩε12)Cp(iΩε12 − iωn)
]
+
213piTZω
g3
∫
q,p
{ ∑
ωn>εn1
Lq+p(iωn − iE12) +
∑
ωn>−εn2
Lq+p(iωn + iE12)
}[
C2q (iΩε12)Dp(iωn) +D2q(iΩε12)Cp(iωn)
]
.
(A9)
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Performing analytic continuation to the real frequencies, iεn1 → E + i0+, iεn2 → E′ − i0+, in Eq. (A9), we obtain
[Pα1α22 ]
RA(2)(E,E′) = −2
(
16
g
)2(∫
q
DRq (Ω)
)2
−
(
32
g
)2 ∫
q,p
[
p2 + q2 + h2 − 16Zω
g
iΩ
]
DRp (Ω)DR2q (Ω)
− 2
(
32
g
)2 3∑
j=0
Γj
ig
∫
q,p,ω
[
Fω−E + Fω+E′
][
p2 + q2 + 2h2 − 16Zω
g
i
(
Ω + ω
)]DR2p (Ω)DRq (ω)D(j)Rq (ω)
−
(
64
g
)2
Zω
ig
∫
q,p,ω
CR2p (Ω)
{[
p2 + q2 + 2h2 − 16Zω
g
i
(
Ω + 2E − ω)]CR2q (2E − ω)[LKq (ω) + FE−ωLRq (ω)]
+
[
p2 + q2 + 2h2 − 16Zω
g
i
(
Ω + ω − 2E′)]CR2q (ω − 2E′)[LKq (ω) + Fω−E′LAq (ω)]}
+
(
64
g
)2 3∑
j=0
Γj
ig
∫
q,p,ω
Bω
[
1 +
16Γjiω
g
D(j)Rq+p (ω)
]
DR2q (Ω)DRp (ω + Ω)
+
(
32
g
)2 3∑
j=0
2Γj
ig
∫
q,p,ω
[
2Bω −Fω−E −Fω+E′
]
DRp (Ω− ω)DR2q (Ω)
[
1 +
16Γjiω
g
D(j)Rq+p (ω)
]
+
(
64
g
)2
Zω
ig
∫
q,p,ω
LRq+p(ω)CR2q (Ω)
{
Fω−ECRp (ω − E) + Fω+E′CRp (ω + E)
]}
. (A10)
Here we again took into account that diffuson DRq (ω) and cooperon CRq (ω) propagators are the same. The most part
of the two-loop contribution to [Pα1α22 ]
RA(E,E′) can be recast in the form of the diffuson and cooperon one-loop
contribution renormalized by interaction and disorder (see Appendix B). In the limit E = E′ = T = 0, we arrive (see
details for evaluation of the integrals in Ref. [19]) at
[Pα1α22 ]
RA(2) → −32 t
2 h2
2
[
3 + 
]
− 16 t
2 h2
2
[
2
3∑
j=0
f(γj) + 3
3∑
j=0
ln(1 + γj) + 4γc − 
3∑
j=0
2 + γj
γj
(
ln(1 + γj)
+ li2(−γj) + 1
4
ln2(1 + γj)
)
+ 2γc
]
, (A11)
where the function f(x) is given by Eq. (31) of the main text and the function li2(x) is the polylogarithm. We note
that the result (A11) is of the first order in γc. This occurs since the terms of the first order in the fluctuation
propagator exist in Eq. (A10). Combining Eqs. (A4) and (A11), we arrive at Eq. (29) of the main text.
Appendix B: One-loop renormalization of (mesoscopic) diffuson and cooperon propagators
In this Appendix, we present the one-loop results for the renormalization of the (mesoscopic) diffuson and cooperon
propagators. Such renormalization accounts for the significant part of the two-loop contribution to [Pα1α22 ]
RA(E,E′).
Taking into account Eq. (26) and Eq. (A10), we can rewrite the expression for [Pα1α22 ]
RA(E,E′) in the following
way:
[Pα1α22 ]
RA(E,E′) = −
∫
q
256Z(E,E′)
gq2 − 16iZωΩ− ΣR(q, E,E′) − 2
(
16
g
)2(∫
q
DRq (Ω)
)2
− 4
(
16
g
)2 ∫
qp
DR2q (Ω). (B1)
Here the renormalization factor Z(E,E′) is given as (cf. Eq. (21))
Z(E,E′) = 1 +
16
ig2
3∑
j=0
Γj
∫
p,ω
[
Fω−E + Fω+E′
]
DRp (ω)D(j)Rp (ω)
+
32Zω
ig2
∫
p,ω
{
CR2p (2E − ω)
[
LKp (ω) + FE−ωLRp (ω)
]
+ CR2p (ω − 2E′)
[
LKp (ω) + Fω−E′LAp (ω)
]}
. (B2)
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The diffuson self-energy reads
ΣR(q, E,E′) = 4q2
∫
p
DRp (Ω)−
8
ig
3∑
j=0
Γj
∫
p,ω
[
2Bω −Fω−E −Fω+E′
]D(j)Rp (ω)
DRp (ω)
[
DRp+q(ω + Ω) +DAp−q(ω − Ω)
]
+
8
ig
3∑
j=0
Γj
∫
p,ω
[
Fω−E + Fω+E′
]
D(j)Rp (ω)
[
2pqDRp+q(ω + Ω) +
[DRq (Ω)]−1[DRp+q(ω + Ω)−DRp (ω)]]
−16Zω
ig
[CRq (Ω)]−1 ∫
p,ω
{
CR2p (2E − ω)
[
LKp (ω) + FE−ωLRp (ω)
]
+ CR2p (ω − 2E′)
[
LKp (ω) + Fω−E′LAp (ω)
]}
−16Zω
ig
∫
p,ω
LRp+q(ω)
[
Fω−ECRp (ω − E) + Fω+E′CRp (ω + E)
]
−16Zω
ig
∫
p,ω
{
CRp (2E − ω)
[
LKp (ω) + FE−ωLRp (ω)
]
+ CRp (ω − 2E′)
[
LKp (ω) + Fω−E′LAp (ω)
]}
. (B3)
Expanding the self-energy ΣR(q, E,E′) to the lowest order in ω and q2, we find
1
g
DRq (Ω) →
Z(E,E)
g(E)q2 − i16Zω(E)Ω + 16Zω(E)τ−1φ (E)
, (B4)
where
g(E) = g − 4
∫
p
DRp (0) +
16
g
3∑
j=0
Γj
∫
p,ω
p2
[
Fω−E + Fω+E
]
Im
[
D(j)Rp (ω)DR2p (ω)
]
+
64Zω
g
∫
p,ω
p2Fω−E Im
[
LRp (ω)CR3p (ω − 2E)
]
− 16
g
3∑
j=0
Γj
∫
p,ω
[
2Bω −Fω−E −Fω+E
]
Im
[
D(j)Rp (ω)[DRp (ω)]−1
]
Re
[
[1− 2p2DRp (ω)]DR2p (ω)
]
+
64Zω
g
∫
p,ω
[
Bω + FE−ω
]
ImLRp (ω) Re CR2p (ω − 2E), (B5)
Zω(E) = Zω +
1
2g
3∑
j=0
Γj
∫
p,ω
∂ω
[
Fω−E + Fω+E
]
Re
[
D(j)Rp (ω)[DRp (ω)]−1
]
ReDRp (ω)
+
128Z2ω
g2
∫
p,ω
[
Bω + FE−ω
]
ImLRp (ω) Re CR2p (ω − 2E)
+
4Zω
g
∫
p,ω
∂ωFω−E Re
[
LRp (ω)CRp (ω − 2E)
]
+
2Zω
g
∫
p,ω
∂ωFω−E Re
[
LRp (ω)CAp (ω − 2E)
]
+
4Zω
g
∫
p,ω
Fω−E Re
[
∂ωLRp (ω)CRp (ω − 2E)− LRp (ω)∂ωCRp (ω − 2E)
]
, (B6)
τ−1φ (E) =
4
g
3∑
j=0
Γj
∫
p,ω
[
2Bω −Fω−E −Fω+E
]
Im
[
D(j)Rp (ω)[DRp (ω)]−1
]
ReDRp (ω)
− 4
g
∫
p,ω
[
Bω + FE−ω
]
ImLRp (ω) Re CRp (ω − 2E). (B7)
As one can see, for |E|  T , the energy |E| indeed serves as the cut-off for the infrared logarithmic divergences in Eqs.
(B5) and (B6) (in the case of L → ∞). At the same time, the non-zero value of energy E induces finite dephasing
time.
We note that Eqs. (B5) and (B6) reproduce the one-loop renormalization of g and Zω, respectively, as it was found
in Ref. [16] with the help of the background field method. The Cooper-channel contribution to the dephasing rate
(the second line in Eq. (B7)) coincides with the result found in Refs. [57,58].
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Appendix C: The average local density of states
In this Appendix, we present details of a perturbative analysis of the average local density of states. We start from
rewriting Eq. (21) in the following form
〈ρ(E)〉 = ρ0 + δρph(E) + δρ(1)pp (E) + δρ(2)pp (E), (C1)
where
δρph(E)
ρ0
= Im
3∑
j=0
16Zωγj
g2
∫
q,ω
Fω−EDRq (ω)D(j)Rq (ω), (C2)
δρ
(1)
pp (E)
ρ0
= Im
∫
q,ω
32Zω
g2
FE−ωCA2q (ω − 2E)LAq (ω), (C3)
and
δρ
(2)
pp (E)
ρ0
= Re
∫
q,ω
64Zω
g2
CR2q (2E − ω)
[
Bω + FE−ω
]
ImLRq (ω). (C4)
1. Fluctuation corrections above T ∗c at criticality
For temperatures T close to T ∗c , T − T ∗c  T ∗c , the most important contribution comes from the term δρ(2)pp (E).
In this case, the integrals over frequency and momentum are dominated by region Dq2, |ω|  T ∗c . In this case, the
fluctuation propagator (16) can be written in the following form:
LRq (ω) = −
8T ∗c
pi
1
τ−1GL +Dq2 − iω
, (C5)
where τ−1GL = 8T
∗
c |γ−1c (LT )|/pi  T ∗c . For energies |E|  T ∗c < T , taking into account that the RG flow is stopped at
the length scale LT , we find
δρ
(2)
pp (E)
ρ0
= −t(LT )(T ∗c τGL)
6−d
2 Hd(2|E|τGL). (C6)
Here the function Hd(z) is given by
Hd(z) = 8
pi
∞∫
0
dy
∞∫
−∞
dx y
d−2
2
(1 + y)2 + x2
Re
1
(y + ix− 2iz)2 (C7)
We note that t(LT ) can be approximated by t∗ in the critical region, δξ  T ∗c . Hence from Eq. (C6) for |E|  τ−1GL
we find Eq. (100) with cd = Hd(0). We note that c2 = 8(1− ln 2) (see Eq. (65))and c3 = 2pi(3
√
2− 4) in agreement
with results of Refs. [40,41,42]. At |z|  1 the function Hd has the following asymptotic behavior: Hd(z) ≈ −c˜dz d−62 ,
where
c˜d = −2
d
2
pi
∞∫
0
dy
∞∫
−∞
dx y
d−2
2
(1 + x)2 + y2
Re
y2 − x2
(y2 + x2)2
. (C8)
This asymptote leads to the result given by Eq. (100) for energies τ−1GL  |E|  T ∗c . We note that c˜3 = pi/
√
2, in
agreement with Ref. [42]. We also note that the integral in Eq. (C8) is logarithmically divergent in d = 2. In this
case, one finds c˜2 = 2 ln z (see Eq. (66)).
Finally, we consider energies |E|  T ∗c . The dominant contribution comes from the region Dq2, |ω|  T ∗c in which
the fluctuation propagator can be written in the form (C5). Then, we obtain
δρ
(2)
pp (E)
ρ0
=
4t(LE)
pi
(
T ∗c
E
)2 ∼1∫
0
dy
∼1∫
0
dx y
d−2
2
(y + 1T∗c τGL
)2 + x2
(C9)
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TABLE I. The asymptotic behavior of the scaling function RD(Ω, Q). The scaling of RD for |Ω|  1 is written in accordance
with the Mott’s formula. Here c is a positive constant of the order unity.
0 6 |Ω|  1 1 |Ω|
max{|Ω|1/d, 1}  Q (I): Qd−2+∆2(−iΩ + cΩ2 lnd+1(1/|Ω|)) (III): Qd−2+∆2 |Ω|−∆2/d
0 6 Q max{|Ω|1/d, 1} (II): −iΩ + cΩ2 lnd+1(1/|Ω|) (IV): |Ω|(d−2)/d
Hence for d > 2 the fluctuation correction to the average local density of states at energies |E|  T ∗c is proportional
to t(LE)(T
∗
c /E)
2. In d = 2 the integral on the right-hand side of Eq. (C9) diverges logarithmically and one obtains
Eq. (65).
2. The average local density of states in the insulating phase at T = 0
In this section, following the approach proposed in Ref. [18], we evaluate the average LDOS in the insulating phase.
In the insulating phase (the region δξ  T ∗c and t0 > t∗), the conductivity can be written in the scaling form:
g(q, ω) = ξ2−dRD (ω/δξ, qξ) . (C10)
The asymptotic behavior of the scaling functionRD is summarized in the Table I. Equation (C10) implies the following
scaling form for the diffusion coefficient D = g/16ZΩ:
D(q, ω) = ξ2 (ξ/l)
−d
E0RD (ω/δξ, qξ) . (C11)
Here we have introduced the ultraviolet energy scale E0 = 1/(16Zωl
d). In what follows, we assume that t(ξ) ∼ t∗ ∼ 1
and consider the case of BCS line γt = −γs = γc = γ. We remind the reader that in the presence of attraction the
insulating phase occurs at δξ  T ∗c which implies |γ(ξ)|  1.
To the lowest order in γ, the contributions of the RG type from the particle-hole and particle-particle channel can
be summed and written as
δρph(E) + δρ
(1)
pp (E)
ρ0
= 16Ωd Im
∞∫
ε
dΩ
∞∫
0
dQQd−1
γ(Ω, Q)
(RD(Ω, Q)Q2 − iΩ)2 . (C12)
Here γ(Ω, Q) = γ(ξ)(max{Q−1, LΩ})|∆2| and we have defined ε = E/δξ. For |Ω|  1 the integral over Q in Eq. (C12)
is dominated by Q ∼ |Ω|1/d. Then we obtain
Im
∞∫
0
dQQd−1
γ(Ω, Q)
(RD(Ω, Q)Q2 − iΩ)2 ∼
γ(LΩ)
Ω
. (C13)
Hence we reproduce RG result (113) for ε 1 from Eq. (C12).
For |Ω|  1 the integral over Q in Eq. (C12) is dominated by Q ∼ 1. Then we find
Im
∞∫
0
dQQd−1
γ(Ω, Q)
(RD(Ω, Q)Q2 − iΩ)2 ∼
γ(ξ)
Ω
lnd+1
1
|Ω| . (C14)
Then integrating over Ω in Eq. (C12), we obtain
δρph(E) + δρ
(1)
pp (E)
ρ0
= a1γ(ξ) ln
d+2 1
|ε| , (C15)
where a1 is some positive constant.
The other contribution from the particle-particle channel is of non-RG type. For |γ(ξ)|  1 this term becomes of
the second order in γ(ξ):
δρ
(2)
pp (E)
ρ0
= 16Ωd Re
ε∫
0
dΩ
∞∫
0
dQQd−1
(RD(Ω, Q)Q2 − iΩ)2 Im
1
γ−1(ξ)− ln(RD(Ω, Q)Q2 − iΩ)
≈ −8piΩdγ2(ξ) Re
ε∫
0
dΩ
∞∫
0
dQQd−1
(RD(Ω, Q)Q2 − iΩ)2 . (C16)
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For |Ω|  1 the integral over Q in Eq. (C16) is dominated by Q ∼ |Ω|1/d:
∞∫
0
dQQd−1
(RD(Ω, Q)Q2 − iΩ)2 ∼
1
Ω
(C17)
Hence, for ε 1 we find
δρ
(2)
pp (E)
ρ0
∼ γ2(ξ) ln ε. (C18)
This contribution is smaller than the RG result (113).
For |Ω|  1 the integral over Q in Eq. (C16) is dominated by Q ∼ 1, provided the inequality d + 2∆2 > 0 holds.
Then we obtain
δρ
(2)
pp (E)
ρ0
= a2γ
2(ξ) Re
ε∫
0
dΩ
(Ω + i0)2
= −a2γ2(ξ)1
ε
, (C19)
where a2 stands for a positive constant.
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