Introduction
A fractal is a mathematical set with a fractal dimension. A fractal dimension usually exceeds its topological dimension and falls between the integers [1] . Fractals are typically self-similar patterns, where self-similar means they are "the same from near as from far". Fractals are exactly the same at every scale and are nearly the same at different scales [1] . The problem of generating fractals is an important and interesting issue in the field of computer geometry and graphics. In numerical analysis, Newton iteration is an effective method to find solutions to static nonlinear equations. Generations of many fractals (e.g., Newton fractals) are closely related to Newton iteration in solving certain types of static nonlinear equations in complex domain such as complex roots, complex polynomials and complex exponential functions [5] . Solving different static nonlinear equations may yield different plots when generating fractals [5] .
A special kind of recurrent neural networks The dimension of ZNN should be greater than or equal to two, whereas that of ZD is limitless (can be one or many) [14] . ZD can avoid the lagging errors caused by conventional algorithms (e.g., Newton iteration) to solve time-varying problems. The excellent performance of ZD is attributed to the full use of the time-derivative information of time-varying problems in designing ZD models [14] . By contrast, Newton iteration does not use the time-derivative information.
The proposed DTCVZD model can be applied to generate Zhang fractals via solving static and time-varying nonlinear equations in a complex domain [5] . The DTCVZD model can reduce to Newton iteration with suitable parameters. This reduction implies that the conventional Newton iteration can be viewed as a special case of the general DTCVZD model. The following information describes the main novelties and contributions of this work after our 3 years of preparation of new fractals.
