A model predictive control algorithm is developed for stabilizing a team of nonholonomic mobile robots navigating in formation within an obstacle-populated environment. In this scenario, the leader robot may need to execute abrupt maneuvers (i.e., sudden stops and backward motions) in order to avoid collisions and accomplish mission objectives. Moreover, follower robots should be capable of tracking their leaders maintaining desired relative distance and orientation. To this end, nonholonomic trajectory tracking and point stabilization should be combined in a suitable way. Most proposed control algorithms for nonholonomic robots do not have simultaneous tracking and point stabilization capability; therefore, they may perform poorly when the leader robot executes aggressive maneuvers. In this paper, we address this problem by applying model predictive control (MPC). Motivated by the contractive MPC scheme developed in [14] , the proposed algorithm guarantees its stability by adding a contractive constraint on the first state at the beginning of the prediction horizon. The resulting MPC scheme is denoted as first-state contractive MPC (FSC-MPC). Simulation results are provided to verify the effectiveness of the method.
Introduction
Cooperative decision and control of mobile robot teams have been of great interest in civilian and military applications, as these teams are expected to be capable of performing many key roles in future civilian or battlefield missions. A lot of effort has been put into this area and the use of mobile robots is likely to increase rapidly in the near future. Applications for cooperative control of * Corresponding Author multi-robot systems include [31, 12] : Formation control, cooperative classification and surveillance, cooperative attack and rendezvous, environmental sampling, intelligent highways, and air traffic control.
Formation control was inspired by the emergent selforganization observed in nature, like flocking birds and schooling fish. Each animal in a herd benefits by maximizing the chance of finding food and minimizing its encounters with predators. Teams of UAVs moving in formations with precisely defined geometries lead to many advantages, such as energy saving when the vortex forces are taken into account. Several experimental studies have verified the energy saved when flying in close formations [37] . In addition, formation control allows for intelligent leaders and single agent planning while followers can focus on other tasks. The challenge here lies in designing a formation controller that is computationally simple, yet robust.
Leader-following is a common approach to build formations of multivehicle systems [13] and a nonholonomic model (e.g., unicycle) is wildly adopted to describe vehicle's kinematics in this approach. However, how to stabilize the followers when the formation leader i) stops or ii) moves backward? This problem is often parried in the stabilization of nonholonomic robot formations with leader-following approach. The controller design is still a challenge. To handle this problem, we inevitably need to face the fundamental control problems of nonholonomic mobile robots, trajectory tracking and point stabilization.
During the past decades, trajectory tracking and point stabilization have received a lot of attention and numerous control algorithms can be found in the existing literature. For interested readers, reference [32] is a good starting point for understanding nonholonomic systems.
The trajectory tracking problem focuses on stabiliz-ing robots to a time-varying trajectory. Nonlinear feedback controllers are mostly found in the literature. Early results on local controllers can be found in [22, 15] using Lyapunov direct method. The problem is globally solved in [36] by nonlinear feedback. Dynamic feedback linearization is applied in [33] . Other techniques include approximate linearization [38] , sliding mode control [10] and backstepping [17] . However, a major restriction is that, the tracked linear velocity and angular velocity must not converge to zero, which means the tracked trajectory must be continuously excited. This restriction makes it difficult for a single controller to handle the tracking problem and point stabilization problem simultaneously. Consequently, the range of applications of the above mentioned controllers is limited. Notice that the internal dynamics of the closed-loop system under output feedback linearization controllers exhibit unstable properties when robots track a trajectory moving backward. To overcome this issue, full-state tracking techniques are explored in [40] . Model predictive controllers are reported in [19] for trajectory tracking. The MPC approach is based on the quasi-infinite algorithm proposed by authors in [9] . The point stabilization problem, which considers stabilizing robots to a final goal posture, is more challenging. A smooth time-invariant feedback control law does not exist according to Brockett's theorem [7] . Most of the control algorithms for point stabilization can be classified into three categories: (i) Smooth time-varying algorithms, (ii) discontinuous or piecewise feedback laws, and (iii) hybrid strategies (discontinuous and timevarying). Smooth time-varying stabilization is pioneered by Samson [35] and explored by other authors in [34, 32] . For discontinuous feedback controllers, see [24, 2] . Hybrid strategies include [28] . In general, time-varying control laws are complex and only for a special class of nonholonomic systems a general design methodology is available. Moreover, time-varying control laws produce very slow convergence and are intrinsically oscillating. A comparative experimental study of time-varying and discontinuous controllers for nonholonomic mobile robots is reported in [25] . Other techniques, such as dynamic feedback linearization [33] , predictive motion control [39] , model predictive control [20] , adaptive [11] , neural networks [18] , and backstepping [17] are also found in the literature. Interesting results are given in [1] and [21] . With a special choice of the system state variables in Polar-like coordinates, smooth feedback control laws can be globally stable. Furthermore, the problem of designing controllers with simultaneous tracking and stabilization capabilities can be found in [16, 30, 33, 19] .
In this paper, we address the problem of stabilizing a team of robots in leader-following formation when the leader exhibits aggressive maneuvers such as abrupt stops and backward motions. These maneuvers may be required to avoid collisions when the team is navigating within a cluttered environment. We propose an MPC algorithm that guarantees its stability by adding a contractive constraint on the first state at the beginning of the prediction horizon. The key idea is to take advantage of the simultaneous tracking and stabilization capability of the proposed FSC-MPC.
The rest of the paper is organized as follows. Section 2 introduces the robot kinematic model and trajectory tracking and point stabilization problems of a nonholonomic mobile robot. A first-state contractive MPC algorithm is proposed in Section 3. Stability results of the proposed algorithm are found in Section 4. In Section 5, simulation results are provided to show the effectiveness of the method. An extension to multi-robot formations is described in Section 6. Finally, concluding remarks and future work are given in Section 7.
Preliminaries
This paper deals with the problem of designing control laws for the motion control of nonholonomic mobile robots. This section presents a brief introduction of the kinematic model used for the mobile robots and the two fundamental classes of problems considered herein, trajectory tracking and point stabilization.
Kinematic Model
Consider the planar motion of mobile robots under the nonholonomic constraint of pure rolling and nonslipping, the kinematic model is given as follows (see Figure 1 )
where (x, y) ∈ R 2 denotes the position of the robot in a Cartesian coordinate frame, θ ∈ (−π, π] represents the orientation of the robot with respect to the positive X axis, and v ∈ V ⊆ R and ω ∈ W ⊆ R are the control inputs representing linear and angular velocities, respectively. Although there is no consideration of motor dynamics and other mechanical effects, this simplified model is sufficient to describe the nonholonomic mobile robots' motion.
Since system (1) falls in the form of driftless systems
and the accessibility rank condition is globally satisfied [5] 
where
is the Lie bracket of g 1 and g 2 , system (1) is controllable. Note that, for nonlinear systems, the existence of continuous time-invariant state feedback control laws cannot be implied by controllability.
Trajectory Tracking
T describe the position and the orientation of a mobile robot. The reference trajectory can be described by a virtual reference robot with a state vector z r = [x r y r θ r ] T , an input vector
T and the kinematic model (see Figure 1 )
Then the trajectory tracking problem can be stated [15] .
Problem 1 The trajectory tracking problem, under the assumption that the virtual reference robot is not at rest
with any initial robot posture z c (0).
By transforming the reference state z r in a local coordinate system attached to the tracking robot, an error state z e can be defined as follows [22] (5) Taking the derivative of (5) and rearranging with (1), (4), the error model becomeṡ x e = ωy e − v + v r cos θ e , y e = −ωx e + v r sin θ e , θ e = ω r − ω.
Let us define u e ,
then the error model (6) becomeṡ
(8) By linearizing system (8) about the the equilibrium point (z e = 0, u e = 0), we obtaiṅ
The controllability of system (9) can be easily checked. However, when the virtual reference robot stops (v r = ω r = 0), the controllable property is lost.
Point Stabilization
For the point stabilization problem, one can have the following definition.
Problem 2 Given an arbitrary constant reference position and orientation
z d = [x d y d θ d ] T ,
the point stabilization problem is to find a feedback control law
Without loss of generality, we use
Then the problem becomes finding a feedback control law which drives system (1) back to the origin. It is a well-known result that a smooth time-invariant feedback control law does not exist for the point stabilization problem [7] . However, with the analysis in Section 2.1, system (1) is still controllable. Consider a Cartesian to Polar coordinate transformation [1] (see Figure 2 ), a polar state
T can be defined by
Then the kinematic model (1) becomeṡ
Note, when l = 0, which means that the robot reaches the origin, the new kinematic model is not defined. 
First-State Contractive MPC
Without considering disturbances and model uncertainties, systems like (6) and (11) can be generally expressed by the following nonlinear set of differential equationṡ
with a state vector z(t) ∈ R m and an input vector
Since usually the control system is implemented on a computer in discrete time, (12) can be converted into
with a state vector z(k) ∈ Z and an input vector u(k) ∈ U, k ∈ Z * . Z ⊂ R m is the state constraint which contains the origin in its interior. U ⊂ R n is the input constraint which is a compact subset of R n containing the origin in its interior. Usually, we have U = {u ∈ R n : u min ≤ u ≤ u max }. u min and u max are known con-
The control goal is to find a control sequence u(k) which drives the system (13) toward the equilibrium (z(k) = 0 and u(k) = 0). To obtain the current control u(k) at time t k , where k is a nonnegative integer (k ∈ Z * ), a finite-horizon optimal control problem
subject to:
must be solved online for an MPC algorithm. The performance index J H (z, k, u) is defined as
where H ∈ N is the horizon length (for simplicity, the prediction horizon equals the control horizon in this paper). The incremental cost is defined by
where z Q and u R denote the weighted 2-norm, which are defined as z 2 Q := z T Qz and u 2 R := u T Ru. Q and R are positive definite symmetric matrices of appropriate dimensions.
Since a finite horizon is used, the controller found in (14) is not guaranteed to be stable. Many researchers have contributed to the stability of nonlinear MPC with some important methods. In [26] , authors propose that by adding a terminal state equality constraint z(k + H) = 0 to the optimal control problem, the stability can be guaranteed. However, strong assumptions on the optimal control problem are required and the computational load is huge in the nonlinear case. In order to overcome those difficulties, a terminal state inequality constraint z(k + H) ∈ Ω can take the place of terminal state equality constraint [29] . Ω, a subset of R m containing the origin in its interior, is called terminal region. A terminal controller is switched in if the state vector is inside the terminal region. This method is denoted as dualmode MPC. A similar approach, quasi-infinite MPC, is proposed in [9] . In addition to the terminal inequality constraint, a terminal penalty g(z(k + H)) is added to the performance index to assure stability of the system. A terminal controller is still required, but it is never applied to the system in the quasi-infinite MPC scheme. Although the computational load can be reduced, the difficulty of dual-mode MPC and quasi-infinite MPC algorithms lies in calculating the terminal region (upper bounded by the region of attraction of the terminal controller). An MPC scheme without terminal region requirements is proposed by authors in [14] . A terminal contractive constraint g(z(k + H)) ≤ ρg(z(k)), where ρ ∈ (0, 1) is called contractive parameter, takes the place of terminal inequality constraint. Global exponential stability of the closed-loop system can be guaranteed. The reader is referred to [4] for a formal definition and further details of contractive and invariant sets. Most recently a robust model predictive control algorithm blended with a reactive safety mode is introduced in [8] for uncertain nonlinear systems. See [27] for a more detailed discussion on stability of MPC.
To achieve stability, the core idea behind the methods mentioned above is to add terminal state penalties in the performance index and impose constraints on the terminal state at the end of the prediction horizon. Therefore, those methods can be denoted as terminal-state constrained MPC (TSC-MPC). However, in the implementation of most MPC schemes, only the first control of the control sequence yield by optimization is applied to the plant at each sampling instant. All the other controls are discarded. Only the first state at the beginning of the prediction horizon is directly affected by this implementation.
Motivated by this observation and the contractive MPC scheme developed in [14] , in this paper we obtain the current control u(k) at time t k by solving the follow-ing finite-horizon optimal control problem online
where J H (z, k, u) is defined in (15) and (16) .P is a positive definite symmetric matrix and ρ ∈ (0, 1). Note, the last inequality constraint in (17) can be called first-state contractive constraint. This means the first state at the beginning of the prediction horizon, z(k + 1) is contracted in norm with respect to the current state, z(k). Therefore, the proposed MPC algorithm can be denoted as first-state contractive MPC (FSC-MPC). The user adjustable parameter ρ is called contractive parameter, which addresses the contraction rate.
The FSC-MPC controller can be implemented as follows.
FSC-MPC Algorithm Data: prediction horizon H ∈ N; sampling time δ T ∈ R + ; weights Q, R,P > 0; constraints u min , u max ∈ R m ; contractive parameter ρ ∈ (0, 1); k ∈ Z * .
Step 0: set k = 0; set initial control prediction u(i; k) = 0, i ∈ [1, . . . , H − 1].
Step 1: measure the states z(k) at time t k ; with control predictionû(i; k), solve the optimal control problem (17) and obtain a control sequence u * (i; k).
Step 2: apply the first control u * (1; k) in the control sequence u * (i; k) to system (13) for the time interval [t k , t k+1 ], where t k+1 = t k + δ T .
Step 3: update the control prediction as followŝ
set k = k + 1; go back to Step 1. Note, in Step 1, an assumption is that for all k ∈ Z * , a feasible solution of the optimal control problem (17) , satisfying all the constraints, always exists. However, global optimal solution is not strictly required here. Local optimal or less optimal solutions are acceptable. This approach might compromise the performance, but the stability property of the algorithm will not be affected.
Stability Results
In this section, the stability of the FSC-MPC algorithm will be proven. Before we give the main result, let's make the following assumptions [14] .
Assumption 3
There exists a constant β ∈ (0, ∞) such that for all z(k) ∈ B β := {z ∈ Z| z P ≤ β}, a contractive parameter ρ ∈ (0, 1) can be found so that at time t k , a feasible solution of the optimal control problem (17) , satisfying all the constraints, always exists for all k ∈ Z * .
Note, Assumption 3 means that there exists a nonempty convex and compact set of initial conditions such that the optimal control problem is feasible. It is restrictive but still acceptable. As pointed out by authors in [6] , if [(∂h/∂z)(∂h/∂u)] ∈Ω, ∀z, u, whereΩ ⊆ R m×(m+n) , the nonlinear system can be replaced by a time-varying linear system in linear differential inclusions form using global linearization techniques. Then sufficient conditions for Assumption 3 can be found by using a single quadratic Lyapunov function (details can be found in [3] , where sufficient conditions for exponentially stability and an induced L 2 − norm performance objective are given).
Assumption 4 For all
Note, Assumption 4 means that systems with finite escape time are not under consideration. (12) , (13) is exponentially stable in the sense that the state trajectory of the closed-loop system satisfies the following inequality
Theorem 5 Suppose that the optimal control problem is feasible at time t 0 and Assumptions 3 and 4 are satisfied. The FSC-MPC algorithm described in Section 3 for system
where δ T is the sampling time.
Proof : Since the optimal control problem is feasible at time t 0 , from Assumption 3, the optimal control problem is feasible at time t k , k ∈ Z * . Therefore, we have
Now with Assumption 4 and (19), z(t) satisfies the following inequality
where t ∈ [t k , t k+1 ], for all k ∈ Z * . Since ρ ∈ (0, 1), we have e (ρ−1) − ρ ≥ 0, which means e (ρ−1)k ≥ ρ k ≥ 0, for all k ∈ Z * . Inequality (20) can be rewritten as follows
Since
Therefore, from inequalities (21) and (22), we conclude
According to [23] , the closed-loop system is exponentially stable, so does the FSC-MPC algorithm.
Simulation Results
The effectiveness of the FSC-MPC algorithm presented in Section 3 is investigated by numerical simulations. In the figures, each robot is depicted by an arrow within a circle (dotted circle for virtual reference robot). The orientation of the robot is shown by the orientation of the arrow. The units used in the simulations are, for position, meter (m), for orientation, radian (rad), for linear velocity, meter/second (m/s), and for angular velocity, radian/second (rad/s).
Trajectory Tracking
In this section, the simulation results of our FSC-MPC controller, Kanayama's controller proposed in [22] and Samson's controller proposed in [15] are compared. Specifically, the controllers proposed in [22] and [15] are The system responses of the three controllers are shown in Figure 3 . The FSC-MPC controller successfully stabilizes the tracking robot to the reference trajectory. 
Point Stabilization
In this section, the simulation results of our FSC-MPC controller and Aicardi's controller proposed in [1] are compared. Specifically, the controller proposed in [1] is 
Simultaneous Tracking and Stabilization
Simulations are illustrated in this section which show that our FSC-MPC controller has the ability of simultaneous tracking and stabilization. Usually, simultaneous tracking and stabilization is not considered under a single controller approach. Most of the existing controllers for trajectory tracking of nonholonomic mobile robots will fail Table 1 : The integral of norm squared actual control inputs for stabilization. when the virtual reference robot stops or moves backward. However, in realistic scenarios, we do need to handle those situations.
In simulation, the virtual reference robot starts moving backward from posture z r ( The result is shown in Figure 5 . The FSC-MPC controller successfully stabilizes the tracking robot to the final posture where the reference robot stops. Meanwhile, Samson's controller experiences some extreme maneuvers and only stops the tracking robot to a neighboring position.
FSC-MPC Formation Control
In this section, we consider using the FSC-MPC algorithm proposed in Section 3 to solve the problem of controlling a team of mobile robots with nonholonomic constraints to leader-following formations. Since the FSC-MPC algorithm has simultaneous tracking and point stabilization capability, we expect that it can keep the formation in real-world scenarios. As before, the effectiveness of the method is investigated by numerical simulations. However, to directly use the results in Section 3, we need to convert the formation control problem to a trajectory tracking problem. Let us define a reference robot, whose position and orientation are as follows
Formation Error
Now we can define the formation error for the j th robot, which is a tracking error defined by Figure 6 shows this conversion. Let us define the optimal control problem for robot j, we have
The FSC-MPC formation controller can be implemented as follows.
Data: prediction horizon H ∈ N; sampling time δ T ∈ R + ; weights Q, R,P > 0; constraints u min , u max ∈ R m ; contractive parameter ρ ∈ (0, 1); k ∈ Z * ; desired formation F d ij .
Step 0: set k = 0; set initial control prediction
Step 1: receive leader states p i (k), control prediction u i (s; k) and measure the states p j (k) at time t k ; with control predictionû i (s; k) andû j (s; k), desired formation F d ij and relations (27) , (28) and (29), solve the optimal control problem (30) and obtain a control sequence u * j (s; k).
Step 2: apply the first control u * j (1; k) in the control sequence u * j (s; k) to robot j for the time interval [t k , t k+1 ], where t k+1 = t k + δ T .
set k = k + 1; go back to Step 1.
Simulation Results
The effectiveness of the FSC-MPC formation control algorithm is investigated by numerical simulations.
Reconfiguration
In this simulation, we consider a formation reconfiguration scenario. We assume that the leader robot has the ability to sense the environment and communicate with each robots in the team. During the navigation, the leader detects a wall and sends commands to follower robots to change the formation to a line such that they could pass a small gate. After all the robots pass the gate, the leader sends commands to resume the previous formation. Sampling time is δ T = 0.5 s and the total simulation time is 50 s. Figure 7 depicts the trajectories of the robot team. We can see that the triangle formation is kept before and after the change to a line formation and the line formation is achieved when the team pass the gate. Figures 8 and 9 show the control inputs and the relative position of robot 2. From Figure 9 , we can see that the actual relative position of robot 2 converges to the desired formation F 
Obstacle Avoidance
In this simulation, we consider a obstacle avoidance scenario. We assume that the leader robot has the ability to sense the environment. During navigation, the leader robot detects an obstacle. It stops and then moves backward, stops and moves forward for several times to make sure the whole team will not collide with the obstacle. Finally, the team moves forward again in formation.
The leader robot starts moving from posture p 1 (0) = [0 0 0] T . The leader robot's velocity inputs are Sampling time is δ T = 0.5 s and the total simulation time is 60 s. Figure 12 shows the trajectories of the robot team. We can see that the triangle formation is kept. Figure 13 depicts the control inputs of robot 2. In addition, Figures 14 and 15 present the control inputs and the relative position of robot 3. From Figure 15 , we can see that the actual relative position of robot 3 converges to the desired formation F 
Conclusions
In this paper, a first-state contractive model predictive control (FSC-MPC) algorithm is developed for the trajectory tracking, point stabilization and formation problems of nonholonomic mobile robots. Simulation results show that the proposed FSC-MPC scheme can generate satisfactory system responses while requires much less control energy in comparison with other well-known controllers. Moreover, we address the problem of tracking stationary and backward trajectories and show that our controller has the capability to deal with this problem.
For all simulations, an initial feasible solution is required for the proposed FSC-MPC controller. Like most of the MPC schemes, a trial-and-error approach is used. The choice of the contractive parameter is critical for the initial feasible solution. A value close to 1 is preferred. However, a small value will give faster convergence rate when the system approaches the equilibrium point. As part of our future work, we are investigating adaptive or time-varying schemes of the contractive parameter, and experimental verifications of the FSC-MPC on our experimental testbed [12] .
