We propose and analyze a scheme for sympathetic cooling of the translational motion of polar molecules in an optical lattice, interacting one by one with laser-cooled ions in a radio-frequency trap. The energy gap between the excitation spectra of the particles in their respective trapping potentials is bridged by means of a parametric resonance, provided by the additional modulation of the RF field. We analyze two scenarios: simultaneous laser cooling and energy exchange between the ion and the molecule, and a scheme when these two processes take place separately. We calculate the lowest final energy of the molecule and the cooling rate depending on the amplitude of the parametric modulation. For small parametric modulation, the dynamics can be solved analytically within the rotating wave approximation.
I. INTRODUCTION
Ultracold molecules are the focus of increasing attention both in physics and in chemistry [1] [2] [3] . On one hand, recent experiments have succeeded in creating cold molecules via techniques like photoassociation of ultracold atoms [4] or magnetically tunable Feshbach resonances [5] , and in cooling them to the ground vibrational state, e.g. via optical pumping [6] [7] [8] [9] . On the other hand, theoretical proposals have shown the relevance of such systems, especially heteronuclear molecules bearing nonzero electric dipole moment, for a range of applications from metrology [10, 11] to quantum information processing [12, 13] and the simulation of quantum manybody systems [14] [15] [16] .
The preparation of trapped polar molecules in the ground state of both their internal rovibrational and center-of-mass motional states is therefore of crucial importance for further scientific and technological developments. Different approaches have been put forward, from the coupling to cavities, in the optical [17, 18] as well as in the microwave regime [19] to laser cooling [20, 21] and sympathetic cooling via collisions with neutral atoms [22, 23] . Cavity-based approaches, despite significant experimental requirements, hold the promise of reaching the ground state also for the molecular center-of-mass motion. On the other hand, buffer-gas cooling schemes based on neutral "coolant" atoms are so far limited in the reachable temperatures -in the case of He [23] , simply by the buffer gas' own temperature, and in the case of Rb [22] by losses through inelastic collisions. Typically, different cooling schemes are applied to different temperature regimes of relevance for different types of experiments. The method we propose here is suitable for application in the ultracold regime in order to reach and maintain the molecular vibrational ground state via a sympathetic cooling procedure.
Our approach builds on recent advances in the combined manipulation of charged and neutral particles in AMO physics, where e.g. cold collisions between ions and neutral atoms have been observed [24] and trapping of a single-ion within a Bose-Einstein condensate has been reported, including sympathetic cooling of the ion motion [25] . The scenario we envision takes one step forward from these pioneering experiments and involves a onedimensional array of molecules trapped in an optical lattice and interacting with a chain of ions in a nearby ion trap. We assume the molecules to be in the deep Mottinsulator phase, so that tunneling between neighboring lattice sites is strongly suppressed. In this regime, the problem can be reduced to considering pairwise interactions between one molecule and one ion at a time along the direction transverse to the trap axis.
In the following we will therefore focus on a single ion-molecule pair, and study in detail their interaction, with particular attention to their motional dynamics. Indeed, our idea for cooling the center-of-mass motion of a trapped molecule is based on a novel concept: the transfer of vibrational excitations to a neighboring, independently trapped ion that is subject to laser cooling. Repeated application of this procedure allows the molecule to reach the trap ground state over a time scale comparable to typical ion cooling rates. Moreover, the procedure is entirely insensitive to the molecule's internal state, and therefore is suitable for applications where the latter encodes information whose coherence needs to be preserved throughout motional cooling. The same applies, for instance, to atoms in an optical lattice used for quantum information processing, where quantum operations leave behind some residual heating of their external degrees of freedom. The ion-atom interaction shows the same distance dependence as the ion-molecule potential dealt with in this paper, and therefore our proposal is applicable also to the latter type of scenario, allowing to use one or more trapped ions to sympathetically cool the motion of qubit-carrying neutral atoms. This is relevant to ongoing experiments on ion-atom interactions that are being setup and carried out at several groups worldwide [24, 26] .
The paper is structured as follows. In Sect. II we introduce the setup we have in mind and its description in terms of two harmonic oscillators coupled by the long-range ion-atom interaction, modeled according to a quantum-defect approach. In Sect. III we present the simplest scheme of alternating cooling and energy transfer stages by exploiting a parametric resonance obtained with trap frequency modulation. In Sect. IV we discuss a different scheme in which the transfer and cooling processes take place simultaneously, so that a global master equation needs to be derived, which we do both within and beyond the rotating wave approximation in order to deal with arbitrary amplitudes of the parametric trap modulation. Finally, Sect. V contains a summary of our results and of future outlooks.
II. THE MODEL A. Setup
As discussed above, we reduce the problem to considering a single spinless polar molecule in its electronic and rovibrational ground state, with zero projection of the total angular momentum on the internuclear axis (X 1 Σ, ν = 0, J = 0). The molecule is confined in a far-off-resonance optical trap, created in a laser standing wave (an optical lattice), and it interacts with a single ion confined in a radio-frequency (RF) trap (see Fig. 1 ). Because of the different nature of the trapping potentials for the two particles, we can assume that the distance d can be arbitrarily controlled by adjusting the external fields. A microscopic analysis of the ion-molecule system, presented in Appendix A, confirms that for typical parameters of the radio-frequency and far-off-resonance optical traps one can neglect the cross effects of the RF and optical fields on the molecule and ion, respectively. Moreover, the derivation shows that at large distances the ion attracts the polar molecule with a potential V (r) ∼ = −C 4 /r 4 , (r → ∞). Here, C 4 = d 2 m e 2 /(6B), where d m is the molecule permanent dipole moment, e is the ion charge, and B denotes the molecule rotational constant. An effective Hamiltonian for the system can be written as where the label i (m) refers to the ion (molecule), p and r are the momentum and position operators, d denotes the distance between the traps, and m m , ω m (m i , ω i ) are the molecule (ion) mass and trapping frequency, respectively. Without loosing generality we can assume that d = de z , and for simplicity we have assumed spherically symmetric trapping potentials.
B. Modeling as two coupled oscillators
We assume that the distance d between the two traps is sufficiently large, such that the effects of the ion-molecule interaction can be described perturbatively as distortions of the trapping potentials. In this regime the molecule and the ion remain well separated in the course of dynamics, and the ion-molecule interaction can be described by the asymptotic part of the potential: V (r) = −C 4 /r 4 . This allows also to neglect the effects of the tunneling through the potential barrier separating both particles, thus avoiding inelastic collisions. An expansion of V (r) up to second order terms in the distance r leads to
6 ) are the trapping frequencies modified by the ion-molecule interaction,z ν denotes the equilibrium position of the particles and ρ = (x, y, 0). The Hamiltonian (2) describes a system of two coupled harmonic oscillators. Since the motion in the spatial directions x, y and z separates, in the following we focus on the dynamics along z, noting that a similar analysis can be carried out for the x and y directions. Introducing the usual annihilation and creation operators:
The validity of the coupled-oscillators model (5) can be verified by comparing it with a calculation based on a quantum-defect modeling of the short-range part of the interaction. For simplicity, we assume the same trapping frequencies for the molecule and for the ion: ω i = ω m = ω, which allows to decouple the centerof-mass (COM) and relative-motion degrees of freedom. We neglect the effects of the inelastic scattering that can occur in the collision of an ion and a ground-state (X 1 Σ, ν = 0, J = 0) molecule, which are not important when the particles remain well separated in the course of the cooling process. The relative motion can be described by the single-channel Hamiltonian
where we assume V (r) = −C 4 /r 4 and we introduce some quantum-defect parameter ϕ, accounting for the effects of the short-range potential. A similar modeling turned out to be very successful in the case of ion-atom collisions [27, 28] , where the interaction at large distances is governed by the same dispersion potential V (r) = −C 4 /r 4 . The quantum-defect parameter ϕ can be interpreted as the short-range phase accumulated by the wave function due to the short-range molecular potential. This interpretation follows from the behavior of the solution of the Schrödinger equation with the Hamiltonian (9). Performing the partial wave expansion Ψ(r) = l R l (r)Y lm (θ, φ), we obtain the following short-range behavior of the radial wave function R l (r):
Here k is the relative momentum, R * ≡ 2C 4 µ/ 2 is some characteristic length scale for the moleculeion interaction, and ϕ l is interpreted as a short-range phase. The asymptotic solution (10) fulfills the radial Schrödinger equation neglecting the energy 2 k 2 /(2µ) and the centrifugal barrier 2 l(l +1)/(2µr 2 ) terms, which requires r ≪ R * /k, R * . In this regime the phase ϕ l determined by the short-range interaction is independent of energy and angular momentum: ϕ l (E) ∼ = ϕ. This allows to enclose the effects of the short-range forces into a single parameter ϕ, which together with Eq. (10) implies a boundary condition on the wave function at r → 0. The fact that (10) fulfills the Schrödinger equation for k = 0 and l = 0 allows to express the s-wave scattering length a in terms of φ: a = −R * cot φ [27] . The parametrization in terms of ϕ is valid as long as the distance R 0 , at which V (r) starts to deviate from the asymptotic r −4 law (e.g due to the exchange interaction), is much smaller than R * , which should be well fulfilled in the case of ion-atom and ion-molecule interactions.
In the framework of the quantum-defect model we can diagonalize the Hamiltonian (9) with the boundary condition (10) for small r, obtaining a set of eigenenergies E n (d). By comparing with the predictions of the coupledoscillator model we can estimate the range of distances where the latter is still valid. Fig. 2 shows the energy spectrum as a function of the trap separation d obtained from the numerical diagonalization of (9) for some example value of ϕ, together with a few lowest energy levels calculated from the coupled-oscillator approximation. The vertical blue dashed line shows the minimal distance at which the Hamiltonian can be expanded quadratically around the equilibrium points, whereas the green dash-dotted line shows the distance at which the barrier between particles becomes equal to the relative energy of the particles.
The figure depicts also the distance at which the barrier between the particles becomes equal to the relative kinetic energy, and the minimal distance d min corresponding to ω max c . We observe quite a good agreement between the oscillator model and the quantum-defect calculation; only close to d min does the oscillator model start to deviate from the accurate results. At such distances neglecting terms higher than quadratic in the expansion of the potential ceases to be valid. Apart from this, the two approaches differ in the vicinity of avoided crossings, representing trap-induced shape resonances [27, 29] between molecular and trap states, which obviously cannot be incorporated into the coupled-oscillator model.
D. Parametric resonance
In general, the trapping frequencies for molecules trapped in the wells of an optical lattice are much smaller than the trapping frequency of an ion confined in an RF trap: ω i ≫ ω m . In this case the exchange of energy between the two particles is only possible in the presence of a time-dependent external potential, which can provide the difference in energies between the phonons. In our scheme we propose to utilize the periodic modulation of the trapping frequency: ω 2 (t) = ω 2 (1 + 2A cos(ω f t)), where A is the amplitude of the modulation and ω f denotes its frequency. This can be achieved by applying an additional potential, which is quadratic in space, and changes periodically in time. Periodic modulation of the trapping frequency gives rise to the phenomenon of parametric resonance, allowing for exchange of energies between the particles. In the subsequent analysis we consider the case when the modulation is applied to the ion trap, however, the exchange of phonons can be also stimulated by modulating the trapping frequency for the molecule, or the distance between the traps.
In the case of an ion stored in an RF trap, a periodic modulation of the trapping frequency can be realized by adding to the electric field a component varying with the frequency ω f . The stability of a single ion in such a potential is analyzed in Appendix C. In the presence of modulation of the trapping frequency for the ion ω 2 i (t) = ω 2 i (1 + 2A cos(ω f t)), the total Hamiltonian H takes the form
Here, c α and c β are the coefficients given in Appendix B, resulting from the transformation diagonalizing the initial Hamiltonian. Now we transform to the interaction picture with respect to H z , and sufficiently close to the resonance (|ω 2 −ω f −ω 1 | ≪ ω 1 , ω 2 ) we apply the rotatingwave approximation (RWA), leaving in the transformed HamiltonianH m = exp(iH z t/ )H m exp(−iH z t/ ) only slowly varying terms:
. (13) Transforming back from the interaction picture and moving to a rotating frame with respect to the second oscillatorH = exp(−iH 2 t/ )H exp(iH 2 t/ ), with H 2 = ω f α † α, we obtaiñ
This Hamiltonian describes a system of two coupled, stationary oscillators with the coupling frequency Ω c = A ω i c α c β , which in the weak-coupling regime (ω c ≪ ω 1 , ω 2 , |ω 2 − ω 1 |) can be approximated by
Introducing the operators
fulfilling the same commutation relations as the Pauli spin operators
one immediately shows that (14) is equivalent to the Hamiltonian of a two-level system driven by an external field. In the subspaces with a constant total number of phonons: N = α † α + β † β = const, the Hamiltonian (14) can be written as
where ∆ = ω 2 − ω 1 − ω f and we omit c-number terms affecting only the evolution of the total phase. Exactly at resonance (∆ = 0), the expectation value of the difference of phonon numbers T z evolves according to
dτ Ω c (τ ) = π allows for exchange of the number of phonons between the molecule and the ion, and, for instance, for realization of the SWAP gate based on qubits represented by motional states. For a modulation frequency ω f that is off-resonance, and in the situation when initially all the phonon population is in one of the oscillators: T z (0) = N , T x (0) = T y (0) = 0, the time-dependence of T z is governed by
where we assume that Ω c (t) = const. In this case the exchange of populations between the two oscillators is not complete, and one can observe that the decrease in the fidelity exchange has a typical Lorentzian shape with resonance width given by 2Ω c .
So far we have discussed the results obtained in RWA, which are valid for A ≪ 1. In general, for larger A we can solve the time-dependent problem starting from the differential equations for the position operators in the Heisenberg picture derived from the Hamiltonian (2)
with the vector operatorX
The form of Eq. (20) resembles a Mathieu differential equation, and analogously its solution can be found using Floquet expansionX = e iλt ∞ n=−∞v n e inω f t . Inserting this ansatz into (20) we find the recurrence relation for the operatorsv n : C(v n+1 +v n−1 ) = D nvn , where
2 − B, and I is the unitary matrix. The recurrence relation can be solved in terms of continued fractions:
For A ≪ 1, the lowest order approximation is obtained by assuming H ±2 = 0, which leads to the formula (15) for Ω c and gives the following resonance condition:
In comparison to the results obtained in RWA, for nonzero A, the resonance is shifted by the presence of the modulated trapping potential for the ion. This effect is illustrated on the resonance as a function of A. It compares the approximate result of Eq. (22) with the full solution of (20) expressed in terms of continued fractions. In addition, Fig. 3 .(a) presents the width of the resonance ∆ω, calculated by assuming a Lorentzian shape for the resonance peak [30] . We observe that the resonance is broader for larger values of the amplitude A, however for A 0.3 its width does not further increase. The coupling frequency Ω c as a function of A is presented in Fig. 3. (b). This shows the analytical result (15) and the exact result calculated from the continued fractions solution. We observe that for small A, Ω c depends linearly on A, and it is well described by the analytical formula.
III. MOLECULE COOLING VIA PARAMETRIC RESONANCE
To utilize the molecule-ion interaction to cool the molecules, one can either consider collective laser-cooling in the coupled molecule-ion system, or apply laser cooling to the ion separately, and then with the help of modulation of the trapping frequency, exchange the energies of molecule and ion. In this section we focus on the latter scenario. We distinguish the following steps: (I) the ion is laser cooled; (II) the particles are transferred to the distance allowing for efficient exchange of phonons between them; (III) the modulation of the trapping frequency is switched on and the energies of molecule and ion are exchanged by applying a π-pulse; (IV) the molecule and the ion are separated. Fig. 4 presents some typical dynamics of the cooling process. It shows the molecule and ion energies at different cooling steps, while consecutive cooling steps are separated by vertical lines.
We first focus on the problem of molecule and/or ion transfer to the distances where the sympathetic cooling can be efficiently performed. In order to avoid additional heating due to the trap motion, we assume that the molecule and the ion traps are moved adiabatically, which requires (1)
The former condition is necessary for the suppression of excitations during the movement of the traps, while the latter excludes the possibility of transitions due to the time dependence of ω 1 (t) and ω 2 (t), which change with the distance d(t). In general the suppression of excitations due to the motion of the ion's trap can be achieved by fulfilling the weaker conditions [31] 
with c α , c β , d α , d β given in Appendix B, and
where the limits t 0 and t 1 of the integral refer to the beginning and the end of the transfer process. Similarly, a weaker condition can be derived for the suppression of the probability of excitation due to the time dependence of ω 1 (t) and ω 2 (t):
In the phase (iii) when the energies of the molecule and of the ion are exchanged the pulse shape A(t) should be optimized in order to obtain the best efficiency of the transfer, and to avoid excitations due to switching on and off the time-dependent modulation potential.
We performed numerical simulations of the cooling process starting from different energies of the molecule before the cooling process, and assuming that the ion is laser-cooled to the ground state: n i (0) = 0. For simplicity we have assumed that the transfer process is ideal, i.e. the conditions (23)- (24) and (28)-(30) are fulfilled. In this way, after the transfer phase, the state of the particles is described by a density matrix ρ = ρ α ⊗ ρ β , where ρ α = n p n |n n| and ρ β = |0 0| correspond, respectively, to the state of the first and the second harmonic oscillator of the Hamiltonian (7). Fig. 5 shows the final mean phonon number of the molecule for ω m = 0.1ω i , ω c = 0.01ω i . Fig. 5.(a) shows the length t i of the exchange pulse as a function of the amplitude A, while the dashed line presents the lower bound for the length due to the physical coupling ω c between the oscillators: t min = π/(2ω c ). For simplicity, in the calculations we have assumed a rectangular shape of the pulse for the amplitude of the parametric modulation A(t). Hence the pulse length is given by t imp = π/(2Ω c ). The sudden turning on and off of the parametric modulation leads to an additional heating that increases with the amplitude A. This is shown in Fig. 5.(b) , presenting the final mean phonon number of the molecule n m for different values of the initial mean phonon number n m (0) . We observe that, even without using an optimized pulse for A(t), the heating introduced by imperfections of the transfer process remains quite small for A 0.3, and is practically independent of n m (0) . We notice that the increase of the molecule energy with A is not monotonic and that there is a minimum in the molecule energy around A ≈ 0.2. On the contrary, the molecule and ion energies for detunings far from the parametric resonance, when the exchange of energy is suppressed, increase monotonically with A.
IV. SIMULTANEOUS LASER COOLING AND ENERGY EXCHANGE
We turn now to the description of laser cooling in a coupled system consisting of a trapped molecule and an ion, where laser cooling acts at the same time as the parametric modulation. This process consists of three separate phases, (I) transfer of particles to distances allowing for efficient exchange of phonons between the molecule and the ion; (II) laser cooling and simultaneous exchange of energy through parametric resonance; (III) separation of the particles.
A. Master Equation
We assume that the cooling laser affects only the ion, and that the coupling between molecule and ion is sufficiently weak: ω c ≪ Ω, γ, where Ω is the Rabi frequency due to the interaction of the ion with the laser field, and γ is the spontaneous emission rate. In this way, the absorption and spontaneous emission processes of the ion are not affected by the coupling with the molecule. Similarly to the considerations presented in the previous sections, we restrict ourselves to the case of one-dimensional motion along the direction determined by the centers of the traps. Using the standard theory of quantum stochastic processes [32, 33] , we derive a master equation (ME) for the reduced density operator ρ obtained by tracing over the empty modes of the radiation field. In the frame rotating at the laser frequency ω L , the ME reads [34] 
Here, H denotes the Hamiltonian (11) for the external degrees of freedom, H int is the Hamiltonian for the internal degrees of freedom
where ∆ = ω L − ω 0 denotes detuning, ω 0 is the frequency of the optical transition, and σ z , σ ± are the standard operators describing transitions in the two-level molecule.
The Hamiltonian H las describes the interaction of the ion with the laser field
with
We focus now on cooling in the Lamb-Dicke regime, where the laser wavelength is much larger than the ion's trap size. The presence of the small Lamb-Dicke parameter η = k /(2m i ω i ), allows to expand the ME in powers of η. To lowest order in η the evolution of the internal and external degrees of freedom is decoupled, and the internal state can be adiabatically eliminated (see Appendix D). The adiabatic elimination is valid provided that the internal dynamics is faster than the lowest-order coupling between the internal and external degrees of freedom, which requires ηΩ ≪ γ, Ω. As a result of the adiabatic elimination, we obtain the following ME for the reduced density operator ρ e obtained by tracing over the internal degrees of freedoṁ
where we include terms up to the second order in η. Here,
and . s ≡ Tr I {.ρ s } denotes an average taken in the stationary state of the density matrix ρ s of the internal degrees of freedom. It is defined by L 0I ρ s = 0, where the Liouvillians L 0I and L 0E are given by
The two-time correlation functions σ y (τ )σ y (0) ss can be calculated with the help of the quantum regression theorem (see Appendix E for details). The first term of the ME (34) describes the evolution due to the trapping potentials and the coupling between the molecule and the ion. We observe that the trapping potential for the ion is modified by the interaction with the laser field. The second term of (34) represents damping due to spontaneous emission, while the third term describes the excitation of the ion due the cooling laser.
B. Results in RWA
In this section we discuss laser cooling in the moleculeion system on the level of RWA. Although a treatment based on RWA is in principle limited to the regime A ≪ 1, the analysis presented in this section provides a good qualitative description of the cooling dynamics, and it can be carried out fully analytically. A description of the laser cooling for arbitrary A requires going beyond RWA, and this is addressed in the next section.
In the framework of RWA we make the following assumptions: (i) H is approximated byH RW A given by (14) ; (ii) RWA is applied to the second and to the third term in the ME (34), which results in omitting the quickly rotating terms; (iii) we neglect the second and the third term in the commutator in (34) , describing the effects of the laser field on the ion's trap, which requires ηΩ ≪ ω i . In this way the ME (34) reduces tȯ
where
for ν = a, b. Here f ν (τ ) are the functions determined by the evolution of the operator β in the Heisenberg picture
We observe that the ME (39) contains, apart from the terms describing the laser cooling of ion, also mixed terms involving α and β operators corresponding to the action of the laser field on the molecule. In the considered regime of weak coupling ω c ≪ γ, Ω, mixed terms can be neglected in comparison to the terms describing the laser cooling of the ion only. This can be verified by inserting the solutions for f m (τ ) and f b (τ ), which exactly at parametric resonance (ω 1 + ω f = ω 2 ) takes the form f m (τ ) = −ie −iω2t sin(Ω c t) and f b (τ ) = e −iω2t cos(Ω c t). Inserting these solutions into (40)-(41) we obtain
The function S(ω) is calculated in Appendix E, and from the form of this solution we observe that S(ω) is determined by the laser cooling parameters γ, Ω, and ∆. Therefore in the regime Ω c ≪ γ, Ω, ∆ we have From the ME (39) we derive a set of differential equations describing the dynamics of the cooling process. This straightforward calculations leads tȯ
where the variables u, v, s and w are defined by s =
Here β † β s = a + /(a − − a + ) denotes the final energy of the ion at the end of the cooling process, a ± = Re(S ± b + D), ω ± = Im(S ± b + D) and ω = ω 2 − ω 1 − ω f + ω + + ω − . We observe that the final (equilibrium) energy of the molecule is the same as for the ion in the absence of the molecule [34] . The set of differential equations (48)-(51) has one pair of complex eigenvalues and one pair of real eigenvalues. One can easily verify that the larger of the two real eigenvalues provides the cooling rate of the molecule
where Γ = 2(a − − a + ) is the cooling rate of the ion in the absence of the molecule. At the parametric resonance we have ω = ω + + ω − , and for typical parameters corresponding to the sideband cooling regime we get ω + , ω − ≪ Γ. The cooling rate of the molecule Γ m as a function of the cooling rate of the ion Γ, for different values of the parameter ω is shown in Fig. 6 . We note that for Γ 4Ω c the molecule is cooled with a rate Γ/2. Further increasing of Γ does not result in faster cooling of the molecule, and in the regime Γ 4Ω c the cooling process becomes ineffective. This behavior is also illustrated in Fig. 7 , showing the cooling rate versus the amplitude A of the parametric modulation, calculated for different In this section we consider cooling in the ion-molecule system taking into account effects beyond RWA. We start from the ME (34) with H represented in terms of momen- 
FIG. 8.
Dynamics of the mean phonon number of the molecule n mol (t) and the ion nion(t). The calculations are performed for the parameters of Fig. 7 and Ω = 0.1ωi. The dotted horizontal line shows the final energy for the molecule and the ion. tum and position operators
and we derive equations of motion for average values quadratic in the operatorsẑ i ,p i ,ẑ m ,p m . In principle the term linear inẑ i in the commutator in (34) couples the observables quadratic in positions or momenta to the linear ones. However, similarly to the analysis performed in RWA, we can neglect it assuming the effects of the laser field on the trapping potential for the ion are small for ηΩ ≪ ω i . In this way we obtain a set of linear equations, which we discuss in Appendix F. We solve the equations of motion numerically, determining the dynamics of the cooling process and the final energies of the molecule and the ion. Some sample dynamics of the cooling process is presented in Fig. 8 , which depicts the mean phonon number of the molecule and of the ion as a function of time. The presented results are calculated for ω m = 0.2ω i , ω c = 0.01ω i , m m = m i , and for cooling parameters corresponding to the regime of sideband cooling: γ = Ω = 0.1ω i , ∆ = −ω i and η = 0.1. Fig. 8.(a) presents the dynamics for A = 0.01, for which Γ 4Ω c (cf. Fig. 7 ). In this case we observe a very weak exchange of energies between the particles, which is due to the too fast cooling of the ion. This behavior is somehow similar to the Zeno effect that can be observed in quantum systems, corresponding to the suppression of the dynamics in the presence of frequent measurements performed on the system. In our case the dynamics of energy exchange is suppressed due to the too strong damping of the ion's motion. On the other hand, for A = 0.1 the parameters are well within the regime of efficient cooling (Γ 4Ω c ), which can be deduced from Fig. 7 . In this case the dynamics exhibits the presence of oscillations, which are damped in time due to the laser cooling process, which is illustrated in Fig. 8.(b) . Fig. 9 shows the dependence of the final energy of the molecule and the ion on the amplitude A, calculated for the same parameters as in Fig. 8 . We observe that the final energies of the molecule and the ion are equal, and that they increase with the amplitude A. Hence, the presence of the oscillating potential decreases the efficiency of laser cooling. To investigate whether this effect is related with the coupling between the molecule and the ion, or if it originates purely from the parametric modulation of the ion's trap, we performed simulations of the cooling, putting ω c = 0, which describes the situation of the molecule separated from the ion. Fig. 10 shows the dependence of the final energy of the ion on the detuning ∆, calculated for different values of the amplitude A. We observe that the modulation of the trapping frequency leads to an increase in the final energy, similarly to what is observed in the coupled ion-molecule system. For the parameters used in the simulation, the cooling is performed in the resolved-sideband regime, and for non-zero values of A we observe the appearance of a second sideband at the frequency ω i + ω f . For higher values of A (A ∼ 0.1), the cooling tuned to this second sideband is almost as efficient as the cooling at the sideband located at ω i .
Figs. 11 and 12 shows the final energy of the ion as a function of the Rabi frequency and of the spontaneous emission rate, respectively, evaluated for different values of the amplitude A. Again, we note that for any combi- nation of the cooling parameters the final energy of the ion increases with A. Finally, we can conclude that the lowest energies are achieved when Ω, γ ≪ ω i , and for the laser tuned to the first red-detuned sideband ∆ = −ω i . At the same time, the amplitude A should be kept as small as possible, limited only by desired rate of the energy transfer between the molecule and the ion.
V. CONCLUSIONS
In summary, we have analyzed sympathetic cooling of the center-of-mass motion of a polar molecule prepared in the internal rovibrational ground state and interacting with a laser-cooled ion. The ion and the molecule are confined in separate trapping potentials, and the energy exchange is mediated via the long-range ion-molecule polarization potential and the additional ion trap modulation allowing for an efficient exchange of phonons between the two particles. We have considered two distinct cooling schemes. In the first method the laser cooling and the energy exchange pulses are separated, while in the second scheme these two processes happen at the same time. In both cases the resulting cooling rate is determined by the slower of these two processes, which typically is the energy exchange process stimulated by the parametric resonance effect. For an example system of a Ca + ion interacting with a KRb polar molecule, the cooling rate of the ion can be as large as Γ i = 100KHz [35] , while the maximal coupling frequency ω max c determined in Section II is limited to 2π × 27KHz for trapping frequencies ω i = 2π × 1MHz and ω m = 2π × 100kHz. Assuming a slightly smaller value for the coupling ω c = 2π × 10KHz, for which the linear expansion of the potential is applicable, one gets the maximal cooling rate Γ = 2Ω c ≈ 6kHz for a moderate value of the modulation amplitude A = 0.3. This can be further increased up to Γ ≈ 2ω c = 20kHz for a modulation amplitude A ≈ 1, at the expense of a higher energy of the molecule at the end of the cooling process.
In this Appendix we present a microscopic derivation of the effective Hamiltonian (1) in an adiabatic approximation and we discuss its validity. We consider an ion of mass m i with positive charge +e. For simplicity we do not take into account the internal structure of the ion, which has a different electronic structure than the molecule, and is not affected by the optical trapping potential. We assume that the diatomic molecule is in its ground vibrational state (v = 0), and we treat it as a rigid rotor, neglecting the couplings to excited vibrational states. The molecule consists of two nuclei denoted as A and B, with charges Z A e and Z B e, and masses m A and m B , respectively. For simplicity we carry out our derivation in the nonrelativistic approximation, neglecting the effects of fine and hyperfine level splitting. The total Hamiltonian can be written as
The kinetic energy of the nuclei is
where the labels i and m denote, respectively, the ion and molecule COM degrees of freedom, M = m A + m B , BJ 2 is the kinetic energy of a rigid rotor, while B denotes the rotational constant of the molecule in the vibrational ground state (v = 0). In our derivation all the unprimed quantities refer to the space-fixed frame, whereas the primed ones refer to the rotating, moleculefixed frame.
The term H el is the electronic Hamiltonian, including the kinetic energy and Coulomb interactions
with the label j enumerating the electrons of the molecule.
The term H las describes the interaction of the molecule with a far-off-resonance laser light creating an optical potential. In the electric dipole representation
where d = e(Z A r A +Z B r B − j r j ) is the dipole moment of the molecule. We have applied the long-wavelength approximation, neglecting changes of the electric field E las on the scale of the molecule. The molecule can be optically trapped, for instance, by a pair of counterpropagating laser beams with circular polarization [36] , creating a standing wave
Here, the abbreviation (x → y → z) denotes the rest of the terms obtained by cyclic permutations of the x, y and z coordinates. For each Cartesian direction {e x , e y , e z } we include two pairs of laser beams with amplitudes
. This allows to cancel the influence of the tensor shifts, inducing a position dependent splitting of the rotational levels [36] . For simplicity we have assumed the same amplitude, wave vectors, and frequencies for all three directions of the laser beams. The versors of the spherical basis are denoted by {e − , e 0 , e + }, where e 0 = e z , e ± = ∓(e x ± ie y )/ √ 2, and φ x,y,z are the phase factors.
The Hamiltonian of the radio-frequency (RF) field H rf creating the trapping potential for the ion reads
where Φ rf (r, t) is the time-dependent electric field of the RF trap:
Here, ω rf is the frequency of the time-dependent electric potential, and u k (k = x, y, z) are amplitudes depending on the trap geometry [37] . The electric field at every instant of time fulfills the Laplace equation ∆Φ = 0. Hence, the coefficients u k , v k are subject to the following condition: u x + u y + u z = 0. For simplicity we have assumed that the RF trap is created only by the time dependent component, which allows to avoid the effects of molecule polarization in the electric field of the RF trap.
In the second term of (A6) describing the interaction of the molecule with the RF field, we have assumed the size of the molecule to be much smaller than the characteristic length scale of the electric field E rf (r, t) = −∇Φ rf (r, t).
The last term in the Hamiltonian describes the interaction of the molecule with the ion
where E i (r) = er/r 3 . We have only included the lowest order term in the multipole expansion, assuming the ionmolecule distance to be much larger than the size of the molecule. This breaks down at shorter distances, when the ion starts to distinguish separate components of the molecule, however, the details of the short-range physics of the ion-molecule interactions are not relevant for our analysis.
Below we indicate the basic steps of the derivation. Expansion in the basis of Born-Oppenheimer wave functions for the electron motion. We start from generating a complete set of electronic wave functions, parameterized by the positions of the molecule COM, r m and by the orientation (θ, φ)
where {r j } denotes the set of electronic coordinates. In this way the total wave function can be expanded in the basis of Born-Oppenheimer electronic wave functions Ψ({r j }, r i , r m , θ, φ, t) = n c n (r i , r m , θ, φ, t)
Φ n ({r j }|r m , θ, φ).
Since the basis is complete, the expansion of the wave function does not involve any approximations. Born-Oppenheimer approximation. We use the BornOppenheimer method, treating the electron motion in the adiabatic approximation. This assumes that the time scale of the electron dynamics is much faster than the dynamics of the molecule's nuclei, which is typically fulfilled since the electron is much lighter than the other two particles. Substituting expansion (A10) into the timedependent Schrödinger equation, we obtain a set of coupled differential equations for the expansion coefficients c n (r i , r m , θ, φ, t):
Adiabatic elimination of the excited electronic states: derivation of the optical trap potential. For a far-detuned laser, the excited states are only weakly populated and can be adiabatically eliminated. In the spirit of the Born-Oppenheimer approximation we can assume that the transitions between ground and excited electronic states, due to the laser light, occur on a time scale much shorter than the motion of the molecule and the ion, and the dynamics of their COM motion can be decoupled from the internal dynamics. The result of the adiabatic elimination is most conveniently expressed in terms of the dynamic polarizabilities α (ω) and α ⊥ (ω) in the directions parallel and perpendicular to the internuclear axis [38] . The calculation can be performed in a similar manner as described in Ref. [36] , with the only difference that here we consider a three-dimensional optical lattice. As a result we obtain the following trapping potential for a molecule:
where V 0 is the position independent component of the AC Stark shift
, and the trapping frequency is given by
The second laser with frequency ω ′ L is blue detuned from the resonance in order to make α (ω) and α ⊥ (ω) both negative. With this assumption ω 2 m is positive, and one can additionally adjust the parameters of the second laser to fulfill
which allows to cancel position-dependent terms sensitive to the orientation of the molecule. We note that in the case of a three-dimensional lattice created by laser beams of identical intensity, the AC Stark shift in the center of the lattice well (r = 0) does not depend on the molecule orientation, in contrast to a one-dimensional optical lattice [36] .
Time averaging over fast oscillations of the RF field: derivation of the Paul trapping potential. We replace the time-dependent RF field by an effective adiabatic potential for the ion, neglecting its fast micromotion on the time scale of ω rf [37] . Following the standard approach described in [37] , we obtain
rf ) for k = x, y, z. We can estimate the influence of the RF field on the molecule by considering the corresponding AC Stark shift Ω 2 /∆, resulting from the transitions J = 0 → J = 1. For a typical molecule (d ∼ 1D) and for electric fields down to distances of the order of few tens of harmonic oscillator lengths from the trap center, the Rabi frequency Ω ≪ ω rf . The rotational splitting given by B is typically much larger than ω rf 10MHz, therefore the detuning is of the order of ∆ ∼ B ∼ 1GHz and the resulting AC Stark shift of the molecule in the RF field can be neglected in comparison to the frequency of the optical potential. Now, including the adiabatic elimination and timeaveraging of the RF potential, we obtain the following equation for the wave function c g (r i , r m , θ, φ, t) corresponding to the electronic ground state:
Here, d gg = Φ g |d|Φ g is the dipole moment of the molecule calculated in the electronic ground state. It depends on the orientation of the internuclear axis, and its coordinates in the space-fixed spherical basis are given
q (θ, φ) for q = 0, ±1. Adiabatic elimination of the molecule rotational degrees of freedom. In analogy to the Born-Oppenheimer approximation for the electronic wave functions, we can perform an adiabatic approximation with respect to the ionic and molecular translational degrees of freedom. This can be done since the molecular rotations occur on a timescale 2π/B, which is much shorter that the time scale of the translational motion, given by 2π/ω i and 2π/ω m for the ion and the molecule, respectively. The total wave function can be expanded in the basis of wave functions Λ n (θ, φ|r i , r m ) of the rotational motion, parameterized by the positions of the ion and of the molecule c g (r i , r m , θ, φ, t) = n ψ n (r i , r m , t)Λ n (θ, φ|r i , r m ), (A17) which fulfill
The solutions of (A18) can be found by expanding in the basis of spherical harmonics Y JM (θ, φ)
where the z axis is chosen along r = r m − r i . Introducing a dimensionless parameter η = d gg E i (|r|)/B characterizing the coupling between angular momenta J and J ± 1, we observe that typically η ≪ 1 at ion-molecule distances corresponding to our cooling scheme. Therefore the eigenstates Λ n are dominated by |J, M with a small admixture of |J ± 1, M proportional to η. In this case we can solve for E n and Λ n , taking into account only |J, M , |J ± 1, M states, and neglecting couplings to other states. This yields
which is the sum of the unperturbed eigenvalue plus a small correction. For a molecule in the rotational ground state the eigenenergy is E 00 = −Bη 2 /6, which leads to an attractive potential between the ion and the molecule
For an ion stored in RF trap, a periodic modulation of the trapping frequency can be realized by adding to the electric field an additional component, which varies with a frequency ω f . To be more precise, the electric potential felt by the ion in the center of the trap should be of the form Φ(r) = (U +V cos ω rf t+W cos ω f t)(α x x 2 + α y y 2 + α z z 2 )/(2r 2 0 ), where ω rf is the frequency of the RF field, r 0 is the characteristic distance describing the size of the RF trap, and α x , α y , α z are geometrical factors depending on the spatial configuration of the trap [37] . At every instant in time Φ(r) has to fulfill the Laplace equation: ∆Φ = 0, hence α x + α y + α z = 0. Classically, the motion of the ion in the direction k (k = x, y, z) is governed by ). The motion is stable in the gray-shaded regions of the a-q plane. Inclusion of a field varying with frequency ω f modifies this stability diagram, which can be seen from Fig. 13 presenting the regions of stability calculated for ω f /ω rf = 0.05 and A = 0.1, 0.2, and 0.3. At each point on the a-q plane, the amplitude W is adjusted in such a way that the motion of the ion, averaged over the fast micromotion on the time-scale of ω rf , can be described effectively as a motion in the harmonic trap with the modulated frequency ω 2 i (t) = ω 2 i (1 + 2A cos(ω f t)). Finally, the parameters of the RF trap have to be chosen in such a way that the motion of the ion is stable simultaneously for all three spatial directions.
Appendix D: Adiabatic elimination
In this section we perform adiabatic elimination of the internal dynamics. The basic steps of this derivation are similar to the treatment of laser cooling of a single ion (cf. for instance Ref. [34] ). First we expand the ME (31) in powers of the Lamb-Dicke parameter η = k /(2m i ω i ) ≪ 1, retaining terms up to the second order in η:ρ where
las , ρ +
Here H
las , H
las , and H (2) las are the terms of expansion of H las in the powers of η: 
To lowest order in η, the dynamics is described by terms L 0I and L 0E , and the evolution of internal and external degrees of freedom is decoupled. The adiabatic elimination can be done provided that the internal dynamics is faster than the lowest-order coupling between the internal and external degrees of freedom, which is given by L 1 . Since the time-scale of the internal dynamics is given by Ω and γ (cf. Appendix E), the condition for the adiabatic elimination can be written as ηΩ ≪ γ, Ω.
The adiabatic elimination is done with the help of the projection operators technique [32] . We introduce the operator Pρ = ρ s Tr I {ρ}, where the trace is taken over the internal degrees of freedom, and ρ s denotes the stationary density matrix of the internal states: L 0I ρ s ≡ 0. First we project the ME (D1) using P and the complementary operator Q ≡ 1 − P. Then applying the identities PL 0E = L 0E P, PL 0I = L 0I P = 0 we obtain the following set of differential equations for the functions u(t) = Pρ(t) and w(t) = Qρ(t)
We solve (D9)-(D10) for u(t) using the Laplace transformation. This leads us tȯ
In the next step we apply the Markov approximation to the function under integral: u(t − τ ) ≈ u(t), and we neglect in (D11) all the terms of order higher than η 2 . In this way we arrive aṫ
Finally we trace over the internal degrees of freedom obtaining the ME for the reduced density operator ρ e = Tr I {ρ}. A calculation of the trace of the first term on r.h.s. of (D12) gives
Tr I {PL 2 u(t)} = i k 2 Ω 4 σ x s [z In the derivation of (D16) we have applied the following approximation e τ L0E (z i ρ e (t)) = (e τ L0E z i )(e τ L0E ρ e (t)) ≈ (e τ L0E z i )ρ e (t), which is compatible with the Markov approximation used in the above equations. The symbol z i (τ ) denotes the operator evolved according to L 0E :
while σ y (τ )σ y (0) s ≡ Tr I σ y (e τ L0I σ y ρ ss )
is a two-time correlation function, discussed in more details in the next section. 
we can calculate the function S(ω) defined in (47): 
