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Abstract
We show how non-near horizon p-brane theories can be obtained from two embedding constraints in
a flat higher-dimensional space with two time directions. In particular, this includes the construc-
tion of D3-branes from a flat 12-dimensional action, and M2- and M5-branes from 13 dimensions.
The worldvolume actions are determined by constant forms in the higher dimension, reduced to the
usual expressions by Lagrange multipliers. The formulation affords insight into the global aspects
of the spacetime geometries and makes contact with recent work on two-time physics.
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1 Introduction
It is well known that the description of an anti-de Sitter (AdS) space in d dimensions is
facilitated by embedding it in a flat (d + 1)-dimensional space with two time directions.
The embedding is obtained by one constraint and gives a manifestly SO(d−1, 2) symmetric
description of the global properties of the geometry. Any choice of coordinates on the d-
dimensional manifold will break this manifest symmetry.
An even more obvious example of extending the dimension for a better understanding
of the geometry is the description of the sphere geometry Sd in a (d + 1)-dimensional flat
space.
The two examples above are combined in [1], where the AdSp+2 × Sn−1 near-horizon
geometry of p-branes in D = p+ n+ 1 dimensions is described starting from a flat (D + 2)-
dimensional space. Two constraints are imposed, which, respectively, reduce p+3 dimensions
to the AdSp+2 manifold and n dimensions to the S
n−1-sphere. The Born–Infeld actions for the
near-horizon theories of various branes are obtained from those in a flat (D+2)-dimensional
space by adding terms with two Lagrange multipliers, imposing the embedding constraints.
The Wess–Zumino (WZ) terms in the actions are obtained from a (p + 2)-form, which is
integrated over a (p+ 2)-dimensional manifold which has the worldvolume as its boundary.
It is interesting therefore to ask whether the full spacetime metric of a brane may be
isometrically embedded in IED,2. Apart from its possible relevance to the existence of exotic
theories with two times, it is possible that isometric embeddings of D- and M-brane metrics
as submanifolds of flat space may have some technical advantages for quantizing particles
or strings moving in these backgrounds, since one may think of them as free particles or
strings subjected to nonlinear constraints. One might try to implement Dirac’s procedure
for quantization with constraints.
We will generalize the constructions of [1] for non-near-horizon brane geometries. We
will show that even if the geometry is not a product of an AdS with a sphere, the brane
geometry can be embedded in a flat (D + 2)-dimensional space with two time directions.
The two constraints are in this case not expressed on separate coordinates of the embedding
space, but involve a non-trivial mixing of the coordinates. Also the forms for the WZ terms
are obtained in this picture. For that construction, we follow [3] where it is proposed that
a p-brane evolving in a space with two times should couple to a (p+ 3)-form field strength.
The field strength is contracted to a (p+2)-form which can be used for the WZ term. To do
this contraction we will have to introduce an extra vector field which will be of an elegant
form only in the near-horizon limit.
One may wonder whether the whole geometry cannot be embedded with just one extra
dimension and why we need two time directions in the embedding space. First of all it has
been shown [4] that the embedding of a surface in a flat space of co-dimension 1 imposes, by
1
use of the Einstein equations of motion, that the surface has constant curvature, if the surface
has dimensionality d > 2. This corresponds to the familiar cases of the embedding of spheres
and (anti-)de Sitter manifolds in flat spaces with only one more dimension. Therefore, in
order to embed a brane background, we need at least two extra dimensions.
To determine the signature of the metric of the embedding space we use the following
argument. An interesting aspect of brane spacetimes is that they are not globally hyperbolic4.
According to Penrose [5], a global isometric embedding into a flat space with one time, i.e.
into IEn,1, is not possible for a spacetime which is not globally hyperbolic. One needs at least
two times. Penrose’s argument is essentially that the restriction of the time coordinate X0
of IEn,1 to the embedded spacetime M would serve as a time-function on M , i.e. a function
which increases along every future-directed timelike curve. Moreover, if the embedding is
suitably regular, the level sets (constant time slices) would actually serve as Cauchy surfaces
on M, implying global hyperbolicity. No such obstruction arises for embeddings into flat
spacetimes with more than one time.
What we will describe in this paper is therefore a minimal embedding of general brane
backgrounds in flat spaces with two extra dimensions and (D, 2) signature.
In the case of particles in brane backgrounds, the constraints determining the embedding
in a space with two time directions can be studied in the Hamiltonian formalism leading to
canonical quantization. We first treat these constraints as second-class constraints, finding
the corresponding system of Dirac brackets. Furthermore, as discussed in [6, 7], particle
systems in spaces with two times can also be associated with first-class constraints closing
an Sp(2) algebra (the local version of the Sp(2) relating coordinates and momenta in phase
space). We will obtain these constraints. However, it turns out that the action for a particle
in a brane background can be written as a gauge-fixed form of the action constructed in [6]
only in the case of a conformally flat metric, i.e. in the near-horizon limit.
In section 2 we give the embedding of the geometry, first in general and then comment
on the near-horizon approximation, and on connecting regions separated by coordinate sin-
gularities. The worldvolume actions will be constructed in section 3. The essential step
in that section is the construction of the forms. First, general results for the electric field
strengths are given, before completing the construction for the cases D3, M2 and M5 sep-
arately. In section 4 we will give the Dirac analysis of constraints in the particle case and
make connection with the works of [6].
4A space is called globally hyperbolic if it possesses a Cauchy surface.
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2 Embedding: The geometry
In this section we describe the embedding of an SO(n) invariant p-brane in a (D + 2) =
(n + p + 3)-dimensional spacetime. We will obtain the embedding by demanding that the
known metric of the brane be obtained from a flat (D, 2) metric. Thus, we demand that
the embedding is isometric5. With an ansatz where the D + 2 flat coordinates are written
in terms of a particular mixing of hyperspherical and horospherical coordinates, 3 of these
coordinates are left as unknown functions of the coordinate r describing the distance from
the brane. This leads to two constraints, as we first show for a rather general type of metric
in D dimensions with SO(p, 1) × SO(n) symmetry. Then we specialize to the metric for
non-dilatonic D- and M-branes. In the third subsection, we look to the structure beyond
the horizon to obtain an insight in the global structure.
2.1 The general case
The p-brane original spacetime is D-dimensional, and the geometry can generally be de-
scribed by a metric of the form
ds2 = A(r)2
[−dt2 + dxp.dxp]+B(r)2 dr2 + C(r)2 dΩ2n−1, (2.1)
where dxp.dxp is the p-dimensional spacelike part on the worldvolume, and dΩ
2
n−1 is the
n-sphere metric. The metric has manifest Poincare´ invariance on the worldvolume, as well
as SO(n) invariance in the transverse space.
Now we consider the embedding space, for which we consider Cartesian coordinates XM ,
with M = 0, . . . , D + 1, which we divide as follows:
XM =


Xµ µ = 0, . . . , p
Xp+1
Xp+2
Xα α = p+ 3, . . . , D + 1.
(2.2)
The flat metric with signature (D, 2) can be written as
ds2 = −(dX0)2 + (dX1)2 + · · ·+ (dXp+1)2 − (dXp+2)2 + · · ·+ (dXD+1)2. (2.3)
5An embedding is said to be isometric at a point p iff g(U, V ) = g(f∗U, f∗V ), where (M, g) is the manifold
to embed, (M¯, g¯) the embedding space, f is the embedding (f : (M, g) → (M¯, g¯)), f∗ is the differential of
f , and U and V are two elements of TpM [8, 9]. This basically means that length and angles are preserved
in mapping from TpM to TpM¯ . When chart-induced bases are used both on M and M¯ , we have for the
isometric condition gαβ = X
A
,αX
B
,αg¯AB.
3
From the viewpoint of the embedding, the (D + 2)-dimensional coordinates XM are the
embedding functions. Hence, the D-dimensional geometry will be described by two con-
straints in the (D+2)-dimensional coordinates, in the same way that a sphere S2 embedded
in R3 is described by one constraint in the 3-dimensional coordinates, namely the equation
X2 + Y 2 + Z2 = R2 in Cartesian coordinates. We now describe one way to obtain these
two constraints. We start by making a change of coordinates in the (D + 2)-dimensional
spacetime so as to make manifest a subgroup SO(p, 1)× SO(n) ⊂ SO(p+ n+ 1, 2). This is
achieved by using a mixture of hyperspherical and horospherical coordinates {ρ, z, xµ, β, nα},
as follows:
Xp+2 −Xp+1 = ρ
z
,
Xp+2 +Xp+1 = ρz +
ρ
z
xµxµ,
Xµ = ρ
xµ
z
,
Xα = βnα, (2.4)
where nα parametrize6 the sphere Sn−1. With this change of coordinates, the metric reads
ds2 = −dρ2 + ρ
2
z2
[
dxµ dxµ + dz
2
]
+ dβ2 + β2 dnα dnα. (2.5)
In the comparison between (2.5) and (2.1) we identify dxµ dxµ with −dt2 + dxp.dxp and
dnα dnα with dΩ2n−1. Then β, ρ and z are functions of r to be determined. The comparison
gives
β = C(r)
ρ
z
= A(r)
−dρ2 + ρ
2
z2
dz2 + dβ2 = B(r)2 dr2. (2.6)
These encode the two aforementioned constraints, since we reduce from three degrees of
freedom (ρ, z, β) to one (r). The differential equation can further be written as
C ′2 − B2
A′
= (ρz)′ ≡ F ′, (2.7)
6The nα can be seen as the Cartesian coordinates in Rn so that they define the unit sphere Sn−1
as
∑
α(n
α)2 = 1 and hence, the metric on this sphere, dΩ2n−1 is given by the Euclidean metric on R
n
restricted to the hyperspherical hypersurface Σ. The relation between nα and the usual hyperspherical
angular coordinates (θ, φ1, . . . , φn−2), is, for example, for p = 3: n
6 = sin(θ) sin(φ1) sin(φ2) sin(φ3) sin(φ4),
n11 = sin(θ) sin(φ1) sin(φ2) sin(φ3) cos(φ4), n
10 = sin(θ) sin(φ1) sin(φ2) cos(φ3), n
9 = sin(θ) sin(φ1) cos(φ2),
n8 = sin(θ) cos(φ1), n
7 = cos(θ).
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where the prime denotes differentiation with respect to r. Hence, we can impose the con-
straints while making the coordinate transformation (or, in other words, while defining the
embedding functions) by replacing (2.4) by
X− ≡ Xp+2 −Xp+1 = A(r)
X+ ≡ Xp+2 +Xp+1 = F (r) + A(r)xµxµ
Xµ = A(r)xµ
Xα = C(r)nα. (2.8)
We can, furthermore, express the constraints in terms of the XA coordinates only. De-
noting the inverse function with an overbar, i.e. f¯(f) = f(f¯) = identity, we can write
r = A¯(Xp+2 −Xp+1). Thus, our two constraints are
φ1(X
+, X−, Xµ) = X−X+ −XµXµ −X−F (A¯(X−)) = 0
φ2(X
−, Xα) =
∑
α
(Xα)2 − [C(A¯(X−))]2 = 0. (2.9)
These constraints are thus determined by the functions A, C and F . The latter is determined
up to a constant by (2.7) in terms of A, B and C. Note that so far there is no definition
of the radial variable r. We can use different parametrizations; for example, it will turn out
that in some cases it is useful to take A or C itself as the radial variable. Thus in the first
case one may take the equations here with A(r) = r, and in the second case C(r) = r. In
the standard brane cases, the functions A, B and C will take the form of some harmonic
function to some power in the transverse space to the brane. We will further adopt the
name r for that transverse coordinate, use just the name A for the parameter in the first
mentioned parametrization and use R for the radial coordinate such that C(R) = R.
2.2 Non-dilatonic D- and M-branes
From now on we will assume that the functions A, B and C are indeed harmonic functions
in n dimensions with a flat limit at r → ∞. For non-dilatonic D- and M-branes, they are
of the following form:
H =
(
1 +
1
rκ
)
A(r) = H−1/(p+1)
B(r) = H1/κ
C(r) = rH1/κ
κ ≡ n− 2 = D − p− 3. (2.10)
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Here a priori r > 0 and r = 0 corresponds to the horizon, but we will come back to this in
section 2.3.2. The values for p, κ and
w =
p+ 1
κ
(2.11)
for these branes are summarized in table 1. Under these conditions, the second constraint
p κ w
D3 3 4 1
M2 2 6 1
2
M5 5 3 2
Table 1: The non-dilatonic branes
in (2.9) implies ∑
α
(Xα)2 =
(X−)−2w
[(X−)−(p+1) − 1]2/κ
. (2.12)
With an explicit form for the functions A, B and C we can evaluate the function F .
Using (2.7) we obtain
F ′(r) = −wr1−κ(1 + r−κ) 2κ+ 1p+1−1(1 + 2rκ), (2.13)
which can be integrated to give (up to a constant)
F (r) = −w
κ
[
B rκ
rκ+1
( −1
p+ 1
, 1− 2
κ
)
+ 2B rκ
rκ+1
(
p
p+ 1
,−2
κ
)]
. (2.14)
Here we used the incomplete beta function
Bx(a, b) =
∫ x
0
ta−1(1− t)b−1 dt = a−1xa 2F1(a, 1− b; a+ 1; x),
which is defined for 0 < x ≤ 1. This means that F (r) is well defined in the region r > 0,
which is what we were looking for.
The near-horizon approximation. It is well known that the isometry group of AdSn,
i.e. SO(n−1, 2), acts as the conformal group on an (n−1)-dimensional Lorentzian manifold
(in particular, on its conformal boundary). It has also been known for some time [10] that
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AdS spacetimes arise as the geometry of some BPS branes in the near-horizon limit. For
instance, for the M2-, M5- and D3-branes, the near-horizon geometry is AdSp+2 × SD−p−2.
Therefore, if we study these branes on the backgrounds of their own near-horizon geometries,
conformal field theories on the branes worldvolumes should arise. In [1], such a study was
performed by embedding the near-horizon supergravity solutions in a (D + 2)-dimensional
spacetime. As we discussed in the previous section, for the three mentioned solutions the
geometry takes a form like (2.1) with A, B and C given by (2.10). For small r, we obtain
B =
C
r
∼ 1
r
, A ∼ r1/w, F ∼ w2r−1/w (2.15)
so that for the three cases, the embedding functions (2.8) reduce to those used in [1].
2.3 Passing through the horizon
Using the embedding (2.8) we can now study the global properties of the brane geometries.
Before considering the higher-dimensional D- and M-branes, let us first look at the easier
and lower-dimensional example of the extreme Reissner–Nordstrøm (RN) black hole (a large
list of embedding functions for other solutions of general relativity is given in [11]).
2.3.1 Example: extreme Reissner–Nordstrøm black hole.
The RN black hole fits our general embedding scheme with D = 4 and p = 0, κ = 1,
w = 1. Here, rather than working with the radial variable r as in (2.10), we use the variable
R, which, as mentioned at the end of section 2.1, has the property C(R) = R. Then the
functions A and B are given by A(R) = B(R)−1 = 1 − 1/R. The variable R is just shifted
with respect to r, as R ≡ r+ 1, and the horizon is now at R = 1, and R = 0 corresponds to
the singularity. Using (2.7), we then find
FRN (R) =
1
R − 1 − 3R−R
2 − 4 log |R− 1|.
The near-horizon limit of the extreme RN metric is AdS2×S2. AdS spaces are naturally
defined by their embedding. Figure 1 shows AdS2 using two different parametrizations.
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Figure 1: AdS2. Left, horospherical coordinates (X
− = A, X+ = 1/A− At2, X0 = At) and
right, hyperspherical coordinates (X0 =
√
1 + u2 cos v, X1 =
√
1 + u2 sin v, X2 = u). Note
X± = X1 ±X2.
Note that the horospherical embedding seems to have problems at X− = 0, because this
parametrization goes bad as A = X− → 0. This is just an artefact of the parametrization and
is not a feature of the embedded surface itself, as can be seen from the other parametrization.
The holes in the left figure are due to limits in the range of t and r. For example, we have
to start from a finite r > 0 in order to have no singularities in the functions.
The entire Reissner–Nordstrøm black hole geometry can be drawn in a similar fashion
using parametrization (2.8) as is shown in figure 2. Note that we used a slightly different
orientation as in the AdS2 pictures.
We can read off the following global features from the picture. The geometry consists of
2 distinct regions: region I is the asymptotically flat region for R > 1 which corresponds to
X− > 0. For big R the surface flattens and X− → 1, which is the flat limit. Region II is the
region inside the horizon (X− < 0). The singularity (R = 0) corresponds to X− → −∞. The
two regions are connected in an AdS throat (cf figure 1). It seems that these two regions are
disconnected, the constant time lines all diverge near X− = 0 and never cross the horizon.
As in the AdS case, this is just an artefact of the parametrization. Actually, we know that
the near-horizon geometry is equivalent to AdS2, which has no problems at its ‘horizon’.
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Figure 2: Extreme Reissner–Nordstrøm black hole. Top, parametrized by R and t. Bottom, in
advanced Finkelstein coordinates R and v (with v = t−R∗, where R∗ = ∫ B(R)
A(R)
dR). The fat
line indicates the horizon. Recognize the two different regions: on the left the asymptotically
flat region I (X− > 0) and on the right the interior region II (X− < 0) connected in the
AdS throat. Compare the constant v (bottom) with constant t lines (top) which correspond
to infalling lightlike geodesics. In the v parametrization they pass through the horizon into
the interior region and end at the singularity instead of diverging at the horizon.
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One of the features of AdS spaces is that they admit closed timelike curves, which can
be clearly seen in figure 1. The usual remedy for this is to consider the covering space CAdS
instead of AdS itself. Looking at figure 2 we see that our RN black hole geometry suffers
from the same problem, it admits closed timelike curves (remember that X0 and X2 both are
timelike directions). Again this is remedied by considering the covering space. The result
of this of course is that the space then consists of multiple universes. It is this covering
space that is depicted in the familiar Penrose–Carter diagram for the extreme RN black hole
(figure 3).
In textbooks one usually shows that the horizon of a black hole is regular by adopting
special coordinates in which you can follow the geodesics through the horizon inside the
black hole, the so-called advanced (or retarded) Finkelstein coordinates. We can do the
same thing with our embedding as is shown in figure 2.
I
II
I
II
II
I
I
I
I
I
I
Figure 3: Penrose–Carter diagrams. Left, p even (including the extreme Reissner–Nordstrøm
black hole); right, p odd. The different regions I and II are indicated.
2.3.2 Non-dilatonic branes.
As discussed in [12], the general brane solution case (2.10) can be divided in two classes: p
odd or p even.
Let us first consider the p odd case. In the region r > 0, the exterior region, the function
A(r) is analytic and positive and vanishes as r → 0. If we take A to be our new radial
variable instead of r, we see that A can be continued through the horizon to negative A [12].
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The range of A is from −1 to 1. The analytic extension of the metric is
ds2 = A2 dxµ dx
µ +
(
1− Ap+1)−2/κ [w2 (1− Ap+1)−2A−2 dA2 + dΩ2] , (2.16)
which is even in A. This leads to
F (A) = −w
κ
(sign A)
[
BAp+1
( −1
p+ 1
, 1− 2
κ
)
+ 2BAp+1
(
p
p+ 1
,−2
κ
)]
. (2.17)
The embedding functions (2.8) are then odd in A. This means that the embedded space is
symmetric around the horizon and completely non-singular. (Up to a factor, A corresponds
to ω in [12], where the same continuation was discussed.) The Penrose diagram for these p
odd brane geometries is shown in figure 3. For the non-dilatonic branes, D3 and M5 fit this
picture. The embedding (figure 4) shows these features nicely. It is clearly visible that there
is no interior region, just two symmetric ‘exterior’ regions connected in the AdS throat as
was expected from the Penrose diagram.
In the p even case, the metric and embedding functions are neither even nor odd. It
is useful in this case to adopt so-called Schwarzschild coordinates, which are defined by
Rκ = rκ + 1. In these coordinates the horizon (which is still a coordinate singularity) is
at R = 1. At R = 0 there is a true curvature singularity (the radial variable used in
the Reissner–Nordstrøm example actually was a Schwarzschild variable). Expressed in this
coordinate, A(R) can be continued through the horizon into negative A and its range is
{−∞, 1}. As already stated in [12], the Penrose diagram for these spaces is equivalent to
the extreme Reissner–Nordstrøm diagram (see figure 3).
The embedding of the M2-brane metric illustrates these features (figure 5). The ex-
pression (2.14) of F is well defined only in the region R > 1. It is not possible to find a
continuous expression for F valid in both regions (0 < R ≤ 1 and R > 1). Nevertheless, a
continuous embedding is obtained using in the interior region
F (R) =
w
κ
[
BRκ
(
1
p+ 1
+
2
κ
,− 1
p+ 1
)
− 2BRκ
(
1
p+ 1
+
3
κ
,− 1
p+ 1
)]
.
Note that the global structure of the M2 indeed resembles that of the extreme RN black
hole (cf figures 5 and 2).
As in the RN case, we can directly read off some of the global properties from the figures.
Again the spaces admit closed timelike curves or, as it is put in [2], they are wrapped in
time. The alternative is of course again taking the covering space, resulting in an infinite
stack of connected universes.
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Figure 4: p odd branes. a: (top) D3 and b: (bottom) M5. Two asymptotically flat regions
connected in AdS.
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Figure 5: p even: M2. It has the same structure as the RN black hole
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Figure 6: M5-brane metric parametrized by r and v = t + R∗. Constant v lines (infalling
lightlike geodesics) pass the horizon into the next region.
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To show that the horizon is completely regular, we can reparametrize the embedding
in Finkelstein coordinates as in the case of the RN black hole. Figure 6 shows part of the
embedding of theM5-brane metric using these Finkelstein coordinates. The constant v lines
(v is the advanced Finkelstein time coordinate v = t + R∗ as defined in most textbooks)
correspond to infalling lightlike geodesics and they clearly pass through the horizon into the
next region.
3 The brane action
We would like to write the action of a brane placed in the background of other branes using
the embedding in the D+2 = n+ p+3 spacetime. A typical (schematic) form of the action
is
Sp+1 =
∫
W
dp+1ξ
√− detGµν +
∫
B (W=∂B)
Ω(p+2)
+
∫
W
dp+1ξ [λ1φ1(X
+, X−, Xµ) + λ2φ2(X
−, Xα)], (3.1)
where W is the (p+1)-dimensional worldvolume of the brane. The expression for Gµν differs
for each case. For example, for Dp-branes Gµν ≡ ∂µXM∂νXNηMN +Fµν , with Fµν the field
strength of the gauge field living on the worldvolume of the brane. The fields λ1, λ2 are
two Lagrange multipliers implementing the constraints (2.9). Ω(p+2)(X
M) is a function of
the forms coupling to the brane, such that it reduces to the appropriate Wess–Zumino term
when projected on the physical hypersurface determined by the constraints. The explicit
form of Ω(p+2) will be determined, for the non-dilatonic D3-, M2- and M5-brane cases, in
the next subsections.
3.1 Embedding the field strength
Let us now study the embedding in the (D + 2)-dimensional space of the field strengths
appearing in the Wess–Zumino term of the action (3.1). We will follow the suggestion of
[3]. The idea would be that a brane (extended in p spatial directions) fluctuating in a
spacetime with two times should evolve in both the time directions, and therefore couple to
a (p+ 3)-form field strength. We assume therefore that the (D+ 2)-dimensional theory can
be coupled to rank p + 3 electric field strengths Ke, and to rank n magnetic field strengths
Km, coupling to branes with p spacelike directions evolving in 2 times. We then ask that
the rank p + 2 field strengths F coupled to p-branes in D-dimensional supergravity be a
restriction of Ke (Ke + Km for the D3-brane case) to the D-dimensional hypersurface Σ.
14
This ansatz is the most natural one for the D3-brane, because in this case the 10-dimensional
self-dual field strength is extended to a self-dual field strength in 12 dimensions. If there
were a supergravity theory in D = 12, the bosonic configuration with flat (10, 2)-space and a
constant self-dual field strength would solve the equations of motion. This is obvious for the
Maxwell equation (there can be no Chern–Simons terms built from a 5-form potential in 12
dimensions and so the Maxwell equation would take the standard form), but for the Einstein
equations it is only true because the field strength is self-dual. In a D-dimensional spacetime
with Euclidean or Kleinian signature (i.e. zero or two times) a self-dual field strength has a
vanishing energy–momentum tensor for D = 4 mod 4. (For Lorentzian signature it is D = 2
mod 4.) What this would mean is that the ten-dimensional D3-brane solution would just be
the projection to a complicated hypersurface of an almost trivial 12-dimensional supergravity
solution.
Let us start by analysing how an electric (p+ 2)-form field strength F (p+2) coupling to a
p-brane becomes embedded in the (D + 2)-dimensional space. Our aim is to obtain F as a
restriction of a (p+ 3)-form K(p+3) to the D-dimensional hypersurface Σ.
A general non-dilatonic brane is described in D dimensions by the fields [13]
ds2 = H−2/(p+1)
[−dt2 + dx21 + · · ·+ dx2p]+H2/κ [dr2 + r2 dΩ2D−p−2],
G01...p = −H−1 = −Ap+1,
Φ = constant = 0, (3.2)
with the notation of section 2. The only non-vanishing components of the field strength
F = dG, are those related to the components given above by antisymmetry. Taking that
into account, we can write the (electric) field strength as
F = −(p+ 1)ApA′ dr ∧ dt ∧ dx1 ∧ · · · ∧ dxp, (3.3)
where a prime denotes differentiation with respect to r.
To find the embedding, we start by considering a constant (p+3)-form inD+2 dimensions
Ke =
p+ 1
(p+ 3)!
ǫµ′
0
...µ′
p+2
dXµ
′
0 ∧ dXµ′1 ∧ · · · ∧ dXµ′p+2 . (3.4)
Primed indices run over µ′ = 0, . . . , p + 2. In order to obtain a rank (p + 2) field strength,
we contract Ke with a vector field V , with components V = V
M( ∂
∂XM
), which we take to be
arbitrary (there is a sign ambiguity in this contraction; we chose to make it on the left, i.e.
Aµ′
1
...µ′p+2
= V µ
′
0Kµ′
0
...µ′p+2
). Such a contraction yields
Ke(V ) =
p+ 1
(p+ 2)!
ǫµ′
0
...µ′p+2
V µ
′
0 dXµ
′
1 ∧ · · · ∧ dXµ′p+2 . (3.5)
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Then, we reduce the resulting (p + 2)-form to the D-dimensional hypersurface by using the
embedding functions (2.8),
Ke(V )|Σ = 12(p+ 1)A′Ap+1 dr ∧ dt ∧ dx1 ∧ · · · ∧ dxp
××
[
2V µxµ + V
+
(
F ′
A′
− xµxµ
)
− V −
]
, (3.6)
where we have defined V ± ≡ V p+2±V p+1. Next we impose that Ke(V )|Σ = F . To determine
V M , we use the ansatz V M = (V µ
′
, V α) = (α(r)Xµ
′
, V α). Because Ke only has components
in the longitudinal directions, V α stays undetermined. When the field strength also includes
a magnetic part, this V α comes into play, as we will see in the next section. It follows that,
in order for (3.6) to match with (3.3), α(r) has to obey
α(r)
(
AF ′
A′
− F
)
= − 2
A
. (3.7)
We use (2.7) to determine α(r)
α(r) =
2
AF + w2C2(2Cκ − 1) . (3.8)
The general form of the vector field in terms of the (D + 2)-dimensional coordinates is
V µ
′
=
2Xµ
′
w2(XαXα) [2(XαXα)κ/2 − 1 + w−2]−XMXM . (3.9)
If we take the near-horizon limit, with use of (2.15) we find α(r) ∼ 1/w2, which matches
with the results in [1] (see formula (2.17) in that paper).
3.2 D3-brane embedding
The 10-dimensional Wess–Zumino term is the integral of the self-dual field strength F that
couples to theD3-branes solution of the type IIB supergravity theory. For the 12-dimensional
theory we construct a self-dual 6-form K, i.e.
⋆ K ∧K = η12|K|2, (3.10)
where η12 is the volume form on the 12-dimensional spacetime. Our aim is to obtain F as
a restriction of K to the 10-dimensional surface Σ. The D3-brane is described by the fields
(3.2) introduced in the previous subsection, with p + 1 = κ = 4, D = 10. In this case,
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the only non-vanishing components of the field strength F = dG are those related to the
components in (3.2) by either antisymmetry or self-duality. Taking that into account we can
write the (anti)self-dual field strength as
F = H ′H−2 dt ∧ dx ∧ dy ∧ dz ∧ dr +H ′H−1/2
√
|g|dθ ∧ dφ1 ∧ dφ2 ∧ dφ3 ∧ dφ4, (3.11)
where a prime denotes differentiation with respect to r. In terms of the embedding functions,
the last expression reads
F = −4A′A3 dt ∧ dx ∧ dy ∧ dz ∧ dr + 4ω(5), (3.12)
where ω(5) ≡ sin(θ)4 sin(φ1)3 sin(φ2)2 sin(φ3) dθ ∧ dφ1 ∧ · · · ∧ dφ4 is the volume form on the
unit 5-sphere.
To find the embedding, we start by considering a constant self-dual six-form in 12 di-
mensions
K =
4
6!
(ǫµ′
0
...µ′
5
dXµ
′
0 ∧ dXµ′1 ∧ · · · ∧ dXµ′5 + ǫα1...α6 dXα1 ∧ dXα1 ∧ · · · ∧ dXα6). (3.13)
We have written K in a manifestly SO(4, 2)× SO(6) invariant form. In order to obtain a
rank-5 field strength, we contract, as we have done for the general electric case, K with a
vector field V , with components V = V M( ∂
∂XM
). Such a contraction yields
K(V ) =
4
5!
(ǫµ′
0
...µ′
5
V µ
′
0 dXµ
′
1 ∧ · · · ∧ dXµ′5 + ǫα1...α6V α1 dXα2 ∧ · · · ∧ dXα6). (3.14)
Then, we reduce the resulting 5-form to the 10-dimensional hypersurface by using the em-
bedding functions (2.8). By requiring the matching K(V )|Σ = F , we obtain the constraints
for our vector field V . The resulting 5-form K(V ) is the looked-for Wess–Zumino form Ω5.
Let us analyse separately the two terms in the right-hand side of (3.12)–(3.14). The
electric part has already been studied in the general case in the previous subsection. In this
case it gives V µ
′
= α(r)Xµ
′
with
α(r) =
2
2(XαXα)3 −XMXM . (3.15)
The angular part in (3.13) can be rewritten in terms of the radial coordinate r and of
the angular coordinates θ,φi (i = 1, . . . , 4) as
1
6!
ǫα1...α6 dX
α1 ∧ · · · ∧ dXα6 = C ′C5√gS5 dr ∧ dθ ∧ dφ1 ∧ · · · ∧ dφ4
= C ′C5 dr ∧ ω5, (3.16)
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where gS5 is the determinant of the metric of the unit 5-sphere in polar coordinates.. In order
for the second term in (3.14) to match with the second term in (3.12), we have to require
that the vector V points in the radial direction when decomposed on the r, θ, φi basis, that
is
V α
∂
∂Xα
≡ V α ∂r
∂Xα
∂
∂r
. (3.17)
This gives
1
5!
ǫα1...α6V
α1 dXα2 ∧ · · · ∧ dXα6 = C ′C5V α ∂r
∂Xα
ω5. (3.18)
The matching with (3.12) requires
V α
∂r
∂Xα
= (C ′C5)−1, (3.19)
which is solved, with the ansatz V α = ǫ(r)Xα, by7
V α = C−6Xα = (1 + r4)−3/2Xα. (3.20)
We notice that ǫ(r = 0) = α(r = 0) = 1, so that in the near-horizon approximation we
have V M = XM and K(V ) becomes the potential for the 12-dimensional self-dual form K
(up to a constant), making contact with the work in [1]. The general form of the vector field
in terms of the 12-dimensional coordinates is
V µ
′
=
2Xµ
′
2(XαXα)3 −XMXM , V
α =
Xα
(XβXβ)3
. (3.21)
3.3 M2-brane embedding
For M2 the Wess–Zumino form is the rank 4 (electric) field strength F . We require that
this field strength be a restriction of Ke to the 11-dimensional hypersurface.
The fundamentalM2-brane is described in 11 dimensions by the fields (3.2) with p+1 = 3,
κ = 6, and F = dG an electric field strength, i.e.
F = −3A′A2 dx0 ∧ dx1 ∧ dx2 ∧ dr. (3.22)
Repeating the general analysis, we require that F = K(V )|Σ, where K is a constant
5-form in 13 dimensions
K =
3
5!
ǫµ′
0
...µ′
4
dXµ
′
0 ∧ dXµ′1 ∧ · · · ∧ dXµ′4 . (3.23)
7 We have used the relation C2(r) = XαXα, from which
∂r
∂Xα
= ∂r
∂C2(r)
∂C2
∂Xα
= (CC′)−1Xα.
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The vector field V , with components V = V M( ∂
∂XM
), turns out to be V M = (V µ
′
, V α) =
(α(r)Xµ
′
, V α) where
α(r) =
8A
4A2F + r2(1 + 2r6)
, (3.24)
and V α stays undetermined. Written in terms of 13-dimensional coordinates, the general
form of the vector field V M is
V M =
(
V µ
′
, V α
)
=
(
8Xµ
′
XαXα [3 + 2(XαXα)3]− 4XMXM , V
α
)
. (3.25)
The Ω4 of (3.1) is K(V ).
3.4 M5-brane embedding
Let us now perform a similar construction for the M5-brane background. We start with the
11-dimensional metric describing the geometry of the M5-brane
ds2 = H−1/3(−dt2 + dx21 + · · ·+ dx25) +H2/3(dr2 + r2 dΩ(4)), (3.26)
with H = 1 + 1/r3. The M5 is a solitonic solution of 11-dimensional supergravity [14], and
is coupled in a magnetic way to the 4-form
F (4) = dA(3) = H ′H−1/2
√
|g|dθ ∧ dφ1 ∧ · · · ∧ dφ3 = 3ω(4) (3.27)
and in an ‘electric’ way to the 7-form
F (7) = ⋆F (4) + A(3) ∧ F (4) = −H−2H ′ dx0 ∧ · · · ∧ dx5 ∧ dr. (3.28)
The expression (3.28) for the electric coupling to M5 has the same form (3.3) as the
general electric field strength discussed previously, so we can apply the same procedure.
Analogously to the M2 case, we start from a constant 8-form K(8) in d = 13 and contract it
with an arbitrary vector (let us call it V M1 ) to a 7-form
K(8)(V1) =
6
7!
ǫµ′
0
...µ′
7
V
µ′0
1 dX
µ′1 ∧ · · · ∧ dXµ′7 . (3.29)
The requirement that K(V1)|Σ = F fixes the vector V M1 = (V µ
′
1 , V
α
1 ) to be of the form
V M1 = (α(r)X
µ′, V α1 ) with
α(r) =
2
−XMXM +XαXα[8(XβXβ)3/2 − 3] . (3.30)
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Extra complications arise when we want to describe the M5 propagating in the back-
ground of the antisymmetric gauge fields F (4) and F (7) of 11-dimensional supergravity. In-
deed, the 3-form field strength H [15] living on the worldvolume of the M5 couples to the
above fields giving the following expression for the Wess–Zumino term:
Ω7|Σ = F (7) − 12H ∧ F (4). (3.31)
It is therefore this last expression that has to be embedded in the 13-dimensional space. We
will follow and generalize the discussion in [1], where an analogous treatment of the M5
Wess–Zumino term has been given for the near-horizon case.
As for the near-horizon limit, we only need the embedding of the fields F (7) and F (4), H
being a field living on the physical worldvolume of the brane, only defined over Σ.
To find the embedding of F (4) we can proceed in a way completely similar to the magnetic
part of the D3-brane field strength: we start from a constant 5-form in 13 dimensions,
K(5) = ⋆K(8) =
6
5!
ǫα1...α5 dX
α1 ∧ dXα1 ∧ · · · ∧ dXα5 . (3.32)
In order to obtain a rank-4 field strength we contract, as we have done for the other cases,
K with a vector field V2, with components V2 = V
M
2 (
∂
∂XM
). Such a contraction yields
K(5)(V2) =
6
4!
ǫα1...α5V
α1
2 dX
α2 ∧ · · · ∧ dXα5 . (3.33)
Then we reduce the resulting 4-form to the 11-dimensional hypersurface by using the em-
bedding functions (2.8)
K(5)(V2)|Σ = C ′C4V α2
∂r
∂Xα
ω4. (3.34)
By requiring K(5)(V2)|Σ = F (4), we can solve for the vector field V2, which turns out to be
(following the same arguments as for D3) V M2 = (V
µ′
2 , V
α
2 ), with V
µ′
2 free and
V α2 = C
−5Xα. (3.35)
Note that the two vectors V M1 and V
M
2 have constrained components on orthogonal subspaces
(V1 on the indices µ
′ and V2 on the indices α), so we can use for the projection the single
vector V M = (V µ
′
1 , V
α
2 ).
We then find, analogously to [1], that the 7-form appearing in the embedded Wess–
Zumino term has the following form:
Ω7 = K
(8)(V )− 1
2
H ∧K(5)(V ), (3.36)
which, restricted to the hypersurface Σ, reduces to the closed form (3.31).
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4 Particles in a brane background
Now we would like to analyse the behaviour of a probe particle put in a p-brane background.
In particular, we would like to see whether the above construction (an embedding in a
higher-dimensional flat space) can shed new light on the dynamics of the system.
We can interpret the particle in a background as a constrained Hamiltonian system and
apply to it the standard rules of constrained quantization. In particular, the constraints
(2.9) selecting the physical hypersurface can be seen to appear in that context as second-
class primary constraints.
Recently, however, an approach has been developed by Bars and collaborators [6] for
studying Hamiltonian systems embedded in higher-dimensional spaces with two times. Here
the constraints follow from an Sp(2) gauge symmetry internal to the particle system8. They
are therefore first-class constraints (instead of second class). In that way it was shown that
any physical system that can be written as a gauge-fixed form of a particular (D + 2)-
dimensional action with Sp(2) gauge symmetry (the action (2) in [6] (BDA action)) has, in
fact, a (maybe hidden) SO(D, 2) off-shell symmetry.
Having found an embedding of brane backgrounds in a flat spacetime with two time
directions, it is natural to wonder whether a system given by a particle in a brane background
could be written as a gauge-fixed form of the BDA action (and has therefore, if this were
the case, a hidden SO(D, 2) invariance).
It turns out that, in general, this is not true: the action for a particle in a brane back-
ground can be written as gauge-fixed form of the BDA action only when the background
metric is conformally flat, that is only in the asymptotic regions of the background. The
details of our application of the construction in [6] are given in section 4.2. Before doing
this, let us describe how the resolution of the constraints works when using the second-class
constraints approach.
4.1 Hypersurface as a set of second-class constraints
We start from a free Hamiltonian in the embedding space,
H0 = P
MPM = −4P+P− + P 2µ + P 2α (4.1)
on which we impose the following two constraints:
φ1 = −X+X− + (Xµ)2 +X−F (X−), (4.2)
φ2 = (X
α)2 − C(X−)2, (4.3)
8It is a local version of the Sp(2) global group relating coordinates and conjugate momenta in phase
space.
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to constrict the motion of the particle to the hypersurface (note that η+− = −12 , η+− = −2).
Note that F (X−) should be interpreted as F (A¯(X−)). Following the general procedure
of quantizing constrained Hamiltonian systems, we add these primary constraints to the
Hamiltonian,
H∗ = H0 + u
iφi. (4.4)
In order to find out whether there are any secondary constraints, we calculate the bracket
of the primary constraints with the Hamiltonian,
φ˙i = {φi, H∗} ≈ {φi, H0}+ uj{φi, φj}; (4.5)
the brackets are defined by {XM , PN} = δMN . From this we find the following two secondary
constraints:
χ1 = X
µ′Pµ′ − (X−F )′P+,
χ2 = X
αPα + (C
2)′P+, (4.6)
where a prime denotes differentiation with respect to X−. Taking the bracket of the new
constraints with the HamiltonianH∗ we find two equations that allow us to fix the coefficients
ui: there are no tertiary constraints.
These four constraints are all what is called second class, because there is no subset of
them that has zero bracket with all other constraints. In order to deal with them we make
use of the Dirac analysis [16]. Let us introduce the so-called Dirac brackets
{f, g}D = {f, g} − {f, ϕa}Cab{ϕb, g}, (4.7)
where ϕa = (φi, χi), a = 1, . . . , 4 and C
ab is the inverse of the matrix
∆ab = {ϕa, ϕb}, (4.8)
which is non-singular because all constraints are second class.
With these new brackets we can calculate the equations of motion via Hamilton’s equa-
tions
X˙M = {XM , H0}D, P˙M = {PM , H0}D. (4.9)
Applying this to our case we find some very non-trivial differential equations for the XM ,
describing the motion of a particle confined to the embedded spacetime,
1
2
X¨M = P˙M =
1
2C2(X−)2[(C ′)2 − F ′] ×
{
[2δµ
′
MXµ′ + δ
−
M(X
−F )′]×
{
2C2
[
P ν
′
Pν′ +
1
2
(P−)2(X−F )′′
]
+X−(C2)′
[
P βPβ − 12(P−)2(C2)′′
]}
+[2δαMXα − δ−M (C2)′]×
{
X−(C2)′
[
P ν
′
Pν′ +
1
2
(P−)2(X−F )′′
]
+2(X−)2F ′
[
P βPβ − 12(P−)2(C2)′′
]}}
. (4.10)
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In the near-horizon limit we have C2 ∼ 1 and X−F ∼ w2. The equations of motion then
take the much simpler form
1
2
X¨M = P˙M =
2
w2
δµ
′
MXµ′(P
ν′Pν′)− 2δαMXα(P βPβ). (4.11)
4.2 First-class constraint approach
We refer, for the context discussed here, to the recent series of papers by Bars and collabo-
rators [6, 7]. There, many systems are discussed where the apparent symmetry of the action
can be enlarged to a bigger, nonlinearly realized, SO(D, 2) hidden symmetry with explicit
time-dependent generators. They show that all these (very different) actions can be written
as one and the same action in D+ 2 dimensions, with (D, 2) signature, where the SO(D, 2)
is now realized linearly. In that context, the different actions can be seen as following from
different gauge choices of a hidden Sp(2) gauge symmetry present in the (D+2)-dimensional
action. In some sense, the point of view in [6, 7] is that every time that there is a hidden
SO(D, 2) off-shell symmetry in an action, this should indicate that there is an underlying
two-times physical spacetime controlling the system. The action considered, is just one of
a collection of actions all related by some sort of duality, and all derivable by the same
underlying higher-dimensional theory through a particular gauge choice.
A nice point is that, in particular, the constraints that define the embedding of the
AdS5 × S5 in 12 dimensions can be seen as originating from particular choices of the Sp(2)
gauge on the 12-dimensional action. This suggests that the same could be extended to our
case, just with more general constraints. We were, therefore, led to investigate whether that
scenario also fits in the non-near-horizon case.
Let us consider the BDA action [6]
S0 =
∫ τ
0
dτ (DτX
M
i )ǫ
ijXNj ηMN , (4.12)
where i, j = 1, 2 ∈ Sp(2, R),
XM1 = X
M , XM2 = P
M =
∂S0
∂X˙N
ηMN
DτXi =
dXi
dτ
− 1
2
Ai
jXj
Ai
j(τ) ∈ Adj Sp(2, R). (4.13)
It can be rewritten as
S0 =
∫ τ
0
dτ (∂τX
MPN − 1
2
XMi ǫ
ijAj
kXNk )ηMN . (4.14)
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We want to see whether, with an appropriate choice of Sp(2, R) gauge, it reduces to the
D-dimensional action describing the motion of a particle in a background generated by a
brane
S =
∫ τ
0
dτ e−1Gmn
dym
dτ
dyn
dτ
, (4.15)
where
ym = (xµ, r, nα), nαnα = 1,
ds2 ≡ Gmn dym dyn = A2(r) dxµ dxµ +B2(r) dr2 + C2(r) dΩ2n−1, (4.16)
and e−1 is the worldline einbein.
To this end, we make use of the embedding (2.8), that is
XM = (A(r), F (r) + A(r)xµxµ, A(r)x
µ, C(r)nα). (4.17)
By requiring the action (4.14) to be invariant for variations with respect to the functions
Ai
j, we obtain the three constraints: XMXM = 0, X
MPM = 0, P
MPM = 0.
The constraint XMXM = 0 gives
A(r)F (r) = C2(r). (4.18)
From (2.7) and (4.18), we can eliminate F (r) and obtain
B2 = C ′2 − F ′A′ =
(
C ′ − C
A
A′
)2
. (4.19)
Note this new condition relating the 3 functions A,B,C appearing in the metric.
Now impose the constraint XMPM = 0, with
PM =
(
0, P+,
pµ
A(r)
, pα
)
, (4.20)
which gives
P+ =
2
A(r)
(pµx
µ + C(r)nαpα). (4.21)
Let us now substitute the gauge-fixed expressions for XM and PM into the action (4.14).
We obtain
S0 =
∫ τ
0
dτ
[
dxµ
dτ
pµ +
(
C˙ − C
A
A˙
)
nαpα + C
dnα
dτ
pα − 1
2
A22
(
pµpµ
A2
+ pαp
α
)]
, (4.22)
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where, for all functions f(r), f˙ = f ′ dr
dτ
. Then, after eliminating pµ, pα through the equations
of motion, we obtain
S0 → 1
2
∫ τ
0
dτ
1
A22
[
A2(r)
dxµ
dτ
dxµ
dτ
+B2(r)r˙2 + C2(r)
dnα
dτ
dnα
dτ
]
, (4.23)
where B is given by (4.19). This action has the form (4.15).
In this way we have seen that, under condition (4.19), the action for a particle in a brane
background has a hidden SO(D, 2) symmetry. We have then found that the BDA action
(4.14) reduces, by appropriate gauge fixings, to the action (4.15) not for the general brane
background metric (2.1) but only when the constraint (4.19) is satisfied.
This condition is fulfilled for an AdS×S metric with equal radii for the two factors, but
not for a general brane background, with A,B,C given by the usual harmonic functions.
In particular, this is true for the near-horizon limit of D3, but not for M2 and M5. In
fact, condition (4.19) follows precisely by imposing the metric (2.1) to be conformally flat.
Starting from (2.1) and using variable C/A, the metric takes the form
ds2 = A(r)2 dxµ dxµ +
B(r)2(
C ′ − C
A
A′
)2A(r)2 d
(
C
A
)2
+ A(r)2
(
C
A
)2
dΩ2n−1, (4.24)
which is conformally flat when (4.19) is satisfied.
5 Discussion
Our aim in this paper has been to develop a global description of the spacetime geometries
of M- and D-branes by isometrically embedding them in flat spacetimes with two extra di-
mensions and two times, thus extending the ideas of [1]. We have gained a rather clear global
picture of the geometry, giving an insight into the structure around coordinate singularities
and in the symmetries. In particular, the differences between p-branes with p even and p
odd, previously pointed out in [12], are clearly apparent. Like the familiar embedding of
anti-de Sitter spacetime as a quadric, our embeddings are periodic in time. This is consis-
tent with some suggestions in [2], but one may of course always pass to a covering spacetime.
But see [17] for an isometric embedding of the universal covering spacetime of AdS2 in three
and four-dimensional Minkowski spacetimes.
In the context of supergravity and string theory, p-branes are coupled to (p + 2)-form
field strengths. An embedding of the brane thus has to include, besides the embedding of
the geometry, a prescription for the forms in the higher-dimensional space. This is obtained
by defining constant (p + 3)-forms in D + 2 dimensions, and contracting them using a
25
vector V . The form of V is determined by matching the projection on the surface with the
known forms for D3, M2 and M5. Unfortunately, the geometric significance of the vector
field V , remains unclear. In the case of an M2-brane it is not even unique, since the V α
components are arbitrary. A co-dimension-2 surface has a 2-dimensional normal plane. In
the D3 and M5 cases, the vector V does not lie in this 2-plane, except in the near-horizon
limit. Specifically, the normal 2-plane is spanned by ∂µφ1 and ∂µφ2. One may check that V
is not a linear combination of ∂µφ1 and ∂µφ2. The bosonic action for probe branes in the
embedded background (3.1) is completely determined after the construction of V .
One motivation for our work was the possibility of using this approach to quantize strings
moving in these backgrounds. This we have not done, but we have indicated how Dirac’s
theory of constrained systems could, in principle, be used to quantize a point particle. One
point of interest is that this would automatically build in the periodic temporal boundary
conditions of [2] showing at least that the suggestion is mathematically consistent. Our
work also makes contact with recent ideas on physics with two times. In particular, we
see difficulties in extending the methods of [6] from the vicinity of the throat to the entire
spacetime.
Finally, it is possible that the methods developed in this paper may be applicable to
scenarios in which one regards the universe as a brane embedded in a higher-dimensional
spacetime.
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