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Abstract
We define a new subclass of two-dimensional isometric array grammar, called
Uniquely Parsable Array Grammar (UPAG). UPAG is a grammar class such that
when we parse ( $i.e$ . rewrite by applying rewriting rules reversely) a given two-
dimensional word, the rewritable portions of the word do not overlap each other
and the rule that is applicable to each portion is uniquely determined. Thus parsing
can be done in a deterministic manner. We study basic properties of UPAG. Then
we define Monotone Terminating UPAG (MTUPAG), a subclass of UPAG, and
show that any two-dimensional word generated by MTUPAG can be parsed in
linear time ( $i,e$ . time proportional to the area of a given word) on RAM model.
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$\Sigma$ . $\Sigma$ (2 ) , $\Sigma$ 2
. $\Sigma$ $\Sigma^{2+}$ ( , $\Sigma^{2+}$
). (Isometric Array Grammar: $IAG$) ,
5 .
$G=(N, T, P, S, \#)$
, $N$ ; $T$
$r$ ; $N\cap T=\emptyset;P$ $\alphaarrow\beta$ .
, $\alpha$ $\beta$ $N\cap T\cap\{\#\}$ , :
2
99
1. $\alpha$ $\beta$ , .
2. $\alpha$ 1 .




( , [5] )
$S(\in N)$ ; $\#(\not\in N\cup T)$ .
$\xi\in(N\cup T)^{2+}$ $\#$ 2 , $\xi_{\#}$ . IAG $G$
, $\eta$ $\xi$ , $G$ $\alphaarrow\beta$ , $\epsilon_{\#}$
$\alpha$ 1 $\beta$ , $\eta\#$ , $\xi\Rightarrow\eta G$ . $G$
, $\xi$ $\eta$ $n(n\geq 0)$ ,
$\xi=\zeta_{0}\Rightarrow G\zeta_{1}\cdots\Rightarrow G\zeta_{n}=\eta$
, $\xi$ $\eta$ $n$ , $\xi$ $\eta$ . , $\Rightarrow G$
$\Rightarrow G*$ . $\xi\Rightarrow G*\eta$ , $\eta$ $\xi$ .




$\Rightarrow G*$ , $\Rightarrow\Rightarrow n$ $\Rightarrow*$ .
$S\Rightarrow*\sigma(\in(N\cap T)^{2+})$ , $\sigma$ $G$ . $G$
(2 ) $L(G)$ , .
$L(G)=$ { $\sigma|S\Rightarrow*\sigma$ , $\sigma\in T^{2+}$ }.
21 $G=(N, T, P, S, \#)$ IAG . $P$ $\alphaarrow\beta$ $\xi\in(N\cap T)^{2+}$
( $i,$ $\ovalbox{\tt\small REJECT}$ , $\xi_{\#}$ $\alpha$ ,
$(i, j)$ . , $\xi_{*}$ ,
, $\epsilon_{*}$ . $\xi_{\#}$ $\alpha$ ,
$(i, j)$ $\beta$ $\eta\#$ , $\xi$ $\eta$ ,
$L=[\alphaarrow\beta, (i, j)]$ , $\xi L_{\Rightarrow}\eta$ .
22 $G=(N, T, P, S, \#)$ IAG . $P$ $\alphaarrow\beta$ $\eta\in(N\cap T)^{2+}$
$(i, j)$ , \eta $\beta$ , $(i, j)$
. $\eta\#$ $\beta$ , $(i, j)$ $\alpha$
$\epsilon*$ , $\eta$ $\xi$ , $L=[\alphaarrow\beta, (i, j)]$
, $\eta L\models\xi$ .
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$\eta L\models\xi$ , iff $\xi L_{\Rightarrow}\eta$
. , , $L_{\Rightarrow}L\models$ , , $\Rightarrow$ $\models$ .
$\alphaarrow\beta$ , (
) $\beta$ $\beta$ , $\beta$ $\beta$
. , $\alphaarrow\beta$ ,
$\alpha$ $\alpha$ , $\alpha$ $\alpha$
.
, (UPAG) . UPAG , IAG
, .
2.3 IAG $G=(N, T, P, S, \#)$ , $P$ , $G$
(Uniquely Parsable Array Grammar: $UPAG$) .
1. , $\#$ $S$ 1 .
2. $P$ $r_{1},$ $r_{2}$ ,
, ,
(a) , $r_{1}$ $r_{2}$ , ,
(b) , $r_{1}=r_{2}$ .
2 , $r_{1}=r_{2}$ .
2.4 UIAG $G=(N, T, P, S, \#)$ , $P$
, $G$ UPAG (Monotone Termi-
nating $UPAG$: MTUPA $G$) .
UPAG .
$T$ ( 1) UPAG $G$ .











$S$ $\#$ a $R$
$S$ $\#$ $arrow$ a $S$ , $arrow$ ,
$\#$ $D$







$\#$ $\#$ $\#$ $\#$ $\#$ $D$ $\#$ $\#$ $a$ $\#$
$R$ $\#$ $\#$ $arrow$ $a$ a $\#$ , $\#$ $\#$ $\#$ $arrow$ $\#$ $a$ $\#$ .




3.1 $G=(N, T, P, S, \#)$ UPAG . $P$ $\alphaarrow\beta$ $\eta\in(N\cup T)^{2+}$
$(i, j)$ . , ,
$\xi L_{1_{\Rightarrow}}\zeta_{1}L_{2_{\Rightarrow}}$ . . . $L_{n-1_{\Rightarrow}}\zeta_{n-1}L_{n_{\Rightarrow}}\eta$ ,
$L_{1}=[\alphaarrow\beta, (i,j)]$ ,
$L_{k}\neq[\alphaarrow\beta, (i,j)]$ $(1<k\leq n)$
,






$n$ . $n=1$ , . $n>1$ ,
$\alphaarrow\beta$
$\eta$ $(i, j)$ ,
$\xi L_{1_{\Rightarrow}}\zeta_{1}L_{2_{\Rightarrow}}$ . . . $L_{n_{\Rightarrow}}\zeta_{n}L_{n+1_{\Rightarrow}}\eta$ ,
$L_{1}=[\alphaarrow\beta, (i, j)]$ ,
$L_{k}\neq[\alphaarrow\beta, (i, j)]$ $(1 <k\leq n+1)$
. $L_{1}\neq L_{n+1}$ , $\eta$ $L_{n+1}$ , UPAG
, $\eta$ $(i, j)$ $\beta$ ,
. , $\alphaarrow\beta$ $\zeta_{n}$ , $(i, j)$ .
, $\xi,$ $\zeta_{1}$ , . . . , $\zeta_{n}$ ,
$\xi L_{2_{\Rightarrow}}\zeta_{1}’L_{3_{\Rightarrow}}$ . . . $L_{n-1_{\Rightarrow}}\zeta_{n-1}’L_{1_{\Rightarrow}}\zeta_{n}$
$\zeta_{1}’,$
$\ldots,$
$\zeta_{n-1}’$ . , $L_{1}\neq L_{n+1}$ ,
$\zeta_{n-1}’L_{n+1_{\Rightarrow}}\zeta_{n}’L_{1_{\Rightarrow}}\eta$
$\zeta_{n}’$ . ,




3.2 $G=(N, T, P, S, \#)$ UPAG . $P$ $\alphaarrow\beta$ $\eta\in(N\cup T)^{2+}$
( ) . , ,
S $L_{1_{\Rightarrow}}\zeta_{1}L_{2_{\Rightarrow}}$ . . . $L_{n-1_{\Rightarrow}}\zeta_{n-1}L_{n_{\Rightarrow}}\eta$ (1)
,
$L_{k}=[\alphaarrow\beta, (i, j)]$
$k(1\leq k\leq n)$ .
(1) , $[\alphaarrow\beta, (i, j)]$
. UPAG , $\eta$ $(i, j)$ $\beta$ , $\#$ $S$
1 . , $S$ $\eta$
, ( )
. , $p(1\leq p\leq n)$ , $\eta$ $(i, j)$
$\beta$ $X(\in N\cup T\cup\{\#\})$ , $L_{p}=[\gamma_{p}arrow\delta_{p}, (i_{p}, j_{p})]\neq[\alphaarrow\beta, (i, j)]$
, $\delta_{p}$ .
$p$ , $\beta$ $\delta_{p}$ ,
2 $\alphaarrow\beta$ $\gamma_{p}arrow\delta_{p}$ UPAG . ,
6
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3.3 $G=(N, T, P, S, \#)$ UPAG . $P$ $\alphaarrow\beta$ $\eta\in(N\cup T)^{2+}$
( $i,$ $\ovalbox{\tt\small REJECT}$ . , ,
$S\Rightarrow n\eta$
,




S $L_{1_{\Rightarrow}}\zeta_{1}L_{2_{\Rightarrow}}$ . . . $L_{n-1_{\Rightarrow}}\zeta_{n-1}L_{n_{\Rightarrow}}\eta$
. , 32 ,
S $L_{1_{\Rightarrow}}\zeta_{1}L_{2_{\Rightarrow}}$ . . . $L_{k-1_{\Rightarrow}}\zeta_{k-1}L_{k_{\Rightarrow}}\zeta_{k}L_{k+1_{\Rightarrow}}$ . . . $L_{n-1_{\Rightarrow}}\zeta_{n-1}L_{n_{\Rightarrow}}\eta$ , (2)
$L_{k}=[\alphaarrow\beta, (i, j)]$
$k(1\leq k\leq n)$ . $k$ , . $L_{k}\neq L_{m}$
$(k<m\leq n)$ ,
$\zeta_{k-1}L_{k_{\Rightarrow}}\zeta_{k}L_{k+1_{\Rightarrow}}$ . . . $L_{n-1_{\Rightarrow}}\zeta_{n-1}L_{n_{\Rightarrow}}\eta$
, 3.1 ,
$\zeta_{k-1}L_{k+1_{\Rightarrow}}\zeta_{k}’L_{k+2_{\Rightarrow}}$ . . . $L_{n_{\Rightarrow}}\zeta_{n-1}’L_{k_{\Rightarrow}}\eta$ (3)
$\zeta_{k}’,$
$\ldots,$
$\zeta_{n-1}’$ . (2) (3) ,









1. $x$ , $x$
$L=[\alphaarrow\beta, (i, j)]$ ( , )
iapplicable ;
2. $\zeta$ $;=x$ ;
3. while iapplicable do begin
4. iapplicable $\text{ _{}-}$ $L=[\alphaarrow\beta, (i, j)]$
, $\zeta$ , $\zeta$
;
5. $\zeta$ $(i, j)$ , $P$




6. if $\zeta$ $\#$ 1 $S$ then
7. $x$ ( $x\in L(G)$ )
else




, UPAG MTUPAG ,
.
MTUPAG $G=(N, T, S, P, \#)$ $x$ $\in$ $T^{2+}$ ,
$x\in L(G)$ , RAM $O(|x|)$ $\text{ ^{}1}$ .
A 2 .
, $x\in L(G)$ .
, A , $x\in L(G)$ . ,
A 4 ,
$xL_{1}\models\zeta_{1}L_{2}\models\zeta_{2}L_{3}\models$ . . . $L_{n}\models S$
1 , $x$ .
8
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. $\eta^{L}\models\xi$ $\xi^{L}\Rightarrow\eta$ , ,
S $L_{n_{\Rightarrow}}$ . . . $L_{3_{\Rightarrow}}\zeta_{2}L_{2_{\Rightarrow}}\zeta_{1}L_{1_{\Rightarrow}}x$
. , $x\in L(G)$ .
, $x\in L(G)$ A , A $x$
.
$x\in L(G)$ , $n$ , $S*x$ . $x$
A , .




$k=1$ . 1 2 , iapplicable ,
$\zeta(=x)$ . , $S*$
$\zeta(=x)$ .
$k(1\leq k<n)$ , $k+1$ while
. 3 , $\zeta=\zeta_{1}$ ,
,
$Sn-k\Rightarrow\zeta_{2}L_{1_{\Rightarrow}}\zeta_{1}$
, $L_{1}$ iapplicable . , iapplicable
, while . 4 ,
iapplicable $L=L_{1}’(=[\alphaarrow\beta, (i, j)],$ $L_{1}’=L_{1}$
) , $\zeta=\zeta_{1}$ $\zeta_{2}’$ , $\zeta=\zeta_{2}’$ .
UPAG , iapplicable $\zeta_{2}’$
. , $\zeta_{2}’$
, , $\zeta_{2}’$ $(i, j)$
$\alpha$ , , 5
iapplicable . , iapplicable
, . , iapplicable $\zeta=\zeta_{2}’$
. 3.3 ,
$Sn-k\Rightarrow\zeta_{2}’L_{1\Rightarrow}’\zeta_{1}$
, $Sn-k\Rightarrow\zeta(=\zeta_{2}’)$ . ,
9
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, while $n$ . $n$ while 3
, $S\Rightarrow\zeta$ , iapplicable $\zeta$
, , $Sarrow\zeta$ ( , $\#$
) . , 4 , 5
, $\zeta=S$ , iapplicable . 3 , while
, 6 if , 7 $x$ .
, A RAM . 1
$O(|x|)$ . 2 , 4 , 7 , 8 , ,
. 5 , 2 $(i-h, j-2w),$ $(i+2h, j+2w)(h,$ $w$ , , $P$
) $\zeta$
, . , while 3\sim 5 ,
( , ) . MTUPAG
, 1 1
, ( $x\in L(G)$ $x\not\in L(G)$ ) $x$ $|x|$
. , while $O(|x|)$ . , 6




-(UPAG) , . UPAG ,
, . ,
UPAG (MTUPAG) , , RAM
.
, . Chomsky
IAG . UPAG MTUPAG
. 2
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