INTRODUCTION
The approximation of high-order plants and controllers models by models of lowerorder is a central suspect of control system design. There are many model reduction methods based on model analysis or frequency domain concepts (see, e.g., [9, 16] ). Recently, methods based on the truncation of the balanced realization have been analyzed in the framework of linear continuous and discrete time-invariant systems [1, 10, 18, 20] and of linear continuous time-varying systems [22, 23] .
On the other hand, a wide interest has been devoted to the analysis and design of periodic discrete-time systems (see e.g. [2, 12] and references therein). For this class of systems the model reduction has been analyzed using an Hankel-norm approximation and under the hypothesis of time-invariant dimension of the state-space and of time reversibility [25] . The aim of this paper is to provide a method for the model reduction of a periodic system without the assumption of time reversibility and with periodically time-varying dimensions of the state space. In fact, for the class of discrete-time periodic systems the minimal (reachable and observable) realization is generally described by periodic difference equations whose matrices have periodically time-varying dimensions [6, 11] . Therefore, the notion of balanced minimal realization has to be necessarily introduced in the context of minimal periodic systems with time-varying dimensions, where the time reversibility is not guaranteed.
The paper is organized as follows. In Section 2 some preliminaries about periodic systems will be recalled. The existence of the balanced minimal realization of an asymptotically stable periodic system with time-varying dimensions will be provided in Section 3. In the same section the analysis of the model error introduced by a truncation on the balanced realization will be performed. In particular, a bound for the infinity norm of the model error is found. Numerical examples and some concluding remarks end the paper.
PRELIMINARIES
Consider a linear periodic discrete-time system S described by the following equations:
where k e Z, x(k) e IR n(A;) is the state, with n(k + u) = n(Ar), u(k) e IR P is the input, y(k) e JR q is the output and -4(-), -B(-), C(-),D(-) are periodic matrices of period u (briefly, cj-periodic).
Denote by $(k y ko) the transition matrix:
where I n (k) denotes the identity matrix of dimension n(k). Given a time instant /: and an m-dimensional discrete-time signal v() £ Hl m , denote with v L (h) e M muJ the lifted discrete time signal associated to v() and defined by:
In the following, two time-invariant representations of the a;-periodic system 5 are recalled and some related results are analyzed.
For an arbitrary integer k, let u L (h) and y L (h) the lifted signals associated to u(-) and y(), respectively, ^jb(^) •= x(hu + k) and consider the time-invariant system S L (k) described by:
where
System S L (k) will be referred to as the lifted representation at time k of S (briefly, lifted system). Obviously, S L (k + u) = S L (k) for all integer k and system S L (k) is equivalent to the cj-periodic system S [17] . The time instant k can be considered as the initial time of u-rate sampling for the state of system 5.
The transfer matrix VVj b(2r) := Lk(zl n (k) -Ek)~~lJk + Mk associated to the lifted representation of S depends on the initial sampling time A: as is stated in the following result.
Lemma 2.1. [13] For all the integer k, the transfer matrix Wk(z) satisfies the following relation:
The infinity norm of the associated transfer matrix Wk(z)> i.e. ||KVjb(2)||oo -= supfl <r(Wk(ei 0 )), is independent of the initial sampling instant as stated by the following lemma, whose proof is reported in the Appendix. 
The notion of lifted system at time k allows to analyze structural and stability properties and pole-zero structures of periodic systems [2, 4, 13, 14] . For example, the subspace of reachable (unobservable) states of system S at time k is readily seen to coincide with that of system S L (k) if it is expressed in terms of matrices Ek> Jk> Lk and M*. Therefore, system 5 is reachable (observable) at time k if and only if system S L (k) is reachable (observable). Moreover, it is well known that the characteristic polynomial of Ek (the monodromy matrix of A()) is independent of k, whence it characterizes the stability of S [7] . Also the solutions of o;-periodic Lyapunov equations can be found making use of the lifted representation of the cj-periodic system S. Computation algorithms and related applications of these equations can be also found in [24] . 
Let M(-) and N(-) w-periodic matrices satisfying the following u-periodic Lyapunov equations: 
The infinity norms of the transfer matrices Wk(z) and Wfc(z) coincides as stated in the following lemma whose proof is reported in the Appendix. 
BALANCED REALIZATION AND MODEL REDUCTION
An w-periodic coordinate transformation on the state space is described by:
where T(k) G IR n ( fc)xn (*) is an w-periodic non singular matrix. In the new base the realization (A(-), B(-), C(), D(-) ) of the cj-periodic system S has the following form:
Assume system S to be reachable and observable at all times (the u;-periodic realization (A(), B() y C(-), D(-)) is minimal) and asymptotically stable (the eigenvalues of the monodromy matrix Ek lie inside the open unit disk). Under these assumptions it is possible to show the following result whose proof is given in the Appendix. Lemma 3.1. Assume that system S is reachable and observable at all times and asymptotically stable. Then, for all the integer k, there exists an w-periodic coor dinate transformation on the state-space described by (26) such that the following relations hold:
(31)
Analogously to the time-invariant case an u;-periodic asymptotically stable mini mal realization (-4(), £(•), C(), D(-)) which satisfies relations (30), (31) with A(-), Also the proof of this lemma is given in the Appendix. Now assume that the ^-periodic asymptotically stable minimal realization of S is in the balanced form and consider the following compatible partition with o;-periodic time-varying dimensions:
where the dimensions of all the blocks are suitably chosen, in particular
, fli(fc)enr
x 2 (k) G lR n2(fc) , and n x (fc) < n (fc), ni(fc + w) = m(fc) and n 2 (fc) := n(fc) -n x (k) for all ke Z. If the truncation operation is applied to the w-periodic minimal balanced realization (A(-), B(), C(), D(-) ) of the system 5, the following reduced order w-periodic model S r is obtained: A model reduction of a periodic system with the desired accuracy can be obtained by the following algorithm.
Algorithm 3.1.
Step 0. An o;-periodic system S of the form (1), (2) is given. Verify that 5 is reachable and observable at all times and asymptotically stable. Set a threshold positive value 7.
Step 1. By Lemma 2.3, compute the cj-periodic solution M(k) and N(k) of the u;-periodic Lyapunov equations (17) and (18) respectively. Then, compute a Cholesky factorization of M(k) = R(k)R(k)' and a singular value decomposi-
Step 2. For k = 0,1,... ,CJ, find the positive integer ni(Ar) such that (T ni (k)(k) > 7.
Step 3. Compute the upper bound of the truncation error c 7 :
If the upper bound 6 7 is acceptable go to Step 4, else set a lower threshold positive value 7 and go to Step 2.
Step 4. Apply to system S an cj-periodic state-space transformation described by (26) with
n the new base deduce the block partition of the balanced realization of 5 as described by (33), (34) with n\(k) specified at the Step 2. The corresponding matrices -4n(-), J5i() and Ci(-) are a realization of the reduced order model 5 r described by (36), (37) and the upper bound of the infinity norm of the model error is lower or equal to e 7 .
NUMERICAL EXAMPLES
Example 4.1. Consider the 2-periodic asymptotically stable, reachable and observable system S described by the following matrices: It can be verified by means of Lemma 3.1 that the system S is in balanced form, with:
and the Step 1 of the Algorithm 3.1 can be omitted. Choosing a positive threshold value 7 = 0.3, the positive integer n\(k) at the Step 2 is equal to one for each integer k, and the upper bound e 7 = 2£-=0 ^".i^w+i ^(0 = iV The state-space transformation at the Step 4 is not necessary and a realization of the reduced order model has the following form: 
CONCLUDING REMARKS
An analysis of model error introduced by a simple truncation of a periodic system in a balanced realization is performed. The general case of periodically time-varying dimension of the state-space is considered. The results represent an extension to the periodic systems of the well known results on the balanced truncation for timeinvariant systems. When the period CJ is equal to one (the time-invariant case), the introduced bound for the infinity norm of the model error reduces to the one of time-invariant systems. For time-invariant systems with no poles on the imaginary axis the balanced reduction has been solved also for unstable systems [21] , The possible extension of this result also to the class of discrete-time periodic systems is under investigation. 
Moreover, by Lemma 2.1 it easy to verify the following relation:
This relation together with the submultiplicative property of the infinity norm im plies:
IIWi.(*)lloo < HWifc+iOOiloo viez.
Relations (44) and (45) 
where Ek and Jk are defined as Ek and J* with matrices A() and B() substituted by A(-) and B(-), respectively. In the same way, relation (31) implies that:
where Lk is defined as L* with matrices A(-) and C() substituted by A(-) and C(), respectively. Denoting with Ak, Bk and Ck matrices defined as matrices Ak, Bk and Ck with  A(-), B() and C() substituted by A(-), B() and C() •
