Two distinct signal features suitable to be used as input to a Support-Vector Machine (SVM) classifier in an application involving hands motor imagery and the correspondent EEG signal are evaluated in this paper. Such features are the Power Spectral Density (PSD) components and the Adaptive Autoregressive (AAR) parameters. Different classification times (CT) and time intervals are evaluated, for the AAR-based and the PSD-based features, respectively. The best result (an accuracy of 97.1%) is obtained when using PSD components, while the AAR parameters generated an accuracy of 94.3%. The results also demonstrate that it is possible to use only two EEG channels (bipolar configuration around C 3 and C 4 ), discarding the bipolar configuration around C z . The algorithms were tested with a proprietary EEG data set involving 4 individuals and with a data set provided by the University of Graz (Austria) as well. The resulting classification system is now being implemented in a Brain-Computer Interface (BCI) used to guide a robotic wheelchair.
INTRODUCTION
A Brain-Computer Interface (BCI) is a system that includes a way of acquiring the signals generated by the brain activity, a method/algorithm for decoding such signals and a subsystem that associates the decoded pattern to a behavior or action (Sajda et al., 2008) . The BCI and its inherent challenges, involving areas such as signal processing, machine learning and neurosciences, have been the focus of several important research groups. The results of this new technology could be applied to improve the quality of life of many people affected by neuromotor disfunctions caused by diseases, like amyotrophic lateral sclerosis (ALS), or injuries, like spinal cord injury.
A basic structure of a BCI, according to the previous definition, is presented in Figure 1 . This paper is related to the phases of feature extraction and feature translation or classification, both indicated in the figure. The objective here is to evaluate Power Spectral Density (PSD) components and Adaptive Autoregressive parameters as inputs for a Support-Vector Machine (SVM) classifier. The SVM is supposed to be able to distinguish two mental tasks related to hands motor imagery, based on these two features extracted from the EEG signal. Two data sets (a proprietary one acquired in the University of Alcala and one provided by the University of Graz) are used to evaluate the implemented algorithms. Configurations of three EEG channels (bipolar around C 3 , C z and C 4 ) and two EEG channels (bipolar around C 3 and C 4 ) are tested.
The preliminaries and the results of such evaluation are hereinafter presented as follows: Section 2 contextualizes this work, introducing some previous works involving a robotic wheelchair commanded by a BCI; the methodology used to reach the objective is explained in Section 3, where the feature extraction and the classifier are described in details. The results obtained with the two data sets aforementioned and some comments are presented in Section 4, which is followed by Section 5, where the main conclusions of this work are highlighted. 
BACKGROUND
A robotic wheelchair commanded through a BCI is being developed at the Federal University of Espirito Santo, Brazil. The users of such BCI can select movements to be executed by the wheelchair from a set of options presented in the screen of a PDA connected to the BCI, as illustrated in Figure 1 .
A drawback of this approach is the need of eyeclosing to generate the desired pattern, in this case an ERS (Pons, 2008 ). An user who is not able to close the eyes for a while to select an option of movement, for example, will not get any profit using the current version of the BCI implemented in the wheelchair. In order to overcome such problem, other EEG information should be used.
In such a context, hands motor imagery is being tested here, in connection to a SVM-based classifier, to check the possibility of using this approach to implement a BCI to be used to command the robotic wheelchair aforementioned. The idea underlying this study is to use imaginary hand movements, instead of eye-closing, to generate recognizable EEG patterns.
METHOD
The focus of this paper is to evaluate the use of PSD components and AAR parameters, associated to EEG signals acquired in the region of the motor cortex of the human brain, as inputs of a classifier based on a SVM. The system is supposed to classify two different mental tasks related to hands motor imagery, aiming at allowing to implement a BCI to be used to command a robotic wheelchair (Pons, 2008) . In order to perform such evaluation, the following methodology was carried out: 2. evaluate different channel configurations:
3. PSD approach: evaluate for different time intervals (3-5s, 4-6s, 5-7s, 6-8s and 7-9s);
4. AAR/RLS approach: evaluate for different Classification Times (CT) (Schlögl et al., 1997) . The CTs used are 3s, 4s, 5s, 6s, 7s and 8s;
5. evaluate the algorithms using the proprietary UAH dataset and search for the best configuration (feature extractor and SVM classifier);
6. apply such configuration to the Graz dataset and evaluate the results. 
Graz Dataset
The Graz dataset was provided by the Department of Medical Informatics, University of Graz (Austria), during the BCI Competition 2003. It is named Data set III and is related to motor imagery. In this paper, 140 trials of this dataset, and the respective labels, were used, 70 related to left hand motor imagery and 70 related to right hand motor imagery. Each trial lasts 9 seconds, with a sampling rate of 128 Hz, resulting in 1152 samples/channel/trial. The data was obtained using a bipolar configuration around the positions C 3 , C z and C 4 , according to the 10-20 International System, as presented in Figure 3 . In the same 1 Recursive Least Squares 2 Actually, the channels are bipolar, with electrodes placed around these positions, as shown in Figure 3 figure (on the right side), an illustration of the protocol used during the experimental phase is presented. After the 2 initial seconds, a beep sounds and a cross is presented in the center of the screen, calling the subject's attention to the beginning of the experiment. One second later (t = 3 s), an arrow pointing left or right is presented to the operator, suggesting which mental task should be accomplished, and lasts for 6 seconds (until t = 9 s). The data was filtered, keeping the spectrum ranging from 0.5 Hz to 30 Hz, and visual feedback was used (more details can be found in (Schlögl, 2003) ). 
UAH Dataset
Experiments similar to those described in Section 3.1 were accomplished at the University of Alcala (UAH), Spain. The mental tasks are the same of the Graz dataset, also related to hands motor imagery. The dataset was recorded from 4 normal subjects in different sessions. Each session corresponds to 60 trials (half to each one of the two mental tasks considered) and each trial was 9 s long, resulting in 9 minutes/session. Three subjects participated in 3 sessions and one subject participates in 4 sessions, thus resulting in 780 trials. The bio-signal amplifier g.BSamp and the subsystem g.16sys compound the g.tec system used to record the EEG data, the software being implemented in Matlab. The data was also filtered to keep only the spectrum from 0.5 Hz and 30 Hz, but the volunteer had no visual feedback.
Feature Extraction: PSD
Due to the fact that EEG rhythms have been defined mainly in the frequency domain, the Power Spectrum Density (PSD) analysis of the signal is the non-parametric technique used for feature extraction. Other reasons that motivate this choice are the computational efficiency involved, the direct relation between PSD and power, power components can be interpreted in terms of cerebral rhythms and the estimations (via FFT) of spectral components are not biased as those estimated via AR models, as described in (Mouriño, 2003) .
The PSD is estimated here via he Welch's Method, computed over sections of 1 s, averaging spectral estimates of 3 segments of 0.5 s each (64 samples, sampling rate of 128 Hz) with 50% of overlap between segments. The maximum size of each segment is important in order to consider the stationary behavior of the EEG signal (Mouriño, 2003; McEwen and Anderson, 1975) . A weighting Hanning window is applied to the signal due to its considerable attenuation in the side-lobes. The spectral components extracted from the signal and used as features spans from 8 Hz to 30 Hz, with a frequency resolution of 2 Hz. Thus, 12 components are generated, in connection to each channel. This feature extraction procedure is illustrated in Figure 4. 
Feature Extraction: AAR/RLS
The other technique used for feature extraction is based on Adaptive Autoregressive parameters (AAR), estimated via Recursive Least Squares (RLS) algorithm, as described in (Schlögl et al., 1997; Haykin, 2001 ). This procedure is performed according to 
The initial values adopted were A 0 = I, a 0 = 0 and UC = 0.007, and the model order was chosen as p = 6. Although the RLS algorithm has a higher computational complexity in comparison with the Least Mean Squares (LMS), it has some advantages: the faster convergence, the higher accuracy of the estimate and the fact that no matrix inversion is necessary. Figure 5 shows the temporal evolution of six AAR parameters. In this case, the channel C 3 of the first trial included in the Graz dataset was considered.
Classifier: SVM
Although the concept of Support-Vector Machines (SVM) was introduced in COLT-92 (Fifth Annual Workshop on Computational Learning Theory) (Boser et al., 1992) , its evaluation in BCIs is quite recent.
Briefly speaking, the main idea of a SVM is to find an optimal separating hyperplane for a given feature set. Given a training set of instance-label pairs 
subject to
Training vectors x i are mapped into a higher dimensional space (maybe infinite) by the function φ. The SVM finds a linear separating hyperplane with the maximal margin in this higher dimensional space. C > 0 is the penalty parameter of the error term. The function
The kernel function used in this paper is a Radial Basis Function (RBF) defined as
The choice of a SVM-based classifier and a RBF kernel function relies on previous works that considered this configuration (Shoker et al., 2005; Guler and Ubeyli, 2007; Khachab et al., 2007) . Furthermore, a SVM classifier has improved the accuracy in 13% when compared to LDA (Linear Discriminant Analysis) and 16.3% when compared to NN (Neural Networks), using the same features (Nicolaou et al., 2008) . 2 channels (C 3 C 4 ) 3 channels (C 3 C z C 4 ) Subject 3-5s 4-6s 5-7s 6-8s 7-9s 3-5s 4-6s 5-7s 6-8s 7-9s Table 3 : PSD + SVM (Graz dataset).
2 channels (C 3 C 4 ) 3 channels (C 3 C z C 4 ) Subject 3-5s 4-6s 5-7s 6-8s 7-9s 3-5s 4-6s 5-7s 6-8s 7-9s S Graz 88. The scripts developed during this work are based on the library libsvm (Chang and Lin, 2001 ).
RESULTS
Taking into account the data distribution, 75% of each dataset was used for training and validation, while the other 25% were used for test. After evaluating two different techniques for feature extraction (based on PSD components and AAR parameters), the results are presented in the following four tables. The first one (Table 1) shows the classification accuracy obtained for each subject of the UAH dataset, when PSD+SVM is used. The gray cells represents the best classification accuracy found for each subject. The higher values are related to the central period of the experiment (4-6s) and, except by the subject S 01 , these values are obtained with only two channels. Table 2 contains the results for the other explored configuration (AAR/RLS+SVM). Four subjects of the UAH dataset are evaluated using different CTs and channel configuration. Once more, the gray cells represents the best classification values for each subject during the test. Equal values are all highlighted (gray cells) to show in which situations they can appear. As in PSD case, the higher classification rates are related to the middle of the experiment (Table 1 and Table 2 (4-6s)). The best results can also be reached with only 2 channels, taking into account that all the high values obtained with 3 channels appear on the left side of the Table 2 (2 channels) .
Thus, the best results with the UAH dataset can be found using PSD+SVM, 2 channels (C 3 C 4 ) and in the middle of the experiment. A summary of the results is presented in Table 5 . 91.1 PSD+SVM,C 3 C 4 ,4-6s
As the next step of the proposed methodology, this configuration was applied to the Graz dataset, in order to evaluate it. The results obtained for this configuration and the other are shown in Tables 3 e 4.
CONCLUSIONS
This paper evaluates the use of two set of features (PSD components and AAR/RLS parameters of an EEG signal) as inputs for a SVM classifier, in order to distinguish between two mental tasks related to hands motor imagery.
The approach based on PSD (Welch's Method) components and a SVM (RBF kernel) generated the best results. The highest classification rates are related to the middle of the experiment, usually between seconds 4 and 6. It can be explained taking into account that the subject needs some time to setup him/herself (the cue, an arrow, is presented to the subject at instant t = 3 s) to the end of the trial (the trial finishes at t = 9 s).
The best results can be accomplished using only 2 channels, four electrodes placed around positions [C 3 C 4 ] of the 10-20 International System.
After evaluating the system with the UAH dataset, the algorithms were applied to the Graz dataset and the best classification rate (accuracy) was 97.1% (99.4% to mental task 1 and 93.5% to mental task 2).
The replacement of the method currently used to select a symbol in a PDA, which requires a brief eyeclosing, by another based on motor imagery, such as the one here discussed, is the next step of our research. In other words, the idea is that motor imagery of a hand (the one with higher accuracy) it is enough to the user without eyes control to select desired symbols in the PDA that will be translated into commands to the robotic wheelchair or into some communication outputs, also available in this system.
