Let (A, A ′ , A H ) be the triple of hyperplane arrangements. We show that the freeness of A H and the division of χ(A; t) by χ(A H ; t) imply the freeness of A. This "division theorem" improves the famous addition-deletion theorem, and it has several applications, which include a definition of "divisionally free arrangements". It is strictly larger than the classical important class of inductively free arrangements. Also, in the class of divisionally free arrangements, Terao's conjecture is true. Moreover, we show that Terao's conjecture holds true for a lot of recursively free arrangements to which almost all known free arrangements are belonging.
Main results
Let V be an ℓ-dimensional vector space over an arbitrary field K with ℓ ≥ 1, S = Sym(V * ) = K[x 1 , . . . , x ℓ ] its coordinate ring and Der S := ⊕ ℓ i=1 S∂ x i the module of K-linear S-derivations. A hyperplane arrangement A is a finite set of hyperplanes in V . We say that A is central if every hyperplane is linear. In this article every arrangement is central unless otherwise specified. In the central cases, we fix a linear form α H ∈ V * such that ker(α H ) = H for each H ∈ A. An ℓ-arrangement is an arrangement in an ℓ-dimensional vector space. Let L(A) := {∩ H∈B H | B ⊂ A} be an intersection lattice. L(A) has a partial order by reverse inclusion, which equips L(A) with a poset structure. For X ∈ L(A), define the localization A X of A at X by A X := {H ∈ A | H ⊃ X}, which is a subarrangement of A. Let L i (A) := {X ∈ L(A) | codim V X = i}. Also, we use some notations in §2.
In the study of hyperplane arrangements, its algebraic structure D(A) is well-studied. The logarithmic derivation module D(A) is defined by D(A) := {θ ∈ Der S | θ(α H ) ∈ S · α H (∀H ∈ A)}.
We say that A is free with exponents exp(A) = (d 1 , . . . , d ℓ ) if D(A) is generated as an S-module by S-independent homogeneous generators θ 1 , . . . , θ ℓ with deg θ i = d i (i = 1, . . . , ℓ). The study of free arrangements was initiated by Terao in [19] , and has been playing the central role in this area. Recently, there have been several studies to determine when A is free, e.g., [2] , [9] , [21] , [22] and so on. However, it is still very difficult to determine the freeness. Freeness of arrangements implies several interesting geometric and combinatorial properties of A. For example, see [1] , [2] and [20] . In particular, the most important result among them is Terao's factorization theorem (Theorem 2.5) in [20] , which asserts that if A is free with exp(A) = (d 1 , . . . , d ℓ ), then its characteristic polynomial χ(A; t) (essentially this is the same as the topological Poincarè polynomial π(A; t) of the complement M(A) := V \ ∪ H∈A H of A in V when K = C) factorizes into χ(A; t) = ℓ i=1 (t − d i ). When A = ∅, it is known that (t − 1) divides χ(A; t). Let χ 0 (A; t) := χ(A; t)/(t − 1) when A = ∅.
The most useful method to construct free arrangements is the additiondeletion theorems (Theorem 2.3) by Terao in [19] . Let us recall it. For a central arrangement A and H ∈ A, define
We call (A, A ′ , A H ) the triple. Note that A H is an arrangement in H. The addition-deletion theorem enables us to determine the freeness of all these three when we know the freeness of any two of them with some information on exponents. For example, the addition theorem asserts that if both A ′ and A H are free with exp(A ′ ) ⊃ exp(A H ), then A is also free with certain exponents. By the factorization theorem above, in this case, it follows that χ(A H ; t) divides χ(A ′ ; t) (the division of polynomials is often denoted by χ(A H ; t) | χ(A ′ ; t)). Since there is a famous deletion-restriction formula (see Theorem 2.2) χ(A; t) = χ(A ′ ; t) − χ(A H ; t), it holds that χ(A H ; t) also divides χ(A; t) in this case. So the additiondeletion theorem contains a statement about divisions of polynomials, but these divisions have not been studied so much.
The aim of this article is to give a consideration on this aspect, i.e., the division of characteristic polynomials of these triples. The main result in this article is as follows.
Theorem 1.1 (Division theorem)
Let A be a central ℓ-arrangement. Assume that there is a hyperplane H ∈ A such that χ(A H ; t) divides χ(A; t) and that A H is free. Then A is free. (x 1 + a 2 x 2 + a 3 x 3 + a 4 x 4 ) = 0.
B is a restriction of the famous counterexample to Orlik's famous conjecture by Edelman and Reiner in [12] onto a coordinate hyperplane. B is known to be free. Here we can check it soon by Theorem 1.1 combinatorially. Let
(x 1 + a 2 x 2 + a 3 x 3 ) = 0.
Then it is easy to check that χ(B; t) = (t − 1)(t − 3)
Since every 2-central arrangment is free (e.g., see Lemma 3.1), applying Theorem 1.1 twice shows that B is free. In particular, since we only used the combinatorial computations, we can also see that the freeness of B depends only on its combinatorics L(B).
There are several ways to understand Theorem 1.1. If we emphasize the aspect of a generalization of the addition-deletion theorem 2.3, Theorem 1.1 can be formulated as Theorems 3.10 and 3.11. Also, it can be regarded as a modified converse of Orlik's conjecture, see Remark 3.8. Here we focus on the relation between the freeness and combinatorics.
As in Example 1.2, Theorem 1.1 allows us to check the freeness of A by constructing a divisional "tower" of characteristic polynomials as in (1.1). In other words, we obtain the following theorem on freeness which gives a completely combinatorial algorithm:
= A i−1 and that χ(A i−1 ; t) | χ(A i ; t) (i = 3, . . . , ℓ). Let us call this filtration a divisional filtration.
Apparently, the freeness of A satisfying the condition in Theorem 1.3 is combinatorially determined. Hence Theorem 1.3 is very useful to check that the freeness of some arrangement depends only on its combinatorics, which is a theoretical advantage. One of these theoretical applications is the dependency of the freeness of famous Shi arrangements only on combinatorics (see §7 for the notation):
The freeness of the extended Shi arrangement depends only on the combinatorics.
To determine the relation between freeness and combinatorics has been an imporant but very hard problem. However, in this article, we can show the similar result as in Theorem 1.4 due to Theorem 1.1 (e.g., Example 5.6 and Theorem 6.6), which is very useful for that purpose. To make this framework systematically, we may introduce a new class of free arrangements, called the class of divisionally free arrangements.
Definition 1.5 (Divisionally free arrangements)
We say that an ℓ-arrangement A is divisionally free if A has a divisional filtration in Theorem 1. 3 . The set DF ℓ consists of all the divisionally free ℓ-arrangements, and DF := ∪ ℓ≥1 DF ℓ .
Then it is easy to show that A is free if A ∈ DF, and the freeness of A ∈ DF depends only on its combinatorics, see Theorem 5.4 for details. The most famous and important class of free arrangements with the same properties is the class of inductively free arrangements introduced by Terao in [19] (see Definition 5.2). Let IF denote the class of inductively free arrangements. In fact, the class of divisionally free arrangements is strictly larger than that of inductively free arrangements.
To prove Theorem 1.6 , recent developments on the freeness of unitary reflection arrangements (e.g., [10] , [13] ) play the key roles. Hence Theorem 1.1 develops the theory of free arrangements from the viewpoint of Terao's conjecture (Conjecture 5.1) by strictly enlarging the inductively free arrangements. Also, we can show that Terao's conjecture is true for a lot of recursively free arrangements in Theorem 6. 5 . Moreover, as in Theorem 1.4 , applications to those related to root systems are also given. Hence Theorem 1.1 and the divisionally free arrangements give rise to an essential progress to the theory of free arrangements and its combinatorics.
To prove Theorem 1.1, the key ingredient is the following fact that, the division of characteristic polynomial commutes with localizations along the hyperplane in codimension-three : Theorem 1.7 (Localization and Remainder Theorem) Let A be a central ℓ-arrangement and H ∈ A. Let us consider the polynomial division
with the remainder r(t) =
, and A is locally free along H in codimension three. In particular, if χ(A H ; t) divides χ(A; t) for a hyperplane H ∈ A, then the same statement holds.
The statement in Theorem 1.7 is non-trivial. For example, even when A is free, that statement does not hold in general, e.g, see Example 3.7. Also, a certain converse of Theorem 1.7 holds, see Theorem 3. 13. If χ(A H ; t) divides χ(A; t), then clearly r 0 = 0. Hence the first part of Theorem 1.7 implies the second one. The meaning of r 0 ≥ 0 in Theorem 1.7 can be seen in Remark 2.8.
Remark 1.8
As in Theorem 1.7, the condition χ(A H ; t) | χ(A; t) in Theorem 1.1 can be replaced by r 0 = 0 in terms of Theorem 1.7.
Though Theorem 1.1 is a generalization of the addition-deletion theorems, the proofs of Theorems 1.1 and 1.7 deeply depend on the new development of the theory of multiarrangements, i.e., we use the defintion of multiarrangements by Ziegler in [23], Yoshinaga's criterion in [21] and its refinement in [9] , development of basic tools to treat them in [7] and [8] , and the same statement as Theorem 1.1 when ℓ = 3 in [2] . It is interesting to see that in the statement of Theorem 1.1 there are no multiarrangements.
The organization of this article is as follows. In §2 we introduce several results used for the proof of results in §1. In §3 we prove our main theorems in §1. In §4 we give several applications of our result related to multiarrangements. The main applications here are Theorems 4.4 and 4.6 which assert the commutativity of the Euler and Ziegler restrictions. In §5 we investigate the most important application; the definition of divisionally free arrangements in Definitions 1.5 and 5. 3 . We show that divisionally free arrangements contain all the inductively free arrangements, and Terao's conjecture holds true in divisionally free arrangements. Moreover, there is a divisionally free arrangement which is not inductively free. In §6 we consider the relation between divisionally and recursively free arrangements to which almost all known free arrangements belong. In §7 we give applications to the arrangements related to root systems. In particular, we prove that the Shi arrangements are divisionally free.
Preliminaries
Let us review several definitions and results used in the rest of this article. We use the notation and definitions appeared in §1. We use [15] as a general reference in this section. Define the Möbius function µ :
Then the characteristic polynomial χ(A; t) and the Poincarè polynomial π(A; t) are defined by
As mentioned in §1, π(A; t) equals to the topological Poincarè polynomial of M(A) when K = C. Also, it is easy to see that χ(A) is divisible by (t − 1) if A = ∅. Write and define
Remark 2.1
The reason why we use the terminology b i (dA) is as follows. Fix a hyperplane H 0 ∈ A. Then we may consider the operation named deconing dA of A with respect to H 0 . Namely, dA is a set of affine hyperplanes obtained as intersections of α H 0 = 1 with all hyperplanes L ∈ A \ {H 0 }. Then it is known that χ(dA; t) = χ 0 (A; t). See [15] for example. This is the reason of the notation above. 
Then any two of the following three imply the third: 
. When ℓ = 3, the addition-deletion theorem 2.3 has the following simple form.
Then two of the following three imply all the statements (1), (2) and (3) in Theorem 2.3:
Among the equivalent conditions in Theorem 2.6, we can find several divisions of characteristic polynomials, and they imply the freeness of each member in the triple (A, A ′ , A H ). From this point of view, Theorem 1.1 is a generalization of Theorem 2. 6 . Also, if we regard these freeness as a local freeness in codimension three in K 3 , then Theorem 1.7 is also a generalization of Theorem 2. 6 . The following is also in [2] with a different formulation.
Theorem 2.7 ([2], Theorem 1.1)
Assume that ℓ = 3 and let us consider the division
Remark 2.8 Theorem 2.7 says that the integer a can be regarded as the remainder of the polynomial division of χ 0 (A; t) by t − (|A
The nonnegativity of a in the above was generalized in [2] , Theorem 7.1 for an arbitrary ℓ ≥ 3 just as an inequality. However, from the viewpoint of polynomial divisions, we may understand the non-negativity as that of the leading term of the remainder of a characteristic polynomial division naturally. Hence the non-negativity r 0 ≥ 0 in Theorem 1.7 can be regarded as a generalization of Theorem 2.7. Now let us explain the freeness criterion by using multiarrangements. A multiarrangement (A, m) is a pair consisting of an ℓ-arrangement A and a function m :
Also, its freeness and exponents can be defined in the same manner as for
Then the following is the most basic method to determine the freeness. Not only the freeness, but also a characteristic polynomial χ(A, m; t) for a multiarrangement (A, m) can be defined too. Let us write
Also, there is the factorization theorem for free multiarrangements as for the arrangement cases, i.e., if (A, m) is free with exp(A, m)
For details, see Definition 2.1 and Theorem 4.1 in [7] . Contrary to χ(A; t), to compute χ(A, m; t) when m is not identically 1 is very difficult. In fact, it is not combinatorial (see [7] ). However, it is easy to check that
can be computed by using the following local-global formula.
Theorem 2.10 (Local-global formula, [7] , Theorem 3.3)
From a central arrangement A and a hyperplane H ∈ A, we may define
The multiplicity m H is called the Ziegler multiplicity. By definition,
Then Ziegler showed the following fundamental fact.
Theorem 2.11 ([23])
Assume that A is free with
We say that A is locally free in codimension i along H ∈ A if A X is free for all X ∈ L i (A) with X ⊂ H (equivalently, for all X ∈ L i−1 (A H )). By using this notion, as a converse of Theorem 2.11, the following freeness criterion is known. (1) A is free.
A is locally free in codimension three along H.
Also, let us recall the addition-deletion theorem for multiarrangements (A, m) from [8] . For H ∈ A, we may define a restriction (A H , m * ) of the multiarrangement (A, m) onto H, which is called the Euler restriction of (A, m) onto H. Also, the new multiplicity m * is called the Euler multiplicity. Let us explain the definition of m * since it will be used for the proofs of main results.
For X ∈ L 2 (A) with X ⊂ H, let m X denote the restriction of m onto A X . Then the multiarrangement (A X , m X ) is a direct product of a 2-multiarrangement and the (ℓ − 2)-empty arrangement. It is well-known that every 2-arrangement is free. Hence we may define exp(A X , m X ) = (d 
. It was shown in [8] that we may assume
Moreover, we may choose bases in such a way that
For more details of these definitions, see [8] . By using these definitions, we have the addition-deletion theorem for multiarrangements as follows. 
Moreover, if both (A, m) and (A, m − δ H ) are free, then all the three hold true.
Proofs of results
Let us start the proof of main results in §1. Let us add one notation. For
First, we introduce a lemma which is used without referring in the rest of this article.
Proof. For example, see Lemma 2.7 in [2].
Second we need the following lemmas.
Proof. This result is well-known. Here we give a short proof. For a complete proof, see Lemma 2.10 in [2] for example.
First consider the case |m| ≤ 2|A| − 1. Then clearly
, it has to hold that |m| − |A| + 1 = d 1 , or |m| − |A| + 1 = d 2 , or d 2 < |m| − |A| + 1. The third case contradicts Saito's criterion 2. 9 . Second assume that |m| ≥ 2|A| and take multiplicities m ′ ≤ m such that |m ′ | = 2|A| − 1. Then the first assertion shows that exp(A, m
Lemma 3.3
Let (A, m) be a multiarrangement and fix H ∈ A with m(H) ≥ 2.
Proof. 
Now apply (1) and Lemma 3.2 to show that
which completes the proof.
Lemma 3.4
Let (A, m) be a multiarrangement and fix H ∈ A with m(H) ≥ 2. Let m * be the Euler multiplicity of (A, m) onto H. (2) By the assumption, (1) and Lemma 3.
H . Then apply this and Lemma 3.3 (2) to the local-global formula 2.10 to obtain
Proof. Immediate from Lemmas 3.3 (1) and 3.4 (1).
Proposition 3.6
In the setup of Theorem 1.7, it holds that
In particular, when r 0 = 0, for a multiplicity m on
Proof. Recall the division of characteristic polynomials:
Now let us introduce three (in)equalities:
. This is a part of Theorem 2.12.
Second inequality.
i=0 r i t ℓ−3 . Hence comparing the coefficients of t ℓ−3 implies
Now we have three (in)equalities. Combine these three to obtain
which is the first statement in this proposition. Now assume that r 0 = 0. Then the inequalities above are all equalities. Hence
. If this inequality is strict, then again Lemma 3.3 (2) and ( 3.6) show that the equality (3.8) cannot hold, which is a contradiction.
Next let us show that
So the local-global formula 2.10 shows that
, this inequality has to be an equality, which completes the proof. Now let us prove Theorem 1.7.
Proof of Theorem 1. 7 . The nonnegativity r 0 ≥ 0 holds immediately from the inequality in Proposition 3. 6 . Assume that r 0 = 0. Then we have the equation (3.7). Thus Theorem 2.12 shows that A is locally free in codimension three along H. Hence to complete the proof by applying Theorem 2.12, it suffices to show that χ(A H X ; t) divides χ(A X ; t) for all X ∈ L 3 (A) with X ⊂ H.
We show that exp(A 
. Because A is locally free in codimension three along H by (3.7), Theorems 2.5 and 2.11 show that
Example 3.7
Let A be a plane arrangement consisting of the cone of all edges and diagonal lines of a regular pentagon. Hence |A| = 11. It is well-known that (for example, see [15] , Example 4.54) that A is free with exp(A) = (1, 5, 5) and |A H | = 5 for any H ∈ A. Let B be the coning of A, hence free with exp(A) = (1, 1, 5, 5). Let H 0 ∈ B be the infinite line in A and let X ∈ L 2 (A H 0 ) be a flat which is contained in all the cone of planes belonging to A. Then it is easy to see that B X = A × ∅ 1 and B H 0 X consists of five linear lines in a plane. Hence 
. In fact, we show that, for every multiplicity m with 1 ≤ m ≤ m H , the multiarrangement (A H , m) is free with exp(A H , m) = (|m| − |A
We show by induction on |m|. If m is a constant multiplicity 1, then the statement holds true by the assumption. Assume that the statement holds true for all m with |m| − |A H | < n (n ∈ Z ≥1 ). Take an arbitrary m satisfying the condition above and |m| − |A H | = n. We may choose a hyperplane L ∈ A H such that m(L) ≥ 2. By the induction hypothesis, the multiarrangement 
By the assumption, Proposition 3.6, the equation (3.5) and Lemma 3.5, the equation (3.9) also follows here, i.e., 
Hence in this case, these two restrictions coincide; ((A
which completes the proof. When the condition χ(A H , t) | χ(A; t) is replaced by r 0 = 0 as mentioned in Remark 1.8, the proof is totally the same, so we left it to the reader.
Proof of Theorem 1. 3 . Apply Theorem 1.1 repeatedly with Lemma 3.1.
Remark 3.8 Theorem 1.1 can be regarded as a modified converse of the famous Orlik's conjecture, which asserted that A H is free if A is free. To this conjecture, a counter example was found by Edelman and Reiner in [12] . This conjecture was asserting that global freeness implies restricted freeness. Though this is not true, Theorem 1.1 asserts that the modified converse is true, i.e., restricted freeness with a combinatorial condition implies global freeness.
As a corollary of the proof above, the following is immediate. 
If we emphasize the aspect as the addition-deletion theorems, we may have the following formulations too.
Theorem 3.10
Let A be an ℓ-central arrangement. Assume that there is a hyperplane L ∈ A such that χ((A ∪ {L}) L ; t) divides χ(A; t) and that (A ∪ {L}) L is free. Then A is free.
Proof. Apply the same proof as that of Theorem 1.1 to A ∪ {L} to obtain that A ∪ {L} is free since χ((A ∪ {L}) L ; t) | χ(A ∪ {L}; t) by Theorem 2.2. Now apply Theorem 2.3 to complete the proof.
Theorem 3.11
Let (A, A ′ , A H ) be the triple with respect to H ∈ A. Assume that A H is free. Then the following conditions are equivalent:
(1) A is free and exp(A) ⊃ exp(A H ).
(2) A ′ is free and exp(A ′ ) ⊃ exp(A H ).
(3) All the three of A, A ′ and A H are free.
(6) χ(A; t) and χ(A ′ ; t) have a GCD of degree ℓ − 1.
i=0 r i t ℓ−3−i , it holds that r 0 = 0.
Proof. The equivalences among (1), (2) and (3) follow immediately from the addition-deletion theorem 2.3. Those among (4), (5) and (6) follow from the deletion-restriction theorem 2.2. Since χ 0 (A; t) = χ 0 (A ′ ; t) − χ 0 (A H ; t), that between (7) and (8) is easy. Both (1) ⇐⇒ (4) and (1) ⇐⇒ (7) follow by Theorem 1.1 and Remark 1.8, which completes the proof.
The conditions (1), (2) and (3) are the addition-deletion theorems that contain freeness conditions. However, the others are just combinatorial ones. Also, the freeness is assumed for an (ℓ − 1)-arrangement A H to check the freeness of ℓ-arrangement A, which enables us an inductive argument.
The following result is a corollary of the proofs of Theorems 1.7 and 1.1. The following is a certain converse of Theorem 1.7.
Corollary 3.13
Let A be an ℓ-arrangement.
(1) Assume that there is H ∈ A such that χ(A H X ; t) divides χ(A X ; t) for all X ∈ L 2 (A H ), and A H is free. Then A is free.
(2) If there is a filtration
for some H i ∈ A i , and χ((A i )
Proof. (1) By the same argument as in the proof of Theorem 1.1, it holds that
Hence Theorems 2.11 and 2.13 complete the proof. (2) is an immediate consequence of (1).
Without the freeness of A
H , Theorem 3.13 (1) does not hold. See the following example. Example 3.14 Let A := {xyzw(x+y +z +w) = 0}. Then it is easy to check that χ(A X ; t) = (t − 1) 3 and χ(A
. Also, it is easy to compute
Hence A H is not free and χ(A w=0 ; t) ∤ χ(A; t), and Theorem 3.13 (1) does not hold.
Applications to multiarrangements
In this section we give several applications of main results to, mainly multiarrangements. Theorem 1.1 implies that, if an arrangement is a free arrangement, and has a free restriction, then several strong requirements exist. The following is one of such requirements. 
Definition 5.2 ([19])
The set IF ℓ of ℓ-arrangements consists of the following:
Though the class of divisionally free arrangements has been already defined in Definition 1.5, let us give an another equivalent definition of it similar to Definition 5.2.
Theorem-Definition 5.3
The set DF ℓ of ℓ-arrangements can be also defined as follows:
(1) When ℓ = 1 and 2, all arrangements are in DF ℓ .
Comparing Definition 5.2 with Definition 5.3, it can be seen that the divisionally free arrangement is an analogy of the inductively free arrangement by replacing the addition-deletion theorem 2.3 by Theorem 1.1.
By the Definitions 1.5, 5.3, Theorems 2.3, 1.1 and 1.3, the following is clear. Every inductively free arrangement has to be constructed from the empty arrangement by the addition theorem. On the other hand, a divisionally free arrangement need not. In fact, the class DF is strictly larger than IF . Let us show it as Theorem 1.6.
Proof of Theorem 1. 6 . It suffices to find an arrangement A ∈ DF \ IF . We can find such an example among the reflecting hyperplanes of a unitary reflection group.
Let G 31 be a finite unitary reflection group acting on C 4 , where we use the labeling of such groups due to Shephard and Todd in [17] . Let A be the unitary reflection arrangement in V = C 4 corresponding to G 31 . Then it is shown that A is free with exp(A) = (1, 13, 17, 29) (see [15] , Table C . 12 for example), but A is not inductively free ( [13] , Theorem 1.1).
However, Lemma 3.5 in [13] showed that there is H ∈ A such that A H is free with exp(A H ) = (1, 13, 17). Also, Lemma 4.1 in [10] shows that there is
Hence Theorem 2.5 shows that χ(A H ; t) | χ(A; t) and χ((A H ) L ; t) | χ(A H ; t), which implies that A is divisionally free by Theorem 1. To check whether the freeness of some arrangement depends only on its lattice, DF can be used as follows.
Example 5.5
It is known that all the freeness of Weyl arrangements depends only on its combinatorics. Here we show the same statement, for certain cases, by using divisionally free arrangements.
Let B ℓ be the Weyl arrangement of the type B ℓ defined by
Then immediately B
x ℓ =0 ℓ = B ℓ−1 . Also, we may compute
Hence it follows that χ(B i−1 ; t) | χ(B i ; t) (i = 3, . . . , ℓ).
Therefore, B ℓ ∈ DF, which shows that the freenss of B ℓ depends only on its combinatorics. The same proof works for the root systems of the types A and C. Proof. Let W = G 31 . Then Corollary 1.3 in [13] shows that A = A(W ) ∈ IF if and only if exp(A H ) ⊂ exp(A) for any H ∈ A. Since A is free, this is also equivalent to say that A ∈ DF. Hence the proof of Theorem 1.6 completes the proof.
It seems interesting to study the (non-)divisional freeness of several noninductively free arrangements around complex reflection arrangements which appeared in the recent development. See [10] , [13] for example.
Recalling the fact that there have been several developments on how to check the inductively freeness of several arrangements due to [10] , [13] and so on, practically, the following formulation of Theorem 1.3 is also useful.
Theorem 5.8 A ∈ DF if and only if A has a filtration
. . , ℓ and that A \ {H ℓ } is free. The points in Theorem 5.8 and Corollary 5.9 are, though we have to check the freeness of some arrangements, we do not have to check anything else on them, and they enable us to determine the combinatorially determined freeness. Corollary 5.9 is useful when we have a list of free arrangements.
Recursively and divisionally free arrangements
First let us recall the definition of the recursively free arrangements.
Definition 6.1 (Recursively free arrangements)
A set of ℓ-arrangements RF ℓ is defined by, (a) all arrangements are in RF ℓ when ℓ = 1, 2, and
By Theorem 2.3, A is free if A ∈ RF . We say that an arrangement A is recursively free if A ∈ RF := ∪ ℓ≥1 RF ℓ .
Remark 6.2
The definition of recursively free arrangements may seem to be artificial. However, this contains almost all of known free arrangements. There are only three arrangements known which are free but non-recursively free. The first one is found by Cuntz and Hoge in [11] , and the other two are in [4] . Though some free arrangements (like A(G 31 ) in the previous section) are not known whether it is recursively free or not (see [10] , Corollary 4.3) , by these known results on RF , it is worth consider Conjecture 5.1 for recursively free arrangements.
Contrary to the inductively free arrangements, it is not yet known whether the freeness of recursively free arrangements depends only on the combinatorics.
groups, and they are all free arrangements (Propositions 2.11 and 2.13, [14] ). The inductive freeness of intermediate arrangements is studied in [10] , and showed that A Also, following the definition based on the addition-deletion theorems, we can define the following class of free arrangements.
Definition 6.7
(1) A set of ℓ-arrangements MF ℓ is defined by, (a) all arrangements are in MF ℓ when ℓ = 1, 2, and
We say that an arrangement A is multiplicatively free if A ∈ MF :
Recall that the definition of hereditarily inductively free, where the definition of hereditarily divisionally free generalizes it. An arrangement A is hereditarily inductively free if A X is inductively free for all X ∈ L(A). Clearly, hereditarily inductively free arrangements are hereditarily divisionally free.
Proposition 6.8
There is an arrangement A which is not hereditarily inductively free but hereditarily divisionally free.
Proof. Let us again use a divisionally free, but not inductively free unitary reflection arrangement A = A(G 31 ) in the proof of Theorem 1. 6 . By Theorem 1.2 in [10] , every A X is inductively free for X ∈ L 3 (A). Since A is a 4-arrangement and IF DF by Theorem 5.4, the proof is completed.
Remark 6.9
Apparently multiplicatively free arrangements are generalizations of recursively free arrangements. The former contains the latter. By the result in [11] , there is a free arrangement which is not multiplicatively free. Hence there is a free arrangement which is not either divisionally nor multiplicatively free.
By Theorem 6.5, if there exists a counterexample to Conjecture 5.1 in RF , then that has to be at the valley. So we may pose a problem. (1) RF * DF .
(2) RF MF.
To settle Conjecture 6.11 (1) positively, for example, recalling the proof of Theorem 1.6 , it suffices to show that A(G 31 ) is not recursively free, which is not yet known (see [10] , Corollary 4.3). It seems natural to believe that Conjecture 6.11 (1) is true. On Conjecture 6.11 (2) , it seems still difficult to check since there are few known examples of a free arrangement which is non-recursively free (see [11] , [4] ).
Application to Weyl arrangements
In this section assume that K = R and consider a real irreducible crystallographic reflection arrangements and its deformations.
First let us recall a notation on root systems and related Weyl arrangements. Let Φ be a real irreducible crystallographic root system of rank ℓ with the Coxeter number h. Fix a positive system Φ + of Φ and let ∆ = {α 1 , . . . , α ℓ } ⊂ Φ + the associated simple system. Let W be the corresponding Weyl group and H α the reflecting hyperplane with respect to the root α ∈ Φ + in V = R ℓ . Then the Weyl arrangement A W of Φ + is defined by
Also, the k-extended Shi arrangement Shi k is defined by the equation
where z is a new coordinate added to the vector space spanned by α 1 , . . . , α ℓ , and H j α := {α = jz} for α ∈ Φ + and j ∈ Z. The Shi arrangement was introduced by J.-Y Shi in [18] , and has been well-studied by several mathematicians. See [6] and [21] To prove Theorem 7.1, we need a theorem.
Theorem 7.2
Let K be an arbitrary field, V = K ℓ and A be an ℓ-arrangement in V . Assume that there are distinct hyperplanes H 1 , . . . , H ℓ−1 ∈ A such that, [15] , it suffices to show that θ E , θ 1 , . . . , θ i−1 S ∋ θ i for i = 1, . . . , ℓ − 1. If θ 1 ∈ Sθ E , then it contradicts the fact that θ E , θ 1 form a part of basis for D(A ′ 1 ). Now assume that θ i = f θ E + i−1 j=1 f j θ j (f, f j ∈ S). By the choice of θ i , θ k (α j ) ∈ Sα j if and only if k = j. Since θ E (α) = α for any α ∈ V * , it holds that (f θ E + i−1 j=1 f j θ j )(α i ) ∈ Sα i , but θ i (α i ) ∈ Sα i , which is a contradiction.
Hence D(A ′ ) has a basis θ E , θ 1 , . . . , θ ℓ−1 with the properties above. Moreover, the construction implies that θ E , α 1 θ 1 , . . . , α ℓ−1 θ ℓ−1 form a basis for D(A). By using these bases, we show that A ℓ ⊃ · · · ⊃ A 2 is a divisional filtration. Now apply the same arguments inductively to A ℓ−1 , A ℓ−2 , · · · , A 3 with Theorem 2.5 to show that χ(A i ; t) | χ(A i+1 ; t) for i = 2, . . . , ℓ − 1. Hence Theorem 1.3 shows that A ∈ DF.
Proof of Theorem 7.1. First recall the result on simple-root basis in [5] . It asserts that, there are derivations φ 1 , . . . , φ ℓ ∈ D(Shi k ) of degree kh such
