For an external problem in IR d (d = 2; 3) such that the unknown function satis es the wave equation outside a nite domain, we generate arti cial boundary conditions transparent to outgoing waves. These conditions permit an equivalent replacement of the original external problem by the problem inside the arti cial boundary which is a circle (d = 2) or a sphere (d = 3): The questions of numerical implementation of the arti cial conditions (that are non-local in both space and time) are considered. Special attention is paid to the reduction of necessary computational resources; in particular, a way of incorporating these conditions into numerical methods which makes the computational formulae local in time is suggested. The aspects of treating arti cial boundaries of a non-spherical shape are discussed. Numerical examples of two-and three-dimensional scattering problems demonstrate the accuracy of proposed arti cial boundary conditions.
Introduction
When numerically simulating physical processes that are connected with the propagation of waves in the whole of space, it is necessary, as a rule, to surround the computational domain by an arti cial surface and there impose additional conditions for the unknown functions. Clearly, these arti cial boundary conditions (ABCs) must be transparent for all waves going out to in nity since the re ected waves will distort a simulation process.
Most known ways for generating ABCs for the wave equation use di erent approximate approaches, see e.g. 1]{ 6], and the review papers by Givoli 7] and Tsynkov 8] . As a result the conditions obtained are only transparent for waves with de nite frequencies and/or angles of incidence to the arti cial boundary.
The ways of generating exact ABCs are not so numerous. Ting and Miksis 9] proposed using Kirchho 's integral formula to update the unknown function on the arti cial boundary (a numerical investigation of this approach was made by Givoli and Cohen 10] ); see also the review by Lyrintzis 11] . The Fourier method is used by Sofronov and by Grote and Keller 12] { 17] to obtain exact ABCs on spherical and circular arti cial boundaries: the three-dimensional case is considered in 12] { 17]; the two-dimensional case is in 14], 15]. The idea is to write out exact conditions for each Fourier component of the unknown function on the arti cial boundary. Notice the approach proposed by Ryaben'kii 18], 19] describing an equivalent reduction of a di erence boundary value problem (obtained from an original di erential problem) to an appropriate problem in a mesh subdomain.
Exact ABCs are evidently non-local in both space and time. Therefore, their numerical implementation can be computationally expensive. Indeed, for each time step, the order of the number of operations required by algorithms based on Kirchho 's formulais greater than that required by a simple explicit di erence scheme for the wave equation in the computational domain, 9]. Nevertheless, this approach is used for practical calculations, see, e.g., 20] , 21], and 11].
At the same time, the conditions proposed by Sofronov and by Grote and Keller 12] { 17] are such that the implementation formulae are local in time, and therefore they are comparatively cheap. In 12] { 15], the non-local-in-time term of ABCs is represented by convolution operators with respect to time, and special recurrence formulae are written out to evaluate these convolutions. Note that similar results in generating e ective transparent conditions have been obtained for the problem of transonic ow in wind tunnels, see 22] , 23]. In Grote and Keller 17] , local-in-time formulae are obtained by step-by-step solution of auxiliary Cauchy problems for systems of ordinary di erential equations on the boundary for each harmonic.
The aim of this paper is to review the results of earlier work 14], 15] and to check our two-and three-dimensional arti cial boundary conditions on test problems from 17] and 24]. In addition, we show that the conditions in Sofronov 12] and Grote and Keller 16] are equivalent. The outline of the paper is as follows. Section 2 presents the formulation of the problem. Sections 3 and 4 give the theoretical background of the proposed boundary conditions. The questions of their numerical implementation are described in Section 5. Section 6 gives the connection between conditions derived in 12] and 16]. The numerical examples are presented in Section 7. In the Conclusion, we summarise the main issues.
Problem formulation
In I R d ; d = 2; 3 we consider a time-dependent problem described by the scalar equation Lv = g (2.1) such that outside a bounded domain D I R d (i) the function g vanishes;
(ii) the initial data vj t=+0 = v t j t=+0 = 0;
(iii) the operator L is the wave operator, i.e., Lv v tt ? c 2 v, where c = const: > 0 is the propagation speed of waves, is the Laplacian.
The structure of the operator L inside the domain D does not matter for us: L can be any (nonlinear) operator, but we assume that the problem (2.1) has a unique solution.
The equation (2.1) can arise, for example, in problems of acoustic and electromagnetic scattering, uid dynamics, elasticity, etc., i.e., in those problems where the unknown function satis es the wave equation outside a given domain.
Arti cial boundary conditions of absolute transparency where T is a linear operator. Our aim is to generate the operator T so that these two problems are equivalent, i.e., their solutions v andṽ are identical inside S.
The condition Tṽ = 0 we call the boundary condition of absolute transparency (BCAT).
The word \absolute" emphasises the exact character of the conditions. Note that when using mesh methods for a numerical solution of (2.1), a mesh with a uniform (non-enlarged) spacing in the radial direction must be applied to accurately approximate the waves outgoing to in nity. Therefore the use of BCAT in numerical methods can reduce computational costs because the size of a computational depends just only on a minimal possible diameter of S. Let us represent the solution of (3.4) by the convolution w(r; t) =f(t) G (r; t) where G (r; t) is the Green's function of the following problem L G = 0; r > R; t > 0 G j t=+0 = @ @t G j t=+0 = 0; r > R G j r=R = (t):
Here L is the di erential operator of the problem (3.4) and (t) is the Dirac deltafunction.
To nd G let us use the Laplace transform technique. We write g (r; p) = L G ](r; p) The solution of this problem is written by using Macdonald's cylindrical functions K (z) and has the form g (r; p) = R r e pt g (r; p)dp:
Substituting the expression of g (r; p) for this integral and using well-known properties of the Laplace transform, we have G (r; t) = R r Because of the asymptotic properties of ( + where 0 denotes the derivative of with respect to the argument. Substituting (3.8), (3.9), and (3.11) for (3.7) and convolving the Green's function G (r; t) withf(t), we obtain the following solution of the problem Arti cial boundary conditions of absolute transparency 9 We denote by Q ?1 the inverse operator, i.e., the operator of summation according to (3.2) the function E (3) l (r; t) = 0 if l = 0. Note that T m l does not depend on the superscript m. According to 27], the roots of K (z); > 0; have negative real parts which implies the stability of the evaluation of convolution operators in (4.5) and (4.6) while numerical implementing BCAT.
Having generated the operator T in this way, we formulate the following theorem about the equivalence of problems (2.1) and (2.2). 2. Letṽ be a solution of the problem (2.2) andṽ =ṽ t = 0 at r > R; t = 0. Suppose also that this function is twice-di erentiable up to S. Thenṽ can be extended outside S to a solution of the problem (2.1).
Proof In the rst part of the theorem we have to prove only that T v = 0 on S since the governing equation is the same for both problems inside S. This equality follows immediately from the way of constructing T taking account that v is the solution of the auxiliary problem (3.1) due to the conditions (i) to (iii) for the problem (2.1).
Let us prove the second part of the theorem. Take f =ṽj S in the problem (3.1). Then (3.2), (3.12) (or (3.3), (3.13)) give v satisfying the statement of the theorem for r > R. Considering now v as the de nition ofṽ outside S, we denote the whole this function byṽ. According to the construction,ṽ is continuous at r = R and satis es the wave equation at r = R ? 0 and at r > R. It remains to prove that it satis es the wave equation at r = R as well.
Since (4.5) (or (4.6)) is the corollary of (3.12) (or (3.13)), then Tṽ = 0 at r = R + 0. Using the theorem condition Tṽ = 0 at r = R ? 0; and the continuity ofṽ, we have 
Application of conditions of absolute transparency in numerical methods
It is clear that a straightforward use of the operators (4.3), (4.4) is only possible in the case of spherical meshes near the external boundary of a computational domain. Moreover, di erent numerical schemes for the governing equation inside the computational domain (explicit or implicit ones) can in uence the discretization of (4.3), (4.4) . Therefore we propose another approach to generate the desired numerical conditions. The idea is to use the representation formulae (3.12), (3.13) to calculate the solution on the external boundary in terms of the solution inside the computational domain. Such an approach does not depend on the method of evaluating the solution in D and permits us to treat both spherical and non-spherical meshes: as we will see the di erence consists only of an additional interpolation procedure for the last case. Note that although discretization of (3.12), (3.13) can be made with any desired accuracy, it makes no sense to take it higher than the accuracy of the numerical method used inside the computational domain; in what follows, we describe the approximation having the second-order discretization error.
For the problem (2.1) let us consider an auxiliary domain D 1 and d-dimensional ball B of a radius R, see Fig. 3 , such that the following three assumptions are valid:
( We subdivide this calculation into three stages described below. Subsection 5.1 contains the formulae for the three-dimensional case. The two-dimensional case is considered in Subsection 5.2. In Subsection 5.3, we discuss the necessary computational resources for the case of spherically-shaped arti cial boundaries. Denote by I 0 a value of i such that r I0 is the maximal radius of a sphere belonging strictly to the domain D 1 . In the second stage, we calculate c m l (r; t) for each ? m l 2 M in the points r = r I0 ; r I0+1 ; ; r I ; t = t n+1 on the basis of its values at r = R; t = 0; t 1 ; ; t n .
Three-dimensional case
Arti cial boundary conditions of absolute transparency Recall that no calculations of d l j ; q l j are required for l = 0. To calculate the values s l j (t n? ); it is necessary to interpolate the discrete function c m l (R; t) on the interval (t n? ?1 ; t n? ) by using its values at the points t = 0; t 1 ; ; t n : We use here the simple linear interpolation. Therefore we have s l j (t n? ) = c m l (R; t n? ) e Note that the recurrence relations (5.2) are used to calculate the values of q l j (t n? ). Moreover, the values q l j (t n? ) and s l j (t n? ) do not depend on the parameter H i .
Thus although the operator T is non-local in time, the proposed implementation of the discrete formulae is local in time due to the recurrence relations for the functions q l j (t n? ). This remarkable property is corollary of the fact that the kernels E (3) l (r; t) of convolutions in T are nite sums of exponentials.
Remark. Linear interpolation has been used for calculating s l j (t n? ) and c m l (R + H i ; t n+1 ). It gives an error O( 2
). To get a higher accuracy, one may apply here a quadratic or cubic interpolation by using the points at t = t n? ?2 or at t = t n? ?2 ; t n? ?3 ; respectively. In our test calculations, quadratic interpolation is used. Stage 3 In the nal stage, we calculate nite series on DSFs (di erence counterparts of (3. Remark. To reduce computational costs, it is preferable to generate a mesh fr i g using the set of Chebyshev nodes instead of the simplest uniform mesh (5.1). Note that minimal computational costs for implementing BCAT are achieved if D 1 = B 1 , and the surface of B is one of the coordinate surfaces of the mesh M D .
Two-dimensional case
Consider now the additional constructions required to the implementation of BCAT for the two-dimensional case. We see that the rst and the third terms in (3.12) are similar to (3.13). Therefore their implementation is done in the same way as for the three-dimensional case, see Subsection 5.1 (naturally, with the use of functions fsinm ; cos m g instead of spherical functions).
Extra constructions are necessary only for the second term in (3.12). We approximate the integral in braces by a sum. For this purpose, we make the substitution s = tan where is a positive number, 2 0; =2] and introduce a grid 0 = 0 < 1 < < J q = =2 withJ q intervals on the segment 0; =2]. Due to the fast decay of h jmj (r; s), see the Lemma in Section 3, we use a uniform grid: j+1 ? j = =(2J q ). 
Here the prime ( 0 ) for the sum indicates that the term at j = 0 is multiplied by 0:5. In this procedure, the second term in (3.12) is like the third one, and therefore we can treat it by the same way.
In order to chose optimal parameters andJ q in (5. ; m = 32; r=R = 1:005; on the whole interval 0; =2]; right: the close up of this function on the interval of integration (due to a local re nement, the hypothetical value ofJ q in (5.3) for this example is estimated asJ q = 500).
Computational resources required for BCAT on the spherical boundary
Consider rst the question of \how many harmonics should one take to match a given mesh in the computational domain". Let N be the number of grid intervals around the circle. Take a single harmonic exp(iM ). The approximation error of the secondorder di erence counterpart to the angular derivative @ ) for the two-and three-dimensional cases, respectively, we see that BCAT requires negligible computational resources compared with those in the computational domain except for the number of operations in the three-dimensional case. 6 The relation between three-dimensional BCAT and conditions 16] In this Section, we show that conditions proposed in 12] and 16] are equivalent.
Let us x the index l > 0, denote by u(r; t) the corresponding Fourier coe cient u m l (r; t), and consider its governing equation: t n = n ; n = 0; 1; ; = Ch; C = 0:5: To check the accuracy of the di erence counterpart to BCAT, two initial boundary value problems are considered simultaneously for each parameters l and I: the problem on the interval a < r < 1 with BCAT at r = 1; and the problem on the semi-axis r > a without any boundary condition at the right or, in other words, with the free condition (FC). Both solutions, S BCAT and S FC , are calculated till the time t = 2. Fig. 7 shows the solutions and the di erence between them at the intermediate time t = 1; here the parameter l = 3.
Denote " = max t2(0;2) jS FC ? S BCAT j at r = 1. Table 1 shows the values of log 4 " for di erent variants.
We see distinctly the quadratic decay of the error " for the generated di erence counterpart of BCAT. The same test was done for the two-dimensional wave equation. The only di erence was in the construction of BCAT and in the governing equation for v: @ In order to check the numerical stability of BCAT for a long time, the calculations for several numbers of l and m were continued till time t = 20: No problems with stability were observed. We use the spherical system of coordinates (r; ; ) to solve this problem numerically. Since the solution does not depend on , the coordinates (r; ) are only considered. We introduce a uniform spherical mesh shifted from the poles: . We see that for each mesh size, the error decreases if the number L increases till some xed value. Therefore we nd that the accuracy of the discrete counterpart of BCAT corresponds to the accuracy of the di erence scheme near L = 23; 25; 29 for grids 10 61; 20 121; 40 241, respectively. Due to applying the BCAT instead of condition (7.1), the accuracy of the calculations increases for considered grids 300, 1400, 5800 times, respectively (for ! = 0:25). Fig. 12 shows the behaviour of solutions for ! = 0:25 at the point r = 1; = 0; grid is 20 121; = 2000. The exact solution and the solution with condition (7.1) (BCAT(0)) di er essentially from each other. At the same time, the di erence between the exact solution and the solution with BCAT(26) cannot be distinguished on the graph. Fig. 13 gives the value of " L (t) versus t. The results corresponding to ! = 1 at the observation point r = 1; = are shown in Figs. 14, 15.
Test examples in two-dimensions
The rst test has the same setup as for the three-dimensional case, i.e., is now the polar angle and we denote it by ; parameter = 200 for the source g. Due to the symmetry, we consider the problem in the half-plane x 0, i.e., j j =2. The mesh for the variable is j = =2 ? jh ; h = =J; j = 0; :::; J; the L 2 -error " M (t) de ned by (7.2) . The fragment of the solution along the segment 0:5 r 5; = =2 at t = 7 is given in Fig. 24 ; we can see that only in the vicinity of r = 4:4 is the di erence between the exact solution and the solution with BCAT(63) visible.
Conclusion
Exact arti cial boundary conditions, BCAT, for both two-and three-dimensional wave equation are described. The conditions permit us to reduce free-space scattering problems to problems in nite (truncated) domains. The corresponding operators have an explicit form with a non-local part consisting of the Fourier transform with respect to space variables and convolutions with respect to time.
An e cient numerical implementation of BCAT is proposed. The method permits us to evaluate the convolution integrals by recurrence formulae with respect to time. As a result, additional computational costs on the boundary of a domain, which are required while using BCAT, are at least not greater than that inside the domain. Besides, the method treats general case of non-spherical meshes.
The equivalence of BCAT in three space dimensions and the nonre ecting boundary conditions 16] is proved. It is worth noting that, unlike the condition 16], the numerical implementation of BCAT covers two space dimensions and non-spherical computational domains.
The calculation of test scattering problems presented above and in 17] demonstrate the high superiority of exact ABCs based on the Fourier method for spherical and polar grids. The numerical investigation of our conditions coupled with a Cartesian mesh in the computational domain is planned. Exact solution and solutions with conditions (7.3), BCAT(31), and BCAT(63) versus r at = =2; t = 7 Arti cial boundary conditions of absolute transparency 27 
Appendix
We give here the calculation of the limit used for deriving E (2) m (r; t): 
