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IN SEARCH OF OPTIMAL ESTIMATION 
K. A. Bhat and A. Ahmed  
ABSTRACT 
In this paper we introduce a method that can provides the best estimated value of missing observations 
in experimental design. We have used a different way for finding the missing observations. We use the 
concept of mathematical programming, we convert the statistical problem into mathematical 
programming problem. Numerical illustration is used to understand the technique. 
Key Words: Missing observations, Mathematical Programming, LINGO software, Cycling process. 
Introduction 
The area of missing data and imputation in statistical models is certainly very important and is 
one of the most active areas of statistical research today. In 1933 Yates developed a result for missing 
observations using the general techniques of minimizing the error sum of squares with respect  to the 
missing cell(s). Most of the text books on design of experiment uses that result [1,3]. After Yates many 
methods are developed to estimate the missing values, the use of the EM algorithms, MCMC stochastic 
substitution method and other more recent methods are ubiquitous in the discipline [2,5,6]. 
We have introduced a method in which we try to reduce all types of errors and variability in the 
model and then automatically the estimated value comes out is the best. We have used a different type 
of technique in which we use the concept of mathematical programming [4] to minimize the sum of 
squares of error under the conditions that the variability of sources of variations remain under given 
limits. 
Estimation of Missing observation  
Let us consider the  model  
Y = X θ + ε   
where  θ = µ,τ
`
1
…, b1…, … be the ‘n’ sources of variations. 
Let there be ‘k’ missing observations in the model and σ i
2 
 is the known variance of i
th
 source of 
variation without considering the missing observations. 
Error sum of square (S.S.E)  = Total sum of squares – Sum of squares due to sources of 
variations (Si) 
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We introduced the mathematical programming as:  
Minimizing f(x) =  S.S.E. 
Subject to 
Variance (Si ) ≤  σ i
2
 
xi  ≥ 0 
We estimate the missing observations one by one and simultaneously use them in the model till the all 
missing observations can be estimated. 
Once all missing observations are estimated use cycling, if the values of missing observations 
improves continue the procedure, otherwise stop the procedure. 
Estimation of ‘k’ missing observations in model having two sources of vaiations. 
  The model is  
Y = X θ + ε   
Let the sources of variations be S1 and  S2  (say treatment and blocks) having ‘t’ treatments and ‘r’ 
blocks in the design.  
S.S.E = Total sum of squares – Treatment sum of square – Block sum of squares 
S.S.E. =  xi
2
{1- 1/t -1/r +1/rt} – 2xi{ (Y.j)/t + (Yi.)/r - Y../rt } + constant with respect of xi 
Variance (S1) = 1/r{ 2 + xi
2}- {1/r + xi)}
2 
Variance (S2) = 1/t{ )2+ xi
2}- {1/t(  + xi)}
2   
Variance (Total) = 1/rt{ )
2
+ xi
2
}- {1/rt(  + xi)}
2  
 
Now to estimate first missing observation the mathematical programming problem is  
Minimize f1(x) =  x1
2
{1- 1/t -1/r +1/rt} – 2x1{ (Y.j)/t + (Yi.)/r - Y../rt } 
Subject to  
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1/r{ 
2
 + x1
2
}- {1/r + x1)}
2
 ≤ σ 1
2
 
1/t{ )
2
+ x1
2
}- {1/t(  + x1)}
2  
 ≤ σ 2
2 
 
    1/rt{ )
2
+ x1
2
}- {1/rt(  + x1)}
2  
≤ σ T
2
 
x1 ≥ 0 
where σ 1
2 , 
σ 2
2 , 
σ T
2  are the first source variability, second source variability and the total 
variability. 
After getting estimated value of  ‘x1’  use this value in model and proceed same to estimate 
the second missing observation, the  mathematical programming problem for estimation of second 
missing variable is 
Minimize f2(x) =  x2
2
{1- 1/t -1/r +1/rt} – 2x2{ (Y.j)/t + (Yi.)/r - Y../rt } 
Subject to  
1/r{ 
2
 + x2
2
}- {1/r + x2)}
2
 ≤ σ 1
2
 
1/t{ )
2
+ x2
2
}- {1/t(  + x2)}
2  
 ≤ σ 2
2 
 
    1/rt{ )2+ x2
2}- {1/rt(  + x2)}
2  ≤ σ T
2 
X2 ≥ 0 
Here we get estimation of X2, now start the cycling to improve the estimated values. If we get 
improved values then continue the procedure otherwise stop. 
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Example  
The table below is the yields of 6 varieties in a 4 replicate experiment for which two 
observations are missing.  
S1/S2 
 
1 2 3 4 5 6 Total  
1 18.5 15.7 16.2 14.1 13.0 13.6 91.1 
2 11.7 X1 12.9 14.4 16.9 12.5 68.4 
3 15.4 16.6 15.5 20.3 X2 21.5 89.3 
4 16.5 18.6 12.7 15.7 16.5 18.0 98.0 
Total 62.1 50.9 57.3 64.5 46.4 65.6 346.8 
  
σ 1
2
(S1)  = 1.47  and  σ 1
2
 (S2) = 3.36 
Variance (S1) =  ¼ ( 868.01 + x1
2
 ) – {¼ (50.9 + x1)}
2
   
  = 55.1 – 25.45 x1 + 0.1875 x1
2
 
Variance (S2) = 1/6 (952.52 + x1
2
 ) – {1/6 (68.4 + x1)}
2
  
   = 28.79 – 3.8 x1 + 0.1389 x1
2     
Variance (Total) = 1/23 (5606.02 + x1
2
 ) – {1/23 (346.8 + x1)}
2 
   =  16.39 – 1.31 x1 + 0.0416 x1
2
 
E.S.S. =   x1
2
{1- 1/t -1/r +1/rt} – 2x1{ (Y.j)/t + (Yi.)/r – Y../rt } 
 =  0.625 x1
2 – 19.35 x1 
Now the resulting mathematical programming is: 
(P1)  Minimize f(x) = 0.625 x1
2
 – 19.35 x1 
Subject to  
25.45 x1 - 0.1875 x1
2 
  ≥ 53.63 
3.8 x1  -  0.1389 x1
2   ≥  25.43 
1.31 x1  -  0.0416 x1
2
   ≥  10.06 
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x1 ≥ 0 
using the LINGO software and solve the mathematical programming we get  
 x1 = 15.48 
use value of  x1 in original table and continue estimate the second missing observation.  
σ 2
2
(S1)  = 3.07  and  σ 2
2
 (S2) = 6.48 
Variance (S1) =  ¼ ( 726.86 + x2
2
 ) – {¼ (46.4 + x2)}
2
   
  = 47.155 – 5.8x2 + 0.1875 x2
2
 
Variance (S2) = 1/6 (1627.31 + x2
2 ) – {1/6 (89.3 + x2)}
2  
  =  49.71 – 4.96x2 + 0.1389x2
2
 
Variance (Total) = 1/24 (5845.65 + x2
2
 ) – {1/24 (362.28 + x2)}
2 
   =  15.71 – 1.26 x2 + 0.04 x2
2
 
E.S.S. =   x2
2
{1- 1/t -1/r +1/rt} – 2x2{ (Y.j)/t + (Yi.)/r – Y../rt } 
 =  0.625x2
2 – 22.76x2 
Now the resulting mathematical programming is: 
(P2)  Minimize f2(x) = 0.625x2
2
 – 22.76x2 
Subject to  
5.8x2 - 0.1875 x2
2   ≥ 44.087 
4.96x2  -  0.1389x2
2
   ≥  43.23 
1.26x2  -  0.04x2
2
   ≥  9.66 
x2 ≥ 0 
 solution is x2 = 17.48. 
we have estimated both missing observations, now to check whether there may be some possibilities of 
improvement we use cycling to estimate x1 keeping  x2  as it is and continue. 
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(P1.1)  Minimize f(x) = 0.625 x1
2
 – 17.89 x1 
Subject to  
25.45 x1 - 0.1875 x1
2   ≥ 53.63 
3.8 x1  -  0.1389 x1
2
   ≥  25.43 
1.26 x1  -  0.04 x1
2
   ≥  9.76 
x1 ≥ 0 
the solution of this problem is  x1 = 14.31. 
(P2.1)  Minimize f(x) = 0.625x2
2 – 22.88x2 
Subject to  
5.8x2 - 0.1875 x2
2 
  ≥ 44.087 
4.96x2  -  0.1389x2
2
   ≥  43.23 
1.25x2  -  0.04x2
2
   ≥  9.59 
x2 ≥ 0 
solution is  x2 = 17.48 
The solution of (P2) and (P2.1) is same so stop the procedure. 
The best estimated values of the missing observations are: 
x1 = 14.31  x2 = 17.48 
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