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Abstract
A functional analytic method is used to prove the existence and the uniqueness of a solution in
the Banach space H1(∆) of a general class of non-linear functional equations. This general class
includes some specific functional equations studied recently. Our results simplify and improve the
existing results for these specific equations. Moreover, for one of them, we give an answer to an open
problem.
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1. Introduction
In this paper, we give sufficient conditions such that a class of non-linear functional
equations has a unique analytic solution in the Banach space H1(∆) of analytic functions,
defined as follows:
H1(∆)=
{
f (z)=
∞∑
n=1
fnz
n−1 analytic in ∆ and
∞∑
n=1
|fn|<+∞
}
, (1.1)
where ∆= {z ∈C/|z|< 1}, with norm ‖f (z)‖H1(∆) =
∑∞
n=1 |fn|.
This class of functional equations includes as particular cases the following equations:
f (λ2z)= 2f (λz)− f (z)− 1
2
g
(
f (λz)
)+ g(f (z)), z ∈C, (1.2)
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condition:
(a) g(z)=∑∞n=1 αnzn−1 with g(0)= 0, g′(0)= ξ = 0, and the series ∑∞s=3 |αs |ws−1 has
a sufficiently large radius of convergence;
λ1f (αz)+ λ2f (α2z)+ · · · + λmf (αmz)= F
(
f (z)
)
, z ∈C, (1.3)
where λi , i = 1, . . . ,m, and α are known complex constants and F(z) is a given function
which satisfy the following condition:
(b) F(z) =∑∞n=1 bnzn−1 with F(0) = 0, F ′(0) = ξ = 0, and the series ∑∞s=3 |bs |ws−1
has a sufficiently large radius of convergence; and
φ
(
f (z)
)= f (αz)+ F(z), z ∈C, (1.4)
where α ∈ C is a known constant and φ(z), F(z) are given functions which satisfy the
following conditions:
(c) φ(z) =∑∞n=1 cnzn−1 with c2 = 0, the series ∑∞s=3 |cs |ws−1 has a sufficiently large
radius of convergence, and
(d) F(z) ∈H1(∆), or
(e) F(x/α) ∈H1(∆),
which have been studied recently in [7], [6], and [4], respectively.
Equation (1.2) is an auxiliary equation to the iterative functional equation:
φ
(
φ(z)
)= 2φ(z)− z− 1
2
[
g
(
φ(z)
)+ g(z)], z ∈C, (1.5)
which is deduced from a problem of invariant curves (for more details see [7] and refer-
ences therein). In fact, one can establish analytic solutions in a neighborhood of the origin
for (1.5) by establishing analytic solutions in a neighborhood of the origin for (1.2).
In [7], Si and Zhang proved that:
If g(z) is a given function analytic in a neighborhood of 0 ∈ C with g(0)= 0, g′(0)=
ξ = 0 and λ = 0 such that
2λ2 − (4− ξ)λ+ 2+ ξ = 0, (1.6)
then
(i) for 0 < |λ| = 1 and any τ ∈C, (1.2) has an analytic solution f (z) in a neighborhood
of the origin such that f (0)= 0 and f ′(0)= τ ,
(ii) for any τ ∈C with 0 < |τ | 1, |λ| = 1, and
λ is not a root of unity and log 1|λn − 1| K logn, n= 2,3, . . . , (1.7)
for a constant K > 0, (1.2) has an analytic solution f (z) in a neighborhood of the origin
such that f (0)= 0 and f ′(0)= τ .
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|λ| = 1 without the restriction (1.7) is open.
Equation (1.3) is an auxiliary equation to the iterative functional equation
λ1f (z)+ λ2f [2](z)+ · · · + λmf [m](z)= F(z), z ∈C, (1.8)
where f [i](z) denotes the ith iterate of f (z). Equation (1.8) can be considered as a natural
generalization of an important problem concerning iterative roots in the theory of dynam-
ical systems (for more details see [6] and references therein). In fact, one can establish
analytic solutions of (1.3) in a neighborhood of the origin by establishing analytic solu-
tions of (1.8) in a neighborhood of the origin.
In [6], Si and Wang proved that:
If F(z) is a given function analytic in a neighborhood of 0 ∈C with F(0)= 0, F ′(0)=
ξ = 0, λ1, . . . , λm are complex constants (not all zero) and α is a root of the algebraic
equation
λ1α + λ2α2 + · · · + λmαm − ξ = 0, (1.9)
then
(i) for 0 < |α| < 1 or |α| > 1 and any η ∈ C, (1.3) has an analytic solution f (z) in a
neighborhood of the origin such that f (0)= 0 and f ′(0)= η,
(ii) for |α| = 1,
α is not a root of unity and log 1|αn − 1| K logn, n= 2,3, . . . , (1.10)
for a positive constant K , and |λ1| >∑m−1i=1 (i + 1)|λi+1|, (1.3) has an analytic solution
f (z) in a neighborhood of the origin such that f (0)= 0 and f ′(0)= 1.
For Eq. (1.4), which is called Poincaré equation, an existence and uniqueness theorem
for local real analytic solutions of (1.4) was obtained in [4] by use of the method of major-
ising series.
In this paper, we will prove under specific assumptions, that Eqs. (1.2)–(1.4) have a
unique bounded, analytic solution in the Banach space H1(∆) defined by (1.1). These
results are obtained as Corollaries 2.1–2.3 of general Theorem 2.1 concerning the following
non-linear class of functional equations:
f (z)+
m∑
i=1
αi(z)f (piz)= g(z)+
k∑
j=1
∞∑
s=3
c
j
s (z)
[
f (qj z)
]s−1
, z ∈C, (1.11)
where m,k are positive integers, pi, qj are known complex constants and g(z),αi(z),
c
j
s (z), i = 1, . . . ,m, j = 1, . . . , k, s = 3,4, . . . , are known functions which satisfy the
following conditions:
(i) g(z) ∈H1(∆),
(ii) αi(z)=
∞∑
αilz
l−1 ∈H1(∆), ∀i = 1, . . . ,m,l=1
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m∑
i=1
∥∥αi(z)∥∥H1(∆) < 1,
(iii) cjs (z)=
∞∑
r=1
c
j
srz
r−1 ∈H1(∆),
∥∥cjs (z)∥∥H1(∆)  γ js <+∞, ∀j = 1, . . . , k, s = 3,4, . . . ,
and the series
∑∞
s=3 γ
j
s w
s−1 has a sufficiently large radius of convergenceRc,
or
(i′) G(x)= g(x/pI )
αI (x/pI )
∈H1(∆),
(ii′) AI(x)= 1
αI (x/pI )
=
∞∑
l=1
AIlx
l−1 ∈H1(∆),
Ai(x)= αi(x/pI )
αI (x/pI )
=
∞∑
l=1
αilx
l−1, i = 1, . . . ,m, i = I,
and
m∑
i=1
∥∥Ai(z)∥∥H1(∆) < 1,
(iii′) Cjs (x)= C
j
s (x/pI )
αI (x/pI )
=
∞∑
r=1
c
j
rsx
r−1 ∈H1(∆),
∥∥Cjs (z)∥∥H1(∆)  Γ js <+∞, ∀j = 1, . . . , k, s = 3,4, . . . ,
and the series
∑∞
s=3Γ
j
s w
s−1 has a sufficiently large radius of convergence R˜c,
where |pI | =max1im{|pi |}.
This general theorem together with the results concerning Eqs. (1.2)–(1.4) are presented
in Section 2, whereas their proofs are given in Section 4. Our results simplify and improve
the existing results for Eqs. (1.2)–(1.4) (for more details see Remarks 2.2–2.5 of Section 2).
Moreover, we give an answer to the open problem stated above (see Remark 2.4 of Sec-
tion 2). For the proof of Theorem 2.1 we use a functional–analytic method which was used
previously in [2,3,8] and recently in [5] for the study of functional equations, functional–
differential equations, and functional–differential systems. This method is briefly presented
in Section 3.
2. Main results
Theorem 2.1. (A) If conditions (i)–(iii) hold and |pi |  1, ∀i = 1, . . . ,m, |qj |  1,
∀j = 1, . . . , k, then there exist positive numbers R0 and P0 such that if∥∥g(z)∥∥ < P0,H1(∆)
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where R0 > 0 is the point at which the function
P(R)= R
1−∑mi=1 ‖αi(z)‖H1(∆) −
k∑
j=1
∞∑
s=3
γ
j
s R
s−1 (2.1)
attains its maximum and P0 = P(R0).
(B) If conditions (i′)–(iii′) hold and |pI | = max1im{|pi |} > 1, |qj |/|pI | < 1, ∀j =
1, . . . , k, then there exist positive numbers R0 and P0 such that if∥∥G(x)∥∥
H1(∆)
< P0,
then (1.11) has a unique solution f (pI z) ∈H1(∆) for which∣∣f (pI z)∣∣<R0 < R01− |z| ,
where R0 > 0 is the point at which the function
P(R)= R
1−∑mi=1 ‖Ai(x)‖H1(∆) −
k∑
j=1
∞∑
s=3
Γ
j
s R
s−1 (2.2)
attains its maximum and P0 = P(R0).
Remark 2.1. Note that we cannot find explicitly R0, unless the series (of s) in (2.1) or (2.2)
is reduced to a finite sum. However, we can find approximatelyR0 by truncating the power
series that appears in P(R), since then P(R) becomes a polynomial of which we can
find the maximum (at least numerically). Of course, we must take into consideration the
truncation error which is inevitable in this case.
Corollary 2.1. If condition (a) holds and
(1i) |λ| 1, ξ = 1 with
2|1− ξ | − |ξ − 4|> 2, (2.3)
then there exists a positive number R0 such that (1.2) has a unique solution f (z) ∈H1(∆)
for which |f (z)|<R0/(1− |z|), where R0 > 0 is the point at which the function
P(R)= 2|1− ξ |R
2|1− ξ | − |ξ − 4| − 2 −
3
2|1− ξ |
∞∑
s=3
|αs |Rs−1
attains its maximum.
(1ii) |λ|> 1 with
2|1− ξ | + |ξ − 4|< 2, (2.4)
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H1(∆) for which |f (λ2z)|<R0/(1− |λ2z|), where R0 > 0 is the point at which the func-
tion
P(R)= 2R
2− 2|1− ξ | − |ξ − 4| − 2 −
3
2
∞∑
s=3
|αs |Rs−1
attains its maximum.
Corollary 2.2. If condition (b) holds and
(2i) |α| 1, ξ = 0 with
m∑
i=1
|λi |< |ξ |, (2.5)
then there exists a positive number R0 such that (1.3) has a unique solution f (z) ∈H1(∆)
for which |f (z)|<R0/(1− |z|), where R0 > 0 is the point at which the function
P(R)= |ξ |R|ξ | −∑mi=1 |λi | −
1
|ξ |
∞∑
s=3
|αs |Rs−1
attains its maximum.
(2ii) |α|> 1 and
m−1∑
i=1
|λi |
|ξ | +
|ξ |
|λm| < 1, (2.6)
then then there exists a positive number R0 such that (1.3) has a unique solution f (αmz) ∈
H1(∆) for which |f (αmz)| < R0/(1 − |αmz|), where R0 > 0 is the point at which the
function
P(R)= |ξ ||λm|R|ξ ||λm| − |ξ |2 −∑m−1i=1 |λi | −
1
|λm|
∞∑
s=3
|αs |Rs−1
attains its maximum.
Remark 2.2. From the fact that Corollaries 2.1 and 2.2 establish a unique solution of
(1.2) and (1.3), respectively, in H1(∆), it follows by definition (1.1) of H1(∆) that this
solution is analytic in a neighborhood of the origin. In order to prove that (1.2) and (1.3),
respectively, have an analytic solution in a neighborhood of the origin, the authors of [7]
and [6] assumed that
f (z)=
∞∑
fnz
n (2.7)n=1
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obtained the coefficients fn. Then they proved the convergence of (2.7) by constructing a
convergent series that is un upper bound for (2.7).
Remark 2.3. Conditions (2.3) and (2.4) of Corollary 2.1 are more general than condi-
tion (1.6), because for a given λ, one obtains only one value of ξ from (1.6), namely:
ξ = 4λ− 2λ
2 − 2
λ+ 1 , λ = −1,
whereas from (2.3) or (2.4) one obtains a whole region of C for ξ .
In the same way, conditions (2.5) and (2.6) of Corollary 2.2 are more general than
condition (1.9).
We also point out that conditions (1.6) and (1.9) are essential for the proofs given in [7]
and [6], respectively.
Remark 2.4. Part (1i) of Corollary 2.1 gives an answer to the open problem posed in [7],
for analytic solutions of (1.2) in the case |λ| = 1, without making use of condition (1.7).
Note also that for the case |α| = 1, it is obvious from part (2i) of Corollary 2.2, that we do
not make use of assumption (1.10).
Remark 2.5. Notice that if g(z) =∑∞n=2 αnzn−1 is such that ∑∞n=3 |αn|zn−1 has a suf-
ficiently large radius of convergence, then g(z) is obviously analytic in a neighborhood
of the origin as requested in [7]. In the same way, if F(z) =∑∞n=2 bnzn−1 is such that∑∞
n=3 |bn|zn−1 has a sufficiently large radius of convergence, then F(z) is obviously
analytic in a neighborhood of the origin as requested in [6].
Corollary 2.3. (3i) If conditions (c), (d) hold, |α| 1 and |α2|> 1, then there exist positive
numbers R0,P0 such that if∥∥F(z)∥∥
H1(∆)
< P0,
then Eq. (1.4) has a unique solution f (z) ∈H1(∆) for which |f (z)|<R0/(1− |z|), where
R0 > 0 is the point at which the function
P(R)= |α2|R|α2| − 1 −
1
|α2|
∞∑
s=3
|αs |Rs−1
attains its maximum and P0 = P(R0).
(3ii) If conditions (c), (e) hold, |α| > 1 and |α2| < 1, α2 = 0, then there exist positive
numbers R0, P0 such that if∥∥∥∥F
(
x
α
)∥∥∥∥
H1(∆)
< P0,
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where R0 > 0 is the point at which the function
P(R)= R
1− |α2| −
∞∑
s=3
|αs |Rs−1
attains its maximum and P0 = P(R0).
Remark 2.6. The first parts (2i) and (3i) of Corollaries 2.2 and 2.3 can also be obtained
from Theorem 2 of [5].
3. The functional–analytic method
Denote by H an abstract separable Hilbert space over the complex field with the
orthonormal base {en}, n = 1,2,3, . . . , and by (· , ·) and ‖ · ‖ the scalar product and the
norm in H , respectively. Consider now those elements f ∈H which satisfy the condition∑∞
n=1 |(f, en)| < +∞. These elements form a Banach space H1 with norm ‖f ‖1 =∑∞
n=1 |(f, en)|. Finally, we define the shift operators V and V ∗ as follows:
V : V en = en+1, n= 1,2, . . . ,
V ∗: V ∗en = en−1, n= 2,3, . . . , V ∗e1 = 0.
It can be proved [2] that the mapping
φ(z)= (fz, f )=
∞∑
n=1
(f, en)z
n−1, |z|< 1, (3.1)
is a one-to-one mapping from H1 onto H1(∆) which preserves the norm, where fz =∑∞
n=1 zn−1en, f0 = e1, |z| < 1, are the eigenelements of V ∗, which form a complete
system in H , in the sense that (fz, g) = 0, for all z, |z|< 1, implies g = 0. The element
f ∈H1 defined by (2.1) is called the abstract form of φ(z). In general, the abstract form
of a function G(φ(z)) :H1(∆) → H1(∆) is a mapping N(f ) :H1 → H1 for which the
following relation holds:
G
(
φ(z)
)= (fz,N(f )), |z|< 1.
From (3.1) it follows [2,3] that:
– The abstract form of f (λz) is the element R∗f ∈ H1, where R∗ is the adjoint of the
diagonal operator Ren = λn−1en, |λ| 1, n= 1,2, . . . .
– The abstract form of
∑m
i=1 αi(z)f (piz), where αi(z) =
∑∞
l=1 αilzl−1 ∈ H1(∆) and|pi | 1, ∀i = 1, . . . ,m, is the element ∑mi=1 αi(V )R∗i f , where R∗i are the adjoints of
the diagonal operators
Rien = pn−1en, i = 1, . . . ,m, n= 1,2, . . . , (3.2)i
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αi(V )=
∞∑
n=1
αilV
n−1. (3.3)
– The abstract form of
∑∞
s=3 c
j
s (z)[f (qj z)]s−1, where cjs (z)=∑∞r=1 cjsrzr−1 ∈H1(∆),
|qj | 1, ∀j = 1, . . . , k, and the series ∑∞s=3 γ js ws−1 has a sufficiently large radius of
convergence R, where γ js are such that ‖cjs (z)‖H1(∆)  γ js <+∞, is the element
Nj (f )=
∞∑
s=3
c
j
s (V )R
∗
j
[
f (V )
]s−2
f, (3.4)
where cjs (V )=∑∞n=1 cjsrV n−1 and R∗j are the adjoints of the diagonal operators
Rjen = qn−1j en, j = 1, . . . , k, n= 1,2, . . . .
In [3], it is also proved that the non-linear operator (3.4) is Frechét differentiable at
every point f ∈B(0,R)= {f ∈H1: ‖f ‖1 <R} and that ‖αi(V )‖1 = ‖αi(z)‖H1(∆).
For the proof of Theorem 2.1, which has a constructive character, we use also the
following fixed point theorem of Earle and Hamilton [1]:
If f :X→ f (X) is holomorphic, i.e., its Fréchet derivative exists, and f (X) lies strictly
inside X, then f has a unique fixed point in X, where X is a bounded, connected, and open
subset of a Banach space B .
By saying that a subset X′ of X lies strictly inside X we mean that there exists 0 > 0
such that ‖x ′ − y‖> 0 for all x ′ ∈X′ and y ∈B −X.
4. Proofs
Proof of Theorem 2.1. (A) According to what mentioned in Section 3, the abstract form
of (1.11) in H1 is[
I +
m∑
i=1
αi(V )R
∗
i
]
f = g+
k∑
j=1
Nj (f ), (4.1)
where g is the abstract form of g(z), Ri are the diagonal operators defined by (3.2), αi(V )
are the linear operators defined by (3.3), and Nj (f ) are the non-linear operators defined
by (3.4).
Due to assumption (ii), it follows that∥∥∥∥∥
m∑
αi(V )R
∗
i
∥∥∥∥∥ 
m∑∥∥αi(V )∥∥1 =
m∑∥∥αi(z)∥∥H1(∆) < 1.
i=1 1 i=1 i=1
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I +∑mi=1 αi(V )R∗i is invertible and∥∥∥∥∥
(
I +
m∑
i=1
αi(V )R
∗
i
)−1∥∥∥∥∥
1
 1
1−∑mi=1 ‖αi(z)‖H1(∆) .
Thus (4.1) is rewritten as
f =
(
I +
m∑
i=1
αi(V )R
∗
i
)−1[
g +
k∑
j=1
Nj(f )
]
=D(f ). (4.2)
Let ‖f ‖1 R <Rc . Then we obtain from (4.2):
∥∥D(f )∥∥1  L
[
‖g‖1 +
k∑
j=1
∞∑
s=3
γsR
s−1
]
⇒ ∥∥D(f )∥∥1  L[‖g‖1 +R2M(R)],
(4.3)
where
L= 1
1−∑mi=1 ‖αi(z)‖H1(∆) , M(R)=
k∑
j=1
∞∑
s=3
γsR
s−3.
Since Rc is sufficiently large, there exists R1 ∈ (0,Rc) such that LR1M(R1) > 1. Then the
continuous functionM1(R)= 1−LRM(R) has a zero R2 ∈ (0,R1), since M1(0)= 1 > 0,
M(R1) < 0. Thus the continuous function P(R) = L−1RM1(R) satisfies P(0) = P(R2)
= 0, P ′(0) > 0, P ′(R2) < 0, and therefore P(R) attains a maximum at R0 ∈ (0,R2). Then
for every 0 > 0, ‖f ‖1 <R0, and
‖g‖1  P(R0)− 0
L
,
it follows from (4.3)∥∥D(f )∥∥R0 − 0 < R0.
This means that for
‖g‖1 <P(R0) (4.4)
D is a holomorphic map from B(0,R0) strictly inside B(0,R0). Thus, by applying the
fixed point theorem of Earle and Hamilton [1], it follows that if (4.4) holds, Eq. (4.1) has a
unique solution in H1 bounded by R0. Equivalently, if∥∥g(z)∥∥
H1(∆)
< P(R0),
then Eq. (1.11) has a unique solution f (z) ∈ H1(∆). Moreover, from (3.1) we obtain the
following bound for R0:∣∣f (z)∣∣ ‖f ‖1‖fz‖1 <R0 11− |z| .
Also, as mentioned in Section 3, the mapping (3.1) preserves the norm, thus∥∥f (z)∥∥ = ‖f ‖1 <R0H1(∆)
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H1(∆)
,
it follows from the above relations∣∣f (z)∣∣<R0 < R01− |z| .
(B) First of all we set z= x/pI , |x|< 1, and (1.11) becomes
f (x)+
m∑
i=1
Ai(x)f
(
pi
pI
x
)
=G(x)+
k∑
j=1
∞∑
s=3
Cs(x)
[
f
(
qj
pI
x
)]s−1
.
The rest of the proof is similar to (A) and thus we omit it. ✷
Proof of Corollary 2.1. Equation (1.2) due to the assumption (a) can also be written as
f (z)+ ξ − 4
2(1− ξ)f (λz)+
1
1− ξ f (λ
2z)
= 1
1− ξ
∞∑
s=3
αs
[
f (z)
]s−1 − 1
2(1− ξ)
∞∑
s=3
αs
[
f (λz)
]s−1
for ξ = 1. This equation is deduced from Eq. (1.11) for
m= 2, α1(z)≡ ξ − 42(1− ξ) , α2(z)≡
1
1− ξ , p1 = λ, p2 = λ
2, g(z)≡ 0,
k = 2, c1s (z)≡
αs
1− ξ , c
2
s (z)≡−
αs
2(1− ξ) , s = 3,4, . . . , q1 = 1, q2 = λ.
Thus Corollary 2.1 is obtained from Theorem 2.1 for the above values of coefficients and
parameters. ✷
Proof of Corollary 2.2. Equation (1.3) due to the assumption (b) can also be written as
f (z)− λ1
ξ
f (αz)− λ2
ξ
f (α2z)− · · · − λm
ξ
f (αmz)=−1
ξ
∞∑
s=3
αs
[
f (z)
]s−1
for ξ = 0. This equation is deduced from Eq. (1.11) for
αi(z)≡ λi
ξ
, pi = αi, i = 1, . . . ,m, g(z)≡ 0,
k = 1, c1s (z)≡−
αs
ξ
, s = 3,4, . . . , q1 = 1.
Thus Corollary 2.2 is obtained from Theorem 2.1 for the above values of coefficients and
parameters. ✷
Proof of Corollary 2.3. Equation (1.4) due to the assumption (c) can also be written as
f (z)− 1
α2
f (αz)= F(z)− α1
α2
− 1
α2
∞∑
αs
[
f (z)
]s−1
s=3
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= 0. This equation is deduced from Eq. (1.11) for
m= 1, α1(z)≡− 1
α2
, p1 = α, g(z)= F(z)− α1
α2
,
k = 1, c1s (z)≡−
αs
α2
, s = 3,4, . . . , q1 = 1.
Thus Corollary 2.3 is obtained from Theorem 2.1 for the above values of coefficients and
parameters. ✷
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