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We determine detailed pointwise bounds for the Green’s function of the linearized
operator about a multidimensional scalar viscous shock front. These extend the
pointwise semigroup methods introduced by Howard and Zumbrun in the one-
dimensional case to multidimensions, sharpening Lp estimates obtained by Goodman
and Miller using a weighted norm approach. Moreover, our results apply to shocks
of arbitrary strength, as previous results did not. As described in a companion paper,
the bounds we obtain are sufﬁcient to give a straightforward treatment of the
nonlinear Lp-asymptotic behavior of the front under small perturbation. The analysis
of the multidimensional case involves several new features not found in the one-
dimensional case, concerned with the geometry of propagating signals. # 2002 Elsevier
Science (USA)1. INTRODUCTION
Our purpose in this paper is to extend to the multidimensional, scalar
case the pointwise semigroup methods introduced by Howard and
Zumbrun in the one-dimensional case [H.1–H.3, ZH]. At the most
general level, these consist of a collection of techniques by which one
can obtain sharp, global parabolic bounds on the fundamental
solution of an autonomous, but variable coefﬁcient linear evolution
equation
vt ¼ Lv; ð1:1Þ1Research supported in part by the National Science Foundation under Grants DMS-
703703 and DMS-9986658.
2Research supported in part by the National Science Foundation under Grants DMS-
706842 and DMS-0070765.
368
022-0396/02 $35.00
2002 Elsevier Science (USA)
ll rights reserved.
POINTWISE GREEN’S FUNCTION BOUNDS 369where L is a second-order parabolic operator with asymptotically
constant coefﬁcients as the spatial variable x1 goes to 1: In the
multidimensional case, we require also that the coefﬁcients of L
depend only on this ﬁrst spatial coordinate; that is, we impose
planar symmetry along with autonomy. These bounds, generalizing the
classical local (i.e., short-time) bounds obtained by parametrix methods
[Fr, Le], are obtained instead by direct, spectral techniques, through
Riemann saddlepoint/Stationary phase approximation of the Laplace
inversion formula (Dunford’s integral) of standard semigroup theory
[Fr,He, P,Y]; for practical purposes, they are tantamount to an exact
solution formula.
Such equations arise naturally as the linearized perturbation equations
about planar traveling wave solutions u ¼ %uðx1  stÞ of nonlinear evolution
equations, expressed in coordinates *x1 :¼ x1  st moving with the wave. In
particular, the study of stability of viscous shock proﬁles was the primary
motivation for the study of (1.1) in [H.1–H.3, ZH], the resulting detailed
linear bounds being used to establish nonlinear stability of viscous shock
proﬁles of arbitrarily large amplitude, provided that they satisfy an
appropriate (necessary) generalized spectral stability condition. This result
generalized earlier results of Szepessy–Xin [SX] and Liu [L] for small-
amplitude shock proﬁles.
Likewise, we are here motivated by the investigation of nonlinear
multidimensional stability of scalar shock fronts; in a companion
paper [HoZ.1], we show that the linear bounds obtained here are sufﬁcient
to yield, in straightforward fashion, the Lp-asymptotic behavior of a
perturbed scalar shock front. The latter result generalizes and somewhat
sharpens earlier multidimensional scalar results of Goodman [G.1] and
Goodman–Miller [GM], obtained for small-amplitude shocks, constant
parabolic term and smooth, exponentially decaying data using weighted
norm methods extending those introduced by Sattinger [S] in the one-
dimensional case. By contrast, our results hold for arbitrarily large-
amplitude shocks, general quasilinear viscosity, and bounded, H .older
continuous data with ﬁrst moment in L1: More important, the weighted
norm method is known to be useful in shock wave theory essentially only in
the scalar case [Pe, ZH, ZS], whereas the pointwise methods developed here
have the possibility to be extended to the more physically realistic system
case; indeed, we regard this as an extremely interesting direction for future
research.
The analysis of the multidimensional case involves several new features
not found in either the one-dimensional scalar or system case, connected
with geometry of propagating signals. In particular, despite the assumed
planar symmetry of the background wave/coefﬁcients of L; we ﬁnd
interesting time-dependent behavior in the ‘‘transverse’’ directions normal
HOFF AND ZUMBRUN370to x1: speciﬁcally, time-varying rates of convection and diffusion of
propagating signals. As described further below, these are induced by the
simultaneous progress of the signal in the ‘‘normal’’ direction x1 (in which
coefﬁcients do vary), and by the interaction of convective and diffusive
mechanisms. This additional geometry is encoded in a complicated way in
the behavior of the Laplace–Fourier transform of the fundamental solution
of ð@=@t  LÞ; or ‘‘generalized Resolvent kernel’’ of L; from which all of our
estimates ultimately derive.
The task of untangling this geometry from the essentially algebraic
representation of the Resolvent kernel leads to considerable new technical
complications that represent the main difﬁculty in the analysis. Indeed,
counter to the somewhat over-optimistic discussion of [ZH, Sect. 1.5], the
technical complexity is such that the ﬁnal estimates on the time-evolutionary
Green’s function would be essentially impossible to deduce from a strictly
algebraic viewpoint, without some a priori geometric intuition about the
propagation of signals. On the other hand, the resulting estimates give
further geometric details that seem to be impossible to guess heuristically,
for example the precise effective convection/diffusion rates discussed below
the main theorem. We ﬁnd this interplay between geometric intuition and
hard analysis to be a particularly interesting aspect of the present
investigation.
We now describe our results in further detail. Consider a scalar viscous
conservation law
ut þ
X
j
f jðuÞxj ¼
X
j;k
ðBjkðuÞuxjÞxk ; ð1:2Þ
for unknown u ¼ uðx; tÞ; u; f j; t 2 R1; x 2 Rd ; where BðuÞ :¼ ðBjkÞ is with-
out loss of generality taken to be symmetric (this can be achieved precisely in
the scalar case), and let %uðx1Þ be a (without loss of generality) stationary
viscous shock solution, satisfying
lim
x1!1
%uðx1Þ ¼ u:
Following [Z.1, ZH], we make the standard assumptions:
(H0) f j; Bjk 2 C2 (regularity).
(H1) B > 0 (parabolicity).
(H2) df 1ðuÞ > 0 > df 1ðuþÞ (nonsonicity).
(These, in the scalar case, are equivalent to (H0)–(H4) of [Z.1].) We write
x ¼ ðx1; *xÞ 2 R
d ; where x1 2 R
1 denotes the ‘‘normal’’ direction to the ‘‘shock
surface’’/plane of symmetry of %uð
Þ; and *x ¼ ðx2; . . . ; xdÞ 2 R
d1 the
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BðuÞ ¼: bðuÞ
1 bðuÞt
bðuÞ *BðuÞ
" #
; ð1:3Þ
we observe that, since B is symmetric and positive deﬁnite, then so is
*B  bbt:
Linearizing about %uðx1Þ; we obtain a linearized perturbation equation
vt ¼ Lv 
X
j
ðajðx1ÞvÞxj þ
X
j;k
ðBjkð %uðx1ÞÞvxj Þxk ð1:4Þ
of the form (1.1), where
ajðx1Þ :¼ df jð %uðx1ÞÞ  Bj1ð %uðx1ÞÞx1 : ð1:5Þ
It is this multidimensional partial differential equation that we wish to
investigate; speciﬁcally, we seek detailed pointwise bounds on the Green’s
function
Gðx; t; yÞ :¼ ð@=@t  LÞ1dðy;0Þðx; tÞ ð1:6Þ
associated with the operator ð@=@t  LÞ:
To this end, we ﬁrst take the Fourier transform with respect to the
directions of symmetry ðx2; . . . ; xdÞ; to obtain the family of one-dimensional
equations
#vt ¼ Lx #v  ðbð %uðx1ÞÞ#vx1Þx1  ða1ðx1Þ#vÞx1 þ i½ðbbÞð %uðx1ÞÞ 
 x#vx1
þ ix½ðbbÞð %uðx1ÞÞ#vx1  ið *aðx1Þ 
 xÞ#v  ½ððb
*BÞð %uðx1ÞÞxÞ 
 x#v; ð1:7Þ
where x ¼ ðx2; . . . xdÞ and a ¼ ða1; . . . ; ad Þ ¼ ða1; *aÞ: Our analysis will center
around the Resolvent kernel
Gl;xðx1; y1Þ :¼ ðLx  lÞ
1dy1 ðx1Þ
of the family of ordinary differential operators Lx; which might be called a
‘‘generalized Resolvent kernel’’ of the original operator L: This may be
estimated rather precisely using the explicit representation formula available
for Green’s functions of ordinary differential operators [CH, Z.1, ZH]. The
work of the paper then consists in translating these bounds, through
approximation of Laplace–Fourier inversion formulae, into bounds on the
time-evolutionary Green’s function (1.6).
It will be advantageous to complexify x; deﬁning
x ¼: x1 þ ix2: ð1:8Þ
HOFF AND ZUMBRUN372Henceforth, x-subscripts shall refer only to real and imaginary parts, as in
(1.8); in particular, we will never refer to individual coordinates of x; so this
slight conﬂict in notation should cause no confusion.
Concerning the spectrum of the operators Lx; we have the following basic
facts; proofs are given in Section 5, which also includes an explicit
expression for the matrix L appearing in (1.10) below.
Lemma 1.1. The spectrum of Lx is confined to a region
Re l4 yðjx1j
2  C1jx2j
2 þ jIm ljÞ; ð1:9Þ
for some y > 0; C1 > 0: Moreover, there is a neighborhood V of zero in
(complex) x-space such that, for x 2 V ; Lx has a unique L2-eigenvalue l0ðxÞ:
This eigenvalue is simple, and is given by the following expansion:
l0ðxÞ ¼ ix *aave þ x 
 ðLxÞ þ Oðjxj3Þ : ð1:10Þ
Here, L is a fixed, negative-definite matrix determined by f ;B; and u (see
(5.10)), and
*aave ¼ ½u1ð½f 2; . . . ; ½f d Þ
t ; ð1:11Þ
where ½f j ¼ f jðuþÞ  f jðuÞ:
Using this spectral information, our knowledge of the limiting, constant-
coefﬁcient behavior at x1 !1; and essentially nothing else, we will
establish the following main theorem.
Theorem 1.2. Assume that hypotheses ðH0Þ–ðH2Þ are satisfied. Then the
Green’s function Gðx; y; tÞ for (1.4) satisfies the following bounds, for y150
and jaj41:
DayGðx; y; tÞ ¼ wðx150ÞD
a
yK
þðx; y; tÞ
þ wðjx1  y1j4jaþ1 jtÞwðy1 þ a
þ
1 t40ÞD
a
yg
þð *x; *y; t; y1Þ
þ Rþðx; y; tÞ: ð1:12Þ
Here,
Kþðx; y; tÞ ¼ cþd t
d=2eðxya
þtÞ
½ðBþÞ1ðxyaþtÞ=4t;
gþð *x; *y; t; y1Þ ¼ cþd1½det *B
þ
eff ðy1; tÞ
1=2tð1dÞ=2 %ux1 ðx1Þ
 eð *x *y *a
þ
eff
ðy1;tÞtÞ
½ *B
þ
eff ðy1;tÞ
1ð *x *y *aþ
eff
ðy1;tÞtÞ=4t; ð1:13Þ
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cþd ¼ ð4p det B
þÞd=2 and cþd1 ¼ ð4p det *B
þ
eff Þ
ðd1Þ=2
are the geometric constants normalizing the mass of Gaussians Kþ and g;
*aþeff ðy1; tÞ ¼ 1þ
y1
aþ1 t
 
*aave 
y1
aþ1 t
*aþ
and
*B
þ
eff ðy1; tÞ ¼ 1þ
y1
aþ1 t
 
ðLÞ

y1
aþ1 t
bþ½ð *B
þ
 bþbþtÞ þ ðaþ1 Þ
2ð *aþ  *aave  aþ1 b
þÞ
 ð *aþ  *aave  aþ1 b
þÞt; ð1:14Þ
where aþ ¼ aðuþÞ ¼ ða1ðuþÞ; *aðuþÞÞ; etc., and wðP Þ is 1 or 0 according as P is
true or false; and
Rþ ¼OðtðdþjajÞ=2eðjxya
þtj2Þ=Ct½wð04x14y1Þð1þ tÞ
1=2
þ et=C þ wðx14y1Þð1þ tÞ
1=2ejx1 j=CÞ
þ wðx150Þwðjx1  y1j4jaþ1 jtÞOðt
ð1djajÞ=2eðj *x *y *a
þ
eff
ðy1;tÞtj2þjx1 jÞ=Ct
 ½ð1þ tÞ1=2 þ a1ejy1 j=CÞ:
Geometric interpretation. The apparently complicated bounds of
Theorem 1.2 have a simple and natural geometric interpretation in terms
of the underlying structure of the shock front. Consider a signal originating
as a delta-function at position y; with y1 > 0: For small time, the gþ term in
(1.12) is absent, and the d-dimensional heat kernel term Kþ dominates.
Expression (1.13) for Kþ indicates that the signal propagates inward
through the far ﬁeld with approximately the hyperbolic characteristic speed
ðaþ1 ; a
þ
2 ; . . . ; a
þ
d Þ :¼ ðdf
1ðuþÞ; df 2ðuþÞ; . . . ; df d ðuþÞÞ ð1:15Þ
and diffusing as a d-dimensional heat kernel. The signal strikes the shock
layer near x1 ¼ 0 at approximately the time T ¼ jaþ1 =y1j at which the g
þ
term in (1.12) becomes dominant, indicating that the mass of the signal has
been absorbed into the shock layer, i.e., into the support of %ux1 ; and
thereafter evolves within the shock layer with time-dependent convection
and diffusion *aþeff and
*B
þ
eff in the transverse directions *x (Fig. 1).
FIG. 1. Propagation of a signal.
HOFF AND ZUMBRUN374The form of the (time-varying) effective diffusion *B
þ
eff in (1.14) likewise has
an interesting physical interpretation, as a convex average of the ‘‘near-
ﬁeld’’ (i.e., front) diffusion L and the ‘‘far-ﬁeld’’ diffusion
bþ½ð *B
þ
 bþbþtÞ þ ðaþ1 Þ
2ð *aþ  *aave  aþ1 b
þÞð *aþ  *aave  aþ1 b
þÞt: ð1:16Þ
If T :¼ jaþ1 =y1j is the approximate time it takes for the signal to reach the
shock layer (x1 ¼ 0), then T =t ¼ jy1=aþ1 tj is the fraction of time that the
signal spends in the far ﬁeld, and 1 jy1=aþ1 tj the fraction of time in the near
ﬁeld. Thus, the convex average, within the relevant region jy1=aþtj41
selected by the cutoffs w in (1.12), can be seen to weight near- and far-ﬁeld
diffusions by the fraction of time spent in near ðx1  0Þ and far ðx1 > 0Þ
ﬁelds, respectively.
In the case Bjk  constant; we easily ﬁnd from the explicit representation
given for L in Section 5 that
L5bð *B  bbtÞ
with equality only if each of f 2; . . . ; f j is linear, i.e., the convection rates are
independent of x1: This extends a corresponding observation made in [GM]
for the special case of identity (scalar) viscosity Bjk ¼ B11djk; as pointed out
in [GM], it has the interesting interpretation that transverse convective
mixing, caused by shear between transverse velocities *a and *aþ; enhances
the effective diffusion along the front. In the nonconstant viscosity case, we
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b5bð *B  bbtÞ :¼
Z
%u0½u1ðbð *B  bbtÞÞð %uðsÞÞ ds;
where bð *B  bbtÞ is an effective transverse diffusion obtained by weighted
average along the proﬁle.
Likewise, far-ﬁeld diffusion (1.16) separates roughly into the sum of the far-
ﬁeld transverse diffusion bþð *B  bbtÞþ and a correction ðbþ=jaþ1 j
2Þj *aþ  *aavej
2:
The latter can be understood as follows: during the time period
T :¼ jy1=aþ1 j over which a signal initiating at y1 takes to travel to the front
location ðx1 ¼ 0Þ; it diffuses in the x1 direction a distance  ðb
þT Þ1=2: This
means that the leading edge of the diffusing signal strikes the shock layer
before the trailing edge by a difference of time DT  ðbþT Þ1=2=aþ1 ; during
which period they experience transverse convections differing by  *aave 
*aþ: The result is additional indirect spreading, due to convection, of
approximately
DT j *aave  *aþj 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðbþ=jaþ1 j
2Þj *aave  *aþj
2T
q
;
as is indeed predicted by the (additional) diffusion rate ðbþ=jaþ1 j
2Þj *aþ  *aavej
2
appearing in (1.16).
The basic picture of convection described in Fig. 1 will be crucial in
organizing our later analysis; on the other hand, the precise effective
diffusion constants come directly from the analysis and seem difﬁcult to
guess on heuristic grounds.
Technical discussion. Before beginning our analysis, we make one or two
preliminary comments relating the above, geometric picture to the technical
issues occurring therein. A useful starting point is to consider the
‘‘standard’’ linearized stability analysis of traveling waves, in the case that
the one-dimensional linearized operator L0 possesses a spectral gap between
l ¼ 0 and the remainder of its spectrum [CE]. Recall that l ¼ 0 is always an
eigenvalue, by translation invariance of the underlying traveling wave
solution %uðx1Þ [S], with associated eigenfunction %u0:
In this case, the one-dimensional solution operator eL0t can be
decomposed as
eL0t ¼ %u0ðx1Þhp0; 
i þ OðeytÞ; ð1:17Þ
where h
; 
i denotes L2 inner product, p0 is the left zero eigenfunction dual to
%u0 (i.e. hp; %u0i ¼ 1), and y > 0: More generally, we have
eLxt ¼ elðxÞtjðxÞhpðxÞ; 
i þ OðeytÞ;
HOFF AND ZUMBRUN376for x in a neighborhood of the origin, where
lðxÞ ¼ l1xþ xtl2xþ 
 
 
 ð1:18Þ
is the top eigenvalue of Lx perturbing analytically from l ¼ 0 at x ¼ 0; and
jðxÞ and pðxÞ are the associated right and left eigenfunctions, and
eLxt ¼ OðeytÞ
elsewhere.
From these bounds, we obtain readily by stationary phase approximation
of the inverse Fourier transform
eLtv0 ¼
1
ð2piÞd1
Z
*x2Rd1
eix
 *xeLxt #v0ðx; 
Þ dx;
the approximation
eLtv0ðxÞ 
1
ð2piÞd1
Z
x2Rd1
eix *xþðl
1xþxtl2xÞtj0ðx1Þh#v0ðx; 
Þ; p0i dx
¼ 
%u0ðx1Þ
ð2piÞd1
Z
x2Rd1
eix
 *xþðl
1xþxtl2xÞt #d0ðxÞ dx; ð1:19Þ
where
d0ð *xÞ :¼ hp0; v0i: ð1:20Þ
The right-hand side of (1.19) can be computed explicitly to be
 %u0ðx1Þdð *x; tÞ; where dð *x; tÞ satisﬁes the transverse convection–diffusion
equation
dt þ ðl
1=iÞr *xd ¼ r *xðl
2r *xdÞ ð1:21Þ
with initial data d0: Thus, a perturbed solution u of the nonlinear equation
(1.2) satisﬁes
uðx; tÞ  %uðx1Þ þ vðx; tÞ
 %uðx1Þ  %u0ðx1Þdð *x; tÞ
 %uðx1  dð *x; tÞÞ; ð1:22Þ
and may therefore be interpreted, to ﬁrst order, as exhibiting a front
deformed in the normal direction, with the amplitude dð *x; tÞ of the
deformation governed by the effective transverse convection–diffusion
equation (1.21). Likewise, the Green’s function for ð@=@t  LÞ is given to
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Gðx; t; yÞ  %u0ðx1Þp0ðy1Þgð *x; t; *yÞ;
where g is the Green’s function associated with (1.21).
Comparing with (1.12)–(1.13) in Theorem 1.2, we see that this
approximation corresponds to the second term in (1.12), which, according
to the geometric discussion above, corresponds to near-field behavior y1 
0; but does not accurately describe behavior of signals originating in the far
ﬁeld jy1jc1. Indeed, inspection of the one-dimensional Green’s function
bounds in [H.1–H.3, ZH] reveals a similar discrepancy with the much
simpler description (1.17). The reason for this discrepancy, of course, is that
in the shock wave case, L0 does not possess a spectral gap between l ¼ 0 and
the remainder of its spectrum, as pointed out early on by Sattinger [S].
Recalling, in the context of asymptotically constant coefﬁcients, that
essential spectrum concerns far-ﬁeld behavior, while point spectrum
concerns near-ﬁeld behavior of the linearized equations [He], we see that
the lack of spectral gap suggests that far-ﬁeld effects might play a signiﬁcant
role in behavior, as the estimates of Theorem 1.2 conﬁrm.
This delicate balance between near- and far-ﬁeld effects represents the
main difﬁculty in the analysis. In particular, at the level of spectral inversion
formulae, where our analysis takes place, far-ﬁeld effects are estimated by
the magnitude of certain contour integrals in the l–x plane, whereas near-
ﬁeld effects appear as residues incurred by motion of said contours across
poles of the generalized Resolvent/eigenvalues of Lx: As might be expected,
the goals of minimizing contour and pole contributions are sometimes in
conﬂict, and the delicate point of the analysis is to strike an optimal balance
reﬂecting the true state of affairs in the solution. Here, we are strongly
guided by the geometric picture in the preceding discussion.
This last aspect is in sharp contrast to the one-dimensional case studied in
[H.1–H.3, ZH]. There, due to the fewer degrees of spatial freedom, there was
essentially no choice in selecting contours, and so this technical difﬁculty did
not occur. The new features involving geometry of transverse propagation,
and their accompanying new technical difﬁculties, represent the main
difference in the present analysis from the one-dimensional analyses of [H.1–
H.3, ZH].
Plan of the paper. In Section 2, we assemble various preliminary
information regarding asymptotic behavior of solutions of the eigenvalue
equation ðLx  lÞj ¼ 0 for Lx; and the structure of the Resolvent kernel
Gl;xðx1; y1Þ :¼ ðLx  lÞ
1dy1 ðx1Þ: The proof of Theorem 1.2 is then carried
out in Sections 3 and 4, which deal, respectively, with far- and near-ﬁeld
estimates on the parabolic Green’s function Gðx; t; yÞ: In Section 5, we give
the (postponed) proof of Lemma 1.1, along with various asymptotic
expansions and technical facts needed in the analysis.
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Freezing coefﬁcients in the ordinary differential equation ðLx  lÞj ¼ 0 at
x1 ¼ 1; we obtain constant coefﬁcient equations whose characteristic
roots are m1 ðl; xÞ4m

2 ðl; xÞ; given by
m1 ðl; xÞ ¼ ð2b
Þ1½a1  2ib
ðbþ 
 xÞ  ð2bÞ1½ða1  2ib
ðbþ 
 xÞÞ2
þ 4bþðix 
 *aþ þ bþx 
 ð *B
þ
xÞ þ lÞ1=2 ð2:1Þ
and
m2 ðl; xÞ ¼ ð2b
Þ1½a1  2ib
ðbþ 
 xÞ þ ð2bÞ1½ða1  2ib
ðbþ 
 xÞÞ2
þ 4bþðix 
 *aþ þ bþx 
 ð *B
þ
xÞ þ lÞ1=2: ð2:2Þ
(Here and elsewhere, ordering refers to real parts.) Associated with these
roots are solutions jj ðx; l; xÞ; j ¼ 1; 2; of the generalized eigenvalue
equation ðLx  lÞj ¼ 0; satisfying
jj ðx1Þ  e
mj x1 as x1 !1: ð2:3Þ
Now deﬁne
cj ðx1; l; xÞ ¼ e

R x1
0
½bð %uðsÞÞ1a1ð %uðsÞÞ2ix
bð %uðsÞÞ dsjj ðx1; l; xÞ; ð2:4Þ
so that
cj ðx1; 
; 
Þ  e
nj x1 as x1 !1; ð2:5Þ
where n1 ¼ m

2 and n

2 ¼ m

1 ; it is readily checked that c
 satisﬁes the
adjoint generalized eigenvalue equation ðLx  lÞ
nc ¼ 0:
In the following result, we describe the region of analyticity of the above
eigenvalues and eigenfunctions, and we give more precise formulations of
(2.3) and (2.5).
Proposition 2.1. There is a set A in l-space of the form
A ¼ fl 2 C : Re l5 c1  c2jIm lj2g;
where c1 and c2 are positive constants, and a positive constant d such that
jj ;c

j ; m

j ; n

j are defined and analytic for ðl; xÞ 2 A fx ¼ x1 þ ix2 : x1;
POINTWISE GREEN’S FUNCTION BOUNDS 379x2 2 R
d1 and jx2j5dg: Furthermore,
jj ðx1; l; xÞ
@jj
@x1
ðx1; l; xÞ
2
64
3
75 ¼ emj ðl;xÞx1V ðx1; l; xÞ;
where Dbl;xV
ðx1; l; xÞ ¼ D
b
l;x
1
mj ðl;xÞ
h i
þ Oðejx1 j=CÞ: A similar representation
holds for cj :
The proof of this proposition follows exactly as in the one-dimensional
case; see [ZH, Sects. 2 and 3] or [H.1–H.3], for example.
Our analysis will require a somewhat more detailed expansion for
@cþ1
@x1
:
Lemma 2.2. For l and x as in Proposition 2.1 and x150;
@cþ1
@x1
ðx1; l; xÞ ¼ em
þ
2
ðl;xÞx1 ½lh1ðx1Þ þ ixh2ðx1Þ þ Oðjlj2 þ jxj2Þ ð2:6Þ
where
h1ðx1Þ ¼ bð %uðx1ÞÞ
1e
R1
x1
aþ
1
bþ 
a1ð %uðsÞÞ
bð %uðsÞÞ
h i
ds
Z 1
x1
eða
þ
1
=bþÞðsx1Þ ds
and
h2ðx1Þ ¼ bð %uðx1ÞÞ
1e
R1
x1
aþ
1
bþ 
a1ð %uðsÞÞ
bð %uðsÞÞ
h i
ds
Z 1
x1
½ *að %uðsÞÞ þ ðbbÞ0ð %uðsÞÞ
 eða
þ
1
=bþÞðsx1Þ ds:
In addition,
@cþ1
@x1
ðx1; l0ðxÞ; xÞ ¼ em
þ
2
ðl0ðxÞ;xÞx1 ½ix 
 H ðx1Þ þ Oðjxj2Þ; ð2:7Þ
where
H ðx1Þ ¼ bð %uðx1ÞÞ
1e
R1
x1
aþ
1
bþ 
a1ð %uðsÞÞ
bð %uðsÞÞ
h i
ds
Z 1
x1
½ *aave  *að %uðsÞÞ  ðbbÞ
0ð %uðsÞÞ
 eða
þ
1
=bþÞðsx1Þ ds:
Here, b; b; a; *a; and *aave are as defined in (1.3), (1.5), and (1.11).
The proof of this proposition is given in Section 5.
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
j ; the Green’s function Gl;xðx1; y1Þ for Lx  l is given
by
Gl;xðx1; y1Þ ¼ wðl; xÞ
1 j
þ
1 ðx1Þc

2 ðy1Þ; x1 > y1;
j2 ðx1Þc
þ
1 ðy1Þ; x15y1;
(
ð2:8Þ
where
wðl; xÞ ¼ bð %uð0ÞÞW ½jþ1 ð
; l; xÞ;c

2 ð
; l; xÞð0Þ; ð2:9Þ
where W is the standard Wronskian. Equations (2.8) and (2.9) are the
specialization to the scalar case of (4.44)–(4.45) and (4.144), respectively, in
[Z.1]. The basic form (2.8) is a consequence of the deﬁning relation
ðLx  lÞGðx1; y1Þ ¼ dy1 ðx1Þ ð2:10Þ
together with standard duality considerations, whereas the evaluation (2.9)
follows readily by direct computation using the jump conditions at x1 ¼ y1
(obtained by inspection from (2.10)); we refer the reader to [ZH] or [Z.1] for
a careful derivation.
The Wronskian term wðx; lÞ may be recognized as a particular form of the
Evans function studied in [GZ, Z.1, ZH]. Though it plays an important role
in the system case, it will not concern us much here; we mention only the
important fact that zeroes of wðx; 
Þ correspond in both location and
multiplicity to eigenvalues of Lx [ZH]. This may be deduced as in
[GZ, Z.1, ZH, ZS] by direct consideration of the generalized eigenvalue
equations and possible bounded solutions, or else indirectly from
representation (2.8) and the correspondence between eigenvalues of Lx
and poles of the Resolvent. (Note: We are suppressing, in this discussion,
technical aspects related to the lack of a spectral gap; see [S, ZH].) For our
analysis, we require only the fact that
wlð0; 0Þ ¼ %ux1 ð0Þðuþ  uÞ=0; ð2:11Þ
as may be veriﬁed by straightforward calculation; this is a special case of the
much more general relation D gD derived in [GZ, ZS], where D denotes
the Evans function, g a transversality coefﬁcient, and D an analogous
inviscid stability function (in this case, w; %ux1 ð0Þ; and ½u; respectively).
The following fact will be applied in Proposition 2.9 to deal with high
frequencies.
Proposition 2.3. Given a set S in l–x space in which jðl; xÞj is bounded
below and
Re l5 yðjx1j
2  C1jx2j
2 þ jIm ljÞ=2; ð2:12Þ
POINTWISE GREEN’S FUNCTION BOUNDS 381where y; C1 are as in (1.9), there is a constant C such that, for ðl; xÞ 2 S;
jGl;xðx1; y1Þj4
Ceðjlj
1=2þjxjÞjx1y1 j=C
jlj1=2 þ jxj
;
@Gl;x
@y1
ðx1; y1Þ

4Ceðjlj1=2þjxjÞjx1y1 j=C ð2:13Þ
for all x1; y1:
A proof may be found in [Z.1, Sect. 4.5.5, Lemmas 4.36 and 4.38].
(Though x in the reference is real, all arguments go through unchanged for x
complex.)
Remark 2.4. For jx2j5d; (2.12) can evidently be simpliﬁed to
Re l5 yðjx1j
2 þ jIm ljÞ=2; ð2:14Þ
with a different choice of y:
In the following proposition, we substitute for c2 and j

2 in (2.8) in terms
of cþ1 ;c
þ
2 and j
þ
1 ;j
þ
2 ; respectively, thereby giving a decomposition for Gl;x
as the sum of an analytic part and a part with a pole at l ¼ l0ðxÞ:
Proposition 2.5. There is a neighborhood of ð0; 0Þ in ðl; xÞ space in
which, for y150;
Gl;xðx1; y1Þ ¼ G1l;xðx1; y1Þ þ G
2
l;xðx1; y1Þ;
where
G1l;xðx1; y1Þ ¼
0; x1404y1;
A0ðl; xÞjþ2 ðx1Þc
þ
1 ðy1Þ; 04x14y1;
A1ðl; xÞjþ1 ðx1Þc
þ
2 ðy1Þ; 04y14x1;
8><
>:
and for j ¼ 0; 1;
@
@y1
 j
G1l;xðx1; y1Þ

4C
0; x1404y1;
ðjlj þ jxjÞjeRe m
þ
2
ðl;xÞðx1y1Þ; 04x14y1;
eRe m
þ
1
ðl;xÞðx1y1Þ; 04y14x1;
8><
>:
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@
@y1
 j
G2l;xðx1; y1Þ


4Cjwðl; xÞj1
ðjlj þ jxjÞjejx1 j=CeRe m
þ
2
ðl;xÞðx1y1Þ; x14y1;
ðjlj þ jxjÞjejy1 j=CeRe m
þ
2
ðl;xÞðx1y1Þ; 04y14x1:
(
Furthermore, A0; A1; and wG2l;x are analytic in ðl; xÞ in a neighborhood of
ð0; 0Þ: Finally, in all cases
G2l;xðx1; y1Þ ¼ Aðl; xÞwðl; xÞ
1jðx1; l; xÞc
þ
1 ðy1; l; xÞ; ð2:15Þ
where A is analytic in a neighborhood of ð0; 0Þ and the function j; which is jþ1
if x1 > 0 and j2 if x150; satisfies
jðx1; l; xÞ ¼ %ux1 ðx1Þ þ Oðjlj þ jxjÞe
jx1 j=C : ð2:16Þ
Proof. This is the specialization to the scalar case of Lemmas 4.7, 4.21,
4.26, and 4.31 of [Z.1]. The description of the Aj follows readily by direct
calculation (see the analogous one-dimensional calculations in [S] or [H.1–
H.3], for example), while the crucial derivative estimates follow from
Lemma 2.2. ]
The following summarizes various facts concerning the zero set of w and
the spectrum of Lx:
Proposition 2.6. There are positive constants r; d1; and d2; and a
parabolic region P as shown in Fig. 2, such that:
ðaÞ mj ; n

j ; j

j ; c

j are analytic in the set
A ¼ ½Pc [ fl : l15 2rg  fx : jx2j4d2g;
ðbÞ for jx2j4d2; sðLxÞ  P ;
ðcÞ for jx2j4d2 and jx1j4d1; @w@l ðl; xÞ=0 for jlj4r; and wð
; xÞ has a
unique zero l0ðxÞ in Brð0Þ; which is therefore simple, and jl0ðxÞj4r=2;
ðdÞ for jx2j4d2 and jx1j5d1; fl : ðl; xÞ 2A and wðl; xÞ ¼ 0g  P\
fl : l14 12 d
2
1g;
ðeÞ Brð0Þ contains the open sets referred to in Propositions 2.1 and 2.5.
Finally, the constants r and d1 may be reduced independently of each other, but
d2 depends on r and d1:
Now choose Z 2 ð0; 1
2
rÞ and deﬁne a contour G0 þ G1 in l-space as shown
in Fig. 2. Then by standard considerations (see the proof of Lemma 4.39
FIG. 2. Basic contour.
POINTWISE GREEN’S FUNCTION BOUNDS 383in [Z.1, Sect. 4.6], for example), the Green’s function G of the operator
ð@=@t  LÞ is given by
Gðx; y; tÞ ¼ c
Z
Rd10
Z
G0þG1
eltþixð *x *yÞGl;xðx1; y1Þ dl dx; ð2:17Þ
for a speciﬁc constant c; where
Rd10 ¼ fx ¼ x1 þ ix2 : x1 2 R
d1 and x2 ¼ x
0
2 with jx
0
2j4d2g: ð2:18Þ
(We shall later choose x02 optimally in terms of x; y; t; see the remarks
following Proposition 3.1.)
We now apply the representation (2.17) to show that Gðx; t; yÞ is negligibly
small at points x sufﬁciently far from the signal at y þ aþt:
Proposition 2.7. Assuming that y150 and jx yj5Mt (equivalently,
jx y  aþtj5Mt) for M sufficiently large, then, for jaj41;
jDayGðx; y; tÞj4Ct
d=2jaj=2ejxyj
2=Ct ð2:19Þ
for some sufficiently large constant C > 0:
Proof. Choosing x02 ¼ ð *x  *yÞ=2C1yt; with C1; y as in (1.9), (2.13), and
R :¼ ejx yj2=4C1yt2;
HOFF AND ZUMBRUN384with e sufﬁciently small, we easily verify using (2.13) that
Gðx; y; tÞ ¼ c
Z
Rd10
Z
Gx
eltþix
ð *x *yÞGl;xðx1; y1Þ dl dx; ð2:20Þ
for a speciﬁc constant c; and where the contour Gx is deﬁned by
Re l ¼R yðjx1j
2 þ jIm ljÞ=2
¼  yðjRe xj2  C1jIm xj2 þ jIm ljÞ=2:
Parameterizing Gx by k :¼ Im l; applying (2.13), and noting that
ðjlj1=2 þ jxjÞ5ðR1=2 þ jkj1=2Þ=C
on Gx; we readily obtain that
jGðx; t; yÞj4C
Z
Rd1
Z
Gx
jeltþix
ð *x *yÞj jGl;xðx1; y1Þj dl dx1
4C
Z
Rd1
Z
R1
eðRyðjx1 j
2jkjÞÞtx02
ð *x *yÞ
eðR
1=2þjkj1=2Þjx1y1 j=C2
ðR1=2 þ jkj1=2Þ
dk dx1
4CeRtx
0
2
ð *x *yÞR
1=2 jx1y1 j=C2
Z
eyjx1 j
2t dx1
Z
k1=2eyjkjt dk
¼ Ctd=2jaj=2eRtR
1=2 jxyj=C3
¼ Ctd=2jaj=2ejxyj
2=C4t
as claimed, by the deﬁnitions of x02; R: (This argument generalizes an
analogous one-dimensional calculation in [ZH, pp. 822–824].) ]
We now apply Propositions 2.3 and 2.6(d) to prove that the high
frequencies in the integral in (2.17) have negligible effect.
Proposition 2.8. Let M > 0: Then there exist positive constants d1;
d2 > 0; such that, for y150; jx y  aþtj4Mt; jaj41; and any jx
0
2j4d2;
DayGðx; y; tÞ ¼D
a
y c
Z
Rd10
fjx1 j4d1g
Z
G0
eltþix
ð *x *yÞGl;xðx1; y1Þ dl dx
2
4
3
5
þ Oðtd=2et=CÞ ð2:21Þ
for a specific constant c:
POINTWISE GREEN’S FUNCTION BOUNDS 385Proof. Fix x; y; t with jx y  aþtj4Mt; y150: Then, for L > 0; we
may split representation (2.17) as
c1Gðx; t; yÞ ¼ Ia þ Ib þ Ic þ Id ;
where
Ia :¼
Z
Rd10 ;jx1 j5L
Z
G0[G1
;
Ib :¼
Z
Rd10 ;jx1 j4L
Z
G1
;
Ic :¼
Z
Rd10 ;d14jx1 j4L
Z
G0
;
and
Id :¼
Z
Rd10 ; jx1 j4d1
Z
G0
:
Evidently, the result follows if we can verify that each of Ia; Ib; and Ic is
Oðtd=2et=CÞ: Choosing L sufﬁciently large, we obtain the desired bound for
terms Ia and Ib by the same high-frequency argument used in the proof of
Proposition 2.7. Choosing d1 large with respect to d2 and Z1=2; we ﬁnd from
Lemma 1.1 that we can shift the contour G0 in Ic to a new contour G3
connecting the same endpoints along the straight line Re l ¼ Z; by
analyticity of Gl;x and Cauchy’s Theorem. (Note: Analyticity follows from
nonvanishing of the Wronskian w; equivalent to absence of spectrum.) This
yields, upon changing the order of integration, the bound
jIcj4C
Z
G3
eltþCd2t4CeCd2tZt;
which is 4CeZt=2; provided that d2 is chosen sufﬁciently small relative to Z
(which is consistent with previous choices). ]
3. COMPUTATION OF THE FAR-FIELD TERM
In this section we begin the analysis of the integral in (2.17) by
determining an optimal contour of integration in terms of ðx; y; tÞ; and
computing the integral over this new contour to leading order. Analysis of
HOFF AND ZUMBRUN386the possible residue term resulting from this change of contour will be
carried out in Section 4. In the present section, we consider x; y; t satisfying
y150 and jx y  aþtj4Mt; ð3:1Þ
where M is as in Proposition 2.8, and is now ﬁxed.
We shall see below that, for the cases of interest, the critical components
of Gl;xðx1; y1Þ are well approximated by em
þ
2
ðl;xÞðx1y1Þ: An optimal pointwise
bound for the integral in (2.17) will therefore require detailed information,
for small l and x; for the real part of the exponent lt þ ix 
 ð *x  *yÞ þ
mþ2 ðl; xÞðx1  y1Þ: This is given in the following lemma, in which we also ﬁx a
small positive constant e satisfying
d21; r
2 ce cd1; d2; r;M : ð3:2Þ
Lemma 3.1. Let x; y; t;M and e be as above in (3.1) and (3.2). Then there is
a neighborhood of ð0; 0Þ in l–x space, which without loss of generality contains
the set Brð0Þ  fx1 þ ix2 : jx1j4d1 and jx2j4d2g; in which the following hold:
ðaÞ If wt ¼ x y  aþt and if x1=y1; then
Re ½lt þ ix 
 ð *x  *yÞ þ mþ2 ðl; xÞðx1  y1Þ

 
aþ1 t
2
4ðx1  y1Þ
w 
 ððBþÞ1wÞ þ q1ðl1; x2; x; y; tÞ þ q2ðl2; x1; x; y; tÞ
 
4Cðjlj3 þ jxj3Þjx1  y1j; ð3:3Þ
where C depends only on f ; B; and u: Here
q1ðl2; x1; x; y; tÞ ¼
bþðx1  y1Þ
ðaþ1 Þ
3
½ððl1  l
0
1Þ  ðx2  x
0
2Þ 
 ð *a
þ  aþ1 b
þÞÞ2
þ ðaþ1 Þ
2ðx2  x
0
2Þ 
 ððB
þ  bþbþtÞðx2  x
0
2ÞÞ;
q2ðl1; x2; x; y; tÞ ¼ 
bþðx1  y1Þ
ðaþ1 Þ
3
½ðl2 þ x1 
 ð *a
þ  aþ1 b
þÞÞ2
þ ðaþ1 Þ
2x1 
 ððB
þ  bþbþtÞx1Þ;
where
l01ðx; y; tÞ ¼
aþ1 t
2bþðx1  y1Þ
½aþ1 w1 þ ð *a
þ  aþ1 b
þÞ 
 ððBþ  bþbþtÞ1ð *w  w1bþÞÞ
ð3:4Þ
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aþ1 t
2bþðx1  y1Þ
ðBþ  bþbþtÞ1ð *w  w1bþÞ: ð3:5Þ
ðbÞ Again assuming that x1=y1; let
y ¼
1; jx y  aþtj4et;
et
jx y  aþtj
; jx y  aþtj5et;
8<
:
so that
e
M
4y41; ð3:6Þ
and define z and xpr by
zt ¼ xpr  y  aþt  yðx y  aþtÞ: ð3:7Þ
Then
Re ½lt þ ix 
 ð *x  *yÞ þ mþ2 ðl; xÞðx1  y1Þ
4
y
Ct
jx y  aþtj2 þ C 1þ
1
y
 
tðl1  l
0
1Þ
2
 C1jx1  y1j½ðl2 þ x1 
 ð *a
þ  aþ1 bÞÞ
2 þ jx1j
2
þ Cðjl01j
3 þ jx02j
3Þ; ð3:8Þ
where C is as in (a) and l01 ¼ l
0
1ðx
pr; y; tÞ; x02 ¼ x
0
2ðx
pr; y; tÞ:
Proof. The proof consists in a straightforward but rather long and
intricate Taylor series expansion. Details are given in Section 5. ]
Observe that
jx02ðx
pr; y; tÞj; jl01ðx
pr; y; tÞj4Cjzj4Ce cd2: ð3:9Þ
We may therefore choose x02 ¼ x
0
2ðx
pr; y; tÞ in deﬁnition (2.18) of the contour
Rd10 ; which is now ﬁxed.
Next, we replace the contour G0 in (2.21) by ‘‘optimal’’ contours G1ðxÞ
and G2ðxÞ determined via (3.8) by x; y; t; x; and an additional parameter l01;
to be explained below. Of course, shifting the contour in the l-integration in
(2.21) may generate a residue term. Consideration of this residue term will
be deferred to Section 4; the remainder of this section will be devoted to
estimating integral (2.21) over the new contour.
HOFF AND ZUMBRUN388Definition 3.2. Let the hypotheses and notations of Lemma 3.1 be in
force, and ﬁx x 2 Rd10 with jx1j4d1 (as in (2.21)). Deﬁne G
2ðxÞ to be that
part of the parabola
l1 ¼ l
0
1  ks
2 þ l01
l2 ¼ s x1 
 ð *a
þ  aþ1 b
þÞ; s 2 R; ð3:10Þ
which lies inside Brð0Þ: k and l
0
1 are to be chosen as follows. First, k will be
small relative to Oð1Þ constants occurring later (see Deﬁnition 4.4). We then
further reduce k so that the parabola fðks2; sÞg intersects @Brð0Þ at points
outside (to the right of) the region P of Proposition 2.7 (but still in the open
left half-plane). We shall take
ðl01Þ
2 ¼
z21
1þ t
þ z22 min e
2;
jx y  aþtj
t
 2( )
; ð3:11Þ
where z1 and z2 are to be chosen. Now, the vertex of the parabola in (3.10) is
at a point which is Oðeþ d1 þ z1Þ: By further reducing these parameters, we
can therefore ensure that G2ðxÞ also intersects @Brð0Þ to the right of P and at
points l satisfying Re l4s for some s > 0: Note that, in this construction, r
determines k; and r and k determine e; d1; z1 and s: Recall also that r and d1
determine d2 and Z (Propositions 2.6 and 2.8).
Of course, (3.11) does not completely determine l01: At this point we
stipulate only that
distðG2ðxÞ; l0ðxÞÞ5
C1z1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ t
p ð3:12Þ
and therefore
jwðl; xÞj14Cz11
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ t
p
ð3:13Þ
for l 2 G2ðxÞ: The parameter z2 will be required in the proof of Pro-
position 3.3 to satisfy jz2j4z
max
2 ; where z
max
2 depends only on f ; B; and
u: Further properties of z2 and of the sign of l
0
1 will be stipulated in
Deﬁnition 4.4.
Finally, we construct G1ðxÞ just as above but with l01 ¼ 0:
We now apply the expansion (3.8) to give a pointwise bound for the
integral in (2.21) over the contours G1ðxÞ and G2ðxÞ:
POINTWISE GREEN’S FUNCTION BOUNDS 389Proposition 3.3 Let the notations and hypotheses of Lemma 3.1 and
Definition 3.2 be in force. Then for y150; x14y1; jaj41; and k ¼ 1; 2;
Day
Z
Rd10
fjx1 j4d1g
Z
Gk ðxÞ
eltþix
ð *x *yÞGkl;xðx1; y1Þ dl dx
2
4
3
5


4Ceðyjxya
þtj2Þ=C1t
ð1þ tÞðdþjajÞ=2; k ¼ 1
ejx1 j=C1 ð1þ tÞð1djajÞ=2; k ¼ 2;
(
ð3:14Þ
where C depends upon all parameters introduced up to this point, but C1
depends only on M ; f ; B; and u:
Proof. We give the proof ﬁrst for k ¼ 2: By Proposition 2.5 we may
bound the integral in (3.14) over G2ðxÞ by
C
Z
Rd10
jx1 j4d1
Z
G2ðxÞ
jwðl; xÞj1ðjlj þ jxjÞa1 jx02j
*a
 eRe ½ltþix
ð *x *yÞþm
þ
2
ðx1y1Þ d jlj dx1: ð3:15Þ
Applying (3.13), (3.9), expansion (3.8), and parameterization (3.10), we then
obtain the bound
Cð1þ tÞ1=2eðyjxya
þtj2Þ=C1tjx1 j=C1

Z Z
ðjzj þ jl01j þ jsj þ jx1jÞ
jajeC1ð1þy
1Þðs4þl021 ÞC
1
1
jx1y1 jðs2þjx1 j
2Þ ds dx1:
ð3:16Þ
It is easy to see that the smallness conditions imposed on the various
parameters enable us to discard the s4 and ðl01Þ
2 terms in the exponent
here. We bound the remaining terms in each of two cases. First, if
jx1  y1  aþ1 tj4
1
2 ja
þ
1 tj; then jx1  y1j5C
1
1 t; and the exponent in
the integrand in (3.16) is bounded above by C11 tðs
2 þ jx1j
2Þ: On the
other hand, if jx1  y1  aþ1 tj5
1
2
jaþ1 tj; then jx1  y1j5C
1
1 t  jx y  a
þtj;
and the exponent is bounded above by C11 ðs
2 þ jx1j
2Þt þ C1ðs2 þ jx1j
2Þjx
y  aþtj: Again, tracing through the various smallness hypotheses shows
that the second summand here may be absorbed into the exponential factor
outside the integral in (3.16). Thus in either case the integral in (3.16) is
bounded by
Cð1þ tÞ1=2eðyjxya
þtj2Þ=C1tjx1 j=C1

Z
jx1 j4d1
Z
jsj4OðrÞ
ðjzj þ jl01j þ jsj þ jx1jÞ
jajeC
1ðs2þjx1 j
2Þ ds dx1:
HOFF AND ZUMBRUN390We now apply the deﬁnitions (3.7) and (3.11) of z and l01 and integrate to
obtain the estimate (3.14) for the case k ¼ 2: The estimate for k ¼ 1 follows
in the same way, except that the term wðl1; xÞ
1 is missing, l01 ¼ 0; and the
factor ð1þ tÞ1=2 in (3.16) does not occur. ]
Next, we reﬁne the analysis of Proposition 3.3 to derive an explicit
expression for the integral in (3.14) for the case k ¼ 1; up to leading order.
Proposition 3.4. Let the hypotheses and notations of Lemma 3.1 and
Definition 3.2 be in force. Then for 04x14y1; and jaj41;
Day
Z
Rd10
jx1 j4d1
Z
G1
eltþix
ð *x *yÞG1l;xðx1; y1Þ dl dx
2
4
3
5
¼ DayK
þðx; y; tÞ þ a1Kþðx; y; tÞ l
0
1ðx; y; tÞ h1ðy1Þ 
1
aþ1
 
þ x02ðx; y; tÞ 

*aþ
aþ1
 h2ðy1Þ
 
þ OðtðdþjajÞ=2ð1þ tÞ1=2eðjxya
þtj2Þ=CtÞ;
ð3:17Þ
where Kþ is as in (1.13), l01 and x
0
2 as in (3.4), and h1 and h2 as in
Lemma 2.2.
Proof. The proof consists of a sequence of reductions and computations,
requiring detailed estimates for the errors incurred at each stage. We shall
outline the important steps, keeping track of the leading terms, but shall
omit the analysis of approximation errors.
We may assume that jx y  aþtj4et; for outside this range, both sides in
(3.17) are of the size of allowable errors, that is, of the size of the O term.
Thus, in the notation of Lemma 3.1, xpr ¼ x; zt ¼ x y  aþt; and jzj4Ce:
Letting J denote the integral in (3.17), we apply (2.15) and (2.16) to obtain
that, for 04x14y1;
DayJ ¼
Z
Rd10
jx1 j4d1
Z
G1ðxÞ
ðlh1ðy1Þ þ ix 
 h2ðy1ÞÞ
a1 ðixÞ*a
 eltþix
ð *x *yÞþm
þ
2
ðl;xÞðx1y1Þ dl dx;
up to allowable errors. Now, by Lemma 3.1, the exponent in the integral
here, to leading order, is

aþ1 t
2
4ðx1  y1Þ
z 
 ððBþÞ1zÞ þ q1ðl2; x1; x; y; tÞ þ q2ðl1; x2; x; y; tÞ;
POINTWISE GREEN’S FUNCTION BOUNDS 391so that, substituting the parameterization (3.10) (with l01 ¼ 0),
DayJ ¼ e
ðaþ
1
t2Þ=4ðx1y1Þz
ððBþÞ1zÞ
Z Z
ðlðsÞh1 þ ix 
 h2Þ
a1 ðixÞ*a
 eðb
þðx1y1ÞÞ=ðaþ1 Þ
3ðs2þðaþ
1
Þ2x1
ðBþx1ÞÞ ds dx1: ð3:18Þ
Next, we observe that x1  y1 ¼ aþ1 t þ OðjzjtÞ4C
1t; since jzj4Ce and
aþ150; so that the exponential prefactor in (3.18) is Oðe
jzj2=CtÞ: We may
therefore replace x1  y1 by aþ1 t ¼ x1  y1 þ OðjzjtÞ; incurring allowable
errors, to obtain that, to leading order,
DayJ ¼ e
ðt=4Þz
ððBþÞ1zÞ

Z
Rd1
Z
R
ðlh1 þ ixh2Þ
a1 ðixÞ*aeðb
þt=ðaþ
1
Þ2Þðs2þðaþ
1
Þ2x1
ðBþx1ÞÞ ds dx1:
Here we have extended the integration to the entire space, again committing
allowable errors. Explicit computation then shows that, for a ¼ 0; the
integral on the right here is precisely Kþðx; y; tÞ; and that for jaj ¼ 1; it is
DaKþðx; y; tÞ; up to allowable errors. ]
We are now in a position to give a characterization of the integral in
(2.21), up to a possible residue term. First note that the contour G0  G2ðxÞ
may differ from a closed contour by at most two arcs lying on @Brð0Þ in the
open left half-plane. Appending these arcs, we thus obtain a closed contour,
and we then deﬁne wðxÞ to be 1 or 0 according as this closed contour does or
does not enclose the unique zero l0ðxÞ of wð
; xÞ in Brð0Þ (see Proposition
2.6(c)). We then have:
Proposition 3.5. Assume that y150 and jx y  aþtj4Mt; as in
Lemma 3.1. Then for jaj41;
DayGðx; y; tÞ ¼ wðx150Þ D
a
yK
þðx; y; tÞ þ a1Kþðx; y; tÞ l
0
1 h1ðy1Þ 
1
aþ1
 
þ x02
*aþ
aþ1
 h2ðy1Þ
 
þ Day
Z
Rd10
jx1 j4d1
wðxÞel0ðxÞtþix
ð *x *yÞResl0ðxÞG
2
l;xðx1; y1Þ dx
þ O tðdþjajÞ=2eðjxya
þtj2Þ=Ct
 
wð04x14y1Þð1þ tÞ
1=2
þ et=C þ wðx14y1Þð1þ tÞ
1=2ejx1 j=C

; ð3:19Þ
HOFF AND ZUMBRUN392where Kþ is as in (1.13), l01 ¼ l
0
1ðx
pr; y; tÞ and x02 ¼ x
0
2ðx
pr; y; tÞ are as in (3.4)
and (3.7), and h1 and h2 are as in Lemma 2.2.
Proof. We assemble the information from Propositions 2.7, 3.3 and 3.4,
ﬁrst for the case 04x14y1: We have from Proposition 2.9 that up to
allowable errors,
DayGðx; y; tÞ
¼ cDay
Z
Rd10
jx1 j4d1
X
k¼1;2
Z
Gk ðxÞ
þ
Z
G0Gk ðxÞ
 
eltþix
ð *x *yÞGkl;x 
 ðx1; y1Þ dl dx
2
4
3
5:
The integral of G2l;x over G
2ðxÞ is an allowable error, by Proposition 3.3, and
the integral of G1l;x over G
1ðxÞ has been computed to leading order in
Proposition 3.4. Also, it is a minor detail to show that the integrals over the
small arcs on @Brð0Þ alluded to above are time exponentially small, and so
are allowable errors as well. We may therefore regard G0  GkðxÞ as a closed
contour, over which the integral of G1l;x is zero, while that of G
2
l;x is the
residue term in (3.19). This proves (3.19) for the case that 04x14y1:
The argument is similar for the case that x1404y1; except that now
G1l;x  0 by Proposition 2.5, thus accounting for the term wðx150Þ in (3.19).
Finally, the case 04y14x1 can be dealt with by deﬁning x0 ¼ ðy1; *xÞ and
y0 ¼ ðx1; *yÞ; so that 04x014y
0
1: Elementary estimates then show that, given
positive constants C1;C2; there is a positive constant C ¼ CðC1;C2Þ such that
jx1  y1j
C1
þ
jx0  y0  aþtj2
C2
5
t
C
þ
jx y  aþtj2
C
: ð3:20Þ
We then apply the previous analysis to estimate DayGðx
0; y0; tÞ; then convert
the resulting bounds via (3.20) to ﬁnd that all terms in (3.19) for DayGðx; y; tÞ
are of the size of allowable errors. ]
4. COMPUTATION OF THE NEAR-FIELD TERM
In this section we complete the proof of Theorem 1.2 by computing the
residue term in (3.19) to leading order. Thus let
I ¼
Z
Rd10
jx1 j4d1
wðxÞel0ðxÞtþix
ð *x *yÞResl0ðxÞG
2
l;xðx1; y1Þ dx; ð4:1Þ
where x; y; and t are now ﬁxed, with
y150 and jx y  aþtj4Mt: ð4:2Þ
POINTWISE GREEN’S FUNCTION BOUNDS 393We begin with an elementary reduction:
Proposition 4.1. Let I ; x; y; and t be as above in (4.1)–(4.2). Then for
jaj41;
DayIðx; y; tÞ ¼ c %ux1ðx1Þ
Z
Rd10
jx1 j4d1
wðxÞeix
 *wtx
ð *B
þ
eff ðy1;tÞxÞtþOðjxj
3tÞ
 ½ðix 
 H ðy1ÞÞ
a1ðixÞ*a þ Oðjxj1þjajejx1 j=CÞ dx; ð4:3Þ
where
*wt ¼ *x  *y  *aþeff ðy1; tÞt;
*B
þ
eff and *a
þ
eff are as in Theorem 1.2, H is as in Lemma 2.2, and c is a specific
constant.
Proof. First, applying (2.15), (2.16), and Proposition 2.1, we obtain that,
for j ¼ 0; 1;
@
@y1
 j
ResG2l;xðx1; y1Þjl¼l0ðxÞ
¼ ½Að0; 0Þ þ OðjxjÞ½Res w1ð
; xÞjl0ðxÞ½ %ux1 ðx1Þ þ Oðjxje
jx1 j=C
 em
þ
2
ðl0ðxÞ;xÞy1 ½ðixH ðy1ÞÞ
j þ Oðjxj2Þ:
By Proposition 2.6(c), wð
; xÞ has a simple zero at l0ðxÞ; and the second term
on the right-hand side here is therefore Res w1ð
; 0Þjl0ð0Þ þ OðjxjÞ: Thus for a
particular constant c;
@
@y
 j
ResG2l;xðx1; y1Þjl¼l0ðxÞ
¼ c %ux1ðx1Þe
mþ
2
ðl0ðxÞ;xÞ½ix 
 H ðy1ÞÞ
j þ em
þ
2
ðl0ðxÞ;xÞy1Oðjxj1þjejx1 j=CÞ;
and therefore
DayIðx; y; tÞ ¼ c %ux1ðx1Þ
Z
wðxÞel0ðxÞtþix
ð *x *yÞm
þ
2
ðl0ðxÞ;xÞy1
 ½ðix 
 H ðy1ÞÞ
a1ðixÞ*a þ Oðjxj1þjajejx1 j=CÞ dx: ð4:4Þ
Now, in Section 5 we compute an expansion for mþ2 ðl; xÞ about ð0; 0Þ; into
which we substitute the expansion in Lemma 1.1 for l0ðxÞ: The result is that
l0ðxÞt þ ixð *x  *yÞ  mþ2 ðl0ðxÞ; xÞy1
¼ ix *wt  xð *B
þ
effxÞt þ Oðjxj
3tÞ:
Substituting this into (4.4), we then obtain (4.1). ]
HOFF AND ZUMBRUN394Next we need to examine the condition that wðxÞ ¼ 1; that is, the
condition that the shift of the contour from G0 to G2ðxÞ involves crossing the
pole l0ðxÞ of G2l;x:
Proposition 4.2. Let x be in the domain of integration in (4.3). Then
wðxÞ ¼ 1 if and only if
x1ððLþ kdd
tÞx1Þ > Qþ l
0
1 þ Oðjx
0
2j
2 þ jx1j
3Þ: ð4:5Þ
Here L is as in Lemma 1.1, k and l01 are as in Definition 3.2,
dðx; y; tÞ ¼  *aave þ 2Lx
0
2 þ *a
þ  aþ1 b
þ; ð4:6Þ
and
Qðx; y; tÞ ¼ l01  *aave 
 x
0
2
¼
aþ1 t
2bþðxpr1  y1Þ
½ðð *B
þ
 bþbþtÞ1ð*z  z1bþÞÞ 
 ð *aþ  *aave  aþ1 b
þÞ þ aþ1 z1;
ð4:7Þ
where xpr; z; and l01 ¼ l
0
1ðx
pr; y; tÞ and x02 ¼ x
0
2ðx
pr; y; tÞ are as in
Lemma 3.1.
Proof. We ﬁrst recall from Deﬁnition 3.2 that l ¼ l1 þ il2 is to the right
of the parabola G2ðxÞ if and only if
l1 > l
0
1 þ l
0
1  k½l2 þ x1ð *a
þ  aþ1 b
þÞ2: ð4:8Þ
Also, from Lemma 1.1,
l0ðxÞ ¼ ðx1 
 ðLx1Þ  x2 
 ðLx2Þ þ *aave 
 x2Þ
þ ið *aave 
 x1 þ 2x1 
 ðLx2ÞÞ þ Oðjxj
3Þ:
Thus, wðxÞ ¼ 1 if and only if Reðl0ðxÞÞ ¼ l1 and Imðl0ðxÞÞ ¼ l2 satisfy
inequality (4.8). Rearranging, we obtain (4.5), and substituting from Lemma
3.1 for l02 and x
0
2; we obtain the expression for Q: ]
Next, we point out two special cases in which the term DayI in (4.3) is
negligibly small. Note that the somewhat complicated hypothesis (4.9) is
essentially the requirement that the quantity Q in Proposition 4.2 is
nonnegative.
POINTWISE GREEN’S FUNCTION BOUNDS 395Proposition 4.3. There are positive constants s1 and s2 such that, if x; y; t
and a are as in Proposition 4.1, and if either jx1j5s1t; or if jx1j4s1t;
y1 þ aþ1 t5s2t; and
ðð *B
þ
 bþbþtÞ1ð*z  z1bþÞÞ 
 ð *aþ  *aave  aþ1 b
þÞ þ aþ1 z150; ð4:9Þ
then
jDayI j4Ce
t=Ceðjxya
þtj2Þ=Ct þ OðRþa ðx; y; tÞÞ; ð4:10Þ
where Rþa is as in Theorem 1.2.
Proof. In the ﬁrst case, that jx1j5s1t; we have that
j %ux1ðx1Þj4Ce
jx1 j=C4Cet=C ð4:11Þ
for some constant C: Then for C1 sufﬁciently large,
eðjxya
þtj2Þ=C1t4eMt=C14et=2C:
The bound (4.10) then follows easily from (4.3). In the second case, we
obtain from (4.3) that
jDayI j4Ce
jx1 j=C
Z
jx1 j4d1
ex
0
2
 *wtC
1 jx1 j
2tþCjx02 j
2
dx1: ð4:12Þ
We substitute from Lemma 3.1 for x02 and from Proposition 4.1 for *w to
obtain that
x02 
 *wt ¼
1
2bþ
þ OðjzjÞ
 
ð *B
þ
Þ1ð*z  z1bþÞ 

"
ðy1ð*z  *z1bþÞt þ x1bþÞ
þ 1þ
y1
aþ1 t
 
ð *aþ  *aave  aþ1 b
þtÞ

: ð4:13Þ
Our hypotheses show that 1þ y1aþ
1
t40; that
1þ
y1
aþ1 t

 ¼ x1  y1z1aþ1 t

5jz1jCy Cs1;
HOFF AND ZUMBRUN396and therefore that
1þ
y1
aþ1
 
ððð *B
þ
Þ1ð*z  z1bþÞÞ 
 ð *aþ  *aave  aþ1 b
þÞÞt
5 1þ
y1
aþ1 t
 
aþ1 z1t
¼ yaþ1 1þ
y1
aþ1 t
 
x1  aþ1 t 1þ
y1
aþ1
  
5 Cys21t þ
jz1j
2t
Cy
þ
ys22t
C
:
Bounding the other term in (4.13) by Cjzjðjzj þ jx1jÞ; we ﬁnd that the sum of
the exponents in (4.12) is bounded above by
 C1ðjx1j þ ys22tÞ þ Cðy
1jzj2t þ ys21t þ jzjjx1jtÞ
4 C1ðt þ jx1j
2Þ
for appropriate choice of constants s1; s2; and C: The bound (4.10) then
follows as in the ﬁrst case. ]
We are now in a position to complete the deﬁnition of the contour G2ðxÞ
given in Deﬁnition 3.2, so as to obtain a workable characterization of the set
of frequencies x such that wðxÞ ¼ 0:
Definition 4.4. First, concerning the constant k occurring in (3.10):
observe that the vector dðx; y; tÞ in (4.6) is bounded independently of x; y; t:
Therefore, since L is a ﬁxed, negative-deﬁnite matrix depending only on f ;B
and u; we may choose k small and positive so that
Lþ kddt4C150 ð4:14Þ
for all x; y; t with jx y  aþtj4Mt and y150: Recall also that in the
deﬁnition (3.11) of l01; z2 must satisfy jz2j4z
max
2 where z
max
2 depends only
f ;B and u; and the condition (3.12) that distðl0ðxÞ;G2ðxÞÞ5z1ðC
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ t
p
Þ1
must hold. We are otherwise free to choose z1; z2; and the sign of l
0
1:
Now ﬁx x; y; and t with y150 and jx y  aþtj4Mt: We choose l
0
1 so as
to satisfy these two criteria in each of four cases.
Case 1. jx1j5s1t: In this case, we take z2 ¼ 0 and choose the sign of l
0
1 so
that (3.12) holds. Observe that Proposition 4.3 applies in this case to show
that DayI is negligible, independent of the function wðxÞ:
Case 2. jx1j4s1t and Qðx; y; tÞ5 12z
max
2 jzj: In this case, we choose l
0
1
positive and z2 ¼ z
max
2 ; then adjust z1 so that (3.12) holds. With these
choices, l015z
max
2 jzj; so that Qþ l
0
1 þ Oðjx
0
2j
2Þ > 1
2
zmax2 jzj  Cjzj
2; which is
POINTWISE GREEN’S FUNCTION BOUNDS 397nonnegative, since jzj4Ce (see (3.9)) and e is small. Thus, (4.5) fails for every
x1; and wðxÞ ¼ 0 for all x:
Case 3. jx1j4s1t; Qðx; y; tÞ4 12z
max
2 jzj; and y1 þ a
þ
1 t5s2t: In this case, the
second contingency in Proposition 4.3 holds, and DayI is negligible, as in
case 1.
Case 4. jx1j4s1t; Q4 z
max
2 jzj; and y1 þ a
þ
1 t5s2t: We rewrite condition
(4.5) in the form
x1 
 ððLþ kdd
tÞx1Þ þ g1ðx1Þ > Qþ l
0
1 þ g2ðx
0
2Þ; ð4:15Þ
where g1 ¼ Oðjx1j
3Þ and g2 ¼ Oðjx
0
2j
2Þ: Now, since jQj4Cjzj in any case, there
is a constant C1 ¼ C1ðx; y; tÞ such that (4.15) fails when x1 
 ððLþ kddtÞx1Þ
4 C1jzj and l
0
1 ¼ 0: For such x we take z2 ¼ 0 in (3.11) and adjust z1 and
the sign of l01 so that (3.12) holds but (4.15) still fails. For x instead satisfying
x1 
 ððLþ kddtÞx1Þ > C1jzj; we obtain from (4.14) that jx1j4Cjzj
1=2 for some
C; so that g1 ¼ Oðjzj3=2Þ and g2 ¼ Oðjzj2Þ (see (3.9)). We then choose z1 and z2
so that (3.12) holds, so that l01 ¼ OðjzjÞ absorbs the g1 and g2 terms in (4.15),
and so that (4.15) holds if and only if x1ððLþ kddtÞx1Þ > Q:
Thus in case 4, for x ¼ x1 þ ix
0
2 with jx1j4d1; wðxÞ ¼ 1 if and only if
x1 
 ððLþ kdd
tÞx1Þ > maxfC1jzj;Qg; ð4:16Þ
where d ¼ dðx; y; tÞ and Q ¼ Qðx; y; tÞ are as deﬁned in Proposition 4.2.
We are now in a position to give an explicit representation for the term
DayI in (4.4), up to allowable errors.
Proposition 4.5. Let y150 and jx y  aþtj4Mt: Then for jaj41;
DayIðx; y; tÞ ¼ wðjx1j4s1tÞwðy1 þ a
þ
1 t4s2tÞwðQ5
1
2
zmax2 jzjÞD
a
yg
þð *x; *y; t; y1Þ
þ OðRþa ðx; y; tÞÞ; ð4:17Þ
where gþ and Rþa are as in Theorem 1.2, and s1; s2;Q; and z
max
2 are as in
Propositions 4.2 and 4.3 and Definition 4.4.
Proof. For cases 1 and 3 of Deﬁnition 4.4, we can apply the reasoning
and estimates of Proposition 4.3 to show that Dayg
þ ¼ OðRþa Þ; since
DayI ¼ OðR
þ
a Þ as well, (4.17) is satisﬁed in these cases. In case 3, D
a
yI ¼ 0
¼ wðQ > 1
2
zmax2 jzjÞ; so that (4.17) again holds trivially.
There remains case 4, for which we perform an explicit computation for
the term DayI up to errors which are OðR
þ
a Þ: The strategy in this computation
is fairly straightforward, but the technical details are rather complicated. We
shall therefore make the ideas clear by outlining the steps, but omitting
intermediate details.
HOFF AND ZUMBRUN398First, we denote by S ¼ Sðx; y; tÞ the set indicated in (4.16), so that, from
Proposition 4.1,
DayIðx; y; tÞ ¼ c %ux1ðx1Þ
Z
x12S
x2¼x
0
2
eix
 *wtx
ð
*B
þ
eff ðy1;tÞxÞtþOðjxj
3tÞ
 ½ðixH ðy1ÞÞ
a1 ðixÞ*a þ Oðjxj1þjajejx1 j=CÞ dx1 ð4:18Þ
for a particular constant c: Since S is an ellipsoid in Rd1; we may regard this
as an iterated integral, each factor of which is a contour integral with an
analytic integrand. It is clear from the form of the exponent, however, that
the optimal contours, that is, those which minimize the modulus of the
exponential in the integrand, would be those corresponding to x2 ¼ 12 *B
1
eff *w;
which is not small in any sense. We therefore proceed as follows: ﬁrst we
shift the contours a small distance toward the plane x2 ¼ 12 *B
1
eff *w; showing
that the ‘‘edge’’ integrals over @S are OðRþa Þ; hence negligible. The integrand
over this new domain of integration now exhibits a small degree of
exponential decay, sufﬁcient to ensure that the two O terms in (4.18) result in
OðRþa Þ errors. We no longer need to have x small, and the contours can
therefore be extended all the way to the optimal plane x2 ¼ 12 *B
1
eff *w: The last
step is to extend the domain of integration to all x1 2 R
d1; which again
results in OðRþa Þ errors. We thus obtain that, in case 4 of Deﬁnition 4.4,
DayI ¼ c %ux1 ðx1Þ
Z
x12R
d1
x2¼
1
2
*B
1
eff *w
ðix 
 H Þa1 ðixÞ*aeix
 *wtx
ð *B
þ
effxÞt dx1 þ OðR
þ
a Þ: ð4:19Þ
The integral in (4.19), which we denote by Ia; can now be computed
explicitly, thereby proving (4.17). We note, however, that, whereas DayI0 ¼ Ia
when a1 ¼ 0; this is not the case when a ¼ ð1; 0Þ: Instead, we ﬁnd that
@
@y1
I0  Ið1;0Þ ¼ O
*aave  *aþ
aþ1
þ H ðy1Þ
 
þ O
1
t
  
I0:
The deﬁnition of H in Lemma 2.2 shows that the ﬁrst O term here is
Oðejy1 j=CÞ; thereby accounting for the last summand in the deﬁnition of the
error term Rþa in Theorem 1.2. ]
Proof of Theorem 1.2. Combining the results of Propositions 3.5
and 4.5, together with the observation from Lemma 2.2 that h1  1=aþ1 ;
h2  *aþ=aþ1 ¼ Oðe
jy1=CÞ; we obtain that
DayG ¼ wðx150ÞD
a
yK
þ þ wðjx1j4s1tÞwðy1 þ aþ1 t4s2tÞ
 wðQ4 1
2
zmax2 jzjÞD
a
yg
þ þ OðRþa Þ: ð4:20Þ
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indicator functions multiplying Dayg
þ may be replaced by wðjx1  y1j4aþ1 tÞ 
wðy1 þ aþ1 t40Þ; at the expense of errors which are OðR
þ
a Þ: We do this in two
steps, the ﬁrst of which is to simplify the dependence on Q in (4.20). We may
assume that
jx1j4s1t; jx1j4sjzjt; j *wj4sjzj; ð4:21Þ
where s is a small positive constant to be chosen, for otherwise Dayg
þ ¼
OðRþa Þ; and the functions w in (4.20) are irrelevant. Under these assumptions,
we compute from (4.7) that
Q
y
¼O
jx1j
t
þ sjzj
 
þ
1
2bþ
þ OðjzjÞ
 
1þ
y1
aþ1 t
 
 ½ðaþ1 Þ
2 þ ðð *B
þ
 bþbþtÞ1ð *aave  *aþ þ aþ1 b
þÞÞ 
 ð *aave  *aþ þ aþ1 b
þÞ
¼OðsjzjÞ  Cð1þ OðjzjÞÞ 1þ
y1
aþ1 t
 
; ð4:22Þ
where C is a ﬁxed positive constant depending only on f ;B; and u:
We claim that, under assumptions (4.21), we may replace the term
wðQ4 1
2
zmax2 jzjÞ in (4.20) by wðy1 þ a
þ
1 t40Þ: To see this, we ﬁrst take
Q4 1
2
zmax2 jzj: Then from (4.22),
Cð1þ OðjzjÞÞ 1þ
y1
aþ1 t
 
¼
Q
y
þ OðsjzjÞ4 
zmax2
2y
þ OðsÞ
 
jzj40
if s is chosen small. Therefore 1þ y1aþ
1
t50; and y1 þ a
þ
140 (since a
þ
150), as
required. The converse case is somewhat more involved: suppose therefore
that Q > 1
2
zmax2 jzj but y1 þ a
þ
1 t40: Then from (4.22),
041þ
y1
aþ1 t
4Cðzmax2 þ sÞ
jzj
y
;
so that
j *wj2 ¼ jx2  y2  *aþt  ð *aave  *aþÞtj
2 ¼
*z
y
þ O 1þ
y1
aþ1 t
 

2
5
j*zj2
Cy2
 Cðzmax2 þ sÞ
2jzj
2
y2
: ð4:23Þ
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jx1j5jx1  y1  aþ1 tj  jy1 þ a
þ
1 tj
¼
jz1jt
y
 aþ1 t 1þ
y1
aþ1 t
 
;
and since jx1j5
x2
1
Ct by (4.21),
jx1j5
z21t
Cy2
 Ctðzmax2 þ sÞ
2jzj
2
y2
: ð4:24Þ
We therefore have from (4.23) and (4.24) that
jDayg
þj4Ctð1djajÞ=2eðjx1 j=CÞjð *wj
2t=CÞ
4Ctð1djajÞ=2ejx1 j=Ce½z
2
1
þj*zj2Cðzmax2 þsÞ
2 jzj2t=ðCy2Þ
4Ctð1djajÞ=2ejx1 j=Cejzj
2t=Cy2
¼ OðRþ2 Þ;
provided that zmax2 and s are chosen small, depending on f ;B and u: We
have thus shown that
DayG ¼ wðx150ÞD
a
yK
þ þ wðjx1j4s1tÞwðy1 þ aþ1 t40ÞD
a
yg
þ þ OðRþa Þ:
The argument that wðjx1j4s1tÞ may be replaced here by wðjx1  y1j4jaþ1 jtÞ is
similar, involving a careful accounting which shows that Dayg
þ ¼ OðRþa Þ
when these indicator functions differ. ]
5. ASYMPTOTIC EXPANSIONS: PROOFS OF
LEMMAS 1.1, 2.2, AND 3.1
Since these proofs consist mainly of detailed calculations, we shall simply
outline the steps and give intermediate and ﬁnal results. The diligent reader
should have no difﬁculty reconstructing the entire calculations.
Proof of Lemma 1.1. The ﬁrst assertion follows for large frequencies by
a standard G.arding-type L2 energy estimate, and for small frequencies from
the description of small-frequency spectrum in the second assertion. The
bound (1.9) then follows, by continuity of spectrum, provided we can show
for frequencies of modulus bounded both above and below that there is no
spectrum in the closed region
Re l4Cjx2j
2;
POINTWISE GREEN’S FUNCTION BOUNDS 401for some C; by a trivial energy bound, it is sufﬁcient to establish this in
the case x2 ¼ 0: But this follows by the well-known L1 contraction
principle enjoyed by the original evolution equation vt ¼ Lv; which
precludes any spectrum of the operator L with nonnegative real part,
other than the origin l ¼ 0: Since the spectrum of L includes the union
of the spectra of Lx for x real, the conclusion follows. (Alternatively, one can
show (1.9) directly, by symmetrizing and applying a standard energy
estimate.)
It remains to establish the second assertion, expansion (1.10). From the
discussion in Section 2 we may write
Lxjðx; l0ðxÞ; xÞ ¼ l0ðxÞjðx; l0ðxÞ; xÞ; ð5:1Þ
where
jðx; 0; 0Þ ¼ %uxðxÞ; ð5:2Þ
jð
; l; xÞ 2 L2ðRÞ and x ¼ x1: Thus l0ðxÞ is the principal eigenvalue and
jð
; l0ðxÞ; xÞ the corresponding eigenvector of the elliptic operator Lx: The
analyticity of l0 and j in x near x ¼ 0 (recall that l0ðxÞ is determined
implicitly by the vanishing of the analytic function wðx; l0ðxÞ) then justiﬁes
the expansions
l0ðxÞ ¼ l
1 
 xþ x 
 ðLxÞ þ Oðjxj3Þ;
jðx; l0ðxÞ; xÞ ¼ %uxðxÞ þ j1ðxÞ 
 xþ x 
 ðFðxÞxÞ þ Oðjxj3Þ;
(
ð5:3Þ
where l1;j1ðxÞ 2 Cd1;L and FðxÞ are ðd  1Þ  ðd  1Þ complex matrices,
and l1 and L are constant. The proof then consists in substituting the
expansions (5.3) into (5.1), gathering like powers of x; and computing the
solvability conditions.
We thus ﬁnd for the OðjxjÞ terms, after some simpliﬁcation, that
L0j1 ¼ %uxl
1  2i %uxxðbbÞð %uÞ  iðbð %uÞbð %uÞÞ %ux þ i *að %uÞ %ux
¼ %uxl
1  2ið %uxðbbÞð %uÞÞx þ i *f ð %uÞx; ð5:4Þ
by (1.5). If j1 and its derivatives vanish at 1; then the right-hand side
here must integrate to zero. Thus,
l1 ¼ i½u1½ *f  ¼ i½u1ð½f 2; . . . ; ½f d Þt; ð5:5Þ
where again ½f j ¼ f jðuþÞ  f jðuÞ:
HOFF AND ZUMBRUN402Before proceeding, we need to derive a representation for j1: From (5.4)
and the deﬁnition (1.7) of L0; we obtain, after an integration, that
bj1x  a1j
1 ¼ l1ð %u  uÞ  2i %uxbbþ ið *f  fÞ
 P ; ð5:6Þ
where b; a1; b; and *f are evaluated at %uðxÞ: Solving this ﬁrst-order equation,
we obtain
j1ðxÞ ¼ Ce
R x
0
ða1=bÞð %uðsÞÞ ds þ
Z x
0
e
R x
s
ða1=bÞð %uðtÞÞ dt P ðsÞ
bð %uðsÞÞ
ds:
However, the fact that b %uxx  a1 %ux ¼ 0 implies that the second exponential
above is %uxðxÞ= %uxðsÞ: Therefore,
j1ðxÞ ¼ C %uxðxÞ þ
Z x
0
%uxðxÞP ðsÞ
bð %uðsÞÞ %uxðsÞ
ds; ð5:7Þ
where P is as above in (5.6).
Returning now to (5.1), having substituted the expansions (5.3) and
gathered together the Oðjxj2Þ terms, we ﬁnd that
L0F ¼ %uxðLþ b *BÞ þ l
1 þ ið *a  ðbbÞxÞ
 !
ðj1Þt  2ibbðj1xÞ
t; ð5:8Þ
where b; *B; and *a are evaluated at %uðxÞ: Again, the right-hand side here
must integrate to zero. Computing ﬁrst from the deﬁnition (1.5) of *a; we
obtain that
i
Z 1
1
ð½ *a  ðbbÞxðj
1Þt  2ibbðj1xÞ
tÞ dx
¼  i
Z 1
1
*f ð %uðxÞÞ  *f 
%uðxÞ  u
 *f
0
ð %uðxÞÞ
" #
ðj1Þt dx;
and substituting from (5.7) and integrating by parts, that the j k entry of
the matrix on the right-hand side is
Z 1
1
TjðxÞ
TkðxÞ  2 %uxðxÞðbbkÞð %uðxÞÞ
bð %uðxÞÞ %uxðxÞ
dx;
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Tjðx1Þ ¼ f jð %uðx1ÞÞ  f jðuÞ 
½f j
½u
ð %uðx1Þ  uÞ: ð5:9Þ
(We have restored x1 in place of x:) Returning to the solvability condition
for (5.8), we then ﬁnd that
Ljk ¼  ½u1
Z 1
1

%ux1 ðsÞðb *BjkÞð %uðsÞÞ þ
TjðsÞTkðsÞ
bð %uðsÞÞ %uxðsÞ
 2TjðsÞbkð %uðsÞÞ

ds;
ð5:10Þ
where Tj is as above in (5.9).
There remains to show that L is negative deﬁnite. Thus ﬁx Z 2 Rd1 and
compute
Z 
 ðLZÞ ¼  ½u1
Z
½b %uxZ 
 ð *BZÞ þ ðb %uxÞ
1ðT 
 Z b %uxb 
 ZÞ
2  b %uxðb 
 ZÞ
2 dx
4  ½u1
Z
b %uxZ 
 ðð *B  bbtÞZÞ dx
4  C1jZj2
by the positivity of B (see the statement following (1.3)) and the fact that ½u
and %ux have the same sign. This together with (5.5) and (5.10) then complete
the proof of Lemma 1.1. ]
Proof of Lemma 2.2. We write j ¼ jðx; l; xÞ and c ¼ cðx; l; xÞ; where
again x ¼ x1: The equation Lxj ¼ lj may then be written
½bjx  ða1  2ibb 
 xÞjx ¼ dj;
where
d ¼ ix 
 ðbbÞx þ bx 
 ð *BxÞ þ ix 
 *a þ l;
and b; b; *B; and *a are evaluated at %uðxÞ: Recalling the deﬁnition (2.1)
cðxÞ ¼ e
R x
0
AðsÞ dsjðxÞ;
where
AðxÞ ¼
a1
b
ð %uðxÞÞ  2ibð %uðxÞÞ 
 x;
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ðbe
R x
0
AcxÞx ¼ Cdj
for an appropriate constant C; and therefore that
cxðxÞ ¼
C
bð %uðxÞÞ
e
R x
0
AðsÞ ds
Z 1
x
dðsÞjðsÞ ds:
We now write
d ¼ lþ ix 
 ð *a þ ðbbÞxÞ þ Oðjxj
2Þ
and from Proposition 2.1,
jðxÞ ¼ em
þ
1
x½1þ OðjljÞ þ OðjxjÞ;
and substitute and simplify to obtain
cxðxÞ ¼ 
C
bð %uðxÞÞ
em
þ
2
xþ
R1
x
½AðsÞAþ ds

Z 1
x
½lþ ix 
 ð *að %uðsÞÞÞ þ ðbð %uÞbð %uÞÞxðsÞ þ Oðjlj
2Þ þ Oðjxj2Þem
þ
1
ðsxÞ ds:
(We have used here the fact that Aþ ¼ mþ1 þ m
þ
2 .) Now,Z 1
x
½Að %uðsÞÞ  Aþ ds ¼
Z 1
x
a1
b
ð %uðsÞÞ 
a1
b
ðuþÞ
 
dsþ Oðjxjejxj=CÞ
and
mþ1 ðl; xÞðs xÞ ¼ ½m
þ
1 ð0; 0Þ þ OðjljÞ þ OðjxjÞðs xÞ
¼
a1
b
ðuþÞ þ OðjljÞ þ OðjxjÞ
 
ðs xÞ
by (2.1) Substituting and simplifying, we thus obtain
cxðxÞ ¼ e
mþ
2
x 
C
bð %uðxÞÞ
e
R1
x
½ða1=bÞð %uþÞða1=bÞð %uðsÞÞds


Z 1
x
½lþ ix 
 ð *að %uðsÞÞÞ þ ðbð %uÞbð %uÞÞxðsÞe
ða1=bÞðuþÞðsxÞ ds
þOðjlj2 þ jxj2Þ

:
This proves (2.6), and (2.7) then follows by substituting expansion (1.10) for
l0ðxÞ: ]
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l ¼ 0; x ¼ 0 up to quadratic terms. Applying the binomial theorem in (2.1)
and simplifying, we thus obtain that
mþ2 ðl; xÞ ¼  a
1
1 l ia
1
1 x 
 *a  ba
3
1 ðx 
 ð *a  a1bÞÞ
2
 ba11 x 
 ðð *B  bb
tÞxÞ þ 2ia31 blx 
 ð *a  a1bÞ
þ ba31 l
2 þ Oðjlj3Þ þ Oðjxj3Þ; ð5:11Þ
where now a ¼ ða; *aÞ;b; b; and *B are evaluated at uþ: Setting l ¼ l1 þ il2
and x ¼ x1 þ ix2 and ﬁxing x; y; and t; we then obtain that
Re½lt þ ix 
 ð *x  *yÞ þ mþ2 ðl; xÞðx1  y1Þ
¼ q1 þ q2 þ ½Oðjlj3Þ þ Oðjxj3Þðx1  y1Þ; ð5:12Þ
where
q1 ¼ l1 t 
x1  y1
a1
 
þ x2 

x1  y1
a1
*a  ð *x  *yÞ
 
þ ðx1  y1Þ½ba31 ðx2 
 ð *a  a1bÞÞ
2 þ ba11 x2 
 *Bx2
 2ba31 l1x2 
 ð *a  a1bÞ þ ba
3
1 l
2
1 ð5:13Þ
and
q2 ¼ ðx1  y1Þ½ba31 ðx1 
 ð *a  a1bÞÞ
2  ba11 x1 
 ð *Bx1Þ
 2ba31 l2x1 
 ð *a  a1bÞ  ba
3
1 l
2
2: ð5:14Þ
Our strategy is to express q1 and q2; which are quadratic polynomials in l
and x; in terms of their respective critical points. For q2 the critical point is
l2 ¼ 0; x1 ¼ 0; and
q2 ¼ ba31 ðx1  y1Þ½ðl2 þ x1 
 ð *a  a1bÞÞ
2 þ a21x1 
 ð *Bx1Þ: ð5:15Þ
The calculation for q1 is somewhat more involved. First we com-
pute the critical point ðl01; x
0
2Þ by solving the equation rðl1;x2Þq1 ¼ 0;
obtaining the expressions in (3.4) and (3.5). The critical value can then be
computed by direct substitution or, perhaps better, by applying the simple
fact that, for a general quadratic qðZÞ ¼ r 
 Zþ 1
2
Z 
 ðAZÞ; the critical value
is simply qðA1rÞ ¼ 1
2
r 
 ðA1rÞ: The result of this calculation is
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q1 ¼ 
a1t2
4ðx1  y1Þ
wðBwÞ
þ
bðx1  y1Þ
a31
½ððl1  l
0
1Þ  ðx2  x
0
2Þ 
 ð *a  a1bÞÞ
2
þ a21ðx2  x
0
2Þ 
 ð *Bðx2  x
0
2ÞÞ; ð5:16Þ
where again a;bb;B; and *B are evaluated at uþ; and wt ¼ x y  at:
Substituting expressions (5.14) and (5.16) for q1 and q2 into (5.12), we
then obtain (a) of Proposition 3.1.
Now let y; z and xpr be as in (b) of Proposition 3.1. Then
lt þ ix 
 ð *x  *yÞ þ mþ2 ðx1  y1Þ ¼ y
1ðlt þ ix 
 ð *xpr  *yÞ þ mþ2 ðx1  y1ÞÞ
þ ð1 y1Þðlt þ ix 
 *at þ mþ2 a1tÞ: ð5:17Þ
Applying (5.11) and (5.13), we obtain that
lt þ ix 
 *at þ mþ2 a1t
¼ a21 bt½ðlþ ix 
 ð *a  a1bÞÞ
2  a21x 
 ð *BxÞ þ a1tg;
where g ¼ Oðjlj3Þ þ Oðjxj3Þ; and
lt þ ix 
 ð *xpr  *yÞ þ mþ2 a1t
¼ 
a1t2
4ðxpr1  y1Þ
½z 
 ðBzÞ þ q1 þ q2 þ gðx
pr
1  y1Þ;
where now qj ¼ qjðl; x; xpr; y; tÞ: Combining these into (5.17), substituting
from (5.15) and (5.17) for q1 and q2; and setting x2 ¼ x
0
2; we obtain that
Re½lt þ ix 
 ð *x  *yÞ þ mþ2 ðl; xÞðx1  y1Þ
¼ 
a1t2
4yðxpr1  y1Þ
z 
 ðBzÞ þ
bðxpr1  y1Þ
ya31
ðl1  l
0
1Þ
2

bðx1  y1Þ
a31
½ðl2 þ x1 
 ð *a  a1bÞÞ
2 þ a21x1 
 ð *Bx1Þ
þ ð1 y1Þ
bt
a21
½ðl1 þ x
0
2 
 ða1b *aÞÞ
2 þ a21x2 
 ð *Bx2Þ
þ ½Oðjlj3Þ þ Oðjxj3Þðx1  y1Þ;
where the O terms are independent of y: Now, in the case that x15y1; the
third term on the right-hand side here is negative deﬁnite in l2; x1; since
POINTWISE GREEN’S FUNCTION BOUNDS 407a1 ¼ aþ150; so that the very last term may be replaced by Oðjl1j
3 þ jx02j
3Þ:
Also, since y41; the second last term on the right-hand side is nonpositive,
and so may be discarded. This gives bound (3.8), and completes the proof of
Proposition 3.1. ]
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