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The use of Gr6bner basis computation for reasoning about geometry problems is 
demonstrated. Two kinds of geometry problems are considered: (i) Given a finite set of 
geometry relations expressed as polynomial equations, in conjunction with a finite set of 
subsidiary conditions stated as negations of polynomial equations to rule out certain 
degenerate eases, check whether another geometry relation expressed as a polynomial equation 
and given as a conclusion, holds. (ii) Given a finite set of geometry relations expressed as 
polynomial equations, find a finite set of subsidiary conditions, if any, stated as negations of 
polynomial equations which rule out certain values of variables, such that another geometry 
relation expressed as a polynomial equation and given as a conclusion, holds under these 
conditions. Using a refutational pproach for theorem proving, both kinds of problems are 
converted into reasoning about a finite set of polynomial equations. The first problem is 
shown to be equivalent to checking whether a set of polynomial equations does not have a 
solution; this can be decided by computing a GrSbner basis of these polynomials and checking 
whether I is included in such a basis. In addition, it is shown that the second problem can also 
be solved by computing a Gr6bner basis and appropriately picking polynomials from it. A 
,aumber of geometry problems of both kinds have been solved using this approach. 
1. Introduction 
Automated geometry theorem proving has recently gained a lot of attention following an 
elegant algebraic method proposed by Wu Wenjun (see Wu, 1978, 1984a; Chou, 1984, 
1985). This method has been extensively investigated by Wu (1984b) in China and by 
Chou (1984, 1985) at University of Texas, Austin. An alternative method for geometry 
reasoning using the Gr6bner bases is presented in this paper. This method is shown to be 
complete for the class of problems in geometry theorem proving considered by Wu 
(1984a). Unlike Wu's method, the proposed method does not need to use factorisation 
over successive xtension fields of a base field, which is generally considered a difficult 
problem (cf. Chou, 1984, pp. 278-279). To handle factoring over successive xtension 
fields in Wu's method, Chou (1984) developed an algorithm for factoring polynomials in 
which indeterminates have at most degree two; he has found this algorithm to be quite 
adequate and efficient for proving many plane geometry theorems (Chou, 1985). 
The concept of a Gr6bner basis of a polynomial ideal was introduced by Buchberger 
(1965, t970) and an algorithm for computing such bases for polynomial ideals was given. 
A Gr6bner basis of an ideal is a special basis using which the membership problem of the 
ideal as well as the membership problem of the radical of the ideal can be easily decided. 
Familiarity with an algorithm for computing a Gr6bner basis is assumed; an interested 
reader may wish to consult Buchberger (1970, 1985), for details and applications of 
Gr6bner bases. 
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Two classes of geometry problems that can be translated into an algebraic form are 
considered in this paper. In the first class, a geometry problem is to decide whether a 
finite set of geometry hypotheses expressed as polynomial equations, in conjunction with 
a finite set of subsidiary conditions expressed as negations of polynomial equations which 
rule out degenerate cases, imply another geometry relation given as a conclusion. Such a 
problem is shown to be equivalent to deciding whether a finite set of polynomials does 
not have a solution in an algebraically closed field. Using Hilbert's Nullstellensatz, this 
problem can be decided by checking whether 1 is in the ideal generated by these 
polynomials; this test can be done by computing a Gr6bner basis of the ideal. 
The second class of geometry problems is closer to the problems addressed by Wu and 
Chou. In this class, a geometry problem is to find a finite set of polynomials, if any, 
(hopefully) expressing eometrically degenerate cases such that (i) these polynomial 
equations are not the consequences of the set of geometry relations given as hypotheses, 
and (ii) in conjunction with the negation of each of these polynomial equations, the 
geometry hypotheses imply another geometry relation given as a conclusion and also 
expressed as a polynomial equation. 
The proposed approach is complete for both classes of geometry problems. However, 
like Wu's approach, the proposed approach is not complete if geometry statements under 
consideration are interpreted as in elementary geometry; this is so because the proposed 
approach as well as Wu's approach consider complex zeros of polynomials instead of only 
real zeros. Like Wu's approach, the proposed approach can be viewed as a good heuristic 
for deciding eometry statements interpreted as over reals; if a statement is found to be a 
theorem by the proposed approach, then it is a theorem when interpreted over reals, but 
the converse does not hold. 
A number of geometry problems have been solved using an implementation of the 
proposed approach developed at General Electric Research and Development Center, 
Schenectady on a Symbolics 3640 Lisp machine. Time taken to solve some geometry 
problems are given later in the paper. The reader may wish to consult Kapur (1986) for 
proofs and further details of this approach. 
The use of the Gr6bner bases for geometry theorem proving has also been 
independently investigated by Kutzler &Stifter (1986) at the University of Linz, Austria, 
and Chou & Schelter (1985) at the University of Texas, Austin, USA. See Kaput (1986) 
for a comparison with these approaches. 
In the next section, the algebraic formulation of geometry problems is briefly discussed. 
In the third section, a decision procedure for the first class of geometry problems is given. 
In the fourth section, a decision procedure for the second class of geometry problems is 
outlined. 
2. Algebraic Form of Geometry Problems 
A geometry statement can be translated into an algebraic form by associating a
coordinate system with points referred to in the geometry statement where the values of 
these coordinates are taken from an algebraically closed field. In this paper, an 
algebraically closed field K containing the field of rationals, Q, is considered. This is in 
contrast o elementary geometry in which values of coordinates range over the field of 
reals. 
The translation of a geometry problem into an algebraic form is assumed in this paper; 
an interested reader may wish to consult Wu (1978) and Chou (1984) for details. It is 
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important o mention that different algebraic formulations of the same geometry problem 
can significantly affect the performance of the methods presented in the paper. 
Let Q[xl . . . . .  xn] be a polynomial ring over the rationals, where xl . . . . .  xn are the 
variables associated with the coordinates of points in a geometry statement. It is assumed 
that a geometry relation that serves as a hypothesis or a conclusion can be expressed as a 
polynomial equation in Q[xl  . . . . .  xn]; further, conditions ruling out degenerate cases in 
a geometry problem, such as points being distinct, are assumed to be expressed as the 
negation of a polynomial equation in Q[xl  . . . . .  xn] (generally, a boolean formula with 
polynomial equations in Q[xl . . . . .  xn] as atomic formulae). Inequalities involving 
ordering relations cannot be handled in the proposed approach. 
Consider the following extremely simple but instructive example due to Mundy 
(personal communication, July 1984). Given a line AC, another two lines AB and CD 
such that both AB and CD are perpendicular to AC, the problem is to show that AB and 
CD are parallel. An algebraic formulation of this problem can be obtained as follows: 
Without any loss of generality, A is assumed to be the origin (0,0), B =(x l ,  yl), 
C = (x3, y3), D = (x2, y2). 
A B 
C D 
,,g 
The polynomial equations corresponding to the hypotheses are: 
1. y ly3 = -x lx3  ;; AB is perpendicular to AC, 
2. y3(y2-y3)  = - (x2-x3)x3 ; ; CD is perpendicular to AC, 
and the polynomial equation corresponding to the conclusion is: 
3. y l (x2 -x3)  = x l (y2 -y3)  ;; AB and CD are parallel. 
The degenerate case is when A and C are not distinct; this can be ruled out by the 
following conditions: 
4. x3 :~ 0 or y3 ~ 0. 
3. Deciding Geometry Theorems 
Consider a formula of the following kind: 
(all xl . . . .  , xn)[[hl = 0 and ... and hi=O and sl :~0 and. . ,  and sj¢O]:~c=O],  (i) 
where the h's are polynomials corresponding to geometry relations in the hypothesis of a 
geometry statement, he s's are polynomials corresponding to degenerate cases, and c is a 
polynomial corresponding to a geometry relation stated as the conclusion of the geometry 
statement. Each of the h's, s's, and c are in Q[xl . . . . .  xn]; the variables in xl . . . . .  xn are 
assumed to range in K. 
The problem is to decide whether the formula (i) is a theorem or not. This problem is 
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the same as checking whether the zeros in K of the polynomial c include all the zeros of 
hl  . . . . .  and hi, on which sl . . . . .  and sj do not evaluate to 0. 
A polynomial equation p = 0 is said to be satisfiable (or consistent or equivalently, is
said to have a solution) if and only if there exist vl . . . . .  vn in K such that 
p(x l  ~ v l , . . . ,  xn ~ vn), the result of substituting vl . . . . .  vn for xl  . . . . .  xn, respectively, in
p, evaluates to 0. An equation p = 0 is said to be unsatisfiable otherwise. Similarly, the 
negation of a polynomial equation, written as p ~ 0, is said to be satisfiable if and only if 
there exist vl . . . . .  vn in K such that p(xt  ~v l  . . . . .  xn~vn) ,  does not evaluate to 0; p #0 
is said to be unsatisfiable otherwise. Given a set S of polynomial equations and negations 
of  polynomial equations in Q[xl  . . . .  , xn], S is said to be satisfiable (or consistent or 
equivalently, S is said to have a solution) if and only if there exist v l , . . . ,  vn in K such 
that for every polynomial equation p = 0 in S, p(x l  +--~l . . . . .  xn~ vn) evaluates to 0, and 
for every p # 0 in S, p(xl ~ vl . . . . .  xn ~ vn) does not evaluate to 0. The set S is said to be 
unsatisfiable (or inconsistent) otherwise. 
PROPOSITION. The satisfiability o f  p ~ 0 is equivalent to the satisfiability o f  pz -  1 = O, where 
z is a new variable not appearing in p. 
The proposed method for proving geometry theorems of the form (i) above is 
refutational (proof-by-contradiction), much like resolution and rewriting based 
approaches for first-order predicate calculus. The validity of formula (i) is equivalent to 
the unsatisfiability of 
{hl =0 . . . . .  h i=O, (s l z l -1 )  =0 . . . .  , ( s j z j -1 )  =O, (czz -1 )=O},  (ii) 
where z l ,  . . . ,  zj, zz are distinct variables, each different from xl . . . .  , xn. The validity of 
formula (i) can thus be decided by checking that {hl . . . . .  hi, s l z l - !  . . . . . .  s j z j -1 ,  
c zz -1}  does not have a common zero. Using Hilbert's Nullstellensatz, this is equivalent 
to checking whether the ideal (hl . . . . .  hi, sl zl - 1 , . . . ,  s j z j -  1, c zz -  1) is the unit ideal. 
THEOREM 1. Whether a geometry statement of  the form." 
(all x l  . . . . .  xn)[ [h l  =0  and . .. and h i=O and sl ~0  and . . .  and s j~O]~c=O] ,  
is a theorem, is equivalent to whether the ideal (hi . . . . .  hi, sl zl - 1 . . . . .  sj z j -  1, c zz -  1) is 
the unit ideal. 
The check whether an ideal generated by a finite set of polynomials i the unit ideal can 
be performed using Hermann's method (1926), Wu's method based on Ritt principle 
(1984), or by computing a Gr6bner basis of the ideal. In this paper, the use of the 
Gr6bner basis method has been explored for checking for the unit ideal because of the 
author's familiarity with the method. It will be interesting to use other methods and 
compare their performance with the Gr6bner basis method. 
THEOREM (Buchberger, 1965). An ideal (pl . . . . .  pro) is the unit ideal !/f its Gr6bner basis 
includes 1. 
The above two theorems give a complete method for deciding geometry formulae as 
follows: 
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METHOD 1. Given hypotheses hl = 0 . . . . .  hi = 0, subsidiary conditions l¢  0 . . . . .  sj ~ O, 
and a conclusion c = 0: 
is 1 in Gr6bner ({hl , . . . ,  hi, sl z l  - 1 , . . . ,  s j z j -  1 . . . . .  czz -  1}, 
Q[x l  . . . . .  xn, z l ,  . . . ,  zj, zz3) ? 
yes: return "theorem" 
no: return "falsifiable" 
end. 
The function "Gr6bner" above takes a finite set of polynomials and a polynomial ring 
from which these polynomials are taken as arguments, and computes a Gr6bner basis of 
the ideal specified by the input basis. The reader may wish to consult Buchberger (1979, 
1985) for an algorithm for computing a Gr6bner basis as well as for testing membership 
of a polynomial in an ideal using its Gr6bner basis. 
For the above example, conclusion and degenerate case are negated, and negations of 
polynomial equations are converted to polynomial equations using new variables; the 
resulting polynomial equations are: 
1. yl y3 =-x l  x3 
2. y3(y2-y3)  = - (x2-x3)x3 
3'. zz (y l (x2 -x3) -x l (y2 -y3) ) - I  = 0 
4'. (zl x3 -  1)(z2y3-1) = 0 
;; AB is perpendicular to AC 
;; CD is perpendicular to AC 
;; AB and CD are not parallel 
;; A and C are distinct points. 
In this example, it is possible to perform the Gr6bner basis computation for these 
polynomials by hand; their Gr/Sbner basis includes l which implies that the original 
statement is a theorem. 
The above method was used to prove a number of geometry theorems including 
Simson's theorem, Pascal's theorem, Pappus's theorem, Desargues's theorem, nine-point 
circle theorem, butterfly theorem, and Gauss's theorem. An implementation of the 
Gr6bner basis algorithm for the polynomial rings over the integers and rationals 
developed by Richard Harris at General Electric Corporate Research and Development, 
was used for this purpose. This implementation i corporates optimisations for not 
considering certain critical pairs proposed by Buehberger (1979) and Kapur et al. (1984), 
and it supports both lexicographic and degree ordering on terms. The implementation 
runs on a Symbolics 3640 Lisp machine. Table 1 lists computation times on some 
Table 1. Statistics for geometry problems in Class I 
Time Time 
Theorem (seconds) Theorem (seconds) 
Centroid 0.7 Isosceles midpoint 6.4 
Ceva's 20.9 Pentagon 0.05 
Secants 9.6 Tetraeder 5'2 
Equidistant secants 0.2 Pappus's dual 6.9 
Simson 13.7 Quadrangle in R 2 0,45 
Pappus 3.0 Quadrangle in R a 0.7 
Square 0'3 Gauss 0.2 
Tangent circle 1"5 Pascal 640 
Peripheral ngle 6'5 Brahmagupta 1.1 
Altitudes 0.4 Wang 19.6 
Desargues 1.2 Butterfly 25' 1 
Nine-point circle 12 
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representative g ometry theorems taken from Chou (1984), Chou & Schelter (1985) and 
Kutzler & Stiffer (1986). The Grfbner basis computation for these theorems was 
performed using the degree ordering as that was found to be generally much faster than 
the pure lexicographic ordering; see Buchberger (1985) for similar observations about the 
performance of the Gr6bner basis algorithm using degree and lexicographic orderings on 
terms. 
4. Deducing Degenerate Cases 
Wu (1978, 1984b) and Chou (1984, 1985) observed that algebraic formulations of most 
geometry statements cannot be proved; this is because while stating geometry statements, 
one is often not precise and thus does not rule out degenerate cases, requiring, for 
example, that certain points be distinct, three distinct points not be eollinear so as to 
define a triangle, etc. In addition to such geometrically degenerate cases, there are 
additional conditions which need to be ruled out because unlike in elementary geometry, 
the proposed approach considers complex zeros instead of real zeros. An example of such 
a condition that often comes up when a geometry problem involves Euclidean distances, 
is a polynomial such as x 2 +y2 not having any real zeros when x ¢ 0 and y ¢ 0. 
Wu and Chou showed how Wu's method can be used to derive subsidiary conditions in 
the form of negations of polynomial equations for a given geometry problem; one then 
does not have to worry about explicitly stating degenerate cases. 
The approach discussed in this paper can also be used to deduce such conditions. This 
approach is quite inefficient in contrast o Wu's method; conditions found using this 
approach are, however, often simpler and weaker than the ones reported using Wu's 
method (Chou, 1984, 1985) or reported by an earlier version of Kutzler & Stifter's paper 
(1986) as well as Chou & Schelter (1985) based on the Gr6bner basis method. The class of 
problems considered in this case has the following structure: 
Given a consistent set of hypotheses {hl = 0 . . . . .  hi = 0}, and a conclusion c = 0, which 
is not in Q, find s's (called degenerate cases), if any, such that: 
(i) (all xl; . . . .  xn)[[hl =0 and . . .  and hi=O]=~[sl =0 or . . .  or s j=0]] ,  is not a 
theorem, and 
(ii) (all xl . . . . .  xn)[[hl=O and . . .  and hi=O and s l¢0  and , . .  and 
sj ~ 0] ~ [c = 0]1, is a theorem. 
If for a given geometry problem, the Gr6bner basis of (hi . . . . .  hi, czz -  1) does not 
include 1, which implies that c is not in the radical of (hl . . . . .  hi), then any polynomial p
in Q[xl . . . . .  xn] from the Gr6bner basis such that p is not a consequence of the 
hypotheses (i.e. p is not in the radical of (hl . . . . .  hi)), is a candidate for stating degenerate 
cases which must be avoided for the theorem to hold. One can pick a "simplest" such 
candidate (in-fact, a set of polynomials) from the Gr6bner basis that has a geometric 
meaning. 
The following theorem serves as the basis of this approach (Method 2 below) for 
deducing degenerate cases. 
THEOREM 2. Let {hl = 0 . . . . .  hi = 0} be a consistent set of hypotheses, and c = 0, where c is 
not in Q, be a conclusion, such that there is a polynomial p in Q[xl . . . . .  xn] that is not in 
the radical of(hl . . . . .  hi) but the polynomial pc is in the radical of (hl . . . . .  hi). Let GB be a 
Gr6bner basis of (hl . . . . .  hi, czz--1) under a lexicographic ordering on terms in which 
Gr6bner Bases and Geometry Problems 405 
zz > other variables, where zz is an indeterminate different fi'om xl . . . . .  xn. Then there 
exists a polynomial q in GB not involving zz such that." 
(i) q is not in the radical o f  (hl, . . ., hi), 
(ii) sl . . . . .  sj are the irreducible factors of q, and 
(iii) qc is in the radical o f  (hl . . . . .  hi), thus implying 
(all x l  . . . . .  xn)[[hl  = 0 and . . ,  and hi = 0 and sl 4:0 and . . ,  and sj ~ 0] ~ c = 0]. 
Theorem 2 holds even if p in its statement is restricted to be in Q[xl . . . .  , xm], where 
{x l , . . . ,  xm} is a subset of {xl , . . . ,xn}.  
METHOD 2. Given a consistent set of hypotheses {hl = 0 . . . . .  hi ~- 0}, and a conclusion 
c---0: 
{91 . . . . .  om}:= Gr6bner({hl . . . . .  hi, czz - I} ,  Q[x l , . . . ,  xn, zz']); 
if 91 = 1 then return "theorem; no additional condition eeded" 
else repeat from v = 1 to m 
if gv~Q[x l ,  . . ,, xn'l and gvg~{hl, . . ., hi} then 
if 1 ¢Gr6bner({hl . . . . .  hi, 9vzz -1} ,  Q[xl . . . . .  xn, zz]) 
then return "theorem under condition 9v ~ 0" 
end repeat; 
return "theorem not confirmed" 
end; 
The function "Gr6bner" above is assumed to return polynomials in a Gr6bner basis in 
ascending order using the lexicographic ordering on terms. Notice that in the above 
method, the function Gr6bner may be called several times. For geometry statements for 
which additional subsidiary conditions are needed, two calls to Gr6bner are usually 
sufficient if independent variables are known a priori--the first for computing the 
Gr6bner basis (hl . . . . .  hi, c zz -  1) and the second to ensure that the subsidiary condition 
deduced is consistent with the hypotheses. The polynomial 9v corresponding to the 
degenerate cases is often the smallest polynomial in independent variables. The above 
method returns "theorem not confirmed" in the case the hypotheses or the conclusion 
does not satisfy the conditions of Theorem 2. 
A polynomial selected from a Gr6bner basis to state a degenerate case gives a 
disjunction of polynomial equations, each corresponding to an irreducible factor of the 
polynomial gv in Method 2 above. The above method can be easily modified to select in 
general a finite set of polynomials from a Gr6bner basis instead of a single polynomial; 
then the conjunction of the formulae corresponding to the polynomials in this set is the 
degenerate case. Thus in general, this method gives a conjunction of disjunctions of 
polynomial equations as a degenerate case. In general, there are two types of degenerate 
cases found: (i) those corresponding to geometrically degenerate cases, and (ii) those 
expressing common complex (but not real) zeros of the hypotheses that are not zeros of 
the conclusion. Developing a good method to distinguish between these two types of 
degenerate,cases is an interesting open research problem. 
Methods l and 2 can be easily combined to give a single method, which takes as its 
input, a consistent set of hypotheses, a possibly incomplete set of known degenerate cases, 
and a conclusion, and decides, whether the input is a theorem, and otherwise, produces a
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conjunction of disjunction of polynomial equations which must be ruled out for the 
conclusion to hold. 
For the example discussed above, if a Gr6bner basis of polynomials I, 2, and 3' is 
computed using the lexicographic ordering, it does not include 1. Instead, it includes the 
polynomials x3 and y3. These two polynomials correspond to the degenerate case that 
x3 = 0 and y3 = 0. 
The above example illustrates that the degenerate cases deduced by the proposed 
method can be weaker than those obtained by Wu's  method or the approaches of Kutzler 
and Stifter (1986) and of Chou & Schelter (1985) using the Gr6bner bases. The degenerate 
case obtained by Wu's method for this example is only one of x3 =0 and y3 =0 
depending upon the order in which polynomials are triangularised. Similarly, the 
approaches based on computing Gr6bner basis over Q(ul . . . . .  ud)[yl . . . . .  ym] in which 
variables are classified into independent (parameters) and dependent, the degenerate case 
for this problem is also only one of x3 = 0 and y3 = 0, An interested reader can refer to 
Kaput (1986) for further details. 
Given in Table 2 are timings for deducing subsidiary conditions for some representative 
geometry problems in the second class along with an English description of the subsidiary 
condition. The first column gives timings for the first call to Grbbner; the second column 
gives timings for the second call to Gr6bner for checking whether the deduced subsidiary 
conditions are indeed consistent with the hypotheses. The reader may wish to consult 
Table 2. Statistics for deducing subsidiary conditions 
Time (seconds) 
Problem First cal l  Second call Conditions 
Centroid 1.2 0'4 
Ceva 312 5.3 
Secants ~ 3200 24.6 
Equidistant secants 0.25 
Simson ~ 13100 1'2 
Pappus 138 6.4 
Square 0.9 0.2 
Tangent circle 7,1 10.3 
Peripheral ngle 6.6 
Altitudes 8.2 4.0 
Desargues 13.4 3'4 
Nine-point circle 309 7'1 
Isosceles midpoint 738 7.0 
Pentagen 0,08 
Tetrahedron 6.8 
Dual of Pappus ~21100 
Quadrangle in R z 0.35 
Quadrangle in R ~ 0.15 
Gauss 0.17 
Pascal ? 
Brahmagupta 446 
Wang 2456 
Butterfly ? 
2,2 
1750 
? 
41.3 
990 
? 
Three corners of the triangle are not collinear 
Three corners of the triangle are not collinear 
Well-defined secants 
No condition eeded 
Well-defined triangle, stated as sides being of 
non-zero length 
Two lines do not intersect at any of the given 
points 
Square is of non-zero size 
Secant is not a tangent 
No condition eeded 
Two corners of the triangle are distinct 
Two lines do not coincide 
Triangle is not right-angled and has a side of 
non-zero length 
Well-defined triangle with D distinct from A 
(cf. Example 8 in Chou & Schelter, 1985) 
No condition eeded 
Tetrahedron iswell defined 
Three points are distinct 
No condition eeded 
No condition eeded 
No condition eeded 
Circle of non-zero radius and 4 points are 
distinct 
(u5 - u6)(u5 (u2- u 1) - u3 (u4- u 1 ) ) # 0 
(cf. Example 10 in Chou & Schelter, 1985) 
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Kapur (1986) for a similar table using the degree and mixed orderings on terms for 
computing a Gr6bner basis. 
It was observed in practice that computing a Gr6bner basis without subsidiary 
conditions can be quite time consuming on big examples. For all examples, deducing 
subsidiary conditions took more time than proving a geometry theorem when subsidiary 
conditions were stated as part of the input. For examples uch as the butterfly theorem, 
Pascal theorem, their Gr6bner bases could not be computed without subsidiary 
conditions in a reasonable amount of time. In many cases, it is possible to derive 
subsidiary conditions without having to fully compute a Gr6bner basis. It is possible to 
pre-empt he computation after it has "sufficiently progressed" (meaning that all the 
hypothesis polynomials have interacted with the negation of the conclusion), and examine 
the basis to pick polynomials for deriving subsidiary conditions. 
5. Concluding Remarks 
Based on experimental observations so far, Wu's method seems to be faster than the 
methods based on the Gr6bner bases (see Chou & Schelter (1985) for a comparison). 
Despite that, the use of the Gr6bner bases for automated geometry theorem proving 
seems promising, and needs to be further investigated. As evident from the above 
discussion, in contrast o Wu's method, it is not necessary to classify variables involved in 
an algebraic formulation of a geometry problem into independent and dependent 
variables. This distinction thus appears to be more of a heuristic nature and not essential 
to the methods based on the Gr6bner bases. The approach presented in this paper needs 
to be investigated tomake use of additional information such as the variables that can be 
considered parameters when such information is available. This additional information 
may especially be useful in deducing degenerate cases faster. 
A detailed theoretical comparison of Wu's method with the Gr6bner basis methods for 
geometry theorem proving also needs to be studied. 
I am thankful to Rick Harris, Paliath Narendran, David Cyrluk, Shang-Ching Chou, Hai-Ping 
Ko, David Musser, and Joe Mundy for their help in this research, and to Paliath Narendran and 
Bernhard Kutzler for suggestions on organising this paper. 
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