We extend Stein's celebrated Wasserstein bound for normal approximation via exchangeable pairs to the multi-dimensional setting. As an intermediate step, we exploit the symmetry of exchangeable pairs to obtain an error bound for smooth test functions. We also obtain a continuous version of the multi-dimensional Wasserstein bound in terms of fourth moments. We apply the main results to multivariate normal approximations to Wishart matrices of size n and degree d, where we obtain the optimal convergence rate n 3 /d for smooth test functions under only moment assumptions, and to quadratic forms and Poisson functionals, where we strengthen a few of the fourth moment bounds in the literature on the Wasserstein distance.
INTRODUCTION AND MAIN RESULTS
Let W be a random variable with (W ) = 0 and Var(W ) = 1. Stein (1986) introduced the following exchangeable pair approach to proving central limit theorems for W with error bounds. Suppose we can construct another random variable W ′ on the same probability space such that (W, W ′ ) and (W ′ , W ) have the same distribution (exchangeable), and moreover, (W ′ − W |W ) = −λW for some positive constant λ (linearity condition). Then we have (cf. Stein (1986, Theorem 1, Lecture III) and Chen, Goldstein and Shao (2011, Theorem 4.9) ):
where d W denotes the Wasserstein distance, Z ∼ N (0, 1), and Lip(R, 1) denotes the set of 1-Lipschitz functions h on R.
Stein's exchangeable pair approach and its variants have found wide applications in normal approximations. These applications include, but are not limited to, the binary expansion of a random integer (Diaconis (1977) and Stein (1986, Lecture IV) ); the antivoter model (Rinott and Rotar (1997) ); the representation theory of permutation groups (Fulman (2005) ); character ratios (Shao and Su (2006) ); the Erdös-Kac theorem (Harper (2009) ); the Curie-Weiss model (Chen, Fang and Shao (2013) ); combinatorial central limit theorems (Chen and Fang (2015) ); and degenerate U-statistics (Döbler and Peccati (2017) ). Chatterjee and Shao (2011) extended the approach to non-normal approximations and Shao and Zhang (2019) used the approach to obtain optimal error bounds on the Kolmogorov distance for both normal and non-normal approximations.
Basic setting. Stein's exchangeable pair approach has been extended to the multidimensional setting. Let d 2 be an integer. We follow the general setting of Reinert and Röllin (2009) and assume that for a d-dimensional random vector W , we can construct another random vector W ′ on the same probability space such that L(W, W ′ ) = L(W ′ , W ), and moreover,
for some invertible d × d matrix Λ and σ-algebra G containing σ(W ). Gaussian approximation results and error bounds for such W have been obtained by, for example, Chatterjee and Meckes (2008) and Reinert and Röllin (2009) . However, the existing error bounds mostly apply to smooth function distances (excluding those results in Chatterjee and Meckes (2008) which make the special assumption of a continuous underlying symmetry). Although we can deduce a Wasserstein bound from these results, such deduced bound is in general non-optimal. Our first main result is a Wasserstein bound assuming the existence of fourth moments. The optimality of the bound, in terms of the "sample size", is illustrated by applications to sums of independent random vectors below and to quadratic forms in Section 2.2. Proofs of the main results stated in this section are given in Section 3.1.
Theorem 1.1 (Wasserstein bound). Let (W, W ′ ) be an exchangeable pair of d-dimensional random vectors satisfying the approximate linearity condition (1.1). Assume that |W | 4 < ∞. Let D = W ′ − W . Also, let Σ be a d × d positive definite symmetric matrix and define the random matrix E by
where Lip(R d , 1) is the set of all 1-Lipschitz functions on R d , Z ∼ N (0, Σ) is a ddimensional centered Gaussian vector with covariance matrix Σ, | · | denotes the Euclidean norm, · op denotes the operator norm, and · H.S. denotes the Hilbert-Schmidt norm.
Remark 1.1. In Theorem 1.1, we implicitly assumed that (W ) ≈ 0 and Cov(W ) ≈ Σ. Otherwise, |R| and E H.S. are not small and the bound is not useful. In the case that (W ) = 0, Cov(W ) = I d , where I d denotes the d × d identity matrix, and Z is a standard d-dimensional Gaussian vector, the bound reduces to |R| + 2 π E H.S. + π 8
Sums of independent random vectors. We first apply Theorem 1.1 to sums of independent random vectors to illustrate the order of magnitude of the error bound. Let W = 1 √ n n i=1 X i be a d-dimensional random vector, where {X 1 , . . . , X n } are independent, (X i ) = 0 for each i ∈ [n] := {1, . . . , n} and Cov(W ) = I d . A standard construction of exchangeable pairs is as follows. Let {X * 1 , . . . , X * n } be an independent copy of {X 1 , . . . , X n }. Let I ∼ Unif[n] be an uniform random index that is independent of
Applying Theorem 1.1 with Σ = I d and Z ∼ N (0, I d ), we obtain
where {X ij : 1 j d} are the components of X i . For the typical case where |X i | ∼ √ d and |X ij | ∼ 1, the bound reduces to
This bound has optimal dependence on n. The dependence on the dimension d is the same as in Bonis (2019, Eq.(7) ), who obtained a Wasserstein-2 bound in a comparatively complicated way. Zhai (2018) obtained a Wasserstein-2 bound ∼ d 2 /n · log n when |X i |s are uniformly bounded by constant · √ d and showed that his bound is optimal up to the log n factor; see also Theorem 1 in Eldan, Mikulincer and Zhai (2018) , where the factor log n is improved to √ log n. It is unclear what is the optimal dependence on d under only a moment condition.
As an intermediate step in proving Theorem 1.1, we exploit the symmetry of exchangeable pairs to obtain an error bound for smooth test functions. For a function h : R d → R, let M r (h), r 1, denote the operator norm of the r-th derivative of h as a r-linear form. For example, those used in this paper are 
Remark 1.2. By a simple modification of the proof of Theorem 1.2, we can obtain an alternative bound
which is useful in the case where |∇h(x)| is not uniformly bounded.
Remark 1.3. Comparing with smooth function bounds in the literature, e.g., Chatterjee and Meckes (2008, Theorem 2 .3) and Reinert and Röllin (2009, Theorem 2.1), the bound in Theorem 1.2 has improved dependence on dimension. This can be easily checked by examining the case of sums of independent random vectors above. In fact, it is crucial to use the bound in Theorem 1.2 to obtain the optimal convergence rate for the application to Wishart matrices in Section 2.1.
Our next result is a continuous version of the Wasserstein bound in multivariate normal approximations. The setting was introduced by Döbler, Vidotto and and proved to be useful in the study of Gaussian, Poisson and Rademacher functionals. In the special case that ρ j (W ) = 0 in (1.5), the result reduces to those in Chatterjee and Meckes (2008) and Nourdin and Zheng (2019) . An application of Theorem 1.3 to Poisson functionals is given in Section 2.3. Theorem 1.3 (Continuous version of the Wasserstein bound). For every t > 0, let (W, W t ) be an exchangeable pair of d-dimensional random vectors such that |W | 4 < ∞ and lim
for some invertible d × d (non-random) matrix Λ, d-dimensional random vector R, and σ-algebra G containing σ(W ). Suppose also that there is a d×d positive definite symmetric matrix Σ and a d × d random matrix S satisfying
Moreover, suppose that, for every j ∈ {1, . . . , d}, there is a constant ρ j (W ) satisfying lim sup
(1.5)
where Z ∼ N (0, Σ).
APPLICATIONS
In this section, we present three applications of our main results. Their proofs are deferred to Section 3.2. We begin with multivariate normal approximations to Wishart matrices.
Wishart matrices
Let X = {X ik : 1 i n, 1 k d} be a matrix with i.i.d. entries such that X 11 = 0, X 2 11 = 1 and X 4 11 < ∞. For 1 i < j n, let
X ik X jk be the upper diagonal entries of the Wishart matrix 1 √ d XX T . We are interested in approximating W = {W ij : 1 i < j n}, regarded as an n 2 -vector, by a standard Gaussian vector Z when both n and d grow to infinity.
In the case where X 11 follows the standard Gaussian distribution, Jiang and Li (2015) and Bubeck et al. (2016) proved that the total variation distance between W and Z tends to zero if d ≫ n 3 and tends to one if d ≪ n 3 (see also Rácz and Richey (2019) ). Bubeck and Ganguly (2018) generalized the result to the case where X 11 follows a log-concave distribution. Nourdin and Zheng (2018) considered row-wise i.i.d. Gaussian matrices X where each row is a Gaussian vector with a general covariance matrix and Mikulincer (2020) considered column-wise i.i.d. matrices X where each column follows a log-concave measure on R n . Nourdin and Zheng (2018) and Mikulincer (2020) proved convergence of W to Z in the Wasserstein-1 and Wasserstein-2 distance respectively in the asymptotic region d ≫ n 3 . They also considered Gaussian approximations for Wishart tensors.
In Bubeck and Ganguly (2018) and Mikulincer (2020) , it was pointed out that a standard application of Stein's method, e.g. by Chatterjee and Meckes (2008) , only provides an error bound in the Gaussian approximation for W for smooth test functions that vanishes when d ≫ n 6 (in fact, d ≫ n 4 using the exchangeable pair in the proof of Theorem 2.1 below). We use Theorem 1.2 to obtain the optimal convergence rate n 3 /d for the i.i.d. case. Except for the existence of the fourth moment of X 11 , we do not impose any other distributional assumptions. We also note that the proof works for the non-identically distributed case (cf. (3.15) and (3.16)).
Theorem 2.1. Let X = {X ik : 1 i n, 1 k d} be a matrix with i.i.d. entries such that X 11 = 0, X 2 11 = 1, and X 4
Let Z be a standard n 2 -dimensional Gaussian vector. Then we have, for second-order
(2.1)
Remark 2.1. Let p 2 be an integer. Under the same assumptions as in Theorem 2.1, let
Let Z be a standard n p -dimensional Gaussian vector. Following the proof of Theorem 2.1, we can easily obtain (details omitted)
where C p is a constant only depending on p and X 4 11 . This recovers the range d ≫ n 2p−1 for asymptotic normality in Nourdin and Zheng (2018) and Mikulincer (2020) under only moment assumptions.
Optimality of the convergence rate. By using the alternative bound in Remark 1.2, we can replace
sulting bound can be shown to be optimal by considering h(x) = n −3/2 1 i<j<k n x ij x jk x ik . In this case, we have
Quadratic forms
Let X = (X 1 , . . . , X n ) be a sequence of independent centered random variables with unit variance. For every j = 1, . . . , d, let
A multi-dimensional version of the celebrated de Jong (1987) 
We remark that neither condition in (2.2) can be dropped in general. In fact, the first one is indeed necessary if W 4 j is uniformly integrable for every j, while Nourdin, Peccati and Reinert (2010, Section 1.6) gives an example where the second one cannot be dropped.
The next theorem provides a Wasserstein bound for this CLT, which depends optimally on the quantities appearing in (2.2).
where Z ∼ N (0, Σ) and C is a universal constant.
Optimality of the bound. The dependence of the bound (2.4) on the quantities in (2.2) is indeed optimal. To see this, let us assume that d = 1 and X i 's are standard Gaussian. Also, assume n/3 is integer and let
In this case, we have
Moreover, since W belongs to the second Wiener chaos of an isonormal Gaussian process over R n , we infer from the proof of Nourdin and Peccati (2015, Theorem 1.2)
where C 1 > 0 is a universal constant. Therefore, there is a constant c > 0 such that d W (W, Z) c/ √ n for sufficiently large n. Since M(A 1 ) = 1/(2n), the bound (2.4) is sharp in terms of W 4 − 3( W 2 ) 2 and M(A 1 ). 
While it is possible to obtain bounds in the Wasserstein distance from those bounds by a smoothing argument, this generally leads to suboptimal dependence on the quantities in (2.2) (see e.g. Mackey and Gorham (2016, Lemma 2.2)). Thanks to Theorem 1.1, we are able to strengthen the bounds in the Wasserstein distance.
Remark 2.3. de Jong (1987) dealt with more general degenerate U -statistics than the quadratic forms considered here. Recently, Döbler and Peccati (2017) have developed error bounds of de Jong type CLTs for such statistics via exchangeable pairs. Using their estimates, it is presumably possible to obtain a multi-dimensional Wasserstein bound in this general setting. To carry out this program, however, we need to introduce a large amount of notation, so we omit the precise statement.
Poisson functionals
In this subsection we apply Theorem 1.3 to derive a Wasserstein bound for the fourth moment theorem on the Poisson space in the multi-dimensional setting, which strengthens an earlier result obtained by Döbler, Vidotto and Zheng (2018) in the Wasserstein distance. We refer to Section 1.3 of Döbler, Vidotto and Zheng (2018) and references therein for unexplained concepts appearing below.
Theorem 2.3. Let (Z, Z , µ) be a σ-finite measure space and let η be a Poisson random measure on (Z, Z ) with control µ. Also, let 1 q 1 · · · q d be integers and W be a d-dimensional random vector such that W 4 j < ∞ and W j belongs to the q j -th Poisson Wiener chaos associated with η for all j = 1, . . . , d. Assume Σ := Cov(W ) is invertible. Then we have
(2.6)
Remark 2.4. In the same setting as in Theorem 2.3, Döbler, Vidotto and Zheng (2018) have essentially obtained the following bound: For any C 2 function g :
We note that there should be an additional factor of √ d in their Eq.(3.4). 1 Compared to this estimate, the second term of our bound (2.5) improves the dimension dependence from d to d 3/4 when Σ = I d . In addition, our bound does not require the test function g to satisfy M 2 (g) < ∞.
Remark 2.5. Using the exchangeable pairs coupling constructed in Zheng (2019) , it will also be possible to derive a multi-dimensional "fourth-moment-influence" type Wasserstein bound in the Rademacher setting via Theorem 1.3. We omit the details.
As a simple illustration, we consider normal approximation of multivariate compound Poisson distributions. Let X 1 , X 2 , . . . be i.i.d. isotropic random vectors in R d with finite fourth moments and N = {N t } t 0 be a Poisson process with intensity λ > 0 and independent of {X i } ∞ i=1 . We take W := λ −1/2 N 1 i=1 X i , which may be seen as an analog of (scaled) sums of i.i.d. random vectors. Since the coordinates of W belong to the first Poisson Wiener chaos associated with the jump measure of N , we can apply Theorem 2.3 and obtain
where X 1j denotes the j-th component of X 1 . We observe that the bound depends on the dimension d and "sample size" λ in an analogous way to the case of sums of i.i.d. random vectors (cf. Section 1).
PROOFS

Proofs of main results
In this subsection, we prove our main results stated in Section 1. To prove Theorems 1.1 and 1.2, we need the following lemma, which contains our key idea of exploiting the symmetry of exchangeable pairs (cf. (3.4)). for any third-order differentiable function f :
Proof of Lemma 3.1. By exchangeability, Taylor's expansion and assumptions (1.1) and (1.2), we have
and U is a uniform random variable on [0, 1] independent of everything else. Hence
To estimate | [Ξ]|, we rewrite it as follows. By exchangeability we have
Hence we obtain
Combining this estimate with (3.3), we obtain the desired result.
Next, we prove our first main result, Theorem 1.1. Because the test function is not smooth enough, it is a common strategy in Stein's method to smooth the test function first, then quantify the error introduced by such smoothing, finally balance the smoothing error with the smooth test function bound (cf. (3.1) ) to obtain the final result. There are many smoothing lemmas available in the Stein's method literature, we choose the one by Raič (2019) (cf. (3.8) ) to use some readily available results.
Proof of Theorem 1.1. Take a Lipschitz function h : R d → R arbitrarily. For every α ∈ (0, π/2), we define the functionh α :
where φ d is the d-dimensional standard normal density. It is easy to check thath α is infinitely differentiable and
See also the proof of Raič (2019, Lemma 4.6) for an analogous discussion. Therefore, noting the inequality after Eq.(4.9) of Raič (2019) 
Combining (3.5)-(3.7) with Lemma 3.1, we obtain
Now, we obtain d dαh α (w) = Sh α (w) tan α by differentiation under the integral sign and Gaussian integration by parts. We also have
for any ε ∈ [0, π/2], where A := |W | 2 ∨ tr(Σ). Consequently, we obtain (cf. Raič (2019, Eq.(4.14) and (4.23)))
So we complete the proof. Meanwhile, if [|Λ −1 D||D| 3 ] > 0, assuming ε > 0, we obtain
|W − Z| 2A, the desired bound is trivial in this case. Otherwise, we may apply the above estimate with this ε and obtain
where we used Jordan's inequality 2/π < sin ε/ε 1. This is the desired bound.
Next, we prove Theorem 1.2, which is a consequence of Lemma 3.1 and properties of the solution to the Stein equation (3.10).
Proof of Theorem 1.2. Let
be the solution to the Stein equation (cf. Lemma 1, Point 3 of Meckes (2009))
(3.10)
It is easy to check that (cf. Lemma 2, Point 1 of Meckes (2009))
It is also known that (cf. Lemma 2, Point 4 of Meckes (2009)
(3.12) Moreover, we have by Proposition 2.1 of Gaunt (2016) M
(3.13) Theorem 1.2 follows from (3.11)-(3.13) and Lemma 3.1.
Finally, we prove Theorem 1.3 following the same strategy of the proof of Theorem 1.1.
Proof of Theorem 1.3. We need to establish a counterpart of Lemma 3.1 in the present setting, which can be shown in line with the proof of Proposition 3.5 in Döbler, Vidotto and Zheng (2018) as follows. Let f : R d → R be a C 4 function with bounded partial derivatives. Then, similarly to the derivation of (3.2), we obtain for every t > 0
with U being a uniform random variable on [0, 1] independent of everything else. By the same argument as in the derivation of (3.4), we deduce
Thus we obtain
Hence, (1.5) yields lim sup
Consequently, we conclude
Now, the remainder of the proof is completely parallel to that of Theorem 1.1 with using (3.14) instead of Lemma 3.1 (note that the functionh α in the proof of Theorem 1.1 has bounded partial derivatives as long as α > 0, thanks to (3.5)).
Proof of applications
In this subsection, we prove the results stated in Section 2. Theorem 2.1 follows from Theorem 1.2 and a new construction of exchangeable pairs for Wishart matrices.
Proof of Theorem 2.1. We first construct an exchangeable pair satisfying the linearity condition in (1.1). Let X * = {X * ik : 1 i n, 1 k d} be an independent copy of X. Let I ∼ Unif[n] and K ∼ Unif[d] be independent uniform random indices that are independent of X and X * . Let X ′ = {X ′ ik : 1 i n, 1 k d} where
and regard W ′ = {W ′ ij : 1 i < j n} as an n 2 -vector. By construction, L(X, X ′ ) = L(X ′ , X); Hence, L(W, W ′ ) = L(W ′ , W ). For 1 i < j n, we have
Therefore,
which has mean zero. For i < j < l (similarly for other cases of one common index),
(1 + X 2 ik )X jk X lk , and for i < j, l < m such that {i, j} ∩ {l, m} = ∅,
(3.15)
We also have
where we have transformed W ′ − W into a vector and put all the zeroes to the end. Therefore,
(3.16) Theorem 1.2, together with (3.15) and (3.16), yields (2.1).
Next, we apply the Wasserstein bound in Theorem 1.1 to obtain Theorem 2.2.
Proof of Theorem 2.2. We apply Theorem 1.1. For this purpose, we begin by constructing an exchangeable pair satisfying condition (1.1). Let X * = (X * 1 , . . . , X * n ) be an independent copy of X. Also, let U ∼ Unif[n] be an index independent of X and X * . Define X ′ = (X ′ 1 , . . . , X ′ n ) by
It is easy to check L(X, X ′ ) = L(X ′ , X); Hence, L(W, W ′ ) = L(W ′ , W ). A simple computation shows
Thus we have
so (1.1) is satisfied with Λ = 2 n I d , R = 0 and G = σ(X). Next we estimate E H.S. . Since we have Cov(W j , W k ) = 2 n u,v=1 a j (u, v)a k (u, v) and
Noting that a j (u, u) = a k (u, u) = 0 for every u = 1, . . . , n, we have
where we used the inequality xy (x 2 + y 2 )/2 to derive the inequality for E jk (1) 2 and the Schwarz inequality to derive the inequalities for E jk (4) 2 and E jk (5) 2 . Since we have max 1 u n | X 3 Thus we obtain (2.3). Finally, we have by Lemma 2.1 in Koike (2019) tr
for every j = 1, . . . , d, where C 0 is a universal constant. Now, (2.4) immediately follows from this and (2.3) as well as the Schwarz inequality.
Finally, we apply the continuous version of the Wasserstein bound in Theorem 1.3 to obtain Theorem 2.3.
Proof of Theorem 2.3. From the proof of Theorem 1.7 in Döbler, Vidotto and Zheng (2018) , there is a family of d-dimensional random vectors (W t ) t>0 satisfying the assumptions of Theorem 1.3 with Λ = diag(q 1 , . . . , q d ), R = 0, ρ j (W ) = 2(4q j −3) W 4 j − 3( W 2 j ) 2 and some d × d random matrix S. Moreover, from Eqs.(4.2)-(4.3) in Döbler, Vidotto and Zheng (2018) Since √ 2π 2 and max j q j = q d , we obtain (2.5). Finally, if q 1 = · · · = q d , Lemma 4.1 in Döbler, Vidotto and Zheng (2018) yields
Hence (2.6) holds true.
