Feynman in 1961 [Feynman 1961 [Feynman 1982 ] respectively proposed molecular computation and one of the most important problems in computation theory, that is, whether computing devices based on quantum theory are able to finish computations faster than the standard Turing machines [Turing 1936] . In 1994, Adleman [Adleman 1994] succeeded to solve an instance of the Hamiltonian path problem in a test tube, just by handling DNA strands. Deutsch [Deutsch 1985 ] denoted a general model of quantum computation ⎯ the quantum Turing machine. From [Garey and Johnson 1979; Karp 1975; Hopcroft et al. 2001] , the clique problem is a famous NP-complete problem, and its corresponding DNA-based algorithm has been offered in . However, its corresponding quantum algorithm has been very rarely studied before. In this paper, it is demonstrated that the DNA-based algorithm for solving an instance of the clique problem to any a graph G = (V, E) with n vertices and θ edges and its complementary graph G = (V, E ) with n vertices and m = (((n * (n -1)) / 2) -θ) edges can be implemented by Hadamard gates, NOT gates, CNOT gates, CCNOT gates, Grover's operators, and quantum measurements on a quantum computer. It is also demonstrated that if Grover's algorithm is employed to accomplish the readout step in the DNA-based algorithm, the quantum implementation of the DNA-based algorithm is equivalent to the oracle work (in the language of Grover's algorithm), that is, the target state labeling preceding Grover's searching steps. It is shown that one oracle work can be completed with O((2 * n) * (n + 1) * (n + 2) / 3) NOT gates, one CNOT gate and O((4 * m) + (((2 * n) * (n + 1) * (n + 14)) / 6)) CCNOT gates. This is to say that for the quantum implementation of the DNA-based algorithm ] a faster labeling of the target state is attained, which also implies a speedy solution to an instance of the clique problem.
INTRODUCTION
The molecular computation was first proposed in 1961 by Feynman [Feynman 1961 ], while this idea had not been tested experimentally until 1994 when Adleman successfully solved an instance of the Hamiltonian path problem in a test tube just by handling DNA strands [Adleman 1994 ]. On the other hand, in 1982 Feynman [Feynman 1982 ] presented one of the most important problems in computation theory, that is whether quantum mechanically computing devices are able to finish computations faster than the standard Turing machines [Turing 1936] . Following this idea, Benioff [Benioff 1982 ] wrote something about the possibility of quantum computation, and Deutsch [Deutsch 1985 ] proposed a general model of quantum computation ⎯ the quantum Turing machine.
In this paper, it is first demonstrated that for any NP-complete problem, 2 n possible solutions encoded by 2 n DNA strands form an orthonormal basis of a Hilbert space (a complex vector space, ),
where n is the number of bits for input size of the problem. Next, it is also demonstrated that on a molecular computer as proposed by Adleman [Adleman 1994 ], the DNA-based algorithm ] to solve an instance of the clique problem for any a graph G = (V, E) with n vertices and θ edges and its complementary graph G = (V, E ) with n vertices and m = θ − − × 2 ) 1 (n n edges can be implemented by Hadamard gates, NOT gates, CNOT gates, CCNOT gates, Grover's operators, and quantum measurements on a physical quantum computer as proposed by Deutsch [Deutsch 1985] . It is then also proven that if Grover's algorithm is applied to accomplish the readout step in the DNA-based algorithm, the quantum implementation of the DNA-based algorithm is equivalent to the oracle work (in the language of Grover's algorithm), that is, the target state labeling preceding Grover's searching steps.
The rest of the paper is organized as follows: in Section 2, the motivation to develop a quantum algorithm for solving an instance of the clique problem to any a graph G = (V, E) with n vertices and θ edges and its complementary graph G = (V, E ) with n vertices and m = θ − − × 2 ) 1 (n n edges is introduced. In Section 3, the development of quantum computing and molecular computing is illustrated. In Section 4, a high-level description of the proposed quantum algorithm for solving an instance of the clique problem of any a graph G = (V, E) with n vertices and θ edges and its complementary graph G = (V, E ) with n vertices and m = θ − − × 2 ) 1 (n n edges is given. In Section 5, the time complexity and the space complexity of the proposed quantum algorithm are analyzed for solving an instance of the clique problem to any a graph G = (V, E) with n vertices and θ edges and its complementary graph G = (V, E ) with n vertices and m = θ − − × 2 ) 1 (n n edges. In Section 6, a brief discussion concludes the paper.
MOTIVATION
From [Imre and Balazs 2005] , many computing and engineering problems can be traced back to an optimization process which aims to find the extreme value (minimum or maximum point) of an unsorted database or a so-called cost function. Unfortunately, classical solutions suffer from high computational complexity if the database is unsorted or, equivalently, the cost function has many local minimum/maximum points. Proposed quantum computing-based solutions involve the repeated application of Grover's searching algorithm. From [Imre 2007] , it was presented how to combine classical binary search with quantum existence testing to design an efficient extreme value searching algorithm for unsorted databases/ cost functions that revealed an alternative approach of currently available best solution.
The clique problem of any a graph G = (V, E) with n vertices and θ edges and its complementary graph G = (V, E ) with n vertices and m = θ − − × 2 ) 1 (n n edges is a NP-complete problem and is also an optimization problem [Garey and Johnson 1979; Karp 1975; Hopcroft et al. 2001] , and its corresponding DNA-based algorithm was offered in with O(n 2 − θ ) biological operations, O(2 n ) library strands, O(n) tubes and the longest library strand, O(15*n). It will be shown below how to combine the DNA-based algorithm with Grover's searching algorithm to design an extreme value searching algorithm for solving an instance of the clique problem that is an alternative approach of currently available best solution.
BRIEF REVIEW OF MOLECULAR COMPUTING AND QUANTUM COMPUTING
The optimal DNA-based algorithm of every NP-complete problem was obtained from its characteristic . A potentially significant area of application for DNA algorithms is the breaking of encryption schemes Boneh et al. 1996; Adleman et al. 1999; Chang et al. 2004 ]. Adleman and his co-authors [Braich et al. 2002] had performed experiments to solve a 20-variable 24-clause three-conjunctive normal form (3-CNF) formula. It was recalled from [Kari et al 200 5] for a list of known properties of DNA languages, which are free of certain types of undesirable bonds, and then introduced a general framework in which they can characterize each of these properties by a solution of a uniform formal language inequation. From [Seelig et al. 2006] , the analysis of enzyme-free Nucleic Acid to logic circuits was introduced. Moreover, an instance of Knapsack problems has been solved by DNA experiments [Henkel et al. 2007] . It was proposed from [Zhang and Winfree 2008] that an allosteric DNA molecule that, in its active configuration, catalyzes a noncovalent DNA reaction. From [Yin et al. 2008 ], molecular programs were executed for a variety of dynamic functions: catalytic formation of branched junctions, autocatalytic duplex formation by a cross-catalytic circuit, nucleated dendritic growth of a binary molecular 'tree', and autonomous locomotion of a bipedal walker. It was proposed from [Majumder et al. 2008] for the first known direct derivation of the convergence rates of two and three-dimensional assemblies to equilibrium.
On the other hand, Deutsch [Deutsch 1989 ] proposed a network-like model, called quantum computational networks, and established some of their basic properties. Bernstein and Vazirani [Bernstein and Vazirani 1993] proved that there is an efficient universal quantum Turing machine. Yao [Yao 1993 ] demonstrated the polynomially equivalence between the quantum circuits by Deutsch [Deutsch 1989 ] and quantum Turing machines. Afterward, strengths and weaknesses of the quantum Turing machine for solving NP-complete problems were discussed [Bennett et al. 1997] . Then the Deutsch-Jozsa algorithm [Deutsch and Jozsa 1992 ] and Coppersmith's quantum algorithm for the fast Fourier transform [Coppersmith 1994 ] were proposed. So far, the most frequently cited quantum algorithms are Shor's algorithms for solving factoring integers and discrete logarithm [Shor 1994 ] and Grover's search algorithm [Grover 1996 ] for unsorted databases.
For solving the maximum clique problem a new approach to global optimization and control uses geometric methods and modern quantum mathematics was described from [Yatsenko et al. 2004] . It was demonstrated from [Durr et al. 2004 ] to the quantum query complexity for minimum spanning tree, graph connectivity, strong graph connectivity and single source shortest paths in the adjacency matrix and in the adjacency list model. It was showed from [Berzina et al. 2004 ] to quantum query lower bounds for solving the dominating set, the Hamiltonian circuit and the traveling salesman problem. It was proposed from [Hogg 1998 ] for an efficient algorithm to search in structured database, which were then achieved by NMR experiments [Peng et al. 2002; Zhu et al. 2007] . It was offered from [Magniez et al. 2005 ] for a quantum query algorithm of finding a triangle. It was presented from [Ambainis and Spalek 2006] for quantum algorithms to determine a maximum matching in a bipartite graph and the network flow problem. Moreover, the lower bounds on quantum query complexity for various problems were studied in [Zhang 2006] , showing that efficient quantum algorithms are so hard to design. It was presented from [Doern 2007 ] to some new quantum query and quantum time algorithms and quantum query complexity bounds for the independent set problem and the graph and subgraph isomorphism problem. From [Ju et al. 2007] , it was shown how quantum Boolean circuits can be used to implement the oracle and the inversion-about-average function in Grover's search algorithm. From [Yang et al. 2007] , they simulated Grover's searching process under the influence of the cavity decay and showed that their scheme could be achieved efficiently to find a marked state with high reliability. From [Peng et al. 2008] , it was proposed for an adiabatic quantum algorithm capable of factorizing numbers, using fewer qubits than Shor's algorithm.
QUANTUM ALGORITHMS FOR BIO-MOLECULAR SOLUTIONS OF THE CLIQUE PROBLEM
In this section, the definition of the clique problem and the DNA-based algorithm of solving the clique problem will be described. Next, from the DNA-based algorithm of solving the clique problem , its corresponding quantum algorithm is proposed.
DEFINITION OF THE CLIQUE PROBLEM
Assume that G is any a graph and G = (V, E), where V is a set of vertices in G and E is a set of edges in G. Also suppose that V is {v 1 , …, v n } and E is {(v a , v b )| v a and v b are, subsequently, elements in V}. Assume that |V| is the number of vertices in V and |E| is the number of edges in E. Also assume that |V| is equal to n and |E| is at most (n × (n − 1)) / 2 and is equal to θ for 1 ≤ θ ≤ (n × (n − 1)) / 2 . Also suppose that for a graph G its complementary graph and v d are, respectively, elements in V and (v c , v d ) is out of E}. Assume that | | E is the number of edges in G and is equal to m that is equal to (n * (n − 1)) / 2 − |E|. Mathematically, a clique for a graph G = (V, E) is a complete sub-graph to G. Definition 4-1 cited in [Karp 1975; Garey and Johnson 1979] is used to denote the clique problem of graph G.
Definition 4-1:
The clique problem of graph G with n vertices and θ edges means finding a maximum-sized clique in G.
In Figure 4 -1, graph G 1 consists of two vertices and an edge. This graph denotes such a problem. All of the cliques in G 1 are {v 2 , v 1 }, {v 1 }, {v 2 } and ∅. The maximum-sized clique for G 1 is {v 2 , v 1 }. Thus, the size of the clique problem in Figure 4 -1 is two. It is indicated in [Karp 1975; Garey and Johnson 1979] that finding a maximum-sized clique is a NP-complete problem and is also an optimization problem, so it can be formulated as a "computational search" problem.
ALL OF THE POSSIBLE SOLUTIONS TO THE CLIQUE PROBLEM
It is indicated from Definition 4-1 that all of the possible solutions to the clique problem of graph G with n vertices and θ edges consist of 2 n possible choices. Every possible choice corresponds to a subset of vertices (a possible clique in G). Therefore, assume that β is a set of 2 n possible choices and β is equal to {x n x n − 1 … x 2 x 1 | ∀ x d ∈ {0, 1} for 1 ≤ d ≤ n}. This is to say that the length of each element in β is n bits and every element stands for one of 2 n possible choices. For the sake of presentation, suppose that x d 0 is used to denote the fact that the value of x d is zero and x d 1 is applied to denote the fact that the value of x d is one. If an element x n x n − 1 … x 2 x 1 in β is a legal clique and the value of x d for 1 ≤ d ≤ n is one, then x d 1 represents that the dth vertex is within the legal clique. If an element x n x n − 1 … x 2 x 1 in β is a legal clique and the value of x d for 1 ≤ d ≤ n is zero, then x d 0 stands for that the dth vertex is not within the legal clique. Definition 4-2 is used to denote how each element in β is represented as a unique computational basis vector with 2 n -tuples of binary numbers.
Definition 4-2:
The kth element in β can be represented as a unique computational basis vector
It is pointed out from Definition 4-2 that the corresponding computational basis vector for the first element x n 0 x n 
COMPUTATIONAL STATE SPACE OF MOLECULES FOR THE CLIQUE PROBLEM
The following bio-molecular operations cited from [Adleman 1994 ] will be used to construct computational state space of molecules for solving the clique problem of graph G with n vertices and θ edges. Definition 4-9: Given set β = {x n x n − 1 … x 2 x 1 | ∀ x d ∈ {0, 1} for 1 ≤ d ≤ n}, the bio-molecular operation "Detect(β)" returns true if β ≠ ∅. Otherwise, it returns false. Definition 4-10: Given set β = {x n x n − 1 … x 2 x 1 | ∀ x d ∈ {0, 1} for 1 ≤ d ≤ n}, the bio-molecular operation "Read(β)" describes any element in β. Even if β includes many different elements, the bio-molecular operation can give an explicit description of exactly one of them.
For solving the clique problem of a graph with θ edges and n vertices, the following bio-molecular algorithm can be used to construct all of the 2 n possible choices (including legal and illegal cliques). A set β 0 is an empty set and is regarded as the input set of the following DNA-based algorithm. The second parameter n in ConstructStateSpace(β 0 , n) is applied to stand for the number of vertices.
End For End Procedure
Lemma 4-1: For solving the clique problem of a graph with θ edges and n vertices, 2 n possible choices constructed from the DNA-based algorithm ConstructStateSpace(β 0 , n) form an orthonormal basis of a Hilbert space (a complex vector space, ). The DNA-based algorithm ConstructStateSpace(β 0 , n) is implemented by means of the amplify, append-tail, and merge operations. The first execution of Step (0a) and each execution of Step (0b), respectively, append the value "1" for x n as the first bit of every element in a set γ 1 and the value "0" for x n as the first bit of every element in a set γ 2 . This is to say that γ 1 = {x n 1 } and γ 2 = {x n 0 }. Next, every execution of Step (0c) generates the set union for the two sets γ 1 and γ 2 so that β 0 = γ 1 ∪ γ 2 = {x n 1 , x n 0 }, and γ 1 = ∅ and γ 2 = ∅.
Each execution of
Step (1a) produces two identical copies, γ 1 and γ 2 , of set β 0 , and β 0 = ∅. Every execution of Step (1b) then appends the value "1" for x d onto the end of x n … x d + 1 for every element in γ 1 . Similarly, each execution of Step (1c) also appends the value "0" for x d onto the end of x n … x d + 1 for every element in γ 2 . Next, each execution of Step (1d) creates the set union for the two sets γ 1 and γ 2 so that β 0 = γ 1 ∪ γ 2 , and γ 1 = ∅ and γ 2 = ∅. After repeating to execute Steps (1a) through (1d), where the weighted factors w 1 and w 2 ∈ C 2 are the so-called probability amplitudes, thus they must satisfy | w 1 | 2 + | w 2 | 2 = 1. A collection of n quantum bits is called a quantum register of size n. It may contain any of the 2 n -dimensional computational basis vectors, n quantum bits of size, or arbitrary superposition of these vectors in [Imre and Balazs 2005; Nielsen and Chuang 2000] . If the content of the quantum bits of a quantum register is known, then the state of the quantum register can be computed by means of a tensor product in the following way: ϕ = . for a quantum register with n quantum bits of size in which every individual quantum bit is connected to one Hadamard gate of one quantum bit is the 2 n possible choices for the clique problem of any graph with θ edges and n vertices. For an all-zero input Φ = , 0 .2) and is also the computational state space of quantum solutions for solving the clique problem of any a graph with θ edges and n vertices.
THE DNA-BASED ALGORITHM OF SOLVING THE CLIQUE PROBLEM
The following DNA-based algorithm cited in ] is employed to solve the clique problem of any graph G with θ edges and n vertices. The notations used in Algorithm 4-1 are denoted in the previous subsections.
Algorithm 4-1: Solving the clique problem of any graph G = (V, E) with n vertices and θ edges and its ) and
) and
Read(β i ) and terminate the algorithm.
EndIf EndFor EndAlgorithm
The graph in Figure 4 -1 includes two vertices and one edge. Hence the values for n and θ are respectively two and one. For its complementary graph, the value of m (the number of its edges) is equal to zero. The execution of
Step (1) calls for the algorithm ConstructStateSpace(β 0 , n). The first parameter β 0 is an empty set and the value of the second parameter is equal to two. The execution of Steps (0a) and (0b) Because the value of n is equal to two, Steps (4a) and (4b) in Algorithm 4-1 will be executed three times. The first execution of
Step (4a) x 1 1 } consisting of two cliques, {v 2 } and {v 1 }, and β 0 = {x 2 0 x 1 0 } including one clique without vertices. Next, in the first execution of
Step (5a) in Algorithm 4-1, a true is returned. Therefore, after the first execution of Step (5b) in Algorithm 4-1 is performed, the answer is {x 2 1 x 1 1 } encoding the maximum-sized clique for graph G in Figure 4 -1 that is {v 2 , v 1 }.
Lemma 4-2:
Using the steps in Algorithm 4-1, an instance of the clique problem of any graph G with θ edges and n vertices can be solved on a molecular computer.
Proof: Refer to ].
INTRODUCTION OF QUANTUM GATES FOR SOLVING THE CLIQUE PROBLEM
The time evolution of the states of quantum registers can be modeled by means of unitary operators, which are often referred to as quantum gates [Imre and Balazs 2005; Nielsen and Chuang 2000] . Hence, a quantum gate can be regarded as an elementary quantum-computing device that completes a fixed unitary operation on selected quantum bits during a fixed period of time. One-qubit and two-qubit quantum gates are elementary quantum gates. The NOT gate is a one-qubit gate and sets only the (target) bit to its negation. The CNOT (controlled-NOT) gate is a two-qubit gate and flips the second qubit (the target qubit) if and only if the first qubit (the control qubit) is equal to one. The controlled-controlled-NOT (CCNOT) gate is a three-qubit gate and flips the third qubit (the target qubit) if and only if the first and second qubits (the two control qubits) are both one. Graphical representations for NOT, CNOT, and CCNOT are proposed in Figures 4-2, 4-3, and 4-4, respectively. The control quantum bits are graphically represented by a dot, while the target quantum bits are graphically represented by a cross.
CONSTRUCTING QUANTUM CIRCUITS FOR FINDING LEGAL CLIQUES
There are 2 n possible choices (including legal and illegal cliques) based on the definition of the clique problem for any graph G = (V, E) with n vertices and θ edges and its complementary graph G = (V, E ) with n vertices and
edges. If any one of 2 n possible choices does not include any edge in , G then it is a legal clique to the question. Otherwise, it is not an answer. Next, among the legal choices, a clique with the maximum size of vertices in G needs to be found. Thus, it is supposed that the kth edge, e k = (v i , v j ), in G to 1 ≤ k ≤ m and bits x i and x j stand for vertices v i and v j , subsequently. Since a legal clique does not contain any edge in , G this is to say that the requested condition can be regarded as finding choices among 2 n possible choices that satisfy each formula with the form ,
that is, the true value. ) ( 
Proof:
A mathematical induction is applied to carry out the proof.
Step (2) in Algorithm 4-1 is a single loop, and the value of its loop index variable k is applied to represent the kth edge in G and is from 1 through m. When the value of k is equal to one, it is supposed that the first edge e 1 in G is (v i , v j ) and bits x i and x j stand for vertices v i and v j , subsequently. The parallel logic computation finished by Steps (2a) through (2b) at the first iteration in the single loop in Algorithm 4-1 is to select those choices not consisting of the first edge e 1 . This is to say that the right answers satisfy the formula of the form
for 1 ≤ i and j ≤ n, that is, the true value. Hence, from (4.4), the corresponding evaluating computation is equal to:
The parallel logic computation finished by Steps (2c) through (2d) at the first iteration in the single loop in Algorithm 4-1 is to reserve legal cliques and discard illegal cliques. This indicates that the reserved choices satisfy the previous clause and the current (first) clause, i.e., the true value. Hence, from (4.5), the corresponding evaluating computation is equal to:
When the value of k is equal to a, it is assumed that the parallel logic computation finished by Steps (2a) through (2b) at the ath iteration in the single loop in Algorithm 4-1 can be completed from (4.4):
where for 1 ≤ p ≤ a − 1, the value of p r is equal to the previous evaluating result. It is also supposed that0 the parallel logic computation finished by Steps (2c) through (2d) at the ath iteration in the single loop in Algorithm 4-1 can be completed from (4.5): that is, the true value. Therefore, from (4.4), the corresponding evaluating computation is equal to:
where for 1 ≤ p ≤ (a + 1) − 1, the value of p r is the previous evaluating result. Next, the parallel logic computation performed by Steps (2c) through (2d) at the (a + 1)th iteration in the single loop in Algorithm 4-1 is to reserve legal cliques and to discard illegal cliques. This indicates that the reserved choices satisfy the ath clause and the (a+1)th clause, i.e., the true value. Hence, from (4.5), the corresponding evaluating computation is equal to: ) ( (4) in Algorithm 4-1 are the outer loop and the inner loop, subsequently, of the nested loop and they are applied to find a maximum-sized clique. Because the value of the outer loop index variable i is from 0 to n − 1, Steps (3) and (4) in Algorithm 4-1 are mainly used to compute the influence of x i + 1 for the number of ones in tubes (sets) β 0 through β j + 1 for that the value of j is from i through 0. Since each execution of
Step (4a) (4a) and (4b) in Algorithm 4-1 until the influence of x n for the number of ones in tubes (sets) β 0 through β n is processed. This is to say that those combinations in tube (set) β i for 0 ≤ i ≤ n have i ones.
For carrying out the parallel logic computation generated by Steps (4a) and (4b) at the same iteration in is used to record the status of tube (set) β j that has j ones after the influence of x i + 1 to the number of ones is figured out from the loop iteration (i, j) in the two-level nested loop in Algorithm 4-1. Lemma 4-4 is used to describe that the parallel logic computation is finished by Steps (4a) and (4b) at the same iteration in Algorithm 4-1.
Lemma 4-4:
The parallel logic computation performed by Steps (4a) and (4b) at the same iteration (i, j) in the two-level nested loop in Algorithm 4-1 is (4.6):
, j i z
Proof:
A mathematical induction is used to complete the proof. In the two-level nested loop in Algorithm 4-1, the value of the first loop index variable i is from 0 through n − 1, and the value of the second loop index variable j is from i down to 0. When the value of i is equal to zero, the value of j is only equal to zero. Thus, the parallel logic computation performed by Steps (4a) and (4b) at the same iteration (0, 0) in the two-level nested loop in Algorithm 4-1 consists of solutions (legal cliques) in tube (set) β 1 including the first vertex and solutions (legal cliques) in tube (set) β 0 not containing the first vertex. From the first and the second conditions of (4.6) and the iteration (0, 0), z is applied to indicate that solutions (legal vertex covers) in tube (set) β 0 do not consist of the first vertex and have zero ones. Therefore, it is pointed out that the parallel logic computation completed by Steps (4a) and (4b) at the same iteration (0, 0) in the two-level nested loop in Algorithm 4-1 can be implemented by the first and the second conditions of (4.6).
Next, when the value of i is equal to p for 0 ≤ p ≤ n − 1 and the value of j is equal to p, assume that the parallel logic computation performed by Steps (4a) and (4b) at iteration (p, p) in the two-level nested loop in Algorithm 4-1 can be implemented by the first and second conditions of (4.6). When the value of i is equal to p, the value of j is then p − 1. Therefore, the parallel logic computation performed by Steps (4a) and (4b) at iteration (p, p − 1) in the two-level nested loop in Algorithm 4-1 contains solutions (legal cliques) in tube (set) β (p − 1) +1 containing the (p + 1)th vertex and have p ones, and solutions (legal cliques) in tube (set) β p − 1 do not contain the (p + 1)th vertex and have (p − 1) ones. From the first and second conditions of (4.6) and the iteration (p, p − 1) in the two-level nested loop in Algorithm 4-1, (4a) and (4b) at iteration (p, p − 1) in the two-level nested loop in Algorithm 4-1 can be implemented by the first and second conditions of (4.6). Hence, it can be inferred that the parallel logic computation performed by Steps (4a) and (4b) at iteration (i, j) in the two-level nested loop in Algorithm 4-1 is (4.6):
, j i z ▉
CONSTRUCTING QUANTUM NETWORKS FOR FINDING A MAXIMUM-SIZED CLIQUE
From Lemma 4-4, Equation (4.6) can be applied to figure out which legal cliques own the maximum size of vertices. Therefore, Lemma 4-5 is used to show how FMNO (finding the maximum number of ones), that is complete quantum networks (CQN) of Equation (4.6), computing the influence of x i + 1 to the number of ones among legal cliques, are implemented by means of NOT gates, AND gates and CCNOT gates.
Lemma 4-5: FMNO (finding the maximum number of ones) that is complete quantum networks (CQN) of implementing the function of Equation (4.6) can be implemented by means of NOT gates, AND gates and CCNOT gates, and is drawn in Figure 4 -8.
Proof:
The first condition of Equation (4.6) in Lemma 4-4 is Based on the rules above, FMNO (finding the maximum number of ones) that is complete quantum networks (CQN) of implementing the function of Equation (4.6) is drawn in Figure 4 -9. Thus, it is at once concluded that FMNO (finding the maximum number of ones) that is complete quantum networks (CQN) of implementing the function of Equation (4.6) can be implemented by means of NOT gates, AND gates and CCNOT gates, and is drawn in Figure 4 -8.
QUANTUM ALGORITHMS FOR COMPUTING THE NUMBER OF ONES TO LEGAL CLIQUES FOR ANY GRAPH WITH θ EDGES AND n VERTICES
The following quantum algorithm is presented to work on the physical quantum computer as proposed by Deutsch [Deutsch 1985] and is employed to compute the number of ones to legal cliques for any graph G with θ edges and n vertices. For convenience of presentation, suppose that , and 
, and 0 ≤ a ≤ i − j + 1, subsequently, denote the value of their corresponding quantum bits to be 0. Moreover, the notations used in Algorithm 4-2 below have been denoted in previous subsections. The first parameter w in Algorithm 4-2 is used to represent the maximum size of vertices among legal answers, and its value is passed from the execution of
Step (1a) in Algorithm 4-3 in next subsection. To increase the probability of success on measuring the answer from among 2 n choices, Grover's algorithm [Grover 1996 ] is integrated into the proposed quantum algorithm and is applied to significantly increase the amplitudes of those answers. Grover's operator is diffusion transform G, which is defined by matrix G as follows: (1) For an initial input Φ = ( 1 ) ⊗ (
n possible choices of n bits (including all of the possible cliques) are
where QEC is the quantum circuit in Figure 4 -7 and bits x i and x j respectively represent vertices v i and v j in the kth edge, 
where FMNO is the quantum circuit in Figure 4 -8, and for m ≥ k ≥ 1 quantum bits k c and k r are all the results generated from Step (2).
End For End For
(6) Since quantum operations are reversible by nature, the auxiliary quantum bits can be restored back to their initial states by reversing all these operations finished by Step (4a) through Step (2). (7) Apply Grover's operator in Grover's algorithm to the quantum state vector generated by Step (6). with phase +1. Since quantum operations are reversible by nature, the auxiliary quantum bits can be restored to their initial states by simply applying the reversible operation, and then they can be repeated for safe use. Therefore, the execution of Step (6) in Algorithm 4-2 is used to reverse all those operations completed by Steps (4a) and (2). Next, on the execution of Step (7) in Algorithm 4-2, it applies Grover's operator in Grover's algorithm to perform the task of increasing the probability of success in measuring the answer. From Step (8) in Algorithm 4-2, after repeating to execute Steps (2) through (7) for 2 2 n times, a maximum successful probability is generated. Next, from the execution of Step (9) in Algorithm 4-2, a measurement is used to obtain the answer(s) and the answer(s) is/are returned to Algorithm 4-3. Therefore, it is at once inferred that Algorithm 4-2 can be used to calculate the number of ones (vertices) in legal cliques for any graph G = (V, E) with n vertices and θ edges and its complementary graph G = (V, E ) with n vertices and m = θ − − × 2 ) 1 (n n edges on a quantum computer.
QUANTUM ALGORITHMS FOR SOLVING AN INSTANCE OF THE CLIQUE PROBLEM OF ANY GRAPH WITH θ EDGES AND N VERTICES
The following quantum algorithm is applied to solve an instance of the clique problem of any graph G with θ edges and n vertices. The notations used in Algorithm 4-3 below have been denoted in previous subsections. (v 1 , v 2 ) . This is to say that V = {v 1 , v 2 } and E = {(v 1 , v 2 )}. For the graph G 1 in Figure 4 -1, its complementary graph 1 G = (V, E ), where V = {v 1 , v 2 } and E is an empty set that does not include any an edge. Algorithm 4-3 is used to search the answer of the clique problem for the graph G 1 in Figure 4 -1. Because in the graph G 1 in Figure 4 -1 the number of vertices is two and the number of edges is one, the value of n is equal to two and the value of m is equal to zero Step (1) is the only loop in Algorithm 4-3 and is employed to figure out the answer. Therefore, on the first execution of
Step (1a), it calls Algorithm 4-2. The value of the first parameter w in the first execution of
Step (1a) in Algorithm 4-3 is equal to two. From
Step (1) of Algorithm 4-2, for an initial input Next, from the first execution of Step (4a) in Algorithm 4-2, the corresponding quantum circuit is shown in 
Figure 4-10: The quantum circuit for the first execution of Step (4a) in Algorithm 4-2
Next, from the second execution of Step (4a) in Algorithm 4-2, the corresponding quantum circuit is shown in Figure 4 -11. From this figure, the following is obtained: 
Next, from the third execution of Step (4a) in Algorithm 4-2, the corresponding quantum circuit is shown in Figure 4 -12. From this figure, the following is obtained:
In each execution of Step (1a) in Algorithm 4-3, Algorithm 4-2 is used to perform the two main tasks. The first main task is to compute the number of vertices in each legal clique. This is to say that from Lemma 4-6 the oracle work in the language of Grover's algorithm, that is, the target state labeling preceding Grover's searching step, can be implemented by Algorithm 4-2. The second main task is to call for Grover's algorithm that increases the probability of success in measuring the answer from the maximum-sized cliques. Next, in each execution of Step (1b) in Algorithm 4-3, if the answer is found from the wth execution of Step (1a) in Algorithm 4-3, then the wth execution of
Step (1c) 
Proof:
It is indicated from Algorithm 4-3 that Step (1) is the only loop and includes n iterations to execute those steps embedded in the only loop. Hence, on the first execution of Step (1a), it calls for Algorithm 4-2. It is pointed out from Step (1) of Algorithm 4-2 that (n + 1) Hadamard gates are completed. Next, it is indicated from Step (2) of Algorithm 4-2 that (2 × m) CCNOT gates are performed. It is then indicated from Algorithm 4-2 that Step (4a) is embedded in the first nested loop and results in (
CCNOT gates. Next, it is pointed out from Step (5) of Algorithm 4-2 that one CNOT gate is finished. It is then indicated from Algorithm 4-2 that Step (6) of Algorithm 4-2 is applied to restore the auxiliary quantum bits back to their original status. Thus, it is pointed out from Algorithm 4-2 that Step (6) results in ( 
CONCLUSIONS
From , it is indicated that the DNA-based algorithm for solving an instance of the clique problem for any graph G = (V, E) with n vertices and θ edges and its complementary graph G = (V, E ) with n vertices and m = θ − − × 2 ) 1 (n n edges includes four main steps. From the first phase, 2 n DNA strands is employed to represent 2 n combinations states that can be implemented by means of arbitrary superposition of n quantum bits (n Hadamard gates operating on n quantum bits). From the second phase, computing legal cliques and removing illegal cliques can be implemented by CCNOT gates (the quantum circuit in Figure 4-7) . From the third phase, determining the number of vertices for each legal clique can be also implemented by NOT gates and CCNOT gates (the quantum circuit in Figure 4-8) . From the fourth phase, reading a maximum-sized clique that contains the maximum vertices can be implemented by Grover's algorithm. This is to say from Lemma 4-7 that if Grover's algorithm is used to complete the readout step in the DNA-based algorithm, the quantum implementation of the DNA-based algorithm is equivalent to the oracle work (in the language of Grover's algorithm), that is, the target state labeling preceding Grover's searching steps. Quantum implementation of the DNA-based algorithm assures having a faster labeling of the target state, which also implies a speedy solution for an instance of the clique problem of any graph G = (V, E) with n vertices and θ edges and its complementary graph G = (V, E ) with n vertices Although the current technology is only available for the simplest case of the clique problem, we believe, with more advanced NMR technique and more experimental efforts, more complicated clique solutions could be demonstrated by NMR experiments. We also expect that our algorithm could be carried out by a real quantum machine in the future.
