We are concerned with the existence of positive weak solutions, as well as the existence of bound states (i.e. solutions in W 1,p (R N )), for quasilinear scalar field equations of the form
Introduction
Consider the quasilinear elliptic equation
where Δ p u := div(|∇u| p−2 ∇u), p ∈ (1, ∞), is the p-Laplacian, while V : R N −→ R and f : R N × R −→ R, where N ≥ 1, are given measurable functions. Equations of this type are ubiquitous in many and diverse contexts of mathematical physics such as non-relativistic quantum mechanics, field theory, nonlinear optics [12, 15, 16, 26, 56] and continuum mechanics [10, 17, 27, 33, 38, 42, 43] . The prototypical example is provided by the semilinear equation
c 2018 The Edinburgh Mathematical Society which arises when we seek standing wave solutions of the celebrated nonlinear Schrödinger equation
i.e. solutions of the form ψ(x, t) = exp(−iE t/ )u(x), E ∈ R,
where i = √ −1, is Planck's constant, m > 0 and W (·) is a real-valued potential. Such solutions, if they exist, have an important physical interpretation since they correspond to stable quantum states with 'energy' E . Clearly, (4) satisfies (3) if and only if u(x) solves (2) with V (x) = W (x) − E , ε 2 = 2 /2m and f (x, u) = g(x, |u|)u. Equation ( 2) has been studied extensively under various hypotheses on the potential V (·) and the nonlinearity f (·, ·). Much of the impetus for these studies seems to have originated from the seminal paper [34] by Floer and Weinstein in which the one-dimensional case (N = 1) with f (x, u) = u 3 was considered. Actually, based on a Lyapunov-Schmidt-type reduction, it was shown there that if V (·) is a bounded potential having a single non-degenerate minimum point x 0 while inf R V > 0, then (2) admits solutions that in the semiclassical limit (i.e. as ε ↓ 0) concentrate around x 0 ; see also [48, 49] . The extension of this important result to higher dimensions with f (x, u) = |u| q−2 u, 2 < q < 2 * := 2N/(N − 2), N ≥ 3, and V (·) having a finite set of non-degenerate critical points was achieved in [50] . A host of results regarding (2) appeared thereafter. Most of them, however, concern the subcritical case where f (x, u) = o(|u| [7] and the copious bibliography cited therein.
Here, instead, we focus attention on the particular but considerably more delicate situation in which the right-hand side of (2) or, more generally, its quasilinear counterpart (1) , has critical Sobolev growth; for instance, as in the model equation
where V (x), Q(x) ≡ 0 while |h(x, u)| ≤ C(1 + |u| q−1 ) for all (x, u) with p < q < p * := Np/(N − p), 1 < p < N. It appears that this topic has not been investigated as thoroughly, even though some significant results have already been recorded in the literature. In that regard, we cite the list of papers [ 
excluding, thereby, the physically very important class of potentials that may decay to zero at infinity. The central reason explaining why condition (6) plays such an essential role therein is that it guarantees the embedding
which, in turn, renders a more tractable functional analytic treatment of (5). Furthermore, it is noteworthy to highlight also the aspect that most of the obtained results concern only the semiclassical regime (i.e. when ε > 0 is small); cf. [2, 3, 29-32, 61]. By contrast, Benci and Cerami [13] succeeded in demonstrating, by a variational approach, the existence of a positive solution of the critical Schrödinger equation
assuming that V (·) is merely non-negative but bounded away from zero in the vicinity of a point, while V ∈ L s (R N ) for all s in a neighbourhood of N/2 and ||V || L N/2 (R N ) is sufficiently small. As a matter of fact, this is the earliest and at the same time the only general existence result available to date for (7); for its quasilinear analogue if 2 ≤ p < N, see [1] . Remarkably, on the other hand, the existence of infinitely many nonradial positive solutions of (7) was established in [21] via a finite-dimensional reduction technique provided that N ≥ 5 while V (·) ≥ 0 is radially symmetric and the function r 2 V (r) has an isolated positive local maximum (or minimum) where r = |x|. However, the method developed in [21] does not seem to be amenable for extension in the quasilinear case. Note that the existence of a radial solution of (5) with ε = 1, h(x, u) ≡ 0 and non-negative radially symmetric potentials V (·) and Q(·) was studied earlier, in [37] . In contradistinction to the preceding results, it was shown in [65] , by means of a Pohozaevtype identity and suitable pointwise decay estimates, that the equation
does not admit non-trivial non-negative weak solutions if
where denotes derivative in the direction of the radial unit vector x/|x|. In light of the above, it becomes therefore very interesting to investigate the issue of existence of solutions of (1) under the simultaneous presence of nonlinearities f (·, ·) having critical growth and potentials V (·) that are permitted to vanish asymptotically as |x| → ∞, but that do not conform to any specific integrability requirements (cf. [1, 13] ) or symmetry restrictions (cf. [21, 37] ). As another manifestation for the merit of this undertaking, also recall the already well-elucidated fact that the functional analytic treatment of (1) becomes, even in the subcritical case, intricate when lim inf |x|→∞ V (x) = 0; see e.g. [ With that objective in mind, we consider in this work the quasilinear scalar field equation
under the structural hypotheses:
(Σ 1 ) V : R N → R is continuous and non-negative. Furthermore, there exist α > 0, Λ > 0 and r 0 > 0 such that
(Σ 2 ) K : R N → R is continuous, non-negative and bounded. Moreover, there exists ρ 0 > 0 such that
The main result of the paper is the following.
Theorem 1. Let the conditions (Σ
Let also θ ∈ (p, q) and τ ∈ (0, r 0 ) be fixed numbers. Then, there exists a constant
and any one of the following conditions is satisfied: Lemma 6, below) .
is a bound state for ( ).
The proof, which is variational in character, involves a combination of several ingredients and will be accomplished through a number of steps, on which a few comments are worthwhile. Inspired by [4] , in the first step we set up the functional analytic framework under which positive weak solutions are sought for a modified equation instead (see equation (PE), below), which is constructed by suitably 'penalizing' the right-hand side of ( ). The origins of this idea go back to del Pino and Felmer [23] , who devised it to identify 'local mountain passes' for (2); it has been implemented at various instances since then, albeit always for problems involving subcritical nonlinearities and/or potentials complying with (6) ; see e.g. [2, 24, 25, 31, 47] . Herein, the novelty and primary goal behind it is to disengage successfully in some sense the two major difficulties that we face immediately when dealing with ( ); namely, on the one hand, the severe lack of compactness due to the critical growth of the lower-order nonlinearity and, on the other hand, the fact that V (·) may decay to zero as |x| → ∞. Actually, due to the performed 'penalization', the right-hand side of the resulting equation exhibits critical growth (as |u| → ∞) only for as long as x lies in the ball {|x| ≤ ρ 0 }, making it, thereby, more tractable in the sequel.
Next, by employing concentration-compactness arguments along with certain estimates, we seek mountain-pass critical points of the action functional (Lagrangian) J(u) associated with (PE). As in the celebrated paper by Brézis and Nirenberg [19] , assumption (Σ 2 ) plays here a key role in demonstrating that the Palais-Smale condition is satisfied if the relevant minimax value for J(·) is below a certain level (for global convergence properties of Palais-Smale sequences in related critical problems, on bounded or unbounded domains, the interested reader may consult [44, 45, 55] ). In the third step, we derive, by means of a Moser-type iteration scheme, a crucial a priori L ∞ -estimate for any weak solution of (PE) that is independent of the range of V (·) on {|x| > ρ 0 } and, additionally, a pointwise decay estimate, as |x| → ∞, via a comparison argument with a fundamental solution of −Δ p w = 0. Finally, in the fourth step, by restricting appropriately the decay rate of V (·), we show that the solution of (PE) that was obtained before is also a solution of ( ) provided that the conditions of Theorem 1 are satisfied. As a remarkable by-product of the above analysis, we are further able to establish the existence of bound states for ( ) (i.e. solutions in W 1,p (R N )) when p 2 < N. Before we proceed, the following important remarks should be pointed out.
(i) Theorem 1 allows for a fast decay rate of V (·) (i.e. with α ≥ p) whenever p * ≤ q < p * where p * := p(N − 1)/(N − p) is Serrin's critical exponent. Actually, this should be contrasted with a non-existence result obtained in [65] via a sophisticated GidasSpruck-type integral inequality (cf. [54] ) and a Pohozaev-type identity, according to which ( ) does not admit any non-trivial non-negative
while K(x) ≡ K 0 > 0 and p * < q < p * (as before, denotes derivative in the direction of the unit vector x/|x|). The latter result provides also valuable justification concerning the importance of condition (8) towards existence of solutions when lim inf |x|→∞ V (x) = 0 and K(x) ≡ 0. Let us note in passing that if (|x| p V (x)) has non-zero constant sign and K(x) ≡ 0 then Pohozaev's identity alone yields directly that ( ) cannot have non-trivial weak solutions. On the other hand, it can be easily shown that if V ≥ 0, V ≡ 0 and lim |x|→∞ V (x) = 0 while K(x) ≡ K 0 ≥ 0 then the mountain-pass value corresponding to ( ) is not a critical value; cf. [3] .
(ii) In comparison with the results obtained in [1, 13] , Theorem 1 guarantees the existence of a positive weak solution of ( ) also for decaying potentials
. For example, in view of (Σ 1 ) and (9), such a case arises when
Notice here that it is still not known whether the L N/2 -integrability of V (·), which was imposed in [13] , is actually essential for establishing, in general, the existence of solutions to (7).
(iii) Clearly, on account of (Σ 1 ), (Σ 2 ) and (8), Theorem 1 holds also for potentials V (·) that obey the, stronger than (6), condition
and, consequently, cannot decay to zero as |x| → ∞. (If (10) holds, then we can take α = 0, Λ = V 0 and r 0 = R in (Σ 1 ).) In that regard, it should be underlined that the solvability of ( ) under the validity of (10) and with K(x) ≡ 0 is, to the best of the author's knowledge, completely open. However, the pure critical exponent case (i.e. when V (x) ≡ 0 ≡ K(x)) has already been studied in [22, 53, 60] .
It almost goes without saying that the approach pursued herein can be expected to carry over to equations whose left-hand side contains a more general quasilinear elliptic operator in divergence form than the p-Laplacian, while their right-hand side is, for instance, like the one in (5) with h(x, u) ≡ 0 having subcritical growth in u, while 0
The rest of the paper is organized as follows. In § 2, we present some basic preliminaries concerning the variational framework under which non-trivial weak solutions are sought for an appropriately modified equation. In § 3, we demonstrate that the action functional J(·) corresponding to that equation satisfies, under suitable hypotheses, a local PalaisSmale compactness condition. Finally, the proof of Theorem 1 is accomplished in § 4.
Notation:
• f + := max{f, 0} and f − := max{−f, 0} for any function f : R N → R.
•
is the space of infinitely differentiable functions with compact support in Ω; C(Ω) is the space of continuous functions in Ω.
• C 1,δ (Ω) with δ ∈ (0, 1), Ω ⊆ R N , denotes the space of functions whose first-order derivatives are Hölder continuous with exponent δ. •
are the usual Sobolev spaces.
• S := S(p, N ) denotes the best constant in the classical Sobolev inequality, that is
or, as is well known (cf. [11, 57] ),
where Γ(·) is Euler's gamma function, and
is the area of the unit sphere S N −1 .
• Landau symbols:
• Positive constants whose exact values are not important in the relevant arguments, and that may vary from line to line, are generically denoted by C, C or C i , where i ∈ N.
Variational framework
Let V ∈ C(R N ) with V ≥ 0 and consider the weighted Sobolev space
Note that E is a uniformly convex Banach space; its dual will be denoted by E * . Moreover, by Sobolev's inequality, the continuous embedding
, and t ∈ (1, ∞) consider also the weighted Lebesgue space L t (R N ; ) equipped with the semi-norm
By employing the standard convention that any two
) becomes a Banach space with norm || · || t, .
Since we seek positive solutions of ( ), we set
and consider the associated action functional I : E → R, which is formally defined as follows:
As usual, we shall say that u is a weak solution of ( ) if I(u) is well defined and u is a non-trivial (i.e. = 0) critical point of I(·).
and
It is then easily verified that g(·, ·) and G(·, ·) satisfy the properties:
Furthermore, consider the modified equation
and the corresponding action J : E → R, i.e.
Clearly, J(·) is well defined in E. Furthermore, by applying standard arguments, it is straightforward to check that J ∈ C 1 (E) and for any φ ∈ E,
where ·, · is the duality pairing of E * and E. As before, by a weak solution of (PE) we mean a non-trivial critical point of J(·). The next lemma confirms that J(·) possesses the typical mountain-pass structure.
Lemma 2. J(·) satisfies the properties:
Proof. Indeed, by Hölder's inequality, for any u ∈ E there exists C > 0 (independent
Hence, in view of (16), (17) and the Sobolev inequality,
and so
from which (i) readily follows. On the other hand, if u ∈ C ∞ 0 (B ρ0 )\{0}, u ≥ 0, and t > 0 then
which immediately renders (ii).
Consider now the following minimax level for J(·)
where
Lemma 2 in conjunction with a classical geometrical version of the mountain-pass lemma (cf. [9, 19] ) guarantee the existence of a sequence {u n } n∈N in E, called Palais-Smale sequence with respect to J(·) at level c (or (P S) c -sequence for short), such that,
If such a (P S) c -sequence contains a strongly convergent subsequence (whose limit, in particular, has to be a critical point of J(·) with critical value c) then we say that {u n } n∈N satisfies the (P S) c -condition. As it turns out (cf. § 3), if any one of the conditions (i), (ii) or (iii) in Theorem 1 is satisfied then this compactness requirement is indeed fulfilled.
Lemma 3. Every
Proof. Indeed, by using (17)- (19), we have
from which the statement of the lemma follows.
According to the next proposition, the minimax level defined by (20) admits an alternative representation which, due to its simplicity, is more convenient. We omit the proof since it does not differ essentially from the one first given by Rabinowitz in a similar context; see [52] .
Lemma 4. c = inf
Remark 5. Let τ ∈ (0, r 0 ) be fixed and consider the functional
It is easily verified that Γ = ∅ while
and so, on account of (22), if {u n } n∈N is a (P S) c -sequence corresponding to J(·) and the family of paths Γ v0 then
Note that the preceding bound does not depend on the range of values of V (·) attained outside B r0 .
The Palais-Smale condition
As outlined in the Introduction, our goal in this section is to demonstrate that, under appropriate hypotheses, the action functional J(·) satisfies the (P S) c -compactness condition. Towards that purpose, the following lemma, inspired by [19] , plays an important role.
Lemma 6. Suppose that any one of the following conditions holds:
(i) N ≥ p 2 , (ii) p < N < p 2 and p * − p/(p − 1) < q, (iii) p < N < p 2 , p * − p/(p − 1) ≥ q and κ 0 > 0 is sufficiently large (cf. assumption (Σ 2 )). Then there exists v ∈ E, v > 0, such that sup t>0 J(tv) < S N/p /N .
Proof. Fix ε > 0 and consider the functions
with ϕ(x) = 1 if |x| ≤ ρ 0 /2 and ϕ(x) = 0 if |x| > ρ 0 . Then, the following well-known asymptotic estimates hold true as ε ↓ 0; see [19, 35] :
Cε
and Cε
In particular,
while lim
On the other hand, it is easily seen that the function
attains global maximum at a unique point t ε satisfying
and, by using again (34),
Thus, in view of (26), (31) and (32), for all sufficiently small ε > 0,
while, by (32), (35) and (36),
Since now the function
attains global maximum at τ :
implies
which, in conjunction with (26) and (30), yields eventually the estimates
q/(p * −p) . Noticing now that N (1 − q/p * ) < p and taking into account (27) - (29) and (38) , it is straightforward to verify that, if ε > 0 is small enough, then sup t>0 J(tv ε ) < S N/p /N in any one of the three declared cases (i)-(iii) of the lemma.
The next proposition is at the heart of the idea lying behind the performed 'penalization' that was introduced in § 2.
Lemma 7. Let {u n } n∈N be a (P S) c -sequence for J(·). If c < S N/p /N , then there exists u ∈ E such that (up to a subsequence)
Proof. Let {u n } n∈N be such a sequence. By Lemma 3, {u n } n∈N is bounded in E and so, up to a subsequence (not relabelled), we may assume that
Furthermore, we may also assume that there exist two non-negative bounded measures μ and ν such that, as n → ∞,
weakly in the space of measures M( R N ). Then, by the concentration-compactness principle [39] , there exist an, at most, countable index set S ⊆ N (which may be empty), a corresponding set of distinct points {x i ∈ R N : i ∈ S } and two sets of positive numbers {μ i : i ∈ S } and {ν i : i ∈ S } such that
where δ xi is the Dirac measure supported at x i , while the following inequality holds:
Suppose now S = ∅. Let ψ ∈ C ∞ 0 ([0, ∞)) be a cut-off function such that 0 ≤ ψ(t) ≤ 1 and |ψ (t)| ≤ C, while
For any ε > 0 and for any fixed j ∈ S set ψ j,ε (x) :
whence, by (39) and the Rellich-Kondrachov theorem,
At the same time, by Hölder's inequality and (40), (42), we obtain
Of course, (46) is trivial if S is a finite set since then S ε = ∅ for all sufficiently small ε > 0. On the other hand, assuming that S is infinite we claim
Indeed, if this were false then there would exist k 0 such that k 0 ∈ S ε for all ε > 0. But this is impossible because the point x k0 would then belong to D j,ε for all ε > 0. Hence, the claim follows immediately by recalling that the series i∈S ν i converges.
On the other hand, by using (11)- (13), we also have
and so, by recalling again the Rellich-Kondrachov theorem, lim sup
Suppose now that there exists j ∈ S such that x j ∈ B ρ0 . Clearly, on account of (42),
Thus, by combining (44)- (48) and letting first n → ∞ and then ε ↓ 0, we deduce
which, by virtue of (43), gives
implying that ν j ≥ S N/p . This, however, contradicts our (P S) c -hypothesis since
and so, by account of (19) , (40) and (42), we must also have (up to a subsequence)
Consequently, there is no j ∈ S with x j ∈ B ρ0 and the proof is completed by recalling that u n (x) → u(x) a.e. in R N .
We are now well prepared for stating the following.
Before we proceed to the proof of Proposition 8, we need to state and prove first the following decay estimate. 
Proof. On account of Lemma 3, let u ∈ E be such that (up to a subsequence) u n u. Moreover, let r ≥ ρ 0 and let ξ(·) be a smooth cut-off function such that 0 ≤ ξ(x) ≤ 1 with
Clearly, {ξu n } n∈N is also bounded in E and so J (u n ), ξu n = o n (1); that is
which, by using (15), yields
Hence,
. (51) On the other hand, by Hölder's inequality,
and so, by passing to the limit as n → ∞ we deduce (
. Thus, for any given ε > 0 if r ≥ ρ 0 is chosen sufficiently large so that
then, in view of (51) and (52), the assertion of the lemma follows.
Proof of Proposition 8. Let u ∈ E be the weak limit of a subsequence (not relabelled) of {u n } n∈N (cf. Lemma 3). By our assumptions, we have
Moreover, by the weak convergence of {u n } n∈N ,
while, on account of (53) and (54),
Suppose : R N → R is a non-negative function and X, Y :
). Then, it can be easily shown via Hölder's inequality that
Thus, on applying (57), we get
Consequently, by combining (55), (56), (58) and (59), we immediately infer that if
then ||u n || E → ||u|| E , as n → ∞. Hence, to prove the proposition, it suffices (since E is uniformly convex) to show the validity of (60) for a subsequence. Indeed, by virtue of Lemma 9, for any given ε > 0, if r ≥ ρ 0 is large enough, then for all n ≥ n 0 ,
Accordingly, in view of (14) and (15), (60) follows easily upon combining the previous estimate together with Lemma 7 and also taking into account that E is compactly embedded in
. We omit the details as they are straightforward.
Proof of Theorem 1
By using Lemmas 2-4, 6, Proposition 8 and the Mountain-Pass Theorem [9] , we deduce that if any one of the conditions (i), (ii) or (iii) of Lemma 6 is satisfied, then (PE) admits a non-trivial non-negative weak solution u ∈ E with J(u) = c and J (u) = 0. Moreover, by (22)- (24), we have
whence, by Sobolev's inequality,
The following proposition, whose proof is based on a Moser-type iteration technique motivated by [36] , plays a crucial role in the sequel.
Theorem 10. Let
for some η > 0 and
weak solution of the equation
where H : R N × R → R is a continuous function satisfying the growth condition
Proof. Without loss of generality, assume u ≥ 0 (otherwise, one can treat separately u + , u − ) and set u m := min{u, m} for some fixed m > 0. Let R > 0 be fixed. Let also ζ(·) (where β ≥ β 0 > 1, which will be specified later), and since
we obtain, after integration by parts,
Now by Hölder's and Young's inequalities (with the usual ε-trick), we have
Choosing sufficiently small ε > 0 and noting that
since u m ≤ u and |∇u| p−2 ∇u · ∇u m = |∇u m | p , we deduce from (65) and (66),
by setting β = p * /p in (69) and taking R = R sufficiently large so that
which, by letting m → ∞ yields, via Fatou's lemma,
where C is independent of R.
for some β > 1. Then, by (71) and Hölder's inequality, we have (with R ≥ 2 R),
Hence, by account of (69), we get (if also R ≥ 2r 1 ),
and so, by letting again m → ∞,
where σ := pκ/(κ − 1) and C is independent of β and r.
for n = 0, 1, . . . , and applying (72), we thus obtain
whence, inductively,
Since now p * > σ, the sums in the exponents of (73) converge, and so, by letting n → ∞, we deduce
To show that u ∈ L ∞ loc (R N ), we can argue in a similar fashion. For the convenience of the reader, we outline only the basic steps of the procedure, as follows. Fix R > 0, x 0 ∈ R N , and let ξ(·) be a smooth cut-off function such that 0 ≤ ξ(x) ≤ 1 with |∇ξ| ≤ 2 r for some r ∈ (0, R),
Assuming again, without loss of generality, u ≥ 0, set u m := min{u, m + 1} for some fixed m > 0 where u := u + 1. Then, it is straightforward to derive estimates similar to (68) and (69) (in which, in particular, the appearing constants C are again independent of V ), where ζ, u and u m are now being replaced by ξ, u and u m , respectively. (Note, however, that condition (62) is not needed here.) Next, we show that u ∈ L (p * )
2 /p (B r (x 0 )) for some small enough r > 0, which leads, in an analogous way as before, to the key estimate
where σ := pκ/(κ − 1) and C > 0 is independent of β > 1 and r. Choosing now 0 < R < r/2, 0 < r < R, and iterating (75) by setting R n := R + 2 −n r, β n := (p * /σ) n > 1, I n := ||u|| L βn σ (|x−x0|≤Rn) for n = 0, 1, . . . , we eventually deduce that u ∈ L ∞ (B R (x 0 )) which, by a covering argument (since x 0 is arbitrary) proves that u is locally bounded. The assertion of the theorem then readily follows by combining this fact together with (74).
Theorem 10 in conjunction with the regularity results obtained in [58] entails immediately the following.
Corollary 11.
Let the assumptions of Theorem 10 hold. If u ∈ E is a weak solution of (63) , then u ∈ C 1,δ (B ρ ) for any ρ > 0 with some δ(ρ) ∈ (0, 1).
Furthermore, we deduce Corollary 12. Let u ∈ E\{0} be a non-negative mountain-pass solution (cf. (20) ) of (PE) with K(·) and V (·) conforming to (8) . Then
where M > 0 is a constant depending only on N, p, q, k, λ, τ, V τ and K (cf. Remark 5) .
Proof. It is easily verified that u satisfies the equation In particular, in view of (8) and (11),
Hence, by taking into account (61) and carefully retracing the steps in the proof of Theorem 10 (cf. estimates (69), (71), (72), as well as (75)), we eventually deduce that (76) holds. Finally, the strict positivity of u is a simple consequence of the weak Harnack inequality [59] .
We now recall a weak comparison principle for the p-Laplace operator that we shall use in the sequel. 
