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Abstract
By using the Malliavin calculus and finite jump approximations, the Driver-type
integration by parts formula is established for the semigroup associated to stochas-
tic (partial) differential equations with noises containing a subordinate Brownian
motion. As applications, the shift Harnack inequality and heat kernel estimates are
derived. The main results are illustrated by SDEs driven by α-stable like processes.
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1 Introduction
A significant application of the Malliavin calculus is to describe the density of a Wiener
functional using the integration by parts formula. In 1997, Driver [3] established the
following integration by parts formula for the heat semigroup Pt on a compact Riemannian
manifold M :
Pt(∇Zf) = E{f(Xt)Nt}, f ∈ C
1(M), Z ∈ X ,
where X is the set of all smooth vector fields on M , and Nt is a random variable de-
pending on Z and the curvature tensor. From this formula we are able to characterize
∗Supported in part by NNSFC (11131003, 11431014), the 985 project, the Laboratory of Mathematical
and Complex Systems.
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the derivative w.r.t. the second variable y of the heat kernel pt(x, y), see [10] for a re-
cent study on integration by parts formulas and applications for SDEs/ SPDEs driven by
Wiener processes. The backward coupling method developed in [10] has been also used
in [4, 16] for SDEs driven by fractional Brownian motions and SPDEs driven by Wiener
processes. The purpose of this paper is to investigate the integration by parts formula
and applications for SDEs/SPDEs driven by purely jump Le´vy noises, in particular, to
derive estimates on the heat kernel and its derivatives for the solutions.
Let L (H) denotes the class of all bounded linear operators on H equipped with the
operator norm ‖ · ‖. Let
σ : [0,∞)→ L (H), b : [0,∞)×H→ H
be measurable and locally bounded, such that bt : H → H is Lipschtiz continuous locally
uniformly in t. Consider the following stochastic equation on a separable Hilbert space
H:
(1.1) Xt = e
AtX0 +
∫ t
0
eA(t−s)bs(Xs)ds+
∫ t
0
eA(t−s)σsdWS(s) + Vt, t ≥ 0,
whereW := (Wt)t≥0, S := (S(t))t≥0 and V := (Vt)t≥0 are independent stochastic processes
such that
(i) W is the cylindrical Brownian motion on H with W0 = 0;
(ii) V is a ca´dla´g process on H with V0 = 0;
(iii) S is the subordinator induced by a Bernstein function B, i.e. S is a one-dimensional
increasing Le´vy process with S(0) = 0 and Laplace transform
Ee−rS(t) = e−tB(r), t, r ≥ 0.
(iv) (A,D(A)) is a linear operator generating a C0 contraction semigroup e
At on H such
that ∫ T
0
‖eAt‖2HSdt <∞, T > 0,
where ‖ · ‖HS is the Hilbert-Schmidt norm.
Then (WS(t))t≥0 is a Le´vy process known as the subordinate Brownian motion (or subor-
dinated process of the Brownian motion) with subordinator S (see e.g. [1, 6]), and for any
initial value X0 = x ∈ H the equation (1.1) has a unique solution (see [12, Proposition
4.1]). Let Pt be the associated Markov operator, i.e.
Ptf(x) = Ef(Xt(x)), f ∈ Bb(H), t ≥ 0, x ∈ H.
Bismut formula and Harnack inequalities for Pt have been studied in [17] and [12] by using
regularization approximations of S(t), but the study of the integration by parts formula
and shift Harnack inequality is not yet done.
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Since Ker(eAt) = {0}, the inverse operator e−At : Im(eAt) → H is well defined. To
establish the integration by parts formula, we need the following assumptions.
(H1) bt ∈ C
2(H), and for (t, x) ∈ [0,∞)×H there holds ∇bt(x) : Im(e
At)→ Im(eAt) such
that Bt(·) := e
−At(∇bt(·))e
At satisfies
‖Bt‖∞ := sup
x∈H
‖Bt(x)‖ ≤ K1(t), ‖∇Bt(x)‖∞ := sup
x∈H
‖∇Bt(x)‖ ≤ K2(t), t ≥ 0
for some increasing K1, K2 ∈ C([0,∞)).
(H2) σt is invertible such that for some increasing λ1, λ2 ∈ C([0,∞)),
‖σt‖ ≤ λ1(t), ‖σ
−1
t ‖ ≤ λ2(t), t ≥ 0.
(H2) is a standard non-degenerate assumption, while (H1) means that the interaction
between far away directions are weak enough. For instance, letting −A be self-adjoint
with discrete eigenvalues 0 < λ1 ≤ λ2 ≤ λ3 · · · and eigenbasis {ei}i≥1, (H1) holds provided
|〈∇eibt, ej〉| ≤ K1(t)e
−t|λi−λj |, ‖∇〈∇eibt, ej〉‖ ≤ K2(t)e
−t|λi−λj |, t ≥ 0, i, j ≥ 1.
As already observed in [10] that comparing with the Bismut formula, the integration
by parts formula is usually harder to establish. To strengthen this observation, we explain
below that the regularization argument used in [17] for the Bismut formula is no longer
valid for the integration by parts formula. For simplicity, let us consider the case when
H = Rd, A = 0, Vt = 0, bt = b and σt = σ. As in [17], for any ε > 0 let
Sε(t) =
1
ε
∫ t+ε
t
S(s)ds+ εt, t ≥ 0.
Then Sε(·) is differentiable and Sε ↓ S as ε ↓ 0. Consider the equation (note that we have
assumed Vt = 0, bt = b and σt = σ)
dXεt = b(X
ε
t )dt+ σdWSε(t), X
ε
0 = X0.
To apply the existing derivative formulas for SDEs driven by the Brownian motion, we
take Y εt = X
ε
S−1ε (t)
so that this equation reduces to
dY εt = b(Y
ε
t )(S
−1
ε )
′(t)dt+ σdWt, Y
ε
0 = X0.
In [17], by using a known Bismut formula for Y εt and letting ε → 0, the corresponding
formula for Xt is established. The crucial point for this argument is that the Bismut
formula for Y εt converges as ε → 0. However, since S is not differentiable, the existing
integration by parts formula of Y εt (see e.g. [10, Theorem 5.1] with H = R
d and A = 0)
E(∇vf)(Y
ε
T ) =
1
T
E
{
f(Y εT )
∫ T
0
〈
σ−1{v − t(S−1ε )
′(t)∇vb(Y
ε
t )}, dWt
〉}
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does not converge to any explicit formula as ε→ 0, except when ∇vb is trivial.
So, to establish the integration by parts formula, we will take a different approximation
argument, i.e. the finite jump approximation used in [13] to establish the Bismut formula
for SDEs with multiplicative Le´vy noises. We have to indicate that in this paper we are
not able to establish the integration by parts formula for SDEs with multiplicative Le´vy
noises. Note that even for SDEs driven by multiplicative Gaussian noises, the existing
integration by parts formula using the Malliavin covariant matrix is in general less explicit.
To state our main result, for any s ≥ 0 we introduce the L (H)-valued processes
(Js,t)t≥s and (J˜s,t)t≥s, which solve the following random ODEs:
(1.2)
d
dt
Js,t = Bt(Xt)Js,t,
d
dt
J˜s,t = (A+∇bt(Xt))J˜s,t, Js,s = J˜s,s = I.
By (H1), we have
(1.3) ‖J−1s,t ‖ ∨ ‖Js,t‖ ≤ e
∫ t
s
K1(s)ds, t ≥ s ≥ 0.
Moreover, since eAt is contractive and K¯1(t) := ‖∇bt‖∞ is locally bounded in t, we have
(1.4) ‖J˜s,t‖ ≤ e
∫ t
s
K¯1(s)ds, t ≥ s ≥ 0.
Theorem 1.1. Assume (H1) and (H2). If ES(T )−
1
2 <∞, then
(1.5) PT (∇eAT vf) = E
{
f(XT )M
v
T
}
, v ∈ H, f ∈ C1b (R
d)
holds for
MvT :=
1
S(T )
(∫ T
0
〈
σ−1t e
AtJ−1t,T v, dWS(t)
〉
+
∫ T
0
dS(t)
∫ T
t
Tr
{
σ−1t e
AtJ−1t,r
(
∇J−1
r,T
vBr
)
(Xr)J˜t,rσt
}
dr
)
.
This result extends [10, Theorem 5.1] where S(t) ≡ t is considered. When H = Rd
is finite-dimensional, we may take A = 0 so that and Theorem 1.1 with J˜ = J recovers
the main result in [11]. In this case, according to [10], the integration by parts formula
implies that PT has a density pT (x, y) with respect to the Lebesgue measure, which is
differentiable in y with
∇v log pT (x, ·)(y) = −E
(
MvT
∣∣∣XT (x) = y
)
, v, x ∈ Rd.
For nonnegative f ∈ Bb(R
d) and T > 0, let
EntPT (f) = PT (f log f)− (PTf) logPTf
be the relative entropy of f with respect to PT . Below we present some applications of
Theorem 1.1 for the finite-dimensional case (see also [11] for the Chinese version).
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Corollary 1.2. Assume (H1), (H2), H = Rd, A = 0 and ES(T )−
1
2 <∞. Let
β(T ) = dTλ1(T )λ2(T )K2(T )e
3TK1(T ), T > 0.
Then:
(1) For any T > 0 and v ∈ Rd,
‖PT (∇vf)‖∞ ≤ |v| · ‖f‖∞
(
λ2(T )e
TK1(T )ES(T )−
1
2 + β(T )
)
, f ∈ C1b (R
d),∫
Rd
|∇vpT (x, ·)|(y)dy ≤ |v|
(
λ2(T )e
TK1(T )ES(T )−
1
2 + β(T )
)
, x ∈ Rd.
(2) For any p > 1, there exists a constant C(p) ≥ 1 such that for any T > 0,
|PT (∇f)| ≤ C(p)(PT |f |
p)
1
p
(
λ2(T )e
TK1(T )
(
ES(T )−
p
2(p−1)
)p−1
p + β(T )
)
, f ∈ C1b (R
d),∫
Rd
|∇ log pT (x, ·)|
p
p−1 (y)pT (x, y)dy
≤ C(p)
(
λ2(T )e
TK1(T )
(
ES(T )−
p
2(p−1)
)p−1
p + β(T )
)
, x ∈ Rd.
(3) For any δ > 0, v, x ∈ Rd and positive f ∈ Bb(R
d),
|PT (∇vf)| ≤ δEntPT (f) + (PTf)
(
β(T )|v|+ δ logE exp
[λ2(T )2|v|2e2TK1(T )
2δ2S(T )
])
,
∫
Rd
exp
[ |∇v log pT (x, ·)|(y)
δ
]
pT (x, y)dy ≤ E exp
[β(T )|v|
δ
+
λ2(T )
2|v|2e2TK1(T )
2δ2S(T )
]
.
Corollary 1.3. In the situation of Corollary 1.2. Let p > 1, T > 0. If
ΓT,p(r) := E exp
[
p2λ2(T )
2e2TK1(T )r2
2(p− 1)2S(T )
]
<∞, r ≥ 0,
then the shift Harnack inequality
(1.6) (PTf)
p(x) ≤ exp
[p(log p)β(T )|v|
p− 1
+
p− 1
p
log ΓT,p(|v|)
]
PT (f
p(v + ·))(x)
holds for all v, x ∈ Rd and positive f ∈ Bb(R
d). Consequently,
sup
x∈Rd
∫
Rd
pT (x, y)
p
p−1dy ≤
(∫
Rd
exp
[
−
p(log p)β(T )|v|
p− 1
−
p− 1
p
log ΓT,p(|v|)
]
dv
) −1
p−1
.
To illustrate the above results, we consider below the SDE driven by α-stable like
noises.
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Corollary 1.4. In the situation of Corollary 1.2. Let B(r) ≥ cr
α
2 for r ≥ r0, where
α ∈ (0, 2) and c, r0 > 0 are constants.
(1) For any p > 1 there exists a constant C(p) > 0 such that
|PT (∇f)| ≤
C(p)(PT |f |
p)
1
p
1 ∧ T
1
α
, T > 0, f ∈ C1b (R
d),
sup
x∈Rd
∫
Rd
|∇ log pT (x, ·)|
p
p−1 (y)pT (x, y)dy ≤
C(p)
1 ∧ T
1
α
, T > 0.
(2) Let α ∈ (1, 2). Then there exists a constant C > 0 such that for any p > 1, δ >
0, v ∈ Rd and f ∈ C1(Rd),
|PT (∇vf)| ≤ δEntPT (f) + (PTf)
(
β(T )|v|+
C|v|2
δ2(1 ∧ T )
2
α
+
C|v|
α
α−1
{δα(1 ∧ T )}
1
α−1
)
,
sup
x∈Rd
∫
Rd
exp
[ |∇v log pT (x, ·)(y)|
δ
]
pT (x, y)dy
≤ exp
[
β(T )|v|+
C|v|2
δ2(1 ∧ T )
2
α
+
C|v|
α
α−1
{δα(1 ∧ T )}
1
α−1
]
.
(3) Let α ∈ (1, 2). Then there exists a constant C > 0 such that for any p > 1, T >
0, v ∈ Rd and positive f ∈ Bb(R
d),
(PTf)
p ≤ exp
[C(p log p)|v|
p− 1
+
Cp|v|2
(p− 1)(1 ∧ T )
2
α
+
Cp
1
α−1 |v|
α
α−1
[(p− 1)(1 ∧ T )]
1
α−1
]
PT (f
p(v + ·)),
sup
x∈Rd
∫
Rd
pT (x, y)
p
p−1dy ≤
1
(1 ∧ T )
d
α(p−1)
exp
[Cp log p
(p− 1)2
+
Cp
1
α−1
(p− 1)
α
α−1
]
.
The remainder of the paper is organized as follows. In Section 2, we fix a path ℓ of
S with finite jumps, and establish the integration by parts formula for the corresponding
equation, i.e. the equation (1.1) with ℓ in place of S. In Section 3, we use this integration
by parts formula to prove the above results by using finite jump approximations.
2 Integration by parts formula for the equation with
finite jump
In this section, we let ℓ be a ca´dla´g and increasing function on [0,∞) with ℓ(0) = 0 such
that the set {t ∈ [0, T ] : ∆ℓ(t) := ℓ(t) − ℓ(t−) > 0} is finite. We call ℓ a path of S with
finite many jumps on [0, T ]. Let Xℓt solve the equation
(2.1) Xℓt = e
AtXℓ0 +
∫ t
0
eA(t−s)bs(X
ℓ
s)ds+
∫ t
0
eA(t−s)σsdWℓ(s) + Vt, t ≥ 0,
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and let P ℓt be the associated Markov operator; i.e.
P ℓt f(x) := Ef(X
ℓ
t (x)),
where Xℓt (x) solves (2.1) for X
ℓ
0 = x. Moreover, let (J
ℓ
s,t, J˜
ℓ
s,t)t≥s be defined in (1.2) for X
ℓ
in place of X . The main result in this section is the following.
Theorem 2.1. Assume (H1) and (H2). ℓ be a path of S with finite many jumps on [0, T ]
and ℓ(T ) > 0. Then
(2.2) P ℓT (∇eAT vf) = E
{
f(XT )M
ℓ,v
T
}
, v ∈ H, f ∈ C1b (R
d)
holds for
M ℓ,vT :=
1
ℓ(T )
(∫ T
0
〈
σ−1t e
At(J ℓt,T )
−1v, dWℓ(t)
〉
+
∫ T
0
dℓ(t)
∫ T
t
Tr
{
σ−1t e
At(J ℓt,r)
−1
(
∇(Jℓ
r,T
)−1vBr
)
(Xℓr)J˜
ℓ
t,rσt
}
dr
)
.
Proof. We shall use the integration by parts formula in the Malliavin calculus, see, for
instance [8, 9]. For the Brwonian motion (Wt)t∈[0,ℓ(T )], let (D,D(D)) be the Malliavin
gradient, and let (D∗,D(D∗)) be its adjoint operator (i.e. the Malliavin divergence). Let
J ℓt = J
ℓ
0,t and J˜
ℓ
t = J˜
ℓ
0,t. It is easy to see that
(2.3) J ℓT = J
ℓ
t,TJ
ℓ
t , J˜
ℓ
T = J˜
ℓ
t,T J˜
ℓ
t , J˜
ℓ
t = e
AtJ ℓt , T ≥ t ≥ 0.
Take
h(t) =
t∑
i=1
(
t ∧ ℓ(ti)− ℓ(ti−1)
)+
σ−1ti J˜
ℓ
ti
(J ℓT )
−1v, t ∈ [0, ℓ(T )].
From (H1) we see that J ℓt and (J
ℓ
t )
−1 are Malliavin differentiable for every t ∈ [0, ℓ(T )],
such that h ∈ D(D∗). Since (Vt)t≥0 is independent of (Wt)t≥0, we have DhVt = 0, so that
(2.1) yields
(2.4) dDhX
ℓ
t =
{
A+ (∇bt)(X
ℓ
t )
}
DhX
ℓ
t dt + σtdhℓ(t), DhX
ℓ
0 = 0.
Then by Duhamel’s formula and (2.3),
DhX
ℓ
T =
∫ T
0
J˜ ℓt,Tσtdhℓ(t) =
n∑
i=1
J˜ ℓti,Tσtiσ
−1
ti
J˜ ℓti∆ℓ(ti)(J
ℓ
T )
−1v = ℓ(T )eATv.
Therefore,
E(∇eAT vf)(X
ℓ
T ) =
1
ℓ(T )
E(∇DhXℓT f)(X
ℓ
T )
=
1
ℓ(T )
E
{
Dhf(X
ℓ
T )
}
=
1
ℓ(T )
E
{
f(XℓT )D
∗(h)
}
.
(2.5)
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To calculate D∗(h), let
hik(t) = (t ∧ ℓ(ti)− ℓ(ti−1))
+ek, Fik =
〈
σ−1ti J˜
ℓ
ti
(J ℓT )
−1v, ek
〉
for 1 ≤ i ≤ n, 1 ≤ k ≤ d, t ∈ [0, ℓ(T )], where {ek}
d
k=1 is the canonical orthonormal basis
on Rd. Then
h(t) =
d∑
k=1
n∑
i=1
Fikhik(t), t ∈ [0, ℓ(T )].
Noting that hik is deterministic with
∫ ℓ(T )
0
|h′ik(t)|
2dt <∞, we have
D∗(hik) =
∫ ℓ(T )
0
〈h′ik(t), dWt〉 = 〈ek,Wℓ(ti) −Wℓ(ti−1)〉.
Thus, using the formula D∗(Fikhik) = FikD
∗(hik)−DhikFik, we obtain
D∗(h) =
d∑
k=1
n∑
i=1
{
FikD
∗(hik)−DhikFik
}
=
d∑
k=1
n∑
i=1
{
Fik〈ek,Wℓ(ti) −Wℓ(ti−1)〉 − 〈σ
−1
ti
Dhik(J˜
ℓ
ti
(J ℓT )
−1)v, ek〉
}
=
∫ T
0
〈
σ−1t J˜
ℓ
t (J
ℓ
T )
−1v, dWℓ(t)
〉
−
d∑
k=1
n∑
i=1
〈
σ−1ti Dhik(J˜
ℓ
ti
(J ℓT )
−1)v, ek
〉
.
(2.6)
Since dhik(t) is supported on (ℓ(ti−1), ℓ(ti)) but J˜
ℓ
ti
is determined by {Wt : t ≤ ℓ(ti−1)},
we have Dhik J˜
ℓ
ti
= 0 so that
(2.7) Dhik(J˜
ℓ
ti
(J ℓT )
−1) = J˜ ℓtiDhik(J
ℓ
T )
−1 = −J˜ ℓti(J
ℓ
T )
−1(DhikJ
ℓ
T )(J
ℓ
T )
−1.
Noting that (1.2) for J ℓt := J
ℓ
0,t yields
dDhikJ
ℓ
t = (∇DhikX
ℓ
t
Bt)(X
ℓ
t )J
ℓ
t dt+Bt(X
ℓ
t )DhikJ
ℓ
t dt, DhikJ
ℓ
0 = 0,
by Duhamel’s formula we obtain
(2.8) DhikJ
ℓ
T =
∫ T
0
J ℓt,T (∇DhikX
ℓ
t
Bt)(X
ℓ
t )J
ℓ
t dt.
Moreover, it follows from (2.4) that
DhikX
ℓ
t =
∫ t
0
J˜ ℓs,tσsd(hik)ℓ(s) = 1{ti≤t}(ℓ(ti)− ℓ(ti−1))J˜
ℓ
ti,t
σtiek.
Combining this with (2.8), we arrive at
DhikJ
ℓ
T = (∆ℓ(ti))
∫ T
ti
J ℓs,T
(
∇J˜ℓti,sσtiek
Bs
)
(Xℓs)J
ℓ
sds.
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Substituting this into (2.7) we obtain
d∑
k=1
n∑
i=1
〈
σ−1ti Dhik(J˜
ℓ
ti
(J ℓT )
−1)v, ek
〉
= −
d∑
k=1
n∑
i=1
(∆ℓ(ti))
∫ T
ti
〈
σ−1ti J˜
ℓ
ti
(J ℓr)
−1
(
∇J˜ℓti,rσtiek
Br
)
(Xℓs)(J
ℓ
r,T )
−1v, ek
〉
dr
= −
d∑
k=1
∫ T
0
dℓ(t)
∫ T
t
〈
σ−1t J˜
ℓ
t (J
ℓ
r)
−1
(
∇(Jℓ
r,T
)−1vBr
)
(Xℓr)J˜
ℓ
t,rσtek, ek
〉
dr
= −
∫ T
0
dℓ(t)
∫ T
t
Tr
{
σ−1t J˜
ℓ
t (J
ℓ
r)
−1
(
∇(Jℓ
r,T
)−1vBr
)
(Xℓr)J˜
ℓ
t,rσt
}
ds.
Therefore, we derive from (2.3) and (2.6) that D∗(h) = M ℓ,vT and hence, the proof is
finished by (2.5).
3 Proofs
Proof of Theorem 1.1. According to [10, Theorem 2.4(1)], the second assertion follows
from the first. So, it suffices to prove the desired integration by parts formula. For any
path ℓ of S with ℓ(T ) > 0, for any ε > 0, let
ℓε(t) =
∑
s≤t
∆ℓ(s)1{∆ℓ(s)≥ε}, t ≥ 0.
Then ℓε has finite many jumps on [0, T ]. Moreover, dℓε(t) → dℓ(t) on [0, T ] strongly as
ε→ 0. Note that by (1.4), (H1) and (H2),
∥∥σ−1t (J ℓεt,T )−1∥∥+
∫ T
t
∥∥σ−1t (J ℓεt,r)−1(∇(Jℓεt,r)−1σtekBr
)
(Xℓεr )J˜
ℓε
t,r
∥∥dr
is bounded in (t, ε) ∈ [0, T ]× [0, 1], and by [13, Lemma 3.1]
lim
ε→0
E sup
t∈[0,T ]
|Xℓεt −X
ℓ
t |
2 = 0,
which together with (H1) implies
lim
ε→0
E sup
t∈[0,T ]
(
‖J ℓεt − J
ℓ
t ‖
2 + ‖(J ℓεt )
−1 − (J ℓt )
−1‖2
)
= 0.
Due the contraction of eAt and the second formula in (2.3), the same holds for J˜t in place
of Jt. Combining these with (1.4), (H1) and (H2), we conclude that
lim
ε→0
P ℓεT (∇vf) = limε→0
E(∇vf)(X
ℓε
T ) = P
ℓ
T (∇vf),
lim
ε→0
E
{
f(XℓεT )M
ℓε,v
T
}
= E
{
f(XℓT )M
ℓ,v
T
}
, f ∈ C1b (R
d).
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Therefore, first applying Theorem 2.1 to ℓε in place of ℓ then letting ε ↓ 0, we obtain
P ℓT (∇vf) = E
{
f(XℓT )M
ℓ,v
T
}
for all sample path ℓ of S with ℓ(T ) > 0. Since ES(T )−
1
2 < ∞ implies S(T ) > 0, and
noting that XT = X
S
T ,M
v
T = M
S,v
T , we obtain
(3.1) P ST (∇vf) = E
S
{
f(XT )M
v
T
}
,
where ES is the conditional expectation given S. Moreover, it follows from (1.4), (H1),
(H2), and ES(T )−
1
2 <∞ that
E
∣∣MvT ∣∣ = E[ES|MvT |]
≤ E
[
1
S(T )
(
E
S
∫ T
0
|σ−1t J
−1
t,T v|
2dS(t)
)1/2
+
d∑
k=1
1
S(T )
∫ T
0
dS(t)
∫ T
t
‖σ−1t J
−1
t,r ‖ ·
∣∣(∇J−1t,r vBr)(Xr)J˜t,rσtek
∣∣dr
]
≤ |v|
(
λ2(T )e
TK1(T )ES(T )−
1
2 + dTλ1(T )λ2(T )K2(T )e
3TK1(T )
)
<∞.
(3.2)
Then MvT ∈ L
1(P) so that (3.1) yields
PT (∇vf) = EP
S
T (∇vf) = E
[
f(XT )M
v
T
]
.
This completes the proof.
Proof of Corollary 1.2. We have J˜t = Jt. Assertion (1) follows immediately from (3.2),
Theorem 1.1 and [10, Theorem 2.4(1)] with H(r) = r.
Next, by (1.3), (H1), (H2) and the Burkholder inequality [17, Theorem 2.3] (see also
[13, Lemma 2.1]), for any p > 1 there exists a constant C(p) ≥ 1 such that
(
E|MvT |
p
p−1
) p−1
p ≤ β(T )|v|+ C(p)
(
E
(
∫ T
0
|σ−1t J
−1
t,T v|
2dS(t))
p
2(p−1)
S(T )
p
p−1
)p−1
p
≤ β(T )|v|+ C(p)|v|λ2(T )e
TK1(T )
(
ES(T )
− p
2(p−1)
) p−1
p .
Then assertion (2) follows from [10, Theorem 2.4(1)] with H(r) = r
p
p−1 and the fact that
|PT (∇vf)| =
∣∣∣E{f(XT )MvT}
∣∣∣ ≤ (PT |f |p) 1p (E|MvT | pp−1) p−1p , v ∈ Rd.
Finally, by Theorem 1.1 and the Young inequality (see [2, Lemma 2.4]), if f ∈ C1b (R
d)
is nonnegative, then
(3.3) |PT (∇vf)| =
∣∣∣E{f(XℓT )MvT}
∣∣∣ ≤ δEntPT(f) + δ(PTf) logE exp
[MvT
δ
]
, δ > 0.
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Obviously, by (1.3), (H1) and (H2),
MvT ≤ β(T )|v|+
1
S(T )
∫ T
0
〈σ−1t J
−1
t,T v, dWS(t)〉,
E
S exp
[
1
δS(T )
∫ T
0
〈σ−1t J
−1
t,T v, dWS(t)〉
]
≤ exp
[
λ2(T )
2|v|2e2TK1(T )
2δ2S(T )
]
, δ > 0.
Then
logE exp
[MvT
δ
]
≤
β(T )|v|
δ
+ logE exp
[
λ2(T )
2|v|2e2TK1(T )
2δ2S(T )
]
, δ > 0.
By combining this with (3.3) and [10, Theorem 2.4(1)] for H(r) = er/δ, we prove (3).
Proof of Corollary 1.3. By [10, Theorem 2.5(2)], the second assertion follows from the
first. So, we only need to prove the required shift Harnack inequality (1.6) for v 6= 0. By
Corollary 1.2(3), we have
|PT (∇vf)| ≤ δEntPT (f) + (PTf)
(
β(T )|v|+ δ logE exp
[λ2(T )|v|2
2δ2S(T )
e
∫ T
0 K1(t)dt
])
, δ > 0.
So, letting
βv(δ) = β(T )|v|+ δ logE exp
[λ2(T )2|v|2e2TK1(T )
2δ2S(T )
]
, δ > 0,
we obtain from [10, Proposition 2.3] that
(3.4) (PTf)
p ≤ (PTf
p(v + ·)) exp
[ ∫ 1
0
p
1 + (p− 1)s
βv
( p− 1
1 + (p− 1)s
)
ds
]
.
By the Jensen inequality, for δ = p−1
1+(p−1)s
we have
E exp
[λ2(T )2|v|2e2TK1(T )
2δ2S(T )
]
≤
(
E exp
[p2λ2(T )2|v|2e2TK1(T )
2(p− 1)2S(T )
]) (1+(p−1)s)2
p2
= ΓT,p(|v|)
(1+(p−1)s)2
p2 .
Thus,
∫ 1
0
p
1 + (p− 1)s
βv
( p− 1
1 + (p− 1)s
)
ds
≤ β(T )|v|
∫ 1
0
p
1 + (p− 1)s
ds+
p− 1
p
log ΓT,p(|v|)ds
=
p log p
p− 1
β(T )|v|+
p− 1
p
log ΓT,p(|v|).
Then the proof is finished by combining this with (3.4).
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Proof of Corollary 1.4. Since assertions in Corollaries 1.2 and 1.3 are unform in V , we
may apply them for any deterministic path of V in place of the process V , so that these
two Corollaries remain true for P VT in place of PT , where
P VT f(x) = E
V (f(XT (x)) := E
(
f(XT (x))|V
)
.
Next, we observe that by the Markov property it suffices to prove the assertions for
P VT in place of PT with T ∈ (0, 1]. In fact, for T > 1 let
P V1,Tf(x) = E
V f(X1,T (x)), f ∈ Bb(R
d), x ∈ Rd,
where (X1,t(x))t≥1 solves the equation
X1,t(x) = x+
∫ t
1
bs(X1,s(s))ds+
∫ t
1
σsdWS(s) + Vt − V1, t ≥ 1.
Then by the Markov property of Xt under E
V , we obtain,
P VT f = P
V
1,T (P
V
1 f), f ∈ Bb(R
d).
Combining this with the assertions for T = 1 and using the Jensen inequality, we prove
the assertions for T > 1. For instance, if for p > 1 one has
|P V1 (∇f)| ≤ C(p)(P
V
1 |f |
p)
1
p ,
then for any T > 1,
|PT (∇f)| = |EP
V
1,TP
V
1 (∇f)| ≤ EP
V
1,T |P
V
1 (∇f)|
≤ C(p)EP V1,T (P
V
1 |f |
p)
1
p ≤ C(p)(PT |f |
p)
1
p =
C(p)(PT |f |
p)
1
p
(1 ∧ T )
1
α
.
Below we prove assertions (1)-(3) for T ∈ (0, 1] respectively.
(1) Since β(T ) + λ2(T )e
TK1(T ) is bounded for T ∈ (0, 1], and by [13, (ii) in the proof
of Theorem 1.1] (
ES(T )−
p
2(p−1)
) p−1
p
≤
C
T
1
α
, T ∈ (0, 1]
holds for some constant C > 0, the desired assertion follows from Corollary 1.2(2).
(2) Let α ∈ (1, 2), and let Sα be the subordinator induced by the Bernstein function
r 7→ r
α
2 . Then as shown in [12, Proof of Corollary 1.2] that
E
1
S(T )k
≤ c0E
1
Sα(T )k
, k ≥ 1, T ∈ (0, 1]
holds for some constant c0 ≥ 1. Combining this with the third display from below in the
proof of [7, Theorem 1.1] for κ = 1, i.e. (note the α therein is α/2 here)
Eeλ/S˜(t) ≤ 1 +
(
exp
[c1λ α2(α−1)
t
1
α−1
]
− 1
) 2(α−1)
α
≤ exp
[c2λ
t
2
α
+
c2λ
α
2(α−1)
t
1
α−1
]
, λ, t ≥ 0
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for some constants c1, c2 > 0, we obtain
Eeλ/S(T ) ≤ 1 + c0
(
Eeλ/Sα(T ) − 1
)
≤ Eec0λ/Sα(T )
≤ exp
[c3λ
t
2
α
+
c3λ
α
2(α−1)
t
1
α−1
]
, T ∈ (0, 1], λ ≥ 0
(3.5)
for some constant c3 > 0. By Corollary 1.2(3) and (3.5), we prove the desired assertion.
(3) By (3.5), there exists a constant c4 > 0 such that
ΓT,p(r) ≤ exp
[ c4p2r2
(p− 1)2T
2
α
+
c4(pr)
α
α−1
(p− 1)
α
α−1T
1
α−1
]
, r ≥ 0, T ∈ (0, 1].
Then there exists a constant c5 > 0 such that
p(log p)β(T )|v|
p− 1
+
p− 1
p
log ΓT,p(|v|)
≤
c5(p log p)|v|
p− 1
+
c5p|v|
2
(p− 1)T
2
α
+
c5p
1
α−1 |v|
α
α−1
(p− 1)
1
α−1T
1
α−1
, T ∈ (0, 1], v ∈ Rd.
(3.6)
By Corollary 1.3, this implies the first inequality in (3) for some constant C > 0. Finally,
the second inequality in (3) follows since (3.6) and Corollary 1.3 imply
sup
x∈Rd
∫
Rd
pT (x, y)
p
p−1dy ≤
(∫
Rd
exp
[
−
C(p log p)|v|
p− 1
−
Cp|v|2
(p− 1)T
2
α
−
Cp
1
α−1 |v|
α
α−1
[(p− 1)T ]
1
α−1
]
dv
) −1
p−1
≤
(∫
{|v|≤T
1
α }
dv
) −1
p−1
exp
[Cp(1 + log p)
(p− 1)2
+
Cp
1
α−1
(p− 1)
α
α−1
]
≤
1
T
d
α(p−1)
exp
[C ′p log p
(p− 1)2
+
C ′p
1
α−1
(p− 1)
α
α−1
]
for some constant C ′ ≥ C.
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