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a b s t r a c t
Assume that G = (V , E) is a simple undirected graph, and C is
a nonempty subset of V . For every v ∈ V , we define Ir (v) =
{u ∈ C | dG(u, v) ≤ r}, where dG(u, v) denotes the number of
edges on any shortest path between u and v. If the sets Ir (v) for
v 6∈ C are pairwise different, and none of them is the empty set,
we say that C is an r-locating–dominating set in G. It is shown that
the smallest 2-locating–dominating set in a path with n vertices
has cardinality d(n+ 1)/3e, which coincides with the lower bound
proved earlier by Bertrand, Charon, Hudry and Lobstein. Moreover,
we give a general upper boundwhich improves a result of Bertrand,
Charon, Hudry and Lobstein.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
Assume that G = (V , E) is a simple, undirected graph. For every vertex v and non-negative integer
r we define
Br(v) = {u ∈ V | d(u, v) ≤ r},
where d(u, v) denotes the number of edges on any shortest path from u to v. A subset C of the vertex
set is called an r-locating–dominating set if all the sets
Ir(v) := Br(v) ∩ C
are nonempty and, moreover, there are no two different vertices u 6∈ C and v 6∈ C such that
Ir(u) = Ir(v). We call Ir(v) the Ir -set of v with respect to C . If C is a given nonempty subset of V , we
call it a code and its elements codewords. Locating–dominating sets were introduced by Slater [13]
(for r = 1); Carson [3] considered the case r > 1. Denote byMLDr (G) the smallest possible cardinality
of an r-locating–dominating set in G. It has been proved by Slater [13] that
MLD1 (Pn) = MLD1 (Cn) =
⌈
2n
5
⌉
for all n ≥ 1, where Pn denotes the path with n vertices and Cn the cycle with n vertices.
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If C is a subset of the vertex set and Ir(v) is nonempty for all v ∈ V , and, moreover, there are no
two different vertices u and v such that Ir(u) = Ir(v), then C is an r-identifying code. Identifying
codes were introduced by Karpovsky, Chakrabarty and Levitin [11] (see also Gimbel et al. [7]). Denote
byM Ir (G) the smallest possible cardinality of an r-identifying code in G. Gimbel et al. [7] (and Bertrand
et al. [1]) have shown that
M I1(Pn) =
⌊n
2
⌋
+ 1
for all n ≥ 3. Gimbel et al. [7] (see also Bertrand et al. [1], Daniel [6] and Gravier, Moncel and Semri [8])
have shown that
M I1(Cn) = 3
⌈n
2
⌉
− n
for all n ≥ 6.
The papers [1,8] also contain many results for paths and cycles when r > 1, including some exact
values ofM I2(Pn) andM
I
2(Cn). Roberts and Roberts [12] have settled all the remaining cases forM
I
2(Pn)
andM I2(Cn).
In this note we prove (in Theorem 2) that
MLD2 (Pn) =
⌈
n+ 1
3
⌉
— proving that the corresponding lower bound from [1] is exact.
In Bertrand et al. [1] it has also been proved that for all r ≥ 2 and n ≥ 2r + 1
MLDr (Pn) ≤
⌈
n+ 7r + 6
3
⌉
;
and that if r ≥ 2 and n = 6k dr/2e + 2r + 1 for some non-negative integer k, then
MLDr (Pn) ≤
n+ r + 2
3
.
In this note we prove that if r ≡ 1, 2, 3 or 4 (mod 6) and r ≥ 2, then for all n ≥ 2r + 1
MLDr (Pn) ≤
n+ 2r + 3
3
.
Locating–dominating sets and identifying codes have been widely studied: cf., for instance, [2,4,5,
9,10,14] and the Internet bibliography [15] maintained by Lobstein.
2. The results
Let r be a positive integer.
Label the vertices in the infinite path with the elements of Z in the natural way (so that i is always
adjacent to i − 1 and i + 1). Whenever we consider a finite path, it is specified by giving a set of
consecutive integers and viewed as a subgraph of this infinite path.
Consider first the infinite path and define
C = {k ∈ Z : k ≡ 0 or 2 mod 6}. (1)
Then it is easy to check that C is an r-locating–dominating code for the radii r = 2, 3, 4 and
7. But since C is periodic with period 6, this implies that C is in fact r-locating–dominating for
all r ≡ 1, 2, 3, 4 (mod 6) except for r = 1, because it is easy to prove by induction that if C
is s-locating–dominating, then C is also (s + 6)-locating–dominating. Indeed, given any two non-
codewords u and v with u < v, the set Is(u) contains a codeword c which is not in Is(v) (or the other
way round), but then c − 6 ∈ Is+6(u) \ Is+6(v) (or c + 6 ∈ Is+6(v) \ Is+6(u), respectively). It is clear
that also
C(a) := {a+ c | c ∈ C} (2)
is r-locating–dominating for all a ∈ Z.
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Weof course already know from [1] that the optimal density of an r-locating–dominating set in the
infinite path is 1/3 for all r ≥ 2. However, we can use the previous argument to prove the following
result, which improves on [1, Theorem 8(iii)].
Theorem 1. If r ≡ 1, 2, 3 or 4 (mod 6) and r > 1, then for all n ≥ 2r + 1 we have
MLDr (Pn) ≤
n+ 2r + 3
3
. (3)
Proof. From now on, we denote Ir(v) by I(v) for short.
Assume first that n ≤ 4r+4 and take as codewords all the numbers in {1, 2, . . . , n}with the same
parity as r (so that r + 1 is not in the code). The resulting code is r-locating–dominating. Indeed, if u
and v are two different non-codewords, then the smallest element in I(u) coincides with the smallest
element in I(v) if and only if u, v ∈ {1, 2, . . . , r + 1}, and then the largest element in I(u) is different
from the largest element in I(v). The cardinality of the resulting code is at most (n + 1)/2, which is
less than or equal to the right-hand side of (3) for n ≤ 4r + 3. For n = 4r + 4, the resulting code has
cardinality 2r + 2, and we again get (3).
Assume then that n ≥ 4r + 5.
Let C be as in (1).
Assume first that n is odd and consider the path whose vertices are 0, 1, . . . , n− 1. We claim that
the set
D = (C(2r − 2) ∩ [2r + 1, n− 2− 2r])
∪ {0, 2, . . . , 2r} ∪ {n− 1− 2r, n+ 1− 2r, . . . , n− 1}
is r-locating–dominating.
First, notice that
C(2r − 2) ∩ {0, 1, . . . , n− 1} ⊆ D, (4)
because all codewords in C(2r − 2) are even.
Clearly, if v is a non-codeword, then v < r if and only if 0 ∈ I(v) but 2r 6∈ I(v). In particular,
I(v) 6= ∅ for all v < r . Assume now that v < r , v 6∈ D, and that I(u) = I(v) for some u 6∈ D. Then
0 ∈ I(v) = I(u) and 2r 6∈ I(v) = I(u), and consequently u < r as well. But the largest element in I(v)
is v + r or v + r − 1 (the one which is in the code), and this uniquely determines v (cf. the beginning
of the proof). So, we have proved that if v 6∈ D and v < r , then I(v) is nonempty and I(u) 6= I(v) for
all u 6∈ D.
In exactly the same way we can prove that if v 6∈ D, and v > n− 1− r , then I(v) is nonempty and
I(u) 6= I(v) for all u 6∈ D.
Assume finally that v 6∈ D and r ≤ v ≤ n − 1 − r . Then the set I(v) (the Ir -set with respect to D)
contains all the codewords of I(v) ∩ C(2r − 2), which by (4) is simply the Ir -set of v with respect to
C(2r − 2). In particular, I(v) is nonempty, and moreover, if u 6∈ D, r ≤ u ≤ n− 1− r and I(u) = I(v),
then u and v have the same Ir -sets also with respect to C(2r − 2), and hence u = v.
Hence D is indeed r-locating–dominating.
The fact that we used C(2r−2) (instead of C itself) guarantees that 2r+1, 2r+2 and 2r+3 are all
non-codewords. By using the fact that n ≡ 1, 3 or 5 (mod 6) it is easy to check that the cardinality of
D is always atmost 2(r+1)+(n−2(2r+1))/3−1/3, which proves the claimwhen n is odd. Here, the
extra term−1/3 comes from the fact that n−2(2r+1) is congruent to 1, 3 or 5 (mod 6): the number
of non-codewords in the first 1, 3 or 5 places in themiddle section {2r+1, 2r+2, . . . , n−1−(2r+1)}
is 0, 0 and 1, respectively, and the main term (n− 2(2r + 1))/3 can be amended accordingly.
In fact, D is also r-locating dominating as a subset of {−1, 0, 1, . . . , n− 1}, which proves the claim
when n is even. 
It has been proved in [1] that for all r ≥ 2 and n ≥ 1
MLDr (Pn) ≥
⌈
n+ 1
3
⌉
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and conjectured that for any fixed r ≥ 2 there are infinitelymany values of n for which equality holds.
We conclude by proving that for r = 2, equality holds for all n ≥ 1.
Theorem 2. For all n ≥ 1,
MLD2 (Pn) =
⌈
n+ 1
3
⌉
.
Proof. Let s ≥ 1. For n = 6s+ 1, we take
A = {6i, 6i+ 2 : 0 ≤ i ≤ s− 1} ∪ {6s} ⊆ {0, 1, . . . , 6s}.
It is easy to check that A is 2-locating–dominating. For n = 6s + 2, we use A viewed as a subset of
{−1, 0, . . . , 6s}. For n = 6s+ 3, we use the code
A ∪ {6s+ 1} ⊆ {−1, 0, . . . , 6s+ 1}.
For n = 6s+ 4, we take
A ∪ {6s+ 2} ⊆ {−1, 0, . . . , 6s+ 2}.
For n = 6s+ 5, we take
A ∪ {6s+ 2} ⊆ {−1, 0, . . . , 6s+ 3}.
Finally, for n = 6s+ 6, we take
A ∪ {6s+ 2, 6s+ 4} ⊆ {−1, 0, . . . , 6s+ 4}.
It is easy to check that the claim also holds for the lengths n = 1, 2, 3, 4, 5, 6. 
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