A new algorithm, called Hamming Clustering (HC), for the solution of classification problems with binary inputs is proposed. It builds a logical network containing only and, or and not ports, which, besides satisfying all the input-output pairs included in a given finite consistent training set, is able to reconstruct the underlying Boolean function.
Introduction
Great effort has been spent on the achievement of proper solutions which lead to an efficient implementation of connectionist models in the field of neural networks [1, 2] . In most cases, they are formed by elementary units that perform arithmetic operations on real numbers. This involves the need of fixing a suitable value for the precision to be adopted in the memorization of floating point variables, which keeps unchanged the behavior of the trained network while reducing the complexity of the resulting device [3, 4] .
Even when the inputs and the outputs of the connectionist model are binary-valued, most learning techniques (among which the widely-used back-propagation algorithm [5, 6, 7] ) require a preliminary coding of the two Boolean states through real constants, so as to make them homogeneous with the weights of the neurons employed in the construction of the network.
In fact, there exist different training methods which build RAM-based Boolean classifiers [8] without requiring any variable transformation or any memorization of floating point variables;
however, their application does not present the same good properties as conventional neural networks.
A possible alternative solution to this problem is to replace the threshold units commonly used in the construction of binary neural networks with logical ports performing Boolean (and, or, not) operations; this allows a straightforward implementation of the associated device. The drawback of such an approach is well-known: the complexity of the resulting digital circuits can be higher than that of the corresponding neural networks [9] .
Nevertheless, recent results [10, 11] have pointed out the interesting performances exhibited by digital circuits in the treatment of classification problems with binary inputs. Classical methods of logical synthesis allow us to determine automatically redundant input variables and to minimize at the same time the complexity of the resulting device. This has a positive influence on its generalization ability as predicted by statistical learning theory [12, 13, 14] .
It should be noted however that the algorithms employed for the synthesis of digital circuits [15, 16] do not take into account the classification of input patterns not belonging to the given training set. Their main goal is to obtain the simplest Boolean two-level expression (e.g. an and-or expression), in terms of number of ports and connections, which is able to satisfy all the input-output relations provided initially.
In the case of single output, the construction of the logical network proceeds by combining the input patterns of the training set which are associated with a particular value of the output.
In fact, there is no competition between the two classes for the assignment of new examples and therefore one of them can be wrongly preferred in the synthesis of the resulting digital circuit.
Such an observation is even more valid when we are considering advanced methods [17, 16] , which reduce the computational burden and the amount of memory required by constructing near-optimal devices not having minimal complexity. The procedures adopted by these algorithms arise from their use in the construction of integrated circuits and often lead to networks with poor generalization ability.
The training technique presented in this paper, named Hamming Clustering (HC), allows us to overcome these problems by employing a new algorithm for the synthesis of digital circuits having the explicit aim of increasing the generalization ability of resulting networks. The learning task proceeds by pattern: a sample of the training set is randomly chosen at each iteration and one or more clusters in the input space are generated starting from that sample and assigned to the same class. Since the method can subsequently work on samples belonging to different classes, the construction of the logical network is based on a particular kind of competitive learning.
During the generation of the clusters different criteria can be adopted, which influence the behavior of the resulting circuit. For example, the classification of new input patterns similar to that performed by the k-nearest-neighbor algorithm [18] can be obtained by employing a proper version of HC. A final pruning phase allows a further reduction of the network complexity and can yield a significant improvement in the corresponding generalization ability.
General theoretical results ensure that HC has a polynomial computational cost O(n 2 s 2 + ncs 2 ), where n is the dimension of the input space, s is the size of the given training set, whereas c is the total number of and ports in the resulting digital circuit. This upper bound can be lowered if sorting techniques are used throughout the procedure. Also the amount of memory required is small and shows an asymptotic behavior O(ns). These properties make HC a valuable tool for the solution of binary classification problems.
The performances of resulting logical networks have been tested through a series of extensive simulations on three artificial benchmarks: two of them concern the reconstruction of and-or expressions (with or without noise), the third deals with Boolean functions having different value of nearest-neighbor correlation [11] . Furthermore, a real-world classification problem, the Wisconsin Breast Cancer Database [19, 20] , has been analyzed.
The comparison with other widely used pattern recognition techniques, the Nearest-Neighbor algorithm, the Regularized Discriminant Analysis and Neural Classifiers, as well as methods for the synthesis of digital circuits, the procedure of Quine-McCluskey [15] and the technique ESPRESSO [16] , has allowed us to assess the properties of the devices generated by HC.
The structure of this paper is as follows. A general description of the proposed method is presented in Section 2, together with some basic definitions. Section 3 contains a detailed analysis of the functioning of HC and some specific criteria to be used in the training phase; a final example will describe the evolution of the algorithm in a simple case. After a theoretical evaluation of the computational cost required by HC, which is the subject of Section 4, Section 5 reports the results of the simulations performed on the above-mentioned artificial and real-world benchmarks. Finally, Section 6 draws some conclusions about the work presented here. Possible circuit implementations of the logical networks trained by HC are reported in the Appendix.
Hamming Clustering
Consider a training set S containing s samples (x j , y j ), j = 1, . . . , s, associated with a given binary classification problem. The input patterns x j and the corresponding output vectors y j have n and m Boolean components respectively, denoted with x ji , i = 1, . . . , n, and y jk , k = 1, . . . , m. The integer values −1 and +1 will be used in the following to code the two binary states; with this choice the input patterns x ∈ {−1, +1} n are placed at the vertices of an n-dimensional hypercube centered at the origin of the space R n . To simplify the notations, a binary vector will often be written in string form, by substituting symbol '+' and '−' for integers +1 and −1; in this way, the vector (−1, −1, +1, −1) and the string '− − +−' refer to the same pattern.
The procedure followed by HC will be described in the particular case m = 1. The extension to the multiple-output case will be the subject of a following publication. Throughout this paper, the treatment of general training sets (with m > 1) will be performed by constructing a separate logical network for each of the m outputs.
We can associate with our classification problem a Boolean function f : {−1, +1} n → {−1, +1}, which has generated the samples of the given training set, possibly in the presence of noise. Such a function f subdivides the vertices of the hypercube {−1, +1} n into two subsets H + and H − , according to the corresponding output:
It follows that
As an example, if we consider the Boolean function f : {−1, +1} 4 → {−1, +1} having and-or expression
where x i is the i-th component of pattern x while x i is its negation, the corresponding sets H + and H − have the following form
In a similar way, the training set S can be subdivided into two subsets S + and S − :
Hence we have by definition 
The corresponding sets S + and S − are therefore
Since f is a Boolean function the class for these input patterns are unequivocally determined;
but, in many real-world problems, the training set is generated in the presence of noise. Due to this effect, S can contain ambiguous input patterns x, whose associated output is not unique.
In this case we say that the training set S is not consistent and
The goal of a learning method is to reconstruct the unknown Boolean function f starting from the (possibly noisy) examples contained in S. As is known, a logical network with one layer of and ports and a final or port which satisfies all the input-output pairs included in a given consistent training set S can always be found. However, this network is not unique, if, as usual, the whole truth table of f is not completely specified in S.
Each configuration realizes a particular Boolean function g, which can differ from f for some input patterns x ∈ S. The generalization ability of a digital circuit, associated with a Boolean function g, can then be defined as the fraction of points x ∈ S in which f (x) = g(x).
Classical algorithms for the synthesis of digital circuits [15, 16] build a logical network which minimizes a proper complexity measure, while satisfying all the examples included in the given training set S. Usually, the configuration having minimum number of ports and connections is searched for; its generalization ability is not taken into account during the construction process.
Furthermore, these methods are not able to manage non-consistent training sets; ambiguous input patterns are to be removed from S before starting the synthesis of the logical network.
To overcome these problems, a novel learning method, called Hamming Clustering (HC), has been developed for the synthesis of digital circuits. Its main goal is the maximization of the generalization ability of the resulting configuration; the reduction of the complexity of the logical network is one of the techniques used to pursue this result. Moreover, since the procedure followed by HC expands each class in a competitive way, the proposed algorithm can also tackle binary classification problems with non-consistent training sets.
HC can be viewed as a particular method for the construction of digital circuits; therefore, its behavior will be analyzed by adopting the same formalism employed to describe classical techniques [16, 21] . Let us denote with I n the set {1, 2, . . . , n} of the first n positive integers;
the following definition plays a basic role Definition 1 Let x ∈ {−1, +1} n be an input pattern and L ⊂ I n a subset of indices of its
will be called l-cube (or simply cube) with vertex x and generator L.
As one can note, the elements of the set C l (x, L) are exactly 2 l and are placed at the vertices of an l-dimensional hypercube in the input space (from which the name l-cube introduced in the previous definition). In particular, we have the following extreme cases: 
for which
The well known definition of Hamming distance d H (x, z) between two input patterns x and z (given by the number of different bits) can then be easily extended to the case of two cubes [16] :
In the case L = K = ∅ Equation (5) gives the usual definition employed for the strings of binary values. If either L or K is empty we obtain the relation for the Hamming distance between an input pattern and a cube.
As is known, with any l-cube C l (x, L) can be associated an and operation that provides output +1 only when the input patterns contained in C l (x, L) are presented. It is sufficient to perform the logical product of the components having index i ∈ L, possibly preceded by the not operation if x i = −1. For example, the logical product x 1 x 3 can be associated with the cube '+0 − 0'; it can be easily seen that this operation provides output +1 only for the input patterns listed in (4).
This property is exploited by every classical method for the synthesis of digital circuits, and also by HC, to obtain the resulting logical network. During the training process, cubes in the input space are generated by employing, as vertices, samples randomly chosen in the training set. The corresponding generator L is determined by adopting proper criteria that tend to improve the generalization ability of the final device. In this way two sets of cubes C + and C − are constructed, which approximate the sets H + and H − associated with the unknown Boolean function f .
The rationale of this approach is based on the following property, found in many real-world classification problems: the smaller is the Hamming distance between two input patterns, the greater is the probability that they belong to the same class. As one can note, the construction of cubes in the input space is equivalent to the generation of clusters of patterns that are close according to the Hamming distance. The adoption of proper criteria allows us to further emphasize this aspect; for this reason the proposed technique has been named Hamming Clustering.
From the cubes included in the sets C + and C − the resulting logical network can be generated by adopting two different approaches:
Single-class HC network. A digital circuit that provides output +1 for all the input patterns belonging to C + can be directly constructed. It is sufficient to build the and ports associated with each cube according to the procedure described above and to add an output or port fed by the results of these logical products. The digital circuit for C − can be achieved in a similar way by negating the output obtained with this construction.
Such a configuration is reported in Fig. 1a and is used by most techniques for the synthesis of logical networks. Its generation requires the knowledge of the cubes contained in only one of the sets C + , C − . All the input patterns not belonging to the union considered are implicitly assigned to the opposite class.
Majority HC network. This architecture has the aim of realizing a classification closer to that performed by the k-nearest-neighbor algorithm [18] . It can be subdivided into three The block diagram of a majority HC network is shown in Fig. 1b . The circuit presents two outputs y 1 and y 2 ; the first class is chosen if y 1 = 1 and y 2 = −1, whereas the second one when y 1 = −1 and y 2 = 1. A neural implementation of the majority HC network has been proposed in [10] ; an equivalent digital circuit containing and, or and not ports is reported in the Appendix.
Both in the single-class HC network and in the majority HC network, the construction of the set of cubes C + and C − leads to the elimination of some connections between the input layer and the and ports. This allows us to determine possible redundant inputs and to reduce the complexity of the resulting configuration. As statistical learning theory ensures [12, 14] , this generally yields an improvement of its generalization ability.
Detailed analysis of HC
The algorithm followed by HC is reported in Fig. 2 ; at Step 1 an input pattern x is randomly chosen in the training set S and is subsequently used at Step 2 for the construction of clusters (cubes) of vertices of the hypercube {−1, +1} n . These steps are repeatedly executed and form the basic iteration of the method. A final pruning phase (Step 3) has the aim of selecting from C + and C − the most significant cubes to be employed in the construction of the resulting logical network.
HAMMING CLUSTERING (General Procedure)
1. Choose at random a sample (x, y) in the training set S.
Build one or more cubes having a vertex in x.
Remove (x, y) from S. If S is not empty, go to Step 1.
3.
Prune the set(s) of cubes generated. and C − at the end of the training process must be always ensured.
In the following subsections we will analyze in detail some possible implementations of the three steps presented in Fig. 2 and point out the consequences of each choice on the behavior of the final digital circuit.
Sample choice
Every iteration of HC begins with the random choice of a sample (x, y) in the training set S; one of the following three options can be selected:
1. random choice in S with uniform probability;
2. random choice in the two classes with different uniform probabilities;
3. random choice in a single class with uniform probability.
The first two approaches are employed when both the sets C + and C − are to be generated.
In particular, the random choice with different uniform probabilities could be useful when we want to prefer one class with respect to the other. The third option can only be adopted in the construction of single-class HC networks; since it prevents any competition between the two classes, it could lead to a digital circuit with poor generalization ability.
When the training set S is not consistent, we do not consider for this choice the ambiguous input patterns x already contained in the set of cubes generated for the opposite class. In this way the separation of C + and C − is ensured.
Cluster generation
The computational kernel of HC is given by the generation of clusters having a vertex in the input pattern x previously selected. Suppose without loss of generality that x ∈ S + : since the sets C + and C − are constructed in an incremental way, their separation is maintained if each of the l-cubes C l (x, L) generated in the current iteration satisfies the following two conditions:
The first condition can possibly be relaxed if the training set S is not consistent (S + ∩ S − = ∅).
In this case we can accept that
Note that these two conditions are not independent; in fact, if C − is not empty, every cube 
Furthermore, let us denote with R + and R − the non-ambiguous subsets of S + and S − which do not overlap with the elements of C + and C − respectively:
A Venn diagram representing the mutual relationships among the sets
and R − is reported in Fig. 3 .
Then, conditions (6) can easily be written in terms of
The procedure employed by HC for the generation of cubes having a vertex in x ∈ S + is reported in Fig. 4 , where we have denoted with x j , j = 1, . . . , r − , the j-th element of the set R − , and with 
of the components that differ in x and in u j : 
The associated sets of indices D j are directly determined by picking the
The construction of an l-cube C l (x, L) verifying conditions (7) is performed at Step 3 by finding a generator L which satisfies the constraints
The correctness of this approach is ensured by the following theorem.
verifies (7) if and only if the generator
Proof. For j = 1, . . . , r − the first condition of (7) is satisfied if and only if for every pattern
The same argument can be employed to show
A similar result can be proved for x ∈ S − .
Step 3 can be repeatedly executed to build several different cubes with vertex x. The wide freedom in the choice of the generator L allows us to define additional criteria that can influence the generalization ability of the resulting logical network. The following sections describe two examples of these criteria that are useful in the solution of many classification problems. In particular, as a consequence of (8), if a set D j contains only one element, that index must not be included in the generator L of the cube to be constructed.
Largest cube criterion
The largest cube criterion requires that the size of the generator L chosen at Step 3 of Fig. 4 is maximum. To apply this criterion the analysis of all the feasible subsets of I n that satisfy (8) must be performed; since such a direct approach can lead to an excessive computational cost, it is convenient to employ the near-optimal greedy procedure presented in Fig. 5 . Again the input pattern x is supposed to have a corresponding output y = +1.
2.
If an index i ∈ L is the only element of some D j with j ∈ J, go to Step 3, else find the index i ∈ L that is included in the greatest number of sets D j .
3.
Remove from J all the indices j for which i ∈ D j . Remove i from L and set l = l − 1. If J = ∅, go to Step 2. In this algorithm an auxiliary set J is used to maintain at every iteration the indices of the
The generator L is initially set to I n and subsequently reduced by subtracting from it (Step 3) the indices i that are the only element of some D j or belong to the greatest number of sets D j for j ∈ J. The procedure is iterated until the condition (8) (equivalent to J = ∅) is satisfied.
Since the largest cube criterion maximizes the portion of the hypercube {−1, +1} n contained in the clusters generated by HC at each iteration, its application can be advantageous when we want to build a single-class HC network. As a matter of fact, this criterion tends to reduce the total number of cubes created (although it does not ensure in general the minimization of the complexity of the digital circuit) and consequently to improve the generalization ability of the resulting logical network.
Maximum covering cube criterion
When we are constructing a majority HC network the largest cube criterion can lead to poor configurations; in fact, in this case the clusters generated by HC do not determine directly the extension of the sets H + and H − . In principle, it would be sufficient to employ the 0-cubes associated with the patterns of the training set S to obtain a logical network with good generalization ability. However, in most applications the high number s of samples prevents this extreme approach; hence, in the synthesis of majority HC networks the method pursues the aim of obtaining cubes containing the greatest number of input patterns of S for each class.
This is the goal of the maximum covering cube criterion, which tends to maximize the number of samples of S included in the current cluster. It can be implemented through the greedy procedure shown in Fig. 6 .
CLUSTER GENERATION WITH THE MAXIMUM COVERING CUBE CRITERION
1. Construct the sets D + j ⊂ I n containing the indices of the components that differ in x and in the elements
3. Find the index i ∈ J that is included in the greatest number of sets D + j associated with the input patterns x j ∈ R + . Add i to L, set l = l + 1 and go to Step 2. To accelerate the application of the maximum covering cube criterion at Step 1 of HC (Fig. 2) the sample (x, y) can be chosen among R + and R − . In this way we also avoid the generation of redundant clusters which increase the complexity of the resulting majority HC network.
Pruning
Through the repeated execution of Steps 1-2 of HC (Fig. 2) the construction of two sets of cubes C + and C − is achieved (one of them can be empty if we are building a single-class HC network).
In general they contain elements which can be removed without changing the behavior of the resulting logical network. Thus, a pruning phase can be useful to optimize the complexity of the final configuration.
To better describe the main pruning methods employed in HC we introduce the following definition:
Definition 3 The set Q given by
To minimize the size of the digital circuit generated by HC we select in C + and C − a reduced (possibly minimum) subset of clusters that satisfy all the input-output pairs contained in the given training set S. To this end we select the cubes having maximum covering and in suborder those with greater dimension. Such an approach lowers the complexity of the resulting configuration and increases its generalization ability in most cases. Two different rules have been adopted in our simulations to perform this selection: the minimal pruning and the threshold pruning.
Minimal pruning
The easiest way to reduce the size of C + and C − is to find a minimum subset of cubes that correctly classify all the input patterns in S. Several techniques have been proposed in the literature to perform this task in the synthesis of digital circuits [17, 22, 16] . A simple suboptimal greedy procedure extracts the clusters with maximum covering one at a time. At each extraction only the samples of S not included in the cubes already selected are considered for the construction of the cover sets. In this way the resulting C + and C − cannot contain redundant clusters.
The minimal pruning is particularly efficient (as shown by the simulations reported in Sec. 5) when the level of noise in the generation of the training set S is low.
Threshold pruning
In some classification problems it can be advantageous to maintain in C + and C − only the cubes whose covering exceeds a fixed threshold τ . With this approach some input patterns of S, which are included in clusters with low covering, may not be correctly classified by the resulting logical network. However, this training error can have positive effects on the generalization ability, particularly when the samples of the unknown Boolean function f are subject to noise.
Normally, the value of τ is proportional to the maximum covering q max found in the set of clusters to be pruned; in our simulations we have set τ = 0.1 · q max .
An example
To better understand the functioning of HC, let us analyze in detail a specific application of the procedure described in the previous sections to the sets S + and S − defined in (3) and here reported for convenience:
They have been obtained by a noiseless incomplete sampling of the Boolean function f (x) = x 1 x 3 + x 1 x 4 which we wish to reconstruct through the application of HC.
Suppose we wish to build a single HC network by employing the largest cube criterion and the minimal pruning. At each iteration, the input pattern x will be selected (Step 1 of Fig. 2) by performing a random choice with uniform probability in both classes; consequently, both the sets of cubes C + and C − will be available at the end of the training process. Only one cube having a vertex in x will be generated at any iteration by following the procedure described in 
which are associated with the sets D j here listed:
Since at this point c − = 0, there is no need to take into account the distances between x and the cubes of C − .
The application of the largest cube criterion (Fig. 5 ) sets initially L = J = {1, 2, 3, 4}; the index 1 is removed from the generator L since it is the only element of D 1 . The execution of
Step 2 leads to L = {2, 3, 4} and J = {3, 4}. Then, a valid generator L = {2, 4} is obtained through the elimination of the index 3, which is included in all the remaining sets D j .
In this way we have determined the 2-cube C 2 ('+ + −−', {2, 4}) = '+0 − 0' which will be inserted in C + . The sets B + , B − , R + and R − become after this change: 
The application of the largest cube criterion therefore leads to the subsequent elimination of the indices 1 and 4 from the initial generator L = {1, 2, 3, 4}. Thus, the 2-cube C 2 ('−+−−', {2, 3}) = '−00−' is generated and we have 
so, the application of the largest cube criterion leads to the generation of the 2-cube C 2 ('− − −+', {2, 3}) = '−00+'. As a matter of fact, the index 4 is removed from L at the first step, since it is the only element of D 3 . Subsequently, it is equivalent to eliminate any of the other three components of L forming D 2 . In this case, we have chosen arbitrarily the element 1.
The subsequent selection of the other input patterns in the training set allows us to achieve the following sets C + and C −
from which will be extracted the cubes to be employed in the construction of the resulting logical network through the pruning phase.
If we adopt the minimal pruning to reduce the size of C + , the first selection must be arbitrarily made since all its elements have the same covering q = 2. Suppose the cube '+0 − 0' is chosen first and the patterns '+ − −+' and '+ + −−' covered by it are removed from S + ; we obtain that the only cluster '−00+', having covering q = 2, is sufficient to complete the construction of the digital circuit. From the synthesis of the single HC network associated with the pair of cubes '+0 − 0' and '−00+' the desired Boolean function f (x) = x 1 x 3 + x 1 x 4 is directly determined.
In this particular example, the application of the maximum covering cube criterion provides the same sets C + and C − just obtained with the largest cube criterion. We will examine in detail the first iteration of the method, since the rest of the procedure follows the same approach.
If we select the pattern x = '+ + −−' ∈ S + with R + = S + , R − = S − , B + = B − = ∅, and
, and obtain the following Hamming distances
The first step of the procedure in 
Evaluation of the computational cost
The reduced computational cost of the procedure followed by HC (Fig. 2) allows us to treat complex training sets containing a high number of samples. As a matter of fact, a detailed theoretical analysis shows that the behavior of the execution time and of the memory occupation is polynomial in the number n of inputs, the size s of the training set and the total number c of cubes generated by HC. This result is independent of the kind of logical network built (either single-class HC or majority HC), of the criterion employed for the cluster generation (either largest cube or maximum covering cube) and of the rule adopted in the final pruning phase (either minimal or threshold).
Before examining the theorems inherent the computational cost, a general convergence property of HC must be established.
Theorem 2 HC is always able to construct a logical network that satisfies all the input-output pairs contained in any (binary) consistent training set.
Proof. Suppose without loss of generality that the set C + generated by HC is not empty; then, for every (non-ambiguous) input pattern x ∈ S + there is at least an l-cube C l (u, L) ∈ C + containing x. The same consideration is also valid when the set C − is not empty. Thus, the construction described in Section 2 for the single-class HC network or in Appendix for the majority HC network allows us to achieve the desired digital circuit.
As pointed out in the previous section this convergence result may not be valid if the threshold pruning is employed. In fact, this rule permits a small training error in order to achieve a better generalization ability in the test phase.
Although Theorem 2 provides a general convergence result for HC, it is useful to know an upper bound on the execution time needed to build the desired logical network. As previously noted, the algorithm in Fig. 2 is formed by two distinct parts: the generation of the sets of cubes C + and C − (Steps 1-2) and the extraction of the clusters to be employed for the construction of the digital circuit (Step 3). The following theorems give the behavior of the computational cost for both these two parts of HC, assuming that the comparison between two bits requires a unitary execution time. A direct inspection of the procedures reported in the previous sections shows that floating point operations are not necessary to implement HC.
Theorem 3 The computational cost needed for the generation of cubes in HC is at most O(n 2 s 2 ).
Proof. In the algorithm of Fig. 2 we can neglect the time required for the random choice of the sample (x, y) in S (Step 1). Hence, the computational cost of the generation phase is entirely associated with the (repeated) execution of Step 2, described in Fig. 4 .
Suppose at first we are constructing only the cubes belonging to C + ; in this case we have 
As a matter of fact, ns − is the maximum execution time needed to compute the Hamming distances d j (and the sets D j ) between the selected input pattern x and the elements of S − .
Step 3 of Fig. 4 can be iterated to generate several cubes having a vertex in the previously selected input pattern x. If the largest cube criterion is employed, the computational cost t 2 needed for every generation satisfies
As it can be easily seen, in the greedy procedure of Fig. 5 an upper bound on the number of comparisons required to find the index i to be removed from the current generator L (Steps 2-3) is ns − ; since at most n subtractions can be done we obtain the upper bound n 2 s − . The additional term s − in the upper bound for t 2 is given by the elimination from J of the indices
If ν is the (fixed) maximum number of cubes generated for each pattern in S + , the total execution time t satisfies t ≤ νs
from which we obtain the behavior O(n 2 s 2 ) for the computational cost.
If both the sets C + and C − are constructed, the size r + , r − of the sets R + , R − change during the training process. However, we have at any iteration 
A similar change in (10) gives an inequality for t 2 when the largest cube criterion is employed.
However, the computational cost due to the determination of the new set R + after the addition of a cube to C + must also be taken into account. An upper bound for this cost is ns + ; consequently the execution time t 2 must verify
On the other hand, if at Step 2 of Fig. 4 the maximum covering cube criterion is used, the corresponding execution time t 2 satisfies
since ns + is the maximum computational cost needed for the generation of the r + sets D + j associated with the Hamming distances between the selected pattern x and the elements of R + (Step 1 of Fig. 6 ). Then, for every index to be added to the current generator L at most (ν + 1)ns − binary comparisons with the elements of R − and C − (Step 2) plus ns + binary comparisons for obtaining the most common component (Step 3) must be performed.
The corresponding expressions for the case x ∈ S − can be easily obtained by changing in (11) , (12) , and (13) every superscript '−' with '+' and vice versa. Thus, the maximum total execution time t satisfies the inequality 
Tests and results
Since HC is a classification method based on the construction of logical networks, its properties have been analyzed with respect to three different kind of algorithms:
1. statistical techniques used in the solution of pattern recognition problems, 2. supervised learning methods for neural networks, 3. procedures for the synthesis of digital circuits, already employed in the classification of binary data.
Following the results presented in a recent paper [23] , among the variety of available statistical techniques we have chosen the Regularized Discriminant Analysis (RDA) [24] and the k-Nearest
Neighbor method (k-NN) [18] . The first of them employs a parametric approach and assumes that the input patterns belonging to each class are normally distributed. The estimate of the covariance matrix Σ is influenced by two regularizing parameters: λ, which measures the deviation from linearity, and γ, which determines the relative magnitude of the off-diagonal elements in Σ. In the performed tests we have set λ = 0 (implying the maximum deviation from linearity) and γ = 0.25 as in [23] .
Despite its simplicity, k-NN yields good results in many real-world classification problems;
thus, it is a valid reference method for the evaluation of HC. Since it is convenient to keep small and odd the number k of points to be considered for the determination of the class to be associated with a given input pattern, the choices k = 1 and k = 3 will be adopted in the following trials.
The most popular supervised learning methods for neural networks is certainly the BackPropagation algorithm (BP). The original version, proposed by Rumelhart [6] , has been subsequently modified through the introduction of several changes that have significantly improved its convergence properties [23, 25] . Among these, the weight decay regularization [25, ch. 9.2] allows us to eliminate possible overfitting problems which lead to resulting configurations with poor generalization ability. In our benchmarks the parameter λ to be employed in the BackPropagation algorithm with Weight Decay (BP-WD) has been reduced to λ = 0.001 since the value λ = 0.01 suggested by [23] did not guarantee the convergence. The number of hidden neurons for each test has been obtained after an optimization performed on preliminary trials.
Finally, the procedure of Quine-McCluskey (QMC) [15] and the technique ESPRESSO (ESP) [16] for the synthesis of digital circuits have been used to evaluate the properties of the logical networks generated by HC, both in terms of complexity and of generalization ability. As a matter of fact, both of them have been already proposed in the literature as methods for the solution of pattern recognition problems with binary inputs [10, 11] .
QMC performs an exhaustive search in the space of the possible cubes and is therefore able to achieve optimal configurations. Unfortunately, its computational burden increases exponentially with the number n of inputs. On the contrary, ESP generally requires a small execution time to build sub-optimal logical networks.
The following subsections describe the results obtained by the above-described techniques on three artificial benchmarks concerning the reconstruction of Boolean functions and on a realworld classification problem, the Wisconsin Breast Cancer Database [19, 20] . For any trial on artificial benchmarks 30 distinct runs have been performed with different training and test sets so as to obtain a significant statistic of the parameters observed. These are:
• the average number of ports in the resulting configuration (a measure of the complexity of the network),
• the average percentage of correctly classified patterns in the test set (a measure of the generalization ability),
• the average execution time needed for the training (a measure of the computational cost of the algorithm).
In every run of HC we have employed the largest cube criterion (HC-LC) for the construction of single-class HC networks and the maximum covering criterion (HC-MC) for the training of majority HC networks. In both cases a final pruning phase has been performed by adopting one of the two rules described in Sec. 3.3.
All the CPU times refer to a DEC ALPHAStation 500/400 under operating system DIGITAL UNIX 4.0A.
And-or expressions without noise
The first group of tests has the aim of analyzing the ability of HC to reconstruct Boolean functions from examples. In every trial an and-or expression is randomly built and the truth table for the corresponding function is generated. A fraction r (0 < r < 1) of the total 2 n samples is then employed as a training set for the algorithms considered, while the remaining 2 n (1 − r) input patterns form the test set for the evaluation of the generalization ability.
In every run the and operations used to realize the unknown Boolean function are exactly n and are generated by choosing at random (with uniform probability) the number of terms in each of them and subsequently the relative operands. To each operand the logical operation not is applied with probability 0.5 before its insertion in the and-or expression.
We have set n = 10 in every trial, while the fraction r of samples in the training set assumes the values r = 0.05, 0.1, 0.15, . . . , 0.9, 0.95. The behavior of the average number of cubes generated by HC-LC, HC-MC, QMC and ESP is reported in Fig. 7 . The minimal pruning has been always applied in HC to reduce the size of C + and C − .
As expected, the logical networks built by QMC show the lowest complexity for any value of r; however, HC-LC has produced configurations with a slightly greater number of cubes in a smaller computational time (about 1/3). In most runs HC-LC and QMC have been able to reconstruct the very and operations which determined the truth table for the target Boolean function. Since HC-MC produces clusters for both classes, it generates digital circuits with approximately twice as much logical ports as HC-LC. It can be seen that the behavior of QMC and HC is almost independent of r. On the contrary, ESP is sensitive to the size of the training set and always produces a larger number of cubes. Concerning the computational costs of training, it is interesting to note that the execution time of HC-MC is even slightly lower than that of ESP, expressly designed to be fast. The greater computational burden of HC-LC (about 2.5 times) is due to the reduction of complexity of the logical networks generated with the largest cube criterion. BP and BP-WD requires a learning time much higher (about two order of magnitude for r > 0.4).
And-or expressions with noise
The robustness of HC has been analyzed through a second series of trials. Also in this test
and-or expressions containing n logical products are randomly generated and the associated Boolean functions should be reconstructed by each classification method. Half of the 2 n input patterns are included in the training set, but the sign of their output can change at random with probability p, so as to simulate the effect of noise in the acquisition of samples. The whole original truth table is subsequently employed in the test phase to determine the generalization The average percentage of correctly classified patterns in the test phase is shown in Fig. 9 .
As one can note, the generalization ability of the examined methods is roughly equivalent; only ESP performs low. This points out the robustness of HC and the benefit of the threshold pruning in the construction of the resulting configuration.
Again, HC-LC generates circuits with a number of ports smaller than ESP and equivalent to the near-optimal QMC. On the other hand, the computational cost of QMC is twice as much as HC-LC; ESP is the fastest method. The training time of BP is about fifty times higher than that of HC.
Nearest-neighbor correlation
In [11, 26] an interesting method to generate artificial binary classification problems is proposed, x ij (1 ≤ j ≤ n), the quantity Γ(f ) is given by:
provides a measure of the probability that two adjacent input patterns belong to the same class. In particular, if Γ(f ) = 1 all the vertices of the hypercube {−1, +1} n are associated with the same output, while Γ(f ) = −1 corresponds to the parity function [6] or to its negation.
Furthermore, when Γ(f ) = 0 the class of every pattern is assigned at random with uniform probability.
It follows from the definition of Γ(f ) that NN achieves a good generalization ability when treating classification problems having Γ(f ) > 0; on the contrary, the number of errors in the test phase will be generally higher if Γ(f ) is negative. A similar behavior is observed in the application of HC, since, as previously noted, its classification depends again on the Hamming distance.
However, since it is always possible to change the sign of the nearest-neighbor correlation, by performing a simple preprocessing on the input patterns [11] , in our simulations we will consider only classification problems characterized by Γ(f ) > 0.
The truth tables for the Boolean functions to be reconstructed are obtained by employing a modified version of the Metropolis algorithm [27] so as to achieve any desired value of the nearest-neighbor correlation. To allow a direct comparison with the results presented in [11] , the number n of inputs has been set to 9 and the complexity of the resulting logical networks has been measured by the total number of fixed components included in the cubes generated by HC (corresponding to the number of connections in the first layer of the digital circuit). The execution of HC, QMC and ESP has led to the behaviors shown in Fig. 10 ; the minimal pruning has been adopted in every run. Also in this test the networks generated by HC-MC and ESP have greater complexity than those built by HC-LC and QMC. In particular, the number of components with fixed value in the cubes of HC-MC is roughly three times greater than that of HC-LC, although the corresponding number of ports is only twice as much. This fact shows that the largest cube criterion leads to clusters with greater dimension and consequently to digital circuits that are less complex than those obtained by the application of the maximum covering cube criterion.
Apart from ESP, the values of the average percentage of correctly classified patterns in the test phase increase roughly linearly ranging from the random 50% (Γ(f ) = 0) to 100% (Γ(f ) = 1), as shown in Fig. 11 . The CPU time required by BP, working on neural networks with three hidden units, is considerably higher than that employed by HC (more than 100 times).
Wisconsin Breast Cancer Database
The last test concerns a real-world classification problem, the Wisconsin Breast Cancer Database [19, 20] , where breast cancer is to be diagnosed on the basis of 9 features, assuming integer values in the range [1, 10] : clump thickness, uniformity of cell size, uniformity of cell shape, marginal adhesion, single epithelial cell size, bare nuclei, bland chromatin, normal nucleoli, mitoses. The available input-output pairs are 699, of which 458 (65.5%) are benign and 241 (34.5%) malignant.
Since 16 input patterns include missing data, the corresponding pairs have been removed. Apart from RDA and ESP, all the analyzed methods perform better than the best accuracy result (93.5% with 1-NN) obtained in [28] on a reduced data set. The number of ports in the digital circuits generated by HC-LC, HC-MC, and ESP are 7, 17, and 135 respectively. BP and BP-WD need three hidden nodes to converge. Although the number of inputs for HC is nine times that for BP, the computational cost is 15 times lower on the average.
Conclusions
The On the other hand, ESP has been previously proposed as a fast method for solving classification problems with binary inputs [10] ; nevertheless, our tests have shown that the generalization ability of ESP is poor. In fact, the original aim of ESP is the synthesis of a sub-optimal digital circuit only fulfilling a given truth table. The employment of ESP for the treatment of pattern recognition problems may lead to satisfying results as in [10] , though this is not generally guaranteed.
QMC is considered one of the near-optimal methods for the construction of logical networks.
Its drawback is the computational cost, which exponentially increases with the number n of inputs. The generalization ability of HC has been shown to be equivalent to that of QMC, though its execution time has been proved to be polynomial.
The tests have also pointed out the different characteristics of the two architectures employed by HC for the digital circuits. In general, single-class HC networks present a lower complexity but require a higher training time.
The procedure presented in Fig. 2 is general enough to allow the introduction of several variants. In fact, there is a variety of different ways to carry out each of the steps reported there. Some possible choices have been examined in Sec. 3, pointing out the general constraints that must be satisfied to ensure the correct classification of all the input patterns contained in a given consistent training set. Nevertheless, the availability of specific information on the classification problem to be solved can lead to the generation of more adequate versions of HC using proper criteria for the construction of the resulting logical network.
Finally, HC can also be employed as a preprocessing technique in the training of binary neural networks through constructive methods [29, 30, 31] .
A Digital circuit for the majority HC network
In this appendix we present a possible implementation of the majority HC network (Fig. 1b) containing exclusively and, or and not ports. In particular, the output of the distance detector is formed by c binary vectors v i whose n components v ij are defined in the following way
for i = 1, . . . , c and j = 1, . . . , n. Consequently, the number of components with value −1 in the vector v i provides the Hamming distance between the input pattern x and the k i -cube
Equation (14) can be also written in the following equivalent form:
x j if j ∈ K i and u ij = −1
which can be directly implemented by using at most n not ports.
The subsequent majority block (Fig. 1b) can be realized in different equivalent ways; it receives in input c binary vectors v i whose n components are given by (15) The additional input r assumes the value +1 only for a small time interval and allows the initial propagation of the vectors v i ; then, the sequential network is left free (r = −1). As it can be easily seen, at most n − 1 changes of the outputs v * ij can occur. The portion of this sequential logical network associated with the ith output vector v i is shown in Fig. 13 . This implementation of the shift block requires 3c(n − 1) and ports, cn or ports and 2c(n − 2) not ports.
The second layer in Fig. 12 is formed by a majority evaluator, Thus, by counting the number of +1 in z + and z − we obtain the class to be associated with the input pattern x. To perform such a decision we can employ a majority block formed by 8(c − 1) and ports, 3c + 1 or ports and 5c − 9 not ports.
In conclusion, the proposed digital circuit that implements a majority HC network contains 4cn + 4c − 8 and ports, cn + 4c + n or ports and 2cn + 5c + 2n − 14 not ports. Hence, its complexity increases linearly with the number n of inputs and the number c of cubes belonging to the sets C + and C − generated by HC.
