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Abstract
Fe aim of this thesis is to investigate three classes of operators on the space of real analytic
functions A (R): Hadamard multiplier operators, Hankel operators and Toeplitz operators.
Fe study of the Hadamard multipliers concentrates on the problem of generating strongly
continuous semigroup by these operators. Based on the theory developed by P. Domański and
M. Langenbruch, we give a generation theorem for Hadamardmultipliers on the spaceA (R)
and apply it to the classical examples ofmultipliers.
Next, we study the Hankel operators. We give the integral representation of these operators
and prove that the space of Hankel operators is isomorphic to the space of entire functions
H(C). We also investigate the spectra and other properties ofHankel operators on A (R).
Finally, we study Toeplitz operators acting on A (R). We give a characterization of leý-
sided invertible Toeplitz operators, which together with the result ofM. Jasiczak on right-side
invertibility solves completely the problem of one-sided invertibility of Toeplitz operators. Fe
other result which we provide is the characterization of finite rank commutators of Toeplitz
operators.
Streszczenie
Celem rozprawy jest zbadanie trzech klas operatorów na przestrzeni funkcji analitycznych
zmiennej rzeczywistej A (R): operatorówmnożnikowych Hadamarda, operatorówHankela
i operatorów Toeplitza. Badając operatorymnożnikoweHadamarda skupimy się na problemie
generowania silnie ciągłej półgrupy przez te operatory. W oparciu o teorię rozwiniętą przez
P.Domańskiego iM. Langenbrucha, podajemy twierdzenie o generatorach silnie ciągłej półgrupy
dlamnożnikówHadamarda stosujemy je do klasycznych przykładówmnożników.
Następnie badamy operatoryHankela. Podajemy reprezentację całkową operatorówHan-
kela i dowodzimy, że przestrzeń operatorówHankela jest izomorficzna z przestrzenią funkcji
całkowitych. Ponadto badamy spektrum oraz inne własności operatorówHankela naA (R).
Ostatnim tematem roprawy sa operatory Toeplitza naA (R). Podajemy pełną klasyfikację
lewostronnie odwracalnych operatorów Toeplitza, cowraz z wynikiemM. Jasiczaka dotyczącym
prawostronnie odwracalnych operatorów Toeplitza, rozwiązuje problem jednostronnej odwra-
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1Fere is an extensive literature on the various classes of continuous linear operators on Banachand Hilbert spaces. Much less is known about the continuous operators on arbitrary non-metrizable locally convex spaces, including the space of real analytic functions. Let A (R) bethe space of all complex-valued real analytic functions, i.e., every function f ∈ A (R) develops
into a Taylor series convergent to f at every point x ∈ R. Fus, every real analytic function can
be extended to some complex neighbourhood of R. Ferefore it is natural to equip the space
A (R) with the topology of the inductive system
A (R) = indU H(U),
whereU runs over all open complex neighbourhoods ofR and H(U) denotes the Fréchet space
of all holomorphic functions on U with the compact-open topology. Fe classical results on the
topology on A (R) is due to Martineau [38] and it was motivated by the study of the so-called
hyperfunctions [55].
Fe space A (R) is a complete, seperable, ultrabornological and webbed nuclear locally
convex space. Fis allows for many tools from classical functional anaysis towork in this setting,
even though A (R) is very far from beingmetrizable. Although polynomials are sequentially
dense in A (R) and for any analytic function f ∈ A (R) we have that f (z) = ∑∞n=0 fnzn for z
small enough, themonomials do not form a Schauder basis ofA (R). In fact, it was shown by
Domański and Vogt ([21]) that the spaceA (R) has no Schauder basis. Nevertheless for every
linear continuous operator A on A (R) there is an associatedmatrix uniquely determining A,







Fe space A (R) is a natural object in analysis with great relevance to the theory of par-
tial di×erential equations, which has recently attractedmore attention. Fere is an extensive
literature on linear partial di×erential operators with constant coeÚcients on A (R) or A (Ω),
Ω ⊂ Rd , as well as on convolution operators on A (R) (see e.g., Hörmander [30], Napalkov-
Rudakov [43], Langenbruch [37]). Recent studies of Domański and Vogt improves our know-
ledge about the topological structure and the properties of the spaceA (R) and its subspaces
(e.g.,[12],[21],[19],[20]). Not much is known about the structure of the space of continuous
operators Lb(A (R)). Recently, there have been some research on three classes of operators
on A (R): composition operators (e.g., [5],[4],[14]), so calledHadamardmultipliers operators
(e.g., [17],[15],[18]) and Toeplitz operators ([13],[32]). Fe purpose of this thesis is to further
investigate operators on the spaceA (R). To bemore precise, we study the properties of Toep-
litz and Hankel operators and investigate the strongly continuous semigroups generated by
Hadamardmultipliers.
Fe first class of operators we consider is the class ofHadamardmultipliers. Let G1,G2 be
domains in C containing zero and let f ∶G1 → C, g∶G2 → C be holomorphic functions with
1
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Taylor series at zero given by f (z) = ∑∞n=0 fnzn and f (z) = ∑∞n=0 gnzn. FeHadamard product of
f anf g is defined by ( f ⋆ g)(z) = ∑∞n=0 fngnzn. In 1899 JacquesHadamard published his famous
multiplication theorem stating that f ⋆ g extends to a holomorphic function on a domain G3
which is the complement of the set Gc1 ⋅ Gc2. Hadamard’s multiplication theorem leads to the
definition of a coeÚcient multiplier given in [42],[41]: Let G1, G2 be domains containing zero.
A power series g(z) = ∑∞n=0 gnzn is a coeÚcient multiplier if g ⋆ f ∈ H(G2) for all f ∈ H(G1),
i.e., Tg( f ) = g ⋆ f defines a linear mapping Tg ∶H(G1)→ H(G2).
In the recent years Domański and Langenbruch developed the corresponding theory of
Hadamardmultipliers on the space of real analytic functions A (R) andA (I) for any I ⊂ R.
Fe continuous linear operator M∶A (R) → A (R) is called amultiplier if everymonomial
is its eigenvector, i.e. Mxn = mnxn for all n ∈ N and some sequence (mn)∞n=0 ∈ C. If f ∈
A (R) develops into the Taylor series f (z) = ∑∞n=0 fnzn at zero, then M f (z) = ∑∞n=0 mn fnzn
near zero. Hence the relation to classical (complex) coeÚcient multiplier is clear. In [16] the
authors state the representation theorem for Hadamardmultipliers on A (R): each multiplier
corresponds to an analytic functional and by Köthe-Grothendieck-da Silva duality corresponds
to a holomorphic function. In [15] the authors describe themultiplier sequences (mn)n∈N both
in the "matricial language" and via interpolation properties of holomorphic functions with
restricted growth. Papers [16],[15] together answer the question about the invertibility and
surjectivity of theHadamardmultiplier on the spaceA (I) for an open subset I ⊂ R.
In the thesis we investigate when aHadamardmultiplier M∶A (R)→ A (R) generates a





u(0) = f ,
whereM is a linear operator on A (R) and f ∈ A (R). We restrict ourselves to the case when
M is a Hadamardmultiplier. Given a Banach space, every continuous and linear operator from
the space into itself generates a C0-semigroup given by an exponential series representation.
Hence, in the Banach space case the continuous generator is considered to be trivial situation.
In a non-Banach locally convex space the exponential series exp(A)(x) = ∑∞n=0 Akx/k! need not
converge for a continuous operator, and a continuous linear operator does not always generate
a strongly continuous semigroup (see for instanse [25, Example 4]). In the case of sequentially
complete locally convex space not much is known. Fe first general generation theorem was
the onementioned in the book [58] of Yosida, which states that every power bounded operator
always generates a C0-semigroup. Recently,Wegner and the author of the thesis showed that
m-topologizable operator on a sequentially complete locally convex space generates a uniformly
continuous semigroup of operators [28,Fm. 1]. In chapter 3 we state a generation theorem
for Hadamardmultipliers on the space A (R). Next, we apply it to the classical examples of
multipliers.
Fe first ones are finite order Euler di×erential operators, E = ∑Nn=0 anθn, θ f (x) = x f ′(x),
a0, . . . , an ∈ C. We prove that the first order Euler di×erential operator E = aθ + bI generates a
strongly continuous semigroup if and only if a ∈ R. Next we show the other cases when finite
3
order Euler di×erential operator is not a ganerator of a C0-semigroup. Unfortunately, we were
not able to obtain a full characterization of Euler di×ertial generators. Fe other multiplier
which we consider is the Hardy operator H f (x) = 1
x ∫
∞
0 f (y)dy. We prove that every operator
of the form M = ∑Nn=0 anHn, a0, . . . , an ∈ C generates a C0-semigroup.
Let us note, that presented in the thesis results on the C0-semigroups generated by the
Hadamardmultipliers was already published (see [26]).
Fe second class of operators which we are interested in areHankel operators. An infinite











a0 a1 a2 a3 . . .
a1 a2 a3 a4 . . .
a2 a3 a4 a5 . . .
a3 a4 a5 a6 . . .











where (an)n≥0 is a sequence of complex numbers. AHankel operator is a continuous operator
for which the associated matrix is a Hankel matrix. Hankel operators are one of the most
important classes of operators on the spaces of analytic functions and thus they are the object
of interest of several domains of analysis such as operator theory, polynomial and rational
approximation, interpolation by analytic or meromorphic functions.
Femost classical setting for studyingHankel operators is theHardy space H2(T). In that
caseHankel operator H acts from the space H2(T) into H2−(T) = L2(T)⊖H2(T). One of the
earliest results on Hankel operators on H2(T) is the Kronecker’s theorem which states that
Hankel operator with associated matrix [ai+ j]i , j≥0 is of finite rank if and only if ∑∞n=0 anzn is
a rational function. Fe fundamental result in the theory of Hankel operator is the Nehari
theorem [44] which states that for every boundedHankel operator H∶H2(T)→ H2(T) there
exists a bounded function φ (a symbol of H) such that H f = Hφ f = P−(φ f ), f ∈ H2(T), where
P− denotes the orthogonal projection of L2(T) onto H2−(T). Fe next important result was a
complete characterization of compact Hankel operators given byHartman [29].
In the following years the spectral properties of theHankel operators and the inverse spectral
problem were studied, see for instance [47],[1],[39]. For more information on Hankel operators
see the two recent monographs [45],[48] or the classical books [46],[53].
LatelyHankel operators have been studied on other Hilbert spaces of analytic functions –
Bergman and Fock spaces andmany analogues of the classical theorems were obtained. Hankel
operators on theHardy and Bergman spaces of several variables have been also studied recently,
mainly on the unit disc and ball, but also on arbitrary strongly pseudoconvex domains.
In the thesis we study the class ofHankel operators on the space of real analytic functions
A (R). We study operators for which the associatedmatrix is aHankel matrix, but since the
spaceA (R) does not have a basis the formal definition is the following
Definition. We say that a continuous operator Γ∶A (R)→ A (R) is a Hankel operator if there






4 Chapter 1. Introduction
We call the function Γx0 ∈ A (R), Γx0(ξ) = ∑∞k=0 akξk around zero, the symbol of the operator
H.
In chapter 4 we find the integral representation of Hankel operators and prove a representa-
tion theorem, which states that the space of all Hankel operators on A (R) with the topology
induced from Lb(A (R)) is topologically isomorphic to the space of entire functions H(C).
Next, we study properties of the Hankel operators. Fe Kronecker theorem for finite rank
Hankel operators can be applied in the setting ofA (R). In the thesis we try to find the spec-
trum of aHankel operators. In [47] Peller proved that Hankel operator Hφ∶H2(T)→ H2(T)
with φ ∈ H(D) is in p- Schatten-von Neumann ideal if and only if φ is in a Besov class B1/pp .
Using this result we prove that the spectrum ofHankel operator Γ∶A (R)→ A (R) is equal to
the point spectrum and the sequence of eigenvalues belongs to the space of rapidly decreasing
sequences s.
Fe last class of operators investigated in the thesis is the class of Toeplitz operators. An
infinite Toeplitzmatrix is amatrix that is constant on each line parallel to themain diagonal, i.e.









a0 a−1 a−2 a−3 . . .
a1 a0 a−1 a−2 . . .
a2 a1 a0 a−1 . . .
a3 a2 a1 a0 . . .









where (an)n≥0 is a sequence of complex numbers.
Similarly to Hankel operators, themost natural setting for studying Toeplitz operators is
the Hardy space H2(T), where they are probably the most-studied and best-known class of
operators. Fe simple, but very important examples are forward and backward shiý. Toeplitz
operators on H2(T) are defined to be the compressions ofmultiplication operators to the space
H2(T), i.e. for each function φ ∈ L∞(T) the Toeplitz operator with symbol φ is given by
Tφ f = P(φ f ) for each f ∈ H2(T), where P denotes the orthogonal projection of L2(T) onto
H2(T). Fe fundamental theorem of Brown andHalmos [7] states that the Toeplitz operators
on H2(T) are exactly these operators whose matrices with respect to the basis (e inθ)∞n=0 of
H2(T) are Toeplitzmatrices. Fe study of spectra of Toeplitz operators led to many interesting
results. Although there is no known way of expressing the spectrum of the Toeplitz operator in
terms of the symbol for general φ ∈ L∞(T), there are some special cases which are quite well
understood. Let us mentioned here just two of them. Fere is a complete description of the
spectrum of Toeplitz operators in case the symbol φ is a continuous function and in the case of
self-adjoint Toeplitz operators.
Naturally, in the following years the Toeplitz operators were also considered on other
function spaces like other Hardy spaces Hp(T), Bergman spaces A2(D) or Fock spaces and the
corresponding theories are well developed now. Recently, Domański and Jasiczak established
the theory of Toeplitz operators on the space of real analytic functions A (R) [13],[33],[32]. It
turned out that this theory is quite similar to the classical one. A Toeplitz operator on A (R) is
the operator whose associatedmatrix is a Toeplitzmatrix, but once again, sinceA (R) does not
have a basis we use the following precise definition
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Definition. We say that a continuous operator T ∶A (R)→ A (R) is a Toeplitz operator if there
exist complex numbers . . . , a−1, a0, a1, . . . ∈ C such that for all n ∈ N locally near zero
Txn(ξ) = a−n + a−n+1ξ + a−n+2ξ2 + . . . .
In [13] Domański and Jasiczak proved that a Toeplitz operator on A (R), similarly to the
classical one, is a compressions of amultiplication operator. More precisely they proved that an
operator T ∶A (R)→ A (R) is a Toeplitz operator if and only if there exists a function F ∈ X
such that T = CMF . Fe symbol space X is defined as the inductive limit of Fréchet spaces:
X = indU ,K H(U ∖ K)
where U runs over all open complex neighbourhoods ofR and K runs through all compact sets
of R. Fe symbol C denotes the appropriate Cauchy transform which is also a projection from
X onto A (R). Fe operator MF is the operator ofmultiplication by F. In the same paper the
authors give a full characterization of Fredholm Toeplitz operators on A (R).
A Teoplitz operator on A (R) is invertible if and only if it is a Fredholm operator with index
zero [32]. In chapter 5 of the thesis we study the problem of one-sided invertibility of Toeplitz
operators on A (R) and give the complete characterization of one-sided invertible Toeplitz
operators. Fis section is a part of the joint work with M. Jasiczak.
In [9] Ding and Zeng described when the commutator of two Toeplitz operators on Hardy
space H2(T) has finite rank. Based on their work we give a complete characterization of the
finite rank commutators of Teoplitz operators on A (R).
In the next Chapter 2 we will recall the definitions and notions necessary in this thesis.

Preliminaries
2Fe aim of this chapter is to introduce necessary notions and to collect basic facts which will beused further on. We use the standard notation and terminology. All the notions from functionalanalysis that are not defined here are explained in [40] and those from complex analysis in [8],[54].
2.1 The space of real analytic functions A (R)
A complex-valued function f ∶R→ C is real analytic at x0 ∈ R if it develops into Taylor series
centered at x0 which converges to f on a small neigbourhood of x0. It is called a real analytic
function on R if it is real analytic at every point of R. We denote by A (R) the space of all
real analytic functions. Since f ∈ A (R) develops into a Taylor series at every point, it can be
extended to a holomorphic function on some open neigbourhoodU ofR. Ferefore it is natural
to equip the spaceA (R) with the inductive system topology,
A (R) = indU H(U),
whereU runs over all open neigbourhood ofR andH(U) denotes the Fréchet space of functions
holomorphic on U with the topology of uniform convergence on compact subsets of U . Fe
topology on A (R) is then the finest locally convex topology for which all the restriction maps
rU ∶H(U)→ A (R), rU( f ) = f ∣R, are continuous. For more information on the construction of
the inductive limit of an inductive system of locally convex spaces we refer to [24, §23].
Fere is a second natural topology that we can equip the space A (R) with, namely the
topology of a projective system of locally convex spaces. Let K be a compact subset of R. Recall
that in the set of all functions that are holomorphic on some neighborhood of K we can define
an equivalence relation: f ∼K g if and only if there exists an open neigbourhood U of K such
that f ∣U = g∣U . Equivalence classes of this relation are called germs. By H(K) we denote the
space of germs of holomorphic functions on K. For more information on the space H(K) we
refer to [3, p. 63]. Each real analytic function f ∈ A (R) is holomorphic in some open complex
neigbourhood of R and so it is also holomorphic in some open complex neigbourhood of K.
Hence f defines the germ [ f ]∼K which belongs to H(K). We consider the spaceA (R) with
the topology of the projective system,
A (R) = projK⋐R H(K)
i.e., the coarsest (locally convex) topology for which all themaps πK ∶A (R)→ H(K),
πK( f ) = [ f ]∼K are continuous.
Fe following deep theorem is due to Marineau
Feorem 2.1.1. [38] Fe topology of the inductive system (rU ∶H(U) → A (R))U⊃R coincides
with the topology of the projective system (πK ∶A (R)→ H(K))K⋐R.
Recall that from the inductive system topology it follows
7
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Proposition 2.1.2. A sequence ( fn) ∈ A (R) converges to f in A (R) if and only if there exists
an open neigbourhood U of R such that fn ∈ H(U) for all n and fn converges to f in H(U).
Fe space of real analytic functions is not a Banach space, not even a Fréchet space, but it
still has some useful properties. We start with a short introduction to the notions used in the
thoery of general locally convex spaces.
Definition 2.1.3. A locally convex space E is said to be barrelled, if each absolutely convex,
closed and absorbing set in E is a zero neighborhood.
Definition 2.1.4. A locally convex space E is said to be nuclear, if for each continuous seminorm
p on E there exists a continuous seminorm q with q ≥ p such that the canonical linkingmap
ipq ∶Eq → Ep between local Banach spaces is nuclear.
Nuclear spaces are an important class of the locally convex spaces becausemany natural
non-normable locally convex spaces are in fact nuclear. For more information on the nuclear
locally convex spaces we refer to [40, Chapter 28], [31, Chapter 21].
Definition 2.1.5. A locally convex space E is said to be ultrabornological if it has the topology
of some inductive system ( ji ∶Ei → E)i∈I of Banach spaces. E is said to be an LB-space if it has
the topology of a countable inductive system of Banach spaces.
Definition 2.1.6. A web {Cn1 ,...,nk} in a locally convex space E is a family Cn1 ,...,nk ,n1, . . . , nk ∈ N,
k ∈ N, of absolutely convex subsets of E with the following properties:
1. ⋃∞n=1 Cn = E
2. ⋃∞n=1 Cn1 ,...,nk ,n = Cn1 ,...,nk for all n1, . . . , nk ∈ N, k ∈ N
3. For each sequence (nk)k∈N inN there exists a sequence (λk)k∈N in (0,∞) so that for every
sequence (xk)k∈N in E with xk ∈ Cn1 ,...,nk for all k ∈ N the series∑
∞
k=1 λkxk converges in E.
Lemma 2.1.7. [40, 24.28] Let E be a locally convex space and F be a closed subspace of E. If E
admits a web then so do F and E/F.
Fe notion of webbed and ultrabornological space allows to generalize the open mapping
theorem and closed graph theorem.
Feorem 2.1.8. [40, 24.30] Let E and F be locally convex spaces. If E has a web and F is ul-
trabornological, then every continuous, linear, surjectivemap A∶E → F is open.
Feorem 2.1.9. [40, 24.31] let E and F be locally convex spaces. If E has aweb and F is ultraborno-
logical, then every linear map A∶ F → E with a closed graph is continuous.
Proposition 2.1.10. [11, 1.28][20, 1.6]Fe spaceA (R) has the following properties
• it is barrelled, ultrabornological, nuclear and reflexive,
• it is seperable with polynomials with rational coeÚcients forming a dense subset,
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• it is webbed,
• bounded sets are compact.
Recall that a subset B of a locally convex space E is called bounded, if for each zero neigh-
borhood U there exists ε > 0 such that εB ⊂ U .
Although polynomials are dense in A (R) and for any analytic function f ∈ A (R) we have
that f (z) = ∑∞n=0 fnzn around zero, themonomials do not form a Schauder basis ofA (R). In
fact, the spaceA (R) has no Schauder basis ([21,Fm. 4.1]).
We will now describe the dual space A (R)′
b
equipped with the strong topology, i.e. the
topology of uniform convergence on bounded subsets ofA (R). Let C∞ denote the Riemann
sphere. For a compact set K ⊂ R we denote by H0(C∞ ∖ K) the Fréchet space of functions
holomorphic in C∞ ∖ K which vanish at infinity. We will always assume that K is connected.
By the Köthe-Grothendieck-da Silva duality (see [36, pp. 372-378] or [2,Fm. 1.3.5]) we
can identify the dual space of H(K) with the space H0(C∞ ∖ K). More precisely, for every
functional T ∈ H(K)′ there exists a unique function gT ∈ H0(C∞ ∖K) such that for every germ
[ f ]∼K ∈ H(K)




where f ∈ H(U) for some simply connected neighborhood U of K, γ is a C∞ smooth Jordan
curve lying in U ∖ K such that Indγ(x) = 1 for x ∈ K.
From the description of the topology as a projective limit it follows that algebraically
A (R)′ = indK H(K)′ = indK H0(C∞ ∖ K),
where K runs over all compact subsets of R. In fact, A (R)′
b
with the strong topology is
topologically isomorphic to the space indK H(K)′ [20, Prop. 1.7]. In the thesis we use the
notation
H0(C∞ ∖R) = indK H0(C∞ ∖ K).
Notice that it is enough to take the inductive limit indH0(C∖K),where K is connected. Further
on we will always assume that K is connected.
By Lb(A (R)) we denote the space of all continuous operators on A (R) equipped with the
topology of uniform convergence on bounded sets ofA (R).
Proposition 2.1.11. [17, Proof ofFeorem 2.6]Fe space Lb(A (R)) admits a web.





a jkx j around zero.
We call thematrix A = [a jk] j,k∈N thematrix corresponding to the operator T .
We use the following definition of a bounded operator.
Definition 2.1.12. Let X be a locally convex space. An operator T ∈ Lb(X) is called bounded if
it maps some 0-neighbourhood of X into a bounded set.
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We will need the following fact concerning bounded operators on LB-spaces
Proposition 2.1.13. [40, Ex. 25.9] Every continuous operator from an LB-space into a Fréchet
space is bounded.
A bounded operator T ∶X → Y between locally convex spaces is called strictly singular if the
restriction of T to any closed infinite-dimensional subspace of X is not an isomorphism. By an
isomorphism wemean a continuous bijection with a continuous inverse.
Proposition 2.1.14. Let X be an infinite dimensional nuclear, webbed locally convex space. Every
linear and continuous operator on X which is bounded is strictly singular.
Proof. Let T ∈ L(X) be bounded. Fen T can bewritten as a product of two operators T = R○S,
such that S∶X → Y , R∶Y → X, andY is a Banach space ([57, Satz 1]). Assume that T is not strictly
singular, i.e. there exists a closed subspace E ⊂ X, dimE =∞ such that T ∣E is an isomorphism.
Let T−1∶T(E)→ E be a continuous inverse of T . We can extend it to the continuous operator
T−1∶T(E)→ E. It follows that T(E) is closed in X. Indeed, let (zα) be a net in T(E) such that
zα → z. Fen z ∈ T(E) and T−1zα → T−1z. Hence TT−1zα = zα → z and TT−1zα → TT−1z.
Hence z = TT−1z and z ∈ T(E).
We claim that also the image S(E) is closed in Y . Indeed, take a net (xα)α∈I ⊂ E such that
Sxα → y. It follows that Txα = RSxα → Ry. Since T(E) is closed in X there exists z ∈ E such
that Txα → Tz. We apply the inverse operator T−1 to both sides and get that xα → z. Hence
Sxα → Sz and S(E) is closed subspace of Y . Since S(E) is a Banach space and E has a web we
can use the open mapping theorem to conclude that S∣E is an isomorphism. Since the space X is
nuclear it follows that S(E) is nuclear. Since there are no nuclear infinite dimensional normed
spaces ([31, 16.1.4]) we get a contradiction.
2.2 C0-semigroups of operators
In this sectionwe introduce notation and collect definitions and facts from the theory of strongly
continuous semigroups of operators which will be used in the thesis. Froughout this section X
will always denote an arbitrary locally convex space and L(X) the space of continuous operators
on X. For more information on strongly continuous semigroups on locally convex spaces we
refer to [35].
A family M in L(X) is said to be equicontinuous, if for any neigbourhood U of zero in X,
there exists a neighbourhood V of zero such that T(V) ⊂ U for all T ∈ M.
Definition 2.2.1. A one-parameter family (Tt)t≥0 in L(X) is called a C0-semigroup (or strongly
continuous semigroup), if it satisfies the following conditions:
1. TtTs = Tt+s for all t, s ≥ 0
2. T0 = idX
3. limt→s Ttx = Tsx for any s ≥ 0 and x ∈ X.
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AC0-semigroup (Tt)t≥0 is said to be locally equicontinuous, if for any 0 < s <∞ the subfamily
{Tt ∶ 0 ≤ t ≤ s} is equicontinuous in L(X).
If the above properties hold for t, s ∈ R instead of t, s ∈ R+ ∶= [0,∞), we call (Tt)t∈R a
C0-group.
Proposition 2.2.2. [35, Prop. 1.1] If X is barrelled, then every C0-semigroup is locally equicontinu-
ous.
Fe infinitesimal generator (A,D(A)) of a strongly continuous semigroup (Tt)t≥0 on X is










defined for every x in its domain





Proposition 2.2.3. [35, Prop. 1.4] For every locally equicontinuous semigroup on X, its infinites-
imal generator is closed.
Since the space A (R) is barrelled, by Proposition 2.2.2, it follows that the infinitesimal
generator of a C0-semigroup of operators on A (R) is always closed.
Proposition 2.2.4. [35, Prop. 1.2] Let (Tt)t≥0 be a C0-semigroup in a locally convex space X.
1. If x ∈ D(A), then Ttx ∈ D(A) for any t ≥ 0 and Ttx is continuously di×erentiable in t
relative to the topology of X, and
d
dt
Ttx = ATtx = TtAx for every t ≥ 0.
2. An element x ∈ X belongs to D(A) and Ax = y if and only if
Ttx − x = ∫
t
0
Ts yds for every t ≥ 0.
In the case of Banach spaces the well known spectral inclusion theorem holds ([22, 2.5]).
For general locally convex space a similar property holds for the point spectrum.
Proposition 2.2.5. Let (A,D(A)) be the infinitesimal generator of a strongly continuous semig-
roup (Tt)t≥0 acting on a locally convex space X. If x is an eigenvector of Awith an eigenvalue λ,
then for every t ≥ 0
Ttx = e tλx .
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Proof. For a fixed eigenvector x with an eigenvalue λ denote by (St)t≥0 the rescaled semigroup,
St = e−tλTt . Clearly, the semigroup (St)t≥0 is strongly continuous. Let us denote by B the






















we observe that D(B) = D(A) and B = A− λ.
For x ∈ D(A− λ), by Proposition 2.2.4, we have









As Ax = λx by assumption, the right hand side equals 0 and we have Ttx = e tλx.
Hadamard multiplier operators and C0-semigroups
3A continuous operator on A (R) is called a Hadamard multiplier, if every monomial is itseigenvector. Fe goal of this chapter is to investigate the problemof genarating theC0-semigroupby the Hadamard operators. Note that on a non-Banach locally convex space a continuouslinear operator does not always generate a strongly continuous semigroup (see [25]).
We start with a short introduction to the theory of multipliers on A (R), developed by
Domański and Langenbruch [15],[16],[17]. We explain the basic definitions and state represent-
ation theorems for multipliers, which will be our main tool in the second part.
Next we present the criterion for a multiplier to be a generator of a C0-semigroup. We
use it for some Euler di×erential operators. Unfortunately, we were not able to obtain a full
characterization of the generators of C0-semigroups in this class of operators.
Finally, we introduce the concept ofMellin transform and prove that theHardy operator,
H f (x) = 1
x ∫
x
0 f (y)dy, generates a C0-semigroup on A (R).
3.1 Algebra of Hadamard multipliers
A continuous operator M∶A (R)→ A (R) is called a Hadamardmultiplier, if everymonomial
is its eigenvector, i.e.
Mxn = mnxn for all n ∈ N.
We call the sequence (mn)n∈N themultiplier sequence. Sincemonomials are linearly dense in
the spaceA (R), amultiplier is uniquely determined by its multiplier sequence. We will use
notation (M , (mn)) for amultiplier M with multiplier sequence (mn)n∈N.
Femost common examples ofmultipliers are:
• the Euler di×erential operators




anθn f , where θ f (x) = x f ′(x),
• the dilation operator
Da f (x) = f (ax), for a ∈ R,
• theHardy operator





We denote byM(R) the set of all multipliers onA (R). Fe spaceM(R), with the topology
induced from Lb(A (R)), is a closed linear subspace of Lb(A (R)). Moreover, M(R) is an
algebra with composition as a seperately continuous multiplication. In [17] Domański and
Langenbruch investigated the properties of themultipliers and the spaceM(R).
Fe following theorem tells us that eachmultiplier can be represented as a special convolution
with an analytic functional.
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Feorem 3.1.1 (Fe first representation theorem). [17,Fm. 2.6]Femap B∶A (R)′ → M(R)
given by
B(T)(g)(y) ∶= ⟨g(y⋅), T⟩
is a bijective continuous map and the multiplier sequence of B(T) is equal to the sequence of
moments of the analytic functional T , i.e. to (⟨zn , T⟩)n∈N.
We will also need another representation of the spaceM(R). Recall that for a compact set
K ⊂ R we denote by H(C∞ ∖ K) the Fréchet space of functions holomorphic on C∞ ∖ K and
by H0(C∞ ∖ K) its subspace consisting of functions that vanish at infinity. Put
H0(C∞ ∖R) ∶= indK⋐R H0(C∞ ∖ K).
Fe space H0(C∞ ∖R) equipped with theHadamardmultiplication of Laurent series, i.e.





















forms an algebra. Fe algebra H0(C∞ ∖R) is isomorphic to the algebra H(C∞ ∖ 1R) of func-
tions holomorphic at zero which extend to holomorphic functions on C ∖R with Hadamard
multiplication of Taylor series, i.e





















Now, we can state the second representation theorem
Feorem 3.1.2 (Fe second representation theorem). [17, Fm. 2.8] Fe algebra of multipli-
ers M(R) is topologically isomorphic as an algebra with the following algebras of holomorphic
functions:
(1) H0(C∞ ∖R) with Hadamardmultiplication of Laurent series,
(2) H(C∞ ∖ 1R) with Hadamardmultiplication of Taylor series.
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Femultiplier sequence of the givenmultiplier is equal to the Laurent (Taylor) coeÚcients at infinity
(zero) ( fn) of the corresponding function f .
From Feorem 3.1.1 andFeorem 3.1.2 it follows
Corollary 3.1.3. For every functional T ∈ A (R)′ there exists a holomorphic function f ∈ H(C ∖
1
R), f (ξ) = ∑
∞
n= fnξn around zero, with Taylor coeÚcients equal to moments of the functional T ,
i.e. fn = ⟨zn , T⟩.
We will also need the following simple fact
Proposition 3.1.4. [15, Prop. 2.1]Fe following conditions are equivalent:
1. M∶A (R)→ A (R) is amultiplier with amultiplier sequence (mn)n∈N
2. for every function f ∈ A (R), f (z) = ∑∞n=0 fnzn around zero, we have






3.2 C0-semigroups generated by Euler differential operators
In this section we state the criterion for multipliers to generate a C0- semigroup and apply it to
the Euler di×erential operators.
Feorem 3.2.1. Let M∶A (R) → A (R) be a multiplier with the multiplier sequence (mn)n∈N.
Fe following assertions are equivalent:
(i) Femultiplier M generates a C0-semigroup (Tt)t≥0.
(ii) For every t ∈ R+ there exists amultiplier (Tt , (mtn))with themultiplier sequence (mtn)n∈N =
(exp(tmn))n∈N and the map T f ∶R+ → A (R), T f (t) = Tt f is continuous for every
f ∈ A (R).
(iii) For every t ∈ R+ there exists amultiplier (Tt , (mtn))with themultiplier sequence (mtn)n∈N =
(exp(tmn))n∈N and the set {Tt f ∶ t ∈ [0, t0]} is bounded in A (R) for every f ∈ A (R)
and some (equivalently, every) t0 > 0.
Proof. (i)⇒ (ii): From Proposition 2.2.5 it follows that if a C0-semigroup (Tt)t≥0 is generated
by amultiplier (M , (mn)), then it is a semigroup ofmultipliers. Moreover, for every t ∈ R+ the
multiplier sequence of (Tt , (mtn)) is given by mtn = exp(tmn).
(ii)⇒ (iii): Clear.
(iii)⇒ (i): First we will show that themultipliers (Tt , (mtn)) form a semigroup. For every
t, s ≥ 0 and everymonomial xn we have
TtTsxn = Ttesmnxn = e(t+s)mnxn = Tt+sxn .
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Since polynomials are dense in A (R) we get that TtTs = Tt+s for every t, s ≥ 0 and (Tt)t≥0 is
indeed a semigroup.
Now we will show that (Tt)t≥0 is a C0-semigroup. We assume that the set {Tt f ∶ t ∈ [0, t0]}
is bounded in A (R) for arbitrary f ∈ A (R) and some t0 > 0. Notice that for any t1 > 0 we
have {Tt f ∶ t ∈ [0, t1]} ⊂ ⋃Nn=0{Tt f ∶ t ∈ [nt0, (n + 1)t0]} = ⋃Nn=0 Tnt0({Tt f ∶ t ∈ [0, t0]}) for
some N ∈ N. Hence the set {Tt f ∶ t ∈ [0, t1]} is bounded for arbitrary t1.
We denote the natural topology on A (R) by τ. Recall that an operator
V ∶A (R) = indR⊂U H(U)→ C
is continuous if and only if V ○ rU ∶H(U)→ C is continuous for every complex neighbourhood
U of R ([11, 1.25]). Denote by CN the space of all sequences with the topology of pointwise
convergence. Fen the linear map
B ∶ A (R)Ð→ CN






is continuous. Indeed, from the Cauchy inequality we get ∣ f
(n)(0)
n! ∣ ≤ CK ,n ∥ f ∥∞,K for any compact
set K ⊂ U with 0 ∈ IntK. Hence we can consider A (R) with the coarser topology induced by
themap above i.e. τ′ = B−1(τCN), where τCN denotes the topology on CN.
Fe multiplier sequence of Tt equals (e tmn)n∈N. Hence, by Proposition 3.1.4, we have
(Tt f )(n)(0) = e tmn f (n)(0) and themap
C f ∶ R+ Ð→ CN











Consider themapping T f ∶R+ → (A (R), τ), T f (t) ∶= Tt f . Femap
T f ∶R+ → (A (R), B−1(τCN)))
is continuous. Indeed, take an open set U ∈ B−1(τCN)). Hence, there exists an open set V ∈ CN
such that U = B−1(V) and we have
(T f )−1(U) = (T f )−1(B−1(V)) = (B ○ T f )−1(V) = C−1f (V).
Since by the assumption the set {Tt f ∶ t ∈ [0, t0]} is bounded in (A (R), τ), hence compact
and the compact Hausdor× topology is theminimal Hausdor× topology [23, 3.1.14] we get that
τ = τ′ on {Tt f ∶ t ∈ [0, t0]} and themap T f ∶ [0, t0]→ (A (R), τ) is continuous for every t0 ≥ 0.
Hence (Tt)t≥0 is strongly continuous.











e tmn − 1
t
xn = mnxn .
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Hence, A = M on the set of polynomials, which is dense in A (R). As the operator M is
continuous, for any function f ∈ A (R) and a sequence of polynomials pn converging to f , we
have Apn = Mpn → M f in A (R). Because the generator A is closed (Proposition 2.2.3), we get
that f ∈ D(A) and Af = M f .
Fe equivalence (ii)⇔ (iii) in Feorem 3.2.1 can be also proved by [35, 1.1].
From Feorems 3.1.2 and 3.2.1 follows
Corollary 3.2.2. Fe following assertions are equivalent
(1) Femultiplier (M , (mn)) generates a C0-semigroup (Tt)t≥0 on A (R)
(2) For every t ≥ 0 the function ft , ft(z) = ∑∞n=0 exp(tmn)zn, extends to a holomorphic function
belonging to H(C ∖ 1R) and the set { ft ∶ t ≤ t0} is bounded in H(C ∖
1
R) for some t0 ≥ 0.
(3) For every t ≥ 0 the function f̃t, f̃t(z) = ∑∞n=0
exp(tmn)
zn+1 , extends to a holomorphic function
belonging to H0(C∞∖R) and the set { f̃t ∶ t ≤ t0} is bounded in H0(C∞∖R) for some t0 ≥ 0.
Proof. (1)⇔ (2): By Feorem 3.2.1, the statement (1) is equivalent to the operators Tt being
multipliers with multiplier sequences (e tmn)n∈N and {Tt f ∶ t ≤ t0} being bounded in A (R)
for all t0 > 0 and all f ∈ A (R). By Feorem 3.1.2, the operator (Tt , (e tmn)n∈N) is amultiplier
if and only if ft ∈ H(C∞ ∖ 1R), where ft(z) = ∑
∞
n=0 exp(tmn)zn around zero. Since A (R) is
barrelled we can use the uniform boundedness principle [49, Prop. 4.1.3] and get that the set
{Tt f ∶ t ≤ t0} is bounded in A (R) if and only if {Tt ∶ t ≤ t0} is bounded in Lb(A (R)), which
by Feorem 3.1.2 is equivalent to { ft ∶ t ≤ t0} being bounded in H(C∞ ∖ 1R).
(1)⇔ (3): Fe proof is similar to the above.
Lemma 3.2.3. Fe set ofmultipliers generating a C0-semigroup on A (R) is additive.
Proof. Let themultipliers (A, (an)), (B, (bn)) generate the C0-semigroups (TAt , (e tan))t≥0 and
(TBt , (e tbn))t≥0 respectively and let ft , gt ∈ H(C∞∖ 1R) be the corresponding (in view ofFeorem
3.1.2) holomorphic functions. Take t ≥ 0 and choose 0 < ε, δ < 1 such that ft ∈ H(C∞ ∖
((−∞,−ε]∪[ε,∞))) and gt ∈ H(C∞∖((−∞,−δ]∪[δ,∞))). By theHadamardmultiplication
theorem ft ∗ gt ∈ H(C∞ ∖ ((−∞,−εδ] ∪ [εδ,∞))) [42,F. H]. Hence by Feorem 3.1.2 there
exists a multiplier TA+Bt corresponding to ft ∗ gt with the multiplier sequence (e t(an+bn))n≥0.
Since formonomialswe have TA+Bt xn = e t(an+bn)xn = TAt TBt xn andmonomials are linearly dense
inA (R), we get that TA+Bt = TAt TBt . Hence themap TA+B f ∶R+ → A (R), TA+B f (t) = TA+Bt f is
continuous for all f ∈ A (R). Fus by Feorem 3.2.1 themultiplier (A+ B, (an + bn)) generates
a C0-semigroup (TA+Bt )t≥0.
Now we answer the question when the Euler di×erential operator generates a C0-semigroup.
Feorem 3.2.4. Let E ∈ L(A (R)) be a first order Euler di×erential operator,
E f (x) = ax f ′(x) + b f (x).
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Femultiplier E generates a C0-semigroup if and only if a ∈ R.
For a ∈ R the semigroup generated by E is given by
Tt f (x) = ebt f (eatx), f ∈ A (R), x ∈ R.
Proof. Amultiplier (M , (c)) with a constant multiplier sequence generates the strongly con-
tinuous semigroup (Tt)t≥0, Tt f = ect f . Hence by Lemma 3.2.3 without loss of generality we can
assume that b = 0.





e tanzn = 1
1 − ze ta
∈ H0(C∞ ∖ e−ta).(3.1)
Hence for every a ∈ R, t ≥ 0 we have ft ∈ H(C∞ ∖ 1R) and (Tt , (e tan)) is amultiplier. On
the other hand, if a ∉ R then for every t such that ta ≠ kπi, k ∈ Z, we have ft ∉ H(C∞ ∖ 1R) and
E does not generate a C0-semigroup.
To finish the proof we need to show that under the assumption a ∈ R the semigroup (Tt)t≥0
is strongly continuous, i.e., we need to prove the continuity of themap
T f ∶R+ → A (R), T f (t) = Tt f
for arbitrary f ∈ A (R). We can extend themap T f ∶R+ → A (R) to themap T f ∶R→ A (R).
Indeed, by (3.1) for every t < 0 functions ft belong to H0(C∖R) and so there exists amultiplier
Tt with themultiplier sequence (e tan), t < 0.
To prove the continuity we will use the explicit formula of themultipliers Tt with (mtn) =
(e tan). We claim that Tt f (x) = f (e tax). Indeed, for amonomial xn we have
Ttxn(y) = e tanxn(y) = e tanyn = xn(e ta y).
Moreover, observe that the dilation map f ↦ g, g(x) = f (e tax) is linear and continuous on
A (R) for any a, t ∈ R. Fus the claim follows from the density of polynomials in A (R).
As Tt f − Tt+s f = Tt( f − Ts f ) and s ∈ R it is enough to show the continuity at t = 0. Recall
that Ttn f → f in A (R) as tn → 0 if and only if there exists an open complex neighbourhood
U ⊃ R such that Ttn f ∈ H(U) for every n ∈ N and Ttn f → f in H(U).
Let U be a complex open neighbourhood of R such that f ∈ H(U). Let U ′ be a starlike
subset of U containing R and put V ∶= 12U ′. We choose ε > 0 such that e ∣a∣ε < 2. Fen for ∣t∣ < ε
we have e taV ⊂ U ′ ⊂ U and Tt f ∈ H(V).
Now we will show that Ttn f → f in H(V). Let K be a compact set in V . For any compact
set K2 such that K ⊂ K2 ⊂ V , K ⊂ IntK2, and for tn small enough we have e tnaK ⊂ K2 ⊂ V and
lim
tn→0
∥Ttn f − f ∥K = limtn→0 supz∈K
∣ f (e tnaz) − f (z)∣ = 0,
since f is uniformly continuous on compact sets.
We have proved that (Tt)t≥0 is strongly continuous. Finally, by Feorem 3.2.1 the operator
E is the generator of the C0-semigroup (Tt)t≥0.
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Now we consider the Euler di×erential operators of higher orders.
Feorem 3.2.5. Let P(θ) = ∑Kk=0 akθk, θ f (x) = x f ′(x), be a finite order Euler di×erential
operator of degree at least 2. Fe operator P(θ) does not generate a C0-semigroup in the following
cases:
(1) Re aK = . . . = Re al+1 = 0 and Re al > 0 for some l ≥ 2.
(2) aK , . . . , a2 ∈ iQ.
Proof. (1): Fe multiplier sequence of P(θ) is given by (mn) = (P(n)). Assume that P(θ)
generates a C0-semigroup (Tt)t≥0. Fen, by Corollary 3.2.2, for all t ≥ 0 the operator (Tt , e tP(n))
is amultiplier and the function ft , ft(z) = ∑∞n=0 e tP(n)zn around 0, extends to a holomorphic
function in H(C ∖ 1R). In particular, ft is analytic in some neighborhood of zero. But, for every
R > 0 we have
sup
n∈N
∣e tP(n)∣Rn = sup
n∈N
e t Re P(n)Rn > sup
n∈N
e t(a l−ε)n lRn =∞
for some ε > 0.
(2): We start with the case P(θ) = ∑Kk=1 akθk such that ak ∈ iQ for every 1 ≤ k ≤ K
and a0 = 0. We will show, that for every such polynomial P there exists t0 ∈ R+ such that
(mt0n )n∈N = (exp(t0P(n)))n∈N is not amultiplier sequence.
Let P̃(x) = ∑Kk=1 ãkxk be a polynomial such that ãk ∈ Z for all k ≤ K andmn = iS P̃(n),where
S is the common denominator of all the coeÚcients ak
i
. As ã0 = 0 we have that P̃(0) = 0. Let
n0 ∈ N be such that
1. ∣P̃(n0 + 2)∣ = q, q > 2,
2. P̃(n0) /≡ P̃(n0 + 2) (mod 2q).
It is clear that such n0 exists. Indeed, take n0 such that P(n) is monotonous for n ≥ n0. Fen
∣P̃(n0)∣ < ∣P̃(n0 + 2)∣ < 2q.











πi) zn around 0.
Fe expression exp ( P̃(n)
q
πi) takes at most 2q di×erent values and
exp( P̃(n)
q
πi) = exp( P̃(2q + n)
q
πi) .
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Fis implies that ft0 is defined on C except it can have poles of order 1 at 2q-roots of unity.
Now we will show that ft0 ∉ H(C ∖ 1R). Assume that ft0 ∈ H(C ∖
1
R), so ft0 would have only
poles of order 1 in points ±1. Fen g(z) = (1 − z2) ft0(z) ∈ H(C). But













(ξn − ξn−2)zn .
For every k ∈ N we have
ξ2kq+n0+2 = ξn0+2 ≠ ξn0 = ξ2kq+n0
and
∣ξ2kq+n0+2 − ξ2kq+n0 ∣ = δ





∣ξn − ξn−2∣ = 1
and we get a contradiction. Hence ft0 ∉ H(C ∖ 1R) and (P(θ), (P(n))) does not generate a
semigroup.
Now consider P(θ) = ∑Kk=1 akθk, with aK , . . . , a2 ∈ iQ, a1 = ir, r ∈ R ∖Q. Taking t0 = 2Sπ,
where S denotes the common denominator of aK
i
, . . . a2
i
, we get that
e t0P(n) = e2Srπin .







∉ H(C ∖ 1
R
).
By Feorem 3.2.1, (P(θ), P(n)) cannot generate a semigroup.
Summarizing, we have proved that a multiplier (P(θ), (P(n))) with P(θ) = ∑Kk=1 akθk,
aK , . . . a2 ∈ iQ, a1 ∈ iR does not generate a semigroup. Now take amultiplier Q(θ) = P(θ) +
b1θ+c with b1 ∈ R. As the operators (M−b , (−b1n−c)), (Mb , (b1n+c)) generate C0-semigroups
(Feorem 3.2.4) and the sum ofmultipliers being generators is a generator (Lemma 3.2.3) we
conlude that (Q(θ), (Q(n))) generates the semigroup if and only if (P(θ), (P(n))) does,
which finishes the proof.
3.3 The C0-semigroup generated by the Hardy operator
Nowwewill give another example of amultiplier that generates a strongly continuous semigroup
on A (R), i.e., we will show that theHardy operator, H f (x) = 1
x ∫
x
0 f (t)dt, is a generator of a
C0-semigroup. Fe proof is based on the so calledMellin functions, which we define as in [15].
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Definition 3.3.1. Let (κn)n∈N, (Kn)n∈N be increasing sequences of real numbers such that κ1 < 0





(κn + ωKn) for ωKn ∶= {z ∈ C ∶ ∣Im z∣ < Kn Re z}.
Roughly speaking an asymptotic halfplane is the union of shiýed cones. We call a holo-
morphic function f ∈ H(ω) aMellin function for the sequence (mn)n∈N if there exists a constant
C > 0 such that
∣ f (z)∣ ≤ CeC∣Re z∣ for z ∈ ω
and
f (n) = mn .
We will denote the space ofMellin functions by M (ω).
Definition 3.3.2. For a ∈ R we define
Ma(ω) = { f ∈ M (ω) ∶ ∀ j sup
z∈Γj





where Γj = ⋃n≤ j(κn + 1/ j + ωKn).
Fe spaceMa(ω) is a Fréchet space with the fundamental system of seminorms (∥⋅∥ j) j∈N
given by
∥ f ∥ j = sup
z∈Γj




Feorem 3.3.3 ([16, 4.1]). Fere exists a continuous, linear and surjectivemapping
H+a ∶Ma(ω)→ H([0, ea])′
satisfying
⟨H+a ( f ), xn⟩ = f (n) for every n ∈ N.
Now we can prove our main theorem of this section
Feorem 3.3.4. Let H ∈ L(A (R)) be the Hardy operator, H f (x) = 1
x ∫
x
0 f (y)dy. Fe operator
A = ∑Kk=0 akHk, a1, . . . , aK ∈ C generates a C0-semigroup on A (R).
Proof. Femultiplier sequence of theHardy operator H equals ( 1
n+1)n∈N. Hence themultiplier
sequence of (A, (mn)) equals mn = ∑Kk=0
ak




aremultiplier sequences for themultipliers Tt and that the




aremultiplier sequences if and only if there exist functionals
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Ft ∈ A (R)′ satisfying ⟨Ft , xn⟩ = exp (∑Kk=0
tak
(n+1)k ), which by Feorem 3.3.3 is equivalent to the




For the proof it is enough to find a ∈ R, an asymptotic halfplane ω andMellin functions






Ð→ H([0, ea])′ BÐ→ M(R).
Recall that H+a ,B are continuous (Feorems 3.3.3, 3.1.1) with B ○H+ ○ φ(t) = Tt . Hence, if the
function φ is continuous then themap t ↦ Tt f is continuous.
Let ω be an asymptotic halfplane such that κ1 = − 12 , κn = 0 for all n ≥ 2 and consider the
functions µt(z) = exp (∑Kk=0
tak
(z+1)k ), t ≥ 0.



























Hence {µt}t≥0 ⊂ M (ω). Since µt(n) = exp (∑Kk=0
tak
(n+1)k ) , we get that functions µt areMellin































To finish the proof we need to prove the continuity of themap
φ∶R+ →Ma(ω), φ(t) = µt .
Fix t ≥ 0, j ≥ 1. Fen
∥µt − µt+h∥ j = sup
z∈Γj





















∣1 − µh(z)∣ .
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for all z ∈ Γj. Hence µh(z)
h→0
ÐÐ→ 1 uniformly on Γj and











a0 a1 a2 a3 . . .
a1 a2 a3 a4 . . .
a2 a3 a4 a5 . . .
a3 a4 a5 a6 . . .









where (an)n≥0 is a sequence of complex numbers. AHankel operator is a continuous operator
for which the associatedmatrix is aHankel matrix.
In this chapter, we studyHankel operators onA (R). Firstwe give a representation theorem
for Hankel operators and study their properties. In the second part of the chapter, we show the
relation between Hankel operators on A (R) and Hankel operators on the Hardy space H2(D)
and investigate the spectrum ofHankel operators on A (R).
4.1 Characterization of Hankel operators on A (R)
In this section we give a representation theorem for Hankel operators on A (R). We start with
themore precise definition of aHankel operator.
Definition 4.1.1. We say that a continuous operator Γ∶A (R)→ A (R) is a Hankel operator if







We call the function Γx0 ∈ A (R), Γx0 = ∑∞k=0 akξk around zero, the symbol of the operator Γ.
We denote by B the backward shiý operator, i.e. B f (x) = f (x)− f (0)
x
for f ∈ A (R). Since for
every function φ ∈ A (R), φ(z) = ∑∞n=0 φnzn for z around zero, and for every k ∈ N we have
Bkφ(z) = ∑∞n=0 φn+kzn for small z, we can also describe theHankel operator via its relation with
the backward shiý.
Fact 4.1.2. An operator Γ ∈ Lb(A (R)) is a Hankel operator with the symbol φ ∈ A (R) if and
only if Γxn = Bnφ for all n.
We denote by H the set of all Hankel operators on A (R). From the definition ofHankel
operators it is clear that the spaceH is a linear subspace of the space of all linear continuous
operators Lb(A (R)) and we equip H with the topology induced from Lb(A (R)), i.e. the
topology of uniform convergence on bounded subsets ofA (R).
Proposition 4.1.3. Fe space of Hankel operators H is a closed subspace of Lb(A (R)).
25
26 Chapter 4. Hankel operators
Proof. Let (Γα)α be a net converging to Γ in Lb(A (R)). Let fα ∶= Γαx0 and f ∶= Γx0 =
lim Γαx0 = lim fα. By Fact 4.1.2 we have that Γαxn = Bn fα. For any n > 0 we have Γxn =
lim Γαxn = limBn fα = Bn(lim fα) = Bn f . Fis shows that Γ is aHankel operator.
We will now show the integral representation ofHankel operators acting on A (R). If γ is a
C∞ smooth Jordan curve then by the Jordan’s theorem it divides the plane into interior region
bounded by γ and an unbounded exterior region. We will denote them by Int(γ) and Ext(γ)
respectively.








dξ, z ∈ C,(4.1)
where γ is a positively oriented C∞ smooth Jordan curve such that z, 0 ∈ Int(γ) and g( 1
ξ
) is
holomorphic on γ and in Ext(γ). Fen the definition does not depend on the choice of γ and
(1) Γφ∶H({0})→ H(C) is a continuous operator,
(2) Γφ∶A (R)→ A (R) is a bounded Hankel operator.
Proof. (1): Fe space of germs at zero, H({0}), is the inductive limit of the spaces of bounded,
holomorphic functions H∞( 1
n
D) [3, pp. 64]. Hence to prove that the operator
Γφ∶H({0}) = indn H∞( 1nD) → H(C) is continuous, it suÚcies to show that for every n the
operator Γφ∶H∞( 1nD)→ H(C) is well-defined and continuous. For g ∈ H∞(
1
n










where γ is a positively oriented C∞ smooth Jordan curve such that z, 0 ∈ Int(γ) and g( 1
ξ
) is
holomorphic on γ and in Ext(γ). By the Cauchy’s Feorem Γφg(z) does not depend on γ as
long as z and zero are in the interior of γ. Clearly Γφg is di×erentiable in a neighborhood of z
and, as z is arbitrary, Γφg is an entire function.
To show the continuity of Γφ we take an arbitrary compact set K ⊂ C. For γ we take a circle












≤ ∥φ∥γ ρ dist(γ,K)
−1 ∥g∥∞ ,
where ∥φ∥γ = supz∈γ ∣φ(z)∣, ∥g∥∞ = supz∈ 1
n
D ∣g(z)∣.
(2): Since the space A (R) carries the projective and injective limit topology, the inclu-
sions i∶A (R) → H({0}) and j∶H(C) → A (R) are continuous. It follows that the oper-
ator Γφ∶A (R) → A (R) factorizes through a continuous linear operator from an LB-space
H({0}) = indn H∞( 1nD) to a Fréchet space H(C). Hence Γφ is bounded by Proposition 2.1.13.
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It remains to show that Γφ is a Hankel operator. Let φ(z) = ∑∞k=0 φkzk . For everymonomial

































Fe next theorem shows that there are no other Hankel operators.
Feorem 4.1.5. If Γ∶A (R)→ A (R) is a Hankel operator then there exists an entire function φ
such that Γ = Γφ.
Proof. Let Γ be aHankel operator. For everymonomialwe have Γxn(ξ) = ∑∞k=0 an+kξk for ξ near
zero. Fe function φ ∶= Γx0, φ(z) = ∑∞k=0 akzk is real analytic and there exists an open, complex
neighborhood U ⊃ R such that φ ∈ H(U). On the other hand, we consider the functional
δ0 ○ Γ ∈ A (R)′, where δ0 denotes the evaluation at 0. We compute its moments
⟨xn , δ0 ○ Γ⟩ = Γxn(0) = an
for n ≥ 0. By the theory of multipliers (Corollary 3.1.3) there exists a function f , f (z) =
∑
∞
k=0 akzk around zero, which is holomorphic at zero and extends to a holomorphic function on
C∖((∞,−ε)∪(ε,∞)) for some ε > 0. As f = φ on the neighborhood of zero,we have that f = φ.
As φ extends to a function holomorphic on U ⊃ R and holomorphic onC∖ ((∞,−ε)∪ (ε,∞))
we get that φ is an entire function.
We proved that there is a 1 − 1 correspondence between Hankel operators on A (R) and
entire functions. Our next theorem shows that the spaces H and H(C) are even topologically
isomorphic.
Feorem 4.1.6. Fe space ofHankel operators H is topologically isomorphic to the space of entire
functions H(C). Fe isomorphism is given by
Q∶H(C)→H , Q(φ) = Γφ
R∶H → H(C), R(Γ) = Γx0.
andQR =RQ = I.
Proof. Lemma 4.1.4 shows that themapQ∶H(C)→H iswell defined. FemapQ is surjective
by Feorem 4.1.5 and because φ = Γφx0 it is clearly injective.
Now, we prove that the map Q∶H(C) → H , Q(φ) = Γφ is continuous. Since the space
Lb(A (R)) is webbed (Lemma 2.1.11) and H(C) is ultrabornological as a Fréchet space ([40,
24.15]), we can use the closed graph theorem. Take (φα , Γφα)→ (φ, Γ) in H(C) × Lb(A (R)).
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Fen Γ is aHankel operator by Proposition 4.1.3 and, by Feorem 4.1.5, there exists an entire
function ψ such that Γ = Γψ.
From Γφα → Γψ in Lb(A (R)) it follows that
φα = Γφαx0 → Γψx0 = ψ in A (R).
and from φα → φ in H(C) we get that
φα → φ in A (R).
Hence φ = ψ, Γφ = Γψ = Γ and themapQ is indeed continuous.
In order to prove thatR is a continuous inverse ofQ we consider the following diagram
H
S
Ð→ H({0})′ CÐ→ H0(C∞ ∖ {0})
F
Ð→ H(C).
Femap S ∶H → H({0})′, S(Γφ) = δ0 ○ Γφ, is continuous by Lemma 4.1.4(1). By the Köthe-
Grothendieck-da Silva duality ([36, pp. 372-378]) the functional S(Γφ) ∈ H({0})′ corresponds
to a function φ̃ ∈ H0(C∞ ∖ {0}). We denote by C the Cauchy transform, C ∶H({0})′ →
H0(C∞ ∖ {0}), defined by
C (T)(z) = ⟨T , 1
z − ●
⟩ for T ∈ H({0})′.
Since H0(C∞ ∖ {0}) is isomorphic to the space H(C) (the isomorphism is given by themap




)) we get, that themapR∶H → H(C),R = F ○C ○ S is continuous.
It remains to show thatR(Γφ) = φ = Γφx0 and it is indeed the inverse ofQ. We compute












where D(0, R) denotes a disc around zero with radius R > 1∣z∣ . Using the residue theorem we get
















● )(z) = φ(z) we get
R(Γφ)(z) = (F ○C ○ S)(Γφ)(z) = φ(z).
Corollary 4.1.7. Fe space of Hankel operators H is isomorphic to the space H({0})′. Moreover
if T is a continuous linear functional on H({0}) then the symbol of the corresponding Hankel
operator is defined by:
φ(z) = ⟨T , 1
1 − z●
⟩
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Proof. Fe proof ofFeorem 4.1.6 shows that H(C) ≃ H0(C∞ ∖ {0}) ≃ H({0})′ and that the






⟩ = ⟨T , 1
1 − z●
⟩ .
Our next theorem shows the properties of theHankel operator Γφ.
Feorem 4.1.8. Let φ be an entire function. Fe following assertions are equivalent
(1) φ is a polynomial,
(2) Γφ has finite rank,
(3) Γφ is not injective,
(4) the image of Γφ contains a polynomial.
Proof. (1)⇔ (2): Fe equivalence is proved in the same way as the corresponding theorem for
Hankel operators on H2(T) of Kronecker (see for instance [48,Feorem I.3.1]).
Let Γφ∶A (R)→ A (R) be a finite rankHankel operatorwith the symbol φ(z) = ∑∞j=0 φ jz j ∈
H(C) and rank Γφ = n. We denote themonomials by ηk,
ηk(z) = zk .
By the assumption Γφη0, Γφη1, . . . , Γφηn are linearly dependent and there exist complex numbers
c0, . . . , cn, not all 0, such that c0Γφη0 + c1Γφη1 + . . . + cnΓφηn = 0.
For everymonomial we have Γφηk(z) = ∑∞j=0 φ j+kz j. So, denoting by B the backward shiý
operator we have that Γφηk = BkΓφη0 = Bkφ and
c0φ + c1Bφ + . . . + cnBnφ = 0.
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Hence φ = p
q
. Since φ ∈ H(C), we conclude that φ is a polynomial
Conversely, let φ be a polynomial of degree n. Fen for every k > n we have Γφxk = Bkφ = 0
and Γφ(span{zk ∶ z ≤ n}) ⊂ span{zk ∶ z ≤ n}. Since polynomials are dense inA (R)we conlude
that Γφ has finite rank.
(1)⇔ (3):
If φ is a polynomial of degree n then themonomial zn+1 belongs to the kernel of Γφ since
Γφzn = Bn+1φ = 0.




























Hence Γφg = 0 if and only if all coeÚcients with positive indices in the Laurent expansion of
the function φ(z)g( 1
z
) are zero. Equivalently, Γφg = 0 if and only if all coeÚcients with negative
indices in the Laurent expansion of the function φ( 1
z
)g(z) are zero. Since φ is not a polynomial
the function φ( 1
z
) has an essential singularity at zero and for any g ∈ A (R) not identically
equal zero, φ( 1
z
)g(z) also has an essential singularity at zero. Hence g ∉ ker Γφ for all g ∈ A (R),
g /≡ 0.
(1)⇔ (4): Notice first that we have the following relation between Hankel operators and
the backward shiý B:
B ○ Γφ = ΓBφ .(4.2)
Indeed, for everymonomial we have BΓφxn = B(Bnφ) = Bn(Bφ) = ΓBφxn. Hence (4.2) holds
for polynomials. Fe general case follows by density of polynomials.
Assume that there exists a function g ∈ A (R) and a polynomial p of degree n such that
Γφg = p. Since Bn+1p = 0, we have that Bn+1Γφg = ΓBn+1φg = 0. Hence ΓBn+1φ is not an injective
operator and by ((1)⇔ (4)) the function Bn+1φ is a polynomial. Hence φ is a polynomial.
Fe other direction is clear, since φ ∈ Im Γφ.
4.2 Spectra of Hankel operators
In this section we study the spectrum of aHankel operator Γφ∶A (R)→ A (R).
First we show that the spectrum of a Hankel operator Γφ∶A (R) → A (R) is the point
spectrum. We will use the following lemma
Lemma 4.2.1. [57, Satz 1] Let E be a Mackey complete locally convex space and let T be a
continuous, bounded, strictly singular operator on E. Fen
1. for all λ ∈ C ∖ {0} the operator λI − T is Fredholm with index 0,
2. Fe resolvent R(λ, T) = (λI − T)−1 is an Lb(E)-valuedmeromorphic function on C ∖ {0}
for which the coeÚcients of all the principal parts in all its poles are finite-dimensional
operators.
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Proposition 4.2.2. For every function φ ∈ H(C) and every λ ∈ C ∖ {0} the operator Γφ − λI is a
Fredholm operator with index 0. Moreover the spectrum of the Hankel operator Γφ is the sum of
point spectrum and 0.
Proof. We proved that the operator Γφ is bounded (Lemma 4.1.4) and strictly singular (Proposi-
tion 2.1.14). Hence the first part follows from the preceding lemma. Feorem 4.1.8 shows that
for any function φ ∈ H(C) the operator Γφ is not invertible, hence zero always belongs to the
spectrum.
Fe class ofHankel operators have been intensively studied on the classical Banach spaces
of analytic functions. We will now show the relation between Hankel operators on A (R) and
the small Hankel operators acting on the Hardy space H2(D). For the Hardy space case we use
the following notation. Let D be the open unit disc in C and let T = ∂D be the unit circle with
normalized arc length dσ . Let H2 = H2(D) be theHardy space, i.e.





∣ f (re it)∣2 dt }
and let P∶ L2(T, dσ)→ H2 denote the Szegö projection,





For a function f ∈ L∞(T) the small Hankel operator H f ∶H2 → H2 is defined by
H f g = P( f g), g ∈ H2.
Let the space X ≠ H(C) be such that the inclusions X ↪ H({0}),H(C)↪ X are continuous.
Fe space L(H({0}),H(C)) consists of all continuous operators on X which can be extended
to operatorsmapping H({0}) into H(C). We add IX , the identity operator on X, to this algebra
and denote the new algebra by L(H({0}),H(C))∗. Fen L(H({0}),H(C))∗ ⊂ L(X) and we
have the following theorem
Feorem 4.2.3. ([10,F. 2.3]) An element A ∈ L(H({0}),H(C))∗ is invertible in L(X) if and
only if it is invertible in L(H({0}),H(C))∗.
Fe proof is the analogue of the proof in [10, F. 2.3]. For the completness we present it
here.
Proof. It is clear that if an element is invertible in L(H({0}),H(C))∗ then it is invertible in
L(X).
For the other direction let A+ λ ∈ L(H({0}),H(C))∗ be invertible in L(X). Since ImA ⊂
H(C) ≠ X the operator A is not invertible, hence λ ≠ 0. Let B + 1
λ
∈ L(X) be an inverse of A+ λ,
i.e.
(A+ λ) (B + 1
λ
) = IX (B +
1
λ
) (A+ λ) = IX .
By the first equation we have
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Since ImA ⊂ H(C) we have B∶X → H(C). By the second equation we have





Since BA∶H({0}) → H(C) then B∶H({0}) → H(C). Hence B ∈ L(H({0}),H(C)) and
(B + 1
λ
) ∈ L(H({0}),H(C))∗ is the inverse of A+ λ.
Feorem 4.2.4. Let φ ∈ H(C). Fen σ(Γφ) = σ(Hφ).
Proof. For any function φ ∈ H(C) the operator Γφ∶H({0})→ H(C) is continuous by Lemma
4.1.4. From the projective and injective description of the topology ofA (R)we have continuous
inclusions A (R) ⊂ H({0}), H(C) ⊂ A (R). Hence, due to Feorem 4.2.3 the spectrum of the
operator Γφ ∈ L(A (R)) is the same as the spectrum of Γφ in L(H({0}),H(C))∗. But we also
have continuous inclusions H2(D) ⊂ H({0}), H(C) ⊂ H2(D) and we can apply Feorem 4.2.3
to the space X = H2(D). Hence the spectrum of Hφ ∈ L(H({0}),H(C))∗ is the same as the
spectrum of Hφ in L(H2(D)). Because on H2(D) we have Γφ = Hφ we get that σ(Γφ) = σ(Hφ).
In the last part of the chapter we will need the notions of the Besov class Bsp, the sequence
spaces ℓp and the space s of rapidly decreasing sequences. Fere are several equivalent definitions
of Besov spaces with certain restrictions on the parameters. We recall here one of them, the one
with themodulus of smoothness of the function. Please note that in case s > 1
p
− 1 this definition
is equvalent to the one based on Fourier transform.

















where ∆t f (e ix) = f (e i(x+t)) − f (e ix) and ∆nt = ∆t∆n−1t .














Now, we recall the basic facts concerning the Schatten-von Neumann class of operators
Sp on the arbitraryHilbert space H. We say that an operator T belongs toSp if the sequence
(sn(T)) of eigenvalues of (T∗T)1/2 belongs to ℓp. From theWeyl theorem (see for instance [50,
3.5.5]) it follows that the operator idealSp is of eigenvalue type ℓp, which means that for every
operator T ∈Sp the sequence of its eigenvalues is in ℓp, i.e. (λn(T)) ∈ ℓp.
Fe following theorem of Peller characterizes the Schatten-von Neumann classes of Hankel
operators on H2.
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Feorem 4.2.7. ([47,F. 1’]) Suppose φ is analytic in the disc D, and 0 < p <∞. Fen Hφ ∈Sp




Proposition 4.2.8. Let φ ∈ H(C) and σ(Γφ) = σ(Hφ) = {0} ∪ {λn ∶ n = 1, 2 . . .}. Fen
(λn)∞n=0 ∈ s.
Proof. Since φ is an entire function it belongs to each Besov space, i.e. φ ∈ B
1
p
p for all p > 0
([56, 3.5.1 Feorem 1]). Hence, by Feorem 4.2.7, Hφ ∈Sp for all p > 0. Fis implies, that the
sequence of eigenvalues of Hφ belongs to the space ℓp for all p > 0. Because every decreasing
sequence in ⋂p>0 ℓp belongs to s ([51, 8.5.5 Lemma 2]) we get that (λn)∞n=0 ∈ s.

Toeplitz operators
5In this chapter we study the Toeplitz operators on A (R). Fe class of Toeplitz operators werethourogly studied on the classical Hardy spaceH2(D). In [13] Domański and Jasiczak developedthe theory of Toeplitz operators on A (R). Fe theory was further extended by Jasiczak in[32],[33].
We start with a short introduction to the theory of Toeplitz operators on A (R). We intro-
duce the symbol space, state the representation theorem and the theorem on characterization
of Fredholm Topelitz operators. Finally we prove the analouge ofWiener-Hopf factorization
theorem. In the next sectionwe study the problemof one sided invertibility ofToeplitz operators.
Finally, we investigate commutators of Teoplitz operators and show when such commutator has
finite rank.
5.1 Toeplitz operators on A (R) and the symbol space X









a0 a−1 a−2 a−3 . . .
a1 a0 a−1 a−2 . . .
a2 a1 a0 a−1 . . .
a3 a2 a1 a0 . . .









where (an)n≥0 is a sequence of complex numbers. A Toeplitz operator is a continuous linear
operator for which the associatedmatrix is a Toeplitzmatrix. More precisely
Definition 5.1.1. We say that a continuous linear operator T ∶A (R) → A (R) is a Toeplitz
operator if there exist complex numbers . . . , a−1, a0, a1, . . . ∈ C such that for all n ∈ N locally
near zero
Txn(ξ) = a−n + a−n+1ξ + a−n+2ξ2 + . . . .
Similarly to the classical case, a Toeplitz operator T ∶A (R)→ A (R) is the compression of
amultiplication operator [13]. Roughly speaking T is of the form PMF , where P is a projection
onto A (R) andMF is themultiplication by a function from some space X , called the symbol
space. We will now describe the symbol space X and the projection P.
Let U be an open neigbourhood of R and K ⊂ U a compact subset of R and let H(U ∖ K)
denote the Fréchet space of functions holomorphic in U ∖ K. Define the symbol space as the
inductive limit of Fréchet spaces
X ∶= indU ,K H(U ∖ K),
where U runs over all open neigbourhood of R and K ⊂ U through all compact subset of R.
For the proof that the corresponding inductive topology exists, we refer to [13]. Notice that
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it is enough to take the inductive limit indH(U ∖ K), where U is simple connected and K is
connected. Further on we will assume this.
Two functions F1 ∈ H(U1 ∖K1), F2 ∈ H(U2 ∖K2) are considered equivalent in X if and only
if there exist an open set U ⊂ U1 ∩U2 and compact set K ⊃ (K1 ∪ K2) such that F1∣U∖K = F2∣U∖K .
Elements of X , which we will call symbols of Toeplitz operators, are equivalence classes with
respect to the above defined equivalence relation. In this thesis we will usually identify function
F ∈ H(U ∖ K) with its equivalence class with respect to this relation.Fis should not lead to
confusion.
Recall that we denoted by H0(C∞ ∖R) the space indK H0(C∞ ∖ K), where K runs over all
compact subsets of R.
Feorem 5.1.2. [13,Fm. 3.3]Fe space X can be decomposed as
X = A (R)⊕H0(C∞ ∖R) ⋍ A (R)⊕A (R)′.
For any function F ∈ X there exist an open and simply connected set U ⊃ R and a compact,
connected subset K ⊂ R, 0 ∈ K such that F ∈ H(U ∖K). Let C∶X → X be the Cauchy transform,
i.e.,






where γ denotes a C∞ smooth Jordan curve in U ∖K seperating∞ and K such that indγ(z) = 1.
Fe operator C is a continuous projection onto A (R)([13,Fm. 3.2]).
For any function F ∈ X we denote by MF ∶X → X themultiplication operator,MF f = F f
for f ∈ X .
Feorem 5.1.3. [13,Fm. 1]Fe following assertions are equivalent
1. T ∶A (R) → A (R) is a Toeplitz operator, i.e. T is continuous operator such that locally
near zero
T(xn)(z) = a−n + a−n+1z + a−n+2z2,(5.1)
for some complex numbers an, n ∈ N.
2. there exists a function F ∈ X such that
T = CMF ,
where MF is themultiplication operator and C is the Cauchy projection.





where γ is a C∞ smooth Jordan curve in U ∖ K surrounding K and F ∈ H(U ∖ K).
A continuous operator T ∶A (R) → A (R) is called Fredholm if it has finite dimensional
kernel and cokernel. If T is Fredholm we define its index by
indexT = dimkerT − dim cokerT .
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Feorem 5.1.4. [13,Fm. 2] A Toeplitz operator TF ∶A (R)→ A (R) with F ∈ X is a Fredholm
operator if and only if there exist an open complex set U ⊃ R and a compact set K ∈ R such that
F(z) ≠ 0 for z ∈ U ∖ K. If TF is Fredholm then the index of TF is equal to the winding number of
F, i.e.,
indexTF = −winding F .
Recall the definition of the winding number. Let F ∈ H(U ∖ K) be not-vanishing on U ∖ K.
Let γ∶T→ U ∖ K be a di×eomorphism such that Indγ(0) = 1. We define the winding number
of F as IndF○γ(0) and denote it by winding F. Note that this definition does not depend on the
choice of γ.
Feorem 5.1.5. [32,Fm. 5.1] A Toeplitz operator TF ∶A (R)→ A (R) is invertible if and only if
it is a Fredholm operator of index zero.
Feorem 5.1.6. [32, Fm. 1.2] Let TF ∶A (R) → A (R) be a Topelitz operator with non-zero
F ∈ X . Fen either kerTF = {0} or kerT ′F = {0}.
Now, we prove an analogue of the Simonenko theorem onWiener-Hopf factorization of
Toeplitz operators acting on the weighted Hardy spaces on curves (see, e.g., [6]). Fe proof
is similar to the classical one. Analogously to the classical setting, we say that f ∈ X admits a
Wiener Hopf factorization in X , if f can be written in the form
f (z) = f−zk f+,
where f−, f −1− ∈ indK H(C∞ ∖ K), f+, f −1+ ∈ A (R) and k ∈ Z. We use the notation f −1 ∶= 1/f .
We denote by Q∶X → X the projection complementary to C, i.e. Q = I − C.
Lemma 5.1.7. Assume that at least one of the condition holds : F ∈ H(C∞∖R), G ∈ A (R). Fen
TFG = TFTG .(5.2)
Proof. Fe Toeplitz operator TF ∶A (R)→ A (R) can be written in the form TF = CMFC. We
can calculate
TFG = CMFGC = CMF(CMG + QMG)C = CMFCMGC + CMFQMGC = TFTG + CMFQMGC .
If F ∈ H(C∞ ∖R) then CMFQ = 0. If G ∈ A (R) then QMGC = 0.
Lemma 5.1.8. Let F ∈ X and consider three operators:
• TF ∶A (R)→ A (R),
• (CMFC + Q)∶X → X ,
• (MFC + Q)∶X → X .
If one of these operators is invertible then so are the other two.
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Proof. By Feorem 5.1.2 the space X can be decomposed as a direct sum:
X = A (R)⊕H0(C∞ ∖R).
Fe operator CMFC + Q can be written as the operator matrix
(
TF 0








Im(CMFC + Q) = ImTF ⊕H0(C∞ ∖R),
ker(CMFC + Q) = kerTF ,
which prove that TF is invertible if and only if CMFC + Q is invertible.
To get the assertion for the pair MFC + Q and CMFC + Q notice that
MFC + Q = (CMFC + Q)(I + QMFC) and (I + QMFC)−1 = (I − QMFC).
Indeed
(CMFC + Q)(I + QMFC) = CMFC + CMFCQMFC + Q + QMFC
= (C + Q)MFC + Q = MFC + Q ,
(I + QMFC)(I − QMFC) = I − QMFC + QMFC − QMFCQMFC = I.
Now we state the factorization theorem.
Feorem 5.1.9. A Toeplitz operator TF ∶A (R) → A (R), F ∈ X , is Fredholm if and only if F
admits aWiener-Hopf factorization in X , i.e.
F = F−zkF+,
where F+, F−1+ ∈ A (R), F−, F−1− ∈ H(C∞ ∖R) and k = − indexTF .
Proof. (⇒): Let TF be a Fredholm operator with index k. We put G = Fzk. By Lemma 5.1.7
TG = TFTzk (if k > 0) or TG = TzkTF (if k < 0).(5.3)
By Feorem 5.1.4 the operator Tzk is Fredholm with indexTzk = −k. Hence (5.3) implies that
indTG = 0. UsingFeorem 5.1.4 again we get that the winding number of G and G−1 is zero.
Hence, by Feorem 5.1.5, we get that both operators TG and TG−1 are invertible.
By Lemma 5.1.8 we also get invertibility of the operators MGC + Q and MG−1C + Q. Let
φ,ψ ∈ X be the solutions of the equations:
(MGC + Q)φ = 1, (MG−1C + Q)ψ = 1.
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We put
φ+ ∶= Cφ, ψ+ ∶= Cψ.
Since C is the projection onto A (R), there exists an open complex neigbourhood U of R such
that φ+,ψ+ ∈ H(U). Hence
Gφ+ = 1 − Qφ, G−1ψ+ = 1 − Qψ
with Qφ,Qψ ∈ H0(C∞∖K) for some compact set K ⊂ R. For an open set U ⊃ R and a compact
set K ⊂ R by the Liouville theorem we have H(U) ∩ H(C∞ ∖ K) = {constant functions}.
Since φ+ψ+ = φ+GG−1ψ+ = (1 − Qφ)(1 − Qψ) and (1 − Qφ)(1 − Qψ)(∞) = 1 we get that
φ+ψ+ = constant = 1.
Finally we put
F+ = ψ+, F− = 1 − Qφ
Fen F−1+ = φ+, F−1− = 1 − Qψ and
F−z−kF+ = (1 − Qφ)z−kψ+ = (1 − Qφ)z−kGG−1ψ+ = (1 − Qφ)z−kG(1 − Qψ) = z−kG = F .
(⇐): If F admits a factorization of this form then F ≠ 0 on some U ∖ K, U - open complex
neighborhood of R, K - compact subset of R, and TF is Fredholm by Feorem 5.1.4. Since by
Lemma 5.1.7 we have
TF+TF−1+ = I and TF−TF−1− = I,
Feorem 5.1.5 asserts that indTF+ = 0 and indTF− = 0. Finally, we use Lemma 5.1.7 once again,
and get
indTF = ind (TF−TzkTF+) = −k.
5.2 Invertibility of Toeplitz operators
Feorem 5.1.5 from the previous section states that a Topelitz operator TF ∶A (R)→ A (R) is
invertible if and only if it is a Fredholm operator of index zero. In this section, which is based
on joint work with Jasiczak [27], we study one sided invertibility of the Toeplitz operators.
Our starting point is Feorem 5.2.1, but first we need to introduce some notation. Let F ∈ X
and let F̃ ∈ H(U ∖ K), K ⊂ R-compact, U ⊃ R open, be its representative, i.e. F = [F̃]∼. We say
(i) that F has real zeros going to infinity if there are xn ∈ R such that lim ∣xn∣ = ∞ and
F̃(xn) = 0.
(ii) that F has non-real zeros accumulating at a real point if the function F̃ has zeros zn ∉ R
whose limit lim zn exists and belongs to R.
Observe that these properties depend only on the germ F ∈ X and do not depend on the choice
of U , K and the representative F̃ ∈ H(U ∖ K) of F.
Feorem 5.2.1. [33, Fm. 1.6] Assume that F ∈ X does not vanish identically. Consider the
Toeplitz operator TF ∶A (R)→ A (R).
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(i) If F has no real zeros going to infinity and no non-real zeros accumulating at a real point,
then the kernel of TF is finite dimensional, the cokernel is finite dimensional and the image
of TF is closed;
(ii) If F has non-real zeros accumulating at a real point, but has no real zeros going to infinity,
then the operator TF is surjective and the kernel of TF is infinite dimensional;
(iii) If F has real zeros going to infinity, but has no non-real zeros accumulating at a real
point, then the operator TF is injective and the range of TF is a closed subspace of infinite
codimension;
(iv) If F has both real zeros going to infinity and non-real zeros accumulating at a real point, then
the operator TF is injective and the range of TF is a dense subspace of infinite codimension.
For any F ∈ X on of the above four cases holds true.
It is clear that if the operator is leý invertible then it is injective. Hence the operator TF is
not leý invertible if the case (ii) holds. Moreover, if A is a leý inverse of TF then TF ○ A is a
continuous projection onto the range of TF . Hence the operator TF is leý invertible only if the
range of TF is a complemented subspace ofA (R).
Feorem 5.2.2 (Jasiczak). Assume that F ∈ X has real zeros going to infinity, but has no non-real
zeros accumulating at a real point. Fen there exists a sequence of continuous linear functionals






Fe range of the operator TF is not a complemented subspace ofA (R).
It follows that a Toeplitz operator can be leý-invertible only if (i) holds, i.e. it is a Fredholm
operator. More precisely,
Feorem 5.2.3 (Jasiczak). A Toeplitz operator TF ∶A (R) → A (R), F ∈ X , is leý-invertible if
and only if TF is an injective Fredholm operator.
A right-invertible operator is surjective. Hence, aToeplitz operator TF can be right-invertible
only in cases (i) and (ii). We will show that, in fact, TF is right-invertible if and only if it is a
surjective Fredholm operator. To exclude the (ii) case, we use the adjoints and show that the
operator T ′F ∶A (R)′b → A (R)′b is not leý-invertible. Similarly to Feorem 5.2.2 we will prove
Feorem 5.2.4. Assume that F ∈ X has non-real zeros accumulating at a real point, but has no
real zeros going to infinity. Fen the range of T ′F is not complemented in A (R)′ and the operator
T ′F is not leý-invertible.
Froughout the proof we identify the spaceA (R)′
b
with the function space H0(C∞ ∖R).
For F ∈ X the operator T ′F ∶H0(C∞ ∖R)→ H0(C∞ ∖R) is given by





dξ for z ∈ Ext(γ),
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where F ∈ H(U ∖ K), g ∈ H0(C∞ ∖ L) and γ is a positively oriented C∞ smooth Jordan curve
in U such that K ∪ L ⊂ Int(γ).
In the proof of Feorem 5.2.4 we use the dual space of H0(C∞ ∖ R), which is the space
A (R) itself, i.e., for any continuous functional φ∶H0(C∞ ∖R) → C there exist an open set
U ⊃ R and a function g ∈ H(U) such that
φ( f ) = ⟨ f , g⟩ = ∫
γ
f (z)g(z)dz, f ∈ H0(C∞ ∖R),(5.4)
where f ∈ H0(C∞ ∖ L) for some compact set L ⊂ R and γ is a C∞ smooth Jordan curve in
U ∖ L such that L ∈ Int(γ). Since for every functional φ ∈ H0(C∞ ∖R)′ there exist the unique
function g satisfiying (5.4), to simplify notation we shall identify the functional φ with the
corresponding function g ∈ A (R).
For any open sets U ,W ⊃ R, compact sets K , L ⊂ R and functions F ∈ H(U ∖ K), f ∈
H0(C∞ ∖ L), g ∈ H(W) we have
⟨T ′F f , g⟩ = ⟨ f , TF g⟩ = ∫
γ
F(z) f (z)g(z)dz(5.5)
where γ is a positively oriented C∞ smooth Jordan curve in (U ∩W) such that (K ∪L) ∈ Int(γ).
Indeed, by the Fubini theorem we have
⟨T ′F f , g⟩ = ∫
γ1























where γ1, γ2 are positively oriented C∞ smooth Jordan curves in (U ∩W) ∖ (K ∪ L) such that
(K ∪ L) ∈ Int(γ1) and (K ∪ L) ∈ Int(γ2).
We will need the following auxiliary lemmas and facts.






Proof. Since kerA = (ImA′)○ we have
(kerA)○ = (ImA′)○○ ⊃ ImA′.
To show that (kerA)○ ⊂ ImA′ we define themap A0∶A (R)/kerA→ A (R), A0(x + kerA) =
Ax. Femap A0 is a continuous linear bijection. Fe spaceA (R) is ultrabornological. Since
A (R) has a web, so does the space A (R)/kerA [40, Lemma 24.28]. Hence we can use the
open mapping theorem and get the continuous inversemap
A−10 ∶A (R)→ A (R)/kerA.
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Take y ∈ (kerA)○ and define the functional y∶A (R)/kerA→ C by
y ∶ (x + kerA)↦ y(x).
Let
η ∶= y ○ A−10 .
Obviously η ∈ A (R)′. For x ∈ A (R) we have
⟨A′η, x⟩ = ⟨η,Ax⟩ = ⟨η,A0(x + kerA)⟩ = y(x + kerA) = y(x).
Hence (kerA)○ ⊂ ImA′. Finally, we have (kerA)○ = ImA′ and because (kerA)○ is a closed set
we get that ImA′ is closed.
Lemma 5.2.6. Let F ∈ H(U ∖ K) vanish on zn ∈ C ∖R with accumulating points in compact set
K ⊂ R. Fe image of the Toeplitz operator T ′F ∶A (R)′b → A (R)′b is closed.
Proof. Under this assumption, by Feorem 5.2.1, the operator TF ∶A (R)→ A (R) is surjective
and we can apply Lemma 5.2.5.




is Fredholm then its image is closed.
Proof. Similarly to the classical Banach case (see e.g. [34, Lemma 332]), the proof is based on the
open mapping theorem. Since the spaceA (R) is Schwartz its dual A (R)′
b
is ultrabornological
([40, Prop. 24.23]). For a compact set K ⊂ R the space H0(C∞ ∖ K) admits a web as a Fréchet
space ([40, 24.29]), and the space H0(C∞ ∖R) admits a web as an inductive limit of webbed
spaces ([40, Lemma 24.28]). Let Y be a closed finite dimensional subspace of A (R)′
b
such
that ImA⊕ Y = A (R)′. By Lemma 2.1.7 the spaceA (R)′
b
/kerA+ Y also admits a web. Now
consider the operator
Ã∶A (R)′b/kerA⊕ Y → A (R)′, Ã( f + kerA, y) = Af + y.
Fe operator Ã is clearly continuous and surjective. By the open mapping theorem it is open.
Note that ImA = Im Ã(A (R)′
b
/kerA⊕ {0}), which completes the proof.
Feorem 5.2.8. If an operator TF ∶A (R) → A (R), F ∈ X , is a Fredholm operator, then the
adjoint operator T ′F ∶A (R)→ A (R) is also a Fredholm operator. Moreover
indexT ′F = − indexTF .
Proof. By the assumption ImTF is a subspace of finite codimension of the bornological space
A (R). Hence, by [31, Fm 13.5.2] it is bornological. Since it is closed ([13, Prop. 5.1]) in a
complete space, it is ultrabornological ([40, 24.15(b)]). Hence we can use the open mapping
theorem for themap TF ∶A (R)→ ImTF to conclude that TF is open. According to [52, Satz 1.1]
the operator TF is a ρ-transformation ([52, Definition 1.1]). By [52, Satz 7.1] the adjoint operator
TF ∶A (R)′b → A (R)′b is a ρ-transformation and the following holds
dimkerTF = codim ImT ′F , dim codimTF = dimkerT ′F .
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Lemma 5.2.9. Let F ∈ H(U ∖K) and let γ be a C∞ smooth Jordan curve in U and K ⊂ Int(γ). If
∫
γ
F(z)z−kdz = 0 k = 1, 2, . . . ,
then F can be holomorphically extended to C∞ ∖ K.
Proof. By Feorem 5.1.2 we can decompose the function F into F = F+ + F−, where F+ ∈ H(U),




























) zk−2dz = ∫
γ
F+(z)z−kdz = ⟨z−k , F+⟩.
If the functional F+ vanishes on all the z−k then it has to be zero, since span{z−k ∶ k = 1, 2, . . .}
is dense in H0(C∞ ∖ K).
Recall that for any f , g ∈ H0(C∞ ∖ K), K ∈ R compact, we have
∫
γ
f g = 0
for every γ such that K ⊂ Int(γ). Indeed, we change the order of integration and get
∫
γ





) g ( 1
z
) z−2dz = 0,
since both functions f ( 1z )/z and g( 1z )/z are holomorphic in Int(1/γ).
Now we set the stage for the proof ofFeorem 5.2.4.
Let F ∈ X satisfy condition (ii) in Feorem 5.2.1. Let (zn) be a sequence of non-real zeros
of F and let (cn)n∈N be a sequence in K such that
dist(zn ,K) = ∣zn − cn∣ .
We assume that
dist(z1,K) ≥ dist(z2,K) ≥ . . . .









where Emnpn denotes theWeierstrass elementary factor, i.e.,
Emnpn (z) = (1 − z)mn exp(mn (z +
z2
2
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the function F0 does not vanish on U ∖ K, mn denotes themultiplicity of zn and (pn)n∈N is a




mn(r ∣zn − cn∣)pn+1 <∞ for all r > 0.
Notice that we can always find a function F̃ from the equivalence class of F in X such that
F̃ factorizes as
F̃(z) = E(z)F̃0(z),
where E ∈ H(C∞ ∖ {c1, c2, . . .}) is aWeierstrass product, F̃0 does not vanish on some V ∖ K
and indexT ′
F̃0
= −1. Indeed, let k be the index of T ′F0 and choose the natural numbers N , lN ,
lN ≤ mN such that
m1 + . . .mN−1 + lN = ∣k + 1∣ .






z−cn ) F0(z). By Feorem 5.2.8 we have
indT ′G0 = − indTG0 , hence we get













mn − lN + k = −1




















mn + lN − ∣k∣ = −1.
Naturally, in both cases there exist an open neigbourhood V of R such that {z1, . . . , zN−1} ∉ V ,
which means that G0 does not vanish on V ∖ K. Now, we write
F(z) ∶= E(z)G0(z),


















Fe next lemma is the key factor in the proof. Recall that we identify the functionals on
H0(C∞ ∖R) with the corresponding functions from A (R) satisfiying (5.4).
Lemma 5.2.10. Assume thatG0 ∈ H(U∖K) does not vanish inU∖K for some open neighbourhood




exists a function φ ∈ A (R) such that
Im(T ′G0) = kerφ.
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Proof. Since T ′G0 is a Fredholm operator, by Proposition 5.2.7, it has closed image. From
indexT ′G0 = −1 we have that dim cokerT
′
G0
> 0. Consider the spaceA (R)′/ImT ′G0 and let ξ̃ be
a non-zero functional on it. Denote by π the quotient map
π∶A (R)′ → A (R)′/ImT′G
0
.
Fe functional ξ ∶= ξ̃ ○ π is a non-zero functional on A (R)′ such that ⟨ f , ξ⟩ = 0 for all
functions f ∈ ImT ′G0 . Hence ImTG0 ⊂ ker ξ. Since indexTG0 = 1, by Feorem 5.1.6, we get that
kerT ′G0 = {0} and dim cokerT
′
G0
= 1. Hence ImT ′G0 = ker ξ.
Lemma 5.2.11. Assume thatG0 ∈ H(U∖K) does not vanish inU∖K for some open neighbourhood














for some sequences (cn) ⊂ K, (zn) ⊂ U ∖ K such that dist(zn ,K) = ∣zn − cn∣. Fen










In other words, if ψ vanishes on ImT ′G then




, . . . , φ
(z − z1)i1
, . . . , φ
z − zN












for some sequences (cn) ⊂ K, (zn) ⊂ U ∖ K such that dist(zn ,K) = ∣zn − cn∣ and sequences
(in), (pn) ⊂ N such that theWeierstrass product is convergent. Fen















for z ∈ (U ∩ V) ∖ K.
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Proof. (i): Fe function G has finitelymany zeros in U ∖ K, all of them at the points zn, n ∈ N.
Hence there exists an open set V ⊂ U , containing R, such that G does not vanish on V ∖ K. It
follows from Feorem 5.2.1 that TG is a Fredholm operator and we can compute









Hence indexTG > 0 anddimkerTG > 0. ByFeorem 5.1.6we get kerT ′G = {0} anddim cokerT ′G =
∑
N
n=1 in + 1
Consider the family of functions




, . . . , φ(z)
(z − z1)i1
, . . . , φ(z)
z − zN
, . . . , φ(z)
(z − zN)iN
} .
We treat the family G ⊂ A (R) as functionals on H0(C∞ ∖R). We prove that the functionals
from G vanish on ImT ′G . Indeed, take ψ ∈ G. For f ∈ H0(C∞ ∖R), n ≤ N and j ≤ in we have
⟨T ′G f ,ψ⟩ =
1
2πi ∫γ
G(z) f (z)ψ(z)dz = 1
2πi ∫γ
G0(z)E(z)φ(z) f (z)
(z − zn) j
dz = ⟨T ′G0 g , φ⟩




⟨T ′G f ,ψ⟩ = 0.
We proved that ImT ′G ⊂ ⋂ψ∈G kerψ. We will show that dim spanG = ∑
N
n=1 in + 1. Fis ends
the proof since it means that both spaces ImT ′G and⋂ψ∈G kerψ have the same codimension and
have to be equal.
To prove that functions from G are linearily independent assume that

































Since on the right we have a sum of meromorphic functions with poles of di×erent order it
follows that all the αi j have to be zero.
(ii): Recall, that by the assumption the function φ ∈ A (R) satisfies Im(T ′G0) = kerφ. Take
f ∈ H0(C∞ ∖R). For any n ∈ N and 0 ≤ j ≤ in we have
⟨T ′G f ,
φ





(z − zn) j
f (z)φ(z)dz = ⟨TG0 g , φ⟩ = 0,
where g(z) = E(z) f (z)(z−zn) j , g ∈ H0(C∞ ∖ K). Hence








(z − zn) j
.
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To prove the other inclusion we assume that the functional ψ ∈ H(V) ⊂ A (R) vanishes on
Im(T ′G), i.e., for any compact set K ⊂ R and f ∈ H0(C∞ ∖ K) we have ⟨T ′G f ,ψ⟩ = 0. Fen
0 = ⟨T ′G f ,ψ⟩ = ∫
γ
G(z) f (z)ψ(z)dz = ∫
γ
(Gψ)(z) f (z)dz,
where γ is a C∞ smooth Jordan curve in (V ∩ U) ∖ K such that K ∈ Int(γ). Since Gψ ∈
H(V ∩ U ∖ K), by Lemma 5.2.9, we get that Gψ holomorphically extends to C∞ ∖ K. Put








)G0(z)ψ(z) for z ∈ (V ∩U) ∖ K .








)G0(z)ψ(z) for z ∈ (V ∩U) ∖ K .










for z ∈ (V ∩U) ∖ K .
For GN(z) ∶=∏Nn=1 E inpn (
zn−cn
z−cn )G0(z) and f ∈ H0(C∞ ∖R) we have
⟨T ′GN f ,ψ⟩ = ∫
γ
GN(z) f (z)ψ(z)dz = ∫
γ
f (z)bN(z)dz = 0
since f , bN ∈ H0(C∞ ∖ L) for some compact set L ⊂ R. Fis means that ψ vanishes on the
ImT ′GN . From the point (i) of the Lemma we get that
ψ ∈ span{φ, φ
z − z1
, . . . φ
(z − z1)i1
, . . . , φ
(z − zN)
, . . . φ
(z − zN)iN
} .






(z−zn) j . Assume






(z−zn) j . Since Im(T
′
G) is closed (by Lemma 5.2.6) there







(z−zn) j . But we just proved that if ξ vanishes on Im(T
′
G) then it belongs to
span{φ, φ
z − z1
, . . . φ
(z − z1)i1
, . . . , φ
(z − zN)
, . . . φ
(z − zN)iN
}
for some N . Hence ξ vanishes on f . We get a contradiction and we can finally conclude that








(z − zn) j
.
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(iii):We repeat a part of the proof of (ii). Since ImT ′G0 = kerφ, we have
0 = ⟨T ′G0 f , φ⟩ = ∫
γ
G0(z) f (z)φ(z)dz.
for every f ∈ H0(C∞∖K) and any smooth Jordan curve inU∩V∖K. SinceG0ψ ∈ H(V∩U∖K),
by Lemma 5.2.9, we can extend G0ψ holomorphically to C∞ ∖ K. Finally, we put a ∶= G0φ.
We proved that for a Toeplitz operator T ′F ∶H0(C∞ ∖R)→ H0(C∞ ∖R) with symbol func-
tion F ∈ H(U ∖ K), where U is some open neigbourhood of R and K is a compact set in R,
satisfiying
(∗) there exists a sequence zn ∈ C∖R accumulating in a compact set K ⊂ R such that F(zn) = 0
and these are the only zeroes of F in U ∖ K
we can find a sequence of continuous linear functionals ξn such that Im(T ′F) = ⋂n ker ξn. Now,
we construct a sequence of functions ( fi) in H0(C∞ ∖R) such that ξn( fi) = δi ,n.









where F0 does not vanish onU∖K, a sequence (cn) satisfy dist(zn ,K) = ∣zn − cn∣ and indexTF0 =
−1. We can also assume that the sequence of zeros (zn) satisfies dist(zn ,K) ≥ dist(zn+1,K) for
all n ∈ N.
Now we can bemore precise and write









for some non zero function φ ∈ A (R).









































Fe function f /φ( f ) is the first element of the construction in this case. If (5.6) holds then we
skip the first step. Fen we have to construct functions f ∈ H0(C∞ ∖R) dual to the functionals
of the form φ(z−zn)k , n ∈ N, k ≤ in and to φ.
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Denote ξn,k = φ(z−zn)k for n ∈ N and 1 ≤ k ≤ mn. We will construct functions fn,k such that
⟨ fn,k ,
φ
(z − zi) j
⟩ = 0, for i ≠ n and 1 ≤ j ≤ mi(5.7)
⟨ fn,k ,
φ
(z − zn) j










A ∶= {n ∈ N ∶ a(zn) = 0}.
Notice that A is finite. Fis follows from (5.10) since a(z) = 0 implies φ(z) = 0 and φ is
holomorphic in V ⊃ K for some open neigbourhood of the real line V . For n ∈ A let αn be the




for some function b ∈ H0(C∞ ∖ K).
Consider the symbol function
Fn(z) ∶=
∏i≠n Em ip i (
z i−cn
z−cn )
∏i∈A(z − zi)α i
F0(z).
Let g ∈ H0(C∞ ∖R) be arbitrary. For l ≠ n and 1 ≤ κ ≤ ml it holds that











∏i≠n Em ip i (
z i−cn
z−cn )























and the integrand is a product of functions from H0(C∞ ∖R).
A similar calculations shows that ⟨T ′Fn g , φ⟩ = 0.
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It looks like functions of the form T ′Fn g are good candidates for the dual functions ( fn,k)
satisfiying (5.7). We need to choose a function gn,k ∈ H0(C∞ ∖R) such that
⟨T ′Fn gn,k ,
φ
(z − zn) j
⟩ = δk j, j = 1, . . . ,mn .
By the Cauchy integral formula we have
⟨T ′Fn gn,k ,
φ
(z − zn) j
⟩ = ∫
γ
∏i≠n Em ip i (
z i−cn
z−cn )













Hence the function gn,k must be chosen in such way that
−
2πi





Em ip i (
zi − cn
z − cn
) gn,k(z)b(z)) (zn) = δk j, j = 1, . . . ,mn .(5.11)
Fe system (5.11) can be solved inductively for g( j)
n,k(zn), j = 0, 1, . . . ,mn − 1. With given values
of derivatives at points zn, byMittag-LeÝer’s theorem we can find the appropriate function gn,k .
We are ready to proveFeorem 5.2.4.
Proof ofFeorem 5.2.4. Assume that there exists a continuous projection P∶H0(C∞ ∖R) →
H0(C∞ ∖R) onto the range of the operator T ′F . Denote
XN ∶= { f ∈ H0(C∞ ∖R) ∶ ξN+1( f ) = ξN+2( f ) = . . . = 0} ,
where functionals ξn were constructed in Lemma 5.2.11 and satisfy Im(T ′F) = ⋂
∞











ξn( f ) fn ,
where the functions fn satisfy ξm( fn) = δmn is well defined, since the sum is finite. For any m
we have




ξn( f ) fn) = ξm( f ) − ξm( f ) = 0.





ξn( f ) fn ∈ Im(T ′F)
and








ξn( f ) fn .
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In other words,




ξn( f )ψn ,
whereψn = (I−P)( fn). Since ξn( fn) = 1 it follows that fn ∉ ImT ′F andψn ≠ 0 for all n. Ferefore,
there exists z̃ ∈ C∞ ∖R such that ψn(z̃) ≠ 0 for every n ∈ N.
Our aim is to construct a sequence of functions (gn) convergent in H0(C∞ ∖R) such that
(I − P)gn does not converge.
Step 1: Fere exists a function f ∈ H(C∞ ∖ K) such that




(a f )( j)(zn) = −
1
ψM(z̃)
, j = 0, . . . ,mn − 1 if a(zn) ≠ 0(5.12)
where ψM = (I − P) fM and fM is dual to ξM = φ(z−zn) j+1 . Indeed, if a(zn) ≠ 0, then the system
(5.12) can be solved inductively. Let us recall that a(zn) = 0 only for finitelymany n ∈ N.
Step 2: Let (qn)n≥0 be a sequence of natural numbers such that the product ∏∞n=1 Emnqn ( zn−cnz−cn )









We claim that the sequences (T ′FN f )N≥0, which depend on the choice of (qn)n≥0, are convergent
in H0(C∞ ∖R).
If n > N and 1 ≤ k ≤ mn then












since the integrand is the product of functions form H0(C∞ ∖R). Fis implies that T ′FN f ∈ X









converges uniformly on compact sets of C∞ ∖ K to f . Hence it converges to f in H0(C∞ ∖R)
and









) f (z))→ T ′F0 f .
Fus if P is continuous we should have
(I − P)T ′FN f → (I − P)T
′
F0 f .
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Step 3:We choose a sequence (qn)n≥0 such that (I − P)(T ′FN f ) diverges.









n=N+1 Emnqn ( zn−cz−c ) f (z)a(z)












) f (z)a(z)) (zi)
= −
2πi




( j − 1)!








(zi)( f a)( j−1−k)(zi)
= −
2πi






)) (zi)( f a)( j−1)(zi)
−
2πi




( j − 1)!








(zi)( f a)( j−1−k)(zi)
(5.14)
Since for all N ∈ N the product∏∞n=N+1 Emnpn (
zn−cn







(z − zi) j
⟩ = −
2πi
( j − 1)!




where, as before, ψM = (I − P) fM with fM dual to ξM = ψ(z−z i) j .
Without loss of generality we can assume that
dist(z1,K) > dist(z2,K) > . . . .
Otherwise, we group the points zn into the subgroups of the same distance and then choose




First, we choose the numbers δN to be such that
dist(zN ,K) − δN > dist(zN+1,K).
Next, we choose a sequence (εN), εN < 1 such that
2π




( j − 1)!
k!( j − 1 − k)!
k!(dist(zN ,K) − δN)εN
3δk+1N












) − 1∣ ≤ 1
3
εN ,(5.16)
for every N = 1, 2, . . . and z such that dist(z,K) > dist(z, zN)− δN . Fis is possible, because the
product∏∞n=0 Emnqn ( zn−cnz−cn ) converges, so its tails converge to 1 and all its factors get closer to 1
with larger pn.
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Recall that we assume that K is connected, hence
γ ∶= {ζ ∈ C ∶ dist(ζ ,K) = dist(zN ,K) − δN}
is a piecewise smooth curve. By Cauchy’s integral formula for j > 0 we have




(ζ − z) j+1
dζ .
for dist(z,K) > dist(zN ,K) − δN . For z such that dist(z,K) > dist(z, zN) − δN we have
∣S jN(z)∣ ≤ j!(dist(zN ,K) − δN)
maxζ∈γ ∣SN(ζ) − 1∣
δ j+1N




Let ξM = φ(z−z i) j with i ≤ N and ψM = (I − P) fM , where fM is dual to ξM . We use (5.14) and
compute
∣⟨T ′FN f , ξM⟩ψM(z̃) − 1∣ ≤ ∣
2πi







) (a f )( j−1)(zi)ψM(z̃) − 1∣
+
2π




( j − 1)!

















Fe first summand is ≤ 13 by (5.12) and (5.16). Fe second summand ≤
1
3 by (5.15) and (5.17).
Recall that, by (5.13) for i > N and 1 ≤ k ≤ mi we have ⟨T ′FN f ,
φ
(z−z i)k ⟩ = 0. Hence





































We proved that ImT ′F is not complemented in A (R)′. Hence the operator T ′F is not leý-
invertible.
Finally we can state the theorem
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Feorem 5.2.12. A Toeplitz operator TF ∶A (R)→ A (R) with symbol F ∈ X is right-invertible
if and only if it is a surjective Fredholm operator. Moreover, the right-inverse is of the form TGTH ,
where G ∈ A (R).
Proof. We proved that if TF is not a Fredholm operator then it is not right-invertible. Let TF be
a surjective Fredholm operator. Fen indexTF = k with k ≥ 0. By Feorem 5.1.9 the function F
admits the following factorization
F = F+z−kF−,
where F+, F−1+ ∈ H(U) and F−, F−1− ∈ H(C∞ ∖ K) for some open complex neigbourhood U of R,






Indeed, using Lemma 5.1.7 we get















5.3 Commutators of Topelitz operators
A commutator of two operators A and B in Lb(A (R)) is given by
[A, B] ∶= AB − BA.
In this section we characterize when the commutator [T , S] = TS − ST of two Toeplitz oper-
ators has finite rank. Fe proof is similar to the proof of Ding and Zheng [9] for a corresponding
result on H2(T).
Recall that the symbol space X can be decomposed as X = A (R)⊕H0(C∞ ∖R))and C ,Q
denote the complementary projections onto A (R) and H0(C∞ ∖R), respectively. Up to this
point we have only considered Toeplitz andHankel operators acting on the spaceA (R). We
will now need Toeplitz operators acting on H0(C∞ ∖R). We also need another definition of
Hankel operators. For f ∈ X we define Toeplitz and Hankel operators with symbol f in the
following way
Tf ∶A (R)→ A (R), Tf g = C( f g)
T̃f ∶H0(C∞ ∖R)→ H0(C∞ ∖R), T̃f h = Q( f h)
H f ∶A (R)→ H0(C∞ ∖R), H f (g) = Q( f g)
H̃ f ∶H0(C∞ ∖R)→ A (R), H̃ f (h) = C( f h)
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for g ∈ A (R) and h ∈ H0(C∞ ∖R). Fe adjoint operators are the following
T ′f = T̃f , T̃ ′f = Tf , H′f = H f , H̃′f = H̃ f .
We have the following realtions between Toeplitz andHankel operators
Tf g = TfTg + H̃ fHg ,(5.18)
T̃f g = T̃f T̃g +H f H̃g(5.19)
H f g = H fTg + T̃fHg(5.20)
H̃ f g = Tf H̃g + H̃ f T̃g .(5.21)
Indeed,
Tf g(h) = C( f gh) = C( f (C + Q)(gh)) = C( f C(gh)) + C( fQ(gh)) = TfTg(h) + H̃ fHg(h),
T̃f g(h) = Q( f gh) = Q( f (C + Q)(gh)) = Q( f C(gh)) + Q( fQ(gh)) = H f H̃g(h) + T̃f T̃g(h),
H f g(h) = Q( f gh) = Q( f (C + Q)(gh)) = Q( f C(gh)) + Q( fQ(gh)) = H fTg(h) + T̃fHg(h),
H̃ f g(h) = C( f gh) = C( f (C + Q)(gh)) = C( f C(gh)) + C( fQ(gh)) = Tf H̃g(h) + H̃ f T̃g(h).
Hence, for f ∈ A (R) we have H f = 0 and
H f g = T̃fHg = HgTf .(5.22)
For f ∈ H0(C∞ ∖R) we have H̃ f = 0 and
H̃ f g = Tf H̃g = H̃g T̃f .(5.23)
Moreover, if f ∈ H0(C∞ ∖R) or g ∈ A (R) then we also have
Tf g = TfTg(5.24)
and
T̃f g = T̃g T̃f(5.25)
We investigate when the commutator of the Toeplitz operators, [Tf , Tg] = TfTg − TgTf is of
finite rank, i.e., its image is finite dimensional. Notice that from (5.18)
TfTg − TgTf = H̃ fHg − H̃gH f
and so the rank of the commutator [Tf , Tg] is related to the rank of the correspondingHankel
operators and their product.
We use Pol+ to denote the set of all analytic polynomials (i.e., polynomials in z) and Pol− to
denote the set of polynomials in 1
z
. By the Kronecker theorem we get
Feorem 5.3.1 (Kronecker). Let f ∈ X . Fe Hankel operator H f has finite rank if and only if
there exists a polynomial p ∈ Pol+ such that p f ∈ A (R).
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Proof. Fe proof of implication (⇒) is similar to the one given in Feorem 4.1.8, hence we
present here just a sketch of it. Let f−(z) = Q f (z) = ∑∞n=1 anz−n around infinity. Assume
that rank(H f ) = N . Fen ∑Nj=0 c jH f (z j) = 0 for some c1, . . . , cN ∈ C. Let p = ∑Nj=0 c jzn,
q(z) = ∑Nj=0∑
j
k=1 c jakz j−k. Fen p f− = q.
For the other direction, (⇐), let f− = Q f , f−(z) = ∑∞n=1 anz−n around infinity. Assume that
p f ∈ A (R). Since p f− ∈ H(C ∖ K), for some compact K ⊂ R and p f− ∈ A (R), it follows that
























































c ja j+lz−l .
























c ja j+l = 0 ∀l ∈ N.

























Hence, for every N-tuple zk , . . . , zk+N the vectors H f (zk), . . . ,H f (zk+N) are linearly dependent
and dim(H f (A (R))) ≤ N .
Analogously, we have
Feorem 5.3.2 (Kronecker). Let f ∈ X . Fe Hankel operator H̃ f has finite rank if and only if
there exists a polynomial q ∈ Pol− such that q f ∈ H0(C∞ ∖R).
Lemma 5.3.3. Let p, q ∈ Pol+, p, q ∈ Pol−.
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(a) Let A∶A (R)→ A (R) be a continuous operator. If the operator TqATp has finite rank, then
A also has finite rank.
(b) Let A∶H0(C∞ ∖R) → H0(C∞ ∖R) be a continuous operator. If the operator T̃pAT̃q has
finite rank, then A also has finite rank.
(c) Let A∶A (R)→ H0(C∞ ∖R) be a continuous operator. If the operator T̃qATp has finite rank,
then A also has finite rank.
(d) Let A∶H0(C∞ ∖R) → A (R) be a continuous operator. If the operator TqAT̃p has finite
rank, then A also has finite rank.
Proof. First notice, that each polynomial p ∈ Pol+ can be decomposed into p = p−zkp+, with
















Similarly we can decompose q into q = q+z−lq−, with q−, q
−1
− ∈ H(C∞ ∖R), q+, q−1+ ∈ A (R),
l ∈ N.
We prove (a). Fe other cases are similar. By (5.24) we have
Tp = Tp
−
zk p+ = Tp−Tzk p+ = Tp−Tp+Tzk .
Let M = TqATp(A (R)), dimM < ∞. We claim that the operator TqATp
−




Tp+(A (R)) = TqATp
−
Tp+(Tzk(A (R))⊕ Xk)
= TqATp(A (R))⊕ TqATp
−
Tp+(Xk),
where Xk = { f ∈ A (R) ∶ f ( j) = 0 for j ≥ k}. Hence dimN ≤ dimM + k <∞.





Tp+p−1+ = (TqATp−Tp+)Tp−1+ .
Hence rank(TqATp
−












and get that rank(TqA) <∞.
We have (TqA)′ = A′T̃q. By the same argument we show that rank A′ is finite. As before, by
(5.25) we have
T̃q = T̃q+z−l q− = T̃q+ T̃q− T̃z−l .
Let M̃ = A′T̃q(H0(C∞ ∖R)). We have
Ñ = A′T̃q+ T̃q−(H0(C∞ ∖R)) = A
′T̃q+ T̃q−(T̃z−l (H0(C∞ ∖R))⊕ Yl)
= A′T̃q(H0(C∞ ∖R))⊕ A′T̃q+ T̃q−(Yl),
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whereYl = { f ∈ H0(C∞∖R), f (z) = ∑∞n=1 fnz−n ∶ fn = 0 for n > l}. Hence dim Ñ ≤ dim M̃+ l <
∞.
Finally, we have




= A′T̃q+ T̃q− T̃q−1−
A′ = A′T̃q+q−1+ = A
′T̃q+ T̃q−1+ .
and so rank(A) = rank(A′) ≤∞.
We will write
A = B (mod F)
to denote that the operator A− B has finite rank.
Recal that the dual space A (R)′ is isomorphic to H0(C∞ ∖ R). Hence, for x ∈ A (R),
y ∈ H0(C∞ ∖R) we can define the rank one operator (x ⊗ y) by
(x ⊗ y)(h) = ⟨h, y⟩x , h ∈ A (R)
Lemma 5.3.4. Let fi , gi ∈ X , i = 1, . . . , n. If rank(∑ni=1 H̃ f iHg i) = K then there exist polynomials












(degAi , degBi) = K .
Proof. Let n ∈ N and rank(∑ni=1 H̃ f iHg i) = K. We prove the result by induction on the rank K.




H̃ f iHg i = 0.
If for some i one of the operators H̃ f i , Hg i is zero, then the result is clear – it is enough to take
polynomials Aj = B j = 0 for j ≠ i and non zero constants Ai or Bi . Hence we assume that for all
i, H̃ f i ≠ 0 and Hg i ≠ 0.
Note that for h ∈ H0(C∞ ∖R), h = ∑∞n≥1 hnz−n around infinity, we have
(1 − T̃z−1 T̃z)(h) = h − Q(z−1Q(zh)) = h − z−1Q(zh) = h1z−1 = ⟨h, 1⟩z−1.
Hence for h ∈ A (R) and i = 1, . . . n we have
H̃ f i(1 − T̃z−1 T̃z)Hg i(h) = H̃ f i (⟨Hg i(h), 1⟩ z−1) = ⟨h,H∗g i(1)⟩ H̃ f i(z
−1)
= (H̃ f i(z−1)⊗H∗g i(1)) (h) = (H̃ f i(z
−1)⊗Hg i(1)) (h).
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H̃ f iHg i)Tz
(5.26)

















Hg i H̃ f i) T̃z−1
(5.27)
For λ ∈ R we put hλ(z) = 12πi
1
z−λ . We have hλ ∈ H0(C∞ ∖ R) and ⟨ f , hλ⟩ = f (λ) for all
f ∈ A (R). Since H̃ f i ≠ 0 for all i, there exists λ such that H̃ f i(z−1)(λ) ≠ 0 for all i. Since












H̃ f i(z−1)(λ)Hg i(1) = 0.










Hence∑ni=1 Bi gi ∈ A (R). Fis concludes the case K = 0.








x j ⊗ y j,
for some x j ∈ A (R), y j ∈ H0(C∞ ∖R), with
dim span{x1, . . . , xk} = dim span{y1, . . . , yk} = k.
We will consider three cases:
(1) the vectors T̃z y1, . . . , T̃z yk are linearly dependent,
(2) the vectors T̃z−1x1, . . . , T̃z−1xk are linearly dependent,
(3) both sets of vectors {T̃z y1, . . . , T̃z yk} are {T̃z−1x1, . . . , Tz−1xk} are linearly independent.






c jT̃z y j.
For further reference let us observe that for x ∈ A (R) and y ∈ H0(C∞ ∖R) we have
Tz−1(x ⊗ y)Tz(h) = Tz−1(⟨Tzh, y⟩x) = ⟨h, T ′z y⟩Tz−1x
= ⟨h, T̃z y⟩Tz−1x = (Tz−1x ⊗ T̃z y) (h).

















































Tz−1(x j + c jxk)⊗ T̃z y j.
We showed that rank(∑ni=1 H̃z−1 f iHzg i) ≤ k − 1. By the induction hypothesis there exist












have the required properties.
Case (2): Fe proof of is similar.
Case (3):We assume that T̃z y1, . . . , T̃z yk are linearly independent and T̃z−1x1, . . . , T̃z−1xk are also












Tz−1x j ⊗ T̃z y j.(5.28)
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⟨w , T̃z y j⟩Tz−1x j.(5.29)
Since T̃z y1, . . . T̃z yk are linearly independent we can find w1, . . .wk ∈ A (R) such that
det (⟨wl , T̃z y j⟩)l j ≠ 0.
Such choice is possible by theHahn-Banach theorem. We treat the spaceA (R) and vectors
w1, . . . ,wk as functionals on H0(C∞ ∖R). Hence for every l = 1, . . . , k we find the vector wl
such that ⟨wl , T̃z y j⟩ = 1 if j = l and ⟨wl , T̃z y j⟩ = 0 if j ≠ l .
We define scalar matrices A ∈ Mk,k, C ∈ Mk,n by
A = (al j), al j = ⟨wl , T̃z y j⟩,
C = (cl j), cl j = ⟨wl ,Hg j(1)⟩
and a k × k matrix B of polynomials in 1
z
by
B = (bl j), bl j = ⟨wl , y j⟩ − al jz−1.
Finally we denote
X = (x1, . . . , xk)T ,




x j − x j(0)
z
= z−1x j − z−1x j(0),
using (5.29) we have
CH̃ f = BX + AX(0)z−1.
Indeed, we compute the l-th element






























⟨wl , T̃z y j⟩z−1x j(0)
= (BX)l + (AX(0))lz−1.
Denote B = detB. From the definition of thematrix B it follows that
B(z) = (−1)kaz−k + ak−1z−k+1 + . . . + a0,
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where a = detA is non-zero by the choice of wl , l = 1, . . . , k, and a0, . . . , ak−1 are constants.
Hence degB = k.
We denote by adj(B) the adjugate of thematrix B and have
adj(B)CH̃ f = BX + adj(B)AX(0)z−1.
Let C = (C l j)l≤k, j≤n = adj(B)C. Each C l j is a polynomial in
1
z
of degree at most k − 1. We apply
the projection C∶X → A (R) to both sides and get
C (CH̃ f ) = C (BX) .(5.30)
Notice, that for arbitrary f ∈ X , g , h ∈ H0(C∞ ∖R) we have
C(hH̃ f g) = C (hC( f g)) = C (h(Q + C)( f g) − hQ( f g)) = C(h f g) = Hh f g .
Hence for each i = 1, . . . k we have






C i jH̃ f j (z−1)
⎞
⎠
= C (H̃∑nj=1 C i j f j (z











H̃∑nj=1 C1 j f j(z
−1)
⋮











































T̃z y j ⊗ Tz−1x j.(5.32)
and repeating the last procedure, we get a polynomial B(z) ∈ Pol+, degB = k and polynomials








H∑nj=1 U1, j g j(1)
⋮



























We consider now three cases:
(i) the vectors H̃ f1(z−1), . . . , H̃ fn(z−1), x1, . . . , xk are linearly dependent,
(ii) the vectors Hg1(1), . . . ,Hgn(1), y1, . . . , yk are linearly dependent,
(iii) sets of vectors {H̃ f1(z−1), . . . , H̃ fn(z−1), x1, . . . , xk} and {Hg1(1), . . . ,Hgn(1), y1, . . . , yk}
are linearly independent.
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We apply the operator TB to both sides and by (5.23) and (5.31) we get
H̃B fn(z


































H̃∑kj=1 β jC j l f l (z
−1).
Hence
H̃ fn(B−∑kj=1 β jC jn)−∑n−1i=1 f i(α iB+∑kj=1 β jC ji)(z
−1) = 0































β jC jn ,















Ai fi ∈ H(C∞ ∖R)
and degAn = k, degAi ≤ k − 1 for i = 1, . . . , n − 1.
Case (ii): In the second case we assume that Hg1(1), . . . ,Hgn(1), y1, . . . , yk are linearly depend-










We apply the operator T̃B to both sides and using (5.22) and (5.33) we get








H∑kj=1 β jU j l g l (1).(5.34)
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Hence
HBgn−∑n−1i=1 α iBg i−∑nl=1 g l∑kj=1 β jU j l (1) = 0































β jU jn ,









Bi gi ∈ A (R)
with polynomials Bi satisfying our conditions.
Case (iii):We are leý with the situation in which H̃ f1(z−1), . . . , H̃ fn(z−1), x1, . . . , xk are linearly
independent and Hg1(1), . . . ,Hgn(1), y1, . . . , yk are linearly independent. We will show that
such a situation cannot occur.
Since Hg1(1), . . . ,Hgn(1) are linearly indpendent, for each i there exists ηi ∈ A (R) such
that ⟨Hg i(1), ηi⟩ = 1 and ⟨Hg j(1), ηi⟩ = 0 for j ≠ i. Hence, from (5.29) we get








⟨ηi , T̃z y j⟩Tz−1x j
and for i = 1, . . . , n we have
H f i(z−1) ∈ span{x1, . . . , xk , Tz−1x1, . . . , Tz−1xk}.
Hence
dim span{x1, . . . , xk , Tz−1x1, . . . , Tz−1xk} ≥ k + n.
Since by the assumptions of case (3) and case (3)(iii) both sets of vectors {x1, . . . , xk}
and {Tz−1x1, . . . , Tz−1xk} are linearly independent, by the Hahn-Banach theorem there exists
1 ≤ l ≤ k and a functional ψ ∈ A (R)′ such that
⟨Tz−1xi ,ψ⟩ = 0 i = 1, . . . , k
and
⟨xl ,ψ⟩ = 1.
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⟨ψ, x j⟩y j.
Fis is a contradiction since Hg1(1), . . . ,Hgn(1), y1, . . . , yk were assumed to be linearly inde-
pendent.
We can now prove the theorem on finite rank semicommutator of Toeplitz operators.
Feorem 5.3.5. Semicommutator of the Toeplitz operators [Tf , Tg) is finite dimensional if and
only if one of the operators H̃ f , Hg is of finite rank.
Proof. By (5.18) we have
[Tf , Tg) = Tf g − TfTg = H̃ fHg .
Assume that rank((Tf , Tg]) <∞. By Lemma 5.3.4 there exists a polynomial A ∈ Pol− such that
Af ∈ H(C∞ ∖R) or a polynomial B ∈ Pol+ such that Bg ∈ A (R). If Af ∈ H(C∞ ∖R) then
H̃Af = TAH̃ f = 0.
By Lemma 5.3.3, H̃ f has finite rank. If Bg ∈ A (R) then
HBg = HgTB = 0
and again by Lemma 5.3.3, Hg has finite rank.
Feorem 5.3.6. Let f1, f2, g1, g2 ∈ X . If none of the operators H̃ f1 , H̃ f2 ,Hg1 ,Hg2 has finite rank
then
H̃ f1Hg1 = H̃ f2Hg2 (mod F)
if and only if there exist nonzero polynomials A1,A2 ∈ Pol−, B1, B2 ∈ Pol+ such that:
A1 f1 + A2 f2 ∈ H(C∞ ∖R), B1g1 + B2g2 ∈ A (R)
and
A1B1 = A2B2.
Proof. ⇒∶ Assume that H̃ f1Hg1 = H̃ f2Hg2 (mod F). By Lemma 5.3.4 there exist polynomials
A1,A2 ∈ Pol− such that A1 f1 + A2 f2 ∈ H(C∞ ∖R) or there exist polynomials B1, B2 ∈ Pol+ such
that B1g1 + B2g2 ∈ A (R).
First we assume that A1 f1 + A2 f2 ∈ H(C∞ ∖R). It follows that H̃A1 f1+A2 f2 = 0 and so
H̃A1 f1 = −H̃A2 f2 .
Since, by the assumption, H̃ f1 , H̃ f2 arenot finite rank operators and at least one of thepolynomials
is non-zero we get that both operators H̃A1 f1 , H̃A2 f2 are non-zero.
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Let n =max{degA1, degA2} and write
A1(z) = anz−n + . . . + a0
A2(z) = bnz−n + . . . + b0,
with ∣an∣ + ∣bn∣ > 0. We have
TA1 [H̃ f1Hg1 − H̃ f2Hg2] = H̃A1 f1Hg1 − H̃A1 f2Hg2
= −H̃A2 f2Hg1 − H̃A1 f2Hg2
= −H̃ f2 T̃A2Hg1 − H̃ f2 T̃A1Hg2
= −H̃ f2 T̃z−n T̃∑nj=0 b jzn− jHg1 − H̃ f2 T̃z−n T̃∑nj=0 a jzn− jHg2
= −H̃ f2z−nHg1∑nj=0 b jzn− j − H̃ f2z−nHg2∑nj=0 a jzn− j
= −H̃ f2z−nHg1∑nj=0 b jzn− j+g2∑nj=0 a jzn− j .
Since H̃ f2 is not of finite rank, then by Lemma 5.3.3 the operator H̃ f2z−n = H̃ f2 T̃z−n is not of finite
rank. Hence by Feorem 5.3.5
rank (Hg1∑nj=0 b jzn− j+g2∑nj=0 a jzn− j) <∞












































a jz− j = q(z)znA1(z).
Fis proves that A1B1 = A2B2.
Now we consider the other case, i.e., B1g1 + B2g2 ∈ A (R). We act analogously. From
HB1 g1+B2 g2 = 0 it follows that
HB1 g1 = −HB2 g2 ≠ 0.
We put
B1(z) = anzn + . . . a0
B2(z) = bnzn + . . . b0.
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with ∣an∣ + ∣bn∣ ≥ 0. We have
(H̃ f1Hg1 − H̃ f2Hg2)TB1 = H̃ f1HB1 g1 − H̃ f2HB1 g2
= −H̃ f1HB2 g2 − H̃ f2HB1 g2
= −H̃ f1 T̃B2Hg2 − H̃ f2 T̃B1Hg2
= −H̃ f1 T̃∑nj=0 b jz−n+ j T̃znHg2 − H̃ f2 T̃∑nj=0 a jz−n+ j T̃znHg2
= (H̃ f1 T̃∑nj=0 b jz−n+ j − H̃ f2 T̃∑nj=0 a jz−n+ j) T̃znHg2
= H̃ f1∑nj=0 b jz−n+ j− f2∑nj=0 a jz−n+ jHzn g2 .
Since Hg2 is not of finite rank, by Lemma 5.3.3(c) the operator Hzn g2 = T̃znHg2 is not of finite
rank. Hence, by Feorem 5.3.5,
rank (H̃ f1∑nj=0 b jz−n+ j− f2∑nj=0 a jz−n+ j) <∞












































a jz j = q(z−1)z−nB1(z)
gives A1B1 = A2B2.
⇐∶ Now we assume that there exist polynomials A1,A2, B1, B2 such that
A1 f1 + A2 f2 ∈ H(C∞ ∖R), B1g1 + B2g2 ∈ A (R)
and A1B1 = A2B2. Using (5.22), (5.23), (5.25) we compute
TA1(H̃ f1Hg1 − H̃ f2Hg2)TB1 = H̃A1 f1HB1 g1 − H̃A1 f2HB1 g2
= H̃A2 f2HB2 g2 − H̃A1 f2HB1 g2
= H̃ f2 (T̃A1 T̃B1 − T̃A1 T̃B1)Hg2
= H̃ f2(T̃A2B2 − T̃A1B1)Hg2 (mod F)
= H̃ f2(T̃A2B2−A1B1)Hg2 = 0.
Hence rank(TA1(H̃ f1Hg1 − H̃ f2Hg2)TB1) < ∞ and by Lemma 5.3.3 we get that rank(H̃ f1Hg1 −
H̃ f2Hg2) <∞.
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Finally we can answer the question when the commutator of Toeplitz operators has finite
rank.
Feorem 5.3.7. Let f , g ∈ X . Fe commutator [Tf , Tg] has finite rank if and only if one of the
following holds:
(1) there exists a nonzero polynomial p ∈ Pol+ such that p f ∈ A (R) and pg ∈ A (R),
(2) there exists a nonzero polynomial q ∈ Pol− such that q f ∈ H(C∞ ∖R) and qg ∈ H(C∞ ∖R).
(3) there exist polynomials A1,A2 ∈ Pol−, B1, B2 ∈ Pol+ such that
A1 f + A2g ∈ H(C∞ ∖R), B1g + B2 f ∈ A (R)
and
A1B1 = A2B2.
Proof. (⇒): Let rank([Tf , Tg]) = rank(H̃ fHg − H̃gH f ) <∞. Assume first that H f has finite
rank. By Kronecker theorem there exists a polynomial p1 ∈ Pol+ such that p1 f ∈ A (R). Since
(H̃ fHg − H̃gH f )Tp1 = H̃ fHp1 g − H̃gH f p1
and H f p1 = 0, we get that H̃ fHp1 g has finite rank. From Lemma 5.3.4 there exists a1 ∈ Pol− such
that a1 f ∈ H(C∞ ∖R) or there exists b1 ∈ Pol+ such that b1p1g ∈ A (R).
If a1 f ∈ H(C∞ ∖R) for some a1 ∈ Pol− then (3) holds with A1 = a1, A2 = 0, B1 = 0, B2 = p1.
If b1p1g ∈ A (R) for some b1 ∈ Pol+ then (1) holds with p = b1p1.
If one of the operators Hg , H̃ f , H̃g has finite rank we get a similar result.
If none of the operators H f ,Hg , H̃ f , H̃g has finite rank, then we useFeorem 5.3.6 and get
that (3) holds.
(⇐) ∶Now we prove the other direction, so we assume that one of the (1)− (3) holds. If (1)
(or (2)) holds, then by Kronecker theorem H̃ f and H̃g (or H f and Hg) are finite dimensional
and [Tf , Tg] = H̃ fHg − H̃gH f has finite rank. Assume then that (3) holds. Using (5.22), (5.23)
we compute
TA1(H̃ fHg − H̃gH f )TB2 = H̃A1 fHB2 g − H̃A1 gHB2 f
= H̃−A2 gHB2 g − H̃A1 gH−B1 g
= H̃g(T̃−A2 T̃B2)Hg − H̃g(T̃A1 T̃−B1)Hg
= H̃g(T̃A1 T̃B1 − T̃A2 T̃B2)Hg .
Now we prove that the operator T̃A1 T̃B1 − T̃A2 has finite rank. By (5.19) we get the formula for a
semicommutator
(T̃f , T̃g] = TfTg − Tf g = H f H̃g .
Hence
T̃A1 T̃B1 − T̃A2 T̃B2 = T̃A1 T̃B1 − T̃A1B1 + T̃A2B2 − T̃A2 T̃B2 = HA1 H̃B1 −HA2 H̃g .
Since on the right hand side we have only finite rank operators, the operator T̃A1 T̃B1 − T̃A2 T̃B2
has finite rank. Lemma 5.3.3 completes the proof.
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In Chapter 4 we have considered Hankel operators acting from A (R) into A (R). We
will now derive the result concerning commutators of Hankel operators on A (R) from the
just proved results on Hankel operators acting from A (R) into H0(C∞ ∖ R). Recall, that
for an entire function φ ∈ H(C) we denote by Γφ the Hankel operator acting on A (R), i.e.,








dξ, g ∈ A (R),
where γ is a C∞ smooth Jordan curve such that z, 0 ∈ Int(γ) and g( 1
ξ
) is holomorphic on γ and
in Ext(γ).
We have the following relation between Γφ and Hφ
Γφ = RHRφ ,




φ(z) = ∑∞n=0 φnzn ∈ H(C). Fen for everymonomial zk we have
Γφ(zk) = Tkz−1φ,













Moreover, for every f , g ∈ H(C) and k ∈ N
Γf Γg(zk) = Γf (Tkz−1 g) = C( f zRT
k
z−1 g),




Γf Γg = H̃z fHRg .
Feorem 5.3.8. Let f , g , h ∈ H(C). Fe following are equivalent
1. Γf Γg is a finite rank perturbation of Γh,
2. Γf Γg and Γh are finite rank operators,
3. there are nonzero polynomials A, B,C ∈ Pol− such that
Af ∈ H(C∞ ∖R) and Ch ∈ H(C∞ ∖R)
or
Bg ∈ H(C∞ ∖R) and Ch ∈ H(C∞ ∖R).
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Proof. (2) ⇔ (3): Notice first that B(Rg) ∈ A (R) for some B ∈ Pol+ if and only if Rg is a
rational function. Hence also g is rational. And this is equivalent to Bg ∈ H0(C∞ ∖R) for some
B ∈ Pol−.
From the Kronecker theorem and the identity Γh = RHRh it follows that Γh has finite rank if
and only if Ch ∈ H(C∞ ∖R) for some C ∈ Pol−.
Since Γf Γg = H̃z fHRg , the equivalence (2)⇔ (3) follows from Lemma 5.3.4.
(1)⇔ (2):We have to show (1)⇒ (2). Suppose Γf Γg − Γh is a finite rank operator. From
(5.26) we have
H̃z f (z−1)⊗HRg(1) = H̃z fHRg − Tz−1 H̃z fHRgTz
= Γf Γg − Tz−1Γf ΓgTz
= Γh − Tz−1ΓhTz (mod F)






Hence the operator Γh−T2
z−1
h has finite rank. By the Kronecker theorem for theHankel operators
acting from A (R) into A (R) (Feorem 4.1.8) the function h − T2
z−1
h is a polynomial. Hence h
is a polynomial, the operator Γh is of finite rank and so is Γf Γg .
Feorem 5.3.9. Let f , g , h ∈ H(C). Fe following are equivalent
1. [Γf , Γg] = Γh (mod F),
2. Γh, [Γf , Γg] have finite rank,
3. Γh, Γf Γg , ΓgΓf have finite rank or there are nonzero polynomials A1,A2,C ∈ Pol−, B1, B2 ∈
A (R) such that
A1 f + A2g ∈ H(C∞ ∖R), B1(Rg) + B2(R f ) ∈ A (R), Ch ∈ H(C∞ ∖R)
and
A1B1 = A2B2.
Proof. (1)⇒ (2):We act analogously to the proof of (1)⇒ (2) in the previous lemma. By the
assumption we have
[Γf , Γg] = Γh (mod F),
which is equvalent to
H̃z fHRg − H̃zgHRg = RHRh (mod F).
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From (5.26) it follows that
H̃z f (z−1)⊗HRg(1) − H̃zg(z−1)⊗HR f (1)
= H̃z fHRg − Tz−1 H̃z fHRgTz − H̃zgHR f + Tz−1 H̃zgHR fTz
= Γf Γg − Tz−1Γf ΓgTz − ΓgΓf − Tz−1ΓgΓfTz
= [Γf , Γg] − Tz−1[Γf , Γg]Tz
= Γh − Tz−1ΓhTz (mod F)






Hence the operator Γh−T2
z−1
h has finite rank. By the Kronecker theorem (Feorem 4.1.8) the
function h − T2
z−1
h is a polynomial and it follows that h is a polynomial and the operators Γh ,
Γf Γg have finite rank.
(2) ⇒ (3): Assume that Γh and [Γf , Γg] = Γf Γg − ΓgΓf have finite rank. Since Γh has finite
rank by Kronecker theorem (Feorem 4.1.8) h is a polynomial. Let k be a degree of h. We put
C = z−k−1 and get that Ch ∈ H(C∞ ∖R). If Γf Γg has finite rank then so does ΓgΓf . If neither of
Γf Γg = H̃z fHRg , ΓgΓf = H̃zgHR f has finite rank then we are in the following situation:
H̃z fHRg = H̃zgHR f (mod F)
and neither of the operators H̃z f ,HRg , H̃zg ,HR f has finite rank. Hence, by Feorem 5.3.6 there
exists nonzero polynomials A1,A2 ∈ Pol−, B1, B2 ∈ Pol+ such that:
A1z f + A2zg ∈ H0(C∞ ∖R), B1(Rg) + B2(R f ) ∈ A (R)
and
A1B1 = A2B2.
If needed, wemultiply polynomials A1,A2 by z−1 and get the desired result.
(3)⇒ (1): Fe condition Ch ∈ H(C∞ ∖R) for some C ∈ Pol− means that Γh has finite rank.
Hence we want to prove that from (3) it follows that
[Γf , Γg] = H̃z fHRg − H̃zgHR f = 0 (mod F).
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[39] A. V. Megretskĭı, V. V. Peller and S. R. Treil. ‘Fe inverse spectral problem for self-adjoint
Hankel operators’. ActaMath. 174.2 (1995), pp. 241–309.
[40] R. Meise and D. Vogt. Introduction to functional analysis. Vol. 2. Oxford Graduate Texts
in Mathematics. Translated from the German byM. S. Ramanujan and revised by the
authors. Fe Clarendon Press, Oxford University Press, New York, 1997, pp. x+437.
[41] J. Müller. ‘CoeÚcientmultipliers fromH(G1) intoH(G2)’.Arch.Math. (Basel) 61.1 (1993),
pp. 75–81.
[42] J.Müller. ‘FeHadamardmultiplication theorem and applications in summability theory’.
Complex Variables Feory Appl. 18.3-4 (1992), pp. 155–166.
[43] V. V. Napalkov and I. A. Rudakov. ‘A convolution operator in the space of real analytic
functions’.Mat. Zametki 49.3 (1991), pp. 57–65, 159.
[44] Z. Nehari. ‘On bounded bilinear forms’. Ann. ofMath. (2) 65 (1957), pp. 153–162.
[45] N. K. Nikolski. Operators, functions, and systems: an easy reading. Vol. 1. Vol. 92. Math-
ematical Surveys andMonographs. Hardy, Hankel, and Toeplitz, Translated from the
French by Andreas Hartmann. American Mathematical Society, Providence, RI, 2002,
pp. xiv+461.
[46] J. R. Partington. An introduction to Hankel operators. Vol. 13. London Mathematical
Society Student Texts. Cambridge University Press, Cambridge, 1988, pp. vi+103.
[47] V. V. Peller. ‘Description of Hankel operators of the class Sp for p > 0, investigation
of the rate of rational approximation and other applications’.Mat. Sb. (N.S.) 122(164).4
(1983), pp. 481–510.
[48] V.V. Peller.Hankel operators and their applications. SpringerMonographs inMathematics.
Springer-Verlag, New York, 2003, pp. xvi+784.
[49] P. Pérez Carreras and J. Bonet. Barrelled locally convex spaces. Vol. 131. North-Holland
Mathematics Studies. Notas deMatemática [Mathematical Notes], 113. North-Holland
Publishing Co., Amsterdam, 1987, pp. xvi+512.
[50] A. Pietsch. Eigenvalues and s-numbers. Vol. 43. Mathematik und ihre Anwendungen
in Physik und Technik [Mathematics and its Applications in Physics and Technology].
Akademische Verlagsgesellschaý Geest & Portig K.-G., Leipzig, 1987, p. 360.
78 Bibliography
[51] A. Pietsch. Nuclear locally convex spaces. Translated from the second German edition
by William H. Ruckle, Ergebnisse der Mathematik und ihrer Grenzgebiete, Band 66.
Springer-Verlag, New York-Heidelberg, 1972, pp. ix+193.
[52] A. Pietsch. ‘ZurTheorie der σ-Transformationen in lokalkonvexenVektorräumen’.Math.
Nachr. 21 (1960), pp. 347–369.
[53] S. C. Power. Hankel operators on Hilbert space. Vol. 64. Research Notes in Mathematics.
Pitman (Advanced Publishing Program), Boston,Mass.-London, 1982, pp. vii+87.
[54] R. Remmert. Classical topics in complex function theory. Vol. 172. Graduate Texts in
Mathematics. Translated from the German by Leslie Kay. Springer-Verlag, New York,
1998, pp. xx+349.
[55] P. Schapira. Féorie des hyperfonctions. Notas e Comunicações deMatemática,No. 24.
Instituto deMatemática, Universidade Federal de Pernambuco, Recife, 1970, pp. i+27.
[56] H.-J. Schmeisser andH. Triebel. Topics in Fourier analysis and function spaces. AWiley-
Interscience Publication. JohnWiley & Sons, Ltd., Chichester, 1987, p. 300.
[57] V.Wrobel. ‘Strikt singuläre Operatoren in lokalkonvexen Räumen. II. Beschränkte Oper-
atoren’.Math. Nachr. 110 (1983), pp. 205–213.
[58] K.Yosida. Functional analysis.Classics inMathematics. Reprint of the sixth (1980) edition.
Springer-Verlag, Berlin, 1995, pp. xii+501.
