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Abstract
In this paper, we consider the colorful k-center problem, which is a generalization of the well-known k-
center problem. Here, we are given red and blue points in a metric space, and a coverage requirement
for each color. The goal is to find the smallest radius ρ, such that with k balls of radius ρ, the
desired number of points of each color can be covered. We obtain a constant approximation for
this problem in the Euclidean plane. We obtain this result by combining a “pseudo-approximation”
algorithm that works in any metric space, and an approximation algorithm that works for a special
class of instances in the plane. The latter algorithm uses a novel connection to a certain matching
problem in graphs.
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1 Introduction
In the k-center problem, we are given a finite metric space (P, d), where P is a set of n
points, and d : P × P → R+ is the associated distance function. We are also given an
integer 1 ≤ k ≤ n. The goal is to find a subset C ⊆ P of centers, where |C| = k, so as to
minimize maxp∈P minc∈C d(p, c), the maximum distance of a point from its nearest center.
Geometrically, we want to find the smallest radius ρ such that P can be covered by k balls
of radius ρ (centered at points in P ).
It is well known that k-center is NP-hard; furthermore, it is also NP-hard to approximate
the optimal radius to within a 2−  factor, for any  > 0. This is easily seen via a reduction
from the minimum dominating set problem [16]. On the other hand, it is possible to obtain
a tight approximation ratio of 2 [11, 15]. A simple greedy algorithm of [11] achieving this
starts with C containing an arbitrary point in P ; in each of the subsequent k − 1 iterations,
it finds a point p ∈ P that maximizes d(p, C) := minc∈C d(p, c), and adds that point to C.
In the k-center with outliers problem, we are given an additional parameter 1 ≤ p ≤ n.
The goal is to find the smallest radius ρ such that at least p points of P can be covered
by k balls of radius ρ. Thus, we allow up to n− p points to remain uncovered, and these
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would be “outliers.” Intuitively, in comparison to k-center, an algorithm for solving this
problem has to also figure out which p points to cover. Nevertheless, Charikar et al. [6], who
introduced this problem, gave a simple 3-approximation using a greedy algorithm. Their
algorithm guesses the optimal radius ρ; then, for k iterations, it finds the ball of radius ρ
that covers the maximum number of yet uncovered points, expands it by a factor of 3, and
adds it to the solution. More recently, the approximation guarantee was improved to 2, using
LP-rounding techniques [4, 13]. Note that this approximation guarantee is tight, in light of
the 2−  hardness result mentioned earlier.
We now introduce the colorful k-center problem, which is studied in this article. As
in k-center, the input consists of a set P of n points in a metric space, and an integer
k. Furthermore, we are given a partition {P1, P2, . . . , Pc} of P into c color classes, and
a coverage requirement 0 ≤ ti ≤ |Pi| for each color class 1 ≤ i ≤ c. The goal is to find
the smallest radius ρ such that using k balls of radius ρ, centered at points of P , we can
simultaneously cover at least ti points from each class Pi. When we have only one color class,
that is, when c = 1, we obtain the k-center with outliers problem. In much of this article, we
focus on the case with two color classes, where c = 2. In this case, we call the colors red and
blue; we denote P1 and P2, respectively, by R (red points) and B (blue points), and denote
the coverage requirements t1 and t2, respectively, by r and b. The motivation for studying
this problem is as follows. Each color class can be thought of as a certain demographic with
a specific coverage requirement, which must be satisfied by the k balls chosen in the solution.
Even with two colors, the colorful k-center is quite challenging. The greedy algorithm for
k-center with outliers [6] has no obvious generalization: with two color classes, what do we
optimize when adding the next ball to our solution? The LP-based approaches for k-center
with outliers do not generalize either – as we point out (in Example 5), the natural LP has
an unbounded integrality gap.
Chakrabarty et al. [4] study a closely related problem called non-uniform k center. As
input to this problem, we are given a set P of points in a metric space, λ distinct radii
r1 > · · · > rλ ≥ 0 and corresponding integers t1, . . . , tλ. The goal is to find the smallest
dilation β ≥ 0 such that P can be covered by a collection of balls formed by including, for
each 1 ≤ i ≤ λ, ti balls of radius β · ri. When λ = 1, we get the regular k-center problem.
When λ is unbounded, the problem is hard to approximate to within any constant factor;
when λ = 2, one can get an O(1)-approximation; and when λ is a constant greater than 2, it
is open as to whether an O(1)-approximation is possible [4].
As Chakrabarty et al. [4] observe, there is a close relationship between k-center with
outliers and non-uniform k-center with λ = 2. In fact, it can be shown that the two problems
are equivalent up to an O(1)-approximation factor. While the relationship between the
colorful k-center with c color classes and non-uniform k-center with c+ 1 distinct radii is not
known to be as close for c ≥ 2, the study of the latter problem is one motivation that led us
to the colorful k-center problem.
1.1 Other Related Work
The k-means and k-median are classic NP-hard clustering problems that are closely related to
the k-center problem. Like the k-center problem, these problems have been extensively studied,
resulting in different approaches guaranteeing constant factor approximations. More recently,
the outlier versions of these problems were also studied; constant factor approximations were
obtained for k-median with outliers [8, 19] and k-means with outliers [19]. A polynomial
time bicriteria (1 + )-approximation using at most k(1 + ) centers for any  > 0 is known in
low dimensional Euclidean spaces, and metric spaces with constant doubling dimension [10].
S. Bandyapadhyay, T. Inamdar, S. Pai, and K. Varadarajan 12:3
Facility location with outliers, which is referred to as Robust Facility Location, is a gener-
alization of the uncapacitated Facility Location problem; various constant approximations
are known for the latter problem. The Robust Facility Location problem was introduced
in [6], who gave a 3-approximation. The approximation guarantee was later improved by
Jain et al. [18] to 2.
A colorful version of vertex cover is studied in [1], and colorful versions of the Set
Cover and Facility Location-type problems were considered in [17]. In these problems, the
cardinality of the cover (or its weight) shows up in the objective function, unlike in k-center,
where the number of centers/balls k is a “hard restriction”. These problems therefore have a
different flavor.
Finally, k-center and k-median have been generalized in an orthogonal direction, where
there are additional constraints on the centers [12, 7, 5]. Again, the issues studied in these
generalizations tend to be quite different from the ones we confront here.
1.2 Our Results
We study the colorful k-center problem when the number of colors is a constant. Our main
result is a randomized polynomial time algorithm that, with high probability, outputs an
O(1)-approximation in the Euclidean plane. (As k-center is APX-hard even in the plane [9],
we cannot hope for a PTAS.)
To describe our approach, we focus on the case with two colors. We first design a
pseudo-approximation algorithm that outputs a 2-approximation, but with k + 1 centers
instead of k. This result holds in any metric space, not just the Euclidean plane. To obtain
it, we preprocess the solution to a natural LP-relaxation into a solution for a simpler LP,
using ideas from [4, 13]. We then note that a basic feasible solution to the simple LP opens
at most k + 1 centers fractionally. A pseudo-approximation for k-median with outliers was
an important step in the recent work of Krishnaswamy et al. [19].
The pseudo-approximation allows us to reduce the colorful k-center problem to a special
case where the balls in the optimal solution are separated – the distance between any two
balls is much greater than their radii. Designing an O(1)-approximation for this special case
is challenging, even in the plane. For instance, partitioning into small subproblems by using
a grid (such as in [14]) or other type of object does not work, because any such partitioning
may intersect balls in the optimal solution, and we have a hard bound k on the number
of balls allowed.
We solve separated instances in the plane by reducing to exact perfect matching on
graphs. In this problem, we are given a graph in which each edge has a red weight and a
blue weight, both non-negative integers. Given integers wr and wb, the goal is to determine
if the graph has a perfect matching whose red and blue weights are, respectively, exactly wr
and wb. This problem can be solved in randomized polynomial time, provided the weights
are bounded by a polynomial in the input size; see [3, 21]. To our knowledge, this connection
of geometric clustering and covering to exact matching is a novel one.
In its current form, the reduction from separated instances of colorful k-center to exact
matching does not work even in R3. Nevertheless, we are hopeful that this work will lead
to an O(1)-approximation to colorful k-center in dimensions 3 and higher, and indeed in
any metric space.
Organization. We describe our pseudo-approximation in Section 2 and our O(1)-approxima-
tion for the Euclidean plane in Section 3. In both these sections, we focus on the case where
the number of colors is 2. We address the extension of the planar result to multiple color
classes in Section 4.
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Find a feasible solution (x, z) such that:∑
i∈B(j,ρ)
xi ≥ zj , ∀j ∈ P (1)
∑
i∈P
xi ≤ k, (2)∑
j∈R
zj ≥ r, (3)∑
j∈B
zj ≥ b, (4)
zj , xi ∈ [0, 1], ∀i, j ∈ P (5)
Figure 1 The feasibility LP, parameterized by ρ.
2 Pseudo-approximation via LP Rounding
Recall that an instance of colorful k-center is a metric space (P = R unionsqB, d), where R,B are
non-empty, disjoint sets of red and blue points respectively. We are also given red and blue
coverage requirements 1 ≤ r ≤ |R| and 1 ≤ b ≤ |B|, respectively. A solution (C,D), where
C,D ⊆ P , is said to be feasible, if (i) |C| ≤ k, (ii) |D ∩ R| ≥ r, and (iii) |D ∩ B| ≥ b. The
cost of a solution is defined as maxj∈D d(j, C). Any point in the set D is said to be covered
by the solution. The goal of the colorful k-center problem is to find a feasible solution of the
minimum cost.
In this section, we describe a pseudo-approximation algorithm for the colorful k-center
problem. That is, we show how to find a solution of cost at most 2 ·OPT using at most k+ 1
centers, where OPT is the cost of an optimal solution. This result is achieved in two steps.
In the first step, we use the natural LP relaxation for the decision version of the colorful
k-center problem, to partition the points in P into disjoint clusters using a simple greedy
procedure. We also obtain a related fractional solution during this clustering procedure. We
use this to show that a much simpler LP with a small number of constraints has a feasible
solution, even though there may not exist an integral feasible solution using at most k centers.
Nevertheless, we use the simplicity of the LP to show that there exists a solution using at
most k + 1 centers.
Let ρ denote our “guess” for the optimal cost. Note that the optimal cost must be one
of the O(n2) interpoint distances, therefore there are O(n2) choices for ρ. We state the
feasibility LP, parameterized by ρ, in Figure 1. It is easy to see that an optimal solution
satisfies all the constraints when the guess ρ is correct (i.e., when ρ ≥ OPT ). Therefore,
henceforth, we assume that ρ = OPT .
Now, we find a feasible fractional solution (x′, z′) for this LP, and use it to show that a
related, but a much simpler LP is feasible. To this end, we use the following “greedy clustering”
procedure (see Algorithm 1), which also computes a modified LP solution (x˜, z˜). Let P ′
denote the set of unclustered points, initialized to P . We also initialize S, the collection of
cluster-centers, to the empty set. In each iteration, we find a point j ∈ P ′ with the maximum
zj . We set z˜j = x˜j ← min{1,
∑
i∈B(j,ρ) x
′
i} – note that the sum is over all points in the ball
B(j, ρ), as opposed to the points in B(j, ρ) ∩ P ′. Let Cj denote the set of unclustered points
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Algorithm 1 Clustering Algorithm.
1: S ← ∅, P ′ ← P
2: while P ′ 6= ∅ do
3: j ∈ P ′ be a point with maximum z′j ; let S ← S ∪ {j}
4: x˜j ← min{1,
∑
i∈B(j,ρ) x
′
i}; z˜j ← x˜j
5: Cj ← B(j, 2ρ) ∩ P ′
6: For all j′ 6= j ∈ Cj , set x˜j′ ← 0, z˜j′ ← z˜j
7: P ′ ← P ′ \ Cj
8: end while
within distance 2ρ from j. We refer to the set Cj as a cluster. We set z˜j′ ← z˜j for all other
points j′ ∈ Cj \ {j}. Finally, we remove the points in Cj from P ′ and repeat this process
until all points are clustered, i.e., P ′ becomes empty.
For any point i ∈ S, let Ri := R ∩ Ci and Bi := B ∩ Ci denote the sets of red and blue
points in the “cluster” Ci respectively. Additionally, for any i ∈ S, let ri and bi denote the
sizes of the sets Ri and Bi respectively. We start with a few simple observations that are
immediate from the description of the procedure.
I Observation 1.
1. The “clusters” {Ci}i∈S partition the point set P . Therefore, {Ri}i∈S partition the red
points R, and {Bi}i∈S partition the blue points B,
2. For any two distinct i, i′ ∈ S, d(i, i′) > 2ρ,
3. For any j ∈ P , there is at most one i ∈ S, such that d(i, j) ≤ ρ.
The following observation follows from the greedy nature of the clustering procedure.
I Observation 2. For any point j1 ∈ P , let j ∈ S be the point in S such that j1 ∈ Cj . Then,
z˜j = z˜j1 ≥ z′j1
Proof. Notice that, z˜j1 = z˜j = min{1,
∑
i∈B(j,ρ) x
′
i}. There are two cases to consider.
z˜j1 = z˜j = 1 ≥ z′j1 , where the inequality follows from the constraint (5) of the LP.
Otherwise, z˜j =
∑
i∈B(j,ρ) x
′
i. In this case, z˜j =
∑
i∈B(j,ρ) x
′
i ≥ z′j ≥ z′j1 . Here, the first
inequality follows from constraint (1) of the LP, and the second inequality follows from the
fact that in the iteration when j1 was removed from P ′, j ∈ P ′ was chosen to be a point
with the maximum z′-value in line 3. J
The next two claims help us construct a feasible solution to a simplified LP, to be
introduced later.
B Claim 3.
1.
∑
i∈S rix˜i ≥ r
2.
∑
i∈S bix˜i ≥ b
ESA 2019
12:6 A Constant Approximation for Colorful k-Center
maximize
∑
i∈S
rixi
subject to
∑
i∈S
bixi ≥ b (6)∑
i∈S
xi ≤ k, (7)
xi ∈ [0, 1], ∀i ∈ S (8)
Figure 2 The Simplified LP.
Proof. We prove the first part of the claim – the second part is analogous.∑
i∈S
rix˜i =
∑
i∈S
|Ri| · x˜i
=
∑
i∈S
∑
j′∈Ri
z˜i (For any i ∈ S, x˜i = z˜i by construction)
≥
∑
i∈S
∑
j′∈Ri
z′j′ (For any j′ ∈ Ri ⊆ Ci, z˜i ≥ z′j′ from Observation 2)
=
∑
j∈R
z′j (Property 1 of Observation 1)
≥ r (By constraint (3))
C
B Claim 4.
∑
i∈S x˜i ≤ k
Proof.∑
i∈S
x˜i ≤
∑
i∈S
∑
i′∈B(i,ρ)
x′i′ (x˜i ≤
∑
i′∈B(i,ρ) x
′
i′)
≤
∑
i′∈P
x′i′ (From Property 3 of Observation 1)
≤ k (By constraint (2))
C
2.1 A Simplified Problem
Recall that the clusters {Cj}j∈S are disjoint, and have radius 2ρ. Now, if we can find a
collection of k clusters from this set, that cover at least r red points and b blue points, then
this immediately leads to a 2-approximation. Unfortunately, it is not always possible to
find such a collection. However, in the following, we show that we can find a collection of
k + 1 clusters that satisfies the coverage requirements of both colors. The LP in Figure 2 is a
relaxation of the problem of finding at most k clusters that satisfy the coverage requirements
of both colors.
Note that Claims 3 and 4 imply that the fractional solution (x˜) constructed above is a
feasible solution for this LP, and has objective value at least r. However, there may not exist
a feasible integral solution that uses at most k clusters from the set {Ci}i∈S . The following
example illustrates this.
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I Example 5. In the following figure, we have two clusters C1 and C2. Red points are shown
as boxes, whereas blue points are shown as dots. C1 consists of 3 red points and 1 blue point,
whereas C2 contains 3 blue points and 1 red point. Suppose that k = 1 and the coverage
requirements of each color class is 2. Now, assigning x1 = x2 = 0.5 yields a fractional solution
that satisfies the coverage requirements of each color class. However, assuming that the
distance between two clusters is very large compared to the radii, 2ρ, it can be seen that
there is no feasible integral solution of cost at most a constant multiple of 2ρ.
C1 C2
Nevertheless, we show in the following that there exists a feasible solution that uses at
most k + 1 clusters. First, we need the following classical result from linear algebra (see
Lemma 2.1.4 in [20]).
I Lemma 6 ([20]). In any extreme point feasible solution (or equivalently, a basic feasible
solution) to a linear program, the number of linearly independent tight constraints is equal to
the number of variables.
Furthermore, an extreme point optimal solution can be computed in polynomial time.
Now, we find such an optimal solution (x∗) to the simplified LP. It follows from Claim 3 that
its objective value is at least r. We prove the following lemma, which is a simple consequence
of Lemma 6.
I Lemma 7. The number of x∗-variables in an extreme point optimal solution that are strictly
fractional, is at most 2. Therefore, the number of strictly positive variables is at most k + 1.
Proof. Let m := |S| denote the number of variables. From Lemma 6, it follows that the
number of linearly independent tight constraints is equal to m. Note that, even though there
are 2m + 2 constraints in the LP, at most m + 2 constraints can be simultaneously tight.
Now, even if constraints (6) and (7) are tight, it follows that number of tight constraints
from (8) is at least m− 2. That is, the number of strictly fractional variables is at most 2.
If there are k variables that are equal to 1, then constraint (7) is tight, and there are
no strictly fractional variables. Otherwise, the number of variables equal to 1, is at most
k − 1. Along with at most 2 strictly fractional variables, the number of positive variables is
at most k + 1. J
Note that the red and blue coverage can only increase while rounding up the fractional
variables to 1. If there is exactly one fractional variable, we round it up, giving a 2-
approximation using exactly k centers. Otherwise, let x∗1, x∗2 be the two fractional variables,
corresponding to clusters C1, C2 respectively. Note that, although the fractional solution
satisfies both red and blue coverage, adding only C1 or C2 to the solution may not satisfy
coverage demands for both colors – recall Example 5. Therefore, we include both clusters in
the solution, resulting in a pseudo-approximation of cost at most 2ρ, using at most k + 1
centers. We summarize the result of this section in the following theorem.
I Theorem 8. There exists a polynomial time algorithm to find a 2-approximation for the
colorful k-center problem (with two colors) in any metric space, using at most k + 1 centers.
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This theorem generalizes readily to an arbitrary number of color classes c ≥ 2. Having
c color classes corresponds to having c − 1 constraints instead of constraint (6) in the
corresponding Simplified LP. As we now have constraints corresponding to c− 1 color classes,
we obtain the following lemma for the Simplified LP, the proof of which goes along the same
lines as that of Lemma 7.
I Lemma 9. The number of x∗-variables in an extreme point optimal solution that are
strictly fractional, is at most c. Therefore, the number of strictly positive variables is at most
k + c− 1.
Therefore, if we round up these fractional variables, we get a pseudo-approximation of
cost at most 2 · ρ, using at most k + c− 1 centers.
3 A Constant Approximation Algorithm in R2
In this section, we describe a constant approximation algorithm for the colorful k-center
problem with two color classes, red and blue, where the set of points lies in the Euclidean
plane. Recall that P = R unionsq B denotes the input set of n points, and r and b the red and
blue coverage requirements. Our algorithm consists of two subroutines which we describe
in the following two subsections. The two subroutines are intended to handle two different
types of instances. In order to describe these instances we need the following definitions.
I Definition 10. Let α > 0 be a parameter. A set S of balls of radius ρ′ is α-separated if
the distance between the centers of every two balls in S is greater than α · ρ′. An instance of
colorful k-center is α-separated if the set of balls in some optimal solution is α-separated.
The first subroutine (described in Section 3.1) gives a 2(α+ 1)-approximation algorithm
for instances that are not α-separated. The second subroutine (described in Section 3.2)
gives a (0.5α + 2)-approximation algorithm for α-separated instances where α > 4/γ for
some absolute constant γ > 0, which is defined below.
Therefore for a large enough constant α, we get a max{2(α+ 1), 0.5α+ 2}-approximation
algorithm for the colorful k-center problem with two color classes. From the geometric
arguments in Section 3.2 that determine α, it is apparent that taking α = 8+ ′ for any ′ > 0
is sufficient. Therefore, the approximation guarantee of our algorithm is 17 +  for any  > 0.
3.1 Handling Non-Separated Instances
If an instance is not α-separated, we can use the pseudo-approximation algorithm of Section
2 to immediately get a 2(α+ 1)-approximation algorithm. This is formalized in the following
lemma. It is worth pointing out that this subroutine does not require the set of points to be
in R2 – it works for any metric.
I Lemma 11. If an instance is not α-separated then we get a 2(α+ 1)-approximate solution
to the colorful k-center problem in polynomial time.
Proof. Let the optimal radius be ρ. Since the instance is not α-separated, there are two
balls in some optimal solution whose centers are within distance α · ρ of each other. Let
C1 and C2 be two such balls in the optimal solution. We replace C1 with a ball of radius
(α+ 1)ρ centered at the same point as C1. This allows us to remove C2 without violating
any of the coverage requirements (since the new ball replacing C1 covers all points originally
covered by C2). This means that there exists a feasible solution using k− 1 centers with cost
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(α+ 1)ρ. Therefore, if we run the pseudo-approximation algorithm of the previous section
with number of centers being k − 1, we will get a solution using at most k centers having
cost 2(α+ 1)ρ, which proves the lemma. J
3.2 Reduction of Separated Instances to Exact Perfect Matching
Let us assume that the instance we are given is α-separated for some α > 4/γ for some
absolute constant γ > 0. From the proof of Lemma 12, it will be clear that taking α > 8
is sufficient. The α-separability of the instance helps us design a (0.5α+ 2)-approximation
algorithm for this problem in R2. We do this by reducing the problem to the Exact Perfect
Matching problem [22, 2]. In the exact perfect matching problem we are given an edge-
weighted graph G = (V,E) and a target weight W . The goal is to find a perfect matching
in G having weight exactly W . The result in [3, 21] gives a randomized pseudo-polynomial
algorithm for exact perfect matching. In other words, their algorithm runs in polynomial
time if the largest edge weight in the input graph is bounded by a polynomial in |V |. We
now describe our reduction from the k-center problem to exact perfect matching.
We first assume that we have guessed correctly the radius ρ of an optimal solution to the
given instance. We cover R2 with a grid of equilateral triangles of side length ` = 0.5αρ. See
Figure 3 for an illustration. Consider the following three lines through the origin: L1 is the
x-axis, L2 has angle 60 degrees with L1, and L3 has angle 120 degrees with L1. The grid of
side length ` can be formally defined as the arrangement of the collection of lines parallel to
L1, L2, and L3, with two adjacent parallel lines having distance
√
3`/2. We can interpret
the grid as an infinite graph where the edges are the sides of each atomic triangle in the grid
and the vertices are the intersection points of the edges.
Define the Voronoi region of an edge e as the set of points that are at least as close to e
as any other edge. It is easy to see that the Voronoi region of e is a rhombus whose four end
points are the two end points of e and the centroids of the two triangles sharing the edge e.
We are interested in the extended Voronoi region of an edge e which is the Minkowski sum of
the Voronoi region of e and a ball of radius ρ centered at the origin.
I Lemma 12. The extended Voronoi regions of two edges e and e′ intersect each other iff e
and e′ share a common vertex.
Proof. The reverse direction of the lemma is trivial, so we focus on the forward direction.
Take two edges e and e′ that are not incident on a common vertex. Note that their Voronoi
regions do not intersect (see Figure 3). Thus, there is an absolute constant γ > 0 such that
the distance between the closest pair of points, one in each region, is at least γ · ` = γ · 0.5αρ.
Therefore, if α > 4/γ, the distance between the two Voronoi regions is greater than 2ρ. 1
Thus, the extended Voronoi regions of e and e′ do not intersect because each Voronoi region
“expands” by only an additive factor of ρ. J
For each edge define P (e) as the set of points in P that lie in the extended Voronoi region
of e. Let G′ = (V ′, E′) be the graph where E′ is the set of all grid edges such that P (e) 6= ∅,
and V ′ is the set consisting of the endpoints of edges in E′. Define N = 2 max{n, |V ′|}, note
that N = O(n) because each point can belong to at most six triangles. The weight of an
edge e ∈ E′ is set to we = N2 · be + re where be and re are the number of blue and red points
respectively in P (e).
1 With simple geometric calculations, one can show that γ = 1/2, which implies that α > 8.
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e
`
Figure 3 Here, we show a triangular grid of side ` = 0.5αρ. We also show the Voronoi region of
the edge e (the area inside the dash-dotted rhombus around e), and the extended Voronoi region of
e (the area inside the lightly shaded object). We also show the Voronoi regions of the “neighboring
edges” that do not share a vertex with e as dashed rhombuses. Notice that the Voronoi regions (resp.
extended Voronoi regions, not shown for simplicity) of the neighboring edges do not intersect with
the Voronoi region (resp. extended Voronoi region) of e. We use this fact in the proof of Lemma 12.
Notice that, the extended Voronoi region of e contains 2 red points and 4 blue points. Therefore, we
will set the weight of the edge to be 4 ·N2 + 2.
I Lemma 13. There exists a matching in G′ with k edges and with weight exactly b′ ·N2 + r′
for some |B| ≥ b′ ≥ b and |R| ≥ r′ ≥ r.
Proof. Let S∗ be the set of balls in an optimal solution that is α-separated. For each ball
Ci ∈ S∗, 1 ≤ i ≤ k, let ei be any edge (from the infinite grid) such that the center of Ci lies
in the Voronoi region of ei. Note that the extended Voronoi region of ei contains Ci, and
thus ei ∈ E′. We claim that if i 6= j, then (a) ei 6= ej , and (b) ei and ej are not incident on
a common vertex of V ′. If either (a) or (b) does not hold, the distance between the centers
of Ci and Cj is at most 0.5αρ + 0.5αρ = αρ, which violates the fact that the instance is
α-separated. Therefore the set M = {ei|1 ≤ i ≤ k} is a matching of k edges in G.
If we set b′ and r′ to be the total number of blue and red points in the extended Voronoi
regions of the k edges, then we have a matching of weight b′ · N2 + r′ in G. Since the
extended Voronoi regions cover all the points covered by S∗, we have b′ ≥ b and r′ ≥ r which
finishes the proof. J
We now define a graph G such that perfect matchings in G correspond to matchings with
k edges in G′. To construct G = (V,E), we start with G′ and add |V ′| − 2k auxiliary vertices
that are connected to all vertices of G′ with edges of weight zero. We can do this because
Lemma 13 implies that |V ′| ≥ 2k. Now G obeys the following property that is easy to prove.
I Observation 14. Any matching in G′ of weight W having exactly k edges can be extended
to a perfect matching in G of weight exactly W . Conversely, from any perfect matching in G
with weight exactly W , we can obtain a matching in G′ with k edges and weight exactly W .
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Using Lemma 13 and Observation 14 we get the following Corollary.
I Corollary 15. There exists a perfect matching in G of weight exactly b′ ·N2 + r′ for some
|B| ≥ b′ ≥ b and |R| ≥ r′ ≥ r.
We now show how to go from a perfect matching in G to a cover for the input instance.
I Lemma 16. If G has a perfect matching of weight exactly W = b′N2+r′, with 0 ≤ b′ ≤ |B|
and 0 ≤ r′ ≤ |R|, then we can place exactly k balls of radius (0.5α+ 2)ρ that cover at least r′
red points and at least b′ blue points.
Proof. Suppose G has a perfect matching M of weight W . Using Observation 14, we recover
a matching M ′ in G′ with k edges and weight W . For e ∈ M ′, let be = |P (e) ∩ B| and
re = |P (e) ∩R|. Thus, the weight we for each edge e is beN2 + re. It follows that(∑
e∈M ′
be
)
N2 +
(∑
e∈M ′
re
)
= W = b′N2 + r′.
By our choice of N , both r′ and
∑
e∈M ′ re are strictly less than N2. It follows that∑
e∈M ′ re = r′ = W mod N2, and furthermore
∑
e∈M ′ be = b′. Furthermore, since M ′ is a
matching, by Lemma 12, the extended Voronoi regions of the edges in M ′ do not intersect.
Thus, ∪e∈M ′P (e) contains exactly r′ red points and b′ blue points.
For each e ∈M ′ such that P (e) 6= ∅, we place a ball of radius (0.5α+ 2)ρ centered at
any point in P (e). These at most k balls cover all points in
⋃
e∈M ′ P (e). This is because the
distance between any two points in P (e) for an edge e is at most (0.5α+ 2)ρ. This finishes
the proof of the lemma. J
We are now ready to state our algorithm for our α-separated instance of colorful k-center,
assuming that we know the optimal radius ρ. We construct the graph G and check if it has a
perfect matching of weight exactly W = b′ ·N2 + r′, for each b ≤ b′ ≤ |B| and r ≤ r′ ≤ |R|.
For the check, we invoke the algorithm of [3]. Corollary 15 ensures that for at least one of
these guesses for W , an exact perfect matching does exist, and the algorithm of [3] returns
it.2 Once we find an exact perfect matching solution for any of these weight values, we
convert it into a (0.5α+ 2)-approximate solution by invoking the algorithm of Lemma 16.
This completes our algorithm.
As we do not know the optimal radius for the given input instance, we will run the
above algorithm for each choice of ρ from the set of O(n2) interpoint distances induced by
P . Fix a particular choice of ρ. If there exists a feasible solution with balls of radius ρ that
is α-separated, then the above algorithm will return a feasible solution with cost at most
(0.5α+ 2) · ρ. If there is no feasible solution with balls of radius ρ that is α-separated, then
the above algorithm may not return a feasible cover.
Overall, we simply return the minimum cost feasible solution that we encounter after
applying the above algorithm for all choices of ρ. This is a (0.5α + 2)-approximation for
α-separated instances.
I Remark 17. We note that the algorithm described here generalizes to any constant number
of color classes, in the following sense. Suppose we have an input instance for which there
exists an α-separated solution of cost ρ′, for some ρ′. In particular, we do not assume that ρ′
2 The algorithm of [3] is actually a randomized Monte-Carlo algorithm, and thus has an error probability
that can be made arbitrarily small. For the sake of exposition, we ignore this eventuality of error, except
in the statement of our final result.
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is the optimal cost for the input instance. Then the algorithm computes a feasible solution
of cost at most (0.5α + 2) · ρ′. Note that in this case, for any edge e of the graph G′, the
weight of each edge will be of the form
∑
i≥0 Pi(e)N2i where Pi(e) is the number of points
of color class i in the extended Voronoi region of that edge.
3.3 Combining Separated and Non-Separated Cases
We do not know if a given instance of colorful k-center is α-separated or not. Therefore,
we do not know which subroutine to use. So we run both the subroutines and return the
solution with the lowest cost. We conclude with our main result.
I Theorem 18. There is a randomized polynomial time algorithm that, given any instance
of colorful k-center in the plane with two colors, outputs, with high probability, an O(1)-
approximate solution.
4 Multiple Color Classes in the Plane
So far we have only considered two color classes for the sake of keeping the exposition simple.
We now sketch an extension to the colorful k-center problem in the plane with c color classes
for any integer constant c.
For a given instance in the plane, fix the optimal set of balls S∗, and assume it has cost
ρ. Let S be any maximal α-separated subset of S∗. That is, for each pair of balls in S, the
distance between the centers is greater than α · ρ, whereas for every ball B ∈ S∗ \ S, there is
a ball B′ ∈ S, such that the distance between the centers of B and B′ is at most α · ρ. Let
S¯ = S∗ \ S. We consider two cases:
Case 1: |S¯| ≥ c− 1
Notice that if we expand each ball in S to have radius (α+ 1) · ρ, and discard the balls in S¯,
we obtain a feasible solution with at most k− (c− 1) balls and cost (α+ 1) · ρ. For this case,
running the pseudo-approximation algorithm on the original input, but with the number of
centers set to k − (c− 1), will give us a solution with k balls and cost 2(α+ 1) · ρ.
Case 2: |S¯| ≤ c− 2
We guess the balls in S¯. Because |S¯| ≤ c − 2, and there are O(n2) choices for ρ, we have
O(nc) possibilities to guess from. After guessing S¯, we remove the points covered by S¯, and
decrease the coverage requirement for each color class by the number of points of that color
class covered by S¯. For this residual instance, S is an α-separated solution with k− |S¯| balls
and cost ρ. If we run the algorithm of Section 3.2 on this residual instance, allowing k − |S¯|
centers, we obtain a cover with k − |S¯| balls and cost at most (0.5α+ 2) · ρ. We output the
union of this cover and S¯. This is a feasible solution to the original problem with k balls
and cost O(ρ).
The overall running time of the algorithm is nO(c).
5 Open Problems
One question raised by our work is whether an O(1)-approximation for colorful k-center (with
a constant number of colors) can be obtained in Rd for d ≥ 3, or indeed in an arbitrary metric
space. Another question is whether one can obtain an O(1)-approximation for non-uniform
k-center in the plane (with a constant number of distinct radii).
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