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Face Detection based-on Haar-like Features  
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ของการจําลองรูปแบบ Haar-like ต้ังแตอดีตจนถึงปจจุบัน วิธีการนี้ไดถูกนําเสนอเปนครั้งแรกโดย Viola-Jones ในป 
2001 วิธีการตรวจจับใบหนาของ Viola-Jones ประกอบดวย 3 ขั้นตอน คือ การคํานวณการจําลองรูปแบบ Haar-like  
ดวย Integral Image   การคนหาการจําลองรูปแบบ Haar-like ดวย Adaboost   และการรวมตัวจําแนกกลุมแบบตอ
เรียง (Cascade Classifier) ซึ่งในการใชการจําลองรูปแบบ Haar-like นั้นถือวามีความสําคัญตอความแมนยําท่ีสุด
เพราะเปนเครื่องมือท่ีใชในการดึงลักษณะเดนจากใบหนา จึงมีงานวิจัยเปนจํานวนมากที่มุงเนนในการพัฒนาการ
จําลองรูปแบบ Haar-like ดังนั้น บทความฉบับนี้จึงทําการรวบรวมและสรุปงานวิจัยท่ีมุงเนนในการเพิ่มหรือปรับปรุง
รูปรางของการจําลองรูปแบบ Haar-like ซึ่งเปนผลใหเพ่ิมความเร็วและความแมนยําในการตรวจจับใบหนา หรือเพ่ิม
ความสามารถในการตรวจจับใบหนาในมุมอื่น ๆ นอกเหนือจากใบหนาตรง 
 
คําสําคัญ: การตรวจจับใบหนา  เทคนิค Viola-Jones  การจําลองรูปแบบ  Haar-like 
 
ABSTRACT 
 This article presents a review of papers and researches on face detection based-on Haar-like 
features. The Haar-like features for face detection is proposed by Viola and Jones since 2001. This 
technique consists of 3 steps: Integral Image, Adaboost and Cascade Classifier. Since the Haar-like 
features is the most effective application used to extract features from faces, there are many researches 
aiming to apply the Haar-like features to achieve higher performance. The article also focuses on 
research papers which extend or adapt formations of the Haar-like features to get higher speed and 
accuracy or to detect faces in poses other than frontal faces. 
 






Machine Interface) ไดรับการพัฒนา โดยที่ไมไดถูก
จํากัดดวยอุปกรณเดิม ๆ เชน คียบอรด เมาส หรือ
จอภาพ  นอกจากนั้ นป จจั ยทางด านราคาของ
คอมพิวเตอรสวนบุคคล และระบบสมองกลฝงตัว 
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(Embedded Systems) ท่ีลดลงอยางตอเนื่อง ก็ยังสงผล




ตัวตนดวยใบหนา (Face Recognition) สถานะของหนา 




ความสําคัญ และมีปจจัยท่ีมีผลกระทบมากมาย เชน 







ในการตรวจจับใบหนาในหัวขอท่ี 2 ซ่ึงแบงเปน 4 กลุม 
จําแนกตามวิธีการ คือ วิธีการ Knowledge-based 
วิธีการ Feature invariant วิธีการ Template Matching   
และวิธีการ Appearance - based โดยในงานวิจัยท่ี
เกี่ยวของในรอบทศวรรษที่ผานมาวิธี Appearance-
based เปนวิธีท่ีมีการพัฒนามากท่ีสุด และเปนท่ียอมรับ
สามารถนํามาใชงานไดจริงในหลายๆ ดาน ในหัวขอท่ี 3 
กลาวถึงวิธีการตรวจจับใบหนาของ Viola-Jones ท่ีมี
ประสิทธิภาพสูงโดยนําเสนอเทคนิค 3 ขั้นตอน คือ การ









สามารถแบงไดเปน 4 กลุม [1] จําแนกตามวิธีการได
ดังนี้ 
2.1 Knowledge-based methods 
วิธีการนี้ใชกฎเกณฑพ้ืนฐานความรูของมนุษยของ
สวนประกอบสําคัญบนใบหนา เชน ในงานวิจัยของ 
Yang ในป 1994 [2] และ งานวิจัยของ Kotropoulos 
และ Pitas ในป 1997 [3] ไดใชกฎเกณฑประกอบในการ
ตัดสินใจ โดยท่ีสังเกตจากโพรไฟลความเขมของพิกเซล
ภาพท้ังในแนวตั้ง และแนวนอน ซึ่งในรูปท่ีมีใบหนา 

























การนําเสนอ เชน ในงานวิจัยของ Yow และ Cipolla ในป 
1998 [4] ลักษณะเดนของขนคิ้ว ดวงตา จมูก ปาก และ
เสนผม จะถูกดึง (Extract) ออกมา โดยการตรวจจับขอบ 
(Edge Detection) จากน้ันจึงใชโมเดลทางสถิติในการ
อธิบายถึงความสัมพันธ และยืนยันการตรวจพบใบหนา  
36  วารสารวิศวกรรมศาสตร มหาวิทยาลัยศรีนครินทรวิโรฒ 








2.3 Template matching methods  
วิธีการนี้ใชแมแบบมาตรฐาน (Standard Template) 
ของใบหนา (โดยปกติเปนหนาตรง) ท่ีถูกกําหนดเอง
ดวยมือ (Manual) หรือ กําหนดโดยฟงกชัน เชน ใน
งานวิจัยของ Scassellati ในป 1998 [5] ไดกําหนด
แมแบบของใบหนาซึ่งประกอบดวย 16 พ้ืนท่ี และ 23 
ความสัมพันธ  ใบหนา ท่ีรับเขามาจะนํามาหาคา
สหสัมพันธ (Correlation Value) กับใบหนาท่ีเปน
รูปแบบมาตรฐาน (Standard Pattern) ในสวนของโครง






2.4 Appearance-based methods 
วิธีการนี้จะใชโมเดลที่ไดมาจากการเรียนรูของกลุม
ของรูปภาพตัวอยาง ท้ังท่ีเปนใบหนา และไมใชใบหนา 
โดยทั่วไปแลววิธีการนี้จะอยูบนพ้ืนฐานของเทคนิคการ




กระจาย (Distribution Models) หรือ ฟงกชันการ
จําแนก (Discriminant Functions) ในขณะเดียวกัน 
การลดมิติ (Dimension Reduction) ก็ถูกนํามาใชเพ่ือ
เพ่ิมประสิทธิภาพในการคํานวณ และการตรวจจับ
ใบหนาอีกดวย เชน ในงานวิจัยของ Sung และ Pogio 






โดยเฉพาะงานวิจัยท่ีนําเสนอโดย Viola และ Jones ใน
ป 2001 [7-8] มีความสามารถท่ีจะตรวจจับใบหนาได
อยางรวดเร็ว มีประสิทธิภาพ และสามารถนําไปใชได
งานไดจริง เชน ใชในกลองถายรูปดิจิตอล และใชใน
ซอฟตแวรจัดการรูปภาพ เปนตน 
 
3. วิธีการตรวจจับใบหนาของ Viola-Jones 
Paul viola และ Michael J. Jones ไดนําเสนอ
เทคนิคการตรวจจับใบหนาท่ีมีความเร็วและมีความ




ใบหนา Viola-Jones นี้สามารถแบงออกเปน 3 ขั้นตอน 
การคํานวณรูปแบบการจําลองดวย Integral Image การ
คนหารูปแบบการจําลองดวย Adaboost และการรวมตัว
จําแนกกลุมแบบตอเรียง (Cascaded Classifier) โดย
แตละขั้นตอนมีรายละเอียดดังตอไปนี้ 
หลักการพ้ืนฐานของเทคนิคการตรวจจับใบหนา





แตกตางกันหลาย  ๆ  ขนาด  และใช ตัวตรวจจับ 
(Detector) ท่ีมีขนาดคงท่ีคนหาวัตถุ ขอเสียของการ
ตรวจจับใบหนาแบบนี้คือ ระยะเวลาในการคํานวณไม
คงท่ี ดังนั้น Viola-Jones จึงเสนอเทคนิคการตรวจจับ
ใบหนาใหม โดยใชการจําลองรูปแบบ Haar-like เปน
ตัวตรวจจับ ทําการปรับขนาดของตัวตรวจจับแทนการ
ปรับขนาดภาพอินพุต และใช ตัวตรวจจับทําการ
ตรวจจับใบหนาหลาย ๆ รอบ โดยแตละรอบใชขนาด
ของตัวตรวจจับแตกตางกัน ซึ่งเมื่อทําการเปรียบเทียบ
กับวิธีเดิมพบวา เวลาท่ีใชในการคํานวณไมไดแตกตาง
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แตกตางกันก็ตาม เทคนิคท่ี Viola-Jones นําเสนอนี้จะ
ทําการคํานวณการจําลองรูปแบบ Haar-like ดวย 
Integral Image  




ส่ีเหล่ียม 2 ประเภทคือ สวนท่ีแรเงา และสวนท่ีไมได 
แรเงา การหาคาการจําลองรูปแบบ Haar-like คือการ
หาผลตางระหวางความเขมในสวนท่ีแรเงากับสวนท่ี
ไมไดแรเงา จากน้ันนําผลลัพธท่ีไดไปเปรียบเทียบกับ
คาขีดแบง (Threshold) กับขั้ว (Polarity) ท่ีใชในการ
ตัดสินใจวาภาพท่ีรับเขามาควรถูกจัดใหเปนบวก 
(ภาพใบหนา) หรือเปนลบ (ไมใชภาพใบหนา) ผลลัพธ
ท่ีไดจะถูกนําไปพิจารณาในขั้นตอนตอไป  
ตัวอยางการจําลองรูปแบบ Harr-like ท่ีแสดงใน
รูปท่ี 1 มี 3 แบบคือ การจําลองรูปแบบ Haar-like ท่ี
ประกอบดวยพ้ืนท่ีส่ีเหล่ียมสองภาพหรือ Two-rectangle 
feature (รูปท่ี 1ก และ 1ข) การจําลองรูปแบบ Haar-
like ท่ีประกอบดวยพ้ืนท่ีส่ีเหล่ียมสามภาพ หรือ 
Three-rectangle feature (รูปท่ี 1ค) และการจําลอง
รูปแบบ Haar-like ท่ีประกอบดวยพ้ืนท่ีส่ีเหล่ียมส่ีภาพ 
หรือ Four-rectangle feature (รูปท่ี 1ง) 
ในรูปท่ี 2 เปนวิธีการท่ัวไปในการหาคาผลรวม
ความเขมของพ้ืนท่ีส่ีเหล่ียมใด ๆ ในรูปภาพ สามารถ
เขียนแทนไดดวยสมการตอไปนี้ 
݅௦ሺݔଵ, ݔଶ, ݕଵ, ݕଶሻ ൌ 	∑ ∑ ݅ሺݔ, ݕሻ௬మ௬ୀ௬భ௫మ௫ୀ௫భ   (1) 
โดยที่ ݅ሺݔ, ݕሻ แทนคาความเขมท่ีจุด ݔ และ ݕ 
ในรูปภาพ 						݅௦ሺݔଵ, ݔଶ, ݕଵ, ݕଶሻ แทนผลรวมความเขม
ภายพ้ืนท่ีส่ีเหล่ียม โดยที่ ݔଵ			 ݔଶ 		ݕ1 และ ݕଶ เปนพิกัดมุมท้ังส่ีของรูปส่ีเหล่ียม  จากสมการท่ี 1 จะเห็น
ไดวาเวลาท่ีใชในการคํานวณนั้นจะขึ้นอยูกับขนาดของ
รูปส่ีเหล่ียม  
ในการเพ่ิมประสิทธิภาพ Viola และ Jones ได
นําเสนอใหใชเทคนิคท่ีเรียกวา Integral Image ในการ
คํานวณการจําลองรูปแบบ Haar-like เทคนิค Integra 
image คือ การรวมความเขม (Intensity) ของแตละ
พิกเซลเขาดวยกัน รูปท่ี 3ก) แสดง Integral image 
ของรูป 3ข) การคํานวณหา Integral image ท่ีจุด 
ሺݔ, ݕሻ สามารถเขียนแทนไดดวยสมการตอไปนี้ 
݅݅ሺݔ, ݕሻ ൌ ∑ ݅ሺݔᇱ, ݕ′ሻ௫ᇲஸ௫,௬ᇱஸ௬  (2) 
เมื่อ ݅݅ሺݔ, ݕሻ คือ คาของ Integral image ท่ีตําแหนง
จุดท่ีตําแหนงจุด ሺݔ, ݕሻ และ ݅ሺݔ′, ݕ′ሻ คือ คาความเขม
ในแตละพิกเซลของภาพตนฉบับ 
ตัวอยางการคํานวณหาคาผลรวมความเขมของ
พ้ืนท่ีส่ีเหล่ียม D โดยใชคา Integral image จํานวน 4 










รูปท่ี 2 ตัวอยางการคํานวณความเขมในพ้ืนท่ีส่ีเหล่ียม 
D โดยวิธีการท่ัวไป 
  
                            ก)                          ข) 
รูปท่ี 3 ตัวอยางภาพ Integral image  
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ส่ีเหล่ียม D โดยวิธี Integral image 
 
กําหนดใหการจํ าลองรูปแบบ Haar-like ท่ี ได
หลังจากทําการเปรียบเทียบกับคาขีดแบงเรียกวา ตัว




	݄ሺݔ௜, ݂, ݌, ߠሻ ൌ ቄ1				if			݌݂ሺݔ௜ሻ ൏ ݌ߠ	0				otherwise										      (3) 
เมื่อ ݔ คือ ภาพยอย โดยในงานวิจัยนี้ [7-8] ได
กําหนดใหมีขนาดเทากับ 24 x 24 พิกเซล สวน 
݄ሺݔ, ݂, ݌, ߠሻ คือ ตัวจําแนกแบบออนแอท่ีพิจารณาจาก
การจําลองรูปแบบ Haar-like ሺ݂ሻ เทียบกับคาขีดแบง 
ሺߠሻ และ ሺ݌ሻ คือ ขั้วซึ่งเปนตัวกําหนดทิศของสมการ 








สรางตัวจําแนกแบบแข็งแรง (Strong Classifier) 
ขั้นตอนการเรียนรูดวย Adaboost มีดังตอไปนี้ 
1. พิจารณาเลือกกลุมภาพตัวอยางจํานวน ܰ ภาพ
เพ่ือใชในเรียนรู กลุมตัวอยางภาพสามารถเขียน
ไดดังสมการขางลาง 
ܵ ൌ ሼሺݔ௜, ݖ௜ሻ,			݅ ൌ 1,2, … , ܰሽ (4) 
เมื่อ ݔ௜ คือ ภาพตัวอยางท่ี ݅ และ ݖ௜ คือ คาท่ี
ระบุวาภาพตัวอยางเปนภาพท่ีเปนใบหนาคน 
(ݖ௜ ൌ 1) หรือไมใชใบหนาคน (ݖ௜ ൌ 0) 
2. กําหนดจํานวนตัวจําแนกแบบออนแอมีคาเทากับ 
ݐ ൌ 1, 2, . . , ܶ รอบ 
3. กําหนดคาถวงน้ําหนักเริ่มตน (ݓ௧,௜) ตัวจําแนก
แบบออนแอตัวแรก (เมื่อ ݐ ൌ 1) มีคาเทากับ 
ݓଵ,௜ ൌ ଵଶ௠, 	
ଵ





a. ทําการนอรมัลไลซ (Normalize) คาถวง




ϵ௧ ൌ min௙,௣,ఏ ∑ ݓ௜|݄ሺݔ௜, ݂, ݌, ߠሻ െ ݖ௜|௜   (5) 
 
c. กําหนดให ݄௧ሺݔሻ ൌ ݄ሺݔ, ௧݂, ݌௧, ߠ௧ሻ เมื่อ 




ݓ௧ାଵ,௜ ൌ ݓ௧,௜ߚ௧ଵି௘೟ 
 
เมื่อ e௧ ൌ 0  ถาตัวอยาง ݔ௜ ถูกคัดเลือก
อยางถูกตอง และ e௧ ൌ 1 ในกรณีอ่ืนๆ 




ܥሺݔሻ ൌ ቊ1						 ∑ ߙ௧݄௧ሺݔሻ ൒
ଵ
ଶ∑ ߙ௧௧்ୀଵ௧்ୀଵ
0					otherwise																									   (6) 
 
เมื่อ ߙ௧ ൌ log ଵఉ೟ 
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รูปท่ี 5 แสดงตัวอยางของการจําลองรูปแบบ 
Haar-like สองลําดับแรกท่ีไดจากกระบวนการเรียนรู
ดวยวิธี Adaboost จากรูปท่ี 5 สังเกตเห็นวาการจําลอง















จําแนกกลุมแบบตอเรียง (Cascaded Classifier) โดย
เทคนิคนี้จะนําตัวจําแนก (Classifier) หลาย ๆ ตัวตอกัน
เปนลําดับ ดังแสดงในรูปท่ี 6 โดยที่ตัวจําแนกในลําดับ

























 เทคนิคการตรวจจับใบหนาของ Viola-Jones ท่ีได
กลาวไปนั้น ส่ิงท่ีสงผลถึงประสิทธิภาพความถูกตองใน
การตรวจจับใบหนามากท่ีสุด คือ การใชการจําลอง
รูปแบบ Haar-like ดังนั้น ในบทความวิจัยนี้จึงมุงเนนท่ี
จะทําการศึกษางานวิจัยท่ีทําการศึกษาตอในเฉพาะสวน
ของการจําลองรูปแบบ Haar-like 
ในป 2002 Lienhart และ Maydt [10] เสนอ
เทคนิคการตรวจจับใบหนาตอจากเทคนิคการตรวจจับ
ใบหนาของ Viola-Jones ท่ีเสนอในป 2001 [7-8] โดย 
Lienhart และ Maydt นําเสนอการจําลองรูปแบบ Haar-
like ใหม โดยนําการจําลองรูปแบบ Haar-like ท่ี Viola-
Jones นําเสนอในป 2001 มาทําการหมุน 45 องศา 
และมีการนํ า เสนอการจํ าลองรูปแบบ  Haar-like 
เพ่ิมเติมดังแสดงในรูปท่ี 7 รูปท่ี 8 และ รูปท่ี 9 จากผล
การทดลองพบวา การใชการจําลองรูปแบบ Haar-like ท่ี
นําเสนอสามารถเพิ่มประสิทธิภาพความถูกตองในการ
ตรวจจับภาพไดเพ่ิมขึ้นเมื่อเทียบกับเทคนิคเดิม 10%  
 
ก) ข) ค) ง)
 
 
รูปท่ี 7 การจําลองรูปแบบ Haar-like สําหรับตรวจจับ
ขอบ (Edge features) ท่ีถูกพิจารณาโดย 
Lienhart และ Maydt [10] 
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รูปท่ี 8 การจําลองรูปแบบ Haar-like สําหรับตรวจจับ
เสน (Line features) ท่ีถูกพิจารณาโดย 




รูปท่ี 9 การจําลองรูปแบบ Haar-like สําหรับตรวจจับ
จุดกึ่งกลาง (Center-surround features) ท่ี
นําเสนอโดย Lienhart และ Maydt [10] 
 
ในป 2003 Viola และ Jones [11] ไดเสนอการ
จําลองรูปแบบ Haar-like แบบใหมเพ่ือแกไขขอจํากัด








เอียง (ไมต้ังตรง) ไดอีกดวย  
 รูปท่ี 10 ตัวอยางการจําลองรูปแบบ Haar-like ท่ี
นําเสนอโดย Viola และ Jones [11] เพ่ือให
สามารถตรวจจับใบหนาไดหลากหลายมากขึ้น 
ในป 2005 Mita และ Kaneko [12] ไดนําเสนอการ
จําลองรูปแบบ Haar-like ชนิดใหมเรียกวา การจําลอง





ขึ้นมาใหมนี้สามารถแกปญหาท่ีกลาวมาได รูปท่ี 11 








รูปท่ี 11 ตัวอยางของการจําลองรูปแบบ Haar-like 
แบบรวมท่ีนําเสนอโดย Mita และ Kaneko [12] 
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 รูปท่ี 12 ภาพรวมของเทคนิคการจําลองรูปแบบ Haar-
like แบบรวมท่ีนําเสนอโดย Mita และ Kaneko 
[12] 
 
ในป 2006 Wilson และ Fernandez [13] ทําการ
ประยุกตใชเทคนิค Haar classifier ในการตรวจจับ





รูปแบบ Haar-like เหมือนกับท่ีนําเสนอโดย Lienhart 
และ Maydt [10] ดังแสดงในรูปท่ี 7 ถึงรูปท่ี 9 ตอมาใน
ป 2007 Chen และ Liu [14] นําเสนอการปรับปรุงการ
ตรวจจับใบหนาดวยการจําลองรูปแบบ Haar-like กับ
ภาพสี ซึ่งแตกตางจากเดิมท่ีจะทําการตรวจจับเฉพาะ
ภาพที่เปน Gray scaled โดยการจําลองรูปแบบ Haar-
like ท่ีใชจะเปนการจําลองรูปแบบ Haar-like ท่ีนําเสนอ
โดย Viola และ Jones ในป 2001 [7-8]  
ในป 2009 Khac และคณะ [15] ทําการนําเสนอการ
จําลองรูปแบบ Haar-like แบบใหมเรียกวา Variance 
based Haar-like ท่ีพัฒนาตอจาก Viola-Jones ในป 
2001 โดยการจําลองรูปแบบ Haar-like แบบใหมท่ี
นําเสนอน้ีจะทําการคํานวณหาคาความแปรปรวนและ
คาเฉล่ียของพ้ืนท่ีส่ีเหล่ียมท่ีไดจากวิธี Integral image 
และในงานวิจัยนี้ไดนําเสนอเทคนิค support vector 
machine (SVM) ใชแทนวิธีการเรียนรูแบบ Adaboost 
เพ่ือใหเหมาะสมกับการจําลองรูปแบบ Haar-like แบบ




ป 2010 Lu และคณะ [16] นําเสนอการจําลอง
รูปแบบ Haar-like แบบใหม ท่ีเรียกวา Separate Haar 
Feature แนวความคิดของการจําลองรูปแบบ Haar-like 
แบบใหมคือ ไมตองสนใจพ้ืนท่ีระหวางพ้ืนท่ีส่ีเหล่ียม
ของการจําลองรูปแบบ Haar-like รูปท่ี 13 รูปท่ี 14 และ 
รูปท่ี 15 แสดงการจําลองรูปแบบ Haar-like ใหม จากรูป
จะพบวาการจําลองรูปแบบ Haar-like ใหมจะมีชองวาง
ระหวางพ้ืนท่ีแรงเงากับพ้ืนท่ีท่ีไมไดแรเงา ซึ่งผลการ




ก) ข) ค) ง)
 
 
รูปท่ี 13 การจาํลองรูปแบบ Haar-like สําหรับตรวจจับ





รูปท่ี 14 การจาํลองรูปแบบ Haar-like สําหรับตรวจจับ
เสน (Line features) ท่ีถูกพิจารณา Ning และ
คณะ [16] 
 
42  วารสารวิศวกรรมศาสตร มหาวิทยาลัยศรีนครินทรวิโรฒ 




รูปท่ี 15 การจาํลองรูปแบบ Haar-like สําหรับตรวจจับ
จุดกึ่งกลาง (Center-surround features) ท่ี
นําเสนอโดย โดย Ning และคณะ [16] 
 
ในป 2011 Pavani และคณะ [17] นําเสนอการ













ตารางที่ 1 แสดงรายชื่อฐานขอมูลใบหนา และการ
อางอิง 
ฐานขอมูล เอกสารอางอิง 
MIT [7, 8, 14] 
CMU [7, 8, 11, 14] 
Yale [12, 15] 




















แลว การจําลองรูปแบบ Haar-like ท่ีนําเสนอข้ึนมาใหม
ยังแสดงใหเห็นอีกวา ความถูกตองในการตรวจจับ
ใบหนามีมากขึ้นเมื่อเปรียบเทียบกับกรณีท่ีใชการจําลอง
รูปแบบ Haar-like แบบเดิม 
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