Introduction
Social media and its corresponding applications allow millions of users to express and spread their opinions about a topic and show their attitudes by liking or disliking content. All these constantly accumulating actions on social media generate high-volume, high-velocity, high-variety, high-value, high-variability data termed as big social data. In general, this kind of data refers to massive set of opinions that could be processed to determine people tendencies in the digital realm. Several researchers have shown a keen interest in the exploitation of big social data in order to describe, determine and predict human behaviors in several domains [10, 26] . Processing this kind involve various research avenues, particularly, text analysis. In fact, almost 80% of internet data is text [23] , therefore, text analysis has become key element for public sentiment and opinion elicitation. Sentiment analysis, which is also called opinion mining, aims to determine people's sentiment about a topic by analyzing their posts and different actions on social media. Then, it consists of classifying the posts polarity into different opposite feelings such as positive, negative and so on.
Sentiment analysis could be divided into two main categories:
• Lexicon analysis aims to calculate the polarity of a document from the semantic orientation of words or phrases in the document. However, applications based on lexicon analysis do not consider the studied context.
• Machine learning (ML) involves building models from labeled training dataset (instances of texts or sentences) in order to determine the orientation of a document. Studies that used this type of methods have been carried out on a specific topic.
These two analysis methods have been widely used on big social data to gather public opinion in order to asssess internauts satisfaction of a subject (services, products, events, topics or persons) in several domains including politics [3] , marketing [4] and health [7] . However, the results are varying, sometimes concluding with a reasonable degree of accuracy and sometimes are not. The failure is generally due to the opinion mining challenges such as the semantic orientation of a word which could change depending on the context. In this paper, we aim to tackle semantic analysis by introducing a novel adaptable approach that relies on social media posts and big data architecture to analyze internauts' behaviors and feelings toward a subject in realtime. The proposed approach is based on three stages as shown in Fig. 1 . In order to validate our proposed approach, we built a prototype and conducted a study on analyzing the 2016 US election related tweets to find out which candidate is the favorite.
The remainder of this paper is organized as follows. In the second section, work related to analyze social media data and its correlation with trends are explored. In the third section, we highlight the theoretical basis on textual analysis. Section four presents an overview of the proposed method. The experimental methodology and 
Related work
Several studies have focused on analyzing social media especially when it is related to some big events that attract a great attention like presidential elections. Social media became an important platform for both, candidates to share their programs and to get in direct touch with people, and voters to express themselves about each candidate. This intensive use of social media has attracted wide attention in academic research and many contributions have been conducted to follow that kind of events.
These contributions could be categorized into four categories:
• Opinion-based approach In which the authors have based their models on opinion mining methods, detailed in "Theoretical basis" section, in order to classify posts related to a candidate. There are two categories classes:
-Sentiment classes researchers in [1, 22, 24, 34] , have classified sentiments under two classes (positive and negative). Other authors [15, 16, 25, 28, 33, 37, 40] have added a third class (neutral), Wang et al. [35] have defined one more class (unsure). -Context classes Other researchers, such as [6, 19] , have personalized classes depending on the context. Conover et al. [6] have classified the posts in three classes which are Left, Ambiguous and Right while authors in [19] have based their prediction model on two classes (Pros and Anti) for each party.
• Volume-based approach Here, researchers aim to predict the elected candidate basing on the number of tweets mentioning them (% mention) or retweet volume. In fact, researchers in [9, 18, 27, 29, 39] have discovered an interesting correlation between name mentions percentage or retweet volume and the vote. Finn et al. [11] , have come up with a new approach in order to measure political polarization without using text. They have used a co-retweeted network, as well as the retweeting behavior of the users.
• Opinion and volume (OV)-based approach In which both opinion mining and volume approaches are combined. For instance, sentiment classes (positive, negative, mixed, neutral), three other classes (unannotable, non-relevant, unclear) and volume-based measures were combined in [15] . Wong et al. [38] , have used positive, negative, neutral classes, retweets and tweeters' information. Authors in [6] have used context classes as well as the number of tweets mentioning each party and retweet volume. Khatua et al. [17] have used tweet volume as well as the two following opinion mining methods: Hu and Liu's opinion lexicon method [14] , that classifies words into positive and negative categories, and list of AFINN-111 [13] , that attributes score to words (from strongly negative − 5 to strongly positive + 5).
• Emoji-based approach Here, the classification of posts is based on the emoji.
Researchers in [8] have selected relevant emoji and have categorized them into happy, sad, fear, laughter, and angry classes, then, have stripped the sentiment of the first emoji in the post.
There are conflicting views on the reliability of social media analysis, some of the previous studies have demonstrated the correlation between election outcomes and their related posts while others, such as [8, 12, 32] , have shown the reverse. Although their former research has been based on efficient statistical methods or/and some wellknown dictionaries as shown in Table 1 , they failed. In general, this issue is due to opinion mining challenges such as the definition of word semantic orientation which could strongly change depending on the context. For instance, using the term sexual would be considered as negative word in a tweet related to trump, who has been accused of sexual assault by fifteen women, and by opposition, it will be considered as a positive word for Hillary. Another example, the semantic orientation of the word email, which is generally a neutral word but could change to negative in the context of Hillary, who contravenes the federal laws by using personal email account for government business.
In order to classify social media posts, previous contributions have either used generic dictionaries that do not consider the studied context, or have, used machine learning methods that use training data for a specific domain. However, in both cases, the stated methods are less efficient. In this paper, we aim to fill the gap of opinion mining in terms of context semantic orientation by proposing a novel adaptable approach that allows to automatically attribute positive or negative score to words depending on the context. In order to calculate the overall polarity of a post, we referred to the previous researches and added some value by introducing new metrics. Then, we classify posts basing on the final score under seven classes: highly positive, moderately positive, lightly positive, neutral, lightly negative, moderately negative, and highly negative. Finally, to gather public opinion, we assume that these different classes impact significantly and dissimilarly the overall public opinion.
The proposed method is applicable to diverse Twitter analyzing scenarios and rely on textual analysis that we overview in what follow.
Theoretical basis
Textual analysis consists in extracting hidden patterns from textual data and includes several techniques such as data mining, natural language processing and ML.
Text mining
Text mining is the process of deriving useful information from unstructured textual data. This process relies on two major phases: The analysis phase refers to the process of structuring text by using linguistic analysis techniques such as recognizing the words, sentences, their grammatical roles and relationships. It involves several methods:
• Language identification is the act of determining the natural language in which a given text is written.
• Tokenization is the process of segmenting a sequence of strings into words and sentences by discarding some characters like punctuation marks.
• Filtering consists of applying filters such as removing empty words.
• Lemmatization consists of grouping together the different inflected forms of a word by removing plurals, genders and conjugations. Then, we analyze them as a single item. [39]
OV-based Conover et al. [6] Wong et al. [38] , Khatua et al. [17] [6]
[17]
Emojis-based Delenn et al. [8] [8]
[8]
• Named-entity recognition is the process of searching text object that can be categorized in classes such as persons, dates, localization.
The interpretation phase evaluates and interprets the output of the first phase by using data mining methods [12] . Its purpose is to find patterns, relevance, novelty, and interestingness [32] . It is worth noting that text mining does not allow to extract opinion, so it must be combined with other techniques. Next, we present some of those techniques.
Opinion mining
Opinion mining is the science of using text analysis to determine the sentiment orientation of a text (positive, negative or neutral). It can be found under different umbrella terms: sentiment analysis subjectivity, analysis of stance. One of its promising application is to track and understand the mood of the public in social media about a particular topic in several domains such as marketing, health and politic. For instance, potential buyers can make their decision according to the product reviews. Opinion mining is generally carried out by the following approaches:
Lexicon-based approach
The lexicon-based approach relies on a sentiment lexicon and a collection of known sentiment terms. It is roughly divided into dictionary-based approach and corpus-based approach. The first one finds opinion words in the text, then, finds their semantic orientation in the dictionary. There is several dictionaries such as SentiWordNet, however, they can be created manually. The second one consists of finding opinion words in a context specific orientation. It starts with a seed list of opinion words and then find other opinion words in a large corpus. Most of the lexicon-based researches have used adjectives and verbs as indicators of the semantic orientation of text [2, 5, 41] .
Learn-based approach
The learn-based approach relies on the famous ML algorithms (i.e. supervised and unsupervised methods). In the supervised methods, we train the model trough a large number of labeled documents. The most known ones for opinion mining are: Naïve Bayesian classification, maximal entropy principle, and the support vector machine. Nevertheless, although these methods reach quite a high accuracy in detecting the polarity in the domain that they are trained on, their performance fall precipitously when the same model is used in a different domain.
When it is difficult to find a labeled training documents, the unsupervised methods are used. However, due to their poor performances in this area, it is rarely adopted at present.
Hybrid approach
The hybrid approach employs both, the lexicon and the learn-based approaches. It uses the lexicon-based approach for sentiment scoring. Then, these scored documents will represent the training data for the learn-based part. Hybrid approach is widely used coz of its high accuracy and its stability inherited from ML powerful and the lexicon based approach, respectively.
Lexicon-based, learn-based and hybrid approaches have been widely used in various domains, in different ways and improved by several searchers. More details are given in [20] .
By referring to opinion mining approaches, we present in the following section a method that analyzes social media posts and extracts user's opinion.
The proposed method
In order to build a sentiment analysis model, we propose in this paper a three stagesbased methodology that consists of, first building sentiment words, then classifying and balancing this set of words before executing the prediction algorithm.
The description of the three stages are explained bellow. Let: Y i , i = 1, . . . n be a set of products, services or persons that we aim to compare in a specific context.
. . , Y n } as the targeted context.
First stage: constructing dictionaries
Various researches in social media analysis, such as [30, 31] , have identified whether the intention behind a post is positive or negative based on hashtags description. However, they have used a very large set of manually annotated hashtags (which is time consuming) or they have combined these latter with dictionaries in order to enhance classification posts accuracy. At the first stage of this work, we use a small set of hashtags, in a new way, in order to build dictionaries of words, annotated with the word's semantic orientation for a given context as following:
We assume that every word in a tweet that contains a positive hashtag is positive and vice versa, then, we process it by different steps.
• Step1 consists of collecting and storing posts related to Y i . Since our approach aim to compare Y i , we identify hashtags that have a high frequency as the most popular hashtags for each Y i . Then, we classify a very small set (between two and three for each one) of them manually into positive and negative classes and collect related data for each class separately. In other words, collected tweets will be classified into a positive or negative class basing on the upper defined polarity of hashtags.
• Step2 consists of preprocessing classified data from hashtags. Social data is informal and could contain misspelling and non-textual information, hence the need of a preprocessing step. For this, we apply various filters on tweets as following:
-Tokenization this sub-step consists of identifying nouns, verbs, adverbs, adjectives, URLs, common emoticons, phone numbers, HTML tags, Twitter mentions hashtags, and repetition of symbols and Unicode characters. -Conversion all words will be converted to lowercase and replace more than two of the same consecutive letters in a word with only one occurrence of the letter (e.g., we replace fuuunny by funny and ANGRY by angry). -Stemming by removing plurals genders and conjugation (applying morphology stemming).
-Filtering Different researches [2, 5, 41] have proved that both adjectives and verbs are good indicators for positive and negative sentiment analysis. However, as social data could contain more information than a formal text, we enhance these indicators by applying other various filters and sentiment indicators such as hashtags.
The output of this step will represent the intermediate sentiment words of each: interposSW (Y i ) and inter-negSW (Y i )
•
Step 3 The purpose of this step is to refine the annotated dictionary: positive posSW(), negative negSW()and neutral neutSW() dictionaries for each Y i . As the task of neutral hashtags classification is difficult and could affect the result, we ignored them during the collect. In fact, a tweet that contains a neutral hashtag such as #Trump could be either negative or positive. Therefore, we construct neutral basing on the word occurrence Occ(w j ) for all in the different classes. This allows us to construct the final dictionaries by Algorithm 1.
pw and nw are words in intermediate positive and negative dictionary, respectively.
Algorithm 1 Constructing the final dictionaries
for nw in inter-negSW (Y i ) do if pw == nw and occ(pw) > occ(nw) and ratio < 0.7 then
11:
Delete ng from negSW (Y i )
12:
else if pw == nw and occ(pw) < occ(nw) and ratio < 0.7 then
13:
Delete pw from posSW (Y i )
14:
else if ratio > 0.7 then
15:
Add pw in neut-SW (Y i )
16:
Delete pw from posfromSW (Y i )
17:
18:
end if 19: end for 20: end for We employed empirical test, which consists of testing a number of values (between 0.5 and 0.8), in order to constitute the limit that allows to classify sentiment words with the smallest error rate. In our case 0.7 was the best value.
Finally, we assign a score to sentiment words: 1, 0, − 1 for positive, neutral and negative, respectively. Figure 2 illustrates the modules of the first stage:
Second stage: classification
In this stage, we classify new tweets basing on the SW dictionary built in the previous stage. Classification steps are illustrated in Fig. 3 .
• Step 1 collect and store new tweets for each Y i separately. Collected data goes through the following steps.
• Step 2 Consist of preprocessing the data as following:
-Removing duplicated data As a post could include more than one hashtag, it could be extracted for multiple times. Thus, we remove duplicated tweets in order to avoid misleading results. -Tokenization The same tokenization used in the first stage is applied to the new used tweets. -Handling negation As negation words (no, not, nothing and nonce) could significantly affect the overall polarity of a sentence, it is a very important criterion in sentiment classification. As recommended in [16, 21] , we reverse the sentiment polarity of the words that come after a negation word until reaching a punctuation mark. -Handling repetition Detecting words that are written in uppercase or constitute more than two of the same consecutive letters. -Applying morphology by following the same rules as the first stage.
• Step 3 In this step, we calculate polarity degree of the tweets basing on the semantic orientation of words assigned in stage 1. For this, we apply the two following actions:
Fig. 2 First stage of the model
-Balancing It is worth noting that the used language in social media posts is not conventional and could contain some special words such as those that are written in upper case or contain the repetition of more than two consecutive letter-"extended word"-. This kind of words are generally not fully exploited in most of sentimental analysis techniques [8, 12, 32] . However, extended words could intensify or reduce the polarity degree of the post. Therefore, we assign great attention to this kind of words in our proposed approach by balancing the words score while relying on these metrics. We have highlighted the desire to emphasize sentiment by using the uppercase and extended words. However, we have made the choice of not distinguish the different metrics in order to accentuate a sentiment. Therefore, we affect the same weight by adding + 1 for positive words and − 1 for negative words. For instance, if score(love) = 1, then score(looove)= score(LOVE) = score(LOOOVE) = 2. -Calculating polarity degree The polarity of a tweet is calculated by adding up the independent score values of words stated in t. m is the length of t.
• Step 4 in order to classify tweets, we use p(t) as following: We classify scored tweets into seven classes according to the polarity degree into C +3 , C +2 , C +1 , C 0 , C −1 , C −2 , C −3 (highly positive, moderately positive, lightly positive, neutral, lightly negative, moderately negative, highly negative classes, respectively). For this, we employed empirical test to determine the limit of each class. If 0 < p(t) ≤ 3, then, the tweet is classified as lightly positive. If 4 ≤ p(t) ≤ 6 , it is moderately positive. If p(t) ≥ 7 , then, it is highly positive. If −3 ≤ p(t) < 0 , then, the tweet is classified as lightly negative. If −6 ≤ p(t) ≤ −4 , it is moderately negative. If p(t) ≤ −7 , then, it is highly negative. There is a possibility for sentiment score to be equal to 0, if it is the case, then, the tweet is classified as neutral.
Third stage: prediction
Several researchers such as Wang et al. [36] have considered positive, negative and neutral classes to extract the sentiment of a document (based on words and/or emoticons) and only few ones, such Khatua et al. [17] , have examined the polarity degree (i.e. highly, moderately, weakly positive and negative classes). However, to gather public opinion, authors have considered only strongly positive and strongly negative classes as indicator. Unlike the previous researches, we assume that each class impacts dissimilarly the strength of public opinion and the rate of Y i for a given topic or domain.
• Step 1 we attribute a weight for each class as following: weightC 0 = 0 , weightC +1 = 1 , weightC +2 = 2 , weightC +3 = 3 , weightC −1 = −1 , weightC −2 = −2 and weightC −3 = −3.
• Step 2 we assume that a tweet that have been retweeted or liked many time does not have the same weight (influence degree) than a tweet that have not been retweeted or liked by followers. A retweet is a way to support an opinion or share a post that users consider interesting. It could be done in two ways: through Retweet button or in the old way by writing RT, the user name and the post to retweet. In our case, we consider only retweet by button because the retweet in old way could be different from the original tweet. To measure the influence degree of a tweet Inf(t), we add other metrics that balance the weight of a tweet in formula (2) . We define these metrics as the number of retweets and the number of likes of a given tweet ( N R (t), N L (t)respectively ).
weight(t) is the weight of the class to which belongs.
• Step 3 is the final step, in which we calculate the overall rating for each Y i : ( Rate(Y i ) ).
First, we calculate the influence degree for each tweet related to Y i . Rate(Y i ) is determined by both, the sum of Inf (t Y i ) and the total volume tweets shared about Y i as following:
Inf (t Y i ) positive tweets regardingY i . q is the number of positive tweets related to Y i . We consider the largest Rate(Y i ) as the likelihood of a Y i to be the most appreciated by internet users.
In what follow, we apply our proposed approach to the US presidential elections in order to show its robustness.
Methods and experience: US presidential elections
Social media, such as Facebook and Twitter, is increasingly used in the presidential elections by both, candidates to further their campaigns, to share their programs and communicate with people, and voters to express their opinion about each candidate. In our case, we limit our study to Twitter, which is a micro-blogging service that allows users to post and interact with messages called "tweets", restricted to 140 characters. This information is widely accessible to developers and researchers due to REST API that allows to collect published tweets about a given hashtag.
Implementation
Big data analytics systems should have enough memory, bandwidth and the capacity to perform parallel processing of tasks in real-time. Therefore, we implemented the prototype system over a cluster of 3 servers. Each of these 3 servers has two Intel Xeon E5530 quad-core CPU 2.4 GHz processors that run on 64-bit Linux Ubuntu. Also, the servers are equipped with 24 Go DDR3 RAM and 1 TB hard disk.
For data gathering, we used apache Kafka which is a distributed streaming platform. Kafka uses publish-subscribe messaging and offer a distributed and replicated service. More specifically, we used the integrated Streams API library that allows building applications for stream processing. Then, the large volume of collected data is stored in HDFS (Hadoop Distributed File System).
For data processing (building dictionaries and data classification), Spark is employed. Spark allows scalable and fault-tolerant processing of data streams in near real time. In our case, Spark is used on Hadoop, managed by YARN and distribute processing across 3 nodes. Also, in order to compare the proposed method with other methods, we use Spark MLlib's implementation of Naïve Bayes classifier? for classifying the tweets in realtime. The model created by Naïve Bayes is applied in real-time to retrieved tweets.
All the algorithm for data gathering and processing were implemented using Python.
Data gathering
• First stage To focus on 2016 US presidential election, we only used two candidates' names: Hillary and Trump as keywords to retrieve tweets (i.e D = { Y 1 , Y 2 } with Y 1 = Trump and Y 2 = Hillary). Data is collected from Twitter REST API in real time and tweets should be written in English. In order to identify the most popular hashtags, we generated a hashtag frequency list for the entire collected data. We selected most relevant hashtags from this word frequency list, then, we classified them manually as following: Positive Trump: #MAGA, #makeamerikagreatagain and #voteTrump Negative Trump: #NeverTrump #dumptrump Positive Hillary: #imwithher, #strong-ertogether and #voteHillary Negative Hillary: #podestaemails, #NeverHillary and #crokeedHillary. In order to validate the construction method of dynamic dictionary, we collected data related to chosen hashtags over 5 and 6 October 2016. Prototype data contains a total of 120,000 tweets (divided into 30,000 tweets for positive and negative classes)
• Second stage In order to predict the election outcomes, we collected all Twitter messages posted over 6 and 7 November 2016 that contains a total of 3,600,000 tweets for both Trump and Hillary.
• Third stage Here, we used the result of processed data in the second stage as well as tweets' information (i.e. the class, the weight of the class to which the tweet belongs, number of retweets and likes).
Data processing
• First stage Here, we constructed positive and negative dictionaries for the both "subject": Hillary and Trump. For this, we processed collected data related to chosen hashtags as mentioned in "First stage: constructing dictionaries" section.
• Second stage First, we preprocessed data by removing duplicated tweets, stop words and applying filters as mentioned in step 2, "Second stage: classification" section. Then, we classified tweets under seven classes and compared the performance for the three methods: Using p(t) (the proposed method), Naïve Bayes method and Google prediction API. For instance, the original tweet in Tables 2, 3 .
• Third stage First, we calculated the influence degree for collected data. This processing applied to the previous example in Table 4 .
Then, we calculated and compared them in order to find the most appreciated candidate and predict the presidential election outcomes. Table 3 Applying the second stage
Step Action Output
Step 2 Preprocessing #ImWithHer #Hillary #Stronger-Together intensifier(support) #DumpTrump
Step 3 Balancing Support Scoring 4
Step 4 Classification C +2 Table 4 Applying the third stage
Step
Output Value
Step1 Weight 2
Step2
In the following section, we evaluate the results of our proposed approach.
Results
In order to validate our approach, we first evaluated the post classification performance. Then, we compared it with other sentiment analysis tools such as Ibn Waston text analytics. Finally, we investigated whether it is possible to predict correctly the winner of 2016 US election.
Classification accuracy evaluation
To assess the ability of classifying tweets basing on the automatically constructing dynamic dictionary, we have randomly selected a subset of 600 tweets from the political Twitter corpora: 50 for each class. The tweets were carefully inspected and manually labeled as positive, moderately positive, highly positive, lightly negative, moderately negative, strongly negative or neutral for each candidate. Then, the same data was processed, as mentioned above, by removing stop words, applying tokenization, stemming and various filters. This step was done by TreeTagger, which is a tool for annotating text with part-of-speech and lemma information. TreeTagger was modified to handle negation, URLs, usernames, Twitter mentions and hashtags and intensifiers. In order to test the proposed approach, we compared it with two following classifiers approaches:
• Google cloud prediction API that provides a RESTful API as a black box to build ML models basing on a training dataset. Prediction's cloud-based ML tools analyze data in several domains such as customer sentiment analysis, recommendation systems and spam detection.
• Naïve Bayes is simplest and most commonly used classifier. The model computes the posterior probability of a class, based on bag of words, and uses Bayes Theorem to predict the probability that a given feature set belongs to a particular class. In our case, the model classifies tweets into positive and negative sub-classes.
Four commonly used metrics accuracy, precision, recall, and F-score are for evaluating the performance of a classification method are used. The performance of classifiers (Table 5) is calculated by taking the average of the four metrics for each class of both candidates. While considering accuracy and macro F-measure, it is observed that classification using our proposed method achieves a good accuracy (90.21, 89.98% respectively) against Naïve Bayes and Google prediction API.
Comparison with other sentiment analysis tools
In Table 6 
Prediction accuracy evaluation
We applied the last stage of the proposed approach on the collected data (posted over 6 and 7 November 2016 for both Trump and Hillary) to find the most appreciated candidate. The results are shown in Table 7 .
Conclusion and discussion
Sentiment analysis or opinion polarity has been proven to be effective in predicting people attitude by analyzing big social data. In this contribution, we present a novel adaptable approach that aims to extract people opinion about a specific subject by relying on social media contents. The proposed technique consists to first building a dictionary of words' polarity based on a very small set of positive and negative hashtags related to a given subject, then, classifying posts into several classes and balancing the sentiment weight by using new metrics such as uppercase words and the repetition of more than two consecutive letter in a word. In order to test this model, a case study has been conducted for the 2016 US presidential election to go through our model step by step to guess which of candidates was the favorite. The performance results have shown some promising results compared to our model. However, the proposed approach still suffers from some shortcomings. First, it does not distinguish the impact degree of the different metrics in order to accentuate a feeling. Second, we used only Twitter data. Third, the system is a prototype designed to assess the ability of automatically constructing dynamic dictionary using small samples. As future work, we intent to tackle these three limitations by proposing a more global and efficient model using larger volumes of data. 
