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DIFFERENTIAL CODES ON HIGHER DIMENSIONAL VARIETIES VIA
GROTHENDIECK’S RESIDUE SYMBOL
DAVID GRANT, JOHN D. MASSMAN, III, AND SRIMATHY SRINIVASAN
ABSTRACT. We give a new construction of linear codes over finite fields on higher dimensional varieties
using Grothendieck’s theory of residues. This generalizes the construction of differential codes over curves
to varieties of higher dimensions.
1. INTRODUCTION
To fix notation, let k = Fq be a finite field with q elements and let X be a smooth projective variety
1
of dimension r over k. For a point P ∈ X , OP denotes its local ring andmP denotes the maximal ideal
of OP . For a divisorD of X , Supp(D) denotes its support. The divisor associated to a rational function
f ∈ k(X)∗ (respectively an r-differential 0 6= ω ∈ Ωr(X)) is denoted by (f) (respectively (ω)). For a
divisorD onX , let L(D) = {f ∈ k(X)∗|(f)+D ≥ 0}∪{0} denote the global sections of the associated
invertible sheaf O(D) and let Ωr(D) = {0 6= ω ∈ Ωr(X)|(ω) + D ≥ 0} ∪ {0}, the global sections of
the sheaf of k-rational r-differentials on X with poles bounded by D. Given divisors D1, D2, ..., Dr, let
D1 ∩ · · · ∩Dr denote their set theoretic intersection.
Let C be a smooth projective curve over k, and let P = {P1, P2, · · · , Pn} be an ordered set of k-points
on C. Let G be a k-rational divisor with Supp(G) ∩ P = ∅. Set D =
∑n
i=1 Pi. Goppa constructed the
differential code CΩ(P, G) that now bears his name as the image of the residue map
Res(P,G) : Ω
1(D −G)→ kn
ω 7→ (ResP1ω,ResP2ω, · · · , ResPnω),
where for a local parameter t of OPi and ω = fdt, f ∈ k(C), ResPiω is the coefficient of c−1 in the
Laurent series expansion
f =
∑
j∈Z
cjt
j .
The functional code CL(P, G) is defined to be the image of the evaluation map
Ev(P,G) : L(G)→ k
n
f 7→ (f(P1), f(P2), · · · , f(Pn)).
For the wonderful properties of these codes and their importance in coding theory we refer the reader
to [Sti09], [Wal12]. We only mention that (i) although functional codes get the most attention, differential
codes are critical for the decoding of functional codes; (ii) CΩ(P, G) is the dual code to CL(P, G), and
(iii) as a further testament to their dual nature, one can show that every functional code is differential and
vice-versa.
By way of foreshadowing, we note that the proof of (ii) is almost a direct application of the residue
theorem on algebraic curves, using crucially that since ω ∈ Ω1(D − G) has at worst simple poles at Pi,
for any f ∈ L(G),
(1.1) ResPifω = f(Pi)ResPiω,
1For us, a variety over k is a geometrically integral separated scheme of finite type over k.
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which fails in general if ω has a higher order pole.
The analogue of the functional construction for higher dimensional varieties followed almost immedi-
ately [TV91, §3.1.1]:
Let X be an r-dimensional smooth projective variety over k. Given a set P = {P1, P2, · · · , Pn} of
k-rational points onX and a k-rational divisorG with Supp(G)∩P = ∅, the functional code CL(P, G)
is defined to be the image of the evaluation map
Ev(P,G) : L(G)→ k
n
f 7→ (f(P1), f(P2), · · · , f(Pn)).
For a survey of work on these codes, we refer the reader to [Lit09].
Much less work has been done on the higher dimensional analogue of the differential construction,
no doubt because of the difficulty of using higher dimensional residue formulas. The first approach
to this was by the second-named author in his 2005 dissertation (heretofore unpublished), who used
Grothendieck’s theory of residues.
For X as above, if D1, ..., Dr are divisors on X that intersect properly at a finite set of points P =
{P1, ..., Pn}, for ω ∈ Ω
r(
∑r
i=1Di) one can define the notion of residue denoted byResP
[
ω
D1, D2, · · · , Dr
]
for every point P ∈ X , that vanishes for P /∈ P , and satisfies the Grothendieck’s Residue Theorem (see
§2 for details):
∑
Pi∈∩ri=1Di
ResPi
[
ω
D1, D2, · · · , Dr
]
= 0.
For a divisorG not containing any of the Pi, analogous to the Goppa construction, if P is the intersec-
tion of r k-rational effective divisors D = {D1, ..., Dr} on X that intersect properly, Massman [Mas05]
defined the differential code CΩ(D,P, G) as the image in k
n of the map
Res(D,P,G) : Ω
r(D −G)→ kn(1.2)
ω 7→
(
ResP1
[
ω
D1, D2, · · · , Dr
]
, · · · , ResPn
[
ω
D1, D2, · · · , Dr
] )
and gave an argument that shows thatCΩ(D,P, G) is contained in the dual code toCL(P, G) ifD1, ..., Dr
intersect transversally.
In [Cou09], although aware that one could use Grothendieck’s theory of residues, Couvreur did the
community a great service by independently developing the theory of differentials and residues on sur-
faces and using it to construct differential codes that satisfy properties analogous to the case of curves.
In the case that D1 and D2 satisfy certain conditions (so-called “∆-convenience”), which includes the
analogue of (1.1), he was able to show that CΩ(D,P, G) is contained in the dual of CL(P, G), that every
functional code is differential and that every differential code is functional. He also gave examples show-
ing that, unlike the case for curves, a differential code associated to (P, G) could be a proper subspace
of the dual of the functional code.
For more recent work on codes from higher dimensional varieties, see for example, [Cou11], [Cou12],
[BG20], [Hal17], [Sop13].
The main result of this paper is a differential code construction for an r-dimensional smooth projective
variety X , given any points P = {P1, ..., Pn} and any effective divisors D = {D1, ..., Dr} that intersect
properly and whose support contains P . This construction yields a code that always lies in the dual of
the functional construction, and recovers Massman’s construction in the case that D1, ..., Dr intersect
transversally at P or when r = 2 and D1 and D2 are ∆-convenient, recovers Couvreur’s construction.
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The key is to restrict the differential forms in the construction so that the analogue of (1.1) still holds,
by imposing additional vanishing conditions on the forms. We do this by introducing the idea of a
(P,D)-rectifying function θ, and showing that if a form ω vanishes at the zeroes of θ, then the analogue
of (1.1) holds. With this we get a “rectified” differential code CΩ(D,P, G, θ), which is in the dual of
CL(P, G).
This enhancement of the differential construction is more than just a technical nicety: given P there is
no need for it to be the transversal intersection of r effective divisors ofX . However by Poonen’s Bertini
Theorems [Poo04, Theorem 3.3], one can find effective divisorsD1, D2, · · · , Dr such that P ⊆ ∩
r
i=1Di.
We also introduce the class of (P,D)-strictly-rectifying functions θs and the corresponding notion of
a “strictly-rectified” differential code CΩ(D,P, G, θ
s), which has some properties similar to differential
codes on curves. In particular, every strictly-rectified differential code is a functional code supported on
the same set of points, and vice versa.
We include a number of examples to illustrate the need for and use of (D,P)-rectifying functions and
(D,P)-strictly-rectifying functions.
Since every strictly rectified differential code is functional, estimating the dimension and minimal
distance of a rectified differential code will be precisely as difficult as the same thorny problem for
functional codes on higher dimensional varieties, and we will add nothing about it here.
The paper is organized as follows. In the next section we recall what we need of Grothendieck’s theory
of residues. We present some motivating examples from constructions of differential codes on surfaces
in Section 3. We give our construction of rectified differential codes in Section 4. We derive their main
properties in Section 5, and revisit our previous examples in a new light.
2. GROTHENDIECK’S THEORY OF RESIDUES
The general theory of residues was introduced by Grothendieck [Gro60] to establish duality theorems
for the cohomology of arbitrary proper varieties. This is studied in detail in [Lip84] and [Har66]. An
overview of the theory that is relevent to this paper can also be found in [HL79], [Lip11] and [Hop83],
which we briefly recall here.
LetX be an r-dimensional smooth proper variety over k, ω a differential regular in an open neighbor-
hood of a geometrically closed point P ∈ X (P need not be a k-point) and letK be the field of definition
of P . Then given any set of generators x = {x1, x2, · · · , xr} ofmP , we can expand ω as a power series
ω =
∑
I∈Nr
cIx
Idx,(2.1)
where for I = {i1, i2, · · · , ir} ∈ N
r, xI := xi11 x
i2
2 · · ·x
ir
r , dx := dx1 ∧ dx2 ∧ · · · ∧ dxr. For any positive
integers a1, ..., ar, the Grothendieck’s residue symbol, ResP
[
ω
xa11 , x
a2
2 , · · · , x
ar
r
]
at P is defined to be the
trace of the coefficient of xa1−11 x
a2−1
2 · · ·x
ar−1
r in the expansion (2.1) of ω.
Recall that a system of parameters f = {f1, f2, · · · , fr} for the local ringOP are elements ofmP such
that for some a > 0, maP ⊆ (f1, ..., fr), the ideal in OP generated by f1, ..., fr. For such an a, write
xai =
∑
j
rijfj, rij ∈ OP .
Define
RP (x, f , a) := det[rij ].
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The residue of ω relative to {f1, f2, · · · , fr} denoted ResP
[
ω
f1, f2, · · · , fr
]
, is given by
ResP
[
ω
f1, f2, · · · , fr
]
:= ResP
[
RP (x, f , a) · ω
xa1, x
a
2, · · · , x
a
r
]
.
This definition is independent of a and the choice of the generators {x1, x2, · · · , xr} ofmP ([Lip84, §7]
and [Har66, §9]). Suppose we also have xai =
∑
j r
′
ijfj , r
′
ij ∈ OP . Then by taking R = M = OP in
Lemma 7.2 in [Lip84] and noting that OP has depth d, we get
(2.2) det[rij]− det[r
′
ij ] ∈ (x
a
1, ..., x
a
d),
so the definiton is also independent of the choice of rij .
Suppose we are given a set D1, D2, · · · , Dr of effective divisors on X that intersect properly. Set
D =
∑
iDi. Let P be a point in ∩iDi. (Throughout, any sum or intersection is over the index set
{1, ..., r} unless specified otherwise.) Let fi denote a local equations for Di in an open neighborhood U
of P that contains no other point of ∩iDi. Note that {f1, f2, · · · , fr} is a system of parameters of OP .
Definition 2.1. Let ω ∈ Ωr(X) be such that f1f2 · · · frω is a regular differential in an open neighborhood
of P . We define the residue of ω relative to D to be
ResP
[
ω
D1, D2, · · · , Dr
]
:= ResP
[
f1f2 · · · frω
f1, f2, · · · , fr
]
.
Remark 2.2. Let H be any divisor with Supp(H) ∩ P = ∅. Then for every ω ∈ Ωr(D + H), it is
straightforward to check that f1f2 · · · frω is regular at every P ∈ P .
Remark 2.3. Note that when X is a curve (r = 1), so D is a sum of distinct points, the above definition
agrees with the usual notion of the residue of a rational differential form that has poles of order at most
one at each point.
Recall that the classical residue theorem for curves states that the sum of residues of a meromorphic
differential form is zero. The higher dimensional analogue is [Lip84, Proposition 12.2]:
Theorem 2.4 (Residue Theorem). Let D1, D2, · · · , Dr be properly intersecting effective divisors on a
proper varietyX over a perfect field and let ω ∈ Ωr(
∑
iDi). Then
∑
P∈X
ResP
[
ω
D1, D2, · · · , Dr
]
= 0.
Moreover, if P /∈ ∩iDi,
ResP
[
ω
D1, D2, · · · , Dr
]
= 0.
Therefore we get
∑
Pi∈∩ri=1Di
ResPi
[
ω
D1, D2, · · · , Dr
]
= 0.
Proof. See [Lip84, pp. 105-109]. 
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3. SOME EXAMPLES
For a homogeneous polynomial f ∈ k[X0, ..., Xn], we let V (f) denote the algebraic set in P
n given
by f = 0.
Example 3.1. Let k = F4 ≃ F2[α]/(α
2 + α + 1). Let our variety be P2 with homogeneous coordinates
X, Y, and Z. Let P0 = {[0 : 0 : 1], [0 : 1 : 0], [0 : 1 : α]}. Since these three points are non-collinear,
degree considerations show it is impossible for P0 to be the intersection of two effective divisors on P
2
that intersect transversally. So we will extend P0 to a set P which is equal to the intersection of effective
divisors that intersect transversally. We then extend a functional code on P0 to one on P , and tackle the
question of how one restricts the differential code associated to P to one that is contained in the dual of
a functional code on P0.
Let D1 = V (X) and D2 = V (Y Z
3 + Y 3Z + XY 3 + X2Z2 + X2Y 2 + X3Z + Z2Y 2). We claim
that their intersection is P = D1 ∩ D2 = {[0 : 0 : 1], [0 : 1 : 0], [0 : 1 : α], [0 : 1 : α + 1]}. It is clear
that P ⊆ D1 ∩D2. For the other inclusion, note that by Bezout’s theorem, the total number of points of
intersection ofD1 andD2 counting multiplicities is equal to the product of degrees ofD1 andD2, which
is four. This also shows that the intersection is transversal at each point.
LetG = V (Y +Z), which is disjoint from all points in P . The functional code CL(P, G) is generated
as a k-vector space by the images of X/(X + Z), Y/(Y + Z) and Z/(Y + Z) under the evaluation map
Ev(P,G) : L(G)→ F
4
4
X/(Y + Z) 7→ (0, 0, 0, 0)
Y/(Y + Z) 7→ (0, 1, α, α+ 1)
Z/(Y + Z) 7→ (1, 0, α+ 1, α),
and so is 2-dimensional.
Now let us construct a differential code using the residue map given in (1.2).
Let x = X/Z and y = Y/Z be the coordinates of the affine chart Z 6= 0. It is easy to check that the
following differential forms lie in Ωr(D1 +D2 −G):
ω1 =
y + 1
x(xy3 + x2 + x2y2 + x3 + y3 + y2 + y)
dx ∧ dy,
ω2 =
(y + 1)x
x(xy3 + x2 + x2y2 + x3 + y3 + y2 + y)
dx ∧ dy,
ω3 =
(y + 1)y
x(xy3 + x2 + x2y2 + x3 + y3 + y2 + y)
dx ∧ dy.
Now let η be any differential in Ω2(P2), and (η) = K be a canonical divisor. Then for any f ∈ k(X)∗,
(fη) ≥ −(D1 +D2) + G precisely when (f) ≥ −K − (D1 + D2) + G, so dim Ω(D1 + D2 − G) =
dim L(K +D1 +D2 −G). Since the Picard group Pic P
2 = Z and deg K = −3, we get
dim Ω(D1 +D2 −G) = 3,
since O(K +D1 +D2 −G) ∼= O(−3 + 5− 1) = O(1), where O(1) is the twisting sheaf of Serre, and
O(n) is its nth-power.
Therefore ω1, ω2, and ω3 generate Ω
r(D1 +D2 −G). Now let us compute the residues of these forms
at the points in P .
Residues at P1 = [0 : 0 : 1]
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Since P1 lies in the affine chart Z 6= 0, mP1 is generated by x and y. Moreover in this chart D1 and
D2 are given by f1 = x and f2 = y + y
3 + xy3 + x2 + x2y2 + x3 + y2. Note that
x = 1(f1) + 0(f2),
y =
−(y3 + x+ xy2 + x2)
y2 + y + 1
(f1) +
−1
y2 + y + 1
(f2).
Therefore
RP1({x, y}, {f1, f2}, 1) =
1
y2 + y + 1
.
We can now easily compute the residues:
ResP1
[
ω1
D1, D2
]
= ResP1
[
f1f2ω1
f1, f2
]
= ResP1
[
(y + 1)dx ∧ dy
f1, f2
]
= ResP1
[
RP1({x, y}, {f1, f2}, 1)(y + 1)dx ∧ dy
x, y
]
= ResP1
[
1
y2+y+1
(y + 1)dx ∧ dy
x, y
]
= 1.
Similarly we get
ResP1
[
ω2
D1, D2
]
= 0,
ResP1
[
ω3
D1, D2
]
= 0.
Residues at P2 = [0 : 1 : 0]
Note that P2 lies in the affine chart Y 6= 0. Let s = X/Y and t = Z/Y be the coordinates of this
affine chart. Note that mP2 is generated by s and t. The local equations for D1 and D2 are given by
f1 = s and f2 = t
3 + t+ s+ s2t2 + s2 + s3t+ t2 respectively. Now
s = 1(f1) + 0(f2),
t =
1 + st2 + s+ s2t
1 + t+ t2
(f1) +
1
1 + t+ t2
(f2),
RP2({s, t}, {f1, f2}, 1) =
1
1 + t + t2
.
Moreover under the change of coordinates x = s/t and y = 1/t, the differential forms in the chart Y 6= 0
are given by
ω1 =
(t+ 1)t
(s)(t3 + t+ s+ s2t2 + s2 + s3t+ t2)
ds ∧ dt,
ω2 =
s(t+ 1)
(s)(t3 + t+ s+ s2t2 + s2 + s3t+ t2)
ds ∧ dt,
ω3 =
t + 1
(s)(t3 + t+ s+ s2t2 + s2 + s3t+ t2)
ds ∧ dt.
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The residues can be easily computed as before:
ResP2
[
ω1
D1, D2
]
= 0,
ResP2
[
ω2
D1, D2
]
= 0,
ResP2
[
ω3
D1, D2
]
= 1.
Residues at P3 = [0 : 1 : α]
This point is also in the chart Y 6= 0 with coordinates s, t. Note that mP3 is generated by s and t − α
and
s = 1(f1) + 0(f2),
t− α =
1 + st2 + s+ s2t
t(t− (α + 1))
(f1) +
1
t(t− (α + 1))
(f2),
RP3({s, t− α}, {f1, f2}, 1) =
1
t(t− (α + 1))
.
The residues are
ResP3
[
ω1
D1, D2
]
= α + 1,
ResP3
[
ω2
D1, D2
]
= 0,
ResP3
[
ω3
D1, D2
]
= α.
Residues at P4 = [0 : 1 : α+ 1]
This point is also in the chart Y 6= 0 with coordinates s, t. Note that mP4 is generated by s and
t− (α + 1) and
s = 1(f1) + 0(f2),
t− (α + 1) =
1 + st2 + s+ s2t
t(t− α)
(f1) +
1
t(t− α)
(f2),
RP4({s, t− (α + 1)}, {f1, f2}, 1) =
1
t(t− α)
.
The residues are
ResP4
[
ω1
D1, D2
]
= α,
ResP4
[
ω2
D1, D2
]
= 0,
ResP4
[
ω3
D1, D2
]
= α + 1.
Therefore we see that the the image of the residue map of (1.2) is two dimensional and is spanned by
(1, 0, α+ 1, α) and (0, 1, α, α+ 1), so is exactly the dual of CL(P, G).
Our goal however was to get a differential code that is related to the dual of the functional code
CL(P0, G), which is gotten from CL(P, G) by truncation (so-called “puncturing”), i.e., dropping the
8 DAVID GRANT, JOHN D. MASSMAN, III, AND SRIMATHY SRINIVASAN
last coordinate. Hence the dual CL(P0, G)
⊥ is obtained by taking the subspace C0 of CΩ(D,P, G) that
vanishes in the last coordinate, and then truncating it to some C ′0 by dropping the last coordinate.
Therefore we see that C ′0 = Res(D,P0,G){ω ∈ Ω
2(D1 +D2 −G)|ResP4(ω) = 0}.
It follows that C ′0 = CL(P0, G)
⊥ is the span of
Res(D,P0,G)((α+ 1)ω1 − αω2) = (α + 1, α, 1).
The condition ResP4(ω) = 0 is an unnatural one from the point of view of algebraic geometry since
the zeroes of a second-order differential on a surface are divisors, not points. We will see in the next
section how to circumvent this difficulty.
Example 3.2. Let k = F9 ≃ F3[α]/(α
2+1). Again, let our variety be P2 with homogeneous coordinates
X, Y, and Z. Given P = {P1 = [1 : 1 : 1], P2 = [2 : 1 : 1], P3 = [α : 0 : 1], P4 = [2α : 0 : 1], P5 = [0 :
1 : 0]} and G = V (Y + Z), the functional code CL(P, G) is constructed as in the previous example and
is given by
CL(P, G) = span{(2, 1, α, 2α, 0), (2, 2, 0, 0, 1), (2, 2, 1, 1, 0)}.
Let D1 = V (Y (Y Z −X
2)) andD2 = V (Y Z +X
2− 2Z2). Clearly P ⊆ D1 ∩D2. We will see that the
intersection is not transversal at P5. By Bezout’s theorem we conclude that the intersection multiplicity
at P5 is two, and that P = D1 ∩D2. As before we see that dim Ω
2(D1 +D2 −G) = 3 and is generated
by the following differential forms
ω1 =
(y + 1)
y(y − x2)(y + x2 − 2)
dx ∧ dy,
ω2 =
(y + 1)x
y(y − x2)(y + x2 − 2)
dx ∧ dy,
ω3 =
(y + 1)y
y(y − x2)(y + x2 − 2)
dx ∧ dy.
Note that P1, P2, P3 and P4 are contained in the affine chart Z 6= 0 with coordinates x, y as before. The
local equations for D1 and D2 are given by f1 = y(y − x
2) and f2 = y + x
2 − 2. Let f = {f1, f2}.
Computing RPi(x, f , a) for local parameters x at these points as in the previous example yields:
RP1({x− 1, y − 1}, f , 1) =
1
y(x+ 1)
RP2({x− 2, y − 1}, f , 1) =
1
y(x− 1)
RP3({x− α, y}, f , 1) =
−1
(y − x2)(x+ α)
RP4({x+ α, y}, f , 1) =
−1
(y − x2)(x− α)
Note that the point P5 lies in the affine chart Y 6= 0 with coordinates s, t, as before. In this chart D1
and D2 are described by f1 = t− s
2 and f2 = t+ s
2 − 2t2. After changing coordinates, the differential
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forms in this chart are given by
ω1 =
−t(1 + t)
(t− s2)(t+ s2 − 2t2)
ds ∧ dt,
ω2 =
−s(1 + t)
(t− s2)(t+ s2 − 2t2)
ds ∧ dt,
ω3 =
−(1 + t)
(t− s2)(t+ s2 − 2t2)
ds ∧ dt.
We note that f = {f1, f2} does not generate mP5, showing that the intersection of the divisors is not
transversal at P5. Now
s2 =
2t− 1
2(1− t)
(f1) +
1
2(1− t)
(f2),
t2 =
t
2(1− t)
(f1) +
t
2(1− t)
(f2),
RP5({s, t}, f , 2) =
2t
t− 1
.
The code obtained from residues using (1.2) is given by
Res(D,P,G) : Ω
r(D −G)→ F59
ω1 7→ (1, 2, 2α, α, 0),
ω2 7→ (1, 1, 1, 1, 2),
ω3 7→ (1, 2, 0, 0, 0).
Note that the image of the residue map is not contained in the dual of CL(P, G). Specifically, the images
of ω1 and ω2 are contained in the dual of CL(P, G) but the image of ω3 is not. The reason for this is that
because the intersection of D1 and D2 is not transversal at P5, there are functions f ∈ L(D1 +D2 −G)
such that
ResP5
[
fω3
D1, D2
]
6= f(P5)ResP5
[
ω3
D1, D2
]
.
Indeed, if the expansion of f in OP5 is f(P5) + c1,0(f)s + c0,1(f)t + c1,1(f)st + ..., then for any
ω ∈ Ω2(D1 +D2 −G),
ResP5(fω) = f(P5)ResP5(ω) + c1,0(f)ResP5(sω) + c0,1(f)ResP5(tω) + c1,1(f)ResP5(stω)
= f(P5)ResP5(ω) + c1,0(f)ResP5(sω),
given our computations above.
To find something in the dual of CL(P, G) therefore it suffices to take the subspace of the differential
construction given by
{ResP1(ω), ..., ResP5(ω)|ω ∈ Ω
r(D1 +D2 −G), ResP5(sω) = 0},
which given our computation of RP5({s, t}, f , 2), is the space spanned by the images of ω1 and ω2.
As in the last example, the vanishing condition ResP5(sω) is not one that algebraic geometry easily
describes, and we’ll see in the next section how one can get around this problem.
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4. A NEW CONSTRUCTION OF HIGHER DIMENSIONAL DIFFERENTIAL CODES
The examples of the last section show that in general, Massman’s differential construction does not
yield a code contained in the dual of the corresponding functional code. This happens because the space
of differential forms Ωr(
∑
iDi − G) for which we compute the residues is too big in the case that the
Di do not intersect transversally at every point of ∩Di and/or when P is a proper subset of ∩iDi. We
will now see how to fix that problem by restricting ourselves to differentials which vanish on a specified
additional divisor, which will give us a differential code that is contained within the dual of the functional
one.
As in Section 1, let P be an ordered finite set of k-rational points of X , G a k-rational divisor of
X whose support is disjoint from P , D = {Dl}, a set of r properly intersecting effective k-rational
divisors on X containing P , and let D =
∑
lDl. Let fij be local equations for Dj at Pi ∈ ∩lDl, and
fi = {fi1, ..., fir}, which is a system of parameters at Pi. Fix generators xi = {xij} of mPi for each Pi
and ai ∈ N such that x
ai
ij ∈ (fi1, fi2, · · · , fir) for every j. Let ai = (ai, ai, · · · , ai).
Definition 4.1. Let θ ∈ k(X) be regular at each point in ∩lDl, and θi be its local power series expansion
in xi at Pi. We say that θ is (D,P)-rectifying if it satisfies the following conditions:
(1) RPi(xi, fi, ai) · θi ≡ cix
ai−1
i1 · · ·x
ai−1
ir (mod x
ai
i1 , ..., x
ai
ir ), ci ∈ k, if Pi ∈ P.
(2) RPi(xi, fi, ai) · θi ≡ 0 (mod x
ai
i1 , ..., x
ai
ir ) if Pi ∈ ∩lDl −P.
In the above definition, if ci 6= 0 for every i, we say that θ is strictly (D,P)-rectifying.
Remark 4.2. It follows from (2.2) that whether θ is (D,P)-rectifying or strictly (D,P)-rectifying is
independent of the which expression of the xaiij in terms of fi are used to define RPi(xi, fi, ai). From that
it follows that the definition is also independent of the choices of ai, xi, and fi.
For a divisorD on X , let D+ andD− respectively denote the positive and negative parts of D.
The usefulness of (D,P)-rectifying functions is the following:
Proposition 4.3. Suppose that θ is (D,P)-rectifying, and that h ∈ k(X) is regular at every point in
∩iDi. Then for every ω ∈ Ω
r(D −G− (θ)+), and every P ∈ ∩Dl we get:
ResP
[
hω
D1, D2, · · · , Dr
]
= h(P )ResP
[
ω
D1, D2, · · · , Dr
]
.
Moreover for P ∈ ∩Dl − P ,
ResP
[
ω
D1, D2, · · · , Dr
]
= 0.
Proof. Let P be any point in∩Di, and x = (x1, x2, · · · , xr) generators ofmP . By assumption, f1 · · · frω/θ
is regular at P , and we write it as u+ v where u = κdx, κ ∈ k, and v ∈ mP · dx. Now
ResP
[
hω
D1, D2, · · · , Dr
]
= ResP
[
hf1 · · · frω
f1, f2, · · · , fr
]
= ResP
[
RP (f ,x, a)hf1 · · ·frω
xa1, x
a
2, · · · , x
a
r
]
= ResP
[
hRP (f ,x, a)θ(u+ v)
xa1, x
a
2, · · · , x
a
r
]
= ResP
[
h(cxa−11 · · ·x
a−1
r + w)(u+ v)
xa1, x
a
2, · · · , x
a
r
]
, for some w ∈ (xa1, ..., x
a
r),
= h(P )ResP
[
ω
D1, D2, · · · , Dr
]
.
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The proof of second assertion is similar using the fact that RP (f ,x, a)f1 · · · frω ∈ (x
a
1, ..., x
a
r)dx if
P ∈ ∩lDl −P . 
Remark 4.4. In the notation of the Proposition, the proof shows that
ResP
[
ω
D1, D2, · · · , Dr
]
= cκ.
Now suppose that G′ is another k-rational divisor of X whose support is disjoint from P , D′ = {D′l} is
another set of r properly intersecting effective k-rational divisors onX containing P , that θ′ is (D′,P)-
rectifying, and that D − G − (θ)+ ∼ D′ − G′ − (θ′)+, where ∼ denotes linear equivalence. Let
g ∈ k(X) be such that (g) = (D − G − (θ)+) − (D′ − G′ − (θ′)+). Take ω ∈ Ωr(D − G − (θ)+), so
gω ∈ Ωr(D′ −G′ − (θ′)+). Then
ResP
[
gω
D′1, D
′
2, · · · , D
′
r
]
= c′κ′,
where a prime on an object attached to (D, G, θ, ω) denotes the corresponding object for (D′, G′, θ′, gω).
Note that by assumption gf ′1 · · · f
′
rθ/f1 · · ·frθ
′ is regular and non-vanishing at P, and if we let αP be its
value at P, then tracing through definitions show κ′ = αPκ. Hence if P ∈ P, and θ and θ
′ are strictly
rectifying, then
ResP
[
gω
D′1, D
′
2, · · · , D
′
r
]
= βPResP
[
ω
D1, D2, · · · , Dr
]
,(4.1)
where βP := (c
′/c)αP 6= 0 is independent of the choice of ω, but does depend on D, D
′, and the
choice of g. We call βP a scaling factor. Note that when θ and θ
′ are strictly rectifying, for any P ∈
(∩Dℓ) ∩ (∩D
′
ℓ)− P , both residues in (4.1) vanish so any βP 6= 0 is a scaling factor.
We will show in a series of lemmas that (D,P)-rectifying functions exist. We will first show this
locally at each point of P and then explain how to piece these local functions together.
Lemma 4.5. Let P ∈ X , x = {x1, ..., xr} be a regular system of parameters at P, f = {f1, ..., fr} be
any system of parameters, and a > 0 such that xai ∈ (f1, ..., fr) for all i. Then there exists sP ∈ OP such
that
RP (x, f , a)sP ≡ x
a−1
1 · · ·x
a−1
r (mod x
a
1, ..., x
a
r).
Proof. Recall that RP (x, f , a) = det [rij ] where x
a
i =
∑r
j=1 rijfj with rij ∈ OP . Write fj =
∑
sjℓxℓ
with sjℓ ∈ OP , and set sP = det [sjℓ]. Then
[rij ][sjℓ]

x1...
xr

 = ∆

x1...
xr

 ,
where ∆ is the diagonal matrix with xa−1i along the diagonal. Now by (2.2)
det [rij ][sjℓ] ≡ det∆ (mod x
a
1, ..., x
a
r),
which yields the lemma. 
To piece together the result at one point to a result at all of P, we need two more lemmas. The first
one follows from [Liu02, Prop.3.3.36].
Lemma 4.6. There exists an affine open subset U of X defined over k such that U contains ∩lDl and so
that for every Pi ∈ ∩lDl,mPi is generated by some xi = {xi1, xi2, · · · , xir} ⊆ k[U ].
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Lemma 4.7. Let Q = {Q1, Q2, · · · , Qm} be a finite set of k-points in a smooth affine k-variety Spec A
of dimension r and let mQi = (xi1, xi2, · · · , xir) ⊆ A. Then given θi ∈ OQi and ai > 0, there exists a
θ ∈ A such that
θ ≡ θi mod (x
ai
i1 , x
ai
i2 , · · · , x
ai
ir ).
Proof. This is essentially the Chinese Remainder Theorem. Take l = maxi (r(ai − 1) + 1), so that
mℓQi ⊆ (x
ai
i1 , x
ai
i2 , · · · , x
ai
ir ). The ideals m
l
Qi
and
∏
j 6=im
l
Qj
are comaximal. Then for all i, there exists
γi ∈ m
l
Qi
and δi ∈
∏
j 6=im
l
Qj
such that γi + δi = 1. Now it is easy to check that
θ =
r∑
i=1
δiθi
satisfies the requirements of the Lemma. 
With sPi as in Lemma 4.5, set θi = sPi if Pi ∈ P and θi to be sPi times any element of mPi if
Pi ∈ ∩lDl − P . Then taking U as in Lemma 4.6, A = k[U ], and Qi = Pi as in Lemma 4.7, we get
Corollary 4.8. For any set D = ∩lDl of properly intersecting divisors inX and any P ⊆ ∩lDl, (D,P)-
rectifying functions exist.
Remark 4.9. To make use of this, we will also need the fact that given any finite set P ⊂ X(k), there ex-
ists a set D = {D1, ..., Dr} of properly intersecting effective divisors over k whose intersection contains
P . This follows via an induction argument on [Poo04, Theorem 3.3].
With this we can now give our construction of rectified differential codes:
Definition 4.10. Let (X,P, G) be as before andD = ∩lDl a set of properly intersecting effective divisors
over k containing P . Let θ be a (D,P)-rectifying function. Consider the residue map
Res(D,P,θ,G) : Ω
r(D −G− (θ)+)→ kn
(4.2)
ω 7→
(
ResP1
[
ω
D1, D2, · · · , Dr
]
, · · · , ResPn
[
ω
D1, D2, · · · , Dr
] )
.
We call the image under the above residue map a rectified differential code associated to (P, G) and
denote it by CΩ(D,P, θ, G). If in the above definition θ is strictly (D,P)-rectifying, we call the code
a strictly rectified differential code associated to (P, G). We emphasize that a rectifying function θ is
strictly rectifying by adding a superscript s and by denoting it as θs.
Remark 4.11. Note that if P = ∩lDl and the divisors in D intersect transversally at every point of P ,
any constant function is (strictly) (D,P)-rectifying and the above construction of rectified differential
codes coincides with the construction in [Mas05] and [Cou09]. This is always the case when X is a
curve, where we recover Goppa’s construction.
Remark 4.12. Suppose G′ is another k-rational divisor of X whose support is disjoint from P , D′ =
{D′l} is another set of r properly intersecting effective k-rational divisors on X containing P , that θ
′
is (D′,P)-rectifying, and that
∑
Dℓ − G − (θ)
+ ∼
∑
D′ℓ − G
′ − (θ′)+. By Remark 4.4, if θ and θ′
are strictly rectifying, CΩ(D
′,P, θ′, G′) is gotten from CΩ(D,P, θ, G) by multiplying by an invertible
diagonal matrix whose diagonal entries are scaling factors at the points of P . We will say that one code
is gotten from the other by rescaling. In particular, the codes CΩ(D
′,P, θ′, G′) and CΩ(D,P, θ, G) are
equivalent.
We will now investigate the properties of rectified differential codes.
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5. PROPERTIES OF RECTIFIED DIFFERENTIAL CODES
The notation X,P, G,D, and θ is as before. In this section we show that rectified differential codes
on higher dimensional varieties share some of the properties of Goppa codes discussed in Section 1.
5.1. Strictly rectified differential codes are functional. We say that a strictly rectified differential
codes is functional if it can be obtained via a functional construction on the same variety and the same
set of points. We begin with the following lemma.
Lemma 5.1. There exists an open subset U ⊂ X over k containing ∩iDi such that each Di is defined
locally on U by some fi ∈ k[U ].
Proof. One can reduce to the case where theDi are prime divisors. The proof is now similar to the proof
of Proposition 8.2 in [Cou09]. Choose a uniformizing parameter f ′i over k forODi . Then (f
′
i) = Di+Ei
for some Ei whose support does not contain Di. By a moving lemma [Sha94, Theorem III.1.3.1], one
can find a rational functions gi ∈ k(X) such that E
′
i = Ei + (gi) contains no points from ∩lDl. Then
fi = gif
′
i defines the divisorDi in the open set Ui = X − supp(E
′
i). Now take U = ∩iUi. 
Theorem 5.2. A strictly rectified differential code CΩ(D,P, θ
s, G) is functional. In particular, using
Lemma 5.1, suppose Dℓ ∈ D are defined locally on some open set U by some fℓ ∈ k[U ]. Then there is
an open set V ⊆ U over k and an r-differential η over k, whose divisor on V is −
∑
Dℓ ∩ V , such that
a) ResP
[
θs · η
D1, D2, · · · , Dr
]
= 1 for all P ∈ P , and
b) CΩ(D,P, θ
s, G) = CL(P,
∑
Dl −G+ (η)− (θ
s)−).
Proof. Let CΩ(D,P, G, θ
s) be a strictly rectified differential code, and U and fℓ ∈ k[U ] as in the state-
ment of the Theorem. Set f = {f1, f2, · · · , fr}. Fix generators xi = {xij} of mPi in k[U ] for each
Pi ∈ P and ai ∈ N such that x
ai
ij ∈ (f1, f2, · · · , fr) for every i and j. Let ai = (ai, ai, · · · , ai). Let
η0 be a k-rational differential r-form with no zeros or poles in an open neighborhood of P (such a form
exists by the moving lemma [Sha94, Theorem III.1.3.1]). Then η0 is given locally at Pi by hidxi for
some hi ∈ OPi with hi(Pi) 6= 0.
Let ci be the coefficient of xi
ai−1 in the power series expansion RPi(xi, fi, ai) · θ
s in xi. Since θ
s is
strictly (D,P)-rectifying, ci 6= 0. Now by Lemma 4.7, we can find g ∈ k(X) regular at each Pi such
that
g ≡ c−1i hi(Pi)
−1 (mod mPi).
Now setting
η =
g
f1f2 · · · fr
η0
and applying the definitions gives (a).
To prove (b), consider the map
φ : L(
∑
Dl −G+ (η)− (θ
s)−)→ Ω(
∑
Dl −G− (θ
s)+),
f → f · θs · η.
Note that any f ∈ L(
∑
Dl − G + (η) − (θ
s)−) is regular at P . Now the map φ is an isomorphism
of k-vector spaces (injectivity is clear; for surjectivity use the fact that Ωr(X) is one dimensional over
k(X)). By definition, CΩ(D,P, G, θ
s) is the image of the residue map of (4.2). Computing the residue
at Pi using Proposition 4.3 we get
ResPi
[
f · θs · η
D1, D2, · · · , Dr
]
= f(Pi)ResPi
[
θs · η
D1, D2, · · · , Dr
]
= f(Pi).
Hence we get CΩ(D,P, θ
s, G) = CL(P,
∑
Di −G+ (η)− (θ
s)−). 
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5.2. Functional codes are strictly rectified differential codes. We show that any functional code on
X is a strictly rectified differential code, i.e, it can be realized as a strictly rectified differential code on
X using the same set of points.
Theorem 5.3. A functional code CL(X,P, G) can be written as a strictly-rectified differential code on
P . That is, given an ordered set P ⊆ X(k), and a k-rational divisor G whose support is disjoint from
P , there is a set D = {D1, D2, · · · , Dr} of properly intersecting divisors over k with P ⊆ ∩iDi and a
strictly (D,P)-rectifying function θs, such that
CL(P, G) = CΩ(
∑
Di,P, θ
s,
∑
Di + (η)−G− (θ
s)−),
where η is as in Theorem 5.2 (a).
Proof. Given P, Remark 4.9 shows that such a D exists. Now by Corollary 4.8 there is a strictly rec-
tifying (D,P)-rectifying function θs. The result now follows from Theorem 5.2 by replacing G with∑
Di + (η)−G− (θ
s)−. 
5.3. Behavior with respect to taking products. We will now see that the differential construction
behaves well under taking products of varieties, as do rectified and strictly rectified differential codes.
Let X and Y be smooth projective varieties over k of dimensions r and s, and suppose that D =
{D1, .., Dr} and E = {E1, ..., Es} are sets of divisors on X and Y that respectively intersect properly
at ordered sets of points P = {P1, ..., Pn} and Q = {Q1, ..., Qm}. Let X × Y be the product variety
of X and Y with projections prX and prY onto each factor. Let D × Y = {Di × Y |Di ∈ D} and
X × E = {X ×Ej |Ej ∈ E}. Then D × Y ∪X × E intersects properly onX × Y at P ×Q (which we
think of as {Pi ×Qj} ordered lexicographically.)
Now let G be a divisor onX whose support is disjoint from P andH a divisor on Y whose support is
disjoint from Q.
Theorem 5.4. Suppose that θ is (D,P)-rectifying on X and that λ is (E ,Q)-rectifying on Y . Let µ =
pr∗X(θ)pr
∗
Y (λ)
a) Let ω ∈ Ωr(
∑r
i=1Di−G−(θ)
+) and χ ∈ Ωs(
∑s
j=1Ej−H−(λ)
+). Then if ψ = pr∗X(ω)∧pr
∗
Y (χ),
we have
ψ ∈ Ωr+s(
r∑
i=1
(Di × Y ) +
s∑
j=1
(X × Ej)−G× Y −X ×H − (µ)
+).
b) µ is (D × Y ∪ X × E ,P × Q)-rectifying on X × Y . Moreover, if θ and λ are strictly rectifying,
then so is µ.
c) For P ∈ P , Q ∈ Q, we have,
ResP×Q
[
ψ
D1 × Y, · · · , Dr × Y,X ×E1, · · · , X ×Es
]
= ResP
[
ω
D1, · · · , Dr
]
ResQ
[
χ
E1, · · · , Es
]
.
d) CΩ(D × Y ∪X × E ,P ×Q, µ, G× Y +X ×H) = CΩ(D,P, θ, G)⊗ CΩ(E ,Q, λ,H).
Proof. a). Let {Ui} and {Vj} be affine open covers of X and Y , and let xi and yj be vectors of regular
coordinate functions on Ui and Vj , respectively. Then on Ui, ω is represented by fidxi for some fi ∈
K(X), and likewise, χ on Vj is represented by gjdyj for some gj ∈ k(Y ). Note that on Ui and Vj we
have (ω) = (fi) and (χ) = (gj), respectively.
Now the claim follows from the fact that {Ui × Vj} is a cover of X × Y , and that on Ui × Vj, ψ is
represented by figjdxi ∧ dyj, which on Ui × Vj has divisor (fi)× Vj + Ui × (gj).
b) Let t = {t1, ..., tr} be local parameters for P ∈ X and u = {u1, ..., us} be local parameters
for Q ∈ Y . Then {pr∗X(t1), ..., pr
∗
X(tr), pr
∗
Y (u1), ..., pr
∗
Y (us)} is a set of local parameters for P × Q.
Let f = {f1, f2, · · · , fr} and g = {g1, g2, · · · , gs} denote local equations for D and E at P and Q
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respectively, so pr∗X(fi) and pr
∗
Y (gj) are respectively local equations for Di × Y andX ×Ej . Let a > 0
be such that bothmaP ⊆ (f1, ..., fr), andm
a
P ⊆ (g1, ..., gs) so we can write
tai =
∑
k
rikfk, rik ∈ OP ,
uaj =
∑
ℓ
sjℓgℓ, sjℓ ∈ OQ.
Then applying pr∗X to the first set of equations and pr
∗
Y to the second set gives
RP×Q(pr
∗
X(t) ∪ pr
∗
Y (u), pr
∗
X(f) ∪ pr
∗
Y (g), a) = pr
∗
X(det[rik])pr
∗
Y (det[sjℓ])(5.1)
= pr∗X(RP (t, f , a)pr
∗
Y (RQ(u, g, a)).
Since θ and λ are rectifying functions, there are cP , cQ ∈ k such that
RP (t, f , a) · θ ≡ cP t
a−1
1 · · · t
a−1
r (mod t
a
1, ..., t
a
r),(5.2)
RQ(u, g, a) · λ ≡ cQu
a−1
1 · · ·u
a−1
s (mod u
a
1, ..., u
a
s).(5.3)
Applying pr∗X and pr
∗
Y respectively to the relations in (5.2) and (5.3), and then multiplying (5.1) by µ,
shows that µ is (D × Y ∪X × E ,P × Q)-rectifying, and since cP 6= 0, cQ 6= 0 implies that cP cQ 6= 0,
that if θ and λ are strictly rectifying, then so is µ.
c) For P ∈ P, Q ∈ Q, let fi be a local equation for Di at P and gj a local equation for Ej at Q. So it
suffices to show that
ResP×Q
[
pr∗X(f1) · · ·pr
∗
X(fr)pr
∗
Y (g1) · · · pr
∗
Y (gs)ψ
pr∗X(f1), · · · , pr
∗
X(fr), pr
∗
Y (g1), · · · , pr
∗
Y (gs)
]
= ResP
[
f1 · · · frω
f1, · · · , fr
]
ResQ
[
g1 · · · gsχ
g1, · · · , gs
]
.
With the notation as in (b), it suffices to show that
ResP×Q
[
RP×Q(pr
∗
X(t) ∪ pr
∗
Y (u), pr
∗
X(f) ∪ pr
∗
Y (g), a)pr
∗
X(f1) · · ·pr
∗
X(fr)pr
∗
Y (g1) · · ·pr
∗
Y (gs)ψ
pr∗X(t1)
a, · · · , pr∗X(tr)
a, pr∗Y (u1)
a, · · · , pr∗Y (us)
a
](5.4)
= ResP
[
RP (t, f , a)f1 · · ·frω
ta1, · · · , t
a
r
]
ResQ
[
RQ(u, g, a)g1 · · · gsχ
ua1, · · · , u
a
s
]
.
As in the proof of Proposition 4.3, write
f1 · · · frω/θ = uP + vP ,(5.5)
for uP = κPdt, κP ∈ k, vP ∈ mP · dt, and similarly
g1 · · · gsχ/λ = uQ + vQ,(5.6)
for uQ = κQdu, vQ ∈ mQ · du. Then the righthand side of (5.4) is cP cQκPκQ. That this is also the
lefthand side follows from the argument in (b) along with taking the wedge product of p∗X applied to
(5.5) and p∗Y applied to (5.6) and using (5.1) and the definitions of µ and ψ.
Finally (d) follows from (c) by the definition of the Kronecker product of matrices. 
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5.4. Orthogonality. Now we show that differential codes are orthogonal to the functional codes with
respect to the standard dot product on kn.
Theorem 5.5. Differential codes are contained in the dual of functional codes, i.e.,
CΩ(D,P, θ, G) ⊆ CL(P, G)
⊥.
Proof. Let f ∈ L(G) and ω ∈ Ωr(
∑
Di −G− (θ)
+). Then by Proposition 4.3
ResPi
[
fω
D1, D2, · · · , Dr
]
= f(Pi)ResPi
[
ω
D1, D2, · · · , Dr
]
,
and
ResPi
[
fω
D1, D2, · · · , Dr
]
= 0 if Pi ∈ ∩lDl − P.
Using (the Residue) Theorem 2.4 we get
∑
Pi∈P
f(Pi)ResPi
[
ω
D1, D2, · · · , Dr
]
= 0.
The required orthogonality now follows. 
Let us now revisit Examples 3.1 and 3.2 and see how (D,P)-rectifying functions rectify the orthogo-
nality issue that shows up when the intersection ∩iDi is not transversal or when P is a proper subset of
∩Di.
Example 5.6. We will first show how using a (D,P)-rectifying function fixes the difficulty encountered
in Example 3.1. We use the notation of that example.
Recall that the intersection D1 ∩ D2 is transversal at every point of P , but that P4 /∈ P0. One can
check that since θs = Z−(α+1)Y
Z
doesn’t vanish at P1, P2, and P3, and does vanish at P4, that it is a
strictly (D,P0)-rectifying function. In particular, for any ω ∈ Ω
2(D1+D2−G− (θ
s)+), ResP4(ω) = 0.
Then one can check that Ω2(D1 +D2 −G− (θ
s)+) = span{ω1 − (α + 1)ω2}. Hence the image under
the residue map on Ω2(D1+D2−G− (θ
s)+) yields the code CΩ(D,P0, θ
s, G) spanned by (1, α+1, α),
which is contained in (in fact equal to) the dual of CL(P0, G).
Example 5.7. We will now show how using (D,P)-rectifying functions fixes the difficulty encountered
in Example 3.2. We use the notation of that example.
Recall that we saw that the intersection ofD1 and D2 at P5 was not transversal.
One can check that since θ1 =
Z
Y+Z
and θs2 =
X
Z
do not vanish at P1, P2, P3, and P4 but do vanish
at P5, they are (D,P)-rectifying functions. Furthermore, when multiplied by RP5({s, t}, f , 2), the lead
terms in their expansions at P5 are respectively t
2 and st, so θ1 is rectifying but not strictly rectifying and
θs2 is strictly rectifying.
One computes that Ω2(D1+D2−G−(θ1)
+) = span{ω1} and Ω
r(D1+D2−G−(θ
2
2)
+) = span{ω2}.
The respective images under the residue map are spanned by (1, 2, 2α, α, 0) and (1, 1, 1, 1, 2). Therefore
we get CL(P, G)
⊥ = CΩ(D,P, θ1, G) + CΩ(D,P, θ
s
2, G).
In the above example we had that the dual of CL(P, G) is the sum of two differential codes. In the
next example, we will see that for P1 × P1 × · · · × P1 (r-times, for any r ≥ 2) and a suitable P , one
can use arguments similar to [Cou09, §10.2] to show that the dual of CL(P, G) is equal to the sum of
r rectified differential codes, and cannot be obtained by using either the functional or strict differential
construction.
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Example 5.8. Consider the variety P1 × P1 × · · · × P1 (r-times) over k = Fq with homogeneous
coordinates [Xi : Zi] for each P
1 factor. Let U be the affine chart ∩i{Zi 6= 0} with coordinates xi =
Xi/Zi. Note that the Picard group of P
1 × P1 × · · · × P1 is generated by the classes of Ei where
Ei = V (Zi). Set G{mi} =
∑
imiEi where mi < q − 2 and let P be all the k-rational points in U .
The space L(G{mi}) ≃ ⊗iFq[xi]≤mi , where Fq[xi]≤mi denotes polynomials in xi of degree at most mi.
Therefore the functional construction yields the code
CL(P, G{mi}) = ⊗iRSq(mi + 1),(5.7)
where RSq(mi + 1) denotes the (mi + 1)-dimensional Reed-Solomon code over Fq. Note that the dual
of CL(P, G) is (see e.g., [Cou09], Lemma D.1)
CL(P, G{mi})
⊥ =
∑
i
Fqq ⊗ · · · ⊗RSq(q −mi − 1)︸ ︷︷ ︸
ithposition
⊗ · · · ⊗ Fqq.
Let us now construct CL(P, G{mi})
⊥ using the differential construction. For any given i between 1
and r, consider the family of properly intersecting divisors Di = {Dij}
r
j=1, where Dij = (fij)
+ and
fij =
∏
α∈Fq
(xj − α) if j 6= i,
fii =
∏
α∈Fq
(
∑
ℓ
xℓ − α).
At any α = (α1, ..., αr) ∈ P , local parameters are x−α = {xℓ − αℓ, 1 ≤ ℓ ≤ r}, and the linear terms
in the expansion of the fij in Oα for j 6= i are (xj − αj)
∏
α6=αj
(αj − α) = −(xj − αj) by Wilsons’s
Theorem, and fii has the linear term −
∑
ℓ(xℓ − αℓ) for the same reason.
Hence we see that P = ∩jDij , that the intersection of the divisors in Di is transversal at α, and that
Rα(fi,x−α, 1) = (−1)
r, where fi = {fiℓ|1 ≤ ℓ ≤ r}.
Therefore by Remark 4.11, eachCΩ(Di,P, G{mi}) is a rectified differential code associated to (P, G{mi}).
Let
ηi =
(−1)rdx∏
j fij
.
By design, ηi satisfies the conditions for η in Theorem 5.2, with Di playing the role of D, and θ
s = 1.
The proof of part (a) of Theorem 5.4 shows that the divisor of dx is −2(
∑
ℓEℓ). Since for j 6= i,
(fij) = Dij − qEj and (fii) = Dii − q
∑
ℓEℓ, we have
(ηi) = −2(
∑
l
El) + 2q
∑
l 6=i
El + qEi −
∑
j
Dij
=
∑
l 6=i
(2q − 2)El + (q − 2)Ei −
∑
j
Dij .
Now by Theorem 5.2,
CΩ(Di,P, G{mi}) = CL(P,
∑
j
Dij −G{mi} + (η))
= CL(P,
∑
l 6=i
(2q − 2)El + (q − 2)Ei −
∑
l
mlEl)
= CL(P,
∑
l 6=i
(2q −ml − 2)El + (q −mi − 2)Ei)
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=⇒ CΩ(Di,P, G{mi}) = F
q
q ⊗ · · · ⊗RSq(q −mi − 1)︸ ︷︷ ︸
ithposition
⊗ · · · ⊗ Fqq,(5.8)
sincemj ≤ q − 2 gives that RSq(2q −mj − 1) = F
q
q for each j 6= i.
Therefore
CL(P, G{mi})
⊥ =
r∑
i=1
CΩ(Di,P, G{mi}).
Proposition 5.9. The dual CL(P, G{mi})
⊥ above is not a strictly rectified differential code, or equiva-
lently, it is not a functional code over P .
Proof. Since by Theorems 5.2 and 5.3 strictly rectified differential codes are functional and vice-versa, it
suffices to show thatCL(P, G{mi})
⊥ is not a functional code. But any functional code on P1×P1×· · ·×P1
evaluated at P is obtained by scaling the coordinates of a code of the form (5.7) by non-zero scalars. This
is because Pic(P1 × P1 × · · · × P1) = Zr and for any divisor G, G = G{mi} + (g) for some {mi} and
g ∈ k(X). So if CL(P, G) is a functional code, then it is an invertible rescaling of CL(P, G{mi}) via the
map L(G)→ L(G{mi}) given by f 7→ fg.
The claim now follows from the following lemma, which is a generalization of [Cou09, Lemma D.2].

Lemma 5.10. For r > 1 and 1 ≤ i ≤ r, suppose ni ≥ 2, and let Vi = F
ni
q , equipped with the standard
basis ei1, ..., eini . Let 0 6= Ui ( Vi be proper subspaces. Then the subspace
r∑
i=1
V1 ⊗ · · · ⊗ Ui︸︷︷︸
ithposition
⊗ · · · ⊗ Vr
cannot be obtained by applying an invertible scaling function φ to the coordinates (with respect to the
basis {e1j1 ⊗ · · · ⊗ erjr |1 ≤ jℓ ≤ nℓ, 1 ≤ ℓ ≤ r}) of a subspace of V1 ⊗ V2 ⊗ · · · ⊗ Vr of the form
W1 ⊗W2 ⊗ · · · ⊗Wr.
Proof. Suppose there exist suchW1,W2, · · · ,Wr so that
r∑
i=1
V1 ⊗ · · · ⊗ Ui︸︷︷︸
ithposition
⊗ · · · ⊗ Vr = φ(W1 ⊗W2 ⊗ · · · ⊗Wr),(5.9)
where φ is an invertible scaling function on the coordinates of V1 ⊗ V2 ⊗ · · · ⊗ Vr given in the statement
of the Lemma. Note that by the hypothesis on Ui,
r∑
i=1
V1 ⊗ · · · ⊗ Ui︸︷︷︸
ithposition
⊗ · · · ⊗ Vr ( V1 ⊗ · · · ⊗ Vr.
Hence Wi ( Vi for some i. Without loss of generality assume that i = 1. Then there exists a standard
basis vector e1j not contained inW1. Now for some non-zero p ∈ V2 ⊗ V3 ⊗ · · · ⊗ Vr, e1j ⊗ p is in the
lefthand side of (5.9). The equality of (5.9) implies that
e1j ⊗ p = φ(
∑
l
w1l ⊗ w2l ⊗ · · · ⊗ wrl)
for some finite set of wil in eachWi. Hence
φ−1(e1j ⊗ p) =
∑
l
w1l ⊗ w2l ⊗ · · · ⊗ wrl.
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Note that
φ−1(e1j ⊗ p) = e1j ⊗ ψ
−1(p)
for some invertible scaling function ψ of V2 ⊗ · · · ⊗ Vr with respect to the basis {e2j1 ⊗ · · · ⊗ erjr |1 ≤
jℓ ≤ nℓ, 2 ≤ ℓ ≤ r} of V2 ⊗ · · · ⊗ Vr.
Hence we get
e1j ⊗ ψ
−1(p) =
∑
l
w1l ⊗ w2l ⊗ · · · ⊗ wrl,
but this is impossible since e1j /∈ W1.

The above example begs the question of whether the the dual of a functional code on an r-dimension
variety is always the sum of at most r rectified differential codes. We note that the analogous question
for r = 2 (and P the intersection of transversal divisors) was asked and left open in [Cou09].
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