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Abstract. The Path Length Distribution (PLD) of a (p, q) graph is defined to be the array 
(X0, Xl, X2, l em, X , 1), where X0 is the number of (unordered) pairs of vertices which have no 
path connecting tR” em and Xl, 1 5 I 5 p- 1, is the number of pairs of vertices which are connect- 
ed by a path of length 1 (see [ 1, 21). ‘ihe topic of this paper is the occurrence of non-iso- 
morphic graphs having the same path length distribution. For trees, a constructive procedure is 
given, showing that for any positive integer N there exist N non-isomorphic trees of diameter 
four which have the same PLD. Also considered are PLD-mimol graphs - those graphs with 
p vertices uch that all pairs of vertices are connected by a path of length 2 for 2 a 16 p-l. In 
addition to providing more examples of non-isomorphic graphs having the same PLD, PLD-max- 
imal graphs are of intrinsic interest. For PLD-maximal graphs, we give sufficient degree and edge 
conditions and a necessary edge condition. 
1. Introduction 
We consider ordinary graphs, i.e. finite, undirected graphs vvithout 
loops or multiple edges. Such a graph will be denoted by G(V, E), where 
V represents he set of vertices and E represents the set of edges. Thus, 
letting [ V] 2 denote the family of two-element subsets of I/, we have 
E C [ V] 2. If vertices u and u are adjacent, we shall write {u, v} E E and 
refer to the edge uv. Where 1 VI = p and iEl = q, we shall say that G( V, E) 
is a @, qj graph. 
If there exists a path of length 2 connecting vertices u and v in 17, we 
shall say that property PI (u, v) holds. Let us define 
Sl = Hu, VI : PO (u, v) ) 
for 1 rK4, and 
* Original version received 14 Febr Idazy 1972. 
.RJ. Faudree et al., l’i%eo?y of path length distributions I 
P-1 
s, = [J+,lJ1 s,. 
Then the Puth Length Distribution (PLD) of the graph G( V, E) is the 
array (X0, X,, X2, . . . . Xp__i ), where X, = IS& Thus, for a connected 
graph X,-, = 0 and in general Xi =q,andXr<=*p@--l)forallZ.The 
topic of this paper is the occurrence of non-isomorphic graphs having 
the same path length distribution. Two categories of connected graphs 
will be discussed: (i) trees and (ii) graphs which we shall call PLD-max- 
in&. 
2. PLD-maximal graphs, sufficiency conditions 
if S, = f VJ *, then property PI is said to hold. if property PI holds for 
2 s 2 $ p-- 1, then G( I’, E) is said to be PLD-maxiwral. In other terms, 
G(V,E)isaPLD-maximalgraphifXr=&p(p-l)for2sZsp-1. 
For use in this and subsequent sections, we introduce the following 
notation. 
d(u) = degree of vertex u, 
S(G) = min {d(u): u E V) , 
a(G) = mnia {d{u) + d(u): {u, v) s [ S,l 2 ) , 
Z(G) = min (d(u)+d(u): {u, U) $A’]. 
Note that n(G) and Z(C) are not defined f’.n the. trivial graph and for 
the complete graph, respectively. In the proofs to follow, this lack of 
definition is never an issue. 
In this section, we shall present sufficiency conditions for a graph to 
be PLD-maximal. In particular, we shsl! prove the following theorem. 
Theorem 2.1. &fG( V, E) is a (p, q) gmph such that 
(i) c(G) 2 p + 1 an& if p is odd, 
(ii) C(G) >= p + 2, 
then G’ is PLD-maximal. Moreover, conditions (i) and (ii) are as sharp ae 
possible. 
iTor the proof of this theorem, we shall need the following lemmas. 
Lemma 2.2. Let G( V, E) be a (m,qJ graph containing u qxle of length k, 
C = x1 x2 .,. xk, with 3 s k s p-2, Land let v1 and v2 be two distinct 
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Fig. 1. Illustration of graph considered in Lemma 2.2. 
vertices not on the cycle (see Fig. 1). Let d* (vl ) and d*(v2) denote the 
number of vertices of C which are adjacent to v1 and v2, respectively. If 
d*(vI)+d*(v2)zk+ ‘I,thenforeachI, 2s11_k+ I,propertyPi(v1,v2) 
holds. 
Proof. We claim that there exist vertices Xi and xi of C such that 
{IQ, Xi) E E and (~2, xi) E E with i f i + 1-2 (mod k). This result is 
sufficient to prove the lemma, since then v~x~x~+~ . . . xjv2 is a path of 
length I connecting v1 and v2. To verify this claim, suppose that such 
Xi and xi do not exist. Then for each Xi of C such that {v~, Xi} E E, the 
vertex xi, i = i + k-2 (mod k), is such that (v2, xi} $ E. This sets up a 
one-to-one correspondence between the set of vertices of C adjacent o 
v1 and a set of vertices of C not adjacent o v2. It would follow that 
d*(vl) 5 k-d*&), which contradicts our requirement on Gil/ E). 
The following result follows directly from a theorem due to Ore [ 61. 
Lemma 2.3. Let G(V, E) be a (p, q) graph with p >= 5. Let vr and v2 be 
any two vertices of G. I’ for every pair of nonadjacent vertices u and 
v in ?‘-(v~, v2 ), we have d(u) + d(v) >= p + 2, then the graph G’ = 
G- It+, v2 ) contains a Hamilton cycle. 
Proof. Let G’ be the @‘, q’) graph defined by G’ = G- {vl , v2 1. Then 
0 (G’) >= ;P + 2) -4 = p’ . This is precisely the condition given by Ore 
16, Theorem 21 to guarantee the existence of a Hamilton cycle. 
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Emma 2.4. Let G( V, E) be a (2n, q) graph (n >= 2) such that there ex- 
ists a vertex u with d(v) 2 n jbr all v # u. Then either G is Hamiltonian 
or it contains a cycle of length 2n- 1 passing through all the vertices of 
V-(u). 
Proof. Assume that G is not Hamiltonian. Let x 1x2 . . . X2nXl be a cydic 
arrangement of terms representing the vertices of V such that arrange- 
ment gives a minimal number of contiguous terms with correspo:lding ver- 
tices not adjacent. We firsa show that a contiguous pair xiXi+l satisfies 
Ixi, xi+i } E E whenever both Xi and Xi, 1 are different from U. ‘Without 
loss of generality, we take XiXi+l to be tize pair ~1x2. If 1x1, X2 } $ E, 
then for vertex xi with {xl, Xi) E E, the vertex Xi+] is such that IX;!, Xj+l) 
$E. This follows since otherwise XlXiXj_1 . . . X2Xj+lxj+2 . . . ~2~x1 has 
fewer contiguous terms with corresponding vertices not adjacent han 
did the original arrangement. The one-to-one correspondence between 
the set of vertices adjacent o x1 and a set of vertices not adjacent o 
x2 implies that d(x, ) zi 2n-1 4(x2 ), which contradicts our require- 
ment that d(v) 2 n for v # u. It follows that the number of contigtAous 
terms in x1x2 ...x2nx1 , with corresponding vertices not adjacent, is 
either one or two, with each non-adjacency inaolving vertex u. 
In order to establish the existence of a cycie of length 2n-1 in G, 
avoiding the vertex u:, we may now assume that x1 u x3 . . . x2n~ 1 is a 
cyclic arrangement of terms representing Vwith all contiguous terms 
representing adjacent vertices except for at least one of the pairs; x1, u 
and ~9. Furthermore<, the arrangement x1 ux3 . . . x2n x 1 is chosen so 
that x1x3 . . . XZnXl has a minimal number of cs;ltiguous term:, repre- 
senting non-adjacent vertices. Under these conditions, we show that 
x1x3 .*. x2,x1 is a cycle, i.e, (-x.~, , x3 3 E E. There is no loss of gene:l*al- 
ity lii. iijsunr :ng 1:X 1, U) 4 E. Ey repeating the argument given earlier in 
the proof, we see that if (x1, x3 ) 6 E, then (i) (u, x3 1 6 E implies 
- Gill) <= (2n--2)---d&), while (ii) {u, x3} E E implies d(xl)g(:2n--1) 
-d(x3 ). EMi A of these irequalities contradict he requirement that 
d(u) >= n for all 0 it u. i-lence {x1, x3 } E E and the lemma follows. 
Proof of Theorem 2.1. We shall take p >- 5, the result being obvious 
for smaller p. %ppose that 5 is !;uch that o(G) >= p + 1 and Z(G) 2 p + 2. 
By Lemma 2.3, for any pair @, v2 ) E [ V] 2, G’ = G- (vl, v2 ) is 
Hamiltonizn. But d(vl ) + d(+) 2 p -)- 1, so that by Lemma 2.2, 
P’(ua , v2 j holds for each 1, 2 <= 1 s p- 1, and G is PLD-maximal. 
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It remains to show that G is PLD-maximal if p is even and o(G) 
Z p + 1. Let p = 2n and observe that the argument just given applies 
if d(u) 2 n + 1 for all tl E V Thus we concern ourselves with the fol- 
lo wing cases. 
Case 1. There exists u E V such that d(u) <= n- 1. Let G’ (VP 0 be 
the (p’, 4’) graph defined by G’ = G-(u). Since a(G) >,p + 1, we fin.d 
that a(G’) >= p’ + 2 so that from the proof given above G’ is PLD-max- 
imal. The condition u”(u) + d’(u) 2 2n + 1 implies that P, (u, u) holds 
for all u E V’. This together with the fact that G’ is PLD-maximal and 
d(u) >= 3 guarantees that PI holds in G for 2 $ I <= p-2. Also, by a 
theorem due to Ore [ 8, Theorem 3.11,0(G) 2 p + 1 implies that Pp _1 
holds in G. Hence G is PLD-maximal. 
Case 2. There exists u E V such that d(u) = n. Using o(G) >= p + 1, 
we have d(u) >= n f 1 for all u # u. Applying Lemma 2.3, G- {:I, u} con- 
tains a Hamilton cycle C = x1x2 . . . xp _2. Let us define d*(u) and 
d*(u) as in Lemma 2.2. Since d*(u) + d”(u) 2 (2n + l)-2 = p-l, it 
follows from Lemma 2.2 that PI (u, u) holds for 2 <= 2<= p- 1 and for all 
u E V- (u). Next consider the pair @, u2 ) E [ V- {u) ] 2 and define 
G’ (V’, E’) as the (2n-2,q’) graph G’ = G- (ul , u2 ) . Observe that for 
every u E V’- (u), u is adjacent to at least n- 1 vertices of V’. By Lem- 
ma 2.4, either G’ is Hamiltonian or there exists a cycle of length 2n-3 
passing through all 2n-3 vertices of V’- fu}. Lemma 2.2 applies in 
either case, showing that P&Q, u2) holds in G for 2 <= I 2 k + 3, where 
k+ 1 =2n-1 whenG” H 1s amiltonian and k + 1 = 2~-2 when G’ has 
a cycle of length 2n-3 avoiding vertex u. By the theorem of Ore [ 8, 
Theorem 3.11, C(G) 2 [) + 1 implies that Pp_l (uB, u2) holds. Hence G 
is PLD-maximal. 
In order to demonstrate the sharpness of the conditions given in Theo- 
rem 2.1, we now introduce a special class of examples. The join of 
Gl (VI, El ) and G2( V2, E2), denoted by G, + G,, consists of G, U G2 
together with all possible edges joining V, and V2 [4, p. 2 13 . We define 
a (m, n, k) graph to be the graph En + (Km u Kk) The vertices of a 
(m, n, k) graph have the following degrees: 
d(u)=m+n-1, uEK,* 
d(u) = m + k, uEK,, 
d(u)= k+n-1, UE Kk. 
In particular, we consider (m, n, 1) with V(K, ) = (u} and (m, n, 2) with 
V(K2) = {u, u}. Schematic illustrat:ions of (m, n, 1) and (m, n, 2) are 
shown in Fig. 2. 
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Fig. 2. Schematic illustration of the (m, n, k) graph. 
Neither (m, n, 1) nor (m, n, 2) is a PLD-maximal graph. For (m, n, l), 
the+ is no path of length 2 connecting a ?rertex in K,, with vertex U. 
For (m, n, 2), there is no path\ of length 3 connecting u and u. Theorem 
2.1 shows that if G is a (p, q) graph, where p is even, and if O(G) 2 p + 1, 
theri G is ED-maximal. The sharpness of this condition is established by 
corisidering the following example. For N 2 3, let G be a (N- 1, IV- 1,2) 
graph. Then G hasp = 2N vertices and a(G) = p. Again, Theorem 2.1 
shows that if G is a (p, q) graph, where p is odd, and if (i) (J(G) 2 p + 1 
and (ii) 5(G) 2 p + 2, then G is PLD-maximal. The following two ex- 
amples establish the sharpness of tht ‘se conditions. For N 2 3, let G be a 
(N- 1, N, 2) graph. Then G has p = 2N + 1 vertices and u(G) = C(G) = 
p+l.ForN~&6,letGbea(N+l,N-1, l)graph.ThenGhasp=2N+l 
vertices, u(G) = p and C( 6) = p + 3. 
Corollary 2.5. A (p, q) graph G ( V, E) such that d(v) >= 3 (p + 2) for all 
v E V is a ?LD-maximal graph. Furthermore, tk condition given is 
sharp. 
Proof. It follows from an easy application of Theorem 2.1 that G is YLD- 
maximal. The sharpness of the condition can be deduced from two ex- 
amples already mentioned. For N >= 3, the (N-l, N---l, 2) graph has p = 
2iV vertices and 6 (G) = $p_ For N 2 3, the (N- 1, N, 2) graph has p = 
2N -f 1 vertices and 6(G) = 3 (p + 1). These examples establish the 
sharpness of the condition for the case of even and odd p, r&pectively . 
Corollary 2.6. A r@. 4) graph G( V, r’; such that p’ >= !I and q >= ip(p-1) 
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-~-4) = 4 (p2 -3p + 8) is PLD-maximal. If q < 4 (p2 --3p + 8), then G 
need tiot be PLD-maximal. 
Proof. G can be constructed by removing at most u-4) edges from the 
complete graph Kp. Then, for any pair (M, u} E [ I’] 2 we have 
d(u)+d(u)&(P-l)+(p--l)-(p-3)=p+ l.Infact,d(u)+d(u)=p+l 
only if the edges removed are u u and p-5 other edges incident with 
u or u. In this case, G- {u, u) = Kp_2 and d(u) and d(u) are not less 
than three. A straightforward check shows that G is then PLD-maximal. 
Otherwise o(G) >= p + 2 and the result of Theorem 2.1 shows that G is 
PLD-maximal. The sharpness of the result is demonstrated by the fol- 
lowing example. For p >= 4, let G( V, E) be the graph with p vertices 
and q = &-l)@--2) + 2 = tp(p-- l)-(p-3) edges defined as follows: 
Thus G-(u) = Kp_l and d(u) = 2. There exists no path of length p- 9 
connecting TV and u2 since G- (ur , u2 } is disconnected. This completes 
the proof. 
It is interesting to note that our results can be used to prove a theorem 
due to Ore concerning Hamiltonian graphs [7, Theorem 4.31. 
Corollary 2.7 (Ore’s Theorem). A @, q) graph with p >= 3 and 
q >= +p(p--1 )-(p-3) is Hamiltonian. 
Proof. We take p 2 6, the cases 3 s p 2 5 being easy to establish. Cle uly, 
for every vertex-d in 6, d(u) 2 2. If G has a vertex u with d(u) s p-3, 
then let G’ be the (p’, q’) graph G’ = G-- {ic} + Since at most p-3 edges- 
are incident at U, the removal of u and the edges incident at u gives 
q’ &;p(p-1)-2($?-3) - ~p’(p’--I)-@i-4). 
Hence by Corollary 2.6, G’ is PLD-maximal. It follows that vertex II is 
adjacent o two vertices u1 and u2, and there is a path of length p-2 co+ 
- v cting ur and u2 and not including u. Hence, in this case, G contains a 
Hamilton cycle. 
If d(u) &5~-2 for all u in G, then since p 16: we have d(G) >= 2@-2) 
> p + 2 so bat, by Theorem 2.1, G is PLD-maximal and hence Mamiltonian. := 
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Fig. 3. The wheel graph 196. 
3. PLD-maximal graphs having the minimum number of edges 
A graph consisting of a cycle of length p- 1, together with a vertex 
-which is adjacent o each vertex of the cycle is called a wheel and is de- 
noted B$. An example is shown in Fig. 3. Clearly, the graph Wp has 
201-l) edges and it is not difficult to verify that Wp is a PLD-maximal 
graph. In this section, we examine the problem of determining the min- 
imum (I such that a (p, q) graph can be PLD-maximal. The solution of 
this problem is given in the following theorern and corollary. 
Theorem 3.1. If G 13 a (p, q) graph with p >= 4 and if G satisfies P2 and 
P p-l, then 4 1 2@- 1). Moreover, q = 2 (p- 1) :;+r G is isomorphic to 
wP’ 
Corollary 3.2. If G rs a (p, q) graph with p 2 4 and if G is a PLD-max- 
imal graph, then q 2 2(p-1). Moreover, q = 2(p-- 1) iff G is isomorphic 
ii Wp. 
In order to prove Theorem 3.1, we shall ne:ed a few preliminary ideas. 
We note, first of all, that if G is any graph for which property Pp__; 
holds, then 6 (G) 2 3. If there is a vertex u of degree 2, then there is no 
path of length p- 1 connecting the two vertices adjacent o U. There- 
fore, for any graph G for which property Pp_t holds, either (i) 6(G) 14, 
in which case q 2,2p. or (ii) S(G) = 3. In order to prclve Theorem 3.1, 
we need only consider the latter case. 
Let us focus attention on a vertex df degree 3 in G( V, ~5’). Designate 
this vertex u and partition the relnaining p-l vertices lint0 two subsets, 
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Fig. 4. Illustration of graph considered in Theorem 3.1. 
C={v: (u,v)~E)=(v~,~~,v~)andD=Cv: (u,u}$E).Ifwerep 
quire a path of length 2 connecting vertex u and an arbitrary vertex in 
D, every vertex in D belongs to (at least one) of the subsets Ai = 
{v:vED, (V,Vi)EE},i= 1,2,3.Ifwerequireapathoflength2con- 
netting vertex u with each of the vertices vl, v2 : v3, we may assume 
without loss of generality that v1 is adjacent o both v2 and ~3. A 
schematic illustration of the graph just described is shown in Fig. 4. 
. Under the conditions just described, the minimal degrees are d(u) = 
3,d(v)=3forvED,andd(vl)=3+IAII,d(v2)=2+iA2I,d(v3)= 
2+iA31 withA,nP,] = @fori#]so that &I + IA21 + IA31 “p-4. 
Thus, the minimal number of edges is 
q = 1 ugV d(v) = 2p-3. 
The minimal case, q = 2p-3, requires that (i) each vertex in D has de- 
gree 3, and (ii) each vertex in D is adjacent o precisely one vertex in C 
Any vertex that violates either (i) or (ii) will be called exceptional. 
Thus far, we have not specified whether or not u2 and V3 are adjacent. 
For the case where (v2, v3 ) E E, the proof of Theorem 3.1 is relativcl:7 
simple and we present it now. 
Proof of Theorem 3.1 (The cast: {v2, v3 ) E E). If (v2, v3 ) E E, then 
q 2,2 (p- 1 ), with q = 2(p- 1) only if D contains no exceptional vertices. 
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We shall shcw that if q = 2@- 1) then P, and P,_, cannot hold. As- 
suming that P, and Pp_l hold, we require that L4,l L_ 2 for i = 1,2,3. 
If, for example, A I =$, then G- {uz, uj } is disconnected and Pp_l 
cannot hold. If A 1 = (u}, then there is no path of length 2 connecting 
u and IQ. Since D contains no exceptional vertices, it follows that 
G’ = G- {u, ul , u2, u3 } consists of a collection of cycles. Consider a 
vertex u E A, . To satisfy Pa, u must be connected by a path of length 
2 to every vertex of A, u As, and such a path cannot involve 
(ur , u2, u3 1. Because G’ consists of a collection of’ cycles, we infer 
that IA2 1+ IA3 I 4 2, contradicting our previous requirement. This 
completes the proof. 
In what follows, we shall assume that [v2, u3 } $ E. Let us introduce 
a partition of D according to the degrees of its vertices. Specifically, 
let Bi = {v: u E D, a’(~) = 3 -t i), i 2 0. .[n terms of the subsets Ai (i= 1, 
2,3) and Bi (i >= l), D contains exceptional vertices if (a) Ai n Ai # fil 
for some i f i, or (b) Bi # Q, for some i 21. If D c’ontains exceptional 
vertices, then q > 2p-3. A more specific statement is given in the fol- 
lowing lenima. 
Lemma 3.3. For p 2 4, let G be a fp, qj graph for which 6(G) = 3 and 
property P, is satisfied. Let u be a vertex of degree .:.I and define C, D 
Ai (i = 1,2,3), and Bi (i >= 0) as above. Then 
IA, nA,i+l-4, nA31+iA2 
-IA, nA2 nA+FO 
Proof. By the principle of inclusion-exclusion, 
IDI =p-4= IA,i+IA21+IA3t-IA, nA21-iA1 f’A,I 
-iA2nA31+IA1 nA2nA3 
The number of edges of the graph is given by 
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Eliminating IA 1 I+ IA, I+ IA3 1 between these two equations, the desired 
result follows. 
Lemma 3.4. Let G( V, E) be a (p, q) graph such that 6 (G) = 3 and pro- 
perty P, is satisfied. Let u be a vertex of degree 3 and define +, v2, v3 
asabove. If d(v2) = d(v3)= 3, then d(v,) “p-1 and q >= 2(p-1). 
Proof. If v is the vertex in D which is adjacent o us, then v E A 1 since 
any path of length 2 connecting vand v3 must contain vr . Similarly, 
A2 C_A1 andthusD=Ar WA, uA, =Al.Henced(vl)=p-1,and 
since the remaining p-l vertices have degree at least 3, then q >= 2@- 1). 
Lemma 3.5. IA for p 14, G(V, E) is a (p, 2p-2) graph with S(G) = 3 
such that Pp_l is satisfied and d(w) - p- 1 for some vertex w of G, then 
G is isomorphic to Wp . 
Proof. Since Z d(v) = 4@-1) and d(w) = p-l, it follows that d(v) = 3 
for all v # w. Therefore, each ve;‘tcx in G- {w} has degree 2. Since G 
satisfies property Pp _i , G-(w) is connected. Thus G-{w} is a cycle 
with p- 1 vertices, and it follows that G( V, E) is isomorphic to k$, . 
Proof of Theorem 3.1 (The case {v2, v3 } 4 E). By means of Lemmas 
3.4 and 3.5, it is sufficient to show that (i) q > 2(p-1) or (ii) G has a 
vertex of degree 3 which is adjacent o two other vertices of degree 3. 
We assume that p > 10. For 4 <= p <= 9 a similar proof can be given, but = 
too many special cases arise to be included here. Using Lemma 3.3, one 
finds that either (i) q > 2@- 1) or (ii) there are at most two exceptional 
vertices. We need only consider the latter case. Since we have assumed 
that p >= 10, there are at least four non-exceptional vertices. Again, using 
Lemma 3.3, one finds that either (i) q > 2(p-- 1) or (ii) two of the non- 
exceptional vertices are adjacent. Let one of these vertices be desi,gnated 
as vertex u and set up v1 , v2 and v3 as before. If vl is of degree 3, then 
G-(v2, v3 ) is disconnected and Pp_l does not hold. Therefore, with- 
out loss of generality we assume d(v3) = 3. Let v be the vertex in D 
which is adjacent o v3. The n L’ ic also adjacent o v1 since we require a 
path of lengtlh two zonnecting vand v3. This accounts for one excep- 
tional vertex. Again, by means of Lemma 3.3, either (i) q > 2(p- 1) or (ii) 
there is st most one vertex in D of degree 4 and none of degree 2 5. 
Finally, since p 2 10, there exists a vertex in D of degree 3 which is ad- 
jacent to two othe:r vertices of degree 3. This completes the proof. 
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We now apply some of our results to the question of the occurrence 
of non-isomorphic graphs having the same path length distribution. We 
have shown that (i) every (p, 4) graph with p 2 4 and 4 2 ip@--1) - 
(p--:1) is PLD-maximal, and (ii) if a (p, 4) graph is PLD-maximal, then 
4 2 a@-=-1), where the equality holds only for the case of the wheel 
graph I$, . The following corollary deals with the existence of non-iso- 
morphic, PLD-maximal (p, 4) graphs. 
Corollary 3.6. For every p 2 6, and for 2p- 1 <= q <= -9-p (p- 1 j-2, there 
e_&t now’somwphic, PLD-maximal (p, q) graphs. Hence for the sarw 
r&rictions on p and q, there exist non-isomorpAi,: (p, q) graphs having 
the same path length distribution. 
Proof. For p = 6 the result can be established by direct consideration 
of the appropriat:: graphs.’ We now take p 2,7 and note that in order 
to establish the result it is sufficient o show that for 2p-l,<~i~p(p--l ) -
(p--3), there exist two non-isomorphic (p, 4) graphs, each having I$ as 
a subgraph. In fact, we shall show the existence of such non-isomorphic 
(p, q) graphs for 2p-1 s q <= 3p (p-l j-2. Consider the labeled wheel 
graph G with central vertex u and cycle vr v2 . . . v~_~. Again, consider 
the wheel graph E with central vertex U and cycle IJ, Zz . . . Up_ 1. Focus 
attention on vertices vr, v2, v3, vq, vg in G and P>, &,U,,V& in G. 
Edges are to be added to G and 2 in steps as describled below. We claim 
that after each step G $ c. 
In step n, for 5 g n. g 3p(p-51, the edges added are {vi, vi} and {vi, P;.,, 
respectively, with at least one of the indices i and i different from 1,2, 
3,4,5. 
It is easy to see that the graphs obtained after Step 1 are non-isomorph- 
ic. From Step 2 onward, the graphs obtained have different degree se- 
’ Referring to the list of graphs given in Appendix 1 of [4], the following graphs with p = 6 are 
PLD-maximat:q=ll,~~3anrl#8;q=12,#1,~~and#5;q=13,#1and#2. 
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quences and are hence non-isomorphic. This completes the proof. 
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We remark that, for any N, it is possible to find N non-isomorphic, 
PLD-maximal graphs with a common value of X, = 4. Consider, for ex- 
ample, the set of all (p, 4) graphs with 4 = ip (p- 1 )-b-4). It is suf- 
ficient to realize that each such graph is PLD-maximal and that the num- 
ber of such graphs is a strictly increasing function of p. 
4. Trees 
Consider a tree with p vertices and 4 edges. The familiar facts that 
(i) 4 = p- 1, and (ii) every pair of vertices is connected by a unique path, 
lead to the following conditions on the path length distribution. For 
a tree of order p, the PLD, (0, Xi, X2, . . . , Xp_l ), satisfies (i) X, = p- 1, 
and (ii)& +X2 + . . . +Xp_t = &p(p--1). 
In this section, we consider the question of the occurrence of non- 
isomorphic trees having the same path length distribution. By direct 
calculation, we find that there are no trees of order p <= 8 which have 
the same PLD. The remainder of ourcobservations concerning trees are 
expressed in the following theorem. 
Theorem 4.1. Non-isomorphic trees having the same PLD exist for all 
p >= 9. Moreover, for any N, it is possible to find N trees having the same 
PLD. 
In order to justify the statements of the theorem, it is sufficient to 
examine the class of trees of diameter four. Let u, be the center vertex 
of a tree of diameter four. The tree is completely specified by giving 
d(u,) = m >= 2, together with d(v,) = ki + 1, i = 1,2,X . . . . m, where 
VI 9 u2 9 ‘9.9 v, are the m vertices adjacent o u,. For convenience, we 
shall refer to the tree thus specified using the notation (m ; k, , k2, . . . , k, ), 
.% where only the non-zero k’s are listed. For example, the trees ( 5; l9 1, 1) 
and (4; 3,l) are shown in Fig. 5. 
It is a straightforward matter to compute the path length distribution 
for the tree (m; k,, k,, . . . . k, ). The path length distribution is (0, X1, X2, 
X3, X4, 0, . . . . 0), where 
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j=l ' ' 
, 
x, = 
Consider two trees of diameter four, T = (m; k,, k,, . . . . km ) and T= 
(rn;E&J,..., &). By an elementary calculation, if X, (7) = X, (fi and 
X3(T) = X,(T), then either (A) m = E or(B) m + Ez = p. Hence for 
any collection of trees of diameter four having a common PLD, either 
(A) all trees in the collection share a common value of m, or (B) among 
the trees in the collection, there are exactly two distinct values of m. We 
now give procedures for constructing such collections of trees, covering 
both cases (4) and (B). 
Let pn denote a partition of n, n = k, + k2 -b . . . f km, other than the 
identity partition. Let m(P,, j denote the number of terms in the parti- 
tion. Our previous notation can be shortened and a tree of diameter four 
and order p = m + n + 1 can be denoted simply (m; P,). Let Z(P,J be 
defined as follows: 
r’(Pn) = C kikj l 
i<j 
The subcollection of partitions having a commoil value of l(P, ) will be 
denoted A, (L) = {P,, : l(P, ) = L) . 
If, for some L, IA, (L)j = IV, then we can. form N trees having the 
same PLD by taking the common value of d(v,) = m to be 
m = max (m(P,): Pn EA.(L)) . 
For the trees thus constructed, p = m + n + 1 and the common PLD 
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has X, =m+n,X2 =$[m(m-l)+n(n+ l)]-L,X, =(m-1)nand 
X4 = L. As an example, consider the partitions 6 = 4 + 1 + 1 and 6 = 
3 + 3. For each of these partitions, Z(P) = 9. Our construction yields 
the two trees (3; 4,1,1) and (3; 3,3), each having the path length 
distribution (0,9,15,1Zz 9,0,0,0,0,0). These two trees are shown 
in Fig. 6. 
If, for some L, IA,(L)\ = N and I&(L)\ = N, then we can form N+N 
trees having the same PLD by taking the two distinct values of d(v,) to 
be m = i? + 1 and G = n + 1. As an example, consider the partitions 
3=1+1+1and4=3+1.F or each of these partitions Z(P) = 3. Our con- 
struction yields two trees (5; 1, 1, 3) and (4; 3, l), each having the path 
length distribution (0,8,13,12,3,0,0,0,0). These trees are shown 
in Fig. 5. As a second example, we exhibit the following ten trees, 
each having the path length distribution X0 = 0, X, = 30, X, = 144, 
x, =210,x, = 81 and Xr = 0,4 < 2 <= 30. 
U6; 5,1,l,l,LLL LL 1) 3 
(16;4,3,2,1,1,1,1,1), 
(16;4,2,2,2,2,1,1) 3 
(16;3,3,3,2,1,1.. 1): 
(16: 3,3,2,2,2.2) , 
(15; 7,3,1,1,111, l), 
(15;7,2,2,2,1,1)_, 
(1%6,4,3,1,1), 
(1% 693,333) 3 
(15;5,5,3,2). 
Proof of Theorem 4.1. We have exhibited two trees of order 9 having 
the same PLD, namely (4; 3,1) and (S; 1, l,l). Also, we have the fol- 
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lowing two trees of order 10 which have the same PLD: (3; 4,1,1) and 
(3; 3,3). We note that if two trees (m; P,> and (m; FR) have the same 
path length distribution, then by adding j veriices, each adjacent o 
o,, we obtain two trees (m + j, P,, ) and (m + 1, &) having the same 
PLD. Hence, starting from (3; 4,l.l) and (3; 3,3), we can construct 
non-isomorphic trees having tJle same path length distribution for all 
p! > 10. lXs is sufficient to establish the first part of the theorem. 
Using the construction discussed earlier, we can form N trees having 
the same PLD if we can exhibit N partitions having a common value of 
Z(Pn ). The number of allowed partitions is p(n)- 1, where p (n) is the 
total number of partitions of ~1, given by [ 3, Chapter 41 
nEo p(n)x” = 
1 
= (l-.x)(1-x2)(1-x3) . . . l 
As it is well known, p (n) grcl NS q&e rapidly with n and, in fact, [ 3, 
Chapter 41 
p(n) 1I *----exp (TdW3). 
4yIfi 
However, min E(B,) = n-l and max Z(&) = +n(n--1), so there are only 
4 (n2 -3n + 4) possible values of I(&, ). It follows from the pigeonhole 
principle that by taking n sufficiently large we can obtain N partitions 
with the same valuf: of Z(P, ). lhis completes the proof. 
5. Remark concerning the enumeration of trees of diameter four 
We have noted that each tree of diameter four and order p corresponds 
to a choice of m, with 2 <= m <= p-3, and a partition of p-m-l into at 
least 2 and at most m parts. This observation provides the basis for a 
simple enumeration of trees of diameter four. Let I&p, no) be the num- 
ber of trees of diameter four and order p and with d(u,) = m. Using 
some elementary results from the theory of partitions, it is easy to ob- 
tain the counting series for A@, m), viz. 
fJ l\r(p, m)xP = yn +I 5 xk 
p=S k=z (1-x)(1-x2) . . . (l-xk) l 
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Let np denote the number of trees of diameter f0tl.r and order p. Using 
the counting series for A@, m), we obtain 
00 
c np xp x 57 =- z x2k - 
p=S 1-x k=2 (l-x)(1+$) .,. (lyxk) 
which is the same as the rJL obtained by Harary and Prins using the 
Polya Enumeration Theorem [ 51. 
This result can be further simplified by making use of the identity, 
0 00 
c xk tk = 
k=O (l-x) . . . (l-xk) 
i-l (l-ptp - 
n=r 
Setting t = x, we have 
X2k 
. 
0 00 
c = 
k=O (l-x) . . . (1-.xk) 
I-I (1 -+I+~)-1 , 
n=l 
and consequently, 
50 
c 
p=S 
np xp = +( 5 (~_x”“)-l--l_~z__) 
- n=l 
x3 
=xnfil(l-x”)-‘-x--2 I 
l-x (1 -x)2 
Finally, we identify the coefficient of xk+l on the right hand side and 
obtain for the number of trees of diameter four having k+ l vertices, 
nk+l =pW - ka 
The asymptotic behavior of np follows from the Hardy-Ramanujan for- 
mula, p(n) - exp(nJZ?fl)/4na 
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