Given a selfadjoint random variable x 0 and a unitary random variable u, different from Haar unitary, free from the free circular Brownian motion c t and the free multiplicative Brownian motion b t , we use the Hamilton-Jacobi method to compute the Brown measures of free circular Brownian motion x 0 + c t and the free multiplicative Brownian motion ub t with probabilistic initial point, extending the recent work [13] by Driver-Hall-Kemp. We find that the supports of the Brown measures are related to the subordination functions of the free additive and multiplicative convolutions. The density of the Brown measure of x 0 + c t is constant along the vertical direction in the additive case, and the density of the Brown measure of ub t has the form, in polar coordinates, of (1/r 2 )w t (θ). The densities of the Brown measures are closely related to the laws of x 0 + s t and uu t , where s t is the free semicircular Brownian motion and u t is the free unitary Brownian motion, both freely independent of x 0 and u.
Introduction
It is a classical theorem by Wigner [30] that the eigenvalue distribution of a Gaussian unitary ensemble (GUE) G N converges to the semicircle law. An operator a ∈ A , where A is a tracial von Neumann algebra, is said to be a limit in * -distribution of a sequence of N × N selfadjoint random matrices A N if, for any polynomial in two noncommuting variables,
In other words, the GUE has the limit in * -distribution as an operator having the semicircle law as its spectral distribution. The operators in A are called random variables.
Voiculescu [27] discovered that free probability can be used to study the large-N limit of eigenvalue distributions of X N + G N , where X N is a sequence of selfadjoint random matrix independent from G N , or a sequence of deterministic matrix that has a limit in distribution.
Biane [6] proved that the unitary Brownian motion U N (t) on the unitary group U(N ) can be approximated by the free unitary Brownian motion. If V N is a sequence of unitary random matrices independent from U N or a sequence of deterministic unitary matrices that has a limit in * -distribution, then free probability can also be used to study the limit of the eigenvalue distribution of V N U N (t).
Given a selfadjoint random variable a ∈ A , the spectrum of a is in R. The spectral distribution, or the law, of a is defined to be the trace of the projection-valued spectral measure, whose existence is guaranteed by the spectral theorem. The law of a can be identified and computed by the Cauchy transform
When we consider non-normal random variables, the spectral theorem is no longer valid. Instead, we look at the Brown measure [11] , which has been called the spectral distribution measure of a not-necessarily-normal random variable. In this article, we calculate the density formulas for the Brown measure of the free circular (resp. multiplicative) Brownian motion with initial selfadjoint (resp. unitary) condition which extends the recent work of Driver, Hall and Kemp [13] . Our result indicates that the Brown measures of these two Brownian motions are closely related to the free semicircular (resp. unitary) Brownian motion with the same selfadjoint (resp. unitary) initial random variable. The Brown measure provide a natural candidate of the limit of the eigenvalue distribution of the non-normal random matrices. One of the fundamental non-normal random matrix models is the Ginibre ensemble Z N , which is a sequence of N × N random matrices with i.i.d. complex Gaussian entries, with variance 1/N . The limiting empirical eigenvalue distribution, which is a normalized counting measure 1 N N j=1 δ λ j of the eigenvalues {λ j } of Z N , converges to the uniform probability measure on the unit disk [17] . The limit random variable, in the sense of * -distribution, is called the circular variable. If we consider the process Z N (t) of random matrices with i.i.d. entries of complex Brownian motion at time t/N , the limiting empirical eigenvalue distribution at time t is the uniform probability measure on the disk of radius √ t. The limit of Z N (t) is a "free stochastic process", a one-parameter family of random variables in A , which is called the free circular Brownian motion c t .
The standard free circular Brownian motion starts with the condition c 0 = 0. We consider a more general free stochastic process: a free stochastic process that starts at an arbitrary selfadjoint random variable x 0 ∈ A and has the same increments as the standard free circular Brownian motion. Such a process has the form x 0 + c t . It is the limit in * -distribution of the random matrix model X N + Z N (t) where X N is an N × N selfadjoint deterministic matrix or random matrix classically independent of Z N , with x 0 in the limit of X N in * -distribution. The Brown measure of x 0 + c t was studied by Biane and Lehner [9] ; the density at λ ∈ σ(x 0 ) is given by ≤ 1/s} and t λ = inf{t : v(t) > 0}. It is mentioned in their paper that v(s) and t λ are related to the subordination function ofx 0 + s t with respect tox 0 , wherex 0 is the symmetrization of |λ − x 0 |, and s t is the free semicircular Brownian motion, the real part of c t . Biane and Lehner considered possibly non-normal x 0 .
We find that the special case when x 0 is selfadjoint is very interesting. Suppose x 0 is selfadjoint in the rest of the paper. Our main result in Section 3 gives a more precise description to the Brown measure of x 0 + c t , using Hamilton-Jacobi method used in the recent paper [13] . We prove that the support of the Brown measure is symmetric about the real line and the half in the upper half plane is exactly the closure of the complement of F (C + ∪ R) in C + : writing G a as the Cauchy transform of a, then F is the subordination function such that
The density of the Brown measure is constant along the vertical direction; the push-forward of the Brown measure under a natural map is the law of x 0 + s t (see Theorem 3.11).
The process Z N (t) can be viewed as a Brownian motion on the Lie algebra gl(N, C) of the general linear group GL(N, C), under the Hilbert-Schmidt inner product such that the real and imaginary parts are orthogonal. The Brownian motion on GL(N, C) can be obtained by taking the exponential map of Z N (t); or equivalently, it is the solution of the matrix-valued stochastic differential equation dG N (t) = G N (t)dZ N (t), G N (0) = I N .
Kemp [22] proved that the limit of G N (t) in * -distribution is the free stochastic process b t that can be obtained by solving the free stochastic differential equation (see, for example, [10, 23] )
The process b t , starting at the identity I, is called the free multiplicative Brownian motion. The Brown measure of b t was computed by Driver, Hall and Kemp [13] . Denote the Haar unitary random variable h; which means h is a unitary operator, whose spectral distribution is the Haar measure on the unit circle. Then the random variable hb t is R-diagonal (See [26, Proposition 15.8] ) and its Brown measure has been computed by Haagerup and Larsen [18] . In this paper, we consider the free multiplicative Brownian motion starting at a unitary random variable u, that is not a Haar unitary; such a process has the form ub t . We will compute the Brown measure ub t . It has a continuous density W t on ∆ t,µ , which is symmetric with respect to the unit circle and its boundary inside the unit circle is the boundary(see Section 4.1 for the definition) that is closely related to the subordination function for the free multiplicative convolution of u * and u t . Moreover, it is analytic whenever it is positive. The density function has a very simple form in polar coordinates:
for some analytic function w t (see Theorem 4.25) . In addition, the marginal distribution of the argument of λ ∈ C with respect to the Brown measure of ub t recovers the distribution of the spectral measure of uu t .
The paper is organized as follows. Section 2 consists of some background and preliminaries of free probability theory and the definition of Brown measure. The distributions of the sum of two selfadjoint free random variables and the product of two unitary free random variables will be described using the subordination functions. Section 3 is about the computation and the Jacobi-Hamilton analysis of the additive case -the Brown measure of the random variable x 0 + c t . The Brown measure is closely related to the subordination function and the distribution of x 0 + s t . Section 4 is concerned about the Brown measure of the random variable ub t , using the same Jacobi-Hamilton analysis but different initial conditions from [13] . Just like the additive case, the Brown measure is closely related to the subordination function of u * u t with respect to u * and the distribution of uu t .
Preliminary

Free Probability
A W * -probability space is a pair (A , τ ) where A is a finite von Neumann algebra and τ is a normal, faithful tracial state on A . The elements in A are called (noncommuntative) random variables.
The unital * -subalgebras A 1 , · · · A n ⊆ A are said to be free or freely independent in the sense of Voiculescu if, given any i 1 , i 2 , · · · , i m ∈ {1, · · · , n} with i k = i k+1 , and
The random variables a 1 , · · · , a m are free or freely independent if the unital * -subalgebras generated by them are free.
For any self-adjoint (resp. unitary) element a ∈ A , the law or the distribution µ of a is a probability measure on R (resp. T) such that whenever f is a bounded continuous function on R (resp. on T), we have
The Cauchy transform of the law µ of a on the real line is given by
The Cauchy transform G µ maps the upper half plane C + into the lower half plane C − . It satisfies the asymptotic property lim y↑+∞ iyG µ (iy) = 1. More results of Cauchy transform can be found in [1] . The measure µ can be recovered from its Cauchy transform G µ using the Stieltjes inversion formula, that expresses µ as a weak limit
For a measure µ on the unit circle T, we consider the analytic function on the open unit disk D:
Let η µ (z) = ψ µ (z)/(1+ψ µ (z)). Then the measure µ can be recovered using the Herglotz representation theorem, as a weak limit
Free Brownian Motions
In classical probability, Gaussian distribution plays a fundamental role. In free probability, the role of Gaussian distribution is played by the semicircle law. The semicircle law σ t with variance t is compactly supported in the interval [−2 √ t, √ t] with density
Definition 2.1.
1.
A free semicircular Brownian motion s t in a W * -probability space (A , τ ) is a weakly continuous free stochastic process (x t ) t≥0 with free and stationary semicircular increments.
2. A free circular Brownian motion c t has the form s t + is t where s t and s t are two freely independent free semicircular Brownian motions.
In the unitary group U(N ), we can consider an semicircular Brownian motion X t on the Lie algebra gl(N ), after fixing an Ad-invariant inner product. Taking the exponential map gives us a unitary Brownian motion. In other words, the unitary Brownian motion U t = U t (N ) can be obtained by solving the Itô differential equation
Definition 2.2. In free probability, the free unitary Brownian motion can be obtained by solving the free Itô differential equation
where s t is a free semicircular Brownian motion. The free multiplicative Brownian motion b t is the solution for the free Itô stochastic differential equation
We note that the right increments of the free unitary Brownian motion u t are free. In other words, for every 0 < t 1 < t 2 < · · · < t n in R, the elements
form a free family. Similarly, one can show that the process b t has free right increments. These stochastic processes were introduced by Biane in [6] . He proved that the large-N limit in * -distribution of the unitary Brownian motion U t = U t (N ) is the free unitary Brownian motion, and conjectured that the large N limit of the Brownian motion on GL(N ; C) is the free multiplicative Brownian motion b t . Kemp [22] proved that b t is the limit in * -distribution of the Brownian motion on GL(N ; C).
The connection between Brownian motions on the Lie groups U (N ) and GL(N ; C) is quite natural, see [20, 24] for instance. Consider now the free unitary Brownian motion with initial condition uu t where u is a unitary random variable, different from a Haar unitary, that is freely independent from {u t } t>0 . The process uu t is the solution of the free stochastic differential equation in (2.1) with initial condition u. Similarly, the solution g t of the free stochastic differential equation
has the form g t = ub t .
Free Additive Convolution
Suppose that x, y ∈ A are freely independent. The distribution of x + y is determined by the distributions of x and y; it is called the free additive convolution of x and y. The subordination relation in free convolution was first observed by Voiculescu [28] (see [29] for a more general result). The statement of the theorem is as below.
Theorem 2.3 ( [8, 28] ). Let (A , τ ) be a W * -probability space, and x, y ∈ A be two self-adjoint random variables that are free to each other. Then there exists a unique pair of analytic self-map ω 1 , ω 2 :
In this paper, we shall relate the Brown measure of x 0 + c t , where x 0 ∈ A is an arbitrary self-adjoint random variable free from the free circular Brownian motion c t , to the free additive convolution of x 0 and s t . Below we review the subordination function of x 0 and s t subordinated to G x 0 , computed by Biane [7] .
Denote by µ the distribution of x 0 . Define the function
Proposition 2.5 ( [7] ). The subordination function F t satisfying
defined on C + is a one-to-one conformal mapping into C + . It is the inverse function of
which is conformal from F t (C + ) to C + . The function H t extends to a homeomorphism from F (C + ) to C + . Furthermore, the image of C + under F t is described by
The above proposition says that the graph of the continuous function v t is the boundary of the image of the subordination function F t . The law of x 0 + s t can also be recovered as below.
Then ψ t : R → R is a homeomorphism and at the point ψ t (a) the law µ t of x 0 + s t has the density given by
Moreover, The function ψ t satisfies
Proposition 2.7 (Proposition 3 of [7] ). The support of the law µ t of x 0 + s t is the closure of its interior and the number of connected components of U t is a non-increasing function of t.
Free Multiplicative Convolution
Let u, v ∈ A be two freely independent unitary random variables. The distribution of uv is determined by the distributions of u and v; it is called the free multiplicative convolution of u and v. We refer the readers to [2, 5] for more details on free multiplicative convolution on T. The subordination relation for free multiplicative convolution was extended by Biane [7] .
Theorem 2.8 ( [3, 7] ). Let (A , τ ) be a W * -probability space, and u, v ∈ A two unitary random variables that are free to each other with distributions µ and ν respectively that are supported on T. If µ is not the Haar measure on T and ν has nonzero first moment, then there exists a unique pair of analytic self-maps ω 1 , ω 2 : D → D such that
From now on, we fix a unitary operator u, whose distribution is not the Haar measure on T, that is free to the free unitary Brownian motion u t . The spectral distribution of uu t has been studied by the second author in [31, 32] . Let µ be the distribution of u and λ t the distribution of u t . Then we define dμ(e ix ) = dµ(e −ix ), which is the distribution of u * . Denote by η t the subordination function of ημ λt with respect to ημ as in Theorem 2.8. That is,
It is known that there exists a probability measure ν t on T that is -infinitely divisible such that η νt = η t and the Σ-transform of ν t is Σ νt = Σ t,μ .
Denote
The subordination function η t is a one-to-one conformal mapping from D onto Ω t,μ and can be extended to a homeomorphism from D onto Ω t,μ . The left inverse of η t is the function
We now describe the boundary of Ω t,μ and the density formula of µ λ t . Following [32] , we set
Proposition 2.9 ( [32] ). The function v t defined in (2.6) is continuous and analytic at θ whenever v t (θ) < 1. The sets Ω t,μ and ∂Ω t,μ can be characterized by the function v t (θ) as follows.
2. ∂Ω t,μ = {v t (θ)e iθ : θ ∈ [−π, π]} and ∂Ω t,μ is a continuous closed curve which encloses the origin. For θ ∈ U t,μ , the value v t (θ) is a unique solution r ∈ (0, 1) of the following equation:
As the inverse map of η t , the restriction of the map Φ t,μ to Ω t,μ is conformal map and can be extended to a homeomorphism of Ω t,μ onto D. We can write
We then can write the result from [32] into the following form.
Theorem 2.10 ([32]
). Let µ t be the spectral measure of uu t , the free multiplicative convolution of µ with the free unitary Brownian motion at time t. The spectral measure of uu t has a density p t with respect to the Haar measure given by
Remark 2.11. The above form is because
, with µ in place ofμ.
Proposition 2.12 (Corollary 3.9 of [32] ). The support of the law µ t of uu t is the closure of its interior and the number of connected components of U t,µ is a non-increasing function of t.
The Brown Measure
If x ∈ A is a normal random variable, then there exists a spectral measure E x such that
by the spectral theorem. The law of x is then computed as τ • E x . However, if x is not normal, then the spectral theorem does not apply. The Brown measure [11] was introduced by Brown as a substitute of the spectral measure.
Given x ∈ A . The Fuglede-Kadison determinant [15, 16] D(x) of x is defined as
This function is subharmonic. For example, when
The Brown measure of x is then defined to be the distributional Laplacian of L x
We can regularize the function L x and construct the Brown measure as a weak limit
where d 2 λ denotes the Lebesgue measure on R 2 . See [19, 25] for more discussions.
In this paper, we deal with Brown measures of a sum or a product of two freely independent random variables. The paper [4] studied the Brown measure of polynomials of several free random variables using operator-valued free probability.
Free Circular Brownian Motion
The Hamiltonian
Let (c t ) t≥0 be a free circular Brownian motion. We write x t = x 0 + c t and
In this section, we find a partial differential equation that S satisfies and write down the corresponding Hamiltonian function
where a, b, p a , p b , p ε are real-valued and ε is positive. The complex variable λ(t) = a(t) + ib(t).
Free Itô Formula and the PDE
For |ε| > x * t,λ x t,λ , we can expand τ (log(x * t,λ x t,λ + ε)) into power series
We compute the time-derivative of this power series, using free Itô calculus. Free stochastic calculus was developed in the 1990s by Biane, Kümmerer, and Speicher; see for example [6, 10, 23] . Readers can refer some background of free stochastic calculus from [10, 12, 21, 22] . Suppose that f t and h t are processes adapted to c t . The following "stochastic differentials" involving these processes can be computed and simplified as below:
We can use the free Itô product rule for processes a
If we apply the above formulas to d((x * t,λ x t,λ ) n ), we get
Thus, using Equation (3.2), we have
Since the above equation is analytic in ε, it indeed holds for all ε in the right half plane of the complex plane; in particular, it holds for all ε > 0.
Proposition 3.1. The function S satisfies the first-order nonlinear partial differential equation
Proof. Applying the fact ([11, Lemma 1.1]) that
The Hamiltonian function (3.1) is obtained by replacing the partial derivative in Proposition 3.1 by the momentum variable p ε and adding a minus sign.
Solution of the Differential Equations
We consider the Hamilton's equations for the Hamiltonian (3.1), which consists of the following system of six coupled ODE's:
The initial conditions of λ, ε are λ 0 , ε 0 respectively; they are chosen arbitrarily. Given initial conditions λ 0 and ε 0 , we take the initial conditions of the momenta of p a , p b , p ε , respectively, as
We first state the result from [13, Proposition 6.3].
Proposition 3.2. Fix a function H(x, p) and consider a function S(t, x) satisfying
Suppose the pair (x(t), p(t)) satisfies the Hamilton's equations
with initial conditions x(0) = x 0 and p(0) = (∇ x S)(0, x 0 ). Then we have
This result leads to the solution of our system of coupled ODEs.
Proof. The proposition follows directly from Proposition 3.2. Note that
Since the Hamiltonian H is a constant of motion, the above equation
provided that the solution exists.
Proof. This follows directly from solving the ODĖ
we have the following corollary.
Corollary 3.5. We can solve ε(t) as
Hamilton-Jacobi Analysis
By corollary 3.4, we can see that given a point λ 0 = a + ib ∈ C and an ε > 0, the lifetime of the solution of the system is
It is clear that lim
We shall consider the domain
We will prove that the Brown measure has support inside Λ t , and give an explicit description in terms of the subordination function F t .
Inside Λ t
If λ 0 ∈ Λ t , by lemma 2.4,
which shows T (λ 0 ) < t. Since, given any λ 0 , t * (λ 0 , · ) in strictly increasing, there exists a unique ε 0 such that t * (λ, ε 0 ) = t. In other words, with this choice of ε 0 ,
Lemma 3.6. With this choice of ε 0 , which is a function of (a, b), we have
Proof. This follows directly from the fact that ε 0 is unique because t * (λ, · ) is strictly increasing. The ε 0 such that
Since the momenta p a and p b are constants of motion, we have
Thus, the Laplacian with respect to λ of S is
By lemma 3.6,
is independent of b for λ 0 ∈ Λ t . And,
Note that v t (a) is analytic in the open set {a ∈ R : v t (a) > 0} We summarize the results in the following theorem:
Theorem 3.7. For λ ∈ Λ t , with the choice b 2 + ε 0 = v t (a) 2 , using proposition 3.3, we have
In particular, lim ε↓0 S(t, λ, ε) is analytic inside Λ t . Moreover,
Case λ ∈ Λ t
By corollary 3.5, we can write
In this case, p 0 can be extended continuously at ε 0 = 0 by Monotone Convergence Theorem and 1 − tp 0 ≥ 0, for all ε ≥ 0. It is clear that for a fixed λ such that |b| > v t (a), p 0 is a decreasing function of ε ≥ 0 and hence 1 − tp 0 is increasing. This proves the following lemma.
Lemma 3.8. For a fixed λ ∈ Λ t , ε = ε 0 (1 − tp 0 ) is an increasing continuous function of ε 0 When ε 0 = 0, ε = 0. As ε 0 → ∞, ε → ∞. Thus, for every ε ≥ 0, there is a unique ε 0 such that ε = ε 0 (1 − tp 0 ).
By proposition 3.3,
Recall that λ is a constant of motion; λ(t) = λ 0 . We fix a t and write ε 0 as a function ε 0 (ε) of ε. We have
Using also the fact that ε 0 (ε) ↓ 0 as ε ↓ 0 gives our theorem of this section.
which is finite for all λ ∈ Λ t . Thus, for all λ ∈Λ t , lim ε↓0 S(t, λ, ε) is analytic and
In particular, the support of the Brown measure of x 0 + c t is insideΛ t .
Proof. Only
is continuous, and strictly increasing for
It follows that
Note that when v t (a) = 0, the Laplacian is well-defined (in ordinary sense) because the expression
holds in a neighborhood of λ = a / ∈Λ t .
Main Results
Lemma 3.10. The integral
hence, ∆ λ (lim ε↓0 S(t, λ, ε)) dadb defines a probability measure on Λ t .
Proof. This is a computation using Fubini's theorem. Define
By Theorem 3.7,
The last equality follows from Proposition 2.6.
Since the Brown measure is a probability, the above argument shows that the Brown measure ρ t of x 0 + c t is supported and absolutely continuous on Λ t . Theorem 3.11. The Brown measure ρ t of x 0 + c t has supportΛ t and has the form
The density of ρ t is strictly positive inside Λ t . Moreover, the push-forward of the Brown measure to the boundary by Ψ is µ s t , where Ψ(λ) = H t (a + iv t (a)) for λ = a + ib ∈ Λ t . Here, H t is the inverse of subordination function as in Proposition 2.5 and Ψ(λ) = ψ t (a), where ψ t is as in Proposition 2.6.
Remark 3.12. Since the density in the Equation (3.6) is independent of b, the density of ρ t is constant along the vertical direction.
Proof. The Brown measure is a probability measure; hence by Lemma 3.10, the Brown measure ρ t does not have mass on the boundary of Λ t . Thus ρ t is absolutely continuously with respect to the Lebesgue measure on R 2 and has density (3.6). The Equation (3.6) comes from the computation of lim ε↓0 ∆ λ S in Theorem 3.7. Define
For the assertion about the push-forward, given any smooth function g, we have
The last equality follows from Proposition 2.6. The above computation also shows that when (a, b) ∈ Λ t , we have
by Proposition 2.6. This shows that the density of ρ t is strictly positive inside Λ t .
Corollary 3.13. The support of the Brown measure ρ t of x 0 + c t is the closure of its interior. The number of connected components of interior Λ t of the support of ρ t is a non-increasing function t, by Proposition 2.7.
Before we move on to the multiplicative case, we show some computer simulations. We now describe some important properties of the set Ω t,μ . Let φ ∈ R such that e iφ = Φ t,µ (v t (θ)e iθ ). Technically, the angle φ is determined only up to a multiple of 2π. We may choose a local continuous version of θ, we define a local continuous version of φ as
We write
where
We let, for λ ∈ C but |λ| = 0, 1,
We will need the following elementary fact. 
on the interval (0, 1), then R y (r) > 0 for all r ∈ (0, 1).
can be continued analytically to a neighborhood of z. Moreover, η t (z) = 0.
Proof. We can check that the function Φ t,µ : D → C is a holomorphic function satisfying Φ t,µ (0) = 0 and |Φ t,µ (z)| ≥ |z| for all z ∈ D. Hence, the results in [2, Theorem 4.4] applies. By the definition of v t and Proposition 2.9, we have z ∈ T. By (5) of [2, Theorem 4.4], we deduce that η t (z) can be continued analytically to a neighborhood of z when v t (θ) < 1. Therefore, we have
due to Equation (4.17) in [2] . Hence, η t (z) = 0.
Lemma 4.3. Given any 0 < r 0 < 1, the set η t ({r 0 e iα : −π ≤ α ≤ π}) intersects with any half line starting at the origin at exactly one point.
Proof. Fix an r 0 ∈ (0, 1). Consider any r ∈ (0, 1) and β ∈ (−π, π] satisfying log(|Φ t,µ (re iβ )|) = (log r)h t (r, β) = log r 0 .
(4.4)
We first note that ∂ht(r,β) ∂r < 0 thanks to Lemma 4.1. In addition, h t (r, β) > 0. We hence have
It implies that, for any β, the function r → log(|Φ t,µ (re iβ )|) is an increasing function. Thus, for any β, there is exactly one r such that (4.4) holds. Hence the set η t ({r 0 e iα : −π ≤ α ≤ π}) satisfies the property claimed.
Proposition 4.4. We have dφ dθ > 0 whenever θ ∈ U t,µ , where φ is defined in (4.1).
Proof. We study the map r 0 e iα → η t (r 0 e iα ). We can check that Φ t,µ (0) = e t/2 and hence η t (0) = e −t/2 > 0. Therefore, for small positive r 0 , when α increases, the point in the curve α → η t (r 0 α) travel along the curve anti-clockwise. Recall that η t is a conformal mapping from D onto Ω t,μ and the set η t ({r 0 e iα : −π ≤ α ≤ π}) satisfies the property that any half line starting at the origin intersects with it at exactly one point for any 0 < r 0 < 1. Since we must have sup 0 < r 0 < 1 :
we deduce that dθ dφ ≥ 0 (where θ = arg η t (e iφ )). When θ ∈ U t,μ , we have 0 < v t (θ) < 1. Hence, by Lemma 4.2, we have
Recall that η t (e iφ ) = v t (θ)e iθ as η t is the right inverse function of Φ t,µ . The above calculation implies that
Hence dθ dφ = 0. The angle φ is determined by θ up to a multiple of 2π. We conclude that 0 < dθ dφ < ∞ and the desired result follows. Moreover, f (r, θ) = f (1/r, θ).
Proof. From Lemma 4.1, we see directly that
∂f (r,θ) ∂r > 0 for r ∈ (0, 1). Observe that f (r, θ) = f (1/r, θ), we deduce that the function r → f (r, θ) is decreasing on (1, ∞) . The assertion about the limits can be checked directly from the definition of the function f .
We hence can define f (1 − , ·) : [−π, π] → (0, ∞] as follows:
We now define the function T : C → [0, ∞) by
for λ = re iθ and r = 1 1/f (1 − , θ), for λ = re iθ and r = 1.
(4.5) Lemma 4.6. Write the function T in polar coordinates. Then for each θ, the function r → T (re iθ ) is strictly decreasing for 0 < r < 1 and strictly increasing for r > 1. For each θ, the minimum value of T (re iθ ) is achieved at r = 1, which is 1/f (r), and we have
Moreover, T (re iθ ) = T ((1/r)e iθ ).
Proof. The claim follows from Corollary 4.5 and the definition of the function T .
Lemma 4.7 (Proposition 3.5 of [32]
). For all t > 0, the set U t,μ is an open set and the support ofμ is contained in the closure of the set U
is strictly convex up. We now can use the functions v t defined in (2.6) and T to describe the set Ω t,μ and its boundary.
Proposition 4.8. Let θ ∈ [−π, π] and λ ∈ D with arg(λ) = θ.
1. When v t (θ) < 1, we have T (v t (θ)e iθ ) = t. Moreover, (a) for |λ| < v t , we have T (λ) > t; (b) for v t < |λ| ≤ 1, we have T (λ) < t.
2. When v t (θ) = 1, we have T (v t (θ)e iθ ) = T (e iθ ) ≥ t, and T (λ) > t for |λ| < 1. If, in addition,
The open set U t,µ defined in (2.5) may be characterized by
and in particular {e iθ : θ ∈ U t,μ } ∩ Ω t,μ = ∅.
Proof. When v t (θ) < 1, by comparing item (3) of Proposition 2.9 with the definition the function T , we see that T (v t (θ)e iθ ) = t. As for each θ, the function r → T (re iθ ) is strictly decreasing for 0 < r < 1 by Lemma 4.6. Items (1a) and (1b) follows. By the definitions of v t in (2.6) and the function T , we see that when v t (θ) = 1, T (v t (θ)e iθ ) ≥ t and T (λ) > t when |λ| < 1 because T (·, θ) is strictly decreasing for 0 < r < 1. If, in addition, θ ∈ [−π, π]\U t,μ , then by the convexity of the function f (1 − , ·) and hence T in Lemma 4.7, we see that T (e iθ ) > t and, therefore, T (re iθ ) > t for all t ≥ 0.
We rewrite the definition of (2.5) in terms of T and obtain (4.6). Equation (4.7) is a direct consequence of items 1 and 2 proved above. For any λ ∈ Ω t,μ ∩ T, we have T (λ) ≥ t and hence
This concludes the proof.
Define the open set ∆ t,µ := (D\Ω t,μ ) ∪ 1/z : z ∈ D\Ω t,μ .
We will prove in Theorem 4.25 that the closure ∆ t,µ of ∆ t,µ is the support of the Brown measure of ub t ; thus, we call it ∆ t,µ instead of ∆ t,μ . All other notations are related to the subordination function of u * u t with respect to u * so we useμ as subscripts in those notations. Theorem 4.9. For any t > 0, the region ∆ t,µ is invariant under λ → 1/λ and we have
Moreover, ∆ t,µ may be expressed as
For any λ / ∈ ∆ t,µ , T (λ) > t. That is,
For any λ ∈ ∂∆ t,µ ∩ T, we have T (λ) ≥ t; and for any λ ∈ ∂∆ t,µ \T, we have T (λ) = t. (1) of Proposition 2.9. If v t (θ) = 1, then e iθ ∈ ∂Ω t,μ ⊂ Ω t,μ and hence e iθ / ∈ Ω c t,μ . This implies that the ray with angle θ / ∈ U t,μ does not intersect with ∆ t,µ thanks to (4.7). Then, (4.8) follows.
When θ ∈ U t,μ , for λ with arg(λ) = θ and v t (θ) < |λ| ≤ 1, we know that T (λ) < t from (1a) of Proposition 4.8. Hence, ∆ t,µ ⊂ { λ ∈ C| T (λ) < t} by the definition of the set ∆ t,µ and the fact that T (z) = T (1/z) as in Lemma 4.6. By the monotonic property of T , it follows that v t (θ)e iθ ∈ ∂Ω t,μ ∩ ∂∆ t,µ and T (v t (θ)e iθ ) = t by Proposition 4.8. Moreover, λ / ∈ ∆ t,µ and T (λ) > t if |λ| < v t (θ) or |λ| > 1/v t (θ). When θ ∈ [−π, π]\U t,μ , we know that T (λ) > t for all λ in the ray with angle θ by Proposition 4.8. It is also clear that λ / ∈ ∆ t,µ for such λ. Finally, when θ ∈ ∂U t,μ , we have v t (θ) = 1 and e iθ ∈ ∂Ω t,μ ∩ ∂∆ t,µ and T (e iθ ) ≥ t. By the monotonic property of T , we have λ / ∈ ∆ t,µ and T (λ) > t for any other λ that is in the ray with angle θ except e iθ . By the above discussions, we see that T (λ) > t if λ / ∈ ∆ t,µ for any θ. In addition, T (λ) ≥ t if λ ∈ ∂∆ t,µ , and T (λ) = t if λ ∈ ∂∆ t,µ \T.
Remark 4.10. For λ ∈ ∂∆ t,µ ∩ T (i.e., arg(λ) ∈ [−π, π]\U t,μ ), it is not clear to us whether T (λ) = t holds. If this is true, then the boundary of ∆ t,µ may be expressed as
The Differential Equations
Let b t be the free multiplicative Brownian motion and u be a unitary operator that is freely independent from b t . We further assume that u is not a Haar unitary operator. Denote g t = ub t . We consider the function S defined by
and set s t (λ) = lim x→0 +
S(t, λ, x).
Then the density W (t, λ) of the Brown measure of g t is computed in terms of the value of s t (λ), as follows:
By applying the free Itô formula, one can prove the following result. We refer to interested reader to [13] for the proof for the case when u = I and the same argument there works for arbitrary unitary operator u, because g t satisfies the same free SDE, but different initial condition as b t .
Theorem 4.11. The function S in (4.9) satisfies the following PDE:
with the initial condition
where µ is the spectral measure of u.
In [13] , Driver, Hall and Kemp studied the properties of the solutions for the PDE (4.11) under the case that the unitary operator u = I. Since we are solving the same PDE with a different initial conditions, the properties of the solution for (4.11) with the initial condition (4.12) are similar to those obtained in their work.
The equation (4.11) is a first-order, nonlinear PDE of Hamilton-Jacobi type (see for example, Section 3.3 in the book of Evans [14] ). We define the Hamiltonian corresponding to (4.11) by   H(a, b, x, p a , p b , p 
We then consider Hamilton's equations for this Hamiltonian. That is to say, we consider this system of six coupled ODEs:
Here we require that x(t) be positive, while all other quantities are real valued. As convenient, we will let
The initial conditions for a, b, and x are arbitrary. Given
We write (4.12) as
The initial momenta, p a , p b , and p x , are chosen as the derivatives of the initial value (4.12) of S along the curves (x(t), a(t), b(t)) evaluated at (a 0 , b 0 , x 0 ). That is, the initial conditions on p a , p b , and p x , are determined by those for a, b, and x as:
Note that, for θ being the argument of λ, we have
Recall that µ is the spectral measure of u, we can write the above definitions explicitly as follows. 17) and
dµ(e iα ); (4.18) and 20) where λ 0 = a 0 + b 0 and θ 0 = arg(λ 0 ), the argument of λ 0 . The Hamiltonian system 4.13 is the same as the one studied in [13] because the PDE of S is the same. The solution of the system of coupled ODEs 4.14, given initial conditions, is very similar to [13, Section 6]; if we do not write the initial momenta explicitly but leave as symbols p a,0 , p b,0 and p 0 , the solutions look pretty much the same. Adapted the new initial conditions, we will see how the Laplacian of S changes and we will be able to analyze and identify the Brown measure of ub t .
Lemma 4.12. The value of the Hamiltonian at t = 0 is
Proof. We calculate
Hence,
We record the following result which is modified from [13, Theorem 6.2] for our choice of initial conditions. Theorem 4.13. Assume λ 0 = 0 and x 0 > 0. Suppose a solution to the system (4.14) with initial conditions (4.15), and (4.17) -(4.19) exists with x(t) > 0 for 0 ≤ t < T. Then we have
for all t ∈ [0, T ). Furthermore, the derivatives of S with respect to a, b, and x satisfy
Proof. From Proposition 3.2, we have
Recall that λ = a + ib, we calculate
If we plug in the values of S(0, λ 0 , x 0 ) in (4.12), H 0 and p 0 in (4.21), we obtain (4.22).
It is very important to understand the constants of motion in a Hamiltonian system. 
Hamilton-Jacobi Analysis
We will need the following values to solve the coupled ODEs. Using initial conditions (4.17)-(4.19) and the fact that Ψ is a constant of motion, we have
We set
Proposition 4.15. For all t, we have
29)
where C is given by (4.27).
Proof. See [13, Proposition 6.6]. The difference in our initial conditions does not play a role in the proof.
By the same analysis of the proof of [13, Proposition 6.9] (which is by solving the system of six coupled ODE), under the initial conditions (4.15) and (4.17)-(4.19), the p x component of the system (4.14) is given by
for as long as the solution to the system (4.14) exists, where we use the same choice of √ δ 2 − 4 as in the definition of a in (4.31). If δ = 2, we interpret sinh(kt)/ √ δ 2 − 4 as
sinh(kt) is positive for all t. Hence, the function p x (t) is positive as long as the solution exists and its reciprocal 1/p x (t) is a real analytic function of t defined for all t ∈ R. Moreover, the first time the expression (4.30) blows up is the time when the denominator is zero, which is
Here, the principal branch of the inverse hyperbolic tangent should be used in (4.32), with branch cuts (−∞, −1] and [1, ∞) on the real axis, which corresponds to using the principal branch of the logarithm in (4.33). When δ = 2, we interpret t * (λ 0 , x 0 ) as having its limiting value as δ approaches 2.
We now describe limit behaviors of x(t) and λ(t) by adapting the arguments in [13, Section 6.3] . By (4.29), we have
As t approaches t * (λ 0 , x 0 ) from left, p x (t) remains positive until it blows up and x(t) approaches zero. That is to say, for any x 0 , we have lim
If x 0 = 0, from (4.34), we see that the solution has x(t) ≡ 0; and we deduce that λ(t) ≡ λ 0 from (4.24). Moreover, by [13, Theorem 6 .7] (our initial conditions are different from the system in [13] , but it only uses the facts that H is a constant of motion and Equation 4.34), we have
and since lim t→t * xp x = lim t→t * √ x xp 2 x = 0 by Proposition4.15 and Equation (4.35),
The following results are the analogue of results in [13, Section 6.4] . Roughly speaking, it says that the function T is the lifetime of the solution "when x 0 = 0". 
where the function T is defined in (4.5). Furthermore, when x 0 = 0, we have
Proof. We first consider the case when |λ 0 | = 1. In this case, we have lim x 0 →0 δ = 2 and lim x 0 →0 √ δ 2 − 4 = ± |λ 0 | 2 −1 |λ 0 | . We can then compute the limit
and obtain lim
where p x (0) is given by (4.19) , which can also be written as
Hence
For the case |λ 0 | = 1, we note that
and lim
Hence, from (4.33), we deduce that
due to the expressions of f (r, θ) and p x (0) as in (4.3) and (4.19) respectively. The proof of (4.39) follows from a similar calculation using (4.36), and
Corollary 4.17. For λ 0 ∈ ∆ t,µ , we have t * (λ 0 , 0) < t, and for λ 0 / ∈ ∆ t,µ , we have t * (λ 0 , 0) > t. For λ 0 ∈ ∂∆ t,µ \T, we have t * (λ 0 , 0) = t, and for λ ∈ ∂∆ t,µ ∩ T, we have t * (λ, 0) ≥ t.
Proof. It is due to Equation (4.38) and Proposition 4.16.
The following elementary lemma was proved in the proof of [13, Proposition 6.16] .
Lemma 4.18. Given θ ∈ (−π, π], the function g θ defined by
is strictly increasing, non-negative, continuous function of x for x ≥ 2 and tends to ∞ as x tends to infinity. Proof. For λ 0 fixed, recall the definition of δ in (4.28) and t * (λ, x) in (4.33), we define the function
From the expression for p x (0) in (4.19), we obtain that
We then can rewrite f λ 0 (δ) as
where g θ 0 −α (δ) is defined in (4.41). Hence, as t * (λ 0 , x 0 ) is the reciprocal of f λ 0 (δ) as in (4.42), it then follows from Lemma 4.18 that the function t * (λ 0 , x 0 ) is a strictly increasing, non-negative, continuous function of δ for δ ≥ 2 that tends to ∞ as δ tends to infinity. This finishes the proof.
Given λ 0 ∈ ∆ t,µ , we let x t 0 (λ 0 ) be the unique value of x 0 satisfying t * (λ 0 , x 0 ) = t. We set
where λ(u) is computed with initial conditions λ(0) = λ 0 and x(0) = x t 0 (λ 0 ). This defines a map
We now discuss how to choose x t 0 (λ 0 ). Let θ = arg λ 0 . Recall that v t (θ)e iθ ∈ ∂∆ t,µ ∩ D and T (v t (θ)e iθ ) = t by Theorem 4.9. In light of Proposition 4.16, we hence have t * (v t (θ)e iθ , 0) = t, which can be rewritten as
This implies that we must have δ 1 = δ 2 thanks to Proposition 4.19. That is
Hence, x t 0 (λ 0 ) is expressed as
We then deduce the following result.
Proposition 4.20. The function x t 0 extends continuously from ∆ t,µ to ∆ t,µ \ (∂∆ t,µ ∩ T). The extended map satisfies x t 0 (λ 0 ) = 0 for λ 0 ∈ (∂∆ t,µ \ T).
To find the formula for λ t (λ 0 ), using the fact that t * (λ 0 , x t 0 (λ 0 )) = t,we apply (4.36) to obtain
By the formula for C given by (4.27) and the formula for t * (λ 0 , x 0 ) given by (4.33), we have
where δ = (v t (θ) 2 + 1)/v t (θ) by the choice of x t 0 (λ 0 ) as in (4.44). By (4.46), since δ only depends on arg λ 0 but not |λ|, Ct is strictly increasing in |λ 0 |. From the expression (4.45) , we then deduce that, fixing a θ ∈ U t,µ , the function |λ 0 | → |λ t (λ 0 )| is a strictly increasing function for λ 0 ∈ {re iθ : v t (θ) < r < 1/v t (θ)}. Moreover, λ t (v t (θ)) = λ t (1/v t (θ)) due to (4.39). In other words, λ t maps the interval {re iθ : v t (θ) < r < 1/v t (θ)} bijectively to itself and fixes the endpoints. Since this holds for any θ ∈ U t,μ , we hence conclude that λ t maps ∆ t,µ \ (∂∆ t,µ ∩ T) bijectively to itself and fix any λ ∈ (∂∆ t,µ \ T). As λ t is continuous and the set ∆ t,µ is bounded, we then that inverse of λ t is also continuous and extends to the boundary.
We summarize the above discussion to the following result.
Proposition 4.21. The λ t extend continuously from ∆ t,µ to ∆ t,µ \ (∂∆ t,µ ∩ T), with the extended maps satisfying
The following result is a consequence of Propositions (4.20) and (4.21), which says that the result in [13, Theorem 6.17 ] holds in our setting as well.
Corollary 4.22. Given t > 0, for all λ ∈ ∆ t,µ , there exists a unique λ 0 ∈ C and x 0 > 0 such that the solution to (4.14) with these initial conditions exists on [0, t) where t = t * (λ 0 , x 0 ), with lim u→t − x(u) = 0 and lim u→t − λ(u) = λ. For all λ ∈ ∆ t,µ , the corresponding λ 0 also belongs to ∆ t,µ .
Define functions Λ t 0 : ∆ t,µ → ∆ t,µ and X t 0 : ∆ t,µ → (0, ∞) by letting Λ t 0 (λ) and X t 0 (λ) be the corresponding values of λ 0 and x 0 , respectively. Then Λ t 0 and X t 0 extend to continuous maps of ∆ t,µ \ (∂∆ t,µ ∩ T) into ∆ t,µ \ (∂∆ t,µ ∩ T) and [0, ∞), respectively, with the continuous extensions satisfying Λ t (λ) = λ and X t 0 (λ) = 0 for λ in the boundary of ∆ t,µ .
The Brown measure of g t and its connection to uu t
We set s t (λ) := lim x→0 +
S(t, λ, x)
for t fixed. Our goal is to calculate the Laplacian of the function s t (λ) for t fixed by using Hamilton-Jacobi analysis. We focus on the case when λ ∈ ∆ t,µ . By Corollary 4.22, for each t > 0 and λ ∈ ∆ t,µ , we could choose x 0 > 0 and λ 0 ∈ ∆ t,µ such that lim u→t x(u) = 0, lim u→t λ(u) = λ where t = t * (λ 0 , x 0 ). Moreover, as the argument of λ is preserved along the flow by Proposition 4.14, we have arg λ = arg λ 0 . We will use the standard formula for the Laplacian in polar coordinate and logarithmic polar coordinates,
where ρ = log |λ| and θ = arg λ. We consider the function on U t,μ defined by
Recall that v t (θ) is defined in (2.6), which is the smaller one of the radii where the ray with angle θ intersects the boundary of ∆ t,µ and µ is the spectral measure of u. This function will play a main role of computing the Brown measure of g t . Proposition 4.23. For any θ ∈ U t,μ , the function w t may be computed as
where φ is defined by (4.1).
Proof. Recall that the definition of φ (see (4.1)) is given by
and the formula (4.47) follows.
Lemma 4.24. We have ∆t,µ 1 r 2 w t (θ)rdrdθ = 1.
Proof. Using the characterization of ∆ t,µ in Theorem 4.9, we have
(by Theorem 2.10)
Given a λ ∈ ∆ t,µ , by Corollary 4.22 there are unique λ 0 and x 0 such that
However, the definition of the Brown measure of g t is
We want to show that this limit is the same as the limit along the solution path (u, λ(u), x(u)). We will need to see that [13, Theorem 7.4 ] holds for our S. In other words, we want to see that, given any (σ, ω) ∈ R + × ∆ t,µ , the functionS (t, λ, z) = S(t, λ, z 2 ), z > 0 extends to a real analytic function in a neighborhood of (σ, λ, 0) inside R × C × R. The key here is that the function is "highly regular" even in the triple (t, ω, z), not just in the pair (ω, z). We will give the main lines below why it holds. For more details, readers are encouraged to read [13, Section 7.4] . The important observation is that, given any x 0 > 0, 1/p x (t; λ 0 , x 0 ) extends to a real analytic function for all t ∈ R. If, for x 0 > 0, we define
for all t ∈ R. Then z(t; λ 0 , x 0 ) 2 = x(t; λ 0 , x 0 ) and so z(t; λ, x 0 ) = 0 when t = t * (λ 0 , x 0 ). The function z(t; λ 0 , x 0 ) is positive when t < t * (λ 0 , x 0 ); it is negative when t > t * (λ 0 , x 0 ). Since, 1/p x (t; λ 0 , x 0 ) extends to a real analytic function for all t ∈ R,
extends to an analytic function of t ∈ R. Having proved that λ and z can be extended to t ∈ R, the extension of S over a neighborhood of (σ, ω, 0) is done through the inverse function theorem applied to the map
which takes the initial conditions to the solution path at time t. The Jacobian matrix of V at (t, λ 0 , x 0 ) is invertible; thus, we can locally find an inverse V −1 around (t, λ 0 , x 0 ) which satisfies
where HJ is the right hand side of (4.22) . The trick here is to do a change of variable to view the map V is on (t, θ, ρ, δ). Because the formula of t * (λ 0 , x 0 ) is in dependent of ρ 0 , when δ and θ 0 are fixed. Furthermore, by (4.46),
whose partial derivative with respect to r 0 is positive. Thus it remains to check where the last equality comes from differentiating z(t * (λ 0 , x 0 ), λ 0 , x 0 )) = 0 with respect to x 0 using chain rule and
and finally, using t * (λ 0 ,
∂t * (λ 0 , x 0 ) ∂x 0 = ∂t * (λ 0 , x 0 ) ∂δ ∂δ ∂x 0 > 0.
Theorem 4.25. Given any t > 0, for any λ ∈ ∆ t,µ with λ = a + ib, we have ∂s t ∂ρ (t, λ) = 2ρ t + 1. Furthermore, ∂s t /∂θ is independent of ρ and can be expressed as
The Brown measure of g t = ub t is supported in ∆ t,µ and can be expressed as W t (r, θ) = 1 4π ∆s t (λ) = 1 |λ| 2 w t (θ). Moreover, in ∆ t,µ , the density W t of µ gt with respect to the Lebesgue measure is strictly positive and real analytic.
Proof. For any λ ∈ ∆ t,µ , choose λ 0 = Λ t 0 (λ) and x 0 = X t 0 (λ) as in Corollary 4.22. Hence t = t * (λ 0 , x 0 ). For 0 ≤ u ≤ t, over the trajectory of S which solves the system 4.14 over the interval [0, t], the quantity ap b − bp a is a constant of motion, by Proposition 4.14. Write λ 0 = a 0 + b 0 , and θ 0 = arg λ 0 . Hence, we have Using the fact that x 0 is chosen so that δ = (v t (θ) 2 + 1)/v t (θ) as in (4.43), the above expression is independent of |λ| and only depends on θ. Hence, we set m t (θ) =2 The observation in the discussions (about the extension of real-analyticity) right before this theorem implies that, taking the limit u → t gives us ∂ 2 s t ∂θ 2 = d dθ m t (θ). As the Brown measure µ gt is a probability measure, it then follows from Lemma 4.24 that µ gt is supported in ∆ t,µ . Recall that v t (θ) < 1 and is analytic for all θ ∈ U t,μ . We conclude that W t is positive (because dφ dθ > 0) and analytic for all λ ∈ ∆ t,µ .
Corollary 4.26. The support of the Brown measure µ gt of g t is the closure of its interior. The number of connected components of interior ∆ t,µ of the support of µ gt is a non-increasing function t, by Proposition 2.12.
We now describe the connection between the Brown measure of g t = ub t with the formula of the density function of the spectral measure of uu t obtained in [32] by the second author.
Corollary 4.27. The distribution of the argument of λ with respect to µ gt has a density given by a t (θ) = −2 log[v t (θ)]w t (θ).
(4.52)
Furthermore, the push-forward of µ gt under the map λ → Φ t,μ (v t (θ)e iθ ) is the distribution of uu t .
Proof. The Brown measure in the domain is computed in polar coordinates as (1/r 2 )w t (θ)r dr dθ. Integrating with respect to r from v t (θ) to 1/v t (θ) then gives the claimed density for θ. The last assertion follows from a computation similar to Lemma 4.24.
We include the matrix simulations of ub t at time t = 0.2 and t = 1 where u has spectral distribution µ = 1 3 δ (c) Eigenvalue plot for ub t and the curves η t (e iφ ), 1/η t (e iφ ) and the unit circle (c) Eigenvalue plot for ub t and the curves η t (e iφ ), 1/η t (e iφ ) and the unit circle Figure 4 : 900 × 900 Matrix Simulations for uu t at t = 1, where u is distributed as , compared to the boundary curve of subordination function η t (e iφ ) with respect toμ
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