Population mortality forecasts, despite their uncertainties, are widely used for allocating public health expenditures, setting research priorities, and evaluating the viability of Social Security, private pensions, and health care financing systems. Although we know a great deal about patterns in and causes of mortality, most existing forecasts are still based on simple linear extrapolations that ignore covariates and other prior information. We adapt a Bayesian hierarchical forecasting model capable of including more known biological and demographic information than has previously been possible. This leads to the first age-and sex-specific forecasts of American mortality that simultaneously incorporate, in a formal statistical model, the effects of the recent rapid increase in obesity, the steady decline in tobacco consumption, and the well known patterns of smooth mortality age profiles and time trends. Formally including new information in forecasts can matter a great deal. For example, we estimate an increase in male life expectancy at birth from 75.1 years to 79.8 years over the next quarter-century, which is 1.7 years greater than the Social Security Administration projection and 1.4 years more than U.S. Census projection. For females, we estimate more modest gains in life expectancy at birth over the next quartercentury from 80.2 years to 82.7 years, which is 0.8 years greater than the Social Security Administration projection and 0.4 years less than U.S. Census projections. We show that these patterns are also likely to greatly affect the aging American population structure. We offer sophisticated, but easy-to-use, methods so that researchers can include other sources of information and potentially improve on our forecasts.
(and contemporaneously declines) smoothly and gradually over time, with few sharp jumps from one year to the next. Second, time-specific mortality, called "age profiles," have a characteristic shape with adjacent age groups having similar mortality. The vast majority of mortality forecasts to date have incorporated only the time-smoothness property;
we make it possible to include as prior information (i.e., rather than either to ignore or require) both smoothness over time and age groups, when the data support it.
The two primary measurable risk factors with known biological consequences on mortality and large changes over time in the U.S. are tobacco consumption, which has steadily declined, and obesity, which has increased rapidly in recent years. Most American mortality forecasts are based on simple extrapolations without covariates, and so include these risk factors only indirectly. Other methods study these risk factors directly but do not include the known tendency of demographic patterns to be smooth over time and age. We thus directly measure and include both risk factors, known demographic patterns, and a linear proxy for technology change in the same forecasting model, which allows forecasts to pick up on these factors if -and only if -the data support their inclusion. fields. That is, when the exact process underlying an outcome is known, the corresponding model is specified and used. When that is not feasible, as with mortality forecasting, we forecast by relying on empirical regularities built from the best causal knowledge the literature has to offer, in our case using biological and demographic research. Relying on empirical regularities will fail in the presence of an unpredictable structural break in the data, such as from a terrorist attack, new disease, novel risk factor, or unmeasured change in existing risk factors. Such events are by definition unpredictable and so add to our uncertainty (which we also measure and report), but fortunately they tend to be rare.
We thus offer what are intended to be the most informed systematic forecasts to date for all age and sex groups for the next twenty-five years in the U.S. We also offer guidance about the use of a method that will enable other scholars to produce even better forecasts than ours when new covariates or other information become available. Methods such as ours, intended to pick up on empirical regularities, tend to be the most accurate available especially when the underlying data generating process is uncertain. They should not be confused with models optimized for the difficult task of making causal inferences, which require different approaches (e.g., Robins, 2008) . Indeed, none of our results should be seen as claims about the causal effects of obesity, smoking, or any other factor. 1 We summarize known demographic and biological information useful for forecasting in Sections 2 and 3 and our methodology in Section 4. Section 5 gives our mortality forecasts.
We discuss sources of uncertainty and what possible difficulties with our approach in Section 6 and offer a specific comparison with more commonly used linear projections in Section 7. The appendices give mathematical details.
Mortality and its Patterns
We begin by discussing a crucial issue in measuring mortality and then illustrate the venerable pattern of how it smoothly changes over time and age groups. Later, we use 1 Different research goals typically require entirely different specifications: For example, in estimating the causal effect of a drug given at birth on longevity, controlling for a measure of health at age 5 would be inappropriate because it would induce post-treatment bias; however, such a measure would greatly improve a longevity forecast and so should be included if that were the research goal.
patterns such as these as prior information to improve the forecasts when supported by the data.
The most commonly used indicator of mortality in demography is the mortality rate (usually written m x for age group x). The mortality rate is the number of deaths in a time period and age group divided by the person-years of exposure to the risk of death; in practice, the exposure time is not known and so must be estimated based on assumptions about when during each time interval deaths occur. This is not a major issue for most demographic analyses, but it is a serious issue for forecasting in that both the in-sample data used to construct the forecast and the out-of-sample data that may be used to validate it both must be estimated. As such, validating a forecast based on m x is in most situations impossible, since assumptions about future exposure can always be adjusted.
Our solution to this problem is to use as our measure of mortality the conditional probability of mortality (usually written q x for age group x). The conditional probability of mortality is the number of deaths in a time period and age group divided by the population alive at the start of that age group and time period, and so is easy to interpret.
Since both components are directly observable, q x is also directly observable. As such, forecasts to hold-out samples (i.e., with mortality known so they can be used for validation) are vulnerable to being proven incorrect, which is required for scientific progress. (Gompertz, 1825; Keyfitz, 1982; McNown, 1992) , age-specific mortality was locally smooth and maintained an age profile similar to the pattern shown in the left panel of Figure 1 .
Smoothness within a given year can be seen by the small incremental changes in logmortality across age groups. The consistent pattern starts with high infant mortality, followed by a rapid decline until approximately age 10. Mortality then increases to a local maximum, the so-called accident hump, that is especially prominent in males. Adult log-−201020304050607080
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The left panel shows the age profile of male log-mortality (measured by the conditional probability of mortality) in 1980 and 2005. The right panel shows male log-mortality for select ages observed between 1980 and 2005. The key observation here is smoothness over time and over age groups.
Time trends of mortality are also locally smooth and decline over time, as shown in the right panel of Figure 1 , again consistent with patterns in most other time periods and developed countries. Smoothness for a given age can be seen by small incremental changes in log-mortality over time. The pace of the decline differs slightly among ages and over some short intervals. For example, age 0 mortality decreased fastest during the decade beginning in 1990 and slowed in 2000. The pace of mortality decline over time was quite similar among adults aged 60-80. The pace of decline among the oldest-old ages remains contentious and is closely connected with the debate on possible biological limits of human lifespan (Fries, 1980; Olshansky, Hayflick and Carnes, 2002; Oeppen and Vaupel, 2002) .
Risk Factors With Known Biological Effects: Smoking and Obesity
We now discuss evidence in the literature for the effects on mortality of tobacco consumption and obesity. The choice of predictors is not coterminous with the choice of causal effects, but the rich literature on causal effects is very helpful here. We also discuss the measurement and prevalence of these factors in the U.S.
Relationship to Mortality
The strong link between cigarette smoking and increased risk of mortality has been well established since 1950 (Doll, 1999; Parascandola, 2004) . Cigarette smoking is associated with increased risk of cardiovascular disease, lung cancer, chronic obstructive pulmonary disease mortality, and nearly fifty other causes of death. After adjusting for several known mortality risk factors, Jacobs et al. (1999) found smokers' hazard of death was 1.3 times greater than non-smokers and the attributable risk of smoking to be 23%. In the fifty-year followup of their seminal study, Doll et al. (2004) estimated male cigarette smokers died ten years younger than nonsmokers, on average.
Obesity, characterized by excess adipose tissue, is highly heritable (Wardle et al., 2008) and likely stems from a complex interaction of multiple genes, environmental factors, and behavior (Yang, Kelly and He, 2007) . Though complex, the relationship of obesity to chronic conditions, morbidity, and mortality has been intensely studied over the last 50
years. The medical complications of obesity are broad. Although not as established as the effects of tobacco consumption, obesity is strongly linked to mortality through several pathophysiologic processes. Epidemiological evidence connects obesity with greater risk of all-cause mortality and several cause-specific mortalities including cardiovascular disease (Flegal et al., 2007) ; ischemic stroke (Suk et al., 2003) ; diabetes mellitus and hypertension (Mokdad et al., 2003) ; and aggressive lethal forms of prostate cancer (Littman, White and Kristal, 2007) . Evidence on obesity's effect on longevity at the population level is mounting (Fontaine et al., 2003; Olshansky et al., 2005) . Peeters et al. (2003) , for example, found an estimated reduction in life expectancy at age forty of six years for obese men and seven years for obese women, compared to their non-obese counterparts.
A population's health is a complex multi-dimensional concept that certainly changes over age, time, and across countries. We consider cigarette smoking and obesity, though there certainly are other important risk factors. The interaction of risk factors is quite likely, as well. Freedman et al. (2006) found the mortality risk among obese smokers, even young obese smokers, far exceeded the sum of their individual risks. Considerable variation in mortality risk may also exist among individuals, even within a specific sub-population.
For example, Wessel et al. (2004) note substantial differences in cardiorespiratory fitness among women at all levels of obesity, but the precise complex interactions among physical fitness, obesity and mortality remain largely unknown (Allison et al., 2003) . Including all necessary interactions and sub-population effects to build a completely specified causal model would require much more information than is currently available and attempts would likely be unwieldy, unparsimonious, and inefficient. Our alternative strategy of forecasting based on causally informed empirical regularities is likely to be somewhat safer.
Life Course
A life course perspective focuses on the timing of the association between an exposure and the eventual mortality outcome (Lynch and Smith, 2005) . This association is helpful in building realistic forecasting models. For example, Rogers et al. (2005) and Preston and Wang (2006) both found a strong effect between a cohort's earlier smoking history and its later mortality. More specifically, Peace (1985) found a strong time-lagged correlation of 20 to 25 years between cigarette sales and population lung cancer mortality. A time lag also exists among obesity, development of chronic conditions, and mortality. Unlike the historical decline in smoking, the rise in obesity is much more recent and we are likely to observe its consequences in the future (Sturm, 2002; Gutterman, 2008) . Baker, Olsen and Sørensen (2007) recently found a strong association between childhood obesity and coronary heart disease mortality between ages 25 and 60.
Using lagged covariates in mortality forecasting models is typically better, or at least more objective and less model-dependent, than forecasting the covariates and using their contemporaneous relationship with mortality. Contemporaneous relationships between covariates and mortality violate our knowledge about the life course and also require a prior step of forecasting covariates, which propagates considerable extra uncertainty into the ultimate mortality forecasts. We also take a cohort-based approach, lagging k years in time while keeping the cohort, which of course is k years younger, constant. When lagging far enough back so that the covariate would not be meaningful, such as smoking rates for infants, we drop the covariate. A crucial advantage of our methodology is that it enables us to use different covariates in different age groups while still estimating all the cross-sections together, and smoothing over age and time appropriately. 1959-1962, 1971-1975, and 1976-1980 (Mehta and Chang, Forthcoming) . 3 However, the signal from the pattern of obesity change in the U.S. appears to overwhelm any such measurement noise. Other thresholds for obesity, and other measures such as average BMI, do change the forecasts, but do not have a major impact on the results. The resulting data is a rich history of the best existing height and weight measurements over the last 45 years.
Finally, following Murray and Lopez (1996) and others, we use a linear time trend as a proxy for technological progress. This is a crude measure, but we have not found dramatic differences with other basis functions so long as our priors for demographic patterns are also included.
Historical Patterns
We estimate smoking and obesity prevalence for men and women ages 0 to 100 between 1955 to 2005. As with mortality, we expect the prevalence of these risk factors to change smoothly over time, though the observed values are more noisy because they are based on random samples. We therefore apply the smoothing techniques described in Section 4.2 which also enable us to interpolate prevalence during years without sample data. As seen in the lower panels of Figure 2 , both sexes experienced a dramatic increase in obesity, as measured by excess BMI, with the sharpest increases occurring among the 3 BMI itself may also have limitations as a measure of apidosity as it does not differentiate between fat mass and fat-free lean mass. Several studies argue that a greater percentage of fat mass is associated with higher mortality risk, especially among the elderly; a greater percentage of fat-free lean mass, however, is associated with lower mortality risk (Heitmann et al., 2000) . Yet in their systematic review of 54 cohort studies, Romero-Corral et al. (2006) note the higher BMI, the better the discriminatory power for body fat and lean mass. 
Forecasting Methodology
We discuss here issues with existing methods followed by our approach, which attempts to build on these methods and solve issues they raise.
Issues with Existing Methods
Ideally, a mortality forecast would simultaneously incorporate the effect of the rapid increase in obesity and the steady decline in cigarette consumption, while still maintaining the long-standing patterns of smooth mortality age profiles and time trends. At the same time, these patterns would only affect the forecasts if supported by the in-sample data.
Forecasting methods to date have not been able to incorporate this combination of properties. First, by construction, purely extrapolative methods cannot include information about the direct effects of risk factors with known biological effects. Second, because of various independence assumptions, existing methods that allow for the incorporation of key risk factors often yield forecasts that violate the well known demographic patterns of smooth age and time profiles.
We illustrate these problems by using three existing forecasting methods and 1980-2005 U.S. male mortality data to forecast through the year 2030. First consider a simple model of log-mortality (measured by conditional probability of mortality) as a linear function of time for each age group (a method that gives almost identical forecasts to a random walk with drift model and to the approach of Lee and Carter 1992; see Girosi and King 2008, Sec.2.6.4) . The top left panel in Figure 3 gives a time series plot of these results with observed data as circles and forecasts as straight lines. Each corresponding age profile appears in the bottom left panel as a separate color (ranging from the data observed in 1980 plotted in red to the forecast mortality in blue for 2030). This linear forecast reveals three clear problems. First, the age profile is implausibly non-smooth and are thus unlike the vast majority of historical data from earlier time periods and different countries. Nonsmoothness is easiest to see in adult ages 40-80 (note how much less smooth the blue line in the bottom graph is relative to the red line in this range). A second concern is the crossover in forecast mortality at the oldest old ages: The age profile for the year 2030 is lower, then equals, and finally exceeds that for the year 1980 after age 90. Such a pattern has not been observed in historical data and all evidence indicates that it is not likely in the near future. Finally, of course, these linear forecasts ignore all effects of smoking and obesity except inasmuch as they may affect the linear trends.
Next, we consider linear regression forecasting models that move beyond pure extrapolation to consider risk factors. In the middle panel of Figure 3 , we consider a linear regression of log-mortality on time and smoking prevalence lagged twenty-five years (following Section 3.2). While the model includes this additional relevant health information in a way that depends on the observed data, the resulting forecast is highly implausible.
First, it is far less smooth than these (and other) historical data. Second, the increase in mortality for ages 30-45 grows considerably over time. For example, the model forecasts 208 deaths per 100,000 persons at age 39 in the year 2030. Yet, the conditional probability of mortality is over four times greater at age 40.
Finally, we also consider the addition of obesity lagged 25 years to the linear model of time and lagged smoking in the right panel of Figure 3 . The resulting substantial lack of smoothness is even more questionable. There are dramatic and wildly implausible local spikes indicating both enormous rises and declines in age-specific mortality over time.
The lack of smoothness in the forecast age profile is apparent in the bottom right figure.
For example, the model forecasts 4,868 deaths per 100,000 persons at age 50 in the year 2030. This drops to 3311 deaths at age 51 and rebounds to 6,768 deaths at age 52. These results, while technically possible, are so contrary to everything we know from demographic research that they should be considered extremely implausible.
We thus learn that the forecasts from linear regression models become more and more unbelievable -violating some of the most stable facts in the study of demography -as the number of informative covariates grows. Instead of indicating that medical science has been wrong about the effects of smoking and obesity, and demographers are about to be wrong about the smoothness of age and time profiles, these results reveal the inadequacy of forecasting methods based on independent linear regressions or pure extrapolation. Newer methods may make it possible to improve on these results. We introduce one in the next section; another which may be of use is based on a two-dimensional regression spline (Currie, Durban and Eilers, 2004; Kirkby and Currie, Forthcoming) , which avoids linearity assumptions but has not yet been adapted to include priors or sets of covariates that different among different cross-sections.
Our Approach
To incorporate into the same forecasting approach both the key risk factors of smoking and obesity and the long-standing demographic patterns of smooth mortality age profiles and time trends, we employ a Bayesian hierarchical modeling approach developed by Girosi and King (2008) . In this approach, risk factors and time are included in linear regression models as measured covariates. Demographic information on smoothness of expected mortality across age groups and time periods enters the model as Bayesian priors. The priors are not merely on difficult-to-interpret coefficients, as in classic Bayesian approaches, but instead are stated as beliefs about aspects of expected mortality such as smoothness across age groups and time periods, which is what prior demographic research has taught us. The method also estimates the set of regressions from age-specific forecasts together, rather than making implausible independence assumptions across age groups or time periods, or requiring the same covariates for all cross-sections (such as requiring tobacco consumption among infants).
The Bayesian priors thus incorporate previous empirical patterns and formalize qualitative knowledge demographers have built up over the last 350 years. The Bayesian model uses demographic, biological, and behavioral information but is designed to down-weight or ignore it if contradicted by observed empirical patterns. The priors only have their effect on forecasts in areas where the data are weak, and the risk factors only have an effect on the forecasts if the hypothesized pattern is found in the in-sample data. We summarize the details of the statistical methods we used, along with a worked example, in the Appendix. Girosi and King (2008, Chapters 11-13) present extensive tests of the model. They show, in a variety of ways for numerous data series from many countries, that including information in this model in the way we do dramatically improves out-of-sample forecasts.
We rely on, rather than repeat, these standard tests here.
Mortality Forecasts
Using the methodology in Section 4.2, we forecast mortality (measured by the conditional probability of mortality) by sex and each single year of age 0-100 between 2006 and 2030.
As discussed in Section 3.2 for ages less than 40 years, the only covariate in the model is a time trend. For ages 40 and greater, covariates include a time trend, smoking prevalence lagged 25 years in time and age, and obesity prevalence also lagged 25 years in time and age. In other words, we consider the smoking and obesity prevalence of the cohort 25 years earlier. We discuss forecasts of mortality, life expectancy, and the population age structure. Figure 4 , we present modal mortality predictions in both the time and age domains highlighting key properties and differences between the sexes and among age groups. In dramatic contrast to the demographically unreasonable forecasts with the method given in Figure 3 , our forecasts maintain common historical demographic patterns: they are smooth over time, as seen in the solid lines in the upper panels of the figure, and across age groups, as shown in the bottom panels (color-coded by year).
Future Mortality In
The pace of mortality decline may slow, especially after age 50, as seen in the top panels of We note a similar pattern in the pace of mortality decline females after age 50. For every Life Expectancy Period life expectancy is the expected remaining life of an individual of a given age who experiences the age-specific mortality of a given year (Preston, Heuveline and Guillot, 2001 ). In the left two panels of Figure 5 The left and middle panels give expected age at death for males (left) and females (middle) at age 0 and 65 under the time+smoking+obesity model, as well as Social Security Administration projections (+). (In a period life table, the expected age of death equals the sum of life expectancy and age.) The right panel gives the ratio of elderly (65 and beyond) to the working age population (20 to 64).
We also calculate the expected age at death among those alive at age 65 (equal to the sum of life expectancy and 65 years in a period life table) as shown in the upper lines of 4 To close the life table, we follow the approach of Horiuchi and Coale (1982) and Preston, Heuveline and Guillot (2001) and assume the mortality hazard above age 100 is Gompertz (log-linear) and that the population above age 100 follows a stable distribution.
the two left panels of Figure 5 . For males age 65 in 2030, we estimate the expected age at death to be 85.3 years, compared to 83.4 years by the SSA. For females at the same age and year, we estimate the expected age at death to be 86.6 years, compared to 85.5 years by the SSA.
Aging Population Structure We calculate the ratio of the number of elderly age 65 and beyond to the number of adults age 20 to 64, which is known as the aged dependency ratio. For programs relying on intergeneration transfers of wealth like Social Security, larger ratios imply greater strain on the working age population to support the elderly dependent population. The left panel of Figure 5 gives the aged dependency ratio from 1980 to 2030. In 1980, there were 30.5 elderly per 100 people of working age. We estimate that the ratio rises steadily over time. By 2030, it implies 42.0 elderly will be alive per 100 people of working age. In contrast, the ratio is projected to much lower by the SSA, 39.5 per 100 people of working age. The difference of 2.5 additional elderly is considerable, especially compared to historical data in the U.S. and elsewhere.
Sources of Uncertainty
Physicians, policy makers, and others make many decisions based on mortality forecasts, regardless of the uncertainties. Nevertheless, any user of these or other forecasts should be aware of how our forecasts can go wrong. We may have reduced the uncertainties considerably by including more demographic, biological, and behavioral information in the forecasts, but the following unknowns remain.
First, surveys used to estimate obesity and smoking prevalence have sampling error, partially mitigated by smoothing over time and large sample sizes (11,000-116,000); they also have self-reporting error. Second, death and population counts may also suffer from measurement error, especially for those without birth certificates such as elderly southern blacks. Third are potential errors from self-reported smoking, weight, and height that may be exacerbated as social stigmas and pressures change. However, error in self-reports would not likely cause many to under-report their weight so much as to become recategorized as overweight instead of obese, and in any event will only bias our analyses to the extent that the stigma itself varies substantially over time, regardless of the degree to which the prevalence of smoking and obesity change.
A final source of uncertainty is model dependence, such as due to choices in making covariate, lag, and prior specifications (King and Zeng, 2006) . The model-based uncertainty in mortality forecasting almost always far exceeds sampling uncertainty -which is why sampling error-based confidence intervals are excluded from most mortality forecasting reports, including ours. However, the near irrelevance of these traditional confidence intervals does not imply that forecasters should only study point estimates and ignore uncertainty altogether. We thus now offer a way to understand and formalize these sources of uncertainty in our forecasts.
We first study uncertainty due to choices we made in the Bayesian priors used to represent the knowledge that expected mortality is smooth over time and over age groups.
We study this prior uncertainty with a version of "robust Bayesian analysis" by using a class of priors instead of only one, and with the result producing many results instead of a single point estimate (e.g., Berger, 1994; King and Zeng, 2001 ). Thus, for each covariate specification, we use all prior specifications that passed through our prior search algorithm described in Appendix A.2. The result of this process is a large number of forecasts that we present as an uncertainty interval in the two graphs in the top row of Figure 6 , for males on the left and females on the right. Prior uncertainty clearly does have an effect, but the pattern in the forecasts still comes through clearly.
In the middle row of graphs in Figure 6 , we show the male and female models of time, smoking, and obesity, and with varying lag length specifications. Lag lengths are color coded (and labeled in five-year intervals from 5 years at the left to 25 years at the right). Prior-based model dependence is also represented in this figure by plotting the whole forecast interval for each given lag length. The results indicate a lack of strong dependence on the lag length. Recall that, with our cohort approach, including a k-year lag of the covariates produces a forecast k years into the future. This is why, for example, the purple 5-year forecasts extends until 2010, whereas the black 10-year forecasts go until 2015. Thus, to compare these two forecasts directly, we must project the 5-year forecasts an extra five years or examine where the 10-year lag forecast projects when it is only 5 years out. We can do this in both cases visually by examining the graphs in the second row of Figure 6 . In most cases, each k-year forecast is consistent with the (k + 5)-year forecast; For males (in the left column) and females (in the right column), the first row shows forecast uncertainty intervals due to changes in the prior specification, the second row due to different lag lengths, and the third row due to covariate specification (time+smoking or time+smoking+obesity, each with plausible prior specifications lagged 25 years). Observed log-conditional probabilities of mortality are shown as open circles.
slight exceptions are approximately within the prior uncertainty bounds represented by multiple lines for each lag length, shown in Figure 6 in varying colors.
The bottom row of graphs in the figure portray model dependence due to the choice of covariates, with the prior uncertainty interval included as before. The red forecast intervals include only time and smoking, whereas the black intervals include time, smoking, and obesity. Although this is not a causal model, it does make some sense that most of the forecast intervals that include obesity lead to higher mortality forecasts after age 50.
All these sources of uncertainty are real and represent exactly where future research is worth pursuing. But even with these uncertainty intervals and differences, the forecasts remain quite informative and most the patterns hold up. Although we have gone considerably further than is typical in representing these types of model-based uncertainty, this figure still omits a crucial issue that must always be kept in mind -that the future may have little to do with the past, as cures are discovered, disasters strike, and new risk factors emerge.
Comparison to Linear Model Forecasts
We compare our forecasts with those estimated from a model of log-mortality as a linear function of time for each age group by setting aside the last ten years of observed historical mortality (1996) (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) . As discussed in Section 4, this method gives almost identical forecasts in expectation to a random walk with drift model and to the approach of Lee and Carter (1992) . The comparison for males is presented in Figure 7 . In the left panel, we show forecasts in the time domain of male mortality using models with time, smoking, and obesity with 25 year lags. As in Section 6, we consider uncertainty resulting from prior specification. For some ages, both our forecasts and the linear forecasts are equally accurate predicting mortality in the validation period (1996) (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) . A notable and important exception is between ages 28 and 43 years, in which the linear forecasts predict a dramatic rise in age-specific mortality. Consider age 35 mortality, shown in the left panel of Figure 7 , which equals and then exceeds age 50 mortality by the year 2017. The reason for this improbable scenario is the assumption of independence among cross-sections of age-specific mortality invoked by the linear method, as well as most current forecasting methods.
Comparison in the age domain also reveals important differences, which we present in the right panels of Figure 7 . In year 2005, the linear age profile is certainly plausible given recent historical age profiles, yet is locally and implausibly nonsmooth exhibiting an unlikely local increase around age 40. These concerns magnify by the year 2030. The age profile is far less smooth and the improbable local increase around age 40 is even more pronounced. Such concerns are common to almost all current forecasting methods that consider each age-specific cross-section independently. In contrast, the year 2005 and 2030 age profiles of the time+smoking+obesity model, which also reflect prior specification uncertainty, are far more plausible. This, of course, is because the dependence mortality from adjacent age groups are not independent and not assumed as such by our method.
(Although not shown, we note virtually identical patterns among females.) By including more known biological, behavioral, and demographic information than has been previously possible, we draw several important conclusions about future mortality patterns. First, by incorporating information on the steady decline in cigarette smoking prevalence and rapid increase in obesity, we forecast mortality that may decline faster than previously thought, especially at older ages. Second, the impact on the demography of future populations is profound. We find faster gains in life expectancy and faster aging of the U.S. population than previously thought.
The age profiles and time trends of our mortality forecasts are smooth and maintain the same venerable demographic patterns of historical mortality in the U.S. and most other countries and time periods. By incorporating risk factors with known biological effects (smoking and obesity) we are able to produce more informed mortality forecasts in a statistically sound manner. We must keep in mind these forecasts are at the population level, based on time-lagged correlations, and do not necessarily imply causality at the individual level. Additional relevant covariates may further inform future forecasts, such as trends in marriage, education, and immigration; although traditional omitted variable or confounding bias are not relevant here, as they are in estimating causal effects, one may be able to improve our forecasts with such additional information.
The demography of future populations has direct implications for the financing of entitlement, smoking cessation, and obesity reduction programs. Reduced smoking may translate into a net financial loss for the Social Security Administration (Sloan et al., 2004) and Medicare (Wright, 1986) . Whether obesity-related mortality represents net financial gains or losses to Social Security and Medicare remain open questions. Much depends on the morbidity associated with obesity, early work disability, earnings, and mortality before and after retirement age. An important and known consequence of higher mortality associated with obesity, despite the declines in smoking, may be fewer elderly supported by future working populations.
In this appendix, we summarize the forecasting methodology described in Girosi and King (2008) (Section A.1), explain our extension of the Girosi-King approach to facilitate prior specification (Section A.2), and give an empirical example (Section A.3).
A.1 Bayesian Hierarchical Model
Here we summarize the forecasting methodology developed by Girosi and King (2008) .
Let A be a set of ages and T be a set of years that define the age and time mortality window. Let n a represent the width (years) of an age interval starting at age a ∈ A.
Let na D a,t be the number of deaths between ages a and a + n a in time t. Let P a,t be the population at exact age a in time t. Then, the conditional probability of mortality is defined as na Q a,t = na D a,t /P a,t for all a ∈ A and t ∈ T . Finally, let na q a,t = log( na Q a,t )
be the logarithm of the conditional probability of mortality for P a,t > 0. For brevity, we drop the left subscript representing the width of the age interval, n a .
Consider first a single cross-section of age-specific mortality observed over time and modeled individually with this separate linear-normal (least-squares) regression:
where µ a,t ≡ E(q a,t ) and q a,t is assumed to be independent over time after conditioning on Z. Suppose we assume that there is at least one death in all age-time groups. Then under these assumptions, the likelihood function for the model is:
This simple linear-normal model forms the lowest level structure of the hierarchical Bayesian approach developed by Girosi and King (2008) . As such, the coefficients, β a , and standard deviations, σ i are random variables with their own prior distributions. We denote the prior distribution for the variance, σ i as P(σ). The prior distribution for the coefficients, β a , which usually depend on one or more hyperparameters θ, is denoted by P(β|θ). Girosi and King (2008) specify the priors P(σ) and P(θ) as a Gamma distribution for computational simplicity. The prior P(β|θ) is treated as informative and is the main way that this approach differs from independent linear regressions. Using the likelihood function specified in Equation 3 and assuming that σ is a prior independent of β and θ, the posterior distribution of β, σ, and θ conditional on the data is,
where the prior P(β, σ, θ) ≡ P(β|θ)P(θ)P(σ). Once the prior densities have been specified, we summarize the posterior density of β with its mean,
The variability around the mean represents one source of uncertainty (discussed in Section 6). As Girosi and King (2008) note, by choosing a suitable prior density for the coefficients, β, we can summarize and formalize prior demographic knowledge that shows how the coefficients are related to each other and how information is shared among cross-sections of age-specific mortality over time. Furthermore, if the prior for the coefficients is specified appropriately, the information content of the estimates of β will increase leading to more informative and accurate forecasts.
Unfortunately, these coefficients are never observed and so the claim that anyone has prior knowledge about them is dubious. Recall that these coefficients on smoking and obesity are based on population aggregates and so do not represent the causal effects commonly estimated at the individual level. In addition, if we know, say, that adjacent age groups have similar mortality levels does not mean that they have similar coefficients: in fact, if the covariates are not smooth, then the coefficients must also not be smooth in order to produce smooth mortality over the age groups.
Fortunately, over more than three centuries, demographers have gathered a great deal of information about mortality in numerous time periods and geographic regions, which we can conveniently use to set priors on expected mortality, instead of focusing on the coefficients. Then we follow Girosi and King (2008) and employ a two-step strategy to derive a prior density on the regression coefficients, β a . First, the prior is specified on the expected value of log-mortality. Second, this information is translated into one on the coefficients so standard Bayesian computation and estimation strategies can be used. In the first step, expert knowledge and information is translated into a set of L statements about the properties of µ, the expectation of log-mortality, The lth statement, for example, is
The statements are also known as smoothness functionals which are then put in a probabilistic form. For example, a normal probability density prior for µ might be,
where N T and N A are the cardinalities of sets T and A, respectively. In the second step, merely by substituting in, the prior density is transformed in terms of the coefficients β as,
where Zβ, θ] . This works because on the subspace of Z that represents the support of the prior µ − Zβ is invertible (with a constant Jacobian). An attractive consequence of this procedure is that we only need to specify what we are willing to assume since the resulting prior is improper. This helps code both what is known ex ante -such as smoothness of expected log-mortality over age and time, as well as the shape of the mortality age profile -and what is not known -such as the level of expected mortality at any one time -to which the prior is indifferent so we can let the data speak more loudly.
A.2 Search Algorithm for Setting Priors
We now discuss a search algorithm we developed to facilitate choosing the specific values of the priors, given a choice of smoothness functional and the methodology described in Appendix A.1. Suppose, given our empirical evidence, we wish to smooth over age and time. We consider the following prior that includes two smoothness functionals,
where N A and N T are similarly defined as they were in Equation 6 for age and time. Given this prior distribution, we only need to choose the smoothness parameters θ age and θ time .
As Girosi and King (2008) note, the value of these smoothness parameters determines how much weight is put on the prior as compared to the data in the estimation. The value of the smoothness parameter also determines how smooth the forecast will be. Instead of specifying the value of θ age and θ time , we specify the value of the standard deviation of the priors, σ age and σ time , which are equivalent but more easily interpretable. A small value of σ age , for example, would impose more weight on the prior and impose more smoothing over age compared to a relatively larger value of σ age . The same is true for values of σ time and smoothing over time.
We use a three-stage search algorithm to define several summary measures to aid in the search for an optimal set of sigma values. Our first summary measure is the goodness-of-fit of the regression, which we assess by calculating the residual sum of squares (RSS),
Second, we assess smoothness over age by approximating the length of the age profile,
where t * is a year of observed mortality data. Third, we assess smoothness over time by approximating the length of the time profile for a given age,
where a * ∈ A.
In the first stage of the algorithm, we estimate reasonable bounds for the sigma values.
For example, values of σ age very close to 0 will yield highly smooth forecasts over age because of the heavy weight placed on the prior. We find the largest value of σ age that still yields this highly smooth age profile and consider it a plausible lower bound. Similarly, we find the smallest value of σ age that yields a forecast with little smoothing over age and consider it a plausible upper bound. We follow a similar process to find plausible bounds for σ time .
In the second stage of the algorithm, we create an equally spaced grid of (σ age , σ time )
values, which would be two-dimensional in our example of smoothing over age and smoothing over time. Each point on the grid represents a separate model and yields a matrix of mortality forecasts over age and time. A typical grid would contain several hundred points. For each model, we calculate the summary measures described in Equations 9, 10, and 11.
In the final stage of the algorithm, we apply a filter through the models and forecasts created in the second stage. On the basis of the summary measures and visual inspection, we filter the poor fitting models without sufficient smoothness over age and smoothness over time. The resulting subset of priors exhibit model-based uncertainty in their forecasts of future years. There is no way to select a prior to optimize the choice of the "best"
forecast since the future is unknown. Instead, we select the prior and its resulting forecast with the median fit among the subset of models that passed through this filter.
A.3 Forecasting Methodology Example
Finally, we offer a simple worked example. First, suppose we wish to incorporate our belief that age-specific log-mortality is smooth over time. We may also believe nearby ages will share similar, though not identical, patterns over time. We represent these beliefs as prior information through a smoothness functional. We then follow the search algorithm discussed in detail in Appendix A.2. The algorithm selects a sufficiently large weight for the prior that yields a forecast with similar patterns across time for nearby ages. Yet, the weight is not too large such that the age-specific patterns are perfectly identical over time.
And if the data contradict the prior sufficiently, the prior is automatically down-weighted or ignored in the final forecasts. The forecast that incorporated our prior beliefs in this example is shown in the left panel of Figure 8 for every other age between 65 and 79. Each age-specific cross-section fits the observed mortality data well and shows similar patterns across time.
Second, suppose we wish to impose two pieces of knowledge on the age profile of mortality: the age profile of log-mortality is smooth and mortality changes rapidly for the youngest ages. We do not have prior knowledge about the changes in the level of log-mortality. These beliefs also represent prior information that we incorporate through another smoothness functional. The resulting forecast is shown in the middle panel of Figure 8 between ages 0 and 20 for every twelfth year between 1980 and 2028 -fit to the observed data for the top three and forecast for the remaining bottom three. The choice and weight of the prior allows for a rapid decline in log-mortality from age 0 to age 1. The pattern over age is similar, though not identical, for nearby ages.
Third, we show how we apply the same forecasting methodology and search algorithm to fit in-sample prevalence as we do in Figure 2 . Suppose we believe the age profile of smoking prevalence is reasonably smooth over time, and the health surveys may be a source of sampling error. In this case, we may wish to put more weight on the smoothness functional. The right panel of Figure 8 thus shows the age profile of female smoking prevalence in 1990. As seen from the observed prevalence estimates (plotted with open circles), there is considerable sampling variability, yet the forecast appears much smoother, which reflects our prior knowledge. The smoother forecast also fits the observed prevalence estimates and maintains the same general shape. Although not shown, the forecast age profiles for nearby years are also smooth and exhibit a similar, though not identical, pattern. The left panel shows an example of smoothing male mortality over time for select ages between 1980 and 2030. Observed data points are denoted as open circles. The forecast is a solid line. The middle panel gives an example of smoothing male mortality over age for select years between ages 0 and 20, fit to the observed data for the three years and forecast for the remaining three. The right panel shows the observed prevalence of female smoking in 1990 with an in-sample fit.
