Ural'tzeva Ur] to have a solution at most C 1 on in general for some > 0. Therefore, the best regularity in general for (1.1) is C 1 for some > 0. It is the purpose of this paper to show t h e C 1 regularity of solution u of (1.1) up to the boundary. Our proofs of both interior and boundary regularity are based on some ideas used in CK] and a Kryslov-type estimate for solutions of uniformly elliptic equations of non-divergent t ype near the boundary K], W]. Here are our main results.
Theorem 1.1. Let u be the solution of (1.20) in with u 2 W(' ) and ' and are C 2 functions on . Then there exist = (n p) > 0 and C = C(n p R ) with R 2 (0 1) such that
where R = fx 2 : dist (x @ ) > R g.
Concerning the boundary regularity, w e h a ve Theorem 1.2. Let u be the solution of (1.2) in , where u 2 W(' ) and ' are C 2 functions on . Then there exist = (n p) > 0, = ( ) > 0 and C = C(n p ) such that
where ; = fx 2 : dist (x @ ) g. 
For (1.1), let u " be the unique minimizer of the associated problem
The advantage of (2.4) is that it is non-degenerate and furthermore
as " ! 0 (see, for example Di] and RT]). Therefore, to obtain C 1 regularity for u, it is su cient to prove these results for u " independently for " > 0. in n K " where K " = fa 2 : u " (a) = (s)g.
Because of the non-degenernate property o f (2.4), we h a ve t h a t u " are smooth for " > 0 ( ]) and hence u " satis es (2.6) a " ij D ij u " 0 in a " ij D ij u " = 0 in n K " with a " ij (x) = ij + ( p ; 2)D i u " (x)D j u " (x)(" + jru " j 2 ) ;1 .
It is clear that (a " ij (x)) is uniformly elliptic in with = minf1 p ; 1g and = maxf1 p ; 1g independently of " > 0. Unless otherwise indicated, C and various H older exponents , , . will denote constants depending only on n p and
To m a k e the presentation clean, we will omit " in the future because all the estimates obtained will be independent o f " > 0.
Let a 2 such t h a t B 4R (a) 2 for some R > 0. Then we h a ve Lemma 2.1. Let Lemma 2.2. Let u be the super-solution of (2.6) and a 2 K \ such that B 4R (a) , and assume that there exists a solution h of (2.8) in B 4R (a) such that sup B4R(a) jh ; j . Then (2.10) sup B4R(a) ju ; j C :
. Then w is a supersolution of (2.6). And since u(x) (x) h ( (ii) If ! 1 is the modulus of continuity of gradient of at a, t h e n (2.12) sup Br(a) (u ; ) C 2 r! 1 (2r) 8 r R:
Proof. By using Lemma 2.2, both (2.11) and (2.12) become direct consequences if
we l e t h(x) = (a) and h(x) = (a) + r (a) (x ; a) i n B 4R (a) respectively for case (i) and (ii). Q.E.D.
Remark 2.1. If (2.12) holds for u in B R , and if ! 1 ! 0 a s r ! 0, then we h a ve ju(x) ; (a) ; r (a) (x ; a)j j u(x) ; (x)j + j (x) ; (a) ; r (a) (x ; a)j (c + 1 ) r! 1 (2r) for x 2 B R (a) with r = jx ; aj, which implies that ru(a) = r (a) and hence (2.13) ju(x) ; u(a) ; r u(a) (x ; a)j C 3 jx ; aj! 1 (2jx ; aj) 8 x 2 B R (a):
Lemma 2.4. Let u be the solution of (1.1) (or (2.4)) and y 2 such that B 4R (y) n K. Then (2.14) In particular, by letting y = x;a jx;aj , w e h a ve (3.6) jru(x)j 4C 1 C 4 M 1 Therefore, we h a ve b y (3.3), (3.5) and (3.6) that (3.1) is valid. jru(x) ; r u(y)j j r u(x) ; r u(a)j + jru(a) ; r u(b)j + ru(b) ; r u(y)j x4. Boundary Regularity.
In this section, we establish a boundary estimate analogous to Lemma 2.3. And for that purpose we need the following version of a Krylov-type boundary estimate for solutions of boundary value problems for elliptic equations of non-divergent form. (See e.g. K] and W] for a proof of it. ) Let p 2 @ 2 C 2 , p r = fx 2 : jx ; pj < rg and p r = @ \ B r (p). Recall that if @ 2 C 2 , then there exists 2 (0 1) such t h a t d(x) 2 C 2 (; ) where ; f x 2 : dist (x @ ) g Lemma 4.1. Let w be a solution of the following equation. I (a ij (x)) ;1 I > 0 xed, for a.e x 2 p 0 w = ' on p 0 where ' 2 C 1 and f 2 L t ( p 0 ) for some t > n and 0 2 (0 ). Then there exist = (n t 0 ), C 15 = C(n t 0 ) and A(q) de ned o n p 2 3 0 such that
for any pair (x q) 2 p 2 3 0 p 2 3 0 , where (q) is the unit inner normal of @ at q, a n d and furthermore, if q s2 p 2 3 0 and x 2 p 2 3 0 we h a ve b y applying (4.2) for x at points q and then subtracting that jA(q) (q)(x ; q) ; A(s) (s)(x ; s)j C 15 (M 2 + kfk L t)(jx ; qj 1+ + jx ; sj 1+ ) Now de ne c = fx 2 : dist (x @ ) = cg for c 2 (0 ). Then there exists x 2 j q;s 2 j \ p 2 with jx ; qj and jx ; sj j q ; tj. Therefore, for such c hoice of x, w e h a ve f r o m t h e above inequality that Now w e need to estimate the di erence h k+1 ;h k . As in (4.7), we rst conclude that (4.12) h k+1 (x) ; h k (x) 0 in k+1 :
On the other hand since u(x) h k+1 (x) i n k+1 and (4.11) holds, we h a ve (4.13)
Also, we h a ve f o r h k+1 the following (4.14)
jh k+1 (x) ; '(x) ; A k+1 (q) (q)(x ; q)j C 15 M 2 jx ; qj 1+ for any p a i r ( x q) 2 k+2 k+2 jA k+1 j L 1 ( k+2 ) C 16 1 r k+1 kh k+1 ; '(x) And hence in particular, we h a ve Once we h a ve obtained the crucial estimates (4.24) we can prove the following theorem on the boundary regularity o f solutions of (2.4), using methods of proof similar to that for Theorem 1 in x3. We therefore omit the proof here. Theorem 4.4. Let u be the solution of (2.4). Then u 2 C 1 (; r0 ) such that Proof of Theorem 1.2. Since the estimate (4.25) is independent o f " > 0 and since ru " (x) ! r u(x) a.e. x in , the result follows immediately from Theorem 1.1 and (4.25). Hence, the proof of Theorem 1.2 is complete.
Q.E.D.
