Abstract. In this note we study certain estimators for the condition number of a matrix which, given an LU factorization of a matrix, are easily calculated. The main observations are that the choice of estimator is very norm-dependent, and that although some simple estimators are consistently bad, none is consistently best. These theoretical conclusions are confirmed by experimental data, and recommendations are made for the one and infinity norms.
1. Introduction. Cline, Moler, Stewart, and Wilkinson [1] give an excellent exposition of various methods for estimating the condition number of a matrix
where I]" is some matrix norm compatible with a vector norm. One of the applications considered is that of estimating x given a LU factorization of a matrix formed using partial pivoting:
A =LU, where L is unit lower triangular, U is upper triangular, and all elements of L are bounded in absolute value by 1 where e is the nth unit vector. Then y=A;le,,=e/n, and we obtain the estimates
Although the one-norm estimate is exact, the infinity norm estimate is off by a factor of n. The third relation says that the improvement gained by solving the second linear system, Ay=x, is greater for the infinity norm estimate than for the one-norm estimate. The second relation says that the first one-norm estimate is an upper bound for the first infinity norm estimate. For a symmetric matrix the two norms are equal and so the one-norm estimate is always more accurate. To gain a better understanding of the behavior of the condition number estimators, tests were performed on matrices with elements taken from a uniform distribution on [-1, 1]. The LINPACK [2] routine SGECO, which factors a matrix and returns an estimate of the condition number based on , was modified to compute all of the estimators. LINPACK's SGEDI was used to compute the inverse so that A-Ill could be calculated for comparison. Test results are summarized in Tables   and 2. Results for 5 =< n <= 50 were obtained using 100 matrices of each dimension n. A distribution-free method gave confidence intervals for the medians [3] . From this data we make the following observations"
(1) For small n(n<20), Vl produced a better estimate than the LINPACK estimate in over 50% of the trials. For larger n(n=50) the estimate was better approximately 80% of the time. ( 2) The estimate 01, the maximum of these estimates, was a noticeable improvement over both v and/ for small n. (3) For each set of trials, the estimate v had a higher maximum than/l (except on symmetric matrices of dimension 50), and a lower minimum (except on general matrices of dimension 5). For small matrices v was often exact (l! A-a lit-in 42 trials out of 100 for n 5) and for such matrices,/ was often 30% smaller.
(4) The first estimate of the infinity norm, v, was unreliable and the second was almost always better. This costs only n comparisons more than the LINPACK algorithm and gives more reliable results for small matrices.
To estimate the infinity norm of A-l, the above algorithm should be applied to the matrix Ar. This gives better results than the procedure formed by interchanging the roles of the one and infinity norms in the three steps above.
