Abstract. This study investigates the noise level and mission-to-mission stability of Global Positioning System (GPS) radio occultation (RO) neutral atmospheric bending angle data at the UCAR COSMIC Data Analysis and Archive Center (CDAAC). Data are used from two independently developed RO instruments currently flying in orbit on the FORMOSAT-3/COSMIC (F3C) and Metop/GRAS (GNSS Receiver for Atmospheric Sounding) missions. The F3C 50 Hz RO data are post-processed with a singledifference excess atmospheric phase algorithm, and the Metop/GRAS 50 Hz closed loop and raw sampling (downsampled from 1000 Hz to 50 Hz) data are processed with a zero-difference algorithm. The standard deviations of the F3C and Metop/GRAS bending angles from climatology between 60 and 80 km altitude from June-December 2009 are approximately 1.78 and 1.13 µrad, respectively. The F3C standard deviation reduces significantly to 1.44 µrad when single-difference processing uses GPS satellites on the same side of the spacecraft. The higher noise level for F3C bending angles can be explained by additional noise from the reference link phase data that are required with singledifference processing. The F3C and Metop/GRAS mean bending angles differences relative to climatology during the same six month period are statistically significant and have values of −0.05 and −0.02 µrad, respectively. A comparison of ∼13 500 collocated F3C and Metop/GRAS bending angle profiles over this six month period shows a similar mean difference of ∼0.02 ± 0.02 µrad between 30 and 60 km impact Correspondence to: W. Schreiner (schrein@ucar.edu) heights that is marginally significant. The observed mean difference between the F3C and Metop/GRAS bending angles of ∼0.02-0.03 µrad is quite small and illustrates the high degree of re-produceability and mission independence of the GPS RO data at high altitudes. Collocated bending angles between two F3C satellites from early in the mission differ on average by up to 0.5 % near the surface due to systematically lower signal-to-noise ratio for one of the satellites. Results from F3C and Metop/GRAS differences in the lower troposphere suggest the Metop/GRAS bending angles are negatively biased compared to F3C with a maximum of several percents near the surface in tropical regions. This bias is related to different tracking depths (deeper in F3C) and data gaps in Metop/GRAS which make it impossible to process the data from both missions in exactly the same way.
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Introduction
Global Positioning System (GPS) Radio Occultation (RO) data are becoming a benchmark dataset of the international global observing system. The high vertical resolution, precision, and accuracy of retrieved atmospheric profiles make GPS RO ideal for weather Healy, 2007) and space weather specification and forecasting (Komjathy et al., 2010) , climate change research and detection (Leroy, 1997; Steiner et al., 2009) , and in-situ, ground-based and satellite instrument validation (Kuo et al., 2004; Ho et al., 2009b) . With a GPS receiver on board a low-Earth orbiting (LEO) satellite, the amplitude and phase of the radio frequency (RF) signals transmitted from GPS satellites can be measured very precisely as the ray tangent point descends from ∼100 km altitude to the surface when the GPS satellite is occulted by Earth's atmosphere. With proper algorithms and observational modeling, we can potentially derive vertical profiles of bending angle (Melbourne et al., 1994; Kursinski et al., 1997; Kuo et al., 2004) that are traceable to the international system of units (SI), i.e. the second (Ohring, 2007) . Profiles of refractivity, and subsequently pressure, temperature and humidity can be derived with additional a priori information (Melbourne et al., 1994; Ware et al., 1996; Kursinski et al., 1997; Rocken et al., 1997) , but the traceability of these products to SI is diminished.
For GPS RO to be used as a benchmark dataset, especially for climate change research, an important initial step is to establish SI-traceability of the GPS RO bending angle data products through peer-reviewed theoretical and experimental validation studies. The GPS RO phase measurements fundamentally can be traced to the SI second, because the GPS transmitters use on-board atomic clocks that are linked to ground-based atomic clocks with a network of GPS ground fiducial receivers (e.g. National Institute for Standards and Technology (NIST) in Boulder, Colorado) as illustrated in Fig. 1 .
The GPS atomic clocks have errors, but they are monitored and corrected with data from the GPS ground network. The LEO clock errors are estimated relative to GPS time along with the LEO satellite positions and velocities within precise orbit determination (POD) data processing to maintain SI traceability (Hwang et al., 2008; Schreiner et al., 2009; Montenbruck et al., 2008; von Engeln et al., 2011) . With the raw RO and ground-based GPS measurements and precise positions, velocities, and clocks of GPS and LEO satellites, the fundamental RO observable, the atmospheric excess phase (in excess to vacuum) due to propagation through the atmosphere, can be computed. The atmospheric excess phases for both the L1 and L2 signals during an occultation can be computed accurately using either double-difference, single-difference, or zero (un)-difference processing strategies (Kursinski et al., 1997; Wickert et al., 2002; Hajj et al., 2002; Beyerle et al., 2005; Schreiner et al., 2009 ).
For altitudes above the moist troposphere where single path propagation allows application of geometric optics (GO), the time derivatives of the L1 and L2 atmospheric excess phases, i.e. excess Dopplers, are noise filtered and used with the positions and velocities of the satellites to compute L1 and L2 bending angles as a function of impact parameter (Kursinski et al., 1997 ). An ionosphere-free bending angle profile is then traditionally obtained by a linear combination of the L1 and L2 bending angles taken at the same impact parameter (Vorob'ev and Krasil'nikova, 1994) . Optimal filtering methods are also used to suppress the larger L2 bending angle noise as described in Sokolovskiy et al. (2009b) . In the lower troposphere, where sharp vertical moisture gradients can cause multipath propagation, the L1 bending angle is derived from the raw phase and amplitude (complex signal) by wave optics (WO) methods (Gorbunov, 2002; Jensen et al., 2003 Jensen et al., , 2004 Gorbunov and Lauritsen, 2004) . Both GO and WO methods use the assumption of local spherical symmetry of refractivity. Finally, the geometric optics and wave optics bending angles are combined into one complete ionospherefree bending angle profile.
Many theoretical and experimental validation studies have been published in an attempt to verify the high accuracy (i.e. degree of veracity) and high precision (i.e. degree of reproducibility, between satellites and between instruments) of GPS RO data. The first theoretical estimates of the accuracy of GPS RO in the Earth's neutral atmosphere were published by Yunck and Lindal (1988) and Hardy et al. (1993) . A more detailed theoretical analysis of GPS RO accuracy was published by Kursinski et al. (1997) . Experimental validation of GPS RO to ancillary data (such as radiosondes or atmospheric model analyses) is a difficult task due to the measurement and representativeness errors of both data sets. The first experimental estimates of the accuracy of GPS RO were obtained by Rocken et al. (1997) by comparing refractivities and temperatures retrieved from GPS/MET data to radiosondes, atmospheric models and other satellite data available at that time. The first experimental estimates of the precision of GPS RO temperatures were obtained by Hajj et al. (2004) by comparing collocated occultations observed by the CHAMP (CHAllenging Minisatellite Payload) and SAC-C (Satélite de Aplicaciones Cientificas -C) satellites, where it was found that individual profiles agree to 0.86 K i.e. fractionally, to about 0.4 %, standard deviation between 5 and 15 km altitude. The initial deployment phase of the Constellation Observing System for Meteorology Ionosphere and Climate (COSMIC)/Formosa Satellite 3 (FORMOSAT-3) (hereafter F3C) RO mission when the six satellites were orbiting very close to each other offered a unique opportunity to estimate the precision of F3C GPS RO refractivities and temperatures by analyzing the differences for collocated occultations (Schreiner et al., 2007; Staten and Reichler, 2009 ). Recently, structural uncertainties (the differences that depend on tracking depth, noise and processing) of GPS RO refractivity and bending angle in the lower troposphere were explained and quantified by . Another important study was recently performed using CHAMP data to quantify the structural uncertainty in CHAMP GPS RO-derived vertical profiles of refractivity and their temporal trends, related to different processing and inversion procedures (Ho et al., 2009a ). An experimental validation of bending angles derived from different instruments and processing strategies has also been performed recently by comparing near real-time operational products from the F3C and the Metop/GRAS (GNSS Receiver for Atmospheric Sounding) missions (von Engeln et al., 2011) .
In this study we investigate the noise level and consistency of GPS RO bending angle data from the F3C and Metop/GRAS missions. These two missions use independently developed RO instruments: (1) F3C uses an IGOR (Integrated GPS Occultation Receiver) receiver developed at the Jet Propulsion Laboratory (JPL) and (2) Metop-A is flying the GRAS receiver developed by Ruag Space. This study uses six months (June-December 2009) of bending angle data that have been re-processed with consistent software by one data processing center, the UCAR COSMIC Data Analysis and Archive Center (CDAAC). The consistent algorithms and data processing software (to the extent possible with account for differences in the data) used by the CDAAC allow this investigation to quantify bending angle uncertainties due to the instrument only (i.e. minimizes processing software induced structural uncertainty). Therefore, this study quantifies the precision (degree of reproducibility) in terms of random and systematic bending angle differences for different missions/instruments.
Section 1 provides background information and an introduction of this study. Section 2 presents a mission overview and description of the CDAAC data processing used for F3C including POD and computation of atmospheric excess phases and bending angles. Section 3 presents an overview of the Metop/GRAS mission and a description of the CDAAC data processing used for Metop/GRAS including down-sampling the GRAS raw sampled data from 1000 Hz to 50 Hz and interpolation through data gaps. Section 4 presents statistical results of RO bending angle comparisons with climatology between 60 and 80 km altitude for each mission. Section 5 discusses results of an analysis of F3C collocated soundings in close proximity (tangent points within 10 km) from the beginning of the mission. Section 6 presents the bending angle differences at large heights observed between collocated F3C and Metop/GRAS profiles that occur within 2 h and 300 km of each other. Section 7 investigates differences between F3C and Metop/GRAS bending angles in the lower troposphere. The last section of the paper presents conclusions of the study.
F3C data processing
The COSMIC Data Analysis and Archival Center (CDAAC) at UCAR processes the raw F3C RO data into atmospheric profiles in near real time for use by operational weather centers, 2-3 months after real-time with currently developed algorithms and more accurate GPS orbits (i.e. postprocessed solution), and also periodically re-processes all RO missions every 1-2 yr with consistent software to provide the most accurate and stable products for use in climate studies. CDAAC (v3.0) is currently publishing reprocessed data (product version 2010.2640) for F3C as well as other missions including GPS/MET, CHAMP, SAC-C, GRACE, TerraSAR-X, C/NOFS, and Metop/GRAS. The data processing tasks performed at CDAAC that are relevant to this study include: LEO POD and clock estimation, computation of L1 and L2 atmospheric excess phases, and finally calculation of neutral atmospheric bending angles for each LEO occultation event.
F3C IGOR instrument
The six-satellite F3C mission is a joint US/Taiwan mission that was successfully launched into orbit at 01:40 UTC on 15 April 2006 (Rocken et al., 2000) . The primary instruments are IGOR (Integrated GPS Occultation Receiver) GPS RO receivers developed by the JPL and manufactured by Broad Reach Engineering. The IGOR is an advanced GPS receiver that tracks in both phase-locked loop (PLL) mode and in open-loop (OL) mode; the latter allows tracking of significantly fluctuating RO signals after propagation through the moist lower troposphere without tracking errors and loss of lock (Sokolovskiy, 2001 and, as the result, reduction of inversion errors and improved penetration of the retrieved profiles to surface (Anthes et al., 2008) . Each COS-MIC spacecraft utilizes two 1 × 4 microstrip patch high-gain limb pointing antennas for 50 Hz occulting satellite tracking for atmospheric profiling, and two single patch antennas (canted at +15 degree elevation) for 1 Hz POD (and ionospheric profiling) and 50 Hz clock reference satellite tracking for atmospheric profiling. The raw RO data output from the IGOR receiver is continuous and consists of receiver time, L1 and L2 pseudorange, carrier phase, and signal-to-noise ratio (SNR) measurements for PLL tracking, and the L1 I&Q (inphase and quadrature) samples and Doppler and range models for OL tracking.
F3C POD processing
The purpose of the LEO POD process is to accurately determine the position and velocity of the center of mass of the satellite and the clock offset of the GPS receiver that are later used to compute atmospheric excess phases. The CDAAC uses Bernese software (v5.0) to perform the POD of the LEO satellites (Dach et al., 2007) . Inputs to this process include the L1 and L2 pseudorange and carrier phase data from a POD antenna, precise IGS (International GNSS Service) Final GPS orbits and transmitter clock offsets from GPS time, LEO attitude information, and earth orientation information. Ionosphere-free phase observations are used in a zero-difference reduced-dynamic filtering approach to estimate the position, velocity, and clock of the LEO as first described by Svehla and Rothacher (2003) . Details of the CDAAC POD process are described in Schreiner et al. (2009) . Estimation of orbit accuracy for F3C is not possible due to a lack of an alternate measurement system such as a satellite laser ranging retro-reflector. However, the precision of F3C POD has been estimated with external orbit overlap comparisons, i.e. by comparing orbits from different processing centers, and was found to be approximately 17 cm 3-D root mean square (rms) for position and 0.17 mm s −1 3-D rms for velocity with negligible (<0.03 mm s −1 ) mean differences (Hwang et al., 2008; Schreiner et al., 2009 ). The F3C orbit errors have predominantly large time scales (∼100 min orbit) and therefore are nearly constant during a two minute occultation. During an occultation, a constant error in velocity of 0.17 mm s −1 will translate into a bending angle bias of approximately 0.05 µrad for any given occultation (Schreiner et al., 2009) . In general the orbit errors should not translate into a significant systematic bending angle bias when averaging many occultations since the F3C velocity errors have negligible bias (i.e. 0.03 mm s −1 translates into <0.01 µrad).
Atmospheric excess phase processing
At CDAAC the atmospheric excess phases for each F3C occultation event are computed using the single-difference processing strategy detailed in Schreiner et al. (2009) and illustrated in Fig. 1 . Single-difference processing eliminates the LEO clock errors by subtracting the occulting and nonocculting (clock reference) satellite observables and removes the effects of GPS satellite clock errors by applying previously solved-for GPS satellite clock offsets. A recent change to CDAAC (v3.0) for F3C processing results in computing the L2 atmospheric excess phase with an ionosphere-free phase for the reference link L3 based on L1, i.e. where denotes smoothing with a 2 s window, L1 and L2 are the raw phase measurements, c 2 = f 2 2 /(f 2 1 − f 2 2 ), f 1 = 1.57542 GHz and f 2 = 1.2276 GHz constant, and a and b are defined as in Fig. 1 . Previously the L2 atmospheric excess phase was computed with an ionosphere-free phase on the reference link L3 based on L2, i.e. where
. This recent processing change results in a reduction of noise for the F3C L2 atmospheric excess phases that significantly reduces the ionosphere-free bending angle noise observed between 60 and 80 km by ∼6 % .
Calculation of bending angles
The calculation of bending angles performed by the CDAAC software is outlined in Kuo et al. (2004) in part related to the use of PLL data. An initial processing of the OL data, i.e. calculation of the connected excess phase and amplitude from I and Q samples is discussed in detail by Sokolovskiy et al. (2009a) .
Initially, calculation of bending angles includes truncation of the L1 signal at the bottom of an occultation. For RO signals acquired in PLL mode, the truncation is based on deviation of the observed excess Doppler from a reference model calculated with GPS and LEO orbits and refractivity climatology (large deviation indicates tracking errors) (Kuo et al., 2004) . For RO signals acquired in OL mode, the truncation is based on deviation of smoothed SNR from a background value estimated at the bottom of an occultation . Next, raw excess phases are smoothed with a 3-pass Savitzky-Golay filter (sliding polynomial regression) of third degree and first order (to obtain derivative) and a 0.5 s window for L1 excess phase. Additionally, both L1 and L2 excess phases are smoothed with a larger window for calculation of ionospheric bending α 4 (described below in this paragraph). Then, at altitudes above the moist troposphere, the smoothed excess Doppler frequency shift and the satellite positions and velocities are used to solve for the starting and arrival angles of the ray at the GPS and the LEO satellites assuming single path propagation and local spherical symmetry of refractivity (Kursinski et al., 1997) . These angles are then used to calculate both the L1 and L2 bending angles and the impact parameters. Finally, the ionosphere-free bending angle α 3 is calculated as α 1 + c 2 α 4 where α 4 = α 1 − α 2 and all bending angles are taken at the same value of the impact parameter (Vorob'ev and Krasil'nikova, 1994) . The larger smoothing window used for calculation of α 4 is determined individually for each occultation by optimally balancing the un-filtered L2 noise and the un-corrected small-scale ionospheric effects and thus minimizing the residual noise on the ionosphere-free bending angle (Sokolovskiy et al., 2009b) . Figure 2a shows L1 and L2 excess Dopplers for F3C occultation and Fig. 2b shows the α 1 , α 2 and α 3 bending angles as functions of impact height. It is seen that the ionospheric correction does not completely eliminate the small-scale ionospheric effects. Figure 2c shows zoomed α 3 profiles calculated with different windows for computation of α 4 : 0.5 s (black), 2 s (blue), and optimal window 0.75 s (red) which minimizes the residual noise on α 3 for this occultation.
In the moist troposphere, the L1 bending angle is derived from the raw (un-smoothed) complex signal (phase and amplitude) using the full spectrum inversion (FSI) method (Jensen et al., 2003) . Propagation of the signal from the observational (GPS and LEO) trajectories to closest circles is performed by use of the phase model obtained from smoothed excess phase. Figure 3a shows L1 amplitude (SNR) as function of height of straight line GPS-LEO for a F3C sub-tropical occultation. Figure 3b and c shows amplitude of the FSI-transformed signal and bending angle derived from the phase of that signal, as functions of impact height. The height where the FSI amplitude transitions to noise is used for truncation of the retrieved bending angle profile. For validation of the FSI method, the bending angle in the lower troposphere is derived by the phase matching (PM) method (Jensen et al., 2004) . Figure 4a shows a comparison of the bending angle profiles for F3C tropical occultation derived by FSI and PM, and Fig. 4b and c shows statistical comparison of the bending angles derived for 1 day of F3C data with ECMWF analysis. Fractional difference between the FSI and PM bending angles is less than 0.001 which may be considered negligible compared to other biases of RO in LT.
Finally, WO and GO derived bending angles are connected in one profile at a transition height which is determined individually for each occultation based on the quality of the L2 signal. Increase in noise on the raw L2 Doppler (>6 Hz) or mean deviation between smoothed L1 and L2 (scaled by f 1 /f 2 ) Dopplers (>1 Hz), whichever occurs at the higher altitude, are used to determine the transition height. If the transition height appears to be >20 km the occultation is discarded. Above the transition height the GO bending angle is corrected for the ionosphere effects as discussed above, and below the WO bending angle is corrected by constant α 4 averaged over 3 s of data above the transition height.
Metop/GRAS data processing

Metop/GRAS instrument
The Metop/GRAS mission is a joint EUMETSAT (European Organization for the Exploitation of Meteorological Satellites) and ESA (European Space Agency) RO mission that was successfully launched into orbit on Metop-A in October 2006. The GRAS instrument consists of an advanced GPS RO receiver, two independent L1 and L2 zenith facing (GZA) POD antennas, and fore and aft high-gain 18-patch occultation (GVA) antennas (Montenbruck et al., 2008) . The GRAS receiver tracks GPS satellite signals at 50 Hz in phaselocked loop mode and at 1000 Hz in a raw-sampling mode that is similar but not identical to IGOR OL tracking. While the IGOR receiver uses both frequency and range models without feedback from RO signal, the GRAS receiver uses a frequency model without feedback (with 1000 Hz sampling, this model does not have to be as accurate as in IGOR) and a delay-locked loop (DLL). When the GRAS receiver maintains lock on the C/A code, this, generally, results in higher SNR than with the use of a model without feedback. However, due to strong variations of SNR in the moist lower troposphere, the DLL often loses lock which generates data gaps and results, on average, in lower tracking depth than IGOR receiver (this will be further discussed in Sect. 7).
While the IGOR receivers output phase and amplitude time tagged in GPS seconds the GRAS instrument produces much lower level observations, namely, noise and gain histograms, temperatures, voltages, I and Q with reference model and time tags in oscillator ticks. With information from GRAS receiver documentation (e.g. the GRAS Measurement Data Interpretation and Description (MDID) document) and assistance from EUMETSAT, UCAR developed a CDAAC level 0 to level 1a Perl software module that converts GRAS raw packets into 1 Hz, 50 Hz and 1000 Hz phase and amplitude data. The GRAS phase and amplitude data produced by CDAAC shows good agreement with data generated with the EUMETSAT "PyGRAS" software.
Metop/GRAS POD processing
The CDAAC used Bernese software (v5.0) to perform precise orbit determination (POD) for the Metop-A satellite. Inputs to this process included the Metop/GRAS L1 and L2 pseudorange and carrier phase data from the GZA antenna, IGS Final GPS orbits, 30-s IGS-provided transmitter clock offsets from GPS time and Earth orientation information, Metop-A attitude information and GZA antenna offset and L1 and L2 antenna phase center variations. Ionospherefree phase observations were used in a zero-difference dynamic filtering approach to estimate the position, velocity, and clock of the LEO.The POD was computed over a 27 h data arcs using 30-s carrier phase observations from the GZA antenna. The state vector estimated in this processing consists of 6 osculating elements (position and velocity), 9 radiation pressure acceleration terms (bias and 1 cycle-perorbit-revolution in radial, transverse, and normal directions), stochastic velocity pulses every 6 min, real valued ambiguities for each tracking arc, and the precise LEO clock offset at the 30 s epochs. Additional perturbing accelerations modeled in the equations of motion include the EIGEN1S earth gravity model used to degree/order 140, third body tidal accelerations due to the sun and moon, indirect tidal accelerations due to solid earth and ocean tides, and general relativistic effects. Table 1 presents a summary of Metop/GRAS POD precision obtained from a one month (2007.274-304) external orbit overlap comparison between UCAR/CDAAC and EU-METSAT. The average 3-D rms velocity difference between the CDAAC and EUMETSAT orbits is 0.08 mm s −1 for the one month period. This is slightly worse but consistent with previous Metop/GRAS inter-agency orbit comparisons presented by Montenbruck et al. (2008) . These results suggest that the Metop/GRAS POD quality at CDAAC is better than that of F3C in terms of rms. The mean differences are insignificant at a level of ∼0.01 mm s −1 and should not translate into significant systematic bending angle biases when averaging many occultations.
Atmospheric excess phase processing
The CDAAC atmospheric excess phase data for Metop/GRAS are generated with a zero-difference processing approach (Beyerle et al., 2005) . This method of processing is possible due to an ultra-stable 28.25 MHz oscillator that produces an almost linear receiver clock offset in time (Montenbruck et al., 2008) . Instead of having to eliminate the LEO clock errors from the occulting satellite data by subtracting reference satellite data as done in single-differencing, they can be removed with a low degree polynomial fit to the 30 s LEO clock offsets estimated in the POD solution. The CDAAC software applies a quadratic fit to the LEO POD clock offsets over a 5 min duration. The GPS satellite clock errors are removed from the occulting link data by interpolating the 30 s IGS Final clock offset estimates as is performed in single-difference processing. To complete computation of the atmospheric excess phases, all remaining effects are modeled and removed from the raw occulting link data as described in Schreiner et al. (2009) . Zero-difference atmospheric excess phase data have less noise than single-difference excess phases, because the noise from the reference link data is not introduced into the processing. Zero-difference processing was first demonstrated with data from the GRACE-A RO mission and resulted in refractivity profiles of superior quality to single-difference profiles using a traditional ionospheric calibration of the reference link data, and profiles of similar quality when using a modified ionospheric correction to reduce L2 reference link noise (Beyerle et al., 2005) . Section 4 shows that CDAAC zero-difference atmospheric excess phases for Metop/GRAS have improved noise performance over singledifference excess phases.
Down-sampling 1000 Hz raw sampled data to 50 Hz
CDAAC inversion software is set to process 50 Hz sampled RO signals. Thus the Metop/GRAS raw 1000 Hz data are down-sampled to 50 Hz prior to inversion.
At first, the raw 1000 Hz sampled complex signal is downconverted (frequency-shifted to zero) by use of the reference phase model calculated from GPS and LEO orbits and refractivity climatology. Figure 5 (blue line) shows the phasor rotation (in cycles) between adjacent 1000 Hz samples after the down-conversion. The navigation data modulation phase flips are well seen because of high enough SNR and can be removed by 2-quadrant phase extraction for these data, but this can not be reliably done for lower SNR. At CDAAC, the navigation data modulation for Metop/GRAS data is removed by aligning the RO signal with the navigation data bit sequence received on the ground with account for GPS time www.atmos-meas-tech.net/4/2255/2011/ tags and propagation time between GPS and LEO. Figure 5 (red line) shows the phasor rotation after removal of the navigation data modulation. The down-sampling is performed by averaging every 20 samples of I and Q of the down-converted RO signal. If the down-sampling is performed after removal of the navigation data modulation, the shift of the averaging intervals in time does not matter, otherwise these intervals must be aligned with the 20 ms navigation data chips. The 20 ms averaged I and Q represent the raw 50 Hz downsampled RO signal. They are used for calculation of the amplitude and phase by 4-quadrant phase extraction, connection of the phase , and calculation of the excess phase by up-conversion with the phase model. Figure 6 shows amplitude (upper panel) and excess Doppler (lower panel) calculated from raw 1000 Hz sampled signal (red) and down-sampled to 50 Hz (black). It is seen that the down-sampling, which includes low-pass filtering (integration), substantially reduces fluctuation of the RO signal, especially of Doppler. In previous studies, based on simulations, it was found that 50 Hz sampling rate is sufficient to capture the spectral content of RO signals in most cases (not accounting for reflected signals) and 100 Hz may be needed in extreme cases (Sokolovskiy, 2001 ) but experimental verification was addressed in the future. The 1000 Hz sampled data allow such verification, which we perform here based on analysis of individual occultations. We select several Metop/GRAS tropical occultations (with longest extension of raw sampling and without data gaps) and calculate bending angles by PM method for 1000 Hz and down-sampled RO signals. Figure 7 shows three bending angle profiles retrieved from Metop/GRAS RO raw signals sampled at 1000 Hz (red lines) and down-sampled to 50 Hz (black lines). Figure 8 shows the bending angles profiles differenced with the profile obtained by down-sampling to 50 Hz (used here as the reference) for the same occultations as in Fig. 7 . Red lines correspond to down-sampling to 100 Hz (with 10 ms integration interval); green lines correspond to the original 1000 Hz sampled signal; blue lines correspond to down-sampling to 50 Hz with integration in 60 ms window with Gaussian weighting function of 20 ms width. For the first occultation (left panel), the difference between the 1000 Hz and 100 Hz samplings is smaller than between any of them and 50 Hz sampling, suggesting that 50 Hz sampling may not capture full spectral content of the RO signal, which is captured by both 100 and 1000 Hz samplings. For the second occultation (middle panel) the difference between 50 Hz and 100 Hz samplings is smaller than between any of them and 1000 Hz sampling, suggesting that 50 Hz sampling is sufficient and the latter difference is related to the noise in 1000 Hz signal, filtered in the process of down-sampling. The third occultation (right panel) suggests that the effects of under-sampling with 50 Hz and noise in 1000 Hz signal are both present. These results suggest the use of 100 Hz sampling in the LT in future RO receivers. The small difference between simple integration (frequency response function has side-lobes) and more optimal integration with Gaussian weighting function (no sidelobes) suggests that the simple integration currently applied for the GPS RO signal noise filtering is sufficient.
Interpolation through data gaps
Contrary to F3C occultations, the Metop/GRAS occultations contain time intervals with missing data (data gaps), which occur mainly in the troposphere both in PLL and OL modes (according to our analysis, for October 2007, ∼60 % of occultations have data gaps in PLL and/or OL modes). The presence of data gaps offers a choice of either processing contiguous parts of occultations down to the first gap (this may result in poor penetration of retrieved bending angle profiles) or interpolating data through gaps (this makes the retrieved bending angles dependent on the interpolation strategy, especially if the total length of data gaps for a given occultation is large), or processing occultations with gaps without interpolation. The latter option is possible in GO by calculating a piecewise bending angle profile (will be affected by end-effects of the filtering) and in WO by applying methods that do not use fast Fourier transform (FFT), such as PM. The use of FFT requires uniformly sampled signal, i.e. interpolation through gaps. On the other side, application of PM to the signal with gaps is equivalent to setting amplitude inside the gaps to zero (then the phase filled in the gaps does not contribute) and applying an FFT based WO method, such as FSI, CT (Gorbunov, 2002) or CT2 (Gorbunov and Lauritsen, 2004 ). The effect of data gaps with amplitude set to zero on WO inversions is demonstrated below. Interpolation of the excess Doppler through gaps in PLL data is performed by least squares fit of cubic splines (spline regression) defined on 1 s grid. This is shown in Fig. 9 . Interpolation of excess Doppler through gaps in OL data (which, generally, is more noisy than PLL data) is performed with the reference model calculated from GPS and LEO orbits and refractivity climatology (Kirchengast et al., 1999) . This is shown in Fig. 10 . After filling gaps with Doppler, the accumulated phase is calculated for the whole occultation. For calculation of bending angles by GO, interpolation of the phase through gaps is sufficient because the amplitude is not used. For WO methods, the amplitude has to be interpolated. This is done by a constant value averaged from 0.5 s of data on one or both sides of the gap. In order to model the effect of data gaps on the calculation of bending angles we use F3C occultation data, introduce an artificial gap and compare bending angles retrieved with and without the gap. In GO processing the bending angle, which is locally related to Doppler, simply follows the Doppler filled in the gap. In WO processing, the effect of a gap on bending angle is more complicated; besides the filled Doppler, it depends on the width of the local spectrum of WO transformed signal outside the gap, and on the filled amplitude. Figure 11a -c shows sliding spectrograms in the coordinates (bending angle -impact height) of the WO transformed F3C signal in tropics (broad local spectrum due to moist convection). Red lines show the bending angle calculated from the full signal and green lines from the signal with the artificially introduced gap. Figure 11a correspond to the original signal and Fig. 11b , c to the signals with the gap filled with Doppler model by setting amplitude to zero (Fig. 11b) and by interpolating from the sides of the gap as discussed above (Fig. 11c) . When the amplitude inside the gap is set to zero, the filled Doppler has no weight, and the bending angle is Mean = 1.78 µrad only affected by the spectral density of the original signal (mapping of the spectral content of RO signal from time to impact height representations is discussed in as shown in Fig. 11b . It is seen that that spectral density pulls the retrieved bending angle to negative and positive directions at the upper and lower parts of the impact height interval affected by the gap. This effect is substantially reduced when assigning mean amplitude to the signal filled in the gap (Fig. 11c) . We note however, that in some cases, when the true bending angle differs significantly from the climate model (i.e. sharp top of the atmospheric boundary layer) and depending on location and size of the gap, the zero amplitude filling may result in smaller bending angle errors. Figure 12a -c shows sliding spectrograms and bending angle profiles for a high latitude F3C occultation. It is interesting, that in this case the bias in bending angle, when the amplitude inside the gap is set to zero, is much stronger than for tropical occultation. This is because the spread spectrum of WO transformed signal in the presence of moist convection has enough power to stabilize the bending angle in the presence of the gap (of not too large size), by not allowing deviations larger than the local spectral half-width. This is different for narrow-banded WO transformed signal when even weak spectral density (but located far away from the mean frequency) can substantially bias the retrieved bending angle in the presence of gap filled with zero amplitude. This is seen in Fig. 12b where the use of the RO signal down to low height of straight line (see figure caption) introduces additional weak spectral density of the transformed signal at large frequencies (bending angles) and results in significant positive bias of the bending angle retrieved in the region affected by gap. In this case, assigning mean amplitude Mean = 1.13 µrad to the signal filled in the gap results in that the bending angle basically follows retrieval from the filled Doppler in GO approximation (Fig. 12c) .
Comparison of RO bending angles with climatology
This section examines neutral atmospheric bending angle differences with climatology between 60 and 80 km heights. During the CDAAC inversion process, the observational bending angle profile is differenced with a climatological (from NCAR climate model) bending angle profile (i.e. RO bending minus climate bending). The mean (SMEAN) and standard deviation (STDV) of these bending angle differences between 60 and 80 km altitude (a 20 km interval with minimal neutral atmospheric bending angle, not significantly affected by ionospheric residuals from E layer) are used to estimate errors for quality control purposes. Both SMEAN and STDV also depend on data smoothing (filtering) used in the bending angle calculation. STDV provides a good estimate of the random bending angle noise for a given occultation and is a function of the time derivative of excess phase measurement noise, high-frequency transmitter/receiver clock errors, and small-scale ionospheric residual errors. SMEAN is a function of systematic errors due to transmitter/receiver velocity and clock mismodeling, large-scale ionospheric residual errors, and bending angle climatology.
We examine six months (June-December 2009) of bending angle data from F3C and Metop/GRAS that have been processed with consistent software (version 2010.2640) . All F3C and Metop/GRAS profile data used in this study were subjected to the same CDAAC quality control procedures Mean = 1.44 µrad Fig. 15 . Distribution of standard deviation of bending angle noise for ∼162 000 F3C profiles that used clock reference satellite data acquired on the same side of the F3C satellite as the occulting satellite data. (Ho et al., 2009a) . For this six-month period, F3C and Metop/GRAS receivers tracked approximately 455 000 and 102 000 occultations. Figures 13 and 14 show histograms of STDV for F3C and Metop/GRAS. The F3C histogram has an interesting bimodal structure with two local maxima at ∼0.9 and ∼1.6 µrad while Metop/GRAS histogram is unimodal with one clear maximum at ∼0.8 µrad. Since the mean STDV is significantly affected by the "tails" of distributions (this effect is stronger for Metop/GRAS), we remove the profiles with STDV >10 µrad by considering them outliers. This results in the mean STDV of 1.78 µrad for F3C (68 % processed occultations) and substantially lower mean STDV of 1.13 µrad for Metop/GRAS (77 % processed occultations).
The bimodal distribution for F3C shown if Fig. 13 is unexpected and requires explanation. It arises from two different instances of single-difference processing: (1) using reference and occulting GPS satellite data from the same side of the F3C satellite, i.e. both GPS in fore direction or both in aft direction and (2) using reference and occulting GPS satellite data from the opposite side of the F3C satellite, i.e. one GPS in fore direction and one GPS aft. To illustrate this Fig. 15 shows a histogram of STDV for ∼162 000 F3C "same-side" profiles, which has a unimodal distribution and a much lower mean of 1.44 µrad. Figure 16 shows the results for ∼146 000 F3C "opposite-side" occultations and again has a unimodal distribution with a larger mean of 2.16 µrad. The cause of this significant difference between "same-side" and "oppositeside" single-difference occultations is presently unknown. There appears to be a source of phase noise which is more correlated for antennas on the same side of the satellite and less correlated for opposite sides. One possible cause of this Mean = 2.16 µrad Fig. 16 . Distribution of standard deviation of bending angle noise for ∼146 000 F3C profiles that used clock reference satellite data acquired on the opposite side of the F3C satellite as the occulting satellite data.
issue is RF interference on the satellite. This issue is currently under investigation. One current opportunity to remedy this problem for future re-processed data is to use only "same-side" single-difference occultations, but this will decrease the total number of successfully processed occultations due to occasionally unusable data from one of the POD antennas on some F3C satellites.
These results re-iterate the improved noise performance that Metop/GRAS bending angles exhibit over F3C as previously shown by von Engeln et al. (2011) . The Metop/GRAS bending angles have lower noise predominantly due to zerodifference processing of atmospheric excess phases that is not contaminated with phase errors from reference link data. This claim is supported by results (not shown) for ∼16 500 Metop/GRAS single-difference profiles from October 2007 that show a similar STDV distribution and mean (1.30 µrad) as seen for the F3C "same-side" single-difference occultations in Fig. 15 . Additional factors that may also contribute to lower Metop/GRAS noise are limited local solar time sampling (Metop/GRAS orbit is sun-synchronous at 09:30 LST) that may observe fewer small-scale ionospheric irregularities, and improved L2 semi-codeless tracking algorithms for Metop/GRAS over F3C as shown in Montenbruck et al. (2008) .
Next we examine the F3C and Metop/GRAS mean bending angle differences between 60 and 80 km altitude for the same six-month period (June-December 2009). SMEAN can be a good indicator of large bending angle bias errors, but since it is measured relative to bending angle climatology, smaller magnitudes do not necessarily equate to more accurate profiles. However, since we are investigating the Mean = -0.05 µrad Fig. 17 . Distribution of mean bending angle differences (from climatology) between 60 and 80 km heights for ∼308 000 F3C profiles from July-December 2009. stability of computed bending angles from mission to mission, the difference between the average values of SMEAN for two missions over the same time period provides a good measure of stability as long as the latitudinal and local time sampling of each mission are similar. Figures 17  and 18 show histograms of SMEAN for ∼308 000 F3C and ∼79 000 Metop/GRAS profiles. For calculation of the mean and standard deviation we remove the occultations with | SMEAN | < 3.5 µrad by considering them outliers. For F3C, the mean and standard deviation are −0.05 and 0.46 µrad, and for Metop/GRAS −0.02 and 0.46 µrad respectively. These results suggest that the F3C bending angles are on average ∼0.03 µrad smaller than the Metop/GRAS bending angles. One possible cause for the more negative F3C bending angles is large-scale ionospheric residuals that are expected to be negative (Syndergaard, 2000) . These residuals are primarily a function of the square of F layer peak electron density, and thus, could produce smaller bending angles for F3C than for Metop/GRAS, because F3C fully samples the diurnal cycle and Metop/GRAS samples near 09:30 and 21:30 LST where electron densities are smaller than the maximum (∼14:00 LST). The observed mean difference between the F3C and Metop/GRAS bending angles of ∼0.03 µrad is quite small and illustrates the high degree of re-produceability and mission independence of the GPS RO data at high altitudes.
F3C collocated differences
In an effort to better quantify the bending angle precision of RO instruments, this section examines a set of differences from collocated neutral atmospheric bending angle profiles Mean = -0.02 µrad Fig. 18 .
Distribution of mean bending angle differences (from climatology) between 60 and 80 km heights for ∼79 000 Metop/GRAS profiles from July-December 2009. between F3C flight model #3 (F3C/FM3) and F3C flight model #4 (F3C/FM4). The close proximity of the COSMIC satellites after launch has provided a unique opportunity to estimate the precision of the RO remote sensing technique from closely collocated occultations (Schreiner et al., 2007) . It should be noted that these collocated RO soundings allow the precision of the technique to be estimated, but not the accuracy, because any systematic retrieval errors are eliminated when forming the differences. The examination of collocated soundings also provides insight into the stability of RO bending angles from satellite to satellite through analysis of the mean profile differences.
For these statistical comparisons, we use all available pairs of collocated occultations from FM3 and FM4 for DOYs 2006 , with the horizontal separation of ray TPs between the pairs <10 km. The collocated bending angle profiles are differenced at common impact heights and the mean and standard deviation of the differences are plotted versus impact height. First, we examine the collocated bending angle differences at large impact heights. Figure 19 shows the statistical results of the bending angle differences between 30 and 60 km impact height for 4528 pairs of collocated bending angle profiles. The plot shows the mean, standard deviation, standard deviation of the mean, and number of samples as a function of impact height. The average of the mean difference and standard deviation of the mean between 30 and 60 km impact height are approximately 5e-9 rad and 3.2e-8 rad, respectively. This result demonstrates that GPS RO bending angle profiles derived from different satellites flying the same hardware and firmware are stable at the 3e-8 rad level. The average of the standard deviations of the collocated differences between 30 and 60 km impact height is approximately 2.1e-6 rad, which is consistent with the previous estimate shown in Fig. 15 for individual profiles processed with data from the same side of the F3C satellites, i.e. ∼1.44e-6 rad.
Next, we examine the collocated F3C bending angle differences in the troposphere and lower stratosphere. angle differences as a function of impact height from the surface to 30 km. Above 10 km the fractional mean difference is negligible and the standard deviations are less than 1 %. The decrease in standard deviation at 20 km impact height is due to use of this height to constrain the dynamic transition from WO to GO processing. In the lower troposphere, the fractional mean differences between FM3 and FM4 bending angles are statistically significant and as large as ∼0.5 %, i.e. FM3 bending angles are smaller than FM4. The standard deviation of the differences reaches a maximum of approximately 8 % at 3 km impact height due to the combined effects of differences in FM3 and FM4 receiver tracking and small-scale (<10 km) horizontally-inhomogeneous refractivity irregularities. The mean differences can be explained by systematically smaller L1 SNRs (estimated between 60 and 80 km altitude) observed for all FM3 occultations from 2006.200-365 of ∼671 V/V as compared to ∼737 V/V for FM4. This lower FM3 SNR results on average in reduction of the straight-line cutoff depth that has been shown to produce a negative bending angle bias in the LT . The lower SNR for FM3 as compared to FM4, measured at 60-80 km, is caused by such differences in hardware as antenna and pre-amplifier. Additionally, different SNRs in the LT may be caused by instability of clock or differences in real-time navigation solutions that drive the OL model in real time. These reasons limit the satelliteto-satellite re-produceability of F3C RO bending angles to about 0.5 % in the LT. 6 Differences of F3C and Metop/GRAS collocated bending angle profiles
F3C and Metop/GRAS collocated differences at large heights
This section quantifies the stability between GPS RO instruments with different architectures by examining a set of differences of collocated neutral atmospheric bending angle profiles between Metop/GRAS and F3C at large impact heights. We analyze all pairs of collocated profiles with tangent points within 300 km and 2 h of each other from JulyDecember 2009. As shown below, large representativeness errors due to temporal, spatial, and azimuthal angle (of the occultation plane) differences limit the ability of these collocated soundings to quantify the noise level of the RO bending angles. However, their mean differences are still useful for examining stability, i.e. re-produceability, of the bending angle data from the two instruments. Figure 21 shows the statistical results of the bending angle differences (Metop/GRAS -F3C) between 30 and 60 km impact height for ∼13 500 pairs of collocated bending angle profiles. The average of the mean difference and standard deviation of the mean between 30 and 60 km impact height are approximately 2e-8 rad and 3.2e-8 rad, respectively. A mean difference of 2e-8 rad in bending angle corresponds to approximately 0.07 mm s −1 error in velocity. Although this mean is not strongly significant, it still demonstrates that GPS RO bending angle profiles derived from instruments with different architectures are stable at the 3e-8 rad level, which illustrates the POD solutions and atmospheric excess phases are consistent within ∼0.07 mm s −1 . The average of the standard deviations of the collocated differences between 40 and 60 km impact height is approximately 2.1e-6 rad, which is consistent with the previously shown estimates for individual profiles processed with data from the F3C and Metop/GRAS satellites, i.e. ∼1.78e-6 rad and ∼1.13e-6 rad, respectively.
F3C and Metop/GRAS differences in the troposphere
In this section we examine Metop/GRAS and F3C bending angle differences in the troposphere. This is a more complicated task due to increased structural uncertainty due to the presence of gaps in Metop/GRAS data and different F3C and Metop/GRAS tracking depths. While 50 % of F3C occultations are tracked down to −170 km of the height of straight line GPS-LEO , 50 % of Metop/GRAS occultations are tracked down to about −100 km (Bonnedal et al., 2010a) . For comparison, we process Metop/GRAS data in three modes: (1) down to first gap; (2) down to the point where the total length of included gaps is less than 4 s and the length of any one gap is less than 2 s; (3) processing all signals down to the bottom of an occultation including all gaps. In the modes 1 and 2 we apply the additional criterion for truncation of RO signals based on deviation of excess Doppler from the reference model (Kuo , 2004) , because the PLL tracking in Metop/GRAS is applied to lower straight-line heights than in F3C and thus may have higher probability of tracking errors. In option 3 this truncation is disabled since the purpose of this option is processing of all available data for comparison. F3C bending angles are retrieved with truncation of RO signals based on SNR, as discussed in . Applying this truncation approach for Metop/GRAS is not possible due to data gaps. Figure 22 shows statistical comparison of F3C and the Metop/GRAS bending angles to ECMWF for tropics (−30 deg < lat < 30 deg). The most significant differences between different processings are in penetration, but there are also differences in standard and mean deviations. F3C shows the deepest penetration and smallest mean deviation, but the largest standard deviation at 1 km. The closest to F3C is Metop/GRAS mode 3 (processing all signals), but the proximity of these statistics does not justify the use of this processing mode because of gaps in Metop/GRAS data. Figure 23 shows an example of a Metop/GRAS occultation with the gap filled with the climatology-based Doppler model and the retrieved bending angle. It is seen that shifting of the Doppler model by 5 Hz results in significant difference in the retrieved bending angle. Thus processing of all Metop/GRAS RO signals including all gaps makes the inversion results in the LT model-dependent. The most justified processing mode (providing minimum structural uncertainty) is mode 1 (processing without gaps) though it results in the poorest penetration. The processing mode 2 that includes only small gaps slightly improves penetration at the expense of increase of the mean difference. It is difficult to explain this effect. Analysis of individual occultations shows that in some cases filling small data gaps improves penetration by providing reasonably looking retrievals as shown in left panel of Fig. 24 . In other cases, especially in the presence of sharp top of the boundary layer, including small data gaps results in significant negative bias as shown in right panel of Fig. 24 . It is possible that this bias is responsible for the increase of the mean difference of processing mode 2 compared to mode 1 as this is seen in Fig. 22 . Figure 25 shows the same as Fig. 22 but for all latitudes. The differences between different processings are less pronounced in global than in tropical statistics but qualitatively are similar. The current processing mode at CDAAC for Metop/GRAS data is option 2, but this will be reconsidered, especially in view of results presented here and proposed updates for Metop/GRAS firmware (Bonnedal et al., 2010b) .
Conclusions
This study has attempted to quantify the precision (degree of reproducibility) of GPS RO bending angles in terms of random and systematic differences for different satellites and instruments. We used six months (June-December 2009) of data from the F3C and Metop/GRAS missions that were processed by the UCAR CDAAC to analyze bending angle profile differences from climatology and differences between collocated profiles. Between 60 and 80 km the standard deviation of the Metop/GRAS bending angle differences from climatology are smaller (1.13 µrad) than those from F3C (1.78 µrad), because the Metop/GRAS data use zero-difference processing that does not include phase noise from the reference satellite observations. The F3C standard deviation reduces significantly to 1.44 µrad when singledifference processing uses GPS satellites on the same side of the spacecraft. The reason for smaller noise of sameside occultations is not understood and is under investigation. The F3C mean bending angles differences relative to climatology are smaller than those for Metop/GRAS by approximately 0.03 µrad and may be due to large-scale ionospheric residuals that are expected to be negative and should have more impact on F3C since it samples the full diurnal cycle. This difference is quite small and illustrates the high degree of re-produceability and mission independence of the GPS RO data at high altitudes. In the LT, especially in the tropics, insufficient straight-line tracking depth limits the reconstruction of the true bending angle profile. For example, collocated bending angles between two F3C satellites from early in the mission differ on average by up to 0.5 % near the surface due to systematically lower signal-to-noise ratio for one of the satellites that affects its cutoff depth. The difference between F3C and Metop/GRAS bending angles in the lower troposphere depends on the Metop/GRAS processing mode. On average, Metop/GRAS bending angles are negatively biased compared to F3C with a maximum of several percents in tropical regions. This bias is related to a higher observed RO signal cutoff height for Metop/GRAS that is due to the receiver being configured to track signals down to an insufficient height. The differences between different processing modes are related to data gaps. This increases the structural uncertainty of Metop/GRAS inversions compared to F3C. This uncertainty may be reduced in the future with changes of the Metop/GRAS receiver firmware (Bonnedal et al., 2010b) . The results of processing of Metop/GRAS rawsampled data with different down-samplings suggest the use of 100 Hz sampling in the LT in future RO receivers.
