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Abstract
If an autonomous system of differential equations is diffusively coupled to a quiescent phase then at
stationary points the stability properties change. If the coupling matrices are multiples of the identity then
introducing a quiescent phase stabilizes against the onset of oscillations, in particular high frequency oscil-
lations are damped.
For arbitrary (diagonal) coupling matrices the situation gets much more complex. For dimension two it
can be shown that stability at a stationary point is preserved for arbitrary rates if and only if the Jacobian is
strongly stable in the sense of Turing stability.
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1. Introduction
Let f and g be smooth vector fields on Rm. The differential equations v˙ = f (v), w˙ = g(w)
can be coupled by the Lie–Trotter approach of periodical switching which in the limit of rapid
switching yields a convex combination of the two vector fields, i.e., the limiting equation u˙ =
ρ1f (u) + ρ2g(u), or by diffusive coupling with coupling constants γ1, γ2 > 0 which yields a
system in R2m
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v˙=f (v) − γ2v + γ1w,
w˙=g(w) − γ1w + γ2v
and the limiting system u˙ = f (ρ1u) + g(ρ2u), with ρi = γi/(γ1 + γ2). The two limiting systems
are not equivalent unless one of the two vector fields f or g is linear [6,3].
If the vector field g vanishes then we can interpret w as a resting or quiescent phase and ask
how a given dynamics is changed by the introduction of a quiescent phase. Let the dynamics in
Rm be given by
u˙ = f (u). (1)
Then the corresponding system with quiescent phase is
v˙=f (v) − γ2v + γ1w,
w˙=−γ1w + γ2v (2)
which is equivalent to the second order system, with τ = 1/(γ1 + γ2),
τ v¨ + (1 − τf ′(v))v˙ = ρ1f (v). (3)
For τ → 0 we recover the dynamics (1) with a different time scale, u˙ = ρ1f (u).
Quiescent phases have been introduced in a variety of biological models. In [8,4] the effects
of quiescent phases on invasion speeds have been investigated, in [5] transport equations with
quiescent phases have been studied, Jäger et al. [7] and Malik and Smith [10] extend chemostat
models by a quiescent phase.
Neubert, et al. [9] study a predator–prey system, where the predator can leave the habitat and
return. As seen from the prey the predator would enter a quiescent phase. The authors show that
the quiescent phase stabilizes against predator–prey oscillations. The effect of quiescent phases
on exponential solutions of homogeneous systems has been studied in [2].
Introducing a quiescent phase does not essentially change the set of equilibria. In [3] it has been
shown, for a class of highly symmetric problems, that introducing a quiescent phase decreases
the amplitude of a limit cycle or contracts it to a stationary point. For the simpler situation of a
stationary point we have the following elementary observation.
Lemma 1. The stationary points of the system (2) with quiescent phase are essentially the same
as those of the simple dynamics (1), i.e., they have the form (v¯, (γ2/γ1)v¯) where f (v¯) = 0.
Let v¯ be a stationary point of (1) and let A = f ′(v¯) be the Jacobian at this point. Then the
Jacobian at the stationary point of (2) is
B =
(
A − γ2I γ1I
γ2I −γ1I
)
. (4)
Taking a view point of interacting particles then introducing a quiescent phase should act
as a delay: Particles are quiet for some time and then resume to act. It is generally true that
introducing a delay into a dynamical system with negative feedback causes oscillatory instability
if the delay is large. Of course, in physical systems negative feedbacks occur more frequently
than positive feedbacks. But we will show that introducing a quiescent phase does not lead to
oscillatory instability, quite on the contrary, it stabilizes.
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2. Stabilizing by a quiescent phase
Since the eigenvalue problem of the matrix B is equivalent to a quadratic pencil, to each
eigenvalue μ of A there are two eigenvalues λ of B which satisfy the quadratic equation
ϕ(λ) ≡ λ2 + λ(γ1 + γ2 − μ) − μγ1 = 0. (5)
With respect to the stability problem we are interested in the real parts of the eigenvalues μ and λ.
The following theorem contains rather complete information on the possible changes of stability.
Theorem 1. Let μ be an eigenvalue of A and let λ1, λ2 be the two corresponding eigenvalues of
B, ordered by λ2  λ1. Then eigenvalues μ and λ1, λ2 are related as follows:
(a) Let μ = α ∈ R. Then λ1, λ2 are real.
(a.i) If α < 0 then λ2 < α < λ1 < 0.
(a.ii) If α = 0 then λ2 = −(γ1 + γ2) < 0 = λ1.
(a.iii) If α > 0 then λ2 < 0 < λ1 < α.
(b) Let μ = α ± iβ, β > 0. Then λ2 < 0.
(b.i) If α  0 then λ1 < 0.
(b.ii) If α > 0 then λ1 < α.
(b.iii) If α  0 andβ2 + (γ1 + γ2 + α)2 + 4αγ2 >0 andβ2(γ1 + α) + α(γ1 + γ2 + α)2 >
0, then λ1 < α.
(b.iv) If α > 0 and β2 > 4αγ1 − (γ1 + γ2 − α)2 and β(γ2 − α) > α(γ1 + γ2 − α)2, then
λ1 < 0.
With respect to the leading eigenvalue λ1 (of the two eigenvalues corresponding to an eigen-
value μ) the theorem says that a zero eigenvalue is maintained while non-zero real eigenvalues
maintain their sign and move closer towards zero. For conjugate complex eigenvalues in general
the real part decreases, in particular if the imaginary part is large (in absolute value). Purely
imaginary eigenvalues are always carried into eigenvalues with negative real parts. The property
(b.i) has been proved by Neubert et al. [9]. Properties (b.iii) and (b.iv) say that if γi  |α| and
β2 is large then oscillations are damped.
Proof
(1) Let μ = α be real. Assume α < 0. Then ϕ(α) = αγ2 < 0 and ϕ(0) = −αγ1 > 0. Hence
λ2 < α and α < λ1 < 0. The case α = 0 is evident. Now assume α > 0. From ϕ(0) =
−αγ1 < 0 it follows that λ2 < 0 and λ1 > 0. From ϕ(α) = αγ2 > 0 we see that λ1 < α.
(2) If ξ + iη is a complex number then the two square roots ±u + iv are given by
u = ± 1√
2
[
ξ +
√
ξ2 + η2
]1/2
, v = η
2u
. (6)
(3) The solutions of Eq. (5) are
λ1,2 = −12 (γ1 + γ2 − μ) ±
1
2
√
(γ1 + γ2 − μ)2 + 4μγ1. (7)
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Let μ = α ± iβ with β > 0. The radicand in (7) is
ξ + iη = (γ1 + γ2 − α − iβ)2 + 4(α + iβ)γ1 (8)
with
ξ = (γ1 + γ2 − α)2 + 4αγ1 − β2, η = 2β(γ1 − γ2 + α). (9)
Hence the two real parts of the four roots corresponding to α ± iβ are
λ = −1
2
(γ1 + γ2 − α)
± 1
2
√
2
[
(γ1 + γ2 − α)2 + 4αγ1 − β2
+
√
((γ1 + γ2 − α)2 + 4αγ1 − β2)2 + 4β2(γ1 − γ2 + α)2
]1/2
. (10)
To simplify further calculations, we introduce
R = ((γ1 + γ2 − α)2 + 4αγ1 − β2)2 + 4β2(γ1 − γ2 + α)2,
B = (γ1 + γ2 − α)2 + 4αγ1 − β2 +
√
R.
(4) Claim: The smaller real part λ2 is negative.
We have to show
− 1
2
(γ1 + γ2 − α) < 1
2
√
2
[B]1/2. (11)
If γ1 + γ2 − α  0 then this inequality is satisfied. Hence assume that γ1 + γ2 − α < 0.
Then α > 0, α − γ2 > 0, and the inequality
− α(γ1 + γ2 − α)2 < β2(α − γ2) (12)
holds. By adding and subtracting on both sides (working backwards is easier) this inequality
can be shown to be equivalent with
((γ1 + γ2 − α)2 − 4αγ1 + β2)2 < ((γ1 + γ2 − α)2 + 4αγ1 − β2)2
+ 4β2(γ1 − γ2 + α)2. (13)
Suppose the expression inside the square on the left hand side is non-negative. Then we can
take square roots on both sides and get
(γ1 + γ2 − α)2 − 4αγ1 + β2 <
√
R. (14)
Or the said expression is negative. Then (14) is trivially satisfied. Now we rearrange (14)
and get
1
4
(α − γ1 − γ2)2 < 18
[
(γ1 + γ2 − α)2 + 4αγ1 − β2 +
√
R
]
. (15)
The expression inside the square on the left hand side is positive by assumption. Hence we
take square roots on both sides and get the desired inequality.
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(5) Claim: If α  0 then the larger real part satisfies λ1 < α.
We have to show
−1
2
(γ1 + γ2 − α) + 1
2
√
2
[B]1/2 < α
or
1
2
(γ1 + γ2 + α)  1
2
√
2
[B]1/2.
Since α  0, the inequality
αγ2(γ1 + γ2 + α)2 + β2γ2(γ1 + α) > 0 (16)
holds. By elementary algebra this inequality is equivalent with
((γ1 + γ2 + α)2 + 4αγ2 + β2)2 > ((γ1 + γ2 − α)2 + 4αγ1 − β2)2
+ 4β2(γ1 − γ2 + α)2. (17)
The inside of the square on the left hand side is positive. Hence we take square roots on
both sides and get
(γ1 + γ2)2 + α2 + 2αγ1 + 6αγ2 + β2 >
√
R. (18)
After rearrangement of terms, this inequality becomes
1
4
(γ1 + γ2 + α)2 > 18
[
(γ1 + γ2 − α)2 + 4αγ1 − β2 +
√
R
]
.
The expression inside the square on the left hand side is positive. The right hand side is
non-negative in view of formula (10). Hence we can take square roots and arrive at the
desired inequality.
(6) Claim: If γ1 + γ2 − α > 0, (γ1 + γ2 − α)2 − 4αγ1 + β2 > 0 and
β2(γ2 − α) > α(γ1 + γ2 − α)2, (19)
then the larger real part is negative.
We have to show
1
2
(γ1 + γ2 − α) > 1
2
√
2
[B]1/2.
The inequality (19) is equivalent with
((γ1 + γ2 − α)2 − 4αγ1 + β2)2 > ((γ1 + γ2 − α)2 + 4αγ1 − β2)2
+ 4β2(γ1 − γ2 + α)2. (20)
The expression inside the square on the left hand side is positive, the right hand side is
positive. We take square roots on both sides and get
(γ1 + γ2 − α)2 − 4αγ1 + β2 >
√
R.
We rearrange terms and get
1
4
(γ1 + γ2 − α)2 > 18
[
(γ1 + γ2 − α)2 + 4αγ1 − β2 +
√
R
]
.
The expression inside the square on the left hand side is positive. The right hand side is
positive in view of (10). Hence we can take square roots and get the desired inequality.
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Now we are ready to prove the remaining statements of the theorem. The statement λ2 < 0
follows from (4) where the argument does not depend on the sign of α. Notice that λ2 < 0 holds
also in the real case (a).
Statement (b.i) follows from (6). Indeed, for α  0 all three inequalities in the hypothesis of
(6) are satisfied.
Statement (b.ii) follows from (5).
Statement (b.iii) follows from an adaptation of (5): Replace the hypothesis α  0 by the weaker
hypothesis of (b.iii). Then (16) is satisfied and also the transition from (17) to (18) is justified.
Statement (b.iv) follows from (6). 
3. General coupling rates and Turing stability
In (2) we had assumed that the coupling rates are the same for all components. Then the
matrices A and B are essentially related by the spectral mapping theorem and the simple relation
(5) ensues. Now we allow the coupling rates to depend on the component of the dependent variable
v (and w). Then there is no simple relation between stationary points as in Lemma 1 any more,
but we can still formulate a corresponding linear problem. For a given matrix A let the matrix B
be given by
B =
(
A − P Q
P −Q
)
(21)
with non-negative diagonal matrices P = (piδij ), Q = (qiδij ). In the special case above the
matrices P,Q are multiples of the identity. Here, in the general case, we restrict to dimension
n = 2 since otherwise the problem becomes completely untractable. Indeed, it turns out that this
matrix problem is related to the algebraic problem of Turing instability which also is largely
unsolved for higher dimensions [11].
We assume that the matrix A is stable. Then tr A < 0 and det A > 0. We ask whether the matrix
B is stable. We find that there are two cases. In the first case the matrix A is strongly stable (with
respect to diffusion [1]), i.e.,
a11  0, a22  0. (22)
In the second case the matrix is excitable (stable, but not strongly stable). Then we can assume
that
a11 > 0, a22 < 0. (23)
Theorem 2. Let n = 2.
(1) If A is strongly stable, then B is stable for any choice of the diagonal matrices P,Q.
(2) If A is excitable then there are choices of the P,Q such that B is not stable. If A satisfies
(23) then one can choosep1 = q1 = 0 and still find p2, q2 such that B is not stable.
Proof. For n = 2 the characteristic polynomial of the matrix B is
a0λ
4 + a1λ3 + a2λ2 + a3λ + a4
with
a0 =1, (24)
a1 =−tr A + p1 + p2 + q1 + q2, (25)
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a2 =−tr A(q1 + q2) + det A + (p1 + q1)(p2 + q2) − (p2a11 + p1a22), (26)
a3 =−tr Aq1q2 + det A(q1 + q2) − (p2q1a11 + p1q2a22), (27)
a4 =det Aq1q2. (28)
The matrix B is stable if the first four Hurwitz determinants are positive,
a1 > 0,
a1a2 − a0a3 > 0,
(a1a2 − a0a3)a3 − a21a4 > 0,
[(a1a2 − a0a3)a3 − a21a4]a4 > 0.
Since a0 = 1, a1 > 0, a4 > 0 for all choices of pi, qi , only the second and the third Hurwitz
conditions are relevant. The second Hurwitz determinant can be written as follows:
D = (−tr A) det A + (−tr A)(p1 + q1 + p2 + q2)(q1 + q2)
+(p1 + p2 + q1 + q2)(p1 + q1)(p2 + q2) + (−tr A)2(q1 + q2)
+(−tr A)[(p1 + q1)(p2 + q2) − q1q2] + det A(p1 + p2)
−(−tr A)(p2a11 + p1a22) − p2a11(p1 + p2 + q2) − p1a22(p1 + p2 + q2). (29)
Assume A is strongly stable. Then the condition D > 0 is obviously satisfied for all pi, qi  0.
Next we check the third Hurwitz condition Da3 > a21a4 whereby
a21a4 = (−tr A)2 det Aq1q2 (30)
+ (−tr A) det A(p1 + p2 + q1 + q2)2q1q2 (31)
+ det A(p1 + p2 + q1 + q2)2q1q2. (32)
This part of the proof is the most laborious. The suggested term-by-term comparison requires a
large sheet of paper or mental-calculator abilities. Imagine we expand the product Da3 using (29)
and (27). Since A is strongly stable, we get only positive terms. Hence we can compare term by
term with the three terms in a21a4.
The first term (30) is equal to the product of the first term in (29) and the first term in (27):
(−tr A)2 det Aq1q2 = (−tr A) det A × (−tr A)q1q2.
The second term (31) is bounded by the product of the second term of (29) and the second term
of (27):
(−tr A) det A(p1 + p2 + q1 + q2)2q1q2  (−tr A)(p1 + p2 + q1 + q2)(q1 + q2)
× det A(q1 + q2).
The third term (32) is bounded by the product of the third term of (29) and the second term (27):
det A(p1 + q1 + p2 + q2)2q1q2 < (p1 + p2 + q1 + q2)(p1 + q1)(p1 + p2)
× det A(q1 + q2).
Hence both remaining Hurwitz conditions are satisfied. Case (1) has been shown.
Now consider the case that A is excitable. We assume p1 = p2 = 0. Then the second Hurwitz
condition (29) simplifies to
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(−tr A) det A + (−tr A)2q2 + (−tr A)q22 + p2(det A + (−tr A)q2 − a11(q2 + p2)) > 0.
If we keep q2 fixed and let p2 become large then the condition is violated. 
It seems difficult to characterize the set in parameter space where the matrix is stable or
unstable, respectively. In terms of activator–inhibitor dynamics the proof tells that the matrix
becomes unstable if the inhibitor goes quiescent at a high rate such that the activator can grow
largely uninhibited.
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