We address a generalization of the classical multiprocessor scheduling problem with non simultaneous machine availability times, release dates, and delivery times. We develop new lower and upper bounds as well as a branching strategy which is based on a representation of a schedule as a permutation of jobs. We show that embedding a semi-preemptive lower bound based on max-flow computations in a branch-and-bound algorithm yields very promising performance. Computational experiments demonstrate that randomly generated instances with up to 700 jobs and 20 machines are solved within moderate CPU time. Moreover, the versatility of the proposed approach is assessed through its ability to solve large instances of two important particular cases P , NC inc ||C max and P |r j , q j |C max .
Introduction
In this paper, we consider the problem of scheduling a set J of n jobs on m identical parallel machines (n > m 2) with respect to availability restrictions for both jobs and machines. Each job j (1 j n) has a processing time p j , a release date (or head) r j on which the job becomes available for processing, and a delivery time (or tail) q j that must elapse between its completion on the machine and its exit from the system. Each machine M i (1 i m) has an availability time a i on which it becomes continuously ready for working. All data are assumed to be positive integers and deterministic. A schedule is defined by an assignment of the jobs to the machines and a vector (t 1 , t 2 , . . . , t n ), where t j denotes the start time of job j . A schedule is said to be feasible if each job is processed, with no interruption, by exactly one machine and each machine processes at most one job at one time. In addition, for 1 j n and 1 i m the following property must hold:
Job j is assigned to machine M i ⇒ t j max(a i , r j ).
Such a schedule induces a well defined makespan C max ( ) = max 1 j n (t j + p j + q j ). The problem is to find a feasible schedule of minimum makespan. In the standard three field scheduling notation of Graham et al. [8] , this problem is denoted by P , NC inc |r j , q j |C max , where NC inc indicates that the number of available machines is nondecreasing with time [23] . Although, many of its particular cases have been extensively studied, to the best of our knowledge this problem has not previously been addressed in the scheduling literature.
It is easy to show that P , NC inc |r j , q j |C max can be restated as an equivalent P , NC inc |r j |L max (i.e. minimizing the maximum lateness on identical parallel machines with nonsimultaneous machine available times and release dates). This latter models the following situation. Jobs enter the system in batches on a periodic basis. Prior to processing, job j (j = 1, . . . , n) requires a setup time r j and should be ideally completed before its due date d j . At the start of the planning period, some machines may not be available because they are still processing the previous batch and we want to begin scheduling the new arriving batch before the completion of the previous one. The objective is to find a schedule that minimizes the maximum lateness L max = max 1 j n (C j − d j ) where C j denotes the time at which job j is completed.
Our interest in the P , NC inc |r j , q j |C max was raised because it offers a unified framework for modeling a large family of parallel machine problems including, among others, two important special cases namely P |r j , q j |C max and P , NC inc ||C max . The P |r j , q j |C max is an important (strongly NP-hard) scheduling problem which arises as a strong relaxation of the Multiprocessor Flow Shop problem [10, 21, 25] . Moreover, it plays a central role in some exact algorithms for the Resource Constrained Project Scheduling Problem [4] . Despite its theoretical and practical interest, the P |r j , q j |C max received scant attention in the scheduling literature. In particular, Carlier [3] proposed the first branch-and-bound algorithm for this problem. Gharbi and Haouari [7] improved his algorithm by including new tools such as a preprocessing algorithm and Jackson's Pseudo Preemptive Schedule [6] . On the other hand, Lee et al. [17] investigated P , NC inc ||C max and showed that the Longest Processing Time (LPT) rule yields a worst-case ratio of , where m m. Also, Lee [16] showed that if LPT is appropriately modified, then it yields a worst-case ratio of 4 3 . Kellerer [12] developed a dual approximation heuristic which worst-case ratio is 5 4 . A strong lower bound for the P , NC inc ||C max has been proposed by Webster [26] .
In this paper, we present an exact branch-and-bound algorithm for solving the P , NC inc |r j , q j |C max . The proposed approach is based on four main features:
(i) a strong lower bound that is based on max-flow computations (ii) an effective heuristic that is based on heads and tails adjustments and feasibility tests (iii) a representation of a schedule (on parallel machines) as a permutation of jobs (iv) dominance rules that aim at reducing the size of the search tree.
In order to provide evidence of the versatility and practical usefulness of the proposed approach, we used it for solving the special cases P , NC inc ||C max and P |r j , q j |C max , for which the approach was found to be very effective. For instance, whereas the best existing algorithm for solving the P |r j , q j |C max experiences difficulties in solving hard instances with more than 300 jobs and 4 machines [7] , the proposed algorithm makes it possible to solve instances with up to 1000 jobs and 10 machines within moderate CPU time.
The paper is organized as follows. In Section 2, we introduce some results that will be used throughout the paper. Sections 3 and 4 are devoted to the description of new lower and upper bounds for the P , NC inc |r j , q j |C max . The details of our branch-and-bound algorithm are provided in Section 5. In Section 6, the performance of our algorithm is analyzed through an extensive computational study.
Preliminary results
For the sake of simplicity, we assume that the machines are indexed in the nondecreasing order of their availability times (i.e. a 1 a 2 · · · a m ). The valuesr k (J ),p k (J ) andq k (J ) denote the kth smallest release date, processing time, and delivery time in J , respectively. Note that since a job j cannot start processing before max(r j , a 1 ), then we implicitly assume w.n.l.g. that r j is adjusted to max(r j , a 1 ) for all j ∈ J . Similarly, the availability time of a machine M i (i = 1, . . . , m) is adjusted to max(a i ,r 1 (J )).
Bounds on the number of processing machines
It is worth noting that, due to non uniform availability times, some machines may not process any job in any optimal solution. The following observation provides simple bounds on the number of processing machines in an optimal solution. Proposition 1. Let UB denote an upper bound on the optimal makespan. Define:
Then, the number of machines m * that are processing in an optimal schedule satisfies m m * m.
Proof.
A simple lower bound on the optimal makespan if exactly k machines are active is
It is worth noting that Lee et al. [17] proposed an upper bound on the number of processing machines in an optimal schedule for the P , NC inc ||C max . This bound is computed by taking the smallest value of k satisfying a k+1 > ( k h=1 a h + j ∈J p j )/k. It is easy to check that there is no dominance relation between the latter bound andm for the P , NC inc ||C max .
Let S i (i = 1, . . . ,m − 1) denote the subset of jobs that have to be processed on machines M 1 , . . . , M i in an optimal schedule. Since each job j can be processed by machine M 1 , then we have
. . , k) has to process at least one job, then the following result immediately holds.
Lemma 1. If k machines are processing in an optimal solution then we have
Then, the number of machines m * that are processing in an optimal solution satisfies m * k 0 − 1.
An immediate consequence of the above corollary is that the value ofm is adjusted to k 0 − 1 (whenever k 0 exists).
Adjustments and feasibility tests
During the last few years, several authors implemented various adjustment procedures for scheduling problems [1, 2, 5, 7, 15, 18, 20] . In this section, we describe the so-called Feasibility and Adjustment Procedure (FAP) proposed by Gharbi and Haouari [7] for the P |r j , q j |C max . The objective of the FAP is twofold. It aims at adjusting the heads and tails, and checking the feasibility of a nonpreemptive schedule. The FAP can be extended to deal with the P , NC inc |r j , q j |C max and was found very effective in the computation of both lower and upper bounds. In order to make the paper self-contained, we briefly describe the FAP. For a more detailed description, the reader is referred to [7] .
First, let LB and UB denote a lower and an upper bound on the optimal solution of a P , NC inc |r j , q j |C max instance. The problem is to check the feasibility of a nonpreemptive schedule with makespan less than or equal to a value C ∈ [LB, UB − 1]. For that purpose, a deadline d j = C − q j is associated with each job j ∈ J . Clearly, a schedule has a makespan less than or equal to C if and only if each job finishes processing no later than its corresponding deadline.
The FAP is based on the observation that if a job j is such that d j − r j < 2p j , then in any nonpreemptive schedule, there is necessarily one machine which has to process job j during the interval [d j − p j , r j + p j ]. Thus, a lower bound on the number of machines which are necessarily loaded at any time can be easily computed (note that a machine which is not yet available is considered as loaded). The following feasibility condition immediately holds: Condition 1. The instance is infeasible if there is a time t ∈ [a 1 , max j ∈J d j ] such that the number of machines loaded at t is strictly greater than m.
Moreover, each job j ∈ S = {j ∈ J ; d j − r j < 2p j }, has a fixed processing part of 2p j − (d j − r j ) units which has to be processed in [d j − p j , r j + p j ], and each job j ∈ J has a free processing part of p j = min(p j , d j − r j − p j ) units which has to be processed
, we denote by J k the set of jobs which free parts may be processed during I k , by n k the number of jobs in J k , and by m k the number of machines which are idle during I k . Since the amount of work in
then the following feasibility condition holds:
Condition 2. The instance is infeasible if
Provided the number of loaded machines at any time, one can easily compute the time windows in which there is at least one idle machine. These time windows are used in order to adjust heads and tails of any job j 0 ∈ J . Indeed, a job j 0 can start processing at r j 0 in a feasible nonpreemptive schedule if there exists a time window The process is continued until there is no possible adjustment or an infeasibility is detected.
Lower bounds
In this section, we develop several new lower bounds for the P , NC inc |r j , q j |C max .
Simple lower bounds
A trivial lower bound which can be computed in O(n) is
The following lemma provides a lower bound which takes into account the machine availability times.
Lemma 2.
A valid lower bound for the P , NC inc |r j , q j |C max is
Proof. It suffices to prove that LB k 1 is a valid lower bound for the k-machine instance. Denote by P i and T i (i = 1, . . . , k) the total processing time and the total idle time (including the unavailability time) of machine M i in an optimal schedule, respectively. Since we have
Note that each machine M i has to wait an amount of time W i before starting the processing of the jobs. Moreover, there is necessarily a first machine that has to be idle from time
. . , and a kth one from time C * max − q k (J ) to C * max . Thus, we have
Now, we prove that a valid lower bound on
. . , k) cannot start processing before time max(a i , r i ) where r i denotes the release date of the first job to be processed on M i . Clearly, if the objective is to minimize
. Consider the schedule obtained by interchanging the set of jobs assigned to machines M 1 and M l in . Let W i denote the machine waiting time of machine M i in . We have
Three cases are considered:
Since is optimal, then is an optimal schedule where machine M 1 starts processing at max(a 1 ,r 1 (J )). Similarly, it is possible to interchange jobs in in order to obtain an optimal schedule where machines M 1 and M 2 start processing at max(a 1 ,r 1 (J )) and max(a 2 ,r 2 (J )), respectively, and so on. Therefore,
Combining (1)- (3) completes the proof.
Note that, given LB k 1 , the value of LB
can be computed in O(1). Since LBm 1 can be computed in O(n log m), then the computation of LB 1 requires O(n log m + m) time.
A subset-sum based lower bound
Assume that exactly k machines are active in an optimal schedule (m k m).
denote the subset of jobs that are processed on the machine subset
Thus, a valid lower bound is
Obviously, since the jobs of J \J i,k are processed on the machine subset {M i+1 , . . . , M k }, then we have
Note that S i ⊆ J i,k (where S i is the set defined in Section 2.1). Then, a second valid lower bound is
Hence, for a given subset J i,k ⊆ J , a valid lower bound is
Define:
Then, a valid lower bound is
Now, we show how to compute LB i,k (J ).
For given values of i and k, define the vector y ∈ {0, 1} n in the following way:
Since, y j = 1 for all j ∈ S i , then we have
We have
can be computed by solving the pair of the following Subset-Sum problems:
Hence, the computation of LB i,k (J ) requires the exact solution of a Subset-Sum problem (SSP). This problem is known to be NP -hard [19] . Nevertheless, during the last few years, several high performance exact and approximate algorithms have been proposed for this problem [13, 22, 24] . However, since the problem is NP-hard, one would reasonably expect that for some instances it might take an excessive computation time to get a proven optimal solution. Therefore, in the sequel, we show how a significantly simpler version of LB i,k could be obtained. To that aim, we assume that the value of x = j ∈J \S i p j y j could be equal to any integer lying in
Note that it is implicitly assumed that there are at least k − i jobs in J \J i . Therefore, the total load of machines M i+1 , . . . , M k is at least equal to
Three cases have to be considered:
Note that it is assumed that i 0 < k in the computation of LB i,k (J ) . For values of k such that k i 0 , the lower bound LB k (J ) can be replaced by LB k 1 (J ). Clearly, we have
A max-flow-based lower bound
The lower bound introduced in this section consists in repeatedly checking the existence of a relaxed schedule with makespan less than or equal to a trial value C. For that purpose, a first step consists in applying FAP to the P , NC inc |r j , q j , d j |C max defined by associating with each job j ∈ J a deadline d j = C − q j . Secondly, the feasibility of the trial value C is checked using a max-flow formulation as follows. A semi-preemptive schedule is defined as a schedule where the fixed parts of the jobs are constrained to start and to finish at fixed times with no preemption, whereas the free parts can be preempted. This concept of semi-preemptive scheduling was recently introduced by Haouari and Gharbi [9] and used to derive a max-flow-based lower bound for the P |r j , q j |C max which dominates the classical preemptive lower bound [11] . In this section, we extend this work in a non trivial way and we show how a tight semi-preemptive lower bound can be derived for the P , NC inc |r j , q j |C max .
For each job j , let j denote the largest machine index such that a i + p j d j . Clearly, in any nonpreemptive schedule a job j cannot be scheduled on any machine M i such that i > j . Now, we show how to check the feasibility of a semi-preemptive schedule with the two additional conditions:
is constrained to start processing after its availability time a i . C 2 : Each job j ∈ J can only be scheduled on a machine M i such that 1 i j .
According to the notation of Section 2.2, we assume w.n.l.g. that the m k machines which are idle during the time interval
respectively. The feasibility problem can be solved using the following extension of Horn's approach [11] : Consider the network N = (V , A) where the set of nodes V is the union of the following subsets: • {s, t} where s is the source node, and t is the sink node
The set of arcs A is constructed in the following way:
• For each job node J j (j = 1, . . . , n) such that p j > 0, there is an arc (s, J j ) with capacity p j representing the free part of job j.
• ) with capacity h(e k+1 − e k ).
• For each k = 1, . . . , K − 1, there is an arc (E m k k , t) with capacity m k (e k+1 − e k ).
• For each j = 1, . . . , n, k = 1, . . . , K − 1, and h = 1, . . . , m k , there is an arc (J j , E h k ) with capacity e k+1 − e k if and only if h = min( j , m k ) and one of the three following conditions holds: Obviously, an interval node which is not connected with any job node is dropped from the network. We have the following theorem. Moreover, since the schedule is feasible, then the total processing time of job j is equal to its free processing part. Hence,
Therefore, the flow (w, x, y, z) satisfies both the capacity and the flow conservation constraints. Hence, it is feasible. This flow is maximal because its value is n j =1 p j which is equal to the capacity of the cutset ({s} : V \{s}).
Conversely, given a feasible flow (w, x, y, z) with value n j =1 p j , a feasible semipreemptive schedule could be constructed in the following way. Firstly, we assign the fixed parts by successively loading machines M m , M m−1 , etc. Secondly, for each time interval I k , we schedule jobs satisfying m k h=1 x h jk > 0 on m k identical machines, while satisfying the additional condition (C 2 ). A schedule meeting this condition is constructed by scheduling the jobs according to nondecreasing j on the first available machine and splitting jobs into two parts whenever the upper bound e k+1 is met. The remaining part of the job is scheduled on the next machine at time e k .
It is easy to check that the resulting schedule is necessarily feasible. Indeed, assume that for some time interval I k we schedule jobs J 1 , J 2 , . . . , J p−1 but we fail to schedule job J p (with p = h * ) on any machine M 1 , M 2 , . . . , M h * . Therefore, we have
However, since the flow is feasible then y h * k h * (e k+1 − e k ). The value of the flow y h * k is equal to y h * k = y
which contradicts (4). Hence, the resulting schedule is semi-preemptive, satisfies conditions (C 1 )-(C 2 ), and time windows. The computation of the maximum flow requires O(N 3 ) time, where N is the number of nodes in the network. We have a maximum of 4nm + m 2 − m + n + 2 nodes. Thus, after applying FAP, checking the existence of a semi-preemptive schedule with C max less than or equal to C requires O(n 3 m 3 ) time.
If LB and UB denote a lower and upper bound on the optimal makespan, respectively, then the optimal semi-preemptive schedule is computed using a bisection search on the interval [LB, UB]. The obtained lower bound, denoted by LB 3 (J ), can be computed in O(n 3 m 3 (log n + log m + log p max )) [14] . Example 1. Consider the feasibility problem defined on the 4 job-3 machine instance which data are depicted in Table 1 .
Assume that the machine availabilities are a 1 = 3, a 2 = 8 and a 3 = 10. Then, we have The flow network corresponding to the semi-preemptive lower bound is illustrated in Fig. 1 .
Upper bounds

Jackson's schedule
Jackson's schedule provides a simple approximation of the P , NC inc |r j , q j |C max optimal solution. This algorithm is based on a dispatching rule which schedules the available job with the largest tail on the first available machine [3] . The makespan of Jackson's schedule will be denoted by J S(J ). Its computation requires O(n log n) time.
FAP-based upper bounds
Although Jackson's schedule is a fairly good approximation schedule, its shortsightedness constitutes its major flaw. In this section we describe how we can use the FAP in order to anticipate at best the impact of the current decision. Assume that we are interested in constructing a nonpreemptive schedule with makespan less than or equal to a trial value C ∈ [LB, UB − 1]. First, we set d j = C − q j for all j ∈ J and we adjust the heads and the tails using FAP. A job j ∈ J such that d j = r j + p j is referred to as a fixed job and is considered as already scheduled. Let L denote the list of the free (unscheduled) jobs in J sorted according to the nondecreasing order of their heads, where ties are settled according to the nonincreasing order of tails. At each iteration, we use FAP to check whether the first job j 0 ∈ L can be scheduled at its release date (note that after applying FAP, all the release dates are larger than the smallest machine availability). In this case, we set d j 0 = r j 0 + p j 0 . The list L is then updated by the FAP. Now, assume that the FAP proves that scheduling j 0 at the current position yields an infeasibility. Therefore, we skip job j 0 and move to the next job in the list. Note that there may be no possible job to be scheduled at the current iteration. In this case, we update the trial value to C + 1 and so on. The algorithm stops when a feasible schedule is constructed. In the sequel, the makespan of this approximate schedule will be denoted by FAP _UB(J ).
A second variant of the FAP-based upper bound amounts to a backward construction of the schedule (i.e. starting from the last scheduled job). Now, the list L contains the free jobs in J sorted according to the nondecreasing order of their tails, where ties are settled according to the nonincreasing order of heads. Also, for a potential job j 0 to be scheduled, we set r j 0 = d j 0 − p j 0 . The obtained approximate makespan is denoted by FAP _UB −1 (J ). We found in our experiments that taking the best of the two obtained schedules often yields an accurate approximate schedule.
Description of the B&B algorithm
Data representation
In our branch-and-bound algorithm, a schedule is represented by the chronological order of the jobs. Formally, with a given schedule = (t 1 , t 2 , . . . , t n ) is associated a permutation =( (1), (2), . . . , (n)) such that t (k) t (k+1) for all k =1, . . . , n−1. It is worth noting that Carlier and Néron [5] 
Branching rule
The purpose of the branching rule is to indicate a candidate job to be fixed on the first available position of the partial permutation N associated with a given node N, and to generate a descendant of the current node in the search tree. Given a node N 0 , if a job j 0 ∈ J (N 0 ) is appended to N 0 , then a descendant node N of N 0 is created with the following data:
Machine data
Data of scheduled jobs
• N = N 0 j 0 , • t j 0 (N ) = r j 0 (N 0 ), • d j 0 (N ) = r j 0 (N 0 ) + p j 0 , • q j 0 (N ) = max(q j 0 (N ), LB(N 0 ) − d j 0 (N )).
Data of unscheduled jobs
During the computations, each time a new improved upper bound UB is found, the deadline and the tail of all the jobs j ∈J (N) are adjusted to
The depth-first search strategy has been adopted. It consists in branching the first candidate node descendant of the current node in the tree. W.n.l.g., the jobs ofJ (N) are ranked according to nondecreasing release dates, and in case of ties, nonincreasing delivery times and nondecreasing processing times.
For the sake of clarity, we will denote the partial permutation N by , the setJ (N) bȳ J , and so on.
Dominance rules
In this section, we derive immediate selection rules which aims at removing dominated nodes from the set of candidate nodes to be branched.
Let C * max ( ) denote the minimum makespan of all those of the permutations beginning with the partial permutation . The three following results will be used to derive dominance relations between jobs ofJ to be appended to .
Observation 1. Let j and j be two jobs ofJ such that
r j = r j , p j = p j and q j = q j .
Then,
Proof. Obvious. 
Proof. Consider any permutation beginning with the partial permutation j . Sequencing job j 0 between and j will decrease the starting time of j 0 without delaying the starting times of the other jobs. Proof. Let M 1 and M 2 denote the first and second available machines. In any permutation beginning with the partial permutation j 0 j , the job j 0 is scheduled at t j 0 = r j 0 on M 1 and the job j is scheduled at t j 0 = max(r j , t j 0 , a 2 ) on M 2 (see Fig. 2a ). Let J 1 denote the set containing j 0 and all jobs that are processed after j 0 on M 1 , and J 2 denote the set containing job j and all jobs processed after j on M 2 . Since all jobs in J 1 and J 2 start processing after t j 0 max(a 1 , a 2 ), then the schedule obtained by interchanging J 1 and J 2 has the same makespan as the original one. This latter schedule is clearly dominated by the permutation beginning with jj 0 and depicted in Fig. 2b .
The following dominance rules are immediate consequences of the above observations. The first two rules are derived from Observations 1 and 2, respectively, whereas the two last ones are derived from Observation 3. The jobs j 1 , j 2 , . . . , j K denote the jobs ofJ sorted according to the nondecreasing order of their release dates. R 1 : If two jobs j k and j k+1 ofJ have equal heads, processing times and tails, then job j k+1
is not candidate to be appended to . R 2 : All jobs k ∈J such that r k min j ∈J (r j + p j ) are not candidate to be appended to . R 3 : Assume that there is a job j k ∈J such that r j k a 2 . Then, only jobs j h (h = k + 1, . . . , K) are candidate to be appended to j k . R 4 : If r j K a 2 , then job j K is not candidate to be appended to .
The following example shows how these selection rules are used in reducing the number of nodes in the tree.
Example 2. Consider a given partial permutation in a two-machine instance. LetJ = {1, 2, 3, 4, 5} which data are provided by Table 2 . Assume that the machine availabilities are a 1 = 2 and a 2 = 8. Fig . 3 illustrates the significant impact of the proposed dominance rules on the size of the tree. Indeed, applying the dominance rules reduces the number of potentially valid nodes at the second level from 20 nodes to only 3 nodes. The details are provided in the following.
Clearly, nodes 2 and 5 are removed according to R 1 and R 4 , respectively. Also, nodes 41, 42 and 43 are removed according to R 3 . Assume that job 1 is appended to . Then, the release dates corresponding toJ = {2, 3, 4, 5} are {8, 8, 12, 13}. Therefore, according to R 2 , the jobs with release dates larger than or equal to min j ∈J (r j + p j ) = 9 are not candidate to be appended to 1. That is, nodes 14 and 15 are removed. Similarly, assume that job 3 is appended to . Then, the release dates corresponding tō J = {1, 2, 4, 5} are {6, 6, 12, 13}. Therefore, node 32 is removed according to R 1 , and nodes 34 and 35 are removed according to R 2 .
Finally, in the case where job 4 is appended to , the release dates corresponding tō J = {1, 2, 3, 5} are {12, 12, 12, 13}. Since r 5 = min j ∈J (r j + p j ), then node 45 is removed according to R 2 .
Synthesis of the branch-and-bound algorithm
We implemented our algorithm using, at each node N , the lower bound
The upper bound computed at the root node is
It is worth noting that, since a node which yields an optimal makespan equal to UB is of no interest, then the computation of m, m and S i (i =1, . . . ,m−1) have to be slightly modified. Indeed, at each node of the tree, we have m
Note that m may be strictly larger thanm. In this case, the node will be pruned. In the following pseudo-code description of our branch-and-bound algorithm, we adopted the following notation:
• N p : the parent node of N, • (N ): the set of candidate descendant nodes of N, • N 0 : the current node to be branched.
Step 0: Initialization 0.1. Make a root node R containing the data set of the problem.
Compute UB(R) and LB(R). Set UB = UB(R).
If LB(R) = UB, then go to
Step 5. Else, compute (R) using the selection rules and set N 0 = R.
Step 1: Node selection Step 3: Pruning Prune N and go to Step 1.
Step 4: Backtracking If N 0 = R then go to Step 5. Else, set N = N 0 , N 0 = N p and go to Step 3.
Step 5: Optimal makespan Set C * max = UB. Stop.
Computational experiments
In this section we present an empirical analysis of the performance of the proposed branch-and-bound algorithm. The algorithm was coded in C and compiled with Visual C++ 5.0. The computational experiments were carried out on a Pentium IV 2.8 GHz Personal Computer with 1 GB RAM.
Test generation
We carried out a series of experiments on test problems that were randomly generated in the following way. The number of jobs n is taken equal to 50, 100, 150, 200, 300, 500, and 700. The number of machines m is taken equal to 2, 3, 5, 7, 10, and 20. The processing times are drawn from the discrete uniform distribution on [1, 10] . The heads and tails are drawn from the discrete uniform distribution on [1, K n m ], where K is taken equal to 1, 3, 5 and 7. The availability times are drawn from the discrete uniform distribution on [r min , r max ], where r min and r max are the smallest and largest release dates, respectively. We combined these problem characteristics to obtain 168 problem classes. For each class, 10 instances were generated. A CPU time limit of 300 s was set for each run.
Performance of the algorithm
We found that our algorithm solved 1674 out of 1680 instances within the CPU time limit of 300 s. Moreover, it requires an average computation time of only 4.70 s. Tables 3 a-d provide the details of the performance of our algorithm according to the variation of K, n and m. In these tables, we provide:
• Time: mean CPU time (in s).
• NN: mean number of nodes.
• US: number of instances for which optimality was not proved after reaching the time limit. The values between parentheses denote the provided lower and upper bounds of unsolved instances.
We observe that all of the instances (except one) with m 7 have been solved within the time limit of 300 s. For larger values of m, at least 9 out of 10 instances have been solved for each problem class. In particular, for K 3, 18 out of 20 of the largest instances (700 jobs and 20 machines) have been solved, on average, in less than 1 min. Note that, for all of the unsolved instances, the absolute gap (UB − LB) is always equal to 1. The CPU time seems to be more sensitive to the variation of n than m. Also, we observe that several instances have been solved at the root node, which suggests the effectiveness of the proposed bounds.
In particular, all of the instances with K = 7 have been solved at the root node. At this point, it is worth noting that we performed similar computational experiments with two additional variants of our branch-and-bound algorithm which are based on LB 1 and LB 2 , respectively. We found that these two variants have a very similar behavior for all problem classes, and that they are largely outperformed by the branch-and-bound algorithm which is based on LB 3 . Indeed, they require about 5 times more CPU time, explore about 41 times more nodes, and fail to solve 16 times more instances. The only significant exception being the set of instances with K = 1 where all of the three algorithms require comparable CPU time.
Performance on particular cases
In this section, we provide the analysis of additional experiments that have been carried out in order to assess the performance of our algorithm on the two special cases P , NC inc ||C max and P |r j , q j |C max .
Performance on the P , NC inc ||C max
To the best of our knowledge, no exact algorithm has been so far proposed in the literature for P , NC inc ||C max . In order to assess the performance of our algorithm on this special case we generated a set of 1680 instances in the same way as described in Section 6.1, but with heads and tails equal to zero, and machine availabilities drawn from the discrete uniform distribution on [1, K n m ] (K = 1, 3, 5, 7). Table 4 shows that our algorithm performs remarkably well. Indeed, only one instance out of 1680 has not been solved within the time limit of 300 s. Moreover, it requires, on average, less than 30 s to solve large-sized instances with 700 jobs and 20 machines.
6.3.2.
Performance on the P |r j , q j |C max First, we compared our algorithm with the two time-window-based B&B algorithms proposed in [7] for P |r j , q j |C max . In order to obtain meaningful results, we tested our algorithm on the same set of 720 problem tests generated by Gharbi and Haouari [7] . Moreover, the runs were carried out on the same Pentium III 733 MHz Personal Computer used in [7] . The results are depicted in Table 5 . In this table, TW 1 and TW 2 denote the two time-window-based algorithms described in [7] , and A denotes our B&B algorithm. Table 5 provides strong evidence that our algorithm consistently outperforms T W 1 and T W 2 . Indeed, we observe that it solved all of the 720 instances within the time limit of 300 s. It is worth noting that the maximal computing time of our algorithm is only 30.54 s. The mean CPU time being 1.25 s, this algorithm is 14.84 times faster than T W 1 and 21.82 times faster than T W 2 . Moreover, the number of nodes explored is, on average, 128.55 times less than the number of nodes explored by T W 1 and 57.35 times less than the number of nodes explored by T W 2 . Table 6 depicts the sensitivity of our algorithm to the variation of K. As it can be seen from this table, the problems become easier as K increases. It is worth noting that the two variants of our algorithm which are based on LB 1 and LB 2 , respectively, exhibit a very poor performance on these P |r j , q j |C max instances. Indeed, both algorithms require about 15 times more CPU time and explore about 7000 times more nodes than the algorithm which is based on LB 3 does. Moreover, we run our algorithm on larger test problems generated as follows. The number of jobs n is taken equal to 400, 600, 800, and 1000. The number of machines m is taken equal to 6, 7, 8, 9 and 10. The processing times are drawn from the discrete uniform distribution on [2, 10] . The heads and tails are drawn from the discrete uniform distribution on [1, n/m]. It is worth noting that, according to the analysis of Carlier [3] and Gharbi and Haouari [7] , this set of instances belongs to the hardest class (K = 1 and large number of machines). For each combination of n and m, 20 instances are generated. The CPU time limit was kept equal to 300 s. Table 7 shows that only three instances out of 400 have not been solved within the time limit. It is worth noting that while T W 1 and T W 2 experience difficulties in solving instances of 300 jobs and 4 machines of this hard class (40% of unsolved instances by T W 1 [7] ), our algorithm makes it feasible to solve large-sized instances with up to 1000 jobs and 10 machines in about 100 seconds, on average.
