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Decay rates for the damped wave equation with finite
regularity damping
Perry Kleinhenz
Abstract
This paper studies decay rates for the energy of solutions of the damped wave equa-
tion on the torus. It considers dampings invariant in one direction and equal to a sum
of squares of nonnegative functions with some number of derivatives. If such a damping
vanishes only on a small enough strip then the energy decays at rate 1/t3/4.The proof
uses a positive commutator argument and relies on a pseudodifferential calculus for
low regularity symbols.
1 Introduction
Let W be a bounded, nonnegative damping function on a compact Riemannian manifold
M , and let v solve {
∂2t v −∆v +W (x)∂tv = 0 t > 0,
(v, ∂tv)|t=0 = (v0, v1) ∈ C∞(M)× C∞(M) t = 0.
(1)
The primary object of study in this paper is the energy
E(u, t) =
1
2
∫
|∂tu|2 + |∇u|2dx.
When W is continuous it is classical that uniform stabilization, namely a uniform decay
rate E(t) ≤ Cr(t)E(0) with r(t)→ 0 as t→∞, is equivalent to geometric control, namely
the existence of a length L such that all geodesics of length at least L intersect the set
where W > 0. Furthermore in this case the optimal r(t) is exponentially decaying in t.
When the geometric control condition does not hold, we instead look for r(t) such that
E(t) ≤ Cr(t) (||∂tv1||H1 + ||v0||H2) . (2)
Then the optimal r(t) depends on the geometry of M and the set where {W > 0}, as well
as properties of W in a neighborhood of W = 0. In this paper I explore this dependence
for translation invariant damping functions on the torus, where I prove decay of the form
E(t) ≤ Ct−α (||∂tv1||H1 + ||v0||H2) . (3)
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Theorem 1.1. LetM be the torus (R/2piZ)x×(R/2piZ)y. There exists constants Cβ, k0 > 0
such that if W =W (x) satisfies
1. There exists functions vj(x) ∈W k0,∞(R/2piZ) nonnegative such thatW (x) =
∑
j vj(x)
2.
2. For some σ < pi√
2Cβ
,W is bounded below for x ∈ [−pi, pi]\[−σ, σ]
then there exists C depending only on Cβ such that (3) holds with α = 3/4.
The value of Cβ is specified in the proof of Lemma 6.1. Based on the proof k0 = 13 due
to regularity requirements for the pseudodifferential calculus used.
Remark If W ∈ C2k0(T2) then by a result of Bony it satisfies hypothesis 1 of the theorem.
In particular a damping W vanishing like e−1/x sin(1/x)2 satisfies hypothesis 1 of the
theorem, so if W satisfies hypothesis 2 the theorem applies to it and gives a partial answer
to a question posed in [AL14].
The equivalence of uniform stabilization and geometric control for continuous damping
functions was proved by Ralston [Ral69], Rauch and Taylor [RT75] (see also [BLR92] and
[BG97], where M is also allowed to have a boundary). For some more recent finer results
concerning discontinuous damping functions, see Burq and Ge´rard [BG18].
Decay rates of the form (2) go back to Lebeau [Leb96]. If we assume only that W ∈
C(M) is nonnegative and not identically 0, then the best general result is that r(t) in
(2) is 1/ log(2 + t) [Bur98] and this is optimal on spheres and some other surfaces of
revolution [Leb96]. At the other extreme, if M is a negatively curved (or Anosov) surface,
W ∈ C∞(M), W ≥ 0, W 6≡ 0, then r(t) may be chosen exponentially decaying [DJN19].
When M is a torus, these extremes are avoided and the best bounds are polynomially
decaying as in (3). Anantharaman and Le´autaud [AL14] show (3) holds with α = 1/2
when W ∈ L∞, W ≥ 0, W > 0 on some open set, as a consequence of Schro¨dinger observ-
ability/control [Jaf90, Mac10, BZ12]. The more recent result of Burq and Zworski [BZ19]
weakens the requirement that W > 0 on some open set to merely W 6≡ 0. Anantharaman
and Le´autaud [AL14] further show that if supp W does not satisfy the geometric control
condition then (3) cannot hold for any α > 1. They also show if W satisfies |∇W | ≤W 1−ε
for ε < 1/29 and W ∈W k0,∞ for k0 ≥ 8 then (3) holds with α = 1/(1+ 4ε). Note that my
result improves on their numerology with slightly different hypotheses. That is a damping
satisfying the hypotheses of Theorem 1.1 has |∇W | ≤ W 1/2, which if the [AL14] result
applied to ε = 1/2 would only give (3) with α = 1/3, no better than the generic upper
bound.
For earlier work on the square and partially rectangular domains see [LR05] and [BH07]
respectively, and for polynomial decay rates in the setting of a degenerately hyperbolic
undamped set, see [CSVW14].
In [Kle19], I show that, ifW = (|x|−σ)β+ near σ, then (3) holds with α = (β+2)/(β+4)
and cannot hold for α > (β + 2)/(β + 3). In the case of constant damping on a strip the
result that (3) holds with α = 2/3 is due to Stahn [Sta17], and the result that it does
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not hold for α > 2/3 is due to Nonnenmacher [AL14]. Datchev and I show in [DK19]
that for W ∼ (|x| − σ)β+ near σ (3) holds with α = (β + 2)/(β + 3), which is sharp when
W = (|x| − σ)β+ near σ.
In [LL17], Le´autaud and Lerner show that if σ = 0, then (3) holds with α = (β+2)/β.
They also consider more general manifolds and damping functions. Note that, intriguingly,
in that case the decay rate decreases as β increases, while in my setting the decay rate
increases as β increases. A key difference in the geometry is that, when σ = 0 the support
of W is the whole torus (so all geodesics interesect it) whereas when σ > 0 there is a one
parameter family of geodesics which do not intersect the support of W .
Acknowledgements The author would like to thank Jared Wunsch and Oran Gannot
for helpful conversations and comments on early drafts. The author was partially supported
by the National Science Foundation grant RTG: Analysis on manifolds at Northwestern
University.
1.1 Start of Proof
By a Fourier transform in time, it is enough to study the associated stationary problem.
More precisely by Theorem 2.4 of [BT10], as formulated in Proposition 2.4 of [AL14], decay
with α = 3/4 follows from showing that there are constants C and q0 such that, for any
q ≥ q0, ∣∣∣∣(−∆+ iqW − q2)−1∣∣∣∣
L2(T2)→L2(T2)
≤ Cq1/α−1 = Cq1/3. (4)
Expanding in a Fourier series in the y variable, it is enough to show that there are C and
q0 such that for any f ∈ L2(R/2piZ), any real β ≤ q2 and any q ≥ q0, if u ∈ H2(R/2piZ)
solves
− u′′ + iqWu− βu = f, (5)
then ∫
|u|2 ≤ Cq1/3
∫
|f |2. (6)
Here, and below, all integrals are over R/2piZ. A more precise dependence on β is obtained,
namely ∫
|u|2 ≤ C
∫
|f |2, when β < pi
2
2σ2
, q ≥ 0, (7)
and ∫
|u|2 ≤ Cq1/3
∫
|f |2, when Cβ < β < q2, q ≥ q0. (8)
Note that by assumption 2 of the Theorem Cβ < pi22σ2 and so (7) and (8) cover all β < q2.
The value of Cβ is further specified in the proof of Lemma 6.1.
The second of these (8), is the main estimate and follows from applying a positive
commutator argument. Section 2 contains the proof of (7), section 3 contains an outline of
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the proof of (8), sections 4, 5, 6 and 7 contain proofs of the subsidiary estimates in the proof
of (8). Appendix A contains some important facts about pseudodifferential operators.
I will frequently use
a+ b ≤ cb1−θdθ + e =⇒ a+ θb ≤ θc1/θd+ e. (9)
The following is another frequently invoked and important estimate
Lemma 1.2. For any β ∈ R, q > 0 and u, f solving (5)∫
W |u|2 ≤ q−1
∫
|fu|. (10)
Proof. Multiply (5) by u¯ then take the imaginary part, integrating by parts to see that the
first term is real.
2 Proof of (7)
To prove (7) multiply (5) by u¯ and a nonnegative function bε ∈ C∞(R/2piZ) with
bε(x) =
{
cos
(
pi
σ+εx
)
|x| < σ + ε/2,
0 |x| > σ + ε.
Then integrate and take the real part to obtain
−Re
∫
bεu
′′u¯− β
∫
bε|u|2 = Re
∫
bf u¯.
Integrating by parts twice gives∫
bε|u′|2 +
∫ (
−b
′′
ε
2
− βbε
)
|u|2 = Re
∫
bεfu¯,
then as long as β < pi
2
2(σ+ε)2
adding a multiple of (10) gives
∫
|u|2 ≤ C
∫
|fu| ≤
(∫
|f |2
)1/2(∫
|u|2
)1/2
.
Since ε > 0 was arbitrary this implies (7) by (11) for β < pi
2
2σ2
.
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3 Proof of (8)
This estimate will actually be assembled from estimates on different regions of phase space.
Before doing so take a semiclassical rescaling. Let γ ∈ {1, 2} then divide both sides of (5)
by q2/γ and set q = 1/hγ
Phu = (−h2∂2x + ih2−γW − h2β)u = h2f. (11)
Let δ ∈ [2/3, 1] be a small parameter that will be further specified later.
Let σ1 > 0 be a small constant and divide phase space (R/2piZ)x × Rξ = T ∗S1 into 3
regions:
1. The set where the damping is nontrivial σ + σ1/2 < |x| < pi
2. The h dependent elliptic set of Ph |ξ| > 1.5h1−δ
3. The propagating region |x| < σ + σ1 and |ξ| < 2h1−δ.
I will state the estimates on these regions and then show how they can be used to prove (8).
The elliptic estimate is proved in section 4, the propagation estimate is proved in sections
5, 6 and 7.
Lemma 3.1. For any β ∈ R, h > 0 and u, f solving (11)∫
W |u|2dx ≤ hγ
∫
|fu|dx. (12)
This follows immediately from the rescaling and (10).
3.1 Elliptic Estimate
There are two elliptic estimates.
Lemma 3.2. For constants 0 < c1 < c2 < c3 < c4 < c5 and r ∈ C∞(R), φ ∈ C∞0 (R) with
r(ξ) =
{
0 |ξ| < c2,
1 |ξ| > c3,
and
φ(ξ) =
{
1 |ξ| < c4,
0 |ξ > c5,
there exists C, h0 > 0, such that for h ≤ h0, β such that h2β < c1h2−2δ and u, f solving
(11) if R˜ = Op(φ(ξ)r(ξhδ−1)) then
||Ru||2L2 ≤ Ch4δ ||f ||2L2 + Ch4δ−γ ||f ||L2 ||u||L2 . (13)
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Lemma 3.2 is proved in section 4
Lemma 3.3. There exists C, h0 > 0 such that for h ≤ h0, β such that h2β < c1h2−2δ and
u, f solving (11) if r ∈ C∞0 (T ∗S1) with
r(x, ξ) =
{
0 |ξ| < 1.25h1−δ ,
1 |ξ| > 1.5h1−δ ,
and R = Op(r) then
||Ru||L2 ≤ C ||f ||2L2 + Ch4δ−γ ||f ||L2 ||u||L2 +O(h∞) ||u||2L2 .
Proof. Take s ∈ C∞(T ∗S1) with s = 0 on |ξ| < 1/2 and s = 1 on |ξ| > 1 and set S = Op(s),
by a standard semiclassical elliptic estimate (c.f. Theorem E.32 [DZ19])
||Su||2L2 ≤ C ||f ||2L2 +O(h∞) ||u||2L2 .
This along with Lemma 3.2 gives the result.
3.2 Propagation Estimate
Define ψ ∈ C∞0 (R)
ψ(ξ) =
{
1 on |ξ| < 2,
0 on |ξ| > 3,
and for some σ1 < pi − σ, χ ∈ C∞0 (−pi, pi)
χ(x) =
{
1 on |x| < σ + σ1,
0 on |x| > σ + 2σ1,
where both are chosen to have smooth square roots.
Lemma 3.4. There exists constants C, Cβ > 0 and h0 > 0 such that for h ≤ h0, β with
h2β < h2−2δ and u, f solving (11) if J = Op(χ1/2ψ(ξhδ−1))1/2 then
||Ju||2L2 ≤ C
(
h−δ + h5δ−2γ
β
)
||f ||L2 ||u||L2 + C
h5δ−γ
β
||f ||2L2 +
(Cβ
β
+ Ch2δ
)
||u||2L2 .
(14)
Remark Cβ depends on the W 3,∞ norms of χ and ψ.
Lemma 3.4 is proved in section 5
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3.3 Rolling it all together
I’ll now complete the proof of (8), first assuming the following proposition is true.
Proposition 3.5. There exists q0 ≥ 0 such that if δ ∈ [2/3, 1] and γ ∈ {1, 2} and q ≥ q0
and Cβ < β < q2δ/γ with f and u solving (5) then there exists C > 0 such that
||u||L2 ≤ C
(
q
2γ−5δ
γ + qδ/γ
β
)
||f ||L2 .
To finish the proof of (8) suppose q ≥ q0 and Cβ ≤ β ≤ q2/3 and u, f solve (5). Choose
δ = 2/3, γ = 2 and by Proposition 3.5 there exists C > 0 such that
||u||L2 ≤ Cq1/3 ||f ||L2 .
Now suppose q ≥ q0 and 12q2/3 ≤ β ≤ q2 and u, f solve (5). Choose δ = 1, γ = 1 and by
Proposition 3.5 there exists C > 0 such that
||u||L2 ≤ Cq1/3 ||f ||L2 .
Thus (8) is true.
Now I’ll show the proposition is true.
Proof of Proposition 3.5. Add together inequalities (12), (13), (14) then use (9) on the
||f ||L2 ||u||L2 terms, group ||u||2L2 onto the left hand side then take the square root of both
sides to obtain
||u||L2 ≤ C
(
h−δ + h5δ−2γ
β
+
h(5δ−γ)/2
β1/2
)
||f ||L2 .
Now use the rescaling q = 1/hγ and the fact that δ ∈ [2/3, 1], γ ∈ {1, 2} to attain the
desired inequality.
4 Proof of Lemma 3.2
The proof of Lemma 3.2 follows the conventional semiclassical parametrix argument with
the caveat that W is treated as a perturbation. This allows the parametrix construction
to be exact as it involves only Fourier multipliers, however treating W perturbatively pro-
duces an undesirable error term. The error term can be eliminated by imposing additional
assumptions on W and its derivatives and using the standard parametrix construction.
Proof of Lemma 3.2. Let
q0 =
h2−2δφ(ξ)r(ξhδ−1)
ξ2 − h2β ,
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noting that q0 is bounded since ξ > c2h
1−δ on supp r(ξhδ−1) and h2β < c1h
2−2δ . Now set
Q0 = Op(q0) and let p0 = ξ
2 − h2β and P0 = −h2∂2x − h2β. Since q0 and p0 depend only
on ξ,Q0P0 = Op(q0p0) = h
2−2δR, by Lemma A.1. Therefore
h2−2δRu = Q0Phu−Q0(h2−γWu).
Take L2 norm squared of both sides and then use Lemma A.2 to see Q0 is bounded on L
2
h4−4δ ||Ru||2L2 ≤ h4 ||Q0f ||2L2 + h4−2γ ||Q0Wu||2L2
≤ Ch4 ||f ||2L2 + Ch4−2γ ||Wu||2L2
≤ Ch4 ||f ||2L2 + Ch4−γ | 〈f, u〉 |.
5 Proof of (14)
The plan for this section is as follows: first statements of three subsidiary estimates and a
proof of Lemma 3.4 using them, then proofs of the subsidiary estimates.
Set a = h1−δxχ(x)(ξhδ−1)ψ(ξhδ−1) and A = Op(a), then by computing AP − P ∗A in
two different ways〈
[h2∂2x, A]u, u
〉
+ ih2−γ 〈(AW +WA)u, u〉 = 〈(AP − P ∗A)u, u〉 = 2ih2Im 〈f,Au〉 . (15)
The first two lemmas are used to estimate the [h2∂2x, A] term, the third lemma is used to
estimate the (AW +WA) term.
Lemma 5.1. Let K = Op
(
2(xχ′(x) + χ(x))ξ2ψ(ξhδ−1)
)
then
[h2∂2x, A] = ihK.
Proof. This follows immediately from Lemmas A.1 and A.2, the exact form of a and the
fact that ∂kξ ξ
2 = 0 for k ≥ 3.
Lemma 5.2. There exists constants C, Cβ and h0 > 0 such that for h ≤ h0, β with h2β <
h2−2δ , δ ∈ [2/3, 1], γ ∈ {1, 2} and u, f solving (11)
βh2 ||Ju||2L2 ≤ | 〈Ku, u〉 |+ C(h2 + h2+5δ−2γ + Ch2−2δ+γ) ||f ||L2 ||u||L2
+ Ch2+5δ−γ ||f ||2L2 + (Cβh2 + Ch2+2δ) ||u||2L2 .
Lemma 5.3. There exists constants C, h0 > 0 such that for h ≤ h0, β with h2β < h2−2δ , δ ∈
[2/3, 1], γ ∈ {1, 2} and u, f solving (11)
| 〈(AW +WA)u, u〉 | ≤ C(h1+5δ−γ+h1+γ−δ) ||f ||L2 ||u||L2+Ch1+5δ ||f ||2L2+Ch1+2δ ||u||2L2 .
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Now assuming Lemmas 5.1, 5.2, 5.3 I’ll prove Lemma 3.4.
Proof of Lemma 3.4. Divide (15) by h
2hIm 〈f,Au〉 = 〈Ku, u〉+ h2−γ 〈(AW +WA)u, u〉 .
Now apply Lemmas 5.1, 5.2, 5.3, and A.2(to see that ||Au||L2 ≤ Ch1−δ ||u||L2) and use the
fact that δ ∈ [2/3, 1] and γ ∈ {1, 2} to simplify
h2β ||Ju||2L2 ≤ C(h2+5δ−2γ + h2−δ) ||f ||L2 ||u||L2 +Ch2+5δ−γ ||f ||2L2 + (Cβh2 + Cβh2+2δ) ||u||2L2 .
Divide through by h2β to obtain the desired estimate.
The remainder of the section is proofs of Lemmas 5.2 and 5.3.
5.1 Proofs of Lemmas 5.2 and 5.3
Lemma 5.2 follows from writing K as a sum of J, Ph and error terms.
Proof of 5.2. Well
σh(K) = 2xχ
′(x)ξ2ψ(ξhδ−1) + χ(x)ψ(ξhδ−1)
(
ξ2 + σh(Ph)− ih2−γW + h2β
)
. (16)
By Lemma 6.1 〈
Op(χψξ2)u, u
〉 ≥ −Cβh2 ||u||2L2 . (17)
To estimate the term with the damping in it use Lemma 6.2
h2−γ |〈Op(χψW )u, u〉| ≤ Ch2 ||f ||L2 ||u||L2 + Ch2+6δ−γ ||f ||2L2 + o(h2) ||u||2L2 . (18)
And by Lemma 6.3∣∣∣〈Op(ξ2ψ(ξhδ−1)xχ′(x))u, u〉∣∣∣ ≤ Ch2−2δ+γ ||f ||L2 ||u||L2 +O(h∞) ||u||2L2 . (19)
Furthermore by Lemma 6.4
| 〈Op(χψP )u, u〉 | ≤ C(h2+h2+5δ−2γ) ||f ||L2 ||u||L2 +Ch2+5δ−γ ||f ||2L2 +o(h2) ||u||2L2 . (20)
Finally by Lemma 6.5
h2β| 〈Op(χψ)u, u〉 | ≥ h2β ||Ju||2L2 − Cβh2+2δ ||u||L2 . (21)
Using (17), (18), (19), (20) and (21) to estimate terms in (16) and the fact that 2/3 ≤ δ ≤ 1
and γ ∈ {1, 2} gives the desired inequality.
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The proofs of these subsidiary lemmas are in section 6.
Lemma 5.3 follows by factoring AW +WA into vjAvj and error terms. The error terms
are either small or are supported on the elliptic set of P and can be further estimated.
Before beginning the proof I’ll introduce some useful notation. In this section I write
a(j) = h(j−1)(1−δ)∂jξa(x, ξ).
Recall a(x, ξ) = h1−δxχ(x)(ξhδ−1)ψ(ξhδ−1) so a(j) ∈ S01−δ(T ∗Tn).
Proof of Lemma 5.3. By assumption there exist vj ∈ W k0,∞, (k0 = 13) such that W =∑
j v
2
j . Thus
AW +WA =
∑
j
v2jA+
∑
j
Av2j
=
∑
j
2vjAvj +
∑
j
[[A, vj ], vj ].
By Lemma 7.1
[[A, vj ], vj ] = −h1+δOp((v′j)2a(2)) +OL2→L2(h10δ−4).
Let a˜ = a(2)
∑
j(v
′
j)
2 and define
t(ξ) =
{
1 |ξ| < 3h1−δ
0 |ξ| > 4h1−δ ,
and T = Op(t). Since supp a(2) ⊂ {|ξ| < 3h1−δ} by Lemma A.3 Op(a˜) = TOp(a˜)T +
O(h10δ−5), since vj ∈W k0,∞ with k0 = 13 ≥ 11. Thus
h1+δ| 〈Op(a˜)u, u〉 | ≤ h1+δ |〈TOp(a˜)Tu, u〉|+O(h11δ−4) ||u||2L2 .
Now Op(a˜) is bounded on L2 by Lemma A.2. Then by Lemma 3.2∣∣∣h1+δ 〈TOp(a˜)Tu, u〉∣∣∣ ≤ h1+δ ||Tu||2L2
≤ h1+5δ ||f ||2L2 + h1+5δ−γ | 〈f, u〉 |.
Now by Lemma A.2, h1−δOp(xχ(ξhδ−1)ψ(ξhδ−1)) is bounded on L2 so
| 〈vjAvju, u〉 | ≤ h1−δ
∑
j
||vju||2L2
= h1−δ
∣∣∣∣∣∣W 1/2u∣∣∣∣∣∣2
L2
≤ h1+γ−δ ||f ||L2 ||u||L2 .
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Therefore
| 〈(AW +WA)u, u〉 | ≤
∑
j
| 〈2vjAvju, u〉 |+ h1+5δ ||f ||2L2 + h1+5δ−γ | 〈f, u〉 |+ Ch1+2δ ||u||2L2
≤ (h1+5δ−γ + h1+γ−δ) ||f ||L2 ||u||L2 + h1+5δ ||f ||2L2 + Ch1+2δ ||u||2L2 .
6 Calculation Lemmas for Lemma 5.2
In this section I will provide proofs for the subsidiary lemmas used in the proof of Lemma
5.2.
Lemma 6.1 follows from writing Op(χψξ2) as a positive term modulo an error term of
size h2.
Lemma 6.1. There exist constants h0 and Cβ, with Cβ depending only on the W 3,∞ norms
of χ,ψ, such that for h ≤ h0〈
Op(χψξ2)u, u
〉 ≥ −Cβh2 ||u||2L2 .
Proof. By Lemma A.1
χ1/2ψ1/2ξ#χ1/2ψ1/2ξ = ψχξ2 − h2(∂y∂η − ∂x∂ξ)2(χ1/2(x)ψ1/2(hδ−1ξ)ξχ1/2(y)ψ1/2(hδ−1η)η)
∣∣∣∣
y=x,η=ξ
+ h2+δr2
= ψχξ2 − h2r1,
for h small enough, with r1, r2 ∈ S01−δ, (the order of h on the remainder follows from writing
ξ as hδ−1ξh1−δ and using that |hδ−1ξ| < C on the support of ψ(ξhδ−1) and its derivatives).
Therefore for h small enough by Lemma A.2〈
Op(χψξ2)u, u
〉
=
〈
Op(χ1/2ψ1/2ξ)Op(χ1/2ψ1/2ξ)u, u
〉
− h2 〈r1u, u〉
≥ −Cβh2 ||u||2L2 ,
where Cβ is the L2 norm of r1 and depends only on the W 3,∞ norms of ψ and χ.
Lemma 6.2 follows from writing Op(χψW ) as vjOp(χψ)vj modulo error terms. The
error terms are either small or are supported on the elliptic set of Ph and can be further
estimated using Lemma 3.2.
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Lemma 6.2. There exist constants C, h0 > 0 such that for h ≤ h0, β with h2β < h2−2δ
and u, f solving (11)
h2−γ |〈Op(χψW )u, u〉| ≤ Ch2 ||f ||L2 ||u||L2 + Ch2+6δ−γ ||f ||2L2 + o(h2) ||u||2L2 .
Proof. By assumption W =
∑
j v
2
j with v ∈W k0,∞ so by Lemma 7.2
vjOp(χψ)vj = Op(v
2
jχψ)−
h2δ
4
Op
(
χψ′′(ξhδ−1)(vjv
′′
j + (v
′
j)
2)
)
+OL2→L2(h
11δ−5).
Write b˜ = 14χψ
′′(vjv
′′
j − (v′j)2) and note that supp b˜ ⊂ {|ξ| < 3h1−δ}. So define t ∈ C∞0 (R)
with
t(ξ) =
{
1 |ξ| < 3h1−δ
0 |ξ| > 4h1−δ ,
and set T = Op(t). By Lemma A.3, since vj ∈W k0,∞, k0 = 13 ≥ 12
h2δ |
〈
Op(˜b)u, u
〉
| = h2δ |
〈
TOp(˜b)Tu, u
〉
|+ Ch11δ−5 ||u||2L2 .
Then by Lemma 3.2
h2δ|
〈
Op(˜b)u, u
〉
| ≤ Ch6δ ||f ||2L2 + Ch6δ−γ ||f ||L2 ||u||L2 +Ch11δ−5 ||u||2L2 .
Since Op(χψ) is bounded on L2 by Lemma A.2
| 〈Op(χψW )u, u〉 | ≤
∑
j
| 〈Op(χψv2j )u, u〉 |
≤
∑
j
| 〈vjOp(χψ)vju, u〉 |+ h2δ |
〈
Op(˜b)u, u
〉
|+ o(h2) ||u||2L2
≤ C
∑
j
||vju||2L2 + Ch6δ ||f ||2L2 + Ch6δ−γ ||f ||L2 ||u||L2 + o(h2) ||u||2L2
≤ C
∣∣∣∣∣∣W 1/2u∣∣∣∣∣∣2
L2
+Ch6δ ||f ||2L2 + Ch6δ−γ ||f ||L2 ||u||L2 + o(h2) ||u||2L2
≤ Chγ ||f ||L2 ||u||L2 + Ch4 ||f ||2L2 + o(h2) ||u||2L2 .
using that δ ≥ 2/3 and γ ∈ {1, 2} and for h small enough.
Lemma 6.3 follows from recognizing χ′ is supported only on the damped set and ap-
plying (12).
Lemma 6.3. There exist constants C, h0 > 0 such that for h ≤ h0 and u, f solving (11)∣∣∣〈Op(ξ2ψ(ξhδ−1)xχ′(x))u, u〉∣∣∣ ≤ Ch2−2δ+γ ||f ||L2 ||u||L2 +O(h∞) ||u||2L2 .
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Proof. Since supp (χ′) ⊂⊂ {σ + σ1 < |x| < σ + 2σ1} define t ∈ C∞0 (−pi, pi) with
t =
{
1 σ + σ1 < |x| < σ + 2σ1
0 |x| < σ,
and set T = Op(t). Then by Lemma A.3 (since χ′ ∈ C∞(−pi, pi))∣∣∣〈Op(ξ2ψ(ξhδ−1)xχ′(x))u, u〉∣∣∣ = ∣∣∣〈TOp(ξ2ψ(ξhδ−1)xχ′(x))Tu, u〉∣∣∣+O(h∞) ||u||2L2
=
∣∣∣〈Op(ξ2ψ(ξhδ−1)xχ′(x))Tu, Tu〉∣∣∣+O(h∞) ||u||2L2
≤
∣∣∣∣∣∣Op(ξ2ψ(ξhδ−1)xχ′(x))Tu∣∣∣∣∣∣
L2
||Tu||L2 +O(h∞) ||u||2L2 .
By Lemma A.2 h2−2δOp((hδ−1ξ)2ψ(ξhδ−1)xχ′(x)) is bounded on L2 so
≤ Ch2−2δ ||Tu||2L2 +O(h∞) ||u||2L2
≤ Ch2−2δ ||Wu||2L2 +O(h∞) ||u||2L2
≤ Ch2−2δ+γ | 〈f, u〉 |+O(h∞) ||u||2L2 .
Lemma 6.4 follows from writing Op(χψP ) as Op(χψ)P plus error terms. The error
terms are supported on the elliptic set of P or the support of the damped region and are
further estimated using Lemma 3.2 or (12).
Lemma 6.4. There exist constants C, h0 > 0 such that for h ≤ h0, β with h2β < h2−2δ
and u, f solving (11)
| 〈Op(χψP )u, u〉 | ≤ C(h2 + h2+5δ−2γ ) ||f ||L2 ||u||L2 + Ch2+5δ−γ ||f ||2L2 + o(h2) ||u||2L2 .
Proof. Well by Lemma 7.3
Op(χψP ) = Op(χψ)P −Op(hχ′ψξ + h2χ′′ψ)−
3∑
k=1
h2−γ+kOp(χ∂kξψ∂
k
xW )
+OL2→L2(h
11δ−5).
Set b˜1,j = h
2−γ+jχ∂jξψ∂
j
xW and note that supp (˜b1,j) ⊂ {|ξ| < 3h1−δ}. Define t ∈ C∞0 (R)
t(ξ) =
{
1 |ξ| < 3h1−δ
0 |ξ| > 4h1−δ ,
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and set T = Op(t). Then by Lemma A.3 since W ∈ W k0,∞ for k0 = 13 ≥ 12, and Lemma
A.2 (to see h−δOp(˜b1,j) is bounded on L
2)
h2−γ
∣∣∣〈Op(˜b1,j)u, u〉∣∣∣ = h2−γ ∣∣∣〈TOp(˜b1,k)Tu, u〉∣∣∣+ Ch2−γ+11δ−5 ||u||2L2
≤ h2−γ+δ ||Tu||2L2 + o(h2) ||u||2L2 .
Then by Lemma 3.2
h2−γ
∣∣∣〈Op(˜b1,j)u, u〉∣∣∣ ≤ Ch2−γ+5δ ||f ||2L2 + Ch2+5δ−2γ |〈f, u〉|+ o(h2) ||u||2L2 .
Set b˜2 = χ
′ψξhδ−1 + hδχ′′ψ. Note supp (˜b2) ⊂ {σ + σ1 < |x| < σ + 2σ1} and define
s ∈ C∞0 (−pi, pi) with
s(x) =
{
1 σ + σ1 < |x| < σ + 2σ1
0 |x| < σ,
and set S = Op(s). Using Lemmas A.3 (since χ′ ∈ C∞) and A.2 (to see h1−δOp(˜b2) is
bounded on L2)
2h
∣∣∣〈Op(˜b2)u, u〉∣∣∣ = 2h ∣∣∣〈SOp(˜b2)Su, u〉∣∣∣+O(h∞) ||u||2L2
≤ Ch2−δ ||Wu||2L2 +O(h∞) ||u||2L2
≤ Ch2−δ+γ | 〈f, u〉 |+O(h∞) ||u||2L2 .
And it is clear that
| 〈Op(χψ)Pu, u〉 | ≤ Ch2 ||f ||L2 ||u||L2 .
Lemma 6.5 follows by writing Op(χψ) as J2 plus an error term.
Lemma 6.5. There exist constants C, h0 > 0 such that for h ≤ h0
h2β| 〈Op(χψ)u, u〉 | ≥ h2β ||Ju||2L2 − Cβh2+2δ ||u||L2 . (22)
Proof. Well by Lemma A.1
χ1/2ψ1/2#χ1/2ψ1/2 = χψ − h2δr1,
where r1 ∈ S01−δ. Thus by Lemma A.2
||Ju||2L2 =
∣∣∣〈Op(χ1/2ψ1/2)Op(χ1/2ψ1/2)u, u〉∣∣∣ ≤ |〈Op(χψ)u, u〉|+ h2δ 〈Op(r1)u, u〉
≤ |〈Op(χψ)u, u〉|+ Ch2δ ||u||2L2 .
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7 Composition/Remainder Lemmas
This section contains proofs of composition formulas and the exact size of remainders used
in the proofs of Lemmas 5.3, 6.2 and 6.4. Because the damping W is only assumed to be
in W k0,∞, the exact regularity required in order to obtain remainder terms of the given
size is computed. The crucial tool in these computations is the composition formula for
low regularity symbols of Lemma A.5.
Remark In this section I use the notation
a(j)(x, ξ) = h(j−1)(1−δ)∂jξa(x, ξ).
and note that a(j) ∈ S01−δ(T ∗Tn).
Lemma 7.1. There exists h0 > 0 such that for h ≤ h0
[[A, vj ], vj ] = −h1+δOp((v′j)2a(2)) +OL2→L2(h10δ−4).
Proof. Well by Lemma A.5, since vj ∈W k0,∞ for k0 = 13 ≥ 12
[A, vj ] =
2∑
k=0
(ih)k
2kk!
(1 − (−1)k)Op(∂kxvj∂kξ a) +OL2→L2(h10δ−4)
= Op(iha(1)v′j) +OL2→L2(h
1+2δ).
Therefore again applying Lemma A.5, since vj ∈W k0,∞ for k0 = 13 ≥ 11
[Op(iha(1)v′j), vj ] =
1∑
k=1
(ih)k
2kk!
(1− (−1)k)Op(v′j∂kξ a(1)∂kxvj) +OL2→L2(h1+2δ)
= −h1+δOp(a(2)(v′j)2) +OL2→L2(h1+2δ).
Therefore
[[A, vj ], vj ] = [Op(iha
(1)v′j) +OL2→L2(h
1+2δ), vj ] = −h1+δOp(a(2)(v′j)2) +OL2→L2(h10δ−4).
The proof of this lemma is the only part of this proof that requires k0 = 13 the rest of
the paper would follow with k0 = 12.
Lemma 7.2. There exists h0 > 0 such that for h ≤ h0
vjOp(χψ)vj = Op(v
2
jχψ)−
h2δ
4
Op
(
χψ′′(ξhδ−1)(vjv
′′
j + (v
′
j)
2)
)
+OL2→L2(h
11δ−5).
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Proof. Well by Lemma A.5 since vj ∈W k0,∞ with k0 = 13 ≥ 12
Op(χψ)vj = Op(ψχvj)+
ih
2
Op(χv′j∂ξψ)−
h2
8
Op(χv′′j ∂
2
ξψ)−
ih3
48
Op(χv′′′j ∂
3
ξψ)+OL2→L2(h
11δ−5)
Thus by Lemma A.5 since vj ∈W k0,∞ with k0 = 13 ≥ 13
vjOp
(
ψχvj +
ih
2
χv′j∂ξψ −
h2
8
χv′′j ∂
2
ξψ −
ih3
48
χv′′′j ∂
3
ξψ
)
= Op(v2jχψ)−
h2
4
Op(χ∂2ξψ(vjv
′′
j + (v
′
j)
2))
− h
4
48
Op(χv′jv
′′′
j ∂
4
ξψ) +
h4
64
Op(χ(v′′j )
2∂4ξψ) +
h6
2306
Op((v′′′j )
2χ∂6ξψ) +OL2→L2(h
11δ−5)
= Op(v2jχψ)−
h2
4
Op(χ∂2ξψ(vjv
′′
j + (v
′
j)
2)) +OL2→L2(h
11δ−5).
Therefore
vjOp(χψ)vj = Op(v
2
jχψ)−
h2δ
4
Op(χψ′′(vjv
′′
j + (v
′
j)
2)) +OL2→L2(h
11δ−5).
Lemma 7.3. There exists h0 > 0 such that for h ≤ h0
Op(χψP ) = Op(χψ)P −Op(hχ′ψξ + h2χ′′ψ)−
3∑
k=1
h2−γ+kOp(χ∂kξ ψ∂
k
xW )
+OL2→L2(h
11δ−5).
Proof. By Lemmas A.1 and A.5, since W ∈W k0,∞ for k0 = 13 ≥ 12
Op(χψ)P = Op(χψ)(−h2∂2x + ih2−γW − h2β)
= Op(χψσh(P )) +
3∑
k=1
(ih)k
2kk!
Op
(
(∂y∂ξ − ∂x∂η))k χ(x)ψ(ξhδ−1)(η2 + ih2−γW (y))
∣∣∣∣
y=x,η=ξ
)
+OL2→L2(h
11δ−5)
= Op(χψσh(P )) + Op(hχ
′ψξ + h2χ′′ψ) + h2−γχ
3∑
k=1
hkOp(∂kξψ∂
k
xW ) +OL2→L2(h
11δ−5).
A Pseudodifferential Operators
This appendix contains the requisite background information on pseudodifferential oper-
ators, as well as a lemma calculating the size of errors from introducing cutoff operators
and a careful calculation of the regularity required to have remainder terms bounded on
L2.
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Definition 1. a(x, ξ;h) ∈ Smρ (T ∗S1) if a is supported inside an h independent compact
set and satisfies
sup
x,ξ
|∂αx ∂θξa(x, ξ;h)| ≤ Cαθh−ρ|θ| 〈ξ〉m−|θ| . (23)
The following lemma gives the standard composition formula for Smρ (T
∗
S
1) symbols.
Lemma A.1. Let a ∈ Smρ (T ∗S1), b ∈ Sm
′
ρ (T
∗
S
1) then
1. Op(a)Op(b) = Op(a#b) where a#b ∈ Sm+m′ρ (T ∗S1) and for each N
a#b(x, y;h) =
N−1∑
k=0
(ih)k
2kk!
(∂y∂ξ − ∂x∂η)k (a(x, ξ;h)b(y, η;h))
∣∣∣∣
y=x,η=ξ
+O
Sm+m
′
ρ (T ∗S1)
(h(N(1−ρ)).
(24)
2. Op(a)∗ = Op(a¯), in particular real symbols have self-adjoint Weyl quantization.
This follows from Theorems 4.17 and 4.18 of [Zwo12].
The following theorem gives a sufficient condition for a pseudodifferential operator to
be bounded on L2. It follows immediately from Theorem 1.2 of [Bou99].
Lemma A.2. There exists C > 0 such that for all b(x, ξ) ∈ S ′(T ∗Tn)
||Op(b)||
L (L2(S1)) ≤ C
∑
α,θ∈{0,1}n
h|θ|
∣∣∣∣∣∣∂αx ∂θξ b∣∣∣∣∣∣
L∞
.
In particular if b ∈ Sρ(T ∗Tn) then Op(b) is bounded on L2.
Proof. Well
Op(b) = (2pih)−1
∫
R×R
ei(x−y)ξ/hb
(
x+ y
2
, ξ
)
v(y)dydξ
= (2pi)−n
∫
Rn×Rn
ei(x−y)ηb
(
x+ y
2
, ηh
)
v(y)dydη = Op(b(·, hη))
which by [Bou99] Theorem 1.2 has
||Op(b)||
L (L2(S1)) ≤ C
∑
α,θ∈{0,1}
∣∣∣∣∣∣∂αx ∂θηb(x, hη)∣∣∣∣∣∣
L∞
≤ C
∑
α,θ∈{0,1}
h|θ|
∣∣∣∣∣∣∂αx ∂θξ b∣∣∣∣∣∣
L∞
.
The following lemma calculates the size of errors from introducing cutoff operators. It
is a key tool used to take advantage of symbols with support contained in regions of phase
space where good estimates hold, namely the elliptic set of P and the support of W .
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Lemma A.3. Fix N ∈ N and suppose hθρ∂αx ∂θξ b ∈ L∞(T ∗Tn) for |α|, |θ| ≤ N and t ∈
Smρ (T
∗
T
n) such that t ≡ 1 on supp b, then
1.
Op(t)Op(b) = Op(b)+OL2→L2(h
N(1−ρ)+ρ−6) Op(b)Op(t) = Op(b)+OL2→L2(h
N(1−ρ)+ρ−6).
2.
Op(t)Op(b)Op(t) = Op(b) +OL2→L2(h
N(1−ρ)+ρ−6).
Proof. Well by Lemma A.5
Op(t)Op(b) =
N−6∑
k=0
(ih)k
2kk!
Op
(
(∂y∂ξ − ∂x∂η)kt(x, ξ)b(y, η)
∣∣∣∣
y=x,η=ξ
)
+OL2→L2(h
(N−6)(1−ρ)−5ρ)
= Op(tb) +OL2→L2(h
N(1−ρ)+ρ−6),
since ∂kξ t(x, ξ) = ∂
k
xt(x, ξ) = 0 on supp b. The second part of part 1 follows by an analogous
proof.
To see part 2 take
Op(t)Op(b)Op(t) = (Op(t)Op(b))Op(t)
=
(
Op(b) +OL2→L2(h
N(1−ρ)+ρ−6)
)
Op(t)
= Op(b)Op(t) +OL2→L2(h
N(1−ρ)+ρ−6)
= Op(b) +OL2→L2(h
N(1−ρ)+ρ−6),
where Op(t) is bounded on L2 by Lemma A.2.
The following lemma gives an exact calculation of the regularity required to show a
remainder term is the symbol of a pseudodifferential operator that is bounded on L2.
Lemma A.4. If a, b ∈ S ′(T ∗S1) then there exists C > 0 such that
∂αx ∂
θ
ξ
∫ 1
0
(1− t)N−1eithA(D) (∂y∂ξ − ∂x∂η)N (a(x, ξ;h)b(y, η;h))dt
∣∣∣∣
y=x,η=ξ
≤ C sup
x,y,ξ,η,|γ|≤5
∇γ(∂x + ∂y)α(∂ξ + ∂η)θ(∂y∂ξ − ∂x∂η)N (a(x, ξ)b(y, η)).
where γ is a multi-index.
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Proof. Well
sup
x
|∂kx(g(x, y)|y=x)| = sup
x
|∂kxg(x, x)| ≤ sup
x,y
∣∣∣(∂x + ∂y)kg(x, y)∣∣∣ .
Now write g(x, y, ξ, η) := (∂y∂ξ − ∂x∂η)Na(x, ξ)b(y, η). If ω ∈ {x, y, ξ, η} note that
∂ωe
ithA(D)g(x, y, ξ, η) = eithA(D)∂ωg(x, y, ξ, η),
since both operators are Fourier multipliers. Since (0, 1) is bounded and (1−t)N is bounded
it is enough to show
eithA(D)g(x, y, ξ, η) ≤ C sup
x,y,ξ,η,|γ|≤5
∇γg(x, y, ξ, η),
for C uniform in t and h and γ a multi-index with |γ| ≤ 5.
Well
eithA(D)g(z) =
∫
R4n
e−iζzheithA(ζ)gˆ(ζ)dζ.
And
|eithA(D)g(z)| ≤
∫
R4n
|gˆ(ζ)|dζ ≤ C sup
x,y,ξ,η,|γ|≤5
|∇γg|.
where the last inequality is by [Zwo12] Lemma 3.5 (ii).
Definition 2. A distribution a ∈W kSρ(T ∗S1) if and only if for α ≤ k, θ ∈ N
hρθ∂αx ∂
θ
ξa ∈ L∞(T ∗S1).
Lemma A.5. Suppose N ∈ N is some fixed constant and a, b are distributions with either
1. ∂αx b ∈ L∞(S1) for α ≤ N , let N˜ ≤ N − 6 and assume for some ρ ∈ [0, 1/3], that
hρθ∂θξ∂
l
xa ∈ L∞(T ∗S1) for l ≤ max(N˜ + 4, 5) and for all θ ∈ N. Then
Op(a)Op(b) =
N˜−1∑
k=1
(ih)k
2kk!
(−1)kOp(∂kξ a∂kxb) +OL2→L2(hN˜(1−ρ0)−5ρ0).
Op(b)Op(a) =
N˜−1∑
k=1
(ih)k
2kk!
Op(∂kξ a∂
k
xb) +OL2→L2(h
N˜(1−ρ0)−5ρ0).
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2. hρθ∂θξ∂
α
x b ∈ L∞(T ∗S1) for α ≤ N, θ ∈ N and hρθ∂θξ∂lxa ∈ L∞(T ∗S1) for θ, l ∈ N.
Then
Op(a)Op(b) =
N˜−1∑
k=1
(ih)k
2kk!
Op
(
(∂y∂ξ − ∂x∂η)ka(x, ξ)b(y, η)
∣∣∣∣
y=x,η=ξ
)
+OL2→L2(h
N˜(1−ρ0)−5ρ0).
Op(b)Op(a) =
N˜−1∑
k=1
(ih)k
2kk!
Op
(
(∂y∂ξ − ∂x∂η)kb(x, ξ)a(y, η)
∣∣∣∣
y=x,η=ξ
)
+OL2→L2(h
N˜(1−ρ0)−5ρ0).
Proof. The proof follows that [Zwo12] Theorems 4.17 and 4.18 with special attention paid
to the minimal necessary regularity. I will only state the proof for the first part of 1) but
the other statements follow by analogous arguments.
If c(z, w) = a(z)b(w) and Q is the symmetric nonsingular matrix given by 〈QD,D〉 =
σ(Dx,Dξ,Dy,Dη) whereD = (Dx,Dξ,Dy,Dη), by [Zwo12] theorem 4.8(i) if z = (x0, ξ0, y0, η0)
and w = (x, ξ, y, η) then
e
ih
2
〈QD,D〉c(z) =
|detQ|−1/2
(2pih)2n
e
ipi
4
sgnQ
∫
R4
e
i
h
φ(w)c(z + w)dw,
and φ(w) = −12
〈
Q−1w,w
〉
. By a close reading of [Zwo12] Theorm 3.18 since
|∂αc| ≤ Cα
for all α ≤ 5, this integral defines an element of S ′.
Now let χ : R4 → R be smooth with χ = 1 on B(0, 1) and χ ≡ 0 on R4\B(0, 2). Then
e
ih
2
〈QD,D〉c(z) =
C
h2n
∫
R4
e
i
h
φ(w)c(z − w)dw
=
∫
R4
(χ+ (1− χ))e ihφ(w)c(z − w)dw
= A(z) + B(z).
To estimate A(z) note that χ(w)a(z−w) has compact support. Thus by [Zwo12] Theorem
3.13,
A(z) =
N˜−1∑
k=0
(ih)k
2kk!
〈QD,D〉k c(z) + (ih)
n˜
2n˜N˜ !
∫ 1
0
(1− t)N˜−1eihA(D) 〈QD,D〉N˜
=
N˜−1∑
k=0
(ih)k
2kk!
∂kξ a∂
k
xb+
(ih)N˜
2N˜ N˜ !
∫ 1
0
(1− t)N˜−1eihA(D)∂N˜ξ a∂N˜x bdt.
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By Lemmas A.4 and A.2 the the last term is a bounded operator on L2 of size hN˜(1−ρ0)−5ρ0 .
This also shows that A ∈W 1Sρ(T ∗S1).
It remains to be seen that Op(B) = OL2→L2(h
N˜(1−ρ)). Let L = 〈∂φ,hD〉|∂φ| , so Le
iφ/h =
eiφ/h. Since |∂φ(w)| ≥ c|w| for some positive constant c, L has smooth coefficients on the
support of (1− χ). For any M ≤ N˜ + 4
|(L∗)M ((1− χ)c) ≤ CM h
M
〈w〉M
sup
|α|≤M
|∂αc(z − w)|.
Therefore for M = max(5, N˜ + 3)
|B| = C
h2
∣∣∣∣∫
R4
(LMeiφ/h)(1− χ)c(z − w)dw
∣∣∣∣
=
C
h2
∣∣∣∣∫
R4
eiφ/h(L∗)M ((1− χ)c(z − w))dw
∣∣∣∣
≤ ChM−2
∫
R4
〈w〉−M sup
|α|≤M
|∂αc(z − w)|dw
= ChM(1−ρ)−2n ≤ ChN˜(1−ρ).
Similarly hθ|∂τx∂θξB| ≤ ChN˜(1−ρ) for τ, θ ∈ {0, 1}, taking M = max(5, N˜ + 4). There-
fore B ∈ W 1Sρ(T ∗S1) so a#b ∈ W 1Sρ(T ∗S1). It is also clear by Lemma A.2 Op(B) =
OL2→L2(h
N˜(1−ρ)).
Finally
Op(a)Op(b) = Op(a#b)
by [Zwo12] Theorem 4.18 and the density of Sρ(T
∗
S
1) in W kSρ(T
∗
S
1) and by [Zwo12]
(4.4.17)
a#b(x, ξ) = eihA(D)c((x, ξ), (x, ξ)) = eih/2〈QD,D〉c((x, ξ), (x, ξ)).
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