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Kapitel 1
Einfu¨hrung
In der vorliegenden Arbeit werden Methoden fu¨r die Planung, Analyse und Validierung
von Computerexperimenten erarbeitet. Computerexperimente sind ein relativ neues
Feld der Statistik, bei dem fu¨r ein real existierendes Pha¨nomen computergestu¨zte Si-
mulationen vorhanden sind, die im Idealfall echte Experimente ersetzen sollen. Die
Simulationen haben dabei den Vorteil dass sie oftmals kostengu¨ngstiger und schnel-
ler sind als echte Experimente. Dennoch haben die Simulation meistens einen so hohen
Rechenbedarf, dass nicht beliebig viele La¨ufe der Simulation zur Verfu¨gung stehen. Ziel
der Statistik in diesem Zusammenhang ist es, die Simulationen so zu nutzen, dass mo¨g-
lichst viele Informationen aus einer begrenzten Anzahl an Simulationsla¨ufen erhalten
werden. Dies beinhaltet eine ada¨quate Planung der Simulationen und, da u¨blicherweise
nicht alle mo¨glichen Kombinationen von Einflussgro¨ßen durchprobiert werden ko¨nnen,
das Bereitstellen von Hilfsmodellen, die Vorhersagen fu¨r Kombinationen von Einfluss-
gro¨ßen machen, die nicht beobachtet wurden. Da die Simulationen als ein Modell fu¨r
das reale Experiment interpretiert werden ko¨nnen, werden die Hilfsmodelle auch oft
als Metamodell bezeichnet. Die Simulationen haben fast immer Eigenschaften, die sehr
unterschiedlich zu konventionellen, echten Experimenten sind: Die Simulationen sind
deterministisch und haben meistens eine relativ hohe Komplexita¨t. Dies macht es erfor-
derlich, Methoden zu verwenden, die auf diese Situation angepasst sind. Ein wichtiger
Punkt bei der Behandlung von Computerexperimenten ist der Vergleich mit echten Ex-
perimenten, falls mo¨glich. Liefert die Simulation keine gute Anna¨herung an die echten
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Experimente ist die Nu¨tzlichkeit der Simulation zumindest fragwu¨rdig.
Das Ziel dieser Arbeit ist es, in den drei Bereichen Planung, Modellierung und Validie-
rung von Computerexperimenten neue Methoden vorzustellen, die teils erheblich von
vorhandenen Methoden abweichen und die Gu¨te dieser Methoden zu untersuchen.
Im zweiten Kapitel werden dafu¨r einige Konzepte aus dem mathematischen Gebiet der
Geometrie vorgestellt, die im dritten Kapitel fu¨r die Entwicklung von Versuchspla¨nen
und im fu¨nften Kapitel fu¨r die Herleitung einer Interpolationsmethode von Bedeutung
sind. Hier ist insbesondere die Delaunaytriangulation fu¨r das weitere Vorgehen wichtig.
Im dritten Kapitel wird eine neue Art raumfu¨llender Versuchsplan vorgestellt, der auf
dem Konzept der Delaunaytriangulation aufbaut und durch ein sehr einfaches Metamo-
dell (eine stu¨ckweise lineare stetige Funktion) motiviert ist. Diese Art Versuchspla¨ne ist
konkurrenzfa¨hig zu herko¨mmlichen raumfu¨llenden Versuchspla¨nen, hat aber den Vor-
teil, dass gro¨ßtenteils keine aufwendigen Optimierungsalgorithmen verwandt werden.
Daru¨berhinaus ist die Konstruktion von Versuchspla¨nen mittels der neu vorgestellten
Systematik sehr schnell und es sind Versuchspla¨ne verfu¨gbar, die nicht ein verallgemei-
nertes Rechteck als Versuchsraum vorraussetzen.
Da das Metamodell der stu¨ckweise linearen stetigen Funktionen sehr einfach und in
seiner eigentlichen Form nicht zur Modellierung von Computerexperimenten geeignet
ist, wird in Kapitel 5 ein Metamodell vorgestellt, dass diese Methode verfeinert und
die Nachteile der stu¨ckweise linearen stetigen Funktion beseitigt. Das neu hergeleitete
Metamodell hat A¨hnlichkeit zum Inverse Distance Weighting, u¨bertrifft diese Interpo-
lationsmethode bzgl. der Vorhersagegu¨te jedoch und ist insbesondere fu¨r kleine Stich-
probenumfa¨nge konkurrenzfa¨hig zu etablierten Methoden wie dem Kriging oder der
Interpolation mit radialen Basisfunktionen, die in Kapitel 4 vorgestellt werden.
In den meisten Fa¨llen sollen Computerexperimente als vollwertiger Ersatz fu¨r echte
Experimente fungieren. Deshalb ist es wesentlich, die Gu¨te der Vorhersage der Compu-
terexperimente zu u¨berpru¨fen. Dafu¨r wird in Kapitel 6 ein Permutationstest vorgestellt,
der die Hypothese, dass das Computerexperiment echte Experimente im Mittel richtig
3vorhersagt, u¨berpru¨ft. Fu¨r die Situation, dass mehrere Simulation fu¨r dieselbe Situation
vorliegen, aber keine der vorliegenden Simulationen ein perfekter Ersatz fu¨r die ech-
ten Experimente ist, wird im Anschluss eine Methodik vorgestellt, um lokal die beste
Simulationsvorhersage auszuwa¨hlen.
Ein Fazit fasst die gefundenen Ergebnisse zusammen.

Kapitel 2
Delaunaytriangulation
Da die Delaunaytriangulation an mehreren Stellen dieser Arbeit verwendet wird, wird
sie hier vorab eingefu¨hrt. Fu¨r eine gute Erkla¨rung der Delaunaytriangulation sei auf
Fortune (2004) und Okabe et al. (2000) verwiesen. Gegeben sei die Punktemenge Pn =
{~x1, . . . , ~xn} im Rd mit n ≥ d + 1. Das Ziel einer Triangulation ist es, die konvexe
Hu¨lle conv(Pn) der Punktemenge Pn in N Simplexe S1, . . . , SN aufzuteilen, so dass,
abgesehen von Nullmengen, jeder Punkt der konvexen Hu¨lle genau einmal u¨berdeckt
wird und die Menge der Ecken der Simplexe gleich der Menge der Punkte in Pn ist. Die
Ecken des Simplex Sj werden mit ~x
j
0, . . . , ~x
j
d bezeichnet und sind Teilmenge von Pn:
∀j = 1, . . . , N, ∀i = 0 . . . , d : ~xji ∈ Pn . In einer Dimension ist eine solche Aufteilung
eindeutig, fu¨r d ≥ 2 ist die Aufteilung bis auf den Spezialfall n = d + 1 (d.h. es gibt
nur einen mo¨glichen Simplex) jedoch nicht eindeutig. Eine oft gewa¨hlte Mo¨glichkeit
ist die Delaunaytriangulation. Hier wird die Delaunaytriangulation in Bezug auf das
sogenannte Umkreiskriterium definiert. Fu¨r jeden beliebigen d-dimensionalen Simplex
mit nicht leerem Inhalt kann eine Umkugel berechnet werden:
Definition 2.1 (Umkugel). Betrachte die Punkte ~x0, . . . , ~xd ∈ Rd mit der Eigenschaft,
dass der Simplex mit Ecken ~x0, . . . , ~xd nichtleeren Inhalt hat. Die Umkugel C mit Radius
r und Mittelpunkt ~c ist die eindeutig definierte Kugel, fu¨r die gilt, dass ‖~c−~xi‖ = r, i =
0, . . . , d.
Die Berechnung der Umkugel ist im Anhang 1 erkla¨rt. Damit die im folgenden defi-
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nierte Delaunaytriangulation eindeutig ist, wird eine Bedingung an die Punktemenge
Pn gestellt:
Definition 2.2 (Non-cocircularity). Die Punktemenge Pn ⊂ Rd ist non-cocircular,
wenn keine d+ 2 Punkte aus Pn auf einer d-dimensionalen Kugel liegen.
Die Delaunaytriangulation hat folgende interessante Eigenschaft, anhand der sie auch
definiert werden kann.
Definition 2.3 (Delaunaytriangulation). Betrachte die non-cocircula¨re Punktemenge
Pn = {~x1, . . . , ~xn}, ~xi ∈ Rd, n ≥ d + 1 und die Triangulation T (Pn) mit Simplexen
S1, . . . , SN und zu den Simplexen geho¨renden Umkugeln C1, . . . , CN . T (Pn) ist genau
dann eine Delaunaytriangulation, wenn fu¨r jeden Simplex Sj, j = 1, . . . , N gilt:
(D1) Fu¨r alle Simplexe Sj mit Umkugel Cj, Umkugelmittelpunkt ~cj und Radius rj gilt:
‖~p−~cj‖ ≥ rj ∀ ~p ∈ Pn, d.h. kein einziger Punkt in Pn liegt innerhalb der Umkugeln
Cj.
(D2) Die einzigen Punkte, die auf dem Rand von Cj liegen, sind die, die die Ecken des
Simplex Sj darstellen: ‖~p− ~cj‖ = rj ⇔ ~p ∈ {~xj0, . . . , ~xjd} ∀ ~p ∈ Pn.
Um eine Eindeutigkeit der Delaunaytriangulation zu erreichen, muss die Punktemenge
Pn ”
non-cocircular“ sein (Okabe et al. (2000)), andernfalls gibt es mehrere Triangulati-
on, die die Eigenschaft (D1) erfu¨llen. Dann liegen nicht mehr nur die Punkte auf dem
Rand des Umkreises Cj, die die Ecken des Simplex Sj bilden. Weitere interessante Ei-
genschaften der Delaunaytriangulation ko¨nnen in Rajan (1994) gefunden werden. U¨ber
eine beliebige Triangulation kann eine stu¨ckweise lineare Funktion definiert werden:
Bemerkung 2.1 (Stu¨ckweise lineare Funktion). Sei die Punktemenge Pn =
{~x1, . . . , ~xn}, xi ∈ Rd mit dazugeho¨rigen Werten y1, . . . , yn ∈ R gegeben. T (Pn) sei
eine beliebige Triangulation der Punktemenge Pn mit Simplexen S1, . . . , SN . Dann
kann fu¨r jeden Simplex Sj mit Ecken ~x
j
0, . . . , , ~x
j
d ∈ Pn und zugeho¨rigen y-Werten
7yj0, . . . , y
j
d ∈ {y1, . . . , yn} eine lineare Funktion yj(x) berechnet werden, die die Werte
(~xj0, y
j
0), . . . , (~x
j
d, y
j
d) interpoliert. Werden die Funktionen y
j(x) jeweils lokal innerhalb
des Simplex Sj betrachtet, ergibt sich eine innerhalb der konvexen Hu¨lle der Punkte-
menge Pn eindeutige Funktion yT (x), die stetig und stu¨ckweise linear ist.
Die in Bemerkung 4 beschriebene Funktion wird im folgenden als die zu der Triangu-
lation T (Pn) zugeho¨rigen stu¨ckweise lineare stetige Funktion bezeichnet. Rippa (1990)
definiert das folgende Glattheitskriterium fu¨r stu¨ckweise stetige lineare Funktionen:
Definition 2.4 (Glattheitsmaß). Es sei die Punktemenge Pn := {~x1, . . . , ~xn} ⊂ Rd mit
dazugeho¨rigen Werten y1, . . . , yn ∈ R gegeben. Fu¨r eine beliebige Triangulation T (Pn)
mit zugeho¨riger stu¨ckweiser linearer stetiger Funktion yT (x) definiere das Glattheitsmaß
R(yT ) als:
R(yT ) := |yT | , wobei |yT |2 :=
N∑
j=1
∣∣yˆj∣∣2
Sj
und ∣∣yj∣∣2
Sj
:=
∫
Sj
[(
∂yj
∂x1
)2
+ · · ·+
(
∂yj
∂xd
)2]
dx1 . . . dxd.
Auch wenn das Glattheitsmaß fu¨r beliebige Dimensionen definiert ist, ist die Optima-
lita¨t der Delaunaytriangulation nur fu¨r 2 Dimensionen bekannt:
Satz 2.1 (Rippa (1990)). Seien die Punktemenge Pn := {~x1, . . . , ~xn} ⊂ R2 mit dazu-
geho¨rigen Werte y1, . . . , yn ∈ R gegeben. yT bezeichne eine stu¨ckweise lineare stetige
Funktion zu einer Triangulation T . Ist T die Delaunaytriangulation und T˜ eine belie-
bige andere Triangulation, dann gilt:
R(yT ) ≤ R(yT˜ ).
Eine geometrische Struktur, die dual zu der Delaunaytriangulation ist, ist das Voro-
noidiagramm (Okabe et al. (2000)). Das Voronoidiagramm ist eine Aufteilung des Rd
in bis auf Nullmengen disjunkte Teilmengen, die Voronoizellen genannt werden.
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Definition 2.5 (Voronoidiagramm). Sei Pn = {~x1, . . . , ~xn} ⊂ Rd mit 2 ≤ n <∞ und
d ∈ N gegeben. Die Voronoizelle Vi zu Punkt ~xi ist gegeben durch
Vi := {~x ∈ Rd : ‖~x− ~xi‖ ≤ ‖~x− ~xj‖ fu¨r j = 1, . . . n, j 6= i}. (2.1)
Das Voronoidiagramm V (Pn) ist die Menge der durch Pn erzeugten Voronoizellen:
V (Pn) := {V1, . . . , Vn}.
Die Voronoizellen sind abgeschlossene oder halboffene Polygone im Rd. Die Ecken der
Voronoizelle Vi werden mit ~cij bezeichnet. Ist ein Punkt ~c gleichzeitig auf dem Rand
von zwei Voronoizellen, so sagt man, dass diese benachbart sind. Die Dualita¨t ergibt
sich aus folgender Eigenschaft:
Bemerkung 2.2. Es sei Pn = {~x1, . . . , ~xn} ⊂ Rd mit d + 1 ≤ n < ∞ und d ∈ N mit
zugeho¨riger Delaunaytriangulation T (Pn) gegeben. Bezeichne mit ~cj den Umkreismit-
telpunkt fu¨r Simplex Sj ∈ T (Pn) und CD := {~c1, . . . ,~cN} die Menge aller Umkreismit-
telpunkte. Weiterhin sei
CV := {~c1,1, . . . ,~c1,n1 ,~c2,1, . . . ,~cn,1, . . . ,~cn,nn} die Menge aller Ecken der Voronoizellen
von Pn. Dann gilt:
CD = CV . (2.2)
Na¨here Erkla¨rungen zu diesem Zusammenhang ko¨nnen in Fortune (2004) gefunden
werden.
Kapitel 3
Raumfu¨llende Versuchspla¨ne
Fu¨r die Planung von Computerexperimenten wurden in den letzten Jahren vie-
le verschiedene Versuchspla¨ne vorgeschlagen, die alle unter dem Stichwort
”
raum-
fu¨llend“ zusammengefasst werden. Da bei einem Computerexperiment u¨blicherwei-
se kein Zufallsfehler vorliegt, ist die Anwendung der sonst in der Statistik u¨blichen
Versuchspla¨ne zu u¨berdenken. Versuchspla¨nen wie z.B. D-optimalen Versuchspla¨nen
liegt immer ein Modell mit einem Zufallsfehler zugrunde (Atkinson und Donev (1992)),
fu¨r das versucht wird eine mo¨glichst gute Scha¨tzung (z.B. der Modellparameter) un-
ter Beru¨cksichtigung des Zufallsfehlers zu erreichen. In einer Situation ohne Zufalls-
fehler verschiebt sich das Augenmerk: Die Versuche sollen so angeordnet werden,
dass der Versuchsraum mo¨glichst gleichma¨ßig mit Beobachtungen abgedeckt ist. Un-
terschiede bestehen in der Art, wie der Begriff
”
gleichma¨ßig“ definiert wird. Im fol-
genden werden verschiedene Beispiele fu¨r raumfu¨llende Versuchspla¨ne vorgestellt. Als
Versuchsraum wird immer der d-dimensionale Einheitswu¨rfel D = [0, 1]d verwandt.
Dabei wird ein Versuchsplan mit n Punkten mit D oder, falls auf Stichprobengro¨-
ße und Dimension hingewiesen werden soll, mit Dn,d ∈ [0, 1]n×d bezeichnet und die
einzelnen Punkte mit ~x1 = [x1,1, . . . , x1,d], . . . , ~xn = [xn,1, . . . , xn,d]. Der Raum aller
Dn,d-Versuchspla¨ne wird mit Dn,d bezeichnet.
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3.1 Bekannte Versuchspla¨ne
3.1.1 Latin Hypercubes
Eine sehr einga¨ngige Klasse von Versuchspla¨nen sind Latin Hypercubes, die von McKay
et al. (1979) vorgeschlagen wurden.
Definition 3.1 (Latin Hypercube). Ein Latin Hypercube D = [~x1, . . . , ~xn]
′ in d Di-
mensionen und n ∈ N La¨ufen erfu¨llt die Bedingung, dass in jeder Spalte die Zahlen
(0, . . . , n− 1)/(n− 1) genau einmal vorkommen, d.h. jede Spalte ist eine Permutation
der Zahlen 1, . . . , n, normiert auf [0, 1].
Abweichend existiert auch die Normierung auf [1/(n+1), . . . , n/(n+1)]. Der urspru¨ng-
liche Vorschlag von McKay et al. (1979) beinhaltet, dass dann in jedem, durch einen
Punkt im Latin Hypercube definierten Teilquadrat ein Punkt aus einer Gleichverteilung
u¨ber das jeweilige Quadrat erzeugt wird. Dafu¨r zeigen McKay et al. (1979) folgende
Optimalita¨tseigenschaft. Betrachtet sei die Zufallsvariable f( ~X) mit ~X gleichverteilt
u¨ber den Einheitswu¨rfel und f eine meßbare Funktion. Gesucht ist ein Scha¨tzer fu¨r
den Erwartungswert von f( ~X). Fu¨r Scha¨tzer der Form 1
n
∑n
i=1 f(~xi) gilt: Falls f mo-
noton in jeder einzelnen Komponente ist, so hat der Scha¨tzer, der die Werte ~x1, . . . , ~xn
entsprechend einem Latin Hypercube wa¨hlt, kleinere Varianz als ein normaler Monte
Carlo Scha¨tzer, der ~x1, . . . , ~xn entsprechend einer Gleichverteilung u¨ber dem Versuchs-
raum wa¨hlt. Die Klasse der Latin Hypercubes ist attraktiv, da fu¨r jeden Versuchsplan in
dieser Klasse die eindimensionalen Projektionen a¨quidistant verteilt sind. Auch wenn
die Klasse der Latin Hypercubes insgesamt attraktiv ist, ist durch einen Latin Hy-
percube alleine noch nicht notwendigerweise abgesichert, dass ein guter raumfu¨llender
Versuchsplan vorliegt. Ein Standardbeispiel fu¨r einen ungu¨nstigen Latin Hypercube
ist der Versuchsplan, der in jeder Spalte die gleiche Permutation der Zahlen 1, . . . , n
entha¨lt. Dies bedeutet anschaulich, das nur auf der Diagonalen des Versuchsraums Be-
obachtungen liegen, was offensichtlich nicht raumfu¨llend ist. Nichtsdestotrotz sind in
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der Klasse der Latin Hypercubes sehr gute raumfu¨llende Versuchspla¨ne, weshalb oft-
mals innerhalb dieser Klasse mittels Gu¨tekriterien und numerischen Suchalgorithmen
nach guten raumfu¨llenden Versuchspla¨nen gesucht wird.
3.1.2 Maximin Versuchspla¨ne
Johnson et al. (1990) haben Maximin Versuchspla¨ne fu¨r Computerexperimente vor-
geschlagen. Der Grundgedanke dabei ist, dass keine zwei Punkte des Versuchsplans
zu nahe im Versuchsraum zusammenliegen sollten. Wird angenommen, dass die zu
modellierende Computersimulation stetig ist, wu¨rden zwei Versuchsla¨ufe, die zu nahe
beieinander liegen keinen weiteren Informationsgewinn ergeben.
Definition 3.2 (Maximin Versuchsplan). Fu¨r einen beliebigen d-dimensionalen Ver-
suchsplan D mit n La¨ufen ist der minimale Abstand von D gegeben durch
Mm(D) := min
~xi,~xj∈D
‖~xi − ~xj‖. (3.1)
Ein Maximinversuchsplan maximiert dieses Gu¨tekriterium unter allen mo¨glichen Ver-
suchspla¨nen:
DMmn,d := arg max
D∈Dn,d
Mm(D). (3.2)
In den meisten Fa¨llen wird wie hier als Norm die euklidische Norm verwandt, jedoch
kann dies Konzept auf andere Normen wie die L∞ Norm oder die L1 Norm erweitert
werden (siehe z.B. van Dam et al. (2005)). Johnson et al. (1990) argumentieren, dass
Maximinversuchspla¨ne in einem asymptotischen Sinn optimale Versuchspla¨ne sind fu¨r
das Scha¨tzen von Korrelationsparametern in einem Krigingmodell mit geringen Korre-
lationen.
Problematisch an diesem Ansatz ist, dass zwei unterschiedliche
Versuchspla¨ne den gleichen minimalen Abstand haben ko¨nnen. Dies kann insbe-
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sondere dann ein Problem sein, wenn bei einem Versuchsplan der minimale Abstand
nur fu¨r ein Punktepaar angenommen wird, fu¨r einen anderen jedoch fu¨r mehrere
Punktepaare. Das Maximin Kriterium Mm(D) beurteilt zwei solche Versuchspla¨ne
gleich, auch wenn intuitiv versta¨ndlich ist, dass ein Versuchsplan, der den minimalen
Abstand nur fu¨r ein Punktepaar annimmt besser ist, als einer, der den minimalen
Abstand fu¨r mehrere Punktepaare annimmt. Als Ausweg aus dieser Situation haben
Morris und Mitchell (1995) ein abgea¨ndertes Gu¨tekriterium vorgestellt:
Definition 3.3 (Maximin Versuchsplan nach Morris und Mitchell (1995)). Fu¨r einen
Versuchsplan D mit Mm(D) > 0 sei m die Anzahl an unterschiedlichen Punkteab-
sta¨nden in dem Versuchsplan und d1, . . . , dm seien die angenommenen euklidischen
Absta¨nde. Weiter sei Jk die Anzahl, mit der der Abstand dk angenommen wird. Dann
ist das Maximinkriterium nach Morris und Mitchell (1995) gegeben durch
Φp(D) :=
(
m∑
j=1
Jjd
−p
j
)(1/p)
, p ∈ N, (3.3)
Ein Φp-Maximinversuchsplan minimiert dieses Gu¨tekriterium unter allen mo¨glichen
Versuchspla¨nen:
D
Φp
n,d := arg min
D∈Dn,d
Φp(D). (3.4)
Das Gu¨tekriterium Φp(D) hat nicht den eben beschriebenen Nachteil. Jedoch muss der
Parameter p gewa¨hlt werden. Fu¨r kleine Werte (z.B. p = 1) liefert das Kriterium nicht
notwendigerweise a¨hnliche Ergebnisse wie das Maximinkriterium Mm(D), ist jedoch
leicht numerisch zu optimieren. Fu¨r große Werte (z.B. p = 100) liegt eine bessere Beur-
teilung vor, jedoch wird die numerische Optimierung schwieriger. Morris und Mitchell
(1995) schlagen vor, das Kriterium Φp(D) innerhalb der Klasse der Latin Hypercubes
mittels eines Simulated Annealing Algorithmus zu optimieren.
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3.1.3 Uniform Designs
Der Grundgedanke hinter Uniform Designs ist, eine Stichprobe u¨ber dem Versuchsraum
zu konstruieren, deren empirische Verteilungsfunktion mo¨glichst nahe an der theore-
tischen Verteilungsfunktion einer Gleichverteilung u¨ber den Versuchsraum ist. Formal
werden unterschiedliche Versuchspla¨ne mittels einer Teststatistik (
”
Diskrepanz“ ) auf
Gleichverteilung beurteilt und der Versuchsplan gewa¨hlt, der die Diskrepanz minimiert.
Intuitiv bietet sich die Teststatistik des Kolmogorov Smirnoff Tests an, die in diesem
Zusammenhang oftmals Star Diskrepanz genannt wird:
Definition 3.4 (Star Diskrepanz). Sei Fn(~x) die empirische Verteilungsfunktion des
Versuchsplans D an der Stelle ~x, d.h. Fn(~x) :=
1
n
∑n
i=1 I(−∞,~x](~xi), wobei I(−∞,~x](~xi)
die Indikatorfunktion fu¨r die Menge der Punkte {~x ∈ Rd|~x ≤ ~xi} ist. Dann ist die Star
Diskrepanz eines Versuchsplans definiert als
SD(D) := sup
~x∈D
‖Fn(~x)− V ol([0, ~x])‖, (3.5)
wobei V ol([0, ~x]) =
∏d
k=1 xk das Lebesguemaß der Menge [0, ~x] ist.
Interessant ist, dass in dem Kontext von Monte Carlo Integration der Integrationsfehler
durch die Koksma Hlawka Ungleichung (Niederreiter (1992)) abgescha¨tzt werden kann:
|I(f)−Q(f)| ≤ SD(D)V (f), (3.6)
wobei I(f) :=
∫
D
f(~x)d~x, Q(f) := 1
n
∑n
i=1 f(~xi) und V (f) die Variation von f im Sinne
von Hardy und Krause (siehe Niederreiter (1992), S. 19). Definiere dafu¨r zuna¨chst die
Variation im Sinne von Vitali als
V (d)(f) =
∫ 1
0
. . .
∫ 1
0
∣∣∣∣ ∂df∂x1 . . . ∂xd
∣∣∣∣ dx1, . . . , dxd. (3.7)
Die beno¨tigten Ableitungen in der Variation nach Vitali sollen stetig u¨ber den Ein-
heitswu¨rfel sein. Es gibt eine allgemeinere Formel fu¨r den Fall, dass die notwendige
Differenzierbarkeit nicht vorliegt (Niederreiter (1992), S. 19), da diese jedoch formal
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kompliziert ist, fu¨r das Versta¨ndnis aber nicht unbedingt weiterhilft wird sie hier nicht
angegeben. Fu¨r 1 ≤ k ≤ d betrachte V (k)(f ; j1, . . . , jk), die Einschra¨nkung von V (d)(f)
auf die Dimensionen xj1 , . . . xjk . Dann ist die Variation im Sinne von Hardy und Krause
definiert als
V (f) =
d∑
k=1
∑
1≤j1<···<jk≤d
V (k)(f ; j1, . . . jk). (3.8)
Die inhaltliche Aussage dieser Ungleichung ist, dass die Gu¨te der Scha¨tzung des Inte-
grals I(f) allein durch den Versuchsplan kontrolliert werden kann, unabha¨ngig von der
unbekannten Funktion f . Auch wenn sich die Star Diskrepanz gut fu¨r theoretische Her-
leitungen eignet und in der asymptotischen Theorie der Uniform Sequenzen (Kuipers
und Niederreiter (2006)) eine große Rolle spielt, hat sie den großen Nachteil, dass sie
numerisch schwer zu berechnen ist (Fang et al. (2000)). Die Star Diskrepanz beschra¨nkt
sich weiterhin bei der Beurteilung der Gu¨te des Versuchsplans auf Intervalle der Form
[0, ~x], ist also am Nullpunkt
”
verankert“ und somit nicht invariant unter Rotationen.
Aus diesem Grund wurden verschiedene Alternativen vorgeschlagen, von denen die
Wrap Around Disprepanz (Hickernell (1998a), Hickernell (1998b), Fang et al. (2006))
hier na¨her erkla¨rt werden soll. Dafu¨r wird die folgende Indexnotation verwandt: Der
Vektor ~xu, u ⊂ {1, . . . , d} ist der (Teil-) Vektor des Vektors ~X, der nur die Koordinaten
in u entha¨lt
Definition 3.5 (Wrap Around Diskrepanz). Die Wrap Around Diskrepanz eines Ver-
suchsplans D ist gegeben durch
WD(D)2 :=
∑
u6=∅
∫
Cu
∫
Cu
∣∣∣∣N(Du, J(~xu, ~yu))n − V ol(J(~xu, ~yu))
∣∣∣∣2 d~xud~yu.
(3.9)
V ol(J) bezeichnet wieder das Lesbeguemaß der Menge J . Die Summation
∑
u6=∅ bezieht
sich auf alle mo¨glichen nichtleeren Teilmengen u ⊂ {1, . . . , d}. N(Du, J(~xu, ~yu)) ist
die Anzahl an Punkten des Versuchsplans, die innerhalb der Menge J(~xu, ~yu) liegen.
Die Menge J(~xu, ~yu) ist dabei als kartesisches Produkt von eindimensionalen Mengen
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j(xk, yk) definiert:
J(~xu, ~yu) :=
⊗
i∈u
j(xi, yi),
mit
j(xi, yi) =
[xi, yi), falls xi < yi[0, yi) ∪ [xi, 1) falls xi > yi.
Die Wap Around Diskrepanz kann analytisch wie folgt ausgewertet werden:
WD(D)2 = −
(
4
3
)d
+
1
n2
n∑
i=1
n∑
j=1
d∏
k=1
[
3
2
− |xid − xjd|(1− |xid − xjd|)].
(3.10)
Ein Versuchsplan mit minimaler Wrap Around Diskrepanz unter allen Versuchspla¨nen
der Menge Dn,d wird Uniform Versuchsplan bzgl. der Wrap Around Diskrepanz genannt:
DWDn,d = arg min
D∈Dn,d
WD(D)2. (3.11)
Die Warp Around Diskrepanz hat viele gute Eigenschaften: Sie ist numerisch leicht zu
berechnen, ist invariant unter Rotationen und Umordnen der Indizes. Fang und Ma
(2001) zeigen, dass der Erwartungswert der Wrap Around Diskrepanz von zufa¨lligen
Latin Hypercubes niedriger ist als der Erwartungswert der Wrap Around Diskrepanz
bei einer gleichgroßen u¨ber den Versuchsraum gleichverteilten Zufallsstichprobe. Auch
gibt es eine zu 3.6 analoge Abscha¨tzung:
|I(f)−Q(f)| ≤ WD(D)V ∗(f), (3.12)
vgl. Hickernell (1998a) und Hickernell (1998b), wobei hier die Variation im Sinne von
Hardy und Krause durch eine auf die Warp Around Diskrepanz angepasste Variation
ersetzt wurde. Fu¨r einige spezielle Situationen sind analytische Lo¨sungen fu¨r die Mi-
nimierung der Wrap Around Diskrepanz bekannt (Fang et al. (2005)), im Allgemeinen
muss die Wrap Around Diskrepanz jedoch numerisch minimiert werden. Dies kann z.B.
wieder mittels Simulated Annealing in der Klasse der Latin Hypercubes geschehen.
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3.1.4 Weitere Kriterien
Es gibt eine Vielzahl an weiteren Kriterien fu¨r die Bestimmung der Gu¨te eines raum-
fu¨llenden Versuchsplans. Minimax Versuchspla¨ne (Johnson et al. (1990)) haben eine
große A¨hnlichkeit zu zu Maximin Versuchspla¨nen, da sie ebenfalls auf Punktabsta¨nden
basieren. Ein Minimax Versuchsplan minimiert das Kriterium
mM(D) := max
~x∈D
min
~xi∈D
‖~xi − ~x‖. (3.13)
In der Praxis hat sich das Minimax Kriterium nicht durchgesetzt, da es schwer zu
berechnen ist (die Optimimierung u¨ber alle ~x ∈ D ist aufwendig und hat fu¨r die eu-
klidische Norm ‖.‖ einen starken Bezug zum Voronoidiagramm. Allerdings existieren
tabellierte Minimax Versuchspla¨ne fu¨r die Klasse der Latin Hypercubes in zwei Dimen-
sionen (van Dam (2005)).
Kriterien, die eher einem Bayes Ansatz folgen sind das Maximum Entropie Kriterium
(Shewry und Wynn (1987)) und das Integrated Mean Square Error Kriterium (Sacks
et al. (1989)). Beide Kriterien nehmen an, dass das Computerexperiment u¨ber Kriging
modelliert wird, wobei auch die Korrelationsfunktion sowie eine apriori-Verteilung fu¨r
die vorhandenen Parameter angegeben werden mu¨ssen. Dies und die anspruchsvolle nu-
merische Optimierung haben dazu gefu¨hrt, dass diese (theoretisch interessanten) Kri-
terien in der Praxis nicht oft Anwendung finden. Fu¨r genauere Details sei auf Santner
et al. (2003) verwiesen.
Ebenfalls Anwendung finden gelegentlich sogenannte Uniform Sequences (Lemieux
(2009), Kuipers und Niederreiter (2006)). Dabei ist das Ziel, eine Folge von Punkten
zu erstellen, so dass im Grenzwert gegen Unendlich die empirische Verteilungsfunktion
der Punktefolge mit der theoretischen Verteilungsfunktion einer Gleichverteilung u¨ber-
einstimmt. Die Asymptotik fu¨r diese Folgen wird meistens u¨ber die Star Diskrepanz
betrachtet. Oft verwendete Uniform Sequences sind die Sobol’ Sequenz, die Halton Se-
quenz oder die Niederreiter Sequenz. Ein Nachteil dieser Sequenzen ist jedoch oftmals,
dass sie schlechte Projektionseigenschaften haben und bei fester Stichprobengro¨ße nicht
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so effizient sind wie ein fu¨r die Stichprobengro¨ße n optimierter Versuchsplan.
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3.2 Neue simplexbasierte Versuchspla¨ne
Im Gegensatz zu den eben beschriebenen Ansa¨tzen zur Erstellung eines raumfu¨llenden
Versuchsplans soll hier eine Methode vorgestellt werden, die nicht auf der Optimie-
rung eines Gu¨tekriteriums beruht. Die Methode ist durch ein einfaches Metamodell fu¨r
Computerexperimente motiviert: Wird an die Beobachtungen eine stu¨ckweise lineare,
stetige Funktion (ein Polygon) angepasst, die die Daten interpoliert (siehe Kapitel 2.1,
Definition 2.1), kann diese Funktion als eine erste Na¨herung fu¨r die unbekannte Funk-
tion betrachtet werden, die den Output des Computerexperiments erzeugt. Mit der
Konvention, dass die
”
Ecken“ des Polygons in den Beobachtungspunkten liegen ist ein
solches Polygon fu¨r den Fall einer eindimensionalen Einflussgro¨ße eindeutig definiert.
In ho¨heren Dimensionen muss jedoch zuerst eine Triangulation bestimmt werden, die
angibt, welche Punkte zu einem Simplex verbunden werden. Hier wird die in Kapitel
2 erla¨uterte Delaunaytriangulation verwendet. Die Vorhersagegu¨te eines solchen (ein-
fachen) Modells ha¨ngt entscheidend von den Simplexen in der Triangulation ab. Liegt
keine Vorinformation u¨ber die unbekannte, datengenerierende Funktion vor, ist es sinn-
voll, die Simplexe so zu wa¨hlen, dass sie mo¨glichst gleich sind in Bezug auf Gro¨ße und
Form. Weiterhin ist es sinnvoll, die Simplexe mo¨glichst so zu konstruieren, dass sie
nahezu regula¨r sind, d.h. die Ecken der Simplexe gleiche Punkt zu Punkt Absta¨nde
haben.
Das Problem der Auswahl der Versuchspunkte im Sinne der obigen Argumentation ist
also a¨quivalent dazu, die Punkte so auszuwa¨hlen, dass die Delaunaytriangulation der
Punkte mo¨glichst gleichma¨ssig und regula¨r ist.
In zwei Dimensionen ist es leicht ein Punktegitter zu konstruieren, so dass die De-
launaytriangulation der Punkte (abgesehen von den Randbereichen) nur aus regula¨ren
Dreiecken besteht. Dieses Resultat kann jedoch nicht auf ho¨here Dimensionen verallge-
meinert werden. In drei Dimensionen besteht die einzige regula¨re Partition des R3 aus
Wu¨rfeln (Coxeter (1963), S. 68). In ho¨heren Dimensionen wurde kein entsprechendes
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Ergebnis gefunden, jedoch legen die numerisch erzielten Ergebnisse dieser Arbeit nahe,
dass in ho¨heren Dimensionen keine regula¨re Triangulation existiert. Aufgrund dieser
qualitativen Unterscheidung werden im Folgenden nur Versuchspla¨ne mit Dimension
d ≥ 3 betrachtet.
Ein logischer Ausweg ist es, eine Triangulation zu konstruieren, die aus mo¨glichst re-
gula¨ren und mo¨glichst a¨hnlichen Simplexen besteht. Dazu wird im folgenden ein Al-
gorithmus (NRSM, Nearly Regular Simplex Mesh) vorgeschlagen, der sukzessive zu
bereits existierenden Punkten neue Punkte hinzufu¨gt, ausgehend von einem regula¨rem
Simplex als Startsimplex. Die Eckpunkte der Simplexe werden dann in einem spa¨teren
Schritt als potentielle Versuchspunkte im Rd interpretiert.
3.2.1 Der
”
NRSM“ Algorithmus
Der NRSM Algorithmus beno¨tigt zwei Dateien: In P werden die Ecken der Simplexe
als Punkte im Rd zeilenweise gespeichert. In S wird die Delaunaytriangulation gespei-
chert. U¨blicherweise werden dabei die (Zeilen-) Indizes der Punkte in P , die zu einem
Simplex geho¨ren, zeilenweise in S gespeichert. In d Dimensionen mit n Punkten und
N Simplexen ist also P ∈ Rn×d und S ∈ NN×(d+1). Am Anfang besteht P aus den
d + 1 Punkten eines regula¨ren Simplex. Die Konstruktion eines regula¨ren Simplex in
beliebiger Dimension wird angegeben. Die Triangulation T (P ) entha¨lt zu Begin nur
eine Zeile mit den Indizes 1, . . . , d + 1. Beginnend mit dem Startsimplex schla¨gt der
NRSM Algorithmus einen neuen Punkt ~xneu(i, j) vor, aufbauend auf dem Simplex Sj
und der Ecke ~xji von Sj. Existiert bisher kein Punkt in einer Umgebung von ~xneu(i, j),
fu¨gt der Algorithmus den Punkt ~xneu(i, j) als Punkt Nr. n+ 1 zu P hinzu. Andernfalls
wird ~xneu(i, j) gelo¨scht. Die Umgebung um ~xneu(i, j), in der keine anderen Punkte ak-
zeptiert werden, wird dabei wie folgt definiert: {~x ∈ Rd : ‖~x−~xneu(i, j)‖ ≤ L(i, j)} mit
L(i, j) > 0 gegeben. Die genaue Wahl der Funktionen ~xneu(i, j) und L(i, j) ist dabei
von großer Bedeutung. Der Punkt ~xneu(i, j) wird vorgeschlagen und nur dann zu der
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Punktemenge P hinzugefu¨gt, wenn in einer Kugel um ~xneu(i, j) mit Radius L(i, j) kein
weiterer Punkt existiert. Dabei kann der Radius entweder konstant fu¨r alle Punkte
gewa¨hlt werden oder abha¨ngig von dem aktuellen Simplex. Wird ein Punkt ~xneu(i, j)
zu P hinzugefu¨gt, wird die Delaunaytriangulation aktualisiert und in zwei Schritten
sortiert. Zuerst werden die Indizes in jeder Zeile der Gro¨ße nach in absteigender Rei-
henfolge geordnet. Dann werden die Zeilen entsprechend dem ersten (gro¨ßten) Index
in den Zeilen angeordnet, wobei Bindungen entsprechend den verbleibenden Indizes
aufgebrochen werden. Dieses Sortieren ist notwendig, um zu gewa¨hrleisten, dass die
Punktewolke gleichma¨ssig von innen nach aussen konstruiert wird. Ein Beispiel fu¨r das
Sortieren ist im folgenden gegeben:

3 1 4
3 4 6
5 1 2
1 3 2
2 6 5

→

4 3 1
6 4 3
5 2 1
3 2 1
6 5 2

→

3 2 1
4 3 1
5 2 1
6 4 3
6 5 2

NRSM Algorithmus fu¨r die Konstruktion von Punktewolken
1. i := 0, j := 1, N ∈ N.
2. Ausgehend von Simplex Sj mit Ecken ~x
j
0, . . . , ~x
j
d und ~x
j
i ∈ {~xj0, . . . , ~xjd}, berechne
~xneu(i, j) und L(i, j).
3. Wenn ∀~x ∈ P : ‖~xneu(i, j)− ~x‖ > L(i, j): Fu¨ge ~xneu(i, j) zu P hinzu und aktuali-
sieren die Delaunaytriangulation T . Sortiere T entsprechend dem oben beschrie-
benen Verfahren.
4. Falls i = d dann: j := j + 1, i := 0 sonst: i := i+ 1.
5. Falls #P < N dann: Gehe zu 2. sonst: Stop.
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Abbildung 3.1: Schematische Darstellung des NRSM Algorithmuses in 2 Dimensionen.
Hier sind die ersten 4 Schritte abgebildet. Die Kreise repra¨sentieren den Bereich um
einen Punkt ~xneu(i, j), in dem keine anderen Punkte erlaubt sind. Das durchgezogene
Dreieck ist der Simplex, der gerade bearbeitet wird und der Pfeil zeigt die Ecke an, die
gerade zur Erzeugung eines neuen Punktes genutzt wird. Die Zahl in jedem Dreieck ist
der Zeilenindex des Dreiecks in der Matrix S.
Der NRSM Algorithmus ist graphisch in 2 Dimensionen in Abbildung 3.1 beschrie-
ben. Die Eigenschaften der resultierenden Punktewolke werden hauptsa¨chlich durch
die Wahl von ~xneu(i, j) und L(i, j) beeinflusst. Der Punkt ~xneu(i, j) bestimmt die Form
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und Gro¨ße eines neuen Simplex {~xjm|m = 0, . . . d,m 6= i} ∪ ~xneu(i, j). Die Funktion
L(i, j) bestimmt den Bereich um ~xneu(i, j), in dem keine anderen Punkte akzeptiert
werden.
Startsimplex
Auch wenn im Allgemeinen keine regula¨re Triangulation mo¨glich ist, soll zumindest der
Startsimplex des NRSM Algorithmus regula¨r sein. Die Kantenla¨nge des Startsimplex
soll 1 betragen und alle Punkte sollen so liegen, dass ein Punkt im Nullpunkt liegt und
alle anderen nichtnegative Koordinaten haben. Fu¨r d = 1, 2, 3 sind regula¨re Simplexe
gegeben durch:
S1 ={s0 = 0, s1 =1}
S2 ={~s0 = 0, ~s1 =[1, 0]′, ~s2 =[0.5,
√
3/4]′} (3.14)
S3 ={~s0 = 0, ~s1 =[1, 0, 0]′, ~s2 =[0.5,
√
3/4, 0]′,
~s3 = [0.5,
√
1/12,
√
2/3]′}
Fu¨r d > 3 kann folgende Bemerkung zur Erzeugung regula¨rer Startsimplexe genutzt
werden, welche durch vollsta¨ndige Induktion bewiesen werden kann.
Bemerkung 3.1. Die (d + 1) Punkte ~s0, . . . , ~sd mit ~s0 = 0 und fu¨r k > 0, ~sk =
(sk,1, . . . , sk,d)
′ mit
sk,i =

1√
2i(i+1)
, i < k;√
k+1
2k
, i = k;
0, i > k.
(3.15)
bilden einen d-dimensionalen regula¨ren Simplex mit Seitenla¨nge 1.
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Auswahl fu¨r ~xneu(i, j) und L(i, j)
Die Vorschlagsfunktion ~xneu(i, j) sollte eine selbstregulierende Eigenschaft haben: Aus-
gehend von einem Simplex Sj wird ein neuer Simplex konstruiert, indem eine Ecke
von Sj weggelassen wird und eine neue Ecke hinzugefu¨gt wird. Die Vorschlagsfunktion
~xneu(i, j) sollte die neue Ecke so hinzufu¨gen, dass der neue Simplex regula¨rer ist bzgl.
Gro¨ße und Form als der alte Simplex. Allgemein sollte eine Vorschlagsfunktion in dem
folgenden Sinne
”
zula¨ssig“ sein:
Definition 3.6 (Zula¨ssige Vorschlagsfunktion). Gegeben sei ein Simplex Sj mit Ecken
{~xk|k = 0, . . . , d}. Eine Vorschlagsfunktion konstruiert einen neuen Simplex Sneu in-
dem eine Ecke ~xi von Sj entfernt wird und eine neue Ecke ~xneu(i, j) 6= ~xi hinzugefu¨gt
wird: Sneu = {~xneu(i, j), ~xk, k = 0, . . . , d, k 6= i}. Die Vorschlagsfunktion ist zula¨ssig
falls gilt: Fu¨r einen regula¨ren Simplex Sj mit Kantenla¨nge 1 ist der Simplex Sneu eben-
falls regula¨r mit Kantenla¨nge 1.
Es gilt jedoch anzumerken, dass durch die Verwendung einer zula¨ssigen Vorschlags-
funktion nicht nur regula¨re Simplexe erzeugt werden. In Abbildung 3.1 ist in Schritt
4 gut zu sehen, dass der explizit neu erzeugte Simplex bestehend aus der neuen Ecke
~xneu(2, 0) und den beiden Ecken von Simplex 2 zwar regula¨r ist, jedoch muss noch ein
Simplex zur Triangulation hinzugefu¨gt werden, der nicht regula¨r ist, um die konvexe
Hu¨lle komplett abzudecken.
Vorschlagsfunktion 1
Eine einfache zula¨ssige Vorschlagsfunktion ist definiert als
~xneu(i, j) :=
(
2
d
d∑
k=0,k 6=i
~xjk
)
− ~xji , (3.16)
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wobei {~xjk|k = 0, . . . , d} die Ecken von Sj sind. Geometrisch bedeutet dies eine Punkt-
spiegelung von ~xji an dem arithmetischen Mittel der Ecken ohne ~x
j
i . Dies ist jedoch
keine gute Wahl. Ein so konstuierter neuer Simplex hat exakt den gleichen Inhalt und
die gleichen Punkt-zu-Punkt Absta¨nde wie der alte Simplex, was heisst, dass der neue
Simplex nicht korrigiert wird, wenn der alte Simplex eine schlechte Form hat oder nicht
ungefa¨hr den gleichen Inhalt hat wie der Startsimplex.
Vorschlagsfunktion 2
Eine bessere Methode, die im folgenden immer benutzt wird, arbeitet unabha¨ngig
von der Ecke ~xji , die weggelassen wird. Die neue Ecke wird als ein Vektor aufge-
fasst mit Endpunkt ~v. Der Anfangspunkt ist der Umkreismittelpunkt ~u der Ecken
{~xjk|k = 0, . . . , d, k 6= i}. Die Berechnung des Umkreismittelpunkt ist in Anhang B er-
kla¨rt. Der Vektor wird so konstruiert, dass er orthogonal zu der affinen Hyperebene ist,
die durch die Punkte {~xjk|k = 0, . . . , d, j 6= i} definiert wird. Die La¨nge des Vektors wird
so konstruiert, dass der Abstand zwischen ~v und den Ecken {~xjk|k = 0, . . . , d, k 6= i}
immer genau 1 ergibt. Dies kann aufgrund der speziellen Eigenschaften des Umkreis-
mittelpunktes ~u erreicht werden. Um einen orthogonalen Vektor zu konstruieren, wird
das Kreuzprodukt verwendet.
Definition 3.7 (Kreuzprodukt). Seien d − 1 Punkte ~x1, . . . , ~xd−1 in Rd gegeben. Das
Kreuzprodukt V P (~x1, . . . , ~xd−1) ist dann definiert als
V P (~x1, . . . , ~xd−1) :=
d∑
k=1
~ekdet(~x1, ..., ~xd−1, ~ek). (3.17)
Dabei ist ~ek der k-te d-dimensionale Einheitsvektor. Der Vektor
~v = V P (~x1, . . . , ~xd−1) ist orthonormal zu der Hyperebene, die durch den Null-
punkt und die Punkte ~x1, . . . , ~xd−1 definiert ist. Das Kreuzprodukt ist eindeutig
definiert bis auf das Vorzeichen.
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Um das Kreuzprodukt anwenden zu ko¨nnen, muss zuerst der gerade betrachtete Sim-
plex Sj so verschoben werden, dass ein ~x
j
k 6= ~xji in dem Koordinatenursprung liegt. Dies
wird im folgenden immer ~xj0 oder, falls i = 0, ~x
j
1 sein: ~z
j
k := ~x
j
k − ~xj0, k = 1, . . . , d. Das
Kreuzprodukt wird dann auf ~zjk, k = 1, . . . , d, k 6= i angewandt:
~w := V P (~zj1, . . . , ~z
j
i−1, ~z
j
i+1, . . . , ~z
j
d).
Um zu erreichen, dass der Anfangspunkt des orthogonalen Vektors in dem Umkreis-
mittelpunkt ~u liegt, mu¨ssen die Ecken des Simplex nochmals verschoben werden:
~sk := ~zk − ~u, k = 1, . . . , d. Jetzt kann die Eigenschaft des Umkreismittelpunktes ausge-
nutzt und die La¨nge von ~w so mit einer Konstante b skaliert werden, dass der euklidische
Abstand zwischen zwischen ~v und ~sjk, k = 1, . . . , d, k 6= i genau 1 ergibt. Schreibe dafu¨r
~v := b~w, b ∈ R:
‖~sk − b~w‖22 = 1⇔ b = ±
√
1− ‖~sk‖22
‖~w‖2 .
Unter Beru¨cksichtigung der vorgenommenen linearen Transformationen ergibt sich
~xneu(i, j) zu:
~xneu(i, j) = ±b~w + ~u+ ~xj0.
Um die
”
korrekte“ Orientierung von ~xneu(i, j) zu erhalten, muss u¨berpru¨ft werden,
welche der beiden Mo¨glichkeiten den gro¨ßeren Abstand von ~xji hat. Abbildung 3.2
zeigt anschaulich, wie die zweite Vorschlagsfunktion funktioniert.
Wahl von L(i, j)
Im Zusammenhang mit der Vorschlagsfunktion 2 wird L(i, j) ≡ 1 gewa¨hlt, da durch
die spezielle Konstruktion der Vorschlagsfunktion erreicht wird, dass der euklidische
Abstand zwischen einem Punkt ~xneu(i, j) und den Ecken ~x
j
k, k = 0, . . . , d, k 6= i immer
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Abbildung 3.2: Darstellung der zweiten Vorschlagsfunktion fu¨r unterschiedliche Simple-
xe. Die neue Ecke wird so konstruiert, dass der Punkt zu Punkt Abstand von der neuen
Ecke zu einer beliebigen alten Ecke immer 1 betra¨gt. Dadurch entstehen aus regula¨ren
Simplexen wieder regula¨re Simplexe (linke Seite). Fu¨r die mittlere und rechte Graphik
ist der alte Simplex nicht regula¨r, jedoch kann durch die Konstuktion der neuen Ecke
erreicht werden, dass alle neuen Kanten die gleiche La¨nge haben.
1 ergibt. Wird L(i, j) ≡ 1 gewa¨hlt, so wird eine Punktewolke konstruiert, deren mi-
nimaler euklidischer Abstand zwischen 2 Punkten 1 ist. Generell ko¨nnen jedoch auch
andere Optionen sinnvoll sein, die L(i, j) abha¨ngig von Simplex Sj und der Ecke ~x
j
i
wa¨hlen, siehe Mu¨hlensta¨dt (2008). Jedoch hat die dort exkla¨rte Vorschlagsfunktion
schlechtere Ergebnisse geliefert als die zweite Vorschlagsfunktion, sodass sie hier nicht
weiter erla¨utert wird.
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Auswahl eines Versuchsplans
Die entsprechend dem NRSM Algorithmus konstruierten Punktewolken stellen noch
keine brauchbaren Versuchspla¨ne dar. Um einen Versuchsplan aus einer Punktewolke
zu extrahieren, wird die Punktewolke zuerst um den Mittelwert der Punkte zentriert:
P¯ := {~x − ~¯x|~x ∈ P, ~¯x := 1
#P
∑
~x∈P ~x}. Um einen Versuchsplan auszuwa¨hlen, suche
alle Punkte x ∈ P¯ mit ‖x‖∞ < a ∈ R+. Dann wird a so variiert, dass die gewu¨nschte
Anzahl Versuchspunkte resultiert und skaliere die Punkte auf den Einheitswu¨rfel. Eine
weitere Verbesserung des Designs bzgl. des Maximinkriteriums kann sein, jede Spalte
des Versuchsplan so zu skalieren, dass das spaltenweise Maximum und Minimum 1 bzw.
0 annehmen.
Es ist wichtig, dass #P  n. Der NRSM Algorithmus erstellt eine Punktewolke, de-
ren konvexe Hu¨lle einer Spha¨re gleicht. Um zu verhindern, dass die
”
Ecken“ des Ver-
suchsraum leer sind, muss in P eine ausreichende Anzahl an Punkten vorhanden sein.
Der Radius der Spha¨re kann durch r := max~x∈P¯ (‖~x‖) approximiert werden. Der Ver-
suchsraum ist ein Kubus mit Seitenla¨nge 2a, zentriert um den Nullpunkt. Der Punkt
im Versuchsraum mit der gro¨ßten L2 Norm ist gegeben durch a
√
d. Daher sollte ein
Versuchsplan vom Umfang n, der aus P¯ extrahiert wird, (vor dem skalieren auf den
Einheitswu¨rfel) ho¨chstens eine Seitenla¨nge von r/
√
d haben.
3.2.2 Abwandlungen des NRSM Algorithmus
Die Versuchspla¨ne, die mittels des NRSM Algorithmus erstellt wurden, weisen gute
raumfu¨llende Eigenschaften im Rd auf. Dies impliziert jedoch nicht automatisch, dass
auch Projektionen der Versuchspla¨ne in niedrigere Dimensionen gute raumfu¨llende Ei-
genschaften haben. In Abbildung 3.3 ist eine Scatterplotmatrix fu¨r zwei Versuchspla¨ne
mit n = 50 La¨ufen in d = 5 Dimensionen gegeben. Die Plots in der oberen rechten Ha¨lf-
te wurden mit Hilfe des NRSM Algorithmuses vorgeschlagen, die Plots in der unteren
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linken Ha¨lfte stellen einen zufa¨lligen Latin Hypercube dar. Offensichtlich hat der Latin
Hypercube bessere raumfu¨llende Eigenschaften in den zweidimensionalen Projektionen
als der simplexbasierte Versuchsplan, obwohl der simplexbasierte Versuchsplan einen
viel besseren Wert bzgl. des Φ40-Kriteriums hat als der zufa¨llige Latin Hypercube.
Aus diesem Grund werden zwei Methoden vorgeschlagen, wie die Projektionseigen-
schaften der aus dem NRSM Algorithmus resultierenden Punktewolken (und damit
der Versuchspla¨ne) verbessert werden ko¨nnen. Beide Methoden ko¨nnen entweder ge-
meinsam oder getrennt verwendet werden. Die erste Methode besteht in einer Rotation
der kompletten Punktewolke. Die euklidischen Absta¨nde der Punkte im Rd sind inva-
riant unter Rotationen, jedoch ko¨nnen durch Rotationen die Projektionseigenschaften
beeinflusst werden. Als zweite Verbesserung ko¨nnen die Versuchspla¨ne, die aus einer
NRSM Punkterwolke extrahiert wurden, in die Klasse der Latin Hypercubes transfor-
miert werden, fu¨r die bekannt ist, dass Versuchspla¨ne in dieser Klasse gute Projekti-
onseigenschaften haben.
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Abbildung 3.3: Scatterplotmatrix fu¨r zwei D50,5 Versuchspla¨ne. Die obere rechte Ha¨lfte
zeigt Scatterplots, die zu einem Versuchsplan geho¨ren, der aus einem Simplexgitter ex-
trahiert wurde. Die unteren linken Scatterplots stellen einen zufa¨lligen Latin Hypercube
dar.
Rotierte Punktewolken
Eine reelle quadratische Matrix R, die
RR′ = I (Orthogonalita¨t) und det(R) = 1
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erfu¨llt, ist eine Rotationsmatrix (Meyer (2000)). Rotationsmatrizen ko¨nnen schrittweise
konstruiert werden. Definiere eine Rotationsmatrix bzgl. den zwei Dimensionen i und
j als
Ri,j(θ) =

1 . . .
. . .
cos θ sin θ
1
. . .
− sin θ cos θ
1
. . .
1

,
← i
← j
↑ ↑
i j
wobei alle Nichtdiagonaleintra¨ge der Matrix gleich 0 sind außer den zwei Eintra¨gen an
den Stellen (i, j) und (j, i). Allgemein kann eine Rotationsmatrix dann definiert werden
als das Produkt von Rotationsmatrizen bzgl. 2 Dimensionen:
R(~θ = (θ1, . . . , θd(d−1)/2)′) (3.18)
:= R1,2(θ1) · · ·R1,d(θd−1)R2,3(θd) · · ·R2,d(θ2d−3) · · ·Rd−1,d(θd(d−1)/2).
Die Wahl des Parametervektors ~θ ∈ Rd(d−1)/2 ist entscheidend fu¨r die Verbesserung
der Projektionseigenschaften der NRSM Punktewolke. Um verschiedene Rotationen
vergleichen zu ko¨nnen, wird ein Kriterium fu¨r den Vergleich beno¨tigt. Dafu¨r wird ein
Maximinansatz gewa¨hlt, der auf jede Spalte von P (d.h. auf jede Dimension einzeln)
angewandt wird:
∆(~θ) = max
k=1,...,d
{Φp((PR(~θ))k)}, (3.19)
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wobei (PR(~θ))k die k-te Spalte von PR(~θ) ist. Die Minimierung dieses Zielkriteriums
bedeutet, eine Rotation zu suchen, die mo¨glichst gute eindimensionale Projektionsei-
genschaften hat. Unter allen mo¨glichen Parametervektoren {0 ≤ ~θ ≤ 2pi} := {0 ≤ θ1 ≤
2pi, . . . , 0 ≤ θd(d−1)/2 ≤ 2pi} wird der Vektor ~θ∗, der ∆(~θ) minimiert, numerisch mit
einer Simulated Annealing Variante gesucht.
3.2.3 Rangversion der NRSM basierten Versuchspla¨ne
Die Klasse der Latin Hypercubes wird fu¨r Computerexperimente allgemein als attraktiv
angesehen, da Versuchspla¨ne in dieser Klasse gute Projektionseigenschaften haben. Um
die guten Eigenschaften eines Latin Hypercubes zu erhalten, ko¨nnen die aus den Punk-
tewolken extrahierten Versuchspla¨ne in diese Klasse transformiert werden. Dafu¨r wird
auf jede Spalte des Versuchsplans Dn,d die Rangtransformation angewandt und die re-
sultierenden Spalten wieder auf das Einheitsintervall skaliert. Anhand von numerischen
Vergleichen kann gezeigt werden, dass die so erhaltenen Versuchspla¨ne gute Eigenschaf-
ten bzgl. des Maximinkriteriums haben, jedoch deutlich bessere WD Werte liefern als
Versuchspla¨ne, die nicht in die Klasse der Latin Hypercubes transformiert wurden. Sei
Dn,d ∈ Dn,d dafu¨r wieder ein Versuchsplan, der aus einem (rotierten) Simplexgitter
extrahiert wurde. Fu¨r jede Spalte Dn,d,k von Dn,d werden die Ra¨nge der n Eintra¨ge ge-
bildet. Ist also fu¨r den Eintrag (i, k) rank(Dn,d,i,k) = m ∈ {1 . . . , n} bedeutet dies, dass
es m−1 Eintra¨ge j in der Spalte k gibt mit Dn,d,j,k < Dn,d,i,k und n−m Eintra¨ge j mit
Dn,d,j,k > Dn,d,i,k. Durch die Rangtransformation wird die Reihenfolge der Eintra¨ge in
einer Spalte nicht vera¨ndert, jedoch werden die eindimensionalen Punkt zu Punkt Ab-
sta¨nde normalisiert. Die Scatterplotmatrix in Abbildung 3.4 stellt einen Vergleich der
zweidimensionalen Projektionen von zwei Versuchspla¨nen dar. In der oberen rechten
Ha¨lfte ist eine simplexbasierter Versuchsplan gezeigt, der aus einen unrotierten Sim-
plexgitter extrahiert wurde und auf den keine Rangtransformation angewandt wurde.
In der unteren linken Ha¨lfte ist ein Versuchsplan dargestellt, der aus einem rotierten
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Gitter extrahiert wurde und auf den die Rangtransformation angewandt wurde. Ob-
wohl bei beiden Versuchspla¨nen das Φ40 Kriterium vergleichbare Werte liefert, sind die
zweidimensionalen Projektionen des rangtransformierten Versuchsplan, extrahiert aus
einem rotierten Gitter, deutlich besser verteilt.
d n Φ40(DS) Φ40(DR) Φ40(Drandom) Φ40(DΦ)
3
30 3.214 3.394 10.570 3.787
60 3.976 4.582 18.140 5.269
4
40 2.429 2.723 7.368 2.768
80 3.072 3.293 11.630 3.563
5
50 2.058 2.237 5.556 2.327
100 2.467 2.557 7.916 2.993
6
60 1.829 1.966 4.444 2.088
120 2.144 2.193 5.919 2.430
7
70 1.642 1.723 3.634 1.794
140 1.883 1.919 4.668 2.185
8
80 1.484 1.598 3.113 1.619
160 1.736 1.727 3.797 1.904
Tabelle 3.1: Vergleichsergebniss fu¨r das Φ40-Kriterium. Die numerisch optimierten Ver-
suchspla¨ne (DΦ) wurden entsprechend Morris und Mitchell (1995) mittels Simulated
Annealing innerhalb der Klasse der Latin Hypercubes gesucht.
3.3 Vergleich und Diskussion
Die raumfu¨llenden Versuchspla¨ne, die entsprechend der oben erkla¨rten Methode kon-
struiert wurden, werden jetzt mit Versuchspla¨nen verglichen, die numerisch ent-
sprechend den Kriterien Mm(D), Φ40(D) und WD(D) optimiert wurden. Die Kri-
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terien Φp und WD mu¨ssen minimiert werden um optimale Versuchspla¨ne zu er-
halten. Die Optimierung wurde mittels eines Simulated Annealing Algorithmus
innerhalb der Klasse der Latin Hypercubes durchgefu¨hrt. Die Rechenzeiten fu¨r
die numerische Optimierung lagen dabei zwischen 14.9 und 279.7 Sekunden (Φ-
Kriterium) und 17.8 und 766.8 Sekunden fu¨r das WD-Kriterium auf einem 2
GHz Prozessor unter Windows XP in R.2.8.1. Die Extraktion eines Versuchsplans
aus einem Simplexgitter hat in allen Fa¨llen < 1 Sekunden beno¨tigt, unabha¨n-
gig von der Dimension und der Anzahl an Versuchspunkten. Das Mm Kriertium
muss maximiert werden. Hier wurden, wo verfu¨gbar, Versuchspla¨ne verwandt, de-
ren Konstruktion in Grosso et al. (2009) beschrieben ist und die auf der Website
www.spacefillingdesigns.nl (Datum 30.05.2009) aufgelistet sind. Fu¨r diese Versuchspla¨-
ne sind keine Rechenzeiten vorhanden. Seien DR, DS Versuchspla¨ne, die aus rotierten
Simplexgittern extrahiert wurden mit bzw. ohne Rangtransformation. Soll ein raum-
fu¨llender Versuchsplan konstruiert werden, ist eine Minimalanforderung, dass die Gu¨te
des Versuchsplans besser ist als zufa¨llige Latin Hypercubes. Deswegen wurde in die
Vergleiche der Mittelwert der Gu¨tekriterien fu¨r 1000 zufa¨llige Latin Hypercubes mit
aufgenommen, bezeichnet mit Drandom. Die Ergebnisse sind in Tabelle 3.1 (Φp), Ta-
belle 3.2 (Mm) und Tabelle 3.3 (WD) aufgelistet. Fu¨r alle drei Tabellen enthalten
die ersten zwei Spalten die Werte der Kriterien fu¨r die Versuchspla¨ne DS und DR. In
der dritten Spalten ist der Mittelwert der Kriterien u¨ber 1000 zufa¨llige Latin Hyper-
cubes aufgefu¨hrt und in der letzten Spalte die Ergebnisse der numerisch optimierten
Versuchspla¨ne.
Die Ergebnisse aus Tabelle 3.2 und Tabelle 3.1 zeigen, dass die simplexbasierten Ver-
suchspla¨ne DS und DR, extrahiert von rotierten Simplexgittern, a¨ußerst konkurrenz-
fa¨hig sind bzgl. der beiden Maximinkriterien im Vergleich zu numerisch optimierten
Versuchspla¨nen. Fu¨r das Φ40-Kriterium in Tabelle 3.1 sind alle Versuchspla¨ne, die aus
rotierten Simplexgittern extrahiert wurden, besser als Versuchspla¨ne, die mittels Simu-
lated Annealing bzgl. Φ40 optimiert wurden. Dabei sind die Versuchspla¨ne aus einem
34 Raumfu¨llende Versuchspla¨ne
d n Mm(DS) Mm(DR) Mm(Drandom) Mm(DMm)
3
30 0.3436 0.2966 0.1028 0.3600
60 0.2830 0.2249 0.06046 0.2800
4
40 0.4534 0.3795 0.1451 0.4763
80 0.3715 0.3157 0.0937 0.3899
5
50 0.5435 0.4600 0.1908 0.5894
100 0.4659 0.4194 0.1339 0.4949
6
60 0.6147 0.5127 0.2344 0.6879
120 0.5402 0.4855 0.1776 -
7
70 0.7004 0.6021 0.2855 0.7798
140 0.6244 0.5504 0.2235 -
8
80 0.7736 0.6474 0.3305 0.8673
160 0.6781 0.6201 0.2712 -
Tabelle 3.2: Vergleichsergebnisse fu¨r das Mm-Kriterium. Wo verfu¨gbar, wurden nume-
risch optimierte Versuchspla¨ne von der Webseite www.spacefillingdesigns.nl genommen.
Simplexgitter ohne Rangtransformation besser als Versuchspla¨ne, die mittels der Rang-
transformation in die Klasse der Latin Hypercubes transformiert wurden.
Die numerisch optimierten Versuchspla¨ne in Tabelle 3.2 wurden von Grosso et al. (2009)
mittels einer
”
iterated local search heuristic“ innerhalb der Klasse der Latin Hypercu-
bes konstruiert. Dabei wird die lokale Suche auf den Latin Hypercube aus dem letzten
Optimierungsschritt angewandt, der leicht verfa¨lscht wurde. Die aus einem Simplexgit-
ter extrahierten Versuchspla¨ne ohne Rangtransformation werden vergleichbar bewertet
wie die numerisch bzgl. dem Mm Kriterium optimierten Versuchspla¨ne. Die simplex-
basierten Versuchspla¨ne, die mittels der Rangtransformation in die Klasse der Latin
Hypercubes transformiert wurden, weisen einen schlechteren Wert auf als die numerisch
optimierten Versuchspla¨ne, jedoch immer noch einen deutlich besseren Mm-Wert als
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das Mittel u¨ber 1000 zufa¨llige Latin Hypercube Versuchspla¨ne.
k n WD(DS) WD(DR) WD(Drandom) WD(DWD)
3
30 0.01706 0.00458 0.00606 0.00418
60 0.00709 0.00156 0.00244 0.00144
4
40 0.02055 0.00830 0.01024 0.00725
80 0.00949 0.00293 0.00457 0.00262
5
50 0.03752 0.01309 0.01732 0.01274
100 0.01483 0.00553 0.00808 0.00485
6
60 0.05431 0.02191 0.02865 0.02063
120 0.02527 0.01010 0.01371 0.00851
7
70 0.12332 0.04109 0.04656 0.03178
140 0.05574 0.01889 0.02254 0.01447
8
80 0.17347 0.06892 0.07446 0.05354
160 0.09463 0.03039 0.03628 0.02618
Tabelle 3.3: Vergleichsergebnisse fu¨r das WD-Kriterium. Die numerisch optimierten
Versuchspla¨ne wurden mit Hilfe des gleichen Simulated Annealing Algorithmuses erzielt
wie fu¨r die Φ40 Versuchspla¨ne.
Die Ergebnisse fu¨r die Uniform Versuchspla¨ne bzgl. des WD Kriterium in Tabelle 3.3
zeigen ein anderes Ergebnis. Hier sind die Versuchspla¨ne aus einem Simplexgitter ohne
Rangtransformation schlechter als vergleichbare numerisch optimierte Versuchspla¨ne
und auch schlechter als das Mittel u¨ber 1000 zufa¨llige Latin Hypercubes. Die sim-
plexbasierten Versuchspla¨ne ohne Rangtransformation stellen also keine attraktiven
Uniformversuchspla¨ne dar und sind somit nicht fu¨r die numerische Integration geeig-
net. Eine mo¨gliche Erkla¨rung dafu¨r ist, dass beim Start des NRSM Algorithmuses
einige regula¨re Simplexe konstruiert werden, nachher jedoch nicht mehr regula¨re Sim-
plexe hinzugefu¨gt werden, wodurch sich strukturelle Unterschiede fu¨r die resultierende
Punktewolke ergeben. Wird jedoch die Rangtransformation auf den aus einem rotier-
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ten Simplexgitter extrahierten Versuchsplan angewandt, verbessert sich der WD-Wert
des Versuchsplans erheblich, sodass sich Zielwerte ergeben, die deutlich besser sind das
Mittel der 1000 zufa¨lligen Latin Hypercubes jedoch immer noch etwas schlechter als
die numerisch optimierten Versuchspla¨ne.
Numerische Aspekte
Der rechentechnisch intensivste Teil des NRSM Algorithmuses ist die fortlaufende Be-
rechnung der Delaunaytriangulation der Punktewolken. Fu¨r eine feste Anzahl n von
Ecken gilt, dass die Anzahl Simplexe in der Delaunaytriangulation sehr schnell an-
wa¨chst (Klee (1980)). Fu¨r Dimensionen gro¨ßer als 7 macht dies die Berechnung einer
ausreichenden Anzahl an Punkten auf einem Desktop PC praktisch unmo¨glich, da nicht
genu¨gend Arbeitsspeicher vorhanden ist. Auf einem Server mit 8 GB Arbeitsspeicher
unter Linux war es mo¨glich, in 8 Dimensionen 601 Punkte zu berechnen. Zur Berech-
nung der Delaunaytriangulation wurde der quickhull Algorithmus verwendet (Barber
et al. (1996)). Der NRSM Algorithmus wurde in ’R 2.8.1’ implementiert unter Ausnut-
zung des Befehls delaunayn’ des packages geometry.
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Abbildung 3.4: Scatterplotmatrix fu¨r zwei D50,5 Versuchspla¨ne. Die obere rechte Ha¨lfte
zeigt den gleichen, aus einem nichtrotierten Simplexgitter extrahierten Versuchsplan
wie in Abbildung 3.3. In der linken unteren Ha¨lfte ist diesmal ein aus einem rotierten
Simplexgitter extrahierter Versuchsplan dargestellt, auf den die Rangtransformation
angewandt wurde.

Kapitel 4
Modellierung von Computerexperimenten
Fu¨r die Metamodellierung von Computerexperimenten gibt es viele verschiedene Me-
thoden. Da die zu modellierenden Computerexperimente meistens deterministisch sind,
sollte das Metamodell die Beobachtungen interpolieren. Formal la¨sst sich die Auf-
gabenstellung der Interpolation wie folgt darstellen: Es liegen die Beobachtungen
(y1, ~x1), . . . , (yn, ~xn) vor mit ~xi ∈ D ⊂ Rd und yi = f(~xi). Dabei ist f ∈ C0(D)
eine unbekannte Funktion, fu¨r die ein passender Ersatz fˆ(~x) gefunden werden soll.
Im Zusammenhang der Computerexperimente wird die Funktion fˆ(~x) oft als Metamo-
dell bezeichnet, da die zugrundeliegenden Beobachtungen meistens ebenfalls aus einem
(nichtzufa¨lligen) Modell berechnet wurden. Dies sind oftmals numerische Lo¨sungen
von partiellen Differentialgleichungen, die sehr rechenintensiv sind, so dass nur eine be-
grenzte Anzahl an Versuchsla¨ufen vorhanden ist. Ein gutes Metamodell sollte also ein
mo¨glichst guter Ersatz fu¨r das Computerexperiment sein (z.B. im Sinne der Vorhersa-
gegu¨te) und leicht zu berechnen sein, da ein rechenintensiver Ersatz keinen zusa¨tzlichen
Nutzen zu den Computerexperimenten liefert. Im folgenden werden Metamodelle vor-
gestellt, die in drei Klassen eingeteilt werden ko¨nnen: Krigingmodelle, Interpolation mit
Radialen Basisfunktionen und Inverse Distance Weighting. Im Anschluss daran wird
in Kapitel 5 ein neues Metamodell vorgestellt, das auf den in Kapitel 2 beschriebenen
stu¨ckweise linearen stetigen Funktionen aufbaut und diese entscheidend verbessert. Die
vorgestellten Metamodelle werden anhand numerischer Vergleiche beurteilt.
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4.1 Kriging
Kriging ist die Standardmethode zur Modellierung von Computerexperimenten (Sant-
ner et al. (2003), Sacks et al. (1989)). Die Methode wurde urspru¨nglich in der Geostati-
stik entwickelt (Cressie (1993)) und kann als eine Adaption der gewo¨hnlichen Kleinste
Quadrate Regression angesehen werden fu¨r den Fall, dass die Fehlerterme in einem
linearen Regressionsmodell nicht paarweise unabha¨ngig sind. Je nachdem wie die Ab-
ha¨ngigkeitsstruktur der Fehler in dem Regressionsmodell angenommen wird, kann mit
der Krigingmethodik interpoliert werden. Auch wenn die Beobachtungen eines Com-
puterexperiments deterministisch sind, wird der Output Y des Computerexperiments
als Zufallsgro¨ße modelliert:
Y (~xi) = ~g(~xi)
T ~β + Z(~xi). (4.1)
Dabei ist ~g(~x) eine bekannte (vektorwertige) Regressionsfunktion und Z(~xi) eine nor-
malverteilte Zufallsgro¨ße. U¨bliche Annahmen an die Regressionsfunktion sind g(~x) = 1
oder ~g(~x) = (1, ~x)′, also ein konstantes Mittel oder eine lineare Regressionsfunktion.
Die Vektoren ~g(~x1), . . . , ~g(~xn) werden in der Matrixschreibweise zur Matrix G zusam-
mengefasst. Wu¨rde fu¨r Z(~x1), . . . , Z(~xn) angenommen, dass sie unabha¨ngig identisch
normalverteilt sind, erga¨be sich die gewo¨hnliche Kleinste Quadrate Regression. Um je-
doch der Anforderung der Interpolation zu genu¨gen, wird beim Kriging angenommen,
dass Y einem Gaußprozess folgt:
Definition 4.1 (Gaußprozess, Fang et al. (2006), S. 249). Ein stochastischer Prozess
{Y (x), x ∈ Rd} heisst Gaußprozess, wenn jede endlich dimensionale Randverteilung
einer Normalverteilung folgt, d.h. fu¨r alle endlichen Mengen {~x1, . . . , ~xn} mit ~xi ∈
Rd und beliebigem n ∈ N folgt die gemeinsame Verteilung des Zufallsvektors ~Y =
[Y (~x1), . . . , Y ( ~xn)]
′ einer Normalverteilung:
~Y ∼ N(~µ(~x1, . . . , ~xn),Σ(~x1, . . . , ~xn)). (4.2)
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Offensichtlich gilt, dass die Zufallsvariable Y (~x) aus Gleichung (4.1) auch ein Gauß-
prozess ist, wenn Z(~x) ein Gaußprozess ist. Eine weitere Annahme, die fast immer
getroffen wird, ist die Stationarita¨t.
Definition 4.2 (Stationarita¨t, Cressie (1993), S. 53). Der stochastische Prozess Z(~x)
heißt stationa¨r, falls E(Z(~x)) = µ, var(Z(~x)) = σ2 und cov(Z(~x1), Z(~x2) = γ(~x1−~x2),
d.h. der Erwartungswert und die Varianz des Prozesses ha¨ngen nicht von ~x ab und die
Kovarianz zwischen Z(~x1) und Z(~x2) ha¨ngt nur von der Differenz ~h := ~x1 − ~x2 ab.
Die hier getroffene Definition ist genau genommen schwache Stationarita¨t (siehe z.B.
Cressie (1993), S. 53) oder second order Stationarita¨t. Ein anderer oft verwand-
ter Stationarita¨tsbegriff ist die starke Stationarita¨t (Cressie (1993), S. 53). Bei der
starken Stationarita¨t wird gefordert, das fu¨r die gemeinsame Verteilungsfunktion
FY (~x1),...,Y (~xn)(y1, . . . , yn) gilt: FY (~x1),...,Y (~xn)(y1, . . . , yn) ≡ FY (~x1+~t),...,Y (~xn+~t)(y1, . . . , yn)
fu¨r beliebige ~t ∈ Rd. Da jedoch ein Gaußprozess (und nur diese werden hier betrachtet)
vollsta¨ndig u¨ber die ersten beiden Momente definiert ist, stimmen die beiden Arten der
Stationarita¨t hier u¨berein.
Fu¨r den Gaußprozess Z(~x) aus Gleichung (4.1) wird im Krigingmodell Stationarita¨t mit
Mittelwert 0 angenommen. Mo¨gliche Korrelationsfunktionen Rθ(h) fu¨r einen Gaußpro-
zess Z(x) mit eindimensionalem Inputwert x sind in Tabelle 4.1 angegeben (aufgrund
der Stationarita¨t in Abha¨ngigkeit von der Differenz h = x1 − x2).
Power Exponential Rθ(h) = exp (−|h/ϕ|p), ϕ > 0, 0 < p ≤ 2, ~θ = (ϕ, p)
Gauß Rθ(h) = exp (−|h/θ|2), θ > 0
Exponential Rθ(h) = exp (−|h/θ|), θ > 0
Matern Rθ(h) =
1
Γ(ν)2ν−1
(
2
√
ν|h|
ϕ
)ν
Kν
(
2
√
ν|h|
ϕ
)
, ν > 0, ϕ > 0, ~θ = (ϕ, p)
Tabelle 4.1: Verschiedene Korrelationsfunktion. Fu¨r die Matern Korrelationsfunktion
bezeichnet Kν(t) eine modifizierte Besselfunktion vom Grad ν (Abramowitz und Stegun
(1972), Kapitel 9 und 10) und Γ(t) die Gammafunktion.
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Soll aus diesen eindimensionalen Korrelationsfunktionen eine multivariate Korrelati-
onsfunktion konstruiert werden, so werden in der Praxis meistens zwei Verallgemeine-
rungen genutzt: Die erste ist, dass als Maß fu¨r den Abstand im mehrdimensionalen die
euklidische Norm verwandt wird: h := ‖~x1−~x2‖. Dies impliziert, dass der resultierende
Gaußprozess Z(~x) isotrop ist (Cressie (1993), S. 53). Das Konzept der Isotropie bedeu-
tet, dass die Verteilung des stationa¨ren Gaußprozesses invariant ist unter Rotationen
der ~x-Variablen. Ha¨ufiger angewandt werden jedoch anisotropische Korrelationsfunk-
tionen, bei denen die mehrdimensionale Korrelationsfunktion durch Produktbildung
aus eindimensionalen Korrelationsfunktionen gebildet wird:
R(~h) :=
d∏
k=1
Rθk(hk) (4.3)
mit ~h = ~x1 − ~x2 = (h1, . . . , hd)T .
Die in Tabelle 4.1 aufgefu¨hrten Korrelationsfunktionen stellen oft verwandte eindimen-
sionale Korrelationsfunktionen dar, die auf eine der beiden gerade erla¨uterten Weisen
zu mehrdimensionalen Korrelationsfunktionen erweitert werden ko¨nnen. Dabei sind die
Gauß- und Exponentialkorrelationsfunktion Spezialfa¨lle der Powerexponentialkorrela-
tionsfunktion. Fu¨r die Maternkorrelationsfunktion wird der Parameter ν oftmals auf
einen Wert festgesetzt. Beliebte Werte sind ν = 0.5 oder ν = 1.5. Fu¨r ν = 0.5 ist die Ma-
ternkorrelationsfunktion formal identisch zu der Exponentialkorrelationsfunktion (Dig-
gle (2009)). Desweiteren gilt fu¨r die Maternkorrelationsfunktion, dass sie fu¨r ν → ∞
gegen die Gaußkorrelationsfunktion konvergiert. Fu¨r die Powerexponentialkorrelations-
funktion als auch fu¨r die Maternkorrelationsfunktion gibt der Parameter ~θ an, wie weit
die Korrelation in dem Inputparameter reichen soll und ~p bzw. ~ν bestimmen Glatt-
heitseigenschaften des resultierenden Gaußprozesses. Um die Glattheitseigenschaften
eines Gaußprozesses genauer zu beschreiben, wird das Konzept der Differenzierbarkeit
im quadratischen Mittel (bzw. Stetigkeit im quadratischen Mittel) verwandt (siehe z.B.
Santner et al. (2003), S. 32 ff., Abrahamsen (1997)). Die Glattheit eines Prozesses ha¨ngt
hauptsa¨chlich von dem Verhalten der Korrelationsfunktion Rθ(~h) fu¨r ~h→ 0 ab. Je glat-
ter die Korrelationsfunktion im Nullpunkt ist, desto glatter wird auch der resultierende
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Gaußprozess sein.
4.1.1 Scha¨tzung der Parameter
Wird ein Gaußprozess entsprechend Formel (4.1) mit einer Regressionsfunktion ~g(~x)T ~β
und der Korrelationsfunktion R~θ(
~h) angenommen, mu¨ssen die unbekannten Parame-
ter (~β, ~θ, σ2) aus einer Stichprobe gescha¨tzt werden. Im gewo¨hnlichen Regressionspro-
blem, bei dem die Zufallsvariablen Z(~x1), . . . , Z(~xn) als unabha¨ngig identisch verteilt
angenommen werden, ist eine Lo¨sung durch den Kleinste Quadrate Scha¨tzer gegeben
(~ˆβ = (GTG)−1GT~y). Sind die Parameter der Korrelationsfunktion, ~θ, bekannt, erge-
ben sich als Scha¨tzer fu¨r die unbekannten Parameter ~β und σ2 die verallgemeinerten
Kleinste Quadrate Scha¨tzer:
~ˆβ = (GTV (~θ)G)−1GTV (~θ)~y. (4.4)
und
σˆ2 =
1
n− L− 1(~y −G
~ˆβ)′V −1(~θ)(~y −G~ˆβ) (4.5)
Dabei ist V (θ) die Korrelationsmatrix mit Eintra¨gen vi,j(~θ) = R~θ(~xi − ~xj). L ist die
La¨nge des Vektors ~β. Wird in Gleichung (4.5) der Vorfaktor 1
n−L−1 durch 1/n ersetzt,
ergibt sich der (verzerrte) ML Scha¨tzer fu¨r σ2.
Im Allgemeinen ist es jedoch unrealistisch, dass die Parameter der Korrelationsfunk-
tion bekannt sind, folglich mu¨ssen sie ebenfalls aus der Stichprobe gescha¨tzt werden.
U¨blicherweise werden dafu¨r Maximum Likelihood Ansa¨tze verwandt. Die Loglikelihood
aufgrund der Normalverteilungsannahme (ohne Konstanten) ist gegeben durch:
lML(~β, σ
2, ~θ) = −n
2
log(σ2)− 1
2
log(|V (~θ)|)− 1
2σ2
(~y−G~β)TV −1(~θ)(~y−G~β).
(4.6)
Problematisch bei dem ML Ansatz ist, dass die Likelihood u¨blicherweise nicht mehr
direkt in allen Parametern gleichzeitig analytisch maximiert werden kann. Als Aus-
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weg ko¨nnen z.B. iterative Scha¨tzverfahren verwandt werden. Das Vorgehen fu¨r die
Scha¨tzung bei unbekannten Korrelationsparametern sieht dann wie folgt aus (Fang
et al. (2006), S. 149): Es wird eine erste Scha¨tzung (meistens die gewo¨hnliche klein-
ste Quadrate Scha¨tzung) fu¨r ~ˆβ und σˆ2 berechnet. Diese Scha¨tzwerte werden dann in
die Loglikelihoodfunktion eingesetzt und diese bezu¨glich der Korrelationsparameter ~θ
optimiert. Da dies nicht mehr analytisch mo¨glich ist, kommen hier Optimierungsal-
gorithmen zum Einsatz wie z.B. Nelder-Mead Optimierung oder Gradientenverfahren.
Aus den resultierenden Korrelationsparametern ~ˆθ wird die Korrelationsmatrix V (~ˆθ)
neu berechnet und die verallgemeinerte kleinste Quadrate Methode wird verwandt, um
eine Aktualisierung der Parameterscha¨tzung fu¨r ~ˆβ und σˆ2 vorzunehmen. Dieser Vor-
gang wird iterativ so lange wiederholt, bis keine weitere (nennenswerte) Verbesserung
der Loglikelihood erzielt wird.
4.1.2 Vorhersage beim Kriging
Sind die Parameter des Gaußprozesses gescha¨tzt, kann eine Vorhersage fu¨r einen beliebi-
gen Punkt ~x ∈ D gemacht werden. Um die Formel der Vorhersagefunktion herzuleiten,
wird fu¨r den Vorhersagepunkt ~x und die Beobachtungspunkte X = (~xT1 , . . . , ~x
T
n ) des
Versuchsplans eine gemeinsame Normalverteilung angenommen:
Y (~x)
~Y (X)
 ∼ N
g(~x)T ~β
G~β
 , σ2
 1 r~θ(~x)T
r~θ(~x) V~θ(X)
 , (4.7)
wobei r~θ(~x) = (R~θ(~x − ~x1), . . . , R~θ(~x − ~xn))T . Als Vorhersage wird dann der bedingte
Erwartungswert von Y (~x) gegeben Y (~x1), . . . , Y (~xn) genutzt. Dabei kann ausgenutzt
werden, dass fu¨r die multivariate Normalverteilung die Verteilung von Y (~x) gegeben
Y (~x1), . . . , Y (~xn) wieder eine Normalverteilung ist mit folgenden Parametern (Fang
et al. (2006), S. 248):
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E(Y (~x)|Y (~x1), . . . , Y (~xn)) = g(~x)T ~β + r~θ(~x)TV −1~θ (X)(~y −G~β), (4.8)
V ar(Y (~x)|Y (~x1), . . . , Y (~xn)) = σ2(1− r~θ(~x)TV −1~θ (X)r~θ(~x)). (4.9)
Als Vorhersagefunktion wird dann Formel (4.8) mit eingesetzten Scha¨tzwerten ver-
wandt:
yˆ(~x) = g(~x)T ~ˆβ + r~ˆθ(~x)
TV −1
~ˆθ
(X)(~y −G~ˆβ). (4.10)
4.1.3 Unsicherheitsvorhersage der Scha¨tzung
Ein in vielen Situationen nu¨tzlicher Aspekt des Krigingmodells ist, dass die Genauig-
keit der Vorhersage am Punkt ~x mittels einer Unsicherheitsvorhersage beurteilt wer-
den kann. Dafu¨r kann entweder die Varianz der bedingten Verteilung aus Gleichung
(4.9) (unter Einsetzen der gescha¨tzten Parameterwerte) genutzt werden, oder es wird
der Mean Square Error der Vorhersagefunktion (MSE[yˆ(~x)]) herangezogen (vgl. Sacks
et al. (1989), Gleichung (8)):
MSE[yˆ(~x)] = σ2
1− (gT (~x), rTθ (~x))
0 GT
G V~θ(X)
−1 g(~x)
rθ(~x)
 (4.11)
Ist der Vorhersagepunkt ~x sehr weit von den Beobachtungspunkten entfernt, betra¨gt die
durch das Modell vorhergesagte Unsicherheit σ2, also die Varianz des angenommenen
Gaußprozesses. Liegt der Vorhersagepunkt sehr nahe an einem Beobachtungspunkt, so
ist die Unsicherheit sehr klein und wird, falls ~x → ~xi, gegen 0 konvergieren. Um eine
Unsicherheitsvorhersage zu erhalten, werden in Formel (4.11) die ML-Scha¨tzer ~ˆθ und
σˆ2 eingesetzt.
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4.1.4 Flexibilita¨t des Krigingansatzes
Ein Grund fu¨r die Beliebtheit von Kriging ist die hohe Flexibilita¨t des Ansatzes. So
ko¨nnen viele Datensituation mittels Kriging bearbeitet werden, wie z.B. gleichzeiti-
ges Modellieren von mehrdimensionalem Output (Santner et al. (2003), Kapitel 4.2),
Vorhersage auch bei kategorialen Einflussvariablen (Han et al. (2009)) und die Ein-
bindung von verschiedenen Computerexperimenten mit unterschiedlicher Genauigkeit
(Qian et al. (2006), Qian und Wu (2008)). Es stehen unterschiedliche Scha¨tzmetho-
den zur Verfu¨gung wie z.B. ML-Ansa¨tze, REML Ansa¨tze, Kreuzvalidierung (Santner
et al. (2003)) oder z.B. Ansa¨tze u¨ber das Variogramm (Cressie (1993)). Auch ko¨nnen
bei einer Krigingmodellierung oftmals Aussagen u¨ber die Gro¨ße des Einflusses ver-
schiedener Inputparameter gemacht werden (u¨ber den Korrelationsparametervektor ~θ)
und es ist auch relativ unproblematisch, wenn Einflussgro¨ßen in dem Modell sind, die
keinen wirklichen Einfluss haben. Dies ist bei den anderen Alternativen, die im folgen-
den vorgestellt werden, nicht der Fall. Ein weiterer Grund ist die oftmals erstaunlich
hohe Vorhersagefa¨higkeit von Kriging, die auch hier in einer Simulationsstudie zum
Vorschein kommt.
Jedoch ist die Handhabung von Krigingmodellen oftmals anspruchsvoller als z.B. von
Interpolatoren mit radialen Basisfunktionen. So kann die Optimierung der Likelihood
schwierig sein und zu unerwu¨nschten Ergebnissen fu¨hren. Dies kann insbesondere dann
der Fall sein, wenn die Korrelationsmatrix schlecht konditioniert ist. Weiterhin muss
unter vielen verschiedenen Mo¨glichkeiten (welche Korrelationsfunktion, welche Regres-
sionsfunktion, Scha¨tzverfahren) eine Krigingvariante ausgewa¨hlt werden. Die Annahme
der Stationarita¨t sollte, wenn mo¨glich, u¨berpru¨ft werden und es sollte, falls Stationarita¨t
nicht als gegeben angesehen werden kann, eine passende Transformation der Zielgro¨ße
Y vorgenommen werden. Nichtsdestotrotz ist Kriging (zu Recht) die Standardmethode
zur Modellierung von Computerexperimenten.
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4.2 Radiale Basis Funktion Interpolation
Eine weitere oft verwandte Interpolationsmethode ist die Interpolation mit radialen
Basisfunktionen. Dabei ist die allgemeine Form der Interpolationsfunktion gegeben
durch
fˆ(~x) :=
n∑
i=1
λiφ(‖~x− ~xi‖) + pm(~x). (4.12)
Hier ist φ(d) eine radiale Basisfunktion und pm ein Polynom vom Grad m ∈ N. Die
Parameter λ1, . . . , λn und die Koeffizienten fu¨r das Polynom pm sind dabei so zu be-
stimmen, dass die resultierende Funktion die Beobachtungen interpoliert. Im folgenden
wird eine Unterscheidung zwischen der Gauß’schen, invers Multiquadrischen, linearen,
multiquadrischen und kubischen radialen Basisfunktionen auf der einen Seite und dem
Thin Plate Spline auf der anderen Seite gemacht.
4.2.1 Allgemeine radiale Basisfunktion
Ist eine radiale Basisfunktion φ(x) und das Polyonom pm ausgewa¨hlt worden, mu¨ssen
die Parameter ~λ = [λ1, . . . , λn] und die Koeffizienten des Polynoms pm, ~β so bestimmt
werden, dass die Funktion fˆ(~x) aus (4.12) die Beobachtungen interpoliert. Dafu¨r spielt
die sogenannte Interpolationsmatrix A ∼ (n×n) eine entscheidende Rolle. Die einzelnen
Elemente (i, j) sind durch Ai,j := φ(‖~xi − ~xj‖), i = 1, . . . , n, j = 1, . . . , n gegeben.
Strukturell hat die Interpolationsmatrix eine A¨hnlichkeit zu der Korrelationsmatrix
beim Kriging. Damit die Funktion fˆ(~x) eindeutig definiert ist, muss im Allgemeinen
die radiale Basisfunktion die Eigenschaft haben, dass die Interpolationsmatrix A fu¨r
jede beliebige Punktemenge ~x1, . . . , ~xn ∈ Rd nichtsingula¨r ist. Wird in Gleichung (4.12)
kein Polyonom pm(~x) mit in die Funktion aufgenommen, ergeben sich die Koeffizienten
~λ := [λ1, . . . , λn]
′ durch das folgende Gleichungssystem:
A~λ = ~y. (4.13)
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Wird ein Polynom mit in die Vorhersagefunktion eingearbeitet, ergeben sich zusa¨tzliche
Freiheitsgrade, die durch Nebenbedingungen fixiert werden. Dabei wird eine Orthogo-
nalita¨t zwischen dem Vektor ~λ und dem Raum aller Polynome vom Grad m in d
Variablen, Pdm gefordert:
n∑
i=1
λiq(~xi) = 0 ∀q ∈ Pdm, (4.14)
vergleiche Buhmann (2000), Gleichung (1.4). Durch diese Forderung werden zwar
die zusa¨tzlichen Freiheitsgrade fixiert, jedoch muss jetzt an die Beobachtungspunkte
~x1, . . . , ~xn eine Bedingung (Pdm-Unisolvenz) gestellt werden (Buhmann (2008), S. 107):
∀q ∈ Pdm : q(~xi) = 0, i = 1, . . . , n⇒ q ≡ 0. (4.15)
Anschaulich bedeutet dies bei m = 1, dass die Punkte ~x1, . . . , ~xn nicht auf einer Hyper-
ebene des Rd liegen, also den gesamten Rd aufspannen. Die zusa¨tzlichen Koeffizienten
des Polynoms, hier mit λn+1, . . . , λn+mˆ bezeichnet, mu¨ssen durch ein zu (4.13) a¨hnli-
chem Gleichungssystem bestimmt werden. Sei dafu¨r {bj(x) : j = 1, . . . , mˆ} eine Basis
fu¨r Pdm. U¨blicherweise ist dies eine Monombasis, d.h. bj(~x) = ~xα =
∏d
k=1 x
αk
k , wobei fu¨r
den Multiindex
∑d
k=1 αk ≤ m gilt. Aus der Interpolationsbedingung und der Orthogo-
nalita¨tforderung folgt das GleichungssystemA BT
B 0
~λ
~β
 =
~y
~0
 , (4.16)
mit Bij = bj(~xi), vergleiche z.B. Powell (2005), Gleichung (2.2).
Oft verwandte radiale Basisfunktionen sind in Tabelle 4.2 gegeben. Dabei gilt fu¨r die
in Tabelle 4.2 angegeben radialen Basisfunktionen, dass das Gleichungssystem immer
nichtsingula¨r ist, falls die Zusatzbedingung (4.15) gegeben ist. Theoretische Herlei-
tungen, wann eine radiale Basisfunktion in einer nichtsingula¨ren Interpolationsmatrix
resultiert, ko¨nnen in Buhmann (2008), S. 11 ff., S. 100 ff. gefunden werden. Die Kon-
stanten α und c fu¨r die inverse Multiquadrische, die Multiquadrische bzw. die Gauß-
sche radiale Basisfunktion ko¨nnen beliebig gro¨ßer 0 gewa¨hlt werden: Die resultierenden
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Gauß φ(t) = exp (−αt2), α > 0
Inverse Multiquadrische φ(t) = (t2 + c2)−0.5, c > 0
Linear φ(t) = t
Multiquadrisch φ(t) = (t2 + c2)0.5, c > 0
Kubisch φ(t) = t3
Tabelle 4.2: Verschiedene radiale Basisfunktionen.
Funktionen entsprechend Gleichung (4.12) interpolieren immer die Beobachtungen. Die
Vorhersagefa¨higkeit der Interpolationsfunktion kann stark durch unterschiedliche Wer-
te beeinflusst werden. Fu¨r die multiquadrische Basisfunktion liefert in Powell (2001)
der Wert c = 2(1/n)1/d gute Vorhersagewerte. Fu¨r die gaußsche radiale Basisfunktion
scheint bisher keine Systematik vorzuliegen, wie die Konstante in dem hier gemachten
Zusammenhang gewa¨hlt werden sollte. Fang et al. (2006), S. 177, schlagen eine Ab-
wandlung des ML Ansatzes des Krigings zur Bestimmung vor, jedoch ergibt sich aus
diesem Ansatz, dass nicht mehr das Gleichungssystem (4.16) zur Berechnung der Ko-
effizienten benutzt werden kann. Franke (1982) merkt an, dass fu¨r die gaußsche radiale
Basisfunktion die Vorhersagefa¨higkeit stark von dem Parameter α abha¨ngt, eine gu-
te Wahl des Parameters jedoch wiederum von der unbekannten Funktion abzuha¨ngen
scheint. Da keine konkrete Empfehlung gefunden wurde, auf welchen Wert der Para-
meter α gesetzt werden soll, wird der Parameter heuristisch auf α = 1 festgelegt. Wird
der Versuchsraum auf den Kubus [−1, 1]d normiert, ist dieser Wert ein Kompromis zwi-
schen einer zu starken Lokalita¨t der Basisfunktion um die Beobachtungen und einem
zu großen Wert. Ein interessanter Aspekt der radialen Basisfunktionen in Tabelle 4.2
ist, dass es radiale Basisfunktionen gibt (linear, multiquadrisch, kubisch), die nicht fu¨r
t→∞ gegen 0 konvergieren.
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4.2.2 Thin Plate Spline
Eine besondere Stellung innerhalb der Familie der Radialen Basisfunktionen nehmen die
sogenannten Thin Plate Splines ein (Micula (2002), Buhmann (2008), S. 61, S.115 ff.).
Diese werden u¨ber einen Ansatz aus der Variationsrechnung hergeleitet: Es wird eine
Funktion gesucht, die mo¨glichst glatt ist unter der Nebenbedingung, dass die Beobach-
tungswerte interpoliert werden. Das Glattheitskriterium ist hier formal eine Seminorm
auf einem Funktionenraum:
‖f‖ :=
∫
Rd
∑
|α|=δ,α∈Zd+
δ!
α!
(Dαf(~x))2d~x, δ ∈ N (4.17)
vgl. Buhmann (2008), S. 107. Dies ist keine Norm, da nicht nur dass Nullelement auf
die Null abgebildet wird, ansonsten erfu¨llen Seminormen die gleichen Bedingungen wie
Normen. Bildlich gesprochen werden also alle Ableitungen der Ordnung δ quadriert
u¨ber den Rd integriert. Dies ist eine Verallgemeinerung der Herleitung von kubischen
Splines im eindimensionalen auf den ho¨herdimensionalen Fall. Als Menge aller Funk-
tionen, in denen eine optimale Lo¨sung gesucht wird, werden alle Funktionen verwandt,
die eine endliche Seminorm entsprechend (4.17) haben und die Interpolationsbedingung
erfu¨llen. Intuitiv ist klar, dass die optimale Lo¨sung ein Polynom vom Grad m = δ − 1
beinhaltet, da Polynome bis zum Grad m = δ− 1 unter der Seminorm (4.17) invariant
sind. Die radiale Basisfunktion sieht dann wie folgt aus:
φ(r) =
 r2δ−dlog(r), 2δ - d ist eine gerade ganze Zahl;r2δ−d, 2δ - d ist eine ungerade ganze Zahl, (4.18)
und es wird ein Polynom vom Grad δ−1 mit eingebunden. Ein entscheidender Nachteil
des Thin Plate Splines in beliebiger Dimension ist jedoch, dass der Wert δ eine Bedin-
gung erfu¨llen muss: 2δ > d, d.h. die kleinste mo¨gliche Poynombasis wa¨chst mit der
Dimension des Problems. Nur wenn diese Bedingung gegeben ist, sind alle Funktionen
in der betrachteten Klasse stetig (Buhmann (2008), S. 61, S. 106), was fu¨r die Vorher-
sage einer stetigen Funktion als eine Minimalanforderung angesehen werden kann. Ein
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weiterer interessanter Gesichtspunkt ist, dass die radialen Basisfunktionen r2log(r) des
Thin Plate Spline ohne ein Polynom unter Umsta¨nden zu singula¨ren Interpolations-
matrizen fu¨hren, z.B. fu¨r den Spezialfall, dass n = d + 1 Punkte vorliegen, die einen
regula¨ren Simplex bilden, also alle den gleichen Punkt zu Punkt Abstand haben. Wer-
den die Punkte so skaliert, dass der Abstand 1 ist, ergibt sich die Interpolationsmatrix
zur Nullmatrix, die offensichtlich singula¨r ist (Powell (2001), S.4). Dies wird durch das
Hinzufu¨gen eines Polynoms behoben.
Desweiteren ist anzumerken, dass wenn der Wert δ der Seminorm immer minimal ge-
wa¨hlt wird (δ = d0.5de), die Differenzierbarkeit der resultierenden Vorhersagefunktion
in den Beobachtungen von der Dimension abha¨ngt (r = ‖.‖ ist nicht differenzierbar,
r2log(r) = ‖.‖20.5log(‖.‖2) ist differenzierbar).
4.2.3 Flexibilita¨t der Interpolation mit radialen Basisfunktionen
RBF Interpolation ist insgesamt eine sehr attraktive Interpolationsmethode, da sie
flexibel u¨ber die Wahl der radialen Basisfunktion ist und einige Basisfunktionen, wie
z.B. die multiquadrische Basisfunktion einen Tuningparameter zulassen. Auch ist RBF
Interpolation in hohen Dimensionen und mit relativ vielen Beobachtungspunkten mo¨g-
lich, solange das zugrunde liegende Gleichungssystem gut konditioniert ist, was ein
Vorteil zum Kriging ist. Dabei hat die Vorhersagefunktion (4.12) eine sehr große A¨hn-
lichkeit zu der Vorhersagefunktion des Kriging (4.10).
Franke (1982) stellt fest, dass insbesondere die multiquadrische Basisfunktion in der
Praxis sehr gute Vorhersagewerte liefert. Ein Vorteil von RBF Interpolation u¨ber das
Krigingverfahren ist, dass die Koeffizienten nur durch ein lineares Gleichungssystem be-
stimmt werden und nicht wie beim Kriging u¨ber eine Maximierung der Loglikelihood.
Jedoch liefert Interpolation mit radialen Basisfunktionen keine Unsicherheitsaussage
wie das Krigingverfahren. Auch findet bei der Interpolation mit radialen Basisfunktio-
nen keine Gewichtung der einzelnen Inputvariablen statt, wie dies beim Kriging mit
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einer anisotropischen Kovarianzfunktion geschieht.
4.3 Inverse Distance Weighting
Eine Interpolationsmethode, die von Shepard (1968) vorgeschlagen wurde und seit dem
in vielen Artikeln weiterentwickelt wurde (McLain (1974), Franke und Nielson (1980),
Renka (1988)), ist das sogenannte Inverse Distance Weighting (IDW). Grundidee dabei
ist, das man die Vorhersage fu¨r einen Punkte ~x nur auf Beobachtungspunkten basieren
lassen sollte, die in der Na¨he von ~x liegen. Diese Methode wird hier mit aufgenommen,
da die im spa¨teren Verlauf neu vorgestellte Methode der Kerninterpolation einen engen
Bezug zu dem Inverse Distance Weighting hat. Die urspru¨ngliche Idee von Shepard sieht
folgende Interpolationsfunktion vor:
fˆ(~x) =
∑n
i=1 di(~x)
−uyi∑n
i=1 di(~x)
−u . (4.19)
Dabei ist di(~x) eine Abstandsfunktion zwischen ~x und ~xi, z.B. di(~x) = ‖~x−~xi‖. Shepard
(1968) empfiehlt u = 2, und merkt an, dass die Vorhersage durch die Hinzunahme
eines Richtungsfaktors in zwei Dimensionen weiter verbessert werden kann. Da dieses
Konzept jedoch nicht fu¨r beliebige Dimensionen verallgemeinert werden kann, wird es
hier nicht erla¨utert. Die Vorhersagefunktion in Gleichung (4.19) hat Gradienten 0 in den
Beobachtungen, was intuitiv nicht attraktiv ist. Shepard selbst schla¨gt eine Methode
vor, um den Wert der Ableitung in den Beobachtungen auf einen gewu¨nschten Wert
zu setzen. Da jedoch unklar ist, wo diese Informationen herkommen sollen, wird auch
dies nicht weiter beschrieben.
McLain (1974) beschreibt eine Verbesserung des Inverse Distance Weighting, die Di-
stance Weighted Least Squares Approximation genannt wird. Dabei wird eine gewich-
tete kleinste Quadrate Regression an die Daten angepasst mit einer polynomialen Re-
gressionsfunktion. Ist dafu¨r P~θ(~x) das Polynom (meistens linear oder quadratisch), das
lokal an die Daten angepasst werden soll, so ergibt sich der gescha¨tzte Parametervektor
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~θ im Punkt ~x durch das folgende Minimierungsproblem:
min
~θ
n∑
i=1
(P~θ(~xi)− yi)2w(di(~x)). (4.20)
McLain (1974) schla¨gt dabei als Gewichtsfunktion w(t2) = exp (−αt2)/t2 mit einem
Tuningparameter α vor. Es wird also fu¨r einen Vorhersagepunkt ~x genau das Polynom
gesucht, welches im kleinste Quadrate Sinne optimal ist. Problematisch daran ist, dass
fu¨r jeden Vorhersagepunkt ~x eine neue kleinste Quadrate Regression berechnet wer-
den muss, man also genaugenommen den Parametervektor ~θ in Abha¨ngigkeit von ~x
schreiben mu¨sste (~θ(~x)).
Deswegen schlagen Franke und Nielson (1980) und Renka (1988) eine Aba¨nderung
vor, bei der nicht mehr fu¨r jeden Vorhersagepunkt eine Kleinste Quadrate Regression
durchgefu¨hrt werden muss. Dabei wird in jedem Beobachtungspunkt eine lokale Appro-
ximation Qi(~x) bestimmt, die genau diesen Beobachtungspunkt interpoliert. Als lokale
Approximation wird ein Polynom (in den Artikeln von Franke und Nielson (1980) und
Renka (1988) ein Polynom zweiten Grades) u¨ber eine gewichtete (homogene) kleinste
Quadrate Anpassung fu¨r Qi(~x) bestimmt. Werden die Ausgangsdaten passend trans-
formiert (~xl,i := ~xl − ~xi, yl,i := yl − yi) kann durch die homogene Regression erreicht
werden, dass die Funktion Qi(~x) den Punkt ~xi interpoliert. Als Gewichte fu¨r die Re-
gressionsanpassung in jedem Beobachtungspunkt wird
qi(~x) :=
(
(Rq,i − ‖~x− ~xi‖)+
Rq,i‖~x− ~xi‖
)2
(4.21)
mit
(Rq,i − t)+ =
 Rq,i − t, falls t < Rq,i0, sonst (4.22)
verwandt. Die Parameter Rq,i werden bei Franke und Nielson (1980) konstant gewa¨hlt,
bei Renka (1988) aber so, dass immer eine feste Anzahl Nq an Beobachtungspunkten
innerhalb des Radius um den Punkt ~xi liegt. Zu beachten ist, dass Nq immer groß genug
gewa¨hlt werden muss, damit sich die homogene Regression auch durchfu¨hren la¨sst.
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Dieser erste Gewichtungsprozess bezieht sich nur auf die Funktionen Qi(~x), die eine
lokale Anpassung an die Daten um den Punkt ~xi ergeben soll. Prinzipiell ko¨nnten hier
auch andere Gewichtungen wie z.B. bei Kernregressionsmethoden verwandt werden,
das einzig entscheidende ist, dass die Funktion Qi(~x) den Beobachtungspunkt (~xi, yi)
exakt reproduziert.
Als interpolierende Funktion ergibt sich dann
fˆ(~x) =
∑n
i=1 Qi(~x)wi(~x)∑n
j=1wj(~x)
(4.23)
mit einem zweiten Gewichtungsprozess wi(~x), fu¨r den Franke und Nielson (1980) und
Renka (1988) folgende Gewichtsfunktion wi(~x) vorschlagen:
wi(~x) :=
(
(Rw,i − ‖~x− ~xi‖)+
Rw,i‖~x− ~xi‖
)2
. (4.24)
Formal ist das die gleiche Funktion wie in Gleichung (4.21), nur mit anderen Parame-
tern. Der Parameter Rw,i stellt den Radius um den Punkt ~xi dar, in dem der Punkt
Einfluss hat. Wa¨hrend Franke und Nielson (1980) diesen Parameter wieder fest wa¨hlen,
schla¨gt Renka (1988) vor, auch diesen Parameter variabel so zu wa¨hlen, dass immer
genau Nw Punkte in dem Radius um ~xi sind. Die resultierende Funktion fˆ(~x) inter-
poliert die Beobachtungen, da fu¨r ~x → ~xi nur die Funktion Qi(~x) positives Gewicht
erha¨lt, alle anderen Funktionen Qi′(~x), i
′ 6= i erhalten im Grenzwert das Gewicht 0.
Die Funktion Qi(~x) ist aber gerade so konstruiert, dass in dem Punkt ~xi der Wert yi
ausgegeben wird. Da bei Renka (1988) nur zweidimensionale Interpolationsprobleme
betrachtet werden und von Datensituationen mit relativ vielen Beobachtungspunkten
ausgegangen wird, sind die dortigen Parameterempfehlungen hier nicht gut anwendbar,
weswegen der Parameter Nq so gewa¨hlt wird, dass er nahezu minimal ist und Nw ≈ n/3
gewa¨hlt wird.
Ein prinzipielles Problem bei den Modifikationen von McLain (1974), Franke und Niel-
son (1980) und Renka (1988) ist, dass ein Polyonom zweiten Grades angepasst wird.
Dies impliziert, dass in d Dimensionen mindestens 0.5d2+1.5d+1 Beobachtungen vorlie-
gen mu¨ssen. Dies ist im Kontext von Computerexperimenten eine Einschra¨nkung, der
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nicht immer entsprochen werden kann. Insbesondere die Modifikationen von Franke
und Nielson (1980) und Renka (1988) haben eine große A¨hnlichkeit zu der spa¨ter vor-
gestellten Kerninterpolation. Inverse Distance Weighting Interpolation wird in Ripley
(2004) als nichtparametrische Alternative zum Kriging in der Geostatistik aufgefu¨hrt.
4.4 Weitere Methoden
Es existiert eine Vielzahl an weiteren Methoden zur mehrdimensionalen Interpolation,
auf die hier aus verschiedenen Gru¨nden nicht eingegangen wird. Polynomiale Interpola-
tion im eindimensionalen kann problemlos auf den ho¨herdimensionalen Fall u¨bernom-
men werden, jedoch ergibt sich auch hier das Problem von großen Oszillationen bei
ho¨herem Polynomgrad. Ausserdem ist im Allgemeinen unklar, welches Polynom fu¨r die
Interpolation verwandt werden soll. Bates et al. (2008) erarbeiten eine Methode, die
genau diesen Nachteil der polynomialen Interpolation beseitigt: Es wird das Polynom
gesucht, dass eine mo¨glichst kleine Variation im Sinne der zweiten Ableitung/ Hesse-
matrix liefert. Dies hat eine enge Verwandtschaft zum Thin Plate Spline, da dieser das
gleiche Maß fu¨r Variation in einer geeigneten (nichtpolynomialen) Funktionenklasse
minimiert. Da die Methode von Bates et al. (2008) dem Verhalten von dem Thin Plate
Spline sehr nahe kommt, wird sie hier ebenfalls nicht betrachtet.
Ein einfacher Ansatz zu der Interpolationsaufgabe sind stu¨ckweise konstante Funktio-
nen in Verbindung mit na¨chste Nachbarn Regeln, da diese jedoch noch nicht einmal
die Minimalanforderung der Stetigkeit erfu¨llen, werden sie hier außer Acht gelassen.
Ebenso nicht betrachtet werden Methoden, die aufbauend auf einer Triangulation u¨ber
den einzelnen Simplexen stu¨ckweise Polynome verwenden (Lawson (1976)), da diese
nicht ohne weiteres in eine beliebige Dimension verallgemeinert werden ko¨nnen.
Eine weitere Interpolationsmethode ist die Natu¨rliche Nachbarn Interpolation, die das
Konzept des Voronoidiagramm fu¨r eine Vorhersage ausnutzt. Diese Methode hat sich
jedoch in einer Simulationsstudie (Mu¨hlensta¨dt und Kuhnt (2009)) als nicht attraktiv
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erwiesen und wird deswegen nicht betrachtet.
Es gibt eine Vielzahl an weiteren Methoden, die fu¨r die Modellierung von Computer
Experimenten herangezogen werden ko¨nnen wie z.B. Multivariate adaptive regression
splines und Artificial Neural networks (Chen et al. (2006)). Diese wurden nicht mit
aufgenommen, da in Chen et al. (2006) diese Modelle im Allgemeinen keine gute Vor-
hersagewerte lieferten.
Kapitel 5
Kerninterpolation
In Kapitel 3 wurden Versuchspla¨ne vorgestellt, die durch eine stu¨ckweise lineare Funk-
tion, die u¨ber eine Triangulation definiert ist, motiviert wurden. Jedoch gibt es einige
prinzipielle Nachteile einer solchen Modellierung. Die Vorhersagefunktion des Modells
ist nicht differenzierbar und nur innerhalb der konvexen Hu¨lle definiert, d.h. es ko¨n-
nen keine Werte außerhalb der konvexen Hu¨lle der Beobachtungswerte vorhergesagt
werden. Aus diesem Grund soll, aufbauend auf dem stu¨ckweise linearen Modell, ein
Modell herausgearbeitet werden, dass diese Nachteile beseitigt. Ein a¨hnliches Ziel wird
zum Beispiel mit Methoden wie der Lawsoninterpolation in zwei Dimensionen verfolgt
(Lawson (1976)), jedoch ist hier nicht ohne weiteres eine Verallgemeinerung auf belie-
bige Dimensionen mo¨glich.
5.1 Allgemeine Idee: Kombiniere lokal angepasste lineare Funktionen
Die generelle Idee zur Verbesserung der stu¨ckweise linearen Funktion ist, die lokal ange-
passten linearen Funktionen global zu betrachten und dann ein geeignetes Mittel u¨ber
die unterschiedlichen Vorhersagewerte zu berechnen. Dafu¨r sei wieder T (Pn) die Delau-
naytriangulation der Punktemenge Pn = {~x1, . . . , ~xn}, bestehend aus den Simplexen
Sj, j = 1, . . . , N mit der gleichen Notation fu¨r Ecken wie in Kapitel 2 und 3. An die
Simplexe wird die in Kapitel 2 vorgestellte stu¨ckweise lineare Funktion (Bemerkung
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2.1) angepasst. Die auf dem Simplex Sj definierte Funktion wird mit y
j(~x) bezeichnet.
Diese linearen Funktionen sind nicht nur innerhalb des Simplexes eine gute erste Na¨he-
rung fu¨r die Funktion, sondern auch in einer begrenzten Umgebung um den Simplex.
Die Funktionen yj(~x) werden mit Hilfe einer Gewichtsfunktion gj(~x) in der folgenden
Weise zu einer globalen Vorhersage kombiniert:
yˆ(~x) :=
 yi, ~x = ~xi, i = 1, . . . , n;∑Nj=1 gj(~x)yj(~x)∑N
j=1 gj(~x)
, sonst,
(5.1)
was einem gewichteten Mittel der N unterschiedlichen Vorhersagewerte entspricht. Von
den Eigenschaften der Gewichtsfunktion gj(~x) ha¨ngt ab, welche Eigenschaften yˆ(~x)
aufweist.
5.2 Auswahl der Gewichtsfunktion
Um eine stetige Interpolationsfunktion zu erzielen, mu¨ssen die Gewichte gut gewa¨hlt
werden. Dafu¨r sei die Gewichtsfunktion in zwei Teile aufgeteilt:
gj(~x) := wh,j(Dj(~x)), (5.2)
wobei Dj(~x) eine Abstandsfunktion zwischen ~x und Simplex Sj ist und wh,j(t) eine
Kernfunktion ist, die von einem Parameter h abha¨ngt und/oder von Eigenschaften des
Simplex Sj abha¨ngt. Die in der folgenden Definition aufgefu¨hrten Bedingungen sind
hinreichend dafu¨r, dass sich eine stetige Interpolationsfunktion ergibt.
Definition 5.1. Eine Funktion Dj ∈ C0(Rd,R≥0) mit
(D1)
⋂
>0 η
j
 = {~xj0, . . . , ~xjd}, wobei ηj := {~x|Dj(~x) < } und
(D2) Dj(~x)
‖~x‖→∞−−−−→∞
heißt regula¨re Abstandsfunktion. Eine Funktion wh ∈ C0(R>0,R≥0) mit
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(K1) wh,j(t)
t→0−−→∞ und
(K2) wh,j(t)
t→∞−−−→ 0
heißt regula¨re Kernfunktion fu¨r yˆ(~x). Eine regula¨re Gewichtsfunktion gj(~x) =
wh,j(Dj(~x)) ist gegeben, wenn die folgenden beiden Bedingungen zutreffen:
(W1) wh,j und Dj sind regula¨r.
(W2) Die Divergenzordnung von gj(~x) fu¨r ~x→ ~xji , i = 0, . . . , d, ha¨ngt nicht von Sj ab,
d.h. gj(~x) = O(g) fu¨r ~x→ ~xji wobei g nicht von j abha¨ngt.
Fu¨r eine regula¨re Abstandsfunktion Dj(~x) wird also nicht gefordert, dass sie minimal
wird in Punkten innerhalb des Simplex Sj, sondern nur, dass sie minimal wird, wenn ~x
gegen eine Ecke von Sj konvergiert. Die Kernfunktion ist so definiert, dass fu¨r ~x→ ~xi,
die einzigen Simplexe, die im Grenzwert ein strikt positives Gewicht bekommen, jene
sind, die ~xi als Ecke haben.
In dieser Arbeit wird die regula¨re Abstandsfunktion
Dj(~x) =
d∏
i=0
‖~x− ~xji‖ (5.3)
und die Kernfunktion
wh,j(t) :=
vj
th
(5.4)
verwandt. Dabei ist vj das Volumen von Simplex Sj. Die Gewichtung mit dem Volumen
a¨ndert nichts an dem Konvergenzverhalten fu¨r ~x → ~xi, allerdings wird dadurch der
sehr unterschiedlichen Gro¨ße der Simplexe Rechnung getragen. Daraus resultiert die
Gewichtsfunktion
gj(~x) =
vj(∏d
i=0 ‖~x− ~xji‖
)h . (5.5)
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In allen Anwendungsbeispielen dieser Arbeit wurde die Gewichtsfunktion (5.5) mit
h = 2 fu¨r die Kernfunktion verwandt, da diese erstens zu guten Vorhersageergebnissen
gefu¨hrt hat und zweitens eine glatte Vorhersagefunktion entsteht.
Viele andere Wahlen von Abstands- und Kernfunktion sind mo¨glich. Abha¨ngig von
Dj(~x) und wh,j(t) ko¨nnen unterschiedliche Eigenschaften der Kerninterpolationsfunk-
tion erreicht werden, wie z.B. Interpolationsfunktionen mit unterschiedlicher Differen-
zierbarkeit oder mit nur einem lokalen Tra¨ger fu¨r die Vorhersage.
5.3 Eigenschaften der Kerninterpolation
Die Kerninterpolation mit der Vorhersagefunktion yˆ(x) hat verschiedene interessante
Eigenschaften, die nachfolgend erla¨utert werden. Die wichtigste ist, dass die Vorher-
sagefunktion stetig ist, wenn regula¨re Kern- und Abstandsfunktionen im Sinne von
Definition 5.1 verwandt werden.
Satz 5.1.
(i) Jede Kerninterpolationsfunktion yˆ(~x) ist linear in (y1, . . . , yn)
′ fu¨r ~x ∈ D \
{~x1, . . . , ~xn}.
(ii) Jede Kerninterpolationsfunktion yˆ(~x) mit regula¨rer Gewichtsfunktion ist stetig
und interpoliert die Beobachtungen (~x1, y1), . . . , (~xn, yn).
Beweis von Satz 5.1. yˆ(~x) interpoliert die Beobachtungen nach Definition. Um zu se-
hen, dass yˆ(~x) stetig ist wird eine Fallunterscheidung gemacht. Fu¨r ~x 6∈ {~x1, . . . , ~xn}
ist yˆ(~x) stetig, da alle verwandten Teilfunktionen stetig sind. Fu¨r ~xi ∈ {~x1, . . . , ~xn}
ko¨nnen die Simplexe in der Triangulation T (P ) in zwei komplementa¨re Mengen aufge-
teilt werden: Ti entha¨lt die Simplexe, die ~xi als Ecke haben, T¬i entha¨lt die restlichen
Simplexe, die ~xi nicht als Ecke haben. Die Indexmenge der Simplexe in Ti wird mit Ni
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bezeichnet, die von T¬i mit N¬i. Dann gilt:∑N
j=1 gj(~x)y
j(~x)∑N
j′=1 gj′(~x)
=
∑
j∈Ni gj(~x)y
j(~x)∑N
j′=1 gj′(~x)
+
∑
j∈N¬i gj(~x)y
j(~x)∑N
j′=1 gj′(~x)
. (5.6)
Definition 5.1 ist so konstruiert, dass fu¨r ~x→ ~xi, ~x ∈ D alle lokalen Vorhersagen yj(~x),
die zu einem Simplex in T¬i geho¨ren, beschra¨nktes Gewicht gj(~xi) haben. Alle lokalen
Vorhersagen yj(~x) die zu einem Simplex in Ti geho¨ren, erhalten Gewicht gj(~x)→∞ fu¨r
~x→ ~xi. Deswegen hat der zweite Teil der Summe in Gleichung (5.6) den Grenzwert 0
und kann vernachla¨ssigt werden. Da im Grenzwert Konstanten im Nenner keinen Ein-
fluss auf die Divergenzordnung haben ko¨nnen alle Indizes in N¬i weggelassen werden.
Daraus folgt∑
j∈Ni gj(~x)y
j(~x)∑
j′∈Ni gj′(~x)
~x→~xi−−−→
∑
j∈Ni
ci,jy
j(~xi) (5.7)
mit
∑
j∈Ni ci,j = 1, ci,j ≥ 0 ∀j ∈ Ni. Dies folgt aufgrund von Eigenschaft (W2) in
Definition 5.1, die fordert, dass alle u¨brigen Gewichtsfunktionen gj(~x) mit j ∈ Ni
die gleiche Divergenzordnung haben. Fu¨r alle lokalen Vorhersagen yj(~x) mit Simplex
Sj ∈ Ti gilt yj(~xi) = yi laut Konstruktion. Folglich ist yˆ(x) stetig. Weiterhin ist leicht
zu sehen, dass yˆ(x) linear in y1, . . . , yn ist.
Die Kerninterpolationsfunktion yˆ(x) ist differenzierbar ausserhalb der Beobachtungen,
wenn die Gewichtsfunktion ebenfalls differenzierbar ist.
Satz 5.2. Wenn die Gewichtsfunktion gj(~x) = wj,h(Dj(~x)) stetig differenzierbar ist, so
ist auch yˆ(x) stetig differenzierbar fu¨r alle x ∈ D \ {~x1, . . . , ~xn}.
Beweis von Satz 5.2. Die Differenzierbarkeit ausserhalb der Beobachtungen ergibt sich,
da gj(~x) nach Vorraussetzung stetig differenzierbar ist, die linearen Funktionen y
j(~x)
unendlich oft stetig differenzierbar sind und die Vorhersagefunktion aus Gleichung (5.1)
die Gewichtsfunktion und die linearen Funktionen stetig differenzierbar verknu¨pfen.
Die Differenzierbarkeit in den Beobachtungspunkten ha¨ngt davon ab, wie schnell die
Gewichte fu¨r Simplexe, die ~xi als Ecke haben, gegen ∞ divergieren:
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Satz 5.3. Sei ~xi ∈ {~x1, . . . , ~xn} und gj(~x) ∈ C1(Rd \ {~x1, . . . , ~xn},R). Ferner gelte
1
‖~t‖∑Nj′=1 gj′(~xi + ~t) ~t→0−→ 0, (5.8)
wobei ~t ∈ Rd. Dann ist die Kerninterpolationsfunktion yˆ(~xi) (total) differenzierbar in
~xi. Die partielle Ableitung in Richung des k-ten Einheitsvektors in dem Punkt ~xi ist
gegeben durch
∂
∂xk
yˆ(~xi) =
∑
j∈Ni
ci,jβ
j
k, (5.9)
wobei ci,j die Konstanten aus dem Beweis von Satz 5.1 sind.
Beweis von Satz 5.3. Fu¨r den Beweis wird die gleiche Notation (Ni, N¬i) wie im Beweis
von Satz 5.1 verwandt. Fu¨r die totale Differenzierbarkeit muss gezeigt werden, dass
lim
~t→0
yˆ(~xi + ~t)− yi − L~t
‖~t‖ = 0, (5.10)
wobei L ein Kandidat fu¨r die Ableitung von yˆ im Punkt ~xi ist. Dieser Kandidat ist hier
L =
∑
j∈Ni
ci,jβ
jT , (5.11)
der durch Berechnung der partiellen Ableitungen von yˆ(~xi) erhalten wird. Weiter kann
der Wert yi auf folgende Art umgeschrieben werden:
∀j ∈ Ni : yi = βj0 + βj
T
~xi =
∑
j∈Ni gj(~xi + ~t)(β
j
0 + β
jT ~xi)∑
j′∈Ni gj′(~xi + ~t)
(5.12)
da fu¨r alle j ∈ Ni gilt: yj(~xi) = yi. Die Summe von yˆ(~x) kann wieder entsprechend Ni
und N¬i aufgeteilt werden:
lim
t→0
yˆ(~xi + ~t)− yi − L~t
‖~t‖ (5.13)
= lim
~t→0
[∑
j∈Ni (β
j
0 + β
jT (~xi + ~t))gj(~xi + ~t)
‖~t‖∑j′∈N gj′(~xi + ~t)
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+
∑
j∈N¬i (β
j
0 + β
jT (~xi + ~t))gj(~xi + ~t)
‖~t‖∑j′∈N gj′(~xi + ~t)
−
∑
j∈Ni (β
j
0 + β
jT ~xi)gj(~xi + ~t)
‖~t‖∑j′∈Ni gj′(~xi + ~t) .
−
∑
j∈Ni ci,jβ
jT~t
‖~t‖
]
.
Der zweite Teil der Summe ergibt im Grenzwert 0 aufgrund der Bedingung (5.8) und
der Definition von N¬i. Fu¨r den ersten Teil kann der Index der Summe im Nenner zu
Ni umgeschrieben werden da Konstanten im Grenzwert keinen Einfluss haben. Damit
folgt
= lim
~t→0
[∑
j∈Ni (β
j
0 + β
jT (~xi + ~t))gj(~xi + ~t)
‖~t‖∑j′∈Ni gj′(~xi + ~t) (5.14)
−
∑
j∈Ni (β
j
0 + β
jT ~xi)gj(~xi + ~t)
‖~t‖∑j′∈Ni gj′(~xi + ~t)
−
∑
j∈Ni ci,jβ
jT~t
‖~t‖
]
= lim
~t→0
[∑
j∈Ni
(βj0 + β
jT (~xi + ~t)− (βj0 + βjT ~xi))gj(~xi + ~t)
‖~t‖∑j′∈Ni gj′(~xi + ~t) − ci,jβ
jT~t
‖~t‖
]
(5.15)
= lim
~t→0
[∑
j∈Ni
βj
T~tgj(~xi + ~t)
‖~t‖∑j′∈Ni gj′(~xi + ~t) − ci,jβ
jT~t
‖~t‖
]
(5.16)
= lim
~t→0
[∑
j∈Ni
(
gj(~xi + ~t)∑
j′∈Ni gj′(~xi + ~t)
− ci,j
)
βj
T~t
‖~t‖ .
]
(5.17)
Da
~t
‖~t‖ = O(1) kann dieser Term vernachla¨ssigt werden. Die Konstanten ci,j sind gerade
definiert als der Grenzwert von
gj(~xi+~t)∑
j′∈Ni gj′ (~xi+
~t)
fu¨r ~t→ 0, was den Beweis vervollsta¨ndigt.
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Die Bedingung aus Gleichung (5.8) wird im Folgenden fu¨r die Gewichtsfunktion aus
Gleichung (5.5) u¨berpru¨ft. Um Differenzierbarkeit zu erhalten muss gelten:
1
‖~t‖∑Nj=1 vj(∏dk=0 ‖~xi′+~t−~xjk‖)h → 0 fu¨r
~t→ 0. (5.18)
Zur Vereinfachung der Notation sei o.B.d.A. ~xi′ = 0. Weiterhin sollen die Ecken aller
Simplexe Sj mit j ∈ Ni so geordnet sein, dass ~xj0 = ~xi′(= 0). Die Summe im Nenner
kann wieder aufgeteilt werden in zwei Teilsummen entsprechend Ni′ und N¬i′ . Alle
Simplexe mit Index in N¬i′ haben keinen Einfluss da ihr Gewicht im Grenzwert endlich
ist. Folglich vereinfacht sich Gleichung (5.18) zu
lim
~t→0
1
‖~t‖∑j∈Ni vj‖~t‖h∏dk=1 ‖~t−~xjk‖h = lim~t→0
‖~t‖h−1∑
j∈Ni
vj∏d
k=1 ‖~t−~xjk‖
h
, (5.19)
was fu¨r h > 1 gegen 0 konvergiert.
Bei Kernregressionsmethoden in der Statistik spielt meistens der Gla¨ttungsparameter
eine zentrale Rolle in Bezug auf Gu¨teeigenschaften. Hier hat der Gla¨ttungsparameter
h der Kernfunktion auch einen starken Einfluss. Fu¨r die Kernfunktion wj,h(t) =
vj
th
,
welche im Folgenden immer verwandt wird, gelten die Eigenschaften des folgenden
Satzes.
Satz 5.4. Betrachte die Kerninterpolationsfunktion yˆ(~x) mit beliebiger regula¨-
rer Abstandsfunktion Dj(~x), Kernfunktion wj,h(t) =
vj
th
und Beobachtungen
(y1, ~x1), . . . , (yn, ~xn). Dann gilt:
(i) Fu¨r h→∞ : yˆ(~x)→∑j∈N∗(~x) yj(~x)vj∑
j′∈N∗(~x) vj′
wobei
N∗(~x) := {j ∈ N |Dj(~x) = min{D1(~x), . . . , DN(~x)}} (5.20)
die Menge aller Indizes j ist, fu¨r die Dj(~x) minimal ist.
(ii) Fu¨r h→ 0 gilt: yˆ(~x)→∑Nj=1 yj(~x)vj∑N
j′=1 vj′
.
5.3 Eigenschaften der Kerninterpolation 65
Beweis von Satz 5. Unter Ausnutzung der Definition von yˆ(~x) fu¨r ~x 6= ~xi gilt
yˆ(~x) =
N∑
j=1
yj(~x)∑N
j′=1
(
Dj(~x)
Dj′ (~x)
)h vj′
vj
.
Fu¨r die meisten ~x Werte wird N∗(~x) nur aus einem Index bestehen, aber es existieren
~x Punkte, fu¨r die mehr als ein Dj(~x) das Minimum annimmt. Betrachte
(
Dj(~x)
Dj′ (~x)
)h
fu¨r
festes j: Wenn j ∈ N∗(~x) gilt
∀j′ : Dj(~x)
Dj′(~x)
≤ 1,
wobei Gleichheit genau dann gilt wenn j′ ∈ N∗(~x). Daraus folgt
N∑
j′=1
(
Dj(~x)
Dj′(~x)
)h
vj′
vj
h→∞−→
∑
j∈N∗(~x)
vj′
vj
Fu¨r j 6∈ N∗(~x) gilt dass es mindestens ein j′ gibt mit Dj > Dj′ . Folglich gilt:
∃j′ : Dj(~x)
Dj′(~x)
> 1
und
N∑
j′=1
(
Dj(~x)
Dj′(~x)
)h
vj′
vj
h→∞−→ ∞.
Zusammen folgt daraus
N∑
j=1
yj(~x)∑N
j′=1
(
Dj(~x)
Dj′ (~x)
)h vj′
vj
h→∞−→
∑
j∈N∗(~x)
yj(~x)vj∑
j′∈N∗(~x) vj′
.
Der zweite Teil des Satzes folgt aus dem Grenzwert
∀c ∈ R>0 : ch h→0−→ 1.
Der Parameter h ist dementsprechend wichtig fu¨r eine gute Anpassung. Heuristisch
wurden mit h = 2 gut Ergebnisse gewa¨hlt. Ein weiteres Resultat ist, dass je gro¨ßer der
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Abstand zwischen dem Vorhersagepunkt ~x und den Beobachtungen ist, desto unzuver-
la¨ssiger ist die Vorhersage:
∀j : gj(~x)∑N
j′=1 gj′(~x)
→ vj∑N
j′=1 vj′
fu¨r min
~z∈conv(~x1,...,~xn)
‖~x− ~z‖ → ∞, (5.21)
d.h. die Vorhersage ist in diesem Fall ein gewichtetes arithmetisches Mittel mit den
(normierten) Gewichten vj als Gewichtsvektor. Dies ist rein intuitiv kein sinnvoller
Wert fu¨r eine Extrapolation.
Um die Kerninterpolation zu implementieren, wird ein effizienter Algorithmus zur Be-
stimmung der Triangulation beno¨tigt. Wie in Kapitel 3 wird der quickhull Algorith-
mus von Barber et al. (1996) verwandt, der schon in R (im Package geometry) und
Matlab implementiert ist. Außerdem sollte angemerkt werden, dass fu¨r Simplexe mit
keinem oder sehr kleinem Volumen die lineare Funktion, die u¨ber dem Simplex de-
finiert ist, nicht berechnet werden kann. Diese Simplexe werden von der Vorhersage
ausgeschlossen. Solche Simplexe treten oft am Rand der konvexen Hu¨lle auf. Die not-
wendige Rechenarbeit sollte gut organisiert werden, um eine akzeptable Rechenzeit zu
erreichen. Dafu¨r ko¨nnen die Koeffizienten fu¨r die linearen Funktionen seperat berechnet
und gespeichert werden, so dass sie wiederverwendet werden ko¨nnen. Auch kann durch
geschicktes Abspeichern der euklidischen Absta¨nde zwischen einem Vorhersagepunkt ~x
und den Beobachtungspuntken ~x1, . . . , ~xn viel Rechenzeit gespart werden.
Die hier vorgestellte Methode hat eine enge Beziehung zum Inverse Distance Weighting,
insbesondere zu der Version des Inverse Distance Weighting von Franke und Nielson
(1980) und Renka (1988). Dort wird in jedem Beobachtungspunkt ein Polynom (in den
Originalartikeln ein quadratisches) u¨ber gewichtete lineare Regression angepasst, dass
diesen Beobachtungspunkt interpoliert und der Gewichtungsprozess anschließend u¨ber
die einzelnen Vorhersagen der n Polynome vorgenommen. In dem hier vorgestellten
Ansatz wird anstattdessen an jeden Simplex aus der Delaunaytriangulation u¨ber den
Versuchsplan eine lineare Funktion angepasst und der Gewichtungsprozess auf die N
verschiedenen Vorhersagen fu¨r jeden Simplex angewandt. Ein prinzipieller Vorteil der
hier vorgestellten Methode, ist, dass die urspru¨nglich von Franke und Nielson (1980)
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und Renka (1988) vorgestellten Versionen des Inverse Distance Weighting in ho¨he-
ren Dimensionen sehr viele Beobachtungspunkte beno¨tigen (um die Koeffizienten der
quadratischen Polynome scha¨tzen zu ko¨nnen). Wohingegen die hier vorgestellte Kern-
interpolation ab d+ 1 Beobachtungspunkten funktioniert.
5.4 Unsicherheitsvorhersage bei der Kerninterpolation
Ein entscheidender Vorteil des Kriging ist, dass eine lokale Unsicherheitsaussage aufbau-
end auf dem stochastischen Modell mo¨glich ist (4.11). Bei vielen sequentiellen Verfahren
wie z.B. Jones et al. (1998) oder Lehman et al. (2004) wird diese Unsicherheitsaussage
beno¨tigt, um z.B. festzulegen, wo weitere Beobachtungspunkte erhoben werden. Eine
a¨hnliche Unsicherheitsaussage kann fu¨r die Kerninterpolation bestimmt werden. Hier
wird bewusst nicht von Konfidenzintervallen gesprochen, da dies vermitteln wu¨rde,
dass die Unsicherheitsaussage bei der Kerninterpolation auf einem stochastischen Mo-
dell beruht. Definiere die Unsicherheitsvorhersage als
U(yˆ)(~x) :=

0, ~x = ~xi, i = 1, . . . , n;√∑N
j=1 gj(~x)σ
2
j (~x)∑N
j=1 gj(~x)
, sonst
(5.22)
mit σ2j (~x) := (yˆ(~x) − yj(~x))2. Die Motivation ist also, die Einigkeit der lokalen An-
passungen als Referenz fu¨r die Unsicherheit zu nutzen. Streuen die Vorhersagen yj(~x)
in dem Punkt ~x sehr stark wird sich eine ho¨here Unsicherheitsvorhersage ergeben, als
wenn sich die Vorhersagen nur gering von einander unterscheiden. Ein prinzipieller Un-
terschied dieser Unsicherheitsvorhersage zu der Unsicherheitsvorhersage beim Kriging
ist, dass Funktionen, die lokal ein sehr unterschiedliches Verhalten aufweisen, auch lo-
kal unterschiedliche Unsicherheitsvorhersagen haben. Dies ist beim Kriging (aufgrund
der Annahme der Stationarita¨t) nicht gegeben. Desweiteren konvergieren die Unsi-
cherheitsvorhersagen beim Kriging gegen einen einzelnen Wert, einem Vielfachen der
gescha¨tzten Standardabweichung des angenommenen Prozesses, wenn sich der Vorher-
sagepunkt ~x immer weiter von den Beobachtungen entfernt. Fu¨r die Kerninterpolation
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divergiert die Unsicherheitsvorhersage, falls sich der Vorhersagepunkt ~x immer wei-
ter von der Beobachtungspunkten entfernt. Wird nicht ein stationa¨rer stochastischer
Prozess angenommen, ist dies sicher ein intuitiv sinnvolleres Verhalten.
Zur Verdeutlichung der Unterschiede wird folgendes (eindimensionales) Beispiel auf
dem Intervall [−1, 1] betrachtet: f(x) = 0.05 sin(3pix) + F (x). Dabei ist F (x) die Ver-
teilungsfunktion einer normalverteilten Zufallvariable mit den Parametern (µ, σ) =
(0, 0.05). Es werden Beobachtungen an den Stellen x1 = −0.5, x2 = −0.3, x3 =
−0.1, x4 = 0.1, x5 = 0.3, x6 = 0.5 genommen mit zugeho¨rigen y-Werten y1, . . . , y6.
An diese wird ein Krigingmodell mit konstantem Regressionteil und der Gaußkorrelati-
onsfunktion angepasst (mittels des R-packages mlegp, Dancik (2010)). Als Alternative
wird ein Kerninterpolationsmodell angepasst, mit der Gewichtsfunktion (5.5). Fu¨r bei-
de wird die Unsicherheitsvorhersage bestimmt. Die Ergebnisse sind in Abbildung 5.1
dargestellt.
Fu¨r das Kriging ist in der Graphik der Vorhersagewert entsprechend Gleichung (4.10)
± eine gescha¨tze Standardabweichung abgetragen. Fu¨r die Kerninterpolation ist der
Vorhersagewert entsprechend Gleichung (5.1) ±U(x) abgetragen. Es ist deutlich zu
erkennen, dass die Standardabweichung der Krigingvorhersagefunktion außerhalb der
Beobachtungen gegen einen konstant Wert konvergiert. Im Gegensatz dazu divergiert
die Unsicherheitsvorhersage der Kerninterpolation außerhalb der Beobachtungen.
5.5 Simulationen und Anwendungen
Im Folgenden sollen die Eigenschaften der Kerninterpolation im Vergleich zu verschie-
denen anderen Interpolationsverfahren erkundet werden. Dafu¨r werden verschiedene
analytische Funktionen betrachtet, fu¨r die anhand der ausgewa¨hlten Methoden eine
Vorhersage gemacht werden soll. Weiterhin stehen einige Anwendungsdatensa¨tze zur
Verfu¨gung, anhand derer die Methoden verglichen werden. Zur Beurteilung der An-
passungsgu¨te wird der mittlere quadratische Fehler (root mean square error, RMSE)
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Abbildung 5.1: Vergleich der Unsicherheitsvorhersagen fu¨r das Kriging und die Kern-
interpolation.
betrachtet:
Definition 5.2 (RMSE). Der mittlere quadratische Fehler einer Vorhersagefunktion
yˆ(~x) fu¨r die wahre Funktion y(~x) an Punkten ~x1, . . . , ~xM ist gegeben durch
RMSE(yˆ(x), y(x)) :=
√√√√ 1
M
M∑
i=1
(y(xi)− yˆ(xi))2. (5.23)
Sa¨mtliche Simulationen wurden in R-2.10.1 (R Development Core Team (2009)) durch-
gefu¨hrt.
Fu¨r das Kriging wurde jeweils ein Modell mit einer konstanten und linearen Trendfunk-
tion angepasst. Als Korrelationsfunktion wurde in beiden Fa¨llen die Gaußkorrelations-
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funktion entsprechend Tabelle 4.1 und als Scha¨tzmethode das Maximum Likelihood
Verfahren verwandt. Diese Korrelationsfunktion wurde ausgewa¨hlt, da sie in vielen Ar-
beiten als Standardkorrelationsfunktion gewa¨hlt wird. Die Berechnungen wurden mit
der R-Funktion mlegp des Packages mlegp (Dancik (2010)) durchgefu¨hrt.
Fu¨r die Interpolation mit radialen Basisfunktionen wurde die Gaußbasis und die multi-
quadrische Basisfunktion entsprechend Tabelle 4.2, jeweils mit einem konstanten Trend
und einem linearen Trend verwandt. Als Parameter wurden fu¨r die Gaußbasis α = 1
und fu¨r die multiquadrische Basisfunktion c2 = 2( 1
n
)d verwandt, wobei n die Stich-
probengro¨ße ist und d die Dimension des Versuchsraums. Desweiteren wurde, falls die
Stichprobengro¨ße es zula¨sst, der Thin Plate Spline mit Basisfunktion entsprechend For-
mel (4.18) verwandt. Um in mo¨glichst vielen Fa¨llen den Thin Plate Spline anwenden
zu ko¨nnen, wird der Wert m immer minimal gewa¨hlt (also m = d0.5de, wobei dde die
kleinste ganze Zahl ist, die gro¨ßer oder gleich d ist).
Fu¨r das Inverse Distance Weighting wurde die urspru¨nglich von Shepard (1968) vorge-
schlagene Variante entsprechend Formel (4.19) mit u = 2 verwandt. Desweiteren wurde
die Aba¨nderung von Renka (1988) mit einem quadratischen Trend und einem linearen
Trend verwandt. Die Konstante Nw wurde dabei minimal gewa¨hlt, so dass die quadra-
tische oder lineare Funktion gerade noch angepasst werden ko¨nnen. Fu¨r den Parameter
Nq wurde Nq = [n/3], wobei [.] der auf eine ganze Zahl gerundete Wert ist, gewa¨hlt.
Fu¨r die Kerninterpolation wurde die Gewichtsfunktion entsprechend Gleichung (5.5)
verwandt. Die verwandten Methoden sind in Tabelle 5.1 zusammengefasst.
5.5.1 Analytische Funktionen
Um die Eigenschaften der verschiedenen Methoden anhand analytischer Funktionen zu
untersuchen werden verschiedene analytische Funktionen verwandt. Der Versuchsraum
ist immer auf [−1, 1]d normiert. Es wurden drei unterschiedliche Arten Versuchspla¨ne
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Bezeichnung Abku¨rzung
Kriging mit konstantem Trend Kr0
Kriging mit linearem Trend Kr1
RBF mit Gaußbasis, konstanter Trend G0
RBF mit Gaußbasis, linearer Trend G1
RBF mit multiquadrischer Basis, konstanter Trend M0
RBF mit multiquadrischer Basis, linearer Trend M1
Thin Plate Spline TPS
IDW enstsprechend Shepard S
IDW entsprechend Renka und Nielson, linearer Trend R1
IDW entsprechend Renka und Nielson, quadratischer Trend R2
Kerninterpolation mit Gewichtsfunktion (5.5) KI
Tabelle 5.1: Ausgewa¨hlte Interpolationsmethoden.
zur Erzeugung der Beobachtungen ausgewa¨hlt: Latin Hypercubes, Latin Hypercubes
mit Clustern und u¨ber den Versuchsraum gleichverteilte Zufallszahlen. Latin Hypercu-
bes wurden ausgewa¨hlt, da sie sich mittlerweile als eine Art Standard fu¨r die Planung
von Computerexperimenten herauskristallisiert haben. Die durch Cluster erweiterten
Latin Hypercubes sind durch viele sequentielle Methoden fu¨r Computerexperimente
motiviert. Bei diesen sequentiellen Methoden wird meistens ein erster Versuchsplan
erhoben und im Folgenden werden an
”
vielversprechenden“ Stellen im Versuchsraum
nochmals La¨ufe plaziert. Dies resultiert u¨blicherweise in Clustern im Versuchsraum.
Gleichverteilte Zufallszahlen u¨ber den Versuchsraum wurden als naive Alternative fu¨r
raumfu¨llende Versuchspla¨ne betrachtet, bei denen erwartet wird, dass der mittlere
RMSE ho¨her ist als bei den zufa¨lligen Latin Hypercubes.
Als Stichprobengro¨ßen n wurden fu¨r die Latin Hypercubes und die gleichverteil-
ten Zufallszahlen n = d + 2i, i = 1, . . . , 6 betrachtet. Fu¨r die Latin Hypercubes
mit Clustern wurden zusa¨tzlich um zwei zufa¨llige Versuchspunkte jeweils weitere
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bn/4c Punkte erzeugt. Diese zusa¨tzlichen Punkte stammen aus einer multivariaten
Normalverteilung mit Mittelwert gleich dem Versuchspunkt und Kovarianzmatrix
σ2Id, σ
2 = 0.05, so dass an zwei Stellen im Versuchsraum Cluster entstehen. Die
gewa¨hlten Stichprobengro¨ßen sollen Situationen darstellen, in denen extrem wenige
Beobachtungen vorhanden sind. Fu¨r jede Stichprobengro¨ße wurden dann von jeder
Art Versuchsplan 50 zufa¨llige ausgewa¨hlt, fu¨r die daraus resultierenden Versuchs-
la¨ufe die Zielvariable berechnet und an diese Daten dann die Modelle aus Tabelle
5.1 angepasst. Die Gu¨te der Anpassung wurde anhand des RMSE beurteilt, der
aufbauend auf einem zufa¨lligen Latin Hypercube der Gro¨ße 2000 berechnet wurde.
Um die Vorhersagegu¨te beurteilen zu ko¨nnen, wurde zusa¨tzlich fu¨r jede Funktion
f(~x) die Variation V :=
√∫
(f(~x)− ∫ f(~z)d~z)2d~x numerisch durch eine Monte Carlo
Scha¨tzung bestimmt. Ist der RMSE einer Vorhersagemethode nicht wesentlich kleiner
als die Variation V einer Funktion f , so ist die Vorhersagemethode nicht sinnvoll,
was insbesondere bei sehr kleinen Stichprobenumfa¨ngen passieren kann. Da dieses
Vorgehen in einer recht hohen Rechenzeit resultiert, wurden die Berechnungen auf
dem LIDOng Cluster der TU Dortmund durchgefu¨hrt.
Die hier genutzten Funktionen wurden so ausgewa¨hlt, dass sie nach
Mo¨glichkeit durch die Anwendung motiviert sind und schon in anderen Artikeln
verwandt wurden. In 2 Dimensionen gibt es dafu¨r eine Fu¨lle an Funktionen, in ho¨heren
Dimensionen dagegen deutlich weniger Beispiele. Die Ergebnisse der Simulationen fu¨r
eine Funktion bei einer bestimmten Art Versuchsplan sind in Boxplots zusammen-
gefasst, wobei zu beachten ist, dass fu¨r die y-Skala eine logarithmische Einteilung
gewa¨hlt wurde, so dass auch bei kleinen RMSE Werten eine gute Unterscheidbarkeit
mo¨glich ist. Ist fu¨r eine Kombinationen von Stichprobengro¨ße und Dimension eine
Interpolationsart nicht durchfu¨hrbar (aufgrund einer zu niedrigen Stichprobengro¨ße),
wird der entsprechende Boxplot weggelassen. Dies tritt insbesondere bei dem Inverse
Distance Weighting entsprechend Renka und Nielson (linearer und quadratischer
Trend) und dem Thin Plate Spline auf. In wenigen Fa¨llen wurden extreme Ausreißer
der RMSE-Werte abgeschnitten, um eine bessere Vergleichbarkeit zu gewa¨hrleisten.
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Diese Ausreißer sind entweder beim Kriging oder beim IDW nach Renka mit quadra-
tischem Trend aufgetreten. Die Variation V wurde durch eine horizontale Linie mit in
die Boxplots eingezeichnet.
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Braninfunktion
Das erste Beispiel ist die Braninfunktion, die z.B. in Lehman et al. (2004) verwandt
wird, allerdings auch in vielen anderen Arbeiten Anwendung findet. Die Braninfunktion
hat den zweidimensionalen Versuchsraum [−5, 10]× [0, 15] und die Funktionsvorschrift
f(~x) =
(
x2 − 5.1
4pi
x21 +
5
pi
x1 − 6
)2
+ 10
(
1− 1
8pi
)
cos(x1) + 10. (5.24)
Die Ergebnisse sind in den Abbildungen 5.2, 5.3 und 5.4 zusammengefasst. Fu¨r klei-
ne Stichproben sind dabei die Mindestanforderungen an die Stichprobengro¨ße fu¨r die
Inverse Distance Weighting Varianten R1 und R2 nicht erfu¨llt, weswegen die entspre-
chenden Boxplots weggelassen werden. Fu¨r die Latin Hypercubes sind insgesamt keine
starken Unterschiede zwischen den gewa¨hlten Interpolationsmethoden zu erkennen. Bei
den kleinen Stichprobengro¨ßen schneidet Kriging etwas schlechter ab als die restlichen
Methoden. Fu¨r die gro¨ßeren Stichprobengro¨ßen sind die verschiedenen Varianten der
Radial Basis Funktionen Interpolation am besten bzgl. des RMSE. Die Kerninterpola-
tion liefert insgesamt gute Ergebnisse. Fu¨r die Latin Hypercubes mit Clustern fa¨llt auf,
dass Kriging in beiden Varianten fu¨r kleine Stichprobengro¨ßen schlechte RMSE-Werte
liefert, fu¨r gro¨ßere Stichproben allerdings mit Abstand die besten Ergebnisse liefert.
Hier schneidet die Kerninterpolation fu¨r kleine n gut ab, fu¨r gro¨ßere ist nur Kriging
eindeutig besser. Die verschiedenen Varianten des IDW schneiden eher schlecher ab.
Fu¨r die gleichverteilten Versuchspla¨ne erscheinen insgesamt gro¨ßere Unterschiede zwi-
schen den Methoden. Interessant in Bezug auf Kriging mit konstantem Mittel ist, dass
sich hier das Verhalten im Vergleich zu den Latin Hypercubes mit Clustern umgekehrt
hat: Fu¨r kleine n sind hier gute RMSE-Werte zu beobachten, fu¨r gro¨ßere n hebt sich
dieser Effekt allerdings auf. In Bezug auf die Variation V la¨sst sich sagen, dass insbe-
sondere fu¨r die kleinste Stichprobengro¨ße die RMSE-Werte teilweise deutlich u¨ber dem
Wert von V liegen, dies jedoch fu¨r die Latin Hypercubes und die Latin Hypercubes
mit Clustern schon bei der na¨chst gro¨ßeren betrachteten Stichprobengro¨ße nicht mehr
so stark auftritt. Bei den gleichverteilten Versuchspla¨nen hingegen ist es ha¨ufiger zu
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beobachten, dass der RMSE der Vorhersagen deutlich u¨ber V liegt, unabha¨ngig von
der gewa¨hlten Interpolationsmethode. Dies besta¨tigt die eingangs gemachte Vermu-
tung, dass die Klasse der Latin Hypercubes deutlich attraktiver fu¨r die Planung von
Computerexperimenten ist als einfaches Ziehen aus einer Gleichverteilung u¨ber den
Versuchsraum.
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Abbildung 5.2: Boxplots der RMSE-Werte fu¨r die Braninfunktion basierend auf Latin
Hypercubes.
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Abbildung 5.3: Boxplots der RMSE-Werte fu¨r die Braninfunktion basierend auf Latin
Hypercubes mit Clustern.
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Abbildung 5.4: Boxplots der RMSE-Werte fu¨r die Braninfunktion basierend auf gleich-
verteilten Versuchspla¨nen.
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Bates et al. (2003)
Das zweite Beispiel wurde in Bates et al. (2003) zur Demonstration von polynomialen
Interpolationsmodellen verwandt:
f(~x) = 1 + 2 exp (x1) + sin (pix3)
2, (5.25)
mit dreidimensionalem Versuchsraum [0, 1]3. Aktiv sind hier nur 2 der 3 Einflussgro¨ßen.
Die einzige Methode, die fu¨r eine solche Situation eine Gewichtung der Einflussgro¨ßen
vornimmt ist das Kriging, weswegen zu erwarten ist, dass bei diesem Beispiel Kriging
die besten Ergebnisse liefert. Dies wird besta¨tigt durch die Boxplots in den Abbildun-
gen 5.5, 5.6 und 5.7. Insgesamt ist fu¨r dieses Beispiel Kriging (in beiden Varianten)
eindeutig am besten, was damit erkla¨rt werden kann, dass beim Krigingansatz im-
plizit eine Art Screening mit durchgefu¨hrt wird. Dieser Vorteil wird insbesondere bei
den gro¨ßeren Stichprobenumfa¨ngen stark deutlich. Die restlichen Methoden verhalten
sich allesamt a¨hnlich zu einander. Die Kerninterpolation bewegt sich auf einem leicht
schlechteren Level als die radialen Basisfunktionen, von denen hier die multiquadrische
radiale Basisfunktion fu¨r alle drei Arten von Versuchspla¨nen die besten Ergebnisse lie-
fert. Die RMSE-Werte des IDW sind in allen drei Varianten nicht konkurrenzfa¨hig.
Bei allen Stichprobenarten liegen die RMSE-Werte sa¨mtlicher Vorhersagemethoden fu¨r
die kleinste Stichprobe um oder deutlich u¨ber der Variation V . Interessant zu beob-
achten ist, dass fu¨r das IDW nach Renka mit quadratischer Anpassung die Vorhersage
so schlecht ist, dass sogar fu¨r gro¨ßere Stichprobenumfa¨nge der RMSE oftmals ho¨her ist
als die Variation V .
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Abbildung 5.5: Boxplots der RMSE-Werte fu¨r die Testfunktion von Bates et al. (2003)
basierend auf Latin Hypercubes.
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Abbildung 5.6: Boxplots der RMSE-Werte fu¨r die Testfunktion von Bates et al. (2003)
basierend auf Latin Hypercubes mit Clustern.
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Abbildung 5.7: Boxplots der RMSE-Werte fu¨r die Testfunktion von Bates et al. (2003)
basierend auf gleichverteilten Versuchspla¨nen.
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Plastic Seal Beispiel
Das na¨chste Beispiel stammt aus Allen et al. (2003) und ist eine dreidimensionale
Funktion, die sich aus einem echten Design Problem u¨ber Finite Elemente Simulationen
herleitet. Die Zielvariable ist die Kraft, die beno¨tigt wird, um eine Art Stempel in eine
Fuge zu dru¨cken in Abha¨ngigkeit von Parametern, die geometrische Eigenschaften der
Fuge beschreiben. Die Funktion ist gegeben durch
f(~x) = (105(0.58(x2 + x3 − 0.85) + 3)3x3)
(
sin(1.5x3/(x1 − 2))
(x1 − 2)3
)
, (5.26)
mit dem Versuchsraum [4, 7] × [0.7, 1.7] × [0.055, 0.5]. In Allen et al. (2003) werden
RSM Methoden und Kriging als Metamodelle verwandt. Fu¨r das Kriging wurde dabei
die Gaußsche Korrelationsfunktion mit konstantem Mittel verwandt. Als Alternative
wurde ein quadratisches RSM Modell verwandt. Dabei ergab sich, dass bei kleinen
Stichproben Kriging und RSM Methoden vergleichbar sind, bei gro¨ßeren jedoch Kriging
Vorteile hat.
Die Ergebnisse der hier vorgenommenen Simulationen sind in den Abbildungen 5.8 (La-
tin Hypercubse), 5.9 (Latin Hypercube mit Clustern) und 5.10 (Gleichverteilt) darge-
stellt. Wieder fa¨llt auf, dass fu¨r die jeweils kleinste Stichprobe die RMSE-Werte sa¨mtli-
cher Vorhersagemethoden um oder u¨ber der Variation V liegen, fu¨r gro¨ßere Stichproben
jedoch RMSE-Werte erreicht werden, die deutlich unter V liegen. Dies legt den Schluss
nahe, dass der Stichprobenumfang n = d + 2 deutlich zu klein ist fu¨r eine sinnvolle
Modellierung von Computerexperimenten. Fu¨r die Latin Hypercubes liefern Methoden
mit konstantem Mittel beim kleinsten Stichprobenumfang die besten Ergebnisse. Bei
mittlerem n sind insgesamt alle Methoden a¨hnlich bzgl. des RMSE, fu¨r gro¨ßere n erzielt
Kriging die besten Ergebnisse, auch wenn die Streuung der Ergebnisse recht groß ist.
Fu¨r die Latin Hypercubes mit Clustern und den gleichverteilten Versuchspla¨nen stellt
sich die Situation a¨hnlich dar, bei gro¨ßerem n ist Kriging am Besten, hat jedoch auch
eine relativ große Streuung in den unterschiedlichen Vorhersagen, die Kerninterpolation
liefert a¨hnlich gute Ergebnisse wie die multiquadrischen radialen Basisfunktionen.
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Abbildung 5.8: Boxplots der RMSE-Werte fu¨r die Testfunktion von Allen et al. (2003)
basierend auf Latin Hypercubes.
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Abbildung 5.9: Boxplots der RMSE-Werte fu¨r die Testfunktion von Allen et al. (2003)
basierend auf Latin Hypercubes mit Clustern.
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Abbildung 5.10: Boxplots der RMSE-Werte fu¨r die Testfunktion von Allen et al. (2003)
basierend auf gleichverteilten Versuchspla¨nen.
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Lastarm (Cantilever)
Die na¨chste Funktion wurde Goel et al. (2009) entnommen. Die Funktion hat einen
5-dimensionalen Versuchsraum und die Funktionvorschrift
f(~x) = 2.25− 4 ∗ 100
3
x3x4x5
√(
x2
x25
)2
+
(
x1
x24
)2
. (5.27)
Der Versuchsraum sieht wie folgt aus: [700, 1300]×[900, 1300]×[20∗106, 35∗106]×[2, 3]×
[3, 5]. Die Funktion stellt die Abweichung eines Lastarms unter Belastung dar. Die Er-
gebnisse anhand von Boxplots sind in den Abbildungen 5.11, 5.12 und 5.13 zu finden.
Fu¨r die Latin Hypercubes mit gro¨ßerem n ist Kriging mit konstantem Mittel (Kr0)
am besten. Kerninterpolation, gaußsche radiale Basisfunktion mit linearem Trend, die
beiden Varianten der multiquadrischen radialen Basisfunktion und IDW nach Ren-
ka mit linearem Trend verhalten sich a¨hnlich, die gaußsche radial Basisfunktion mit
konstantem Mittel und IDW nach Shepard liefern insgesamt schlechtere Ergebnisse.
Ein a¨hnliches Bild ergibt sich fu¨r die Latin Hypercubes mit Clustern. Kriging mit kon-
stantem Mittel schneidet insgesamt am besten ab, auch wenn es teilweise eine gro¨ßere
Streuung der RMSE-Werte hat. IDW liefert in aller drei Varianten schlechtere Ergeb-
nisse und Kerninterpolation und gaußsche radiale Basisfunktion mit linearem Trend
und multiquadrische radiale Basisfunktionen in beiden Varianten a¨hnlich gute Ergeb-
nisse. TPS und die gaußsche radiale Basisfunktion mit konstantem Mittel liefern eher
schlechte Ergebnisse. Fu¨r die gleichverteilten Versuchspla¨ne lassen sich die Ergebnisse
a¨hnlich zusammen fassen.
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Abbildung 5.11: Boxplots der RMSE-Werte fu¨r die Lastarmfunktion von Goel et al.
(2009) basierend auf Latin Hypercubes.
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Abbildung 5.12: Boxplots der RMSE-Werte fu¨r die Lastarmfunktion von Goel et al.
(2009) basierend auf Latin Hypercubes mit Clustern.
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Abbildung 5.13: Boxplots der RMSE-Werte fu¨r die Lastarmfunktion von Goel et al.
(2009) basierend auf gleichverteilten Versuchspla¨nen.
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Bohrlochfunktion
Das letzte Beispiel wurde in Morris et al. (1993) und Morris und Mitchell (1995) be-
trachtet und ist ein physikalisches Modell fu¨r den stationa¨ren Durchfluss von Wasser
eines Bohrlochs zwischen zwei Wasserschichten in Abha¨ngigkeit von 8 Einflussgro¨ßen.
Die Funktionsvorschrift lautet
f(~x) =
2pix3(x4 − x6)
log(x2/x1)
[
1 + 2x7x3
log(x2/x1)x21x8
+ x3
x5
] . (5.28)
Der Versuchsraum umfasst den Bereich [0.05, 0, 15] × [100, 50000] ×[63070, 115600] ×
[990, 1110]× [63.1, 116]× [700, 820]× [1120, 1680]× [9855, 12045]. Die Ergebnisse sind
graphisch wieder durch Boxplots in den Abbildungen 5.14 (Latin Hypercubes), 5.15
(Latin Hypercube mit Clustern) und 5.16 (gleichverteilt) dargestellt. Fu¨r die Latin
Hypercubes ist Kriging mit konstantem Mittel bei allen Stichprobenumfa¨ngen am be-
sten. Auffa¨llig ist hier, dass Kriging mit konstantem Mittel insgesamt eindeutig die
besten RMSE-Werte liefert, aber auch gleichzeitig bei den gro¨ßeren Stichproben sehr
unterschiedliche Ergebnisse fu¨r verschiedene Versuchspla¨ne aufweist. Die schlechtesten
Ergebnisse liefern hier gaußsche radiale Basisfunktionen mit konstantem Mittel und
IDW nach Shepard. Die RMSE-Werte von RBF Interpolation mit konstantem Trend
und gaußscher radialer Basis und von IDW nach Shepard liegen selbst fu¨r gro¨ßere
Stichproben noch sehr nahe bei der Variation V . Fu¨r die gaußsche radiale Basisfunk-
tion la¨sst dies vermuten, dass der Parameter α nicht optimal gewa¨hlt wurde. Kriging
mit linearem Trend liefert fu¨r kleinere n nicht unbedingt zufriedenstellende Ergebnisse.
Kerninterpolation, gaußsche radiale Basisfunktionen mit linearem Trend und multi-
quadrische radiale Basisfunktionen und IDW nach Renka mit linearem Trend liefern
insgesamt a¨hnliche Ergebnisse fu¨r Latin Hypercubes. Fu¨r Latin Hypercubes mit Clu-
stern ergibt sich ein leicht unterschiedliches Bild. Hier ist Kriging mit konstantem Mittel
nicht mehr eindeutig als beste Methode zu identifizieren. Zwar liefert es insbesondere
fu¨r gro¨ßere Stichproben teilweise sehr gute Ergebnisse, jedoch streuen die RMSE-Werte
insgesamt sehr stark. Dies kann eventuell durch eine starke Abha¨ngigkeit von der Gu¨te
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des Versuchsplan erkla¨rt werden. Gaußsche radiale Basisfunktion mit konstantem Mit-
tel und IDW nach Shepard liefern wieder durchga¨ngig das schlechteste Ergebnis, ein
weiterer Unterschied zu den Latin Hypercubes ist, dass IDW nach Renka mit linearem
Trend hier ebenfalls keine guten Ergebnisse liefert. Kerninterpolation, gaußsche radiale
Basisfunktion mit linearem Trend und multiquadrische radiale Basisfunktionen liefern
wieder a¨hnlich gute Ergebnisse. Die Resultate fu¨r die gleichverteilten Versuchspla¨ne
sind sehr a¨hnlich zu denen fu¨r Latin Hypercubes, nur dass die RMSE-Werte insgesamt
etwas schlechter liegen als bei den Latin Hypercubes.
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Abbildung 5.14: Boxplots der RMSE-Werte fu¨r die Bohrlochfunktion von Morris et al.
(1993) basierend auf Latin Hypercubes.
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Abbildung 5.15: Boxplots der RMSE-Werte fu¨r die Bohrlochfunktion von Morris et al.
(1993) basierend auf Latin Hypercubes mit Clustern.
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Abbildung 5.16: Boxplots der RMSE-Werte fu¨r die Bohrlochfunktion von Morris et al.
(1993) basierend auf gleichverteilten Versuchspla¨nen.
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5.5.2 Anwendungsdatensa¨tze
Zur weiteren Analyse der Vorhersagefa¨higkeit der verschiedenen Modelle werden 4 Da-
tensa¨tze herangezogen, die sich dadurch auszeichnen, dass sowohl ein Trainingsdaten-
satz vorliegt, an den die Modelle angepasst werden ko¨nnen als auch Testdatensa¨tze,
mit denen die Anpassung der verschiedenen Modelle verglichen werden kann.
DS 1: Autoform
Der erste Datensatz kommt aus der Umformtechnik und wurde mit Hilfe der Soft-
ware Autoform erstellt. Der Hintergrund ist in Go¨sling et al. (2009) beschrieben. In
den Simulationen wird die Umformung eines Metallstreifens zu einem runden Hutprofil
betrachtet (Im Gegensatz zu eckigen Hutprofilen im Kapitel 6). Es gibt drei Einfluß-
gro¨ßen, die die Gro¨ße der Ru¨ckfederung beeinflussen. In der Software Autoform gibt es
vorimplementiert einen Monte Carlo Algorithmus, der genutzt werden kann, um Sen-
sitivita¨tsstudien fu¨r die einzelnen Einflussgro¨ßen durchzufu¨hren. Dabei wird allerdings
eine hohe Anzahl an Simulationen beno¨tigt. Als Alternative wurde vorgeschlagen, an
eine kleine Stichprobe ein Metamodell anzupassen und das Metamodell zur Sensitivi-
ta¨tsanalyse zu nutzen. Aufgrund dieser Simulationen gibt es einen 33 vollfaktoriellen
Versuchsplan, einen Maximinversuchsplan mit 27 La¨ufen und weitere 74 Simulations-
la¨ufe zur Beurteilung der Anpassung. Angepasst wurden wieder die Modelle aus Ta-
belle 5.1 jeweils fu¨r den Maximinversuchsplan und den vollfaktoriellen Versuchsplan.
Die Originaldaten ko¨nnen im Anhang 2 gefunden werden. Die RMSE-Ergebnisse sind
in Tabelle 5.2 aufgefu¨hrt. Desweiteren sind in Abbildung 5.17 und Abbildung 5.18
die Vorhersagen gegen die echten Werte fu¨r die verschiedenen Interpolationsmethoden
dargestellt. Insgesamt bietet die Kerninterpolation fu¨r diesen Datensatz gute Vorher-
sagewerte. Es fa¨llt auf, dass die Vorhersagefa¨higkeit aller Modelle mit Ausnahme des
IDW nach Shepard fu¨r den Maximinversuchsplan besser ist als fu¨r den 33 Versuchs-
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plan bei gleiche Stichprobengro¨ße, was als Hinweis gewertet wird, dass eine ada¨quate
Planung von Computerexperimenten sinnvoll ist, bei der nicht einfach nur Konzepte
fu¨r zufa¨llige Experimente kopiert werden. Die Abbildungen 5.17 und 5.18 zeigen außer-
dem, dass KI und die meisten anderen Methoden nicht systematisch von den wahren
Werten abweichen. Nur fu¨r S liegen die Daten eindeutig nicht auf einer Geraden. Fu¨r
den 33 Datensatz liefern außerdem Kr0 und G0 dem Augenschein nach keine gute
Anpassung.
Interpolationsmethode DS1(33) DS1(Minmax) DS2 DS3 DS4
Kr0 0.1226 0.0860 5.8267 1.4372 1.4845
Kr1 0.1129 0.0744 6.0821 2.7843 1.4522
G0 0.1771 0.1078 12.904 2.8431 1.5209
G1 0.0740 0.0700 7.5666 2.5623 1.3887
M0 0.0816 0.0720 6.0204 2.3052 1.2454
M1 0.0714 0.0672 5.9607 2.3370 1.2552
TPS 0.0732 0.0668 5.0075 NA NA
S 0.1923 0.2396 26.127 3.7972 1.5432
R1 0.0725 0.0591 6.3260 2.3902 1.3047
R2 0.0683 0.0682 7.2140 NA NA
KI 0.0739 0.0631 6.3070 2.5939 1.3854
Tabelle 5.2: RMSE-Ergebnisse
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Datensatz 2: Engine Emission Data set
Der na¨chste Datensatz wurde in Bates et al. (2003) und Bates et al. (2008) zur Be-
urteilung der Anpassungsgu¨te fu¨r verschiedene polynomiale Interpolationsfunktionen
verwandt. Die Daten sind anonymisiert, weswegen keine genaue Beschreibung des tech-
nischen Hintergrundes geliefert werden kann außer dass die Zielgro¨ße Abgaswerte von
Motoren beschreibt. Hier steht ein Trainingsdatensatz mit 48 La¨ufen in 5 Dimensionen
und ein Testdatensatz mit 49 La¨ufen zur Verfu¨gung. Die RMSE Ergebnisse sind wieder
in Tabelle 5.2 (DS2) zusammengefasst. Hier liefert KI einen akzeptablen Wert, wenn
auch nicht den besten Vorhersagewert, der hier durch TPS realisiert wird. Bates et al.
(2008) berichten fu¨r die dort vorgestellte polynomiale Interpolationsmethode einen RM-
SE von 5.844. Der dort erzielte RMSE Wert von 4.450 ergibt sich mit einer anderen
Korrelationsfunktion (Powerexponential entsprechend Tabelle 4.1). Die Anpassungs-
plots fu¨r den Testdatensatz (Abbildung 5.19) zeigt, dass die meisten Methoden wieder
eine akzeptable Anpassung liefern, nur S und G0 liefern Ergebnisse, die sichtlich von
der Winkelhalbierenden abweichen.
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Datensatz 3: Exhaust Manifold Sealing
In Fang et al. (2006), S. 172, ist eine 5-dimensionale Anwendung beschrieben, fu¨r die ein
Trainingsdatensatz mit 17 La¨ufen und ein Testdatensatz mit 20 La¨ufen zur Verfu¨gung
steht. Technischer Hintergrund der Experimente ist die Analyse des Abnutzungsprozes-
ses eines Abgaskru¨mmers eines Motors. Das Design des Abgaskru¨mmers ist technisch
anspruchsvoll, da der Abgaskru¨mmer innerhalb kurzer Zeit sehr starke Temperaturun-
terschiede verkraften muss. Die Einflussvariablen fu¨r die Lebensdauer stellen geometri-
sche Eigenschaftes des Designs des Abgaskru¨mmers dar. In Fang et al. (2006) wird an
die Daten ein Multi-layer perceptron network angepasst, dass einen RMSE-Wert von
2.1853 fu¨r den Testdatensatz liefert. Allerdings ist dieser Wert nicht direkt mit den
hier erzielten Werten vergleichbar, da in dem Anpassungsprozess auch der Testdaten-
satz verwandt wurde. Die RMSE-Ergebnisse fu¨r die hier betrachteten Methoden sind
in Tabelle 5.2 (DS3) aufgefu¨hrt und der graphische Abgleich zwischen Vorhersage und
Testdatensatz in Abbildung 5.20. Hier ist die Gro¨ße des Versuchsplans so klein, dass
TPS und R2 nicht angepasst werden ko¨nnen. Hier liefert Kr0 mit Abstand den besten
Wert, die restlichen Methoden liefern vergleichbare Ergebnisse, was auch anhand der
Graphik erkennbar ist. Nur S liefert wieder eine deutliche systematische Abweichung.
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Datensatz 4: Piston Slap
Der Piston Slap (Kolbenschlag) Datensatz (Fang et al. (2006), S. 153 ff.) besteht aus ei-
nem Trainingsdatensatz mit 12 La¨ufen und weiteren 100 La¨ufen in einem Testdatensatz.
Der Anwendungshintergrund bezieht sich auf die Motorenentwicklung im Automobil-
bau. Kolbenschlag ist hier ein unerwu¨nschtes Gera¨usch, dass die Kundenzufriedenheit
stark beeintra¨chtigt. Es existiert ein Programm, das den Kolbenschlag simuliert in
Abha¨ngigkeit verschiedener Einstellmo¨glichkeiten am Motor. Hier liefert KI einen ak-
zeptablen Wert, wenn auch nicht einen der besten Werte, der durch M1 realisiert wird.
Die Anpassungsplots in Abbildung 5.21 zeigen auf, dass bei diesen Experimenten alle
Methoden eine relativ hohe Streuung um die Winkelhalbierende aufweisen und deswei-
teren auch eine systematische Abweichung von der Winkelhalbierenden zu erkennen
ist. Dies deutet darauf hin, dass insgesamt der Trainingsdatensatz eventuell zu klein
ist, um eine akzeptable Anpassung zu erreichen.
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5.6 Schlussfolgerungen
Die hier vorgestellte Methode der Kerninterpolation liefert insgesamt gute Ergebnis-
se. Die Anpassung beno¨tigt keinen Optimierungsprozess wie das Kriging, ist auch bei
sehr kleinen Stichproben anwendbar und erbringt gute Vorhersagewerte. Es kann eine
zum Kriging a¨hnliche, lokale Unsicherheitsaussage gemacht werden und ist linear in
den Beobachtungswerten. Die Methode hat einen engen Bezug zum Inverse Distan-
ce Weighting, u¨bertrifft diese jedoch meistens in der Vorhersagegu¨te sowohl bei den
analytischen Beispielen als auch bei den Testdatensa¨tzen. Gemessen an dem RMSE ist
die Vorhersagegu¨te der Kerninterpolation a¨hnlich zu der Vorhersagegu¨te von multiqua-
drischen radialen Basisfunktionen, hat allerdings den Vorteil, dass eine Unsicherheits-
scha¨tzung vorliegt. Kriging ist insbesondere bei gro¨ßeren Stichproben oftmals besser
im Sinne des RMSE, bei kleinen Stichproben kann sich dieser Effekt allerdings auf-
heben. Ein Nachteil des Kriging, der sich in den analytischen Funktionen gezeigt hat,
ist dass die unterschiedlichen RMSE-Werte oftmals stark streuen, was als eine starke
Abha¨ngigkeit der Vorhersagefa¨higkeit des Kriging von dem Versuchsplan interpretiert
werden kann. Andere Methoden wie multiquadrische radiale Basisfunktionen und die
Kerninterpolation erweisen sich diesbezu¨glich als robuster. Ein potentieller Nachteil ist,
dass aus praktischen Gru¨nden die Dimension des Interpolationsproblems nicht beliebig
hoch angesetzt werden kann, da ansonsten die Anzahl der Simplexe in der beno¨tigten
Delaunaytriangulation zu stark ansteigt. Zusammenfassend kann gesagt werden, dass
keine der hier betrachteten Interpolationsmethoden immer am Besten war, vielmehr
ist es eine Anforderung an den Anwender, unterschiedliche Modelle auf ihre Eignung
hin zu vergleichen.
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Abbildung 5.17: Graphischer Vergleich von vorhergesagten Werten und Werten des
Testdatensatzes fu¨r den Autoform Datensatz basierend auf dem vollfaktoriellen 33 Ver-
suchsplan.
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Abbildung 5.18: Graphischer Vergleich von vorhergesagten Werten und Werten des
Testdatensatzes fu¨r den Autoform Datensatz basierend auf dem Maximinversuchsplan.
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Abbildung 5.19: Graphischer Vergleich von vorhergesagten Werten und Werten des
Testdatensatzes fu¨r den Engine Emission Datensatz.
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Abbildung 5.20: Graphischer Vergleich von vorhergesagten Werten und Werten des
Testdatensatzes fu¨r den Exhaust Manifold Datensatz. Ein leeres Feld zeigt an, dass
die entsprechende Interpolationsmethode aufgrund eines zu kleinen Datensatzes nicht
angewandt werden konnte (TPS und R2).
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Abbildung 5.21: Graphischer Vergleich von vorhergesagten Werten und Werten des
Testdatensatzes fu¨r den Piston Slap Datensatz. Ein leeres Feld zeigt an, dass die ent-
sprechende Interpolationsmethode aufgrund eines zu kleinen Datensatzes nicht ange-
wandt werden konnte (TPS und R2).
Kapitel 6
Validierung von Computerexperimenten
Computerexperimente haben sich schon in sehr vielen Bereichen als nu¨tzlich erwie-
sen, da sie meistens kostengu¨nstiger und schneller als echte Experimente sind. Jedoch
ist nicht von vorneherein gesagt, dass das Computerexperiment pra¨zise entsprechende
echte Experimente wiedergibt. Zu analysieren, ob systematische Unterschiede zwischen
Simulation und echtem Experiment vorliegen, ist die Aufgabe der Validierung von Com-
puterexperimenten. Meistens ist dies ein schwieriger Prozess, da oftmals das Durchfu¨h-
ren von echten Experimenten kostspieliger und komplizierter ist als die Simulation.
Nichtsdestotrotz kommt der Validierung eine zentrale Bedeutung zu, gerade weil echte
Experimente weitestgehend ersetzt werden sollen. In der Literatur existieren verschie-
dene Ansa¨tze, um eine Validierung durchzufu¨hren und gegebenfalls eine Korrektur einer
vorliegenden Verzerrung vorzunehmen (siehe z.B. Bayarri et al. (2002), Bayarri et al.
(2007), Higdon et al. (2004), Kennedy und O’Hagan (2001), Cox et al. (2001), Hidgon
et al. (2004), Reese et al. (2004)). Jedoch scheint bisher kein statistischer Test vorzu-
liegen, der die Korrektheit eines Computerexperiments u¨berpru¨ft. Prinzipiell kann dies
durch beliebige Anpassungstests geschehen, nachfolgend wird speziell ein Permutati-
onstest konstruiert.
Desweiteren gibt es bei vielen Computerexperimenten mehr als eine Simulation, die
als Ersatz fu¨r echte Experimente herangezogen werden kann. Auch fu¨r diese Situation
gibt es bereits umfangreiche Arbeiten in der Literatur, jedoch keine, die exakt auf die
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Datensituation zutreffen, wie sie an einem hier analysierten Datensatz vorliegen. In
den Ansa¨tzen von Kennedy und O’Hagan (2000), Qian und Wu (2008) und Qian et al.
(2006) wird die Situation vorrausgesetzt, dass eine Simulation vorliegt, die fu¨r jede
Stelle des Versuchsraums das beste Vorhersageergebnis der echten Ergebnisse liefert,
die Auswertung dieser Simulation jedoch sehr teuer ist. Als Alternative steht minde-
stens eine weitere leicht zu evaluierendes Simulation zur Verfu¨gung, fu¨r die bekannt
ist, dass sie eine schlechtere Vorhersagegu¨te haben. In den genannten Arbeiten wird
aus diesen beiden unterschiedlichen Arten von Simulationen ein gemeinsames Modell
erarbeitet. Es gibt jedoch auch Situationen, in denen nicht aus theoretischen Gru¨nden
oder Erfahrungswerten bekannt ist, welche Simulation die Bessere ist. Deshalb wird
hier eine Methode vorgestellt, die fu¨r einen Punkt im Versuchsraum die Entscheidung
trifft, welche von mehreren vorliegenden Simulation lokal die beste ist.
6.1 Anwendungsbeispiel
Abbildung 6.1: Das Hutprofil ist eine einfache geometrische Form, die tendenziell star-
kes Ru¨ckfederungsverhalten aufweist und deshalb zum Studium derselben ausgewa¨hlt
wurde.
Die Motivation fu¨r dieses Kapitel liefert ein Datensatz, der sich ebenso wie der Da-
tensatz aus Kapitel 5 mit der Ru¨ckfederungsproblematik bescha¨ftigt. Betrachtet wird
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Abbildung 6.2: Schematische Darstellung des Werkzeugs (Erichsen, Modell 142/20) zur
Herstellung der Hutprofile.
wieder das Hutprofilziehen, welches in Abbildung 6.1 und Abbildung 6.2 graphisch be-
schrieben ist. Die Zielgro¨ße zur Beschreibung der Ru¨ckfederung ist der Flanschwinkel θ2,
der in Abbildung 6.2 dargestellt ist. Die Zielgro¨ße θ2 ist so gewa¨hlt, dass kleinere Werte
eine geringeres Ru¨ckfederungsverhalten wiederspiegeln, wobei der Wert 0 angenommen
wird, falls keine Ru¨ckfederung auftritt. In dem hier betrachteten Versuchsaufbau wur-
den zwei Einflussgro¨ßen variiert: Der Werkzeugradius (3, 5, 7mm) und die Ziehtiefe
(40, 50, 60mm). Der Werkzeugradius ist in Abbildung 6.2 dargestellt (Radius R5). Die
Ziehtiefe bestimmt, wie tief das resultierende Hutprofil ist. In vorherigen Experimen-
ten hat sich erwiesen, dass diese beiden Einflussgro¨ßen einen starken Einfluss auf das
Ru¨ckfederungsverhalten haben. Fu¨r die Vorhersage der echten Experimente stehen drei
Finite Elemente Computersimulationen zur Verfu¨gung. Diese unterscheiden sich in der
Konstruktion der Finite Elemente Diskretisierung fu¨r das Werkstu¨ck und in der Wahl
der Zeitschritte fu¨r das inkrementelle Vorgehen der FE Simulation, siehe 6.1). Wei-
tere Details zu den zugrundeliegenden Computersimulationen ko¨nnen Go¨sling (2010)
entnommen werden.
Als Daten fu¨r die echten Experimente liegen Beobachtungen an allen Stellen eines 32
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Versuchsplan vor mit Ausnahme der Kombination (−,−) = (3mm, 40mm). Auf jeder
der Stufen liegen zwischen 3 und 12 Wiederholungen vor. Fu¨r die drei unterschiedli-
chen Computersimulationen wurde der jeweils ein (vollsta¨ndiger) 32 Versuchsplan zu
Erhebung der Daten genutzt, jedoch diesmal ohne Wiederholungen (da alle drei Simu-
lationen deterministisch sind). Die echten Experimente sowie auch die Computerexpe-
rimente wurden an dem Institut fu¨r Umformtechnik und Leichtbau der TU Dortmund
durchgefu¨hrt. Die Computerexperimente wurden mit der Software Autoform durch-
gefu¨hrt. Abbildung 6.3 liefert einen ersten graphischen Eindruck der Daten. Es ist
erkennbar, dass bei der Zielgro¨ße ein Unterschied zwischen der Ergebnissen der echten
Experimente und den Simulationen vorhanden ist. Keine der Simulationen scheint ein
perfekter Ersatz fu¨r die echten Experimente zu sein. Simulationsmodell 1 weist da-
bei deutliche Abweichungen von den experimentellen Daten auf, wird jedoch mit in
den Vergleich aufgenommen, da es ein Standardmodell fu¨r die FE-Modellierung von
Umformprozessen ist. Bei den Simulationsmodellen S2 und S3 ist aufgrund des gra-
phischen Vergleichs keine eindeutige Struktur zu erkennen, welches Simulationsmodell
wo bessere Vorhersagen liefert. Der resultierende Datensatz ist im Anhang verzeichnet
(Anhang D).
Diskretisierung Zeitschritte
S1 lokal unterschiedlich, abha¨ngig von
dem Werkzeugradius
0.5
S2 Gleichma¨ssig (1mm) Voreingestellter Wert von Autoform,
adaptiv entsprechend der maxima-
len Displacement
S3 Gleichma¨ssig (1mm) 0.5
Tabelle 6.1: Spezifikationen der einzelnen Simulationen.
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Abbildung 6.3: Graphische Darstellung der Simulationsergebnisse im Vergleich zu den
echten Experimenten.
6.2 Test auf Korrektheit des Computerexperiments
Da Computerexperimente in den meisten Fa¨llen nur eine Modellierung der Wirklich-
keit durch mathematische Hilfsmittel darstellen, ist es sinnvoll, zu hinterfragen, wie gut
diese Modellierung gelingt. Im Idealfall liefert das Computerexperiment eine perfekte
Vorhersage des Mittelwertes der echten physikalischen Experimente. U¨bersetzt in den
Kontext statistischer Tests ist die Nullhypothese von Interesse, ob das Computerexpe-
riment
”
korrekt“ ist, gegen die Alternative, dass es Bereiche in dem Versuchsraum gibt,
bei denen das Computerexperiment die echten Experiment nicht korrekt wiederspiegelt.
Diese Fragestellung soll mit Hilfe eines Permutationstests u¨berpru¨ft werden. Permuta-
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tionstests bilden eine attraktive Klasse von statistischen Tests, da sie mit sehr geringen
Annahmen auskommen, ihre Gu¨ltigkeit nicht auf Asymptotik beruht, sie aber den-
noch oftmals asymptotisch die gleiche Gu¨te haben wie gleichma¨ssig beste unverfa¨lschte
Tests. Nachfolgend wird die Notation von Lehmann und Romano (2005) verwandt, die
zuna¨chst kurz vorgestellt wird. Die in diesem Kapitel vorgestellten Tests sind Weiter-
entwicklungen von Tests, die in Mu¨hlensta¨dt und Gather (2008) beschrieben sind.
6.2.1 Permutationstests
Sei T (~Y ) eine reelwertige Statistik fu¨r eine Hypothese H0, die so konstruiert ist, dass
große Werte von T (~Y ) gegen H0 sprechen. ~Y sei ein reelwertiger Zufallsvektor mit
Beobachtungen ~y ∈ Y , wobei Y der Stichprobenraum von ~Y ist. Sei G eine endliche
Gruppe von Transformationen, die Y nach Y abbildet mit Kardinalita¨t M , d.h. #G =
M . Fu¨r einen Beobachtungsvektor ~y von ~Y seien
T (1)(~y) ≤ T (2)(~y) ≤ · · · ≤ T (M)(~y)
die geordneten Werte der Teststatistiken T (g~y) fu¨r alle g in G. Weiter sei definiert
q := M − bMαc, α ∈ (0, 1),
wobei b.c die Gaussklammer darstellt,
M+(~y) := #{T (j)(~y)|j = 1 . . .M, T (j)(~y) > T (q)(~y)},
M0(~y) := #{T (j)(~y)|j = 1 . . .M, T (j)(~y) = T (q)(~y)}
und die Randomisationskonstante a(~y) als
a(~y) :=
Mα−M+(y)
M0(~y)
. (6.1)
Definition 6.1 (Permutationstest). Mit den eben getroffenen Definitionen der Ran-
domisationskonstante a(~y), den geordneten Teststatistiken T (1)(~y) ≤ · · · ≤ T (M)(~y),
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α ∈ (0, 1) und q = M − bMαc ist ein Permutationstest Φ(~y) definiert durch:
Φ(~y) =

1, falls T (~y) > T (q)(~y)
a(~y), falls T (~y) = T (q)(~y)
0, falls T (~y) < T (q)(~y).
(6.2)
Laut Konstruktion gilt fu¨r jedes ~y ∈Y :
∑
g∈G
Φ(g~y) = M+(~y) + a(~y)M0(~y) = Mα.
Der Test Φ(~y) ha¨lt das Niveau α ein, falls die Zufallsvariablen T (~Y ) und T (g~Y ) die
gleiche Verteilung haben fu¨r alle Transformationen der Gruppe G. Der folgende Satz
ist eine Erweiterung von Theorem 15.2.1 in Lehmann und Romano (2005) und wurde
in Mu¨hlensta¨dt (2007) erarbeitet.
Satz 6.1. Der Zufallsvektor ~Y habe die Verteilung P ∈ P. Betrachtet sei die Nullhy-
pothese P0 ⊂ P und es sei G eine endliche Gruppe von Transformationen, die Y nach
Y abbilden. Ist die Teststatistik T fu¨r jedes P ∈ P0 invariant unter Transformationen
g ∈ G, d.h. T (~Y ) und T (g~Y ) haben die selbe Verteilung fu¨r alle g ∈ G, dann gilt:
EP [Φ(T (~Y ))] = α, fu¨r alle P ∈ P0,
wobei Φ(T (~Y )) ein Permutationstest wie oben beschrieben ist.
Beweis. Laut Konstruktion gilt
∑
g∈G
Φ(T (g~y)) = M+(~y) + a(~y)M0(~y) = Mα fu¨r alle ~y ∈ Y .
Daraus folgt
Mα = EP [
∑
g
Φ(T (g~Y ))] =
∑
g
EP [Φ(T (g~Y ))].
114 Validierung von Computerexperimenten
Unter der Nullhypothese gilt, dass EP [Φ(T (g~Y ))] = EP [Φ(T (~Y ))], woraus folgt, dass
Mα =
∑
g
EP [Φ(T (~Y ))] = MEP [Φ(T (~Y ))]⇔ α = EP [Φ(T (~Y ))].
Lehmann und Romano (2005) fordern, dass die Verteilung von ~Y invariant ist unter
der Nullhypothese. Jedoch ist der Test Φ(~Y ) auch dann ein Test zum Signifikanzniveau
α, wenn nur die Teststatistik selbst invariant ist unter allen Transformationen g ∈ G.
Dies ist nur eine kleine Erweiterung des Theorems von Lehmann und Romano (2005),
jedoch folgt daraus, dass der im folgenden vorgeschlagene Test auch fu¨r heteroskedasti-
sche Regressionsmodelle seine Gu¨ltigkeit beha¨lt. In dem na¨chsten Abschnitt wird die
Randomisationskonstante a(~y) weggelassen, dementsprechend wird die Nullhypothese
nur abgelehnt, wenn T (~y) > T (q)(~y). Es ist leicht nachzupru¨fen, dass der Test Φ(~Y )
auch dann ein Test zum Signifikanzniveau α ist.
6.2.2 Permutationstests fu¨r Computerexperimente
Im folgenden wird ein von Good (2000) vorgeschlagener Test abgea¨ndert, der fu¨r man-
che Alternativen inkonsistent ist. Das Computerexperiment wird hier als eine unbe-
kannte stetige Funktion µ˜(~x) interpretiert, die von ~x ∈ Rd abha¨ngt. Ausserdem seien
Y1 := Y (~x1), . . . , Yn := Y (~xn) Zufallsvariablen, fu¨r die das folgende Regressionsmodell
angenommen wird: Y (~xi) = µ(~xi) + ε(xi). Dabei ist µ(~x) eine stetige Funktion. Die
Zufallsvariablen ε(x1), . . . , ε(xn) sind stochastisch unabha¨ngig und um 0 verteilt, ihre
genaue Verteilung kann z.B. u¨ber die Varianz von ~x abha¨ngen. Es soll die Hypothe-
se H0 : µ(~x) = µ˜(~x) gegen H1 : ∃ ~x ∈ Rd : µ(~x) 6= µ˜(~x) u¨berpru¨ft werden, d.h.
es soll u¨berpru¨ft werden, ob die Mittelwertfunktion µ(~x) u¨berall mit den Ergebnisse
der Computerexperimente, gegeben durch µ˜(~x), u¨bereinstimmt. Fu¨r die Zufallsvaria-
blen Y1, . . . , Yn soll gelten, dass fu¨r jedes feste ~x ∈ Rd, Y (~x) eine stetige, um µ(~x)
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symmetrische Verteilung besitzt. Definiere die Zufallsvariable
Z(~x) :=
 0, falls Y (~x)− µ˜(~x) > 0;1, sonst.
Good (2000), S. 126, schla¨gt T (~x1, . . . , ~xn) :=
∑n
i=1 Z(~xi) als Teststatistik fu¨r das obige
Testproblem vor und benutzt alle mo¨glichen Kombinationen von Vorzeichenwechseln
von Y (~xi) − µ˜(~xi), i = 1, . . . , n, als Transformationsgruppe. Unter der Nullhypothese
gilt P (Y (~xi) − µ˜(~xi) > 0) = P (Y (~xi) − µ˜(~xi) < 0) = 0.5 fu¨r alle i = 1, . . . , n. Auch
wenn die Differenzen selbst unter der Nullhypothese nicht notwendigerweise identisch
verteilt sind, sind die Hilfsvariablen Z(~xi) identisch verteilt. Daraus folgt sofort, dass je-
der Test, der auf Z(~x1), . . . , Z(~xn) aufbaut, alle Vorzeichenwechsel als Transformations-
gruppe verwendet und entsprechend Kapitel 6.2.1 konstruiert ist, das Niveau einha¨lt.
Die von Good vorgeschlagene Teststatistik ist unter der Nullhypothese binomialverteilt
B(n, 0.5). Jedoch ist dieser Test inkonsistent fu¨r manche Alternativen. Als eindimen-
sionales Beispiel des obigen Regressionsmodells betrachte µ(x) = βx und µ˜(x) = γx
mit β 6= γ ∈ R, x ∈ [−1, 1] und ε(x1), . . . , ε(x2) unabha¨ngig identisch normalverteilt
mit Erwartungswert Null und Varianz σ2. Fu¨r Stichproben mit −1 = x1, . . . , xn = 1
a¨quidistant auf [−1, 1] gilt, dass fu¨r die Ha¨lfte der Beobachtungen µ(xi) ≤ µ˜(xi) gilt
und fu¨r die andere Ha¨lfte µ(xi) ≥ µ˜(xi). Auch wenn die Alternative wahr ist, wird die
von Good vorgeschlagene Teststatistik mit hoher Wahrscheinlichkeit mittlere Werte
annehmen und somit nicht ablehnen.
Um diese Inkonsistenz zu vermeiden, wird Good’s Test lokal angewandt. Es wird fu¨r
jeden Datenpunkt eine Teilmenge si der n Beobachtungen mit ki + 1 Datenpunkten
erstellt ((~xi, yi) und ki weitere Beobachtungspunkte). Fu¨r jede Teilmenge si wird dann
die Teststatistik Ti := T (si) berechnet. Unter H0 sind die Statistiken Ti binomialverteilt
mit Parametern (ki + 1, (ki + 1)/2), jedoch nicht unabha¨ngig. Als globale Teststatistik
wird
T ∗ :=
n∑
i=1
Di,
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mit Di :=
(
Ti − ki+12
)2
verwandt, welche klein unter der Nullhypothese ist. Wird als
Transformationsgruppe wieder die Vertauschung aller Vorzeichen verwandt, ergibt dies
einen Test, der das Niveau einha¨lt, aufgrund von Satz 6.1.
Offen geblieben ist bisher, wie die Teilmengen si definiert werden. Im folgenden wer-
den drei Mo¨glichkeiten erwogen: Erstens ko¨nnen die Teilmengen entsprechend der ki
na¨chsten Nachbarn (k nearest neighbour, kurz knn) in Bezug auf die ~x-Werte gebil-
det werden. knn Methoden sind weitverbreitete Hilfsmittel in der Klassifikation, siehe
z.B. Hastie et al. (2001). Die ki na¨chsten Nachbarn eines Punktes ~xi sind definiert als
die ki Punkte ~x
(1)
i , . . . , ~x
(ki)
i , die die ki kleinsten euklidischen Absta¨nde von ~xi unter
allen ~x1, . . . , ~xn haben. Wird ein konstanter Wert k = k1 = . . . , kn verwandt und die
Nullhypothese abgelehnt, liefern die knn Teilmengen mit den ho¨chsten Werten von
Di Informationen daru¨ber, wo die Anpassung des Computerexperiments schlecht ist.
Zu beachten ist, dass die ki na¨chsten Nachbarn aufgrund der standardisierten ~x-Werte
berechnet werden sollten, da ansonsten die ki na¨chsten Nachbarn nur von Einflussgro¨-
ßen mit einer großen Spannbreite bestimmt werden. Diese Version des Tests wird als
x− knn Test bezeichnet.
Oftmals liegt bei Computerexperimenten eine sehr große Anzahl an Einflussgro¨ßen vor
mit der Einschra¨nkung, dass nur begrenzt viele Versuchsla¨ufe mo¨glich sind. In dieser
Situation ist es zwar technisch mo¨glich, die k na¨chsten Nachbarn bzgl. der Einfluss-
gro¨ßen zu berechnen. Jedoch ist dies aufgrund des Fluchs der hohen Dimension nicht
unbedingt sinnvoll (siehe z.B. Hastie et al. (2001) Kapitel 2.5). Deswegen sollen die Be-
obachtungen nicht bzgl. der Einflussvariablen gruppiert werden sondern entsprechend
der µ˜(~x)-Werte. Hat die unbekannte Funktion µ˜ ein monotones Verhalten, so werden
a¨hnliche µ˜-Werte a¨hnliche ~x-Werte haben. Deswegen besteht die Vermutung, dass das
Gruppieren entsprechend den µ˜-Werten in einer hohen Gu¨te fu¨r den Test resultiert.
Diese Version des Tests wird als y − knn Test bezeichnet. Werden auch hier wieder
gleichgroße Nachbarschaften fu¨r jeden Datenpunkt gewa¨hlt, liefern auch hier wieder
die Di mit hohen Werten Informationen daru¨ber, wo das Computerexperiment nicht
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die richtige Vorhersage liefert.
Eine dritte Art der Berechnung der Teilmengen ist durch den am Anfang dieses Kapi-
tels vorgestellten Datensatzes motiviert. Der Datensatz beruht auf einem 32 Versuchs-
plan, fu¨r den bei den echten Experimenten unterschiedlich viele Wiederholungen pro
Versuchspunkt vorhanden sind. In diesem Fall sind knn Regeln nicht sinnvoll, da die
ki na¨chsten Nachbarn eines Punktes ~xi nicht unbedingt eindeutig definiert sind. Hier
macht es sich positiv bemerkbar, dass die Teilmengen si flexibel gewa¨hlt werden ko¨n-
nen. Ansatt knn Regeln sollen alle die Datenpunkte ~xj in si vereint werden, die einen
Abstand kleiner als eine Konstante c > 0 zu dem Punkt ~xi haben:
si := {j ∈ {1, . . . , n} : ‖~xj − ~xi‖ < c}. (6.3)
Diese Variante soll RepPerm-Test genannt werden, da er auch bei Wiederholungen
in den echten Experimenten eindeutig definiert ist. Bei den vorhandenen Daten (32
Versuchsplan) ergeben sich als natu¨rliche Kandidaten fu¨r c fogende Werte: Wird c ≤ 1
gewa¨hlt, so besteht si nur aus den Punkten mit dem gleichen ~x Wert. Fu¨r c ∈ (1,
√
2]
besteht si aus den Punkten, die maximal den Abstand 1 zu ~xi haben.
Im allgemeinen ko¨nnen die Teilmengen si auf jede erdenkliche Art und Weise konstru-
iert werden. Die Gu¨te des Tests gegen bestimmte Alternativen kann damit beeinflusst
werden. Gibt es Vorwissen u¨ber das Verhalten von µ(~x) oder µ˜(~x), kann dies u¨ber die
Wahl der Teilmengen si mit in den Test eingebaut werden. Ebenso ko¨nnen bestimmte
Eigenschaften der Daten wie z.B. der Versuchsplan mit in die Wahl der Teilmengen
einfließen.
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6.2.3 Simulationsstudie und Anwendung
Latin Hypercube Beispiele
Zur Demonstration der Eigenschaften der x− knn Variante und der y − knn Variante
des Permutationstests wird ein 4-dimensionales Beispiel verwandt, das von Lehman
et al. (2004) zur Illustration eines sequentiellen Algorithmuses zum Auffinden von ro-
busten Konstellationen von Einflussgro¨ßen bei Computerexperimenten genutzt wird.
Die zugrunde liegende Funktion ist
µ(~x) := µ(x1, x2, x3, x4) :=
1
30
ψ(x1, x2)ψ(x3, x4) + (x1 − pi)2
mit ψ(x1, x2) =
(
x2 − 5.1
4pi2
x21 +
5
pi
x1 − 6
)2
+ 10
(
1− 1
8pi
)
cos(x1) + 10.
Die Funktion ψ(x1, x2), definiert auf dem Quadrat [−5, 10]×[0, 15], wird oft als Branin-
funktion bezeichnet. Das folgende Regressionmodell wird angenommen:
Y (x1, x2, x3, x4) = µ(x1, x2, x3, x4) + ε(x2),
wobei ε(x2) ∼ N(0, (3x2 + 10)2). Drei unterschiedliche Vorhersagefunktionen werden
verwandt, wobei die erste (µ˜1(~x) der Nullhypothese entspricht und die beiden Vorhersa-
gefunktionen µ˜2(~x) und µ˜3(~x) zwei Situationen widerspiegeln, bei denen die Alternative
korrekt ist.
µ˜1(~x) = µ(~x) Nullhypothese H0
µ˜2(~x) = µ(~x)(1 + 0.007x3x
1/8
4 ) Alternative H1
µ˜3(~x) = µ(~x)(1 + 0.007(x2 − 6)3) Alternative H2
Ausserdem werden zwei verschiedene Arten von Versuchspla¨nen verwandt um zu u¨ber-
pru¨fen, ob die betrachteten Tests von dem Versuchsplan abha¨ngen.
Von besonderem Interesse sind hier simplex basierte Latin Hypercubes, die in Kapitel
3.2 vorgestellt wurden und zufa¨llige Latin Hypercubes (Kapitel 3.1.1). Auf beide Arten
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von Versuchspla¨nen wurden alle drei Funktionen µ˜1, µ˜2, µ˜3 angewandt. Die resultieren-
den Ergebnisse fu¨r die 6 Kombinationsmo¨glichkeiten sind in Tabelle 5.2 zusammenge-
fasst. Fu¨r jede Kombination wurden 1000 Datensa¨tze mit n = 40 Beobachtungspunkten
erzeugt und alle drei Tests (Good’s, x− knn, y− knn) durchgefu¨hrt. Dabei wurde bei
den zufa¨lligen Latin Hypercubes der Versuchsplan fu¨r jeden Durchlauf der Simulation
zufa¨llig neu generiert, fu¨r den simplex basierten Latin Hypercube wurde jedes mal der
gleiche Versuchsplan, erzeugt nach den Methoden in Kapitel 3.1, verwandt. Da die
Gesamtzahl an mo¨glichen Permutationen (#G = 240) zu groß fu¨r eine komplette Aus-
wertung ist, wurde fu¨r die Tests x − knn und y − knn eine Zufallsauswahl von 1000
Permutationen betrachtet. Fu¨r die beiden Tests x − knn und y − knn wurde ausser-
dem die Gro¨ße der Nachbarschaft fu¨r alle Punkte ~xi auf ki = 8 festgelegt. In Tabelle
6.2 sind die Simulationsergebnisse fu¨r die Signifikanzniveaus α = 0.1, 0.05, 0.01 zusam-
mengefasst. Es sind die prozentualen Anteile der durchgefu¨hrten Tests dargestellt, die
bei den 1000 generierten Datensa¨tzen die Nullhypothese abgelehnt haben, unter der
jeweiligen Situation. Der Anteil der simulierten Datensa¨tze, bei denen die Nullhypo-
these abgelehnt wurden, ist fu¨r alle Tests nahe dem vorgegebenen Signifikanzniveau.
Fu¨r beide Alternativen, H1 und H2 zeigen sich keine Unterschiede zwischen den Ergeb-
nissen fu¨r zufa¨llige Latin Hypercubes und simplex basierten Latin Hypercubes. Folglich
scheint die Gu¨te der Tests nicht durch die beiden hier betrachteten Versuchspla¨ne be-
einflusst zu werden. Fu¨r Alternative H1 liefert der x − knn-Test die ho¨chste Gu¨te in
der Simulation, wobei Good’s Test ein wenig besser abschneidet als der y − knn-Test.
Fu¨r die Alternative H2 zeigt wieder der x−knn-Test die ho¨chste Gu¨te, hier hat jedoch
Good’s Test eine sehr geringe Gu¨te.
32 vollfaktorielle Versuchspla¨ne
Die Eigenschaften des Permutationstests sollen auch anhand eines Beispiels a¨hnlich zu
dem vorgestellten Hutprofil-Datensatz evaluiert werden. Fu¨r die echten Experimente
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α Good x− knn y − knn
H0
Simplex
0.1 0.079 0.109 0.078
0.05 0.030 0.045 0.038
0.01 0.002 0.008 0.004
LHD
0.1 0.082 0.093 0.099
0.05 0.040 0.046 0.044
0.01 0.002 0.006 0.008
H1
Simplex
0.1 0.523 0.716 0.379
0.05 0.374 0.598 0.247
0.01 0.090 0.297 0.074
LHD
0.1 0.426 0.633 0.284
0.05 0.275 0.478 0.186
0.01 0.065 0.184 0.066
H2
Simplex
0.1 0.274 0.682 0.682
0.05 0.270 0.708 0.679
0.01 0.113 0.397 0.332
LHD
0.1 0.197 0.760 0.418
0.05 0.068 0.530 0.257
0.01 0.004 0.137 0.061
Tabelle 6.2: Simulationsergebnisse fu¨r 6 unterschiedliche Datensituationen fu¨r die x−
knn und y − knn-Tests anhand von unterschiedlichen Latin Hypercubes. Dargestellt
ist der Anteil der simulierten Datensa¨tze, fu¨r den die Tests die Hypothese abgelehnt
haben.
sollen dabei an jedem Punkt eines (vollsta¨ndigen) 32 Versuchsplans unterschiedlich viele
La¨ufe entsprechend Tabelle 6.3 zur Verfu¨gung stehen.
Dafu¨r werden Werte der echten Experimente mittels eines quadratisches Modells mit
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Lauf x1 x2 Wiederholungen
1 -1 -1 4
2 -1 0 5
3 -1 1 7
4 0 -1 4
5 0 0 4
6 0 1 7
7 1 -1 4
8 1 0 4
9 1 1 3
Tabelle 6.3: Einstellungen und Wiederholungen fu¨r den 32 Versuchsplan der Ru¨ckfede-
rungsexperimente.
Wechselwirkung erzeugt:
Y (~x) = µ(~x) + (x1), (6.4)
mit
µ(~x) = µ(x1, x2) = x
2
1 + 2x
2
2 − 0.3x1x2 − 0.6x1 + pi, (6.5)
wobei pi die Kreiszahl ist und (x1) ∼ N(0, 0.1 + (0.01(x1 + 1.3))). Es wurden zwei
unterschiedliche Vorhersagefunktionen verwandt:
µ˜1(~x) = x
2
1 + 2x
2
2 − 0.3x1x2 − 0.6x1 + pi Nullhypothesis H0,
µ˜2(~x) = 1.05x
2
1 + 1.92x
2
2 − 0.4x1x2 − 0.4x1 + pi Alternative H1.
Fu¨r beide Vorhersagefunktionen wurden 2000 Stichproben aus dem betrachteten Re-
gressionsmodell simuliert. Auf die Datensa¨tze wurde Good’s Test und der RepPerm-
Test mit c = 0.1 und c = 1.01 angewandt, wobei 2000 zufa¨llige Permutationen gezogen
wurden, die zur Bestimmung des p-Wertes der Tests benutzt wurden. In der Anwen-
dung auf einen Datensatz im folgenden Kapitel werden 50000 zufa¨llige Anordnungen
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verwandt, um einen gro¨ßeren Teil aller mo¨glicher Vorzeichenwechsel abzudecken, hier
werden jedoch nur 2000 gwa¨hlt, um die Laufzeit der Simulation nicht zu stark zu
erho¨hen. In Tabelle 6.4 sind die Ergebnisse der Simulationen dargestellt. Unter der
Nullhypothese ist der Anteil an simulierten Datensa¨tzen, fu¨r die die Nullhypothese ab-
gelehnt wurde, fu¨r alle Tests sehr nahe an dem Signifikanzniveau. Es ist deutlich erkenn-
bar, dass die beiden lokalen Permutationstests der Variante RepPerm mit Konstanten
c = 0.1, 1.01 eine viel ho¨here Gu¨te haben als der Test von Good ohne Lokalisierung.
α Good RepPerm, c = 0.1 RepPerm, c = 1.01
H0
0.1 0.0900 0.0915 0.1055
0.05 0.0460 0.0470 0.0505
0.01 0.0085 0.0115 0.0120
H1
0.1 0.3400 0.880 0.936
0.05 0.1905 0.746 0.850
0.01 0.0430 0.464 0.536
Tabelle 6.4: Simulationsergebnisse fu¨r die Datensituation eines 32 Versuchsplans mit
unterschiedlich vielen Wiederholungen. Angewandt wurde der RepPerm Test mit den
Konstanten c = 0.1 und c = 1.01 und der Permutationstest nach Good.
Anwendungsdatensatz
Wird der Permutationstest auf den Hutprofil-Datensatz aus Kapitel 6.2 angewandt,
ergeben sich die Ergebnisse in Tabelle 6.5. Durch die drei unterschiedlichen Simula-
tionsmodelle mit dem Flanschenwinkel θ2 als Zielgro¨ße und den beiden interessieren-
den Einflussgro¨ßen ergeben sich drei Testsituationen, bei denen jeweils die Hypothese
”
Die Computersimulationen modellieren den Erwartungswert der echten Experimente“
u¨berpru¨ft wird. Fu¨r die Permutationstests RepPerm wurden jeweils 50000 zufa¨lliger
Anordnungen der Vorzeichen zur Berechnung der Testergebnisse verwandt. Fu¨r die
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Anwendung ist interessant, dass sa¨mtliche Tests fu¨r jede der Testsituationen eindeutig
zum 5% Niveau ablehnen, was heisst, dass keines der drei Computerexperimente als
guter Ersatz fu¨r die echten Experimente angesehen werden kann. Dies dient als Motiva-
tion fu¨r eine Methodik, die lokal die beste Simulation findet. Insgesamt hat sich somit
Zielgro¨ße Simulation Good RepPerm, RepPerm,
c = 0.1 c = 1.01
Flanschwinkel
S1 < 0.0001 0.0089 < 0.0001
S2 0.0095 0.0209 0.0026
S3 0.0003 0.0412 0.0013
Tabelle 6.5: p-Werte fu¨r die Permutationstests der Ru¨ckfederungsdaten.
gezeigt, dass die vorgeschlagenen Permutationstests nu¨tzliche Hilfsmittel sind um zu
beurteilen, ob ein Computerexperiment eine korrekte Vorhersage fu¨r echte Experimente
liefert. Sie verbessern einen einfachen Test, der in Good (2000) beschrieben ist durch
wiederholtes lokales Anwenden des Tests. Ein weiterer Vorteil der Tests ist, dass sie u¨ber
unterschiedliche Formulierungen von Nachbarschaftsumgebungen Vorwissen u¨ber die
Experimente mit einbinden ko¨nnen oder auf bestimmte Datensituationen abgestimmt
werden ko¨nnen, wie anhand eines Datensatzes gezeigt werden konnte. Die Anwendung
auf einen Datensatz aus der Blechumformung ergibt, dass die dort verwandten Modelle
nicht als pra¨ziser Ersatz fu¨r die echten Experimente angesehen werden ko¨nnen.
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6.3 Lokale Auswahl von Computerexperimenten
Die Problematik des oben beschriebenen Datensatzes, dass fu¨r ein reales Pha¨nomen
mehrere Computersimulationen existieren, ist nicht neu, sondern tritt in verschiedenen
wissenschaftlichen Bereichen auf. In der Literatur existieren fu¨r solche Situationen be-
reits Methoden, die verschiedene Vorhersagen miteinander kombinieren ko¨nnen. Dabei
wird jedoch meistens angenommen, dass die Simulationen unterschiedliche Pra¨zision
haben und vorab bekannt ist, welches die genaueste Simulation ist. Verbunden mit
der Annahme, dass die genauere Simulation aufwendiger ist und somit fu¨r diese nur
wenig La¨ufe zur Verfu¨gung stehen, jedoch zusa¨tzlich noch viele La¨ufe von einer weni-
ger pra¨zisen Simulation verfu¨gbar sind, sollen diese beiden Datenquellen miteinander
verbunden werden (siehe z.B. Kennedy und O’Hagan (2000), Qian und Wu (2008)
und Qian et al. (2006)). Solch eine Datensituation kann beim numerischen Lo¨sen von
partiellen Differentialgleichungen entstehen. Im Allgemeinen gilt bei Finite Elemente
Simulationen, dass eine feinere Elementformulierung in einer besser approximativen Lo¨-
sung der partiellen Differentialgleichungen resultieren sollte, was jedoch zugleich einen
ho¨heren Rechenbedarf mit sich zieht. Prinzipiell wa¨re ein solches Vorgehen auch fu¨r die
hier vorliegenden Computersimulationen interessant.
Jedoch ist bei den zu behandelnden Experimenten keine sichere Vorabaussage mo¨glich,
welche Computersimulation global am Besten ist. Vielmehr spiegeln die drei unter-
schiedlichen Simulationen verschiedene Modellierungsstrategien fu¨r die echten Expe-
rimente wider, bei denen sich nicht aus technischen Gru¨nden die U¨berlegenheit eines
Simulationsmodells ergibt. Da ausserdem die Permutationstests aus dem letzten Ka-
pitel zu dem Ergebnis kamen, dass keine der vorhandenen Simulationen ein wirklicher
globaler Ersatz fu¨r die echten Experimente ist, soll hier eine andere Fragestellung bear-
beitet werden: Es wird eine Entscheidungsregel gesucht, die lokal entscheidet, welches
Computerexperiment (lokal) die beste Vorhersage liefert. Dadurch wird die implizite
Annahme der Ansa¨tze von Kennedy und O’Hagan (2000), Qian und Wu (2008) und
Qian et al. (2006), dass eine Simulation fu¨r den gesamten Versuchsraum am
”
Besten“
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ist, umgangen. Abha¨ngig von den Ergebnissen des im Folgenden beschriebenen Ansat-
zes kann die Annahme, dass eine Simulation global die Beste, besta¨tigt oder verworfen
werden.
Zur Beschreibung des Ansatzes wird zuerst die Notation festgelegt, dann werden Mo-
dellierungen fu¨r die echten Experimente und die Computerexperimente gewa¨hlt und
eine quadratische Verlustfunktion auf die Differenzen zwischen dem Modell der echten
Daten und den Modellen fu¨r die Computerexperimente angewandt.
Fu¨r die echten Experimente wird das folgende Modell angenommen:
Y (~x) = µ(~x) + ε, ~x ∈ D ⊂ Rd, (6.6)
wobei Y (~x) eine eindimensionale Zielvariable ist, d ∈ N und µ(~x) eine Funktion ist, die
zumindest stetig ist. Die Zufallsvariable ε hat hier den Erwartunswert Null und Varianz
σ2. Fu¨r das Regressionsmodell (6.6) seien die Zufallsvariablen Y1 := Y (~x1), . . . , Yn :=
Y (~xn), ~xi ∈ D, i = 1, . . . , n stochastisch unabha¨ngig mit Beobachtungen y1, . . . , yn vor-
handen. Ein Scha¨tzer fu¨r µ(~x) mit Konfidenzintervall wird mit µˆ(~x) und (lw(~x), up(~x))
bezeichnet. Es wird angenommen, dass es K ≥ 2 unterschiedliche Computersimulatio-
nen gibt, deren zugrunde liegenden Funktionen mit
µ˜1(~z), . . . , µ˜K(~z) (6.7)
bezeichnet werden. Die Computersimulationen sollen ebenfalls eindimensiona-
len Output haben und den gleichen Versuchsraum D wie die echten Ex-
perimente. Fu¨r die Computersimulationen seien die Beobachtungen µ˜1(~z1), . . . ,
µ˜K(~z1), . . . , µ˜
1(~zm), . . . , µ˜
K(~zm) mit ~zi ∈ D, i = 1, . . . ,m, vorliegend. Zur
besseren Unterscheidung werden die Einflussparameter der Computerexperimen-
te hier mit ~z bezeichnet. Dies kann insbesondere sinnvoll sein, wenn fu¨r
die echten Experimente und die Computerexperimente unterschiedliche Versuch-
spla¨ne vorliegen. Fu¨r die echten Experimente ko¨nnen dies z.B. D-optimale
Versuchspla¨ne sein (Atkinson und Donev (1992)), fu¨r die Computerexperimente hinge-
gen einer der in Kapitel 3 beschrieben Versuchspla¨ne. Die hier vorgestellte Methodik
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funktioniert auch, wenn fu¨r alle K Computerexperimente unterschiedlichen Versuch-
spla¨ne vorliegen wu¨rden. Diese Verallgemeinerung wird jedoch nicht betrachtet, da dies
die Notation unno¨tigerweise kompliziert machen wu¨rde.
Die hier beschriebene Methodik ist flexibel in dem Sinne, dass unterschiedliche Scha¨tz-
methoden fu¨r die echten Experimente und die Computerexperimente verwandt werden
ko¨nnen.
Fu¨r die echten Experimente wurde ein Regressionsmodell an die Beobachtungen ange-
passt, dass linear in den Koeffizienten β ist, d.h. es wird angenommen, dass µ(x) die
Form
µ(~x) = f(~x)Tβ, (6.8)
hat, wobei f(~x) = [f(~x)1, . . . , f(~x)p] die Regressorvektoren sind.
Die Regressorvektoren f(~x1), . . . , f(~xn) ko¨nnen zu der Regressormatrix
F = [f(~x1), . . . , f(~xn)]
T ∼ (n × p) zusammengefasst werden. Die Vorhersage
µˆ(~x) ist dann gegeben durch
µˆ(~x) = f(~x)T βˆ, (6.9)
wobei βˆ die kleinste Quadrate Scha¨tzung fu¨r β ist:
βˆ = (F TF )−1F Ty. (6.10)
Ein 1−α Konfidenzintervall (l(~x), u(~x)) fu¨r den Erwartungswert µ(~x) ist dann gegeben
durch
(l(~x), u(~x)) := µˆ(~x)± tα/2,n−p
√
σˆ2f(~x)T (F TF )−1f(~x), (6.11)
wobei tα,k das α-Quantil der t-Verteilung mit k Freiheitsgraden ist und σˆ
2 = (y −
Fβˆ)T (y − Fβˆ)/(n − p), d.h. der Scha¨tzer fu¨r die Standardabweichung der Fehler im
linearen Regressionmodell. Fu¨r weitere Details des linearen Regressionsmodells sei auf
Myers und Montgomery (1995) verwiesen. Andere Methoden zur Berechnung einer
Vorhersagefunktion sind z.B. Kernregression oder Splineregression. Je nach Ziel der
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Analyse kann auch anstatt eines Konfidenzintervalls fu¨r den unbekannten Mittelwert
ein Konfidenzintervall fu¨r die Zufallsvariablen selbst verwandt werden. Letzteres ist
u¨berlicherweise viel weiter, da es die Streuung der Einzelbeobachtungen beru¨cksich-
tigt. Hier wird jedoch ein Konfidenzintervall fu¨r den Mittelwert verwandt, da dies den
Anspruch an die Computerexperimente wiederspiegelt, dass die Computerexperimente
die Mittelwertfunktion der echten Experimente ersetzen ko¨nnen.
Die Nutzung eines Metamodells fu¨r die Computerexperimente ist dadurch motiviert,
dass es meistens rechentechnisch nicht mo¨glich ist, die dem Computerexperiment zu-
grunde liegende Computersimulation beliebig oft auszuwerten. Ist die Berechnung der
Simulationen so gu¨nstig, dass kein Metamodell notwendig ist, kann die Simulation
direkt genutzt werden. Dies ist jedoch selten der Fall, weswegen an die Computerexpe-
rimente ein Metamodell angepasst wird um Vorhersagen fu¨r Punkte des Versuchsraums
zu machen, an denen keine Beobachtungen vorliegen. Hier soll die in Kapitel 5 vorge-
stellte Kerninterpolation als Metamodell verwandt werden, deren Vorhersagefunktion
in Formel (5.1) beschrieben ist.
Andere mo¨gliche Metamodelle sind z.B. Krigingmodelle (Gaußprozessmodelle, Santner
et al. (2003), Kapitel 4.1) oder Interpolation mittels radialen Basisfunktionen (Buh-
mann (2000), Kapitel 4.2).
6.3.1 Anwendung
Wie schon beschrieben, besteht der vorliegende Hutprofil-Datensatz aus der Ru¨ckfe-
derungsanalyse aus einem unvollsta¨ndigen 32 vollfaktoriellen Versuchsplan. Fu¨r jeden
Punkt im Versuchsraum gibt es zwischen 3 und 12 Wiederholungen. Fu¨r den Zielwert
θ2 wurde ein quadratisches Modell mit Wechselwirkung angepasst. Eine Zusammenfas-
sung der Ergebnisse des linearen Modells ist in Tabelle 6.6 gegeben. Der Standardfehler
der Residuen betra¨gt 0.699, das adjustierte Bestimmtheitsmaß 0.98. Eine Analyse der
Residuenplots zeigt keine Besonderheiten. Als Vorhersagefunktion µˆ(~x) wird das voll-
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sta¨ndige Modell verwandt, d.h. inklusive aller nichtsignifikanter Terme.
Effekt Scha¨tzung Std. Fehler p-Wert
Intercept 27.490 0.187 < .0001
WR -3.078 0.184 < .0001
ZT 5.273 0.184 < .0001
WR2 0.602 0.239 0.0169
ZT2 0.235 0.239 0.3339
WR*ZT -1.571 0.273 < .0001
Tabelle 6.6: Ergebnisse fu¨r die kleinste Quadrate Modelle der echten Experimente. WR
steht fu¨r den Werkzeugradius, ZT fu¨r die Ziehtiefe.
Die Daten der Computerexperimente sind fu¨r den vollsta¨ndigen 32 Versuchsplan gege-
ben, der fu¨r jede der drei Computersimulationen durchgefu¨hrt wurde. Diese Art Ver-
suchsplan ist fu¨r Computerexperimente eher ungewo¨hnlich, wurde jedoch verwandt,
um Beobachtungen an den gleichen Stellen im Versuchsraum fu¨r die echten und die
simulierten Experimente zu haben.
6.3.2 Aufteilung des Versuchsraums
Das allgemeine Ziel des nachfolgend beschriebenen Ansatzes ist es, lokal das beste der
K unterschiedlichen Simulationsmodelle auszusuchen. Um unterschiedliche Computer-
experimente fu¨r einen festen Punkt ~x ∈ D zu vergleichen wird der quadrierte Abstand
zwischen der Vorhersage fu¨r die echten Experimente µˆ(x) und den Computerexperi-
menten (oder den daraus resultierenden Metamodellen) verwendet:
∆k(~x) := (µ˜
k(~x)− µˆ(~x))2, (6.12)
∆(~x) := (∆1(~x), . . . ,∆K(~x)). (6.13)
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Ein weiterer Schritt kann sein, ∆(~x) zu skalieren:
δ(~x) :=
1
v̂ar(µˆ(~x))
∆(~x). (6.14)
Der Vorteil des Skalierens ist, das δ(~x) einheitenfrei ist und deswegen fu¨r unterschiedli-
che Datensa¨tze/ Versuche verglichen werden kann. Von Nachteil ist, dass unterschied-
liche Kombinationen von v̂ar(µˆ(~x)) und ∆(~x) zum gleichen δ(~x) fu¨hren ko¨nnen. Die
Entscheidungsregel, welche Computersimulation fu¨r die Vorhersage genutzt werden soll
ist dann naheliegend: Nutze die Computersimulation k, die ∆k(~x) minimiert:
k∗(~x) := argminKk=1∆k(~x). (6.15)
Wenn der Scha¨tzer µˆ(~x) konsistent ist fu¨r µ(~x) fu¨r alle ~x ∈ D, dann sind die quadrierten
Differenzen ∆k(x) ebenso konsistent fu¨r (µ˜
k(~x)− µ(~x))2 ensprechend dem
”
continuous
mapping“ Theorem (van der Vaart (1998)).
Wenn nur eine Entscheidung bezu¨glich einem Punkt ~x ∈ D beno¨tigt wird, ist es aus-
reichend, k∗(~x) zu berechnen. Um zu einem weiteren Versta¨ndnis der Computerexpe-
rimente im Vergleich mit den echten Experimenten zu gelangen, ist hier von Interesse,
den Versuchsraum so in Bereiche aufzuteilen, das in einem Bereich jeweils ein Simula-
tionsmodell am besten ist. Dies kann Ru¨ckschlu¨ssen zulassen, ob fu¨r unterschiedliche
Kombinationen von Einflussgro¨ßen unterschiedliche Simulationen als ada¨quat betrach-
tet werden mu¨ssen. Der Versuchsraum wird entsprechend zweier Kriterien aufgeteilt:
Zuerst kann der Versuchsraum aufgeteilt werden in die Bereiche, in denen eine Compu-
tersimulation existiert, die innerhalb des Vorhersageintervalls fu¨r den Mittelwert liegt
bzw. in Bereiche, in denen keine Simulation vorliegt, die innerhalb des Vorhersagein-
tervalls fu¨r den Erwartungswert µ(~x) liegt. Liegt keine Computersimulation innerhalb
des Vorhersageintervalls fu¨r den Mittelwert, so kann auch die beste Simulation nur als
Anna¨herung an die echten Experimente gesehen werden:
D0 := {~x ∈ D|∃k : µ˜k(~x) ∈ (l(~x), u(~x))}, (6.16)
D1 := {~x ∈ D|∀k : µ˜k(~x) 6∈ (l(~x), u(~x))}. (6.17)
130 Validierung von Computerexperimenten
Zweites kann der Versuchsraum entsprechend der (gescha¨tzten) besten Computersimu-
lation in Bezug auf k∗(~x) aufgeteilt werden:
Dk := {~x ∈ D|k = k∗(~x)}. (6.18)
Beide Kriterien ko¨nnen miteinander kombiniert werden:
Dk0 := {~x ∈ D|k = k∗(~x) und µ˜k(~x) ∈ (l(~x), u(~x))}, (6.19)
Dk1 := {~x ∈ D|k = k∗(~x) und µ˜k(~x) 6∈ (l(~x), u(~x))}. (6.20)
In einer perfekten Situation gibt es ein k ∈ {1, . . . , K} mit Dk0 = D, d.h. die gleiche
Computersimulation ist immer die beste und diese liegt immer innerhalb des Vorher-
sageintervalls fu¨r die Mittelwert von µ(~x).
Eine weitere Mo¨glichkeit zur Aufteilung des Versuchsraum wa¨re, Unsicherheitsvorher-
sagen des Metamodells mitzunutzen. Dies wird hier aus zwei Gru¨nden nicht gemacht:
Erstens macht es bei dem hier betrachteten Datensatz keinen Unterschied, da sowohl
die Vorhersageintervalle fu¨r das Krigingmodell als auch fu¨r das Kerninterpolations-
modell sehr eng um die Vorhersage liegen im Vergleich zur Streuung der Daten aus
den echten Experimenten. Zweitens wu¨rde es in einer komplizierteren Notation und
Interpretation resultieren.
6.3.3 Anwendung und Interpretation
Wird die zuvor beschriebene Methodik zur Aufteilung des Versuchsraums auf den Ru¨ck-
federungsdatensatz angewandt, ergibt sich Abbildung 6.4. Dabei zeigen die Zahlen an,
welches Computerexperiment als bestes angesehen wird. Rote Bereiche zeigen an, dass
die beste Vorhersage ausserhalb des Vorhersageintervalls fu¨r µ(~x) liegt, wohingegen
graue Bereiche anzeigen, dass die Vorhersage der besten Computersimulation inner-
halb des Konfidenzbandes fu¨r den unbekannten Mittelwert liegt. Die Stellen, an denen
Beobachtungen der echten Experimente vorliegen sind mit • gekennzeichnet. In großen
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Abbildung 6.4: Ergebnisse der Aufteilung des Versuchsraums fu¨r die Zielgro¨ße Flan-
schenwinkel.
Teilen des Versuchsraums gibt es demnach eine korrekte Simulation zur Vorhersage
der echten Experimente. Die beste Simulation ist dabei entweder Simulation S2 oder
Simulation S3. Simulation S1 wird nirgendswo als bestes Simulationsmodell erkannt.

Kapitel 7
Fazit
In der vorliegenden Arbeit wurden Methoden fu¨r die Planung, Modellierung und Va-
lidierung von Computerexperimenten erarbeitet. Bei der Methodenauswahl fu¨r Com-
puterexperimente muss beachtet werden, dass Computerexperimente deterministisch
sind und deswegen viele sonst u¨bliche Methoden der Statistik keine guten Ergebnisse
erzielen.
Ein wesentlicher Aspekt fu¨r die erfolgreiche Anwendung von Computerexperimenten
ist ein guter Versuchsplan, der vorgibt, an welchen Stellen im Versuchsraum Simula-
tionsla¨ufe plaziert werden. Da bei Computerexperimenten in den meisten Fa¨llen kein
Zufallsfehler vorliegt und nur wenige La¨ufe der Simulation zur Verfu¨gung stehen, ist
die Anforderung an den Versuchsplan, den Versuchsraum mit den wenigen vorhandenen
La¨ufen mo¨glichst gleichma¨ssig abzudecken. Vorhandene Methoden suchen dafu¨r mei-
stens eine Klasse von Versuchspla¨nen, z.B. die Klasse der Latin Hypercubes, aus und
optimieren numerisch ein Kriterium, das die Gu¨te der Versuchspla¨ne beschreibt in der
ausgewa¨hlten Klasse von Versuchspla¨nen. Hier wurde ein anderer Ansatz verfolgt, da
die Optimierung eines Versuchsplans in ho¨heren Dimensionen sehr anspruchsvoll sein
kann. Dafu¨r wurde eine U¨berdeckung des Versuchsraum mit Simplexen konstruiert, die
mo¨glichst gleichma¨ssige Simplexe haben soll und die Ecken der Simplexe werden als
Versuchspunkte verwandt (NRSM Algorithmus). Um gute Projektionseigenschaften zu
erhalten, wird anschliessend die simpliziale U¨berdeckung so rotiert, dass die eindimen-
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sionalen Verteilungen der Ecken gut verteilt sind. Ein Vorteil der Methode ist, dass
fu¨r eine gegebene Dimension d die konstruierten U¨berdeckungen mehrfach fu¨r die Kon-
struktion von Versuchspla¨nen unterschiedlicher Gro¨ße verwandt werden ko¨nnen. Bis
auf die Optimierung der Rotation kommt der Ansatz ohne numerische Optimierung
aus. Die resultierenden Versuchspla¨ne sind sehr konkurrenzfa¨hig zu herko¨mmlich kon-
struierten Maximinversuchspla¨nen. Ein Nachteil ist jedoch, das die U¨berdeckungen mit
Simplexen nicht in beliebig hohen Dimensionen konstruiert werden ko¨nnen, da z.B. fu¨r
d = 10 die Anzahl an Simplexen in einer Triangulation so schnell steigt, dass diese
nicht mehr handhabbar sind.
Wurden fu¨r ein Computerexperiment La¨ufe entsprechend einem Versuchsplan erhoben,
ist es wu¨nschenswert, aus den vorhandenen La¨ufen eine Vorhersagefunktion (Metamo-
dell) fu¨r das Computerexperiment zu konstruieren, die fu¨r das Computerexperiment
Vorhersagen machen kann an Stellen, an denen kein Lauf zur Verfu¨gung steht. Da fu¨r
Computerexperimente keine Zufallsfehler vorliegen, ist eine Anforderung an die Meta-
modelle, dass die entsprechend dem Versuchsplan gemachten Beobachtungen interpo-
liert werden. U¨bliche Ansa¨tze zur Interpolation sind z.B. Kriging oder die Interpolation
mit radialen Basisfunktionen. Im Gegensatz dazu wurde eine neue Methode (Kernin-
terpolation) vorgestellt, die lokal angepasste Modelle gewichtet mittelt und einen engen
Bezug zum Inverse Distance Weighting hat. Die Kerninterpolation liefert insbesonde-
re fu¨r Situationen mit kleinen Stichproben gute Vorhersagewerte im Vergleich zum
Kriging, da sie nicht auf das Scha¨tzen von Parametern angewiesen ist, was besonders
bei kleinen Stichproben zu Problemen bei Krigingmodellen fu¨hren kann. Ein weiterer
Vorteil ist, dass keine Invertierung von großen Matrizen notwendig ist wie es beim
Kriging oder der Interpolation mit radialen Basisfunktionen notwendig ist. Außerdem
liegt ebenso wie beim Kriging eine Unsicherheitsscha¨tzung fu¨r die Vorhersage vor, die
zwar nicht durch ein stochastisches Modell motiviert ist, jedoch a¨hnlich interpretiert
werden kann. Solch eine Unsicherheitsvorhersage liegt z.B. fu¨r die Interpolation mit
radialen Basisfunktionen bisher nicht vor. Genauso wie bei den neu vorgeschlagenen
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Versuchspla¨nen beschra¨nkt jedoch die Gro¨ße der Triangulation die Anwendung der
Kerninterpolation auf Datensa¨tze mit kleiner bis mittlerer Dimension.
Ein wesentlicher Punkt im Kontext von Computerexperimenten ist, zu validieren, ob
das Computerexperiment eine gute Vorhersage der zugrundeliegenden echten Experi-
mente liefert. Dafu¨r wurde ein Permutationstest konstruiert, der die Hypothese, dass
die Simulation des Computerexperiments die echten Experimente im Erwartungswert
fu¨r alle Positionen des Versuchsraums korrekt vorhersagt, u¨berpru¨ft. Der Test ha¨lt
dabei auch bei kleinen Stichprobengro¨ßen das Niveau ein und ist auch unter Heteros-
kedaszita¨t valide. Als Vorraussetzung muss lediglich gegeben sein, dass fu¨r alle ~x im
Versuchsraum der Fehler der echten Experimente symmetrisch um den Erwartungswert
streut. Die Anwendung des Permutationstests auf einen Datensatz, bei dem mehrere
verschiedene Computerexperimente fu¨r ein echtes Experiment vorliegen, ergab, dass
keines der Computerexperimente eine korrekte Vorhersage liefert. Motiviert durch die
Beobachtung, dass es unter den verschiedenen Computerexperimenten keins gibt, das
fu¨r den gesamten Versuchsraum eine korrekte Vorhersage liefert, wurde eine Metho-
dik vorgestellt, die lokal fu¨r einen Punkt x des Versuchsraums entscheidet, welches
Computerexperiment am besten die echten Experimente vorhersagt.
Die vorgeschlagenen Methoden zeichen sich insgesamt durch eine hohe Gu¨te aus. Aller-
dings gibt es noch viele Verbesserungsmo¨glichkeiten, die verfolgt werden ko¨nnen: Der
NRSM Algorithmus sollte nach Mo¨glichkeit so abgea¨ndert werden, dass auch die Kon-
struktion von Versuchspla¨nen in hohen Dimensionen ermo¨glicht wird. Dafu¨r ko¨nnen
mo¨gliche Herangehensweisen sein, die Triangulation nur lokal zu betrachten oder den
Algorithmus zu parallelisieren. Da auch die Kerninterpolation Triangulationen verwen-
det und somit eine Anwendung in hohen Dimensionen mit großen Stichprobenumfa¨n-
gen praktisch unmo¨glich wird, ist auch hier nach Alternativen zu suchen. Ein weiterer
interessanter Aspekt fu¨r die Kerninterpolation ist alternative Gewichtsfunktionen zu
untersuchen, die z.B. nur einen lokalen Tra¨ger erlauben.
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146 Symbolverzeichnis
Symbol Beschreibung Seite
P, Pn ∈ Rn×d Punktemenge mit n Elementen im Rd 5
T (P ) Delaunaytriangulation einer Punktemenge P 6
‖.‖ L2 Norm eines Vektors (= ‖.‖2) 5
D Versuchsraum 9
~x = [x1, . . . , xd]
T ,
~xi = [xi,1, . . . , xi,d]
T
Punkte im Rd 5
~X Zufallsvektor 10
D,Dn,d Versuchsplan mit n La¨ufen und d Einflussvariablen 9
Dn,d Menge aller Versuchspla¨ne mit n La¨ufen und d Va-
riablen aus dem Versuchsraum D
9
Mm(Dn,d) Maximinkriterium eines Versuchsplan Dn,d 11
DMmn,d optimaler Maximinversuchsplan 11
Φp(D) Maximinkriterium nach Morris und Mitchell
(1995)
12
D
Φp
n,d optimaler Versuchsplan entsprechend dem Φp-
Kriterium
12
SD(D) Star Diskrepanz eines Versuchsplan 13
V (f) Variation der Funktion f im Sinne von Hardy und
Krause
14
WD(D) Warp Around Diskrepanz des Versuchsplan D 15
DWDn,d optimaler Versuchsplan bzgl. der Wrap Around
Diskrepanz
15
mM(D) Minimaxkriterium eines Versuchsplan D 16
NRSM Nearly Regular Simplex Algorithmus 19
V P (~x1, . . . , ~xd−1) Kreuzprodukt der d-dimensionalen Punkte
~x1, . . . , ~xd−1
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R(θ) Rotationsmatrix 30
C0(D) Funktionenraum aller stetiger Funktionen u¨ber
den Versuchsraum D
39
Y (~x), Z(~x) Gaußprozesse 40
R~θ(~h) Korrelationsfunktion 41
φ(d) radiale Basisfunktion 47
Pdm Funktionenraum aller Polynome vom Grad m in d
Variablen
48
yj(~x) Lokal angepasste lineare Funktion 58
gj(~x) Gewichtsfunktion fu¨r die Kerninterpolation 58
Dj(~x) Abstandsfunktion fu¨r die Kerninterpolation 58
wh,j(d) Kernfunktion fu¨r die Kerninterpolation 58
U(yˆ)(~x) Unsicherheitsscha¨tzung fu¨r die Kerninterpolation 67
RMSE Root mean squared error 69
WR Werkzeugradius 128
ZT Ziehtiefe 128
Φ(~y) Permutationstest 112

Anhang B
Berechnung der Umkugel
Okabe et al. (2000), S. 80, geben die Berechnung des Umkreises eines Dreiecks in 2
Dimensionen an, wobei der Umkreis den Mittelpunkt ~c und den Radius r hat. Der
Mittelpunkt ~c = (c1, c2)
T kann aus der folgenden Gleichung berechnet werden:
∣∣∣∣∣∣∣∣∣∣∣∣
∑2
i=1 c
2
i c1 c2 1∑2
i=1 x
2
0,i x1,1 x0,2 1∑2
i=1 x
2
1,i x2,1 x1,2 1∑2
i=1 x
2
2,i x3,1 x2,2 1
∣∣∣∣∣∣∣∣∣∣∣∣
= 0. (B.1)
Hier sind ~xj = (xj,1, xj,2)
T , j = 0, 1, 2 die Koordinaten der Ecken des Dreiecks. Diese
Gleichung kann leicht in ho¨here Dimensionen d > 2 verallgemeinert werden:
∣∣∣∣∣∣∣∣∣∣∣∣
∑d
i=1 c
2
i c1 . . . cd 1∑d
i=1 x
2
0,i x0,1 . . . x0,d 1
...
...∑d
i=1 x
2
d,i xd,1 . . . xd,d 1
∣∣∣∣∣∣∣∣∣∣∣∣
= 0, (B.2)
wobei ~xj = (xj,1, . . . , xj,d)
T , j = 0, . . . , d die Koordinaten der Ecken des Simplex sind
und (c1, . . . , cd)
T die Koordinaten des Umkugelmittelpunkts. Um die Gleichung in ~c zu
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lo¨sen wird der Entwicklungssatz von LaPlace nach der ersten Zeile verwandt. Definiere
Dj := (−1)2+j
∣∣∣∣∣∣∣∣∣∣∣∣
∑d
i=1 x
2
0,i x0,1 . . . x0,j−1 x0,j+1 . . . x,d 1∑d
i=1 x
2
1,i x1,1 . . . x1,j−1 x1,j+1 . . . x1,d 1
...
...∑d
i=1 x
2
d,i xd,1 . . . xd,j−1 xd,j+1 . . . xd,d 1
∣∣∣∣∣∣∣∣∣∣∣∣
(B.3)
und
α :=
∣∣∣∣∣∣∣∣∣∣∣∣
x0,1 . . . x0,d 1
x1,1 . . . x1,d 1
...
...
xd,1 . . . xd,d 1
∣∣∣∣∣∣∣∣∣∣∣∣
, β :=
∣∣∣∣∣∣∣∣∣∣∣∣
∑d
i=1 x
2
0,i x0,1 . . . x0,d∑d
i=1 x
2
1,i x1,1 . . . x1,d
...
...∑d
i=1 x
2
d,i xd,1 . . . xd,d
∣∣∣∣∣∣∣∣∣∣∣∣
. (B.4)
Mit dem Entwicklungssatz erhalten wir fu¨r B.1:
d∑
i=1
c2iα−
d∑
j=1
Djcj + β = 0. (B.5)
Eine Lo¨sung ist gegeben durch cj =
Dj
2α
. Der Radius r de Umkugel kann durch
r =
√∑k
j=1D
2
j − 4αβ
4α2
(B.6)
berechnet werden order alternativ einfach durch die Berechnung des euklidischen Ab-
stands zwischen ~c und einer Ecke des Simplex. Die Wahl der Ecke spielt dabei keine
Rolle, da der Umkugelmittelpunkt der eindeutig definierte Punkt ist, der den gleichen
Abstand zu allen Ecken hat.
Fu¨r die zweite Vorschlagsfunktion in Kapitel 3.1 wird der Umkugelmittelpunkt einer
Facette eines Simplex beno¨tigt, d.h. fu¨r d Ecken ~x0, . . . , ~xj−1, ~xj+1, . . . , ~xd des Simplex
S mit Ecken ~x0, . . . , ~xd. Dies kann aus dem Umkugelmittelpunkt des vollsta¨ndigen
Simplex durch orthogonale Projektion von ~c auf die Hyperebene, die durch die Ecken
~x0, . . . , ~xj−1, ~xj+1, . . . , ~xd definiert ist, geschehen. Fu¨r die Projektion kann die Moore
Penrose Inverse genutzt werden.
Anhang C
Datensa¨tze aus Kapitel 5 zur Kerninterpolation
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Beobachtung x1 x2 x3 y
1 200000 0.11 -20 13.03
2 210000 0.11 -20 12.19
3 220000 0.11 -20 11.79
4 200000 0.13 -20 13.17
5 210000 0.13 -20 12.32
6 220000 0.13 -20 11.89
7 200000 0.15 -20 13.31
8 210000 0.15 -20 12.52
9 220000 0.15 -20 12.02
10 200000 0.11 0 13.34
11 210000 0.11 0 12.66
12 220000 0.11 0 12.16
13 200000 0.13 0 13.52
14 210000 0.13 0 12.83
15 220000 0.13 0 12.26
16 200000 0.15 0 13.65
17 210000 0.15 0 13.01
18 220000 0.15 0 12.39
19 200000 0.11 20 14.14
20 210000 0.11 20 13.36
21 220000 0.11 20 12.76
22 200000 0.13 20 14.30
23 210000 0.13 20 13.54
24 220000 0.13 20 12.93
25 200000 0.15 20 14.46
26 210000 0.15 20 13.72
27 220000 0.15 20 13.14
Tabelle C.1: 33 vollfaktorieller Versuchsplan fu¨r den Autoformdatensatz (DS1(33))
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Beobachtung x1 x2 x3 y
1 203900 0.12 -17.28 12.73
2 213000 0.14 19.83 13.45
3 212000 0.14 3.48 12.85
4 215900 0.15 -0.46 12.65
5 211700 0.11 7.56 12.84
6 219800 0.11 3.15 12.33
7 204500 0.12 -7.63 12.95
8 218200 0.13 -17.01 12.00
9 204900 0.12 17.56 13.91
10 217300 0.14 7.72 12.76
11 213300 0.15 -14.19 12.43
12 217100 0.13 15.20 13.06
13 200400 0.11 9.26 13.55
14 202900 0.13 9.93 13.58
15 209700 0.14 -17.76 12.49
16 210100 0.12 0.90 12.78
17 219400 0.13 -10.00 12.00
18 201900 0.15 6.72 13.67
19 201600 0.14 -2.29 13.44
20 200100 0.11 -15.08 12.98
21 208600 0.14 8.88 13.25
22 207500 0.14 -5.32 12.97
23 216600 0.12 18.83 13.02
24 219600 0.11 -4.64 12.00
25 209900 0.13 -10.79 12.49
26 210300 0.15 8.46 13.26
27 212600 0.11 -16.48 12.11
Tabelle C.2: Maximinversuchsplan fu¨r den Autoformdatensatz (DS1(Maximin))
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Beobachtung x1 x2 x3 y
1 210000 0.13 0.00 12.83
2 207200 0.14 13.35 13.53
3 210800 0.13 -12.87 12.52
4 202100 0.13 -18.29 12.97
5 205200 0.12 -4.08 12.97
6 205600 0.15 -7.19 13.13
7 214300 0.12 -10.25 12.20
8 208100 0.13 18.03 13.75
9 204200 0.13 6.94 13.37
10 212800 0.13 1.23 12.75
11 200300 0.11 -10.97 12.99
12 205700 0.14 -16.13 12.73
13 214100 0.13 -5.78 12.52
14 208800 0.15 -8.64 12.82
15 217000 0.12 -11.97 12.05
16 217700 0.13 14.93 13.08
17 203800 0.14 -19.28 12.94
18 207900 0.11 5.10 12.92
19 214700 0.13 2.04 12.64
20 218500 0.13 -6.41 12.25
21 217900 0.11 -12.15 11.92
22 200700 0.12 18.58 14.20
23 205100 0.13 -9.25 12.89
24 218300 0.12 -7.52 12.13
25 206200 0.12 16.25 13.60
26 201300 0.15 -11.29 13.24
27 209500 0.14 2.79 12.99
28 215800 0.13 4.35 12.65
Tabelle C.3: Testdatensatz fu¨r den Autoformdatensatz (DS1), Teil 1
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Beobachtung x1 x2 x3 y
29 213100 0.12 19.30 13.26
30 213700 0.15 3.87 12.97
31 210500 0.12 0.51 12.74
32 207700 0.14 13.94 13.50
33 213900 0.14 11.81 13.17
34 218800 0.12 13.11 12.82
35 209300 0.14 17.09 13.70
36 204200 0.14 -4.82 13.15
37 209000 0.12 -2.60 12.74
38 211500 0.14 -15.53 12.42
39 210900 0.14 -3.24 12.76
40 206400 0.11 6.11 13.06
41 201000 0.12 -3.70 13.28
42 207200 0.13 8.10 13.25
43 213600 0.12 15.99 13.12
44 211000 0.13 -12.68 12.37
45 201100 0.12 14.71 13.84
46 201700 0.14 1.89 13.56
47 203500 0.12 14.25 13.65
48 214900 0.14 16.43 13.27
49 208300 0.14 -0.32 13.03
50 215200 0.15 -14.67 12.28
51 211300 0.13 -1.61 12.75
52 211900 0.13 17.83 13.47
53 203200 0.12 -18.77 12.80
54 206700 0.12 -3.03 12.89
55 202400 0.12 -1.48 13.19
56 214600 0.14 11.47 13.13
Tabelle C.4: Testdatensatz fu¨r den Autoformdatensatz (DS1), Teil 2
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Beobachtung x1 x2 x3 y
57 202800 0.15 0.17 13.48
58 219700 0.13 -0.94 12.31
59 203200 0.13 -8.13 13.11
60 205900 0.12 10.40 13.28
61 216100 0.14 10.71 12.96
62 216700 0.14 -9.14 12.29
63 215400 0.14 4.50 12.80
64 202300 0.12 -15.65 12.89
65 212300 0.14 -13.53 12.37
66 217400 0.14 11.08 12.96
67 204700 0.11 -18.92 12.57
68 215400 0.13 -19.99 12.00
69 218600 0.15 5.75 12.71
70 207000 0.11 12.58 13.35
71 206300 0.13 12.09 13.38
72 216300 0.12 -13.65 12.01
73 219100 0.12 5.43 12.40
74 208800 0.15 -6.26 12.89
Tabelle C.5: Testdatensatz fu¨r den Autoformdatensatz (DS1), Teil 3
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Beobachtung x1 x2 x3 x4 x5 y
1 0.08191 0.60000 0.14286 0.30769 0.53623 78.64200
2 0.42628 1.00000 0.85714 0.53846 0.91304 107.05000
3 0.01638 0.37143 0.85714 0.76923 0.13043 29.47000
4 0.19676 0.97143 0.71429 0.30769 0.43478 64.12500
5 0.59010 0.22857 0.71429 0.00000 0.89855 87.08700
6 0.57372 0.11429 0.14286 0.23077 0.36232 40.98500
7 0.62304 0.01429 0.85714 0.15385 0.17391 12.06700
8 0.24590 0.32857 0.57143 0.76923 0.94203 141.04000
9 0.54095 0.31429 1.00000 0.15385 0.02899 4.03380
10 0.45905 0.57143 0.71429 0.69231 0.20290 29.23200
11 0.91809 0.98571 0.00000 0.53846 0.79710 46.55500
12 0.52457 0.84286 0.85714 0.07692 0.31884 34.79300
13 0.49181 0.91429 1.00000 0.69231 0.60870 63.13800
14 0.75410 0.17143 0.14286 0.61538 0.14493 3.59100
15 0.22952 0.81429 0.57143 0.84615 0.05797 26.52600
16 0.73771 0.54286 0.71429 0.23077 0.50725 36.08500
17 0.26229 0.02857 0.71429 0.38462 0.62319 83.75700
18 0.68857 0.12857 0.28571 0.23077 0.66667 62.80200
19 0.09847 0.65714 0.57143 0.38462 0.55072 80.49600
20 0.36075 0.38571 0.71429 0.92308 0.65217 92.64800
21 0.72133 0.47143 0.14286 0.00000 0.24638 20.17100
22 0.04915 0.68571 0.42857 0.38462 0.82609 118.18000
23 0.81962 0.34286 0.85714 0.84615 0.88406 50.28600
24 0.98362 0.18571 0.00000 0.92308 0.71014 26.19100
25 0.47543 0.62857 1.00000 0.07692 0.69565 69.27700
26 0.65580 0.41429 0.28571 0.15385 0.92754 93.00100
27 0.60666 0.00000 0.28571 0.46154 0.46377 47.91700
28 0.50819 0.61429 0.71429 0.53846 0.75362 85.77700
Tabelle C.6: Versuchsplan fu¨r den Engine Emmission Datensatz, Teil 1
158 Datensa¨tze aus Kapitel 5 zur Kerninterpolation
Beobachtung x1 x2 x3 x4 x5 y
29 1.00000 0.20000 0.42857 0.15385 0.27536 4.48120
30 0.21314 0.28571 0.14286 0.61538 0.81159 122.38000
31 0.37714 0.42857 0.85714 0.30769 1.00000 113.16000
32 0.00000 0.67143 0.14286 0.69231 0.30435 57.12300
33 0.31143 0.05714 0.85714 0.92308 0.95652 128.28000
34 0.70495 0.08571 0.42857 0.07692 0.15942 14.48800
35 0.44266 0.27143 0.47143 0.38462 0.37681 54.72800
36 0.29505 0.74286 1.00000 0.07692 0.78261 85.34400
37 0.06553 0.55714 0.57143 1.00000 0.84058 135.92000
38 0.13123 0.70000 0.28571 0.61538 0.00000 18.13300
39 0.93447 0.40000 0.42857 0.30769 0.63768 37.63700
40 0.86895 0.44286 0.42857 0.46154 0.33333 14.71800
41 0.27867 0.24286 0.42857 0.23077 0.44928 68.93100
42 0.11485 0.51429 0.28571 0.46154 0.57971 85.93900
43 0.83600 0.75714 1.00000 0.92308 0.68116 31.23100
44 0.16400 0.72857 0.00000 0.69231 0.42029 70.11700
45 0.39352 0.45714 0.28571 0.92308 0.10145 25.35000
46 0.03276 0.52857 0.28571 0.76923 0.73913 115.74000
47 0.77048 0.58571 0.00000 0.53846 0.86957 65.61000
48 0.40990 0.48571 0.14286 0.15385 0.11594 23.52500
Tabelle C.7: Versuchsplan fu¨r den Engine Emmission Datensatz, Teil 2
159
Beobachtung x1 x2 x3 x4 x5 y
1 0.23730 0.96970 0.42857 0.61538 0.57143 92.28800
2 0.52541 0.15152 1.00000 0.07692 0.95714 90.51400
3 0.66845 0.81818 0.57143 0.07692 0.97143 97.68900
4 0.91532 0.01515 0.71429 0.92308 0.50000 17.76800
5 0.28811 0.63636 0.57143 0.38462 0.52857 78.21600
6 0.77964 0.80303 0.00000 0.07692 0.12857 5.85100
7 0.67802 0.24242 0.28571 0.76923 0.88571 87.09200
8 0.38991 0.19697 0.71429 0.00000 0.37143 43.73800
9 0.18649 0.21212 1.00000 0.76923 0.25714 39.82200
10 0.32198 0.53030 0.85714 0.23077 0.32857 43.07800
11 0.22036 0.25758 0.71429 0.84615 0.71429 107.93000
12 0.86432 0.16667 0.14286 1.00000 0.47143 21.13000
13 0.47459 0.69697 0.57143 0.61538 0.60000 78.48200
14 0.01694 1.00000 0.28571 0.53846 0.27143 37.97900
15 0.96613 0.84848 0.57143 0.69231 0.64286 33.61900
16 0.37279 0.00000 0.42857 0.84615 0.62857 96.42600
17 0.72883 0.50000 0.57143 0.84615 0.21429 10.36000
18 0.03387 0.36364 0.85714 0.30769 0.28571 38.50700
19 0.55928 0.60606 0.14286 0.84615 0.35714 42.54400
20 0.35585 0.31818 0.85714 0.23077 0.15714 23.37300
21 0.45766 0.62121 1.00000 0.15385 0.08571 11.63300
22 0.25423 0.07576 0.14286 0.23077 0.87143 114.45000
23 0.74577 0.77273 0.28571 0.61538 0.75714 63.05300
24 0.44072 0.37879 0.57143 0.00000 0.84286 97.79700
25 0.40685 0.27273 0.57143 0.61538 0.70000 96.07800
26 0.81351 0.75758 0.71429 0.53846 0.80000 57.25100
27 0.27117 0.95455 0.28571 0.38462 0.34286 56.04900
28 1.00000 0.09091 0.85714 0.38462 0.85714 39.50000
Tabelle C.8: Testdatensatz fu¨r den Engine Emmission Datensatz, Teil 1
160 Datensa¨tze aus Kapitel 5 zur Kerninterpolation
Beobachtung x1 x2 x3 x4 x5 y
29 0.49153 0.54545 0.14286 0.07692 0.38571 49.34200
30 0.79658 0.06061 0.28571 0.23077 0.20000 10.85300
31 0.08468 0.40909 0.71429 0.76923 0.45714 73.30100
32 0.93225 0.04546 0.42857 0.46154 0.44286 20.32600
33 0.59315 0.42424 0.85714 0.15385 0.74286 70.17600
34 0.30504 0.87879 0.85714 0.46154 1.00000 122.70000
35 0.54234 0.57576 0.14286 0.53846 0.58571 67.87500
36 0.11874 0.66667 0.42857 0.92308 0.51429 88.45900
37 0.71189 0.34848 1.00000 0.15385 0.61429 46.50400
38 0.88126 0.33333 0.71429 0.53846 0.65714 37.26600
39 0.00000 0.03030 1.00000 1.00000 0.11429 6.50450
40 0.10162 0.30303 0.14286 0.76923 0.00000 12.69900
41 0.76270 0.51515 0.28571 0.69231 0.41429 30.17300
42 0.13568 0.98485 0.14286 0.30769 0.07143 20.04100
43 0.42378 0.10606 0.28571 0.53846 0.22857 38.14100
44 0.61009 0.56061 0.28571 0.69231 0.30000 31.90400
45 0.83045 0.71212 0.42857 0.30769 0.54286 41.79600
46 0.33892 0.86364 0.28571 0.07692 0.72857 92.81400
47 0.69496 0.18182 0.71429 0.69231 0.40000 31.74400
48 0.15261 0.48485 0.14286 0.30769 0.67143 95.23200
49 0.20342 0.90909 0.57143 0.69231 0.94286 138.25000
Tabelle C.9: Testdatensatz fu¨r den Engine Emmission Datensatz, Teil 2
161
Beobachtung x1 x2 x3 x4 x5 y
1 0.00 0.38 0.13 0.63 0.06 14.30
2 0.75 1.00 0.63 0.06 0.44 11.08
3 0.81 0.06 0.06 0.31 0.63 14.36
4 0.13 0.19 0.31 0.25 0.69 10.01
5 0.38 0.56 0.75 0.19 1.00 11.19
6 0.94 0.25 0.56 0.00 0.25 2.70
7 0.69 0.69 0.19 0.88 0.88 19.55
8 0.44 0.88 0.00 0.44 0.19 19.68
9 0.25 0.31 0.88 1.00 0.50 9.65
10 0.56 0.13 1.00 0.56 0.81 9.63
11 0.31 0.50 0.81 0.13 0.13 7.94
12 0.06 0.75 0.44 0.50 0.75 16.98
13 0.63 0.44 0.25 0.81 0.00 19.51
14 0.88 0.81 0.69 0.75 0.31 22.88
15 0.19 0.94 0.94 0.69 0.38 18.01
16 0.50 0.00 0.38 0.94 0.56 10.20
17 1.00 0.63 0.50 0.38 0.94 17.68
Tabelle C.10: Versuchsplan fu¨r den Exhaust Manifold Datensatz (DS3)
162 Datensa¨tze aus Kapitel 5 zur Kerninterpolation
Beobachtung x1 x2 x3 x4 x5 y
1 0.00 0.26 0.47 0.21 0.42 8.61
2 0.63 0.42 0.05 0.26 0.11 15.48
3 0.84 0.63 0.53 0.42 0.00 20.72
4 0.68 0.00 0.37 0.68 0.26 14.93
5 0.11 0.79 0.26 0.89 0.16 17.59
6 0.47 0.95 0.21 0.11 0.37 12.54
7 0.58 0.89 0.42 0.95 0.84 19.15
8 0.16 0.11 0.16 0.47 0.89 12.47
9 0.32 0.68 0.00 0.58 0.53 19.32
10 0.21 0.47 0.74 0.00 0.21 3.57
11 0.37 0.16 0.84 0.84 0.05 10.57
12 0.53 0.05 1.00 0.32 0.58 6.19
13 1.00 0.53 0.11 0.79 0.63 21.30
14 0.05 0.58 0.89 0.74 0.74 13.05
15 0.89 0.21 0.32 0.05 0.79 6.30
16 0.95 0.84 0.95 0.53 0.32 21.19
17 0.74 0.74 0.79 0.16 0.95 12.04
18 0.79 0.32 0.68 1.00 0.47 12.53
19 0.26 1.00 0.63 0.37 0.68 18.08
20 0.42 0.37 0.58 0.63 1.00 14.76
Tabelle C.11: Testdatensatz fu¨r den Exhaust Manifold Datensatz (DS3)
163
Beobachtung x1 x2 x3 x4 x5 x6 y
1 71.00 16.80 21.00 2.00 1.00 0.98 56.75
2 15.00 15.60 21.80 1.00 2.00 1.30 57.65
3 29.00 14.40 25.00 2.00 1.00 1.14 53.97
4 85.00 14.40 21.80 2.00 3.00 0.66 58.77
5 29.00 12.00 21.00 3.00 2.00 0.82 56.34
6 57.00 12.00 23.40 1.00 3.00 0.98 56.85
7 85.00 13.20 24.20 3.00 2.00 1.30 56.68
8 71.00 18.00 25.00 1.00 2.00 0.82 58.45
9 43.00 18.00 22.60 3.00 3.00 1.14 55.50
10 15.00 16.80 24.20 2.00 3.00 0.50 52.77
11 43.00 13.20 22.60 1.00 1.00 0.50 57.36
12 57.00 15.60 23.40 3.00 1.00 0.66 59.64
Tabelle C.12: Versuchsplan fu¨r den Kolbenschlagdatensatz (DS4)
164 Datensa¨tze aus Kapitel 5 zur Kerninterpolation
Beobachtung x1 x2 x3 x4 x5 x6 y
1 70.15 13.82 23.91 1.30 1.10 0.74 58.51
2 15.00 14.98 22.37 1.89 2.05 0.52 54.65
3 63.79 16.04 21.16 1.10 1.16 1.19 56.22
4 21.36 16.34 21.32 1.65 2.86 0.90 54.80
5 62.37 15.33 24.96 1.59 1.53 0.70 57.49
6 15.71 14.53 23.34 2.54 2.76 1.07 55.28
7 20.66 12.66 21.85 2.25 2.35 0.56 54.11
8 26.31 14.22 24.52 2.13 2.15 0.95 54.38
9 74.39 16.14 21.08 2.41 2.27 0.73 57.59
10 41.87 16.95 23.18 2.15 1.89 1.23 53.89
11 43.28 13.16 24.80 2.07 2.56 0.65 54.53
12 31.26 15.48 23.63 1.22 2.68 1.21 56.19
13 17.83 13.52 21.61 1.28 2.21 1.17 56.53
14 67.32 14.68 22.13 2.58 2.66 0.61 57.17
15 52.47 14.73 23.51 2.27 2.07 0.98 54.56
16 31.97 15.18 21.24 2.17 1.08 0.66 55.70
17 73.69 12.20 23.71 1.71 2.41 0.52 58.43
18 65.20 15.43 24.07 2.74 1.91 0.56 58.71
19 79.34 14.12 24.76 2.29 1.71 0.59 59.58
20 75.81 14.93 24.23 1.83 3.00 0.84 57.02
21 39.75 13.72 24.03 2.03 2.88 1.18 54.57
22 78.64 15.38 21.69 2.09 2.74 1.03 56.43
23 65.91 14.07 22.33 1.75 2.62 1.15 55.61
24 51.77 13.67 21.20 1.16 2.72 0.57 55.83
25 58.13 12.91 21.04 1.99 2.60 0.82 55.39
26 22.78 16.09 24.92 1.95 2.01 1.11 54.92
27 57.42 15.89 22.94 1.32 1.97 1.08 55.93
28 29.85 12.96 24.19 2.33 1.22 1.15 53.39
Tabelle C.13: Testdatensatz fu¨r den Kolbenschlagdatensatz (DS4), Teil 1
165
Beobachtung x1 x2 x3 x4 x5 x6 y
29 35.51 15.84 22.45 2.31 2.94 1.28 54.33
30 56.72 12.81 22.70 1.48 1.57 0.60 57.04
31 49.65 12.40 21.44 2.47 2.98 1.09 54.75
32 30.56 14.37 23.10 2.72 2.49 0.75 55.05
33 61.67 13.57 24.35 2.64 2.45 1.11 55.07
34 48.94 16.65 24.11 1.14 1.73 1.06 56.12
35 53.89 14.17 23.42 1.00 1.44 1.13 55.92
36 68.03 16.29 24.64 2.52 1.34 1.27 54.07
37 66.62 13.62 22.25 2.11 1.24 0.86 56.17
38 77.22 15.69 23.87 2.70 2.23 1.16 56.08
39 82.17 16.44 24.47 1.53 2.58 0.99 57.90
40 56.01 15.03 22.01 2.98 2.54 1.25 55.53
41 81.46 13.31 22.54 2.78 2.90 0.69 59.44
42 80.05 16.55 22.17 1.87 1.61 1.12 56.60
43 63.08 12.00 22.41 2.37 1.83 0.97 55.03
44 27.02 13.06 22.62 1.08 2.52 1.01 56.12
45 47.53 13.87 25.00 2.43 2.31 0.87 54.69
46 71.57 14.47 21.36 2.23 1.77 1.22 54.45
47 25.61 13.26 21.12 2.68 1.55 1.24 54.16
48 55.30 17.00 23.75 1.91 2.37 0.90 55.15
49 33.38 14.88 24.84 2.88 1.59 1.02 55.50
50 38.33 14.83 21.00 1.69 2.13 0.98 54.90
51 16.41 12.45 24.72 1.18 1.38 0.88 55.92
52 80.76 13.21 24.15 1.06 2.03 0.79 59.40
53 45.40 16.19 22.74 2.62 1.46 0.94 55.31
54 46.11 16.24 23.26 1.26 2.47 0.67 55.52
55 34.09 15.74 24.60 1.12 2.25 0.54 55.31
56 53.18 15.64 21.73 1.77 1.65 0.76 56.16
Tabelle C.14: Testdatensatz fu¨r den Kolbenschlagdatensatz (DS4), Teil 2
166 Datensa¨tze aus Kapitel 5 zur Kerninterpolation
Beobachtung x1 x2 x3 x4 x5 x6 y
57 24.19 15.94 22.05 2.05 1.51 0.83 55.06
58 34.80 12.56 21.40 1.85 1.42 0.73 54.96
59 85.00 14.32 22.78 1.63 2.33 1.29 56.74
60 44.70 14.63 24.39 1.81 1.04 1.20 53.83
61 36.92 12.76 23.95 2.94 2.70 0.93 55.92
62 37.63 13.46 23.30 2.45 1.63 0.50 55.78
63 29.14 14.58 21.97 1.02 1.87 0.69 55.87
64 60.96 15.54 21.53 1.46 2.43 0.86 56.25
65 18.54 16.80 24.31 2.35 2.64 0.72 54.02
66 51.06 15.99 24.68 2.86 2.84 0.77 55.88
67 43.99 15.28 22.66 2.49 2.17 0.80 54.92
68 54.60 12.35 24.43 2.80 1.14 0.63 57.68
69 76.52 12.30 21.57 1.24 1.69 0.92 57.89
70 72.98 16.75 23.46 2.96 1.40 0.81 59.71
71 75.10 13.11 21.93 2.56 1.06 1.00 56.09
72 27.73 16.39 23.99 1.73 1.26 0.58 56.26
73 41.16 12.05 22.21 1.34 2.82 0.77 55.29
74 64.49 13.01 23.38 1.93 2.19 0.71 56.50
75 24.90 14.02 23.55 1.55 2.96 0.62 54.04
76 36.21 16.85 22.58 1.36 1.12 0.96 56.13
77 59.55 13.41 24.56 1.67 1.85 1.03 55.39
78 23.48 12.15 23.83 2.60 1.95 0.68 54.98
79 84.29 15.79 23.06 2.01 1.20 0.65 60.82
80 77.93 14.78 22.49 1.20 1.36 0.55 60.92
81 19.24 13.77 22.82 3.00 1.75 0.85 56.71
82 69.44 12.51 23.02 2.90 2.09 1.19 55.71
83 68.74 15.13 23.14 1.04 2.92 0.94 57.26
84 46.82 12.86 22.09 1.57 1.93 1.26 54.57
Tabelle C.15: Testdatensatz fu¨r den Kolbenschlagdatensatz (DS4), Teil 3
167
Beobachtung x1 x2 x3 x4 x5 x6 y
85 19.95 15.23 23.79 1.44 1.67 1.28 55.97
86 83.59 13.97 21.28 2.84 1.99 0.89 59.15
87 17.12 15.59 22.29 2.76 1.18 1.04 55.78
88 48.23 14.27 21.65 2.92 1.30 0.53 58.64
89 40.45 16.49 21.48 2.66 1.81 0.61 56.24
90 82.88 12.71 23.59 2.19 1.48 1.07 56.17
91 39.04 14.42 24.27 1.40 1.79 0.82 55.56
92 42.58 13.92 21.81 1.51 1.32 1.10 54.79
93 32.68 12.25 22.90 1.79 2.29 1.05 54.75
94 50.35 12.10 23.22 1.97 1.28 1.30 52.66
95 22.07 13.36 22.98 1.61 1.02 0.78 55.50
96 28.43 16.70 21.77 2.82 2.39 1.14 55.26
97 58.84 15.08 23.67 2.39 1.00 0.91 55.68
98 60.25 16.60 22.86 2.21 2.80 0.51 55.57
99 70.86 16.90 21.89 1.42 2.11 0.64 58.34
100 72.27 12.61 24.88 1.38 2.78 1.24 56.82
Tabelle C.16: Testdatensatz fu¨r den Kolbenschlagdatensatz (DS4), Teil 4

Anhang D
Datensatz aus Kapitel 6
Lauf Nr. WR ZT S1 S2 S3
1 -1.00 -1.00 17.37 24.63 23.74
2 -1.00 0.00 22.69 30.42 29.46
3 -1.00 1.00 27.65 36.36 35.39
4 0.00 -1.00 17.63 22.93 21.86
5 0.00 0.00 21.55 28.39 26.94
6 0.00 1.00 26.11 33.59 32.48
7 1.00 -1.00 17.39 21.79 19.57
8 1.00 0.00 21.74 26.65 24.16
9 1.00 1.00 25.82 31.28 28.82
Tabelle D.1: Datensatz zur Ru¨ckfederung aus Kapitel 6, Computerexperimente
169
170 Datensatz aus Kapitel 6
Lauf Nr. WR ZT θ Lauf Nr. WR ZT θ
1 -1.00 0.00 29.97 21 0.00 0.00 28.52
2 -1.00 0.00 31.07 22 0.00 0.00 26.70
3 -1.00 0.00 30.57 23 0.00 0.00 27.69
4 -1.00 0.00 30.59 24 0.00 0.00 27.45
5 -1.00 0.00 31.45 25 0.00 0.00 26.66
6 -1.00 0.00 31.45 26 0.00 0.00 26.66
7 -1.00 1.00 37.86 27 0.00 0.00 26.45
8 -1.00 1.00 39.39 28 0.00 1.00 32.36
9 -1.00 1.00 39.42 29 0.00 1.00 32.39
10 0.00 -1.00 22.20 30 0.00 1.00 31.92
11 0.00 -1.00 22.83 31 1.00 -1.00 21.13
12 0.00 -1.00 22.73 32 1.00 -1.00 21.08
13 0.00 -1.00 22.82 33 1.00 -1.00 20.90
14 0.00 -1.00 22.81 34 1.00 0.00 25.48
15 0.00 -1.00 22.86 35 1.00 0.00 25.22
16 0.00 0.00 27.74 36 1.00 0.00 25.47
17 0.00 0.00 28.16 37 1.00 1.00 28.73
18 0.00 0.00 27.67 38 1.00 1.00 29.49
19 0.00 0.00 28.42 39 1.00 1.00 29.03
20 0.00 0.00 28.54
Tabelle D.2: Datensatz zur Ru¨ckfederung aus Kapitel 6, echte Experimente
