Abstract. There are many different ways that the exponents of Weyl groups of irreducible root systems have been defined and put into practice. One of the most classical and algebraic definitions of the exponents is related to the eigenvalues of Coxeter elements. While the coefficients of the height root when expressed as a linear combination of simple roots are combinatorial objects in nature, there are several results asserting relations between these exponents and coefficients. This study was conducted to give a geometric proof of the fact that the second smallest exponent of the Weyl group is one plus the largest coefficient of the highest root except when the root system is of type G2. Implications from the result may support the need for future research to further develop the understanding of the other exponents and coefficients.
Introduction
Assume that V = R ℓ with the standard inner product (·, ·). Let us denote by Φ an irreducible crystallographic root system in V . Let Φ + be a set of positive roots. With the notation ∆ = {α 1 , . . . , α ℓ }, we have the simple root system of Φ with respect to Φ + . Let θ := ℓ s=1 c αs α s be the highest root of Φ. We call c αs the coefficient at simple root α s and α s the simple root associated to c αs . Set c max := max{c αs | 1 ≤ s ≤ ℓ}, the largest coefficient of the highest root θ. Let W be the Weyl group of Φ and let m 1 , . . . , m ℓ with m 1 ≤ . . . ≤ m ℓ be the exponents of W .
The exponents of the Weyl group may have been originally defined in terms of the eigenvalues of Coxeter elements [Cox51] . In addition, they can be defined as the degrees of the basic polynomial invariants of the Weyl group [Che55] . The multiset of the exponents and its subsets also have led to many important results and applications in study of Weyl arrangements, which are examples of free arrangements ( [OS83] , [OST86] , [OT92, Chapter 6] ). All of these above-mentioned definitions and applications are purely algebraic. Shapiro (unpublished), Steinberg [Ste59] , Kostant [Kos59] , Macdonald [Mac72] and most recently also Abe-Barakat-Cuntz-Hoge-Terao [ABC + 16] have found and shown that there is another possibility to obtain the exponents, namely the dual partition of the height distribution of Φ + . This latter approach not only gives a particularly simple way of determining the exponents in the individual cases but also reveals connections between the exponents and the other combinatorial objects of the root system. There are also many results in the literature stating relations between the exponents and the coefficients of the highest root of the corresponding root system. The most fundamental one is known that the largest exponent is equal to the sum of the highest root coefficients i.e. m ℓ = ℓ s=1 c αs . A complete description of the exponents in terms of c max found by a case-bycase check is mentioned in [Bur09, Theorem 3.2]. What most interests us is the following interesting relation between c max and m 2 :
The aim of this paper is to bring together combinatorial and geometric properties of root systems to provide a fairly elementary and geometric proof of Theorem 1.1. When c max = 1, the corresponding root system must be of type A ℓ (Remark 3.10), which is the simplest root system in our study. We provide some results when c max ≥ 2.
Denote by D(Φ) the Dynkin graph and by D(Φ) the extended Dynkin graph of Φ. Set c min := min{c αs | 1 ≤ s ≤ ℓ}. Let α min be a simple root associated to c min . 
Corollary 1.4. Assume that c max ≥ 3. Suppose that Φ is simply-laced (in fact, Φ is of type E 6,7,8 ) and let α rami be the unique ramification point of D(Φ). Denote by
The rest of this note is organized as follows. In §2 we review some definitions and preliminary results about root systems and Weyl groups. §3 is intended to motivate our investigation on some combinatorial and geometric properties of irreducible root systems. §4 contains the proofs of the main result and the corollaries.
Preliminaries
Our standard references for root systems and their Weyl groups are [Bou68] and [Hum72, Chapter III] . Let V = R ℓ . Let Φ be an irreducible (crystallographic) root system spanning V with the standard inner product (·, ·). The rank of Φ, denoted by rank(Φ), is defined to be dim(V ). We fix a positive system Φ + of Φ. We write ∆ := {α 1 , . . . , α ℓ } for the simple system (base) of Φ with respect to Φ + . For α = ℓ s=1 d s α s ∈ Φ + , the height of α is defined by ht(α) := ℓ s=1 d s . We follow the notation used in [Bou68, Chapter VI, §4.4 - §4.13] for the explicit construction of irreducible root systems. There are four classical types: A ℓ (ℓ ≥ 1), B ℓ (ℓ ≥ 2), C ℓ (ℓ ≥ 3), D ℓ (ℓ ≥ 4) and five exceptional types: E 6 , E 7 , E 8 , F 4 , G 2 . We write Φ = Φ(P) if the root system Φ is of type P, for otherwise we write Φ = Φ(P).
For 
Theorem 2.1. For any irreducible root system Φ of rank ℓ,
where θ is the highest root.
Proof. See [Bou68, Chapter V, §6.2 and Chapter VI, §1.11].
Let Θ (r) ⊆ Φ + be the set consisting of positive roots of height r. The height distribution of Φ + is defined as a multiset of positive integers:
where t r := Θ (r) . The dual partition DP(Φ + ) of the height distribution of Φ + is given by a multiset of nonnegative integers:
where notation (a) b means the integer a appears exactly b times.
The exponents of the Weyl group are given by DP(Φ + ).
We denote by D(Φ) the Dynkin graph and by D(Φ) the extended Dynkin graph of Φ. A vertex of a graph is called a terminal vertex (resp., a ramification point) if it is adjacent to at most one other vertex (resp., to at least three other vertices). If two adjacent vertices of D(Φ) are joined by a double (or triple) edge, we add an one-sided arrow which points toward the shorter root. The following result is the main key to prove Theorem 1.1. Proof. See [Hum72, Chapter III, 11.4, Theorem].
Some lemmas on positive roots
Lemma 3.1. Any set of vectors lying strictly on one side of a hyperplane in V and forming pairwise obtuse angles must be linearly independent. In particular, if Γ := {γ 1 , . . . , γ q } ⊆ Φ + and (γ i , γ j ) ≤ 0 for all i = j, then Γ is a linearly independent set.
Proof. See [Hum72, Chapter III, 10.1, Theorem ′ (3)].
Theorem 1.1 is easily verified if either rank(Φ) = 1 or Φ = Φ(G 2 ) (triplylaced). Until further notice we assume that rank(Φ) ≥ 2 and Φ = Φ(G 2 ).
Proposition 3.2. If rank(Φ) ≥ 2 and Φ = Φ(G 2 ), for any nonproportional roots α, β, we have
Proof. The proof is straightforward.
We will use Proposition 3.2 to prove several important results that support the proof of Theorem 1.1. It is the main reason why we should treat the case Φ = Φ(G 2 ) individually.
Recall that Θ (r) = {α ∈ Φ + | ht(α) = r}. It is worth pointing out from Theorem 2.2 that
Proof. By Proposition 3.2(iii), ht(β) ≥ 3. Thus β − 2α 1 ∈ Φ + and β − α 1 ∈ Φ + . Suppose that (β − α 1 , α j ) ≤ 0 for all α j ∈ ∆ \ {α 1 }. By Proposition 3.2(ii), (β−α 1 , α 1 ) ≤ 0. By Lemma 3.1, {β−α 1 }∪∆ is a linearly independent set, which is absurd. There exists α j ∈ ∆ \ {α 1 } such that (β − α 1 , α j ) > 0 hence β − α 1 − α j ∈ Φ + . The second statement follows immediately.
Lemma 3.4. Suppose β 1 , β 2 , β 3 ∈ Φ with β 1 + β 2 + β 3 ∈ Φ and β i + β j = 0 for i = j. Then at least two of the three partial sums β i + β j belong to Φ. 
Thus ξ i is not a ramification point. By Lemma 3.3, we must have θ 1 , ξ 1 = 1. Thus θ 2 = ξ 1 = θ 1 i.e. θ 2 , ξ 1 are long roots. One can prove inductively that θ i , ξ i = 1 and θ i , ξ i all are long roots for
Lemma 3.6. Elements of Ξ are mutually distinct. In addition, θ i − θ j ∈ Φ + for 1 ≤ i < j ≤ m.
Proof. Suppose to the contrary that ξ i = ξ j for some 1 ≤ i < j ≤ m − 1. Choose indexes i, j so that j − i is minimal. By Lemma 3.3, j > i + 1. If j = i+2, then θ i = θ i+3 +2ξ i +ξ i+1 . We have θ i+3 , ξ i ≥ −1 and ξ i+1 , ξ i ≥ −1 since ξ i is long. Thus θ i , ξ i ≥ 2, which is absurd. Then j > i + 2 and {ξ i , ξ i+1 }, {ξ i+1 , ξ i+2 }, . . . , {ξ j−1 , ξ j } are connected subgraphs of D(Φ). By the choices of i, j, the simple roots ξ i , ξ i+1 , . . . , ξ j−1 are mutually distinct, the condition ξ i = ξ j implies that D(Φ) contains a cycle. This contradiction proves the first statement. By [Bou68, Chapter VI, §1.6, Corollary 3(b)],
Corollary 3.7. If β, δ ∈ Φ + and ht(β) > ht(δ) = m ℓ−1 , either β − δ ∈ Φ + or β − δ ∈ 2∆. In particular, the subsystem Φ ∩ span{β, δ} is irreducible.
Proof. Set p := ht(β) − ht(δ). Assume that Θ (m ℓ−1 +1) = {α} and α 1 := α − δ ∈ ∆. To avoid triviality, assume p ≥ 2. By Lemma 3.6, β − α ∈ Φ + . Write β = (β − α) + δ + α 1 . On the contrary, suppose that β − δ / ∈ Φ, by Lemma 3.4, ν := β − α 1 ∈ Φ + . If p = 2, β − δ = 2α 1 ∈ 2∆. It remains to consider p ≥ 3. Set µ := ν − α ∈ Φ + . Write β = µ + δ + 2α 1 . Since β − δ / ∈ Φ, µ, α 1 ≥ −1. If δ, α 1 ≥ −1, then β, α 1 = 2, which is absurd by Lemma 3.3. Thus δ, α 1 = −2 forcing ω := δ + 2α 1 ∈ Φ + . If p = 3, then β = δ + 3α 1 , which is absurd since Φ = Φ(G 2 ). If p ≥ 4, η := ν − ω ∈ Φ + . Write β = η + δ + 3α 1 hence β, α 1 = 2, a contradiction. Proposition 3.9. Let Φ be an irreducible root system. Suppose that Λ := {λ 1 , . . . , λ q } is a subset of a fixed base ∆ := {λ 1 , . . . , λ ℓ } of Φ of minimal cardinality q ≥ 1 such that c max = c λq and (λ s , λ s+1 ) < 0 for 0 ≤ s ≤ q − 1, λ 0 ≡ −θ, θ is the highest root. Proof. If c max = 1, obviously, |Λ| = 1. Now assume that c max ≥ 2. (3.1)
We have used in several inequalities in (3.1) the following: x, x = 2 for all x ∈ V , θ, λ s ≥ 0 for 2 ≤ s ≤ ℓ and λ i , λ j ≤ 0 for i = j. By definition of Λ, λ 1 , θ = 1, λ j−1 , λ j ≤ −1 and λ j , λ j−1 ≤ −1, we then have
Note that θ, λ 1 = 3, which follows by a direct verification when Φ = Φ(G 2 ). If θ, λ 1 = 2, then inequalities in (3.2) yield 2 ≥ c λ 1 ≥ . . . ≥ c λ q−1 ≥ c λq . By the minimality, Λ = {λ 1 } and 2 ≥ c λ 1 ≡ c max . On the other hand, θ − 2λ 1 ∈ Φ + hence c λ 1 ≥ 2. Thus c max = c λ 1 = 2. If θ, λ 1 = 1, adding up the inequalities in (3.2) yields 1 + c λ q−1 ≥ c λq . By the minimality, 1 + c λ q−1 = c λq . Thus equality occurs here and also in each of the inequalities used above. We obtain a recurrence relation defined by c λ 1 = 2, c λ 2 = 3, c λ j+1 = 2c λ j − c λ j−1 (2 ≤ j ≤ q − 1). Thus c λs = s + 1 for 1 ≤ s ≤ q. Additionally, from λ j−1 , λ j = λ j , λ j−1 = −1 (2 ≤ j ≤ q − 1) and θ, λ 1 = λ 1 , θ = 1, we get θ = λ 1 = . . . = λ q−1 . Thus (−θ, λ 1 , . . . , λ q−1 ) is a simple chain and does not contain any ramification point of D(Φ) when q ≥ 2. Assume that c max ≥ 3, λ q−1 , λ q = −1 and λ q is connected only to one vertex of D(Φ) apart from λ q−1 , say λ q+1 . Thus λ q is long and λ q+1 , λ q = −1. From θ, λ q = 0, we get c λ q+1 = c max + 1, which is absurd. Hence λ q is the ramification point. 
We obtain c ξ i = i + 1 for 1 ≤ i ≤ m − 1. Hence c ξ m−1 = max{c ξ i | 1 ≤ i ≤ m − 1} as claimed. Secondly, we prove that Ξ ⊇ Λ. By Proposition 3.9(ii), we have
Set η 1 := θ 1 , and for 2 ≤ p ≤ q + 1 set
One can prove inductively that η 1 = . . . = η q−1 = η q . Recall that Θ (r) = {α ∈ Φ + | ht(α) = r} and we claim that
It is clearly true when 1 ≤ p ≤ 2. Suppose to the contrary that, we can choose the smallest p such that 3 ≤ p ≤ q + 1 and
, by the minimality of p,
Hence by Lemma 3.4, λ p−1 + λ p−2 ∈ Φ + and λ ′ p−1 + λ p−2 ∈ Φ + . If p = 3, we must have c max = 2. If not, q ≥ 2 and λ 1 is connected to three different roots: −θ 1 , λ 2 , λ ′ 2 , which is absurd. However, if c max = 2 then q = 1, a contradiction since p ≤ q + 1. Suppose henceforth that p > 3. Since λ p−2 is connected only to λ p−3 , λ p−1 , we must have λ p−3 = λ ′ p−1 . Thus η p−3 = η ′ p + 2λ p−3 + λ p−2 , which is impossible since λ p−3 is long. This contradiction completes the proof of the claim. Therefore,
To prove the corollaries, in addition to Theorem 2.3, we need more information about D(Φ) as follows: The corollaries are easily verified if either rank(Φ) = 1 or Φ = Φ(G 2 ) or c max = 1. In the remainder of the paper, we assume that rank(Φ) ≥ 2, Φ = Φ(G 2 ) and c max ≥ 2.
Proof of Corollary 1.2. The proof of the first statement is immediate. We denote by η 1 , . . . , η k the adjacent vertices to α min on D(Φ). One has 0 ≤ θ, α min ≤ 2c min − k i=1 c η i . Thus k ≤ 2. Suppose to the contrary that α min is not terminal then k = 2, c η 1 = c η 2 = c min and θ, α min = 0. There exists, say η 2 , such that (−θ, . . . , α min ) is a subpath of (−θ, . . . , η 2 ). Additionally, θ, η 2 = 0. We continue in this fashion to obtain two adjacent vertices µ j−1 , µ j ∈ D(Φ) so that µ j is a terminal vertex, (−θ, . . . , µ j−1 ) is a subpath of (−θ, . . . , µ j ) and c µ j−1 = c µ j = c min . From θ, µ j = 0, we have µ j−1 , µ j = −2. Thus c min = 2 and hence c max ≥ 3. By Lemma 3.9(iii) and Theorem 4.1, we must have µ j−1 ≡ λ q−1 , µ j ≡ λ q . However, this is a contradiction because c λ q−1 < c λq . Thus α min is a terminal vertex.
Proof of Corollary 1.3. It is easily seen that Corollary 1.3 is proved if either c min = 2 or c max = 2. We are left with c max ≥ 3 and c min = 1. Let Γ := (γ 0 , . . . , γ k ) be a connected subgraph of D(Φ) such that (γ i , γ i+1 ) < 0 (0 ≤ i ≤ k − 1), γ 0 ≡ λ q , γ k ≡ α min . Since c min = 1, Γ = Λ. By Corollary 1.2, γ k is a terminal vertex. If λ q−1 , λ q = −1, by Lemma 3.9(iii), λ q is the ramification point of D(Φ). Hence by Theorem 4.1, Γ is the simple chain. From θ, γ i = 0 for 1 ≤ i ≤ k, we have (4.1) c γ i+1 = 2c γ i − c γ i−1 , 1 ≤ i ≤ k − 1, c γ k−1 = 2c γ k , c γ 0 ≡ c max .
