Abstract. In this paper we show the weak Banach-Saks property of the Banach vector space (L 
Introduction
We begin with some notations and definitions used throughout this paper. m and n are natural numbers, R denotes the real number system, R n is the usual vector space of real n-tuples x = (x 1 , x 2 , · · · , x n ), µ is a nonnegative Lebesgue measure of R n ; L 
m are assumed to have the property that lim 
has the weak Banach-Saks property for any fixed natural number m. An application of this property is to show inequalities for integrals of functions that are the composition of nonnegative continuous convex functions on a convex set of a vector space R m and vector-valued functions in a weakly compact subset of a Banach vector space generated by m L p µ -spaces for 1 ≤ p < +∞ and inequalities when these vector-valued functions are in a weakly* compact subset of a Banach vector space generated by m L ∞ µ -spaces.
The Weak Banach-Saks Property
A detail description of the weak Banach-Saks property of (L p µ (R n )) m for any fixed natural number m is as follows:
Then this sequence contains a subsequence {u ir } +∞ r=1 with its arithmetic means
We can below show Theorem 1 using the two following techniques with only minor adjustments: one is given by Banach and Saks [1] for any fixed p ∈ (1, +∞), and another by Szlenk [8] in the case when p = 1.
To prove Theorem 1 for any fixed p ∈ (1, +∞), we have first to introduce the following lemma:
. Let a and b be any real numbers and 1 < p < +∞. Then
Here, A is a positive constant independent of a and b; sgn(τ ) is defined as follows:
, where E(p) is the largest natural number less than p.
The proof of this lemma can be found in [1] . Using the inequality (2), we can get a similar result to that given by Banach and Saks [1] . This result is as follows:
where, C(k) = A + Bk p−2 , A and B are positive constants independent of k and
Proof. Insert a =ŝ k−1 (x) and b =û k (x) into the inequality (2) and integrate all its terms over the space R n . Then, by (3), we can know that (4) holds in the 1 < p ≤ 2 case and that . It can be then found that (5) gives (4) for p > 2. This hence completes our proof.
We below give the proof of Theorem 1 for any fixed p ∈ (1, +∞). To do this, it suffices to consider the case when m = 2. Let us first denote all the vector-valued functions
i ), whereû
is bounded, we may first assume without loss of generality that all the functions u i of the considered sequence satisfy
for all i ≥ 1. We may also assume without loss of generality that this sequence
converges weakly in (L p µ (R n )) 2 to zero. Then, by recursion, we can determine a sub-
. This recursive process can be roughly divided into two steps and they are described as follows. The first step to do this is to takeŝ
ir (x) for j = 1, 2 under the assumption that k previous terms {u ir = (û
of this subsequence is determined. It can be then known that s
for all i > i k and j = 1, 2; thus the second one is to define the subscript i k+1 of the next term to be one of all the natural numbers i satisfying the condition given by (7) . Then, by (7), we can know that for all k > 1 and j = 1, 2,
Combining (6) and (8) and using Lemma 2, we can show that for j = 1, 2,
This hence completes our proof of Theorem 1 for any given p ∈ (1, +∞). Now it remains to prove Theorem 1 when p = 1. To do this, we first recall a lemma as follows: Lemma 3 and its proof were shown by Szlenk [8] in 1965. By using a similar proof to that given by Szlenk, it can be found that Lemma 3 still holds if
n ) (see [9] , Page 83), we can easily deduce that 
We can below prove Theorem 1 when p = 1. To do this, it suffices to consider the case of u = 0. By Lemma 5, for any given l ≥ 1, there exists a sequence of indexes i l,r such that
Assume that the sequence of indexes i l+1,r is a subsequence of the sequence of indexes i l,r . Denote by {u ir } +∞ r=1 a sequence of indexes i r = i r,r corresponding to the condition (10). Then we can know that this sequence
Since {u ir } +∞ r=1 is a subsequence of this sequence {u i l,r } +∞ r=1 , we have
Combining (10), (11) and (12), we can know that
This implies that
1 k k r=1 u ir converges strongly in the Banach space (L(R n )) m to zero as k tends to infinity. Our proof is hence finished.
We can also extend Theorem 1 to a more general case, that is, Theorem 2. Given a measure space (X, A, µ) and a real number p in [1, +∞). Assume that {û
with its arithmetic means
m to u as k goes to infinity.
When m = 1, this result appears in the book of Benedetto [2] and there is an explanation of its proof, that is, it is the same as given by Banach and Saks for any p ∈ (1, +∞) and by Szlenk in the case when p = 1. We below give a simple proof of Theorem 2. Notice that the separable space
m for any fixed natural number m. By Theorem 1, Theorem 2 thus follows.
Application to Inequalities for Integrals
By use of the weak Banach-Saks property of (L 
for any measurable set Ω ⊆ R n .
The estimates of integrals of this kind of composite function is interesting and important in many application areas such as the existence of solutions of differential equations (e.g., see [3] and [10] ). A similar result was shown by Jiang et. al [4] if K is assumed to be an open convex set of R m instead; Egorov's theorem is used into their proof except for the weak Banach-Saks property of (L p µ )
m . Meanwhile, a simple proof of another similar one was given in [5] when K is set to be R m ; this proof requires the weak Banach-Saks property of (L p µ ) m but it does not give any proof of this property; it only shows the case when m = 1 in Theorem 2. The former device is valid for only an open convex set K while the latter one is suitable to show inequalities for integrals of these composite functions in a more general case, or more precisely speaking, this case is for any convex set K in R m . Therefore it is still very necessary to show Theorem 3 and its proof.
It is worth mentioning that some properties of convex functions and weakly compact sets can be found in the literature (e.g., see [2] , [6] , [7] , [9] and [11] ).
Proof of Theorem 3. Put
such that this subsequence, denoted without loss of generality by {α i } +∞ i=1 , converges to α as i → +∞. Since u i converges weakly in (L p µ (R n )) m to u for 1 ≤ p < +∞, by Theorem 1, it is easy to see that there exists a subsequence {u i j : j = 1, 2, · · · } such that
Thus there exists a subsequence of { 1 k k j=1 u i j : k = 1, 2, · · · } such that this subsequence (also denoted without loss of generality by
On the other hand, since all the values of {u i } +∞ i=1 and u belong to the convex set K in R m and f (w) is a nonnegative continuous convex function from K to R, we have
By (15) and Fatou's lemma, it follows that
Combining (14) and (16), we can know that
Finally, by using the property of the convergence of α i to α, (17) gives (13). This completes our proof.
Furthermore, we can give the following similar result for weakly* convergent sequences u i (i = 1, 2, 3 , · · · ) belong to a convex set K of R m and that f (w) is a nonnegative continuous convex function from K to R. Then the inequality (13) holds for any measurable set Ω ⊆ R n .
Proof. Put Ω R = Ω ∩ {x : |x| < R, x ∈ R n }. Then Ω R is a bounded measurable set in R n for all the fixed positive real number R.
, it can be easily known that u i → u weakly in (L 1 µ (Ω R )) m . Then, using the process of the proof of Theorem 3, we can get
It follows from the nonnegativity of the convex function f that
Finally, by Lebesgue monotonous convergence theorem, as R → +∞, (19) implies (13). Our proof is completed.
Also, removing the nonnegativity of f (w) and assuming that the convex set K is closed, by Mazur's lemma (see [9] and [11] ), we can deduce Theorem 5 is in fact an extension of a result given by Ying [10] (or see [4] and [5] ) and its detail proof can be found in [4] .
