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ResumenEn este artículo se asignan las funciones y servicios que de-ben prestar los componentes de la Red de Almacenamiento del Centro de Cómputo de Alto desempeño de la Universidad Distrital Francisco José de Caldas. Para alcanzareste objeti-vo se realizaron varias pruebas entre los diferentes elemen-tos que conforman la SAN y se midieron las velocidades de transferencia con la ayuda de herramientas especializadas.
AbstractIn this article roles and services are assigned to all compo-nents of the Network Storage Center of High Performance Computing at Universidad Distrital Fran¬cisco José de Cal-das. To achieve this goal, several tests were run involving the different elements of SAN, and also transfer ra¬tes were measured with the help of specialized tools.
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1. INTRODUCCIÓN El uso óptimo de los elementos que con-forman un centro de cómputo de alto ni-vel es el primer eslabón para lograr una 
implementación exitosa y un desempeño sobresaliente; es importante conocer los elementos y las funciones que pueden rea-
lizar de forma más eficiente de acuerdo a sus capacidades y a las necesidades que se 
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busquen suplir. Aunque este artículo se en-cuentre enmarcado en la implementación de la SAN (Storage Área Network) para el CECAD (Centro de Computo de Alto Desem-peño) de la Universidad Francisco José de 
Caldas, la definición de las funciones que debe realizar cada equipo que la conforma, es de gran importancia para optimizar el rendimiento y los servicios que presta di-cha SAN.El CECAD de la Universidad Distrital res-ponde a la necesidad de realizar desarrollo e investigación, con el objetivo de mejorar la calidad de la educación de la comunidad estudiantil y habilitar una infraestructura que permita realizar proyectos de investi-gación a nivel de estudios de doctorado en Ingeniería.El diseño y la conexión de la SAN fueron realizados y documentados en un trabajo de grado anterior a este artículo realizado por los mismos autores, por lo que estos aspectos no son competencia ni se tratan dentro de este artículo. [1].La función principal de una SAN es la de proveer capacidad de almacenamiento y garantizar que la transferencia de datos en-tre los elementos de la misma se realice de una forma segura y robusta, además pue-de proveer de servicios de seguridad en los datos de alta disponibilidad en los mismos.[2]Este documento muestra el análisis, la me-todología y las pruebas que se hicieron 
para definir las funciones y servicios que se asignarían a los servidores y a los sistemas de almacenamiento que conforman la SAN, tomando en cuenta parámetros de veloci-dad de transferencia, capacidad de almace-namiento, interfaces de conexión y caracte-rísticas de cómputo de dichos elementos.
2. METODOLOGÍA E IMPLEMENTACIÓNSe realizaron pruebas de transferencia de archivos entre cada uno los medios de al-macenamiento con los que cuenta la SAN y en los distintos tipos de servidores que la conforman.Se contó con dos tipos de servidores, el pri-mero es un sistema IBM RISC 6000 S7A y el segundo es un Power6 520 de IBM, el cual fue virtualizado en dos máquinas distintas. Las pruebas fueron realizadas en uno de los servidores IBM RISC 6000 S7A y en una de las máquinas virtuales del servidor Power6 520, las características de estos equipos se pueden ver resumidas en la Tabla 1.[3], [4]Tabla 1. Características Servidores SAN.
Servidor Unidad   
procesamiento
Velocidad    
procesamiento
RAM Sistema 
operativo
IBMS7A 12 262 Mhz 20GB AIX 5.2
Power6 0.4 4.2 Ghz 3GB AIX 6.1Entre los medios de almacenamiento con los cuales se realizaron las pruebas se contó con discos locales de interfaz SCSI (Small Computer System Interface) y dis-cos externos de conexión por FC** en cada servidor;discos de interfaz SSA (Serial Sto-rage Architecture), y con cintas magnéticas de comunicación por FC (Fiber Channel) conectados ambos únicamente con el ser-vidor S7A. Las características de estos me-dios de almacenamiento son descritas en la Tabla 2.Los discos por conexión FC pertenecen al subsistema de almacenamiento DS5020, el 
cual físicamente posee 16 discos SATA (Se-rial Advanced Technology Attachment)  los cuales fueron particionados en volúmenes lógicos de distintos tamaños y asignados a los distintos servidores que conforman la SAN[5]. 
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Tabla 2. Características de los medios de almacenamiento pertenecientes a la SAN.
Servidor Medio Cantidad Tamaño [GB]
IBM S7A
SCSI 6 4.5
SSA 16 18.2
SSA 16 36.4
FC-SATA 16 200
Cinta 180 100/200
Power6
SAS 1 146
FC-SATA 10 500Para realizar las conexiones entre los ele-mentos de almacenamiento y los servido-
res se utilizaron dos switches de fibracuyas características son mostrados en la Tabla 3 [6] [7].
Tabla 3. Características de los switches de fibra pertenecientes a la SAN.
Elemento Puertos Velocidad
Switch Silkworm 2800 16 1 Gbps
Switch IBM 2498 B24 8 8 GbpsLa SAN está compuesta en su totalidad por distintos tipos de equipos listados en la ta-bla 4 y que se encuentran interconectados como  se puede visualizar en la Fig. 1.Hay que tener en cuenta las velocidades de las conexiones entre cada uno de los enlaces para poder determinar las velocidades de transferencias máximas esperadas para cada prueba.Tabla 4. Equipos que conforman la SAN.
Tipo Nombre CantidadServidor IMNS7A 2Servidor Powr6 520 1Switch FC SilkWorm 2800 1Router SCSI-FC StorageTek SN3250 2Switch FC IBM 2498 B24 1Librería de Discos IBM 7133 D40 2Librería de Discos IBM DS5020 1Librería de Discos StorageTek l180 1Para realizar las diferentes pruebas de transferencia entre cada uno de los medios de almacenamiento en cada uno de los dos tipos de servidores se hizo uso del comando cp del S.O AIX, el cual se encarga de realizar 
una copia del archivo especificado hacia un destino como se muestra a continuación: cp [Archivo Origen] [Directorio Destino]  [8]
Fig. 1. Diagrama de la red de almacenamiento SAN. En el Servidor IBM S7A, el cual tenía ligado cuatro medios de almacenamiento distintos (discos locales, discos SSA, discos FC-SATA y cintas magnéticas) se realizaron transfe-rencias de archivos de distintos tamaños (200 MB, 500MB y 1 GB); desde cada uno de los tipos de almacenamiento ligados a dicho servidor entre sí y se realizó la com-paración del rendimiento de cada uno de estos medios dentro del mismo servidor.Adicionalmente se realizó la transferencia de un mismo archivo hacia dos cintas dis-tintas conectadas a un mismo router para comprobar la tasa máxima de transferencia del Canal de Fibra ligado a éste último.Además de las pruebas mostradas anterior-mente se hizo hincapié en encontrar la ve-locidad máxima de lectura y escritura que el servidor podría obtener de los discos de 
interfaz de FC, para este fin se realizaron dos pruebas distintas para encontrar estos valores, la primera fue una prueba de múl-tiple acceso, en la cual se envió un archivo a un disco FC-SATA desde múltiples discos externos para hallar la velocidad máxima de escritura. La segunda prueba consistió 
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poder visualizar cuales medios de almace-
namiento resultaban ser los más eficien-tes, así como comparar la velocidad de las transferencias de datos en cada tipo de servidor, y de esta forma conocer la capa-cidad real de transferencia de cada uno de 
los elementos de la SAN y poder identificar la función principal que cada uno de estos elementos debería llegar a cumplir dentro de la misma.
3. RESULTADOSEn las tablas 5 y 6 se pueden observar las velocidades de transferencias máximas y medias que se lograron realizando una transferencia de un único archivo desde y hacia todas las interfaces de almacena-miento presentes en los servidores.Tabla 5. Velocidades de transferencia media y máxima de los medios de almacenamiento del servidor S7A para pruebas con un archivo único
Medio
Velocidad de transferencia (KBps)
Media Máxima
CINTAS 7710 7798
SCSI 9412 9892
SSA 28230 28398
FIBRA 32980 33200
Tabla 6. Velocidades de transferencia media y máxima de los medios de almacenamiento del servidor Power6 para pruebas con un archivo único.
Medio
Velocidad de transferencia (KBps)
Media Máxima
SAS 96623 101192
Fibra 128830 134604Para las pruebas de múltiple acceso y múl-tiple destino se tuvieron en cuenta las ve-locidades máximas y medias, sin embargo debido a los resultados obtenidos se divi-dieron para lograr un mejor entendimiento y poder realizar conclusiones más intere-santes acerca del desempeño de los servi-dores. Las velocidades máximas obtenidas durante estas pruebas pueden encontrarse en las tablas 7 y 8.
en realizar una transferencia de un mismo archivo desde un disco FC-SATA a múltiples discos externos para así comprobar la ve-locidad de lectura máxima posible en este medio.Estas mismas pruebas fueron reali-zadas para el Servidor IBM Power6 520 te-niendo en cuenta que éste solo disponía de dos medios distintos de almacenamiento (discos locales SAS* y discos FC-SATA). Para realizar todas las mediciones se uti-lizaron herramientasincluidas en el siste-ma operativo AIX que se pueden acceder a través de los comandos topas y nmon, los cuales entregan detalladamente un conjun-to de estadísticas del sistema en general to-mando muestras cada 2 segundos. [9] [10]Dentro de estas estadísticas se pueden en-contrar, la velocidad de escritura y lectura en los discos ligados a la máquina, el por-centaje de uso de dichos discos, la velocidad de transferencia de datos en las distintas interfaces del sistema, la memoria utilizada y el uso de CPU, entre muchas otras carac-terísticas que pueden ser consultadas deta-lladamente en los manuales de los coman-dos.  En la Fig.  2 se puede ver un ejemplo de la ejecución del mandato topas.
Fig. 2. Salida del comando topas.
Estas pruebas se realizaron con el fin de 
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Fig. 5. Velocidad de escritura
4. DISCUSIÓNEl desarrollo de las pruebas arroja resulta-dos interesantes que son analizados a con-tinuación, tratando de comprender la razón de los comportamientos obtenidos y gene-rando preguntas para nuevas investigacio-nes acerca de estos elementos.Los valores máximos obtenidos para el en-vío de un único archivo en cada una de las distintas interfaces de discos y que pueden observarse en las Tablas 5 y 6, se obtuvie-ron en las pruebas realizada entre discos de la misma interfaz. Sin embargo para las pruebas hacia o desde interfaces que mos-traban una capacidad de transmisión más alta no se encontró una gran disminución en la velocidad de transferencia.Las pruebas realizadas demostraron que las velocidades de transferencia media y máxima en los distintos medios evaluados, resultaban ser independientes del tamaño total del archivo a ser transferido.Las curvas de desempeño con respecto a las velocidades de transferencia media ob-tenidas para las pruebas de múltiple acceso y múltiple destino, mostraron un compor-tamiento similar en los dos servidores, se puede ver que la velocidad en la escritura y lectura de un disco va aumentando de-pendiendo de cuantos discos escriban o lean desde éste, aunque siempre existe un límite en el cual a partir de una cantidad de 
discos la eficiencia se ve disminuida consi-
Tabla7. Velocidades máximas de los medios conectados al servidor S7A
Medio
Velocidad de transferencia (KBps)
Multiacceso Multidestino
SCSI 9892 9890
SSA 37243 37125
FC-SATA 91065 91065
Tabla 8. Velocidades máximas de los medios conectados al servidor Power6
Medio
Velocidad de transferencia (KBps)
Multiacceso Multidestino
SAS 14076 96623
FC-SATA 175200 176656En las Fig. 3, Fig. 4, Fig. 5 se puede deta-llar el comportamiento de la velocidad de transferencia media durante las pruebas de múltiple acceso y de múltiple destino para los dos tipos de servidores.
Fig. 3. Desempeño de los discos FC-SATA en las pruebas de múltiple acceso y múltiple destino en el servidor S7A
Fig. 4. Desempeño de los discos FC-SATA en las pruebas de múltiple acceso y múltiple destino en el servidor Power6.
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derablemente. Sin embargo mientras para el servidor S7A es necesario leer o escribir en 4 discos para encontrar el punto de in-
flexión en su curva de desempeño, el ser-vidor Power6 encuentra este punto única-mente al escribir o leer en 2 discos.En las pruebas de múltiple acceso y múl-tiple destino realizadas sobre el servidor 
Power6, la eficiencia tanto en la lectura como en la escritura se ve reducida drás-ticamente cuando se comienza a leer o a escribir desde un tercer disco, siendo la ve-locidad de transferencia reducida en hasta 
un 36.5 %. Mientras que la eficiencia en  la curva de desempeño de la misma prueba en el servidor S7A no se ve afectada tan pronunciadamente siendo la velocidad de transferencia reducida en un 18% a partir del quinto disco que procede a leer o escri-bir. La velocidad de escritura máxima encon-trada para los discos FC-SATA obtuvo va-
riaciones significativas al realizar la trans-misión desde los dos tipos de servidores, obteniendo resultados con una superio-ridad del 94% al realizar la transferencia desde el servidor Power6. Estos resultados no son los esperados ya que teóricamente con la velocidad de transmisión de 2Gbps que se tienen en los servidores S7A es po-sible alcanzar la velocidad de transferencia mostrada por las pruebas realizadas en el servidor Power6.Según se pueden ver en las curvas de des-empeño de múltiple acceso y múltiple des-tino (Fig. 3, 4 y 5) de los discos FC-SATA, la velocidad de escritura y de lectura en este tipo de discos se mantienen cercanas siem-pre la una a la otra siendo su diferencia nunca mayor al 6%, esto se cumplió para ambos tipos de servidores evaluados.En los medios de almacenamiento en que se realizaron las pruebas, se comprobó que la velocidad de transferencia máxima se acer-ca a la velocidad máxima esperada, para dicho tipo de medio; esto se cumplió para 
todos los medios excepto para los discos FC-SATA que teóricamente debería llegar una velocidad de hasta 300 MBps, pero que en la práctica no superaron los 180 MBps.
5. CONCLUSIONES Teniendo como base los resultados obteni-dos en las distintas pruebas realizadas a los medios de almacenamiento y los servido-res de la SAN se puede ver claramente que el servidor IBM Power6 resulta idóneo para labores que requieran transferencias de ar-chivos grandes a altas velocidades, como aplicaciones que usen el protocolo GridFTP. En cambio los servidores IBM S7A resultan más útiles encargándose de la adminis-tración de los backups en cinta de toda la SAN, ya que su velocidad de transferencia se encuentra muy limitada en comparación a la provista por el servidor Power6, pero resulta perfecta para trabajar con la veloci-dad impuesta por la librería de cintas.De los resultados obtenidos se puede com-probar que el medio con la menor tasa de transferencia en todos los casos resulta ser siempre la cinta magnética, lo que impli-ca esto es que ésta limitará la velocidad a la que trabajan los otros tipos de medios al tratar de acceder a ella, lo que hace in-
eficiente realizar la conexión del servidor Power6 a la librería de cintas.A pesar de realizar tareas de múltiple acce-so y múltiple destino nunca se logró alcan-zar la velocidad de transmisión teórica que 
se puede logran en las conexiones de fibra, teniendo el mismo resultado en los dos ti-pos de servidores, demostrando que las ta-reas de transferencia se encuentran siem-pre limitadas por la velocidad de escritura que poseen los medios de almacenamiento.Aunque la mayoría de resultados se en-contraban dentro de los parámetros pre-supuestados, llamo la atención la baja ca-pacidad de escritura que se encontró en la prueba de múltiple acceso a cinta debido a la conexión de más de un drive a los router 
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que realizan la traducción SCSI a FC.La velocidad de transferencia media de las cintas magnéticas suele ser muy estable aproximándose muy de cerca a la velocidad máxima en las que estas pueden trabajar lo 
que lo hace un medio muy confiable.Para obtener mayores velocidades de es-critura y lectura dentro de la SAN se reco-mienda realizar la actualización a discos de estado sólido (SSD), proponiéndose como un trabajo futuro el realizar una expansión de este artículo incluyendo este nuevo me-dio de almacenamiento.
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