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ABSTRACT
CLONING-PROOF
SOCIAL CHOICE CORRESPONDENCES
O¨ZTU¨RK, Zeliha Emel
M.A., Department of Economics
Supervisor: Prof. Dr. Semih Koray
August 2011
In this thesis study, we provide axiomatic characterizations of the well-known
Condorcet and Plurality rules via consistency axioms when the alternative
set is endogeneous, namely hereditariness and cloning-proofness. Cloning-
proofness is the requirement that the social choice rule be insensitive to
the replication of alternatives, whereas hereditariness requires insensitivity
to withdrawal of alternatives.
Keywords: Social Choice Theory, Cloning-Proofness, Hereditariness, Plural-
ity Rule, Condorcet Rule, Axiomatic Characterization.
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O¨ZET
KLONLAMAYA KARS¸I DI˙RENC¸LI˙ SOSYAL SEC¸ME
KURALLARI
O¨ZTU¨RK, Zeliha Emel
Yu¨ksek Lisans, Ekonomi Bo¨lu¨mu¨
Tez Yo¨neticisi: Prof. Semih Koray
Agˇustos 2011
Bu tez c¸als¸mamızda alternatif ve sec¸men ku¨mesinin degˇis¸ken oldugˇu du-
rumlara dair tutarlılık ilkeleri olan aktarımsallık ve klonlamaya kars¸ı direnc¸
ilkelerini kullanarak yaygın olarak bilinen C¸ogˇunluk ve Condorcet sosyal sec¸me
kurallarının aksiyomatik karakterizasyonlarını yapıyoruz. Klonlamaya kars¸ı
direnc¸ ilkesi alternatif ku¨mesinin eleman sayısının arttıgˇı, aktarımsallık ise
azaldıgˇı durumlarda sosyal sec¸me kuralının bu degˇis¸imlerden belirli kos¸ullar
altında etkilenmemesini talep eden ilkelerdir.
Anahtar Kelimeler: Sosyal Sec¸im, Klonlamaya Kars¸ı Direnc¸, Aktarımsallık,
C¸ogˇunluk Yo¨ntemi, Condorcet Kuralı, Karakterizasyon.
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CHAPTER 1
INTRODUCTION
A considerable amount of social choice literature exists on the manipulabil-
ity of social choice rules by voters misrepresenting their preferences. However
this is not the only kind of strategy to manipulate the outcomes in an election.
If the set of alternatives is endogenous (not fixed by nature), then the
outcome of a social choice procedure can be manipulated via the addition
to or removal of some alternatives from the set of alternatives. For example
consider a scenario where three national parties A, B and C can contest an
election in which the winner is decided by Plurality rule. Although candidate
A may have the highest number of first preference votes, it may still fail to
win the election if, for instance, candidate B drops out.
Consistency axioms requiring choice rules or social choice rules to be non-
manipulable via withdrawal of alternatives are widely studied in the literature
commonly yielding impossibility results (see Arrow, 1959; Plott, 1973; Kelly,
1978 for examples). Manipulation via addition of alternatives, on the other
hand, was first studied by Tideman (1987) who introduced the concept of
independence of clones which requires the addition/deletion of clones not
to affect the winning status of non-clones or whether the clones are among
winners, where a group of alternatives is called clones if no voter ranks any
alternative outside the group between any members of the group, i.e. they
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stand next to each other in every individual ranking. And by cloning of an
alternative, we mean the addition of clones of that alternative to the alter-
native set from which the choice is to be done. Withdrawal of an alternative
could also be interpreted as a special case of cloning, where the withdrawn
alternative is cloned zero times.
Given a finite alternative set A, social choice correspondences are defined
to be mappings from linear order profiles on A to subsets of it. When some
alternatives are cloned, the procedure we use is as follows: Let R be a profile
on A = {a1, ..., am}. We refer to a vector (A′1, ..., A′m) as a cloning structure
for Am if A
′
1, ..., A
′
m are sets such that, for each i ∈ {1, ...,m}, ai ∈ A′i
whenever A
′
i is non-empty. Given a cloning structure (A
′
1, ..., A
′
m) for Am and
R ∈ L(Am)In , a linear order profile R′ on A′ = A′1 ∪ ... ∪ A′m obtained by
replacing each occurrence of ai in R by some linear order on A
′
i whenever
A
′
i 6= ∅ and deleting ai whenever A′i = ∅, is called a clone-extended profile
obtained from R for the cloning structure (A
′
1, ..., A
′
m). We emphasize the
following two features of any clone-extended profile: in each linear order of
R
′
all clones of the same alternative are standing together but the order on
these clones may be different from one linear order of R
′
to another. We call a
social choice correspondence F as cloning-proof if cloning of some alternatives
by a positive number does not change the outcome of the election whereas
we call it hereditary if the winning status of an alternative a does not change
when some alternatives (but not a) are withdrawn from the alternative set.
As mentioned before, hereditariness is a commonly used concept in the
literature. Cloning-proofness is also studied in some papers. One of those is
by Koray and Slinko (2007). The authors name this property as resistance
to cloning of essential alternatives and study the self-selectivity properties of
the selections of SCCs which are resistant to cloning.
In this paper, the two social choice correspondences we focus on are the
Condorcet rule and scoring rules. All scoring rules except one turn out to
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be very sensitive to any type of cloning (including withdrawals) since such
an action changes the ranks of alternatives in a preference profile. Condorcet
rule, on the other hand, is immune to any such manipulation when an appro-
priate R
′
is used because with such an R
′
any Condorcet winner continues to
be a Condorcet winner whenever it is cloned or some alternatives are with-
drawn from the election. One of the most popular scoring rules, the Plurality
rule, is also sensitive to withdrawal of alternatives. Yet, it turns out to be
immune to cloning. We show that it is actually the unique scoring rule with
this property. Thus, hereditariness and cloning-proofness are two consistency
properties that could be used to compare the Condorcet rule and scoring
rules.
To the best of our knowledge, Laslier (2000) is the first to use a form of
cloning-proofness (what he calls cloning-consistency) in the characterization
of a social choice correspondence, namely the one which chooses the set of
essential alternatives in every preference profile.
The organization of the paper is as follows: In Chapter 2, we study hered-
itary social choice correspondences and provide three axiomatic character-
izations of the Condorcet rule. In Chapter 3, we provide three axiomatic
characterizations of the Plurality rule using cloning-proofness in Theorems
6 and 7 and tops-onliness in Theorem 8. Chapter 4 is devoted to conclud-
ing remarks and we show that the axioms used in our theorems are logically
independent in the Appendix.
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CHAPTER 2
HEREDITARINESS
2.1 Preliminaries
Let N be a finite non-empty society with cardinality n that will be kept
fixed throughout this chapter. Let N denote the set of natural numbers, set
Im={1, . . . ,m} and denote the set of all linear orders1 on Am by L(Am) for
each m ∈ N. We call a mapping
F :
⋃
m∈N L(Im)N → 2Im
a social choice correspondence (SCC) if and only if, for each m ∈ N and
R ∈ L(Im)N , one has F (R) ⊆ Im.
For each m ∈ N, R ∈ L(Im)N and every permutation σm on Im, we define
the permuted linear order profile Rσm on Im as follows:
For all i ∈ N , a, b ∈ Im: aRσmi b⇐⇒ σm(a)Rσmi σm(b).
An SCC F is called neutral if and only if, for each m ∈ N and every
permutation σm on Im, one has
σm(F (R
σm)) = F (R).
1A linear order R is a complete, transitive and antisymmetric binary relation. A binary
relation R on some set A is complete if and only if, ∀a, b ∈ A: either aRb or bRa holds;
transitive if and only if, ∀a, b, c ∈ A: aRb and bRc implies aRc; antisymmetric if and only
if, ∀a, b ∈ A: aRb and bRa implies a=b.
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We will restrict ourselves to neutral SCCs throughout the paper. Given
the neutrality of F, we can extend the domain of F to linear order profiles
on any finite nonempty set in a natural fashion. Take any finite set Am with
cardinality m. Let µ : Im → Am be a bijection (i.e. a one-to-one and onto
function). Any linear order profile L on Am induces a linear order profile L
µ,
on Im like above, where, for all i ∈ N and k, l ∈ Im one has kLµi l if and only if
µ(k)Liµ(l). Now it is clear that µ(F (L
µ)) = υ(F (Lυ)) for any two bijections
µ, υ : Im → Am if F is neutral. We will simply define F (L) = µ(F (Lµ)),
where µ is a bijection from Im onto Am.
2.2 Characterization of Hereditary Social Choice
Correspondences
In this section, we provide a characterization of hereditary social choice
rules.
Definition 1. Given m ∈ N and R ∈ L(Am)N , an SCC F is said to be
hereditary at R if and only if, for any B ⊆ Am, one has F (R)∩B ⊆ F (R |B)2.
F is hereditary if and only if it is hereditary at each R ∈ L(Am)N for every
m ∈ N.
Hereditariness requires that if an alternative a ∈ A is chosen from A then
it should also be chosen from every subset B of A with a ∈ B. This property
is widely known as Sen’s α (Sen, 1971) or Chernoff (Chernoff, 1954) condition
in the literature on rationalizability of choice functions (see Moulin, 1985 for
a general survey on rational choice).
We provide three more definitions before we state the main result of this
section. To do so, take any m ∈ N and R ∈ L(Am)N .
2R |B stands for the restriction of R into B.
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Definition 2. An SCC F satisfies α∗ at R if and only if, for all subsets B
of Am there exists a ∈ F (R |B) such that for all C ⊆ B, a ∈ C implies a ∈
F (R |C). F satisfies α∗ if and only if it satisfies α∗ at each R ∈
⋃
m∈N L(Am)N .
This property was first introduced by Deb (1983) in choice theoretic terms.
Deb (1983) has shown that it is equivalent to the weak rationalization of a
choice rule T, where, given a finite alternative set A, T is weakly rationalizable
if and only if, there exists an ordering R on A such that ∅ 6= M(B,R) ⊆ T (B)
for all non-empty subsets B of A3.
Definition 3. An SCR F satisfies β∗ at R if and only if, for any a, b ∈ F (R),
a ∈ F (R |B) for some subset B of Am and b ∈ B implies b ∈ F (R |B).4 F
satisfies β∗ if and only if it satisfies β∗ at each R ∈ ⋃m∈N L(Am)N .
Definition 4. An SCR F satisfies γ∗ at R if and only if, for any two alter-
natives a,b in Am: a ∈ F (R), b ∈ Am \ F (R) implies @B ⊆ Am with a, b ∈ B
and b ∈ F (R |B) where a 6∈ F (R |B). F satisfies γ∗ if and only if it satisfies
γ∗ at each R ∈ ⋃m∈N L(Am)N .
Now we are ready to state our result.
Theorem 1. Let F be a non-empty valued social choice correspondence. Now
F is hereditary if and only if it satisfies α∗, β∗, and γ∗.
Proof. It is obvious that a hereditary social choice rule F satisfies α∗, β∗, and
γ∗.
Now let F satisfy α∗, β∗, and γ∗. We will show that F is hereditary. Take
any m ∈ N, R ∈ L(Am)N and a ∈ F (R). We must show that a ∈ F (R |B)
for any subset B of Am with a ∈ B. By α∗, there exists some b′ ∈ F (R) such
that b
′ ∈ F (R |B) for every B ⊆ Am with b′ ∈ B. Thus by β∗, a ∈ F (R |B)
for every B such that a, b
′ ∈ B.
Take any C ⊆ Am such that a ∈ C and b′ 6∈ C. Since F is non-empty valued,
3M(B,R) denotes the maximal elements of B with respect to the ordering R.
4β∗ can be thought of as inverse of Sen’s β.
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there exists some c ∈ F (R |C). Now if c ∈ F (R), then a ∈ F (R |C) by β∗. If,
on the other hand, c 6∈ F (R), then a ∈ F (R |C) by γ∗ and non-emptiness of
F. So, a ∈ F (R |B) for every B, ∅ 6= B ⊆ Am.
Thus, F is hereditary.
We are not aware of any equivalent formulation of hereditariness in choice
theory. Yet, it is clear that the above result can be directly transmitted
to choice theory with direct formulations of the axioms. Thus, the above
theorem also characterizes the well-known property Sen’s alpha.
2.3 Characterizations of the Condorcet Rule
Given any m ∈ N and R ∈ L(Am)N , set n(a, b, R) =| {i ∈ N : aRib} |5 for
any a, b ∈ Am with a 6= b. We say that a ∈ Am is a Condorcet winner for R
if and only if, n(a, b, R) ≥ N
2
for each b ∈ Am \ {a}. We denote the set of all
Condorcet winners at R by CW(R).
Condorcet rule is the social choice rule C such that C(R) = CW (R) at every
R ∈ ⋃m∈N L(Am)N .
We say that an SCC F is top-majoritarian if and only if, for any m ∈ N,
a ∈ Am, R ∈ L(Am)N ,
[n(a, b, R) > N
2
for every b ∈ Am \ {a}] implies F (R) = {a}.
First we provide the following proposition without proof since it is straight-
forward to see that Condorcet rule is both top-majoritarian and hereditary.
Proposition 1. Condorcet rule is top-majoritarian and hereditary.
Given the above proposition, we now state our first characterization result
for the Condorcet rule.
5| A | stands for the cardinality of any set A.
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Theorem 2. Condorcet rule is the maximal top-majoritarian, hereditary so-
cial choice correspondence, i.e. F (R) ⊆ C(R) at every R ∈ ⋃m∈N L(Am)N ,
where F is any top-majoritarian, hereditary social choice correspondence..
Proof. It is straightforward to verify that the Condorcet rule is both heredi-
tary and top-majoritarian.
To see that it is the maximal such correspondence, take any m ∈ N, R ∈
L(Am)N and let F be a hereditary, top-majoritarian SCC. Assume, on the
contrary, that F (R) * C(R).
Then there exists an alternative a ∈ F (R) with a 6∈ CW (R), i.e. there
exists another alternative b ∈ Am such that n(b, a, R) > N2 . Then, by top-
majoritarianity, F (R |{a,b}) = {b}, a contradiction with F being hereditary.
Thus, F (R) ⊆ C(R).
Koray (1998) also deals with consistency in the sense of self-selectivity
and rediscovers the Condorcet rule as the maximal self-selective social choice
corresponclence among neutral and top-majoritarian social choice rules.
Before we proceed to the next theorem, we need one more definition.
Definition 5. Given m ∈ N, R ∈ L(Am)N , an SCC F is said to satisfy
binary dominance consistency (BDC) at R if and only if, for any a ∈ Am,
[a ∈ F (R |{a,b}) for all b ∈ Am \ {a}] =⇒ a ∈ F (R).
F satisfies BDC if and only if, it satisfies BDC at each R ∈ ⋃m∈N L(Am)N .
Binary dominance consistency requires that an alternative that is among
the chosen alternatives in all two-element subsets of a set A should be among
the chosen alternatives from A as a whole. It is the social choice rule for-
mulation of what is known as Sen’s γ (Sen 1971) or Generalized Condorcet
Property (Plott, (1973); Blair et al. (1976)). Plott shows that BDC conjoined
with Path Independence is equivalent to the quasi-transitive rationalization
of a choice function. Blair et al. (1976) shows that BDC conjoined with
8
Chernoff Condition is equivalent to the acyclic rationalization of a choice
function.
Theorem 3. Given an odd number of individuals, Condorcet rule is the
unique SCC which is top-majoritarian, hereditary and binary dominance con-
sistent.
Proof. It is, again, obvious that the Condorcet rule satisfies all three axioms
stated in the theorem.
Moreover, given m ∈ N and R ∈ L(Am)N , we already established that if an
SCC F is hereditary and top-majoritarian, then F (R) ⊆ C(R). So, we only
need to show that C(R) ⊆ F (R). Note that, since the number of individuals
is odd, we have either CW (R) = ∅ or | CW (R) |= 1. To complete the proof
we need only to show that F (R) 6= ∅ if | CW (R) |= 1. To do so, assume
CW (R) = {a}. Then, n(a, b, R) > N
2
for all b ∈ Am \ {b}. Then, by top-
majoritarianity, F (R |{a,b}) = {a} for all b ∈ Am\{a} which implies a ∈ F (R)
by binary dominance consistency.
Hence, F (R) = CW (R), i.e. F is the Condorcet rule.
Finally, in this section, we provide a characterization of the Condorcet
rule without any restriction on the number of individuals. To do so, we need
one more definition.
Definition 6. Given m ∈ N, R ∈ L(Am)N , an SCC F is said to satisfy
cancellation (CA) at R if and only if,
[| {i ∈ N : aRib} |=| {i ∈ N : bRia} | for all a, b ∈ Am] =⇒ F (R) = Am.
F satisfies cancellation if and only if it satisfies cancellation at each R ∈⋃
m∈N L(Am)N .
Cancellation simply requires that if for any pair of alternatives a, b the
number of individuals preferring a to b is equal to the number of individuals
preferring b to a, then the whole set of alternatives should be chosen. It is
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introduced by Young (1974) and used in the characterization of the Borda
rule.
Now we are ready to state the last theorem of this chapter.
Theorem 4. Condorcet rule is the unique SCC which is top-majoritarian,
hereditary and binary dominance consistent satisfying cancellation.
Proof. It is obvious that Condorcet satisfies all four axioms. Moreover, given
m ∈ N and R ∈ L(Am)N , we already established that if an SCC F is heredi-
tary and top-majoritarian, then F (R) ⊆ C(R). So, again it remains to show
that a ∈ F (R) whenever a ∈ CW (R). To see that, take any a ∈ CW (R) and
any b ∈ A \ {a}. Now by definition of a Condorcet winner, we have one of
the following:
1. | {i ∈ N : aRib} |> N/2
2. | {i ∈ N : aRib} |=| {i ∈ N : bRia} |
If 1 holds, then, by top-majoritarianity, {a} = F (R |{a,b}). If, on the other
hand, 2 holds, then by cancellation, {a, b} = F (R |{a,b}). Either way, a ∈
F (R |{a,b}). Thus, by BDC, we have a ∈ F (R). So, C(R) ⊆ F (R).
Thus F (R) = C(R), completing the proof.
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CHAPTER 3
CLONING-PROOFNESS
3.1 Preliminaries
We kept the number of individuals fixed whereas we allowed the number of
alternatives vary throughout the previous chapter. In this chapter, we allow
both the number of individuals and the number of alternatives vary. Let
Am={1, . . . ,m} be the set of alternatives and In = {1, . . . , n} be the set of
individuals for each m,n ∈ N. We call a correspondence
F :
⋃
n∈N
⋃
m∈N L(Am)In →
⋃
m∈NAm
a social choice rule (SCR) if and only if, ∀m ∈ N ∀n ∈ N ∀R ∈ L(Am)In ,
∅ 6= F (R) ⊆ Am. Throughout the chapter, ai, aj, ... will denote the generic
elements of the alternative set and i, j, ... will denote those of the individual
set.
Note that the domain of F can be extended to any set Am with cardinality
m as in Chapter 2 since we deal only with neutral social choice rules.
Starting with May’s (1952) characterization of the majority rule, an ex-
tensive literature emerged on axiomatic characterizations of scoring rules. In
this chapter we provide three different characterizations of the Plurality rule.
The two well-known characterizations of the same rule is due to Richelson
(1978) and Ching (1996). Richelson (1978) is the first to characterize the
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Plurality rule and shows that it is the only rule satisfying anonymity, neu-
trality, independence of dominated candidates, reinforcement, and continuity.
Ching (1996) shows that continuity is redundant in the characterization.
Our Theorem 5 produces Ching’s (1996) (and hence Richelson’s) charac-
terization of the same rule as a corollary.
In order to state the definitions of this chapter, take any m,n ∈ N and
R ∈ L(Am)In .
Definition 7. We say that a non-empty subset C ofAm is a set of clone alternatives
at R if and only if, for each c, c
′ ∈ C, for each x ∈ Am \C and for each i ∈ In:
xRic⇐⇒ xRic′
cRix⇐⇒ c′Rix.
Two alternatives are clones of each other if they stand next to each other in
every individual ranking, i.e. they perform identically in pairwise comparisons
with other alternatives.
Definition 8. We refer to a vector (A
′
1, ..., A
′
m) as a cloning structure for Am
if A
′
1, ..., A
′
m are sets such that, A
′
i ∩ A′j = ∅ for any distinct i, j ∈ {1, ...,m}
and for each i ∈ {1, ...,m}, ai ∈ A′i whenever A′i is non-empty. Given a
cloning structure (A
′
1, ..., A
′
m) for Am and R ∈ L(Am)In , a linear order profile
R
′
on A
′
= A
′
1 ∪ ...∪A′m obtained by replacing each occurrence of ai in R by
some linear order on A
′
i whenever A
′
i 6= ∅ and deleting ai whenever A′i = ∅,
is called a clone-extended profile obtained from R for the cloning structure
(A
′
1, ..., A
′
m). We denote the set of all clone-extended profiles obtained from
R for the cloning structure (A
′
1, ..., A
′
m) by LIn [R; (A′1, ..., A′m)].
Remark 1. Note that, given any m,n ∈ N, R ∈ L(Am)In , we derive any
clone-extended profile R
′
for any cloning-structure in such a way that all
alternatives at any A
′
i are clone alternatives.
Definition 9. An SCR F is said to be
cloning-proof (CP) at R if and only if, for every cloning structure
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(A
′
1, ..., A
′
m) with A
′
i 6= ∅ for all i ∈ {1, ...,m}, one has F (R) = F (R′) where
R
′
is any clone extended profile obtained from R with the following property:
for each i ∈ In, aj ∈ Am: ajR′ia′j for all a′j ∈ A′j \ {aj}. F is CP if and only if
it is CP at each R ∈ ⋃n∈N⋃m∈N L(Am)In .
Definition 10. Let pi : In → In be a permutation on In and Π be the
collection of all such permutations. Let Rpi(In) = (Rpi(i))i∈In . Now, an SCC F
satisfies anonymity if and only if, for all pi ∈ Π, F (Rpi(In)) = F (R).
Definition 11. Let N and N
′
be two disjoint sets of individuals. F satisfies
reinforcement if and only if, for all RN ∈ L(A)N and all RN ′ ∈ L(A)N
′
, if
F (RN)∩F (RN ′ ) 6= ∅, then F (RN +RN ′ ) = F (RN)∩F (RN ′ ), where RN +RN ′
is the profile obtained by concatenating the two preference profiles.
Given i ∈ In and i’s preference ordering Ri, let τ(Ri) be the top-ranked
alternative by agent i and τ(R) be the set of top-ranked alternatives at R.
Moreover, for any ak ∈ Am let Nk(R) = {i ∈ In : τ(Ri) = ak} and let
nk(R) =| Nk(R) |.
Definition 12. An SCC F is said to be unanimous if and only if, for any
ak ∈ Am, τ(R) = {ak} implies F (R) = {ak} at eachR ∈
⋃
n∈N
⋃
m∈N L(Am)In .
Finally, we are ready to state the definition of the Plurality rule and the
first result of this chapter.
Plurality Rule P :
P (R) = {ak ∈ Am : ∀aj ∈ Am, nk(R) ≥ nj(R)}.
3.2 Characterizations of the Plurality Rule
Theorem 5. Plurality rule is the unique neutral social choice correspondence
that satisfies reinforcement, cloning-proofness, and anonymity.
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Proof. It is easy to see that Plurality rule satisfies all axioms stated in the
theorem.
Now, let F be an SCC satisfying all of the axioms. Take any m,n ∈ N. We
first claim that if at any R ∈ L(Am)In , the top-ranked alternatives of all
individuals are distinct (thus n ≤ m), then F (R) = τ(R). To show that, we
proceed by induction on the cardinality of In.
1. Suppose | In |=1. Without loss of generality, assume τ(R) = {a}. Then,
all other alternatives could be considered to be clones of a, and hence
by cloning-proofness and non-emptiness of F, one has F (R) = τ(R).
2. Suppose | In |=n. Assume, without loss of generality, R is as follows:
R =

R1 . . Rn−1 Rn
a1 . . an−1 as1
. . . . as2
. . . . .
. . . . asm−1
. . . . asm

where as1 = an. By the induction hypothesis, F (R1, ..., Rn−1) = {a1, ..., an−1}.
Now let I
′
n = {n+ 1, ..., n+m− 1} and R′ ∈ L(Am)I
′
n be as follows1:
R
′
=

Rn+1 . . Rn+m−1
as2 . . asm
as3 . . as1
. . . .
. . . .
asm . . asm−2
as1 . . asm−1

1Ching (1995) has the same construction of profiles, which is originally due to Richelson
(1978).
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Neutrality and anonymity imply F (Rn + R
′
) = Am. Moreover, rein-
forcement implies that,
(a) F (R+R
′
) = F (R1, ..., Rn−1)∩F (Rn, Rn+1, ..., Rn+m−1) = {a1, ..., an−1}.
Now let A
′
= {as2 , ..., asm} and R′′ ∈ L(A′)I
′
n be as follows:
R
′′
=

Rn+1 . . Rn+m−1
as2 . . asm
as3 . . as2
. . . .
. . . .
asm . . asm−1

Again, by neutrality and anonymity, F (R
′′
) = A
′
. Notice that, at
R
′
, as1 , asm are clone alternatives. Thus, R
′
is a clone-extended
profile obtained from R
′′
for the cloning structure (A
′
s2
, ..., A
′
sm)
where A
′
si
= {asi} for all i ∈ {2, ...,m − 1} and A′sm = {as1 , asm}.
Thus, by CP,
(b) F (R
′
) = F (R
′′
) = {as2 , ..., asm} = {a1, ..., an−1}.
Then, combining (a), (b) and reinforcement, we have,
(c)
F (R) =

{an} or,
{a1, ..., an−1} or
{a1, ..., an}.
Similarly, let R¯ be a profile such that (Rn−1, R¯) are symmetric as
in (Rn, R
′
). Following the exact similar arguments, one obtains:
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(d)
F (R) =

{an−1} or,
{a1, ..., an−2, an} or
{a1, ..., an}.
Now, (c) and (d) imply that F (RN) = {a1, ..., an}, proving our
claim.
Having proven our claim, now we show that F is the Plurality rule. Take any
m,n ∈ N and R ∈ L(Am)In .
Suppose, without loss of generality, n1 ≤ n2 ≤ ... ≤ nm. Let (RN1 , ..., RNm)
be such that, for each h ∈ {1, ...,m}, nh(RNh) = ... = nm(RNh) = nh(R) −
nh−1(R), where n0(R) = 0. By the above claim and applying reinforcement
repeatedly, for all h ∈ {1, ...,m}, with nh(RNh) > 0, we have F (RNh) =
{ah, ..., am}. Now, let h¯ = min{h : nh(R) = nm(R)}. By applying reinforce-
ment repeatedly, F (R) = {ah¯, ..., am}.
Thus F is the Plurality rule.
As already mentioned before, a characterization result of the Plurality
rule in the literature is due to Ching (1995), where he shows Plurality is
the unique rule that satisfies neutrality, anonymity, independence of domi-
nated candidates and reinforcement.An SCC F is said to be independent of
dominated candidates if and only if, for all R ∈ ⋃n∈N⋃m∈N L(Am)In and
all ah ∈ Am, if there exists ak ∈ Am such that akRiah for all i ∈ In, then
F (R) = F (R |Am\{ah}). An SCR that satisfies independence of dominated
candidates, however, is CP, thus his result follows as a corollary to our theo-
rem.
Corrolary 1. Plurality is the unique rule that satisfies neutrality, anonymity,
independence of dominated candidates and reinforcement.
Now, we proceed to the next characterization result where we use a weak-
ened form of CP and the famous axiom of independence of irrelevant alter-
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natives (IIA).
Definition 13. An SCR F is said to be
weakly cloning-proof (wCP) at R if and only if, for every cloning structure
(A
′
1, ..., A
′
m) withA
′
i 6= ∅ for all i ∈ {1, ...,m}, there existsR′ ∈ LIn [R; (A′1, ..., A′m)
such that F (R) = F (R
′
). F is wCP if and only if it is wCP at each
R ∈ ⋃n∈N⋃m∈N L(Am)In .
Next, we define independence of totally irrelevant alternatives. Indepen-
dence of irrelevant alternatives requires that the addition of a new candidate
x to an election does not change the winner set unless x itself is the winner. A
weakened form of IIA is the independence from totally irrelevant alternatives
(ITA). To define ITA, take any m ∈ N, n ∈ N, R ∈ L(Am)In and x 6∈ Am.
Let R
′ ∈ L(Am ∪ {x})In be a profile such that R′ |Am= R |Am and for each
i ∈ In, for all a ∈ Am: aRix. Now we say that an SCR F satisfies ITA at R
if and only if,
F (R
′
) = F (R).
Next, we define scoring rules.
For any m ∈ N, a score vector is an m-tuple s = (s1, ..., sm) ∈ Rm with
si ≥ si+1 for all i ∈ {1, ...,m}. Given m ∈ N, n ∈ N, some alternative
a ∈ Am and R ∈ L(Am)In , let σ(a,Ri) denote the ranking of a in individual
i’s preference, i.e. σ(a,Ri) =| {b ∈ A : bRia} | and s(a,R) the score of a at R
with respect to s, i.e.
s(a,R) =
∑
i∈N sσ(a,Ri). We say that F is a simple scoring rule (SSR) if and
only if, there exists a score vector s ∈ Rm such that for any R ∈ L(Am)In ,
F (R)={a ∈ Am : s(a,R) ≥ s(b, R) for any b ∈ Am}.
Remark 2. For any two scoring rules F t, Fw with associated score vectors
t, w ∈ Rm, we have F t = Fw whenever w is a positive linear transformation
of t, i.e. w = at + be, where a, b ∈ R, a > 0 and e = (1, ...1) ∈ Rm. Thus,
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for any s = (s1, ..., sm) with s1 > sm, we could equivalently write the score
vector s as s
′
= (1, ..., 0) where the linear transformation is given by,
s
′
i =
si−sm
s1−sm =
1
s1−sm si +
−sm
s1−sm .
Plurality rule (P) in this context is the simple scoring rule with the asso-
ciated score vector s = (1, 0, ..., 0).
Now let s, t be two score vectors in Rm and F s, F t be the associated SSRs.
The composition of F s, F t, denoted by F s ◦ F t is defined by,
1. a ∈ (F s ◦ F t)(R) ⇐⇒ a ∈ F t(R) and ∑i∈N sσ(a,Ri) ≥∑i∈N sσ(b,Ri) for
any b ∈ F t(R).
Applying 1 recursively, we define the composite scoring rule (CSR) of order m
to be any SCC of the form F sα ◦F sα−1 ◦ . . .◦F s1 , α ≥ 1, where s1, ..., sα ∈ Rm.
Before we proceed to the statement and proof of the characterization
theorem, we state Young’s famous characterization of scoring rules.
Theorem 6. (Young(75)) Given m ∈ N, n ∈ N, an SCC F satisfies neu-
trality, anonymity and reinforcement if and only if it is a scoring rule, i.e.
it is representable by a scoring rule F (R) = F sα ◦ F sα−1 ◦ . . . ◦ F s1 for all
R ∈ L(Am)In, where sα, ..., s1 denote the associated score vectors.
Now we can state the main theorem of this section.
Theorem 7. Let F be a neutral, anonymous, wCP, independent of totally
irrelevant alternatives social choice rule that satisfies reinforcement. Then F
is the Plurality rule.
Proof. It is obvious that Plurality rule satisfies all of the axioms.
Now take any m ∈ N, n ∈ N and let F be an SCC satisfying all five ax-
ioms. Then by Theorem 2, F is representable by a composite scoring rule,i.e.
F (R) = F sα ◦ F sα−1 ◦ . . . ◦ F s1 for all R ∈ L(Am)In . Now take an alterna-
tive set A = {a1, ..., am}, a set of individuals Im = {1, ...,m} and fix any β,
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1 ≤ β ≤ α.
First let m ≥ 3. Consider the below profile:
R =

R1 R2 . . Rm
a1 a2 . . am
a2 a3 . . a1
. . . . .
am−1 am . . am−2
am a1 . . am−1

By anonymity and neutrality, F (R) = A. Then, by definition, F sβ(R) = A.
Now consider the cloning structure (A
′
1, ..., A
′
m), where A
′
1 = {a1, a′1} and
A
′
i = {ai} for all i ∈ {2, ...,m}. Let A′ = A′1∪ ...∪A′m. Let sβ = (s1β, ..., smβ ) ∈
Rm and s˜β = (s˜1β, s˜2β, ..., s˜
m+1
β ) ∈ Rm+1 denote the associated score vectors
used by F sβ respectively on A and A
′
. At any R
′ ∈ LIm [R; (A′1, ..., A′m)], we
have the following:
(1) s˜β(a2, R
′
) = s˜3β + s˜
1
β + s˜
m+1
β + ...+ s˜
4
β
(2) s˜β(a3, R
′
) = s˜4β + s˜
2
β + s˜
1
β + ...+ s˜
5
β
(3) .
(4) .
(m-1) s˜β(am, R
′
) = s˜m+1β + s˜
m−1
β + ...+ s˜
1
β
Since F is wCP, there exists some R¯ ∈ LIm [R; (A′1, ..., A′m)] such that
F (R) = F (R¯) = A, i.e.
(*) A ∈ F s˜β(R¯), i.e. s˜β(a2, R′) = ... = s˜β(am, R′).
Note that equations (1) to (m-1) hold for R¯. Combining (*) and equations
(1) to (m-1) yields s˜2β = s˜
3
β = ... = s˜
m
β . Moreover, F being wCP implies that
s˜1β > s˜
m+1
β . Thus we have shown that, for m ≥ 4, the scoring vector used by
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F sβ has the form sβ = (1, s
m
β , s
m
β , ..., s
m
β , 0).
2
Now let s3β = (1, s
β
3 , 0) be the score vector used by F
sβ when m=3. We will
show that sβ3 < 1. To do so, let B = {a1, a2} and consider,
Q =

Q1 Q2
a1 a2
a2 a1

By neutrality and anonymity, F (Q) = B. Let B
′
= B
′
1 ∪ B′2 where B′1 =
{a1, a′1} and B′2 = {a2}. The four possible cloned profiles on B′ are as follows:
Q
′
1 =

Q1 Q2
a1 a2
a
′
1 a1
a2 a
′
1

Q
′
2 =

Q1 Q2
a
′
1 a2
a1 a1
a2 a
′
1

Q
′
3 =

Q1 Q2
a1 a2
a
′
1 a
′
1
a2 a1

2see Remark 1.
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Q
′
4 =

Q1 Q2
a
′
1 a2
a1 a
′
1
a2 a1

Let Q¯ be the cloned profile where F (Q¯) = B (and hence a1, a2 ∈ F sβ(Q¯).)
We have,
1. s3β(a1, Q
′
1) = 1 + s
β
3
s3β(a2, Q
′
1) = 1
Thus, either sβ3 = 0 or Q
′
1 6= Q¯.
2. s3β(a1, Q
′
2) = 2s
β
3
s3β(a2, Q
′
2) = 1
s3β(a
′
1, Q
′
2) = 1
If Q
′
2 = Q¯, then we should have 2s
β
3 = 1,i.e. s
β
3 =
1
2
.
3. s3β(a1, Q
′
3) = 1
s3β(a2, Q
′
3) = 1
s3β(a
′
1, Q
′
3) = 2s
β
3
If Q
′
3 = Q¯, then we should have 2s
β
3 ≤ 1,i.e. sβ3 ≤ 12 .
4. s3β(a1, Q
′
4) = s
β
3
s3β(a2, Q
′
4) = 1
s3β(a
′
1, Q
′
4) = 1 + s
β
3
If Q
′
4 = Q¯, then we should have s
β
3 = 1, but then, F
sβ(Q¯) = {a′1}, a
contradiction. Thus Q
′
4 6= Q¯.
Combining equations 1 to 4 yields that sβ3 ≤ 12 , i.e. sβ3 < 1.
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Next, we show that smβ < 1 for m ≥ 4. Assume not, i.e. sβ = (1, 1, ...1, 0).
Consider, again,
R =

R1 R2 . . Rm
a1 a2 . . am
a2 a3 . . a1
. . . . .
am−1 am . . am−2
am a1 . . am−1

By anonymity and neutrality, F (R) = A, i.e. F sβ(R) = A. Now again con-
sider the cloning structure (A
′
1, ..., A
′
m), where A
′
1 = {a1, a′1} and A′i = {ai}
for all i ∈ {2, ...,m}. Let A′ = A′1 ∪ ... ∪ A′m. Let R′ ∈ LIm [R; (A′1, ..., A′m)]
be as follows:
R
′
=

R
′
1 R
′
2 . . R
′
m
a1 a2 . . am
a
′
1 a3 . . a1
. . . . .
am−1 a1 . . am−2
am a
′
1 . . am−1

sβ(a2, R
′
) = sβ(a3, R
′
) = ... = sβ(am, R
′
) = m− 1.
sβ(a1, R
′
) = m, i.e. F sβ(R
′
) = {a1}. Thus, we need another clone extended
profile Rˆ where the score of a1 is less than sβ(a1, R
′
). The only change in the
score of a1 could be obtained by moving it below its clone at R
′
2. Let Rˆ be
the profile obtained from R
′
by doing so. But, then,
sβ(a1, Rˆ) =β (a2, Rˆ) = ... = sβ(am, Rˆ) = m − 1 whereas sβ(a′1, Rˆ) = m, i.e.
F sβ(Rˆ) = {a′1}, a contradiction. Hence, smβ < 1 for m ≥ 4, too.
Finally, we will show that sβ = (1, 0, 0..., 0) for each m. To do so, take any
m ∈ N and let sβ = (1, smβ , smβ , ..., smβ , 0). Consider the following profile:
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L =

L1 L2
a1 a2
a2 a3
. .
. .
am a1

sβ(a1, L) = 1
sβ(a2, L) = 1 + s
m
β
smβ (a3, L) = s
m
β (a4, L) = ... = s
m
β (am−1, L) = 2s
m
β
smβ (am, L) = s
m
β
Next, assume a new alternative x is added to the alternative set as follows:
L
′
=

L1 L2
a1 a2
a2 a3
. .
. .
am a1
x x

Now,
sβ(a1, L
′
) = 1 + sm+1β
sβ(a2, L
′
) = 1 + sm+1β
smβ (a3, L
′
) = smβ (a4, L) = ... = s
m
β (am, L
′
) = 2sm+1β
Thus, F sβ(L
′
) = {a1, a2}, i.e. F (L′) = {a1, a2}. Thus, by ITA, we should
have F sβ(L) = {a1, a2}, i.e. smβ = 0
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Thus, we have shown that sβ = (1, 0, 0..., 0) for any number of alternatives.
Hence, F is the Plurality rule.
Finally, we provide one more characterization of the Plurality rule where
we replace cloning-proofness with another consistency axiom.
Definition 14. An SCC F is said to be tops-only if and only if for each
n ∈ N, for each R,R′ ∈ ⋃m∈N L(Am)N ,
[τ(R) = τ(R
′
)] =⇒ F (R) = F (R′).
Theorem 8. Plurality rule is the unique neutral, anonymous, independent
of totally irrelevant alternatives and tops-only social choice correspondence
satisfying reinforcement.
Proof. It is clear that Plurality rule satisfies all of the axioms stated in the
theorem.
Now take any m,n ∈ N and let F be an SCC satisfying all of the axioms.
Again, we first claim that if at any R ∈ L(Am)In , the top-ranked alternatives
of all individuals are distinct (thus n ≤ m), then F (R) = τ(R). To do so, let
Am = {a1, . . . , am}.
1. Suppose | In |=1. Then, by ITA and non-emptiness of F, F (R) = τ(R).
2. Suppose | In |≥ 2. Let R,R′ ∈ L(Am)In be as follows:
R =

R1 . . Rn
a1 . . an
. . . .
. . . .
. . . .
. . . .

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R
′
=

R
′
1 R
′
2 ... R
′
n
a1 a2 ... an
a2 a3 ... a1
. . ... .
. . ... .
an−1 an ... an−2
an a1 ... an−1
an+1 an+1 ... an+1
an+2 an+2 ... an+2
. . ... .
. . ... .
am am ... am

Moreover, let R¯ = R
′ |{a1,...,an}. By neutrality and anonymity, F (R¯) =
{a1, a2, ..., an}. Moreover, applying ITA repeatedly, we have F (R′) =
F (R¯) = {a1, a2, ..., an}. Finally, F (R) = F (R′) since F is tops-only.
Thus, we have proven our claim.
The rest of the proof follows the same steps with that of Theorem 5. Thus
we have proven that F is the Plurality rule.
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CHAPTER 4
CONCLUSION
In this thesis we have provided axiomatic characterizations of the Condorcet
and Plurality rules as well as the class of social choice correspondences that
are hereditary.
The two main concepts we focused on are hereditariness and cloning-
proofness, both of which are consistency axioms defined when the alternative
set is not fixed by nature. However, the definitions we used are not the only
ways one could define these consistency axioms. Further research could be
conducted on various definitions of these axioms, and we conjecture that those
variations would also lead to characterizations of several other social choice
rules studied in the literature.
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APPENDIX
We now show that the axioms listed in our theorems are logically inde-
pendent, starting with those of Theorem 4.
To do so, let N be the set of individuals with cardinality n as in Chapter
1. First rule we introduce is the Pareto rule PR, which chooses the set of all
Pareto optimal alternatives. That is, for each m ∈ N, for each R ∈ L(Am)N ,
PR(R) = PO(R) = {a ∈ Am: @b ∈ Am such that bRia for all i ∈ N}.
Second is the Top-cycle correspondence, TC defined as follows: for each
a, b in Am, we write aDb if a strict majority of agents prefer a to b. TC
chooses the smallest subset of Am with the property that nothing outside the
set is preferred by a strict majority to anything in the set. Formally, for each
m ∈ N and R ∈ L(Am)N , TC(R) = ∩{B ⊆ Am : a ∈ B, b 6∈ B implies aDb}.
Next is the rule F*. To define F*, take any m ∈ N. Set Rm = {R ∈
L(Am)N :| {i ∈ N : aRib} |=| {i ∈ N : bRia} | for all a, b ∈ Am}. Moreover,
take some fixed a¯ ∈ Am. Now,
F*(R) =

Am if R ∈ Rm, m ≥ 3,
{a¯} if R 6∈ Rm; a¯ ∈ CW (R); m ≥ 3 ,
CW (R) otherwise
Finally, we define F** as follows: for each m ∈ N and R ∈ L(Am)N ,
set SM(R) = {a ∈ Am : n(a, b, R) > N2 for every b ∈ Am \ {a}}. Now,
F**(R) = SM(R) if SM(R) 6= ∅ and F**(R) = ∅ if SM(R) = ∅.
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Table 1 below shows that axioms listed in Theorem 4 are logically indepen-
dent1. In the table, TM stands for top-majoritarianity, H for hereditariness,
BDC for binary dominance consistency and CA for cancellation.
Table 1 TM H BDC CA
PR No Yes Yes Yes
TC Yes No Yes Yes
F* Yes Yes No Yes
F** Yes Yes Yes No
Next, we show that axioms in Theorem 5 are logically independent. Again,
we need additional social choice correspondences.
First rule we use is CC defined as follows: there exists some a¯ such that
for every m,n ∈ N, R ∈ L(Am)In ,
CC(R) =
 {a¯} if a¯ ∈ τ(R),{ak ∈ Am : ∀aj ∈ Am, nk(R) ≥ nj(R)} otherwise
Second is the class of priority rules. Let Θ denote the set of all linear
orders on N, with generic element ≺. The notation i ≺ j means that agent i
has priority over agent j. Given n ∈ N, the T-priority rule relative to ≺, PT,
most preferred alternative of the agent with highest priority in In. Formally,
let D≺In = {i ∈ In : for each j ∈ In \ {i}, i ≺ j}. For each m,n ∈ N,
R ∈ L(Am)In , PT(R) = {a ∈ Am : ∀b ∈ Am, aRD≺In b}.
Third is the Borda rule, BR, which is the simple scoring rule with the
associated score vector (m,m− 1, ..., 1) ∈ Rm for each m ∈ N.
Next, let T stand for the top-rule, that chooses the set of all top-ranked
alternatives, i.e. for every m,n ∈ N and R ∈ L(Am)In , T(R) = τ(R).
Table 2 below shows the axioms of Theorem 5 are logically independent.
1”Yes” (”No”) means that a certain rule satisfies (violates) a certain property.
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Table 2 neutral anonymous CP1 reinforcement
CC No Yes Yes Yes
PT Yes No Yes Yes
BR Yes Yes No Yes
T Yes Yes Yes No
Next, we show that axioms in Theorem 7 are logically independent.
Next is the rule IP. Take any m,n ∈ N. For each k ∈ {1, ...,m}, set
bk =| {i ∈ In : ∀aj ∈ Am \ {ak} : ajRiak} |. Then, for any m,n ∈ N,
R ∈ L(Am)In ,
IP(R) = {ak ∈ Am : ∀aj ∈ Am, bk(R) ≥ bj(R)}.
Table 3 below shows that axioms in Theorem 7 are logically independent.
Table 3 neutral anonymous wCP1 ITA Reinforcement
CC No Yes Yes Yes Yes
PT Yes No Yes Yes Yes
BR Yes Yes No Yes Yes
IP Yes Yes Yes No Yes
T Yes Yes Yes Yes No
Finally, in Table 4 below, we show that axioms in Theorem 8 are inde-
pendent.
To do so, we need one last social choice rule. U is the rule that chooses the
whole set of alternatives, i.e U(R) = Am for any m,n ∈ N and R ∈ L(Am)In .
Table 4 neutral anonymous ITA Tops-only Reinforcement
CC No Yes Yes Yes Yes
PT Yes No Yes Yes Yes
U Yes Yes No Yes Yes
BR Yes Yes Yes No Yes
T Yes Yes Yes Yes No
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