Abstract The karstogenesis of a synthetic aquifer is analyzed as a function of the matrix permeability and the fracture density affecting the carbonate reservoir. The synthetic carbonate aquifer generation results from numerical simulations based on Discrete Fracture Network (DFN) and groundwater flow simulations. The aim is to simulate karstogenesis processes in an aquifer characterized by a fracture network, while matching field reality and respecting geometrical properties as closely as possible. DFN are simulated with the soft REZO3D that allows the generation of 3-D realistic fracture networks, especially regarding the relative position of fractures that control the overall network connectivity. These generated DFN are then meshed and considered to perform groundwater flow simulation with the model GroundWater (GW). At each time step and for each fracture element, flow velocity and the mean groundwater age are extracted and used in an analogical dissolution equation that computes the aperture evolution. This equation relies on empirical parameters calibrated with former speleogenesis studies. In this paper, karstogenesis simulations are performed using fixed-head hydraulic boundary conditions within a single stratum as a function of two fracture density settings. The results are interpreted in terms of head fields, mean groundwater age distributions; while total flow rate and average aperture are analyzed as a function of time. The effect of fracture density and rock matrix permeability are then assessed.
Introduction
Karst hydrogeological systems are difficult to manage because of their great heterogeneity and vulnerability to contaminations. Indeed, such aquifers exhibit a dual flow system (Kiraly et al. 1998 ) with a highly transmissive conduits network, and a capacitive bulk mass of fractured rock. With the goal of managing karst groundwater resource either for quantity or quality issues, it is necessary to use adequate numerical models to simulate various scenari. Models used so far, such as lumped, reservoirs or distributed models (Mangin 1975; Sauter 1992; Dörfliger et al. 2009; Fleury et al. 2009; Tritz et al. 2011; Mazzilli et al. 2012 ), either do not take into account the geometry of the karst drainage system or account for a simplified geometry. A better knowledge of this geometry could improve the management of such aquifers, specifically for quality or vulnerability issues and mass transfer modeling.
Several numerical modeling approaches were undertaken to simulate the processes of karst conduit genesis (Palmer 1991; Dreybrodt 1996; Kaufmann and Braun 1999, 2000; Bauer 2003; Liedl et al. 2003; Dreybrodt et al. 2005) . These existing methods are mainly based on the physical and chemical laws driving the carbonate dissolution process (taking into account calcite saturation of the water and partial pressure of carbon dioxide). As a consequence, these previous works provide a well-documented knowledge on the kinetics of the carbonate dissolution processes in karst systems. Nevertheless, these models are mainly applied on simplified initial void networks, which do not match the fracturing and geological reality. However, the initial geometry of the void network (namely the geological structures such as fractures and bedding planes, and their connectivity) determines an important part of the final pattern of the speleological network (Klimchouk and Ford 2000; Bakalowicz 2006; Ford and Williams 2007) . Considering realistic simulated fracture sets as initial void networks could therefore improve the understanding of speleogenetic processes.
In this aim, a numerical model is developed (Lafare et al. 2009; Lafare 2011) , which involves a pseudo-statistic fracturing generator [REZO3D, (Jourde 1999; Josnin et al. 2002; Jourde et al. 2002 Jourde et al. , 2007 ], coupled to a finite element groundwater simulator [GroundWater, (Cornaton and Perrochet 2006a, b; Cornaton 2007; Cornaton et al. 2008) ]. The modeling of the genesis of the karst drainage system is based on an analogical empirical polynomial equation considering the pore velocity and mean age of water as main parameters. The polynomial form of this equation was designed taking the mathematical bases of the MOPOD model as reference. The simulations are performed on the basis of a time step, whose duration depends on the simulated scenario. The mean age of the water is used to represent the progressive decrease of the chemical dissolving potential of the water in contact with the carbonate rock within the aquifer (Dreybrodt and Eisenlohr 2000) .
The first simulator-REZO3D-allows generating three-dimensional networks constituted by plane fractures, whose lengths and spatial distribution respect mechanical and statistical laws. These networks are then processed to write finite element meshes which constitute the basis of further groundwater flow and transport simulations, considered in the karstogenesis processes. The polynomial coefficients of the analogical empirical equation for the karstogenesis were adjusted to approach the results (evolution of fracture aperture pattern and of the total flow rate with time) obtained by the reference simulations based on the dissolution kinetic laws of carbonate (Palmer 1991; Dreybrodt 1996; Palmer 2000; Dreybrodt et al. 2005) .
Once these calibration procedures were carried out, the methodology was applied to more complex situations (Lafare 2011) . In this paper, simulations involving fracture networks generated with REZO3D are presented. These networks consist in two orthogonal families of 2D rectangular fractures embedded in a single stratum represented by a 3D rocky matrix. Karstogenesis is simulated and analyzed according to two settings characterized by different fractures densities. The influence of the fracture density on the karstogenesis processes is therefore explored, in terms of evolution of the distribution of the groundwater age, the head field, and the total flow rate. Besides, the effect of the hydrodynamic characteristics of the carbonate matrix on the synthetic karst network development is also assessed, using three simulation scenarios characterized by various matrix hydraulic conductivities.
Materials and methods
The main steps of the methodology are summarized in the diagram presented in Fig. 1 , and extensively described in Lafare et al. (2009) and Lafare (2011) .
A first set of preprocessing procedures (Fig. 1 , dotted lines) aims to generate an initial void network using the fracture generator REZO3D, and to process it to create a finite element mesh suitable for groundwater flow and transport computations. Statistical and mechanical parameters controlling the generation and distribution of the fracture networks are selected according to the characteristics of the fracture network that is to be modeled (fracture density, length, number of layers, etc.). Two orthogonal fracture families are then produced, each of these families being characterized by the mean and standard deviation of the fractures length, the density represented by the number of initiation points, the number (one in the presented cases), and average thickness of sedimentary layers. Two sets of parameters also control the mechanical relationship between fractures, either of the same family or not. These parameters determine the shape of a relaxation zone around the fractures, preventing the initiation or the development of further fracture (Jourde 1999; Josnin et al. 2002) . The meshing procedure then allows the generation of a fractured reservoir system composed of different flow elements. According to the meshing option chosen, 4-noded fracture elements and/or 2-noded pipe elements are embedded in a comparatively low hydraulic conductivity matrix made of homogeneous 8-noded brick elements. The initial apertures of each fracture element, as well as the hydrodynamic parameters of the matrix, are then set by a dedicated procedure.
The main simulation procedure (Fig. 1 , bold lines) consists in a computing loop involving flow and mean age computations with GroundWater (GW) and a dissolution procedure that modifies the aperture of each fracture and/or conduit element according to the results of the previous computations. For the groundwater flow simulations, a matrix continuum is considered and a discrete fracture approach is used. The Hagen-Poiseuille law controls the 2D fracture elements hydraulic conductivity under saturated and laminar flow conditions, while under turbulent flow conditions the Manning-Strickler law is used. GW is also able to compute the mean groundwater age within the synthetic aquifer, defined as a relative quantity with respect to a starting location where age is supposed to be zero (Cornaton 2003; Cornaton and Perrochet 2006b; Cornaton 2007) . For each time step, at the end of the GW execution, the distributed flow velocities and groundwater ages are extracted for each fracture element.
Then, a ''dissolution'' procedure performs a loop on each element, incorporating the previously extracted variables in the aforementioned analogical empirical polynomial dissolution equation, to compute a new aperture. The next simulation time step can then be launched using the new apertures. The analogical equation (Eq. 1) was elaborated considering polynomial functions of the magnitude of the flow velocity, and of the mean groundwater age:
where a, b, c, and d refer to the polynomial coefficients allowing the adjustment of the equation,
represent, respectively, the aperture, the magnitude of the flow velocity and the mean groundwater age for the element i. The groundwater age is considered here as an enlargement inhibitor factor (as the time spent by the water within the aquifer increases, its potential aggressiveness decreases) and is then placed at the denominator. Indeed, as the time spent by the water within the carbonate aquifer increases, its amount of dissolved carbonate increases while its potential aggressiveness decreases.
Several suitable sets of empirical polynomial coefficients a, b, c, and d were adjusted (Lafare 2011) to approach the results obtained by the reference simulations aiming to simulate the aperture development of a single fracture, based on the calcite dissolution kinetics laws (Palmer 1991; Dreybrodt 1996; Dreybrodt et al. 2005) . In this aim, several benchmark simulations on a single one-dimensional fracture were performed, involving simulation design and parameters as close as possible to the works taken as references (Lafare 2011) . First, acceptable ranges of polynomial coefficients for each setting were determined using a Monte Carlo approach (random sampling using a uniform distribution) aiming to minimize the error between the simulated dissolution pattern and the reference (Root Mean Square Error, RMSE). Then, sensitivity analyses were performed on these ranges to find the most suitable sets of coefficients. The set that has been chosen for this study is the following: a = 0.0008, b = 0.03, c = 1.0, d = 0.2. This set of coefficients was determined as suitable to deal with planar 2-D fractures as tested by Dreybrodt et al. (2005) .
Simulations settings
The aim of this study is to explore the influence of two parameters on the karstogenesis of a synthetic karst aquifer: on one hand the influence of the fracture density, and on the other hand the influence of the carbonate matrix permeability. The fracture networks generated are based on a same basic geometrical setting consisting in a 100 m long (y direction), 50 m large (x direction), and 2.5 m high single stratum ( Fig. 2; Table 1 ). A first fracture network (Network 1, dense, Fig. 2a) is generated, containing a first family (I) of 200 fractures (on the y direction, with a mean length = 50 m) and a second (II) of 400 fractures (on the x direction, with a mean length = 5 m). The second network (Network 2, Fig. 2b ) is generated using the same parameters, except the number of fractures: only 100 fractures for the first family and 200 for the second one. Both networks present orthogonal families of vertical fractures (Fig. 2) .
The flow in these DFN is driven by a fixed-head boundary condition, with a fixed H = 5 m head at the inlet plane y = -50 m, and a H = 0 m head condition at the outlet plane y = 50 m (see Fig. 2 ; Table 2 ). All the fracture elements have a homogeneous initial aperture of 0.01 cm. The simulations are performed for a time period of 10,000 years [a duration that can be sufficient for fissures to grow to traversable size under certain conditions (Palmer 2001 )], with 20 time steps lasting 500 years each, and the enlargement equation parameterized as indicated in Table 2 .
The carbonate matrix is represented by 3-D elements characterized by a hydraulic conductivity K m = 10 -6 m/s. To assess the influence of different matrix hydraulic conductivities, two additional simulations are performed. The matrix hydraulic conductivity rises to K m = 10 -5 and then to K m = 10 -4 m/s (see Table 2 ).
Results
The results concerning the influence of the fracture density are presented in a first part, with maps representing the evolution of groundwater ages distribution (Figs. 3, 4) and charts showing the temporal evolution of the mean aperture over the length of the fracture element and of the total flow rate (Fig. 5) . In a second part, the results for a variable matrix hydraulic conductivity are provided with maps of the evolution of the head fields (Fig. 6 ) and charts showing the temporal evolution of the mean aperture (Fig. 7) and of the total flow rate (Fig. 8) .
Influence of the fracture density on the synthetic karst aquifer genesis
Temporal evolution of the groundwater age distribution
The temporal evolution of the groundwater age distribution is represented for both networks by six snapshots drawn at I refers to the first fracture family, while II represents the second one 1000, 2500, 4000, 5500, 7000, and 8500 years ( Fig. 3 for Network 1 and Fig. 4 for Network 2, respectively). To emphasize the propagation of relatively ''young'' water, the age scale presents values from 0 to more than 0.05 years in the legends of Figs. 3 and 4. It appears that the temporal evolution is relatively similar for both fracture networks. At 1000 years, almost the entire aquifer drains water older than 0.05 years except at locations very close to the infiltration limit, where the flow is not fast enough to allow the young water to penetrate within the system. At 2500 years, young water penetrates a few meters within the fractures directly connected to the input boundary through the initiated preferential enlargement. At 4000 years, the young water penetrates deeper within the aquifer, through the most enlarged and connected flow paths. In the case of the less densely fractured network (Fig. 4) , it can be noted that the penetration is more straightforward and uses a lower number of paths than in the case of the more densely fractured network (Fig. 3) . Accordingly, the young water can then flow slightly farther from the input limit. At 5500 years, the progressive enlargement of the fractures allows the penetration of young (and therefore more aggressive) water down to the discharge limit. The enlarged flow paths converge, or split according to the connectivity of the fracture networks. A characteristic time t, referred to as ''Breakthrough time'' can be defined as the moment when the ratio between the total flow rate at t and the initial total flow rate reaches some predetermined value, e.g., 10
3 (Dreybrodt et al. 2005 ). This increase in Fig. 4 Groundwater age distribution at six times for the less dense network (Network 2) Fig. 5 Temporal evolution of the mean fracture aperture (a) and the total flow rate (b) for both simulations characterized by different densities of fracturing flow rate is sustained by a flow morphology that takes place from the input to the output limit (Jeannin 1996; Dreybrodt et al. 2005) . On the last snapshots (7000 and 8500 years), the enlargement continues and an increasing amount of young water diffuses within the carbonate matrix from the most enlarged fractures. Indeed, the fixed-head boundary condition chosen does not limit neither the flow rate, nor the recharge within the aquifer. As a consequence, steep hydraulic gradients propagate into the stratum towards the discharge limit, between the enlarged fracture elements and the adjacent carbonate matrix. The morphologies obtained (Figs. 3, 4) can be compared to natural ones described for example by Palmer (1991) . In the mentioned paper, the main types of cave patterns are described, as well as their relationship to the different types of recharge and porosity that can be encountered in karst systems. In the presented study, the initial porosity is represented by orthogonal fracture networks. As a consequence, ''angular'' passages are generated. Different morphologies can be isolated according to the different snapshots. Taking the example of the most dense network (Fig. 3) , one can see that at 5500 years a limited number of pathways bring the young water to the discharge limit, fed by several branches. This morphology is designated as a ''branchwork''. On the other hand, at 7000 years the simultaneous enlargement of numerous competing openings is observed, indicating the evolution towards a ''maze''. According to Palmer (1991) , such morphology can be caused by steep hydraulic gradients and low saturation ratios. This is consistent with the fact that at this moment of the evolution, the steep hydraulic gradient propagates within the whole stratum. The role of the recharge is therefore emphasized: if the boundary conditions were different, for example involving a limited flow rate, the results could be different in terms of morphology.
Temporal evolution of the mean aperture and the total flow rate
The temporal evolutions of the mean aperture of the fractures (Fig. 5a ) and of the total flow rate (Fig. 5b) do not seem to depend on fracture density as these evolutions as a function of time are similar for both simulations.
Based on the flow rate evolution as a function of time, it can be observed that the breakthrough Time (determined here for Q = 10 3 9 Q (t=0) ) occurs a few years earlier in the case of the less dense network. This is consistent with the previous observation indicating that the penetration of the young water is more direct and uses a lower number of paths for the less densely fractured network. Therefore, the discharge limit can be reached slightly earlier and the flow morphology allowing the breakthrough can settle. This threshold is attained between 5000 and 6000 years, which is consistent with the observation described in the previous ''Temporal evolution of the groundwater age distribution'': the breakthrough is thought to occur in the time period comprised between the snapshots taken at 5500 years and 7000 years. Influence of the matrix hydraulic conductivity on the evolution of the synthetic karst aquifers
Temporal evolution of the groundwater hydraulic head distribution
Figures 6 and 7 show the temporal evolution of the groundwater hydraulic head distribution for the simulation scenarios with the lowest (K m = 10 -6 m/s) and the highest (K m = 10 -4 m/s) matrix hydraulic conductivity, respectively. As for the groundwater age in the ''Temporal evolution of the groundwater age distribution'', six snapshots are provided from 1000 to 8500 years. It has to be noted that in this section, only the less densely fractured network is considered: the focus is directed on the influence of the carbonate matrix hydraulic conductivity.
It can be observed that the shapes of the obtained head fields are very similar, but do not appear at the same time, which indicates a slightly different evolution as a function of time. At 1000 years as well as at 2500 years, the hydraulic gradient is almost uniform on the whole aquifer in the case of the highest matrix hydraulic conductivity (Fig. 7) . On the other hand, the hydraulic gradient already appears perturbed at 2500 years in the case of the less permeable matrix (Fig. 6) . Such a perturbation doesn't occur until 4000 years for the more permeable matrix (Fig. 7) .
At 5500 years, a matured flow morphology can be observed within the aquifer characterized by the less permeable matrix (Fig. 6) while this feature appears only at 7000 years for the more permeable matrix (Fig. 7) .
It appears that the most permeable rock matrix controls the main part of the flow during a longer time than the less permeable one: the fractures have to attain a higher aperture to gain more control on the whole flow within the aquifer. In the case of a low permeable carbonate matrix, the contrast of permeability between the enlarged fracture and the matrix becomes rapidly considerable. As a consequence, the hydraulic gradient is influenced by the location of the enlarged pathways earlier than for the case of a highly permeable matrix.
Temporal evolution of the mean aperture and total flow rate
The temporal evolutions of the mean aperture of the fractures (Fig. 8a) and of the total flow rate (Fig. 8b) are then presented. It appears clearly that these evolutions differ according to the simulation setting, even if the shapes are relatively similar. Indeed, the mean aperture of the fractures increases faster carbonate matrix hydraulic conductivity increases (Fig. 8a) : a mean aperture of 1 cm is attained at about 6000 years for K m = 10 -4 m/s, 6500 years for K m = 10 -5 m/s, and 7000 years for K m = 10 -6 m/s. The higher hydraulic conductivity of the matrix, combined with a fixed-head boundary condition induces an increased inflow of potentially aggressive water at the beginning of the simulation. In consequence, relatively young water is able to reach a more important number of fracture elements that are then enlarged, increasing the mean fracture aperture.
Concerning the evolution of the total flow rate (Fig. 8b) , it can be observed that the flow rates are already different at the beginning of the simulations: the fixed-head boundary condition added to an increased whole permeability implies an increased flow rate. Regarding the temporal evolution, during the first times, the flow rate remains almost constant until the enlarged fractured flow paths attain a sufficient aperture to control an appreciable part of the flow (or until the breakthrough occurs). This change occurs later in the case of a more permeable matrix: before 2000 years for K m = 10 -5 m/s, 2500 years for
-4 m/s. The curves then follow a similar slope, the enlarged fracture network controlling an increasing part of the flow.
These results in terms of the influence of the carbonate matrix hydraulic conductivities are consistent with the findings issued from studies focusing on the development of a single fracture embedded in a continuous matrix. The breakthrough times are reduced in the case of more permeable matrices, ''the porous continuum acting as a sink'' (Kaufmann 2003) .
Conclusion
The karstogenesis modeling is performed for two realistic fractures networks characterized by different fractures density. The realistically irregular geometries of both networks allow obtaining preferential flow paths determined by the connectivity of the generated fractures. Thus, complex and organized geometries can be produced, and compared to existing mapped speleological networks as described in the cave and karst literature. Nevertheless, the presented analysis doesn't show an appreciable influence of the fracture density on the karstogenesis evolution of the aquifer in terms of mean fracture aperture and total flow rate, at least for this setting.
The role of the hydraulic conductivity of the carbonate matrix was also investigated. It can be noted that after a sufficient period of evolution (ranging from 1000 to 2500 years for a matrix hydraulic conductivity increasing from 10 -6 to 10 -4 m/s), the carbonate matrix exercises a decreasing control on the whole flow, while the enlarged fracture network becomes more and more influent. This fact appears clearly in the study of flow rate evolution. The more permeable the rocky matrix, the longer is its influence on the flow in the aquifer. Moreover, when the flow increases, this involves a faster enlargement of the fracture as the amount of young water supplied within the aquifer increases. These results show that ''the porous continuum acts as a sink'' in the case of a highly permeable matrix, which is consistent with former studies investigating the influence of different matrix hydraulic conductivities on the karstogenesis process (Bauer et al. 2000; Romanov et al. 2002; Kaufmann 2003; Kaufmann et al. 2010) . Nevertheless, the choice of a time-stable matrix hydraulic conductivity prevents from simulating the evolution of the connectivity between fractures with time: indeed, the surrounding potentially fissured carbonate matrix remains soluble, and might evolve in parallel with the more developed fracture networks. This is a limitation for the realistic simulation of speleogenesis processes. Finally, this study shows that the model is able to simulate karstogenesis processes for a single stratum aquifer crossed by two orthogonal families of fractures and for laminar flow conditions. Further studies investigate simulations on multistrata setting, as the effect of various boundary conditions [namely diffuse and/or concentrated recharge conditions as presented by Lafare (2011) ] and time varying boundary conditions. The question of the effect of different boundary conditions is indeed very important: in this study, the fixedhead gradient between input and output limit does not induce any limitation of the flow rate, which is not realistic. A different hydraulic boundary condition might therefore lead to different results, in terms of morphology and temporal evolution. A wider range of fracture networks should as well be performed, for example investigating the influence of different fracture orientations.
