Reverse-engineering of gene networks using linear models often results in an underdetermined system because of excessive unknown parameters. In addition, the practical utility of linear models has remained unclear. We address these problems by developing an improved method, EXpression Array MINing Engine (EXAMINE), to infer gene regulatory networks from time-series gene expression data sets. EXAMINE takes advantage of sparse graph theory to overcome the excessive-parameter problem with an adaptive-connectivity model and fitting algorithm. EXAMINE also guarantees that the most parsimonious network structure will be found with its incremental adaptive fitting process. Compared to previous linear models, where a fully connected model is used, EXAMINE reduces the number of parameters by O(N), thereby increasing the chance of recovering the underlying regulatory network. The fitting algorithm increments the connectivity during the fitting process until a satisfactory fit is obtained. We performed a systematic study to explore the data mining ability of linear models. A guideline for using linear models is provided: If the system is small (3-20 elements), more than 90% of the regulation pathways can be determined correctly. For a large-scale system, either clustering is needed or it is necessary to integrate information in addition to expression profile. Coupled with the clustering method, we applied EXAMINE to rat central nervous system development (CNS) data with 112 genes. We were able to efficiently generate regulatory networks with statistically significant pathways that have been predicted previously.
Introduction
Technology advancements have made large-scale gene expression surveys a reality. Along with genome sequence data, massive gene expression data sets have made biology data rich. These data sets provide an opportunity to directly view the activity of hundreds of genes in parallel. However, computational methods coping with sophisticated analyses of these data sets are often unavailable. Developing powerful computational methods and data mining tools for knowledge inference from gene expression databases is the only way to face this challenge.
Widely used methods to facilitate analysis of gene expression data sets include statistical analysis (De Hoon et al., 2002) , clustering (Tamayo et al., 1999) , classification (Furey et al., 2000; Dewey and Galas, 2001) , and visualization tools (Eisen et al., 1998) . These methods are used in separating genes into known or unknown groups based on their expression profile. For example, a clustering procedure can be performed to group genes by similarity of expression patterns. If two genes are clustered in the same group, they may share a common functional role. But if two genes have distinct expression patterns, their relationship will not be determined by clustering analysis.
In order to answer sophisticated queries from expression data sets, gene regulatory networks have to be reconstructed. Knowledge of the gene regulatory network and its interactions will greatly help in the understanding of important biological processes such as differentiation, cell cycle, and development. Drawing regulatory network information from time-series expression data sets is a reverse-engineering problem. A common approach used to solve this problem has its basis in mathematical modeling. In EXpression Array MINing Engine (EXAMINE) and many other tools, a mathematical model is constructed to simulate the real gene regulatory system with a certain simplification. Then fitting algorithms are applied in searching for the best model parameters that will match the data. Finally, the parameters are used to construct the regulatory network. For mathematical and computational convenience, most models (including EXAMINE) assume that the expression data were the reflection of a single regulatory network with fixed structure. In fact, the underlying network may change its connections during the period when expression data were recorded.
The article is organized as follows: in Section 2, we survey previous work to model and reverse-engineer gene regulatory networks; we also state the goals of this research and the advantages of the proposed method: EXAMINE. Section 3 describes the EXAMINE model and the fitting algorithm associated with the model. Section 4 presents the settings and results of two case studies employing EXAMINE. Sections 5 and 6 discuss the results and implications of the research, respectively.
Previous work
A wide range of modeling frameworks, including Boolean networks (Liang et al., 1998; Akutsu et al., 1999) , linear models (Chen et al., 1999; Weaver et al., 1999; D'haeseleer et al., 2000; Wahde and Hertz, 2001) , Bayesian networks (Friedman et al., 2000; Imoto et al., 2003) , controlled language-generating automata (Chen, 2004) , etc., have been applied in reverse-engineering regulatory networks. All current models are in their infancy and far from perfect. In a Boolean network, which is one kind of deterministic model, the interactions between transcription factors and their target genes are modeled as Boolean functions. The state of a gene is either "on" or "off" depending on the input of the regulation and the Boolean function entailed in the regulation. The reverse-engineering of the Boolean network becomes the problem of searching for the network structure and Boolean functions that best fit the data. Although the reverse-engineering can be done rather easily and efficiently (Akutsu et al., 1999) , the resultant networks could be biased because of the limited expressive power of Boolean models. In the case of a Bayesian network, each gene is modeled as a random variable and the absence of edges between a pair of genes can be interpreted as conditional independence entailed in the network structure. The reverse-engineering of Bayesian network becomes a typical structural learning problem. The goal of the learning process is to search for certain network structure such that the posterior probability of the structure is maximized given the data. A Bayesian network is one kind of stochastic model with expanded expressive power. However, posterior probabilities for all models are likely to be very low because of insufficient training and high data noise. Chen (2004) designed a gene regulatory model based on language-generating automata in which each gene is an automaton and the pathway can be computed by the intersection of languages generated by all automata. This model provided an alternative to existing model frameworks. However, this model has not yet been tested on real data.
In linear models, direct regulation to a specific gene is modeled as a linear combination of influences from all genes in the system. In a mathematic form, direct regulation from a gene to another is modeled as an entry in an N × N weight matrix, where N is the number of elements (genes). Total regulation power is the weighted summation of all mRNA concentrations. Linear models are often described as systems of differential equations which are capable of conveniently representing continuously changing gene expression values. Because gene expression data sets often have far fewer dimensions than the number of elements, and because the model has O(N 2 ) unknown parameters, the system is often underdetermined. Therefore, the fitting process usually results in multiple solutions in a huge search space. This is called the "parameter problem" in this paper. Another problem associated with linear models is that their practical utilities remain undiscovered although many models have been proposed. It is still unknown as to what scale these models can be applied and how reliable those methods are.
Despite the disadvantages of linear models, we have chosen to work in this space and improve their performance with the aim at counteracting the exponential growth of the search space. We will explain three major advantages of EXAMINE as compared with other linear models: (1) the number of parameters is decreased by O(N) while retaining prediction accuracy; (2) the most parsimonious model structure is guaranteed to be recovered by EXAMINE because of its adaptive features. A parsimonious model is more likely to be the true network than a nonparsimonious one when both models fit the training data; and (3) the fitting process is faster in EXAMINE.
The second goal is to obtain the practical utility of EXAMINE by exploring various settings of simulated expression data sets. We will also apply EXAMINE to real gene expression data sets to investigate its performance in a real-world environment.
Methods
EXAMINE includes two closely related parts, the adaptive model and its fitting algorithm. The idea behind the adaptive model is based on sparse graph theory, that is, relationships entailed in a sparse graph can usually be computed efficiently. Based on the knowledge we have, gene regulatory networks can be considered sparse graphs (D'haeseleer et al., 2000) . In linear models, gene networks always have a rigid, fully connected structure because gene regulation is modeled as a linear combination of all genes in the system. In EXAMINE, however, we allow adaptive network structures, in the sense that network structure can change to fit data, to take advantage of the fact that gene networks are sparse graphs. Thus, the parameter problem is alleviated; EXAMINE has only O(N) parameters in the system while a fully connected model has O(N 2 ). In order to find adaptive network structures that fit data well, we use a genetic algorithm (GA) as a component in the fitting algorithm, because the stochastic sampling feature of GAs is suitable for finding adaptive structures without being trapped in local optimums. Other evolutionary optimization algorithms not applied here, such as evolutionary strategies (Rechenberg, 1973) , may be considered for this task.
Adaptive connectivity model
The unit model of EXAMINE for a specific gene i is illustrated in Fig. 1 .
Gene i is regulated by genes p and q independently. The total regulation of gene i is the transformed sum of all weighted regulatory effects. Since reliable measurement of protein concentration is not yet feasible on a large scale, we use mRNA concentrations to approximate the concentration of transcription factors (TFs). The parameters of this unit model are explained in Table 1 . Genes p and q produce TFs to bind motifs of gene i. The regulation effects are weighted by factor w pi and w qi , respectively. As a first-order approximation, the total regulation effect is the sum of all regulation effects and a baseline term b i . This sum is then transformed by a sigmoid function S(·) and a scale factor m i to avoid negative or extremely large regulation effect. The dynamics of the ith species mRNA dv i /dt is then governed by the real gene regulation effects and its degradation rate r i . The complete model of EXAM-INE is a dynamic system composed of the entire set of interconnected unit models. We then transform this picture into mathematical form (Eq. (1)), showing the dynamics of gene i regulated by other genes such as p and q. In Eq. (1), the network has connectivity 2.
(1)
In general, for genes with K regulating genes, the model can be expressed in Eq. (2). To avoid confusion, connectivity K in this article means the maximal number of inputs that an element (gene) can have in a network.
Note that there is a time factor in the model so that we need the time-series gene expression profile as the input of this method. The reverse-engineering problem now becomes searching for unknown parameters, which are illustrated in Table 1 . In order to achieve high predictive power, the model should not limit the connectivity to some fixed K. The fitting algorithm starts off from a basic model (Eq. (1), K = 2) and uses the GA to find a network structure that fits the data well. If the GA fails to find a structure with fitness (defined later) greater than a user-defined threshold, K is incremented to 3 and so on until a structure with fitness greater than the threshold is found at some K. This is basically how the fitting algorithm works. The model is called an adaptive model for two reasons. First, the model connectivity is not fixed but incrementally adaptive to data. Second, at some connectivity K, the structure of the network is not fixed but subject to whatever the GA finds is best for the data.
Fitting algorithm
The basic idea of the fitting process is to iteratively increment the connectivity of the basic model (Eq. (1)) until the data are satisfied. Inside the loop, a GA is employed to search for the optimal solution for the model. A GA, as a member of a family of optimization techniques-evolutionary algorithms, employs the concept of evolution (Everett, 2001) . All evolutionary algorithms make use of a user-defined fitness function Each GA has itself a set of parameters or settings that are target-problem dependent. Table 2 shows the settings of the GA in this algorithm. The setting we used is very close to other GAs except that we use sigma-truncation scaling instead of linear scaling to avoid a pre-convergence problem. Instead of using bit strings, we use real numbers for encoding model parameters such as weight (w i ) and bias (b i ) for convenience purpose. The reason a GA can be used here is that the search space is huge and multimodal (not single-hill). EXAMINE is implemented in C++ with a GA library from http://lancet.mit.edu/ga/. The experiments are performed on IBM TM PC with Linux TM operating system.
The fitness (Eq. (3)) is defined as the reciprocal of one plus the misfit. Misfit is the sum-squared errors between observed (v i ) and predicted (u i ) expression values. The misfit is then incremented by 1 to eliminate the possibility of zero as a denominator. The job of the GA is to find a set of parameters defined in Eq. (2) that maximize the fitness function defined in Eq. (3):
We employ GA as the core of the fitting algorithm for searching a set of parameters that satisfies the data set best. If the fitness is not beyond a preset threshold, the connectivity is incremented by one. The process is repeated until the fitness reaches the threshold. The preset threshold in this study is 0.95, which is fixed over all level of model connectivity.
Because a GA is a stochastic algorithm, a single solution may not reflect the underlying network. We therefore use a model sampler to collect a number of output networks from the GA and use them to vote for the majority to determine a single output network. In the artificial intelligence literature, this technique is also called ensemble learning (Russell and Norvig, 2003) . The fitting engine (Fig. 2) is constructed from the fitting core and the model sampler. The fitting engine receives a gene expression data set as an input and output a model (network) that fit the data well. Inside the fitting core, a GA is employed to search for model parameters. If the model does not achieve a fitness that is greater than the threshold, the model will be updated automatically with higher connectivity and sent back to GA. Otherwise, the model will go into the model sampler, which is in charge of cataloging and analyzing the sample distribution. Whenever the model sampler collects a sufficient number (set to 20) of models, it will output the final model for the input data set. Like many other linear models, EXAMINE is designed to be value-continuous, time-continuous, and value-constrained. These features make EXAMINE behave closer to a real biological system than qualitative models do. The real improvement offered by EXAMINE comes from the observation that only regulatory elements must be included in the model such that sparse graph modeling can be applied. By indexing regulating genes instead of including all genes in the model, we avoid a fully connected model. The advantage is three-fold. First, the computational load is significantly reduced. More importantly, the number of parameters is reduced by O(N). As we know, the search space grows exponentially with the number of parameters. Reducing the number of parameters improves the chances of pinning down the correct regulatory network. The third advantage is that a minimal solution will be found first to avoid overfitting. By minimal solution we mean the heuristic solution with minimal connectivity K among all solutions that fit the data sets well. This advantage comes from the incremental fitting process designed for the adaptive model. Because we incrementally adjust the model connectivity to the data, the GA will explore simpler network structures first so that a minimal solution will be found first. After a minimal solution is obtained, there is no need to continue exploring more complex structures and the fitting process will terminate successfully. In addition, it is believed that biological systems are complex but efficient. The minimal connectivity solution would be a preferred candidate to the real gene regulatory networks.
Experimental results
In this section, we validate the concept of EXAM-INE by two experimental studies. In Section 4.1, we give a metric for measuring the performance of network reverse-engineering. In Section 4.2, we design a simulation study to test practical utilities of linear models by using simulated expression data sets. In Section 4.3, EXAMINE is applied to reverse-engineer the rat central nervous system from real expression data set.
Measurement of performance
We use graph similarity to measure the performance of the reverse modeling.
Definition. For two directed graphs with the same number of nodes, the graph similarity/distance is the number of matches/mismatches in the vertices matrix divided by the product of connectivity K and the number of nodes N.
The total number of edges in the graph can be assumed to be O(NK). The number of mismatches is divided by the product of N and K so as to normalize graph similarity/distance. Thus, graph similarity can be used as a universal measurement for all graphs. Note we use the term "graph", "network", and "model" interchangeably under various contexts.
Case study 1: exploring examine using artificial expression data
We set up an experiment to explore the performance of the EXAMINE under various input settings. Let us use N to denote the number of genes, and T to denote the length of time series. For each setting (N, T), where 1 ≤ N, T ≤ 1000, the modeling performance is computed according to Fig. 3. For each setting (N, T) , the random network generator is employed to an input network with random model parameters. Then a simulated expression profile is generated from the input networks according to its model parameters. After applying the fitting engine to the expression data, the output model (network) was generated. We then calculate graph similarity of the input-output model pair to determine the modeling performance. This process is repeated 100 times. The fitting performance for a specific (N, T) is the average graph similarity of the 100 input-output model pairs. Fig. 3 . Experimental design. Input networks are created by the random network generator, and simulated gene expression data sets are generated for each of the input networks. Then the simulated data are reverse-engineered by the fitting engine to create the output networks. Graph similarity is computed between the input-output models to determine the fitting performance.
The performance for each (N, T) is plotted as a point in the surface of Fig. 4 . It is easy to see that the number of elements N plays a dominant role in determining the performance of the fitting algorithm. The length of time series T is also a factor but not as significant as the number of genes. We found that when the length of time series is equal to or close to the number of elements, the system reaches peak performance. When T is less than N, the system is underdetermined. On the other hand, when T is larger than N, the performance also deteriorates because of potential overfitting.
Based on Fig. 4 , a guideline is provided for linear model practitioners: Because of the sheer complexity of modeling a biological system, the practical input size for the fitting algorithm is 3-20 genes or gene clusters. For small input size such as 3-20 genes, the algorithm can identify 90% correct regulatory pathways. Large-scale systems are strongly underdetermined (with many good solutions). In order to perform reverse-engineering to a large-scale system, either a cluster procedure is needed or another source of information is needed to constrain the system.
Case study 2: application to rat CNS data
Rat central nervous system data (CNS) was obtained from Wen et al. (1998) . The data set consists of measurements of gene expression levels for 112 inter-and Fig. 4 . The performance of the model fitting process. The performance is tested under different sizes of expression matrices. Each point in the performance surface is the average graph similarity measurement with corresponding input sizes. intracellular signaling genes from major families. The data provide a temporal gene expression pattern with nine time points during the development of the central nervous system of rats. Fig. 5 shows clustering results of the 112 genes. Wen et al. (1998) found that genes, which belong to distinct functional classes and gene families are clearly mapped to particular expression patterns. Wen et al. (1998) . Expression level for each gene is normalized to its maximum value. Wave 1 consists of genes active during initial proliferation, wave 2 contains genes associated with neurogenesis, wave 3 is made up of most genes for neurotransmitter signaling, wave 4 contains genes active during the final maturation of the tissue, and wave 5 consists of diverse genes.
Among all network parameters, indices and weights are the most important because they will be used to construct the network pathways. Fig. 6 shows sampling distribution of the indices and weight parameters. Because the underlying network is unknown, we use Shannon's entropy (Cover and Thomas, 1991) and variance to measure the modeling performance for indices and weights parameters respectively. Shannon's entropy is a measure of uncertainty of a probability distribution. For a discrete random variable X such as the histograms in Fig. 6a , Shannon's entropy H(X) can be calculated
where ℵ is the sample space of X. Note that we use frequency to approximate the probability p(x) for each outcome x in the sample space ℵ. For the indices parameters (Fig. 6a) , smaller entropy values indicate higher prediction convergence, that is, a bigger consensus among predictions. For weight parameters (Fig. 6b) , a large value with small variance suggests a strong regulation with a high confidence level. The average entropy for all eight indices distributions is 0.68 bits. The average standard deviation for the Fig. 6 . Applying the fitting algorithm to the rat CNS data: (a) statistical pattern (sample size 100) of the indices parameter distribution. Genes responsible for enhancing and repressing regulations are identified during the fitting process. Each column bar is the frequency of a regulation input to a cluster. An outstanding bar indicates a high probability that a regulatory element is caught and (b) parameter distribution of the regulation weights. Large values (positive or negative) with small errors indicate strong regulations. Each number with associated error is the input regulatory weight for a corresponding cluster. A positive number suggests an enhancing effect; a negative number suggests repressing. In the fitting algorithm, the range of the allowed value of weight parameters is set between −10.0 and 10.0. weight parameters is 1.51. Using the same data set and a fully connected linear model, Wahde and Hertz (2001) reported a reconstructed network of this system. Compared to Fig. 6 , the results of Wahde and Hertz (2001) showed large variance (standard deviation 4.16 versus 1.51 in EXAMINE when scaled to the same range) of predicted parameters. The entropies for indices are not directly comparable because Wahde and Hertz (2001) use a fully connected structure. It is clear that indexing regulatory element in EXAMINE results in a reduced search space and improved reliability.
The results of Fig. 6 were then transformed into the final reconstructed network by choosing significant indices parameters (with entropy smaller than 0.8 bits). Our results are compared to the results of Wahde and Hertz (2001) in Fig. 7 . Apparently, both results agree on certain regulation pathways. For example, Cluster 1 shows strong up-regulation to Clusters 2 and 3. There are also some minor differences. Cluster 4 has a down-regulation pathway to Clusters 1-3 in EXAM-INE; however, in Wahde and Hertz's work it is reported that Cluster 4 is responsible for lowering expression of Clusters 1 and 3 but in a direct way. One major difference is: which cluster is responsible for the rising expression level of Cluster 4? Wahde and Hertz (2001) suggest that Clusters 1, 3, and 4 are the causes. However, Fig. 6 shows that Cluster 2 received 79 votes out of 100 and the regulation weight is 7.6 ± 1.7 out of a possible 10.0. Our results indicate Cluster 2 has a dominant and strong up-regulation effect to Cluster 4. Because both Clusters 2 and 4 consist of mainly neuroglial marker genes (Wen et al., 1998) , the strong interactions between the two clusters are not surprising.
Analysis of results
In fact, it is possible to find a parsimonious network by fitting a fully connected model (Fig. 7b) simply because any graph is a subgraph of a fully connected graph. However, this requires a long detour because the search space is unnecessarily huge. Moreover, using a fully connected model may result in unreliable conclusions as evidenced by the large variation of weights estimates.
Because gene expression data sets, especially microarray data sets, are highly noisy, overfitting the system would lead to fitting to noise; therefore, finding a near-optimal solution may be more appropriate than finding the optimal one. In such a scenario, a GA would be a proper method to find near-optimal solutions. When the number of elements increases, the number of near-optimal solutions also increases. This may explain why we obtained very low modeling performance for large-scale systems. Note that low modeling performance for a large-scale network does not mean no solutions are found but rather that too many near-optimal solutions (fitness > 0.95) are found. The fitness threshold is set at 0.95 to ensure high performance of the fitting algorithm. If the threshold is too low, the solution tends to be divergent. On the other hand, if the threshold is set too high, e.g. 0.99, the algorithm may overfit the data. A reasonable threshold will tolerate noise and avoid overfitting problems.
We are facing a dilemma for large-scale systems: with a long time series, the system may be determined but the noise in the data will make the results unreliable. On the other hand, if we tolerate the noise to some degree, the large number of solutions will make the inference impossible. This is an intrinsic problem; therefore searching algorithms other than GAs would not be likely to improve the performance. Indeed, D'haeseleer (2000) reported a very high condition number (6.3 × 10 4 ) obtained from fitting a 65-node gene network using the linear regression method. This fact implies a relatively large system can be largely underdetermined and thus the model fitting performance may be quite low. The only way to improve the performance is to integrate other information with the gene expression profile to constrain the system search space. One recent study by Gardner et al. (2003) reported that SOS pathways were predicted successfully by integrating perturbations experiment design with linear additive models. However, there is no demonstrated utility of such methods to large-scale network reconstruction. In addition, these methods require specially designed data sets, which are not available with most current databases.
Discussion
Linear models are one category of mathematical models that are applied to reconstruct gene regulatory networks from time-series expression data sets. A well-known parameter problem is associated with linear models: all linear models contain a fully connected network, which has too many parameters to be effectively pinned down. A new approach, EXAMINE, was proposed to overcome this problem. With this method, the number of parameters can be reduced by O(N) and the minimal solution can be obtained. A guideline for linear models users was also provided by systematically testing modeling performance of randomly generated networks. Satisfactory modeling performance was obtained by testing real expression data sets.
For a known network, we define graph similarity to measure the modeling performance. For an unknown network, certain statistics, such as Shannon's entropy or variance, were used to measure the modeling performance. These measurements can also be used to compare the performance of different methods.
In EXAMINE, some advanced techniques, such as adaptive modeling and fitting, have been applied to gain better performance. Therefore, the results of EXAM-INE represent not only an example of linear models, but also a generalization of current linear model technologies.
We found linear models can only deal with small networks. A natural question would be whether the brute-force method can be used in obtaining the optimal solution. Because of the sheer complexity of biological systems, the answer will clearly be "No". For example, for a small network with 10 elements, with each node having 6 parameters and each parameter having 10 possible values, the total number of possible values will be 10 60 , which is beyond the power of current computers.
Because GAs and other optimization tools are not a factor in determining modeling performance, the only constraint of the modeling performance is the size of the search space. In the near future, we will investigate integrating promoter sequence data with expression data to constrain the system search space. Moreover, we will consider adding stochastic features to the model and designing a domain-specific fitting algorithm to make this method more accurate and powerful. At this point, we believe this method is a useful tool for biologists who are interested in design and analysis of expression experiments.
