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Abstract
A fully algebraic approach to the design of nonlinear high-resolution schemes is revisited and extended to quadratic ﬁnite
elements. The matrices resulting from a standard Galerkin discretization are modiﬁed so as to satisfy sufﬁcient conditions of the
discrete maximum principle for nodal values. In order to provide mass conservation, the perturbation terms are assembled from skew-
symmetric internodal ﬂuxes which are redeﬁned as a combination of ﬁrst- and second-order divided differences. The new approach
to the construction of artiﬁcial diffusion operators is combined with a node-oriented limiting strategy. The resulting algorithm is
applied to P1 and P2 approximations of stationary convection–diffusion equations in 1D/2D.
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1. Introduction
Discrete maximum principles (DMP) play an important role in the analysis and design of ﬁnite element methods.
Most of the proofs and algorithms are based on a well-known set of sufﬁcient conditions which provide the M-matrix
property and are easy to verify. Algebraic ﬂux correction [6,5] makes it possible to enforce these conditions a posteriori
by adding a suitably designed artiﬁcial diffusion operator to an a priori unstable Galerkin discretization. In the case of
low-order ﬁnite elements, all the necessary information is inferred from the original stiffness matrix. However, the use
of higher-order basis functions may entail a loss of accuracy/consistency if the DMP constraint is enforced in the usual
way. In this paper, we focus on the peculiarities of P2 elements and explain how to overcome some of the difﬁculties
that arise from their use.
2. Design criteria
A ﬁnite element discretization of the form Au=b satisﬁes the DMP for nodal values under the following constraints
(see, e.g., [1]):
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(i) all diagonal coefﬁcients of A are positive
aii > 0, ∀i, (1)
(ii) there are no positive off-diagonal entries
aij 0, ∀j = i, (2)
(iii) A is strictly diagonally dominant∑
j
aij > 0, ∀i. (3)
These sufﬁcient (but not necessary) conditions ensure that A = {aij } is an M-matrix and has a nonnegative inverse.
Inequalities (1)–(3) are easy to verify but may impose severe restrictions on the shape of ﬁnite elements and on the
choice of basis functions. In particular, any discretization of convective/diffusive terms which satisﬁes the M-matrix
criterion a priori is doomed to be ﬁrst-/second-order accurate, respectively (see, e.g., [4, pp. 119–120]).
In order to circumvent the above-mentioned order barriers, thematrix coefﬁcientsmay need to be adjusted a posteriori
so as to take the local solution behavior into account. This idea forms the basis for the development of algebraic ﬂux
correction schemes [6,5]. The ﬁrst step is to construct an artiﬁcial diffusion operator D = {dij } such that A˜ = A + D
is an M-matrix and the vector Du can be decomposed into a sum of internodal ﬂuxes [6]
(Du)i =
∑
j =i
fij , fji = −fij . (4)
In the case of low-order ﬁnite elements, which produce stiffness matrices with a compact stencil, the minimum amount
of artiﬁcial diffusion is given by
fij = dij (uj − ui), dij = −max{aij , 0, aji}, (5)
but the design of artiﬁcial diffusion operators and of the corresponding ﬂuxes for P2 ﬁnite elements is more involved,
as explained in the next section.
3. Artiﬁcial diffusion operators in 1D
In order to illustrate the differences between linear and quadratic FEM approximations, let us consider the 1D
convection–diffusion equation
v
du
dx
− d
2u
dx2
= 0, v > 0, > 0. (6)
The standard Galerkin discretization of the convective and diffusive terms on a single P1 element e = (xi, xi+1) of
length x yields the element matrices
C|e = v2
[−1 1
−1 1
]
, S|e = 
x
[
1 −1
−1 1
]
. (7)
Note that the entries of the symmetric operator S|e have the right sign and do not need to be modiﬁed. However, the
discrete transport operator C|e has a negative diagonal entry and a positive off-diagonal one, which can be rectiﬁed by
adding a symmetric perturbation matrix with zero row and column sums
C˜|e = C|e + v2
[
1 −1
−1 1
]
= v
[
0 0
−1 1
]
, S˜|e = S|e. (8)
After the global matrix assembly, the upwind difference scheme is recovered
v
ui − ui−1
x
− ui−1 − 2ui + ui+1
(x)2
= 0. (9)
D. Kuzmin / Journal of Computational and Applied Mathematics 218 (2008) 79–87 81
By virtue of (8), the replacement of C|e by C˜|e generates an error which can be decomposed into a sum of skew-
symmetric numerical ﬂuxes [6]
fi+1/2 = v2 (ui − ui+1) = −
vx
2
(
du
dx
)
i
+ O(x2), (10)
where fi+1/2 is the shorthand notation for fij , j = i + 1. The Taylor series expansion of ui+1 about ui reveals that
the numerical diffusion coefﬁcient is proportional to x, which corresponds to a consistent ﬁrst-order perturbation.
The element matrices for a P2 discretization on e = (xi−1, xi+1) are given by
C|e = v6
[−3 4 −1
−4 0 4
1 −4 3
]
, S|e = 6x
[ 7 −8 1
−8 16 −8
1 −8 7
]
. (11)
In this case, even the operator S|e does not pass the M-matrix test and needs to be modiﬁed. However, artiﬁcial diffusion
of the form (5) would introduce a zeroth-order perturbation error rendering the scheme inconsistent. This is why it is
appropriate to apply a discrete diffusion operator of fourth order
S˜|e = S|e + 6x
[−1 2 −1
2 −4 2
−1 2 −1
]
= 
x
[ 1 −1 0
−1 2 −1
0 −1 1
]
. (12)
Both farmost off-diagonal entries of C|e also need to be nulliﬁed, since their treatment in accordance with (5) would
result in a signiﬁcant loss of accuracy. Hence, it is worthwhile to reduce the stencil of the matrix as follows:
Cˆ|e = C|e + v6
[ 1 −2 1
0 0 0
−1 2 −1
]
= v
3
[−1 1 0
−2 0 2
0 −1 1
]
. (13)
Due to the fact that C|e is skew-symmetric, this modiﬁcation affects only the elements of the ﬁrst and last rows, while
the middle row remains unchanged.
The remaining positive off-diagonal entries are eliminated in the usual way using d12 = 23v = d23 based on the
coefﬁcients of the original operator
C˜|e = Cˆ|e + d12
[ 1 −1 0
−1 1 0
0 0 0
]
+ d23
[0 0 0
0 1 −1
0 −1 1
]
= v
3
[ 1 −1 0
−4 4 0
0 −3 3
]
. (14)
In fact, it is tempting to take d12 = v/3 which would produce a lower triangular matrix with c˜12 = 0. However, using
d12 = d23 would result in a ﬁrst-order perturbation of the middle row, whereas the above deﬁnition corresponds to a
second-order perturbation and yields a consistent ﬁrst-order scheme. Indeed, after the matrix assembly and division by
the diagonal entries of the (row-sum) lumped mass matrix ML = diag{. . . , 2x/3, 4x/3, 2x/3, . . .} we obtain(
du
dx
)
i−1
≈ −3ui−2 + 4ui−1 − ui
2x
,
(
du
dx
)
i
≈ ui − ui−1
x
, . . . . (15)
By construction, the ﬂuxes into the midpoint node xi can be expressed in terms of ﬁrst- and second-order divided
differences
fi−1/2 = 23v(ui − ui−1) −
1
6
[
v − 
x
]
(ui−1 − 2ui + ui+1) = O(x), (16)
fi+1/2 = 23v(ui − ui+1) +
1
6
[
v + 
x
]
(ui−1 − 2ui + ui+1) = O(x), (17)
which follows from (12)–(14). The so-deﬁned ﬂuxes fi±1/2 preserve consistency even though the coefﬁcients of S|e
are inversely proportional to x.
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4. Artiﬁcial diffusion operators in 2D
In the 2D case, the coefﬁcients of the discrete convection and diffusion operators C and S are given by cij =
∫
 i (v ·∇j ) dx and sij = 
∫
 ∇i · ∇j dx. As a rule, the element matrix C|e must be generated using numerical integration
but S|e can be obtained in an analytical form. For the six-node triangle depicted in Fig. 1, the entries of S|e depend on
the cotangents ,  and  of interior angles opposite to the edges x3x5, x5x1 and x1x3, respectively [3],
S|e = 
⎡
⎢⎢⎢⎢⎢⎣
3(+ ) −4  0  −4
−4 8 −4 −8 0 −8
 −4 3(+ ) −4  0
0 −8 −4 8 −4 −8
 0  −4 3(+ ) −4
−4 −8 0 −8 −4 8
⎤
⎥⎥⎥⎥⎥⎦ , (18)
where = + + . Hence, the off-diagonal coefﬁcients are of variable sign.
In order to enforce the M-matrix property and reduce the stencil of the stiffness matrix following the strategy
developed in 1D, all off-diagonal coefﬁcients which correspond to vertex–vertex connections should be eliminated
regardless of their sign. In a practical implementation, the global stiffness matrix S or the element matrices S|e are
modiﬁed edge-by-edge. If xk is the midpoint of the edge xixj , then the coefﬁcients sij and sji can be nulliﬁed as
follows:
sii := sii + dij , sik := sik − 2dij , sij := sij + dij ,
ski := ski − 2dij , skk := skk + 4dij , skj := skj − 2dij ,
sji := sji + dij , sjk := sjk − 2dij , sjj := sjj + dij , (19)
where dij = −sij , cf. Eq. (12). The corresponding ﬂuxes are proportional to a second-order divided difference along
the edge
−fki = fik = dij (ui − 2uk + uj ) = fjk = −fkj . (20)
It is instructive to consider the reduced-stencil counterpart of S|e which reads
S˜|e = 2
⎡
⎢⎢⎢⎢⎢⎣
+  − 0 0 0 −
− 4− 2 − −4 0 −4
0 − +  − 0 0
0 −4 − 4− 2 − −4
0 0 0 − +  −
− −4 0 −4 − 4− 2
⎤
⎥⎥⎥⎥⎥⎦ . (21)
If all angles are less than or equal to 	/2, i.e., if the triangulation is of nonobtuse type [1], then > 0, > 0, > 0.
Hence, the remaining off-diagonal entries are nonpositive and no further modiﬁcations of S˜|e are required.
As in the 1D case, the stencil of the discrete transport operator C also needs to be reduced. The pair of matrix entries
cij and cji associated with vertices xi and xj can be eliminated using the artiﬁcial diffusion coefﬁcients
dij = −cij + cji2 = dji, d
′
ij = −
cij − cji
2
= −d ′ji , (22)
x1 x2 x3
x4
x5
x6
Fig. 1. Degrees of freedom for a six-node triangle.
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which represent the symmetric and skew-symmetric part of C, respectively. It is worth mentioning that dij is usually
very small or zero, unless the velocity ﬁeld is strongly nonuniform and/or at least one of the nodes is located on the
boundary. The symmetric part is removed using the matrix update
cii := cii − dij , cij := cij + dij ,
cji := cji + dij , cjj := cjj − dij , (23)
while the skew-symmetric one calls for the second-order perturbation
cii := cii + d ′ij , cik := cik − 2d ′ij , cij := cij + d ′ij ,
cji := cji − d ′ij , cjk := cjk + 2d ′ij , cjj := cjj − d ′ij . (24)
The net internodal ﬂux associated with these modiﬁcations is given by
fij = dij (uj − ui) + d ′ij (ui − 2uk + uj ) = −fji (25)
or, equivalently, by the pair of ﬂuxes fki = −fij and fkj = fij into node k.
Furthermore, the matrix entries associated with an edge midpoint xi and a vertex xj located opposite the edge are
also nonvanishing. The symmetric part (if any) can be eliminated via (22)–(23) and the skew-symmetric one using
ﬂuxes of the form fij = d ′ij (ui − uk − ul + uj ) = −fji , where uk and ul are the solution values at the midpoints of
adjacent edges. Thus, we set
cii := cii + d ′ij , cik := cik − d ′ij , cil := cil − d ′ij , cij := cij + d ′ij ,
cji := cji − d ′ij , cjk := cjk + d ′ij , cjl := cjl + d ′ij , cjj := cjj − d ′ij . (26)
Finally, the remaining positive off-diagonal entries of C are eliminated using symmetric perturbations of the form (23).
The artiﬁcial diffusion coefﬁcient
dij = −max{cij , 0, cji} = dji (27)
is to be employed for all midpoint pairs. On the other hand, if xk is a midpoint located between the vertices xi and xj ,
then it is advisable to synchronize the artiﬁcial diffusion coefﬁcients dik and dki as in the 1D case. Therefore, let
dik = −max{cik, cki , 0, ckj , cjk} = djk , (28)
which results in a second-order perturbation of row k.
5. Limited antidiffusive correction
The linearM-matrix A˜=A+D constructed as explained in the previous section gives rise to a ﬁrst-order discretization
error, so that the use of quadratic basis functions does not pay off. In order to recover the high accuracy of the underlying
Galerkin scheme, excessive artiﬁcial diffusion needs to be removed. By construction, the perturbed and unperturbed
matrices satisfy the relation
Au = b ⇔ A˜u = b + Du, (Du)i =
∑
j =i
fij . (29)
Thus, the artiﬁcial diffusion built into A˜ can be canceled by adding the sums of raw antidiffusive ﬂuxes fij to the
corresponding rows of b. Some ﬂuxes are harmless but others may need to be limited in order to suppress spurious
undershoots and overshoots. To this end, each ﬂux ismultiplied by a correction factor ij and inserted into the right-hand
side of the perturbed system
A˜u = b˜, b˜i = bi +
∑
j =i
ij fij , 0ij 1. (30)
Setting all correction factors equal to zero, we obtain the low-order scheme, while the original Galerkin scheme is
recovered if no limiting is performed.
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The DMP for nodal values is satisﬁed if the sum of limited antidiffusive ﬂuxes can be represented in the form∑
j =i
ij fij =
∑
j =i
qij (u)(uj − ui), qij 0, ∀j = i. (31)
This constraint can be enforced by tuning the correction factors ij which should be as close to 1 as possible for
accuracy reasons. The resulting nonlinear algebraic system can be solved, e.g., using iterative defect correction [6].
The limiting strategy developed in [6,5] is based on the following generic algorithm, whereby positive and negative
antidiffusive ﬂuxes are treated separately:
(1) Compute the sums of positive and negative antidiffusive ﬂuxes
P+i =
∑
j =i
max{0, fij }, P−i =
∑
j =i
min{0, fij }. (32)
(2) Pick a set of coefﬁcients qij 0 and deﬁne the upper/lower bounds
Q+i =
∑
j =i
qij max{0, uj − ui}, Q−i =
∑
j =i
qij min{0, uj − ui}. (33)
(3) Evaluate the nodal correction factors for positive/negative ﬂuxes
R+i = min{1,Q+i /P+i }, R−i = min{1,Q−i /P−i }. (34)
(4) Multiply the raw antidiffusive ﬂux fij by the minimum of R±i and R∓j
fij := ij fij , ij =
{
min{R+i , R−j } if fij > 0,
min{R−i , R+j } otherwise.
(35)
The above deﬁnition of ij corresponds to a symmetric ﬂux limiter which is used by default. Upwind-biased limiters of
TVD type [6,5] take advantage of the fact that one of the off-diagonal coefﬁcients, say a˜j i < a˜ij 0, is strictly negative
and preserves its sign as long as the magnitude of fij is bounded by that of a˜j i (uj − ui). In order to enforce this
condition, the original ﬂux fij may need to be replaced by fij := minmod(fij , a˜j i(uj − ui)), where
minmod(a, b) =
{
min{a, b} if a > 0, b > 0,
max{a, b} if a < 0, b < 0,
0 otherwise.
(36)
This manipulation renders the ﬂux fji := −fij harmless, so that it sufﬁces to increment the sum P±i and apply the
correction factor ij =R±i . The upwind-biased limiting strategy is appropriate for ﬂuxes of the form fij =dij (ui −uj )
which are responsible for mass exchange between nearest neighbors.
The part of the artiﬁcial diffusion operator which is associated with stencil reduction admits a nonunique ﬂux
decomposition. On the one hand, ﬂuxes of the form (25) can be redirected into an edge midpoint by setting
fki := fki − fij , fkj := fkj + fij , fij := 0. (37)
On the other hand, they can be treated as such and limited separately by algorithm (32)–(35) based on another set
of P±i , Q
±
i and R
±
i . In this case, the symmetric limiting strategy is in order, since both off-diagonal coefﬁcients of
the low-order operator are equal to zero by construction. It is worth mentioning that ﬂuxes given by (20) with dij < 0
preserve the sign of a˜ki and a˜kj . Hence, they should be limited using the nodal correction factors R±i and/or R
±
j .
The upper/lower bounds Q±i are assembled from edge contributions of the form qij (uj − ui) using the unperturbed
coefﬁcients of C and S to deﬁne
qij := max{cij , 0, cji} + |sij |. (38)
If nodes i and j are not nearest neighbors, then qij (uj − ui) should be omitted or replaced by 2qij (um − ui), where
um = uk for vertex–vertex connections and um = (uk + ul)/2 for vertex–midpoint connections. This deﬁnition is
motivated by the fact that 2(um − ui) = uj − ui = 2(uj − um) for a linear function.
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6. Numerical examples
As a standard test problem, consider the 1D convection–diffusion equation (6) to be solved in the domain = (0, 1)
subject to the boundary conditions u(0) = 0 and u(1) = 1. Fig. 2 displays the analytical solution
u(x) = e
Pex − 1
ePe − 1 where Pe =
v

(39)
as compared to the piecewise-linear interpolants of nodal values computed using algebraic ﬂux correction for P1 and
P2 ﬁnite elements. In the latter case, Eqs. (16)–(17) were used to deﬁne the raw antidiffusive ﬂuxes.
If the Peclet numberPe is relatively small, then the analytical solution is smooth and the correction factors returned by
the ﬂux limiter approach 1. Hence, the accuracy of the underlying high-order discretization is decisive. The numerical
solution for Pe= 10 produced by the P1 version on a uniform mesh of 10 elements (Fig. 2a) is slightly underdiffusive,
whereas the nodal values computed using ﬁve quadratic elements are almost exact, see Fig. 2b.
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Fig. 2. Convection–diffusion in 1D: linear vs. quadratic elements. (a) Pe = 10, 10 P1 elements; (b) Pe = 10, 5 P2 elements; (c) Pe = 100, 20 P1
elements; (d) Pe = 100, 10 P2 elements.
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Fig. 3. Convection–diffusion in 2D: ﬂux-limited P2 solution. (a) Structured mesh: 2048 cells; (b) unstructured mesh: 3296 cells; (c) structured mesh:
32768 cells; (d) unstructured mesh: 52736 cells.
At large Peclet numbers, the standard Galerkin method tends to produce spurious oscillations, whereas ﬂux-limited
solutions are uniformly bounded by the boundary values 0 and 1, as required by the DMP. Fig. 2c and d reveal that
the approximations computed using 20 P1 and 10 P2 elements for Pe = 100 are of comparable quality. As a rule of
thumb, the use of higher-order basis functions pays off only for smooth data.
The second example illustrates the performance of the new algorithm as applied to the P2 discretization of the 2D
convection–diffusion equation
v · ∇u − u = 0 in = (0, 1) × (0, 1), (40)
where v = (cos 30◦, sin 30◦) and = 10−8. The boundary conditions read
u(x, 0) = 0,
u(1, y) = 0,
u
y
(x, 1) = 0, u(0, y) =
{
1 if y0.2,
0 otherwise. (41)
The standard Galerkin method would produce nonphysical oscillations in the vicinity of the line x = 1, where the
Dirichlet boundary condition makes the solution gradient very steep. Fig. 3 displays the linear interpolants of the
ﬂux-limited solutions computed using P2 elements on four different meshes. Two of them are structured, whereas the
other two are unstructured. In either case, the ﬁner mesh (Fig. 3c and d) is constructed from the coarser one (Fig. 3a and
b) using two quad-tree reﬁnements. The DMP for nodal values is satisﬁed regardless of the size, shape and orientation
of mesh elements.
7. Conclusions
This paper was intended to address some frequently asked questions regarding the applicability of algebraic ﬂux
correction to quadratic ﬁnite elements. The shortcomings of straightforward extensions were exposed and a new
approach to the design of artiﬁcial diffusion operators was introduced. The corresponding internodal ﬂuxes were
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deﬁned in terms of ﬁrst- and second-order divided differences, and a multi-dimensional limiting strategy was outlined.
The proposed algorithm was applied to stationary convection–diffusion equations in 1D and 2D. The resulting solutions
were shown to be nonoscillatory and, in some cases, superior to those computed on the basis of a P1 discretization. On
the other hand, the involved programming effort and the overhead cost are quite signiﬁcant, whereas the improvements
are often marginal, if any. In fact, ﬂux limiters of TVD type tend to be slightly overdiffusive for P1 and P2 elements
alike, so that the higher accuracy of quadratic FEM approximations cannot be recovered to the full extent. Hence, the
overall performance depends strongly on the quality of the limiter and on the nonunique ﬂux decomposition.
An extension of the above methodology to time-dependent problems is complicated by the fact that row-sum lumping
(the only lumping technique that does conserve mass [2]) stores the whole mass at edge midpoints, whereas there is no
mass associated with vertices. In fact, the lumped-mass Galerkin discretization can be interpreted as a ﬁnite volume
scheme with edge-centered degrees of freedom [7]. Therefore, it is necessary to distinguish between vertex–vertex,
vertex–midpoint and midpoint–midpoint interactions which should be treated differently. As of this writing, an optimal
way to deﬁne and limit the corresponding internodal ﬂuxes is yet to be found. In summary, algebraic ﬂux correction
for quadratic ﬁnite elements seems to be feasible but gives rise to many challenging open problems. It is hoped that
this paper sheds some light on the difﬁculties to be dealt with and introduces some useful tools.
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