The hole in the retina where the optic nerve passes through it creates a blind area large enough to hide the image of a man's head viewed from 5 metres away. The blind spot is close to the centre of the visual field, but normally we are completely unaware of it. Part of the reason for this is that the blind spot of each eye falls in a part of the visual field where the other eye can see, but even in monocular vision, unless the image of a highly distinctive object happens to fall on the blind spot of the open eye, we are never aware of the gaping hole in our visual field. The main reason for this, as the reader can confirm by inspecting Figure 1 , is that, whatever occupies the visual field immediately surrounding the blind spot, whether it is a blank field, a pattern or a contour, appears to continue through the blind area. A distinctive object whose image falls on the blind spot disappears, and its place is taken by an interpolation of the image from the borders.
Interpolation of this sort, known as 'filling in', is not confined to the blind spot. It can be invoked in any part of the visual field, either by a real scotoma, as in the case of a retinal lesion, or by a visual stimulus with a blank patch in it that can generate an 'artificial scotoma' [1] . Random texture patterns, like the one in Figure 1b , are particularly effective at generating artificial scotomas when the pixels in the texture are flickered. Within a few seconds, the blank patch in the texture appears to be filled with twinkling pixels indistinguishable from the rest of the pattern. The filling in appears to occur whenever the blank patch has the same mean luminance as the surrounding pattern, and happens even when the patch has a different colour, or consists of slowly moving dots. Flicker is not essential for the creation of artificial scotomas. They can be generated by steady viewing of stationary patterns and may even occur with a blank patch in a page of random letters of the alphabet.
The filling in of nondescript patches in a pattern is to be contrasted with the 'pop out' phenomenon, which occurs whenever a regular pattern contains a distinctively different element. The distinctive region of the pattern appears more striking than the rest, and tends to grab one's attention, or pop out. Inspection of Figure 2 will convince the reader that differences in orientation or in colour are sufficient to cause an element of a pattern to pop out. However, if the distinctive element is imaged on the blind spot, the visual system replaces it with something approximating its neighbours.
Figure 1
One of the surprising things about scotomata is that they get filled in with the pattern that surrounds them. Hence when wallpaper is viewed monocularly the blind spot appears to be filled with the pattern of the wallpaper. It is said that King Charles II used to alleviate his boredom by decapitating his courtiers by the simple expedient of imaging their heads on his blind spot. When a page of text is viewed monocularly the text appears to cover the blind spot. Any distinctive image feature that falls on the blind spot is, of course, rendered invisible and the text that covers the rest of the page appears to be continuous throughout the region of the blind spot. It is, of course, impossible to read text that falls on the blind spot. These two very different effects of visual context -pop out, in which the response to a distinctive element is enhanced by the surrounding elements, and filling in, where a non-existent response is created by extrapolation from surrounding areas -may be explained by the extensive network of recurrent excitatory and inhibitory connections in the striate cortex, as proposed in a recent model [2] . It is well established that most of the excitatory inputs to cortical cells arise from other cortical cells, either close at hand or at some distance. Recurrent excitation in the visual cortex may be important for controlling response gain and stimulus selectivity [3] . Stemmler et al. [2] have concentrated on the effects of stimulus orientation, which provides examples of both pop out and filling in. A texture element pops out if it differs in orientation from the elements that surround it ( Figure 2a) ; filling in may be used to interpolate a contour through a region where it is too faint to be seen.
The model proposed by Stemmler et al. [2] assumes that the long-range excitatory connections occur principally between cells tuned to the same orientation, and that converging recurrent excitatory signals and direct excitatory inputs from the lateral geniculate nucleus activate both inhibitory and excitatory neurons. Inhibition has a higher threshold than excitation, so when geniculate input is weak, the lateral connections enhance its effect without becoming intense enough to produce inhibition, but when geniculate input is strong, the main effect of the cortical network is to damp down an already strong response. Thus, filling in may be provided by the excitatory effect of the cortical network enhancing the responses to stimuli of low contrast. High contrast stimuli pop out when the surrounding elements differ in orientation, because the gain regulating inhibition is concentrated on cells tuned to similar orientations.
Weliky et al. [4] have recently made direct measurements of the physiological effects of long-range connections in the primary visual cortex (V1) of the ferret, and the results confirm that the strongest effects of electrical stimulation occur when recording and stimulating electrodes are in regions of cortex where the cells have similar orientation preferences. Orientation columns were mapped optically in vivo using voltage-sensitive dyes, and then slices of cortex were cut to study the connectivity by intracellular recording combined with electrical stimulation. Not only were the strongest effects of electrical stimulation obtained when the recording and stimulating electrodes were in iso-orientation columns, but Weliky et al. [4] also found that blocking (excitatory) glutamate synapses with 6-cyano-7-nitroquinoxaline-2,3-dione (CNQX) blocked inhibition, indicating that the lateral excitatory connections are also responsible for inhibition. The typical pattern of responses was a rapid low-threshold excitation followed by a slower, higher threshold inhibition.
Although the wiring of connections in area V1 appears to provide a framework both for filling in and pop out, when cells in cat V1 are tested with visual stimuli they do not show evidence of filling in. Pettet and Gilbert [5] found that the receptive fields of cells in area V1 of the cat could be induced to enlarge by stimulation of the surrounding area, in a way that mimics what happens with an artificial scotoma. Unfortunately, although the increase in receptive field size that Pettet and Gilbert observed could in principle produce filling in, it occurs much more slowly (over about 10 minutes) than the perceptual phenomenon, which takes a few seconds.
The search for a physiological parallel of pop out in V1 has been more fruitful. Kneirim and van Essen [6] observed orientation-selective facilitation and inhibition of the responses of cells in area V1 of the awake monkey that were qualitatively similar to psychophysical pop out effects. Surrounds containing oriented bars (as in Figure  2 ) suppress the responses of most cells to bars of similar orientation more strongly than they suppress the responses to bars of different orientation. Again, these effects were appropriate in kind, and occurred within a few milliseconds of stimulus onset. The response to an optimally oriented line is reduced by about 30 % when it is surrounded by lines of the same orientation. When the orientation of the lines in the surround is different from that of the line on the receptive field, the suppression is partially reduced. Quantitative psychophysical measurements and a systematic exploration of the effects of changing stimulus parameters would be needed to clarify the relationship between these physiological observations and perceptual pop out.
The interactions observed by Kneirim and van Essen [6] happen within a few milliseconds, whereas filling in takes several seconds [1] , making it unlikely that the two phenomena are closely related. However many neurons in area V3 of the monkey cortex respond to texture patterns with holes comparable to that shown in Figure 1b in a way that seems very closely related to the perceptual phenomenon of filling in [7] . Texture patterns without holes generate a larger response than those with holes. But with many neurons, the response to a texture pattern with a hole gradually increases over about 10 seconds, until it is comparable to the response generated by the intact texture. The time-course of this gradual increase in responsiveness of V3 neurons matches the time course of perceptual filling in reported by human observers viewing the same patterns. Neurons in V2 show a qualitatively similar effect that is much smaller in magnitude. It is difficult to argue with the suggestion of De Weerd et al. [7] that the perceptual filling in of artificial scotomas is mediated by extrastriate visual processing.
