This study investigates the co-variability between measures of the spreads in the ensembles of seasonal climate simulations and large scale climate indices. Spreads in the ensembles of seasonal simulations (of rainfall and near surface air temperature) from an atmospheric model, over South African provinces, are quantified with the de-trended anomalies of standard deviation (StdDev) and the distance between the 90th and 10th percentiles (RoP) of the simulations. Results indicate that, on seasonal time scales, measures of spread significantly co-vary with observed global sea surface temperatures (SST) far and near. This suggests that the climate factors controlling the degree to which the seasonal climate may be precisely forecast over the South African provinces may both be locally and remotely based. Results also indicate that all significant predictors of spread-El Niño-Southern Oscillation (ENSO), Indian Ocean Dipole (IOD), Benguela Niño (BGN) and Southwest Indian Ocean Index (SWI), are of tropical origin; they co-vary significantly with measures of spread on seasonal time scales over a number of provinces and seasons, particularly during the rainfall onset and peak periods, as well as during the cold season. Nevertheless, responses of measures of spread to climate predictors are relatively small, either indicating that predictor-spread relationships are more complex in nature than can be represented by the traditionally simple climate indices, or indicating that controls on ensemble spread are weak. Therefore, there may be limits to the extent to which year-to-year variations in the predictability of seasonal climate over South Africa provinces might be understood.
Introduction
An emerging question of whether the possible spread of seasonal climate simulations over South African provinces varies on inter-annual basis was addressed by [1] . In an atmospheric modelling study that used the observed sea surface temperatures (SST) and radiative forcing variations over the past half century, [1] found that the inter-annual variability and long-term trends in the ensemble spreads of seasonal rainfall and near surface temperature over the South African provinces were larger than expected based on sampling error alone. Moreover, model skill was found to be higher during situations when the simulation spreads were narrower, suggesting that the reality of long-term trends in the spreads of the climate model ensemble reflect primary trends in the seasonal climate system that recent seasonal forecasting systems might also be expected to reproduce. This paper follows by investigating whether the trends in the spread of seasonal climate simulations over South Africa arise from physical responses that are themselves potentially predictable. These physical responses are regarded as drivers and mechanisms that may be remotely forced or locally based. These driving factors may include year-to-year variations in SST anomalies or large-scale patterns of co-variation in the atmosphere or coupled atmosphere-ocean system.
This study aims to further advance the understanding of predictability of South African seasonal climate by examining the co-variability between SSTs, large-scale climate indices and the spread in the ensemble of seasonal climate simulations from an atmospheric model.
Several studies have carried out investigations on the relationship between the SSTs and the chaotic seasonal atmospheric states of South Africa (e.g. [2] [3] [4]). They found strong relationships between SSTs and the ensemble mean in an ensemble forecast system. Studies have also found that spreads in the ensembles of climate models can be utilized to assess the reliability and skill of climate forecasts and or simulations ( [5] [6] [7] [8] ). Hence, the year-to-year variations in the ensemble spreads reflect variations in the predictability of seasonal climate forecasts [1] . In view of these, this study seeks to answer the question-do variations in SST anomalies co-vary with measures of seasonal climate predictability (i.e. the ensemble spread of the simulations). If so, what is the nature of the significant climate predictors for South African seasonal climate? Provisional answers to these may assist forecasters and modelers evaluate the uncertainty in specific seasonal forecasts.
The domain of study is the Republic of South Africa-a moderately dry country with inconsistent rainfall systems ( [9] [10]; Figure 1 ). We focus on the provinces because administrative decisions on water resource and agricultural management are made at the provincial level, and the provincial borders often align with sharp gradients in climatology [1] . Abbreviations used in this study for the South African provinces are explained in Table 1 . Analyses of the seasons that is generally most relevant for climatic impacts will be discussed. For . Interpretations of the provincial abbreviations are presented in Table 1 . season during this period. The next section of this study will briefly discuss the datasets, their sources and the adopted analysis procedures. Sections three and four, respectively, will describe the results and, summary and conclusions.
Datasets and Analysis Procedures
This study uses the same data described in [1] . These data consist of ensembles from the Hadley Centre Regional Model version 3P (HadRM3P). These simula- [14] ), but dynamically and regionally downscaled to a spatial resolution of 50 km in order to better resolve topographic niceties that can be very important in mountainous South Africa. Further details on the setup and simulations can be found in [1] . This study uses 100 simulations per month selected according to the same criteria as [1] . HadRM3P ensembles have two distinctive advantages: 1) a huge sample size that allows more clear-cut sampling of the climate distributions and, 2) a relatively high spatial resolution that allows detailed analysis over South African provinces. Here, the simulations are regarded as hindcasts with perfect skill in forecasting the oceanic and radiative forcing states. However, they have no additional skill in forecasting the atmospheric state beyond what is imposed by the oceanic and radiative boundary conditions [1] .
This study also adopts the two measures of predictability used by [1] to quantify ensemble spreads. These are the standard deviation (StdDev) and the distance between the 90th and 10th percentiles (RoP) of the simulations. These measures of spreads are computed from the ensembles of monthly near surface air temperature and rainfall from the HadRM3P-50 km model simulations. StdDev utilizes all of the data and it can accurately be calculated from small samples, but it is very sensitive to outliers. Furthermore, while interpretation of observed values within the context of StdDev variations requires the assumption of some distributional form, the RoP does not require such an assumption. RoP, therefore, is considered the opposite of StdDev in all of these three aspects.
Observed anomalies of global gridded monthly SST (Kaplan SST-V2) dataset were acquired from the web portal of the Physical Science Division (PSD) of National Oceanographic and Atmospheric Administration (NOAA/OAR/ESRL) based in Boulder, Colorado, USA-http://www.esrl.noaa.gov/psd. Details on this dataset can be found in [15] , [16] and [17] .
The correlation coefficient (r) is used to measure co-variation between the de-trended global gridded SST and the de-trended provincial measures of ensemble spread for the relevant seasons and both climate variables. This helps to indicate which areas of the ocean surfaces the South African predictability measures co-vary with, thus helping to concentrate on the selection of the climate indices used in this study. Though r cannot be used to prove a causal relationship between the two variables, it is however able to evaluate the possibility of linear dependence ([18] [19] ). All variables are linearly de-trended because this study is interested in the year-to-year variability relevant to seasonal forecasting rather than the long-term trends. However, analyses without the de-trending operations showed negligible differences; in addition, results obtained using Spearman's Ranked Correlation Coefficient showed no difference to those obtained using r, and are therefore not discussed further. All temporal and spatial information are from 1961 to 2009. In view of the findings above, the climate indices to be considered in this study are the Antarctic Oscillation (AAO), Indian Ocean Dipole (IOD), Multivariate ENSO Index (MEI) and Tropical Southern Atlantic (TSA). Others are the Benguela Niño (BGN), South Indian Ocean Index (SIO) and Southwest Indian Ocean Index (SWI). These indices have been shown to be relevant to large-scale seasonal circulation over the South African region. On Table 2 are brief descriptions of the climate indices considered in this study and the source of the time series used in this study. The correlations of the de-trended provincial-seasonal measures of spread with the de-trended climatic indices are calculated on inter-annual time scales on seasonal bases. Since the data used in this study have large sample sizes for each year, a Monte-Carlo bootstrap re-sampling procedure ( [24] [25] [26] ) is used to sample uncertainty in the results, with the re-sampling conducted 1000 times.
Results and Discussion

Co-Variability of Provincial-Seasonal Ensemble Spreads and the Global SST
Co-Variability of Provincial-Seasonal Ensemble Spreads and the Climate Indices
Rainfall
Panels in Figure 4 , which depict the seasonal correlations between measures of spread (RoP and StdDev) for rainfall and climate indices, show that correlations (r) range from considerably weak to moderate in both directions of direct and inverse relationships. For instance, average r spans between +/−0.47; and when the error bars are considered, the spread is +/−0.8. The error bars in Figure 4 show that there are obvious cases of non-zero r which are consistent across the two measures of spread. This means that climate Table 1 and Table 2 respectively. Benguela Nino BGN BGN dataset is similar to those of TSA described by [38] . It is a measure of SST anomaly gradient over the south-eastern Equatorial Atlantic. The influence of the tropical south-eastern Atlantic SST anomalies on the western Southern African rainfall and temperature may be enhanced if the easterly inflow of moisture from the western Indian Ocean is greater than average. Therefore, local evaporation, coupled with enhanced instability, over the south-eastern Atlantic Ocean act to supplement the precipitation derived from the Indian Ocean source rather than providing a dominant source of moisture. Its construction is however restricted to SST anomalies over the South Atlantic Ocean rectangular domain 15˚E -0˚E and 30˚S -5˚S in this study.
[38] [39] [40] [41] [42]
South Indian Ocean Index SIO SIO dataset, described by [43] , is akin to IOD dataset. The exception is that SIO is strictly constructed from SST variability over the Southern Indian Ocean rectangular domain 50˚E -115˚E and 35˚S -0˚S, also, using the methodology of [34] .
[31] [43] Southwest Indian Ocean Index SWI SWI dataset is very similar to SIO except that SWI is constructed from SST variability over the Southwestern Indian Ocean rectangular domain 35˚E -70˚E and 40˚S -20˚S. Warm and cold conditions over the Southwest Indian Ocean have been linked, respectively, with wet and dry conditions over South Africa and vice versa. This is regardless of the atmospheric and oceanic mechanisms by which they arise.
[41] [44] indices co-vary significantly with measures of spread on seasonal time scales over a number of provinces and seasons. During the rainfall onset period i.e.
spring season, the figure shows that measures of spread over many provinces co-vary with more than one climate index. (Figure 4 ). During the rainfall cessation period i.e. autumn (Figure 4 ), measures of spread co-vary with TSA over FSP and with BGN over NWP. These co-variabilities suggest that the climate factors controlling the degree to which the seasonal rainfall may be precisely quantitatively forecast over the South African provinces may both be locally and remotely based. Results also suggest that all significant predictors of are of tropical origin. However, instances of major disagreements between RoP and StdDev, regarding the co-variability between climate indices and measures of spread, are noticed in AAO over LMP and Eastern Cape Province during rainfall peak and onset seasons respectively (Figure 4 ). In the same manner, there are disagreements between measures of spread in BGN over FSP during autumn. In general, the degrees of co-variation, between climate indices and measures of spread, differ from index-to-index, season-to-season and province-to-province. There is no gross spatial pattern to the co-variations at the national scale.
There is evidence of physically-based co-variation between climate indices and measures of spread. For instance, the frequencies (i.e. enumeration) of province-season non-zero correlations, at the 10% significant level, have more than the required statistical provincial-seasonal realizations ( Table 3) . For each variable, season, and province in Table 3 , if the indices and the measures of spread are independent then approximately 1 out of 9 provinces per index would be expected to be significant (i.e. non-zero r) by random chance. Frequencies of non-zero r that are above 1 are thus suggestive that we are finding evidence of physically-based co-variation. However, the 1-in-9-expected-by-chance rule of thumb should be considered a bare minimum, rather than sufficient, because the provinces are hardly independent of each other climatologically. It is challenging to estimate the degree to which actual inter-region and inter-season correlation modifies the required minimum (and hence field significance) without resorting to much larger ensembles. Instead, we can identify the minimum effective degrees of freedom required for specific counts to remain locally significant. For instance, supposing eight effective degrees of freedom from four independent seasons and the nine provinces behaving as two independent units, a count of at least 12/36 would be required for each climate index and spread measure (combining the counts of all of the seasons). This is satisfied for StdDev with the MEI, SIO, and SWI indices. Adding two additional spatial degrees of freedom would mean that StdDev with BGN and RoP with BGN, SIO, and SWI would also pass. Therefore, these calculations indicate that MEI, BGN, SIO and SWI have a significant influence on rainfall predictability over South Africa throughout the year. It should be noted though that TSA and, particularly, IOD are also highly locally significant during the onset period (Table 3) . Their influence on rainfall predictability, however, tends to be weakest during rainfall peak and cessation periods.
Though not included in Figure 4 , it is nevertheless worthy to note that both measures of spread co-vary significantly with MEI during the dry winter season Meanwhile, studies have shown that rainfall over Western and Eastern Cape Provinces in winter and year-round respectively result from frontal systems which are modulated by southern mid-latitude circulation [27] ; and that the AAO provides an effective measure of the equator-ward/pole-ward variations in the position of the southern mid latitude circulation [28] . Thus, the general lack of significant co-variation between the measures of spread and AAO over Western and Eastern Cape Provinces (not shown) suggests that the predictability of seasonal rainfall as a result of variations in the frequency and intensity of mid-latitude flow structures, such as cut-off-lows, is not related to the variations in the frequency and intensity themselves, at least in a linear way. Table 1 and Table 2 respectively.
Temperature
For near surface temperature, some of the frequencies of province-season non-zero r also have more than the required statistical provincial-seasonal realizations (Table 3) . However, at least in part because of the smaller sample size (only two seasons) than used for precipitation, it is less clear that these indicate true relationships. For instance, supposing four effective degrees of freedom from two independent seasons and the nine provinces behaving as two independent units, a count of at least 9/18 would be required for each climate index and spread measure (combining the counts of both the hot and cold seasons). This is only satisfied for StdDev with the MEI and SWI.
Summary and Conclusions
In order to address to the probing question of whether there are any SST influences on the range of possible seasonal climates, this study further examined the co-variability between indices of large-scale climate variability and the variations in the ensemble spread of simulations of an atmospheric regional climate model over South Africa. Within the HadAM3P-N96/HadRM3P-50 km regional modeling framework used in this study, it has been established that the measures of the range of predictability, vis-à-vis measures of spread, over South African provinces significantly co-vary with the observed global SST far and near on seasonal time scales, suggesting that the climatic driving factors/forces may be locally or remotely based. Analyses revealed that the degrees of co-variability differ from index-to-index, season-to-season and province-to-province over South Africa. Nevertheless, this study affirms that ENSO (as described by MEI), IOD, BGN and SWI are the most influential in altering the spread of seasonal rainfall and temperature over South Africa in these simulations.
These findings are consistent with the connections between large-scale SST and remote atmospheric anomalies and South African climate noted by [22] [23] [31]- [44] . [22] and [23] found that ENSO has the largest influence on South African rainfall, vis-à-vis temperature, anomalies. Our results are also consistent with findings of [31] [41] [43] and [44] that IOD and SWI also influence and modulate South(ern) African rainfall, vis-à-vis temperature, anomalies. They concluded that positive and negative SST anomalies, respectively, over the west and East Indian Ocean increase rainfall occurrences over southeastern Africa. They then adduced that enhanced evaporation occurs over the warm parts of the southwest Indian Ocean and that this moist air is transported towards southeastern Africa by a low-pressure anomaly that is generated over the warm parts. This enhances the onshore flow. In the same manner, [39] [41] and [42] found that variations in SST anomalies over the tropical southeastern parts of Atlantic Ocean also appear to have some role in influencing climate predictability all seasons, and most especially in summer season. This study has built on the earlier work by revealing that the effectiveness of these predictors may be modulated by other aspects of year-to-year variability.
These results of this study suggest that there may be limits to the extent to which inter-annual variations in the predictability of seasonal climate might be The results presented here come from analysis of a single climate modeling system; therefore, the robustness of the results to model selection is unknown. Moreover, this modeling system is not particularly modern and certainly does not represent a state-of-the-art model. But this study could not be conducted with a computationally expensive state-of-the-art model, because no computational resources exist, at the moment, for running the large ensembles of high-spatial-resolution simulations required to precisely characterize variations in ensemble spread at the sub-national level; therefore, this data set is currently unique. Whether another model would reveal the same relationship is unknown, consequently the specific values should not be taken too literally, but rather as indicative of the plausibility that regional predictability can itself be modulated from year to year.
Another concern is that this study only looked for linear relationships between climate predictors and measures of predictability. Although significant correlations were found, there was no indication of the mechanism for causation. It may be that climate indices are influencing the atmosphere in a way that affects predictability of seasonal climate, or that climate indices are responding to some other driver which is also affecting the seasonal climate predictability over South Africa. Such a driver could be elsewhere within the climate system or could be external in nature, for instance through anthropogenic emissions [1] . Despite the removal of linear trends from the time series of the analysis, nonlinear responses to external drivers (e.g. aerosol concentrations) may still be present in the data, as suggested by the mostly positive correlations for temperature predictability against SSTs globally. Beyond all these, the mechanisms through which various predictors could affect the spread of seasonal climate simulations over South Africa remain undefined.
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