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Abstract
In this paper we study the existence of solutions for Lidstone boundary value problems on time scale.
Firstly, by using Schauder fixed point theorem in a cone, we obtain the existence of solutions to a Lidstone
boundary value problem (LBVP). Secondly, existence result for this problem is also given by the monotone
method. Finally, by using Krasnosel’skii fixed point theorem, it is proved that the LBVP has a positive
solution.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
We are interested in the existence of positive solutions of the following Lidstone boundary
value problem (LBVP),
(−1)ny2n(t) = f (t, yσ (t)), t ∈ [0,1], (1.1)
y
2i
(0) = y2i (σ(1))= 0, 0 i  n − 1, (1.2)
where n  1 and f : [0, σ (1)] × R → R is continuous. We assume that σ(1) is right dense so
that σ j (1) = σ(1) for j  1. Throughout this paper we let T be any time scale (nonempty closed
subset of R) and [a, b] is a subset of T such that [a, b] = {t ∈ T: a  t  b}.
In this section we develop some inequalities for certain Green’s function which are needed
later. In Section 2 we shall state a fixed point theorem due to Schauder and we obtain existence
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E. Cetin, S.G. Topal / J. Math. Anal. Appl. 334 (2007) 876–888 877of solutions for the LBVP (1.1)–(1.2), also in this section we prove the existence and uniqueness
theorem for solutions which will lie between the lower and upper solutions when they are given
in the well order, i.e. the lower solution is under the upper solution. In Section 3 we discuss the
existence of a positive solution for the LBVP (1.1)–(1.2) under f0 = 0, f∞ = ∞ or f0 = ∞,
f∞ = 0.
The cone theory techniques have been applied by several authors for ordinary differential
equations and dynamic equations on time scales including two-point, three-point, and Lidstone
problems in [1,2,5,7] and references therein. Lidstone boundary value problem (LBVP) has at-
tracted considerable attention in recent years [10–12]. Very recently, Henderson and Prasad [8]
established comparing the smallest positive eigenvalues for LBVP on time scales. Some prelim-
inary definitions and theorems on time scales can also be found in the books [3,4] which are
useful references for calculus of time scales.
By a solution y(t) of the LBVP (1.1)–(1.2) we mean y : [0, σ (1)] → R, y satisfies (1.1) on
[0,1], and y satisfies the boundary conditions (1.2). To obtain a solution for the LBVP (1.1)–
(1.2) we require a mapping whose kernel Gn(t, s) is the Green’s function of the boundary value
problem,
y
2n
(t) = 0, t ∈ [0,1],
y
2i
(0) = y2i (σ(1))= 0,
for 0 i  n − 1.
The Green’s function for the problem y(t) = 0, y(0) = y(σ (1)) = 0, is
G(t, s) = 1
σ(1)
{
t (σ (s) − σ(1)), t  s,
σ (s)(t − σ(1)), t > σ(s). (1.3)
If we let G1(t, s) := G(t, s), then for 2 j  n we can recursively define
Gj(t, s) =
σ(1)∫
0
Gj−1(t, r)G(r, s)r. (1.4)
Further, it is easily seen that
(−1)nGn(t, s) 0, (t, s) ∈ [0, σ (1)] × [0,1]. (1.5)
We assume hereafter that [0, σ (1)] is such that
ξ := min
{
t ∈ T: t  σ(1)
4
}
and ω := max
{
t ∈ T: t  3σ(1)
4
}
,
both exist and satisfy
σ(1)
4
 ξ < ω 3σ(1)
4
,
and if σ(ω) = 1, assume σ(ω) < σ(1).
Lemma 1.1. For (t, s) ∈ [0, σ (1)] × [0,1], we have
(−1)nGn(t, s) =
∣∣Gn(t, s)∣∣
(
σ(1)
4
)n−1
σ(s)(σ (1) − σ(s))
σ (1)
. (1.6)
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σ (1)
, (1.7)
i.e. Eq. (1.6) is true for n = 1. Assume that Eq. (1.6) holds for n = k. Then for (t, s) ∈ [0, σ (1)]×
[0,1] it follows from Eqs. (1.4), (1.5) and (1.7) that
∣∣Gk+1(t, s)∣∣
σ(1)∫
0
∣∣Gk(t, r)∣∣∣∣G(r, s)∣∣r

σ(1)∫
0
(
σ(1)
4
)k−1
σ(r)(σ (1) − σ(r))
σ (1)
σ (s)(σ (1) − σ(s))
σ (1)
r

(
σ(1)
4
)k−1
σ(s)(σ (1) − σ(s))
σ (1)
{ 1∫
0
σ(r)(σ (1) − σ(r))
σ (1)
r
+
σ(1)∫
1
σ(r)(σ (1) − σ(r))
σ (1)
r
}

(
σ(1)
4
)k
σ (s)(σ (1) − σ(s))
σ (1)
.
Thus Eq. (1.6) is true for n = k + 1. 
Also,we can say that
(−1)nGn(t, s) =
∣∣Gn(t, s)∣∣
(
σ(1)
4
)n
.
Lemma 1.2. Let δ ∈ (0, σ (1)2 ) be given. For (t, s) ∈ [δ, σ (1) − δ] × [0,1], we have
(−1)nGn(t, s) =
∣∣Gn(t, s)∣∣ θn(δ)σ (s)(σ (1) − σ(s))
σ (1)
, (1.8)
where
θn(δ) =
(
δ
σ (1)
)n(
δ2
(
σ(1) − 2δ))n−1.
Proof. For (t, s) ∈ [δ, σ (1) − δ] × [0,1], from (1.3) we find
∣∣∣∣ G(t, s)G(σ(s), s)
∣∣∣∣=
⎧⎨
⎩
t (σ (1)−σ(s))
σ (s)(σ (1)−σ(s)) , t  s,
σ (s)(σ (1)−t)
σ (s)(σ (1)−σ(s)) , t > σ(s),
 δ
σ (1)
and so∣∣G(t, s)∣∣ δ ∣∣G(σ(s), s)∣∣= δ σ (s)(σ (1) − σ(s)) ,
σ(1) σ (1) σ (1)
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[δ, σ (1) − δ] × [0,1],
∣∣Gk+1(t, s)∣∣=
σ(1)∫
0
∣∣Gk(t, r)∣∣∣∣G(r, s)∣∣r

σ(1)∫
0
θk(δ)
σ (r)(σ (1) − σ(r))
σ (1)
δ
σ (1)
σ (s)
(
σ(1) − σ(s))r
 θk(δ)
δ
σ (1)
σ (s)(σ (1) − σ(s))
σ (1)
δ
σ(1)−δ∫
δ
(
σ(1) − σ(r))r
= θk(δ)σ (s)
(
σ(1) − σ(s))( δ
σ (1)
)2{
σ(1)
(
σ(1) − 2δ)
−
{
r2
∣∣σ(1)−δ
δ
−
σ(1)−δ∫
δ
r r
}}
 θk(δ)σ (s)
(
σ(1) − σ(s))( δ
σ (1)
)2{
σ(1)
(
σ(1) − 2δ)
− {(σ(1) − δ)2 − δ2}+
σ(1)−δ∫
δ
δ r
}
= θk+1(δ)σ (s)(σ (1) − σ(s))
σ (1)
,
since σ(r) r > δ. So Eq. (1.8) is true for n = k + 1. 
Also, using Lemma 1.1, we get
(−1)nGn(t, s) θn(δ)σ (s)(σ (1) − σ(s))
σ (1)
 θn(δ)
(
4
σ(1)
)n−1
max
t∈[0,σ (1)]
∣∣Gn(t, s)∣∣.
For δ = σ(1)4 ∈ (0, σ (1)2 ), we have θn(σ(1)4 )( 4σ(1) )n−1 = (σ (1))
2n−2
25n−3 . Let γn = 125n−3 , then 0 < γn < 1
and (−1)nGn(t, s) 125n−3 maxt∈[0,σ (1)] |Gn(t, s)|.
Corollary 1.1. For (t, s) ∈ [0, σ (1)] × [0,1], the Green’s function Gn(t, s) is continuous.
2. Existence of solutions
We shall consider the Banach space
B = {y: y ∈ C[0, σ (1)]},
with the norm ‖y‖ = maxt∈[0,σ (1)] |y|.
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satisfies ( σ(1)4 )nQM , where Q > 0 satisfies
Q max
‖y‖M
∣∣f (t, yσ )∣∣, for t ∈ [0, σ (1)],
then the LBVP (1.1)–(1.2) has a solution y(t).
Proof. Let K := {y ∈ B: ‖y‖M}. Note that K is closed, bounded and convex subset of B to
which the Schauder fixed point theorem is applicable. Defined A :K → B by
Ay(t) :=
σ(1)∫
0
(−1)nGn(t, s)f
(
s, yσ (s)
)
s,
for t ∈ [0, σ (1)]. Obviously the solutions of problem (1.1)–(1.2) are the fixed points of opera-
tor A. It can be shown that A :K → B is continuous.
Claim that A :K → K . Let y ∈ K . Consider
∣∣Ay(t)∣∣=
∣∣∣∣∣
σ(1)∫
0
(−1)nGn(t, s)f
(
s, yσ (s)
)
s
∣∣∣∣∣

σ(1)∫
0
∣∣Gn(t, s)∣∣∣∣f (s, yσ (s))∣∣s

(
σ(1)
4
)n−1
Q
1
σ(1)
σ(1)∫
0
σ(s)
(
σ(1) − σ(s))s

(
σ(1)
4
)n−1
Q
1
σ(1)
σ (1)
4
σ(1)
=
(
σ(1)
4
)n
Q
M
for every t ∈ [0, σ (1)]. This implies that ‖Ay‖M .
It can be shown that A :K → K is a compact operator by the Arzela–Ascoli theorem. Hence
A has a fixed point in K by Schauder fixed point theorem. 
Corollary 2.1. If f is continuous and bounded on [0,1] × R, then the LBVP has a solution.
Proof. Since the function f (t, yσ ) is bounded, it has a supremum for t ∈ [0, σ (1)] and y ∈ R.
Let us choose P > sup{|f (t, yσ )|: (t, yσ ) ∈ [0, σ (1)] × R}. Pick M large enough such that
P < M.
Then there is a number Q > 0 such that
P > Q, where Qmax
{∣∣f (t, yσ )∣∣: t ∈ [0, σ (1)], |y|M}.
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1 <
M
P
 M
Q
,
and thus the LBVP (1.1)–(1.2) has a solution by Theorem 2.1. 
Now, we give the existence of solutions by the monotone method, and we define the set
D := {y: y2n is continuous on [0, σ (1)]}.
For any u,v ∈ D, we define the sector [u,v] by
[u,v] := {w ∈ D: uw  v}.
Definition 2.1. A real valued function u(t) ∈ D on [0, σ (1)] is a lower solution for LBVP (1.1)–
(1.2) if
(−1)nu2n(t) f (t, uσ (t)), t ∈ [0,1],
(−1)iu2i (0) 0, (−1)iu2i (σ(1)) 0, 0 i  n − 1.
Similarly, real valued function v(t) ∈ D on [0, σ (1)] is an upper solution for LBVP (1.1)–(1.2)
if
(−1)nv2n(t) f (t, vσ (t)), t ∈ [0,1],
(−1)iv2i (0) 0, (−1)iv2i (σ(1)) 0, 0 i  n − 1.
Lemma 2.1. Assume that u(t) ∈ C2[0, σ (1)] and u(t) satisfies −u(t) 0 on [0,1], u(0) 0,
u(σ (1)) 0. Then u(t) 0 on [0, σ (1)].
Proof. Because of −u(t)  0, it is clear that the function u is concave on [0,1]. From the
boundary condition and u’s concavity we get u(t) 0 on [0, σ (1)]. 
Lemma 2.2. Assume that u ∈ C2n[0, σ (1)] and u(t) satisfies
(−1)nu2n(t) 0, t ∈ [0,1] (2.1)
(−1)iu2i (0) 0, (−1)iu2i (σ(1)) 0, 0 i  n − 1. (2.2)
Then u is nonnegative on [0, σ (1)].
Proof. Let us define vn−1(t) := (−1)n−1u2(n−1) (t). Then −vn−1(t)  0 on [0,1] and by the
boundary condition (2.2), we get vn−1(0) = (−1)n−1u2(n−1) (0)  0, vn−1(σ (1)) = (−1)n−1 ×
u
2(n−1)
(σ (1))  0. It follows from Lemma 2.1 then vn−1(t)  0 on [0, σ (1)]. Similarly, let
vn−2(t) := (−1)n−2u2(n−1) (t). Then −vn−2(t)  0 on [0,1] and from the boundary condi-
tion (2.2), we get vn−2(0) = (−1)n−2u2(n−2) (0) 0, vn−2(σ (1)) = (−1)n−2u2(n−2) (σ (1)) 0.
Thus we have vn−2(t) 0 on [0, σ (1)] by Lemma 2.1.
The conclusion of the lemma follows by an induction argument. 
We will prove that when the lower and upper solutions are given in the well order, i.e. u v,
the problem (1.1)–(1.2) admits a solution lying between both functions.
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and an upper solution v for LBVP (1.1)–(1.2) such that u  v on [0, σ (1)]. Then the LBVP
(1.1)–(1.2) has a solution y ∈ [u,v] on [0, σ (1)].
Proof. Consider the LBVP
(−1)ny2n(t) = F (t, yσ (t)), t ∈ [0,1], (2.3)
y
2i
(0) = y2i (σ(1))= 0, 0 i  n − 1, (2.4)
where
F(t, ξ) =
⎧⎪⎨
⎪⎩
f (t, vσ (t)) − ξ−vσ (t)1+|ξ | , ξ  vσ (t),
f (t, ξ), uσ (t) ξ  vσ (t),
f
(
t, uσ (t)
)+ ξ−uσ (t)1+|ξ | , ξ  uσ (t),
for t ∈ [0,1].
Clearly, the function F is bounded for t ∈ [0,1] and ξ ∈ R, and is continuous in ξ . Thus, by
Corollary 2.1 there exists a solution y(t) of LBVP (2.3)–(2.4).
We claim y(t) v(t) for t ∈ [0, σ (1)]. If not, we know that yσ (t) − vσ (t) 0 for t ∈ [0,1]
and
(−1)ny2n(t) = F (t, yσ (t))
= f (t, vσ (t))− yσ − vσ (t)
1 + |yσ |
 f
(
t, vσ (t)
)
 (−1)nv2n(t).
Hence, we have
(−1)n(y − v)2n(t) 0
and from the boundary conditions we get
(−1)i(y − v)2i (0) 0 and (−1)i(y − v)2i (σ(1)) 0, 0 i  n − 1.
Using Lemma 2.2 we hold that
y − v  0 on [0, σ (1)],
which is a contradiction. It follows that y(t) v(t) on [0, σ (1)].
Similarly, u y on [0, σ (1)]. Thus y(t) is a solution of LBVP (1.1)–(1.2) and lies between u
and v. 
3. Existence of positive solutions
In this section, we consider the nonlinear Lidstone boundary value problem
(−1)ny2n(t) = f (t, yσ (t)), t ∈ [0,1],
y
2i
(0) = y2i (σ(1))= 0, 0 i  n − 1.
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f :
[
0, σ (1)
]× R+ → R+,
and
f0 := lim
y→0
f (t, y)
y
, f∞ := lim
y→∞
f (t, y)
y
exist uniformly in the extended reals. The case
f0 = 0, f∞ = ∞
is called the superlinear case and the case
f0 = ∞, f∞ = 0
is called the sublinear case. To prove our result, we will use the following theorem which can be
found in Krasnosel’skii’s book [9] and in Deimling’s book [6].
Theorem 3.1 (Guo–Krasnosel’skii Fixed Point Theorem). Let B be a Banach space, P ⊆ B
a cone, and suppose that Ω1,Ω2 are open subsets of P with 0 ∈ Ω1 and Ω1 ⊂ Ω2. Suppose
further that T :P ∩ (Ω2 \ Ω1) → P is a completely continuous operator such that
(i) ‖T u‖ ‖u‖, u ∈ P ∩ ∂Ω1 and ‖T u‖ ‖u‖, u ∈ P ∩ ∂Ω2, or
(ii) ‖T u‖ ‖u‖, u ∈ P ∩ ∂Ω1 and ‖T u‖ ‖u‖, u ∈ P ∩ ∂Ω2,
holds. Then T has a fixed point in P ∩ (Ω2 \ Ω1).
Theorem 3.2. If either the superlinear case f0 = 0, f∞ = ∞ or sublinear case f0 = ∞, f∞ = 0
holds, then the LBVP (1.1)–(1.2) has a positive solution.
Proof. We consider the Banach space
B = {y: y ∈ C[0, σ (1)]}
equipped with a norm ‖.‖ defined by
‖y‖ := max
t∈[0,σ (1)]
∣∣y(t)∣∣.
Let
γ ∗n := min
{
γn,
(
4
σ(1)
)n
min
s∈[ξ,ω](−1)
nGn
(
σ(ω), s
)}
,
where γn is the constant defined in Lemma 1.2. Then define a cone P in B by
P :=
{
y ∈ B: min
t∈[0,σ (1)]y(t) 0 and mint∈[ξ,σ (ω)]y(t) γ
∗
n ‖y‖
}
.
It is easy to check that P is a cone of nonnegative functions in C[0, σ (1)]. Define an operator T
as follows:
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σ(1)∫
0
(−1)nGn(t, s)f
(
s, yσ (s)
)
s
for t ∈ [0, σ (1)]. We now show that
T :P → P.
First note that y ∈ P implies that Ty(t) 0 on [0, σ (1)] and
min
t∈[ξ,ω]Ty(t) =
σ(1)∫
0
min
t∈[ξ,ω](−1)
nGn(t, s)f
(
s, yσ (s)
)
s
 γn
σ(1)∫
0
max
t∈[0,σ (1)]
∣∣Gn(t, s)∣∣f (s, yσ (s))s
by Lemma 1.2. It follows that
min
t∈[ξ,ω]Ty(t) γn‖Ty‖ γ
∗
n ‖Ty‖.
Also, using Lemma 1.1 we have
Ty
(
σ(ω)
)=
σ(1)∫
0
(−1)nGn
(
σ(ω), s
)
f
(
s, yσ (s)
)
s
 γ ∗n
σ(1)∫
0
(
σ(1)
4
)n
f
(
s, yσ (s)
)
s
 γ ∗n ‖Ty‖.
Hence Ty ∈ P and so T :P → P which is what we want to prove. Therefore T is completely
continuous.
Assume now that we are in the superlinear case
f0 = 0, f∞ = ∞.
Since
lim
y→0+
f (t, y)
y
= 0
uniformly on [0, σ (1)], we may choose r > 0 such that
f (t, y) ηy, 0 y  r, 0 t  σ(1),
where
η :=
(
4
σ(1)
)n
.
Then if Ω1 is the ball in B centered at the origin with radius r and if y ∈ P ∩ ∂Ω1, then we have
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σ(1)∫
0
(−1)nGn(t, s)f
(
s, yσ (s)
)
s

σ(1)∫
0
(
σ(1)
4
)n−1
σ(s)(σ (1) − σ(s))
σ (1)
f
(
s, yσ (s)
)
s
 η
(
σ(1)
4
)n−1 σ(1)∫
0
σ(s)(σ (1) − σ(s))
σ (1)
yσ (s)s
 η
(
σ(1)
4
)n−1
r
σ(1)∫
0
σ(s)(σ (1) − σ(s))
σ (1)
s
 η
(
σ(1)
4
)n
r = r = ‖y‖,
and so ‖Ty‖ ‖y‖ for all y ∈ P ∩ ∂Ω1.
Next we use the assumption
lim
y→∞
f (t, y)
y
= ∞
uniformly on [0, σ (1)]. Let t0 ∈ [ξ,ω] and let
μ :=
(
γ ∗n
ω∫
ξ
(−1)nGn(t0, s)s
)−1
.
Then there is R such that
f (t, y) μy, y ∈ R.
If we define
R := max
{
2r,
R
γ ∗n
}
and Ω2 = {y ∈ B: ‖y‖ < R}, y ∈ P ∩ ∂Ω2, we have
min
t∈[ξ,σ (ω)]y(t) γ
∗
n ‖y‖ = γ ∗n R R.
Therefore, for all t ∈ [ξ, σ (ω)],
f
(
t, yσ (t)
)
 μyσ (t) μγ ∗n R.
Hence,
Ty(t0) =
σ(1)∫
0
(−1)nGn(t0, s)f
(
s, yσ (s)
)
s

ω∫
(−1)nGn(t0, s)f
(
s, yσ (s)
)
sξ
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ω∫
ξ
(−1)nGn(t0, s)s
= ‖y‖ = R
and so ‖Ty‖  ‖y‖ for all y ∈ P ∩ ∂Ω2. Consequently, by part (i) of Theorem 3.1, it follows
that T has a fixed point in P ∩ (Ω2 \ Ω1) and this implies that our given LBVP (1.1)–(1.2) has
a positive solution.
Next assume we are in the sublinear case
f0 = ∞, f∞ = 0.
Choose r1 > 0 such that
f (t, y) η¯y,
for 0 < y  r1, t ∈ [0, σ (1)], where
η¯ μ,
where μ is given in the first part of proof. Then for x ∈ P and ‖y‖ = r1, we have
Ty(t0) =
σ(1)∫
0
(−1)nGn(t0, s)f
(
s, yσ (s)
)
s

ω∫
ξ
(−1)nGn(t0, s)f
(
s, yσ (s)
)
s
 η¯
ω∫
ξ
(−1)nGn(t0, s)yσ (s)s
 η¯γ ∗n
ω∫
ξ
(−1)nGn(t0, s)‖y‖s
= ‖y‖η¯γ ∗n
1
μγ ∗n
= ‖y‖ η¯
μ
 ‖y‖ = r1.
Therefore, if Ω1 ⊂ B is a ball of radius r1 centered at the origin, then for y ∈ P ∩ ∂Ω1, we have
‖Ty‖ ‖y‖.
Next, since f∞ = 0, there exists r2 > 0 such that
f (t, y) ηy,
for y  r2, t ∈ [0, σ (1)], where η is defined by
1 
(
σ(1)
)n
.η 4
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Case I. Suppose f (t, y) is bounded on [0, σ (1)] × (0,∞). In this case, there is N > 0 such
that
f (t, y)N,
for t ∈ [0, σ (1)], y ∈ (0,∞). In this case, choose
r2 = max
{
2r1,
N
η
}
.
Then for y ∈ P with ‖y‖ = r2, we have for all t ∈ [0, σ (1)],
Ty(t) =
σ(1)∫
0
(−1)nGn(t, s)f
(
s, yσ (s)
)
s
N
σ(1)∫
0
(−1)nGn(t, s)s
N
(
σ(1)
4
)n
 N
η
 r2,
so that ‖Ty‖ ‖y‖.
Case II. Assume f (t, y) is unbounded on [0, σ (1)] × (0,∞). In this case
g(r) := max{f (t, y): t ∈ [0, σ (1)], 0 y  r}
satisfies
lim
r→∞g(r) = ∞.
We can therefore choose
r2 > max{2r, r2 }
such that
g(r2) g(r)
for 0 r  r2 and hence, for y ∈ P and ‖y‖ = r2, we have
Ty(t) =
σ(1)∫
0
(−1)nGn(t, s)f
(
s, yσ (s)
)
s

σ(1)∫
0
(−1)nGn(t, s)g(r2)s
 ηr2
σ(1)∫
(−1)nGn(t, s)s
0
888 E. Cetin, S.G. Topal / J. Math. Anal. Appl. 334 (2007) 876–888 ηr2
(
σ(1)
4
)n
 r2 = ‖y‖,
and again we hence have ‖Ty‖ ‖y‖ for y ∈ P ∩ ∂Ω2, where Ω2 = {y ∈ B: ‖y‖ r2} in both
cases. It follows from part (ii) of Theorem 3.1 that T has a fixed point in P ∩ (Ω2 \Ω1) and this
implies that our given LBVP (1.1)–(1.2) has a positive solution. 
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