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Abstract
For a constant coefficient linear partial differential operator acting on all infinitely differentiable
functions or ω-ultradifferentiable functions of Beurling type on euclidean 3-space, the existence of
a continuous linear solution operator is investigated. It is shown that there is an optimal weight ω in
the sense that a solution operator exists for a weight σ if and only if ω = O(σ), provided that such
an operator exists for at least one weight. Furthermore, the optimal class is either a Gevrey class of
rational exponent or the class of all infinitely differentiable functions.
 2004 Elsevier Inc. All rights reserved.
1. Introduction
The problem posed by L. Schwartz to characterize when a linear partial differential
operator P(D) with constant coefficients admits a continuous linear right inverse (i.e.,
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open set Ω in Rn or on D′(Ω) was solved by Meise et al. [12] and extended to the spaces
Eω(Ω) of ω-ultradifferentiable functions and D′ω(Ω) of all ω-ultradistributions in [13].
They provided various equivalent conditions. When Ω is convex, one of them is the con-
dition PL(Ω,ω), which is phrased in terms of estimates of Phragmén–Lindelöf type for
plurisubharmonic functions on the zero variety V (P) := {z ∈ Cn: P(z) = 0} of P . It has
some similarity with the Phragmén–Lindelöf condition that was used by Hörmander [9] to
characterize the differential operators P(D) that are surjective on the space A of all real
analytic functions on a convex open set Ω in Rn. Until recently, these Phragmén–Lindelöf
conditions were not very well understood except for n  3 in the case of Hörmander’s
condition and n 2 in the case of PL(Rn,ω). However, in [4] and [6] new necessary con-
ditions were derived which led to a characterization when P(D) is surjective on A(R4)
and when P(D) admits a continuous linear right inverse on Eω(R3), respectively. How-
ever, the result in [6] is for individual weight functions only, i.e., for a given ω it is possible
to decide whether PL(R3,ω) holds or not.
In the present paper we show that for each P ∈ C[x, y, z] \ C for which V (P) satisfies
PL(R3,ω) for some weight function ω there exists a rational number b satisfying 0 b < 1
such that V (P) satisfies PL(σ ) for a weight function σ if and only if tb = O(σ(t)) as t
tends to infinity. Hence there is always an optimal choice and it leads to a Gevrey class
with rational exponent. The proof of this result is based on the methods that we developed
in [6] to characterize the algebraic surfaces in C3 that satisfy PL(R3,ω). They permit the
application of the theorem of Tarski–Seidenberg to find the worst case. In order to do
this we have to improve a result from [6]. This improvement becomes possible since we
use a characterization of the algebraic curves in C2 that satisfy the Phragmén–Lindelöf
condition (SPL). Roughly speaking the condition (SPL) means that the natural analogue
of the classical theorem of Phragmén–Lindelöf holds on the given algebraic variety. For
further results concerning (SPL) we refer to [7].
2. Notation
Throughout the paper | · | denotes the euclidean norm on Cn. For all a ∈ Cn and r > 0
we let
B(a, r) := {z ∈ Cn: |z− a|< r}.
Sometimes we write Bn(a, r) instead of B(a, r). Let S1 := {(x, y) ∈ R2: x2 + y2 = 1}.
An analytic variety V in Cn is defined to be a closed analytic subset of some open set
in Cn. For ζ ∈ V we denote by TζV the tangent cone to V at ζ (see, e.g., Chirka [8] or
Whitney [16]).
3. The cone of limiting directions at infinity and tangent cones
(a) For an algebraic variety V in Cn its cone of limiting directions Vh is defined as
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{
r lim
j→∞
zj
|zj | : r  0, zj ∈ V, |zj | → ∞
}
.
The cone Vh can also be described as the limit as R tends to infinity of the varieties R ·V =
{Rz: z ∈ V }. See Chirka [8, Chapter 2] for the general theory of convergence of analytic
varieties, or [2], where this specific example is discussed. Recall that Vh is an algebraic
variety.
(b) Let V be the germ of an analytic variety at some point p in Cn. The tangent cone
TpV of V at p is defined as the set of all v ∈ Cn which are tangent to V at p. Here v ∈ Cn
is tangent to V at p if there exist a sequence (pj )j∈N in V converging to p and a sequence
(aj )j∈N in C such that limj→∞ aj (pj −p) = v. For a general discussion of tangent cones
at p, see Whitney [16, Chapter 7]. The tangent cone defined here is Whitney’s cone C3.
Definition 1. A simple curve γ in Cn is a map γ : [α,∞[ → Cn which for some α > 0 and
some q ∈ N admits a convergent expansion
γ (t) =
q∑
j=−∞
aj t
j/q with |aq | = 1.
The vector aq is called the limit vector of γ at infinity. The trace of γ is defined as tr(γ ) :=
γ ([α,∞[). A real simple curve is a simple curve γ satisfying tr(γ )⊂ Rn.
Remark 2. If γ : [α,∞[ → Cn is a simple curve then for some β  α the restriction of γ
to [β,∞[ is injective. Hence it is no restriction to assume that γ is injective.
Definition 3. A simple curve γ in Rn is said to be in standard parametrization with respect
to a basis (ξ1, . . . , ξn) of Rn if for some q ∈ N we have γ (t) = tξ1 +∑nν=2 γν(t)ξν , where
γν(t) =∑q−1j=−∞ aν,j tj/q .
Definition 4. Let V ⊂ Cn be an algebraic variety of pure dimension k  1, let γ : [α,∞[ →
Cn be a simple curve, and let d  1. Then for t ∈ [α,∞[ we define
Vγ,t,d :=
{
w ∈ Cn: γ (t)+wtd ∈ V }= 1
td
(
V − γ (t))
and we define the limit variety Tγ,dV of V of order d along γ as the set
Tγ,dV :=
{
ζ ∈ Cn: ζ = lim
j→∞ zj , where zj ∈ Vγ,tj ,d for j ∈ N and
(tj )j∈N is a sequence in [α,∞[ which tends to infinity
}
.
If it is clear from the context we will sometimes write Vt,d or just Vt instead of Vγ,t,d .
From [5] we recall the following results about limit varieties.
Theorem 5. Let V be an algebraic variety of pure dimension k  1 in Cn, let γ : [α,∞[ →
Cn be a simple curve in Cn with limit vector ξ at infinity, and let d  1 be given. Then the
following assertions hold:
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(b) Tγ,1V = Vh − ξ .
(c) If d < 1 then w ∈ Tγ,dV if and only if w + λξ ∈ Tγ,dV for each λ ∈ C.
(d) There exist p ∈ N and rational numbers 1 = d1 > d2 > · · ·> dp such that d → Tγ,dV
is constant on the intervals ]dj+1, dj [ , 1  j  p − 1, and ]−∞, dp[, Tγ,dj V is not
homogeneous for 2  j  p, Tγ,dV is homogeneous for d ∈ ]dj+1, dj [ , 1  j  p,
and Tγ,dV is either empty or homogeneous for d ∈ ]−∞, dp[.
The numbers dj ,1 j  p, in Theorem 5(d) are called the critical values for the curve
γ and V .
Definition 6. Let γ : [α,∞[ → Rn be a real simple curve, let d ∈ ]−∞,1], a subset U of
Cn, and R  α be given. We call
Γ (γ, d,U,R) :=
⋃
t>R
(
γ (t)+ tdU)
the conoid with core γ , opening exponent d , and profile U , with tip truncated at R. For
γ,U , and R as above, Γ (γ,−∞,U,R) is defined to be the empty set.
Definition 7. Let V be an analytic variety in Cn and let Ω be an open subset of V .
(a) By Ωreg (respectively Ωsing) we denote the set of all regular (respectively singular)
points of V in Ω .
(b) A function u :Ω → [−∞,∞[ is called plurisubharmonic if it is locally bounded
above, plurisubharmonic in the usual sense on Ωreg and satisfies
u(z)= lim sup
ζ∈Ωreg, ζ→z
u(ζ )
at the singular points of V in Ω . By PSH(Ω) we denote the set of all plurisubharmonic
functions on Ω .
Definition 8. Let ω : [0,∞[ → ]0,∞[ be a continuous increasing function which has the
following properties:
(α) ω(2t) =O(ω(t)) as t tends to infinity.
(β) ω(t) = o(t) as t tends to infinity.
(γ ) log t =O(ω(t)) as t tends to infinity.
(δ) ϕ :x → ω(ex) is a convex function.
Then for n ∈ N, ω :Cn → ]0,∞[ , ω(z) := ω(|z|), will be called a weight function. Also
the function ω ≡ 1 will be called a weight function. By “log” we denote the weight func-
tion z → log(2 + |z|). For d ∈ ]−∞,1] we define the function ωd : ]0,∞[ → ]0,∞[ by
ωd(t) := td .
Remark. (a) It is easy to see that the conditions (α)–(δ) imply that ω is a plurisubharmonic
function on Cn which satisfies ω(z) = o(|z|).
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on {z ∈ Cn: |z| R} if and only if d ∈[0,1[. For our further considerations it makes no
difference whether we use σ or ωd since only the behavior for large |z| is relevant.
Next we introduce the Phragmén–Lindelöf conditions that are relevant for the present
paper.
Definition 9. Let V be an algebraic variety in Cn and let ω be a weight function.
(a) V satisfies the condition PL(ω) (or PL(Rn,ω)) if the following holds: There exists
A  1 such that for each  > 0 there exists B > 0 such that each u ∈ PSH(V ) which
satisfies
(α) u(z) |z| + o(|z|), z ∈ V ,
(β) u(z) | Im z|, z ∈ V ,
already satisfies
(γ ) u(z)A| Imz| +Bω(z), z ∈ V .
(b) V satisfies the condition (SPL) if there exists a constant A  1 such that for each
u ∈ PSH(V ) the conditions (α) and (β) imply (γ ), where
(α) u(z) |z| + o(|z|), z ∈ V ,
(β) u(z) 0, z ∈ V ∩ Rn,
(γ ) u(z)A| Imz|, z ∈ V .
Remark. To explain the significance of the condition PL(ω), let ω be a weight function
which satisfies
∞∫
0
ω(t)
1 + t2 dt <∞. (1)
Then define the space of all ω-ultradifferentiable functions of Beurling type on Rn as
Eω(Rn) :=
{
f ∈C∞(Rn): For each K ⊂ Rn compact and each m ∈ N,
sup
α∈Nn0
sup
x∈K
∣∣f (α)(x)∣∣exp
(
−mϕ∗
( |α|
m
))
<∞
}
,
where ϕ∗(y) := supx>0(xy−ω(exp(x)), y  0. For a systematic study of these spaces and
the spaces D′ω(Rn) of ω-ultradistributions, we refer to [1].
For P ∈ C\ [z1, . . . , zn], P(z) =∑|α|m aαzα define the differential operator P(D) :=∑
|α|m aαi−|a|∂α , which acts as a continuous linear operator on Eω(Rn) and on D′ω(Rn).
In [13] it was shown that P(−D) admits a continuous linear right inverse (a solution op-
erator) on these spaces if and only if the zero variety V (P) := {z ∈ Cn: P(z) = 0} of P
satisfies the condition PL(ω).
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tains ξ . We say that V satisfies the condition PLloc(ξ) if there exist positive numbers A and
r0  r1  r2 such that each u ∈ PSH(V ∩B(ξ, r1)) satisfying
(α) u(z) 1, z ∈ V ∩B(ξ, r1) and
(β) u(z) 0, z ∈ V ∩ Rn ∩B(ξ, r1)
also satisfies
(γ ) u(z)A| Imz|, z ∈ V ∩B(ξ, r2).
For various equivalent formulations for PLloc we refer to [4, Lemma 3.3]. In [4] a char-
acterization of PLloc for surfaces in C3 is given and necessary conditions are derived in
any dimension.
Definition 11. Let V be an analytic variety in Cn which is of pure dimension k  1 in
ζ ∈ V and let π :Cn → Cn be a projection of rank k for which the image and the kernel
are spanned by real vectors. We say
(a) π is noncharacteristic for V at ζ if TζV ∩ kerπ = {0}.
(b) π is noncharacteristic for V at infinity if Vh ∩ kerπ = {0}.
Definition 12. Let f : ]0,∞[ → [0,∞[ be a function, let γ be a real simple curve, let
−∞ δ < d  1, let V be an algebraic variety in Cn, and let π denote a projection which
is noncharacteristic for Tγ,dV at 0. Fix ε1, ε2,K1,K2,R > 0 and a coordinate system such
that π is the projection (z1, . . . , zn) → (0, z2, . . . , zn) and set Γ := Γ (γ, d,B(0, ε1) ×
Bn−1(0, ε2),R) and Γ ′ := Γ (γ, δ,B(0,K1) × Bn−1(0,K2),R/2). The variety V is said
to be f -hyperbolic in Γ \Γ ′ if whenever z ∈ V ∩Γ \Γ ′ satisfies π(z) ∈ Rn, then | Imz|
f (|z|).
The variety V is called (f, γ, d, δ)-hyperbolic at 0 with respect to π if there are
conoids Γ and Γ ′, both with core γ , and with opening exponents d and δ, respectively,
such that V is f -hyperbolic in Γ \Γ ′. If in this definition Γ ′ can be replaced by the empty
set, then V is called (f, γ, d)-hyperbolic.
Remark 13. If ω is a weight function, then it is not difficult to see that this definition of
(ω, γ, d, δ)-hyperbolicity is at least as strong as [6, Definition 3.25].
Definition 14. Let V be an algebraic surface in C3 and let γ be a real simple curve.
(a) If d < 1 is a critical value for γ then ζ ∈ (Tγ,dV )sing ∩R3 is called a simple singularity
if the curve γζ : t → γ (t)+ ζ td admits no critical value smaller than d . If d = 1, then
ζ ∈ V (Pm)sing ∩ S2 is called a simple singularity if the curve γζ : t → ζ t admits no
critical value smaller than 1.
(b) For d  1 and ζ ∈ Tγ,dV ∩ R3 denote by ∆(γ,d, ζ ) the largest critical value for γζ
which is smaller than d if such a number exists, and ∆(γ,d, ζ ) := −∞ otherwise.
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curves in C2 which satisfy (SPL).
Proposition 15. Let P ∈ C[x, y] be of degree m> 0. Then V := V (P) satisfies the condi-
tion (SPL) if and only if the following two conditions are satisfied:
(a) V satisfies PLloc(ξ) at each ξ ∈ V ∩ R2.
(b) For each (or some) η, ζ ∈ S1 satisfying Pm(ζ ) 
= 0 and spanR(η, ζ )= R2 there exists
R > 0 such that for each t ∈ R, |t|R, the polynomial λ → P(tη+λζ ) has only real
zeros.
Proof. (⇒) Condition (a) follows from (SPL) by Meise and Taylor [11, Proposition 4.5].
To prove condition (b) choose η, ζ as in the statement. After a real linear change of vari-
ables we may assume that η = (1,0) and ζ = (0,1). Since ζ is noncharacteristic for P by
hypothesis, this implies the existence of k ∈ N, a1, . . . , ak ∈ C, pairwise different, c ∈ C,
and of n1, . . . , nk such that
Pm(x, y)= c
k∏
j=1
(y − ajx)nj . (2)
A standard application of the theorem of Rouché shows that for each ε > 0 there exists
R(ε) 1 such that for each (x, y) ∈ C2 satisfying P(x, y)= 0 and |x|R(ε) there exists
1 j  k such that |y − ajx| ε|x|.
Next note that for each ξ0 ∈ S1 and γ (t) := tξ0 it follows from [6, Theorem 3.12],
applied with ω ≡ 0, γ , and d = 1, that Tγ,1V satisfies (SPL). By Theorem 5(b), Tγ,1V =
V (Pm) − ξ0. Thus V (Pm) satisfies (SPL) and consequently PLloc(0). By [4, Proposition
3.16], this implies aj ∈ R for 1  j  k. Hence ξj := (1, aj )/|(1, aj )| belongs to S1 ∩
V (Pm). If we let γj : t → tξj , then 0 is a regular point of Tγ,1V ∩R2 = V (Pm)∩R2 − ξj .
Therefore, we can apply [6, Lemma 3.20], with ω ≡ 0, d = 1, and γj to get that V is
(ω, γj ,1)-hyperbolic with respect to each projection π in C2 which is noncharacteristic
for Tγj ,1V at 0. Since π :C2 → C2, π(x, y) := (x,0) has this property, this result implies
the existence of ε1, ε2 > 0 and Rj > 0 such that for
Γj :=
{
(x, y) ∈ C2: | Imx| ε1|x|, |y − ajx| ε2|x|, |x|Rj
}
the following holds: Whenever (x, y) is in V ∩Γj and x is real then y is real. If we choose
R large enough then the consideration above shows that for each (x, y) ∈ C2 satisfying
P(x, y) = 0 and x ∈ R, |x| R, there exists 1 l  k such that (x, y) ∈ V ∩ Γl , hence y
must be real. Because of our assumption on η and ζ , this proves (b).
(⇐) Assume that condition (b) holds for some η, ζ ∈ S1. Again, it is no restriction to
assume η = (1,0) and ζ = (0,1). Hence we have (2) again. Since V is a curve in C2, each
branch B of V that is irreducible near η = ∞ admits a Puiseux series expansion of the
form
yB(x)=
q∑
cνx
ν/q, |x|R.ν=−∞
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over, it follows from (b) that yB is real for real x and |x|  1. Hence cq must be real and
consequently, aj is real for 1 j  k.
From this and condition (b) we see that for each irreducible component W of V (Pm)=
Vh, there exists ξ ∈ W ∩ R2, namely ξj if W = {(x, ajx): x ∈ C}, such that V is locally
hyperbolic at infinity at ξˆ [2, Definition 4.9, Proposition 4.11, and Theorem 5.1]. Hence V
satisfies (SRPL), i.e., there are A0  1 and B0 such that each u ∈ PSH(V ) which satisfies
(α) u(z) |z| + o(|z|), z ∈ V and
(β) u(z) 0, z ∈ V ∩R2
also satisfies
(γ ′) u(z)A0|z| +B0, z ∈ V .
To show that V satisfies (SPL), fix u ∈ PSH(V ) satisfying (α) and (β). From condition (b)
and the structure of V it follows that we can choose ε > 0 small and R  1 large so that
π : (x, y) → (x,0) is proper over the set Γ \ {0}, where
Γ := {x ∈ C: | Imx| ε|x|, |x|R}.
Therefore,
v(x) := max{u(x, y): (x, y) ∈ V }, x ∈ Γ,
is subharmonic on Γ . Since u satisfies (γ ′) and since there exists M  1 such that
|y|M(1 + |x|), (x, y) ∈ V, (3)
there exists D, depending only on V , such that
v(x)D|x| +B0, x ∈ Γ.
From condition (b) we get
v(x) 0, x ∈ Γ ∩R.
Hence we can apply standard estimates of the harmonic measure of the half disk (see [15,
Section 38]) to show that
v(x)A1| Imx|, x ∈ Γ˜ :=
{
x ∈ C: | Imx| ε
2
|x|, |x| 2R
}
(4)
and hence
u(x, y)A1
∣∣Im(x, y)∣∣, (x, y) ∈ V, x ∈ Γ˜ .
If (x, y) ∈ V , |x| 2R, and | Imx| ε2 |x| then conditions (γ ′) and (3) imply
u(x, y) (A0 +B0)
∣∣(x, y)∣∣ (A0 +B0)(1 +M)|x|
 2(A0 +B0)(1 +M) ∣∣Im(x, y)∣∣. (5)ε
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C2: |x| 2R} is compact. Since V satisfies PLloc(ξ) by condition (a), for each ξ ∈ V ∩R2
a standard compactness argument implies that
u(x, y)A2
∣∣Im(x, y)∣∣ for (x, y) ∈ V, |x| 2R.
Combining this estimate with (4) and (5), it follows that V satisfies (SPL). 
In the proof of the next technical but basic proposition we will use the following defin-
ition.
Definition 16. Let W be an algebraic variety in C3, denote by π :C3 → C3 the projection
π(x, y, z) := (0, y, z), and let U be an open set in C3. W ∩ U is called hyperbolic with
respect to π if ζ ∈W ∩U is real, whenever π(ζ ) is real.
Proposition 17. For P ∈ C[z1, z2, z3] \ C let V := V (P). Let γ be a real simple curve
whose Puiseux series expansion is a finite sum. Assume that γ is in standard parametriza-
tion with respect to the last variable. Let d  1 be a critical value for γ and V . Assume
that 0 ∈ Tγ,dV , that Tγ,dV satisfies (SPL), and that the projection π : (x, y, z) → (0, y, z)
is noncharacteristic for Tγ,dV at 0. Let δ :=∆(γ,d,0). There is a ∈ Q with a  1 and the
following properties:
(a) If δ > −∞ and Tγ,δV satisfies (SPL) then V is (ωa, γ, d, δ)-hyperbolic at 0 with
respect to π ; otherwise V is (ωa, γ, d)-hyperbolic at 0 with respect to π .
(b) If V satisfies PL(ω) for some weight function ω, then a < 1 and ωa(t) = O(ω(t)) as
t → ∞.
Proof. Note that for b < 1, the surface Tγ,bV is translation invariant in direction (0,0,1)
by Theorem 5. This fact is used many times throughout the following proof.
Recall that critical values are rational by Theorem 5, hence d, δ ∈ Q ∪ {−∞}. If d < 1,
choose ε1, ε2 > 0 so that
(i) Tγ,dV ∩ (B1(0, ε1) × B1(0,2ε2) × C) is hyperbolic with respect to π . Such num-
bers ε1, ε2 exist by [4, Proposition 3.16], since Tγ,dV satisfies the local Phragmén–
Lindelöf condition and dimV = 2.
(ii) The restriction of π to Tγ,dV ∩ (B1(0, ε1)×B1(0,2ε2) \ {0})× C) is unbranched.
(iii) If w ∈ Tγ,dV satisfies |w2| 2ε2, then |w1| ε1.
For d = 1, these conditions are replaced by
(i′) Tγ,1V ∩ (B1(0, ε1)×B2(0,2ε2)) is hyperbolic with restriction to π . Such numbers
exist by the same argument as in condition (i).
(ii′) The restriction of π to Tγ,1V ∩ (B1(0, ε1) × B2(0,2ε2)) \ ({(0,0)} × C) is un-
branched.
(iii′) If w ∈ Tγ,dV satisfies |(w2,w3)| 2ε2, then |w1| ε1.
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ΓR := Γ
(
γ, d,B1(0, ε1)×B2(0, ε2),R
)
.
If 0 is a regular point or a simple singularity of Tγ,dV or if δ > −∞ and Tγ,δV does
not satisfy (SPL), then set Γ ′R := ∅. If δ > −∞ and Tγ,δV satisfies (SPL), then choose
K1,K2 > 0 so that
(iv) Tγ,δV \ (C×B(0,K2)×C) is hyperbolic with respect to π . Such a number K2 exists
by the characterization of the plane curves that satisfy (SPL) given in Proposition 15.
(v) The restriction of π to Tγ,δV \ (C ×B(0,K2)× C) is unbranched.
(vi) If w ∈ Tγ,δV satisfies |w2| 2K2, then |w1|K1. A number K1 with this property
exists since (Tγ,δV )h = T0(Tγ,dV ) by [6, formula (3.10)]. (Recall that Wh is defined
in Section 3 and T0W denotes the tangent cone at the origin.)
Now set
Γ ′R := Γ
(
γ, δ,B1(0,K1)×B2(0,2K2),R
)
.
In all cases fix a suitably large R1 > 0 and define a semi-algebraic set by
M := V ∩ (C × R2)∩ Γ R1 \ Γ ′R1
and a semi-algebraic function by
h : [R1,∞[ → R, r → sup
{| Imx|: there is y ∈ R with (x, y, r) ∈M}.
By the curve selection Lemma (see, e.g., Hörmander [10, Theorem A.2.8]) there are
R2  R1 and an algebraic curve σ : [R2,∞[ → M such that π3(σ (r)) = r and h(r) =
| Imπ1(σ (r))|. If σ = γ , then (a) obviously holds with any a ∈ Q, a < 0. Otherwise, the
curve σ admits a Puiseux series expansion σ(t) = γ (t) + (tbw1, tbw2,0) + σ˜ (t), where
b  d , (w1,w2) 
= 0, |σ˜ (t)| = o(tb), and π3 ◦ σ˜ ≡ 0. The definition of M implies that w2
and π ◦ σ are real. There are C1 > 0 and a  b such that h(t) = C1ta + o(ta) for t → ∞.
Part (a) of the claim is now clear.
To prove (b), fix a weight function ω such that V satisfies PL(ω). Five different cases
have to be considered:
Case b < δ. This can only happen when δ >−∞. Moreover, b < δ implies that tr(σ )∩
Γ (γ, δ,U,R) 
= ∅ for each zero neighborhood U in C3 and each R > 1. Hence we must
have Γ ′R1 = ∅. By the definitions above, this implies that Tγ,δV does not satisfy (SPL). But
then tδ = O(ω(t)) since PL(ω) implies that Tγ,βV satisfies (SPL) for each β such that
lim inft→∞ ω(t)/tβ = 0 by [6, Theorem 3.12]. Since a  b δ, claim (b) is shown.
Case b = δ and Tγ,δV does not satisfy (SPL). This case is analogous to the previous.
Case b = δ and Tγ,δV satisfies (SPL). Note that −∞ < δ < 1 in this case. In partic-
ular, Tγ,δV is of the form C × C for some plane curve C. The definition of (w1,w2)
implies that w := (w1,w2,0) ∈ Tγ,δV \B1(0,K1)×B2(0,2K2). Property (vi) implies that
|w2| 2K2, and property (v) implies the existence of ε3 > 0 and a holomorphic function
β :B(w2, ε3) → C with β(w2) = w1 and (β(z2), z2, t) ∈ Tγ,δV whenever |z2 − w2| < ε3
and t ∈ C. Because of property (vi), the function β takes real values for real argu-
ments. Hence there is a constant C2 > 0 such that | Imβ(z2)|  C2| Imz2| whenever
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is noncharacteristic for Tγ,δV at infinity, and there are functions αj :C2 ×[R1,∞[ → C,
1 j m, not necessarily continuous, such that
P
(
x,π2 ◦ γ (t)+ tδz2, t + tδz3
)=
m∏
j=1
(
x − (π1 ◦ γ (t)+ tδαj (z2, z3, t))),
(x, z2, z3) ∈ C3, t > R1. (6)
Let ε4 be a lower bound for the distance of the branch of Tγ,δV containing w to the other
branches in some neighborhood of w, i.e., |z1 − β(z2)| ε4 whenever |z2 −w2| ε3/2,
z1 
= β(z2), and (z1, z2, z3) ∈ Tγ,δV .
Since V satisfies PL(ω), there are a constant A  1 and, for each  > 0, a constant
B > 0 as in Definition 9 of PL(ω). Set
ε5 := min
(
ε1
4
,
ε3
4(A+ 1)
)
.
By [5, Remark 3.9], the varieties Vγ,δ,t approach Tγ,δV uniformly on compact sets. By (6)
we have
Vγ,δ,t =
{(
αj (z2, z3, t), z2, z3
)
: z2, z3 ∈ C, 1 j m
}
.
Hence there is R3 such that for each t > R3 there are exactly n branches of V , say
α1, . . . , αn, such that for (z2, z3) ∈ B2((w2,0), ε3/2) and t > R3 we have |αj (z2, z3, t) −
β(z2)|< ε5 for j = 1, . . . , n and |αj (z2, z3, t)− β(z2)| 2ε5 for j = n+ 1, . . . ,m.
There is R4 R3 such that∣∣t−δ(π2 ◦ σ(t)− π2 ◦ γ (t))−w2∣∣< ε34 for t > R4.
Now fix t  R4 and set r ′ = tδε3/4 and x := (x1, x2, t) := Reσ(t). If (z2, z3) ∈
B2((x2, t), r ′), then∣∣t−δ(z2 − π2 ◦ γ (t), z3 − t)− (w2,0)∣∣
 t−δ
∣∣(z2 − π2 ◦ γ (t), z3)− (x2 − π2 ◦ γ (t), t)∣∣+ ∣∣t−δ(x2 − π ◦ γ (t))−w2∣∣
 t−δr ′ + ε3
4
= ε3
2
.
In other words, t−δ(z2 − π2 ◦ γ (t), z3 − t) ∈ B2((w2,0), ε3/2). Hence this point is in the
region where α1, . . . , αn are separated from αn+1, . . . , αm. We set
W := {(π1 ◦ γ (t)+ tδαj (t−δ(z2 − π2 ◦ γ (t), z3 − t)), z2, z3) ∈ C3:
1 j  n,
∣∣(z2, z3)− (x2, t)∣∣< r ′}.
By the choice of R3, W is a closed analytic subset of V ∩B(x ′′, r ′′)×B2(x ′, r ′) of dimen-
sion dimV provided r ′′ is sufficiently large. We may also assume that r ′′ is so large that
W ∩ ∂(B(x1, r ′′) × B2((x2, t), r ′)) is contained in B(x1, r ′′) × ∂B2((x2, t), r ′). Define a
plurisubharmonic function by
u :W → [−∞,∞[, u(z)= (A+ 1)∣∣Im(z1 − tδβ(t−δ(z2 − π2 ◦ γ (t), z3 − t)))∣∣.
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more, by the choice of C2,
u(z) | Imz| + tδC2
∣∣Im t−δ(z2, z3)∣∣ (1 +C2)| Imz|.
Denote by v the plurisubharmonic function that exists by [6, Lemma 2.14]. (In that lemma,
u is “extended” to all of V after small modifications near x .) Then v satisfies conditions (α)
and (β) of PL(ω) with  := C2 + 2. Applying PL(ω) we find v(z)  A| Imz| + Bω(z).
Since π ◦ σ(t) is real, we have u(σ(t)) = (A + 1)| Imσ(t)|. Combining this with [6,
Lemma 2.14(iii)], we arrive at
(A+ 1)∣∣Imσ(t)∣∣ v(σ(t))A∣∣Imσ(t)∣∣+Bω(σ(t)).
This implies h(t) = | Imσ(t)|  Bω(σ(t)) = O(ω(t)). This completes the proof of the
present case.
Case δ < b < d . This case is basically the same as the third one, except that now the
functions αj and β have to be constructed in a compact subset of C2 \ {0} instead of a
compact subset of C2 \B(0,K1,K2).
Case b = d . This is again similar to the third case. Now we have to construct αj and β
in a compact subset of B1(0, ε1) × B2(0, ε2) \ {0}. In this case it may happen that b = 1.
Then Tγ,bV is a cone over a curve instead of consisting of all translates of a curve. The
modifications necessary to adjust the proof to this situation are straight forward. 
Remark. Proposition 17 extends [6, Proposition 3.26]. In that proposition it was shown
that PL(ω) implies (ω, γ, d, δ)-hyperbolicity. Here, we show (ωa, γ, d, δ)-hyperbolicity
for some optimal a. The obvious difference between the old proof and the new one is that
now the principle of Tarski and Seidenberg is applied. However, the main improvement is a
more subtle one. Namely, in [6] we were unable to show that the profile of the exceptional
conoid (Γ ′R in the present notation) does not depend on ω. This is now possible since a
very useful description of all plane curves satisfying (SPL) is available in the form of
Proposition 15.
Before we state and prove the main result of the present paper, we indicate that its
hypothesis admits various equivalent formulations.
Remark 18. For P ∈ C[z1, . . . , zn] of degree m> 0 denote by Pm its principal part. Then
the following conditions are equivalent:
(a) There exists a weight function ω satisfying condition (1) such that P(−D) :Eω(Rn)→
Eω(Rn) admit a continuous linear right inverse.
(b) V (P) satisfies PL(ω) for some weight function ω.
(c) V (Pm) satisfies PL(ω) for some weight function ω.
(d) V (Pm) satisfies PL(ω) for each weight function ω.
(e) V (Pm) satisfies PLloc(0).
(f) V (Pm) satisfies (SPL).
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(b) ⇒ (c) ⇒ (d) hold by Meise et al. [14, Theorem 4.1]. (e) follows from (d) by [14, The-
orem 3.3]. The latter result also shows that (e) implies (f), since by Meise and Taylor [11,
Lemma 3.2], the condition PL(Rn) in [14] is equivalent to (SPL). Obviously, (f) implies
that V (Pm) satisfies PL(ω) for each weight function ω. Hence it follows from [3, Corol-
lary 3.12], that there is a weight function ω as in (a) such that V (P) satisfies PL(ω). By
[13, Theorem 5.5], this implies (a).
Theorem 19. For P ∈ C[z1, z2, z3] of degree m > 0 let Pm denote its principal part and
assume that V (Pm) satisfies (SPL). Then there exists a rational number b with 0 b < 1
such that for each weight function σ the following assertion holds: V (P) satisfies PL(σ )
if and only if tb =O(σ(t)) as t tends to infinity.
Proof. For the purpose of this proof we add a few extra notations. First, for a conoid
Γ = Γ (γ, d,U,R) we set 2Γ := Γ (γ, d,2U,R/2). Furthermore, we denote by E(Γ )
the opening exponent of a conoid Γ . The empty set will be considered as a conoid with
E(∅) := −∞. Finally, if δ = −∞, then (ω, γ, d, δ)-hyperbolicity shall be understood as
(ω, γ, d)-hyperbolicity.
Since V (Pm) satisfies (SPL) by hypothesis, Remark 18 implies that there is a weight
function ω such that V := V (P) satisfies PL(ω).
Let q ∈ N0 be as in [6, Lemma 4.2]. In [6, Lemma 4.5], the following is shown: When d
is a critical value for γ and V , then d ∈ 1
q
Z unless Tγ,dV is a union of parallel planes.
For j = 0, . . . , q we will construct a finite sequence M0 ⊂M1 ⊂ · · · ⊂Mq of finite
sets. EachMj is a set of triples (Γ,Γ ′, a) with the following properties:
(a) Γ is a conoid with E(Γ )  1 − j/q , Γ ′ is either a conoid or empty with E(Γ ′) <
E(Γ ), and 0 a < 1. If E(Γ ) /∈ 1
q
Z, then Γ ′ζ = ∅.
(b) If E(Γ ′) 1 − j/q , then there exist Γ ′′ which is either a conoid or empty and a′ such
that (Γ ′,Γ ′′, a′) ∈Mj .
(c) If Γ ′ is a conoid with core γ and E(Γ ) = d , then Tγ,dV satisfies (SPL).
(d) There is R0 > 0 such that for each R >R0
Rn \B(0,R) ⊂
⋃
(Γ,Γ ′,a)∈Mj
(Γ \ Γ ′)∪
⋃
(Γ,Γ ′,a)∈Mj
E(Γ ′)<1−j/q
Γ ′.
(e) V is ωa -hyperbolic in 2Γ \ Γ ′.
(f) ta =O(ω(t)) for each weight function ω such that V satisfies PL(ω).
Furthermore, the final elementMq satisfies
(g) If σ is a weight function, if K(σ ) is constructed as in [6, 4.6], and if (γ, d, δ) ∈K(σ ),
then there is (Γ,Γ ′, a) ∈Mq such that the core of Γ is γ and such that E(Γ ) = d
and E(Γ ′)= δ.
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γζ : t → tζ . Set δ˜ζ :=∆(γζ ,1,0) and set
δζ :=
{
δ˜ζ , if δ˜ζ >−∞ and Tγζ ,δ˜ζ V satisfies (SPL),−∞, otherwise.
Next note that Tγζ ,1V satisfies (SPL) for each ζ ∈ Vh since Tγζ ,1V = V (Pm)−ζ = Vh−
ζ by Theorem 5 and since V (Pm) satisfies (SPL) by hypothesis. If δζ > −∞ for ζ ∈ Vh
then Proposition 17 implies the existence of 0  aζ < 1 such that V is (ωa, γζ ,1, δζ )-
hyperbolic. Moreover, (f) holds by Proposition 17(b). If δζ = −∞ for ζ ∈ Vh then we get
the same conclusions from Proposition 17, using the notation introduced at the beginning
of the proof. Hence for each ζ ∈ Vh we can choose a cone Γ˜ζ with core γζ and a conoid Γ ′ζ
with core γ and E(Γ ′ζ ) = δζ as in the definition of (ω, γ,1, δζ )-hyperbolicity. We may
assume that Γ˜ζ = 2Γζ for some cone Γζ . Note also that δζ ∈ 1qZ ∪ {−∞} unless Tγζ ,δζ V
is a union of parallel planes. If, on the other hand, ζ /∈ Vh, then we set aζ := 0, Γ ′ζ := ∅,
and let Γζ 
= ∅ be a cone around γζ such that Γζ ∩ V = ∅.
The projections of all Γζ onto S2 cover S2, hence there are ζ1, . . . , ζN and R > 0 such
that
R3 \B(0,R) ⊂
N⋃
j=1
Γζj .
We may also assume that the set {ζj : 1  j  N} contains all nonsimple singularities of
Vh which lie in S2, since there is only a finite number of them. This extra requirement will
ensure that (g) holds for all points of K(ω) with d = 1. Now set
M0 :=
{
(Γζj ,Γ
′
ζj
, aζj ): j = 1, . . . ,N
}
.
Conditions (a)–(f) are now satisfied.
To complete the construction, fix 1  j  q and assume that Mj−1 is already con-
structed. Denote by Tj−1 the set of all triples t = (Γ,Γ ′, a) ∈Mj−1 such that 1 − (j −
1)/q > E(Γ ′) 1 − j/q . For each t ∈ Tj−1 we construct a set At of triples of the same
form. Once this will be done, we set
Mj :=Mj−1 ∪
⋃
t∈Tj−1
At . (7)
So fix t = (Γ,Γ ′, a) ∈ Tj−1. Let γ be the core and d < 1 the opening exponent of Γ ′,
and choose C,R > 0 so that
Γ ′ ⊂ Γ (γ, d,B(0,C),R).
To reduce notational complexity, we assume that the limit vector of γ is (0,0,1). It is
no restriction to replace B(0,C) by B2(0,C1) × B1(0,C2) for suitable C1,C2 > 0. Let
D := R2 ∩ (B2(0,C1) × {0}) and define γζ (t) := γ (t) + tdζ for ζ ∈ D. Then γζ is a real
simple curve in standard parametrization with respect to the standard coordinate system.
Set δ˜ζ :=∆(γζ , d,0) and
δζ :=
{
δ˜ζ , if δ˜ζ >−∞ and Tγζ ,δ˜ζ V satisfies (SPL),−∞, otherwise.
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condition (c) implies (SPL) for Tγ,dV . Thus, if ζ ∈ Tγ,dV , then Proposition 17 implies the
existence of aζ  1 such that V is (ωaζ , γζ , d, δζ )-hyperbolic and (f) is satisfied. Choose
a conoid Γ˜ζ with core γζ and E(Γζ ) = d and a conoid Γ ′ζ with core γζ and E(Γ ′ζ ) = δζ
as in the definition of (ωaζ , γζ , d, δζ )-hyperbolicity. We may assume that Γ˜ζ = 2Γζ for a
some conoid Γζ . Note that aζ < 1 since V satisfies PL(ω) for some weight ω. Note also
that δζ ∈ 1qZ∪ {−∞} unless Tγζ ,δζ V is a union of parallel planes.
If, on the other hand, ζ /∈ Tγ,dV , then we set aζ := 0, Γ ′ζ := ∅, and let Γζ 
= ∅ be a
conoid with core γζ such that Γζ ∩V = ∅. Note also that we are in this case if the opening
exponent of Γ is not in 1
q
Z.
For each ζ ∈ D there are a neighborhood Uζ of zero and Rζ > 0 such that Γζ =
Γ (γζ , d,Uζ ,Rζ ). By compactness there is a finite set ζ1, . . . , ζN ∈ D such that
B2(0,C1)×B1(0,C2) ∩R3 ⊂
N⋃
j=1
Uζj .
We may also assume that the set {ζj : 1  j  N} contains all nonsimple singularities
of Tγ,dV , since there is only a finite number of them. This extra requirement will ensure
that (g) holds for all points of K(ω) for the present value of d . Now set
At :=
{
(Γζj ,Γ
′
ζj
, aζj ): j = 1, . . . ,N
}
and define Mj by (7). This completes the inductive construction. Conditions (a)–(g) are
easily verified.
Let b be the maximum of all numbers a that come up in Mq . Then it is not difficult to
see that the sufficient conditions of [6, Theorem 4.7], are met. Hence V satisfies PL(ωb).
(For the convenience of the reader, a synopsis of that part of the proof of [6, Theorem 4.7],
is given in Remark 20.) Since PL(ω) implies PL(σ ) whenever ω = O(σ), the “if”-part is
shown. The “only if”-part follows immediately from (f). 
Remark 20. The part of the proof of [6, Theorem 4.7], which is used in the proof of
Theorem 19, can be summarized as follows.
The set Mq obviously carries the structure of a disjoint union of trees, where the ele-
ments of M1 are the roots, the elements of Mq are the nodes, and two nodes (Γ,Γ ′, a)
and (Γ ′′,Γ ′′′, a′) are connected by an edge if Γ ′′ = Γ ′. Then a version of PL(ωb) for
conoids is shown inductively, starting from the leaves of this tree. In the leaves, hyperbol-
icity holds only in the difference 2Γ \ Γ ′ of two conoids. However, this turns out to be
good enough since E(Γ ′) < 0  b. For the other nodes, it is shown in [6, Lemma 4.11],
that ωb-hyperbolicity in 2Γ \ Γ ′ together with PL(ωb) in Γ ′ implies PL(ωb) in 2Γ .
From Remark 18 and Theorem 19 we get the following corollary.
Corollary 21. Let P ∈ C[z1, z2, z3] be of degree m > 0 and denote by Pm its principal
part. Then the following assertions are equivalent:
(a) Pm(−D) :C∞(R3)→ C∞(R3) admits a continuous linear right inverse.
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Eω(R3) and/or P(−D) :D′ω(R3)→D′ω(R3) admits a continuous linear right inverse.
(c) There exists 0  b < 1 such that P(−D) :Eω(R3) → Eω(R3) and/or P(−D) :
D′ω(R3) → D′ω(R3) admits a continuous linear right inverse for a weight function
ω satisfying (1) if and only if tb =O(ω(t)) as t tends to infinity.
Remark. From [7, Theorem 1.1] (see also Corollary 3.12) we know that condition (a)
of Corollary 21 is equivalent to the following condition, whenever the weight function ω
satisfies condition (1):
For each 0  l  m and each Q ∈ C[z1, z2, z3],degQ  l, the operator
(Pm +Q)(−D) :Eω(R3)→ Eω(R3) admits a continuous linear right inverse if and
only if tβ(l) =O(ω(t)) as t tends to infinity, where β(t) := max(0,1 − m−l
ν
)
for
ν := max{deg(Pm)θ : θ ∈ V (Pm)∩ S2}
and where (Pm)θ denotes the localization of Pm at θ . (8)
If we assume that in Corollary 21 we have deg(P − Pm) = l, then this implies that the
exponent b in Corollary 21(c) satisfies b  β(l). However, the individual exponent b in
Corollary 21(c) in general is smaller than β(l). To see an example, let P ∈ C[z1, z2, z3] be
defined by
P(z1, z2, z3) := z2
(
z21 − z22
)+ z1z2 + cz3.
Then β(2) = 2/3, while b = 1/3 if c ∈ C \ R and b = 0 if c ∈ R, as it was shown in [3,
Example 5.2].
Corollary 22. Let ω be any weight function which satisfies limt→∞ ω(t)tε = 0 for each ε > 0.
Then for P ∈ C[z1, z2, z3] \ C the following assertions are equivalent:
(a) P(−D) :E(ω)(R3)→ E(ω)(R3) admits a continuous linear right inverse.
(b) P(−D) :C∞(R3)→ C∞(R3) admits a continuous linear right inverse.
(c) V (P) satisfies PL(ω).
(d) V (P) satisfies PL(log).
(e) V (P) satisfies the condition PL(σ ) for σ ≡ 1, i.e., there exists A  1 such that for
each  > 0 there is B > 0 such that each u ∈ PSH(V (P )) which satisfies
u(z) |z| + o(|z|) and u(z) | Im z|, z ∈ V,
already satisfies
u(z)A| Imz| +B, z ∈ V.
Remark. Corollary 22 shows that at least for n = 3 the property “existence of a continuous
linear right inverse on C∞(Rn)” behaves similarly as hyperbolicity, in the sense that first
one gets estimates in which log(2 + |z|) is involved and that then real algebraic geometry
can be used to replace the logarithmic term by a constant.
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