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1 Introduction
In this paper we discuss the generalized Fredholm theory in polyfolds. The
initial version of the paper, [22], was written in 2008 on the occasion of a
lecture given at the Clay Mathematical Institute (CMI), and described the
theory as developed in [24, 25, 26]. When Nick Woodhouse became the CMI
president he found a folder of manuscripts from past CMI events and came
up with the idea of having them published. Six years is a long time. Since
then the theory considerably advanced and a comprehensive discussion of its
more abstract part is contained in [29, 30]. Currently nontrivial applications
are being developed, most notably those to symplectic field theory (SFT),
see [11] and [28]. In order to account for the developments, the paper was to
a large extend rewritten. Rather than dealing with the general theory, which
also allows for boundary with corners, we restrict ourselves to a special case
and illustrate it with a discussion of stable maps, a topic closely related
to Gromov-Witten theory. We also would like to mention the paper [9],
where the ideas of polyfold theory are explained as well. The abstract theory
has been applied in [28] as part of the general construction of SFT. In [51]
it was used to address the Weinstein conjecture in higher dimensions. An
extensive study of the case with boundary and corners is contained in [29, 30].
These extensions are crucial for an application to SFT. A basic paper in this
direction is the upcoming [11] in which the polyfolds relevant for SFT are
being constructed. This is the place where the full power of the theory
becomes apparent.
We shall start by introducing the category of stable maps. The construc-
tion of Gromov-Witten invariants can be understood as the geometric study
of perturbations of the full subcategory of J-holomorphic stable maps. We
take a more general viewpoint and study the whole category. Our initial
discussion is entirely topological, and surprisingly the arising objects are so
natural that one is forced to raise the question if these structures go beyond
topology. Indeed they do, and they give rise to a generalized differential
geometry as well as a generalized nonlinear Fredholm theory accompanied
by its own blend of nonlinear analysis. The whole package is referred to as
polyfold theory. The polyfold theory provides a language and a large body of
results to address questions arising in the study of moduli problems in sym-
plectic geometry. It is clear that its applicability goes far beyond the latter
field. From a nonlinear analysis perspective the symplectic applications are
concerned with the study of isomorphism classes of families of nonlinear first
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order elliptic equations with varying domains and varying targets. The do-
mains even are allowed to change the topology, and bubbling-off phenomena
will in general occur. This is the source for compactness and transversal-
ity issues which make an algebraic counting of solutions very difficult. In
the case of the problems arising in symplectic geometry the polyfold theory
overcomes these difficulties. There is no doubt that the theory should have
applications in other parts of nonlinear analysis as well.
It is a basic observation in symplectic geometry/topology that geometric
questions can be rephrased as questions about solution spaces of nonlinear
first order elliptic partial differential equation (the solution spaces are by
definition the moduli spaces). Very often just counting solutions suffices to
answer a seemingly difficult geometric question. The construction of the
moduli problems are difficult analytical problems involving analytical limit-
ing behaviors, like bubbling-off, breaking of trajectories and stretching the
neck. The naive solution sets are very often not compact and not being
cut out by the differential equation in a generic way. In most applications
there exist intriguing compactifications of the solution spaces, which, how-
ever, are usually not compatible with the standard versions of smooth non-
linear analysis based on the notion of Fre´chet differentiability. Moreover, as
a consequence of local symmetries, very often even a generic choice of geo-
metric auxiliary data used to construct the partial differential equation, will
never result in a generic solution set. The polyfold theory allows to view the
partial differential equation within an abstract framework, which provides a
Sard-Smale perturbation theory and deals with the transversality issues. The
framework is so general that it also encompasses the geometric perturbation
theory. Hence one can proceed geometrically as long as it is possible, and
use the abstract perturbations only if the problems cannot be dealt with ge-
ometrically. In particular, whatever has been established to work classically,
will also work in this extended framework.
The analytical limiting phenomena, which we mentioned above, even as-
suming a sufficient amount of genericity, do not look like smooth phenomena
if smoothness refers to the usual concept. Indeed, the coordinate changes
are from a classical perspective usually nowhere differentiable. However, it
turns out that the notion of smoothness can be relaxed, and a generalization
of differential geometry and nonlinear functional analysis can be developed,
for which the limiting phenomena can be viewed as smooth phenomena, even
if they are quite often obscured by transversality issues. In this generalized
context the classical nonlinear Fredholm theory can be extended to a much
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larger class of spaces and operators, which can deal with the aforementioned
problems.
A great example to explain the theory comes from a study of the cate-
gory of stable maps associated to a symplectic manifold. The study of these
objects goes back to the seminal work by Gromov on pseudoholomorphic
curve theory, see [17]. Gromov showed that the study of pseudoholomor-
phic maps is a powerful tool in symplectic geometry, by demonstrating its
uses by many examples. Kontsevich, later pointed out the importance of the
notion of stable pseudoholomorphic curves, [33]. Our stable maps need not
to be pseudoholomorphic. We find several natural constructions which at
first glance are just of topological nature without exhibiting more regularity.
However, as it turns out, these are the shadows of smooth constructions,
once the notion of differentiability in finite dimensions, which usually is gen-
eralized as Fre´chet differentiability to infinite-dimensional Banach spaces, is
generalized in a quite different way. Such a generalization requires an addi-
tional piece of structure, called an sc-structure, which occurs in interpolation
theory, [53], albeit under a different name. In fact, we give a quite different
interpretation of such a structure and make clear, that it can be viewed as a
generalization of a smooth structure on a Banach space. We call this gener-
alization sc-smoothness, and the generalization of differentiability of a map
we refer to as sc-differentiability.
The very interesting aspect is then the following fact. There are many sc-
differentiable maps r : U → U satisfying r ◦ r = r, i.e. sc-smooth retractions.
For Fre´chet differentiability the image of such a retraction can be shown to
be a submanifold of U . Incidentally this is H. Cartan’s last mathematical
theorem, see [4]. However, the images of sc-smooth retractions can be much
more general. Most strikingly, they can have locally varying dimensions. Of
course, a good notion of differentiability comes with the chain rule so that
from r ◦ r = r we deduce Tr = (Tr) ◦ (Tr). In other words, the tangent
map of an sc-smooth retraction is again an sc-smooth retraction. If a subset
O of an sc-Banach space is the image of an sc-smooth retraction r, then
TO = Tr(TU) defines the tangent space, and it turns out, that the definition
does not depend on the choice of r as long as r is sc-smooth and has O as
its image. So we obtain quite general subsets of Banach spaces which have
tangent spaces. An sc-smooth map f : O → O′, where O ⊂ E and O′ ⊂ F
are sc-smooth retracts, is a map such that f ◦ r : U → F is sc-smooth, where
r is an sc-smooth retraction onto O. As it turns out the definition does not
depend on the choice of r. Further, one verifies that Tf := T (f ◦ r)|TO
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defines a map TO → TO′ between tangent spaces and that the definition
also does not depend on the choice of r.
In summary, once we have a good notion of differentiability for maps be-
tween open sets, we also obtain a notion of differentiability for maps between
sc-smooth retracts. However, for the usual notion of differentiability, smooth
retracts are manifolds and one does not obtain anything beyond the usual
differential geometry and its standard generalization to Banach manifolds.
On the other hand sc-differentiability opens up new possibilities with serious
applications. We generalize differential geometry by generalizing the notion
of a manifold to that of an M-polyfold. These are metrizable spaces which
are locally homeomorphic to retracts with sc-smooth transition maps. The
theory as described in this paper even gives new objects in finite dimensions,
see Figure 1. Most important for us is the fact, that the new local models for
a vastly generalized differential geometry allow us to build spaces, which can
be used to bring nonlinear partial differential equations which might show
bubbling-off phenomena into an abstract geometric framework which allows
for a very general nonlinear Fredholm theory with the usual expected prop-
erties.
Acknowledgement: The author thanks the Clay Institute for the opportu-
nity to present this material at the 2008 Clay Research Conference. Some of
the initial work was done during a sabbatical at the Stanford mathematics
department, and was supported in part by the American Institute of Math-
ematics. Thanks to P. Albers, Y. Eliashberg, J. Fish, E. Ionel, K. Wysocki
and E. Zehnder for many stimulating discussions.
2 A Motivating Example and Natural Struc-
tures
The following discussion starts with a closer look at the category of stable
Riemann surfaces and describes some of the interesting structures appear-
ing as a result of the classical Deligne-Mumford theory. These structures
and the associated viewpoint can be related to a topic arising in Gromov-
Witten theory, namely the study of the category of stable maps which are
not necessarily pseudoholomorphic. This category of stable maps has natural
structures. Natural structures in mathematics are usually there for a good
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Figure 1: Figure a) shows a finite-dimensional M-polyfold X which is homeo-
morphic to the space consisting of the disjoint union of an open three-ball B3
and an open two-ball B2 connected by two curves c1, c2. Figure b) shows the
same M-polyfold containing a one-dimensional S1-like submanifold S. This
submanifold could arise as the zero set of a transversal section of a strong
M-polyfold bundle Y over X , which has varying dimensions. Namely, over
the three-ball it is two-dimensional, over the two-disk one-dimensional and
otherwise it is trivial. The polyfold theory would then guarantee a natural
smooth structure on the solution set S.
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reason. In our case a deeper analysis reveals the existence of more general
smooth models for an extended differential geometry as well as a vastly gener-
alized Fredholm theory. The latter can be used to define the Gromov-Witten
invariants. The same scheme also works suitably extended in the much more
complicated framework of stable maps in SFT.
2.1 The Category of Stable Noded Riemann Surfaces
A good starting point for explaining some of the later features in the polyfold
theory is a study of stable noded Riemann surfaces with marked points.
Definition 2.1. A stable, possibly noded Riemann surface with marked
points, is a tuple (S, j,M,D), where (S, j) is a closed smooth Riemann sur-
face, M ⊂ S is a finite collection of points, called marked points, and a finite
collection D of un-ordered pairs {x, y} of points x, y ∈ S \ M having the
following properties.
(i) For {x, y} ∈ D it holds x 6= y. If {x, y} ∩ {x′, y′} 6= ∅, then {x, y} =
{x′, y′}.
(ii) The topological space S¯ obtained by identifying x ≡ y for {x, y} ∈ D is
connected.
(iii) Define the subset |D| by |D| =
⋃
{x,y}∈D{x, y}. For every connected
component C of S having genus g(C) with nC being the number of
points in C ∩ (|D| ∪M) it holds 2g(C) + nC ≥ 3.
Condition (iii) is called the stability condition. In our case the set M is
not ordered, but the following discussion could be carried out in the ordered
case as well.
We can view α = (S, j,M,D) as an object in a category R where the
morphisms Φ : α→ α′ are given by
Φ = (α, φ, α′) : α→ α′
and φ : (S, j) → (S ′, j′) is a biholomorphic map satisfying φ(M) = M ′ and
φ(D) = D′, where φ(D) := {{φ(x), φ(y)} | {x, y} ∈ D}.
Definition 2.2. We call R the category of stable, (possibly) noded Rie-
mann surfaces with un-ordered marked points.
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The following result is well known, and is part of the Deligne-Mumford
theory. The theory has been described from a more differential geometric
perspective in [47], and is being described in [23] from a polyfold perspective.
Theorem 2.3. The category R has the following properties.
(i) Every morphism in the category R is an isomorphism.
(ii) The stability condition implies that between any two objects there are
at most finitely many morphisms.
(iii) The orbit space |R| of the category R, which is the set of isomorphism
classes of objects in R carries a natural metrizable topology.
(iv) The topological space |R| carries in a natural way the structure of a
holomorphic orbifold for which each connected component is compact.
A basis for the topology is given in Proposition 2.11. We shall need a
variation of this result, and shall describe a particular approach to R which
one might view as a toy case for the polyfold approach to stable maps in
symplectic manifolds. We describe some of the results we shall need later on,
and refer the reader for more details to [28, 23], or the references mentioned
therein.
Given an object α = (S, j,M,D) inR it is not just a point in the category,
but it has geometry as well. In fact, the additional structures on the category
come from the fact that every object has its own geometry, which is being
exploited by constructing associated objects by a plumbing procedure. Recall
that the automorphism group G of α is the finite collection of all morphisms
(which are all isomorphisms) Φ : α→ α.
Definition 2.4. Let α = (S, j,M,D) be an object in R with automor-
phism group G. A small disk structure associated to α and denoted by D
assigns to every x ∈ |D| a compact disk-like neighborhood Dx ⊂ S around
the point x, so that the following holds.
(i) Dx has a smooth boundary and the disks are mutually disjoint.
(ii)
⋃
x∈|D|Dx is invariant under G.
(iii) Dx ∩M = ∅ for all x ∈ |D|.
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Given a small disk structureD we have for every {x, y} ∈ D an associated
noded disk pair (Dx∪Dy, {x, y}). From this data we can construct for every
{x, y} a natural gluing parameter. This is done as follows. Denote for x ∈ |D|
by x̂ an oriented real line in (TxS, j). If S
1 ⊂ C denotes the unit circle,
we observe that given θ ∈ S1, we can define a new oriented real line θx̂,
making use of the complex structure j. We introduce an equivalence class
of unordered pairs of real oriented lines {x̂, ŷ} associated to {x, y} ∈ D as
follows. We say {x̂, ŷ} is equivalent to {x̂′, ŷ′} (here the lines lie over x and
y) provided there exists θ ∈ S1 satisfying
x̂ = θx̂′ and ŷ = θ−1ŷ′.
Equivalence classes will be written as [x̂, ŷ]. Clearly the collection of all
equivalence classes associated to the pair {x, y} can be parametrized by the
unit circle via
S1 ∋ θ→ [x̂, θŷ].
Definition 2.5. An equivalence class [x̂, ŷ] is called a decorated nodal
pair with underlying nodal pair {x, y}.
Hence above every {x, y} ∈ D there lies an S1-worth of decorated nodal
pairs [x̂, ŷ]. We shall refer to [x̂, ŷ] as a decoration for {x, y}.
Consider a formal expression r[x̂, ŷ] with r ∈ [0, 1/2). Two such formal
expressions are considered the same, i.e. r[x̂, ŷ] = r′[x̂′, ŷ] provided one of
the following holds:
(i) r = r′ = 0, or
(ii) r = r′ 6= 0 and [x̂, ŷ] = [x̂′, ŷ′].
Definition 2.6. A natural gluing parameter associated to the nodal pair
{x, y} is a formal expression a{x,y} = r[x̂, ŷ] where r ∈ [0, 1/2), with the
notion of equality as defined above. In case r = 0 we shall write a{x,y} = 0.
We define the set B{x,y}(1/2) by
B{x,y}(1/2) = {r[x̂, ŷ] | r ∈ [0, 1/2), [x̂, ŷ] a decoration of {x, y}}
and call it the set of natural gluing parameters associated to the nodal pair
{x, y}. The modulus of a{x,y} = r[x̂, ŷ] is the number r and we shall write
|a{x,y}| = r.
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Definition 2.7. Given α, a natural (total) gluing parameter is a map
a : D ∋ {x, y} → a{x,y} ∈ B{x,y}(1/2).
The collection of all gluing parameters associated to α will be denoted by Bα.
The dependency of Bα on α is as follows. It only depends on the complex
multiplication on the tangent spaces TxS for x ∈ |D|. We note the following
result having an easy proof which is left to the reader.
Proposition 2.8. Assume that α is given. For every {x, y} ∈ D the set
B{x,y}(1/2) has in a natural way the structure of a holomorphic manifold. It
is characterized by the following property. For every choice of oriented real
lines x̂ and ŷ the map
B{x,y}(1/2)→ {z ∈ C | |z| < 1/2} : r[x̂, θŷ]→ rθ
is biholomorphic. In particular the set Bα, of all natural gluing parameters
a : {x, y} → a{x,y} has a natural holomorphic structure and is biholomorphic
to a product of open disks.
We shall use the natural gluing parameters to modify α and produce new
stable noded Riemann surfaces. In this context an important concept is that
of a gluing profile.
Definition 2.9. A gluing profile is a smooth diffeomorphism ϕ : (0, 1]→
[0,∞).
We shall refer to
ϕ(r) = −
1
2π
· ln(r)
as the logarithmic gluing profile, and to
ϕ(r) = e
1
r − e
as the exponential gluing profile. Restricting r[x̂, ŷ] to the case with r ∈
[0, 1/2) has to do with the choice of these two gluing profiles. For an arbitrary
gluing profile ϕ we only have to require that r ∈ [0, εϕ), where εϕ > 0,
depending on the profile, is small enough.
Assume we are given a small disk structure D and a gluing profile ϕ.
We can define a gluing or plumbing construction as follows. For a gluing
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parameter a{x,y} = r[x̂, ŷ] associated to {x, y} ∈ D, we consider the disks
Dx, Dy, and the nodal pair {x, y}. If a
{x,y} = 0 we keep this data, i.e. with
other words the gluing of (Dx ∪ Dy, {x, y}) with a
{x,y} = 0 produces the
noded disk (Dx ∪ Dy, {x, y}). If a
{x,y} 6= 0 we compute the value R = ϕ(r)
and take a representative {x̂, ŷ} of the class [x̂, ŷ]. After this choice, there
exist uniquely determined biholomorphic maps
hx : (Dx, x)→ (D, 0), Thx(x)x̂ = R,
and
hy : (Dy, y)→ (D, 0), Thy(x)ŷ = R.
Here D is the closed unit disk in C, and R ⊂ T0D is oriented by 1. Recall
that the modulus of the annulus Ar1,r2 := {z ∈ C | r1 ≤ |z| ≤ r2} is defined
by
modulus(Ar1,r2) =
1
2π
· ln(r2/r1).
If we are given a Riemann surface (A, j) where A is compact, has smooth
boundary components, and is diffeomorphic to an annulus, we know from the
uniformization theorem that (A, j) is biholomorphic to Ar,1 for a uniquely
determined 0 < r < 1. The modulus of (A, j) by definition is given by
modulus(A, j) = −
1
2π
· ln(r).
We note that the right-hand side is precisely R = ϕ(r) for the logarithmic
gluing profile. In the next step the choice of the gluing profile matters, and
a remark, why we consider other gluing profiles than the logarithmic one, is
in order.
Remark 2.10. In later constructions we shall see that the sc-smooth
structure we are going to construct will depend on the choice of ϕ. The sc-
smooth structure also influences if certain operators are sc-smooth Fredholm
operators. The operators we are interested in will be sc-smooth for the
exponential gluing profile, but not for the logarithmic one.
With some gluing profile ϕ fixed, we pick concentric compact annuli Ax ⊂
Dx and Ay ⊂ Dy with one boundary component being the boundary of Dx
and Dy, respectively, so that Ax and Ay have modulus R = ϕ(r). We discard
the points Dx \ Ax and Dy \ Ay from S and the nodal pair {x, y}. With
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Ax ∪Ay ⊂ S \ ((Dx \Ax)∪ (Dy \Ay)) we identify Ax with Ay by identifying
z ≡ z′, where (z, z′) ∈ Ax × Ay satisfying
hx(z) · hy(z
′) = e−2π·R.
The definition of the identification z ≡ z′ is independent of the choice of
the representatives {x̂, ŷ} in [x̂, ŷ]. Let us denote by Za{x,y} the glued space
obtained by identifying the two annuli. If a{x,y} = 0 this is the noded (Dx ∪
Dy, {x, y}) and for a
{x,y} 6= 0 it is the space obtained by identifications just
described. Clearly, in the latter case we have natural biholomorphic maps
Ax → Za{x,y} and Ay → Za{x,y},
by associating to a point its equivalence class. Carrying out the above pro-
cedure for every noded disk pair (Dx ∪ Dy, {x, y}) defines for a gluing pa-
rameter a ∈ Bα a new noded stable Riemann surface (Sa, ja,Ma, Da) with
marked points. We just described how to obtain Sa. We denote by ja the
natural smooth almost complex structure on the latter. Observe that z ≡ z′
is a holomorphic identification. By Ma we just mean M naturally identified
with a subset of Sa. The collection of nodal points Da is obtained by first
removing from D all {x, y} with a{x,y} 6= 0 and then identifying this set with
the obvious set of nodal pairs for Sa. For every {x, y} ∈ Da we still have
Dx ∪Dy ⊂ Sa.
At this point we can exhibit a basis of open neighborhoods for a given
point |α| ∈ |R| for the natural metrizable topology. For a representative α
and an associated gluing parameter a we define |a| by
|a| = max{x,y}∈D
∣∣a{x,y}∣∣ .
Write α = (S, j,M,D) and fix a small disk structure D. The set of all
smooth almost complex structures k on S, which define the same orientation
as j, has a natural metrizable topology measuring the C∞-distance. Denote
a choice of metric by ρ. For a given gluing profile ϕ and ε > 0 small enough
define
U(α,D, ϕ, ε) = {|(Sa, ka,Ma, Da)| | ρ(j, k) < ε, j = k on D, |a| < ε}.
Theorem 2.11. Fix a gluing profile ϕ, pick for every class c ∈ |R| an
object αc, and choose an associated small disk structure Dc for αc. Consider
U(αc,Dc, ϕ, ε) for 0 < ε < εc and denote this collection by Uc. Then the
union U =
⋃
c∈|R| Uc is the basis for a metrizable topology T on |R|. The
topology T does not depend on the choices involved in constructing U.
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The topology T is the one referred to in Theorem 2.3. The automorphism
group G acts on the set of gluing parameters Bα via biholomorphic maps
G× Bα → Bα : (g, a)→ g ∗ a,
in a natural way as follows. Namely b = g ∗ a is defined by
b{g(x),g(y)} = r · [Tg(x)x̂, T g(y)ŷ],
where r[x̂, ŷ] = a{x,y}. With the above construction an element g ∈ G induces
a biholomorphic map
ga : (Sa, ja,Ma, Da)→ (Sb, jb,Mb, Db),
where b = g ∗ a. It also holds
hg∗a ◦ ga = (h ◦ g)a.
Let us abbreviate (Sa, ja,Ma, Da) by αa. Then αa = αa′ if and only if a = a
′.
Consider for these objects αa with |a| < 1/2 the associated full subcate-
gory A = Aα,D,ϕ of R. This subcategory is small. Given the object α with
automorphism group G, every choice of a small disk structure (a set of pos-
sible choices) produces such a subcategory. We also consider the translation
groupoid G ⋉ Bα. The latter is a small category with object set Bα and
morphism set G×Bα, where (g, a) is seen as a morphism a→ g ∗ a. Observe
that object set and morphism set have in our case both smooth manifold
structures. There exists the obvious functor
γ : G⋉ Bα → A
which maps the object a to αa and the morphism (g, a) : a→ g ∗ a to
(αa, ga, αg∗a) : αa → αg∗a.
We note that γ is injective on objects. More is true, namely from the results
of the Deligne-Mumford theory we obtain the following proposition which
is true for any gluing profile. It has to be viewed as an intermediate result
neglecting for the moment the possibility of deforming the (integrable) almost
complex structure j associated to α.
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Proposition 2.12. For a suitable G-invariant open neighborhood U of
0 ∈ Bα depending on the choice of the gluing profile, the functor
γ : G⋉ U →R
is injective on objects and fully faithful.
The above proposition describes the family we can obtain just from gluing
(or plumbing) without considering deformations of the (integrable almost)
complex structure. We can also obtain from α new objects by changing
the complex structure. Of course, a priori, we only would like to consider
only those deformations which produce non isomorphic objects. There is,
however, an inherent difficulty coming from the automorphisms. Given the
object α in the categoryR consider the complex vector space Γ0(α) consisting
of smooth sections of TS → S, which vanish at the points in M ∪ |D|.
By Ω0,1(α) → S we denote the complex vector space of smooth sections of
HomR(TS, TS) → S which are complex anti-linear. The Cauchy-Riemann
operator defines a linear operator
∂¯ : Γ0(α)→ Ω
0,1(α).
Define via the formula
ga := 1 + ♯D +
∑
C
[g(C)− 1],
where the sum is taken over all connected components C of S, the arithmetic
genus ga. The basic fact is given by the following proposition.
Proposition 2.13. The Cauchy-Riemann operator is a complex linear
differential operator. The stability property of α implies that ∂¯ is injective
and as a consequence of Riemann-Roch the cokernel has complex dimension
3ga + ♯M − ♯D − 3.
In the next step we consider the deformation space of α for fixed com-
binatorial type. This means we consider the deformation of the complex
structure, the marked points, and the nodal pairs, but do not remove nodes.
The natural deformation space introduced in the following is the infinitesi-
mal version of this, if we divide out by isomorphisms, but keep track of the
automorphisms.
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Definition 2.14. The (infinitesimal) natural deformation space (of fixed
combinatorial type) of α = (S, j,M,D) is by definition the complex vector
space H1(α) defined by
H1(α) = Ω0,1/(∂¯Γ0(α)).
The construction α → H1(α) is functorial. Namely we associate to an
object α a finite-dimensional complex vector space, and to a morphism φ :
α→ α′ a complex vector space isomorphism
H1(φ) : H1(α)→ H1(α′) : [τ ]→ [φ ◦ τ ◦ φ−1].
In particular the automorphism group G of the object α has an action on
H1(α).
Assume that V is an open subset of some vector space E and V ∈ v →
j(v) a smooth family of almost complex structures on S. Then it holds
j(v)2 = −Id, and differentiating at v into the direction δv ∈ E gives the
identity
j(v)(Dj(v)δv) = −(Dj(v)δv)j(v).
This means that for every z ∈ S the map
(Dj(v)δv)z : (TzS, j(v))→ (TzS, j(v))
is complex anti-linear and induces an element [Dj(v)δv] ∈ H1(S, j(v),M,D).
Hence we obtain for every v ∈ V a linear map
[Dj(v)] : E → H1(S, j(v),M,D).
This map is called the Kodaira-Spencer differential associated to v → j(v).
We define αv by
αv = (S, j(v),M,D).
Definition 2.15. Given a stable α and an associated small disk struc-
ture D we shall call a smooth family v → j(v) of almost complex structures
on S defined on a G-invariant open neighborhood V of 0 in H1(α) a good
deformation compatible with D provided it has the following properties.
(i) j(0) = j.
(ii) j(v) = j on all disks Dx associated to D.
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(iii) For every v ∈ V the Kodaira-Spencer differential
[Dj(v)] : H1(α)→ H1(αv)
is a complex linear isomorphism.
(iv) For every g ∈ G and v ∈ V the map g : αv → αg∗v is biholomorphic.
A well-known result with a proof given in [23] is the following.
Theorem 2.16. Given a stable α in R with automorphism group G, and
a small disk structure D, there always exist good deformations compatible
with D.
Suppose we start with a stable α with automorphism group G and have
fixed a small disk structure D. Then we can, as we have seen, construct the
functor
γ : G⋉ Bα →R.
Now taking a good deformation as described in the previous definition, say
V ∋ v → j(v), we can construct the following functor, where we take either
the logarithmic or exponential gluing profile.
Ψ : G⋉ (V × Bα)→R.
To objects (v, a) we assign
α(v,a) = (Sa, j(v)a,Ma, Da).
The morphism (g, (v, a)) : (v, a)→ (g ∗ v, g ∗ a) is mapped to
(α(v,a), ga, α(g∗v,g∗a)) : α(v,a) → α(g∗v,g∗a).
The basic result is the following. A proof is given in [23].
Theorem 2.17. Given the stable object α in R with automorphism group
G, a small disk structure D, and a good deformation v → j(v) compatible
with D, there exists an open G-invariant neighborhood O of (0, 0) ∈ V ×Bα,
so that the following holds for a given gluing profile.
(i) Ψ : G× O →R is a fully faithfull functor.
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(ii) The map |Ψ| : G\O → |R| induced on orbit spaces defines a homeo-
morphism onto an open neighborhood U of |α|.
(iii) For every (v, a) the partial Kodaira-Spencer differentiable associated to
α(v,a) is an isomorphism.
(iv) For every point q ∈ O there exists an open neighborhood U(q) ⊂ O with
the property that every sequence (qk) ⊂ U(q) for which |Ψ(qk)| converges
in |R| there exists a subsequence of (qk) converging in clO(U(q)).
For the definition of at the partial Kodaira-Spencer differentiable see [28]
or [23]. The above construction is possible for every given gluing profile ϕ.
Definition 2.18. Assume a gluing profile ϕ is fixed. A functor Ψ :
G⋉O → R constructed as described previously, associated to a stable α and
a small disk structure D, and satisfying the properties (i)–(iv) of Theorem
2.17 is called a good uniformizer associated to α.
For the following discussion we assume that a gluing profile ϕ has been
fixed. Let us observe that the construction of Ψ : G⋉ O → R is associated
to a given object α in R and
Ψ(0, 0) = α and Ψ((g, (0, 0)) = (α, g, α) : α→ α.
The constructions requires the choice of a small disk structure D, the good
deformation v → j(v), and the open G-invariant subset O of V ×Bα. Here Bα
is a well-defined set associated to α and V is an open subset of the complex
vector space H1(α) associated to α. All in all, our possible choices involved
in constructing Ψ for a fixed α constitute a set. Therefore we can make the
following definition.
Definition 2.19. By F (α) we denote the set of good uniformizers asso-
ciated to α.
We shall elaborate next about the functorial properties of F .
Definition 2.20. By R− we denote the category which has the same
objects as R, but as morphisms only the identities.
We can view the assignment
α→ F (α).
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as a functor defined on R− with values in the category of sets SET. This is
the ‘minimalistic version’ of our construction giving us the functor
F : R− → SET : α→ F (α) (on objects),
which on morphisms
F (Idα) = IdF (α).
We said that this is the ‘minimalistic version’ since there is, in fact, much
more structure. Let us explore this now.
Recall that for α = (S, j,M,D) an element Ψ in the set F (α) is con-
structed by making the following choices.
(i) A small disk structure D for (S, j,M,D).
(ii) A deformation of j with specific properties v → j(v) on (S,M,D), i.e.
which is constant on D, has some symmetry properties, and is defined
on a G-invariant open neighborhood V of 0 in H1(α).
(iii) From this data we obtain the natural gluing parameters Bα and can
construct the family
Ψ : (v, a)→ (Sa, j(v)a,Ma, Da).
(iv) A G-invariant open neighborhood O of (0, 0) in V × Bα so that the
restriction of the above family satisfies a list of properties defining an
element in F (α), see Definition 2.18.
Hence the collection F (α) is obtained via a precise instruction which requires
choices in its construction. When we consider isomorphic objects in R, say
α and α′, there is a natural way of matching a specific choice for α with a
specific choice for α′. This matching depends on the choice of an isomorphism
and has functorial properties, so that one can upgrade F : R− → SET to a
functor F : R → SET. More precisely, assume that
Φ := (α, φ, α′) : α→ α′
is a morphism. Then we define the following data for α′.
(i) D′ := φ∗(D) := {φ(Dz) | z ∈ |D|}.
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(ii) The biholomorphic map φ defines a linear isomorphism φ∗ : H
1(α) →
H1(α′) and we take V ′ = φ∗(V ), and a biholomorphic map φ∗ : B
α →
Bα
′
.
(iii) For j′ we take the map V ′ ∋ v′ → j′(v′) := Tφ ◦ j(φ−1∗ v
′) ◦ Tφ−1.
(iv) O′ = φ∗(O)
From the data D′, v′ → j′(v′) and Bα
′
we construct the element Ψ′ ∈ F (α′)
corresponding to Ψ. This shows that a morphism Φ := (α, φ, α′) : α → α′
defines a bijection
F (Φ) : F (α)→ F (α′).
Hence we obtain a functor
F : R → SET.
Just saying that F is functor from R into SET is again quite minimalistic,
since we suppress the various maps φ∗ we constructed above. Hence, under-
lying this bijection there is in our case even some fine structure, which we
shall describe now.
Assume that the automorphism group of α = (S, j,M,D) is G. Then the
elements of G have the form (α, g, α), where g : α → α is a biholomorphic
map. For simplicity of notation we identity g = (α, g, α). Assume that we
are given an isomorphism
Φ = (α, φ, α′) : α→ α′
Having the domains fixed (most importantly the almost complex structures)
we identify φ = (α, φ, α′). Denote by G′ the automorphism group of α′,
and proceeding as in the case of G, the morphism Φ determines a group
isomorphism
γΦ : G→ G
′ : g → φ ◦ g ◦ φ−1.
Consider the, by the previous discussion, related elements Ψ ∈ F (α) and
Ψ′ ∈ F (α′) given by
Ψ : G⋉ O →R and Ψ′ : G′ ⋉ O →R.
Related means that F (Φ)(Ψ) = Ψ′. The biholomorphic map φ defines an
equivariant diffeomorphism O → O′ which satisfies
φ∗(g ∗ q) = γΦ(g) ∗ φ∗(q),
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where q = (v, a). This in particular means that φ∗ defines a smooth equiv-
alence between the translation groupoids, but also is a bijection on objects
and morphisms
fΦ : G⋉ O → G
′ ⋉O′ : (q, q)→ (γΦ(g), φ∗(q)).
From this we see that we have the two functor
Ψ and Ψ′ ◦ fΦ
both defined on G ⋉ O. On objects, with (v′, a′) = fΦ(v, a), we have the
biholomorphic map φa : α(v,a) → α
′
(v′,a′), and hence the isomorphism
Φ(v,a) := (α(v,a), φa, α
′
fΦ(v,a)
) : α(v,a) → α
′
fΦ(v,a)
.
Equivalently written this precisely means for an object (v, a) in G⋉ O
Φ(v,a) : Ψ(v, a)→ Ψ
′ ◦ fΦ(v, a).
We note that Φ(0,0) = Φ and fΦ(0, 0) = (0, 0). Assume that (g, q) : q → g ∗ q
is a morphism in G ⋉ O with (g′, q′) = fΦ(g, q) being the corresponding
morphism in G′ ⋉O′. We obtain the following commutative diagram
Ψ(q)
Φq
−−−→ Ψ′ ◦ fΦ(q)
Ψ(g,q)
y Ψ′◦fΦ(g,q)y
Ψ(g ∗ q)
Φg∗q
−−−→ Ψ′ ◦ fΦ(g ∗ q).
Hence the map
Γ : O → R : q → Γ(q) = Φq
is a natural transformation (in fact an equivalence)
Ψ
Γ
−→ Ψ′ ◦ fΦ.
This shows that there is more structure than justing having a functor F :
R → SET. Hence we have proved the following.
Theorem 2.21. With the functor F : R → SET as just described, given
an isomorphism Φ : α → α′, there exists for every element Ψ ∈ F (α)
with corresponding element Ψ′ = F (Φ)(Ψ) an uniquely determined smooth
equivalence of categories fΦ : G ⋉ O → G
′ ⋉ O′ and a natural equivalence
Γ : Ψ→ Ψ′ ◦ fΦ.
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At this point the good uniformizers in F (α) and F (α′) are mostly unre-
lated with the exception when the objects are isomorphic. In the following,
in particular for the abstract theory we shall always take the minimalistic
viewpoint, even if in all applications there is additional structure along the
lines as just described.
We need some additional structure to related F (α) and F (α′) even if α
and α′ are not isomorphic. This needs some preparation.
Definition 2.22. Given the functor F : R− → SET and objects α and
α′ in R−, we define for Ψ ∈ F (α) and Ψ′ ∈ F (α′) the set M(Ψ,Ψ′), called
the associated transition set between Ψ and Ψ′ by
M(Ψ,Ψ′) = {(q,Φ, q′) | q ∈ O, q′ ∈ O′, Φ : Ψ(q)→ Ψ′(q′)}.
The construction of the transition set comes with several structure maps.
Definition 2.23. The target map t :M(Ψ,Ψ′)→ O′ and the source map
s :M(Ψ,Ψ′)→ O are given by
t(q,Φ, q′) = q′ and s(q,Φ, q′) = q.
The inversion map ι : M(Ψ,Ψ′) → M(Ψ′,Ψ) is defined by ι(q,Φ, q′) =
(q′,Φ−1, q). The unit map O →M(Ψ,Ψ) is given by u(q) = (q, 1Ψ(q), q), and
the multiplication map is defined as
M(Ψ′,Ψ′′)s×tM(Ψ,Ψ
′)→M(Ψ,Ψ′′) :
m((q′,Φ′, q′′), (q,Φ, q′)) = (q,Φ′ ◦ Φ, q′′).
The following results hold for the logarithmic and the exponential gluing
profile. There are similar results for other, but not all, gluing profiles. The
logarithmic case is a reformulation of the classical Deligne-Mumford theory,
the case of the exponential gluing profile can be reduced to this classical case.
In [23] we derive both cases using pde-methods, but also show that the case
with exponential gluing profile can be reduced to the classical case.
Theorem 2.24. Given the logarithmic or the exponential gluing profile,
the transition sets M(Ψ,Ψ′) carry a natural metrizable topology and in addi-
tion naturally oriented smooth manifold structures, so that all the structure
maps are smooth, and s and t are orientation preserving local diffeomor-
phisms. In case of the logarithmic gluing profile the smooth manifold struc-
ture is underlying to a complex manifold structure and all structure maps
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are holomorphic. The object space of G ⋉ O is oriented by the orientation
coming from the fact that O is an open subset of a complex vector space. The
orientations of the manifolds M(Ψ,Ψ′) are determined by the fact that the
source and target map are orientation preserving.
In particular, at this point we have, after picking the exponential gluing
profile ϕ, a natural construction (F,M) which associates to every object a
set F (α) of good uniformizers Ψ at α, and to a transition set M(Ψ,Ψ′) an
oriented manifold structure.
Remark 2.25. Let us just note that with Ψ′ corresponding to Ψ if Φ :
α → α′ is given, the natural transformation Γ : Ψ → Ψ′ ◦ fΦ defines a
diffeomorphism
G⋉O →M(Ψ,Ψ′) : (g, q)→ (q,Γ(g ∗ q) ◦Ψ(g, q), fΦ(g ∗ q)).
Here is one thing we can do with this data. Take a family (Ψλ)λ∈Λ (Λ a
set), of good uniformizers so that
|R| =
⋃
λ∈Λ
|Ψλ(Oλ)|.
Then we define an oriented smooth manifold X by
X =
∐
λ∈Λ
Oλ,
and a smooth oriented manifold X by
X =
∐
(λ,λ′)∈Λ×Λ
M(Ψλ,Ψλ′).
We may view X as the collection of objects in a small category and X as
the set of morphisms. More precisely, if qλ ∈ Oλ and q
′
λ′ ∈ Oλ′, then the
morphisms qλ → q
′
λ′ are precisely all elements Φ ∈M(Ψλ,Ψλ′) with s(Φ) =
qλ and t(Φ) = q
′
λ′ .
Using property (iv) it follows immediately that X = (X,X) is a an e´tale
proper Lie groupoid, see [45] for a short description of the theory. More com-
prehensive treatments are given in [1], and see [18, 19, 20] for the beginnings
of this theory. Using the Ψλ we can construct a functor
β : X → R
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which is an equivalence of categories. Namely we map the object qλ ∈ Oλ ⊂
X to Ψλ(qλ), so that on objects
β : X → obj(R) : β(qλ) = Ψλ(qλ),
and on morphisms
β : X→ mor(R) : β(qλ, φ, q
′
λ′) = (Ψλ(qλ), φ,Ψλ′(q
′
λ′)).
Hence we might view X as a smooth (up to equivalence) model for R.
Of course, making different choices we obtain β ′ : X ′ → R having the same
properties. Taking the union of the choices we obtain β ′′ : X ′′ → R and
smooth equivalences of e´tale proper Lie groupoids via the inclusions X → X ′′
and X ′ → X ′′. Taking the weak fibered product associated to the diagram
X → X ′′ ← X ′
denoted by X×X ′′X
′ the projections onto the factors are equivalences of e´tale
proper Lie groupoids. With other words X and X ′ are Morita equivalent.
Moreover β : X → R and β ′ : X ′ → R are naturally equivalent via the
data from X ′′. In summary we have constructed up to Morita equivalence
smooth models for R. Each pair (X , |β|) gives an orbifold structure on |R|
and these orbifold structures are equivalent. The whole collection turns |R|
into a smooth oriented orbifold, with the structure depending on the gluing
profile ϕ. If the process is carried out with the logarithmic gluing profile we
again obtain a natural orbifold |R|, which, however this time is holomorphic.
The underlying smooth structures for the two constructions mentioned are
not the same, but they should be diffeomorphic. The latter is definitely true
over the un-noded part. The reader is referred to [45, 46, 1] for more reading
on e´tale proper Lie groupoids.
2.2 The Category of Stable Maps
The construction carried out in this subsection is formally very similar to
the one we carried out for R. Now the category R is replaced by a different
category S, the category of stable maps. Again |S| has a natural metrizable
topology and we shall construct a pair (F,M) similarly as before. However,
the local models are infinite-dimensional and all ingredients have never any
change to be classically smooth. In fact, the occurring maps are generally
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nowhere differentiable in any classical sense. Nevertheless, as it will turn out,
there is a smoothness concept, called sc-smoothness, so that the constructions
viewed within an associated differential geometry are smooth.
Let (Q, ω) be a compact symplectic manifold without boundary. We
consider maps defined on Riemann surfaces with image in (Q, ω) having
various regularity properties. We shall write
u : O(S, x)→ Q
for a mapping germ defined on a Riemann surface S near x.
Definition 2.26. Let m ≥ 2 be an integer and ε > 0. We say a germ
of continuous map u : O(S, x) → Q is of class (m, ε) at the point x if for a
smooth chart φ : U(u(0)) → R2n mapping u(0) to 0 and holomorphic polar
coordinates σ : [0,∞)× S1 → S \ {x} around x, the map
v(s, t) = φ ◦ u ◦ σ(s, t),
defined for s large, has partial derivatives up to order m, which weighted by
eεs belong to L2([s0,∞)×S
1,R2n) if s0 is sufficiently large. We say the germ
is of class m around a point z ∈ S provided u is of class Hmloc near z.
We observe that the above definition does not depend on the choices
involved, like charts and holomorphic polar coordinates. We consider now
tuples α = (S, j,M,D, u) = (α∗, u), where α∗ = (S, j,M,D) is a noded
Riemann surface with ordered marked points M and nodal pairs D, and
u : S → W is a continuous map having some additional regularity properties.
We do not assume α∗ to be stable, i.e. being an object in R after forgetting
the order of M .
Definition 2.27. A noded Riemann surface with ordered marked points
is a tuple α∗ = (S, j,M,D), where (S, j) is a closed Riemann surface, M ⊂ S
a finite collection of ordered marked points, and D is a finite collection of
un-ordered pairs {x, y} of points in S, called nodal pairs, so that x 6= y and
two pairs which intersect are identical. The union of all {x, y}, denoted by
|D| is disjoint from M . We call D the set of nodal pairs and |D| the set of
nodal points.
As in the definition of the objects in R the Riemann surface S might
consist of different connected components C. We call C a domain component
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of S. The special points on C are as before the points in C ∩ (M ∪ |D|). We
say that (S, j,M,D) is connected, provided the topological space S¯ obtained
by identifying x ≡ y in the nodal pairs {x, y} ∈ D is connected. With our
terminology it is possible that α∗ = (S, j,M,D) is connected but on the other
hand S may have several connected components, i.e. its domain components.
Next we describe the tuples α in more detail.
Definition 2.28. We say that α = (S, j,M,D, u) is a stable map of class
(m, δ) provided the following holds, here m ≥ 2 and δ > 0.
(i) The underlying topological space obtained by identifying the two points
in any nodal pair is connected.
(ii) The map u is of class (m, δ) around the points in |D| and of class m
around all other points in S.
(iii) u(x) = u(y) for every nodal pair {x, y} ∈ D.
(iv) If a domain component C of S has genus gC, and nC special points
so that 2 · gC + nC ≤ 2, then
∫
C
u∗ω > 0. Otherwise we assume that∫
C
u∗ω ≥ 0. This is called the stability condition.
Next we introduce the category of stable maps of class (3, δ0), where δ0
is a fixed umber in (0, 2π).
Definition 2.29. Fix a δ0 ∈ (0, 2π). The category of stable maps (of
class (3, δ0)), denoted by
S3,δ0(Q, ω)
has as objects the tuples α of class (3, δ0) and as morphisms
Φ := (α, φ, α′) : α→ α′,
where φ is a biholomorphic map (S, j,M,D) → (S ′, j′,M ′, D′) satisfying
u′ ◦ φ = u.
Remark 2.30. (i) The category S3,δ0(Q, ω) has several interesting fea-
tures. All the morphisms are isomorphisms, and between two objects the
number of morphisms is finite. This is a consequence of the stability condi-
tion.
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(ii) If we identify isomorphic objects in S3,δ0(Q, ω) we obtain the orbit
class |S3,δ0(Q, ω)| which is easily verified to be a set. An element in the orbit
set is written as |α|.
(iii) The choice of δ0 ∈ (0, 2π) is dictated by the fact that in any analyt-
ical treatment of stable maps (Fredholm theory), one has to derive elliptic
estimates near the nodes which involve self-adjoint operators which have
spectrum 2πZ. So (0, 2π) has to be understood as a spectral gap. This
requirement is important for the Fredholm theory.
The first important fact is that the orbit set |S3,δ0(Q, ω)| carries a natural
topology. More precisely:
Theorem 2.31. Given δ0 ∈ (0, 2π) the orbit space |S
3,δ0(Q, ω)| carries a
natural Hausdorff, second countable, regular, and hence metrizable, topology.
We refer the reader to [10, 28] for the complete construction. However,
we shall give some ideas later on. The key is a recipe to construct a basis for
a topology. This recipe involves choices. Nevertheless the resulting topology
is independent of them and this is what we mean by being natural. However,
this is only the beginning and there is another natural construction. What we
shall see next will remind the reader of the type of construction which already
occurred in the treatment of R. In the case of R we saw uniformizers defined
on translation groupoids, where object and morphism sets carried natural
smooth manifold structures. In the relevant constructions for S3,δ0(Q, ω) our
translation groupoids will have much less structure (for the moment), namely
they are just metrizable topological spaces. The reason is that all occurring
maps have no chance of being classically smooth and the natural local models
seem very often far away from open subsets of Banach spaces.
Recall, that given a metrizable space O with the action of a group G
by continuous maps, we can construct the metrizable translation groupoid
G⋉ O. This is a small metrizable category with objects being the elements
in O and the morphisms being the tuples (g, q), where q ∈ O and g ∈ G.
Here the source of (g, q) is q and the target is g ∗ q, i.e.
(g, q) : q → g ∗ q.
Ametrizable category is a small category, where object and morphism sets are
metrizable spaces and all structure maps are continuous, namely associating
to a morphism φ its source and target, the inversion map φ→ φ−1, the unit
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map q → 1q, as well as the multiplications map m(φ, ψ) = φ ◦ ψ defined on
the appropriate subspace of the product of two copies of the morphism space.
Definition 2.32. Let α be an object in S3,δ0(Q, ω) with automorphism
group G. A good uniformizer around α is a functor Ψ : G⋉O → S3,δ0(Q, ω)
having the following properties.
(i) Ψ is fully faithful and there exists an object q0 ∈ O with Ψ(q0) = α.
(ii) Passing to orbit spaces |Ψ| : G\O → |S
3,δ0(Q, ω)| is a homeomorphism
onto an open neighborhood of |α| in |S3,δ0(Q, ω)|.
(iii) For every object q ∈ O there exists an open neighborhood U(q) ⊂ O,
so that every sequence (qk) ⊂ U(q), for which |Ψ(qk)| converges in
|S3,δ0(Q, ω)|, has a convergent subsequence in clO(U(q)).
Given two good uniformizers Ψ around α and Ψ′ around α′, we can define
the set M(Ψ,Ψ′) consisting of all tuples (q,Φ, q′), where q ∈ O, q′ ∈ O′ and
Φ : Ψ(α)→ Ψ′(α′) is a morphism in S3,δ0(Q, ω). Associated to M(Ψ,Ψ′) we
have the source map
s :M(Ψ,Ψ′)→ O : (q,Φ, q′)→ q
and the target map
t :M(Ψ,Ψ′)→ O′ : (q,Φ, q′)→ q′.
In addition there is the inversion map
ι :M(Ψ,Ψ′)→M(Ψ′,Ψ) : (q,Φ, q′)→ (q′,Φ−1, q),
the unit map
u : O →M(Ψ,Ψ) : q → (q, 1Ψ(q), q),
and, given a third uniformizer Ψ′′, the multiplication map
m :M(Ψ′,Ψ′′)s×tM(Ψ,Ψ
′)→M(Ψ,Ψ′′) :
m((q′,Φ′, q′′), (q,Φ, q′)) = (q,Φ′ ◦ Φ, q′′).
The maps s, t, ι, u and m are called the structure maps.
The next natural construction is summarized by the following theorem,
where as before SET is the category of sets.
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Theorem 2.33. There exists a natural functor F : (S3,δ0(Q, ω))− → SET
which associates to an object α a set F (α) of good uniformizers around α.
Moreover, F comes with a natural construction, which associates to every
choice Ψ ∈ F (α) and Ψ′ ∈ F (α′) a metrizable topology on M(Ψ,Ψ′) so that
the source and target maps are local homeomorphisms and all structure maps
are continuous.
Remark 2.34. It is again possible to lift the functor to S3,δ0(Q, ω) so
that morphisms are mapped to bijections. One can be more explicit about
the correspondence of constructions for α and the constructions for α′, when
we are given a morphism Φ : α → α′. This is in the spirit of the discussion
for R.
There are many consequences of this result. For example we can pick a
family (Ψλ)λ∈Λ, where Λ is a set, of good uniformizers so that
|S3,δ0(Q, ω)| =
⋃
λ∈Λ
|Ψ(Oλ)|.
Then we can define the objects of a category X as the disjoint union
X =
∐
λ∈Λ
Oλ
and the morphism set X by
X =
∐
(λ,λ′)∈Λ×Λ
M(Ψλ,Ψλ′).
We note that X and X are both metrizable, and the Ψλ can be used to define
a functor β from X = (X,X) to S3,δ0(Q, ω) by
X → obj(S3,δ0(Q, ω)) : Oλ ∋ q → Ψλ(q)
and
X→ mor(S3,δ0(Q, ω)) :
M(Ψλ,Ψλ′) ∋ (q,Φ, q
′)→ Φ.
Lemma 2.35. The functor β is an equivalence of categories.
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With other words we can build a topological version of S3,δ0(Q, ω) up to
equivalence. Of course, the construction of X involves a choice of a family
(Ψλ). As in the R-case, if we make a different choice we obtain
β ′ : X → S3,δ0(Q, ω)
and taking the disjoint union of the choices β ′′ : X ′′ → S3,δ0(Q, ω). The
inclusions X → X ′′ and X ′ → X ′′ are local homeomorphisms on the object
and morphism spaces, and equivalences of categories.
Starting from this situation and quite similar to the R-case one can define
a notion of equivalence of two pairs (X , β) and (X ′, β ′), so that we might say
that S3,δ0(Q, ω) up to Morita equivalence has a unique topological (metriz-
able) model. As it turns out the construction of F in Theorem 2.33 has
many more properties. Namely the domains G ⋉ O of the functors Ψλ are
in some sense smooth spaces. Not in the usual way, but in a generalized
differential geometry. This will also be explained later on. At the end of day
there is a differential geometric version of Theorem 2.33, which one might
view as the construction of a smooth structure on the category S3,δ0(Q, ω),
and which allows to build small smooth versions of our category up to Morita
equivalence.
2.3 A Bundle and the CR-Functor
Assume next that a compatible almost complex structure J has been fixed
for (Q, ω). We consider tuples
α̂ = (α, ξ) = (S, j,M,D, u, ξ),
where α is an object in S3,δ0(Q, ω), and ξ(z) : TzS → Tu(z)Q is complex
anti-linear for the given structures j and J . Further we assume that
z → ξ(z)
has Sobolev regularity H2 away from the nodal points. At the nodal points
we assume it to be of class (2, δ0). To make this precise, pick a nodal point
x and take positive holomorphic polar coordinates around x, say σ(s, t) with
x = lims→∞ σ(s, t). Then take a smooth chart φ around u(x) with φ(u(x)) =
0. Finally consider the principal part
(s, t)→ pr2 ◦ Tφ(u(σ(s, t))) ◦ ξ(σ(s, t))
(
∂σ(s, t)
∂s
)
,
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which we assume for large s0 to be in H
2,δ0([s0,∞)×S
1,R2n). The definition
of the decay property does not depend on the choice of σ and φ. Denote
by BANG the category where the objects are the Banach spaces and the
morphisms are topological linear isomorphisms. The above discussion gives
us a functor
µ : S3,δ0(Q, ω)→ BANG.
We associate to an object α the Hilbert space of all ξ of class (2, δ0) as
described above. To a morphism Φ = (α, φ, α′) we associate the topological
linear isomorphism
µ(α)→ µ(α′) : ξ → ξ ◦ Tφ−1.
We can now define a new category E2,δ0(Q, ω, J), whose objects are the tuples
α̂ of the form
α̂ = (α, ξ),
where α is an object in S3,δ0(Q, ω) and ξ ∈ µ(α) is a complex anti-linear
TQ-valued (0, 1)-form along u of class (2, δ0). A morphism
Φ̂ = (α̂,Φ, α̂′) : α̂→ α̂′
is a tuple with Φ = (α, φ, α′) : α → α′ being a morphisms in S3,δ0(Q, ω) so
that in addition
µ(Φ)(ξ) = ξ′.
There is the projection functor
P : E2,δ0(Q, ω, J)→ S3,δ0(Q, ω),
which on objects maps (α, ξ)→ α and on morphisms ((α, ξ),Φ, (α′, ξ′)) to Φ.
On the object level the preimage under P of an object α is a Hilbert space
consisting of the elements (α, ξ). Given Φ : α→ α′ the morphism Φ is lifted
to a bounded linear isomorphism
Φ : P−1(α)→ P−1(α′) : (α, ξ)→ (α′, ξ ◦ Tφ−1),
where the map ξ → ξ ◦ Tφ−1 is linear. We may view the two categories
fibering over each other via P : E2,δ0(Q, ω, J) → S2,δ0(Q, ω) as a ‘bundle’.
Then we have the Cauchy-Riemann section functor
∂¯J (α) =
(
α,
1
2
· [Tu+ J(u) ◦ Tu ◦ j]
)
,
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where α = (S, j,M,D, u). From the results in [28] we can deduce the follow-
ing theorem.
Theorem 2.36. The orbit space |E2,δ0(Q, ω, J)| carries a natural second
countable metrizable topology. The induced maps on orbit spaces |P | and
|∂¯J | are continuous. The topology on the orbit space of the full subcategory
associated to the objects α with ∂¯J (α) = 0 has compact connected components
and coincides with the (union of all) Gromov compactified moduli space of
J-pseudoholomorphic curves.
The previous discussion about the construction F can be extended to
cover P . Given an object α the notion of a good uniformizer generalizes by
replacing O by a continuous surjective map p : W → O between metriz-
able spaces, where the fibers are Hilbert spaces (or more generally Banach
spaces), and where in addition we have a continuous G-action, linear between
the fibers. Then the good bundle uniformizers are given by commutative di-
agrams
G⋉W
Ψ¯
−−−→ E2,δ0(Q, ω, J)y y
G⋉ O
Ψ
−−−→ S3,δ0(Q, ω)
with the obvious properties. The bottom Ψ is as described before and Ψ¯ is
a linear bounded isomorphism between the fibers. Again, as it will turn out,
these constructions will fit into a scheme of generalized differential geometry,
and the local representative of ∂¯J , a G-equivariant section of W → O, will
turn out to be a nonlinear Fredholm section in the extended framework. We
refer the reader to [12, 28] for the constructions related to stable maps, and to
[29, 30] for the abstract theory. In the above extension we have a functorial
construction F¯ : (S3,δ0(Q, ω))− → SET covering F in the following way. For
every object α the set F¯ (α) consists of strong bundle uniformizers Ψ¯, which
together with the underlying Ψ ∈ F (α), fit into the above commutative
diagram. Moreover, it comes with an associated construction of a metrizable
topology on the transition set M(Ψ¯, Ψ¯′). There is a projection
p :M(Ψ¯, Ψ¯′)→M(Ψ,Ψ′) : (k, Φ̂, k′)→ (o,Φ, o′)
whose fibers are Hilbert spaces. Moreover, there exists the commutative
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diagram involving source and target maps
K
s
←−−− M(Ψ¯, Ψ¯′)
t
−−−→ K
p
y py p′y
O
s
←−−− M(Ψ,Ψ′)
t
−−−→ O′.
We leave the execution of the idea to the reader. The above follows from the
results in [28].
2.4 A Basic Construction
The following discussion is carried out in detail in [31], see also [28]. Consider
the Hilbert space E consisting of pair of maps (u+, u−)
u± : R± × S1 → RN ,
where for each pair there exists a constant c ∈ RN , so that u±− c has partial
derivatives up to order 3 which weighted by eδ0|s| belong to L2(R±×S1). The
constant c is called the common asymptotic limit of (u+, u−).
Given a complex number |a| < 1/2 we write a = |a| · e−2πiθ. If a 6= 0 we
define R = ϕ(|a|), where ϕ is the exponential gluing profile, which we recall,
is defined by
ϕ : (0, 1]→ [0,∞) : ϕ(r) = e
1
r − e.
We construct for 0 < |a| < 1/2 the finite cylinder Za by identifying (s, t) ∈
[0, R]× S1 with (s′, t′) ∈ [−R, 0]× S1 via
s = s′ +R and t = t′ + θ.
Denote by [s, t] the equivalence class of the point (s, t) ∈ [0, R]× S1 and by
[s′, t′]′ the equivalence class of (s′, t′) ∈ [−R, 0]× S1. Then
[s, t] = [s− R, t− θ]′
and Za → [0, R] × S
1 and Za → [−R, 0] × S
1 defined by [s, t] → (s, t) and
[s′, t′]′ → (s′, t′), respectively, are holomorphic coordinates, where the targets
are equipped with the standard complex structures.
If a = 0 we define Z0 = R
+ × S1
∐
R− × S1. Pick a smooth map β :
R → [0, 1] satisfying β(s) = 1 for s ≤ −1, β ′(s) < 0 for s ∈ (−1, 1) and
β(s) + β(−s) = 1 for all s ∈ R.
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Definition 2.37. Given (u+, u−) ∈ E and |a| < 1/2 the glued map
⊕a(u
+, u−) : Za → R
N ,
is defined for a = 0 by ⊕0(u
+, u−) = (u+, u−) and for a 6= 0 by
⊕a(u
+, u−)([s, t]) = β
(
s−
R
2
)
u+(s, t)+
(
1− β
(
s−
R
2
))
u−(s−R, t−θ).
For fixed a 6= 0 many different (u+, u−) will produce the same glued map.
We can remove the ambiguity by introducing the anti-glued map ⊖a(u
+, u−).
It is defined on Ca given by C0 = ∅ and for 0 < |a| < 1/2 by gluing R
− × S1
and R+×S1 along Za,. Note that Za can be identified with an obvious subset
of both half cylinders. Namely Ca is given by
Ca = ((R
− × S1)
∐
(R× S1))/ ∼,
where (s′, t′) ≡ (s, t) provided (s′, t′) ∈ [−R, 0] × S1, (s, t) ∈ R+ × S1 and
s = s′ + R and t = t′ + θ. We shall write [s, t] or equivalently [s′, t′]′ for the
points in the part being identified. Note that we have for 0 < |a| < 1/2 a
natural embedding
Za → Ca : [s, t]→ [s, t].
For a 6= 0 the cylinder Ca has a natural complex manifold structure, for
which the maps on Za ⊂ Ca defined by
[s, t]→ (s, t) ∈ R× S1,
and
[s′, t′]′ → (s′, t′) ∈ R× S1
have natural extensions to biholomorphic maps Ca → R×S
1. The extensions
will be written as above. The transition map
R× S1 → R× S1 : (s, t)→ (s′, t′)
is given by (s, t)→ (s−R, t− θ).
Definition 2.38. For (u+, u−) ∈ E the anti-glued map ⊖a(u
+, u−) :
Ca → R
N is defined for a = 0 by ⊖0(u
+, u−) = 0, i.e. the only map ∅ → RN ,
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and otherwise by
⊖a(u
+, u−)([s, t]) =
(
β
(
s−
R
2
)
− 1
)(
u+(s, t)− ava(u
+, u−)
)
+β
(
s−
R
2
)(
u−(s− R, t− θ)− ava(u
+, u−)
)
.
Here
ava(u
+, u−) =
1
2
·
∫
S1
(u+(R/2, t) + u−(−R/2, t))dt.
If we start with (u+, u−) ∈ E and pick any 0 < |a| < 1/2 the total gluing
map
⊡a(u
+, u−) = (⊕a(u
+, u−),⊖a(u
+, u−)),
defines a bounded linear isomorphism from E to H3(Za,R
N)⊕H3,δ0c (Ca,R
N).
Here H3,δ0c (Ca,R
N) denotes the Hilbert space of maps u : Ca → R
N which
are of class H3loc so that in addition there exists a constant c ∈ R
N depending
on u for which u ± c has partial derivatives up to order 3 which weighted
by eδ0|s| belong to L2([s0,∞) × S
1) or L2(−∞,−s0] × S
1), respectively, for
a suitably large s0. In particular we obtain for a 6= 0 a linear topological
isomorphism
ker(⊖a)→ H
3(Za,R
N) : (u−, u+)→ ⊕a(u
+, u−).
Since E decomposes as the topological direct sum
E = ker(⊖a)⊕ ker(⊕a)
there exists an associated family a → πa of bounded projection operators
πa : E → E which project onto ker(⊖a) along ker(⊕a).
Proposition 2.39. For every |a| < 1/2 the linear operator πa : E → E
is a bounded projection. However, the map
{a ∈ C | |a| < 1/2} → L(E) : a→ πa,
where the space of bounded operators L(E) is equipped with the operator norm
is nowhere continuous. The map
{a ∈ C | |a| < 1/2} × E → E : (a, (u+, u−))→ πa(u
+, u−)
is continuous.
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The map r : {|a| < 1/2} × E → {|a| < 1/2} × E defined by
r(a, (u+, u−)) = (a, πa(u
+, u−))
is continuous and satisfies r ◦ r = r. It also preserves the fibers of {|a| <
1/2} ×E → {|a| < 1/2}. The image of r is then a fiber-wise retract. Define
ker(⊖.) as the subset of {a ∈ C | |a| < 1/2} × E consisting of all tuples
(a, (u+, u−)) with ⊖a(u
+, u−) = 0. Then we have continuous projection
ker(⊖.)→ {a ∈ C | |a| < 1/2},
where the fibers are sc-Hilbert spaces. Let us define the set X¯3,δ0(RN) by
X¯3,δ0(RN ) := ({0} × E)
⋃ ⋃
0<|a|<1/2
(
{0} ×H3(Za,R
N)
) .
We obtain a fiber-preserving, fiber-wise linear, bijection
ker(⊖.)
⊕.−−−→ X¯3,δ0(RN)y y
{|a| < 1/2} {|a| < 1/2}.
We equip the right-hand side with the topology T which makes ⊕. a home-
omorphism. We observe that ker(⊖.) depends on the choice of the cut-off
function β, whereas the right-hand side does not depend on any choice. So
one might ask if T depends on the choice of β.
Proposition 2.40. The definition of the topology T does not depend on
the choice of the cut-off function β. Moreover T is a metrizable topology.
As a consequence of this proposition X¯3,δ0(RN) is in a natural way a
metrizable topological space so that the projection
p : X¯3,δ0(RN)→ {|a| < 1/2} : [u : Za → R
N ]→ a,
is continuous. We can carry out this construction for every RN . Interestingly
a smooth map f : RN → RM induces a continuous map
X¯3,δ0(RN)→ X¯3,δ0(RM) : u→ f ◦ u.
Summarizing this means that the following assertion holds true.
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Proposition 2.41. The construction X¯3,δ0 defines a natural functor from
the category of Euclidean spaces with objects RN and smooth maps between
them, into the category of metrizable topological spaces.
If Q is a smooth connected manifold without boundary we can take for
a sufficiently large N a smooth proper embedding j : Q → RN and define
X¯3,δ0(Q) to consist of all continuous maps u : Za → Q such that j ◦ u ∈
X3,δ0(RN ), and equip it with the topology making the map u → j ◦ u a
homeomorphism onto its image. The resulting topological space X¯3,δ0(Q)
does not depend on the choice of the embedding. Indeed, if k : Q → RM is
another proper embedding, then k◦j−1 and j◦k−1 are restrictions of globally
defined smooth maps, which implies the conclusion. If Q does not have
boundary but is not connected we can apply the above to every component.
Consequently we have the following result.
Proposition 2.42. The functor X¯3,δ0, defined for the spaces RN and the
smooth maps between them, has a natural extension to the category of smooth
manifolds without boundaries and the smooth maps between them.
Given a finite-dimensional smooth manifold Λ and a smooth map
Λ : L→ {a ∈ C | |a| < 1/2}
we can consider the pull-back Λ∗X3,δ0(RN) ⊂ Λ ×X3,δ0(RN) defined by the
diagram
X3,δ0(RN)y
L
Λ
−−−→ {|a| < 1/2}.
The next result is more complicated to prove. Denote by j the standard
almost complex structure on Za. We assume that for |a| < 1/2 we are given
a family
a→ j(a)
of smooth almost complex structures on Za. The j(a) live on different do-
mains and we require a certain form of smooth dependence on a. The first
requirement is the following where ϕ denotes the exponential gluing profile.
(i) There exist ε ∈ (0, 1/2) and H > 0 so that
j(a) = j on {[s, t] ∈ Za | s ∈ [H,ϕ(|a|)−H ]}
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provided 0 < |a| < ε, and if a = 0 it holds that j(0)|(R±×S1) equals j
on [H,∞)×S1 and (−∞,−H ]×S1. Here we assume that ϕ(ε) > 2H .
With other words, if the neck gets longer the structure will be j in the necks,
but can be different near the boundaries. In the next step we shall have to
formulate the smoothness requirements near the boundaries. Consider for
|a| < ε the maps
[0,
3
2
H ]×S1 → Za : (s, t)→ [s, t] and [−
3
2
H, 0]×S1 → Za : (s
′, t′)→ [s′, t′]′,
which we can use to pull back j(a) to obtain the families j+(a) and j−(a),
respectively defined for |a| < ε.
(ii) For ε as in (i) the maps a→ j±(a), |a| < ε are smooth.
Next we need to say something about the smoothness for |a| < 1/2. If
1
2
ε < |a| < 1/2 we can identify [0, 1] × S1 with Za via the map (s, t) →
[ϕ(|a|) · s, t] and via pull-back obtain the family j+(a), 1
2
ε < |a| < 1/2 on
[0, 1]×S1. Similarly we can identify [−1, 0]×S1 with Za via the map (s
′, t′)→
[−ϕ(|a0|)s
′, t′]′ and obtain the pull-back family a → j−(a) on [−1, 0] × S1.
We require the following.
(iii) a→ j+(a) and a→ j−(a) for 1
2
ε < |a| < 1/2 are smooth families.
Definition 2.43. A family a → j(a), which associates to |a| < 1/2 a
smooth almost complex structure on Za and having the properties (i),(ii),
and (iii) as described above will be called a good family (of smooth almost
complex structures).
There are many equivalent formulations for defining a good family. The
important result is concerned with the continuity of a certain class of maps.
Theorem 2.44. Assume j and k are two good families as described above
and
{|a| < 1/2} → {|a| < 1/2} : a→ b(a)
is a smooth map so that there exists a core-smooth family (defined below)
a→ [φa : (Za, j(a))→ (Zb(a), k(b(a)))]
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of biholomorphic maps. Then the map
b∗X¯3,δ0(Q)→ X¯3,δ0(Q) : (a, u)→ u ◦ φa
is continuous.
The family a → φa being core-smooth just requires this map and its
inverse to be smooth near the boundaries. This is well-defined, using the
coordinates [s, t] and [s′, t′]′. By unique continuation φa is entirely determined
by knowing a, b(a), and its values near the boundaries. So the fact that
φa : Za → Zb(a) is biholomorphic also determines the behavior inside, which,
of course, is crucial for the validity of the theorem.
Remark 2.45. The proof of this result requires some work. The above
map will in fact be sc-smooth once we have introduced this concept. In
[31, 28] proofs of sc-smooth versions of Theorem 2.44 can be found. We note
that maps of the type occurring in Theorem 2.44 usually will not be classically
differentiable unless they are constant. In fact the expression u ◦ φa, when
differentiating with respect to a would loose a derivative of u.
The previous discussion can be extended. In a first step, rather than
considering the half-cylinders R± × S1, we consider a noded disk pair (Dx ∪
Dy, {x, y}). From all possible decorations [x̂, ŷ] of {x, y} we obtain the nat-
ural gluing parameters r[x̂, ŷ] with r ∈ [0, 1/2) and define the set of gluing
parameters associated to {x, y} ∈ D as described before by
B{x,y}(1/2) = {r[x̂, ŷ] | r ∈ [0, 1/2), [x̂, ŷ] decorated nodal pair}.
If we pick x̂ and ŷ, so that {x̂, ŷ} is a representative of [x̂, ŷ], there are
(unique) associated biholomorphic maps hx : (Dx, x)→ (D, 0) and similarly
hy so that Thx(x)x̂ = R and Thy(y)ŷ = R. With this data we first obtain
the map
φ : B{x,y}(1/2)→ {z ∈ C | |z| < 1/2} : r[x̂, θŷ]→ rθ,
which by the definition of the complex structure on B{x,y}(1/2) is biholo-
morphic. If a = [x̂, θŷ] and hx and hy are as described above, then hx and
θ−1 · hy is the uniquely determined choice of maps (Dx, x) → (D, 0) and
(Dy, y) → (D, 0) with Thx(x)x̂ = R and T (θ
−1 · hy)(y)(θ · ŷ) = R. Hence
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the identification z ≡ z′ with hx(z) · hy(z
′) = θ · e−2πR defines Zr[x̂,θŷ], where
R = ϕ(r). With hx and hy fixed, let us define biholomorphic maps
Dx \ {x} → [0,∞)× S
1 : z → (s, t), where e−2π(s+it) = hx(z),
and
Dy \ {y} → (−∞, 0]× S
1 : z′ → (s′, t′), where e2π(s
′+it′) = hy(z
′).
We would like to find the complex number a = a(a) so that we obtain a
natural induced biholomorphic map from Za to Za. Clearly the identification
z ≡ z′ associated to hx(z) · (θ
−1 · hy(z
′)) = e−2πR, which defines Za if a =
r[x̂, θ · ŷ], is equivalent to the identification (s, t) ≡ (s′, t′) given by
e−2π(s+it) · e2π(s
′+it′) = e−2πiϑ · e−2πR,
where we write θ as e−2πiϑ. Hence
s = s′ +R and t = t′ + ϑ.
This is the identification defining Za. Hence with a(r[x̂, θŷ]) = rθ we obtain
an induced biholomorphic map
Za → Za(a) : [z = e
−2π(s+it)]→ [s, t].
This family of maps allows us to use the definition of X¯3,δ0(RN) to define a
set of maps on the Za resulting in a set X¯
3,δ0
D (R
N) with
D = (Dx ∪Dy, {x, y}).
More precisely
X¯3,δ0D (R
N) = H3,δ0c (D,R
N)
∐ ∐
a∈B{x,y}(1/2) | |0<a|<1/2}
H3(Za,R
N)

 .
The elements in H3,δ0c (D,R
N) are pairs (u+, u−) of continuous maps defined
Dx and Dy, respectively, so that u
+(x) = u−(y) and if σx are positive polar
coordinates on Dx centered at x, and σy negative ones on Dy centered at y,
the pair (u+ ◦ σx, u
− ◦ σy) belongs to E. The previous construction might
a priori depend on the choices involved. However making different initial
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choices of identifying X¯3,δ0D (R
N) with E the associated transition families in-
duce continuous maps as a consequence of Theorem 2.44. This is a natural
construction and the space itself is homeomorphic to the image of a continu-
ous retraction. Moreover, it follows immediately from the definition that for
a smooth map f : RN → RM the map w → f ◦ w is continuous. From this
we can deduce that the functor X¯3,δ0D has a natural extension to all smooth
manifolds Q without boundary.
At this point we have a well-defined functorial construction which asso-
ciates to a nodal disk pairD = (Dx∪Dy, {x, y}) and smooth manifold without
boundary Q a metrizable topological space X¯3,δ0D (Q) and to a smooth map
f : Q→ Q′ a continuous map
X¯3,δ0D (Q)→ X¯
3,δ0
D (Q
′) : w → f ◦ w.
We can go one step further. This step is natural as well. Consider a noded
Riemann surface (S, j,D). We assume that S has no boundary and is com-
pact. We do not assume any stability assumption. Suppose that we are
given a finite group G acting by biholomorphic maps on (S, j,D) and D is a
small disk structure invariant under G. Then we can take the natural gluing
parameters and consider the family a → (Sa, ja, Da). We have dealt with
problems arising near the nodes and the obtained glued necks. Away from
these regions we are just dealing with ‘static’ domains and Sobolev class
H3 functions on them. We obtain the following result from the previous
discussion.
Theorem 2.46. Given a noded closed Riemann surface (S, j,D) with an
action by biholomorphic maps by a finite group and a G-invariant small disk
structure, there exists a functorial construction of a metrizable topological
space X¯3,δ0(S,j,D),D(Q) for every smooth manifold Q without boundary. Moreover
G acts continuously on these spaces. Associated to a smooth map f : Q→ Q′
there is a continuous equivariant map
X¯3,δ0(S,j,D),D(Q)→ X¯
3,δ0
(S,j,D),D(Q
′) : w → f ◦ w.
There are some additional useful constructions which will be used later.
Assume that Ξ ⊂ S is a finite G-invariant subset in the complement of the
disks coming from the small disk structure. Suppose that we have fixed
for every G-orbit [z] of a point z ∈ Ξ a codimension two submanifold H[z]
in Q. Denote the collection of all these constraints by H. Define a sub-
set X¯3,δ0(S,j,D),D,H(Q) of X¯
3,δ0
(S,j,D),D(Q) to consist of all u intersecting H[z] at z
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transversally for all z ∈ Ξ. If we have a map u in X¯3,δ0(S,j,D),D,H(Q) we find a
small neighborhood around every z ∈ Ξ and an open neighborhood U around
u so that for every z ∈ Ξ there is continuous map U ∋ w → zw, uniquely
determined by the requirement that w intersects H[z] transversally at zw.
Denote by Ξ′ a deformation of Ξ. We can construct a continuous family of
self-maps φΞ′,a : (Sa, Da)→ (Sa, Da), which in the necks are the identity and
which move Ξ′ back to Ξ and are supported in a small neighborhood around
Ξ.. Then the map defined for w ∈ U given by
w → w ◦ φ−1Ξw,a,
where Ξw is the deformation associated to w, i.e. the collection of all zw,
defines a continuous retraction on some open neighborhood O = O(w) so
that r(O) = O∩X¯3,δ0(S,j,D),D,H(Q). With other words the subset X¯
3,δ0
(S,j,D),D,H(Q)
of X¯3,δ0(S,j,D),D(Q) is locally a retract given by an retraction of a particular form.
Since the ambient space was modeled locally on retracts the same is true for
this subset.
Remark 2.47. All the constructions which we have carried out do not
have a chance to be classically smooth. However, as we shall see later, they
are in fact smooth construction in the sc-smooth world, i.e. they are differen-
tial geometric constructions in an extended differential geometry as described
in [29, 30].
We complete the discussion by adding some words about the construction
of certain bundles over X¯3,δ0(S,j,D),D,H(Q). First of all we would like to change
the almost complex structure on the (Sa, Da) by deforming the ja. Let us
assume for the moment we are given a smooth family
j : V ∋ v → j(v)
satisfying j(0) = j and j(v) = j on the disks of the small disk structure.
Here V is an open subset of some finite-dimensional vector space. In general
we would have an action of G on these spaces, but at the moment this is not
relevant for the point we would like to make. Then V × X¯3,δ0(S,j,D),D,H(Q) is a
metrizable topological space and we can view a point (v, w) in this space as
a map defined on (Sa, j(v)a, Da), i.e. defined on a deformation of (Sa, ja, Da),
the space on which w was originally defined. We consider next tuples (v, u, ξ),
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where z → ξ(z) is of class H2,δ0 and for fixed z ∈ Sa it holds that
ξ(z) : (TzSa, j(v)a)→ (Tu(z)Q, J)
is complex anti-linear. By E¯2,δ0(S,j,D),D,H,j(Q, ω, J) we denote the collection of
all these tuples. We have a natural projection
p : E¯2,δ0(S,j,D),D,H,j(Q, ω, J)→ V × X¯
3,δ0
(S,j,D),D,H(Q) : (v, u, ξ)→ (v, u).
A similar construction involving retractions allows to equip the above with a
natural metrizable topology and the local models for these spaces areK → O,
where O is a retraction in an Hilbert space, and similarly for K in a product
of Hilbert spaces, where in this case the retraction is linear on fibers, with
respect to a projection of the product onto the first factor. We refer the
reader to [28, 31] for details.
2.5 A Good Uniformizer
In the following discussion we shall need the version of Deligne-Mumford
theory of stable Riemann surfaces using the exponential gluing profile ϕ.
The discussion is in spirit completely parallel to the one for the category R.
However, the difference is that all occurring maps in the discussion of R are
either smooth or holomorphic (depending on the gluing profile), but in the
stable map discussion they are only continuous.
We shall now describe the construction of the functors Ψ which were intro-
duced in Subsection 2.2. Fix an object α in S3,δ0(Q, ω) with automorphism
group G and write α = (S, j,M,D, u). As a consequence of the stability
condition we obtain the following.
Lemma 2.48. The group G is a finite.
We need the notion of a domain stabilization.
Definition 2.49. A domain stabilization Ξ for α consists of a finite
subset Ξ ⊂ S \ (M ∪ |D|) so that the following holds.
(i) (S, j,M∗, D) with M∗ being the unordered setM∪Ξ is a stable, perhaps
noded, Riemann surface.
(ii) Ξ is an invariant set under the action of G.
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(iii) If z, z′ ∈ Ξ and u(z) = u(z′), then there exists a g ∈ G with g(z) = z′.
(iv) For every z ∈ Ξ the map Tu(z) : TzS → Tu(z)Q is injective and pulls
back ω to a non-degenerate two-form on TzS defining the same orien-
tation as j.
One easily proves that domain stabilizations always exist as a consequence
of the stability assumption.
Lemma 2.50. Every object α in S3,δ0(Q, ω) has a domain stabilization.
After fixing a domain stabilization we have two stable objects, namely the
stable map α in obj(S3,δ0(Q)) and the stable noded Riemann surface with
unordered marked points α∗ = (S, j,M ∪Ξ, D), which is an object in R. The
automorphism group G of α is contained in the automorphism group G∗ of
α∗, and both are finite groups.
We continue with α∗ and pick a small disk structure D which is invariant
under G∗. Then we fix a good deformation v → j(v), with v ∈ V , where
V ⊂ H1(α∗) is an open G∗-invariant subset. We can construct the functor
associated to
(v, a)→ (Sa, j(v)a,M
∗
a , Da),
where M∗ = M ∪ Ξ. Taking a sufficiently small G∗-invariant open neighbor-
hood O of (0, 0) in H1(α∗)× Bα
∗
we obtain a good uniformizer
Ψ∗ : G∗ ⋉ O →R.
Denote for z ∈ Ξ by [z] the G-orbit. It follows, that if [z] 6= [z′], then
u(z) 6= u(z′). Of course, u takes the same value on all the elements of [z]. For
every [z] we fix a smooth oriented submanifold H[z] in Q of codimension two
so that u(z) ∈ H[z] and the oriented range(Tu(z))⊕H[z] equals the oriented
Tu(z)Q. Then u intersects H[z] transversally at z. We assume that H[z] does
not have a boundary. It is even fine to assume that it is diffeomorphic to an
open ball. Denote the whole collection (H[z]) by H.
Recall our topological space X¯3,δ0(S,j,D),D(Q) which contains u : (S,D)→ Q.
From the Sobolev embedding theorem we know that H3loc → C
1
loc. As a
consequence the subset X¯3,δ0(S,j,D),D,H(Q), consisting of all w : (Sa, Da) → Q
which at z ∈ Ξ intersects H[z] transversally, is well-defined. We also recall
that if w ∈ X¯3,δ0(S,j,D),D(Q) is close enough to u there is a unique intersection
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point zw near z so that w intersects H[z] transversally. Moreover w → zw is
continuous. One can use this to prove the following before mentioned result.
Proposition 2.51. For every map w in X¯3,δ0(S,j,D),D,H(Q) there exists an
open neighborhood U(w) in X¯3,δ0(S,j,D),D(Q) and a continuous map r : U(w)→
U(w) so that r(U(w)) = U(w) ∩ X¯3,δ0(S,j,D),D,H(Q).
With other words the subspace associated to the constraints is a local
continuous retract. This part is very important and ties in with the DM-
theory. With our original object being the stable map α = (S, j,M,D, u) it
holds that (S,D, u) ∈ X¯3,δ0(S,j,D),D,H(Q). We also have the object α
∗ in R and
with the small disk structure we obtained the good uniformizing family
(a, v)→ (Sa, j(v)a, (M ∪ Ξ)a, Da)
which was used to construct the good uniformizer
Ψ : G∗ ⋉O∗ →R.
Next we form the topological product space V × X¯3,δ0(S,j,D),D,H(Q) and bring
the two separate discussions together. We define for its elements the map
(v, (Sa, Da, w))→ (Sa, j(v)a,Ma, Da, w).
The group G acts on the topological space V × X¯3,δ0(S,j,D),D,H(Q) and the above
map defines a functor
Ψ : G⋉ (V × X¯3,δ0(S,j,D),D,H(Q))→ S
3,δ0(Q).
The fundamental observation is the following, which follows from the results
in [28].
Theorem 2.52. For a suitable G-invariant open neighborhood O of
(0, (S,D, u)) ∈ V × X¯3,δ0(S,j,D),D,H(Q)
the following properties hold.
(i) Ψ : G⋉ O → S3,δ0(Q) is full and faithful.
(ii) The map induced on orbit spaces is a homemomorphism onto an open
neighborhood of |α|.
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(iii) If (v, (Sa, Da, w)) ∈ O, then (a, v) ∈ O
∗, where we recall the good uni-
fomizer for R denoted by Ψ : G∗ ⋉O∗ →R.
(iv) For every q := (v, (Sa, Da, w)) ∈ O there exists an open neighborhood
U(q) ⊂ O so that every sequence (qk) in U(q), for which (|Ψ(qk)|)
converges in |S3,δ0(Q)|, has a subsequence (qkℓ) which converges in
clO(U(q)).
We note that the construction of Ψ requires several choices. However
starting with an object α we obtain a set worth F (α) of functors having
the properties stated in the theorem. Hence again we obtain a functorial
construction
F : (S3,δ0(Q, ω))− → SET.
Remark 2.53. Moreover, if Φ : α → α′ is an isomorphism the possible
choices made for α can be bijectively identified with choices for α′. This
means F is, in fact, a functor S3,δ0(Q, ω)→ SET. Further there is a precise
geometric relationship between Ψ and Ψ′ = F (Φ)(Ψ), similar to the R-case.
Assume that we are given two such functors Ψ and Ψ′ associated to stable
maps α and α′ and suppose there exist q0 and q
′
0 for which there exists an
isomorphism
Φ0 : Ψ(q0)→ Ψ
′(q′0).
Then Φ0 has an underlying biholomorphic map φ0 and, as we shall see,
taking a variation q′ of q′0 there is a uniquely determined core-continuous
(see [28]) germ q′ → φq′, and a germ of homeomorphism q → q(q
′) so that
Φq′ := (Ψ(q(q
′)), φq′,Ψ(q
′)) satisfies
Φq′ : Ψ(q(q
′))→ Ψ(q′).
One can use this fact to construct a topology on the transition setsM(Ψ,Ψ′).
For this topology the source and target maps will be local homeomorphisms
and all structure maps will be continuous. One can find the details in [28],
where this program is carried out in the sc-smooth case, which we shall
discuss later on. The current topological discussion is easier.
In summary, there is a natural construction (F,M) for S3,δ0(Q, ω). Here
F associates to an object α a set F (α) of good uniformizers defined on metriz-
able translation groupoids, and M associates to the transition sets M(Ψ,Ψ′)
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metrizable topologies, having the property that the structural maps become
continuous and the source and target maps even local homeomorphisms.
The procedure we just outlined can be extended to deal with
P : E2,δ0(Q, ω, J)→ S3,δ0(Q, ω).
In this case the construction (F,M) can be extend to a construction (F¯ , M¯)
covering the construction (F,M), where F¯ : (S3,δ0(Q, ω))− → SET, but
associates to an object α a good bundle uniformizer
G⋉K
Ψ¯
−−−→ E2,δ0(Q, ω, J)
p
y Py
G⋉ O
Ψ
−−−→ E3,δ0(Q, ω).
It requires variations of the previous constructions and the necessary details
can be found in [28, 10].
One might raise the question, given the naturality of the construction,
if there is perhaps more structure to be found. In particular, since pertur-
bations of the pseudoholomorphic part of S3,δ0(Q, ω) for a given compatible
almost complex structure are used to define Gromov-Witten invariants. The
answer is a resounding ‘yes’. In fact all the constructions which occured are
smooth constructions in an extension of differential geometry which relies
on a more flexible notion of differentiablity in Banach spaces. In this differ-
ential geometry there is a much larger library of smooth finite-dimensional
or infinite-dimensional local models for smooth spaces. These local models
can have locally varying dimensions but still have tangent spaces. Moreover,
there is a nonlinear Fredholm theory with the usual expected properties. We
shall describe this in the next section.
3 Smoothness
It is an amazing fact that the construction (F,M) is not just topological, but
in fact a smooth construction within a suitable framework of smoothness,
which is quite different from the classical one. It will be described next. We
keep in mind the occurrence of continuous retractions when constructing the
domains of the good uniformizers.
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3.1 Sc-Structures and Sc-Smooth Maps
Assume we are given two Banach spaces E and F for which we have as
vector spaces a continuous inclusion E ⊂ F . In interpolation theory, [53],
general methods are developed to construct Banach spaces which interpolate
between E and F . We take the concept of a scale (with suitable properties)
from interpolation theory, but give it a new interpretation as a generalization
of a smooth structure. This study was initiated in [24, 25, 26], and leads to
a quite unexpectedly rich theory. In [29, 30] we streamlined the presentation
and added many further developments, which have not been published before.
Definition 3.1. Let E be a Banach space. An sc-smooth structure (or
sc-structure for short) for E consists of a nested sequence of Banach spaces
E0 ⊃ E1 ⊃ E2 ⊃ · · · with E0 = E so that
(1) The inclusion Ei+1 → Ei is a compact operator.
(2) E∞ =
⋂
iEi is dense in every Em.
Example 3.2. A typical example is E = L2(R) with the sc-structure
given by Em := H
m,δm(R), where Hm,δm(R) is the Sobolev space of functions
in L2 so that the derivatives up to order m weighted by eδm|s| belong to L2.
Here δm is a strictly increasing sequence starting with δ0 = 0.
If E and F are sc-Banach spaces, then E ⊕ F has a natural sc-structure
given by
(E ⊕ F )m = Em ⊕ Fm.
Every finite-dimensional vector space has a unique sc-structure, namely the
constant one, where Ei = E. If E is infinite-dimensional the constant se-
quence violates (1) of Definition 3.1. We continue with some considerations
about linear sc-theory.
Definition 3.3. Let E be an sc-Banach space and F ⊂ E a linear sub-
space. We call F an sc-subspace provided the filtration Fi = F ∩ Ei turns
F into an sc-Banach space. If F ⊂ E is an sc-Banach space, then we say
that it has an sc-complement, provided there exists an sc-subspace G such
Fi ⊕Gi = Ei as topological linear sum for all i.
Let us note that a finite-dimensional subspace F ofE has an sc-complement
if and only if F ⊂ E∞, see [24].
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The linear operators of interest are those linear operators T : E → F ,
which map Em into Fm for all m, such that T : Em → Fm is a bounded linear
operator. We call T an sc-operator. An sc-isomorphism T : E → F is a
bijective sc-operator so that its inverse is also an sc-operator. Of particular
interest are the linear sc-Fredholm operators.
Definition 3.4. A sc-operator T : E → F is said to be sc-Fredholm
provided there exist sc-splittings E = K ⊕X and F = Y ⊕ C so that C and
K are smooth and finite-dimensional, Y = T (X), and T : X → Y defines a
linear sc-isomorphism.
We note that the above implies that Em = Xm⊕K and Fm = T (Xm)⊕C
for all m. The Fredholm index is by definition
Ind(T ) = dim(K)− dim(C).
Let us also observe that for every m we have a linear Fredholm operator (in
the classical sense) T : Em → Fm, which in particular have the same index
and identical kernels.
Next we begin with the preparations to introduce the notion of an sc-
smooth map. If U ⊂ E is an open subset we can define an sc-structure
for U by the nested sequence (Ui)
∞
i=0 given by Ui = Ei ∩ U . We note that
U∞ =
⋂
Ui is dense in every Um. Considering U with its sc-structure we see
that Ui0 ⊂ Ei0 also admits an sc-structure defined by
(Ui0)m := Ui0+m.
We write U i0 for Ui0 equipped with this sc-structure. Given two such sc-
spaces U and V we write U ⊕ V for U × V equipped with the obvious sc-
structure. Now we can give the rigorous definition of the tangent TU of an
open subset U in an sc-Banach space E.
Definition 3.5. The tangent TU of an open subset U ⊂ E of the sc-
Banach space E is defined by TU = U1 ⊕E.
We note that
(TU)i = U1+i ⊕Ei.
Continuing Example 3.2 we have
TL2(R) = H1,δ1(R)⊕ L2(R) and (TL2(R))i = H
i+1,δi+1(R)⊕H i,δi(R).
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Definition 3.6. Given two open subsets U and V in sc-Banach spaces,
a map f : U → V is said to be of class sc0 provided for every m the map f
maps Um into Vm and the map f : Um → Vm is continuous.
The following example takes a little bit of work.
Example 3.7. Take L2(R) with the previously defined sc-structure and
define
Φ : R⊕ L2(R)→ L2(R) : (t, u)→ Φ(t, u),
where Φ(t, u)(s) = u(s+ t). Then Φ is sc0.
Next we define the notion of an sc1-map.
Definition 3.8. Let U ⊂ E and V ⊂ F be open subsets in sc-Banach
spaces. An sc0-map f : U → V is said to be sc1 provided for every x ∈
U1 there exists a continuous linear operator Df(x) : E0 → F0 so that the
following holds.
(1) For h ∈ E1 with x+ h ∈ U we have
lim
‖h‖1→0
1
‖ h ‖1
· ‖ f(x+ h)− f(x)−Df(x)h ‖0= 0.
(2) The map Tf defined by Tf(x, h) = (f(x), Df(x)h) for (x, h) ∈ TU
defines an sc0-map Tf : TU → TV .
Inductively we can define the notion of a sck-map. A map is sc∞ provided
it is sck for all k. The following result shows that the chain-rule holds.
This is quite unexpected since this fact looks not compatible with (1) of
the previous definition. However, one is saved by the compactness of the
inclusions stipulated by our definition of sc-structure.
Theorem 3.9 (Chain-Rule). Assume that U, V and W are open subsets
in sc-Banach spaces, and f : U → V and g : V → W are sc1-maps. Then
g◦f is sc1 and T (g◦f) = (Tg)◦(Tf). The same holds for sck and sc-smooth
maps.
Example 3.10. One can show, see [31], that the map Φ from the previous
example is sc-smooth. Classically it is nowhere differentiable.
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3.2 Sc-Smooth Spaces and M-Polyfolds
Now we are in the position to introduce new local models for smooth spaces.
The interesting thing about sc-smoothness is the fact that there are many
smooth retractions with complicated images, so that one obtains a large
‘library’ of smooth local models for spaces. This library is large enough to
describe problems occurring when studying the nonlinear Cauchy-Riemann
operators in symplectic geometry, which shows analytical limiting behavior
allowing for bubbling-off and similar analytical phenomena.
Definition 3.11. Let U ⊂ E be an open subset of the sc-Banach space
E. A map r : U → U is called a sc∞-retraction provided it sc-smooth and
r ◦ r = r.
The chain rule implies that for a sc∞-retraction r its tangent map Tr is
again an sc∞-retraction. We call the image O = r(U) of an sc∞-retraction
r : U → U an sc∞-retract. The crucial definition is the following.
Definition 3.12. A local sc-model is a pair (O,E), where E is an sc-
Banach space and O ⊂ E an sc∞-retract given as the image of an sc-smooth
retraction r : U → U defined on an open subset U of E.
The following lemma is easily established.
Lemma 3.13. Assume that (O,E) is a local sc-model and r and s are
sc-smooth retractions defined on open subsets U and V of E, respectively,
having O as the image. Then Tr(TU) = Ts(TV ).
In view of this lemma we can define the tangent of a local sc-model which
again is a local sc-model as follows.
Definition 3.14. The tangent of the local sc-model (O,E) is defined by
T (O,E) := (TO, TE),
where TO = Tr(TU) for any sc-smooth retraction r : U → U having O as
the image, where U is open in E.
Remark 3.15. Let us observe that if (O,E) is a local sc-model and O′ an
open subset of O, then (O′, E) is again a local sc-model. Indeed, if r : U → U
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is an sc-smooth retraction with O = r(U), then define U ′ = r−1(O′), and
r′ = r|U ′ : U ′ → U ′ is an sc-smooth retraction with image O′.
A map f : O → O′ between two local sc-models is sc-smooth (or sck)
provided f ◦ r : U → E ′ is sc-smooth (or sck). One easily verifies that the
definition does not depend on the choice of r. We can define the tangent
map Tf : TO → TO′ by
Tf := T (f ◦ r)|Tr(TU).
As it turns out this is well-defined and does not depend on the choice of r as
long as it is compatible with (O,E).
Theorem 3.16 (Chain Rule). Assume that (O,E), (O′, E ′) and (O′′, E ′′)
are local sc-models and f : O → O′ and g : O′ → O′′ are sc1. Then g ◦ f :
O → O′′ is sc1 and
T (g ◦ f) = (Tg) ◦ (Tf).
Moreover if f, g are sck so is g ◦ f . The same for sc∞.
The following Remark 3.17 explains how the current account is related
to [24, 25, 26].
Remark 3.17. In the series of papers [24, 25, 26] we developed a gener-
alized Fredholm theory in a slightly more restricted situation, which however
is more than enough for the applications. Namely rather than considering
sc-smooth retractions and sc-smooth retracts, splicings and open subsets of
splicing cores were considered, which one can view as a special case. A splic-
ing consists of an open subset V in some sc-Banach space W and a family of
bounded linear projections πv : E → E, v ∈ V , where E is another sc-Banach
space, so that the map
V ⊕E → E : (v, e)→ πv(e)
is sc-smooth. Then the associated splicing core is K, defined by
K = {(v, e) ∈ V ⊕E | πv(e) = e}.
Clearly V ⊕E is an open subset in W ⊕E and r(v, e) := (v, πv(e)) is an sc-
smooth retraction. The associated retract is, of course, the splicing core K.
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If O is an open subset of K we know that it is again an sc-smooth retract.
Let us note that in all our applications the retractions are obtained from
splicings. The above modifications have been implemented in [29, 30].
We demonstrate next how the definition of a manifold can be general-
ized. Let Z be a metrizable topological space. A chart for Z is a tuple
(ϕ, U, (O,E)), where ϕ : U → O is a homeomorphism and (O,E) is a local
sc-model. We say that two such charts are sc-smoothly compatible provided
ψ ◦ ϕ−1 : ϕ(U ∩ V )→ ψ(U ∩ V )
is sc-smooth and similarly for ϕ ◦ ψ−1. Here (ψ, V, (P, F )) is the second
chart. Note that the sets ϕ(U ∩ V ) and ψ(U ∩ V ) are sc-smooth retracts
for sc-smooth retractions defined on open sets in E and F , respectively. An
sc-smooth atlas for Z consists of a family of sc-smoothly compatible charts so
that their domains cover Z. Two sc-smooth atlases are compatible provided
their union is an sc-smooth atlas. This defines an equivalence relation.
Definition 3.18. Let Z be a metrizable space. An sc-smooth structure on
Z is given by an sc-smooth atlas. Two sc-smooth structures are equivalent if
the union of the two associated atlases defines again an sc-smooth structure.
A M-polyfold is a metrizable space Z together with an equivalence class of
sc-smooth structures.
We note that these spaces have a natural filtration Z0 ⊃ Z1 ⊃ Z2 ⊃ · · · .
The points in Zi one should view as the points of some regularity i. The
sc-smooth spaces are a very general type of space on which one can define
sc-smooth functions.
It is possible to generalize many of the constructions from differential
geometry to these spaces. If we have an sc-smooth partition of unity we
can define Riemannian metrics and consequently a curvature tensor. Note,
however, that curvature would only be defined at points of regularity at
least 2. The existence of an sc-smooth partition of unity depends on the
sc-structure.
The tangent space at a point of level at least one is defined in the same
way as one defines them for Banach manifolds, see [34]. Namely one considers
tuples (z, ϕ, U, (O,E), h), where z ∈ Z1 and (ϕ, U, (O,E)) a chart, so that z ∈
U , and h ∈ Tϕ(z)O. Two such tuples, say the second is (z
′, ϕ′, U ′, (O′, E ′), h′),
are said to be equivalent provided z = z′ and T (ϕ′ ◦ ϕ−1)(ϕ(z))h = h′. An
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equivalence class [(z, ϕ, U, (O,E), h)] then by definition is a tangent vector
at z. The tangent space at z ∈ Z1 is denoted by TzZ and we define TZ as
TZ =
⋃
z∈Z1
{z} × TzZ.
One can show that TZ has a natural M-polyfold structure so that the natural
map TZ → Z1 is sc-smooth, see [29].
Example 3.19. Consider the metrizable space Z given as the subspace
of R2 defined by
Z = {(s, t) ∈ R2 | t = 0 if s ≤ 0}.
Then Z admits the structure of an M-polyfold . In order to see this, one
constructs a topological embedding into R ⊕ L2(R), where L2(R) has the
previously introduced sc-structure, in such a way that the image is an sc-
smooth retract. Here the idea of an sc-smooth splicing comes in handy! Take
a smooth, compactly supported map β : R → [0,∞) with
∫
β(t)2ds = 1.
Denote by fs, for s ∈ (0,∞) the unit length element in L
2 defined by
fs(t) = β(t+ e
1
s ).
For s ∈ (−∞, 0] we define fs = 0, and denote by πs the L
2-orthogonal projec-
tion onto the subspace spanned by fs. Then a somewhat lengthy computation
shows that
r : R⊕ L2 → R⊕ L2 : r(s, u) = (s, πs(u))
is an sc-smooth retraction, with obvious image O being
{(s, t · fs) | (s, t) ∈ R
2}.
Hence (O,R⊕L2) is a local sc-model. We note that it has varying dimension.
The map
Z → R⊕ L2 : (s, t)→ (s, t · fs)
is a homeomorphic embedding onto O. The map is clearly continuous and
injective and has image O. Define R⊕ L2 → R2 by
(s, x)→
(
s,
∫
R
x(t)fs(t)dt
)
.
This map is continuous and its restriction to O is the inverse of the previ-
ously defined map. Hence we obtain the structure of an M-polyfold on Z.
This gives us the first example of a finite-dimensional space, with varying di-
mension, which has a generalized manifold structure. We also note that the
induced filtration is constant, so that a tangent space is defined at all points.
This is due to the fact that the local model O lies entirely in the smooth
part of R ⊕ L2. It is instructive to study sc-smooth curves φ : (−ε, ε) → O
satisfying φ(0) = (0, 0). Modifications of the above construction allow us to
put smooth structures on the spaces shown in Figure 1. The M-polyfold does
not allow an sc-smooth embedding into any RN , since then it would have be
a smooth manifold by [4] . However, as seen in the construction, it can be
sc-smoothly embedded into an infinite-dimensional space.
3.3 Strong Bundles
The notion of a strong bundle is designed to give additional structures in the
Fredholm theory, which guarantee a compact perturbation and transversality
theory. The crucial point is the fact that there will be a well-defined vector
space of perturbations, which have certain compactness properties. On the
other hand these perturbations are plentiful enough to allow for different
versions of Sard-Smale type theorems, [50], in the Fredholm theory.
Let us start with a non-symmetric product U ⊳ F , where U is an open
subset in some sc-Banach space E, and F is also an sc-Banach space. By
definition, as a set U ⊳F is the product U×F , but in addition it has a double
filtration
(U ⊳ F )m,k = Um ⊕ Fk
defined for all pairs (m, k) satisfying 0 ≤ k ≤ m+1. We view U ⊳ F → U as
a bundle with base space U and fiber F , where the double filtration has the
interpretation that above a point x ∈ U of regularity m it makes sense to
talk about fiber regularity of a point (x, h) up to order k provided k ≤ m+1.
At this point it is not clear why one introduces this non-symmetric product
coming with a non-symmetric double filtration. We refer the reader to the
later Example 3.22 explaining why it is introduced.
Given U⊳F , we might consider the associated sc-spaces U⊕F and U⊕F 1.
Of interest for us are the maps
Φ : U ⊳ F → V ⊳ G
of the form
Φ(u, h) = (ϕ(u), φ(u, h))
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which are linear in h.
Definition 3.20. We say that the map Φ as described above is of class
sc0⊳, provided it induces sc
0-maps U ⊕ F i → V ⊕Gi for i = 0, 1.
We define the tangent T (U ⊳ F ) by
T (U ⊳ F ) = (TU) ⊳ (TF ).
Note that the order of the factors is different from the order in T (U ⊕ F ).
One has to keep this in mind. Indeed,
T (U ⊳ F ) = U1 ⊕ E ⊕ F1 ⊕ F and T (U ⊕ F ) = U1 ⊕ F1 ⊕ E ⊕ F.
Definition 3.21. A map Φ : U ⊳ F → V ⊳ G is of class sc1⊳ provided the
maps Φ : U ⊕ F i → V ⊕ Gi for i = 0, 1 are sc1. Taking the tangents of the
latter, gives after rearrangement, the sc0⊳-map
TΦ : (TU) ⊳ (TF )→ (TV ) ⊳ (TG).
Iteratively we can define what it means that a map is sck⊳ for k = 1, 2, . . . and
we can also define sc⊳-smooth maps.
Given U ⊳F → U , a sc-smooth section f is map of the form x→ (x, f¯(x))
such that the induced map U → U ⊕ F is sc-smooth. In particular, f is
‘horizontal’ with respect to the filtration, i.e. a point on level m is mapped
to a point of bi-level (m,m). This can be considered as a convention, and it
is precisely this convention which is responsible for the filtration constraint
k ≤ m + 1. There is another class of sections called sc+-sections. These are
sc-smooth sections of U ⊳F → U which induce sc-smooth maps U → U⊕F 1.
In particular, if s is an sc+-section of U ⊳ F → U and s(x) = (x, s¯(x)) for
x ∈ Um then s¯(x) ∈ Fm+1. This type of sections will be important for the
perturbation theory. Indeed, it is a kind of compact perturbation theory
since the inclusion Fm+1 → Fm is compact. We give an example before we
generalize an earlier discussion about retracts and retractions to bundles of
the type U ⊳ F → U .
Example 3.22. Let us denote by E the Sobolev space H1(S1,Rn) of
loops. We define an sc-structure by Em = H
1+m(S1,Rn). Further we define
F = L2(S1,Rn) = H0(S1,Rn) which we filter via Fm = H
m(S1,Rn). Finally
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we introduce E ⊳ F → E. Then we can view the map f : x → x˙ as an
sc-smooth section of E ⊳ F → E. In particular, f maps Em into Em ⊕ Fm.
We observe that the filtration of F is picked in such a way that the first
order differential operator x → x˙ is an sc-smooth section, in particular, it
is horizontal, i.e. the choices are made in such a way that they comply
with our convention that sc-smooth sections are index preserving. The map
x → x can be viewed as an sc+-section. Then x → x˙ + x is an sc-smooth
section obtained from the sc-smooth section x → x˙ via the perturbation by
an sc+-section. Consider now a smooth vector bundle map
Φ : Rn ⊕ Rn → Rn ⊕ Rn
of the form
Φ(x, h) = (ϕ(x), φ(x)h),
where ϕ : Rn → Rn is a diffeomorphism and for every x ∈ Rn the map
φ(x) : Rn → Rn is a linear isomorphism. Then we define for (x, h) ∈ E ⊕ F
the element Φ∗(x, h)(t) = (ϕ(x(t)), φ(x(t))h(t)). Note that if x ∈ Em and
h ∈ Fk for k ≤ m + 1, then Φ∗(x, h) =: (y, ℓ) satisfies y ∈ Em and ℓ ∈ Fk.
However, if x ∈ Em and y ∈ Fk for some k > m+1 we cannot conclude that
ℓ ∈ Fk. We can only say that ℓ ∈ Fm+1. Now one easily verifies that
Φ∗ : E ⊳ F → E ⊳ F
is sc⊳-smooth. This justifies our constraint k ≤ m+1 for the double filtration.
Definition 3.23. An sc∞⊳ -retraction is an sc⊳-smooth map
R : U ⊳ F → U ⊳ F
with the property R ◦R = R.
Of course, R has the form R(u, h) = (r(u), φ(u, h)) with r being an sc-
smooth retraction and φ(u, h) linear in the fiber. Given R, we can define its
image K = R(U ⊳F ) and O = r(U). Then we have a natural projection map
p : K → O.
We may view this as the local model for a strong bundle. Observe that K
has a double filtration and p maps points of regularity (m, k) to points of
regularity m.
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Definition 3.24. The tuple (K,E ⊳ F ), where K is a subset of E ⊳ F ,
so that there exists an sc∞⊳ -retraction R defined on U ⊳ F , where U ⊂ E is
open and K = R(U ⊳ F ), is called a local strong bundle model.
Starting with (K,E ⊳ F ) we have the projection K → E and denote its
image by O and the induced map by p : K → O. One can define T (K,E ⊳F )
by
T (K,E ⊳ F ) = (TK, TE ⊳ TF ),
where TK is the image of TR. As before we can show that the definition
does not depend on the choice of R.
Now we are in the position to define the notion of a strong bundle. Let
p : W → X be a surjective continuous map between two metrizable spaces,
so that for every x ∈ X the space Wx := p
−1(x) comes with the structure
of a Banach space. A strong bundle chart is a tuple (Φ, p−1(U), E ⊳ F )),
where Φ : p−1(U) → K is a homeomorphism, covering a homeomorphism
ϕ : U → O, which between each fiber is a bounded linear operator
p−1(U)
Φ
−−−→ K
p
y y
U
ϕ
−−−→ O.
We call two such charts sc⊳-smoothly equivalent if the associated transition
maps are sc⊳-smooth. We can define the notion of a strong bundle atlas and
can define the notion of equivalence of two such atlases.
Definition 3.25. Let p : W → X be as described before. A strong
bundle structure for p is given by a strong bundle atlas. Two strong bundle
structures are equivalent if the associated atlases are equivalent. Finally p
equipped with an equivalence class of strong bundle atlases is called a strong
bundle.
Let us observe that a strong bundle p :W → X admits a double filtration
Wm,k with 0 ≤ k ≤ m + 1. By forgetting part of this double filtration we
observe that W (0), which is W filtered by W (0)m := Wm,m, has in a natural
way the structure of an M-polyfold. The same is true for W (1) which is the
space W0,1 equipped with the filtration W (1)m := Wm,m+1. Obviously the
maps p :W (i)→ X for i = 0, 1 are sc-smooth.
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The previously introduced notions of sc-smooth sections and sc+-sections
for U ⊳ F → U generalize as follows.
Definition 3.26. Let p : W → X be a strong bundle over the M-polyfold
X (without boundary).
(i) A sc-smooth section of the strong bundle p is an sc0-map s : X → W
with p ◦ s = IdX such that s : X → W (0) is sc-smooth. The vector
space of all such sections is written as Γ(p).
(ii) A sc+-section section of the strong bundle p is a sc0-map s : X →W (1)
with p ◦ s = IdX , which in addition is sc-smooth. The vector space of
sc+-sections is denoted by Γ+(p).
In some sense sc+-sections are compact perturbations, since the inclusion
map W (1) → W (0) is fiber-wise compact. They are very important for the
perturbation theory.
3.4 A Special Class of Sc-Smooth Germs
The next goal is to define a suitable notion of Fredholm section of a strong
bundle. The basic fact about the usual Fre´chet differentiability is the follow-
ing. If f : U → F is a smooth map (in the usual sense) between an open
neighborhood U of 0 ∈ E with target the Banach space F , and satisfying
f(0) = 0, then we can describe the solution set of f = 0 near 0 by an implicit
function theorem provided df(0) is surjective and the kernel of df(0) splits,
i.e has a topological linear complement. So smoothness and some properties
of the linearized operator at a solution give us always qualitative knowledge
about the solution set near 0. On the other hand f : U → F being only
sc-smooth, df(0) being surjective and its kernel having an sc-complement is
not enough to conclude much about the solution space near 0. However, as
we shall see there is a large class of sc-smooth maps for which a form of the
implicit function theorem holds. In applications the class is large enough
to explain gluing constructions (a` la Taubes and Floer) as smooth implicit
function theorems in the sc-world.
One of the issues which has to be addressed at some point is the fact, that
the spaces we are concerned with, have locally varying dimensions. Though
it might sound like a major issue it will turn out that there is a simple way
to deal with these type of problems. It is a crucial observation, that in
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applications base and fiber dimension change coherently. The sc-formalism
incorporates this with a minimum amount of technicalities. One should re-
mark that our presentation is slightly more general than the one given in
[25].
Let us begin with some notation. As usual E is an sc-Banach space. We
shall write O(E, 0) for an unspecified nested sequence U0 ⊃ U1 ⊃ U2 ⊃ · · · ,
where every Ui is an open neighborhood of 0 ∈ Ei. Note that this differs
from previous notation where Ui = Ei ∩U . When we are dealing with germs
we always have the new definition in mind. A sc-smooth germ
f : O(E, 0)→ F
is a map defined on U0 so that for points x ∈ U1 the tangent map Tf :
U1 ⊕E0 → TF is defined, which again is a germ
Tf : O(TE, 0)→ TF.
We introduce a basic class Cbasic of germs of maps as follows.
Definition 3.27. An element in Cbasic is an sc-smooth germ
f : O(Rn ⊕W, 0)→ (RN ⊕W, 0)
for suitable n and N , and an sc-Banach space W, so that the following holds.
If P : RN ⊕W → W is the projection, then P ◦ f has the form
P ◦ f(r, w) = w −B(r, w)
for (r, w) ∈ U0 ⊂ R
n ⊕W . Moreover, for every ε > 0 and m ∈ N we have
‖B(r, w)−B(r, w′)‖m ≤ ε · ‖w − w
′‖m
for all (r, w), (r, w′) ∈ Um close enough to (0, 0) on level m.
In [25] the class of basic germs was slightly more general in the sense that
it was not required that f(0) = 0 in its definition. However, all important
results were then proved under the additional assumption that f(0) = 0. In
the applications to SFT and the other mentioned theories one can bring the
occurring nonlinear elliptic differential operators even at bubbling-off points
(modulo a filling, which is a crucial concept in the polyfold theory and will
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be explained shortly) via sc-smooth coordinate changes into the above form,
see [28], [10] for Gromov-Witten theory, and [11] for the operators in SFT.
It is important to note that if f is sc-smooth so that f(0) = 0 and Df(0) is
sc-Fredholm, it is generally not true that after a change of coordinates f can
be pushed forward to an element which belongs to Cbasic.
As shown in [25, 29], basic germs admit something like an infinitesimal
smooth implicit function theorem near 0 (this is something intrinsic to sc-
structures) which for certain maps can be ‘bound together’ to a local implicit
function theorem.
To explain this, assume that U ⊂ E is an open neighborhood of 0 and
f : U → F is an sc-smooth having the following properties, where Ui = Ei∩U .
(i) f(0) = 0 and Df(0) is a surjective sc-Fredholm operator.
(ii) f is regularizing. This means if x ∈ Um and f(x) ∈ Fm+1, then x ∈
Um+1.
(iii) Viewing f as a section of U ⊳ F → U , near every smooth point x, and
for a suitable sc+-section with s(x) = f(x) the germ
f − s : O(E, 0)→ F
is conjugated to a basic germ.
Under these conditions there is a local implicit function theorem near 0,
which guarantees a local solution set of dimension being the Fredholm index
of Df(0) at 0, and in addition guarantees a natural manifold structure on
this solution set.
The infinitesimal implicit function theorem refers to the following phe-
nomena for basic germs. If f ∈ Cbasic, then Pf(a, w) = w−B(a, w), where B
is a family of contractions on every level m near (0, 0). Hence, using Banach’s
fixed point theorem we find a germ δm solving δm(a) = B(a, δm(a)) on level
m for a near 0. By uniqueness a solution on level m also solves the problem
on lower levels. This implies that we have a solution germ a → (a, δ(a)) of
Pf(a, w) = 0. The infinitesimal sc-smooth implicit function theorem gives
the nontrivial fact that the germ
δ : O(Rn, 0)→ (W, 0)
is an sc-smooth germ, see [25, 29].
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In summary, as we shall discuss in more detail later, if we have a reg-
ularizing sc-smooth section which around every smooth point is conjugated
mod a suitable sc+-section to a basic germ, then the ‘infinitesimal’ implicit
function theorems around points y near x, combine together to give a ‘local’
implicit function theorem near a point x where the linearization is surjective.
We refer the reader to [29] for a comprehensive discussion.
3.5 Sc-Fredholm Sections
Assume next that p : K → O is a strong local bundle, i.e. (K,E ⊳ F ) is a
local strong bundle model. Suppose f : O(O, x) → K is a germ which we
shall write as [f, x].
Definition 3.28. A filling for the germ [f, x] consists of the following
data.
(1) An sc-smooth germ f¯ : O(E, x)→ F .
(2) A choice of strong bundle retraction R : U ⊳ F → U ⊳ F such that K is
the image of R.
Viewing f as a map O → F such that φ(y)f(y) = f(y), where R(y, h) =
(r(y), φ(y)h), we assume that the data satisfies the following properties:
(1) f¯(y) = f(y) for all y ∈ O near x.
(2) f¯(y) = φ(r(y))f¯(y) for y near x in U implies that y ∈ O.
(3) The linearisation of the map
y → (Id− φ(r(y)))f¯(y)
at x restricted to the ker(Dr(x)) defines a linear topological isomor-
phism ker(Dr(x))→ ker(φ(x)).
The germ [f, x] is said to be fillable provided there exists a germ of strong
bundle map Φ, covering a germ of (local) sc-diffeomorphism ϕ, so that the
push-forward germ [Φ∗(f), ϕ(x)] has a filling. A filled version of [f, x] is an
sc-smooth germ [g¯, x¯] obtained as a filling of a suitable push-forward.
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In the definition the meaning that Φ is a germ of strong bundle map
covering ϕ is the following. For the given (K,U ⊳ F ), p : K → O, with
x ∈ O ⊂ U , there exists (K ′, U ′ ⊳ F ′), p′ : K ′ → O′, with x′ ∈ O′ ⊂ E ′ and
open neighborhoods x ∈ V ⊂ O, x′ ∈ V ′ ⊂ O′, so that the following is a
commutative diagram associated to a strong bundle isomorphism
p−1(V )
Φ
−−−→ (p′)−1(V ′)
p
y p′y
V
ϕ
−−−→ V ′.
Moreover the size of V and then of V ′ is unspecified small, but fixed. Also
in this case Vi = Oi ∩ V . Only for the solution germs the neighborhoods in
higher regularity shrink.
If [f, x] has a filling [f¯ , x], the local study of f(y) = 0 with y ∈ O near x
is equivalent to the local study of f¯(y) = 0 where y ∈ U close to x. Let us
note that if f(x) = 0 the linearisation f ′(x) : TxO → Kx has the same kernel
as f¯ ′(x) : TxU → Fx and the cokernels are naturally isomorphic.
Definition 3.29. If f is an sc-smooth section of a strong M-polyfold
bundle p : W → X with ∂X = ∅, and x is a smooth point, we say that the
germ [f, x] admits a filled version, provided in a suitable local coordinate rep-
resentation [f, x] admits a filled version as defined in the previous definition.
We always may assume that the filled version has the form g : O(E, 0)→ F .
We recall the notion of a regularizing section, which we already mentioned
before.
Definition 3.30. Let p : W → X be a strong bundle over the M-polyfold
X (without boundary) and f an sc-smooth section. We say that f is regular-
izing provided for a point x ∈ X the assertion f(x) ∈ Wm,m+1 implies that
x ∈ Xm+1.
Note that for a regularizing section f a solution x of f(x) = 0 belongs nec-
essarily to X∞. If f is regularizing and s ∈ Γ
+(p), then f + s is regularizing.
Now we come to the crucial definition.
Definition 3.31. We call the sc-smooth section f of the strong bundle
p : W → X, over an M-polyfold with ∂X = ∅, an sc-Fredholm section,
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provided f is regularizing, and around every smooth point x the germ [f, x]
has a filled version [g, 0] so that for a suitable germ of sc+-section s with
s(0) = g(0) the germ [g − s, 0] is conjugated to an element in Cbasic. We
denote the collection of all sc-Fredholm sections of p by F(p).
Remark 3.32. An sc-Fredholm section according to the above definition
is slightly more general than the sc-Fredholm sections defined in [25]. An
additional advantage of the current definition is the stability result saying,
that given an sc-Fredholm section for p : W → X and an sc+-section s,
then f + s is an sc-Fredholm section for p : W → X . With the version
given in [25] one can only conclude that f + s is an sc-Fredholm section of
p1 : W 1 → X1. In applications the difference is only ‘academic’. However,
as far as a presentation is concerned this new version is more pleasant. see
[29].
The following stability result is crucial for the perturbation theory and
rather tautological. In the setup of [25] it was a nontrivial theorem. However,
some of the burden is now moved to the implicit function theorem, see [29]
for the proofs in this new setup.
Theorem 3.33 (Stability). Let p : W → X a strong bundle over the M-
polyfold X. Then given f ∈ F(p) and s ∈ Γ+(p) we have that f + s ∈ F(p).
Fredholm sections allow for an implicit function theorem.
Theorem 3.34. Assume that p : W → X is a strong bundle over the
M-polyfold X without boundary. Let f be a sc-Fredholm section and x a
smooth point such that f(x) = 0 and f ′(x) : TxX → Wx is surjective. Then
the solution set near x carries in a natural way the structure of a smooth
manifold with dimension being the Fredholm index of f ′(x). In addition there
exists an open neighborhood V of x, so that for every y ∈ V with f(y) = 0 the
linearisation f ′(y) is surjective. Moreover, its kernel can be identified with
the tangent spaces of the solution set at y.
Finally we introduce the notion of an auxiliary norm and give a useful
compactness result.
Definition 3.35. Assume that p : W → X is a strong bundle over the
M-polyfold X without boundary. An auxiliary norm for p is a map N : W →
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R+ ∪ {+∞} having the following properties.
(i) The restriction N |W0,1 is real valued and continuous, and on W \W0,1
the map N takes the value ∞.
(ii) N restricted to any fiber of p : W0,1 → X is a complete norm.
(iii) If (hk) ⊂W0,1 is a sequence such that p(hk)→ x0 in X, and N(hk)→
0, then hk → 0x0 in W0,1.
The existence of an auxiliary norm can be establishes using continuous
partitions of unity.
Proposition 3.36. Given a strong bundle p : W → X over the M-
polyfold X without boundary there exists an auxiliary norm N . For two given
auxiliary norms N1 and N2 there exist continuous maps f1, f2 : X → (0,∞)
such that
f1 ·N1 ≤ N2 ≤ f2 ·N1.
Now we are in the position to state a useful compactness result for sc-
Fredholm sections which is important for the perturbation theory, see [29].
Theorem 3.37. Let p : W → X be a strong bundle over the M-polyfold
X without boundary. Suppose f is an sc-Fredholm section for which f−1(0)
is compact.
(i) Given an auxiliary norm N there exists an open neighborhood U of
f−1(0) so that for every sc+-section s ∈ Γ+(p) with support in U , sat-
isfying N(s(x)) ≤ 1 for all x ∈ X, the set (f + s)−1(0) is compact.
(ii) If X admits sc-smooth partitions of unity we find for every ε ∈ (0, 1] an
sc+-section s with support in U so that N(s(x)) < ε for all x, and the
set M = (f + s)−1(0) has the structure of a compact smooth manifold
without boundary, so that the linearization f ′(m) : TmM → Wm for
all m ∈ M is surjective and the tangent space TmM can be canonically
identified with ker(f ′(m)).
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4 Polyfold Structures and Consequences
At this point we have discussed a smooth theory for the category of sta-
ble Riemann surfaces based on the construction of good uniformizers, and
a topological theory associated to the category of stable maps. In order
transform the latter discussion into one taking place in a smooth world, we
have generalized the finite- or infinite-dimensional classical differential geom-
etry to a more general sc-smooth differential geometry and described some
of the aspects of an associated nonlinear functional analysis. The differential
geometric/nonlinear functionalanalytic theory is discussed in great detail in
[29, 30] and gives many more ideas about the framework outlined in Section
3. In the following we show how to use this theory to equip certain cate-
gories with sc-smooth structures and illustrate the ideas with the stable map
example.
4.1 Polyfold Structures on Certain Categories
It is useful to start with a general definition taken from [30].
Definition 4.1. A good category with metrizable orbit space is given by
a pair (C, T ), where C is a category with the following properties.
(i) Between any two objects there are only finitely many morphisms and
every morphism is an isomorphism.
(ii) The orbit space |C| is a set.
Moreover T is a metrizable topology on |C|. We call (C, T ) a GCT (G=good,
C=category, T=topology).
By our discussion in the previous sections the categoriesR and S3,δ0(Q, ω)
are GCT’s. Precisely for such categories a construction of type (F,M) is
important and very often naturally exists if C is a category coming from
geometric considerations. Next we give a precise definition of the type of
previously discussed constructions in the polyfold framework.
Definition 4.2. Let C be a GCT. A good uniformizer for C around an
object c with automorphism group G, written as
Ψ : G⋉O → C,
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consists of a M-polyfold O with an sc-smooth action of G on O, where G⋉O
is the associated translation groupoid, and Ψ is a functor with the following
properties.
(i) Ψ is full and faithful.
(ii) There exists a q0 ∈ O with Ψ(q0) = c.
(iii) Passing to orbit spaces, |Ψ| : G\O → |C| is a homeomorphism onto an
open neighborhood of |α|.
(iv) Given q ∈ O there exists an open neighborhood U(q) ⊂ O with the
property, that every sequence (qk) ⊂ U(q) for which (|Ψ(qk)|) converges
in |C|, has a convergent subsequence with limit in clO(U(q)).
As in the continuous case we can define for two good uniformizers the
transition set M(Ψ,Ψ′) and have the usual structural maps. Here comes the
crucial definition, which is the minimalistic version. Denote for the category
C by C− the category having the same objects, but as morphisms only the
identities.
Definition 4.3. Let C be a GCT. A polyfold structure for C is a pair
(F,M), where F : C− → SET is a functor associating to an object c a set
F (c) of good uniformizers, and where M associates to two good uniformizers,
say Ψ ∈ F (c) and Ψ′ ∈ F (c′), a M-polyfold structure to the transition set
M(Ψ,Ψ′), so that all structural maps are sc-smooth, and the source and target
map are local sc-diffeomorphisms.
Instead of denoting the polyfold structure by (F,M) we just write F , i.e.
F ≡ (F,M). Let us emphasize that F (c) is a set of good uniformizers, i.e. a
specifically picked collection of good uniformizers constructed by a given pro-
cedure. Since classically smooth manifolds are in particular M-polyfolds we
see that the constructions associated to R equip it with a polyfold structure.
Remark 4.4. There are several useful points one should make.
(a) Note that from F the category C can be recovered. First of all, since
F is defined on C−, we know all the objects of C. For two objects c and c′
pick Ψ ∈ F (c) and Ψ′ ∈ F (c′), and let q ∈ O, q′ ∈ O′ with F (q) = c and
F (q′) = c′. Then we can identify the elements (q, φ, q′) in M(Ψ(q),Ψ′(q′))
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with the morphisms in the set morC(c, c
′) via (q, φ, q′)→ φ.
(b) We also note that having a polyfold structure on C there exists a functor
reg : C → N0 ∪ {∞} =: N
∞
0 ,
which associates to an object its regularity. Here N∞0 has as morphisms only
has the identities. Given an object c pick Ψ ∈ F (c) and q0 ∈ O so that
Ψ(q0) = c. Then define
reg(c) = sup{k ∈ N0 | q0 ∈ Ok}.
This is well-defined. independent of the choices involved, and a morphism
invariant. We can define the full subcategories Cr of C associated to the
objects c with reg(c) ≥ r.
(c) Given a polyfold structure F for C we consider C1 and define F
1 : C1 →
SET by
F 1(c) = {Ψ1 : G⋉ O1 → C1 | Ψ ∈ F (c)}.
One can equip |C1| with a uniquely determined metrizable topology which
makes every element in F 1(c) a good uniformizer. Then one can show that
F 1 defines a polyfold structure on C1. We shall denote by C
1 the category C1
equipped with the polyfold structure.
We also need a bundle version. As in Subsection 2.3 denote by BANG the
category whose objects are Banach spaces and the morphisms are invertible
topological linear isomorphisms. Suppose we are given a category C and a
functor
µ : C → BANG.
Then we can build a new category E = Eµ whose objects are pairs (c, h), where
c is an object in C and h is a vector in µ(c). The morphisms (c, h)→ (c′, h′)
are the lifts of the morphisms φ : c→ c′, namely
(φ, µ(φ), h) : (c, h)→ (c′, h′)
provided s(φ) = c, t(φ) = c′ and µ(φ)(h) = h′. We shall abbreviate φ̂ =
(φ, µ(φ)), which is a linear topological isomorphism
φ̂ : P−1(s(φ))→ P−1(t(φ)).
The class of all morphisms for the category Eµ we shall denote by Eµ. Since
|C| is a set the same is true for |E|. We denote by P = Pµ : Eµ → C the
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functor which on objects (c, h)→ c and on morphisms (φ, µ(φ), h)→ φ. We
also have the source map s : Eµ → Eµ defined by s(φ, µ(φ), h) = (s(φ), h)
and the target map t(φ, µ(φ), h) = (t(φ), µ(φ)(h)).
Definition 4.5. A bundle GCT is given by a tuple (C, µ, Tµ), where C is
a GCT, µ : C → BANG is a functor, and Tµ a metrizable topology on |Eµ|,
so that |Pµ| : |Eµ| → |C| is continuous and open.
We shall introduce the notion of strong bundle uniformizers. The strong
bundle uniformizer are build on strong bundles p : K → O over M-polyfolds,
equipped with an action of a finite groupG acting by sc-smooth strong bundle
isomorphisms inducing an action of G on O by sc-diffeomorphisms, so that
p is equivariant.
Definition 4.6. A good strong bundle uniformizer for the bundle GCT
(C, µ, Tµ) around an object c in C is a functor Ψ¯ : G ⋉ K → E covering a
functor Ψ : G⋉ O → C so that the following holds.
(i) The following diagram is commutative diagram
G⋉K
Ψ¯
−−−→ Eµ
p
y Pµy
G⋉O
Ψ
−−−→ C.
and Ψ(q0) = c for some q0 ∈ O.
(ii) Ψ¯ is full and faithful.
(iii) |Ψ¯| : |K| → |Eµ| is a homeomorphism onto an open subset of |Eµ| of the
form |P |−1(U), where U = |Ψ(O)|.
(iv) The map Ψ is fiber-wise a topological linear Banach space isomorphism.
(v) Given q ∈ O there exists an open neighborhood U(q) ⊂ O so that
every sequence (hk) ⊂ K, with qk := p(hk) ∈ U(q), for which (|Ψ¯(hk)|)
converges in |Eµ|, has a convergent subsequence in p
−1(clO(U(q))).
We observe that automatically Ψ : G ⋉ O → C has to be a good uni-
formizer. Given two strong bundle uniformizers Ψ¯ and Ψ¯′, we can similarly
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as before define the transition set
M(Ψ¯, Ψ¯′) = {(h, Φ¯, h′) | h ∈ K, h′ ∈ K ′, Φ¯ ∈ mor(Ψ¯(h), Ψ¯′(h′))}.
Observe that we have a natural map
M(Ψ¯, Ψ¯′)→M(Ψ,Ψ′) : (h, Φ¯, h′)→ (p(h),Φ, p′(h′)).
where a fiber has a a natural Banach space structure. We note that s and t
in the following diagram are fiber-wise linear (the top row)
K
s
←−−− M(Ψ¯, Ψ¯′)
t
−−−→ K ′
p
y y p′y
O
s
←−−− M(Ψ,Ψ′)
t
−−−→ O′
(1)
The main definition is now that of strong polyfold bundle structure for
(C, µ, Tµ).
Definition 4.7. A strong polyfold bundle structure for (C, µ, Tµ) is given
by (F¯ ,M) where F¯ : C− → SET is a functor associating to every object c in
C a set of good strong bundle uniformizers and to every transition
M(Ψ¯, Ψ¯′)→M(Ψ,Ψ′)
a strong bundle structure so that source and target map define local strong
bundle isomorphisms and all structural maps are strong bundle maps, see
Diagram 1.
4.2 Tangent Category and Differential Forms
Assume C is a GCT equipped with a polyfold structure (F,M). Then we have
a filtration and inclusion functors, since as a consequence of this construction
we can talk about the regularity of an object
C∞....→ Ci+1 → Ci...→ C0 = C.
We can define the tangent category TC together with a projection functor
TC → C1. Here C1 is the category C1 with filtration C
1
i := Ci+1 (and its
polyfold structure). Consider tuples (c,Ψ, (q, h)), where c is an object in C1,
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Ψ ∈ F (c), say Ψ : G⋉O → C, Ψ(q) = c, and h ∈ TqO. We shall introduce the
notion of equivalence of two such tuples. For this consider a second one, say
(c′,Ψ′, (q′, h′)). Take suitable open neighborhoods U(q, 1c, q
′) ⊂ M(Ψ,Ψ′),
U(q) ⊂ O and U(q′) ⊂ O′, so that the source and target maps
U(q)
s
←− U(q, 1c, q
′)
t
−→ U(q′)
are sc-diffeomorphisms and define
L : U(q)→ U(q′) : L(p) = (t ◦ (s|U(q, 1c, q
′))−1)(p).
We call the two tuples equivalent, written as
(c,Ψ, (q, h)) ≃ (c′,Ψ′, (q′, h′))
provided the following holds
c = c′ and TL(q)(h) = (q′, h′).
We denote an equivalence class by [(c,Ψ, (q, h))] and view them as objects
in a category denoted by TC. On the object level we have the projection
functor τ : TC → C1 given by
τ([c,Ψ, (q, h))] = c.
We observe that τ−1(c) is a Banach space. Given a morphism φ : c → c′ we
can define a topological linear isomorphism
Tφ : τ−1(c)→ τ−1(c′)
as follows
Tφ([(c,Ψ, (q, h))]) = [(c′,Ψ′, TL(q, h)]. (2)
The morphisms in TC are given by the tuples
Φ := ([(c,Ψ, (q, h))], Tφ, [(c′,Ψ′, (q′, h′))])
where φ : c→ c′ and Tφ([(c,Ψ, (q, h))]) = [(c′,Ψ′, (q′, h′))]. Here
s(Φ) = [(c,Ψ, (q, h))] and t(Φ) = [(c′,Ψ′, (q′, h′))].
The projection functor τ on the level of morphisms is defined by
τ(([(c,Ψ, (q, h))], Tφ, [(c′,Ψ′, (q′, h′))]) = φ.
At this point we have shown the following.
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Lemma 4.8. Let C be a GCT equipped with a polyfold structure (F,M).
Then there is a well-defined tangent category TC with objects being the equiv-
alence classes [(c,Ψ, (q, h))], with c being an object in C1, (q, h) ∈ TqO, where
Ψ(q) = c and Ψ ∈ F (c). The morphisms are given by the tuples
Φ = ([(c,Ψ, (q, h))], Tφ, [(c′,Ψ′, (q′, h′))]),
where Tφ([(c,Ψ, (q, h))] = [(c′,Ψ′, (q′, h′))]. In addition the projection functor
τ : TC → C1 is defined by τ(Φ) = φ on morphisms and τ([(c,Ψ, (q, h))] = c
on objects.
We shall show that we can equip TC with a polyfold structure as well.
This needs some preparation. Fix an object c0 in C
1 and pick Ψ0 ∈ F (c0)
which is given by
Ψ0 : G⋉O → C.
There is an element q0 ∈ O1 with Ψ0(q0) = c0. For q ∈ O1 let c = Ψ0(q)
and note that q is an object in C1. Pick Ψ ∈ F (c), say Ψ : G
′ ⋉ O′ → C and
q′0 ∈ O
′ with Ψ(q′0) = c = Ψ0(q). Then q
′
0 ∈ O
′
1. Now we us the transition M-
polyfoldM(Ψ0,Ψ) and take open neighborhoods U(q), U(q
′
0) and U(q, 1c, q
′
0)
so that we have a diagram of sc-diffeomorphisms
U(q)
s
←− U(q, 1c, q
′
0)
t
−→ U(q′0).
We define
L : U(q)→ U(q′0) : p→ L(p) := L = t ◦ (s|U(q, 1c, q
′))
−1
(p).
The we define for (q, h) ∈ TqO, which is an object in G⋉ TO
TΨ0(q, h) = [(c,Ψ, TL(q, h))]
which belongs to τ−1(c). For a morphism (g, (q, h)) : (q, h)→ (g ∗ q, g ∗ h) in
G⋉ TO we define the morphism
TΨ0(g, (q, h)) : TΨ0(q, h)→ TΨ0(g ∗ q, g ∗ h)
by
TΨ0(g, (q, h))
= ([(c,Ψ, TL(q, h))], T (Ψ0(g, q)), T (Ψ0(g, q))([(c,Ψ, TL(q, h))]))
= (TΨ0(q, h), T (Ψ0(g, q)), T (Ψ0(q, q))(TΨ0(q, h))).
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Here T (Ψ0(g, q)) is the tangent associated to the morphism Ψ0(g, q) : Ψ0(q)→
Ψ0(g ∗ q) defined as in (2).
We define for an object c0 in C
1.
F¯ (c0) = {TΨ : G⋉ TO→ TC | Ψ ∈ F (c0)},
and view this definition as a functor F¯ : (C1)
−
→ SET. Then we define
TF : (TC)− → SET : TF = F¯ ◦ τ,
i.e. TF ([(c0,Ψ0, (q0, h0))]) := F¯ (c0). Given TΨ ∈ TF (([(c0,Ψ0, (q0, h0))])
and TΨ′ ∈ ([(c′0,Ψ
′
0, (q
′
0, h
′
0))] we can build M(TΨ, TΨ
′). The basic result
proved in [30] is the following theorem.
Theorem 4.9. Given a polyfold structure F for the C there exists an
associated natural polyfold structure TF for TC → C1 covering the lifted one
for C1 given by F 1, see the diagram below.
More precisely given Ψ ∈ F (c), say Ψ : G⋉O → C the associated Ψ1 fits
into the following commutative diagram
G⋉ TO
TΨ
−−−→ TC
τO
y τy
O1
Ψ1
−−−→ C1.
Here we already have an example of an sc-smooth functor. Namely τ : TC →
C1 has for every TΨ a sc-smooth representative, namely τO. One of the main
points of having polyfold structures is to say that certain functors defining
algebraic structures are sc-smooth, or that they are sc-Fredholm functors,
which allows a perturbation theory. Also if C is equipped with a polyfold
structure we can define sc-differential forms as certain kind of functors.
We can define the k-fold product category TC × ..×TC which projects to
a k-fold product of C1 with itself and pull-back by the multi-diagonal which
we denote by
⊕ki=1TC → C
1.
The preimages of objects are k-fold products of Banach spaces. Viewing R as
a category with only the identities as morphisms we are interested in certain
functors
ω : ⊕ki=1TC → R,
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which are multi-linear and skew-symmetric on the fibers. We assume TC
equipped with its canonical polyfold structure TF . Given TΨ ∈ F¯ (c) we can
pull back ω via ⊕ki=1TΨ and obtain ωΨ : TO⊕ ..⊕TO → R. In [29] we have
introduced the notion of an sc-smooth differential form.
Definition 4.10. The functor ω is said to be sc-smooth provided there
exist a family (Ψλ)λ∈Λ (Λ a set) of good unifomizers associated to F so that
the collection of sets |Ψλ(Oλ)| covers |C|, and in addition all the ωΨλ are
sc-smooth differential forms.
Several remarks are in order.
Remark 4.11. (1) One can show that the definition does not depend on
the choice of the family (Ψλ), see [29].
(2) We view ω as associated to C, despite the fact that it is defined on TC
which lies over C1, and therefore seemingly only involves C1, However, by
using the good uniformizers for C in the definition of TC incorporates the
polyfold structure on C in a subtle way.
(3) One is tempted to call ω as defined above a sc-smooth differential form
on C. If we call ω according to (2) as associated to C it will turn out that
dω, the exterior differentiation can only be defined as a form associated to
C1. Since we have the system of inclusion functors ... → Ci+1 → Ci → ...C
one can take a direct limit for forms. The set (see below) of all [ω] defined
by the direct limit for all k ≥ 0 turns out to be invariant under d defined
by d[ω] = [dω] so that it is better to call [ω] an sc-smooth differential form.
Using this we obtain a de Rham complex associated to C as we shall see
below. For the moment we shall call ω an sc-differential form, and leave the
name sc-smooth differential form for the result of a further construction.
The collection of all sc-smooth functors ω is a set, since it is completely
determined by the set (ωΨλ). Using the inclusion functors C
i+1 → Ci, we can
pull-back a functor ω defined on ⊕ki=1T (C
i) to ⊕ki=1T (C
i+1). This is nothing
else but restricting ω to tangent vectors of specified higher regularity. Denote
by Ωk(Ci) the set of differential k-forms on Ci, i.e. defined on ⊕kj=1TC
i. This
set has the obvious structure as a real vector space. Then we have the direct
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system
→ Ωk(Ci)→ Ωk(Ci+1)→ ..
and denote the direct limit by Ωk∞(C), and its elements by [ω]. If (X, β) is
an ep-groupoid constructed from the polyfold structure F on C we can use
the equivalence β : X → C to pull-back [ω] since Tβ : TX → TC is well-
defined. In fact this pull-back completely determines [ω] and the pull back is
compatible with the exterior derivative defined on X , see [27], [29], and [30].
As it turns out the exterior differential is well-defined, so that we obtain the
de Rham complex
(Ω∗∞(C, F ), d).
So in particular there exists a de Rham cohomology. We refer the reader for
details of this theory to [29, 30] and [27].
4.3 Finite-dimensional, Branched, Weighted Subpoly-
folds
Suppose that C is a GCT equipped with a polyfold structure F . We are
interested in certain full subcategories which arise when studying Fredholm
functors later on. In a first step consider the non-negative rational numbers
Q+ as objects in a category with the morphisms being the identities. Of
interest for us are certain functors
Θ : C → Q+.
In order to define this class of functors we need the definition of a submanifold
M of a M-polyfold X .
Definition 4.12. Let X be a M-polyfold and M a subset. We say M is
a submanifold provided for every m ∈ M there exists an open neighborhood
U = U(m) ⊂ X and an sc-smooth map r : U → U having the following
properties.
(i) r(Ui) ⊂ Ui+1 for all i and r : U → U
1 is sc-smooth.
(ii) r ◦ r = r
(iii) r(U) = U ∩M .
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First of all we note that r is an sc-smooth retraction, so that M is a
sub-polyfold. But the stronger requirement that r : U → U1 is sc-smooth, in
fact, implies that the M-polyfold structure on M induced from X is the sc-
smoothly equivalent to the structure of a finite-dimensional smooth manifold,
see [29]. This, of course, justifies that we call M a submanifold in the first
place. More precisely we have the following result.
Proposition 4.13. Let M be a submanifold of the M-polyfold X in the
sense of Definition 4.12. Then M is a sub-polyfold and its sc-smooth struc-
ture induced from X is sc-smoothly equivalent to a classical manifold struc-
ture.
Remark 4.14. A hint that this is true is given by the following considera-
tion. If r(x) = x it follows that x ∈ X∞, so that for every m ∈M the tangent
space TmM is defined and an sc-Banach space. Since Tr(m) : TmX → TmX
is an sc+-operator its image is compact. Since Tr(m) restricted to its image
is the identity the image must be finite-dimensional.
If M , viewed as manifold, is equipped with an orientation we shall call it
an oriented submanifold.
Definition 4.15. Suppose Θ : C → Q+ is a functor and c an object.
Pick Ψ ∈ F (c) so that we can take the functor Θ ◦ Ψ : G ⋉ O → Q+. Let
Ψ(q0) = c and assume there exists an open neighborhood U(q0) in O, finitely
many submanifolds (Mi)i∈I and positive rational numbers (σi)i∈I such that
Θ ◦Ψ(q) =
∑
{i∈I | q∈Mi}
σi
for all q ∈ U(q0). We say Θ has a smooth finite-dimensional representation
with respect to Ψ at c. We also say that the representation is n-dimensional
provided every Mi is n-dimensional.
If Ψ′ ∈ F (c) with Ψ′(q′0) = c we consider M(Ψ,Ψ
′) and find open neigh-
borhoods so that the source and target map are sc-diffeomorphisms
V (q0)
s
←− V (q0, 1c, q
′
0)
t
−→ V (q′0).
We may assume that V (q0) ⊂ U(q0) and can map the Mi ∩ V (q0) to M
′
i ⊂
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V (q′0). Then
Θ ◦Ψ′(q′) =
∑
{i∈I | q∈M ′i}
σi
for q′ ∈ V (q′0). Hence if we have a smooth finite-dimensional representation
at c for some Ψ ∈ F (c) it holds for all uniformizers in F (c). The same
argument goes through if φ : c→ c′ is an isomorphism and shows if we have
a smooth finite-dimensional representation at c we also have this property
at an isomorphic c′. Observe that if the representation at c with respect to
Ψ is n-dimensional this will be true for every isomorphic c as well. We can
therefore say that Λ is smooth at |c| and has a n-dimensional representation
at |c|. Since the collection of all |c| is a set, the following makes sense.
Definition 4.16. Let C be a GCT equipped with a polyfold structure, and
Θ : C → Q+ a functor. We call Θ a smooth, weighted, branched subpolyfold
of dimension n, provided Θ has a smooth n-dimensional representation at
every |c| ∈ |C|.
There is also a notion of orientation for Θ, see [27, 30].
Definition 4.17. Let C be a polyfold category and Θ : C → Q+ a smooth,
weighted, branched subpolyfold of dimension n. We say Θ is closed provided
the orbit space associated to all objects c with Θ(c) > 0 is a compact subset
of |C|.
An important result is that we can integrate sc-differential forms over
closed, smooth, oriented, weighted branched subpolyfold of dimension n, see
[30, 27].
Theorem 4.18. Let C be a GCT equipped with a polyfold structure F ,
and Θ : C → Q+ a closed, smooth, oriented, weighted, branched subpolyfold
of dimension n. Suppose further [ω] is a n-dimensional sc-smooth differential
form on C. Then there is a well-defined integral∮
Θ
[ω],
called the branched integral.
The integral is characterized uniquely by certain properties, and in the
somewhat more general context with boundary with corners, even a version
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of Stokes Theorem holds. The basic observation is that Θ defines a com-
pact subset of |C| equipped with, what is called a Lebesgue σ-algebra of
measurable sets, and a measurable Q+-valued weight function w . The dif-
ferential form [ω] induces a signed measure µ[ω] and the integral is given by∫
wdµ[ω]. This construction is formidable and given in [27] for ep-groupoids,
but generalizes immediately to our context, since the ep-groupoid version is
compatible with Morita equivalence, i.e. generalized isomorphisms associated
to diagrams of sc-smooth equivalences between ep-groupoids, see [30].
4.4 Fredholm Theory and Transversality
Suppose we are given a bundle GCT (C, µ, T ) equipped with a strong polyfold
bundle structure F¯ : C− → SET, and a section functor
f : C → Eµ.
If c is an object in C and Ψ¯ a strong bundle uniformizer around c we obtain
the commutative diagram.
G⋉K
Ψ¯
−−−→ Eµ
p
y Pµy
G⋉ O
Ψ
−−−→ C
Since f maps an object to an element in the Banach space associated to c, i.e.
P−1(c) it follows that an object q ∈ O is mapped to f ◦ Ψ(q) ∈ P−1(Ψ(q)).
However Ψ¯ : p−1(q)→ P−1(Ψ(q)) is a linear isomorphism and it follows that
f has a local representative fΨ which is a section of p.
Definition 4.19. Let f be a section functor of P : Eµ → C, where
(C, µ, T ) is a bundle GCT equipped with a strong polyfold bundle structure F¯ .
We say f is an sc-Fredholm functor provided there exists a family (Ψ¯λ)λ∈Λ,
Λ a set, of good strong bundle uniformizers, so that (Ψλ)λ∈Λ covers |C|, and
every fΨ¯λ is an sc-Fredholm section of Kλ → Oλ.
This definition does not depend on the choice of the strong bundle uni-
formizers taken from F¯ .
Of course, like in the classical situation, one is interested in a perturbation
theory, which allows an sc-Fredholm section to be brought into a general
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position. Since we are dealing with functors, there is the added difficulty
that symmetry, i.e. compatiblility with morphisms, and transversality are
competing issues.
In order to achieve transversality we locally break the symmetry under
a small perturbation by an sc+-section, but keep track of the symmetry by
introducing a finite family (correlated with the initial pertubation) of local
sc-Fredholm problems invariant under the symmetry. In order to have still
the right counts of the solutions the problems in the local family need to be
weighted. Of course, these local modifications have to be done coherently, so
that overlapping families can be patched together in a suitable way.
In this context it is very important to understand how big perturbations
can be, in order to guarantee that the perturbed Fredholm section is again
proper. In order to formulate some results we need some auxiliary structures.
View R+ ∪ {+∞} = [0,+∞] as a category only having the identities as
morphisms.
Definition 4.20. Let (C, µ, T ) be a bundle GCT equipped with a strong
polyfold bundle structure F¯ : C− → SET. An auxiliary norm N is a functor
N : Eµ → R
+ ∪ {+∞} with the following properties. There exists a family
of good strong bundle uniformizers (Ψ¯λ)λ∈Λ, Λ a set, so that the underlying
(|Ψλ(Oλ)|)λ∈Λ cover |C| and for every λ ∈ Λ
N ◦ Ψ¯λ : Kλ → R
+ ∪ {+∞}
is an auxiliary norm according to Definition 3.35.
The definition does not depend on the family of good strong bundle uni-
formizers.
Definition 4.21. Let (C, µ, T ) be a bundle GCT equipped with a strong
polyfold bundle structure F¯ : C− → SET. A functor Λ : Eµ → Q
+ is called an
sc+-smooth multisection functor provided there exists a set (Ψ¯λ)λ∈A of good
strong bundle uniformizers so that the underlying (Ψλ) have the property
|C| =
⋃
λ∈A
|Ψλ(Oλ)|.
with the following property:
(•) For every Λ ◦ Ψ¯λ : Gλ ⋉ Kλ → Q
+ and given q ∈ Oλ there exist
an open neighborhood U(q) ⊂ Oλ, and sc
+-sections (si)i∈I defined for
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Kλ|U(q), and rational weights σi > 0, i ∈ I, with
∑
i∈I σi = 1, so that
for e ∈ Kλ|U(q)
Λ ◦ Ψ¯λ(e) =
∑
{i∈I | e=si(pλ(e))}
σi.
Remark 4.22. The definition is independent of the choice of (Ψ¯λ) as long
as the associated open sets (Ψ(Oλ)) cover the orbit space of S
3,δ0(Q, ω). The
functor Λ induces a map |Λ| : |Eµ| → Q
+.
Definition 4.23. The support of an sc+-smooth multisection functor Λ
is the full subcategory supp(Λ) associated to all objects e in Eµ with Λ(e) > 0.
The domain support dom-supp(Λ) is the full subcategory associated to the
closure of the open subset U of |C| consisting of all |c| so that there exists
|e| ∈ |P |−1(|c|), |e| 6= 0, with |Λ|(|e|) > 0.
We note that each fiber of |P | has a distinguished 0 element. Given
Λ : Eµ → Q
+ and an auxiliary norm N : Eµ → [0,∞] we can measure the size
of Λ. Namely for an object c there are finitely many points ei ∈ P
−1
µ (c), for
which Λ(ei) > 0. Moreover the bi-regularity is at least (0, 1), so that N(ei)
is finite. Therefore we can define max{N(ei) | i ∈ I} and obtain a functor
Cµ → [0,∞) by
c→ max{N(ei) | i ∈ I}.
We can pass to orbit space and obtain a continuous map NΛ : |C| → [0,∞).
Now we are in the position to describe a series of results in sc-Fredholm
theory for our categorical setup. Without going into much detail there is
the notion of orientation for an sc-smooth Fredholm section functor, see
[28, 29, 30]. The first result is concerned with a compactness assertion.
Theorem 4.24. Let (C, µ, T ) be a bundle GCT equipped with a strong
polyfold bundle structure F¯ : C− → SET. Suppose N : Eµ → R
+ ∪ {+∞}
is an auxiliary norm, and f an sc-Fredholm section functor of Pµ, having
the property that the orbit space |f−1(0)| ⊂ |C| is compact. Then there exists
an open neighborhood U of |f−1(0)| in |C| so that for every sc+-multisection
functor Λ : Eµ → Q
+ with domain support in CU and satisfying NΛ(|c|) ≤ 1
for all |c| ∈ |C|, the orbit space associated to supp(Λ ◦ f) is compact.
Note that Λ ◦ f : C → Q+ is a functor and supp(Λ ◦ f) consists of all
objects c with Λ ◦ f(c) > 0.
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Definition 4.25. If (U,N) is a pair consisting of an auxiliary norm N ,
and an open neighborhood U of the orbit space associated to f−1(0), so that
the conclusion of the previous theorem concerning compactness holds, we shall
say that (U,N) controls compactness.
In order to construct sc+-multisection functors one needs that the un-
derlying polyfold structure on C admits sc-smooth partitions of unity. For
example if everything is build on Hilbert scales, or at least the zero-level,
then these are available, see [29, 30]. For the following denote by H∗dR(C) the
de Rham cohomology.
Theorem 4.26. Let (C, µ, T ) be a bundle GCT equipped with a strong
polyfold bundle structure F¯ : C− → SET. Suppose N : Eµ → R
+ ∪ {+∞} is
an auxiliary norm, and f an sc-Fredholm section functor of Pµ, having the
property that the orbit space |f−1(0)| ⊂ |C| is compact. We assume that the
induced polyfold structure on C admits sc-smooth partitions of unity. Let U
be an open neighborhood around the orbit space associated to f−1(0), so that
(U,N) controls compactness. Then the following holds.
(i) Given any ε ∈ (0, 1) there exists a sc+-multisection functor Λ with
domain support in CU and NΛ(|c|) < ε for all |c|, so that
Θ := Λ ◦ f : C → Q+
is a smooth, closed, weighted, branched subpolyfold of dimension n.
(ii) If f is oriented, i.e. (f, o), then Θ is naturally oriented.
(iv) Given [ω] ∈ HndR(C) the branched integral
∮
Θ
[ω] does not depend on the
choice of Λ as long as it is generic and satisfies the above conditions.
(v) The value of the integral is independent of the choice (U,N) as long as
it is admissible.
As a consequence of this theorem the oriented sc-Fredholm section functor
(f, o) defines a linear functional
I(f,o) : H
∗
dR(C)→ R,
via
I(f,o)([[ω]]) =
∮
Λ◦f
[ω],
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for Λ having support sufficiently small and being generic. This functional
will stay the same under even large oriented deformations
t→ (ft, ot)
as long as the orbit space of the solution set satisfies some compactness
properties. During the deformation we can even change the µt as long as it
is done sc-smoothly for an overall strong polyfold bundle structure. There
are also appropriate versions where the underlying category changes (sc-
smoothly) as well.
4.5 The Stable Map Example
In some sense we just need to take a fresh look at what we did in Section 2
and verify, implementing the discussion from Section 3, that the constructions
are sc-smooth. We shall concentrate on the category S3,δ0(Q, ω) rather than
the full problem P : E3,δ0(Q, ω, J) → S3,δ0(Q, ω). In the case of S3,δ0(Q, ω)
our discussion so far gives a precise construction with established topological
properties. From the discussion in [28], based on results in [31], see the
forthcoming [10] for a comprehensive treatment, it follows that indeed all
the constructions are sc-smooth.
Remark 4.27. It is very good exercise using [31] and some of the results
in [28] to fill in the technical details.
We give a few useful comments. In the constructions mentioned in The-
orem 2.52 we already used the exponential gluing profile. Given the strictly
increasing sequence δ = (δ0, δ1, ..) with all 0 < δi < 2π, it can be shown that
X¯3,δ0(S,j,D),D,H(Q) has a M-polyfold structure. It only depends on δ and we shall
abbreviate this topological space equipped with this M-polyfold structure by
X¯3,δ(S,j,D),D,H(Q). As a consequence the product
V × X¯3,δ(S,j,D),D,H(Q)
also has a M-polyfold structure. For this structure the automorphism group
G acts by sc-diffeomorphisms. Taking a suitable open G-invariant neighbor-
hood O of (0, (S,D, u)) we obtain
Ψ : G⋉O → S3,δ0(Q, ω)
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which on objects is given by
(v, (Sa, Da, w))→ (Sa, j(v)a,Ma, Da, w).
Also recall that we had the underlying good uniformizers for R
G⋉O∗ →R,
which on objects map
(v, a)→ (Sa, j(v)a,M
∗
a , Da).
Our aim is to define a polyfold structure on S3,δ0(Q, ω) utilizing the previous
construction of F . Of course, we need to be able to equip M(Ψ,Ψ′) with a
M-polyfold structure. In order to achieve this we have to make an additional
requirement which is achieved by possibly restricting Ψ to a smaller O. This
leads to the definition of a good (polyfold) uniformizer.
Definition 4.28. Assume a sequence δ and the exponential gluing profile
are given as previously described. Let α = (S, j,M,D, u) be an object in
S3,δ0(Q, ω) with automorphism group G. A good polyfold uniformizer α for
S3,δ0(Q, ω) is a functor Ψ : G ⋉ O → S3,δ0(Q, ω) where O is a G-invariant
open neighborhood of (0, (S,D, u)) in V ×X¯3,δ(S,j,D),D,H(Q) so that the following
holds.
(i) Ψ is fully faithful and Ψ(v, (S,D, u)) = (S, j,M,D, u).
(ii) Passing to orbit spaces, |Ψ| : G\O → |S
3,δ0(Q, ω)| is a homeomorphism
onto an open neighborhoodof |α|.
(iii) The collection of all (v, a) occuring in elements (v, (Sa, Da, w)) ∈ O are
contained in O∗, and O∗ ∋ (v, a) → (Sa, j(v)a,M
∗
a , Da) defines a good
uniformizer for R.
(iv) For every object q ∈ O there exists an open neighborhood U(q) ⊂ O,
so that every sequence (qk) ⊂ U(q), for which |Ψ(qk)| converges in
|S3,δ0(Q, ω)|, has a convergent subsequence in clO(U(q)).
Remark 4.29. (a) The condition (iii) is very important and it summa-
rizes four conditions from the definition of a good uniformizer for R. Most
important is that the partial Kodaira-Spencer differentials are isomorphisms.
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This is extensively used when putting a M-polyfold structure on M(Ψ,Ψ′).
It is crucial for making s and t local sc-diffeomorphisms, see [28].
(b) Let F (α) consists of the good uniformizers previously constructed and
their domain G ⋉ O equipped with the M-polyfold structures associated to
a choice of δ. In addition we assume that the set of all (v, a) coming from
the (v, (Sa, Da, w)) lies in O
∗, so that we have the good uniformizer for R
defined on G ⋉ O∗. With F modified as just described it is possible to lift
M to a functor which associates to (Ψ,Ψ′) not only a metrizable space, but
in fact a M-polyfold structure. The details given in the ep-groupoid seen are
presented in [28].
The relevant construction
F : (S3,δ0(Q, ω))
−
→ SET
associates to an object α the set F (α) consisting of good polyfold uniformizers
as described in Definition 4.28. This leads to the following important result.
Theorem 4.30. Given the exponential gluing profile ϕ and an increasing
sequence of weights 0 < δ0 < δ1 < ... < 2π, the construction (F,M) given
in Theorem 2.52, with the modification just mentioned, defines a polyfold
structure, when the local models are equipped with the sc-structures associated
to these weights.
We can also construct a bundle GCT (S3,δ0(Q, ω), µ, T ) as follows. Given
an object α = (S, j,M,D, u) we associate to it the Hilbert space µ(α) con-
sisting of all (TQ, J)-valued (0, 1)-forms ξ along u of class (2, δ0). In par-
ticular ξ(z) : (TzS, j) → (Tu(z)Q, J) is complex anti-linear. A morphism
Φ := (α, φ, α′) : α→ α′ defines a linear topological isomorphism
µ(Φ) : µ(α)→ µ(α′) : ξ → ξ ◦ Tφ−1.
This allows us to define the category Eµ with objects being the (α, ξ), where
α is an object in S3,δ0(Q, ω), and ξ is a vector in µ(α). We shall denote Eµ
by E2,δ0(Q, ω, J). One can define a metrizable topology T for |E2,δ0(Q, ω, J)|
and carry out a construction (F¯ ,M),
F¯ : (S3,δ0(Q, ω))− → SET
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equipping P with a strong polyfold bundle structure. Here F¯ (α) consists of
good strong bundle uniformizers, where an element Ψ¯ in the latter fits into
a commutative diagram of functors with certain properties
G⋉K
Ψ¯
−−−→ E2,δ0(Q, ω, J)
p
y Py
G⋉ O
Ψ
−−−→ S3,δ0(Q, ω).
On objects Ψ has the form
Ψ(v, (Sa, Da, w)) = (Sa, j(v)a,Ma, w)
and Ψ¯ is given by
Ψ¯((v, (Sa, Da, w), ξ) = (Sa, j(v)a,Ma, w, ξ).
The transition structure
M(Ψ¯, Ψ¯′)→M(Ψ,Ψ′)
has an sc-smooth strong bundle structure. These structures, as already
explained, can be viewed as some kind of sc-smooth bundle structure for
P : E2,δ0(Q, ω, J) → S3,δ0(Q, ω). The latter, equipped with this strong bun-
dle structure, which depends on the weight sequence δ, is written as
P : E2,δ(Q, ω, J)→ S3,δ(Q, ω).
The local representative of the Cauchy-Riemann section takes the form
O → K : (3)
(v, (Sa, Da, w))→
(
v, (Sa, Da, w) ,
1
2
[Tw + J(w) ◦ Tw ◦ j(v)a]
)
.
It has been proved in [28] that the section just defined is sc-Fredholm.
Theorem 4.31. The local representative of the section functor ∂¯J of P
with respect to Ψ¯ ∈ F¯(α) for any object α, as given in (3) is sc-Fredholm.
Hence ∂¯J is an sc-Fredholm section of P : E
2,δ(Q, ω, J)→ S3,δ(Q, ω).
In the case of our Gromov-Witten example consider the full subcategory
S3,δg,m,A(Q, ω) of S
3,δ(Q, ω), where g ≥ 0 and m ≥ 0 are integers, and A ∈
H2(Q,Z), consisting of all stable maps of arithmetic genus g with m marked
points in the homology class A.
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Theorem 4.32. The following holds.
(i) The orbit space |S3,δg,m,A(Q, ω)| is an open and closed subset of |S
3,δ(Q, ω)|
and consequently S3,δg,m,A(Q, ω) has an induced polyfold structure. More-
over, E2,δg,m,A(Q, ω, J) := E
2,δ(Q, ω, J)|S3,δg,m,A(Q, ω) has an induced strong
polyfold bundle structure.
(ii) The orbit space of (f |S3,δg,m,A(Q, ω))
−1(0) is compact.
(iii) For every 1 ≤ i ≤ m the evaluation map
evi : S
3,δ
g,m,A(Q, ω)→ Q (4)
at the i-th marked point is an sc-smooth functor in the sense that evi◦Ψ
is sc-smooth if Ψ is a good uniformizer.
(iv) If 2g +m ≥ 3 then the forgetful functor
σ : S3,δg,m,A(Q, ω)→ R
ord
g,m (5)
into the stable Riemann surface category with ordered mark points is
sc-smooth as well, where we can take good uniformizers for S3,δg,m,A(Q, ω)
and Rordg,m to see that the local representative is sc-smooth.
The consequence of (iii) is that the pull-back of a smooth differential
form on Q gives an sc-smooth differential form on S3,δg,m,A(Q, ω). For the
forgetful map the pull-back of a smooth differential form defines an sc-smooth
differential form on S3,δg,m,A(Q, ω) as a consequence of (iv).
Moreover ∂¯J restricted to S
3,δ
g,m,A(Q, ω) is an sc-smooth Fredholm functor
with a compact solution set, and it has a natural orientation, giving us (∂¯J , o)
and its restrictions (∂¯J,(g,k,A), o). As a consequence we have the linear maps
I(g,m,A) := I(∂¯J,(g,k,A,o)
I(g,m,A) : H
∗
dR(S
3,δ
g,k,A(Q, ω))→ R.
These maps give precisely the data from which one can define the Gromov-
Witten invariants, see [28].
Remark 4.33. There is, of course, a large literature on Gromov-Witten
invariants and further developments, see [13, 14, 35, 36, 48, 49, 52, 39, 40,
41, 42]. All the methods differ. In some sense, all the approaches had to
come up with a fix for the fact that classical Fredholm theory doesn’t work.
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The theory which we described here provides a very powerful language to
deal with moduli problems in symplectic geometry. In [11] we shall use this
approach to define a Fredholm setup for SFT. The language for doing so is
that developed in [29, 30]. The necessary nonlinear analysis comes from [31].
In [10] the ideas described here are carried out on the level of a graduate
text describing the construction of Gromov-Witten theory and the verifica-
tion of its axioms, see [37], in detail.
References
[1] A. Adem, J. Leida and Y. Ruan, Orbifolds and Stringy Topology, Cam-
bridge Tracts in Mathematics, 171. Cambridge University Press, Cam-
bridge, 2007. xii+149 pp.
[2] V. Borisovich, V. Zvyagin and V. Sapronov, Nonlinear Fredholm maps
and Leray-Schauder degree, Russian Math. Survey’s 32:4 (1977), p 1-54.
[3] F. Bourgeois, Y. Eliashberg, H. Hofer, K. Wysocki and E. Zehnder,
Compactness Results in Symplectic Field Theory, Geometry and Topol-
ogy, Vol. 7, 2003, pp.799-888.
[4] H. Cartan, Sur les re´tractions d’une varie´te´, C. R. Acad.Sc. Paris, t.
303, Serie I, no 14, 1986, p. 715.
[5] K. Cieliebak, I. Mundet i Riera and D. A. Salamon, Equivariant moduli
problems, branched manifolds, and the Euler class, Topology 42 (2003),
no. 3, 641–700.
[6] S. Donaldson and P. Kronheimer, The geometry of four-manifolds,
Oxford Mathematical Monographs. Oxford Science Publications. The
Clarendon Press, Oxford University Press, New York, 1990.
[7] Y. Eliashberg, A. Givental and H. Hofer, Introduction to Symplectic
Field Theory, Geom. Funct. Anal. 2000, Special Volume, Part II, 560–
673.
[8] H. Eliasson, Geometry of manifolds of maps, J. Differential Geometry
1(1967), 169–194.
86
[9] O. Fabert, J. W. Fish, R. Golovko, and K. Wehrheim, Polyfolds: A First
and Second Look, arXiv:1210.6670.
[10] J. Fish and H. Hofer, Lectures on Polyfold Constructions in Symplectic
Geometry I: The Polyfolds of Gromov-Witten Theory, in preparation.
[11] J. Fish, H. Hofer, K. Wysocki, and E. Zehnder, Applications of Polyfold
Theory II: The Polyfolds of SFT, in preparation.
[12] A. Floer and H. Hofer, Coherent orientations for periodic orbit problems
in symplectic geometry, Math. Z. 212 (1993), no. 1, 13–38.
[13] K. Fukaya and K. Ono, Arnold conjecture and Gromov-Witten invari-
ants. Topology,Vol. 38 No 5, 1999.pp. 933-1048.
[14] K. Fukaya, Y.-G. Oh, H. Ohta and K. Ono, Lagrangian intersection
Floer theory-anomaly and obstruction, Part I. AMS/IP Studies in Ad-
vanced Mathematics, 46.1. American Mathematical Society, Providence,
RI; International Press, Somerville, MA, 2009. pp i-xii+396.
[15] K. Fukaya, Y.-G. Oh, H. Ohta and K. Ono, Lagrangian intersection
Floer theory-anomaly and obstruction, Part II. AMS/IP Studies in Ad-
vanced Mathematics, 46.2. American Mathematical Society, Providence,
RI; International Press, Somerville, MA, 2009. pp. i-xii + 397-805.
[16] P. Gabriel and M Zisman, Calculus of Fractions and Homotopy Theory,
Ergebnisse Vol. 35, Springer (1967).
[17] M. Gromov, Pseudoholomorphic Curves in Symplectic Geometry, Inv.
Math. Vol. 82 (1985), 307-347.
[18] A. Haefliger, Homotopy and integrability, in Manifolds (Amsterdam,
1970), 133–163, Springer Lecture Notes in Math., 197, 1971.
[19] A. Haefliger, Holonomie et classifiants, Asterisque 116 (1984), 70–97.
[20] A. Haefliger, Groupoids and foliations, Contemp. Math. 282 (2001), 83–
100.
[21] H. Hofer, A General Fredholm Theory and Applications, Current Devel-
opments in Mathematics, edited by D. Jerison, B. Mazur, T. Mrowka,
W. Schmid, R. Stanley, and S. T. Yau, International Press, 2006.
87
[22] H. Hofer, Polyfolds And A General Fredholm Theory, arxiv 0809.3753.
[23] H. Hofer, K. Wysocki and E. Zehnder, Deligne-Mumford-Type spaces
with a View Towards Symplectic Field Theory, lecture note in prepara-
tion.
[24] H. Hofer, K. Wysocki and E. Zehnder, A General Fredholm Theory I:
A Splicing-Based Differential Geometry, J. Eur. Math. Soc. (JEMS) 9
(2007), no. 4, 841–876.
[25] H. Hofer, K. Wysocki and E. Zehnder, A General Fredholm Theory
II: Implicit Function Theorems, Geom. Funct. Anal. 19 (2009), no. 1,
206-293.
[26] H. Hofer, K. Wysocki and E. Zehnder, A General Fredholm Theory
III: Fredholm Functors and Polyfolds, Geom. Topol. 13 (2009), no. 4,
2279-2387.
[27] H. Hofer, K. Wysocki and E. Zehnder, Integration Theory for zero sets
of polyfold Fredholm sections, Math. Ann. 346 (2010), no. 1, 139-198.
[28] H. Hofer, K. Wysocki and E. Zehnder, Applications of Polyfold Theory
I: Gromov-Witten Theory, arxiv 1107.2097, Memoirs of the AMS, to
appear.
[29] H. Hofer, K. Wysocki and E. Zehnder, Polyfolds and Fredholm Theory
I: Basic Theory in M-Polyfolds, arXiv:1407.3185
[30] H. Hofer, K. Wysocki and E. Zehnder, Polyfolds and Fredholm Theory
II: Basic Theory in Polyfolds, in preparation.
[31] H. Hofer, K. Wysocki and E. Zehnder, Sc-Smoothness, Retractions and
New Models for Smooth Spaces, Discrete and Continuous Dynamical
Sytems, Vl 28 (No 2), (2010), 665–788.
[32] D. Joyce, Kuranishi bordism and Kuranishi homology, preprint arxiv
0707.3572v1.
[33] M. Konsevich, Enumeration of rational curves via torus action, in “The
Moduli Space of Curves” (R. Dijkgraaf, C. Faber and G. van der Geer,
eds.) Birkhauser (1995), 335-568.
88
[34] S. Lang, Introduction to differentiable manifolds, Second edition,
Springer, New York, 2002.
[35] J. Li and G. Tian, Virtual moduli cycles and Gromov-Witten invariants
of general symplectic manifolds, in: Topics in symplectic 4-manifolds
(Irvine, CA, 1996), 47-83, Int. Press (1998).
[36] G. Lu and G. Tian, Constructing virtual Euler cycles and classes, Int.
Math. Res. Surv. IMRS 2007, 2008 in electronic version, Art. ID rym001,
220 pp.
[37] Y. Manin, Frobenius Manifolds, Quantum Cohomology, and Moduli
Spaces, AMS Colloquium Publications, Volume 47.
[38] D. McDuff, Groupoids, Branched Manifolds and Multisection, J. Sym-
plectic Geom. 4, 259-315 (2006).
[39] D. McDuff, Notes on Kuranishi Atlases, arXiv:1411.4306v1.
[40] D. McDuff and K. Wehrheim, Smooth Kuranishi atlases with trivial
isotropy, arXiv:1208.1340; revision in progress.
[41] D. McDuff and K. Wehrheim, Smooth Kuranishi atlases with isotropy,
work in progress.
[42] D. McDuff and K. Wehrheim, Stratied smooth Kuranishi atlases, work
in progress.
[43] D. McDuff and D. Salamon, Introduction to symplectic topology, 2nd
edition, Oxford University Press, 1998.
[44] D. McDuff and D. Salamon, J-holomorphic curves and symplectic topol-
ogy , Colloquium Publications, vol. 52, Amer. Math. Soc., Providence,
RI, 2004, xii+669 pp.
[45] I. Moerdijk, Orbifolds as Groupoids: An Introduction, Contemp. Math.
310, 205-222 (2002).
[46] I. Moerdijk and J. Mrcˇun, Introduction to Foliation and Lie Groupoids,
Cambridge studies in advanced mathematics, Vol. 91, 2003.
89
[47] J. Robbin and D. Salamon, A construction of the Deligne-Mumford
orbifold. J. Eur. Math. Soc. (JEMS) 8 (2006), no. 4, 611-699.
[48] Y. Ruan, Topological sigma model and Donaldson type invariants in
Gromov theory, Duke Math. J. 83, 1996, 451-500.
[49] Y. Ruan, Symplectic Topology on Algebraic 3-folds, J. Diff. Geom. 39,
1994, 215-227.
[50] S. Smale, An infinite dimensional version of Sard’s theorem. Amer. J.
Math. 87 (1965), 861–866.
[51] S. Suhr and K. Zehmisch, Polyfolds, Cobordisms, and the strong Wein-
stein conjecture, arXiv:1411.5016.
[52] G. Tian, Quantum cohomology and its associativity, Current Develop-
ments in Mathematics, 1995, p. 361-397, International Press
[53] H. Triebel, Interpolation theory, function spaces, differential operators,
North-Holland, Amsterdam, 1978.
90
