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a b s t r a c t
We study first some arrangements of hyperplanes in the n-dimensional projective space
Pn(Fq). Then we compute, in particular, the second and the third highest numbers of
rational points on hypersurfaces of degree d. As an application of our results, we obtain
some weights of the Generalized Projective Reed–Muller codes PRM(q, d, n). We also
list all the homogeneous polynomials reaching such numbers of zeros and giving the
correspondent weights.
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1. Introduction
The determination of the number of points in certain hypersurfaces of degree d in the n-dimensional affine and projective
space over a finite field Fq, gives results on the weight distribution of the generalized Reed–Muller codes. The d-th order
generalized Reed–Muller codes GRM(q, d, n)were introduced first in the affine case by Kasami, Lin and Peterson [4], studied
in detail by connection between the multivariable and a one variable approach by Delsarte, Goethals and Mac Williams [3].
Moreover Lachaud [5] following Manin and Vladut [6], has considered projective Reed–Muller codes PRM(q, d, n) i.e. the
d-th order Reed–Muller codes defined over the projective space Pn(Fq). As another presentation, in his paper [1] Y. Aubry
studied the case of Reed–Muller codes associated with projective algebraic varieties.
As in the affine case, a difficult problem is the determination of the weight polynomial. The only known weight is the
first, called the minimum distance and it has been proven independently by Sørensen [9] and Serre [8].
However, in the affine case, for the classical generalized Reed–Muller codes the secondweightwas computed by Cherdieu
and Rolland [2] under a condition between q and d. Recently, I [7] resolved a large part of the restriction of Cherdieu and
Rolland and proved the result of the second weight in the majority of cases.
In this paper, by using some methods of combinatorial and incidence geometry in the projective space Pn(Fq), we
compute in particular, the second and the third highest numbers of points of hypersurfaces which are associated with
homogeneous polynomials in Fq[X0, X1, . . . , Xn]hd.
We start with the case of homogeneous polynomials which are products of linear factors. In this case we give the three
first highest numbers of zeros and the last one. In the following we study the general case of homogeneous polynomials in
Fq[X0, X1, . . . , Xn]hd and we obtain some weights of PRM(q, d, n) codes. In each case we compute the number of codewords
reaching the correspondent weight.
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2. Definitions and notations
We denote by:
– Fq a finite field with q elements (q a power of a prime p).
– Fq[X0, X1, . . . , Xn]hd ∪ {0} the vector space of homogeneous polynomials in n+ 1 variables with coefficients in Fq and of
degree d.
– Pn(Fq) the n-dimensional projective space over Fq.
– Πn = #Pn(Fq) = qn+1−1q−1 , the number of rational points of Pn(Fq).
– Π−1 = 0, by convention, which meaning the number of points in the empty set.
In this paper we suppose that 2 ≤ d ≤ q and n ≥ 2. We recall that the projective Reed–Muller codes PRM(q, d, n) are
the image of the map
Φ : Fq[X0, X1, . . . , Xn]hd ∪ {0} −→ FΠnq
f 7−→ (evf (v))v∈Pn(Fq)
with
evf : Pn(Fq) −→ Fq
v = (x0 : · · · : xn) 7−→ f (x0, . . . , xn)
xdi
where xi is the first non-zero component of v = (x0 : · · · : xn).
– A codeword c ∈ PRM(q, d, n) is defined by the vector:
c = (evf (v1), . . . , evf (vΠn)); with f ∈ Fq[X0, X1, . . . , Xn]hd ∪ {0}.
– The weight of c is the number of its non-zero coordinates.
– Zq(f ) the set of zeros of f , #Zq(f ) is the number of points of the hypersurface S defined by f , denoted also #S.
– N1 = maxf∈Fq[X0,X1,...,Xn]hd #Zq(f );
– P1: the set of polynomials f ∈ Fq[X0, X1, . . . , Xn]hd such that #Zq(f ) = N1.
– Ni = maxf∈Fq[X0,X1,...,Xn]hd\{P1∪···∪Pi−1} #Zq(f ), for i ≥ 2;
– Pi: the set of polynomials f ∈ Fq[X0, X1, . . . , Xn]hd such that #Zq(f ) = Ni.
– The ith weight iswi = Πn − Ni, for i ≥ 1.
3. Hyperplane arrangements
An arrangement of d hyperplanes in Pn(Fq) is a set, Ad = {H1, . . . ,Hd}, of d hyperplanes. From the geometrical point of
view, a set of zeros of a homogeneous polynomial product of d distinct linear factors is a particular hypersurface formed by
an arrangement of d hyperplanes.
The maximal number of Fq-rational points on a hypersurface of degree d in the n-dimensional projective space Pn(Fq) is
obtained by hypersurfaces split into d distinct hyperplanes having a certain geometrical configuration, what is given by
Serre [8] for d ≤ q and by Sørensen [10] for d ≤ n(q− 1).
It is of interest to find other configurations of hyperplanes with many points, in order to determine other weights of certain
classes of codes. It would be desirable to classify arrangements of d hyperplanes according to their number of points.
However, it comes that it is possible to classify them for small values of d, which is not obvious for large values.
For any value of d, less than q, we present the three first arrangements of d hyperplanes, having the first three highest
number of points, which is the subject of Section 3.3 and the last one which is the bulk of the following Section 3.1, what
will be called the minimal arrangement, that is the arrangement with the minimum number of points.
For an arrangement Ad = {H1, . . . ,Hd}, the number of points in the union⋃di=1 Hi is called the number of points of the
arrangement Ad, denoted by N(Ad) and by #
⋃d
i=1 Hi in certain cases.
We describe five configurations of arrangements of d hyperplanes in the projective space Pn(Fq) denoted byAdi , 1 ≤ i ≤ 5,
and we will denote by Adi an arrangement of type A
d
i . Sometimes, by abuse of brevity we say A
d
i -arrangement for an
arrangement Adi of typeA
d
i .
(1) Arrangement of typeAd1: all the hyperplanes meet in a common subspace of codimension 2.
(2) Arrangement of typeAd2: (d− 1) hyperplanes meet in a common subspace K of codimension 2 and the d-th hyperplane
meets K in a subspace E of codimension 3.
(3) Arrangement of typeAd3: (d − 2) hyperplanes H1, . . . ,Hd−2 meet in a common subspace K1 of codimension 2, the last
two hyperplanes, Hd−1 and Hd meet in a subspace K2 (6= K1), such that K2 is contained in one Hi, for 1 ≤ i ≤ d− 2.
(4) Arrangement of typeAd4: for each 1 ≤ i, j ≤ d and i 6= j, we have Hi ∩ Hj = K ij , where the K ij are
(
d
2
)
linear subspaces
of codimension 2 all distinct and meet in a common linear subspaceM of codimension 3.
(5) Arrangement of typeAd5: the remaining cases.
Remark 1. It is clear that the different configurations are distinct when d ≥ 5.
Indeed: If d = 3 there are two possible configurationsA31 andA32.
For d = 4 it is clear thatA42 andA43 are confused.
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Remark 2. Let Ad = {H1,H2, . . . ,Hd} be anAdk-arrangement, k = 1 or 4. If we extractm hyperplanesHi1 ,Hi2 , . . . ,Him from
Ad, then the arrangement {Hij; j = 1, . . . ,m} is also of typeAmk .
(In other words: a subset of Adk , k = 1 or 4, is an arrangement of the same type).
Indeed: In an arrangement of typeAdk , k = 1 or 4, there is no distinguishing position of a hyperplane relative to the others
(all have symmetrical positions between them).
Proposition 3.1. (i) The number of points in anAd1-arrangement is
N(Ad1) = dqn−1 +Πn−2.
(ii) For an arrangement Ad not of the typeAd1 we have
N(Ad) < dqn−1 +Πn−2.
Proof. (i) Let Ad1 = {H1, . . . ,Hd} such that
⋂d
i=1 Hi = K a linear subspace of codimension 2 then N(Ad1) = #K + d#(H1 \
K) = Πn−2 + dqn−1.
(ii) We can deduce the result from Serre’s letter [8] (Theorem and Remark 2). 
3.1. The minimal arrangement
Definition 3.2. Let Ad = {H1, . . . ,Hd} be an arrangement of d hyperplanes in Pn(Fq). For a hyperplane H in Pn(Fq), distinct
from the Hi, we call {H1 ∩ H, . . . ,Hd ∩ H} the arrangement trace of Ad on H , which will be denote by trH(Ad).
Proposition 3.3. Let Ad = {H1, . . . ,Hd} be an arrangement of d hyperplanes in Pn(Fq). The following properties are equivalent:
(i) Ad is an arrangement of typeAd4.
(ii) For each 1 ≤ i ≤ d, the arrangement trace of Ad \ {Hi} on Hi is anAd−11 -arrangement in Pn−1(Fq).
(i.e: the arrangement {H1 ∩ Hi, . . . ,Hi−1 ∩ Hi,Hi+1 ∩ Hi, . . . ,Hd ∩ Hi} is anAd−11 -arrangement in Hi).
(iii) for each i, j and k distinct we have Hi ∩ Hj 6= Hi ∩ Hk and all the Hi contain a common linear subvariety of codimension 3.
Proof. (i)⇒(iii): This comes immediately from the definition ofAd4.
(iii)⇒(ii): For a fixed 1 ≤ i ≤ d, we must have that trHi(Ad \ {Hi}) = {H1 ∩ Hi, . . . ,Hi−1 ∩ Hi,Hi+1 ∩ Hi, . . . ,Hd ∩ Hi}
is an arrangement of d − 1 linear subvarieties of codimension 2 meeting in a common linear subvariety of
codimension 3. Since for each i, j and k distinct we have Hi ∩ Hj 6= Hi ∩ Hk, then the d − 1 linear subvarieties
Hi ∩ Hj, for 1 ≤ j ≤ d and j 6= i, are distinct and meet in a linear subvariety of codimension 3. Therefore
{H1 ∩ Hi, . . . ,Hi−1 ∩ Hi,Hi+1 ∩ Hi, . . . ,Hd ∩ Hi} is an Ad−11 -arrangement in Hi which is a projective space of
dimension n− 1.
(ii)⇒(i): Let Ad = {H1, . . . ,Hd} an arrangement satisfying the property (ii). It is easily seen that all the Hi, 1 ≤ i ≤ d
contain a linear subvarietyM of codimension 3. It remains to prove that Hi ∩ Hj 6= Hk ∩ Hl for (i, j) 6= (k, l). For
this, it is sufficient to show that (Hi ∩ Hj) ∩ (Hk ∩ Hl) is a subvariety of codimension larger than 2 in Pn(Fq).
Writing (Hi∩Hj)∩(Hk∩Hl) = (Hi∩Hj)∩(Hi∩Hk)∩(Hi∩Hl),wehave from (ii) andRemark 2, that (Hi∩Hj), (Hi∩Hk)
and (Hi ∩Hl) form anA31-arrangement in Hi, therefore (Hi ∩Hj)∩ (Hk ∩Hl) is a linear subvariety of codimension
2 in Hi, so it is of codimension 3 in Pn(Fq). Hence (Hi ∩ Hj) 6= (Hk ∩ Hl). 
Theorem 3.4. (i) The number of points of an arrangement Ad4 of typeA
d
4 is
N(Ad4) = dqn−1 +Πn−2 −
(d− 1)(d− 2)
2
qn−2.
(ii) For any hyperplane arrangement Ad, not of the typeAd4, we have
N(Ad) > N(Ad4).
Proof. (i) The following sum counts every point in a hyperplane arrangement Ad exactly once,
N(Ad) = #H1 +
d−1∑
j=1
[
#Hj+1 − #
j⋃
i=1
(Hi ∩ Hj+1)
]
. (1)
Let us consider an arrangement Ad4 = {H1, . . . ,Hd}, the subarrangement {H1, . . . ,Hj+1} is an Aj+14 -arrangement
(Remark 2). From the Proposition 3.3, the trace {H1∩Hj+1, . . . ,Hj∩Hj+1}of {H1, . . . ,Hj}onHj+1 formanAj1-arrangement
in Hj+1 which is a projective space of dimension n− 1. Then we have, from Proposition 3.1-(i),
#
j⋃
i=1
(Hi ∩ Hj+1) = Πn−3 + jqn−2,
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hence, from formula (1) we get
N(Ad4) = Πn−1 +
d−1∑
j=1
[Πn−1 − (Πn−3 + jqn−2)]
= dqn−1 +Πn−2 − (d− 1)(d− 2)2 q
n−2.
(ii) We will proceed by recurrence on d.
For d = 3, let A3 = {H1,H2,H3} an arrangement of three hyperplanes such that H1 ∩ H2 = K a linear subspace of
codimension 2. There are two possible positions for H3 relatively to K :
– H3 contains K , in this case A3 is anA31-arrangement and N(A
3) = 3qn−1 +Πn−2,
– H3 intersects K in a linear subspace L of codimension 3. With a simple calculation one has
N(A3) = 2qn−1 +Πn−2 +Πn−1 − (Πn−3 + 2qn−2)
= 3qn−1 +Πn−2 − qn−2,
what gives N(A34), and then the result is satisfied for d = 3.
Let us suppose now that the result is true for d− 1 and let us prove it for d.
Let Ad = {H1, . . . ,Hd} a hyperplane arrangement not of the typeAd4. From the Proposition 3.3 there exists at least one
1 ≤ i0 ≤ d, such that the trace of {H1, . . . ,Hi0−1,Hi0+1, . . . ,Hd} on Hi0 , trHi0 (Ad \ {Hi0}), form an arrangement of d− 1
hyperplanes in Pn−1(Fq), not of the typeAd−11 .
So, from Proposition 3.1-(ii), we get
#
d⋃
i=1
i6=i0
(Hi ∩ Hi0) < (d− 1)qn−2 +Πn−3. (2)
The number of points in Ad can be represented as follows:
N(Ad) = #
d⋃
i=1
i6=i0
Hi + #Hi0 − #
d⋃
i=1
i6=i0
(Hi ∩ Hi0). (3)
For Ad \ {Hi0}which is an arrangement of d− 1 hyperplanes, considering (i) and by the recurrence hypothesis, we get
N(Ad \ {Hi0}) = #
d⋃
i=1
i6=i0
Hi ≥ (d− 1)qn−1 +Πn−2 − (d− 2)(d− 3)2 q
n−2. (4)
Then, by formulas (2), (3) and (4) one obtains
N(Ad) > (d− 1)qn−1 +Πn−2 − (d− 2)(d− 3)2 q
n−2 +Πn−1 − (d− 1)qn−2 −Πn−3,
so the result
N(Ad) > dqn−1 +Πn−2 − (d− 1)(d− 2)2 q
n−2. 
Considering the last result, from now on, we may denote Admin an arrangement A
d
4 and by N
`
min its number of points,
denoted by N(Ad4) previously. This notation with the symbol ‘‘`’’ and ‘‘min’’ means that one speaks here about minimal
number of zeros of polynomials in Fq[X0, X1, . . . , Xn]hd which are product of linear factors, the associated hypersurfaces are
unions of hyperplanes giving the typeAd4 of hyperplane arrangements.
3.2. Particular arrangements
Lemma 3.5. Let Am = {H1, . . . ,Hm} be anAm1 -arrangement in Pn(Fq). If H is a hyperplane in Pn(Fq) not containing
⋂m
i=1 Hi,
then trH(Am) is anAm1 -arrangement in P
n−1(Fq), and we have
N(trH(Am)) = #
m⋃
i=1
(Hi ∩ H) = Πn−3 +mqn−2.
Proof. In Pn(Fq), if H is a hyperplane and E is a subspace of dimension t > 0, then E ∩ H has dimension t or t − 1.
The linear subvariety
⋂m
i=1 Hi = K is of codimension 2 (Am is anAm1 -arrangement). As H does not contain K , the Hi ∩ H are
m distinct linear subvarieties of codimension 2 meeting in a linear subspace, H ∩ K , of codimension 3.
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Therefore trH(Am) = {H1 ∩ H, . . . ,Hm ∩ H} form anAm1 -arrangement in H which is a projective space of dimension n− 1.
It follows from Proposition 3.1 that
N(trH(Am)) = Πn−3 +mqn−2. 
Definition 3.6. Let Ad[r] = {H1, . . . ,Hd} be a hyperplane arrangement such that:
r hyperplanes H1,H2, . . . ,Hr meet in a common linear subspace K of codimension 2, (i.e. {H1, . . . ,Hr} is an Ar1-
arrangement) and no hyperplane among the d− r others contains K .
Lemma 3.7. The number of points of an arrangement Ad[r] is such that
N(Ad[r]) ≤ dqn−1 +Πn−2 − (d− r)(r − 1)qn−2. (5)
Proof. Let us write the number of points of an arrangement Ad[r] in the following way
N(Ad[r]) = #
r⋃
i=1
Hi +
d∑
j=r+1
[
#Hj − #
j−1⋃
i=1
(Hi ∩ Hj)
]
.
Therefore
N(Ad[r]) ≤ #
r⋃
i=1
Hi +
d∑
j=r+1
[
#Hj − #
r⋃
i=1
(Hi ∩ Hj)
]
. (6)
the arrangement {H1, . . . ,Hr} is of typeAr1, from Proposition 3.1 we get
#
r⋃
i=1
Hi = rqn−1 +Πn−2,
from Lemma 3.5 we have
#
r⋃
i=1
(Hi ∩ Hj) = Πn−3 + rqn−2;
thus, the formula (6) gives
N(Ad[r]) ≤ rqn−1 +Πn−2 +
d∑
j=r+1
[Πn−1 − (Πn−3 + rqn−2)],
hence
N(Ad[r]) ≤ dqn−1 +Πn−2 − (d− r)(r − 1)qn−2. 
Definition 3.8. Let Ad(r,d−r), 2 ≤ r ≤ d− 2, be an arrangement of d hyperplanes such that:
r hyperplanes H1,H2, . . . ,Hr meet in a common linear subspace K of codimension 2;
d− r hyperplanes Hr+1,Hr+2, . . . ,Hd meet in a common linear subspace K ′ of codimension 2 with K ′ 6= K .
The following proposition (case (a)) gives a set of arrangements reaching the bound of (5) in the last Lemma 3.7.
Proposition 3.9. Let us consider the arrangement Ad(r,d−r) defined as above.
(a) If K ′ is contained in one Hi, 1 ≤ i ≤ r, then
N(Ad(r,d−r)) = dqn−1 +Πn−2 − (d− r)(r − 1)qn−2.
(b) Let us suppose that K (resp. K ′) is not contained in any Hj, r + 1 ≤ j ≤ d (resp. Hi, 1 ≤ i ≤ r).
(1) If K ∩ K ′ = ∅, which is possible for n ≤ 3, then
N(Ad(r,d−r)) = dqn−1 +Πn−2 −
(
r(d− r)− 1)qn−2 + (r − 1)(d− r − 1)Πn−3.
(2) If K ∩ K ′ = N a linear subspace of codimension 4, which is possible for n ≥ 4, then
N(Ad(r,d−r)) = dqn−1 +Πn−2 −
(
r(d− r)− 1)qn−2 + (r − 1)(d− r − 1)qn−3.
(3) If K ∩ K ′ = M a linear subspace of codimension 3, then
N(Ad(r,d−r)) = dqn−1 +Πn−2 −
(
r(d− r)− 1)qn−2.
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Proof. Wemay compute the number of points in Ad(r,d−r) as follows
N(Ad(r,d−r)) = #
r⋃
i=1
Hi + #
d⋃
j=r+1
Hj − #
[(
r⋃
i=1
Hi
)
∩
(
d⋃
j=r+1
Hj
)]
. (7)
As {H1, . . . ,Hr} is anAr1-arrangement, we have
#
r⋃
i=1
Hi = rqn−1 +Πn−2 (8)
which is the same case for the arrangement {Hr+1, . . . ,Hd}, so
#
d⋃
j=r+1
Hj = (d− r)qn−1 +Πn−2. (9)
In the different situations we will compute
χ = #
[(
r⋃
i=1
Hi
)
∩
(
d⋃
j=r+1
Hj
)]
, (10)
which may be written as
χ = #
[
Hr ∩
(
d⋃
j=r+1
Hj
)]
+
r−1∑
i=1
#
[
(Hi \ K) ∩
(
d⋃
j=r+1
Hj
)]
.
For 1 ≤ i ≤ r − 1, it is clear that
#
[
(Hi \ K) ∩
(
d⋃
j=r+1
Hj
)]
= #
[
Hi ∩
(
d⋃
j=r+1
Hj
)]
− #
[
K ∩
(
d⋃
j=r+1
Hj
)]
,
so
χ = #
[
Hr ∩
(
d⋃
j=r+1
Hj
)]
+
r−1∑
i=1
[
#
(
Hi ∩
(
d⋃
j=r+1
Hj
))
− #
(
K ∩
(
d⋃
j=r+1
Hj
))]
. (11)
By Lemma 3.5, for all hyperplanes Hi not containing K ′, we have
#
[
Hi ∩
(
d⋃
j=r+1
Hj
)]
= #
d⋃
j=r+1
(Hj ∩ Hi) = Πn−3 + (d− r)qn−2. (12)
(a) We may suppose that K ′ is contained in Hr . In this case K ∩ K ′ = L a linear subspace of codimension 3 because K 6= K ′
and (K ∪ K ′) ⊂ Hr .
Then
#
[
Hr ∩
(
d⋃
j=r+1
Hj
)]
= #K ′ = Πn−2, (13)
and
#
[
K ∩
(
d⋃
j=r+1
Hj
)]
= #(K ∩ K ′) = #L = Πn−3. (14)
Combining (12) which is valid for 1 ≤ i ≤ r − 1, (13) and (14), from (11) we get
χ = Πn−2 + (r − 1)(d− r)qn−2. (15)
Therefore, from Eqs. (7)–(10) and (15) we get
N(Ad(r,d−r)) = dqn−1 +Πn−2 − (d− r)(r − 1)qn−2.
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(b) Since noHi contains K ′, then the Eq. (12) is valid for 1 ≤ i ≤ r. To calculate χ , it remains to calculate #[K ∩ (⋃dj=r+1 Hj)].
(1) K ∩ K ′ = ∅. Since no Hj contains K , for r + 1 ≤ j ≤ d, we have
#(Hj ∩ K) = Πn−3,
in addition Hj1 ∩ K ∩ Hj2 ∩ K = K ′ ∩ K = ∅, for r + 1 ≤ j1, j2 ≤ d, j1 6= j2, from where
#
[
K ∩
(
d⋃
j=r+1
Hj
)]
= (d− r)#(K ∩ Hd),
then
#
[
K ∩
(
d⋃
j=r+1
Hj
)]
= (d− r)Πn−3. (16)
Using (12) and (16), from (11) we get
χ = Πn−3 + (d− r)qn−2 +
r−1∑
i=1
[Πn−3 + (d− r)qn−2 − (d− r)Πn−3],
so
χ = Πn−2 +
(
r(d− r)− 1)qn−2 − (r − 1)(d− r − 1)Πn−3. (17)
Therefore, from Eqs. (7)–(10) and (17) we get
N(Ad(r,d−r)) = dqn−1 +Πn−2 −
(
r(d− r)− 1)qn−2 + (r − 1)(d− r − 1)Πn−3.
(2) K ∩ K ′ = N a linear subspace of codimension 4. Since no Hj contains K , for r + 1 ≤ j ≤ d, we have
#(Hj ∩ K) = Πn−3,
so
#[(Hj \ K ′) ∩ K ] = qn−3,
from where
#
[
K ∩
(
d⋃
j=r+1
Hj
)]
= #(K ∩ K ′)+ (d− r)#[K ∩ (Hd \ K ′)],
then
#
[
K ∩
(
d⋃
j=r+1
Hj
)]
= Πn−4 + (d− r)qn−3. (18)
Using (12) and (18), from (11) we get
χ = Πn−3 + (d− r)qn−2 +
r−1∑
i=1
[Πn−3 + (d− r)qn−2 −
(
Πn−4 + (d− r)qn−3
)],
so
χ = Πn−2 +
(
r(d− r)− 1)qn−2 − (r − 1)(d− r − 1)qn−3. (19)
Therefore, from Eqs. (7)–(10) and (19) we get
N(Ad(r,d−r)) = dqn−1 +Πn−2 −
(
r(d− r)− 1)qn−2 + (r − 1)(d− r − 1)qn−3.
(3) For r + 1 ≤ j ≤ d, no Hj contains K so Hj ∩ K is of codimension 3, and Hj ∩ K contains K ∩ K ′ which is a linear
subspace of codimension 3, then Hj ∩ K = K ∩ K ′ and so K ∩ (Hj \ K ′) = ∅, for r + 1 ≤ j ≤ d. Thus
#
[
K ∩
(
d⋃
j=r+1
Hj
)]
= #(K ∩ K ′) = Πn−3. (20)
From Eqs. (12) and (20), applying (11) we have
χ = Πn−3 + (d− r)qn−2 +
r−1∑
i=1
(d− r)qn−2,
so
χ = Πn−3 + r(d− r)qn−2. (21)
Therefore, from Eqs. (7)–(10) and (21) we get
N(Ad(r,d−r)) = dqn−1 +Πn−2 −
(
r(d− r)− 1)qn−2. 
Remark 3. The reader can check easily that the largest value of N(Ad(r,d−r)) is given by case (a) of the above proposition.
3.3. Maximal arrangements
We are able now to specify the three configurations of hyperplanes giving the three first numbers of points. In particular
for 1 ≤ i ≤ 3, the number of points N(Adi ) we write it briefly N`i . What will be justified by the following theorem, and
this will be in conformity with the notation Ni of the second section. The letter ‘‘`’’ in this new notation means that one
speaks here about maximal numbers of zeros of polynomials in Fq[X0, X1, . . . , Xn]hd which are products of linear factors, the
associated hypersurfaces are unions of hyperplanes.
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Theorem 3.10. The number of points N`i of an arrangement A
d
i of typeA
d
i , 1 ≤ i ≤ 3, with 4 < d ≤ q and n ≥ 2, is such that:
(i) N`1 = dqn−1 +Πn−2,
(ii) N`2 = dqn−1 +Πn−2 − (d− 2)qn−2,
(iii) N`3 = dqn−1 +Πn−2 − 2(d− 3)qn−2,
(iv) For d > 7,we have N(Ad5) < N
`
3 .
Proof. (i) From the Proposition 3.1, an arrangement of typeAd1 gives dq
n−1 +Πn−2 points.
(ii) The number of points of an arrangement of typeAd2 is such that
N(Ad2) = #
d−1⋃
i=1
Hi + #Hd − #
[
Hd ∩
(
d−1⋃
i=1
Hi
)]
.
From Lemma 3.5 withm = d− 1, we have
#
[
Hd ∩
(
d−1⋃
i=1
Hi
)]
= #
d−1⋃
i=1
(Hi ∩ Hd) = Πn−3 + (d− 1)qn−2.
{H1, . . . ,Hd−1} is anAd−11 -arrangement, so
#
d−1⋃
i=1
Hi = (d− 1)qn−1 +Πn−2,
thus
N`2 = N(Ad2) = (d− 1)qn−1 +Πn−2 +Πn−1 −
(
Πn−3 + (d− 1)qn−2
)
= dqn−1 +Πn−2 − (d− 2)qn−2.
(iii) An arrangement Ad3 of type A
d
3 coincides with an arrangement A
d
(r,d−r) when r = d − 2, which is the case (a) of the
Proposition 3.9. Then
N`3 = N(Ad(d−2,2)) = dqn−1 +Πn−2 − 2(d− 3)qn−2.
(iv) We remark that, in the case of anAd5-arrangement, themaximumnumber of hyperplanesmeeting in common subspace
of codimension 2 is d − 2. Because if there exist (d − 1) hyperplanes meeting in a common linear subspace K of
codimension 2, for the dth hyperplane two cases can appear:
- Hd contains K which gives anAd1-arrangement,
- Hd intersects K in a linear subspace of codimension 3, which gives anAd2-arrangement.
We will reason with the maximal number of hyperplanes meeting in a common subspace of codimension 2, let rm be
this number. A hyperplane arrangement Ad of the typeAd5 can there be regarded as an A
d
[rm] where 2 ≤ rm ≤ d− 2.
(a) If rm = d− 2 the Proposition 3.9 gives different cases and proves the result.
(b) If 4 ≤ rm ≤ d − 3, starting from formula (5), the variations of the function ϕ(r) = (d − r)(r − 1) between 4 and
d− 3 (d > 7) prove that
N(Ad[rm]) ≤ N(Ad[d−3]).
With the Lemma 3.7 we have
N(Ad[d−3]) ≤ dqn−1 +Πn−2 − 3(d− 4)qn−2,
and since 3(d− 4) > 2(d− 3),when d ≥ 7, we get
N(Ad[rm]) < N
`
3 = dqn−1 +Πn−2 − 2(d− 3)qn−2.
It remains to see the cases rm = 3 and rm = 2. It is clear that the number of points in oneAd[rm]-arrangement can
be written in the form:
N(Ad[rm]) = #
4⋃
i=1
Hi +
d∑
j=5
[
#Hj − #
(
Hj ∩
(
j−1⋃
i=1
Hi
))]
,
hence
N(Ad[rm]) ≤ #
4⋃
i=1
Hi +
d∑
j=5
[
#Hj − #
(
Hj ∩
(
4⋃
i=1
Hi
))]
. (22)
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(c) If rm = 3, the arrangement considered is of typeAd[3]. In fact with the Lemma 3.7 we know that,
N(Ad[3]) ≤ dqn−1 +Πn−2 − 2(d− 3)qn−2.
For d > 7, we will prove the strict inequality. Let H1, H2 and H3 such that
⋂3
i=1 Hi = K a linear subspace of
codimension 2 (i.e. {H1,H2,H3} is anA31-arrangement), then {H1,H2,H3,H4} is anA42-arrangement,
from (ii) with d = 4 we have
#
4⋃
i=1
Hi = 4qn−1 +Πn−2 − 2qn−2. (23)
Let Ki = H4 ∩ Hi, 1 ≤ i ≤ 3, and H4 ∩ (⋂3i=1 Hi) = H4 ∩ K = M a linear subspace of codimension 3. So
H4 ∩ (⋃3i=1 Hi) = ⋃3i=1(Hi ∩ H4) = ⋃3i=1 Ki, where the Ki are linear subspaces of codimension 2 with a common
linear subspaceM (=⋂3i=1 Ki) of codimension 3.
The number of points in the trace of {H1,H2,H3) on H4 is given by Lemma 3.5:
#
3⋃
i=1
(Hi ∩ H4) = #
(
H4 ∩
3⋃
i=1
Hi
)
= Πn−3 + 3qn−2,
and in the same way
#
(
Hj ∩
3⋃
i=1
Hi
)
= Πn−3 + 3qn−2, for j ≥ 5. (24)
So, for j ≥ 5 we have the following inequality
#
(
Hj ∩
4⋃
i=1
Hi
)
≥ Πn−3 + 3qn−2.
Let us suppose that for some j ≥ 5, one has
#
(
Hj ∩
4⋃
i=1
Hi
)
= Πn−3 + 3qn−2, (25)
since Hj ∩ (⋃4i=1 Hi) = [Hj ∩ (⋃3i=1 Hi)] ∪ (Hj ∩ H4) and from (24) and (25), we get
Hj ∩ H4 ⊂ Hj ∩
(
3⋃
i=1
Hi
)
⊂
3⋃
i=1
Hi,
so
Hj ∩ H4 ⊂ H4 ∩
(
3⋃
i=1
Hi
)
=
3⋃
i=1
Ki.
Thus for j ≥ 5 the Hj ∩ H4, j ≥ 5 are among {K1, K2, K3}. Since rm = 3, a subspace Ki cannot be contained in more
than three hyperplanes of this arrangement Ad[3]. For i = 1, 2, 3, Ki is contained in Hi,H4 and an unique hyperplane
Hj, with j ≥ 5, and one can suppose that to each Ki is associated the hyperplane Hi+4. Thus, only three hyperplanes
Hj, which can be for example H5, H6 and H7 can contain respectively K1, K2, and K3. Hence for all j ≥ 5, except at
most three hyperplanes verify the Eq. (25), for the others we have:
#
(
Hj ∩
(
4⋃
i=1
Hi
))
> Πn−3 + 3qn−2. (26)
Therefore, from (22)–(24) and (26), for d > 7 we get
N(Ad[3]) < 4q
n−1 +Πn−2 − 2qn−2 +
d∑
j=5
[Πn−1 − (Πn−3 + 3qn−2)],
then
N(Ad[3]) < dq
n−1 +Πn−2 − 2(d− 3)qn−2.
(d) If rm = 2, in this case, the considered arrangement Ad[2] is an arrangement of d hyperplanes such that there does not
exist more than two hyperplanes having the same intersection in a linear subspace of codimension two.
We will use formula (22):
N(Ad[rm]) ≤ #
4⋃
i=1
Hi +
d∑
j=5
[
#Hj − #
(
Hj ∩
(
4⋃
i=1
Hi
))]
.
For the term #
⋃4
i=1 Hi, let us apply the Lemma 3.7 with d = 4 and r = 2, one obtains
#
4⋃
i=1
Hi ≤ 4qn−1 +Πn−2 − 2qn−2. (27)
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For j ≥ 5, the trace of {H1, . . . ,H4} on Hj form an arrangement of 4 hyperplanes in Pn−1(Fq). Then from Theorem 3.4,
we have
#
[
Hj ∩
(
4⋃
i=1
Hi
)]
≥ 4qn−2 +Πn−3 − 3qn−3,
hence
#
[
Hj ∩
(
4⋃
i=1
Hi
)]
> 3qn−2 +Πn−3, because q > 3. (28)
Therefore, from (22), (27) and (28) we obtain
N(Ad[2]) < 4q
n−1 +Πn−2 − 2qn−2 +
d∑
j=5
[Πn−1 − (3qn−2 +Πn−3)],
finally
N(A[2]) < dqn−1 +Πn−2 − 2(d− 3)qn−2. 
Remark 4. We derive from the preceding proof that for d ≥ 5 we have a large inequality
N(Ad5) ≤ N`3 .
Indeed: Considering the part (iv) of the above demonstration, we have that an arrangement Ad5 it is considered as an
arrangement Ad[rm], with 2 ≤ rm ≤ d−2.We treat the case 3 ≤ rm ≤ d−2 (what replaces the cases (a), (b) and (c) together),
the study of the variations of the function ϕ(r) = (d− r)(r − 1) between 3 and d− 2 (d ≥ 5) prove that
N(Ad[rm]) ≤ N(Ad[d−2]).
With the Lemma 3.7 we have
N(Ad[d−2]) ≤ dqn−1 +Πn−2 − 2(d− 3)qn−2.
For rm = 2, we conserve the same proof which is done without the condition d > 7.
Thus, for d ≥ 5 we get N(Ad5) ≤ N`3 .
4. General case of homogeneous polynomials in Fq[X0,X1, . . . ,Xn]hd
In this section we will search if there exist homogeneous polynomials from Fq[X0, X1, . . . , Xn]hd, not products of
linear factors, admitting a number of zeros larger than N`2 , N
`
3 , or N
`
min. The result obtained prove, in particular, that the
hypersurfaces which are unions of hyperplanes contain more points than the others when q > d(d−1)2 .
Lemma 4.1. Let φ be a homogeneous polynomial in Fq[X0, X1, . . . , Xn]hd and S the associated hypersurface, such that its number
of points is greater or equal to:
ηt = dqn−1 +Πn−2 − tqn−2, where t ≤ q− d, and S contains a linear subspace Em of dimension m with 0 6 m 6 n− 2, then S
contains a linear subspace Em+1 of dimension m+ 1 such that Em+1 ⊃ Em.
Proof. Let Em an linear subspace of dimensionm in Pn(Fq) contained in S. For an linear subspace Em+1, of dimensionm+ 1
in Pn(Fq), containing Em, two cases may appear.
(1) Em+1 is contained in S. In this case #(Em+1 ∩ S) = Πm+1 as the restriction to S of the associated polynomial is identically
zero (φ/S = 0);
(2) Em+1 \ Em meets S \ Em in at most dqm +Πm−1 −Πm(= (d− 1)qm) points, since φ/Em+1 has at most dqm +Πm−1 zeros
(Serre [8] and Thas [11]), and Em is made of zeros of φ.
Recall that the number of Em+1 in Pn(Fq) containing a fixed Em is:
qn−m − 1
q− 1 .
We denote with α the number of Em+1, containing Em, and contained in S. Then the number of points of S is such that:
#S 6 (d− 1)qm
(
qn−m − 1
q− 1 − α
)
+ qm+1α +Πm.
With the hypothesis that #S > ηt , we have:
(d− 1)q
n − qm
q− 1 − α(d− 1)q
m + qm+1α +Πm > dqn−1 +Πn−2 − tqn−2,
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which is equivalent to:
α >
δm
(q− (d− 1))(q− 1) ,
where
δm = qn−m − (d+ t − 1)qn−1−m + tqn−2−m + (d− q− 1).
We write δm in the form:
δm = qn−m−1(q− (d+ t − 1))+ tqn−2−m + (d− q− 1).
We remark that, the mapm 7→ δm is decreasing inm, therefore δm > δn−2, for 0 6 m 6 n− 2, and q > d+ t − 1.
We have
δn−2 = q2 − (d+ t)q+ t + d− 1 = (q− 1)(q− (t + d− 1)),
so,
α >
q− (t + d− 1)
(q− d− 1) > 0, since q > t + d− 1,
but α is an integer, hence α > 1.
Therefore S contain a linear subspace Em+1 such that Em+1 ⊃ Em. 
Theorem 4.2. Let φ a homogeneous polynomial, not a product of linear factors, in Fq[X0, X1, . . . , Xn]hd with d ≥ 5.
(i) If q > 2(d− 1), then
#Zq(f ) < N`2 ,
and so
N2 = N`2 .
(ii) If q > 3(d− 2), then
#Zq(f ) < N`3 ,
and so
N3 = N`3 .
(iii) If q > d(d−1)2 , then
#Zq(f ) < N`min.
Proof. Let φ be a homogeneous polynomial in Fq[X0, X1, . . . , Xn]hd and S the associated hypersurface, such that its number
of points is greater or equal to:
ηt = dqn−1 +Πn−2 − tqn−2, where q > t + d − 1. With the previous lemma we have proved by induction on m that each
point P in S (viewed as an linear subspace of dimension m = 0) is contained in a hyperplane of Pn(Fq) which is contained
in S. Consequently S is a union of hyperplanes. So we are in the case of special hypersurfaces which are arrangements of d
hyperplanes.
Considering the numbers N`2 , N
`
3 and N
`
min in Theorems 3.10 and 3.4, these numbers coincide with ηt , respectively, for
t = d− 2, t = 2(d− 3) and t = (d−1)(d−2)2 . Therefore the results (i), (ii) and (iii) follow. 
Corollary 4.3. Let PRM(q, d, n) the projective Reed–Muller codes with q ≥ 3(d− 2) and d ≥ 5.
(I) The first three weights are:
w1 = qn − (d− 1)qn−1,
w2 = qn − (d− 1)qn−1 + (d− 2)qn−2,
w3 = qn − (d− 1)qn−1 + 2(d− 3)qn−2.
(II) The numbers of codewords of PRM(q, d, n) reaching the corresponding ith weight wi, 1 6 i 6 3, which are also the numbers
#Pi of homogeneous polynomials in Fq[X0, X1, . . . , Xn]hd reaching the i-th highest numbers of zeros Ni, 1 6 i 6 3, are:
(i) #P1 =
(
q+ 1
d
)
q− 1
q+ 1ΠnΠn−1,
(ii) #P2 =
(
q+ 1
d− 1
)
q2(q− 1)
q+ 1 ΠnΠn−1Πn−2,
(iii) when d > 7, #P3 =
(
q
d− 3
)
q2(q− 1)2
2
ΠnΠn−1Πn−2.
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Proof. (I) The numberswi = Πn−Ni, 1 ≤ i ≤ 3, are deduced from the previous resultsmentioned in Theorems 3.10 and 4.2.
(II) These numbers are obtained by using some combinatorial methods from projective geometry. To find each #Pi we
compute the number of possible Adi -arrangements and we multiply the obtained number by (q − 1), because each
hyperplane arrangement can be defined by (q − 1) different defining polynomials. At the beginning, let us recall that the
number #Gn+1r+1 of r-dimensional linear subspaces Er in Pn(Fq) (i.e. the number of points of the Grassmannians of order r) is:
#Gn+1r+1 =
(qn+1 − 1)(qn − 1) · · · (qn+1−r − 1)
(qr+1 − 1)(qr − 1) · · · (q− 1) .
To construct anAdi - arrangement, 1 6 i 6 3, we can proceed the following steps.
(i) For Ad1: we have #G
n+1
n−1 = (q
n+1−1)(qn−1)
(q2−1)(q−1) ways of selecting one subspace K of codimension 2 and
(
q+1
d
)
choices for d
distinct hyperplanes which are common to this subspace.
(ii) ForAd2, we have:
(1) #Gn+1n−1 = (q
n+1−1)(qn−1)
(q2−1)(q−1) ways of selecting one subspace K of codimension 2,
(2) then
(
q+1
d−1
)
choices for d− 1 distinct hyperplanes which containing K ,
(3) then #Gn−1n−2 = (q
n−1−1)
(q−1) ways of selecting a subspaceM of codimension 3 in K ,
(4) and then (q2+ q+ 1− (q+ 1) = q2) choices for the d-th hyperplane, because the number of hyperplanes in Pn(Fq)
containing the fixed linear subspaceM is (q2 + q+ 1), where (q+ 1) among them through K .
(iii) ForAd3, we have:
(1) #Gn+1n−1 = (q
n+1−1)(qn−1)
(q2−1)(q−1) ways of selecting a subspace K1,
(2) then
(
q+1
d−2
)
choices for d− 2 distinct hyperplanes containing this subspace K1,
(3) then (d− 2) choices for selecting one hyperplane Hi among them,
(4) then #Gnn−1 − 1 = ( q
n−1
q−1 − 1)ways of selecting a subspace K2 (which is distinct from K1 in Hi,
(5) and then
( q
2
)
choices for 2 distinct hyperplanes (which are distinct from Hi) containing the subspace K2.
In each case, with a simple calculation the correspondent numbers #Pi follows. 
5. Conclusion
We have found the largest numbers of zeros of a homogeneous polynomial in Fq[X0, X1, . . . , Xn]hd reached by
homogeneous polynomials which are the product of linear factors, the associated hypersurfaces are hyperplane
arrangements. According to what precedes, in particular results in the Theorem 3.10, Theorem 4.2 and the Corollary 4.3,
for q > d(d−1)2 we distinguish special weights of the projective Reed–Muller codes PRM(q, d, n). The weights wi of this set,
corresponding to codewords ci, are given only by all the polynomials which are products of linear factors. The total number
of corresponding codewords of this set is (q− 1) times the number of possible hyperplane arrangements in Pn(Fq), because
each hyperplane arrangement can be defined by (q− 1) defining polynomials:
#{ci} = (q− 1)Πn(Πn − 1) · · · (Πn − d+ 1).
It is practical to give the total list of this weights for small values of d. For the general case (when d is large enough) we are
satisfied here with the first three weights w1, w2 and w3 given by the Corollary 4.3 and the last weight of this list, denoted
w`min, which is deduced from the minimal arrangement (Theorem 3.4):
w`min = Πn − N`min = qn − (d− 1)qn−1 +
(d− 1)(d− 2)
2
qn−2.
References
[1] Y. Aubry, Reed–Muller codes associated to projective algebraic varieties, ‘‘Coding Theory and Algebraic geometry’’, in: Proceedings, Luminy 1991,
in: Lecture Notes in Math., vol. 1518, 1992, pp. 4–17.
[2] J.-P. Cherdieu, R. Rolland, On the number of points of some Hypersurfaces in Fnq , Finite Fields Appl. 2 (1996) 214–224.
[3] P. Delsarte, J.M. Goethals, F.J. Mac Williams, On generalized Reed–Muller codes and their relatives, Inform. Control 16 (1970).
[4] T. Kasami, S. Lin, W. Peterson, New Generalizations of the Reed–Muller codes. I. Primitive codes, IEEE Trans. Inform. Theory I T-14 (2) (1968).
[5] G. Lachaud, The parameters of projective Reed–Muller codes, Discrete Math. 81 (1990) 217–221.
[6] Y.I. Manin, S. Vladut, Linear codes and modular curves, Itogi Nauki Tekh. 25 (1984) 209–257; J. Soviet Math. 30 (1985) 2611–2643.
[7] A. Sboui, Second highest number of points of hypersurfaces in Fnq , Finite Fields Appl. 13 (3) (2007) 444, 449.
[8] J.-P. Serre, Lettre à M. Tsfasman du 24 Juillet 1989, in: Journées Arithmétiques de Luminy 17-21 Juillet 1989, in: Astérisque, vols. 198–200, 1991.
[9] A.B. Sørensen, Projective Reed–Muller codes, IEEE Trans. Inform. Theory 37 (6) (November 1991).
[10] A.B. Sørensen, On the number of rational points on codimension-1 algebraic sets in Pn(Fq), Discrete Math. 135 (1994) 321–334.
[11] K. Thas, Topics in finite and algebraic geometry, Atti Semin. Mat. Fis. Univ. Modena Reggio Emilia 54 (1–2) (2006) 1–73.
