Abstract. Using the electrostatic potential u due to a uniformly charged body Ω ⊂ R n , n ≥ 3, we introduce a family of monotone quantities associated with the level set flow of u. The derived monotonicity formulas are exploited to deduce sharp geometric inequalities involving the electrostatic capacity of Ω and the mean curvature of its boundary. As a byproduct we also recover the classical Willmore inequality, characterizing the equality case in terms of rotational symmetry.
Introduction and statement of the results

1.1.
Setting of the problem and statement of the main result. We consider the electrostatic potential due to a charged body, modeled by a bounded domain Ω with C 2,α -boundary, for some 0 < α < 1. The potential is defined as the unique solution u of the following problem in the exterior domain    ∆u = 0 in R n \ Ω , u = 1 on ∂Ω , u(x) → 0 as |x| → ∞ . Throughout the paper we assume that ∂Ω is a regular level set of u. It is worth pointing out that for every 0 < t ≤ 1 the level set {u = t} is compact, due to the properness of u. Moreover, we have that for every t > 0 sufficiently small the level set {u = t} is diffeomorphic to a (n − 1)-dimensional sphere, and thus connected. These properties can be deduced from expansion (1.2) below.
A natural quantity associated with a solution of problem (1.1) is the electrostatic capacity of Ω, which is defined as Cap(Ω) := inf 1 (n − 2)|S n−1 |ˆRn |Dw| 2 dµ w ∈ C ∞ c (R n ), w ≡ 1 in Ω .
A classical fact (see for instance [20] ) is that u, as well as its first and second order derivatives, satisfies in standard Euclidean coordinates the asymptotic expansions u = Cap(Ω) |x| 2−n + o(|x| 2−n ) , and we observe that using expansion (1.2) one can easily compute the limit
Before proceeding with the statement of the main result, it is worth describing some other features of the functions t → U p (t). First of all we notice that they are well defined, since the integrands are globally bounded and the level sets of u have finite hypersurface area. In fact, since u is harmonic, the level sets of u have locally finite H n−1 -measure (see for instance [18] and the references therein). Moreover, by the properness of u, they are compact and thus their hypersurface area is finite. To describe another important feature of the U p 's, we recall that in the case where Ω is a ball the explicit solution to problem (1.1) is given by (a multiple of) the Green function. Hence, the expansions reported in (1.2) deprived of the reminder terms yield in this case explicit formulae for u, Du and D 2 u on the whole R n \ Ω. Tacking advantage of this observation, one easily realizes that the quantities are constant on rotationally symmetric solutions (notice en passant that the square of the first quantity is known in the literature as the P -function naturally associated with problem (1.1). In a moment we will be able to shade some lights on the geometric nature of such a function). On the other hand, for every p ≥ 0, the functions t → U p (t) can be rewritten in terms of the quantities appearing in (1.5) as Therefore they are constant on rotationally symmetric solutions. In contrast with this, our main result states that the functions t → U p (t) are in general monotonically nondecreasing and that the monotonicity is strict unless u is rotationally symmetric.
Theorem 1.1 (Monotonicity-Rigidity Theorem). Let u be a solution to problem (1.1) and let U p : (0, 1] → R be the function defined in (1.3). Then, the following properties hold true.
(i) For every p ≥ 1, the function U p is continuous.
(ii) For every p ≥ 2 − 1/(n − 1), the function U p is differentiable and the derivative satisfies, for every t ∈ (0, 1],
where H is the mean curvature of the level set {u = t} computed with respect to the unit normal vector ν = −Du/|Du|. Moreover, if there exists t ∈ (0, 1] such that U p (t) = 0, then u is rotationally symmetric.
It is worth mentioning that monotonicity formulas are nowadays known to play a fundamental role in geometric analysis (dropping any attempo of being complete, we mention [19, 22] and also the more recent [7] ), as well as in the study of geometric properties of harmonic functions on manifolds subject to suitable curvature lower bounds [11, 13, 12] . With regard to the last mentioned references, it would be interesting to explore the connections between our formulas and the ones obtained by Colding and coauthors. Remark 1. Notice that formula (1.7) is well-posed also in the case where {u = t} is not a regular level set of u. Indeed, as already observed, it is well-known that, since u is harmonic and proper, the (n − 1)-dimensional Hausdorff measure of each of its level sets is finite. Moreover, by the results in [17] (see also [8] ), the Hausdorff dimension of its critical set is bounded above by (n − 2). In particular, the unit normal is well defined H n−1 -almost everywhere on each level set and so does the mean curvature H. In turn, the integrand in (1.7) is well defined H n−1 -almost everywhere. Finally, we observe that where |Du| = 0 it holds
Since |D 2 u| is uniformly bounded in R n \ Ω, this shows that the integrand in (1.7) is essentially bounded and thus summable on every level set of u, provided p ≥ 2. In the cases where 2 − 1/(n − 1) ≤ p < 2, it is no longer possible to infer that the function |Du| p−1 H is essentially bounded on the critical level sets of u. Nevertheless, we can prove that it is still summable (see Remark 5).
Remark 2.
Notice that under the hypothesis of the above theorem, formula (1.7) implies the non existence of minimal level sets of u and in particular the non existence of smooth minimal compact hypersurfaces in R n .
Remark 3. Let us observe that a perusal of the proof of Theorem 3.2, which in turn gives Theorem 1.1 as explained later on, shows that the function U p is continuous and differentiable for every p ≥ 0 and in every region [t 1 , t 2 ], whenever 0 < t 1 < t 2 ≤ 1 are such that |Du| > 0 in {t 1 ≤ u ≤ t 2 }.
1.2.
Strategy of the proof. In this subsection, we present the main ideas underlying the proof of the Monotonicity-Rigidity Theorem. To do this, we focus for simplicity on the case p = 3. Our strategy consists of two main steps. The first step is the construction of a cylindrical ansatz, that is a metric g conformally equivalent to the Euclidean metric g R n thorough the conformal factor u 2 n−2 , namely
The reason for the name is that when u is rotationally symmetric, then g is the cylindrical metric. Before proceeding, we recall that the same strategy described here is at the basis of the results of [1] , where in place of the Euclidean metric and of the electrostatic potential we considered a static metric together with the associate static potential. The cylindrical ansatz leads to a reformulation of problem (1.1) where the new metric g and the g-harmonic function ϕ = − log u fulfill the quasi-Einstein type equation
Here, M = R n \ Ω and ∇ is the Levi-Civita connection of g. Before proceeding, it is worth pointing out that taking the trace of the above equation gives
where R g is the scalar curvature of the conformal metric g. Hence, |∇ϕ| 2 g is expected to be constant precisely when (M, g) is isometric to a round cylinder. Noticing that
and recalling the little discussion after formula (1.5), we obtain a clear geometric interpretation of the constancy of the P -function associated with problem (1.1). The second step of our strategy consists in proving via a splitting principle that the metric g has indeed a product structure, provided the hypothesis of the Rigidity statement is satisfied (splitting techniques have been successfully employed in the context of partial differential equations for example in [2, 16] ). More in general, we use the above conformal reformulation of the original system combined with the Bochner identity to deduce the equation
Observing that the drifted Laplacian appearing on the left hand side is formally self-adjoint with respect to the weighted measure e −ϕ dµ g , we integrate by parts and obtain, for every s ≥ 0, the integral identitŷ 9) where H g is the mean curvature of the level set {ϕ = s} inside the ambient (M, g). We then observe that, up to a negative function of s, the left-hand side coincides with U 3 (see formulae (3.11) and (3.12) below), whereas the right hand side is always nonnegative. This implies the Monotonicity statement. Also, under the hypothesis of the Rigidity statement, the left hand side of the above identity vanishes and thus the Hessian of ϕ must be zero in an open region of M . In turn, by analyticity, it vanishes everywhere. On the other hand, the asymptotic behavior of u implies that ϕ(x) → +∞ when x → ∞. In particular, ∇ϕ is a nontrivial parallel vector field. Hence, it provides a natural splitting direction for the metric g, which can then be proved to have a product structure. Finally, using the fact that g R n is flat and thus g is conformally flat by construction, we can argue as in [2] that the cross sections of the Riemannian product (M, g) are indeed metric spheres and that in turn (M, g) is isometric to a round cylinder.
For an arbitrary p ≥ 2 − 1/(n − 1), we obtain in place of (1.9) the more general identity (4.8), where the left-hand side coincides with U p , up to a negative function of s. As for the case p = 3, the monotonicity and rigidity results are obtained thanks to the nonnegativity of the right-hand side of (4.8), which is ensured by the standard Kato inequality for p ≥ 2 and by the refined Kato inequality for harmonic functions for 2 − 1/(n − 1) ≤ p < 2.
Consequences of the Monotonicity-Rigidity Theorem
In this section we discuss some consequences of Theorem 1.1. We start with an integral inequality, which follows directly from formula (1.7). The equality case characterizes the rotationally symmetric solutions to problem (1.1).
Theorem 2.1. Let u be a solution to problem (1.1). Then, for every p ≥ 2 − 1/(n − 1) and every t ∈ (0, 1], the inequality{
holds true, where H is the mean curvature of the level set {u = t}. Moreover, the equality is fulfilled for some p ≥ 2 − 1/(n − 1) and some t ∈ (0, 1] if and only if u is rotationally symmetric.
In the case p = 3, this theorem was first proved in [2] . See also [5] for an alternative proof. To give a consequence of Theorem 1.1 in the framework of overdetermined boundary value problems, we observe that the equality is achieved in (1.7) as soon as the term in square brackets vanishes H n−1 -almost everywhere on some level set of u. This easily implies the following corollary, which was already pointed out in [2] . Corollary 2.2. Let u be a solution to problem (1.1) and assume that the identity
holds H n−1 -almost everywhere on ∂Ω, where H is the mean curvature of ∂Ω. Then, the solution u is rotationally symmetric. In particular, if u solves the overdetermined boundary value problem
where ν is the unit normal vector of ∂Ω pointing toward the interior of R n \ Ω, then Ω is ball and u is rotationally symmetric.
In other words, assumption (2.2) in the previous corollary can be seen as a condition that makes the problem (1.1) overdetermined and forces the solution to be rotationally symmetric. Observe that (2.2) is always satisfied on a rotationally symmetric solution and thus it is also a necessary condition for u being rotationally symmetric. It is worth noticing that the overdetermining condition (2.2) can be phrased by saying that the normal derivative of the solution equals the mean curvature of the boundary, up to a constant factor. On the other hand, we recall that if either the right hand side (mean curvature) or the left hand side (normal derivative) are imposed to be constant, then the rigidity holds, by the celebrated results of Alexandroff [3] and Reichel [23] , respectively. It is also interesting to compare the overdetermined boundary value problem (2.3) with the one proposed in [14, Conjecture 10] .
To describe other implications of Theorem 2.1, let us observe that, applying Hölder inequality to the right hand side of (2.1) with conjugate exponents p/(p − 1) and p, one getŝ
This implies on every level set of u the following sharp L p -bound for the gradient of u in terms of the L p -norm of the mean curvature of the level set.
Theorem 2.3. Let u be a solution to problem (1.1). Then, for every p ≥ 2 − 1/(n − 1) and every t ∈ (0, 1] the inequality
Setting t = 1 in (2.4), and interpreting |D(log u)| = |Du| on ∂Ω as the absolute value of the normal derivative, one gets the following corollary.
Corollary 2.4. Let u be a solution to problem (1.1). Then, for every
holds true, where H is the mean curvature of ∂Ω and ν is the unit normal vector of ∂Ω pointing toward the interior of R n \ Ω. Moreover, the equality is fulfilled for some p ≥ 2 − 1/(n − 1) if and only if u is rotationally symmetric. Finally, letting p → +∞ in the previous inequality, one has that
Concerning inequality (2.6), unfortunately we do not know whether the rigidity statement holds true or not. However, the equality is fulfilled in the case of rotationally symmetric solutions and this makes the inequality sharp.
Recalling that the electrostatic capacity of a charged body Ω can be computed in terms of the exterior normal derivative as
and using the Hölder inequality, it is not hard to deduce from (2.5) and (2.6) the following geometric upper bounds for the capacity. Observe that ∂u/∂ν = −|Du| < 0 on ∂Ω, due to the definition of ν.
Corollary 2.5. Let Ω ⊂ R n , n ≥ 3, be a bounded domain with smooth boundary. Then, for every p ≥ 2 − 1/(n − 1), the inequality
holds true, where H is the mean curvature of ∂Ω. Moreover, the equality is fulfilled for some p ≥ 2−1/(n−1) if and only if Ω is a round ball. Finally, letting p → +∞ in the previous inequality, one has that
Moreover, the equality is fulfilled if and only if Ω is a round ball.
So far we have used the local feature of the monotonicity, namely the fact that U p ≥ 0, to deduce a first group of corollaries of Theorem 1.1. To state further consequences of the main theorem, we now exploit the global feature of the monotonicity, comparing our quantities on different level sets of the function u. By keeping fixed one of these level sets and letting the other become larger and larger, for every t ∈ (0, 1] and
The latter estimate follows immediately from (1.4) and Theorem 1.1-(ii). Combining this fact with (2.4) and using the definition of U p , we have obtained the following chain of sharp inequalities
where the equality is fulfilled if and only if Ω is a ball and u is rotationally symmetric. Setting t = 1 in the above formula, we deduce a more geometric statement, involving only the mean curvature of ∂Ω and the capacity of Ω.
Theorem 2.6. Let Ω ⊂ R n , n ≥ 3, be a bounded domain with smooth boundary. Then, for every p ≥ 2 − 1/(n − 1), the inequality
holds true, where H is the mean curvature of ∂Ω. Moreover, the equality is fulfilled for some p ≥ 2−1/(n−1) if and only if Ω is a round ball. Letting p → +∞ in the previous inequality, one has that
Note that every n-dimensional ball satisfies the equality case in (2.11), and thus the inequality is sharp. At least at a first glance, it is not clear if the converse is also true. However, we conjecture that -at least under our assumptions -this could be the case. This would exclude the existence of non spherically symmetric domains satisfying the equality in (2.11). Finally, combining (2.11) with (2.8) we deduce the following upper and lower bound for the capacity in terms of the maximum of the mean curvature.
A stronger statement, namely the double inequality (2.14) below, will be deduced in few lines. However, we take this occasion to spend some words about the quantity
given by the ratio between the capacity of Ω and the so called Russel capacity or surface radius of Ω. Such a quantity has been deeply analyzed by several authors and we refer the interested reader to [14] and to the references therein for a complete overview on the subject. Here, we just recall that in dimension n = 3 a long standing conjecture of Pólya and Szegö asserts that the infimum of Ω → E (Ω) among the bounded convex subsets of R 3 with positive surface measure is given (2 √ 2)/π and it is attained if and only if Ω is a two dimensional disk.
To obtain further consequences of Theorem 2.6, we observe that, setting p = n − 1 in (2.10), the factor involving the capacity of Ω becomes 1 and we can deduce, as a purely geometric consequence of our theory, the well known Willmore inequality, together with the corresponding rigidity statement (see [9, Theorem 3] , [10] , and also [26] ). This is the content of the following corollary.
Corollary 2.7 (Willmore inequality).
Let Ω ⊆ R n , n ≥ 3, be a bounded domain with smooth boundary. Then, the inequality
holds true, where H is the mean curvature of ∂Ω. Moreover, the equality is fulfilled if and only if Ω is a round ball.
To conclude this section, we notice that for p = n − 1 it is possible to use inequality (2.10) in order to obtain upper and lower bounds for the capacity, depending if p is respectively smaller or bigger than the threshold value (n − 1).
, be a bounded domain with smooth boundary. Then, for every
hold true, where H is the mean curvature of ∂Ω. Moreover, the equality is fulfilled for some p or q in the above range if and only if Ω is a round ball.
It would be interesting to compare the above result to the ones obtained in the very nice paper [27] via the analysis of the p-capacity.
3.
A conformally equivalent formulation of the problem 3.1. A conformal change of metric. Proceeding as in [2, Section 2], we perform a conformal change of the Euclidean metric to obtain an equivalent formulation of problem (1.1). Consider a solution u to problem (1.1) and note that 0 < u < 1, by the maximum principle. To set up the notation, we let M be R n \ Ω, denote by g R n the flat Euclidean metric of R n , and consider the conformally equivalent metric given by g = u 2 n−2 g R n .
(3.1) To reformulate our problem it is also convenient to set ϕ = − log u, (3.2) so that the metric g can be equivalently written as g = e
In what follows we denote by ·| · · and ·| · · g and by D and ∇ the scalar products and the covariant derivatives of the metrics g R n and g, respectively. The symbols D 2 , ∇ 2 and ∆, ∆ g stand for the corresponding Hessian and Laplacian operators. The same computation as in [2, Section 2] show that problem (1.1) is equivalent to
Notice that the second equation corresponds to the equation Ric g R n = 0, which is implicit in the fact that the background metric in problem (1.1) is the flat one. Before proceeding, it is worth observing that the following identities hold true
where the first equality is deduced by taking the trace of the second equation in (3.3) . This formula says that up to a multiplicative constant, the scalar curvature of the conformally related metric g coincides with the P -function x → u −2(n−1)/(n−2) |Du| 2 . For future convenience, we give the following definition.
Definition 1. We say that a solution (M, g, ϕ) to problem (3.3) has bounded geometry if
for some s 0 > 0.
Essentially, the rest of the paper will be devoted to derive some integral identities for solutions to (3.3) with bounded geometry, that imply in turn a conformal version (see Theorem 3.2 below) of the MonotonicityRigidity Theorem 1.1. To obtain the original statements, it is then sufficient to observe that if a solution (M, g, ϕ) to (3.3) comes from a solution of (1.1) via (3.1) and (3.2), then it has necessarily bounded geometry. This is the content of the following lemma.
Lemma 3.1. Let M = R n \ Ω, let u be a solution to problem (1.1) and let g and ϕ by given by g R n and u through (3.1) and (3.2). Then (M, g, ϕ) is a solution to (3.3) with bounded geometry.
Proof. It is enough using the asymptotic estimates (1.2) and arguing as in [2, proof of Proposition 3.3].
3.2. The geometry of the level sets of ϕ. For the forthcoming analysis it is important to study the geometry of the level sets of ϕ, which coincide with the level sets of u by definition. To this end, we fix on M the g R n -unit vector field ν = −Du/|Du| = Dϕ/|Dϕ| and the g-unit vector field ν g = −∇u/|∇u| g = ∇ϕ/|∇ϕ| g . Consequently, the second fundamental forms of the regular level sets of u or ϕ with respect to the flat ambient metric and the conformally-related ambient metric g, are given by
respectively, where X and Y are vector fields tangent to the level sets. Taking the traces of the above expressions with respect to the induced metrics and using the fact that u is harmonic and ϕ is g-harmonic, we obtain the following expressions for the mean curvatures in the two ambients
By a direct computation one can show that the second fundamental forms and the mean curvatures are related by the following formulae
H g = u
where, as before, X and Y are vector fields tangent to the level sets. For the sake of completeness, we also report the reversed formulae
Concerning the nonregular level sets of ϕ, we just observe that, by the same arguments as in Remark 1, the second fundamental form and mean curvature also make sense H n−1 -almost everywhere on a singular level set{ϕ = s 0 }, namely on the relatively open set {ϕ = s 0 } \ Crit(ϕ).
3.3.
A conformal version of the Monotonicity-Rigidity Theorem. In this subsection, we deal with the conformal analog of the functions
. Given a solution (M, g, ϕ) to problem (3.3) with bounded geometry and given p ≥ 0, we define the function Φ p : [0, +∞) −→ R as
Remark 4. By the same considerations as in Remark 1, we observe that Φ p (s) and the integral in formula (3.12) below are well defined on every level set {ϕ = s}, due to the fact that ϕ is harmonic and proper, and using the results of [8, 17, 18] .
We say that Φ p is the conformal analog of U p because these functions and their derivatives, when defined, are related as follows
Note that, when p = 0, the function
coincides with the hypersurface area functional |{ϕ = s}| g for the level sets of ϕ inside the ambient manifold (M, g). For p = 1, it follows from ∆ g ϕ = 0 and the Divergence Theorem that the function
For the sake of completeness, we also observe that (1.4) and (3.10) imply that
Using the identities (3.10)-(3.11), the Monotonicity-Rigidity Theorem 1.1 can be rephrased in terms of the functions Φ p 's as follows.
Theorem 3.2 (Monotonicity-Rigidity Theorem -Conformal Version). Let (M, g, ϕ) be a solution to problem (3.3) with bounded geometry in the sense of Definition 1 and suppose that ∂M is a regular level set of ϕ. Let Φ p : [0, +∞) −→ R be the function defined in (3.9). Then, the following properties hold true.
(i) For every p ≥ 1, the function Φ p is continuous.
(ii) For every p ≥ 2 − 1/(n − 1), the function Φ p is differentiable and the derivative satisfies, for every s ≥ 0,
where H g is the mean curvature of the level set {ϕ = s}. Moreover, if Φ p (s) = 0 for some s ≥ 0, then (M, g, ϕ) is isometric to one half round cylinder with totally geodesic boundary.
Note that in view of (1.8), (3.8) , and of (3.11), formula (3.12) is equivalent to formula (1.
H g is unbounded around the critical points of ϕ. Nevertheless, the integral still converges, as it can be seen from a perusal of the proof of Proposition 4.2, through which Theorem 3.2 is proved.
Integral identities
In this section, we derive some integral identities that will be used to analyze the properties of the functions Φ p 's introduced in (3.9). Because of the prominent role of ∇ϕ in the definition of the Φ p 's, it is important to treat carefully our identities in the region around Crit(ϕ). This will be done using the results gathered in the Appendix.
The equation ∆ g ϕ = 0, combined with the bounds (3.5) imposed by the bounded geometry, yields a first identity, which will prove to be a useful tool for the study of the continuity of the Φ p 's. 
Proof. To simplify the notation, we drop the subscript g throughout the proof. We consider the vector field
and compute, wherever |∇ϕ| > 0,
using the fact that ϕ is harmonic. Note that divX is bounded all over M , being p ≥ 1. Now, choosing S > s ≥ 0, define E := {s < ϕ < S} and recall from [25] that there exists a finite number of critical values in between s and S. For notational simplicity, let us now assume that there is only one critical values of ϕ in (s, S). This assumption is not restrictive, since to treat the general case it is enough adapting the notation of the following argument. Now, let {U ε (s)} be a (nonincreasing) family of stratified tubular neighbourhoods of {ϕ =s} ∩ {∇ϕ = 0}, given by Proposition A.3 and Corollary A.4. Note that the values s and S can be singular as well. In this case, we denote by {U ε (s)} and {U ε (S)} the corresponding families of stratified tubular neighbourhoods, and denote by U ε the union of U ε (s), U ε (s), and U ε (S). We refer the reader to Figure 4 for a sketch of the set U ε . By the Dominated Convergence Theorem, we have that
where n is the outer g-unit normal of the set E \ U ε at its boundary. Notice that to obtain the second equality we have applied the standard Divergence Theorem for smooth vector fields. Observe now that since X is bounded, from the first of estimates (A-9) in Corollary A.4 we get
Note also that, again by the Dominated Convergence Theorem, we have that
From this identity, and from (4.3)-(4.4), we obtain
Finally, note that n = −∇ϕ/|∇ϕ| on {ϕ = s} and n = ∇ϕ/|∇ϕ| on {ϕ = S}, and that, thanks to (3.5), we have
Hence, identity (4.1) can be directly derived taking the limit as S → +∞ of (4.5).
To obtain the second relevant integral identity, a few preliminary observations are in order. First, consider the Bochner formula 1 2 ∆ g |∇ϕ|
and notice that it reduces to ∆ g |∇ϕ|
when using the first two equations in (3.3). Also, observe that wherever |∇ϕ| g > 0 it holds
and identity (4.6) can be extended to
This formula coincides with (4.6) when p = 3. Integrating it with respect to the weighted measure 1/e ϕ dµ g allows us to prove our second integral identity, which is the content of the following proposition and will be used later on to derive the monotonicity properties of the Φ p 's. Figure 1 . A possible appearance of (a section of) Crit(ϕ) ∩ {s < ϕ < S} is given by the blu lines: Crit(ϕ) ∩ {ϕ = s} on the left, Crit(ϕ) ∩ {ϕ =s} in the middle, Crit(ϕ) ∩ {ϕ = S} on the right. The black lines emphasize the boundary of {s < ϕ < S} \ U ε , where U ε is the union of the stratified tubular neighbourhoods U ε (s), U ε (s), and U ε (S).
Proposition 4.2 (Second integral identity). Let (M, g, ϕ)
be a solution to problem (3.3) with bounded geometry in the sense of Definition 1. Then, for every p ≥ 2 − 1/(n − 1) and every s ≥ 0, we havê
Moreover, if there exists s 0 ≥ 0 such that{
, where is the g-distance to {ϕ = s 0 }, and ϕ is an affine function of . Observe that, due to formula (4.7), we have
wherever |∇ϕ| > 0. Now, chosen S > s ≥ 0, we are going to integrate identity (4.11) on E := {s < ϕ < S}.
As in the proof of Proposition 4.1, we suppose for notational simplicity that there is only one critical valuē s of ϕ in (s, S). Before proceeding, a comment regarding the sign of the right-hand side of (4.11) is in order.
Since p is bounded below by 2 − 1/(n − 1), we have that (p − 3) ≥ −n/(n − 1) and in turn the right-hand side of (4.11) is a.e. nonnegative in M, due to the refined Kato inequality for harmonic functions
which holds whenever |∇ϕ| > 0. Now, let {U ε (s)} be a nonincreasing family of stratified tubular neighbourhoods of {ϕ =s} ∩ {∇ϕ = 0}, according to Proposition A.3. If the values s and S are singular as well, we denote by {U ε (s)} and {U ε (S)} the corresponding families of stratified tubular neighbourhoods, and set U ε := U ε (s) ∪ U ε (s) ∪ U ε (S). Using the Monotone Convergence Theorem first and then the Divergence Theorem, we deduce that
We now want to show that
To do this, we distinguish the case p ≥ 2 from the case 2 − 1/(n − 1) ≤ p < 2. In the range p ≥ 2, we note that the vector field Y is bounded, since
e ϕ ≤ C < +∞, (4.14) due to the Kato inequality and to (3.5) . Hence, it is enough using the fact that H n−1 (∂U ε ) ↓ 0 as ε ↓ 0 to accomplish the program. More precisely, using the first of estimates (A-9) in Corollary A.4 we obtain that
In the range 2 − 1/(n − 1) ≤ p < 2, the quantity Y |n is no longer bounded on ∂U ε and an estimate of H n−1 (∂U ε ) has to be coupled with an information on how big the quantity Y |n is in terms of ε. This is given by Proposition A.3. In turn, this implies the second estimate of (A-9) in Corollary A.4, which yields
Both cases (4.15) and (4.16) imply (4.13). Before proceeding, consider for a moment the case where both s and S are regular values of ϕ. In this case, we have from the previous analysis that
and from the finiteness of the right-hand side in the previous identity we deduce that the function
has finite integral on {s < ϕ < S}. In turn, we deduce that
also in the case where either s or S is a singular value of ϕ, because, by the nonnegativilty of the integrand function, the integral on {s < ϕ < S} can be always bounded by the same integral on {s < ϕ <S}, wheres andS are regular values of ϕ smaller than s and bigger that S, respectively. Now, let's go back to identity (4.12), which in particular implies, coupled with (4.12) and with (4.17) , that the limit
exists and is finite. Therefore, using Vitali's Convergence Theorem (see for instance [24, Chapter 6]), we obtain that the previous limit coincides witĥ
This fact, again together with (4.12)-(4.13), finally implies
Notice that n = −∇ϕ/|∇ϕ| on {ϕ = s} and n = ∇ϕ/|∇ϕ| on {ϕ = S}, and that the second formula in (3.6) gives
Hence, from (4.18) we get
In order to obtain identity (4.8) it is now sufficient to show that the last term on the right hand side of (4.19) tends to zero as S → +∞. In fact, we have that |∇ϕ| p−1 H ≤ |∇ϕ| p−2 |∇ 2 ϕ| and in turn that {ϕ=S} |∇ϕ| p−1 H dσ is uniformly bounded, in view of (3.5).
To prove the rigidity statement, observe that if (4.9) holds for some s 0 ≥ 0 and some
in {ϕ ≥ s 0 }, due to the refined Kato inequality for harmonic functions. Let us now distinguish the case p 0 > 2 − 1/(n − 1) from the case p 0 = 2 − 1/(n − 1). In the former case it is immediate to conclude that |∇|∇ϕ|| ≡ 0 in {ϕ ≥ s 0 }. In turn, |∇ϕ| is constant in that region, and such constant must be positive, due to the last two conditions in (3.3). Therefore, ∇ϕ is a nontrivial parallel vector field and by [2, Theorem 4.1-(i)] we deduce that the Riemannian manifold ({ϕ ≥ s 0 }, g) is isometric to the manifold {ϕ = s 0 } × [s 0 , +∞) endowed with the product metric d ⊗ d + g |{ϕ=s0} , where represents the distance to {ϕ = s 0 }. Moreover, from the proof of Theorem 4.1-(i) in the mentioned paper, one gets that the function ϕ can be expressed as an affine function of in {ϕ ≥ s 0 }, i.e. ϕ = s 0 + |∇ϕ| g , where |∇ϕ| g is a positive constant. Let us now consider the case (p 0 − 3) = −n/(n − 1), which gives , it is possible to deduce that |∇ϕ| is constant along the level sets of ϕ and thus that the metric g has a warped product structure in this region, namely
for some positive warping function η = η( ). Moreover ϕ and ρ satisfy the relationship
for every q ∈ {ϕ ≥ s 0 } and some κ ≥ 0. In particular, ϕ and share the same level sets and, by formula (4.21), these are totally umbilic. In fact one has
As a consequence, the mean curvature is constant along each level set of ϕ. Applying formula (4.8), to every level set {ϕ = s} with s ≥ s 0 and p 0 = 2 − 1/(n − 1), one gets
since in virtue of (4.20) the right hand side of (4.8) is always zero. This implies in turn that all the level sets {ϕ = s} with s ≥ s 0 are minimal and thus totally geodesic. From H ≡ 0 one can also deduce that ∇|∇ϕ| 2 ∇ϕ ≡ 0 in {ϕ ≥ s 0 }. Hence, |∇ϕ| is constant in {ϕ ≥ s 0 }, and thus the conclusion follows arguing as in the case p 0 > 2 − 1/(n − 1).
Proof of Theorem 3.2
Building on the analysis of the previous section, we are now in the position to prove Theorem 3.2, which in turn implies Theorem 1.1. 5.1. Continuity. We claim that under the hypotheses of Theorem 3.2 the function Φ p is continuous, for p ≥ 1. We first observe that since we are assuming that the boundary ∂M is a regular level set of ϕ, the function s → Φ p (s) can be described in terms of an integral depending on the parameter s, provided s ∈ [0, 2ε), with ε > 0 sufficiently small. In this case, the continuous dependence on the the parameter s can be easily checked using standard results from classical differential calculus. Thus, we leave the details to the interest reader and we pass to consider the case where s ∈ (ε, +∞). Thanks to Proposition 4.1, one can rewrite expression (3.9) as
It is now convenient to set
for every µ g -measurable set E ⊆ {ϕ > ε}. It is then clear that for p ≥ 1 the measure µ
is absolutely continuous with respect to µ g , since |∇ϕ|
Notice also that, in view of (5.1), the function s → Φ p (s) can be interpreted as the repartition function of the measure defined in (5.2), up to the smooth factor e s . Thus, s → Φ p (s) is continuous if and only if the assignment
is continuous. Thanks to [4, Proposition 2.6], which can be used since µ (p) g is finite due to identity (4.1), proving the continuity of the above assignment is equivalent to checking that µ g ({ϕ = s}) = 0, for every s > ε. On the other hand, each level set of ϕ has finite H n−1 -measure (see e.g. [18] ). Hence, each level set of ϕ is negligible with respect to the full n-dimensional measure, and in turn negligible with respect to µ g . This proves the continuity of Φ p for p ≥ 1, under the hypotheses of Theorem 3.2.
5.2. Differentiability. We now turn our attention to the question of the differentiability of the functions s → Φ p (s). As already observed in the previous subsection, we are assuming that the boundary ∂M is a regular level set of ϕ so that the function s → Φ p (s) can be described in term of an integral depending on the parameter s, provided s ∈ [0, 2ε) with ε > 0 sufficiently small. Again, the differentiability in the parameter s can be easily checked in this case, using standard results from classical differential calculus. Leaving the details to the interest reader, we pass to consider the case where s ∈ (ε, +∞). Note that we can apply the coarea formula (see [15, Chapter 3] ) to expression (5.1), obtaining
where in the third equality we used identity (3.6) and the definition of Φ p given by formula (3.9) . By the Fundamental Theorem of Calculus, we have that if the function
is continuous, then Φ p is differentiable. Since we have already discussed in Subsection 5.1 the continuity of s → Φ p (s), we only need to discuss the continuity of the assignment
We note that the above equality follows from the integral identity (4.8) in Proposition 4.2, which is in force under the hypotheses of Theorem 3.2-(ii). In analogy with (5.2), it is natural to set
for every µ g -measurable set E ⊆ {ϕ > ε}. From identity (4.8) we have that the measure µ (p) g is finite for every p ≥ 2 − 1/(n − 1). Hence, using [4, Proposition 2.6] and the same reasoning as in Subsection 5.1, we deduce that the assignment (5.4) is continuous. In turn, we obtain the differentiability of Φ p . Finally, using (4.8) and (5.3), a direct computation shows that
The monotonicity and the rigidity statements in Theorem 3.2-(ii) are now consequences of Proposition 4.2.
Appendix: structural properties of the critical set
In this appendix we state and prove some properties of the set Crit(ϕ) given by the critical points of ϕ, where ϕ is a solution to problem (3.3). These properties were mentioned and used in the proof of the integral identities in Section 4. We also give some estimates for the quantity ∇|∇ϕ| p−1 g |n g g at the boundary of a suitable small neighbourhood of Crit(ϕ), where n g is the normal direction. We restrict the analysis to the nontrivial case where 2 − 1/(n − 1) ≤ p < 2 (cfr. the proof of Proposition 4.2). More in general, the results gathered in this section hold for 1 < p < 2. However, we recall that the lower bound p ≥ 2 − 1/(n − 1) is needed in Proposition 4.2 to ensure the nonnegativity of the right-hand side in (4.8) . It is also worth noticing that, even though the results of this section are applied to solutions of problem (3.3), they hold for arbitrary g-harmonic functions with compact level sets.
We start by recalling that the set of the critical values of a real analytic function is dicrete, as proven in [25] . Hence, if ϕ is a real analytic function defined in (M, g) with compact level sets, then
for every δ > 0 sufficiently small. Here and throughout this section we use the notation
for every subset E of M . The following two theorems give a quite detailed information about the behaviour of a real analytic function around its critical set and about the structure of the critical set itself. For the proof of both theorems, we refer the reader to [21, Section 6] .
Theorem A.1 (Weierstrass Preparation Theorem). Let ψ = ψ(x 1 , . . . , x n ) be a nontrivial (i.e., non identically zero) real analytic function defined in a neighbourhood of the origin of the flat n-dimensional Euclidean space which is vanishing at the origin. By analyticity, we can suppose, after a normalization, that the function x n → ψ(0, . . . , 0, x n ) is not identically zero. Then, in a possibly smaller neighbourhood of the origin, ψ can be written as ψ = HU , where U is a function which never vanishes and H is a Weierstrass polynomial, namely
for some integer m ≥ 1. Here, for every i = 1, . . . , m, the coefficient A i is an analytic function vanishing at (x 1 , . . . , x n−1 ) = (0, . . . , 0).
Theorem A.2 (Lojasiewicz's Structure Theorem). Let ϕ be a real analytic function in M . For every x 0 ∈ {∇ϕ = 0}, there exists δ > 0 such that
where for every k ∈ {1, . . . , n − 1}, either V k = Ø or there exists a finite number
Moreover, we have that either V 0 = Ø or V 0 = {x 0 }. Furthermore, for every k ∈ {1, . . . , n − 1}, if V k = Ø, then the following stratification property holds
In the following we apply these classical theorems to g-harmonic functions, for which the Hausdorff dimension of the critical set in known to be bounded above by n − 2. Hence, from now on the index k of the above theorem will range between 0 and n − 2. Building on this fact, we construct a suitable small neighbourhood U ε of Crit(ϕ), called stratified tubular neighbourhood. Since our ultimate goal is to ensure that the flux of ∇|∇ϕ| p−1 g through the boundary of U ε is infinitesimal with respect to ε (see the second estimate in (A-9)), our construction needs to be accurate enough to provide both an estimate of the area of ∂U ε and an acceptable upper bound for the quantity ∇|∇ϕ| p−1 g |n g g on ∂U ε . Proposition A.3. Given a g-harmonic function ϕ in M with compact level sets, consider the set
for some s ∈ ϕ(M ). For every ε > 0 sufficiently small and for some integer k ≤ n − 2, there exists a family
other two families of positive constants {c i } k i=0 and {d i } k i=0 , and a stratified tubular neighbourhood U ε of C s satisfying the following properties:
N , where
for every 1 < p < 2. Here, n g is the (outer) unit normal of U ε , which is everywhere defined on S i εi , for every i = 0, . . . , k, and in turn H n−1 -a.e. defined on ∂U ε . The reason of the name given to the neighbourhood U ε can be partially suggested by the decomposition of ∂U ε in point (i) and will be further clarified in the proof. Note that, by the absolute continuity with respect of H n−1 of the measure induced by g on S i εi , the estimates in (A-6) implŷ
for some constants e i > 0. In particular, the previous proposition implies that
where in the equality we have used the decomposition of ∂U ε into ∂U ε = k i=0 S i ε N and the first of (A-6), and in the inequalities we have used (A-5), (A-7), and (A-8). The derived estimate is the content of the following corollary.
Corollary A.4. Given a g-harmonic function ϕ in M with compact level sets, let C s be the set defined in (A-4), for some s ∈ ϕ(M ). For every ε > 0 sufficiently small, there exists a stratified tubular neighbourhood U ε of C s such that the (outer) unit normal n g is defined H n−1 -a.e. on ∂U ε and such that
for every 1 < p < 2, for some constants d > 0 and c > 0 independent of ε.
Proof of Proposition A.3. Note first that, by compactness, the set C s is made of a finite number of connected components. To simplify the notation, let us make throughout the proof the non restrictive assumption that C s is connected. Using the properness of ϕ and the preliminary observation (A-1), combined with Theorem A.2, one can decompose the set C s as Also, we have that either V 0 = Ø or V 0 is the collection of n 0 distinct points of M . We recall that the bound k ≤ (n − 2) is due to the fact that the Hausdorff dimension of C s is bounded by (n − 2), which comes from the g-harmonicity of ϕ. Notice that, by the stratification property (A-3), we have that where the first identity is a trivial consequence of (A-10). We are now in the position to construct the neighbourhood U ε of C s . Let us suppose that V 0 = Ø, otherwise we can start the construction from the stratum V h , where h := min i ∈ {0, . . . , k} : V i = Ø .
Let ε = ε 0 > 0 be such that B ε (η 1 ) ∩ B ε (η 2 ) = Ø, for every η 1 , η 2 ∈ V 0 with η 1 = η 2 . We remark that in the case where h > 0 the key point for starting the construction is that V h is made of a (finite) number of connected components M h l having positive distance from each other. Consider now V 1 and observe from (A-11) that for every l, m ∈ {1, . . . , n 1 } with l = m we have (M 1 l \ B ε (V 0 )) ∩ (M 1 m \ B ε (V 0 )) = Ø and in turn there exists 0 < ε 1 < ε such that
, there exists a unique l ∈ {1, . . . , n 1 } and a unique ζ ∈ M 1 l such that dist g (ξ, C s ) = dist g (ξ, ζ). As a consequence, one has that on the set
which is H n−1 -a.a. of the boundary of B ε (V 0 ) ∪ B ε1 (V 1 ), the normal to B ε (V 0 ) ∪ B ε1 (V 1 ) is everywhere defined. We refer the reader to Figure 5 .2 for a sketch of these sets. Setting Using the fact that k ≤ (n − 2), we thus get (A-6). This construction yields the definition of the stratified tubular neighbourhood
B εi (V i ), with ε i+1 < ε i for every i = 0, . . . , k − 1, which fulfills point (i).
To prove point (ii), observe first that from the above construction it follows that for every ξ ∈ ∂U ε \ N the normal to U ε at ξ is well defined. Also, if ξ ∈ S i εi , there exist a unique l ∈ {1, . . . , n i } and a unique ζ ∈ M i l such that dist g (ξ, C s ) = dist g (ξ, ζ).
(A-12)
To check that the upper bound (A-7) holds, note that estimating ∇|∇ϕ| p−1 g n g g (ξ), when p is varying between 1 and 2, is equivalent to estimating 
