Abstract. We describe a general machine for constructing statistics on words with a certain recursive structure. The classical Mahonian statistics, major index and inversion number, are examples, as are more modern Mahonian statistics, including those of Zeilberger and Bressoud, Denert, Han, Rawlings and Kadell. We give simple recursive procedures for calculating these statistics, as well as statistic-preserving bijections among them. We also describe other non-Mahonian distributions with similar recursive structures.
Introduction.
The central concern of this paper is statistics on words. Such statistics have arisen in many contexts, both within combinatorics (e.g., the major index, or MAJ) and without (e.g., the inversion number, or INV ). Questions concerning the distributions of these and other statistics have led to notable work by many investigators.
It is well-known that the major index (MAJ) and the inversion number (INV have the same distribution on multiset permutations (i.e., all rearrangements of a given word). This result was rst established by Major P.A. MacMahon in the early part of this century MacM2]. The signi cance of MacMahon's work has been recognized by giving the name Mahonian to any statistic whose distribution is the same as that of INV (or MAJ) . From a modern point of view, it is natural to ask whether this result could be obtained via an appropriate bijection, and, indeed, in 1968 D. Foata gave such a combinatorial proof F1] .
In recent years, many other Mahonian statistics have been discovered|the Zstatistic of Zeilberger and Bressoud Z-B], Denert's statistic D], F-Z], and Han's den a H1] are important examples. In addition, families of Mahonian statistics which interpolate between INV and MAJ have been devised by Rawlings R] and Kadell K] .
In this paper we describe a machine which shows how all the statistics mentioned above can be constructed from the single statistic INV . More generally, we give conditions which characterize generating sets for equidistributed families of statistics. For certain distributions we are also able to give a procedure for constructing a generating set. Our result about Mahonian statistics then follows as a special case.
We begin with some preliminary de nitions and notation in Section 2, followed in Section 3 by a discussion of recursive distributions and their properties. In Section 4 we note that some statistics are particularly compatible with recursive distributions in a way we describe. Such a statistic is said to split on the recursive distribution. We give a number of examples of statistics which split, including INV and MAJ, and conclude the section with the characterization theorem mentioned above.
In Section 5 we describe permuteable distributions, and show how generating sets can be constructed in this case. Section 6 includes our proof of the fact that the inversion number generates the family of splittable Mahonian statistics. We also show explicitly how the various Mahonian statistics mentioned earlier arise from INV .
While our emphasis in this paper is on the family of splittable Mahonian statistics, we also discuss some results for another family of splittable statistics which have a recursive and permuteable distribution. The family, called fLPg, is of particular interest because of its connections to Young tableaux. Indeed, one member of this family, the statistic lp, may be viewed as a statistic on tabloid representatives. Moreover, as a statistic on words, it is equidistributed with the statistic \charge".
In the concluding sections we give an example which shows how the construction of generating sets described in Section 5 can be used to give a simple bijection connecting any splittable Mahonian statistic with INV . We also provide a simple formula for counting the (rather large) number of splittable Mahonian statistics on permutations.
Words, Statistics and Distributions.
This paper concerns distributions of statistics on words. A word is a nite sequence of letters, w = w 1 w 2 : : : w n , where each letter w i is in the list f1; 2; : : : ; kg = k]. The number of letters, k, will be xed throughout. Words are sometimes called permutations or multiset permutations.
Words are graded by type. The type of a word, , is the vector ( 1 ; 2 ; : : : ; k ), where i is the number of occurrences of i in the word. If w has type , write type(w) = . Let W denote the set of all words using k letters and W denote the set of all words of type . Let j j = 1 + + k . That is, j j represents the length of the words of type . We will usually write n = j j. If x > 0, we say x 2 . Sometimes we will remove one letter from a type. If x 2 , then ? x = ( 1 ; : : : ; x ? 1; : : : ; k ).
A statistic of type is a function from W to Z + , the set of non-negative integers. A statistic family is a set of statistics, exactly one of each type . For example, the classical permutation statistic, inversion number, de nes a statistic family. A statistic family might also be considered as a single statistic on the entire set of words W, although we prefer to maintain the grading by type.
Suppose fs g is a statistic family. When we refer to a single member of the family, we sometimes abbreviate s as s. When we refer to the entire family, we sometimes abbreviate fs g as fsg.
A statistic collection is simply a set of statistics, at least one of each type. There may be more than one of any given type. A statistic family is a statistic collection. For example, all the statistics on words using k letters which have distribution generating function (see below) given by the q-multinomial coe cient form a statistic collection.
A crucial piece of information about a statistic is its distribution: how many times 0 occurs in the image, how many times 1 occurs, etc. Example 2.7. If w has length n, let
That is, each letter in a word is weighted by its position in the word. It is not hard to see that vs is ws applied to the word written backwards, and so is equidistributed with ws. 3. Recursive Distributions.
In this section, we will ignore statistics entirely and concentrate on distributions.
A distribution is a collection of polynomials F 2 Z Certain distributions are built up in a left-to-right fashion. Such distributions play a central role in the following sections. We call these distributions recursive.
More precisely, for a given type , we say the vector r = (r 1 ; : : : ; r k ) is -supported if r x 2 Z + when x 2 and r x = when x = 2 . A distribution fFg is recursive if for each there is a -supported vector r = (r 1 ; : : : ; r k ), such that F (q) = q r 1 F ?1 (q) + q r 2 F ?2 (q) + + q r k F ?k (q);
( 1) with the convention that if x = 2 then F ?x (q) = 0 and q = 1. For a given , we say r is F -compatible.
It is not too di cult to see that fMAH p g, fWSg and fLPg are all recursive. However, fEULg is not. In fact, except for trivial choices of , there is nosupported vector r satisfying (1). See G] for details.
The number of F -compatible vectors r is limited. For P 2 Z + q], let d(P) denote the smallest power of q which appears in P(q).
Lemma 3.1. Suppose (P 1 (q); : : : ; P k (q)) is a vector of non-zero polynomials in Z + q] and P(q) is another such polynomial. The number of non-negative integer vectors r = (r 1 ; : : : ; r k ) such that P(q) = q r 1 P 1 (q) + + q r k P k (q) does not exceed k!. Proof. By induction on k. Let i 1 and r be such that
There are at most k choices for i 1 and r. For one of these choices, let r i 1 = r. By induction, there are (k ? 1)! solutions to P(q) ? q r i 1 P i 1 (q) = q r 1 P 1 (q) + + (q r i 1 P i 1 (q))^+ + q r k P k (q);
where ()^means that term is deleted. Let S k be the set of permutations of the letters f1; : : : ; kg. Note that to each F -compatible vector r we can associate a permutation 2 S k by (i j ) = j where the i j is constructed as described in the proof of Lemma 3.1. Thus, (i) is the step when P i is selected. We will say such a is a degree ordering or d-ordering of r (relative to F ).
Suppose a = (a 1 ; : : : ; a k ) is a -supported vector for type . A permutation 2 S k is a linear extension of a if (x) < (y) whenever x; y 2 and a x < a y . Note that the values in a are ignored.
This lemma relates d-orderings and linear extensions. and let m 2 = d(Q 2 ). We must have m 2 m 1 . Now repeat this with Q 2 = q r 2 P 2 + + q r k P k :
We eventually get m 1 m 2 m k , or r 1 + d(P 1 ) r k + d(P k ). Conversely, if is a linear extension of (r 1 + d(P 1 ); r 2 + d(P 2 ); : : :
The construction in Lemma 3.1 can then choose r 1 rst, i.e., 1 = 1. Once again, remove q r 1 P 1 from Q and repeat. Therefore r x = r 0 x . Note that t = t 0 also.
Finally, summing either of the above equations over x 2 gives (1).
In our examples, the Eulerian statistics do not split since fEULg is not recursive.
However, all the remaining examples split. We will deal with Z in a later section. where r x is the number of distinct letters in w greater than x with multiplicity equal to the multiplicity of x in wx. If S is a collection of statistics which split on fFg, we say S splits on fFg. Now suppose S splits on fFg and a is another statistic of type . We say S generates a if there is an s 2 S with R-vector r = (r 1 ; : : : ; r k ) such that for x 2 and wx 2 W , a(wx) = r x + t(w)
where S generates t. Note that t is a statistic of type ? x, and its choice depends on x. Call the R-vector, r, of s the generating vector of a.
Theorem 4.5. If S splits on fFg and if S generates a, then a splits on fFg and its R-vector is its generating vector.
Proof. For x 2 , write a(wx) = r x + t(w) as in (5), with r = (r 1 ; : : : ; r k ) the R-vector of s. Since S generates t, by induction, t splits on fFg. So t satis es the conditions in (2), and the R-vector of a is r. We need only check the distribution of a. Here, t s refers to the statistic t in (2). It, too, splits, and hence has the distribution fFg.
A generating set for the distribution fFg is a collection S of statistics which split on fFg and which generate every statistic which splits on fFg.
A minimal generating set for the distribution fFg is a generating set such that no proper subset is a generating set.
The following theorem characterizes generating sets and minimal generating sets.
Theorem 4.6. Let S be a collection of statistics which split on the recursive distribution fFg. Then S is a generating set for fFg if and only if for every Fcompatible r, there exists an s 2 S with R-vector r. Furthermore, S is a minimal generating set if and only if s is unique. Proof. First, suppose S has the proposed characterizing property. Suppose a is a statistic of type which splits on fFg. We wish to show a is generated by S. Let r be the R-vector for a. So by (2), for x 2 , a(wx) = r x + t(w). Since t splits on fFg, by induction on j j, it is generated by S. Also, r must be F -compatible, by Lemma 4.2, so the conditions on equation (5) are satis ed. Therefore S generates a. Now suppose S is a generating set for fFg. Pick and F -compatible r. Suppose a of type splits on fFg, with R-vector r. Such an a exists because of Lemma 4.1.
Then S generates a, and by Theorem 4.5 and Lemma 4.2, the generating vector is r. Therefore, there is a member of S with R-vector r.
To show S is minimal, suppose s 2 S is not in some generating proper subset S 0 of S. Furthermore, suppose s has type . Now s splits, so S 0 generates s. But by Theorem 4.5 and Lemma 4.2, the generating vector and the R-vector of s must be the same. Therefore there is some s 0 2 S 0 whose R-vector is the same as the R-vector of s, contradicting the uniqueness of s.
Finally, suppose S is a minimal generating set for fFg and suppose s and s 0 are both in S and have the same R-vector r. Then S?fs 0 g generates s 0 with generating vector r. Therefore, S ? fs 0 g is a generating set, contradicting minimality. Therefore, the statistics of type in a minimal generating set S correspond exactly to the di erent F -compatible vectors r. We saw in Corollary 3.2 that the number of these was bounded by k!.
Note that the statistic collection fws; vsg does not generate the distribution fWSg. For example, if = (1; 1; 1; 1), the R-vector for ws is (3; 6; 9; 12) and the R-vector for vs is (9; 8; 7; 6). But the -supported vector (9; 6; 9; 6) is also WScompatible, violating We say fsg generates fFg if S = f s : 2 S k and s 2 fs gg is a generating set for fFg.
Our next theorem will say that we can always construct an fsg which generates fFg. To do this, we need to describe how to pick an F -compatible vector for each S k -equivalent . The rest of fs g is then de ned recursively. Theorem 5.2. If fFg is a recursive, permuteable distribution, then there exists a family of statistics fsg which generates fFg.
Proof. By induction on the length of the words. The result is immediate if n = 1.
Suppose we have constructed generating statistics for all such that j j < n. According to Theorem 4.6, to show fsg generates fFg, we must show that for each r 2 R where 0 , there exists 0 and 2 S k such that r = r .
We will need the following lemma. Recall that = (1 2 : : : k). We need three facts. Fact 3. If w 1 6 = 1 and w n 6 = 1, then DES(w) = DES( ?1 w), while if w n = 1 and w 1 > 1, then DES(w) = 1 + DES( ?1 w). Certainly descents or non-descents not involving 1 remain unchanged upon applying ?1 . If the word cannot begin or end with a 1, 1's must appear in subsequences like x11 : : : 1y with x; y > 1. Such a subsequence contributes one to DES both before and after the application of ?1 . If the word ends with 1, then the nal subsequence x1 : : : 1 will contribute 1 to DES before but 0 to DES after the application of ?1 . Now the Lemma easily follows. Simply apply ?1 w 1 ? 1 times to w. For each application (except one if w 1 > w n ), the rst and last letter will be > 1. After the last application, the rst letter will be 1. Therefore, Proof. For any i, de ne an i-thread of M as a sequence (t 1 ; t 2 ; : : : ; t l ), where i t 1 < t 2 < < t l , (t j ; t j+1 ) 2 M for j = 1; : : : l ? 1, and there is no i 0 i such that either (i 0 ; t 1 ) 2 M or (t l ; i 0 ) 2 M. Note that some threads consist of a single number.
The i-threads of M partition the set fi; i+1; : : : ; ng. For example, let n = 9 and M = f(1; 4); (3; 6); (4; 8); (6; 7); (7; 9)g. The 3-threads are (3; 6; 7; 9), (4; 8) and (5), while the 4-threads are (4; 8), (6; 7; 9), and (5).
Given an i-thread T = (t 1 ; t 2 ; : : : ; t l ), its thread word, TW(T), is a subword of w, We leave it to the reader to show that WH is a splittable Mahonian statistic.
Our other example of a recursive and permuteable distribution, fLPg, is more problematic. To begin with, the construction we used to show fINV g generates fMAHg does not work in the fLPg case. A simple example will demonstrate the di culty. According to the construction leading to Theorem 5.2, we generate fFg by nding 
which has six solutions: (0; 2; 4), (0; 3; 2), (2; 0; 4), (3; 0; 2), (1; 3; 0) and (3; 1; 0), each of which, we know by Theorem 6.2, is a permutation of ri for some an equivalent type. Represent the word w by k rows of numbers. The entries in row x will be the positions i in the word such that w i = x, written in increasing order. We will call such an arrangement a tabloid. (This di ers somewhat from the de nition in Sa]. We have relaxed the requirement that the row lengths must be a partition and we have replaced equivalence classes with class representatives.)
The statistic lp may now be viewed as a statistic on tabloids. It counts the number of pairs (x; y), with x and y in the same column, x below y (in English tableau notation), and x < y, with the further condition that there be no other z in the same row as x with x < z < y. Without the extra condition, this is just the number of inversions in the column permutations. For ordinary shapes, lp measures how \far" a tabloid is from a standard tableau.
Finally, lp is equidistributed with charge Macd] . This is because charge and cocharge are equidistributed and Garsia and Procesi showed that cocharge has a distribution generating function which satis es (1) G-P]. However, neither charge nor cocharge is splittable on fLPg.
The family flpg also has connections to lattice paths. We refer the reader to S-W] for de nitions. Words using an alphabet of two letters f0; 1g can be identi ed with lattice paths on a cartesian coordinate system, starting at the origin. The letter 0 corresponds to a diagonal edge one unit up and one unit across. The letter 1 corresponds to a diagonal edge one unit down and one unit across. The statistic lp has this simple interpretation: lp(w) is the number of up-edges below the x-axis whose right-end touches the x-axis. The paths with lp statistic equal to 0 are paths which stay at or above the x-axis. The statistic lp measures how \far" a given word is from such paths.
Another measure of distance from a path above the x-axis is the least y value along the path. This measure is equidistributed with lp. However, this statistic does not share two of lp's desirable features: it is not splittable, and it does not extend naturally to a permuteable statistic on arbitrary words. 7. Bijections. Theorem 6.2 and the de nition of a generating statistic allow us to construct simple bijections on W which will send a word w 2 W with INV (w) = m to another word w 0 2 W whose value under some other splittable Mahonian statistic (Z or MAJ or DEN, for example) is equal to m.
We rst require a bijection from W to W which preserves INV . This bijection,
, is constructed as follows. For k = 2, let w 2 W and let = (1 2) in cycle notation. Then (w) is w written backwards with 1's and 2's exchanged. This clearly changes the type from to and preserves INV . For arbitrary k, write = 1 2 m , a product of adjacent transpositions. Then (w) = 1 m (w); where i acts only on the appropriate subword.
Next, we describe the general bijection from W to W which sends INV to some other splittable Mahonian statistic. At any stage, we will have a generalized word of the form uyv where u is the fragment of the original word which is not yet modi ed, y is the next letter to convert, v is the partial word already converted and is a permutation which keeps track of how the type has been modi ed.
After the conversion, the new generalized word will be u 0 y 0 v 0 0 . This new generalized word will satisfy u 0 y 0 = (u), v 0 = ( y)( v) and 0 = , where is some suitably chosen permutation.
The process begins with w = w 1 w 2 : : : w n . Then u = w 1 w 2 : : : w n?1 , y = w n , v = ; and = id.
It ends when u = ;. The last generalized word will be of the form yv . Then ?1 (yv) is the desired bijective image. The only variation from statistic to statistic is the scheme for choosing . For Z, = y described in Theorem 6.3. For MAJ, = k?y .
Here is an example. Let w = 233121422. Note that INV (w) = 15 and that type(w) = (2; 4; 2; 1). The following table describes the construction of a word w 0 of type (2; 4; 2; 1) with Z(w 0 ) = 15. Since the Eulerian distribution is not recursive in the sense of this paper, it seems unlikely that the techniques of this paper could be used to address these questions. However, Eulerian statistics have their own recursive structure, and it may be possible to fabricate a machine based on that structure which yields a large class of Eulerian statistics.
A number of interesting questions arise concerning the distribution fLPg. Many of these are related to the statistic charge on tableaux. For instance, charge is invariant under Knuth equivalence. The Kostka polynomial is the distribution generating function for charge, over tableaux words of a given shape and content. Are there analogous results for lp?
