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ABSTRACT
We present a framework to build a multiobjective algorithm from
single-objective ones. This framework addresses the p × n-dimen-
sional problem of finding p solutions in an n-dimensional search
space, maximizing an indicator by dynamic subspace optimization.
Each single-objective algorithm optimizes the indicator function
given p − 1 fixed solutions. Crucially, dominated solutions mini-
mize their distance to the empirical Pareto front defined by these
p − 1 solutions. We instantiate the framework with CMA-ES as
single-objective optimizer. The new algorithm, COMO-CMA-ES,
is empirically shown to converge linearly on bi-objective convex-
quadratic problems and is compared to MO-CMA-ES, NSGA-II and
SMS-EMOA.
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1 INTRODUCTION
Multiobjective optimization problems must be solved frequently
in practice. In contrast to the optimization of a single objective,
solving a multiobjective problem involves to handle trade-offs or
incomparabilities between the objective functions such that the
aim is to approximate the Pareto set—the set of all Pareto-optimal
or non-dominated solutions. One might be interested to obtain
an approximation of unbounded size (the more points the better)
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or just to have p points approximating the Pareto set. Evolution-
ary Multiobjective Optimization (EMO) algorithms aim at such an
approximation in a single algorithm run whereas more classical
approaches, e.g. optimizing a weighted sum of the objectives with
changing weights, operate in multiple runs.
The first introduced EMO algorithms simply changed the selec-
tion of an existing single-objective evolutionary algorithm keeping
the exact same search operators. The population at a given iteration
was then providing an approximation of the Pareto set. This idea
led to the practically highly successful NSGA-II algorithm [8] that
employs a two-step fitness assignment: after a first non-dominated
ranking [11], solutions with equal non-domination rank are further
distinguished by their crowding distance—based on the distance of
each solution to its neighbors in objective space. However, it has
been pointed out that NSGA-II does not converge to the Pareto set
in a mathematical sense due to so-called deteriorative cycles: if all
population members of the algorithm are non-dominated at some
point in time, it is only the crowding distance that is optimized,
without indicating any search direction towards the Pareto set to
the algorithm. As a result, solutions which had been non-dominated
solutions at some point in time can be replaced by previously dom-
inated ones during the optimization, ending up in a cyclic but not
in convergent behavior [3].
To improve the convergence properties of EMO algorithms, dif-
ferent approaches have been introduced later, most notably the
indicator-based algorithms and especially algorithms based on
the hypervolume indicator. They replace the crowding distance
of NSGA-II with the (hypervolume) indicator contribution, see e.g.
[4, 17]. Using the hypervolume indicator has the advantage that it
is the only known strictly monotone quality indicator [19] (see also
next section) and thus, its optimization will result in solution sets
that are subsets of the Pareto set.
The optimization goal of indicator-based algorithms such as SMS-
EMOA [4] or MO-CMA-ES [17] is to find the best set of p solutions
with respect to a given quality indicator (the set with the largest
quality indicator value among all sets of size p). This optimal set of
p solutions is known as the optimal p-distribution [1]. In principle,
the search for the optimal p-distribution can be formalized as a
p · n-dimensional optimization problem where p is the number of
solutions and n is the dimension of the search space.
As we will discuss later, it turns out that this optimization prob-
lem is not only of too high dimension in practice but also flat in
large regions of the search space if the hypervolume indicator is the
underlying quality indicator. The combination of non-dominated
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ranking and hypervolume contribution as in SMS-EMOA or MO-
CMA-ES corrects for this flatness, but also introduces search di-
rections that are pointing towards already existing non-dominated
solutions and not towards not-yet-covered regions of the Pareto
set. In this paper, we show that we can correct the flat region of
the hypervolume indicator by introducing a search bias towards
yet-uncovered regions of the Pareto set by adding the distance to
the empirical non-domination front, which leads to the new notion
of Uncrowded Hypervolume Improvement. Then, we define a (dy-
namic) fitness function that can be optimized by single-objective
algorithms. From there, going back to this original idea of EMO
algorithms to use single-objective optimizers to build an EMO, we
define the Single-objective Optimization FOr Optimizing Multiobjec-
tive Optimization pRoblEms framework (Sofomore) to build in an
elegant manner, a multiobjective algorithm from a set of p single-
objective optimizers. Each single-objective algorithm optimizes
(iteratively or in parallel) a dynamic fitness that depends on the
output of the other p − 1 optimizers.
We instantiate the Sofomore framework with the state-of-the-
art single-objective algorithm CMA-ES. We show experimentally
that the ensuing COMO-CMA-ES (Comma-Selection Multiobjec-
tive CMA-ES) exhibits linear convergence towards the optimal
p-distribution on a wide variety of bi-objective convex quadratic
functions. In contrast, default implementations of the SMS-EMOA
where the reference point is fixed and NSGA-II do not exhibit this
linear convergence. The comparison between COMO-CMA-ES and
a previous MATLAB implementation of the elitist MO-CMA-ES
also shows the same or an improved convergence speed in COMO-
CMA-ES except for the double sphere function.
The paper is structured as follows. In the next section, we start
with preliminaries related to multiobjective optimization and qual-
ity indicators. Section 3 discusses the fitness landscape of indicator-
and especially hypervolume-based quality measures and eventually
introduces our Sofomore framework. Section 4 gives details about
the new COMO-CMA-ES algorithm as an instantiation of Sofomore
with CMA-ES. Section 5 experimentally validates the new algorithm
and compares it with three existing algorithms from the literature
and Section 6 discusses the results and concludes the paper.
2 PRELIMINARIES
In the following, we assume without loss of generality the min-
imization of a vector-valued function f : x ∈ Rn 7→ f(x) =
(f1(x), . . . , fk (x)) ∈ Rk that maps a search point from the search
space Rn of dimension n to the objective space f(Rn ) ⊆ Rk . This
minimization of f is generally formalized in terms of the weak
Pareto dominance relation for which we write that a search point
x ∈ Rn weakly Pareto-dominates another search pointy ∈ Rn (writ-
ten in short as x ⪯ y or with an abuse of notation as f(x) ⪯ f(y)) if
and only if fi (x) ≤ fi (y) for all i ∈ {1, . . . ,k}. Note also that we can
naturally extend the (weak) Pareto dominance relation to subsets
A,B ⊂ Rn as A ⪯ B if and only if for all b ∈ B, there exists a ∈ A
such that a ⪯ b. If the relation ≤ is strict for at least one objective
function, we say that x Pareto-dominates y (and write x ≺ y). The
set of non-dominated search points constitutes the so-called Pareto
set, its image under f is called the Pareto front. In the remainder, we
will also use the term empirical non-dominated front or empirical
Pareto front (EPFS,r) for objective vectors that are on the boundary
of the (objective space) region dominating a reference point r ∈ Rk ,
and not dominated by any element of f(S) with S ⊂ Rn :
EPFS,r = ∂US,r, withUS,r = {z ≺ r;∀s ∈ S, f(s) ⊀ z} (1)
where ∂US,r is the boundary of the non-dominated region US,r.
Note that EPFS,r ∩ f(Rn ) is the Pareto front when S contains the
Pareto set.
Indicator-Based Set Optimization Problems. Pareto sets and Pareto
fronts are, under mild assumptions, k − 1 dimensional manifolds.
In practice, we are often interested in a finite size approximation of
these sets with, let us say, p (≥ 1)many search points. To assess the
quality of a Pareto set approximation S ⊆ Rn , a quality indicator
I : 2Rn → R assigns a real valued quality I (S) to S . Formally
speaking, this transforms the original multiobjective optimization
of f(x) into the single-objective set problem of finding the so-called
optimal p-distribution [2]
X ∗p = argmax
X ⊆ Rn , |X | ≤ p
I(X ) (2)
as the set of search points of cardinalityp (or lower) with the highest
indicator value among all sets of this size [1].
Natural candidates for practically relevant quality indicators are
monotone or even strictly monotone indicators such as the epsilon-
indicator [30], the R2 indicator [12], or the hypervolume indicator
([1, 31], still the only known strictly monotone indicator family to
date). We remind that an indicator is called monotone ifA ⪯ B =⇒
I(A) ≥ I(B)—or in other words, if it does not contradict the weak
Pareto dominance relation. If A ≺ B =⇒ I(A) > I(B), we say
that I is strictly monotone.
Hypervolume, Hypervolume Contribution, and Hypervolume Im-
provement. Because the hypervolume indicator [1, 31] and its weight-
ed variant is the only known strictly monotone indicator, we will
later on use it as well in our framework. The hypervolumeHVr [32]
of a finite set of solutions S ⊂ Rn with respect to the reference point
r ∈ Rk is defined as HVr(S) = λk
({
z ∈ Rk ;∃y ∈ S, f(y) ≺ z ≺ r
})
,
where λk is the Lebesgue measure on the objective space Rk and
f is the objective function. In the case of two objective functions,
the hypervolume indicator value of p non-dominated solutions
S = {s(1), . . . , s(p)} with f1(s(1)) ≤ f1(s(2)) ≤ . . . ≤ f1(s(p)) can
also be written as the sum of the area of p axis parallel rectangles:
HVr(S) = ∑pi=1(f1(s(i+1)) − f1(s(i))) · (r2 − f2(s(i))); f1(s(p+1)) def= r1.
Furthermore, the hypervolume contributionHVC(s, S) of a search
point s ∈ Rn to a solution set S ⊆ Rn with respect to the reference
point r ∈ Rk is the hypervolume indicator value that we lose when
we remove s from the set [5]: HVCr(s, S) = HVr(S) −HVr(S \ {s}) .
Also, the Hypervolume Improvement HVIr(s, S) of a search point
s ∈ Rn to a finite set S ⊂ Rn with respect to the reference point
r ∈ Rk is defined as [9, 28] : HVIr(s, S) = HVr(S∪{s})−HVr(S) . Or
in other words, HVIr(s, S) equals the increase in hypervolumewhen
s is added to the set S . Up to a null set HVIr(s, S) = HVCr(s, S∪{s}).
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3 SOFOMORE: BUILDING MULTIOBJECTIVE
FROM SINGLE-OBJECTIVE ALGORITHMS
Quality indicators have been introduced as a way to measure the
quality of a set of objective vectors but also to define a multiob-
jective optimization problem as a single-objective set problem of
maximizing the quality indicator as in (2). This naturally defines a
single-objective p × n dimensional problem to be maximized
F : (x1, . . . ,xp ) ∈ (Rn )p 7→ I({x1, . . . ,xp }) . (3)
Because n and in particular p are typically large in practice, we usu-
ally do not attempt to solve a multiobjective optimization problem
by directly optimizing (3). Nevertheless, when I is the hypervol-
ume indicator, Hernández et al. suggest to use a Newton method
to directly solve (3). It assumes that f is twice continuously dif-
ferentiable, in which case the gradient and Hessian of F can be
computed analytically [16]. Yet, directly attacking (3) is not pos-
sible because dominated points have a zero sub-gradient and the
Newton direction is therefore zero. Thus, Hernández et al. need
to start from a set of non-dominated points, close enough to the
Pareto set, which requires in practice to couple the approach with
another algorithm [16].
Instead of directly optimizing (3), our proposed Sofomore frame-
work performs iterative subspace optimization of the function F
and penalizes the flat landscape of F in dominated regions. More
precisely, the basic idea behind Sofomore is to optimize F subspace-
or component-wise, by iteratively fixing all but one search point
x (i) and only optimizing the indicator with respect to x (i) while
the other search points X¬i := {x (1), . . . ,x (i−1),x (i+1), . . . ,x (p)}
are temporarily fixed. Hence we maximize the functions
ΦI,X ¬i : x ∈ Rn 7→ I({x} ∪ X¬i ) . (4)
If the placement of each of the p search points x (i) (1 ≤ i ≤ p)
is optimized iteratively by fixing a different point set each time, as
we suggest in our Sofomore framework below, we are in the setup
of optimizing a dynamic fitness. More details on this aspect of our
Sofomore framework will be given below in Section 3.2.
3.1 A Fitness Function for Subspace
Optimization
If we use as quality indicator I in (4) a (strictly) monotone indicator
like the hypervolume indicator, the overall fitness Φ is flat in the
interior domain of regions where points are dominated. Hence, we
suggest to not optimize (4) directly but to unflatten it in dominated
areas of the search space without changing the optimization goal.
Any solution x that is dominated by the other points in X¬i
will receive zero fitness Φ when we use as indicator in (4) the
hypervolume indicator of the entire set {x}∪X¬i with respect to the
reference point r or replace it with the hypervolume improvement
HVIr(x ,X¬i ) of the solution x to X¬i . This situation is depicted in
the first column of Figure 1 where for a fixed set of six arbitrarily
chosen search points, the hypervolume improvement’s level sets
(of equal fitness) in both search and objective space are shown. This
flat fitness with zero gradient will not allow to steer the search
towards better search points which has also been highlighted by
Hernández et al. [16].
A common approach to guide an optimization algorithm in the
dominated space is to use the hypervolume (contribution) as sec-
ondary fitness after non-dominated sorting [11], as it is done for
example in the SMS-EMOA [4] or the MO-CMA-ES [17]. The idea
is that all search points with a worse non-domination rank get
assigned a fitness that is worse than for search points with a better
non-domination rank. Within a set of the same rank, the hyper-
volume contribution with respect to all points with the same rank
is used to refine the fitness. The middle column of Figure 1 shows
the resulting level sets of equal fitness. As we can see, this fitness
assignment distinguishes between dominated solutions, i.e. the
fitness is not flat anymore. Yet it still has another major disadvan-
tage: the search direction in the dominated area (perpendicular
to its level sets) points towards already existing non-dominated
solutions. Attracting dominated solutions towards non-dominated
solutions seems however undesirable, as they will compete for the
same hypervolume area. Instead, we want dominated points to
enter the uncrowded space between non-dominated points thereby
complementing their hypervolume contribution (improvement).
Uncrowded Hypervolume Improvement. For this purpose, we de-
fine the Uncrowded Hypervolume Improvement UHVI based on
the Hypervolume Improvement for non-dominated search points
and on the Euclidean distance to the non-dominated region for
dominated search points. More concretely, UHVIr(s, S) of a search
point s ∈ Rn with respect to a finite set S ⊂ Rn and the reference
point r ∈ Rk is defined as
UHVIr(s, S) =
{
HVIr(s, S) if EPFS,r ⊀ f(s)
−dr(s, S) if EPFS,r ≺ f(s) , (5)
where dr(s, S) = infy∈EPFS,r d(f(s),y) is the distance between an
objective vector f(s) ∈ Rk and the empirical non-domination front
of the set S defined as in (1).
We define the fitness ΦUHVI,X ¬i (x) for a search point x ∈ Rn
with respect to other solutions in X¬i as
ΦUHVI,X ¬i (x) = UHVIr(x ,X¬i ) . (6)
Note thatΦUHVI,X ¬i is continuous on the empirical non-domination
front where both the hypervolume improvement and the considered
distance are zero.
Figure 2 illustrates this fitness for one non-dominated and two
dominated search points (blue plusses) with respect to a set of
six other search points (black crosses). The right-hand column of
Figure 1 shows the level sets of this fitness. The newly introduced
hypervolume improvement and distance based fitness ΦUHVI shows
smooth level sets, both in search and in objective space. Maybe most
importantly, in the dominated area, the fitness function’s descent
direction (perpendicular to its level sets) now points towards the
gaps in the current Pareto front approximation.
3.2 Iteratively Optimizing the ΦUHVI Fitness:
The Sofomore Framework
After we have discussed a fitness assignment that looks worth to
optimize, we come back to our initial idea of subspace optimization
and define the underlying algorithmic framework behind Sofomore.
At first, we consider a single-objective optimizer in an abstract
manner as an iterative algorithm with state θ ∈ Θn updated as
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Figure 1: Comparison of block-coordinate-wise fitness functions on the double sphere problem. Given a fixed set of six so-
lutions, {[0.5, 0.2], [0.75,−0.25], [0.1, 0.2], [1, 0], [0.03, 0.004], [0.5, 0.55]}, the above three plots show level sets of equal fitness for a
new search point in the search space, the second row shows the same level sets in objective space. Left: standard hypervolume
improvement HVI. Middle: HVI within the local non-dominated fronts. Right: newly proposed hypervolume improvement
(if non-dominated) together with distance to the non-dominated front (if dominated), denoted as uncrowded hypervolume
improvement UHVI. Note that the colors for the fitness levels are not comparable over indicators, but are the same for a given
indicator in both search and objective space. The search space plots further show the single-objective’s level sets as dotted
lines. The black dot indicates the reference point of [1.1, 1.1].
Figure 2: Illustration of the proposed UHVI fitness for three
points in objective space (blue +). The top two points are
dominated by the given set S of five points (black crosses)
and are thus assigned a fitness of their distance to the em-
pirical non-dominated set while the bottom point is non-
dominated and thus gets assigned the hypervolume im-
provement with respect to S.
θt+1 = Gf (θt ,Ut+1) where f : Rn → R is the single-objective
function optimized by the optimizer and Ut+1 encodes possible
random variables sampled within one iteration if we consider a
randomized algorithm (and can be taken as constant in the case of
a deterministic optimizer). The transition functionGf contains all
updates done within the algorithm in one iteration.
We assume that in each iteration t , the optimizer returns a
best estimate of the optimum, often called incumbent solution
or recommendation. This is the solution that the optimizer would
return if we stop it at iteration t . We denote this incumbent as
E : θ ∈ Θn 7−→ E(θ ) ∈ Rn—mapping the state of the algorithm to
the estimate of the optimum given this state.
The overall idea behind the subspace optimization and the Sofo-
more framework can then be formalized as in Algorithm 1: after
initializingp single-objective algorithms with their states θ1, . . . ,θp
and denoting their transition functions as Gfi (1 ≤ i ≤ p), we con-
sider their incumbents or recommendations E(θi ) as the p search
points that are expected to approximate the optimal p-distribution.
In each step of the Sofomore framework, we choose one of the
algorithms (denoted by its number i , with 1 ≤ i ≤ p) and run it τi
iterations on the fitness ΦUHVI,X (¬i ) to update the recommendation
x (i) while keeping all other recommendations fixed. It is important
to note that the fitness used for algorithm i is actually changing
dynamically with the optimization because it depends on all the
other incumbents but x (i) which, over time, are expected to move
towards the Pareto set as well.
Algorithm 1 proposes a generic framework where the order in
which the single-objective algorithms are run and the number of
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iterations for them are not explicitly defined. A simple strategy
would be to choose the algorithms at random or in a given, fixed
order and run each single-objective algorithm a fixed number of
time steps. But also more elaborate strategies can be envisioned, for
example based on the idea of multi-armed bandits [6]: we can log
the changes in the fitness value of each incumbent over time and
favor as the next chosen algorithms the ones that give the highest
expected fitness improvements. Note also that the single-objective
algorithms’ types may be different such that we can combine local
with global algorithms or even change the algorithms over time,
allow restarts etc. In the following experimental validation of our
concept, however, we choose a single optimization algorithm and a
simple, random strategy to choose which of them to run next.
Algorithm 1 General Sofomore Framework, with fitness of (6)
1: Given: the initial states of p single-objective optimizers,
θ1, . . . ,θp
2: Initialize incumbents: X = {x (1) = E(θ1), . . . ,x (p) = E(θp )}
3: while not stopping criterion met do
4: Choose i in {1, . . . ,p} and τi ∈ N
5: REPEAT τi times:
6: θi ← G
ΦUHVI,X (¬i )
i (θi ,Ui ) ▷ run ith algo on fitness
ΦUHVI,X (¬i )
7: x (i) ← E(θi ) ▷ update x (i) in X
8: end while
9: return x (1), . . . ,x (p)
With a simple change, Algorithm 1 can be made parallelizable
(resulting in slightly different search dynamics though): postponing
the updates of the x (i) after every algorithm has been touched at
least once makes the optimization of the fitness functions indepen-
dent such that they can be performed in parallel.
Relation of Sofomore with other existing algorithms. We briefly
discuss how some existing algorithms and algorithm frameworks
relate to the new Sofomore proposal.
The coupling of single-objective algorithms to form a multiobjec-
tive one has been done before, especially in theMOEA/D framework
[29]. In MOEA/D, p static search directions (in objective space) are
defined via p (single-objective) scalarizing functions. Each of them
is optimized in parallel with solutions potentially shared between
neighboring search directions. On the contrary, the fitness in Sofo-
more is dynamic, depending on the other incumbents. Optimizing a
set of scalarizing functions in classical approaches to multiobjective
optimization have static optimization problems to solve without
any interaction between them [21].
Many other EMO algorithms, such as NSGA-II, SMS-EMOA, or
MO-CMA-ES are not covered by the Sofomore framework. One
simple reason is that the UHVI is newly defined.
The already mentioned Newton algorithm on the hypervolume
indicator fitness of [16] is probably the closest existing approach
from Sofomore, but [16] needs to initialize the Newton algorithm
with a set of non-dominated solutions in order for the algorithm
to optimize due to the flat regions of its objective space. Also al-
gorithms for expensive multiobjective optimization based on the
optimization of the expected hypervolume improvement [25] can
be seen as related to Sofomore, although the proposal of new so-
lutions in algorithms like SMS-EGO [22] or S-metric based ExI
[10] use Gaussian Processes to model the objective function. These
algorithms, in contrary to Sofomore, propose iteratively a single
solution based on the expected hypervolume improvement over all
known solutions and do not aim at replacing successively a single
recommendation by another (better) one. Interesting to note is that
algorithms like SMS-EGO and S-metric based ExI employ the ex-
pected hypervolume indicator improvement as fitness while the
approach of Keane [18] “uses the Euclidean distance to the nearest
vector in the Pareto front” [25].
4 COMO-CMA-ES
In this section, we instantiate Sofomore with the CMA-ES as single
objective optimizer.
Regarding the choice of which optimization algorithm to run
(and how long), we opt for a simple strategy: we sample a permu-
tation from Sp , the set of all permutations on {1, . . . ,p} uniformly
at random and use this fixed permutation to touch each algorithm
i once in the order of the permutation. Once all algorithms have
been touched, we then resample a new permutation. We run each
algorithm for a single iteration. Letting the algorithms run for a too
long period right from the start seems suboptimal. As the fitness is
dynamic, we do not need to optimize it too precisely. We mainly
have two requirements for the choice of single objective optimizers:
(i) an optimization algorithm has to be stoppable at any iteration
and resumable thereafter and (ii) an optimization algorithm needs
to be able to give a good recommendation about the best estimate
of the optimum, given its current state. The Covariance Matrix
Adaptation Evolution Strategy (CMA-ES, [15]) is a natural choice.
Not only is it a state-of-the-art algorithm for difficult blackbox
optimization problems but also does it fulfill our requirements. In
CMA-ES, the state of the algorithm θ is composed of a step size σ
and the parameters of a multivariate normal distribution, namely a
mean vector m representing the favorite solution and a covariance
matrix C. In addition, two n-dimensional evolution paths speed up
step-size and covariance matrix adaptation. For each θi , the incum-
bent solution x (i) = E(θi ) is the mean m of the CMA algorithm.
A convenient implementation of CMA-ES is via the ask and tell
interface [7], where the ask function returns λ candidate solutions
and the tell function updates the state from their fitness values. The
interface allows to easily stop and resume the optimization and to
integrate the dynamic fitness of Sofomore, see Algorithm 2. We
call this instantiation of the Sofomore framework COMO-CMA-ES.
The p CMA-ES instances are called kernels.
We see in particular how CMA-ES is integrated into Sofomore
via its ask-and-tell interface. After choosing the next kernel i , the
corresponding CMA-ES instance samples λ solutions (“ask”). It then
evaluates them on the uncrowded hypervolume improvement based
fitness defined in Eq (6)—given all other kernels being fixed. After
sorting the λ solutions with respect to their fitness, COMO-CMA-
ES feeds the sampled points with their fitness values back to the
CMA-ES instance (“tell”) which updates all its internal algorithm
parameters. Finally, the new mean of the corresponding CMA-
ES instance updates the list of the COMO-CMA-ES’s proposed p
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Algorithm 2 The COMO-CMA-ES: an instance of the Sofomore
framework with the CMA-ES as single-objective optimizer
1: Required:
2: objective function f = (f1, . . . , fk ) in dimension n
3: lower and upper bounds for each variable lower ∈ Rn
and upper ∈ Rn of a region of interest
4: number of desired solutions p
5: global initial step-size σ0 for all CMA-ES
6: fixed reference point r for the hypervolume indicator
7: Initialization:
8: x (i) = uniformSample(lower, upper) for all 1 ≤ i ≤ p
9: evaluate all x (i) on f and store the f(x (i)) for later use
10: es(i) ← (µ/µ, λ) -CMA-ES
(
x (i),σ0
)
for all 1 ≤ i ≤ p
11: while not stopping criterion do
12: sample uniformly at random a permutation π from all
permutations on {1, . . . ,p}
13: for i = 1 to p do
14: {s1, . . . , sλ } ← es(π (i)).ask() ▷ get λ offspring from
▷ π (i)th CMA-ES
15: compute the fitness Φ(s j ) = ΦUHVI,X (¬π (i )) (s j )
for all 1 ≤ j ≤ λ
16: es(π (i)).tell(Φ(s1), . . . ,Φ(sλ))
17: x (π (i)) ← es(π (i)).mean
18: update the stored objective vector f(x (π (i)))
19: end for
20: end while
21: Return x (1), . . . ,x (p)
solutions. Note here that CMA-ES is usually not evaluating the
mean of the sample distribution which therefore is done in line 18.
5 EXPERIMENTAL VALIDATION
We present in this section numerical experiments of the COMO-
CMA-ES. Though, in principle, the algorithm can be defined for
any number of k objectives, we present results only for k = 2. We
use the pycma Python package [13] version 2.6.0 for CMA-ES as
single-objective optimizer without further parameter tuning.
5.1 Test Functions and Performance Measures
For a matrix P and two vectors x and y, we denote
Quad(P ,x ,y) = (x − y)⊤ P (x − y) . (7)
We also denote by 0 the all-zeros vector, 1 the all-ones vector, and
ek the unit vector with its only nonzero value at position k . Starting
from a positive diagonal matrix ∆, and two independent orthogonal
matrices O1 and O2, we consider the classes of bi-objective convex
quadratic problems Sep-k , One and Two defined as follows [23]
• fsep-k1,∆ (x) =
Quad(∆,x,0)
Quad(∆,0,ek ) , f
sep-k
2,∆ (x) =
Quad(∆,x,ek )
Quad(∆,0,ek ) .
• fone1,∆ (x) =
Quad(OT1 ∆O1,x,0)
Quad(OT1 ∆O1,0,1)
, f two2,∆ (x) =
Quad(OT1 ∆O1,x,1)
Quad(OT1 ∆O1,0,1)
• f two1,∆ (x) =
Quad(OT1 ∆O1,x,0)
α , f
two
2,∆ (x) =
Quad(OT2 ∆O2,x,1)
α
with α = max
(
Quad(OT1 ∆O1, 0,1),Quad(OT2 ∆O2, 0,1)
)
.
If ∆ is the identity matrix, we call the problems as sphere-sep-
k in the first case and bi-sphere in the second and third cases
(the rotations are ineffective). If ∆(i, i) = 106 i−1n−1 for i = 1, . . . ,n,
then we denote the problems as elli-sep-k , elli-one or elli-two.
If ∆(1, 1) = 10−4, ∆(2, 2) = 104 and ∆(i, i) = 1 for i = 3, . . . ,n, then
we have cigtab-sep-k , cigtab-one or cigtab-two.
We fix the reference point to r = (1.1, 1.1). The scalings above
ensure that the reference point is dominated by all Pareto fronts
considered, and that the Sep-k and the One problems have the
same Pareto front (see [23]) than the bi-sphere д : [0, 1] ∋ t 7−→
(1 − √t)2 ∈ R. Note that the expression does not depend on the
dimension n.
We use two performance measurements in each run of an al-
gorithm. First the convergence gap defined as the difference be-
tween an offset called hv_max and the hypervolume of the p points
{x (1), . . . ,x (p)} found by the algorithm (in case of COMO-CMA-
ES or of the population for the other algorithms tested) called hv;
and second the archive gap defined as the difference between
an offset called hvarchive_max and the hypervolume of all non-
dominated points found by the algorithm called hvarchive. The
setting of hv_max is done for each problem as the maximum hy-
pervolume value of p kernels found so far anytime the problem
was optimized in our machines, plus a small number (< 10−14).
For the Sep-k and the One problems, we take hvarchive_max as
1.12 −
∫ 1
0 д(t)dt = 1.21 − 16 which corresponds to the hypervolume
of the theoretical Pareto front. For the two-class of problems, we
use the analytic expression of their Pareto set [23] to sample a large
number of points on the Pareto set, and compute their hypervolume
as hvarchive_max. Thus for the elli-two problem in dimension 10,
we sample 107 points.
5.2 Linear convergence of COMO-CMA-ES
We investigate the convergence of COMO-CMA-ES for different
dimensions and number of kernels, and display the results on the
sphere-sep-1, elli-sep-1, cigtab-sep-1 and elli-two functions for
n = 10 and p = 31. The global initial step-size is set to
√
10 and
the initial lower, upper bounds (line 8 of Algorithm 2) respectively
to −51, 51. In Figure 3, we observe linear convergence in the con-
vergence gap (first column) on all test functions, starting roughly
when all displayed ratios of non-dominated points reach 1 (second
column). The last three columns of Figure 3 illustrate the eigen-
spectra of the kernels covariance matrices. The first two columns
reveal two phases.
First, the kernels incumbents approach the non-dominated re-
gion: for sphere-sep-1 this takes about 1500 evaluations per kernel,
for elli-sep-1, cigtab-sep-1 and elli-two it takes about 5000, 4000
and 6600 evaluations per kernel. Afterwards, the convergence gap
converges linearly. In our settings, there are 11 evaluations per
kernel during the update of a kernel, thus for the *-1 functions
(which have the same Pareto set and front), the linear convergence
rate is about 10−
6×11
15000 and for elli-two, it is about 10−
3×11
5000 .
For the first 1000 function evaluations per kernel on elli-sep-1,
there is no point dominating the reference point, which means that
the algorithm started far from the Pareto front. Looking at elli-two,
we confirm that it has a different Pareto front than the three other
problems: hv_max = 1.2099... (instead of 1.0327...).
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Figure 3: Convergence of COMO-CMA-ES on sphere-sep-1 (first row), elli-sep-1 (second row), cigtab-sep-1 (third row) and elli-
two in 10Dwith 31 kernels. The first column represents the convergence gap. The second column is the ratio of non-dominated
points among the kernels incumbents (red) and the quartiles of the 31 ratios of non-dominated points among each kernel’s
incumbent and its offspring (median in blue and the remaining quartiles in green). And the last three columns are square root
eigenspectra of uniform randomly chosen 3 among the 31 kernels’ covariance matrices.
The Uncrowded Hypervolume Improvement depends on other
kernels’ incumbents and therefore changes in each iteration. Yet,
the last three columns are similar to what one would observe when
optimizing a single objective convex-quadratic function with cor-
responding Hessian matrix. After a large enough number of itera-
tions, the probability that the incumbents and their offspring are
in the Pareto set becomes close to 1. Then if the incumbents X ={
x (1), . . . x (p)
}
is a subset of the Pareto set and x is non-dominated,
Eq (6) becomes: ΦUHVI,X ¬i (x) = UHVIr(x ,X¬i ) = HVIr(x ,X¬i ).
Its Hessian on smooth bi-objective problems is ∇2ΦUHVI,X ¬i (x) =(
f2(x) − f2(x (i−1))
)
∇2f1(x) +
(
f1(x) − f1(x (i+1))
)
∇2f2(x) +
∇f2(x)∇f1(x)⊤ + ∇f1(x)∇f2(x)⊤. For our test functions, it is a lin-
ear combination of the single objectives Hessian matrices, up to
a rank-one matrix and its transpose (the gradients are colinear
on the Pareto set of bi-objective convex quadratic problems [23]).
That might give a glimpse on the behaviour seen in the last three
columns of Figure 3.
5.3 Comparing COMO-CMA-ES with
MO-CMA-ES, NSGA-II and SMS-EMOA
We compare four multiobjective algorithms: COMO-CMA-ES, MO-
CMA-ES [17], NSGA-II [8] and SMS-EMOA [4], by testing them
on classes of bi-objective convex-quadratic problems. We draw
once and for all one rotation for elli-one in 10D and two different
rotations for elli-two in 10D. The Simulated Binary Crossover
operator (SBX) and the polynomial mutation are used for NSGA-II
(run with the evoalgos package [27]) and SMS-EMOA (run with
the Matlab version by Fabian Kretzschmar and Tobias Wagner [26]):
we use a crossover probability of 0.7 and a mutation probability
of 0.1, and the distribution indexes for crossover and mutation
operators are both equal to 10. We use the version of MO-CMA-ES
from [24]. The number of kernels for COMO-CMA-ES corresponds
to the population size of the other algorithms, that we set to either
11 or 31, and the dimensions considered are 5 and 10. The global
initial step-size of COMO-CMA-ES is set to 0.2 with initial lower,
upper bounds (line 8 of Algorithm 2) set to the all-zeros and all-
ones vectors. The initial population for the three other algorithms
is sampled uniformly at random in [0, 1]n .
We run each multiobjective optimization 4 times and display the
convergence gap (of the population or the incumbent solutions of
the kernels) and the archive gap.
In Figure 4, the values of the convergence gap reached by COMO-
CMA-ES and MO-CMA-ES are several orders of magnitude lower
than for the two other algorithms. On the 5-dimensional bi-sphere,
COMO-CMA-ES and MO-CMA-ES appear to show linear conver-
gence, where the latter appears to be about 30% faster than the
former. On the cigtab-sep-1 function, COMO-CMA-ES is initially
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Figure 4: Convergence gaps (odd columns) and archive gaps (even columns) for bi-sphere, elli-one, cigtab-sep-1 and elli-two.
Each algorithm is run 4 times, in 5D or 10D, with 11 or 31 kernels. The random matrices are drawn from the same seed in all
the algorithms.
slow, but catches up after about 1000 evaluations per kernel. In
all other cases, COMO-CMA-ES shows superior performance for
the convergence gap. On the 10-dimensional cigtab-sep-1, COMO-
CMA-ES shows a plateau between 2000 and 4000 evaluations per
kernel. This kind of plateau cannot be observed in the MO-CMA-ES
and the observed final convergence speed is better for COMO-CMA-
ES than for MO-CMA-ES. The observed plateau is typical for the
behavior of non-elitist multi-recombinative CMA-ES on the tablet
function, because CSA barely reduces an initially large step-size
before the tablet-shape has been adapted, which is related to the
neutral subspace defect found in [20]. Elitism as in the MO-CMA-
ES, on the other hand, also helps to decrease an initially too large
step-size.
Although COMO-CMA-ES was not designed to perform well on
the archive gap, it shows consistently the best results over all exper-
iments. Only on the cigtab-sep-1 in 5D with 11 kernels, NSGA-II
reaches and slightly surpasses the archive gap of COMO-CMA-ES
after 7000 function evaluations per kernel. This suggests, as ex-
pected from the known dependency between optimal step-size and
population size [14], that COMO-CMA-ES adds valuable diversity
while approaching the optimal p-distribution of the Pareto front at
the same time.
6 CONCLUSIONS
We have proposed (i) the Sofomore framework to define multi-
objective optimizers from single-objective ones, (ii) a fitness for
dominated solutions to be the distance to the empirical Pareto
front (Uncrowded Hypervolume Improvement UHVI) and (iii) the
non-elitist "comma" CMA-ES to instantiate the framework (COMO-
CMA-ES). We observe that COMO-CMA-ES converges linearly
towards the p-optimal distribution of the hypervolume indicator on
several bi-objective convex quadratic problems. The COMO-CMA-
ES appears to be robust to independently rotating the Hessian
matrices of convex-quadratic problems, even if such rotations trans-
form the Pareto set from a line segment to a bent curve. In our
limited experiments, COMO-CMA-ES performed generally better
thanMO-CMA-ES, SMS-EMOA and the NSGA-II, w.r.t. convergence
gap and archive gap while COMO-CMA-ES was solely designed to
optimize the convergence gap. We conjecture that the advantage on
the archive gap is due to (i) the large stationary variance obtained
with non-elitist evolution strategies and (ii) the fitness assignment
of dominated solutions which favors the vacant (uncrowded) space
between non-dominated solutions and hence serves as implicit
crowding distance penalty measure.
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