The complex networks approach has proven to be an effective tool to understand and predict the evolution of a wide range of complex systems. In this work, we consider the network representing the exchange of goods between countries: the international trade network. According to the type of goods they export, the complex networks approach allows inferring which countries will have a bigger growth compared to others. The aim of this work is to study three different methods characterizing the complex networks and study their behaviour on two main topics. Can the method predict the economic evolution of a country? What happens to those methods when we merge the economies?
Introduction
The development of countries is a crucial question in economics. In the next ten years, which countries will grow and develop the biggest industries? The GDP per capita is one of the main criteria to assess a country's development. Even though it does not account for the wealth distribution or for the purchasing power of the countries, it is a good indicator of the country's wealth and especially of its industrial sector. Twice a year, in April and in October, the International Monetary Fund (IMF) makes projection for the future GDP growth rate of countries. They do not detail the precise procedure; however they indicate that they use many factors to do the predictions. Actually, the prediction is done in a different way for each country and is then aggregated and readjusted in order to harmonize the projections. The predictions performed using complex networks do not outperform the projections made by the IMF, but their goal is to make additional information available that an organization such as the IMF could benefit from by taking into account their factors.
Two methods, the Method of Reflections [1] and Fitness and Complexity [2] , were designed to rank the countries according to their potential growth. The two methods use a complex network approach to perform the ranking. The networks are built according to the revealed comparative advantage (RCA) procedure [3] described in the datasets section. The Method of Reflections proposed the Economic Complexity Index (ECI) to account for the production characteristics of countries, and the authors claimed it to be a better predictor than existing governance, institution, education quality, and economic competitiveness indexes [4] . However, there is also some criticism towards the Method of Reflections; [2, 5, 6] point out that the Method of Reflections always underestimates the important counties with high diversification in exports, such as China and India. Moreover, the ECI definition based on the second eigenvector has been firstly shown in [7] . The Fitness and Complexity method was designed to take this feature into account and was featured in Nature news (http://www.nature.com/news/physicists-makeweather-forecasts-for-economies-1.16963).
In this paper, we study three metrics, Fitness and Complexity, the Method of Reflections, and the simple sum of different exports for each country. We review their potential to predict the economic growth of countries in detail and show 2 Complexity that the Fitness and Complexity is the best method to rank the countries and their exports according to their importance. We push the study further to show one additional aspect of the Fitness and Complexity approach by merging countries' economies. We show that this approach captures additional features of the data that cannot be performed by a simpler approach.
Materials and Methods

International Trade Network.
Two different datasets are used in this work. The first one ranges from 1998 to 2014 and has been cleaned by the BACI team [8] . The data were taken from [9] . The second dataset ranged from 1962 to 2000 and is used for the study of countries' merging and separation, as there are several occurrences during this period. This dataset was cleaned and processed by [10] . Both datasets are represented as bipartite in which one type of node represents the countries and the other type represents the products.
to 2000.
This dataset is very complete. The documentation lists all the operations that were made on the data, as well as the problems we might encounter. The gathering of the data would seem to be quite easy, as exports are likely to be registered somewhere. However this is not always the case, for three main reasons. First, even if we use the word product in order to simplify the discussion, only the category of products is specified in the data. Some examples of categories are "domestic, nonelectric, heating, cooking apparatus, and parts," "television receivers and color," and "office and stationary supplies, of base metal." This is a very rough categorization, which can contain products of various qualities. Some cooking apparatus will break after two uses while a fine quality one will last for decades. This is also a problem when the categories change. In 1984, the classification of products was revised, and so new categories appeared in the dataset. In order to avoid troubles linked to new categorization, we only use data from 1984 to 2000.
Secondly, a country (or someone working at the customs) can misreport a product assigning it to the wrong category or just misreport the quantity of export. The choice was made in [10] to give more credibility to the importer reports over the exporter reports, as they believe it would be more accurate. This makes sense if we consider that countries have a tax on imports and so have an interest in an accurate reporting. When the importer report is not available however, the exporter report is then considered. The misreports for categories were treated by creating additional categories called "aggregate categories." In our work, we exclude these aggregates.
The last reason is the absence of many countries' reports. In the paper, 72 countries reported to the UN database. However, we can still find information about the other countries by considering their trade with the 72 base countries. Some information is of course missing, as we know nothing about the trade between two countries that are not part of the 72 that reported. We can choose to include only 72 countries, or take all of them into account. The main trouble that arises if we exclude countries is that some low complexity objects (e.g., soy) are considered as high complexity ones because they are only seldom exported by the 72 countries, while being low complexity products (being easy to produce compared to a last-generation smartphone). Nonetheless, previous studies have used data from both countries inside and outside the core and obtained coherent results [11, 12] .
The products can be categorized with different number of digits, but we keep only the categories at 4 digits in order to avoid too many unique items. We discard every product that is not in the official classification, as they were aggregately added by the authors to make the numbers more consistent. These products are easy to identify as they end with letters A and X or a 0 in the dataset.
1998 to 2014. This dataset was cleaned using harmonization techniques in [8] . Contrary to the previous dataset, the authors try to reconcile the exporter reports with the importer reports. When a trade is reported, it is usually done adding the transport cost on the exporter side, while the importer does not include this cost. The authors then evaluate the transport cost using a gravity equation depending on the distance between the two countries. We use this dataset to study the recent and the future evolution of countries, as the data reported in this dataset is more complete. Since the year 2000, approximately 150 countries have adopted the classification used in these data as legal instrument to report their trade.
RCA. In the international trade network, the information consists of countries' exports to other countries. We take a simplified approach here and only consider the total volume of export in US$ of individual products that a country exports, and by extension we refer to it as its production.
We represent the data as a bipartite network for which one type of nodes is countries while the other one is products. Obviously, if a country exports only a tiny amount of a product, it should not be considered as an exporter of this product. The export of a product should be a reasonable fraction of the economy of the country, and the country should also export a reasonable fraction of the global export of the product. We define a clear boundary to choose whether a country is an exporter of a product or not by considering the "revealed comparative advantage" (RCA) [3] :
where is the export volume of country for product in US$. We consider that country is an exporter of good only if RCA ≥ 1. This ratio determines the relative importance of an export for a country and compares it with its relative importance for other countries.
Let us take an intuitive example to illustrate the sense of this metric, based on the values of year 1998 found in the dataset created by [10] . We compare the relative importance of chocolate exports for France and Switzerland in Table 1 . Though France exports twice more chocolate than Switzerland, it is still considered to have less advantage in the export of chocolate. This is due to the fact that France exports much more other goods than Switzerland, so it is expected that its exports are on average higher than those of Switzerland.
After applying the RCA threshold to the international trade, we can build the international trade network. Instead of the numerous pieces of information available before the procedure, we are left with binaries information: does this country export this product? Based solely on this simplified data, we show how we are able to extract relevant information in the next sections.
Methods.
One of the first approaches to devise a score to rank countries and products in the international trade network was done in [1] . The algorithm is iterative and is given at step by
where ( ) is the score of country and ( ) the score of country . Both scores are initialized with degree ( (0) = and (0) = ). In the original method, a threshold value is set, and when the total change on the scores is smaller than this value, the computation stops. The choice of the threshold is important, as the scores all converge to a trivial fixed point. The threshold has to be set big enough so that the differences between scores do not exceed machine precision; this point is discussed in [6] . Note that a definition based on eigenvectors is given in [4] and provides similar results but gets rid of the need to define a threshold. However, it has been noted in [13] that stopping the computation after two iterations gives the most coherent results according to our current knowledge of the network, as the correlation between the diversification of a country and its score reduces after additional iterations [6] . We then make the choice of stopping the algorithm after only two iterations. We consider here only the deviations to the average values obtained with the algorithm and label the final scores MR and MR for country and product , respectively:
R is the value of (2) and similarlyMR corresponds to (2) .
⟨MR ⟩ stands for average over all scores for countries, and std(MR ) its standard deviation. The score attributed to countries was shown to have a good predictive power with the economic growth compared to more traditional metrics [4] . The Fitness and Complexity metrics have been developed to measure the well-being of countries and their production [2] . The procedure has been shown to perform well in an ecological network, by ranking the species according to their importance in the sustainability of the system [14] . The algorithm has been generalized by exponentiating the product term [15] . The iterative self-consistent set of equations is defined as
where is the fitness of country and the complexity of product after iterations. The convergence of the algorithm and its stopping condition were studied in [15] .
The idea behind the algorithm is that successful countries export complex products and complex products are only exported by successful countries. Indeed, the fitness of a country in (4) is simply the sum of the complexities of its exported goods. So a successful country should export many products, and these products should be of high complexity in order to achieve a high fitness. The complexity of a product in (4) is defined in a nonlinear way, which makes effectively the algorithm nonlinear. Due to the 1/ −1 factor in the equation, the complexity of a product is mainly characterized by the fitness of its lowest exporter. For instance, if we take a product with two exporters and with fitness values of 0.1 and 10, respectively, the complexity of the product would be 0.099. If only country exports the product, the complexity would be 0.1. The two values are close and we clearly see the dependence on the worst exporter. This makes sense for the interpretation of the score as if poor scoring country can export a good; this good should be of low complexity. And if only high scoring countries export a good, it should be hard to produce; otherwise some low fitness country would export it.
Results
In addition to the two metrics described previously, we add the degree for comparison (i.e., number of exports having a RCA equal to or above 1). The comparison with degree is lacking in the literature about Fitness and Complexity, and so we are interested in studying the additional information brought by the two iterative approaches. Indeed, previous works have shown a very high correlation between the degree of countries' exports and the fitness of these countries [13] .
GDP Prediction.
As mentioned in Introduction, the GDP growth is one of the main pieces of information about the economic performance of a country. In order to study the link between the metrics and the GDP evolution, we show in Figure 1 the trajectories of the countries in the GDP per capita plane coupled with the three different metrics [2] (degree, Methods of Reflections, and Fitness and Complexity). The data range from 1998 to 2014 [8] . We remark that the countries that lie in the region with high degree but somehow lower GDP per capita (such as China and India) tend to have a trajectory with growing GDP. The remark is also valid for fitness, but for Methods of Reflections it is less visible. The ones in the region with high GDP per capita compared to their degree (such as Norway and Iceland) tend to have a more static trajectory along the GDP per capita axis. This remark was made in [16] for fitness metric. It is hard to distinguish the different features between degree and Fitness on this graph; the same three countries (Czech Republic, China, and India) stand out. The exception is Philippines, which only stands out when looking at the Fitness metric. Its trajectory is quite flat for the moment as it just arrived in the supposed GDP growth region. It is hard to distinguish anything in the middle region of the graph, and so a coarse grained vision is needed in order to be able to see the tendencies.
Similarly to [16] , we average the trajectories from 1998 to 2014 in Figure 3 for the three different metrics coupled with GDP per capita. In the degree plot, we see that every country which has a degree superior to about 100 has a significant GDP growth. The longest arrows can be observed in the far right region under the regression line in red, which means that the countries in this region experience the biggest growth. This is even more true in the panel with Fitness in Figure 3(c) . The countries in the lower right part of the plot exhibit a growth significantly higher than in the other regions of the plane. In Methods of Reflections however, every arrow seems to point up at the same rate and it is hard to distinguish particular regions. By eye, the Fitness and Complexity metric seems to have more discriminating power than the degree, definitely more than Methods of Reflections. However, it is hard to draw any hard conclusion on the superiority of Fitness compared to degree based on these panels. But we will see in the next section in which domain the Fitness and Complexity metrics outperform the simple degree metric.
The Selective Predictability Scheme.
In [16] , a method based on the method of analogues [17, 18] was applied to the prediction of the countries' GDP. This method is named the selective predictability scheme. This method is useful in order to have a clear visualization of the tendencies. The average displacement in the plane presented in Figure 2 gives only a general tendency. But we can also ask the question: can we predict where the country will land in the plane in the future? If we can say with high probability where a country will be in the future according to its current position in the plane, it is also an interesting observation, while this may disappear in the averaging procedure used in the arrows picture. The evaluation goes as follows:
(i) The GDP-Fitness space in logarithmic plane is divided into boxes.
(ii) We report the box in which countries are at a given year and the one at which they end ten years later.
(iii) The total number of countries inside box at year is , and the number of different boxes occupied after ten years' evolution coming from box is labeled .
(iv) For each box, we evaluate the quantity C = ( / − 1/ )/(1−1/ ). This quantity is related to the dispersion of the box. Indeed, if the evolution of countries is highly unpredictable, is large, and so C is large. Conversely, if countries tend to have a predictable evolution, they would end in the same boxes, and so would be small, resulting in a smaller value for C .
The results for the three metrics are displayed in Figure 3 . At first glance, it seems that degree and Fitness perform similarly, while Method of Reflections does not show exhibition and predictability. There are more boxes indicating low predictability (red) in the case of degree than for fitness. However there are also more boxes with high predictability (dark green). There are two shortcomings with the method of analogues. The first one is that the results are only graphical; it is then hard to say that a method is more adequate than another. The second one is that the results are dependent on the number of boxes we choose, as well as the range of the axis.
The method of analogues assigns a predictability score for the countries located inside specific boxes. Then, by summing over the predictability scores, the result should account for an overall predictability of the method. However, we need to get rid of the strong dependency on the choice of the number of boxes and their location. With this in mind, we propose to sum over all the boxes, taking into account the number of occupied boxes occ as a parameter. The score is as follows:
where P = ∑ , 1 − C and is the number of events used during the computation, where an event is defined as the presence of a country in a box. The fact that is important is because we only take into account the events that are located in a box with at least five events. We choose to take the inverse of the dispersion in the sum, so that a high value of overall predictability P means that the prediction is accurate. The results are shown in Figure 4 as a function of the number of boxes occupied occ . The shadowed areas represent the standard deviation over 256 different choices of axis limits. has already proven to be a good predictor for countries in specific location [19] .
Effects of Countries' Unification on the Fitness of Countries.
What happens if countries decide to merge their exports? Will their fitness increase or will it decrease? This could go both ways, as the countries would lose some exports due to the RCA threshold: if the total export increases and the export for a specific product remains nearly constant, the RCA value can drop under one. Or in a different case if two countries export a lot to each other, they will lose a lot of exports when unifying. We show that some countries would benefit from a unification while some would worsen their fitness score. Fortunately, the unification and separation of countries happen several times in the dataset. We take the example of Germany, Czechoslovakia, and Yugoslavia to illustrate how the unification or separation of economies affects the fitness of countries. In a second time, we take artificial example to show that it is hard to predict which country would benefit from a unification and which one would not. This depends mainly on the details of their exports and not solely on their current fitness value. In the original exports data, which country exports which products to another country is specified. While we chose to simplify the data and take into account only the total exports for each product in the previous sections, the detailed data now prove useful when unifying the countries, as we are able to subtract the exports between them. We would like to stress before starting the analysis that we can only merge the exports of countries and not their ability to produce goods. Indeed, when two economies unify together, it is possible that their common capabilities on manufacturing can be combined to produce new goods or to increase significantly their export for a product [1, 6] .
Real-World Examples.
It happened several times during the world history that some countries decided to unify or that a country choose to separate into smaller ones. We investigate the case of separation and unification from a purely economic point of view, without considering any other factors. The question of interest here is to know whether the fitness of the countries increases or decreases in the process. If we theoretically unify two countries and the fitness of these two countries increases, the countries would have an economic benefit to unify. On the other hand, if the fitness of the countries decreases when theoretically unified, the country with the highest fitness would not benefit from the unification.
We study three real-world cases. The first is the reunification of East and West Germany in 1990. Nowadays, Germany is one of the top economies in the world; while we cannot study the imaginary economy that would result if current Germany would split again, we can merge the old East and West Germany. It is well-known that the West was more economically successful than the East in 1990. However, if the two economies are complementary, it is possible that the West could benefit from a merging as well. This is highly probable as the two parts of the countries were totally disconnected and the political systems were completely different. We show in Figure 5 (a) the theoretical merge of the two Germanies. Not surprisingly, the fitness of West Germany is higher than the one of East Germany before 1990. We can see that the fitness of Germany starts to rise before 1990; this is due to the fact that data and some exports were referenced before the official classification; however the total export volume is really low. The curve named merge is the theoretical merge of the two Germanies. We observe that it is constantly higher than both the fitness of the West and East Germany. We could say that if the countries were to merge, they would benefit from it. And eventually they merged and became one of the strongest economies in the world, even the first according to the Fitness and Complexity metric. We do not show any confidence interval; however the robustness to noise is high and, most importantly, the tendency is consistent with years.
Our second example is the dissolution of Czechoslovakia into Czech Republic and Slovakia in 1992. The cause of the dissolution was mainly political, but there were also economic tensions [20] . The Slovaks had the impression that they were paying for the Czech, which seems to be true as the leading parties were mostly Czech and promoted Czech interests first. These tensions and the strong nationalism of Slovaks led to the separation of Czechoslovakia. The fitness of Czech Republic and Slovakia, Czechoslovakia before the dissolution, and the theoretical merge after the dissolution of Czechoslovakia are shown in Figure 5(b) . In contrary to the Germany case, we see that the Czech Republic scores higher in the fitness metric than the merge of the two states. This is an interesting observation as we could claim that Czech Republic had a strong economic benefit in this dissolution.
The last example is the dissolution of Yugoslavia into Slovenia, Macedonia, Bosnia and Herzegovina, Albania, Federal Republic of Yugoslavia (Serbia and Montenegro), and Croatia. According to [21] , The Yugoslavian state, which was created after the first world war, was held together by having common enemies, especially Italy at that time. During the 20th century, there were many tensions in Europe and so the state stayed united in case of an attack. Due to the lack of pressure from the East, the ethnic tensions became stronger than the necessity of staying together against a stronger enemy. From 1991 to 1992, the state gradually separated into a multitude of smaller states. As for the two previous examples, the results are shown in Figure 5(c) . Among all the states, only Slovenia benefited from the dissolution in terms of fitness. In a very short term, the Federal Republic of Yugoslavia also benefited from it, but the wars that created the dissolution certainly damaged strongly its economy.
In our three real-world examples, when two countries would benefit from merging, they end up by merging together. And when one country would benefit from a dissolution, they end up separating. We note that these are only anecdotal evidences, and there are factors affecting the dissolution or merging other than the economic factor. However the economy of a country in general reflects well its stability, its dynamism, and its well-being. As observed in the previous section about GDP, fitness does not necessarily add information when compared to degree. It is then natural to ask the question: could we have obtained the same results by using only degree? We show the equivalent with degree in Figure 6 . We see that it is in general less pronounced than with fitness and sometimes quite different. For instance, Slovenia performs worse than the merge when considering the degree metric, and West Germany performs very similarly to the merged Germanies. Another important point to note is the fact that the degree is nearly perfectly continuous and does not undergo tremendous variations. Conversely, Fitness shows some quick variations, which shows that it captures additional information that is hidden in a traditional approach.
Theoretical Cases.
We saw in the previous section that if we merge economies together, the resulting economy can be either stronger or weaker in terms of fitness. But so far we did not investigate the mechanisms behind this result. In order to find the explanation for this phenomenon, we take fictitious example by merging one country with every other country in the dataset. By studying the relations between the countries when the fitness goes up, or goes down, we should be able to identify the common property between positive and negative merges.
We present the results of merging for four different countries in Figure 7 . Obviously, it is not trivial to see if the fitness score of a country will rise or fall when merging. We see a clear dependency on the fitness of the target country; however it is only a tendency. For instance, Italy would benefit from merging with the two countries with the highest fitness scores (Germany and USA), while Japan would see its fitness decreasing. At the same time, the base countries rarely benefit from merging with a country with lower fitness. This is also interesting as it shows that this is quite rare and our previous example with West and East Germany is a special case. It is also surprising to see in the case of Italy that, even when merging with a country having a higher fitness, the fitness of Italy decreases significantly. This country that would make the fitness of Italy lower is actually France. There is of course a dependency on the fitness of the target country, but it is not the only factor. As we see in Figure 7 , the share of common exports is not an explanatory factor. However, we see that Japan would in general gain more fitness when merging with another country and that it has less common exports with other countries than the other three base countries. While we found no solid predictor to find if a country would benefit from a merge or not, it would definitely be linked with the rarity of their exports' basket. One possible way to investigate this problem would be to also take into account the complexity scores of the products they have or not in common. If they mostly share low complexity exports and have few high complexity products in common, a merge would add more high complexity products, while if they already share most high complexity products, a merge would not add many new products in the process.
Conclusion
Fitness and Complexity was shown to be the top performing algorithm to rank the countries and products according to their importance and allowed the exhibition of additional features compared to other approaches. While it is hard to conclude on its ability to predict economic growth of countries, it is undeniable that it captures additional information. In this work, we showed a way of comparing methods and a potential use of the methods' additional information. As shown in a previous study [22] , the Fitness analysis can help the weak economies to understand how to exit the poverty trap, by increasing complexity of their exported products and increasing their diversification. Surprisingly, we saw that it is a good predictor for the economic results in case of the merging and separation of countries. While the analysis of the results remains a difficult task, a deeper understanding of the fitness change when two countries merge together or when a country separates itself into smaller countries would tell us a lot about the metrics and the economic behaviour of countries.
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