ABSTRACT The difference of multi-label classification from traditional classification is that an instance may associate a set of labels simultaneously. In recent study, some scholars have proposed that the information which derives from the query instance's nearest neighbors, can be useful when predicting the labels of the query instance. On the basis of their research, we propose a new approach to multi-label classification, which employs neural tensor network (NTN) to explore the relations among the labels of neighbors and classify the query instance with these correlations. This method utilizes the correlations and interdependencies between labels and leverages the potential of data. Experiments on real data show that our method can achieve good performance in multi-label classification.
I. INTRODUCTION
Traditional classification of machine learning usually focus on the problem that each instance is associated with a single label. However, there are more than one label attached to a single instance in the multi-label classification. This situation can be seen everywhere. With the rapid development of the era of big data, more and more information appears on the internet, which is usually not simply belong to a single category. For example, a piece of video may have multiple labels such as science fiction, action and horror; an article may belong to multiple categories of politics, culture and finance, even in biology domain; a compound may have multiple biological reactions.
As mentioned above, the scenes of multi-label appear in various fields. Therefore, there have been many research achievements in various directions in recent years, such as text categorization [1] - [5] , picture annotation [2] , [6] - [8] , web information retrieval [9] - [11] , biology [3] , [12] - [14] and graph classification [31] , [32] .
Obviously, the difficulty of multi-label classification is much greater than that of traditional classification. Given l labels, the number of possible combinations of multi-label
The associate editor coordinating the review of this manuscript and approving it for publication was Jia Wu. can be 2 l . The size of output space grows exponentially as the number of labels increases, and this overwhelming size is the key challenge in the learning of multi-label classification.
To overcome this challenge, the common strategy of existing methods is to utilize label correlations to simplify the problem. Based on the level of utilization of correlations, these methods can be divided into three categories: first-order, second-order and high-order methods.
First-order methods ignore correlations among labels. These methods decompose the multilabel problem into a series of independent binary classification problem, such as ML-KNN [2] , Binary Relevance [7] , ML-DT [14] and LIFT [30] . These methods are concise and clear, while they could be less effective due to the ignorance of the correlation.
Second-order methods consider pairwise correlations between labels by ranking between relevant label and irrelevant label, such as BP-MLL [3] , Rank-SVM [13] and Calibrated Label Ranking [15] . CML [16] presents a conditional random field(CRF) representing correlations among the output variables. These methods utilize correlations to some extent, thus they could be relatively effective. However, the real correlations among labels in real-world may be more complicated.
High-order methods take all correlations among labels into account by considering all other labels' influence on each label, such as IBLR-ML [17] and DBR [18] . Although these methods consume a lot of computational overhead, they can fully exploit the correlations.
At the same time, the methods can also be divided into two categories according to different transforming object: transforming the problem into traditional classification, and transforming the traditional algorithm to adapt the multi-label classification. Binary Relevance [7] transforms multi-label classification into multiple traditional classification. Calibrated Label Ranking [15] transforms the problem into the task of label ranking, and Random k-labelsets [20] transforms the problem into multiclass classification. ML-KNN [2] and ML-DT [14] adapt the algorithm to accommodate multi-label classification. Rank-SVM [13] uses kernel function to achieve this effect. CML [6] uses knowledge of information theory to solve the problem. IBLR-ML [17] combines instance-based and model-based learning with logistic regression. Lin [20] considers feature dependency and feature redundancy in feature selection. MVML [21] uses F-norm to regularize the features of the image.
Our model is inspired by ML-KNN [2] and IBLR-ML [17] . To overcome the above challenge, Zhang and Zhou [2] proposed multi-label k-nearest neighbor (ML-KNN) method, which utilizes maximum a posteriori principle according to the labels of the nearest neighbors of the test instance, to determine the labels of the test instance. The advantage of ML-KNN is that this is a lazy learning approach, and it performs very well in many areas. In addition, Cheng and HÃĳllermeier [17] proposed instance-based learning by logistic regression for multi-label (IBLR-ML), which not only considers the labels of the nearest neighbors to the test instance, but also takes the distance between neighbors as a feature. It combines instance-based and model-based learning with logistic regression. Its contribution lies in mining the correlation between the labels. ML-KNN achieves good performance on biology, pictures and texts data sets. IBLR-ML also overcomes some limitations of existing methods in several domains. What they have in common is that they both use the labels of k-nearest neighbors to construct the feature of the query instance. In other words, they believe that if most of k-nearest neighbors have a specific label, the query instance is likely to have this label. Their difference is that the former does not consider the distance of the neighbors and ignores the correlation between the labels. However, IBLR-ML uses both labels and distances of the neighbors as features, considering the correlation among the labels.
In this paper, we propose a novel method to solve multi-label classification, which based on neural tensor network and k-nearest neighbor. This method adds correlation between the labels to the original neural network models, and it is easy to extend. Our method achieves good performance. Experiments show that this method is easy to implement, and it does not require as much assumptions.
The rest of the paper is organized as follows. First, we introduce the problem formulation in section 2. Our model is then described in section 3, and its performance on real data sets is discussed in section 4. Finally, our work is concluded in section 5.
II. PROBLEM FORMULATION
In order to facilitate the description of the following content, we briefly review the learning framework of multi-label classification in this section. Usually we can use X = R d to denote the d-dimensional instance space, and Y = {y 1 , y 2 , . . . , y l } to denote the given label space which contains l labels. Given a training set
, −1} when l = 3. This example represents that the instance x i has the first and the second label, but no third label. In the review of Zhang and Zhou [22] , we can use label cardinality and label diversity to describe the complexity of a multi-label dataset. The former represents the average number of labels per example, and the later represents the number of distinct label sets which appeared in the data set. The task of multi-label classification is to find a function h : X → 2 l to predict the label set of a query instant as accurate as possible.
It is not difficult to find that the challenge of this problem lies in the size of the output space which grows exponentially as the number of labels increases. The methods to solve this challenge can be roughly divided into three categories: ignoring correlation in the labels, considering the pair-wise correlation between labels and utilizing all correlation among labels. Most of these methods eventually appear as a real-valued function, such as h(x i ) = {y
Performance evaluation of multi-label classification is far more complicated than that in traditional classification. Common metrics for performance evaluation used in multi-label classification include hamming loss, one-error and F1-score. Hamming loss statistics the ratio of inconsistency between the predict label set and the real label set. One-error evaluates how many times the top-ranked label is not in the set of proper labels of the instance. F1-score is the harmonic mean of precision and recall [1] , [23] .
III. NEURAL TENSOR NETWORK MODEL
Our approach assumes that the labels of the query instance are similar to the labels of its neighbors. So, we can use the labels of neighbors as feature to predict the label of the query instance. We will introduce the KNN and original neural network model for multi-label classification as our baseline in this part, and our novel neural tensor network for multi-label classification will be explained.
A. K-NEAREST NEIGHBOR AND NEURAL NETWORK
In the popular k-nearest neighbor (KNN) algorithm [24] , given the training set T , we can define a measure of distance VOLUME 7, 2019 between two instance like:
For a query instance x q , we can identify its KNNs in T by calculating the distance from it to other instances. In the traditional classification, assuming the number of labels is one, an example can be represented as (x i , y i ), where y i ∈ {+1, −1}. We can predict the lable of x q by:
where k is the number of neighbors and y i is the label of neighbor x i . This prediction method assumes that the weight of each neighbor is equal. However, we can naturally think that the closer the neighbors are, the greater their weight should be. So, we can modify the formula (2) as:
where d i is the distance between the query instance x q and its neighbor x i . Further, this prediction method assumes that the weight of each neighbor is only related to its distance from x q . We have reason to assume that there is some external information of these neighbor which is related to their weight. Therefore, in order to utilize the correlation between labels, we can combine the KNN algorithm and the Neural Network as following:
where W ∈ R 1×1 is the weight of the neural unit, y [1:k] ∈ R 1×k is the label of neighbors as [y 1 , y 2 , . . . , y k ], D ∈ R 1×k is the distance of neighbors as [
and b ∈ R 1×1 is bias. The function f = tanh is a standard nonlinearity applied element-wise. So far, we complete the derivation for single label classification.
In fact, formula (4) can also solve the problem of multi-label classification. When l > 1, which means there are more than one label for each instance, the dimensions of formula (4) can be properly adjusted to adapt multi-label. At this moment, W ∈ R l×l , y [1:k] ∈ R l×k , and b ∈ R l×1 as shown in figure 1 . However, this model does not consider the nonlinear correlation among labels.
B. NEURAL TENSOR NETWORK MODEL
The neural tensor network is originally used to classify relation between two entity [25] . It replaces a standard linear neural network layer with a bilinear tensor layer which relates two entity vectors across multiple dimensions.
The model classifies whether there is a specific relationship between two entities by calculating a score as follow: A pair of entities is embedded as 
The remaining part is a standard form of single layer neural network, and f = tanh is an element wise activation function. u is used to convert the output of layer to a scalar as a score of the pair of entities for the specific relation, which is high when the entities contain the relation. The structure of neural tensor network for relation classification is as figure 2.
Compared to the standard neural network, the bilinear tensor product can mine relationship between the entities from a higher dimension. The model obtains the state-of-theart performance in predicting unseen relationship between the entities.
In the multi-label classification, referring to the idea of relation classification, we also define the relationship between the label of query instance and the label of its neighbor as a set of parameters < W [1:k] , b >. The model determines whether the labels y 0 and y [1:k] satisfy the specific relation by computing a score as follow:
where W [1:k] ∈ R l×l×k is a tensor and the bilinear tensor product y T 0 W [1:k] y [1:k] leads to a vector h ∈ R 1×k . Each entry is computed by one slice of the tensor:
is the distance of neighbors. The rest parts are the same as above. The structure of neural tensor network for multi-label classification is as figure 3 .
The parameters W [1:k] , b represent the relationship between y 0 and its neighbors' label y [1:k] . This method mines the nonlinear correlation among labels with the bilinear tensor.
In the training process of NTN-ML model, we hope the label set y 0 , y [1:k] gets a higher score than the label set y r , y [1:k] does, in which the instance's label is random. This idea is similar to the Noise Contrastive Estimation [26] , [27] , which aims to distinguish between the true data and noise data. So, we can optimize the parameters W [1:k] , b by FIGURE 2. Neural tensor network for relation classification. Formula (5) can be used to classify whether there is a specific relationship between two entities. For example, let k = 2. u is used to convert the output of layer to a scalar. We can assume that a pair of entities is embedded as e 1 ∈ R 2 , e 2 ∈ R 2 . W [1:2] ∈ R 2×2×2 is a tensor. Bilinear tensor product e T 1 W [1:2] e 2 results in a 2-dimensional vector h, which is shown in the dotted box. The rest part of formula (5) is a standard form of single layer neural network, and b ∈ R 2×1 is bias.
FIGURE 3.
Neural tensor network for multi-label classification. Formula (6) can be used to determine whether the labels y 0 and y [1:k] satisfy the specific relation. For example, let l = 2 and k = 3. D ∈ R 1×3 is the distance of neighbors. W [1:3] ∈ R 2×2×3 is a tensor. Bilinear tensor product y T 0 W [1:k] y [1:k] leads to a vector h ∈ R 1×k , which is shown in the dotted box.
minimize the loss function as:
where T is the number of training data, and for each training data we sample R random noise data. We hope the training data can receive a score higher than the noise one up to a margin of m. The model can be trained by backpropagation as taking derivatives with respect to the parameters:
The gradient direction of the parameter is influenced by the label sets vector product. The nonlinear correlation is considered in the model training process. In addition, in order to avoid the influence of the sparseness of the label vector on the model, we perform a unified linear transformation on the label vector to make it a dense vector. The final form of formula (6) is as follow:
In the prediction process of NTN-ML model, for a query instance x q , we can obtain its K nearest neighbors from the training set. Considering the savings in computational overhead, we randomly construct candidate set C. Instead of global search, we look for a predict label set y q with the highest score in the small candidate set C. Each candidate label set in C is obtained by randomly replacing some positions in the initial label set which is computed by the formula (2).
The entire training and prediction process of the NTN-ML can be expressed as Algorithm 1.
VOLUME 7, 2019

Algorithm 1 Training and Prediction Process of NTN-ML
y r = Random(y, R) 4: train NTN-ML with y, y [1:k] and y r , y [1:k] 5: end for 6 : for x in Q do 7:
y c = Random(y 0 , C) 9: y q = argmaxscore(y, y [1:k] ) 10 : end for The first 5 lines are the training process and the rest parts are prediction process. For each training data, we train the model with the true data and the noise data generated from the true data. For each test data, we predict the label set by finding one receiving the highest score from the candidate set which is generated from the KNNs result.
IV. EXPERIMENT RESULTS AND ANALYSIS
To evaluate the performance of the neural tensor network for multi-label classification, we conduct several experimental studies on real world data set from different domain. In this part, we will introduce the data sets in experiments, and the experiment results will be explained.
A. DATA SET Unlike traditional classification, there are a few of data sets that available for multi-label classification. From public web site, we collect four data sets from different domains given in Table 1 .
The Emotions data set is created from musical albums [28] . A sequence of music is extracted from the song, with several labels as follow: amazed-surprised, happypleased, relaxingclam, quiet-still, sad-lonely and angry-aggressive.
The Mediamill data set is from the well-known TREC Video Retrieval Evaluation data [29] , which contains 85 hours of international broadcast news data, labeling with a lexicon of 101 semantic concepts in video, such as face, car, male, and so on.
The Scene data set is from a collection of landscape view pictures [7] , the task in this data set is to distinguish whether the picture contains the following objects: beach, sunset, foliage, field, mountain and urban.
The Yeast data set is from biological domain, which aims to predict the functional classes of genes in Yeast Saccharomyces cerevisiae.
B. EXPERIMENT AND DISCUSSION
The results shown in Table 2 are the hamming loss obtained by 10-folds cross-validation on each data set. Hamming loss evaluates the number of labels misclassified, i.e. a label not belonging to the instance is predicted or a label belonging to the instance is not predicted. The performance is perfect when h loss = 0; the smaller the value of h loss , the better the performance. We use KNNs as the baseline, and it is obviously that NTN-ML outperforms the baseline on all data sets.
As mentioned above, ML-KNN takes into account the global information of neighbors by updating relevance of neighbors' labels with Bayesian method. IBLR-ML benefits from a proper balance between global and local information by reducing the instance-based learning formally to logistic regression. And NTN-ML takes nonlinear correlation among labels into consideration. The model is optimized by negative sampling which makes it enable to distinguish the correct label distribution based on the information of neighbors' labels.
V. CONCLUSION
In this paper, an improved structure of neural tensor network for multi-label classification is proposed. By learning the relationship between instance's label and its neighbor's label, the model can distinguish whether there is the specific relationship between the predict label and the neighbors' labels. Experiments on four real-world data sets show that NTN-ML can achieve good performance on multi-label classification problem.
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