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We investigate the ghostfree scalar-tensor theory with a timelike scalar field, with derivatives of
the scalar field up to the third order and with the Riemann tensor up to the quadratic order. We
build two types of linear spaces. One is the set of linearly independent generally covariant scalar-
tensor monomials, the other is the set of linearly independent spatially covariant gravity monomials.
We argue that these two types of linear space are isomorphic to each other in the sense of gauge
fixing/recovering procedures. We then identify the subspaces in the spatially covariant gravity,
which are spanned by linearly independent monomials built of the extrinsic and intrinsic curvature,
the lapse function as well as their spatial derivatives, up to the fourth order in the total number
of derivatives. The vectors in these subspaces, i.e., spatially covariant polynomials, automatically
propagate at most three degrees of freedom. As a result, their images under the gauge recovering
mappings are automatically the subspaces of scalar-tensor theory that propagate up to three degrees
of freedom as long as the scalar field is timelike. The mappings from the spaces of spatially covariant
gravity to the spaces of scalar-tensor theory are encoded in the projection matrices, of which we also
derived the expressions explicitly. Our formalism and results can be useful in deriving the generally
covariant higher derivative scalar-tensor theory without ghost(s).
I. INTRODUCTION
Killing the ghost(s), i.e., evading the ghostlike instabilities or simply the unwanted modes, is one of the central
problems in the developments of modified gravity in the past decades. The scalar-tensor theory is introduced as one
of the main theories of modified gravity, which introduces additional scalar degree(s) of freedom (DoF) other than
the two tensorial DoFs of the General Relativity. When higher order derivatives of the scalar field or higher curvature
terms are present, the instabilities called the Ostrogradsky ghost(s) generally arise [1]. Thus one of the question is
how to introduce higher derivatives and/or higher curvature terms without ghost(s). The representative achievements
are known to be the Horndeski theory [2–5] as well as the degenerate higher-order derivative scalar tensor theory
[6–9] (see [10, 11] for reviews), which include derivatives of the scalar field up to the second order and the Riemann
curvature tensor up to the linear order.
On the other hand, it is necessary and possible to go beyond by introducing derivatives of the scalar field higher
than the second order and curvature terms beyond the linear order [12, 13]. The key observation is that the third and
higher order derivatives of the scalar field are of the same importance as the higher curvature terms and thus should
be consider together. Moreover, it is possible that novel ghostfree Lagrangians will arise by combining the higher
derivatives of the scalar field and higher curvature terms (with couplings of the scalar field). Another motivation
comes from the phenomenological side. As the parameter spaces of the Horndeski-like theories are highly restricted,
e.g., after taking into account the constraint of the propagation speed of the gravitational waves [14–19] (see [20] for
a review), one may wonder if scalar-tensor theories with even higher order derivatives and higher curvature terms can
supply us a broader playground that may pass the observational tests [21].
Indeed, a generic and straightforward approach to go to higher orders is to finely tune the structure of the higher
derivatives as well as the couplings between curvature and the scalar field such that they are degenerate, which is
similar to the construction of degenerate higher derivative scalar-tensor theories. Although it has been explored in the
case of point particles [22, 23], the generalization to the field theory is still missing. There is an alternative approach
to the ghostfree scalar-tensor theory beyond the second order in derivatives and the linear order in the curvature
tensor, which is inspired by the Chern-Simons gravity [24, 25], the ghostfree Weyl gravity [26] as well as the recently
studied ghostfree quadratic gravity with parity violation [27]. These theories generally propagates ghostlike DoFs, but
these ghost modes can be eliminated (or are invisible) when the gradient of the scalar field is timelike1. Although the
configuration of the scalar field has to be restricted to be timelike, i.e., these theories can be argued to be ghostfree
only in part of their full phase space, these theories indicate the possible existence of ghostfree scalar-tensor theories
with derivatives beyond the second order and with curvature tensor beyond the linear order.
∗ Email: gaoxian@mail.sysu.edu.cn
1 In this work we sometimes refer to this property as “the scalar field is timelike” or “a timelike scalar field” for short.
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2When being written in coordinates that are adapted with the foliation structure2, generally covariant scalar-tensor
theory (GST) with a timelike scalar field can be recast to be a pure metric theory with only spatial diffeomorphism,
which we may dub as the spatially covariant gravity (SCG). The well-studied effective field theory (EFT) of inflation
[28, 29] and its generalization to the EFTs of dark energy [30, 31] (see e.g., [32, 33] for reviews), of non-singular
cosmology [34, 35], of f(T ) gravity [36], as well as the Hořava gravity [37, 38] (including the scalar Einstein-Aether
theory [39]) are examples of SCG theories. The GST and SCG can be viewed as the two faces of the same theory,
as long as the the scalar field is timelike. Although it might be involved to construct ghostfree higher derivative
GST directly, in the framework of SCG, however, it is relatively straightforward to build the theory with at most
three degrees of freedom [40–46]. We may thus use the SCG as the “generator” of ghostfree higher derivative GST, in
particular, with derivatives of the scalar field beyond the second order and curvature tensor beyond the linear order.
There is a one-to-one correspondence between a GST term and a SCG term, through the gauge-fixing and gauge-
recovering (Stueckelberg trick) procedures. In this work we concentrate on the terms that are polynomials. Precisely,
for the GST terms, we consider polynomials built of the scalar field as well as the Riemann curvature tensor together
with their generally covariant derivatives. For the SCG terms, we consider polynomials built of the extrinsic and
intrinsic curvature, the lapse function together with their intrinsic (spatial) and extrinsic (Lie) derivatives. Previously,
we have classified the GST monomials in [12]. For the SCG, we have exhausted and classified the monomials in [13]
with only spatial derivatives. SCG with only spatial derivatives is a well-defined framework, which automatically
evades the unwanted ghostlike mode. In other words, linearly independent monomials of SCG with only spatial
derivatives define a “linear space”, in which SCG polynomials with only spatial derivatives can be viewed as “vectors”.
On the other hand, linearly independent GST monomials also form a linear space. Since the two types of monomials
have one-to-one correspondence, we may simply map the linear space of SCG monomials to the linear space of GST
monomials, such that the latter is a subspace of the full space of GST monomials, in which the “vectors” are GST
polynomials that are ghostfree (in the sense that there are at most 3 DoFs) as long as the scalar field is timelike. In
particular, such “image” subspaces of GST can be used as the starting point, which is more convenient than the full
space of GST, to construct the ghostfree covariant higher derivative scalar-tensor theories.
This work is devoted to a systematic linear algebraic analysis of the correspondence between SCG and GST. The
rest of the paper is organized as following. In Sec. II, we classify the monomials of both the generally covariant
scalar-tensor theory and the spatially covariant gravity, and pay special attention to their linear algebraic structures.
In Sec. III and Sec. IV, we study the maps from the space of spatially covariant gravity monomials to the space of
generally covariant scalar-tensor monomials. Sec. V concludes.
II. A LINEAR SPACE CONSIDERATION
In this section, we make a detailed classification of two types of monomials.
• One is the set of generally covariant scalar-tensor (GST) monomials, which are built of the generally covariant
derivatives of the scalar field up to the third order and their coupling with the Riemann curvature tensor up to
the quadratic order.
• The other is the set of spatially covariant gravity (SCG) monomials, which are built of the extrinsic and intrinsic
curvature, the lapse function as well as their spatial derivatives, with total number of derivative no larger than
four.
The key point of view we shall take is that these two sets of monomials are linear spaces, and the gauge fixing/recovering
process are linear maps.
A. A linear space consideration
1. Space of generally covariant scalar-tensor monomials
A general GST monomial take the form
· · · 4R · · ·︸ ︷︷ ︸
c0
· · · ∇ 4R · · ·︸ ︷︷ ︸
c1
· · · ∇∇ 4R · · ·︸ ︷︷ ︸
c2
· · · · · · ∇∇φ · · ·︸ ︷︷ ︸
d2
· · · ∇∇∇φ · · ·︸ ︷︷ ︸
d3
· · · ∇∇∇∇φ · · ·︸ ︷︷ ︸
d4
· · · , (1)
2 These are exactly the Arnowitt-Deser-Misner (ADM) coordinates. Sometimes choosing the ADM coordinates is also referred to fixing
the so-called “unitary gauge”, in which the scalar field is chosen to be spatially uniform.
3where “· · · ” denotes multiple Riemann curvature tensor (we schematically denote as 4R), the scalar field and their
covariant derivatives ∇a. All the 4-dimension indices are contracted by the spacetime metric gab, the first derivative
of the scalar field ∇aφ and/or the completely antisymmetric Levi-Civita tensor εabcd. One can imagine that there
are various types of GST monomials and their total number is huge. In order to classify the monomials, we assign
each GST monomial a set of integers (c0, c1, c2, · · · ; d2, d3, d4, · · · ), where c0, c1, c2, · · · are the numbers of Riemann
curvature tensor and its first, second derivatives, etc., d2, d3, d4, · · · are the numbers the second, the third and the
fourth covariant derivatives of φ, etc.. We assume all the cn’s and dn’s are non-negative integers. It is convenient to
define a single number [12]
d ≡
∑
n=0
[(n+ 2) cn + (n+ 1) dn+2] , (2)
to characterize the overall “order” of derivatives of each monomial. In fact, d is nothing but the total number of
derivatives of the SCG terms corresponding to the given GST monomial. Using the integer dmakes the correspondence
between the scalar-tensor monomials and the spatially covariant gravity monomials transparent.
As being argued in Ref. [12], possible ghostfree GST terms can arise only from the combinations of GST monomial
of the same order d, i.e., GST polynomials of order d. Thus we shall group various GST monomials according to
the integer d, and study them order by order. For each d, one is able to build a “complete basis” for the GST
monomials, which is a set of linearly independent GST monomials, such that any GST polynomial of order d is a
linear combination of the monomials in the complete basis, of which the coefficients are functions of φ and ∇φ. The
monomials in the complete basis are chosen to be algebraically linear independent3. In this sense, the complete basis
of order d spans a linear space, which we dub as Σd. Any GST polynomial of order d can thus be viewed as a vector
in this linear space.
With this picture in mind, we may further introduce two subspace of Σd at each order d. One is the ghost-free
combination of the monomials that we dub as Ωd, the other is the set of monomials that are ghost-free as long as the
scalar field is timelike, which we dub as Γ∗d. It is clear that
Σd ⊃ Γ∗d ⊃ Ωd. (3)
2. Space of spatially covariant gravity monomials
A similar investigation of SCG monomials was performed [13]. A general SCG monomial is built of the spatial
(intrinsic) curvature 3Rij , the extrinsic curvature Kij , the lapse function N , together with their spatial derivatives Di
as well as the Lie derivative £n. The spatial derivative Di is compatible with the spatial metric, which is thus the
intrinsic derivative on the spatial hypersurfaces. The Lie derivative £n is defined to be with respect to the normal
vector n of the spatial hypersurfaces, which acts as the extrinsic or temporal derivative in the framework of SCG.
Similar to (1), a general SCG monomial takes the form
· · · 3R · · ·︸ ︷︷ ︸
r0
· · ·∆ 3R · · ·︸ ︷︷ ︸
r1
· · · · · ·K · · ·︸ ︷︷ ︸
k0
· · ·∆K · · ·︸ ︷︷ ︸
k1
· · · · · ·∆N · · ·︸ ︷︷ ︸
l1
· · ·∆2N · · ·︸ ︷︷ ︸
l2
· · · , (4)
where 3R, K schematically denote the spatial and the extrinsic curvature, respectively. In (4), ∆ stands for both the
spatial derivative and the Lie derivative as well as their mixings, since generally both types of derivatives are allowed.
The indices in (4) are purely spatial, which runs from 1 to 3, are summed by the spatial metric hij as well as the
spatial Levi-Civita tensor εijk. The integers rm, kn and lp, which are assumed to be non-negative, are the numbers
of the m-th, the n-th and the p-th spatial/Lie derivatives of 3Rij , Kij , and N , respectively.
We can also assign a single integer to characterize the overall order of derivatives of each SCG monomial. It is clear
that in the framework of SCG, Kij is of O(∆1) and 3Rij is of O(∆2). As a result, the overall order of derivatives of
the monomial is
d =
∑
n=0
[(n+ 2) rn + (n+ 1) (kn + ln+1)] . (5)
It is interesting that (5) takes exactly the same form as (2), which also shows the advantage of using d as the label
of orders of monomials in both GST and SCG. We have deliberately defined d in (2) such that the same number of
3 In this work, we consider only algebraic linear (in)dependence. Clearly there are also linear dependences through total derivatives, which
should be taken into account when building the Lagrangians.
4d can be used to characterize the overall order of derivative for both the GST and SCG monomials. For this reason,
we use the same symbol d in (2) and (5).
Similar to the linear space Σd, the set of linearly independent SCG monomials of the same order d spans a linear
space, which we dub as Sd. A general polynomial, which is the linear combination of SCG monomials of order d with
coefficients being functions of t and N , can thus be viewed as a vector in Sd.
Generally, when the Lie derivatives are present, there are unwanted extra modes propagating. On the other hand,
it has been proved that the total number of DoFs is no large than 3 if only the spatial derivatives are present. Thus
we may restrict ourselves in the subspace of Sd with only the spatial derivatives are present. We refer to this subspace
as Gd. We should emphasize that Gd is by no means the largest subspace of Sd that propagate at most 3 DoFs, which
we may dub as G∗d . In fact, in the case with £nN , it is possible to tune the coefficients of monomials such that
the combination (i.e., SCG polynomial) is degenerate and there is no unwanted extra mode [43]. Nevertheless, the
subspace Gd is well-defined and thus we shall focus on this subspace4.
By using the Stueckelberg trick, the SCG terms can be mapped to the GST terms. The explicit expressions have
been given in Ref. [13]. Accordingly, we can assign each SCG term the set of integers (c0, c1, · · · ; d2, d3, · · · ) of the
corresponding GST terms. In particular, we shall use the following correspondences:
Kij ∼ ai ∼ (0; 1, 0) , (6)
3Rij ∼ (1; 0, 0) ∼ (0; 2, 0) , (7)
DkKij ∼ Djai ∼ (0; 0, 1) , (8)
where only the set of 3 integers (c0; d2, d3) are present.
3. Correspondences
By making use the gauge fixing/recovering procedures, the GST and SCG terms can be transformed to each other.
Precisely, a GST monomial of order d will be transformed to a SCG polynomial which is a combination of SCG
monomials of order d, and vice versa. In the language of linear spaces, there is a one-to-one correspondence between
a vector in the GST space Σd and a vector in the SCG space Sd. In other words, the linear spaces of the GST
monomials and SCG monomials of the same order d are isomorphic to each other, which also implies
dim(Σd) = dim(Sd). (9)
Note this provides a more precise formulation of the statement that the GST and SCG are two faces of the same
theory, in the sense that they are two different representations (set of basis) of the same linear space.
Correspondingly, the subspace Gd is mapped to a subspace of Σd, which we dub as Γd. Since the subspace Gd
propagates at most 3 DoFs, its image automatically picks out the subspace Γd of GST that propagate at most 3 DoFs
as long as the scalar field is timelike. The main task of this work, is thus to identify the subspace Γd. Clearly Γd is
much “smaller” than the full space Σd, which is thus can be used as a starting point of searching the final ghostfree
GST. The various subspaces and maps are illustrated in Fig. 1.
Σ𝑑
Γ𝑑
∗
𝒮𝑑
𝒢𝑑
Γ𝑑
𝒢𝑑
∗
FIG. 1. Spaces and maps of the GST and SCG monomials.
4 It has been shown that for some specific examples, terms with £nN that propagate no extra mode can be related to terms without £nN
by field transformations [44]. This indicates the possibility that the whole subspace G∗d may be mapped to Gd under field transformations,
although a full investigation is still required.
5At each order d, we denote the basis of the space of SCG monomials Sd as
{
s
(d)
a
}
with a = 1, · · · ,dim(Sd), and the
basis of the subspace Gd as
{
g
(d)
a
}
with a = 1, · · · ,dim(Gd). For the space of GST monomials, we the basis of Σd as{
σ
(d)
α
}
with α = 1, · · · ,dim(Σd). In this work, we shall choose g(d)a as SCG monomials and σ(d)α as GST monomials,
respectively. In some sense we may refer to such basis as the “natural” or simple basis. From the point of view of
linear spaces, one is free to choose other independent basis, such as polynomials. After the gauge recovering mapping
(Stueckelberg trick), we have {
g(d)a
}
→
{
g˜(d)a
}
, a = 1, · · · ,dim(Gd), (10)
where g˜(d)a is the image of g
(d)
a for each a. Note each g
(d)
a , which is a SCG monomial, is mapped to a GST term that
is generally a linear combination of GST monomials of order d, i.e., a GST polynomial. On the other hand, since the
complete basis of GST polynomials of order d is
{
σ
(d)
α
}
, we can thus write
g˜(d)a =
dim(Σd)∑
α=1
Φ(d)aασ
(d)
α , a = 1, · · · ,dim(Gd). (11)
It is illuminating to dub Φ(d)aα as the “projection matrix”, as it projects Σd to its subspace Γd. The set of
{
g˜
(d)
a
}
is
nothing but spans the desired subspace Γd, i.e., can be viewed as the basis of Γd.
For the parity-violating case, we can draw a figure similar to Fig. 1. The discussion is also parallel to that of the
parity-preserving case. For the spaces of SCG monomials, we consider the subspace of linear independent parity-
violating SCG monomials with only spatial derivatives, which is the counterpart of Gd and we denote as Zd. The basis
of Zd are denoted as
{
z
(d)
a
}
with a = 1, · · · ,dim(Zd). For the space of GST monomials, we denote the full space of
parity-violating GST monomials to be Ξd, of which the basis are
{
ξ
(d)
α
}
with α = 1, · · · ,dim(Ξd). After making the
gauge recovering mapping, we have {
z(d)a
}
→
{
z˜(d)a
}
, a = 1, · · · ,dim(Zd), (12)
where z˜(d)a are parity-violating GST polynomials for each a. Similar to (11), z˜
(d)
a can be expanded as
z˜(d)a =
dim(Ξd)∑
α=1
Ψ(d)aαξ
(d)
α , a = 1, · · · ,dim(Zd), (13)
where we also define the projection matrix Ψ(d)aα for the parity-violating case. The set of
{
z˜
(d)
a
}
spans the subspace
Θd, which is the counterpart of Γd.
From the above discussion, the subspaces Γd and Θd, which are spaces of GST polynomials that are ghost-free as
long as the scalar field is timelike, are completely encoded in the projection matrices Φ(d)aα and Ψ
(d)
aα . The main task in
the rest of this work is thus to derive the GST polynomials g˜(d)a and z˜
(d)
a by using the Stueckelberg trick, and show
the explicit expressions for the projection matrices Φ(d)aα and Ψ
(d)
aα .
B. GST monomials
The classification of the GST monomials and the complete basis for each d up to d = 4 have been developed in [12].
Here we reformulate the results for the purpose of the present work, with improved notations.
1. Parity preserving
We exhaust all the GST monomials up to d = 4. The results are summarized in Tab. I.
6d (c0; d2, d3) Unfactorizable Factorizable
0 (0; 0, 0) E(0;0,0) -
1 (0; 1, 0) E(0;1,0) -
2
(0; 2, 0) E(0;2,0) E(0;1,0) ⊗ E(0;1,0)
(1; 0, 0) E(1;0,0) -
3
(0; 3, 0) E(0;3,0) E(0;1,0) ⊗ E(0;2,0)
E(0;1,0) ⊗ E(0;1,0) ⊗ E(0;1,0)
(0; 1, 1) E(0;1,1) E(0;1,0) ⊗ E(0;0,1)
(1; 1, 0) E(1;1,0) E(1;0,0) ⊗ E(0;1,0)
4
(0; 4, 0) E(0;4,0) E(0;1,0) ⊗ E(0;3,0)
E(0;2,0) ⊗ E(0;2,0)
E(0;1,0) ⊗ E(0;1,0) ⊗ E(0;2,0)
E(0;1,0) ⊗ E(0;1,0) ⊗ E(0;1,0) ⊗ E(0;1,0)
(0; 2, 1) E(0;2,1) E(0;1,0) ⊗ E(0;1,1)
E(0;2,0) ⊗ E(0;0,1)
E(0;1,0) ⊗ E(0;1,0) ⊗ E(0;0,1)
(0; 0, 2) E(0;0,2) E(0;0,1) ⊗ E(0;0,1)
(1; 2, 0) E(1;2,0) E(1;1,0) ⊗ E(0;1,0)
E(1;0,0) ⊗ E(0;2,0)
E(1;0,0) ⊗ E(0;1,0) ⊗ E(0;1,0)
(2; 0, 0) E(2;0,0) E(1;0,0) ⊗ E(1;0,0)
(1; 0, 1) E(1;0,1) E(1;0,0) ⊗ E(0;0,1)
TABLE I. Classification of the parity-preserving GST monomials.
We comment on the construction of the complete basis by explaining how we make Tab. I.
• First, we classify the GST monomials according to their order d and then to each category (c0, c1, · · · ; d2, d3, · · · )
according to (1). Since our ultimate purpose is to build ghost-free Lagrangians using the GST monomials, we
have suppressed the categories that are “totally reducible”, i.e., the categories in which all the monomials can be
reduced by integrations by parts in the sense that the monomials are either total derivatives or can be expressed
in terms linear combinations of monomials in other categories up to total derivatives. There is a special case,
the monomials of the category (0; 0, 1) (and thus of d = 2) are all reducible by themselves, and thus we do not
include them in Tab. I, although they will be used to build factorizable monomials of d = 3, 4.
• Up to d = 4, since cm with m ≥ 1 and dn with n ≥ 4 are all 0’s for the irreducible categories, instead of
using the cumbersome expressions (c0, c1, · · · ; d2, d3, · · · ), we simply assign each monomial a set of 3 integers
(c0; d2, d3) and classify various irreducible monomials into categories labelled by (c0; d2, d3). This explains the
second column of Tab. I.
• All the monomials fall into two types: unfactorizable and factorizable. We then focus on the construction of
the set of unfactorizable monomials, which we denote as E(c0;d2,d3). The factorizable monomials can be easily
got by products of the unfactorizable monomials. The unfactorizable and the factorizable monomials are listed
in the third and the fourth columns of Tab. I, respectively. Here and throughout this work, the symbol “⊗”
is a schematic shorthand, which reminds us how to build factorizable monomials from the symmetrized direct
product of unfactorizable monomials5.
• Some of the monomials of the same order d are not linearly independent. That is, some of the monomials can be
algebraically reduced by linear combinations of other monomials of the same order d, by making use the fact that
Riemann tensor acts as the commutators of covariant derivatives as well as the (anti)symmetry of the Riemann
tensor, etc.. We suppress these algebraically reducible monomials from E(c0;d2,d3). Clearly if several monomials
are not linearly independent, there are ambiguities in choosing which monomials should be kept while others
should be reduced. We simply choose the most natural and convenient ones.
5 For example, we have {a, b} ⊗ {x, y} = {ax, ay, bx, by} and {a, b} ⊗ {a, b} = {a2, ab, b2}, etc..
7After these procedures, we choose E(c0;d2,d3) such that the full set of monomials of order d in Tab. I form a set of
linearly independent monomials, in the sense that it cannot be further reduced algebraically and an arbitrary GST
polynomial of order d can be expressed in terms of the linear combination of monomials in this set. In this sense,
we may dub the set of GST monomials in Tab. I as the complete basis for the GST polynomials of order d. We
emphasize that the overall order d is crucial, since as have been observed in Ref. [12] that ghost-free polynomials can
arise only in the linear combinations of monomials of the same order d.
In the following, we list the sets of linearly independent unfactorizable monomials E(c0;d2,d3) and count the number
of monomials in the complete basis, i.e., the dimension of Σd.
• d = 0: There is a single unfactorizable monomial
E(0;0,0) ≡
{
E
(0;0,0)
1
}
, (14)
where we define the monomial E(0;0,0)1 ≡ ∇aφ∇aφ. We thus have dim(Σ0) = 1. Here and throughout this paper,
we follow the notation in [12] and use E(c0;d2,d3)m to denote the unfactorizable monomials.
• d = 1: There are two unfactorizable monomials
E(0;1,0) ≡
{
E
(0;1,0)
1 ,E
(0;1,0)
2
}
, (15)
where we define
E
(0;1,0)
1 ≡
1
σ
φ, (16)
E
(0;1,0)
2 ≡
1
σ3
∇aφ∇bφ∇a∇bφ, (17)
with σ ≡ √−∇aφ∇aφ. Thus
dim(Σ1) = 2. (18)
• d = 2: The sets of linearly independent unfactorizable monomials are
E(0;2,0) ≡
{
E
(0;2,0)
1 ,E
(0;2,0)
2
}
, (19)
E(1;0,0) ≡
{
E
(1;0,0)
1 ,E
(1;0,0)
2
}
, (20)
where
E
(0;2,0)
1 ≡
1
σ2
∇a∇bφ∇a∇bφ, (21)
E
(0;2,0)
2 ≡
1
σ4
∇aφ∇bφ∇c∇aφ∇c∇bφ, (22)
and
E
(1;0,0)
1 ≡ 4R, (23)
E
(1;0,0)
2 ≡
1
σ2
4Rab∇aφ∇bφ. (24)
In addition, there are 3 factorizable monomials. According to Tab. I, these are(
E
(0;1,0)
1
)2
, E
(0;1,0)
1 E
(0;1,0)
2 ,
(
E
(0;1,0)
2
)2
. (25)
As a result,
dim(Σ2) = 7. (26)
8Note there is a special category (0; 0, 1), of which the independent monomials are
E(0;0,1) ≡
{
E
(0;0,1)
1 ,E
(0;0,1)
3
}
, (27)
where
E
(0;0,1)
1 ≡
1
σ2
∇aφ∇aφ, (28)
E
(0;0,1)
3 ≡
1
σ4
∇aφ∇bφ∇cφ∇a∇b∇cφ. (29)
As we have argued before, we do not include this category in Tab. I since these monomials by themselves are
reducible at the level of d = 2. Nevertheless, they will be used to build factorizable monomials of d = 3, 4.
• d = 3: The sets of linearly independent unfactorizable monomials are chosen to be
E(0;3,0) ≡
{
E
(0;3,0)
1 ,E
(0;3,0)
2
}
, (30)
E(0;1,1) ≡
{
E
(0;1,1)
1 ,E
(0;1,1)
3 ,E
(0;1,1)
5
}
, (31)
E(1;1,0) ≡
{
E
(1;1,0)
1 ,E
(1;1,0)
2 ,E
(1;1,0)
3
}
, (32)
where the explicit expressions for the above 8 monomials can be found in Appendix A 1 a. In addition, there
are 8 + 4 + 4 = 16 factorizable monomials. Thus
dim(Σ3) = 24. (33)
At this point, we note that there are also reducible categories in d = 3, which however only contribute to
reducible monomials for d = 4 thus can be safely suppressed. On the other hand, if we go to d > 4, these
reducible monomials should be taken into account (see Tab. I in Ref. [12] for details).
• d = 4: The sets of linearly independent unfactorizable monomials are chosen to be
E(0;4,0) ≡
{
E
(0;4,0)
1 ,E
(0;4,0)
2
}
, (34)
E(0;2,1) ≡
{
E
(0;2,1)
1 ,E
(0;2,1)
3 ,E
(0;2,1)
5 ,E
(0;2,1)
7 ,E
(0;2,1)
8
}
, (35)
E(0;0,2) ≡
{
E
(0;0,2)
1 ,E
(0;0,2)
4 ,E
(0;0,2)
6 ,E
(0;0,2)
8 ,E
(0;0,2)
11
}
, (36)
E(1;2,0) ≡
{
E
(1;2,0)
1 ,E
(1;2,0)
2 ,E
(1;2,0)
3 ,E
(1;2,0)
4 ,E
(1;2,0)
5 ,E
(1;2,0)
6 ,E
(1;2,0)
7
}
, (37)
E(2;0,0) ≡
{
E
(2;0,0)
1 ,E
(2;0,0)
2 ,E
(2;0,0)
3 ,E
(2;0,0)
4 ,E
(2;0,0)
5 ,E
(2;0,0)
6
}
, (38)
E(1;0,1) ≡
{
E
(1;0,1)
2 ,E
(1;0,1)
5 ,E
(1;0,1)
7 ,E
(1;0,1)
8
}
, (39)
where the explicit expressions for the above 29 monomials are given in Appendix A 1 b. In addition, there are
18 + 16 + 3 + 16 + 3 + 4 = 60 factorizable monomials. Thus
dim(Σ4) = 89. (40)
From the above, it is interesting that the (beyond) Horndeski theories considered in the literature are only up to
d = 3, while the case of d = 4 has not yet been systematically explored.
As being described before, we first exhaust all the possible GST monomials and then choose the linearly independent
ones to build the complete basis. In particular, we follow exactly the notations and the definitions for the monomials
in Ref. [12]. As a result, the subscripts of monomials in each set E(c0;d2,d3) may not be necessarily in the arithmetic
order6. Although one may reorder the monomials in each set, we tend not to do this in the present work. Since
although the dimension of Σd is fixed, the monomials we choose in the complete basis are not unique and one is free
to choose other set of linearly independent monomials as the complete basis.
6 For example, in Eq. (31), there is neither E(0;1,1)2 nor E
(0;1,1)
4 as they are not linearly independent and thus are suppressed.
92. Parity violating
The classification of parity-violating GST monomials is completely parallel to that of the parity-preserving mono-
mials. The results are summarized in Tab. II.
d (c0; d2, d3) Unfactorizable Factorizable
3 (1; 1, 0) F (1;1,0) -
4 (0; 2, 1) F (0;2,1) -
(1; 2, 0) F (1;2,0) F (1;1,0) ⊗ E(0;1,0)
(2; 0, 0) F (2;0,0) -
(1; 0, 1) F (1;0,1) -
TABLE II. Classification of the parity-violating GST monomials.
Essentially the structure of Tab. II is the same as that of Tab. I. The main difference comes from the fact that it
is not possible to build parity-violating SCG monomials in most of the categories. In particular, there is no parity
violating monomials for d = 0, 1, 2 and we only list the categories of which the sets of monomials are not empty. In
the following we list the sets of unfactorizable parity-violating monomials F (c0;d2,d3).
• d = 3: There is only a single unfactorizable term
F (1;1,0) ≡
{
F
(1;1,0)
1
}
, (41)
where
F
(1;1,0)
1 ≡
1
σ3
εabcd
4R cdef ∇aφ∇eφ∇b∇fφ. (42)
We thus have
dim(Ξ3) = 1. (43)
• d = 4: The sets of linearly independent unfactorizable monomials are chosen to be
F (0;2,1) ≡
{
F
(0;2,1)
6
}
, (44)
F (1;2,0) ≡
{
F
(1;2,0)
1 ,F
(1;2,0)
2 ,F
(1;2,0)
3 ,F
(1;2,0)
4 ,F
(1;2,0)
5 ,F
(1;2,0)
6 ,F
(1;2,0)
7 ,F
(1;2,0)
8
}
, (45)
F (2;0,0) ≡
{
F
(2;0,0)
1 ,F
(2;0,0)
2 ,F
(2;0,0)
3 ,F
(2;0,0)
4 ,F
(2;0,0)
5
}
, (46)
F (1;0,1) ≡
{
F
(1;0,1)
4
}
, (47)
where the explicit expressions for the above 15 monomials are given in Appendix A2 a. According to Tab. II,
there are also 2 factorizable monomials, i.e.,
F
(1;1,0)
1 E
(0;1,0)
1 , F
(1;1,0)
1 E
(0;1,0)
2 . (48)
Thus we have
dim(Ξ4) = 17. (49)
C. SCG monomials
The construction and classification of the SCG monomials are exactly the same as those of the GST monomials.
By making use Eqs. (6)-(8), we can also assign SCG monomial a set of integers (c0; d2, d3) and make similar tables as
Tabs. I and II. Precisely, we denote the sets of linearly independent unfactorizable and irreducible SCG monomials
as X (c0;d2,d3) and Y(c0;d2,d3) in the parity preserving and violating cases, respectively. These are nothing but the
counterparts of E(c0;d2,d3) and F (c0;d2,d3) for the ST monomials. Moreover, the orders of various categories exactly
follow Tabs. I and II, excepts a few special differences we shall describe below.
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1. Parity preserving
In the following we summarize the parity-preserving SCG monomials up to d = 4, and refer to Ref. [13] for
more details. Note we have suppressed all the SCG monomials that are reducible by integrations by parts from the
beginning7.
• d = 1: There is a single monomial
X (0;1,0) = {K}, (50)
which is unfactorizable and irreducible. Thus
dim (G1) = 1. (51)
• d = 2: The sets of unfactorizable and irreducible monomials are
X (0;2,0) = {KijKij , aiai} , (52)
X (1;0,0) = {3R} . (53)
In addition, there is a single factorizable monomial K2, which simply comes from X (0;1,0) ⊗X (0;1,0). Thus
dim (G2) = 3 + 1 = 4. (54)
Note there is a special category8
X (0;0,1) = {∇iai} , (55)
which is reducible at order d = 2, but will contribute to the factorizable monomials of d = 3, 4.
• d = 3: The sets of 4 unfactorizable and irreducible monomials are
X (0;3,0) ≡ {KijKjkKik,Kijaiaj} , (56)
X (0;1,1) ≡ {Kij∇iaj} , (57)
X (1;1,0) ≡ {3RijKij} . (58)
According to Tab. I, in the case of SCG monomials, there are 2 + 1 + 1 + 1 = 5 factorizable monomials, of which
the expressions can be read easily. We thus have
dim (G3) = 4 + 5 = 9. (59)
At this point, note similar to the case of ST monomials, the reducible categories of d = 3 will also contribute to
the reducible categories of d = 4 can thus can be safely neglected in our consideration.
• d = 4: The sets of 12 unfactorizable and irreducible monomials are
X (0;4,0) ≡ {KikKkj aiaj} , (60)
X (0;2,1) ≡ {Kki Kjk∇iaj ,Kijaj∇kKki ,Kijaj∇iK} , (61)
X (0;0,2) ≡ {∇kKij∇kKij ,∇iKij∇kKkj ,∇iKij∇jK,∇iK∇iK,∇iaj∇iaj} , (62)
X (1;2,0) ≡ {3RijKikKjk, 3Rijaiaj} , (63)
X (2;0,0) ≡ {3Rij 3Rij} . (64)
Note there is no unfactorizable and irreducible parity-preserving SCG monomials of the category (1; 0, 1). Ac-
cording to Tab. I, there are also 8 + 4 + 1 + 4 + 1 + 1 = 19 factorizable monomials. We thus have
dim (G4) = 12 + 19 = 31. (65)
7 This is different from the classification of the GST monomials, where we only suppressed the categories that are “totally reducible” by
integrations by parts, while for monomials in the categories that are not totally reducible, we only eliminate those that are algebraically
reducible.
8 This is exactly what happens for E(0;0,1) in Eq. (27).
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2. Parity violating
For the parity violating case, we denote the set of irreducible monomials as Zd, which is thus the counterpart of
Gd. Similar to the GST, there is no parity violating monomial of d = 0, 1, 2.
• d = 3: There is a single unfactorizable monomial
Y(0;1,1) ≡
{
Y
(0;1,1)
1
}
=
{
εijkK
i
l∇jKkl
}
, (66)
which is also irreducible. Thus we have
dim (Z3) = 1. (67)
Note in the case of GST monomials, in Tab. II the category is chosen to be (1; 1, 0)9.
• d = 4: The sets of 5 unfactorizable and irreducible monomials are
Y(0;2,1) ≡ {εijkKimKjn∇mKkn, εijkKmnKim∇jKkn, εijkKilaj∇kal} , (68)
Y(1;2,0) ≡ {εijk3RilKjlak} , (69)
Y(1;0,1) ≡ {εijk3Ril∇jKkl} . (70)
Note there is no irreducible parity-violating SCG monomial of category (2; 0, 0). In addition, this is a single
factorizable monomial coming from Y(0;1,1) ⊗X (0;1,0) = {εijkKil∇jKklK}. Thus we have
dim (Z4) = 5 + 1 = 6. (71)
Before end this section, it is interesting to note that the dimensions of the SCG spaces Gd and Zd are much smaller
than the dimensions of the GST spaces Σd and Ξd. This is actually what we desire, i.e., to find much smaller subspaces
of the full spaces of GST and use these subspaces as our starting point to explore the ghostfree theories.
III. d = 1, 2, 3
In this and the next sections, we derive the GST polynomials corresponding to each SCG monomials by using the
Stueckelberg trick. In particular, the correspondences are encoded in the projection matrices Φ(d)aα and Ψ
(d)
aα defined in
(11) and (13) for the parity-preserving and parity-violating cases, respectively. The GST correspondences of the SCG
monomials of d = 1, 2, 3 have been got in [13]. Here we reformulate the results in the formalism of the current work.
A. d = 1
The case of d = 1 is simple, which we shall use to illustrate our formalism. From (50) there is a single SCG
monomial K. After making use of the Stueckelberg trick, we find
K → −E(0;1,0)1 −E(0;1,0)2 . (72)
In our formalism, we write
G1 ≡
{
g
(1)
1
}
= {K} , (73)
and
E(0;1,0) ≡
{
σ(1)α
}
=
{
E
(0;1,0)
1 ,E
(0;1,0)
2
}
. (74)
9 This difference is completely notational. In fact, there is also a single parity-violating GST monomial F (0;1,1) of the category (0; 1, 1),
which is algebraically proportional to F (1;1,0). We prefer to choose F (1;1,0) as the linearly independent monomial. Alternatively, one
is free to choose F (0;1,1) as the independent monomial.
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The GST correspondence of g(1)1 ≡ K is thus g˜(1)1 = −E(0;1,0)1 −E(0;1,0)2 . Thus (72) is equivalent to writing
g˜
(1)
1 =
2∑
α=1
Φ
(1)
1ασ
(1)
α , (75)
where Φ(1)1α is simply
Φ
(1)
1α =
( −1 −1 ) . (76)
B. d = 2
For d = 2, since dim(G2) = 4 and dim(Σ2) = 7, we write
g˜(2)a =
7∑
α=1
Φ(2)aασ
(2)
α , a = 1, · · · , 4. (77)
Instead of giving the expression for Φ(2)aα directly, we split Φ
(2)
aα into sub-matrices according to the categories of
(c0; d2, d3). Note this splitting is merely technical, since the matrix Φ
(3)
aα and especially Φ
(4)
aα become huge and unread-
able. For d = 2, according to Tab. I there are two categories of (c0; d2, d3), which we denote briefly as
1 ≡ (0; 2, 0) , 2 ≡ (1; 0, 0) . (78)
After some manipulations, we find
Φ(2)aα =
(
Φ
(2)
1,1 0
Φ
(2)
2,1 Φ
(2)
2,2
)
, (79)
which is a 4× 7 matrix. The non-vanishing sub-matrices are
Φ
(2)
1,1 =
 1 2 0 0 10 0 1 2 1
0 1 0 0 1
 , (80)
Φ
(2)
2,1 =
(
1 2 −1 −2 0 ) , (81)
and
Φ
(2)
2,2 =
(
1 2
)
. (82)
C. d = 3
For d = 3, since dim(G3) = 9 and dim(Σ3) = 24, we write
g˜(3)a =
24∑
α=1
Φ(3)aασ
(3)
α , a = 1, · · · , 9. (83)
Similar to the case of d = 2, instead of giving the expression of Φ(3)aα directly, we split Φ
(3)
aα into 3 categories according
to (c0; d2, d3), which are
1 ≡ (0; 3, 0) , 2 ≡ (0; 1, 1) , 3 ≡ (1; 1, 0) . (84)
We thus write
Φ(3)aα =
 Φ
(3)
1,1 0 0
Φ
(3)
2,1 Φ
(3)
2,2 Φ
(3)
2,3
Φ
(3)
3,1 0 Φ
(3)
3,3
 , (85)
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which is a 9× 24 matrix. The non-vanishing sub-matrices are
Φ
(3)
1,1 =

−1 −3 0 0 0 −3 0 0 0 −1
0 −1 0 0 0 −2 0 0 0 −1
0 0 −1 −2 −1 −2 0 0 −1 −1
0 0 0 −1 0 −1 0 0 −1 −1
0 0 0 0 0 0 −1 −3 −3 −1
 , (86)
Φ
(3)
2,1 =
( −1 −4 0 0 −1 −7 0 0 0 −3
0 0 −1 −3 −1 −3 0 −1 −4 −3
)
, (87)
Φ
(3)
2,2 =
(
0 −1 −2 0 0 0 −1
0 0 0 −1 −1 −1 −1
)
, (88)
Φ
(3)
2,3 =
(
0 −1 0 0 0 0 0
0 0 0 0 0 −1 −1
)
, (89)
Φ
(3)
3,1 =
( −1 −3 1 2 1 −1 0 0 1 0
0 0 −1 −2 −1 −2 1 3 2 0
)
, (90)
and
Φ
(3)
3,3 =
( −1 −1 −2 0 0 0 −1
0 0 0 −1 −1 −2 −2
)
. (91)
For d = 3, there is only a single parity-violating monomials for both the GST and SCG, given in (41) and (66),
respectively. The correspondence is simply
Y
(0;1,1)
1 →
1
2
F
(1;1,0)
1 . (92)
IV. d = 4
In this section, we present the correspondence between the SCG and GST monomials for d = 4, which is one of
main results in this work.
A. Parity preserving
For the parity-preserving case, since dim(G4) = 31 and dim(Σ4) = 89, we write
g˜(4)a =
89∑
α=1
Φ(4)aασ
(4)
α , a = 1, · · · , 31. (93)
According to Tab. I, there are 6 categories
1 ≡ (0; 4, 0) , 2 ≡ (0; 2, 1) , 3 ≡ (0; 0, 2) , (94)
4 ≡ (1; 2, 0) , 5 ≡ (2; 0, 0) , 6 ≡ (1; 0, 1) . (95)
We thus write
Φ(4)aα =

Φ
(4)
1,1 0 0 0 0 0
Φ
(4)
2,1 Φ
(4)
2,2 0 Φ
(4)
2,4 0 0
Φ
(4)
3,1 Φ
(4)
3,2 Φ
(4)
3,3 Φ
(4)
3,4 Φ
(4)
3,5 Φ
(4)
3,6
Φ
(4)
4,1 0 0 Φ
(4)
4,4 0 0
Φ
(4)
5,1 0 0 Φ
(4)
5,4 Φ
(4)
5,5 0
Φ
(4)
6,1 Φ
(4)
6,2 0 Φ
(4)
6,4 Φ
(4)
6,5 Φ
(4)
6,6

, (96)
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which is a 31× 89 matrix. After some manipulations, the non-vanishing sub-matrices are found to be
Φ
(4)
1,1 =

0 1 0 0 0 2 0 0 1 0 0 0 0 0 3 0 0 0 0 1
0 0 1 3 1 3 0 0 0 0 0 0 3 0 3 0 0 0 1 1
0 0 0 1 0 1 0 0 0 0 0 0 2 0 2 0 0 0 1 1
0 0 0 0 0 0 1 4 4 0 0 0 0 2 4 0 0 0 0 1
0 0 0 0 0 0 0 1 2 0 0 0 0 1 3 0 0 0 0 1
0 0 0 0 0 0 0 0 1 0 0 0 0 0 2 0 0 0 0 1
0 0 0 0 0 0 0 0 0 1 2 2 4 1 2 0 0 1 2 1
0 0 0 0 0 0 0 0 0 0 1 0 2 0 1 0 0 1 2 1
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 4 6 4 1

, (97)
Φ
(4)
2,1 =

1 5 0 0 1 9 0 0 3 0 0 0 0 0 10 0 0 0 0 3
0 2 0 1 0 5 0 0 2 0 0 0 2 0 8 0 0 0 1 3
0 2 0 1 0 5 0 0 2 0 0 0 2 0 8 0 0 0 1 3
0 0 1 4 1 4 0 0 0 0 0 1 7 1 7 0 0 0 3 3
0 0 0 0 0 0 1 5 6 0 0 1 2 4 9 0 0 0 1 3
0 0 0 0 0 0 0 1 3 0 0 0 1 1 6 0 0 0 1 3
0 0 0 0 0 0 0 0 0 1 3 2 6 1 3 0 1 5 7 3

, (98)
Φ
(4)
2,2 =

0 0 1 2 1 0 0 0 0 0 2 0 0 0 1 0 0 0 0 0 1
1 0 0 1 0 0 0 0 1 0 1 0 0 1 1 0 0 0 0 1 1
1 0 0 1 0 0 0 0 1 0 1 0 0 1 1 0 0 0 0 1 1
0 0 0 0 0 0 1 2 0 1 2 0 0 0 0 0 0 0 1 0 1
0 0 0 0 0 0 0 0 0 0 0 1 1 2 2 0 0 0 0 1 1
0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 1 1
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 2 2 1 1

, (99)
Φ
(4)
2,4 =

0 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0 1 0 0 0 1 0 0 0 0 0 1
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 2 0 0 0 0 0 1
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 1
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 2 1

, (100)
Φ
(4)
3,1 =

0 6 0 0 0 12 0 3 12 0 0 0 0 3 27 0 0 0 0 9
0 4 0 4 0 12 0 0 4 0 1 0 10 0 21 0 0 1 6 9
0 4 0 4 0 12 0 0 4 0 1 0 10 0 21 0 0 1 6 9
0 4 0 4 0 12 0 0 4 0 1 0 10 0 21 0 0 1 6 9
1 6 0 0 2 16 0 0 5 0 0 0 0 1 24 0 0 0 0 9
0 0 0 0 0 0 1 6 9 0 0 2 6 6 18 0 0 1 6 9
 , (101)
Φ
(4)
3,2 =

0 6 0 0 12 0 0 0 0 6 18 0 0 0 0 0 0 0 0 0 6
4 0 0 4 0 2 0 2 6 0 6 0 0 4 4 0 0 2 2 6 6
4 0 0 4 0 2 0 2 6 0 6 0 0 4 4 0 0 2 2 6 6
4 0 0 4 0 2 0 2 6 0 6 0 0 4 4 0 0 2 2 6 6
0 0 2 4 4 0 0 0 0 2 12 0 0 0 2 0 0 0 0 0 6
0 0 0 0 0 0 0 0 0 0 0 2 2 6 6 0 0 2 2 6 6
 , (102)
Φ
(4)
3,3 =

0 1 0 3 3 0 0 1
1 0 2 0 1 1 2 1
1 0 2 0 1 1 2 1
1 0 2 0 1 1 2 1
0 0 0 1 2 0 0 1
0 0 0 0 0 1 2 1
 , (103)
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Φ
(4)
3,4 =

0 0 0 4 0 0 8 0 0 0 4 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 4 0 0 0 0 0 2 6 0 0 0 4 0 0 0 0 2 6
0 0 0 0 0 2 0 0 0 0 0 1 3 0 0 0 2 0 0 0 0 1 3
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 2 0 0 0 4 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 6 0 0 0 0 2 6
 , (104)
Φ
(4)
3,5 =

0 0 0 0 0 1 0 0 0
0 0 0 0 1 0 0 0 1
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1
 , (105)
Φ
(4)
3,6 =

0 0 −2 0 0 0 0 0
2 0 0 2 0 0 2 2
1 0 0 1 0 0 1 1
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 2 2
 , (106)
Φ
(4)
4,1 =

1 4 −1 −3 −1 1 0 0 2 0 0 0 −3 0 1 0 0 0 −1 0
0 1 0 −1 0 1 0 0 1 0 0 0 −2 0 1 0 0 0 −1 0
0 0 1 3 1 3 0 0 0 −1 −2 −2 −1 −1 1 0 0 −1 −1 0
0 0 0 0 0 0 1 4 4 −1 −2 −2 −4 1 2 0 0 −1 −2 0
0 0 0 0 0 0 0 1 2 0 −1 0 −2 1 2 0 0 −1 −2 0
0 0 0 0 0 0 0 0 0 1 2 2 4 1 2 −1 −4 −5 −2 0
 , (107)
Φ
(4)
4,4 =

0 1 1 0 1 2 1 0 0 0 0 0 2 0 0 0 1 0 0 0 0 0 1
0 0 0 0 1 0 1 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 1 1 1 1 2 2 0 0 0 0 0 0 0 0 1 1
0 0 0 0 0 0 0 0 0 0 0 0 0 1 2 2 4 0 0 1 0 0 2
0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 2 0 0 1 0 0 2
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 2 1 2 4 2
 , (108)
Φ
(4)
5,1 =
(
1 4 −2 −6 −2 −2 0 0 2 1 2 2 −2 1 0 0 0 1 0 0
0 0 0 0 0 0 1 4 4 −2 −4 −4 −8 0 0 1 4 4 0 0
)
, (109)
Φ
(4)
5,4 =
(
0 2 2 0 2 4 2 −2 −2 −2 −2 −4 0 0 0 0 2 0 0 0 0 −2 0
0 0 0 0 0 0 0 0 0 0 0 0 0 2 4 4 8 −2 −4 0 −4 −8 0
)
, (110)
Φ
(4)
5,5 =
(
0 1 0 2 2 1 0 0 1
0 0 0 0 0 0 1 4 4
)
, (111)
Φ
(4)
6,1 =
(
0 0 0 0 0 0 1 5 6 −1 −3 −1 −4 3 6 0 −1 −5 −6 0 ) , (112)
Φ
(4)
6,2 =
(
0 0 0 0 0 0 0 0 0 0 0 1 1 2 2 −1 −1 −2 −2 0 0 ) , (113)
Φ
(4)
6,4 =
(
0 0 0 0 0 0 0 0 0 0 0 0 0 1 3 3 8 0 1 3 −1 0 6 ) , (114)
Φ
(4)
6,5 =
(
0 0 0 0 0 0 0 1 2
)
, (115)
and
Φ
(4)
6,6 =
(
0 0 0 0 1 1 2 2
)
. (116)
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B. Parity violating
For the parity-violating case, since dim(Z4) = 6 and dim(Ξ4) = 17, we write
z˜(4)a =
17∑
α=1
Ψ(4)aαξ
(4)
α , a = 1, · · · 6. (117)
There are 4 categories
1 ≡ (0; 2, 1) , 2 ≡ (1; 2, 0) , 3 ≡ (2; 0, 0) , 4 ≡ (1; 0, 1) . (118)
Recall that there is no parity-violating SCG monomial of the category 3 ≡ (2; 0, 0), we thus write
Ψ(4)aα =
 Ψ
(4)
1,1 Ψ
(4)
1,2 0 0
0 Ψ
(4)
2,2 0 0
0 Ψ
(4)
4,2 Ψ
(4)
4,3 0
 , (119)
which is a 6× 17 matrix. The non-vanishing sub-matrices are
Ψ
(4)
1,1 =
 00−1
0
 , (120)
Ψ
(4)
1,2 =

0 0 0 0 1 0 0 −1 0 0
0 − 12 0 0 0 0 − 12 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 − 12 − 12
 , (121)
Ψ
(4)
2,2 =
(
0 0 0 0 0 −1 0 −1 0 0 ) , (122)
Ψ
(4)
4,2 =
(
0 − 12 0 0 0 0 − 12 0 12 12
)
, (123)
and
Ψ
(4)
4,3 =
(
0 0 0 − 12 − 12
)
. (124)
V. CONCLUSION
The main theoretical achievement of the scalar-tensor theory in the last decade is the rediscovery of the Horn-
deski theory and the construction of degenerate higher-order derivative scalar-tensor theory. These theories include
derivatives of the scalar field up to the second order and curvature tensor up to the linear order.
This work is one of a series of attempts towards the “next generation” of theories, precisely, ghostfree theories with
derivatives of the scalar field up to the cubic order and with the curvature tensor up to the quadratic order. The idea
is to use the spatially covariant gravity (SCG) to generate ghostfree higher derivative scalar-tensor theories (GST).
Following [12, 13], we make a general linear algebraic analysis in Sec. II. The various linear spaces and maps are
summarized in Fig. 1. We systematically exhaust and classify the monomials of both the GST and the SCG in Sec.
II B and Sec. II C, respectively. The final results are the “complete basis” for the corresponding monomials. For the
GST monomials, the results are summarized in Tab. I for the parity preserving case, and in Tab. II for the parity
violating case. A similar classification can be made for the SCG monomials.
Since the gauge fixing/recovering mappings between the GST and SCG terms are one-to-one, there is a well-defined
GST subspace Γd for each d, where d is the total number of derivatives in the framework of SCG. Γd is the image of
the SCG subspace Gd, which is built of linearly independent SCG monomials containing only spatial derivatives and
thus propagates at most 3 DoFs. Each basis of the SCG subspace Gd (i.e., a SCG monomial) is mapped to a “vector”
in the GST space (i.e., a GST polynomial), which is automatically ghostfree as long as the scalar field is timelike.
17
The main task in this work is to derive all the expressions for these image vectors in terms of the GST complete basis.
In particular, we may view the subspace Γd as being projected from the original space Σd. We derive the explicit
expressions for the projection matrices in Sec. III for d = 1, 2, 3 and in Sec. IV for d = 4.
The linear algebraic structure revealed in this work may be useful in exploring the subspace of scalar-tensor theory
that is ghostfree “absolutely”, i.e., irrelevant to the configuration of the scalar field. We shall investigate this in future
publications.
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Appendix A: Explicit expressions for the GST monomials
In this appendix we show the explicit expressions for the linearly independent unfactorizable GST monomials, which
are chosen to be in the complete basis. The purpose is for the completeness and self-contained. A full list of the
expressions of all unfactorizable monomials and their linear dependence can be found in Ref. [12].
1. Parity preserving
a. d = 3
We define
E
(0;3,0)
1 ≡
1
σ3
∇a∇bφ∇b∇cφ∇c∇aφ, (A1)
E
(0;3,0)
2 ≡
1
σ5
∇aφ∇bφ∇a∇cφ∇c∇dφ∇d∇bφ, (A2)
E
(0;1,1)
1 ≡
1
σ3
∇aφ∇a∇bφ∇bφ, (A3)
E
(0;1,1)
3 ≡
1
σ3
∇aφ∇b∇cφ∇a∇b∇cφ, (A4)
E
(0;1,1)
5 ≡
1
σ5
∇aφ∇bφ∇cφ∇a∇dφ∇d∇b∇cφ, (A5)
and
E
(1;1,0)
1 ≡
1
σ
4Rab∇a∇bφ, (A6)
E
(1;1,0)
2 ≡
1
σ3
4Rabcd∇aφ∇cφ∇b∇dφ, (A7)
E
(1;1,0)
3 ≡
1
σ3
4Rab∇aφ∇cφ∇b∇cφ. (A8)
b. d = 4
We define
E
(0;4,0)
1 ≡
1
σ4
∇a∇bφ∇c∇bφ∇c∇dφ∇d∇aφ, (A9)
E
(0;4,0)
2 ≡
1
σ6
∇aφ∇bφ∇a∇cφ∇c∇dφ∇d∇eφ∇e∇bφ, (A10)
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E
(0;2,1)
1 ≡
1
σ4
∇aφ∇a∇bφ∇c∇bφ∇cφ, (A11)
E
(0;2,1)
3 ≡
1
σ4
∇aφ∇a∇bφ∇c∇dφ∇b∇c∇dφ, (A12)
E
(0;2,1)
5 ≡
1
σ4
∇aφ∇b∇cφ∇d∇cφ∇a∇b∇dφ, (A13)
E
(0;2,1)
7 ≡
1
σ6
∇aφ∇bφ∇cφ∇d∇aφ∇e∇dφ∇e∇b∇cφ, (A14)
E
(0;2,1)
8 ≡
1
σ6
∇aφ∇bφ∇cφ∇d∇aφ∇e∇bφ∇c∇d∇eφ, (A15)
E
(0;0,2)
1 ≡
1
σ2
∇aφ∇aφ, (A16)
E
(0;0,2)
4 ≡
1
σ2
∇a∇b∇cφ∇a∇b∇cφ, (A17)
E
(0;0,2)
6 ≡
1
σ4
∇aφ∇bφ∇c∇a∇bφ∇cφ, (A18)
E
(0;0,2)
8 ≡
1
σ4
∇aφ∇bφ∇c∇d∇aφ∇c∇d∇bφ, (A19)
E
(0;0,2)
11 ≡
1
σ6
∇aφ∇bφ∇cφ∇dφ∇e∇a∇bφ∇e∇c∇dφ, (A20)
E
(1;2,0)
1 ≡
1
σ2
4Rabcd∇a∇cφ∇b∇dφ, (A21)
E
(1;2,0)
2 ≡
1
σ2
4Rab∇a∇cφ∇b∇cφ, (A22)
E
(1;2,0)
3 ≡
1
σ4
4Rabcd∇aφ∇cφ∇b∇eφ∇d∇eφ, (A23)
E
(1;2,0)
4 ≡
1
σ4
4Rabcd∇aφ∇eφ∇c∇eφ∇b∇dφ, (A24)
E
(1;2,0)
5 ≡
1
σ4
4Rab∇cφ∇dφ∇a∇cφ∇b∇dφ, (A25)
E
(1;2,0)
6 ≡
1
σ4
4Rab∇aφ∇cφ∇b∇dφ∇c∇dφ, (A26)
E
(1;2,0)
7 ≡
1
σ6
4Rabcd∇aφ∇cφ∇fφ∇eφ∇b∇fφ∇d∇eφ, (A27)
E
(2;0,0)
1 ≡ 4Rabcd 4Rabcd, (A28)
E
(2;0,0)
2 ≡ 4Rab 4Rab, (A29)
E
(2;0,0)
3 ≡
1
σ2
4R cdea
4Rbcde∇aφ∇bφ, (A30)
E
(2;0,0)
4 ≡
1
σ2
4Racbd
4Rab∇cφ∇dφ, (A31)
E
(2;0,0)
5 ≡
1
σ2
4Rac
4Rcb∇aφ∇bφ, (A32)
E
(2;0,0)
6 ≡
1
σ4
4R e fa b
4Rcedf∇aφ∇bφ∇cφ∇dφ, (A33)
and
E
(1;0,1)
2 ≡
1
σ2
4Rab∇aφ∇bφ, (A34)
E
(1;0,1)
5 ≡
1
σ2
4Rab∇cφ∇a∇b∇cφ, (A35)
E
(1;0,1)
7 ≡
1
σ4
4Rabcd∇aφ∇cφ∇eφ∇b∇d∇eφ, (A36)
E
(1;0,1)
8 ≡
1
σ4
4Rab∇aφ∇cφ∇dφ∇b∇c∇dφ. (A37)
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2. Parity violating
a. d = 4
We define
F
(0;2,1)
6 ≡
1
σ6
εabcd∇eφ∇fφ∇aφ∇b∇eφ∇c∇mφ∇m∇f∇dφ, (A38)
F
(1;2,0)
1 ≡
1
σ2
εabcd
4R cdef ∇a∇eφ∇b∇fφ, (A39)
F
(1;2,0)
2 ≡
1
σ4
εabcd
4R cdef ∇aφ∇eφ∇b∇mφ∇f∇mφ, (A40)
F
(1;2,0)
3 ≡
1
σ4
εabcd
4R cdef ∇eφ∇mφ∇a∇mφ∇b∇fφ, (A41)
F
(1;2,0)
4 ≡
1
σ4
εabcd
4R cdef ∇aφ∇mφ∇b∇eφ∇f∇mφ, (A42)
F
(1;2,0)
5 ≡
1
σ4
εabcd
4R cmef ∇aφ∇eφ∇b∇fφ∇d∇mφ, (A43)
F
(1;2,0)
6 ≡
1
σ4
εabcd
4Rae∇bφ∇fφ∇c∇eφ∇d∇fφ, (A44)
F
(1;2,0)
7 ≡
1
σ6
εabcd
4R cdef ∇mφ∇nφ∇eφ∇aφ∇f∇mφ∇b∇nφ, (A45)
F
(1;2,0)
8 ≡
1
σ6
εabcd
4R cmef ∇aφ∇eφ∇mφ∇nφ∇b∇nφ∇d∇fφ, (A46)
F
(2;0,0)
1 ≡ εabcd 4R cdef 4Rabef , (A47)
F
(2;0,0)
2 ≡
1
σ2
εabcd
4R cdef
4Rabfm∇eφ∇mφ, (A48)
F
(2;0,0)
3 ≡
1
σ2
εabcd
4R cdef
4Refam∇bφ∇mφ, (A49)
F
(2;0,0)
4 ≡
1
σ2
εabcd
4R cdef
4Rae∇bφ∇fφ, (A50)
F
(2;0,0)
5 ≡
1
σ4
εabcd
4R cdef
4Ramen∇bφ∇fφ∇mφ∇nφ. (A51)
and
F
(1;0,1)
4 ≡
1
σ4
εabcd
4R cdef ∇aφ∇eφ∇mφ∇b∇f∇mφ, (A52)
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