In this article, we consider the initial value problem which is obtained after a space discretization (with space step h) of the equations governing the solidification process of a multicomponent alloy. We propose a numerical scheme to solve numerically this initial value problem. We prove an error estimate which is not affected by the step size h chosen in the space discretization. Consequently, our scheme provides global convergence without any stability condition between h and the time step size τ . Moreover, it is not of excessive algorithmic complexity since it does not require more than one resolution of a linear system at each time step.
Introduction
Consider an isotropic material composed by m ≥ 1 chemical species and contained in a polyhedral domain Ω ⊂ R 3 . During the time interval [0, T ], the thermodynamical state of this system is described by two R m −valued mapping w and ψ defined on Q T = (0, T ) × Ω. The m components of w are the conserved variables and the components of ψ are called generalized potentials. Their physical interpretation is as follows: w 1 (t, x) is the specific enthalpy at time t ∈ (0, T ) and at point x ∈ Ω, ψ 1 (t, x) −1 is the temperature, w j (t, x) is the concentration of the jth chemical specie and the product ψ j+1 (t, x)ψ 1 (t, x) −1 represents its chemical potential. The relation between the conserved variables and the generalized potentials is algebraic. It reads
If there are no convective motions in the domain Ω, it follows from a first order approximation of the theory of irreversible processes (see [4] or [7] ) that the conserved variables satisfy the following evolution equation,
L ji ∇ψ i = G j (ψ), in Q T , j = 1 . . . m.
( 1.2)
The quantities L ij are diffusion coefficients. They are known functions of time, position and generalized potentials. According to the Onsager reciprocity principle [7] , the m × m matrix (L ij ) is symmetric and positive definite. Let us stress that the L ij 's are scalar quantities because of the isotropy hypothesis. For an anisotropic material, they would be 3 × 3 matrices. In relation (1.2), G j (ψ) is a source term due to chemical reactions. It depends on the generalized potentials. It is assumed that G : R m → R m is a Lipschitz continuous mapping and the second principle of thermodynamics implies that
3)
The equations (1.1-1.2) need to be completed by an initial condition for the conserved variables:
and by convenient boundary conditions for the generalized potentials. In the simplest case, homogeneous boundary conditions are imposed. In that case, the solution ψ to (1.1-1.2) has to be searched in L 2 (0, T ; H 1 0 (Ω) m ) while w has to be of class L 2 (0, T ; L 2 (Ω) m ) with a time derivative ∂ t w in L 2 (0, T ; H −1 (Ω) m ). We refer to the article by Donnelly [8] where a proof can be found for the existence and uniqueness to the solution of (1.1-1.4) when the diffusion matrix (L ij ) is the identity and when the range of the mapping w ∈ R m → ∇σ(w) is the whole R
m . An other proof of existence and uniqueness for the solution to (1.1-1.4) with more general diffusion matrices is also given in an article by Alt and Luckhaus [6] . Observe however that very few results are available when the gradient of σ fails to be surjective from R m into R m . In this work, we will not consider the analysis of the continuous equations (1.1-1.4) any further. Our purpose is rather to concentrate on finite element space discretizations to (1.1-1.4) and, in particular, on the numerical integration of the obtained system of o.d.e.
For the sake of simplicity, we will expose the subject of this article by assuming that the diffusion coefficients matrix (L ij ) is the identity and that homogeneous Dirichlet boundary conditions are imposed on the potentials. A standard f.e.m. applied to (1.1-1.4) can be described as follows. Let {M h } be a regular family of meshes of Ω made of tetrahedrons and satisfying an inverse condition [19] . The subscript h > 0 denotes the grid size of the mesh M h and we call P 1 . . . P N its interior nodes. To each interior node P j , we associate the Delaunay cell 
2) when it is tested against any element of V h and equations (1.1), (1.4) when they are tested against any element of W h . Using Green's theorem and numerical integration, we get the following system of algebraic and differential equations for u and φ. It reads 8) where |O j | is the measure of the Delaunay cells O j associated to P j . In equations (1.5) and (1.6), ∂S denotes the first variation of a functional S and g is a Niemicki operator.
Our goal is now to design proper algorithms for integrating the system of o.d.e. (1.5-1.7). We are thus not interested in establishing the convergence properties for the pair (u, φ) to the solution (w, ψ) to (1.1), (1.2) and (1.4) when h goes to zero. This question is addressed for linear cases in the book by Thomée [21] . We can also refer the reader to an article by Jerome and Rose [10] , where a spatial Galerkin method for the diffusion equation governing the solidification of a pure material is analyzed.
The simplest way to integrate the system of o.d.e. (1.5-1.7) is the Forward-Euler method. Let τ > 0 be a time step and let u n ∈ W h be an approximation of the extensive variables at time t n = nτ . We compute the approximation φ n ∈ V h of the generalized potentials thanks to equation (1.6),
We then get an approximation u n+1 ∈ W h for u(t n+1 ) by using the evolution equation (1.5),
and we start again in the same way, computing φ n+1 and u n+2 . Unfortunately, solving problem (1.1-1.4) by combining the Forward-Euler method to the space discretization (1.5-1.7) has a major disadvantage. Even if the spatial discretization (1.5-1.7) is a converging method, letting the mesh size h and the time step τ tend to zero do not always provide convergence for the fully discrete solution (u n , φ n ). The reason is that the convergence properties of the Forward-Euler method are affected by h. To insure convergence of (u n , φ n ) we actually have to respect a stability condition, 10) where ρ(h) denotes a quantity proportional to the largest generalized eigenvalue of the rigidity matrix involved in (1.5). In usual situations, ρ(h) grows like 1 h 2 when h vanishes and condition (1.10) is therefore very restrictive. It compels τ to be so small that the number of operations to perform the numerical integration of (1.5-1.7) over the time interval [0, T ] is quite prohibitive for small h. By comparison, combining the finite element technique (1.5-1.7) with an integration algorithm whose convergence properties are uniformly valid in h would provide a global method that converges to the solution of (1.1-1.4) as soon as the discretization parameters h and τ tend to zero in arbitrary ways.
An other possibility to integrate (1.5-1.7) is the Backward-Euler method. This algorithm has the classical drawback to require the resolution of large system of non-linear equations at each time step. It has however been analyzed by Ciavaldini, Meyer, Jerome, Rose and Elliott in a particular case of the system (1.1-1.4) called Stefan problem. This problem describes the solidification processes of a pure material [1] and can be obtained by setting m = 1 and by choosing a piecewise quadratic entropy in (1.1-1.4). In that context, it has been proved in [9, 10, 15] , or [3] that the Backward-Euler method approaches the enthalpy independently of h at order τ 1/2 in the norm L ∞ (0, T ; H −1 (Ω)). A different approach has been used in [20] . The Backward-Euler method applied to the Stefan problem is analyzed by mean of the semi-group theory and it is proved that the approximations for the temperature converge at order τ in L 2 (0, T ; L 2 (Ω)). Recently, an other idea has been developed by Berger, Brezis, Rogers, Magenes, Nochetto, Verdi, Paolini and Sacchi see [2, 12, 13] and [18] . They integrate numerically the Stefan problem with an algorithm based on the Chernoff non-linear formula. Unlike the Backward-Euler method, it only requires the resolution of a linear system at each time step. Moreover, the aforementioned authors show that it also converges independently of h. They unfortunately get a suboptimal uniform order of τ 1/4 . The Chernoff algorithm has also been generalized to perform efficiently in context that are different from the Stefan problem. Let us quote a series of paper by Jäger and Kačur (see [22] and the references therein) where a variant of the Chernoff formula (called relaxation scheme) is applied to the porous medium problem describing the evolution of the density of a liquid flowing in a soil.
In the present article, our idea is to generalize the Chernoff algorithm and to apply it to the system of o.d.e. (1.5-1.7). Our main output will be that the result obtained by Magenes et al. is still valid in this more general context. We will show that the Chernoff algorithm integrates (1.5-1.7) at order τ 1/4 uniformly in h. This result will actually not be obtained in complete generality. We will assume that the there are two numbers ω, r < ∞ such that
and such that it holds
These two conditions are reasonable for the entropy σ. They amount to ask that the eigenvalues of its Hessian matrix (which are negative numbers because of concavity) are bounded from below and also bounded away from zero sufficiently far from the origin. We now present the plan of our paper. In Section 2, we introduce the main notations that will be used throughout that article. In Section 3, we list some basic properties of the mappings S and g and of the integration formula (·, ·) 0,h . In Section 4, we study the differential equation (1.5-1.7) and we prove a stability result. In Section 5, we define the numerical scheme we intend to study, we also explain how it can be implemented and we derive a stability result. We conclude in Section 6 by establishing convergence properties that are independent of the mesh size h.
Notations
We denote by x · y the Euclidean scalar product of x, y ∈ R m and the Euclidean norm of x is denoted by x = √ x · x. We use the standard notation for Sobolev spaces,
where |v|
We conclude with some notations relative to the discrete spaces V h and W h of piecewise linear and piecewise constant functions which have been introduced in Section 1. We use the integration formula (·, ·) 0,h (see (1.8)) to construct two mesh depending norms · −1,h and · * ,h ,
We will finally denote by
3. Basic properties of the semi-discrete problem (1.5-1.7)
In this section, we will establish some basic properties of the bilinear form (·, ·) 0,h defined in (1.8) and of the functions S and g introduced in (1.9). These properties are essential to analyze the efficiency of the implicit integration scheme we will propose later on. The first one concerns the entropy S. To prove it, we will need the following Lemma.
Proof. Because of the assumptions made on λ and µ the function f (s) = µ(x + s(y − x)) is differentiable and convex. It thus holds
By the chain rule we have f (1) = ∇µ(y)
. We substitute these relations in (3.2) and we get the left-hand side of (3.1). To prove the right-hand side of (3.1), we proceed in two steps. We first suppose that λ is of class C 2 . In that case, µ is also of class C 2 and we denote by H λ and H µ the Hessian matrices to λ and µ. We choose x, y ∈ R m and we set
Since λ is concave and µ convex, J λ and J µ are symmetric positive semi-definite. Moreover, the definition of µ implies that H µ (w) = ωI + H λ (w). Substituting this relation in the definition for J µ we get that J µ = ωI − J λ which proves that J µ and J λ commute. The conclusion is that the product J µ J λ is also a symmetric positive semi-definite matrix. In particular
Taking the definition (3.3) of J λ and J µ into account, we deduce from the fundamental Theorem of Analysis that
which proves the right-hand side of (3.1), because ∇µ(w) = ωw + ∇λ(w) by definition of µ.
If λ fails to be of class C 2 , we introduce a family of mollifiers {ρ n } ⊂ C ∞ (R m ; R + ) satisfying the classical conditions supp(ρ n ) ⊂ B(0, 1 n ), R m ρ n (w)dw = 1 and we consider the sequences {λ n } and {µ n },
Since λ is concave and µ convex, one easily proves that λ n is concave and µ n convex. Moreover, the definition of µ and easy computations show that µ n (x) only differs from ω 2 x 2 + λ n (x) by the addition of an affine function. The convexity of µ n thus implies that x → ω 2 x 2 + λ n (x) is also a convex function and the right-hand side of inequality (3.1) is valid for the regular mapping
Letting n tend to ∞, we conclude that (3.1) is also true for λ because ∇λ n converge uniformly to ∇λ on each compact subset of R m (see Lem. IX.1 and Prop. IV.21 in [5] ).
We are now in a position to state the central properties of the entropy functional S and of the source term g. 
is Lipschitz continuous and fulfils condition (1.3) , the function g defined in (1.9) satisfies
and there is C < ∞ independent of h such that it holds
Proof. We proceed in five steps. In the first step, we prove (3.6), in the second we establish (3.7), (3.10) and (3.11). The relation (3.9) will be established in the third step while (3.8) and (3.12) will be proved during the two last steps. First step. The relation (3.6) is a direct consequence of the definition (1.9) of S and of the property (1.12) of σ. Second step. Using (1.9) to compute the differential ∂S to S, one gets that
This remark helps us to prove (3.7) as well as (3.10) and (3.11) .
Since the entropy σ is a C 1 concave function satisfying (1.11), Lemma 3.1 and (3.13) imply that
for any x ∈ Ω. Taking the definition (1.9) of g into account, we deduce from (3.13) and the second principle of thermodynamics (see (1.3)) that
Finally, denoting by L G the Lipschitz constant of the source term G, we deduce from (3.13) that any x ∈ Ω satisfies
Integrating the three above relations over Ω gives (3.7), (3.10) and (3.11).
Third step. Because of Cauchy-Schwarz inequality, it follows from the right-hand side of (3.7) that
and dividing this relation by ∂S(u 2 ) − ∂S(u 1 ) 0 establishes the Lipschitz condition (3.9). Fourth step. Starting from the definition of the differential ∂S, we write the identity
where
. We substitute that estimate in (3.14) and get that
sds, which proves (3.8). Last step. We use (3.11), the triangle inequality and the Lipschitz property (3.9) of S to write that
Since it is clear from its definition (1.9) that g(0) 0 ≤ |Ω| 1 2 G(∇σ(0)) , the relation (3.12) follows. The next Lemma is related to the mesh depending norms · −1,h and · * ,h defined in (2.1).
Lemma 3.2. Assume that the meshes M h are regular and satisfy an inverse condition. Then there is a constant c independent of h such that
Proof. From the definition of the mesh size h it follows that min 1≤k≤N dist (P, P k ) ≤ h for any point P ∈ Ω. Consequently, each Delaunay cell O j is necessarily contained in the ball of radius h centred in P j and a scaling argument implies that there is C < ∞, independent of h, such that
Since the Delaunay cells exactly cover Ω, summing (3.17) over j = 1, 2 . . . N establishes the error estimate 
Hence (3.18) and the Cauchy-Schwarz inequality imply that
From the triangle inequality, we deduce that
and the thesis (3.15) follows from the definition (2.1) of the mesh depending norms · −1,h and · * ,h . We now prove (3.16). We take v ∈ W h and construct ψ ∈ V h by prescribing its value at any node P j ,
Because of the definition (1.8) of (·, ·) 0,h and since v is piecewise constant on the Delaunay cells, we have the identity
On the other hand, we may also write that
Let us denote by T j the union of all the tetrahedrons in M h sharing the node P j . Since the meshes are regular and as they satisfy an inverse condition, there is C r < ∞, independent of h, such that C 
Recall now that M h satisfies an inverse condition and that ψ ∈ V h . It thus holds C i h|ψ| 1 ≤ ψ 0 for some C i independent of h [19] . We substitute that information in (3.21). We get that C −1
and (3.16) follows because
We now show that the standard norm of H −1 (Ω) m is dominated by the mesh depending norm · −1,h .
Theorem 3.2. Assume that the meshes M h are regular and satisfy an inverse condition. Then there is b
Proof. Take v ∈ W h . Since the Laplace operator is an isomorphism from 
Since Ω is a convex polyhedron, the pre- [17] . It follows from the standard approximation properties of finite element spaces [19] that |χ−Π h χ| 1 ≤ C a h χ 2 for some C a independent of h. Using that the shift inequality χ 2 ≤ C s ∆χ 0 is valid for any χ ∈ H 2 (Ω) [17] , one concludes that |χ − Π h χ| 1 ≤ C a C s h v 0 . We substitute that information into (3.23) and we also use the first statement in (3.15) which provides an estimate of v * ,h in terms of v −1,h . We finally get that
where C < ∞ does not depend on h. Taking into account that v ∈ W h , we are allowed to use the inverse inequality (3.16). This operation achieves the proof of the first part of (3.22) . By the Cauchy-Schwarz inequality and the Sobolev injection of
and where C only depends on Ω. This inequality and the definition (2.1) imply that v * ,h ≤ C v 0 for any v ∈ W h . The left-hand side of (3.22) follows from that last relation and the estimate for v −1,h established in (3.15) .
From now on, we will never refer to the exact definitions (1.9) and (1.8) of the mappings S, g and of the form (·, ·) 0,h . All the stability and convergences results will only be based on the properties stated in Theorems 3.1 and 3.2 and on the fact that the L 2 (Ω) m norm of the initial data u 0 (see (1.7)) is bounded independently of h,
To conclude this section, we use the Riesz Theorem [11] and the fact that (·, ·) 1 and (·, ·) 0 are scalar products and define the two
Remark 3.1. The operators B and B * are useful to rewrite the system (1.5-1.6) in a more compact form: 
We thus may rewrite (3.22) as 
Existence and uniqueness for the solution to (1.5-1.7)
In this section we prove the following theorem. It remains to show that the pair (u, φ) solving (1.5-1.7) satisfies (4.1). We take ξ = φ(t) as a test function in (1.5) and v = . u(t) as a test function in (1.6). Combining the results, we get that
Testing (1.6) against v = g(u(t)) and taking the property (3.10) into account, we observe that the right-hand side of (4.4) is non-positive and it holds |φ(t)|
Integrating that relation and using the initial condition (1.7), we get that
We add the number r on both side and we use that r(r − S(u(t))) ≥ u(t) 0 is bounded independently on h (see (3.25)), we have proved that
for some constant c which does not depend on h. To achieve the proof we use the differential equation (1.5) and the definition (2.1) for the norm · −1,h to observe that .
Because of the properties (3.22) and (3.12), the last term in the right-hand side turns out to be less than b 2 L (1+ u(t) 0 ) . It thus holds
(4.6) and the full estimate (4.1) follows from (4.6) and the partial estimate (4.5).
5.
Definition of an implicit scheme to solve problem (1.5-1.7)
Let τ > 0 be a time step and denote by M the largest integer such that Mτ ≤ T . For any i = 1, 2 . . . M, we are looking for a pair (u i , φ i ) ∈ W h × V h approaching the values (u(t i ), φ(t i )) of the solution (u, φ) to (1.5-1.7) at time t i = iτ . Our idea is to construct (u i , φ i ) in an inductive way. We start from the initial condition
Then, u i−1 being given, we compute (u i , φ i ) as the solution to
where β ≥ 0 is a stabilization parameter. At first we check that the system (5.2-5.3) is well posed.
Theorem 5.1. Under the assumptions of Theorem 3.2 there is exactly one sequence
(u i , φ i ), i = 1, 2 .
. . M solution to (5.2) and (5.3).
Proof. Recall that W h and V h are finite dimensional spaces, (5.2) and (5.3) may thus be seen as a linear system with dim W h +dim V h unknowns (the components of u i and φ i ) and with the same number of equations. Because of the Fredholm alternative, the entire Theorem will be proved if we show that (5.2) and (5.3) has at most one solution (u i , φ i ).
The difference U and Φ between two possible solution is such that
We take ξ = Φ and v = U as test functions in (5.4) and in (5.5). We get that (U,
Since β is non-negative and τ positive, this relation implies that Φ = 0. It then follows from (5.4) that (U, ξ) 0,h = 0 for any ξ ∈ V h which means that U −1,h = 0, i.e that U = 0, because of (3.22). The Theorem is proved.
An implementation of the scheme (5.1-5.3).
The scheme (5.1-5.3) has been implemented in [16] . Let χ j be the characteristic function of the Delaunay cells O j , 1 ≤ j ≤ N , and let e k , 1 ≤ k ≤ M , be the canonical vectors spanning R m . The family {χ j e k } is a basis of the space W h containing the R m −valued functions that are piecewise constant on M h . We can observe that (i) the mass matrix Let ψ j be the standard P 1 −hat functions associated to the nodes P j , j = 1 . . . N. The family {ψ j e k } spans the space V h containing the R m −valued functions that are piecewise linear on M h . We define the rigidity matrix A ikjk = (ψ i e k , ψ j e k ) 0 and the rectangular matrix M ikjk = (χ j e k , ψ i e k ) 0,h . With this material, we are in a position to rewrite equations (5.2) and (5.3) as a linear system for the components u i and φ i to u i and φ i :
Since D is diagonal, u i can be eliminated from (5.7),
We substitute this relation in (5.6) and we obtain a linear equation for φ i alone,
The linear system (5.9) can be solved by the Choleski's method or by the gradient conjugate algorithm because the governing matrix is symmetric positive definite. The components u i to u i are finally recovered thanks to relation (5.8).
Estimates for the solution to (5.1-5.3).
We prove an estimate for the solution (u i , φ i ) to (5.1-5.3) which is uniformly valid with respect to h under a stability constraint. This condition is based on the parameters ω and b 1 introduced in Theorems 3.1 and 3.2 and on the constant ρ in the inverse inequality,
It reads as follows: There must be α, ε > 0 such the stabilization parameter β and the time step τ satisfy 
for a constant c independent of h and of τ .
Proof. We take ξ = φ i and v = u i − u i−1 as test functions in (5.1) and in (5.3) respectively. We use property
). As a conclusion we get, for i = 1, 2 . . . M,
We need a bound for the last term in the right-hand side. The equation (5.2) for the difference u i − u i−1 imply that
Because of (3.22) , the left-hand side of this inequality is larger than b 1 u i − u i−1 −1 and it follows from the inverse inequality (5.10) that
Combining that estimate with the stability condition (5.11), we deduce from (5.13) that
We apply the Young's inequality to the product g(u i−1 ) −1 |φ i | 1 and we combine (3.6), (3.22) and (3.12) to bound g(u i−1 )
for some constant C < ∞ independent of h and τ . We use the discrete Gronwall Lemma and we take the initial condition (5.1) into account. We conclude that the constant C can be chosen large enough so that it holds
To achieve the proof of the Theorem, we use (3.6) and We now analyse the convergence property of the scheme (5.1-5.2). Let us observe that a higher convergence order can be obtained under the following property.
Property 6.1. It holds −(∂S(u
Because of the definition (1.9) of S, property 6.1 amounts to ask that the eigenvalues to the Hessian matrix of the entropy σ : R m → R are uniformly bounded away from zero. This condition is unfortunately not fulfilled in general. Thermodynamical systems undergoing phase transition are actually characterized by degenerate entropies having non-definite Hessian matrices. Proof. We use the notation 2) for the error at step i and we set
Combining (1.5) with (5.2) and using the definition (3.26) of B, we get a relationship between U i and U i−1 for
and it is clear because of (1.7) and (5.1) that
We take ξ = BU i as a test function in (6.4) and we bound the first term in the right-hand side thanks to Cauchy-Schwarz and Young's inequalities. We also use that (Φ(s), (3.26) ). We come to the conclusion that
We will achieve the proof by using the stability results stated in Theorem 4.1 (for the o.d.e.) and in Theorem 5.2 (for the scheme). Our idea is to prove that there are two constants C 1 , C 2 , independent of h and τ , as well as non-negative numbers r i such that it holds
with ν = In view of (6.8), (6.9) and of the initial condition (6.5), the Gronwall Lemma applied to (6.6) actually establishes that
and (6.1) follows. We just have to observe that the left-hand side of (6.10) is an estimate for b
as a consequence of the property (3.30) of B.
To prove (6.8-6.9), we first decompose the first term of the integrand in the definition (6.7) for R i as the sum of three terms,
and we bound them separately. At first, it follows from the definition (2.1) of the norm · −1,h and from the Young's inequality that 12) and that
Because of the Cauchy-Schwarz inequality and since u is differentiable, the first term in the right-hand side of the above inequality is not larger then 
We use property (3.7) to bound the first term in the right-hand side and we make use of a proper Young's inequality to estimate the second one. We get that
However, if the non-degenerate entropy property 6.1 holds, it follows from (6.14) that
and we can obtain a better estimate than (6.15) for
for some C < ∞ which only depends on β and on ν > 0.
We now treat the second term of the integrand in the definition (6.7) for R i . It holds .
(6.18)
We now add the three inequalities (6.18), (6.12), (6.13), and (6.15) or (6.16) if property 6.1 holds. We also take (6.11) into account and we use for some constant C 0 independent of h and τ . If property 6.1 holds, the last term between brackets may be omitted in the right-hand side of (6.19) . To achieve the proof of the Theorem, it remains to find a constant C 2 independent of h and τ such that the r i fulfil (6.9) with ν = 20) and since the term of order τ 1 2 may be left out under property 6.1, the conclusion can be directly derived from the stability estimate 
