The Global Positioning System (GPS) can be employed as a free attitude determination interferometer when carrier phase measurements are utilized. Conventional approaches for the baseline vectors are essentially based on the least-squares or Kalman filtering methods. The raw attitude solutions are inherently noisy if the solutions of baseline vectors are obtained based on the least-squares method. The Kalman filter attempts to minimize the error variance of the estimation errors and will provide the optimal result while it is required that the complete a priori knowledge of both the process noise and measurement noise covariance matrices are available. In this article, a neural network state estimator, which replaces the Kalman filter, will be incorporated into the attitude determination mechanism for estimating the attitude angles from the noisy raw attitude solutions. Employing the neural network estimator improves robustness compared to the Kalman filtering method when uncertainty in noise statistical knowledge exists. Simulation is conducted and a comparative evaluation based on the neural network estimator and Kalman filter is provided. K E Y W O R D S 1. GPS.
I N T R O D U C T I O N.
GPS has traditionally been a position, velocity and time sensor using the code observations. Code and carrier phase observations can both be extracted from the GPS signals. Due to its higher accuracy and precision compared with code observations, carrier phase observations can be used to achieve a very high accuracy of estimated position. Although carrier phase information can be very accurately measured, it is not possible to use pure carrier phase observables for absolute positioning due to the inherent ambiguity contained in the integer cycle. However, it provides relative positioning at centimetric level and has been widely applied to surveying, attitude determination and precision approach and automatic landing.
If two antennas are attached to a vehicle, a baseline vector defined as a vector from the master antenna to the other can be determined using relative positioning techniques. A very accurate relative position estimate will be available if the integer ambiguities are resolved (Erickson, 1992 ; Landau, et al., 1992 ; Park, et al., 1996) . The attitude of a vehicle can be precisely determined using GPS carrier phase positioning (Abidin, 1991; Hatch, 1991 ; Wei, et al., 1992) . By using carrier phase observables, the relative positioning is obtained at centimetric levels provided that the integer ambiguity is resolved. At the beginning of 1990s, Van Grass and Braasch (1991-1992) conducted research on GPS and developed aircraft attitude determination using carrier phase. In their work, the receiver-satellite double difference observation was employed.
2.1. GPS carrier phase observation model. Carrier phase observables in GPS include the sum of range, an unknown integer ambiguity and some ranging errors, expressed as : pseudorange observable: r=r+c: (dtxdT)+d ion +d trop +v r
carrier phase observable : W=r+c :(dtxdT)+l : Nxd ion +d trop +v w
where the parameters are defined as: r -true range between a satellite and receiver ; c -speed of light ; dt -offset of the satellite clock from GPS time; dT -offset of the receiver clock from GPS time ; d ion -ionospheric correction ; d trop -tropospheric correction; l -carrier phase wavelength ; N -carrier phase integer ambiguity ; v r , v w -measurement noises of code and carrier phases.
Since the carrier phase observables contain much smaller measurement noise than code observables, i.e., v w 5v r , a lot of effort has been given to develop a technique to utilize the carrier phase observables. To utilize the carrier phase observables, the number of integer wavelengths contained in the phase difference must be determined, which is referred to as the ' integer ambiguity resolution '. By measuring the phase of the GPS carrier relative to the carrier phase at a reference site, single, double, and triple differences can be used to determine the vector between the reference (designated master) and slave antennas and subsequently solve for the attitude determination solutions.
By defining the following operators D()=() receiver 1 x() receiver 2 : between receiver differencing operator ; r()=() satellite i x() satellite j : between satellites differencing operator ; rD()=r()xD()=Dr(): receiver À satellite differencing operator, the observation equation between two receivers and two satellites by combining phase data from master (denoted as ' 1') and slave (denoted as '2 ') receivers to satellites i and j is given by
For a very short baseline, e.g., less than one metre between the two antennas, ionospheric and tropospheric parameters become negligible. The resulting doubledifference phase equation when ignoring atmospheric, satellite ephemeris, and residual clock errors is given by
It is clearly seen that the receiver-satellite double differenced observable is formed by a linear combination of four observations :
in which ' ' ' could represent either W, r, r, N, and so on. 2.2. GPS based attitude determination. Attitude is defined by the rotation transformation that relates a coordinate system fixed in space to a coordinate system fixed in the body (i.e., body frame). The space coordinate system is typically defined to be a local level NED (north-east-down) frame. Define the baseline vector as the vector between the antenna designated master and one of the slave antennas. The carrier phase differential GPS based on interferometer principles can solve for the antenna vector. The approach is based on the difference in the GPS carrier phase received at two or more nearby antennas connected to a rigid body. Multiple antenna vectors from an antenna array can be used to calculate the vehicle attitude. In general, to determine the three-dimensional attitude, three non-collinear antennas simultaneously receiving signals from two satellites are the minimum requirement. Referring to the configuration as in Figure 1 , when using the carrier phase signal from satellite i, the between-receiver single differenced observable is a linear combination of twophase observables received by two antennas
Similarly, the single differenced observable received for the same antennas from satellite j is
where b is the baseline vector formed by two antennas, and e represents the line-ofsight unit vector from antennas to satellites. 120
The receiver-satellite double difference is obtained by taking two independent single differences :
Based on Equation (8) which can be expressed in matrix form
Equation (9) can be solved by the least-squares approach to yield
There have been many methods proposed for the integer ambiguity resolution, typically including ambiguity function, antenna exchange/swap, baseline rotation methods (Park, et al., 1996; Park, et al., 1998) . The accuracy of the attitude measurement depends on the baseline to noise ratio, and is also a function of antenna placement and GPS satellite geometry. There are currently several methods available for solving vehicle attitudes, typically including Euler angle method and quaternion method (Farrell and Barth, 1999; Van Grass and Braasch, 1991-1992) .
2.2.1. Euler angle method. Since the vehicle attitude is defined by the angles between the NED type of local frame and body frame, the rotation transformation matrix that relates the NED and body frames provides the information for finding the vehicle attitude (Kayton and Fried, 1997 ; Van Grass and Braasch, 1991-1992) :
where the subscripts n and b represent the local and body frames, respectively, and the notations Swsin and Cwcos. Since R n2b is an orthonormal matrix, its inverse is
Finally, the vehicle attitude can be obtained with the calculation :
Using the Euler angle method, the process becomes meaningless when the angles are at 90x where the singularity problem occurs. The quaternion method is a good alternative to avoid this. The quaternion method uses four parameters instead of nine as in the Euler angle method, by defining the generalized complex number
with the property q 1 2 +q 2 2 +q 3 2 +q 4 2 =1. The transformation between n frame and b frame is found to be
2(q 2 q 3 xq 1 q 4 ) 2(q 1 q 3 +q 2 q 4 ) 2(q 2 q 3 +q 1 q 4 ) q 
By comparing Equations (15) and (11), the attitude angles are obtained :
See Farrell and Barth, 1999 and Kayton and Fried, 1997 for details on the quaternion method.
To perform attitude calculation, the antennas should be set up as nonzero on the non-collinear vector. In this work, the master antenna (M) position is located at [0 0 0] T described in body frame, while the two slave antennas S A and S B are at [1 0 0] T d and [cos c sin c 0] T d, respectively, where d is the variable to adjust the baseline length, and c is the angle between two baseline vectors. Consider two bodyframe baseline vectors: b 1 =S A xM and b 2 =S B xM. Once the baseline vector is determined, estimation of the coordinate frame transformationR R b2n can be achieved and subsequently the transformation matrix from body to local frame can be estimated through the calculationR
where
is estimated by Equation (10).
S T A T E E S T I M A T I O N T E C H N I Q U E S.
Since the result based on least-squares approach is noisy due to the inherently noisy double-differenced measurements, consequently the noisy baseline vector estimation will result in noisy attitude estimate. Incorporation of a Kalman filter or a neural network state estimator provides a way to improve the solutions.
3.1. Kalman filter. The Kalman filtering method has been recognised as one of the most powerful state estimation techniques. The purpose of Kalman filtering is to provide estimation with minimum error variance. It is therefore sometimes called the H 2 filter since it minimizes the two-norm of the transfer function from the system noise to the estimation error. The Kalman filtering algorithm has been successfully applied to the navigation area, such as integrated GPS/INS navigation system design, stand-alone GPS receiver position/velocity determination, and the carrier-smoothedcode processing.
The Kalman filter is briefly reviewed for convenience. The process model and measurement model discrete-time form are represented as
where the state vector x k s< n , process noise vector w k s< n , measurement vector z k s< m , and measurement noise vector v k s< m . In Equation (18), both the vectors w k and v k are zero mean white sequences having zero cross correlation with each other :
where E [ . ] represents expectation, and superscript 'T ' denotes matrix transpose, Q k is the process noise covariance matrix, R k is the measurement noise covariance matrix, and W k =e FDt is the state transition matrix. The Kalman filter algorithm is summarized as follows :
Prediction steps/time update equations :
Correction steps/measurement update equations :
More detailed discussion can be referred to Brown and Hwang, 1997 and Gelb, 1974. 3.2. Recurrent back propagation neural network (RBPNN). The back propagation neural network has been the most popular of all neural applications. It is a multi-layer perceptron, supervised learning network. A feed forward network maps a set of input vectors to a set of output vectors. A recurrent neural network distinguishes itself from a feed forward neural network in that it has at least one feedback loop. The procedure to find a gradient vector in a network structure is generally referred to as back propagation since the gradient is calculated in the direction opposite to the flow of the output of each node. The basic principle of the BP is to use the gradient steepest descent method to minimize the cost function. The training of neural networks is traditionally based on minimization of the cost function. Suppose a set of training samples is available, the problem can be characterized as choosing the weights (or coupling strengths) of a given network such that the mean squared error (MSE) is minimized :
where N denotes the total number of patterns contained in the training set ; d p and y p represent the desired and actual output of the pth output neuron, respectively. The activation functions of the hidden layers and the output layer are typically sigmoid functions with the form
where us(x', '), and f(u)s(0, 1), or hyperbolic tangent functions with the form
(e au +e xau )
where us(x', '), and f(u)s(x1, 1). For complete description of the BPNN procedure, the readers are referred to, e.g., Haykin, 1999 and Widrow and Lehr, 1990 . The specific network topology for the current work will be explained in Section 4.
V E H I C L E A T T I T U D E E S T I M A T I O N.
The raw attitude solutions based on the interferometry technique are inherently noisy. Incorporating a filter into the attitude determination algorithm will improve the solutions. Either the Kalman filter or neural network state estimator can be employed.
4.1. Kalman filtering approach. When using the Kalman filter for attitude estimation processing, attention should be paid when modelling the user/vehicle rotational dynamics. The Euler angle H can be calculated as the attitude angle at time t=t 0 , plus a ramp function and a parabolic function. It can, therefore, be considered as taking Taylor's series expansion for H about epoch k :
Accurate description of the dynamics in the Kalman filter process model depends on the type of vehicle attitude dynamics encountered in a given application. The attitude estimator can be designed as a special case of the feedback complementary Kalman filter. Without an inertial sensor to provide a reference trajectory, the process dynamics of the attitude vector states do not represent sensor error but rather 'total ' observer dynamics.
square error between the current output and the target vector. The network is made up of four layers, including one input layer, two hidden layers, and one output layer. The components of the network essentially include : z m -value of the mth input neuron ; g n -output of the nth hidden neuron in the 1 st hidden layer ; h o -output of the oth hidden neuron in the 2 nd hidden layer ; w nm -interconnection weight between the mth input neuron and the nth hidden neuron of the 1 st hidden layer ; w on -interconnection weight between the nth hidden neuron in the 1 st hidden layer and the oth hidden neuron of the 2 nd hidden layer ; w po -interconnection weight between the oth hidden neuron of the 2 nd hidden layer and the pth output neuron. The adjustment of weights is implemented by
and
where (k+1), (k), and (kx1) are indices for the next, present, and previous respectively, and some of the variables are defined as g : learning rate ; a : momentum ; g n : a hyperbolic tangent function for a hidden neuron in the 1 st hidden layer :
h o : a hyperbolic tangent function for a hidden neuron in the 2 nd hidden layer :
y p : a hyperbolic tangent function for an output neuron :
d n : error for a hidden neuron in the 1 st hidden layer :
error for a hidden neuron in the 2 nd hidden layer :
error for an output neuron:
In the above, the parameters h n , h o , and h p represent the bias/threshold values of the nth hidden neuron of 1 st hidden layer, oth hidden neuron of 2 nd hidden layer, and pth output neuron, respectively.
The network topology selected in this work essentially includes :
-9 input nodes, where measurements at current and previous epochs and network output are utilized. All the initial values are set as zeros. -2 hidden layers, where the first layer is composed of 20 nodes and second layer is composed of 12 nodes. -1 output layer, where there is only 1 output node (representing the vehicle attitude angle).
When the numbers of nodes in the above topology are counted, all the bias nodes are excluded. Figure 2 shows the architecture of such an estimator. 
N O. 1 GPS A T T I T U D E D E T E R M I N A T I O N 5. E X A M P L E S A N D D I S C U S S I O N. Simulation was conducted for
evaluating the filtering estimation performance of attitude solutions. The antenna geometry is set up as described in Section 2, with the baseline length variable d set to 1 metre and c set to 45 degrees. The attitude kinematics for simulation is
for the dynamic roll, pitch, and yaw attitude angles, respectively. In this simulation example, the second-order Kalman filter model is employed. The noise variances for the process and measurement models are
In the training process, the input values are the noise-corrupted signals, while the desired values are the noise free signals. The data for network training can be selected from the attitude angles in either roll, pitch or yaw axes, while the trained network is able to perform estimation for attitude angles in all the axes. In this work, 201 training patterns were taken from the raw pitch measurement data. The test record consists of a sequence of data points produced separately from the training record. The input values are normalized within the range (0, 1) while the output values are normalized within the range (x0 . 8, 0 . 8). Initial weights are random numbers between x1 and 1. The hyperbolic tangent functions are selected as the activation functions. The parameter ' a ' in the hyperbolic tangent function is selected as 1. It is also noted that the bias, which is x1, has been added to the input and two hidden layers. The training procedure is terminated if the training process MSE less than 0 . 01. As for the learning parameters, the momentum a is selected as 0 . 6 and the learning rate g is 0 . 01. It is known that when the learning rate is set very small, there is a greater chance that the output error will converge to some local minima of the weight space.
Performance assessment for two cases of mismatched noise statistical knowledge in the Kalman filter will be performed, including (1) incorrect knowledge of R k matrix, and (2) incorrect knowledge of Q k matrix.
' Case 1: Incorrect knowledge of R k matrix. In this example, the standard deviation of the measurement noise used in the filter (which is provided by the system designer) is three times of the actual measurement noise (which reflects the real environment). It is well known that the Kalman filtering approach will provide optimal result while it is required that the complete a priori knowledge of both the process noise and measurement noise covariance matrices are available. Incorrect knowledge of the noise statistics degrades the Kalman filtering performance. The neural network state estimator demonstrates stronger robustness than does the mismatched Kalman filter, despite the minimal information required for its training. The attitude solutions are shown in Figures 3  and 4 , and the error statistic is summarized in Table 1 . There are four curves in each subplot in Figure 3 , including a noise free attitude, an unfiltered attitude, a Kalman filtered attitude, and a neural filtered attitude, which are indicated in the figure. In each subplot of Figure 4 , two curves are shown, including a Kalman filtered residual and a neural filtered residual. ' Case 2: Incorrect knowledge of Q k matrix. In this example, the standard deviation of the process noise used in the filter is one-third of the actual measurement noise. The attitude solutions are shown in Figures 5 and 6 , and the error statistic by two approaches is summarized in Table 2 . From the above two examples, it is seen that solutions by the neural estimator are significantly improved when the assumptions for implementing Kalman filtering are violated.
6. C O N C L U S I O N. The conventional attitude solutions provided by the interferometry technique are inherently noisy. This is due to the fact that, when the least-squares approach is employed, solutions of the baseline vectors based on the inherently noisy double-differenced measurements are also noisy. One way to improve the attitude solutions can be achieved by using the Kalman filter for filtering the noises of raw attitude vectors. However, complete a priori knowledge of both the process noise and measurement noise covariance matrices are not always available, which degrades the Kalman filtering performance. The recurrent neural network (NN) state estimator has been employed to replace the Kalman filter as the 
N O. 1 GPS A T T I T U D E D E T E R M I N A T I O N
attitude estimator. Numerical simulations on incorporating Kalman filter and neural network state estimator into the GPS interferometer have been conducted and compared. The neural network state estimator demonstrates promising robustness, despite the minimal information required for its training.
