Abstract: The integration of different technologies reusing available production solutions, within an industrial robotic cell is a subject that requires further research and development. Technologies demanding high processing power, like machine vision or voice recognition systems, are normally easy to program but require proprietary languages and platforms, which constitutes an important problem during the integration phase, mainly related with communications and setup. This paper addresses these problems implementing a service-oriented architecture that uses Universal Plug-and-Play (UPnP) technologies. The architecture is tested using a real robotic manufacturing cell. Furthermore, the paper also presents and discusses a software application designed to program manufacturing cells whose building blocks are represented by UPnP devices. Finally, a tool for automatic generation of UPnP devices based on the information contained in speech recognition XML grammars is presented and discussed.
INTRODUCTION
Due to their flexibility and programmability, industrial robots play a central role in manufacturing, tightly integrated with its surrounding equipment to accomplish the needed productivity. The evolution of industrial devices like PLC's, cameras, intelligent sensors, etc., with their special programming environments/languages/features for configurability and reuse of those devices, forms a bottleneck for system integration. Therefore, programming a manufacturing cell usually requires specific knowledge about different devices making it a work for trained specialists or multi-disciplinary teams.
To assist during system integration and to promote reuse of production solutions (that is, not only the components), the development of integration tools and architectures for setup of manufacturing cells is highly desirable for the future. In particular, this is important considering the needs of small and medium enterprises (SME). Since the majority of the time consumed during integration stages is related with communication and setup (configuration and tuning) problems, new technologies should specifically improve on these aspects.
From both a practical and a scientific point of view, in automation as in other scientific areas, it is important that proposed/published approaches/results are independently evaluated by other researchers. In particular this should be important in industrial automation, since the actual applicability of certain technologies is confirmed or rejected far beyond the duration of ground-breaking developments.
To this end, in this paper, we will review some of the recently proposed technologies, and confront the most promising approach with experimental setups reflecting real applications. Both the analysis, the selection of technologies, the experimental setup with its results, and the conclusions concerning applicability are intended contributions. That should also contribute to the development of future plugand-produce developments for SME manufacturing.
ANALYSIS
Superior flexibility and ease of use calls for plugand-play components and high-level programming features. With some knowledge of so called holonic cells in mind (Gou, 1998) , here referring to workcells and their contained devices in automation, we may ask ourselves: what are the important properties to consider for work-cell components. Within each (mechatronic) device, real-time issues are of course important. Between cell components, however, there are mainly signal/event dependencies, but hard realtime requirements are not that common, as can be noticed from the use of PC-based software tools and so called soft-PLCs in many industrial automation systems today. For instance, a delayed event may delay the production for some milliseconds, but the production process does usually not fail. This means that in these structures all the real time control is done inside a device or software component, which provides high level services to the network.
Clearly, in special but important cases such as visual servoing and conveyor tracking involving feedback loops via several interconnected devices, we need to be able to accomplish shop-floor deterministic traffic, but such cases forms a smaller part of the integration problem. For the majority of component connections, we can instead think in terms of coarsegrained services, with synchronous calls for setup and asynchronous events for operation.
Safety is getting increasingly important for robotic work cells, with safety sensors and the trend of removing the fences around the machines. This might look like a contradiction to the use of PCbased software for cell control, but two facts simplifies the situation: First, safety sensors and controllers are configured separately, based on special hardware and certification procedures. Secondly, safety critical robot work-calls are not mission critical, like X-by-wire for vehicles and the like. Therefore, we can accept occasional failures, if it can be detected and handled (by stopping or performing another task).
Based on these insights and the aim for low-cost equipments, including the use of de facto standards such as TCP/IP based technologies, we look for modern automation-suitable architectures. This means networking with support for event-driven publish-subscribe communications, and the setup should support plug-and-play and high-level programming features.
Architecture
The presence of many high-processing power devices makes the concept of service-oriented architecture (SOA) particularly suitable for use in the industrial manufacturing cells. A SOA relies on highly autonomous but interoperable systems. The definition of a service is ruled by the larger context; this means that all technological details are hidden, but also that the concept that supports the service is more process related and less technologically related. The SIRENA project (2005) pointed out advantages by the use of SOA in industrial automation (Fig. 1) . Ahn et al (2005) addressed this issue in a different domain (mobile robotics), proposing a SOA for the device level as robot middleware.
It is also relevant to mention that the new Microsoft Robotics Studio, recently launched, uses decentralized system services (DSS) as SOA (Microsoft 2006a ). This is a lightweight .NET framework that also relies on web technologies. Nevertheless is lack of maturity (final release in December 2006), this platform was adopted by some major players in the robotics field, including some industrial ones, which are building solutions based on the Robotics Studio. Industrial applicability also calls for support of dumb (for example, wired IO) and legacy devices. These issues have already been addressed with success by James et al (2005a James et al ( , 2005b ) using specially designed gateway devices, as now also in the Robotics Studio.
There are many SOA proposed for the device level, and fairly nice revisions have been written that resume their basic features (Rekesh, 1999 ) (Bettstetter and Christoph, 2005) . For the actual implementation, a SOA is in practice based on a middleware platform, which can be considered being a lower-level architecture. Such a platform should include suitable mechanisms for support of the SOA main characteristics: addressing, discovery, description, control and eventing.
Middleware platforms
In this work we consider three of the most relevant and available approaches: Jini (Jini 2006) , UPnP (UPnP forum 2004) and device profile for web services (DPWS).
Jini is an architecture proposed by Sun Microsystems based on Java. This fact makes it platform independent but language dependent. It also carries a large memory footprint, due to the presence of a virtual machine, making it less appropriate for small devices.
UPnP and DPWS rely extensively on standard network protocols such as TCP/IP, UDP, HTTP, SOAP, XML, and web technology. This makes them platform and language independent, which is a major advantage for their adoption. XML formats are broadly used and accepted and provide modern data interchange mechanisms and communications.
Although similar in many aspects, the UPnP and DPWS architectures use different languages for device description and different protocols for discovery and event notifications. A proposal has been made to the UPnP foundation (Schlimmer 2004) for the convergence in the next major UPnP review. Nevertheless, the new Microsoft operating system, Microsoft Vista, supports both technologies under the name plug and play extensions for Windows (PnP-X 2006) .
Selection and use of middleware platform
In the work reported in this paper, UPnP was selected. This choice is mainly supported by the maturity of the technology. In fact, there are considerable more development tools available, covering all the platforms, for the UPnP case. Similarity of both technologies implies that the code can easily be ported. Once devices are attached to the network and are properly addressed discovery takes place. Devices advertise its services to control points and control points search for devices in the network.
The description step allows a control point to obtain the necessary information about a device. This is done using the URL provided by the device in the discovery message. At this stage, the control point has the information about the actions and state variables provided by a device. The control step consists on calls of actions present in a device made by a control point.
When the state of a service (modelled in their state variables) changes, the service publishes updates by sending messages through the network. This is called Eventing. These messages are also expressed in XML and formatted using the general event notification architecture (GENA).
Some devices may have presentation web pages. In this case a control point can retrieve a page from the specified URL, load the page into the browser and depending on the capabilities of the page allow a user to control the device and/or view the device status.
EXPERIMENTS
Given the selected most promising architecture and platform, the objective now is to: 
Cell Description.
The robotic cell used in this demonstration is composed of an ABB IRB 140 robot, equipped with the new IRC5 controller, a conveyor controlled by a PLC ) and a web camera. Basically, the conveyor transports sample pieces over the machine vision system (Fig. 1) , which calculates the number and position of the pieces. The results are sent to the robot controller to command the robot to pick them from the conveyor and place them into a box. A detailed description of this setup is available at Pires et al (2006) , where the author used an alternative solution based on a general client-server application developed using TCP/IP socket based communications. Since only the robot has built-in support for sockets communications, Pires et al (2006) used several PC based applications to distribute services over the network. They also developed two different clients to operate the cell: PC based GHMI (Graphical Human Machine Interface), and a PDA interface. There was also a speech recognition interface.
UPnP network and devices
The architecture proposed in this paper replaces the client-server (object-oriented) architecture with a SOA and provides some tools to support the creation of the software components necessary for the SOA. Consequently, five software applications were developed as described in Fig. 2 . These applications correspond to five UPnP devices of the network. Fig. 2 . UPnP network proposed in this paper.
Since both the industrial components of the system (PLC and robot) don't have native UPnP support, it was necessary to develop an extra software layer to integrate these devices into the UPnP network. The objective is to pool the correspondent equipment advertising the discovered devices and services over the UPnP network.
The RobotIRC5 UPnP device is implemented in a software application that communicates with the robot controller via a TCP/IP based network. The robot controller runs a server application developed in RAPID (ABB 2005) on an independent task, similar to the one presented in (Pires et al, 2006) . This UPnP device provides one service: PickandPlaceService (Fig. 3 ). This service has two different actions: one that allows picking all identified pieces, and another that picks a single piece properly parameterized. It also includes an evented state variable (busy) that indicates the state of the robot, and publishes an event each time the robot finishes picking. This device uses the Intel C# UPnP stack.
The Conveyor UPnP device was also implemented as a software application that communicates with the conveyor commanding PLC through a serial port. Two services are also available (Fig. 4) : The HighLevel Prog service provides actions and variables with process related meanings. The Maintenance_Setup service is more technology related, and is intended to be used during development or maintenance stages. This strategy of dividing process related and technology related services enhance the advantages of the SOA in the HighLevelProg service, without compromising some technology know-how needed for finding IO problems in the installation stage, for example. This device uses also the Intel C# UPnP stack. The SmartCamera UPnP device (Fig. 5 ) was implemented using a commercial USB web camera, and special purpose vision software developed using C++ and the Intel OpenCV vision libraries (OpenCV 2006). The application determines the number and position of the pieces on the conveyor, and provides an UPnP action (getPos()) that returns these positions in a string format.
Speech Recognition Systems (SRS) evolved significantly in the last couple of years. Actual SRS can even be used in industrial environment, see (Pires 2005) . This type of technology can be seamlessly integrated in a SOA due to the fact that they are extensively event driven. To achieve this integration a software application was developed to allow the automatic pairing of voice recognition events with UPnP events (Fig. 6) .
The SRS selected to use with this research was the Microsoft speech engine included with the Microsoft speech API 5.1 (Microsoft 2006b ). This system includes an ASR (automatic speech recognition) engine and a TTS (text to speech) engine.
To create an UPnP device that can publish events correspondent to ASR events an application was developed (using C#, Fig. 6 ) that implements the following strategy: -First the XML grammar was parsed and an XML-DOM tree document created.
-Then this tree was traversed and UPnP state variables were dynamically created and added to the RecognitionService of the voice interface device. All combinations implemented with grammar tags <L><\L> (List) are listed, and a boolean state variable is created for each one of them. The name of the state variable is the recognised sentence without spaces. Nevertheless, if this traversal method goes through each rule reference, a very high number of variables would be created. To avoid these difficulties and to express the real mean of the recognized number, an integer state variable was associated with each of the recognitions that may contain a number. It is important to notice that the UPnP events are fired every time a new value is assigned to the state variable, even if the value is the same.
High-level services.
Grammars are used to define what the ASR should recognize. Each time a sequence defined in the grammar is recognized an event is fired by the SRS. The Microsoft SAPI allows three different ways for specifying grammars: included in the code (programmatic grammars), using XML files, or using CFG files. Since XML is a well accepted standard it was used to specify speech recognition grammars.
Grammars define a TopLevel Rule that includes all the necessary commands. From each of these commands it is possible to call other rules. In the example presented in Fig. 2 , a rule ("NUMBER") was created to support the recognition of numbers (0-99). This rule is composed by several secondary rules (UNIT, SETSOFTEN,…) that have properties associated
These properties allow the easy recovery of a value when a number is recognized, because they are sent as an argument of the delegate call when a recognition event occurs (Fig. 7) . This application provides a very interesting approach to link the meaning of both dictated numbers and UPnP state variables. This approach could be extended to terms like Conveyor and Robot which could be associated with the respective devices, or even linked to ontology on robotics.
The Cell Programmer Interface (Fig. 8) is a software application developed to control the flow of high level tasks in a manufacturing cell. Basically, it's an UPnP control point, with some tools suitable to build a generic stack. This stack represents the control flow of process related tasks. In the left side of this interface a tree shows all UPnP devices founded on the network (notice the presence of a "stranger" gateway device). Clicking over them is possible to get additional information (access the presentation page, for example). Using the "arrow" button, actions or events are added to the stack. Furthermore, when running the resulting program and the program counter is pointing to an event, it means that the program is "waiting" for that event to occur. Inversely, if the program counter is pointing to an action, it means that it is calling that action and waiting for the return. There is also the possibility of defining auxiliary variables to store values that can be used as arguments in later stack steps.
The simple case depicted in Fig. 8 is a pick-and-place case. The setup should wait for a speech recognition event that commands the conveyor to start. When the event occurs an action is called commanding the conveyor to enter the automatic mode. The next action is to obtain information about the number of pieces and respective position from the camera server. The obtained information is used to pick-and-place the pieces calling the robot pick service. When the last piece is removed the conveyor starts automatically, so in this simple example the next element of the stack is a speech recognition event that waits for the command to stop the conveyor.
CONCLUSION
The main objective of this paper was to review some of the recently proposed technologies, and confront the most promising approach with experimental setups reflecting real applications, i.e., of using the selected SOA architecture to control a real manufacturing cell and evaluating the results. Furthermore, some novel concepts were introduced, like automatic UPnP generation from a speech XML grammar specification. This will be further developed in the near future. The proposed programming scheme based on SOA is less time consuming if compared with an object-oriented approach (Pires et al 2006) . Planned developments include the implementation of built-in solutions for the most important cell components like robots, cameras, PLCs, intelligent sensors, etc. This approach enables to extend the plug-and-play concept, based on SOA, to plug-and-produce just by adding to the devices a set of services that correspond to particular cell functionalities. The manufacturing system must then be prepared to use the new services, with the necessary adaptations done automatically, to start or keep producing.
