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Introduction
This work is a continuation of our previos paper [Zel1] . We consider the Schrödinger operator H = −∆ + V (x)·, acting in the space L 2 (R d ). In what follows we assume that d ≥ 3, V (x) ≥ 0 and V (·) ∈ L 1,loc (R d ). Physically V (x) is the potential of an external electric field. In [Zel1] some constructive sufficient conditions for discreteness of the spectrum of H have been obtained on the base of well known Mazya -Shubin criterion ([M-Sh] ) and an optimization problem for a set function. Since also in the present paper we shall use the Mazya -Shubin result, let us formulate it. Following to [M-Sh] Denote by N γ (y, r) (γ ∈ (0, 1)) the set of all compact sets F ⊆Ḡ r (y) satisfying the condition cap(F ) ≤ γ cap(Ḡ r (y)), (1.3) where cap(F ) is the harmonic capacity. In [M-Sh] also a necessary condition for discreteness of the spectrum was obtained, which is close to sufficient one.
As we have noticed in [Zel1] , condition (1.4) of Theorem 1.1 is hardly verifiable, because in order to test it, one needs to solve a difficult optimization problem, whose cost functional is the set function I(F ) = Gr (y)\F V (x) dx and the constrain F ∈ N γ(r) (y, r) is submodular (because"cap" is a submodular set function (definition (2.3))). In the papers [Ben-Fort] , [Si1] , [L-S-W] and [GMD] some constructive sufficient conditions for discreteness of the spectrum for H have been found without use of the Mazya -Shubin result. In [Zel1] we have estimated the cost functional I(F ) in (1.4) from below using the isocapacity inequality and replacing F ∈ N γ(r) (y, r) by a weaker but additive constrain. To this end we also used the concept of base polyhedron for the harmonic capacity (definition (2.7)). By this way on the base of Theorem 1.1 we have obtained in [Zel1] some constructive sufficient conditions for discreteness of the spectrum in terms of measures, which permit a reformulation in terms of non-increasing rearrangements of some functions connected with the potential V (x). As we have shown, these conditions are more general than ones obtained in the papers mentioned above.
In the present paper we have obtained more general than in [Zel1] constructive sufficient conditions for discreteness of the spectrum of H, using along with the arguments mentioned above also a capacitary strong type inequality (2.6) of David Adams [AH] and some properties of Choquet integral by this capacity.
Let us notice that in [T] Michael Taylor have found an alternative for the Mazya-Shubin result. His necessary and sufficient conditions for discreteness of the spectrum of H are formulated in terms of the scattering length of the potential V (x) on boxes that are going to infinity. It would be interesting to extract from this result an easier verifiable sufficient condition which would be more general than results obtained in the present paper.
Let us describe briefly the main results of this paper. Theorem 4.1 yields a sufficient condition for discreteness of the spectrum of H in terms of the non-increasing rearrangement of V (x) with respect to Lebesgue measure on cubes that are going to infinity. Its proof is based immediately on Corollary 3.12 of our previous work [Zel1] .
In Proposition 4.2 we compare Theorem 4.1 and Theorem 3.14 of the previous work.
A central role in our considerations plays Theorem 4.4, were on the base of Mazya-Shubin result and inequality (2.6), mentioned above, we obtain a sufficient condition for discreteness of the spectrum of H in terms of measures from the base polyhedron BP (G r (y))of harmonic capacity and the composition of Bessel kernel G 1 (x) with the function V (x) on subsets of G r (y) whose complements are small with respect to these measures.
Theorem 4.5, based on Theorem 4.4, yields a sufficient condition for discreteness of the spectrum of H in terms of the repeated nonincreasing rearrangement (Definition C.3) of the function X µ (x, s) (defined by (4.5)) with respect to measures µ from the set BP eq (G r (y) ⊆ BP (G r (y), consisting of measures which are equivalent to the Lebesgue measure.
Corollary 4.6 is the immediate consequence of Theorem 4.5 for the case where the domains G r (y) are balls B r (y). In the formulation of it the set BP eq (B r (y)) is replaced by its part M f (y, r) (Definition 2.2).
Theorem 4.7, based on Corollary 4.6. yields a sufficient condition for discreteness of the spectrum of H in terms of repeated nonincreasing rearrangement with respect to Lebesgue measure of the function
(1.6) on cubes that are going to infinity. In Proposition 4.8 we compare Theorem 4.7 and Theorem 4.1. Theorem 4.9 is based on Theorem 4.7. It yields an easier verifiable condition for discreteness of the spectrum of H by use of m-adic partition of a unit cube and of our concept of (log m , θ)-dense system of subsets of this cube (Definition 2.5).
The paper is organized as follows. After this Introduction, in Section 2 (Preliminaries) we introduce some concepts and notations used in the paper. In Section 3 we formulate some results from the previous work [Zel1] , used in this paper. In Section 4 we formulate the main results of the paper and in Section 5 we prove them. In Section 6 we recall briefly some examples, constructed in [Zel1] , and construct a counterexample (Example 3) which shows that Theorem 4.7 is essentially more general than Theorem 4.1. Sections A, B and C are Appendices. In Section A we prove some claims concerning the existence of base polyhedron for harmonic capacity and its connection with Choquet integral by this capacity. In Section B we obtain upper and lower estimates for the composition of Bessel kernel with itself on a ball B r (y). There we use the well known arguments usually applied to estimation of composition for singular radial kernels. But main difficulty was to obtain lower estimate (B.1) with a constant not depending on the radius r of the ball B r (y) while r ∈ (0, r 0 ). In Section C we prove existence of the repeated nonincreasind rearrangement for an integrable function F (x, s) defined on the product of two measure spaces. There we use some facts from the theory of Riesz spaces [Lux-Za].
Preliminaries
Let us come to agreement on some notations and terminology. Let Ω be an open and bounded domain in R d . We denote by Σ B (Ω) the σ-algebra of all Borel subsets ofΩ. By Σ L (Ω) we denote the σ-algebra of all Lebesgue measurable subsets ofΩ, i.e., it is the Lebesgue completion of Σ B (Ω) by the Lebesgue measure mes d . If (X, Σ, µ) is a measure space, we call all sets from Σ µ-measurable and if X =Ω ⊆ R d , µ = mes d and Σ = Σ L (Ω), we simply call them measurable. If a measure is absolutely continuous with respect to Lebesgue measure, we simply call it absolutely continuous. By B r (y) we denote the open ball in R d whose radius and center are r > 0 and y. Let Σ be a non-empty algebra of subsets of a set X, B(Σ, X) be the set of bounded, real valued, Σ-measurable functions on X, and v be a monotonic real valued function on Σ with v(∅) = 0. Monotonicity means that for any E and F in Σ E ⊆ F implies v(E) ≤ v(F ). In [Ch] Choquet defined the following integration operation with respect to the nonnecessarily additive set function v: for a nonnegative function F ∈ B(Σ, X)
Let us recall the definition of the harmonic (or Newtonian) capacity
cap(E) := inf
It is known [Ch] that the set function "cap" can be extended in a suitable manner from the set of all compact subsets of the space R d to the set of all Borel subsets of it. It is known ( [Maz] , [Maz1] ) that the set function "cap" is monotonic and submodular (concave) in the sense that for any pair of sets 
and
In [AH] (p.189) the following capacitary strong type inequality has been established:
where f is a non-negative function belonging to L p (R d ) (1 < p < ∞)) and the constant A > 0 does not depend on f . The integral in left hand side of (2.6) is the Choquet integral (2.1) by the non-additive set function v = C g,p (here
By M (Ω) denote the set of all additive set functions on Σ B (Ω)) (we shall call them briefly "measures") and by M + (Ω) denote the set of all non-negative measures from M (Ω)). In the theory of coalition games ( [Shap] [Schm], [Mar-Mon] ) the concept of the core of a game is used. Following to [Fuj] , we define for the harmonic capacity onΩ a dual concept of the base polyhedron BP(Ω):
This set is nonempty, convex, and compact in the weak*-topology (Proposition A.1). If Ω = G r (y) (see (1.2). (1.1)), we shall write briefly M + (y, r) and BP(y, r). Denote by BP eq (Ω) the subset of BP(Ω) consisting of Radon measures which are equivalent to Lebesgue measure mes d ( [Hal] Suppose that Ω =B r (y), A = Σ L (B r (y)) and Q is the normalized Lebesgue measure m d,r onB r (y), defined by:
In [Zel1] we have used the following set of measures, which is a part of BP eq (B r (y)) (Proposition 3.4):
and denote by M f (y, r) the set of absolute continuous measures onB r (y), whose densities run over the following convex set: 9) where "co ′′ denotes the convex hull and the closure is taken for the L 1 (B r (y), m d,r ) topology. Denote by [x] the integer part of a real number x. In [Zel1] we have used the following concepts:
Definition 2.5. Suppose that m > 1 and θ ∈ (0, 1). A sequence {D n } ∞ n=1 of subsets of a cube Q 1 (y) is said to be a (log m , θ)-dense system in Q 1 (y), if (a) each D n is a finite union of regular parallelepipeds; (b) for any cube Q r (z) ⊆ Q 1 (y) with r ∈ 0, min{1, 1 θm 2 } there is j ∈ {1, 2, . . . , log m 1 θr } such that for some regular parallelepiped Π ⊆ D j there is a cube Q θr (s), contained in Π ∩ Q r (z).
Some results from the previous work
All the results of our previous paper [Zel1] and of the present one are based on the following optimization problem for set functions:
Problem 3.1. Let (X, Σ, µ) be a measure space with a non-negative measure µ and W (x) be a non-negative function defined on X and belonging to L 1 (X, µ). For t ∈ (0, µ(X)) consider the collection E(t, X, µ) of all µ-measurable sets E ⊆ X such that µ(E) ≥ t. The goal is to find the quantity
In the formulation of next claim, proved in [Zel1] , we have used the following notations. For the measure space and the function W (x), introduced in Problem 3.1, consider the quantity:
The following claim from [Zel1] solves Problem 3.1 for a non-atomic measure:
Proposition 3.1. [ [Zel1], Theorem 3.3] Suppose that, in addition to conditions of Problem 3.1, the measure µ is non-atomic. Then (i) for any t ∈ (0, µ(X)) there exists a µ-measurable setK ⊆ X such that
for the quantity J W (t, X, µ), defined by (3.2)-(3.7), the representation
is valid and
(ii) the equality
is valid.
In the next claim. proved in [Zel1] , we have obtained a two-sided estimate for the solution J W (t, X, µ) of Problem 3.1 via a non-increasing rearrangement of the function W (x) on X. This rearrangement is following:
where
The promised claim is following: Proposition 3.4] Suppose that, in addition to conditions of Problem 3.1 and Theorem 3.1, the measure µ is finite. Then for θ > 1 and t ∈ (0, µ(X)) the estimates
Let us formulate some claims from [Zel1] , which were obtained with the help of arguments, mentioned above. Theorem 3.7] Suppose that for some r 0 > 0 and any r ∈ (0, r 0 ) the condition
is satisfied with δ(r) =γ(r)mes d (G r (0)) and γ(r) satisfies the conditions ∀ r ∈ (0, r 0 ) :γ(r) ∈ (0, 1) and lim sup
Then the spectrum of the operator
The following claim describes a part of BP eq (y, r):
The set BP eq (y, r) contains the set M f (r, y) of absolute continuous measures described in Definition 2.2.
In [Zel1] we have denoted by α µ (x) (µ ∈ BP eq (y, r)) the density of the measure mes d with respect to µ, i.e.,
In the following claim the set M f (y, r) has been used:
is satisfied for some r 0 > 0 and any r ∈ (0, r 0 ), where
) and γ(r) satisfies conditions (1.5). Then the spectrum of the operator
Consider the covering of the space R d by the cubes
of subsets of Q 1 ( l). Furthermore, for some integers n > 0 and m > 1 consider the m-adic partition of each cube
The following claim was based on the previous claim and on the concept of a (log m , θ)-dense system (Definition 2.5):
Proposition 3.6. [ [Zel1] , Theorem 3.14] Suppose that θ ∈ (0, 1) and for each
Let γ(r) be a nondecreasing monotone function satisfying condition (1.5). If for any natural n the condition
Main results
On the base of Proposition 3.5 we shall prove the following theorem:
Theorem 4.1. If for some r 0 > 0 and a function γ(r), satisfying conditions (1.5), the condition
is satisfied for any r ∈ (0, r 0 ], then the spectrum of the operator If Ω = G r (y) (see (1.2). (1.1)), we shall write briefly M (y, r) and BP(y, r). For µ ∈ M (y, r) denote by M µ γ (y, r) (γ ∈ (0, 1)) the collection of all compact sets F ⊆Ḡ r (y) satisfying the condition
In all next claims we suppose that V ∈ L p, loc (R d ) with p > d/2. Denote by F the Fourier transform on R d and consider the Bessel kernel of the order 1:
Theorem 4.4. Suppose that for some r 0 > 0 and any r ∈ (0, r 0 )
where γ(r) satisfies the condition (1.5). Then the spectrum of the operator
Before formulation of the following theorem, based on Theorem 4.4, let us introduce a some notations.
Let (X, Σ, µ), (Y, Ξ, ν) be two measure spaces with non-negative measures µ, ν and
. In Section C we have defined the repeated nonincreasing rearrangement (F ⋆ ) ⋆ (t, u; X, Y ; µ, ν) (t > 0, u > 0) of the function F (x, s) and proved its existence (Definition C.3 and Proposition C.1). If X = Y , Σ = Ξ and µ = ν, we shall write (F ⋆ ) ⋆ (t, u; X; µ) and if in addition t = u, we shall write (F ⋆ ) ⋆ (t; X; µ). If in the last case X = G r (y), we shall write F ⋆ (·, s)(t; y, r; ν), (F ⋆ ) ⋆ (, t; y, r; µ) and (F ⋆ ) ⋆ (t; y, r; µ) and if in addition µ = mes d , we shall omit mes d in the above notations.
Denote for µ ∈ BP eq (y, r):
Since each measure µ ∈ BP eq (y, r) is equivalent to the Lebesgue measure mes d , the Lebesgue completion of Σ B (Gr(y)) by µ coincides with Σ L (Gr(y)). Hence we can consider the complete measure space
Theorem 4.5. Suppose that the condition
is fulfilled for some r 0 > 0 and any r ∈ (0, r 0 ], where ψ µ (r) = γ(r))µ(G r (0)) and γ(r) satisfies conditions (1.5). Then the spectrum of the operator
The following consequence of the previous theorem is valid:
Corollary 4.6. If in the formulation of Theorem 4.5 G r (y) = B r (y) and instead of condition (4.7) the condition
is satisfied, then the spectrum of the operator
Recall that the function Y (x, t) is defined by (1.6). The following theorem is based on the previous claim:
is fulfilled for some r 0 > 0 and any r ∈ (0, r 0 ], where
and γ(r) satisfies conditions (1.5). Then the spectrum of the operator
The following relation between the previous claim and Theorem 4.1 is valid: The following theorem, based on Theorem 4.7, uses the concept of a (log m , θ)-dense system (Definition 2.5) like Proposition 3.6. Recall that the sets Ξ n ( l, j) were defined by (3.21).
Theorem 4.9. Suppose that θ ∈ (0, 1) and for each l ∈ Z d the sequence
forms a (log m , θ)-dense system in Q 1 ( l). Furthermore, suppose that condition (3.22) is satisfied, Let γ(r) be a nondecreasing monotone function satisfying condition (1.5). If for any natural n the condition
is satisfied with ψ(m, n) = γ(m −n )mes d (Q( 0, n)), then the spectrum of the operator H = −∆ + V (x)· is discrete.
Proof of main results
5.1. Proof of Theorem 4.1 Proof. Let us take a ball B r (y) and consider on it the probability measure m d,r , defined by (2.8). Consider the function f (t) = t (d−2)/d and the absolutely continuous measure µ s on B r (y), whose density is f ′ • s r,y . This means that for any measurable set A ⊆ B r (y) the equality is valid
where the function s r,y : B r (y) → [0, 1] has the form:
and P 1 is the following operator P 1 : R d → R:
It is easy to check, that s r,y is a measure preserving mapping. Hence the measure µ s belongs to M f (r, y). Using Lemma 5.1 with t = γ(r) (r = r/ √ d) and taking W (x) = V (x), we get that for some κ, δ ∈ (0, 1) and any y ∈ R d , r ∈ (0, 1) there are l(y, r) ∈ Z d and a cube Qr(ỹ) ⊆ B r (y) ∩ Q 1 ( l(y, r)) such that
Notice that since the function γ(r) satisfies conditions (1.5), the functionγ(r) satisfies this condition too for some r 0 > 0. Then condition (4.1) and Proposition 3.5 imply the desired claim. 
Proof of Proposition 4.2
Proof. Suppose that all the conditions of Proposition 3.6 are satisfied. Let us take a cube Q r (y). It is clear that there are l(y, r) ∈ Z d and a cube Q r/2 (ỹ) ⊆ Q r (y) ∩ Q 1 ( l(y, r)). In view of Lemma 5.2 with W (x) = V (x), Lemma 5.3 and condition (3.22), there are j ∈ {1, 2, . . . , n} with n = log m 2 θr + 2 and K ∈ (0, 1), such that
Notice that since the function γ(r) satisfies conditions (1.5), the functionγ(r) satisfies this condition too for some r 0 > 0. Since Q r (y) ∩ Q 1 ( l(y, r)) = ∅, estimate (5.7) and condition (3.23) imply that condition (4.1) of Theorem 4.1 is satisfied with γ(r) =γ(r). Proposition 4.2 is proven.
In the proof of Proposition 4.2 f we have used the following claims, proved in [Zel1] :
is is a sequence of subsets {D n ( l)} ∞ n=1 forming in it a (log m , θ)-dense system. Let γ : (0, r 0 ) → R be a monotone nondecreasing function with r 0 = min{1, 1/(m 2 θ)}. Then for some K ∈ (0, 1) and for any cube Q r (y) ⊂ Q 1 ( l) there are j ∈ {1, 2, . . . , n}, with n = log m 1 θr + 2, and a non-empty set
is valid, where the functionγ(r, K) is defined by (5.8). 
Proof of Theorem 4.4
Proof. Let us use the strong capacitary inequality (2.6), taking p = 2, , f (x) = V (x)χ Gr (y)\F (x), g(x) = G 1 (x) and F ∈ N γ(r) (y, r) ( definition (1.3)). Here χ E is the characteristic function of a set E ⊆ G r (y) Then we have, using definition (2.1) of the Choquet integral and monotonicity of the capacity C g,p , defined by (2.4), (2.5):
Since V ∈ L p, loc (R d ) with p > d/2, then by claim (ii) of Lemma 5.4, the function in the brackets in the last integral is continuous and bounded in G r (y), hence there it is a bounded Borel function. Furthermore, in view of claim (i) of Lemma 5.4, the inequality is valid for some constant B > 0:
Gr(y)\F
Hence by Proposition A.1 and Lemma 5.5,
On the other hand, by definition (2.7) of the base polyhedron for the harmonic capacity onΩ =Ḡ r (y), µ ∈ BP(y, r) and any compact set F ⊆Ḡ r (y)
Hence, in view of definitions (1.3) and (4.2), the inclusion is valid:
This circumstance and inequality (5.10) imply that
This estimate and condition (4.4) imply that condition (1.4) of Theorem 1.1 is fulfilled. Hence the spectrum of the operator H is discrete and non-negative. Theorem 4.4 is proven.
Let us prove some claims used in the proof of Theorem 4.4.
Lemma 5.4. (i)
For the capacity C G1,2 , defined by (2.4)-(2.5) with p = 2 and g(x) = G 1 (x) and the harmonic capacity cap there exists C > 0 such that for any compact set
Proof. (i) By Proposition 2.3.13 from [AH] (p.29), C
where C 1,p is defined in the following manner:
Here S is Schwartz space and · 1,p is the norm in the Bessel potential space . These circumstances and definition (2.2) of the harmonic capacity imply that there is C > 0 such that for any compact set E ⊂ R d the estimate is valid for p = 2:
Clain (i) is proven.
(ii) By the arguments of the previous claim, f ∈ W 
Proof. It is clear that sup y∈Y F (x, y) ≥ F (x, w) for any x ∈ X and w ∈ Y .
Hence inf x∈X sup y∈Y F (x, y) ≥ inf x∈X F (x, w) for any w ∈ Y . Therefore the desired inequality (5.11) is valid. The lemma is proven.
Proof of Theorem 4.5
Proof. Let us take θ > 1 and denotẽ
It is clear that the functionγ(r) satisfies conditions (1.5). Since BP eq (y, r) ⊆ BP(y, r), we have:
Let us take µ ∈ BP eq (y, r). Then µ is equivalent to the Lebesgue measure and, in view of definition (2.7) of the base polyhedron, it is finite. Since we assume that V ∈ L p, loc (R d ) with p > d/2, then in view of claim (ii) of Lemma 5.4, the function in the brackets under integral of (5.12) is continuous and bounded on the domain G r (y). hence this function is µ-integrable in G r (y), i.e., the above integral is finite. Let us represent:
It is easy to see that the function under integrals in the right hand side of the last formula is µ × mes 2d -measurable. Then by Fubini Theorem ( [Hal] , Sec. 36, p. 147, Theorem B) , we obtain that (5.13) and the function under the last integral belongs to the space L 1 (G r (y) × G r (y)). Hence the function X µ (s, t), defined by (4.5), (4.6), belongs to the space L 1 (G r (y) × G r (y), µ × µ). Therefore this function has the partial nonincreasing rearrangement X ⋆ µ (·, t)(u; y, r; µ) ∈ L 1 (G r (y), µ) and the repeated nonincreasing rearrangement (X ⋆ µ ) ⋆ (u; y, r; µ) (Definition C.3 and Proposition C.1). We have:
where E σ(r) (y, r) = E σ(r), G r (y), µ . Recall that the collection E(t, X, µ) is defined in the formulation of Problem 3.1 (in our case Σ = Σ L (G r (y))). Since the Lebesgue measure mes d is is non-atomic and finite in G r (y), and each measure from BP eq (y, r) is absolute continuous with respect to mes d , then BP eq (y, r) consists of non-atomic measures ( [John] , Theorem 2,4). We have:
(5.14)
Lemma C.2 implies that in the Riesz space M µ (G r (y)) (defined in Section C) there exists the lattice infimum
Using claim (ii) of Proposition C.1 and applying twice Proposition 3.1 and estimate (3.15) (Propositio 3.2), we get for µ ∈ BP eq (y, r):
Proof of Proposition 4.8
Proof. Suppose that the conditions of Theorem 4.1 are satisfied. Consider the function Y (x, t), defined by (1.6) and estimate it from below for x, t ∈ Q r (y):
V (x) V (t). Hence using Lemma 5.6 twice and Lemma 5.7, we get:
This estimate and condition (4.1) imply that condition (4.9) of Theorem 4.7 is fulfilled. Proposition 4.8 is proven.
In the proof of Proposition 4.8 we have used the following claim:
Lemma 5.7. Suppose that Ω is a domain in R d and f : Ω → C is a measurable nonnegative function. If α > 0, the equality is valid for any t > 0: (
Proof. We have:
Proof of Theoren 4.9
Proof. Let us take a cube Q r (y). It is clear that there are l(y, r) ∈ Z d and a cube Q r/2 (ỹ) ⊆ Q r (y) ∩ Q 1 ( l(y, r) ). By Lemma 5.2 with W (x) = Y (x, t) for a fixed t ∈ Q r/2 (ỹ) and Lemma 5.3, there are j ∈ {1, 2, . . . , n} with n = log m 2 θr + 2 (5.19) and K ∈ (0, 1), such that
and F j is a non-empty union of cubes Q( ξ, n) with , r) ). Notice that since the function γ(r) satisfies conditions (1.5), the functionγ(r) satisfies this condition too for some r 0 > 0. Applying Lemma 5.6 and using again Lemma 5.2 with
and 5.3, we get from (5.20):
. Therefore in view of condition (3.22), estimate (5.21) implies:
Since Q r (y) ∩ Q 1 ( l(y, r)) = ∅, this estimate and condition (4.10) imply that condition (4.9) of Theorem 4.7 is satisfied with γ(r) =γ(r). Then the spectrum of the operator H = −∆ + V (x)· is discrete. Theorem 4.9 is proven.
Some examples
First of all, consider some examples of the (log m , θ)-dense system (see Definition 2.5).
Example 1. Consider the classical middle third Cantor set C ⊂ [0, 1], Let I n,k (n = 1, 2, . . . ), k = 1, 2, . . . , 2 n−1 be the closures of intervals adjacent to C. It is known that they are disjoint and for any fixed n and each k ∈ {1, 2, . . . , 2 n−1 } mes 1 (I n,k ) = 3 −n . For fixed n we shall number the intervals I n,k from the left to the right. Denote D n = 2 n−1 k=1 I n,k . As we have shown in [Zel1] (Example 5.1), the sequence {D n } ∞ n=1 forms in [0, 1] a (log 3 , 1/9)-dense system.
be a sequence of subsets of the cube Q 1 (y 1 ), forming in it a (log m , θ)-dense system. It is easy to see that the sequence {D n × Q 1 (y 2 )} ∞ n=1 forms in Q 1 (y) a (log m , θ)-dense system too. Now we shall construct a counterexample connected with conditions of discreteness of the spectrum of the operator H = −∆ + V (x)·, obtained above.
Theorem 4.1 implies Theorem 4.7. On the other hand, we see from the proof of Theorem 4.9 that it follows from Theorem 4.7. We shall construct an example of the potential V ∈ L ∞, loc (R d ), for which the conditions of Theorem 4.9 are satisfied (hence the spectrum of the operator H = −∆ + V (x)· is discrete), but condition (4.1) of Theorem 4.1 is not satisfied for it. Let us return to the sequence {D n } ∞ n=1 of subsets of the interval [0, 1] and considered in Example 1, and the following sequence of subsets of the cube Q 1 (0):
Consider also the translations of the cube Q 1 (0) and the sets D n by the
The arguments of Examples 1 and 2 imply that for any fixed l ∈ Z d the sequence {D n ( l)} ∞ n=1 forms in Q 1 ( l) a (log 3 , 1/9)-dense system. For β ∈ [0, 1] consider on R the 1-periodic function θ β (x), defined on the interval [0, 1] in the following manner:
Let us take
Consider the following function, defined on (0, 1]:
where N > 0, p ∈ N and C(θ) = 2
. Recall that I denote by P 1 the operator, defined by (5.3). Consider a function N :
where | l| ∞ = max 1≤i≤d |l i |. Let us construct the desired potential in the following manner:
Let us prove that the potential V α (x) satisfies all the conditions of Theorem 4.9. Let us take a natural n, j ∈ {1, 2, . . . , n} (6.9) and cubes
Let us notice that
for some k ∈ Z. Then taking into account definitions (6.1)-(6.5), (6.8) and the 1-periodicity of θ β (t), we get for | l| ∞ > n and
The analogous estimate we get with η instead of ξ. Therefore in view of (6.12) and definitions (3.13)-(3.14),
if conditions (6.9) and (6.10) are satisfied. Then, in view of (6.11),
This estimate and conditions (6.4), (6.6)-b imply that condition (4.10) of Theorem 4.9 is satisfied for the potential V α (x) with γ(r) = r α satisfying condition (1.5). Hence the spectrum of the operator H = −∆ + V α (x)· is discrete. Let us show that condition (4.1) of Theorem 4.1 is not satisfied for the potential V α (x). To this end it is sufficient to show that for any function γ(r), satisfying condition (1.5), there are sequences of numbers r j > 0 and points (6.13) Consider the intervals I j,1 = [a j,1 , b j,1 ] ⊂ D j (j ∈ N) and the cubes Q 3 −j (y j ), where y j = a j,1 + j, 0, . . . , 0 . Then definitions (6.5), (6.8) and condition (6.7) imply that
Hence conditions (6.13) are satisfied with r j = 3 −j . 
is represented in the following manner: Maz1] )(p. 537), the harmonic capacity on Ω is a positive, monotone, bounded, continuous from above set function and cap(∅) = 0. Recall that it is submodular, i.e. property (2.3) is valid. Let us consider the set function which is called dual to "cap": cap
It is easy to show that "cap*' is a positive, monotone, bounded, continuous from below set function and cap ⋆ .(∅) = 0, but it is supermodular in the sense that for any pair of sets A, B ∈ Σ(Ω) cap
As it is known ( [Mar-Mon] , Proposition 1) for the set functions of this kind the collection of measures
is nonempty, convex and and weak*-compact. It is called the core of the set function"cap*". Since "cap*" is positive, it is clear that Core
. It is not difficult to show that BP(Ω) = Core ⋆ (Ω)) ( [Fuj] ). Claim (i) is proven. (ii) we have for any µ ∈ BP(Ω):
Hence the inequality
is valid. Let us prove the inverse inequality. Denote N = sup x∈Ω F (x). Since F (x) is nonnegative, then N ≥ 0. Consider the function y = F ⋆ (x), whose graph is symmetric to the graph of the function y = F (x) with respect of the hyperplane y = N/2, i.e.,
Since Core ⋆ (Ω) = BP(Ω), this fact implies that there exists a measure µ 0 ∈ BP(Ω) such that
Let us calculate:
This means that the inequality inverse to (A.3) is valid. Thus, the representation (A.1) is valid. Claim (ii) is proven.
Proof. It is known ([AH]
, pp, 9-11) that for |x| ≤ r the estimates
are valid with positive constants C(r 0 ) and D(r 0 )depending only on r 0 . Then for any r ∈ (0, r 0 ] and x, t ∈ B r (y) Assuming that x = t, let us make the change of variables in the last integral u = s−z |x−t| with z = x+t 2 : and the set C(x 0 , e) is defined by (B.5)-(B.6) with e⊥x 0 and |e| = 1/2. It us easy to check that for any orthogonal transformation U of R d with a positive Jacobian:S(x 0 , e) =S(U (x 0 ), U (e)). This means that the quantityS(x 0 , e) does not depend on x 0 and e satisfying the above conditions. Furthermore, we see from definition (B.5)-(B.6) that the interior of C(x 0 , e) is not empty. HenceS > 0. These circumstances and the left estimate of (B.3) imply estimate (B.1) with A(r 0 ) = (C(2r 0 )) 2S . Let us prove estimate (B.2). In view of (B.4),
It is easy to check that since d ≥ 3, thenS(x 0 ) < ∞. Furthermore, we see again thatS(U (x 0 )) =S(x 0 ) for any orthogonal transformation U of R d with a positive Jacobian, i.e.,S(x 0 ) does not depend on x 0 . Therefore the right estimate of (B.3) imply estimate (B.2) with B(r 0 ) = (D(2r 0 )) 2S .
We shall denote by co the convex hull of a set and by co the closure of this convex hull. In the proof of Proposition B.1 we have used the following claim:
where d and g are the points of intersection of the axis Y with the circle ∂D. It is clear that in order to prove thatD ⊆D, it is enough to show that for any
where f 1 (x) = √ r 2 − x 2 + a, f 2 (x) = 1/4 − x 2 , f 3 (x) = −f 2 (x) and f 4 (x) = − √ r 2 − x 2 + a. In view of (B.8), f 1 (0) ≥ f 2 (0) and f 3 (0) ≥ f 4 (0). Furthermore, after the calculation we have: f (ii) It is enough consider the case where A is bounded from above.
Denoteā =
A . Since v ≤ā for any v ∈ A, thenv(s) = sup v∈A ≤ā(s)
for ν-almost all s ∈ Y . Let us prove the inverse inequality. Since M ν (Y ) is order separable, then there is an at most countable subset A σ,t ⊆ A such thatā σ = A σ =ā. Denote byv σ (s) the pointwise supremum of A σ .
Thenā(s) ≥v(s) ≥v σ (s) for ν-almost all s ∈ Y . Hence the functionv σ (s) is ν-almost everywhere finite. On the other hand, it is known that the pointwise supremum of a countable set of ν-measurable functions is ν-measurable ( [Hal] ,
