Abstract-We present a 'random ray' model to describe Yes/No reaction times (RTs) and errors in perceptual experiments. The ray model is analogous to a random walk, but it is computationally simpler, requiring only elementary geometry. Ray parameters control the drift rates to the Yes and No decision boundaries, bias, and a termination or 'time-out' rule. Rays are normally distributed, but predicted RT distributions are skewed by projection onto the boundaries. Model parameters can be estimated directly from the 16th, 50th, and 84th percentiles of the RT distributions on hit, correct rejection, false alarm, and miss trials, if the data satisfy three easily testable constraints. Examples are given from visual search and object recognition.
INTRODUCTION
In many sensory and perceptual experiments, the data consist of speed and accuracy on signal-present and signal-absent trials. Various sequential sampling models have been developed to account for such data jointly, starting with Stone (1960) and Laming (1968) . In the random walk model (e.g. Link and Heath, 1975) , the observer is assumed to initiate a 'walk' from an origin at the start of each trial. Each step of the walk is directed towards either a Yes boundary or a No boundary. The walk is governed by the drift rate, or speed at which evidence towards the signal is accumulated, and the bias, or start position relative to the two boundaries. Hits and false alarms occur when the walk crosses the 'Yes' boundary; misses and correct rejections occur when the walk crosses the 'No' boundary. In the discrete walk, one parameter determines both the mean and variance of the drift, but in a continuous random walk, the mean and variance can be controlled by different parameters, making this model flexible enough to fit reaction time and accuracy data remarkably well (e.g. Ratcliff, 1978 Ratcliff, , 2002 Ratcliff and Rouder, 1998) . However, this leads to fairly complex and unintuitive equations, and involves fitting numerous parameters, sometimes with Monte Carlo methods. We therefore investigated a simpler model which we call the 'random ray', which retains the start point and boundary concepts from the walk, but not the diffusion. The loss of diffusion is not necessarily critical, because the actual diffusion of an entity which can be observed over time is at best an analogy in experiments in which only the outcome of each trial can be observed.
Like the random walk, the random ray model can (under certain conditions) account for joint variations in speed and accuracy and can handle entire distributions of RTs, not just means and variances. Hit and false alarm rates determine the criterion (x c ) and sensitivity (d ), as in signal-detection theory, after compensation for the fraction of 'time-out' trials in which a boundary is not reached within a pre-set period. The ray model is limited to data which satisfy three constraints, concerning bias, slow errors, and skew. The bias constraint is that bias, or a priori information at the start of a trial, is constant in any set of trials (see Note 1). The slow error constraint (errors are slower than corrects) and skew constraint (that each RT distribution is sufficiently skewed) are detailed below.
THE RANDOM RAY MODEL
In the well-known discrete random walk illustrated in Fig. 1 , which provides the background to the random ray model, the 'Yes' boundary is reached in the presence of a signal (a 'hit'). At each moment in time the evidence towards the signal increases by one upwards step, with probability P, or decreases (step down). The steps are random fluctuations on a steady drift (determined by P) towards the boundary. In the ray model, we simplify this picture by representing the various steps on this trial by a single ray, the dotted line from the origin (A) to the point R on the boundary. The decision ('Yes') is made at time T = y = distance OR. The corresponding RT or reaction time is RT = T + RT 0 , where RT 0 represents the sensory plus motor or 'residual' latency (Donders, 1868). The distance from the origin to the Yes boundary is denoted by c, and the distance to the No boundary is c1.
Hits
In the ray model, the variation of ray angle β over trials is assumed to be Gaussian with mean α and standard deviation s, with the tails truncated so that 0 < β < 180 deg. Gaussian variation will arise if β (processing efficiency) is proportional to the sum of a large number of independent random effects. Figure 2 illustrates 
