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Las limitaciones de la mecánica del medio continuo para predecir el comportamiento de materiales 
a escala nanométrica han conducido al desarrollo de modelos a nivel atómico para describir su 
comportamiento mecánico. La solución de un modelo atómico para describir el comportamiento 
del material permite conocer sus posibles configuraciones de equilibrio haciendo posible calcular, 
a través de la mecánica estadística, propiedades físicas y químicas a nivel macroscópico. El poder 
de predicción de los resultados obtenidos en simulaciones a nivel atómico está determinado por la 
exactitud de la descripción de la energía en el material i.e., potencial interatómico en el caso de las 
simulaciones de Dinámica Molecular, los métodos de solución utilizados para integrar el sistema 
de ecuaciones resultante bajo diferentes tipos de ensamble (NVE, NPT) y el tamaño del sistema 
mismo (número de partículas). Se han desarrollado múltiples trabajos basados en simulaciones a 
nivel atómico para describir la resistencia de materiales poli-cristalinos en función del tamaño de 
grano. Simulaciones de pruebas cuasi-estáticas de carga por nano-indentación han permitido 
constatar los índices de resistencia para materiales con tamaños de grano a escala nanométrica.  
Para el estudio del comportamiento de nano-materiales fisurados se han utilizado una serie de 
metodologías derivadas en su mayoría de la Teoría de la Mecánica de Fractura: desplazamiento de 
la abertura de la punta de la fisura (CTOD, por sus siglas en inglés), la integral 𝐽 y la velocidad de 
liberación de la energía de deformación (ERR, por sus siglas en inglés). Los resultados de 
simulaciones implementando dinámica molecular ha evidenciado un incremento de hasta 10 veces 
el valor de algunas propiedades de los nano-materiales respecto al valor de la misma propiedad en 
el material con tamaño de grano convencional, tal es el caso de la resistencia de la fluencia. Debido 
a la presencia de la energía de las fronteras de grano aparece una contribución energética no tenida 
en cuenta en la teoría clásica del continuo. La influencia energética de las fronteras de grano 
aumenta a medida que el tamaño promedio de grano disminuye haciendo que la fracción 
volumétrica de estas estructuras puede llegar a ser hasta la mitad del volumen para una muestra 
con tamaño de grano de aproximadamente1-4 nm.  
Actualmente la tenacidad a la fractura ha sido estimada en escala nano-métrica usando los modelos 
CTOD, integral 𝐽 y ERR, para un tamaño específico de fisura inicial en cristales simples, bicristales 
y policristales. Incluso, han surgido nuevas teorías que intentan conciliar las observaciones 
experimentales con los modelos teóricos que describen el comportamiento de materiales 
fracturados. Dentro de estas aproximaciones al problema podemos encontrar la teoría de mecánica 
de la fractura discreta (DFM, por sus siglas en inglés) y la teoría de mecánica de la fractura cuántica 
(QFM, por sus siglas en inglés) [1,2]. En la presente investigación se desarrolló una nueva 
metodología para estimar un valor de tenacidad a la fractura que sea válido para cualquier tamaño 
de fisura inicial en un cristal simple y en un bicristal sujeto a cargas en modo I. Los resultados 
permitieron identificar que la tenacidad a la fractura en el bicristal es casi cinco veces el valor de 








BC  bicristal 
CTOD  desplazamiento de la apertura de la punta de la fisura 
DM   dinámica molecular 
EAM  método del átomo embebido 
ERR  velocidad de liberación de energía de deformación, J m-2 
FCC  cubica centrada en las caras 
FT  primer rasgamiento 
GB   frontera de grano 
LEFM  mecánica de la fractura lineal elástica 
NC  nanocristalino 
NEMS  sistemas nano-electromecánicos 
NPT   ensamble isotérmico-isobárico 
NVE  ensamble microcanónico  
NVT  ensamble canónico 
𝜇𝑉𝑇   ensamble macrocanónico 




𝑎   parámetro de red, m 
𝐴  propiedad del material 
𝐵   función de enlace 
𝑒, 𝑞   números enteros 
𝐸   módulo de elasticidad, Pa 
𝑓   factor geométrico de la fisura 
𝐹𝛼𝛽   fuerza en la partícula 𝛼 ejercida por la partícula 𝛽, N 
ℎ   longitud de suavizado, m  
𝐻   energía total del sistema, J 
𝐽   integral 𝐽, J m-2 
𝐽𝐶   tenacidad a la fractura, J m
-2 
𝑘𝐵   constante de Boltzmann, J K
-1. 
𝐾   energía cinética, J 
𝐾𝐼   factor de intensificación de esfuerzos modo I, MPa√m 
𝐾𝐶   tenacidad a la fractura, MPa√m 
𝑙   tamaño de la fisura, m 
𝑙0  tamaño de fisura inicial, m 
𝐿   longitud de la caja de simulación, m 
𝐿1, 𝐿2   vectores de los bordes de la caja de simulación, m 
𝑝   cantidad de movimiento, kg m/s 
𝑃   presión del sistema, Pa 
x 
 
𝑚   masa del átomo, kg 
𝑛   vector unitario normal a una trayectoria 
𝑁   número de átomos en el sistema 
𝑟   posición del átomo, m 
?̇?   velocidad del átomo, m/s 
?̈?   aceleración del átomo, m/s2 
𝑟𝛼𝛽   distancia relativa entre átomos 𝛼 y 𝛽, m 
𝑅   punto material, m 
𝑆𝑈  esfuerzo último a la tensión, Pa  
𝑡   espesor, m 
𝑇   temperatura, K 
𝑇𝑖   vector de tracción, Pa 
𝑢𝑖   componentes del vector de desplazamientos, m 
𝑈   energía potencial, J 
𝑈𝑑    Energía de deformación liberada, J 
𝑣   velocidad del átomo, m/s 
𝑉   volumen, m3 
𝑤   densidad de energía de deformación, Pa 




Γ   camino para evaluar la integral 𝐽 
𝜀   deformación unitaria 
𝜀̇   velocidad de deformación, s-1 
𝜁   ángulo de frontera de grano torcida 
𝜂, 𝜖   coeficientes de potencial de Lennard-Jones 
𝜃   ángulo de frontera de grano inclinada 
𝜆   variable de integración de Hardy 
𝜈   coeficiente de Poisson 
𝜉   altura del sistema atomístico a una deformación dada, m 
Π   energía potencial del sistema 
𝜌𝛼   contribución del átomo 𝛼-ésimo a la densidad local de electrones 
𝜎𝑥𝑥, 𝜎𝑦𝑦 , 𝜎𝑧𝑧  esfuerzo global del sistema, Pa 
𝜎𝑖𝑗
′   tensor de esfuerzos de Cauchy local calculado con método de Hardy 
?̅?𝑖𝑗
′    promedio de los tensores de esfuerzos de Cauchy locales  
𝜎𝑜   esfuerzo máximo global del sistema durante el ensayo de tensión 
𝜏   variable temporal, s 
𝜑   contribución del potencial de pares a la energía de cohesión, J 
Φ   energía de embebimiento, J 
𝜓   contribución de los átomos 𝛽 a la densidad electrónica del átomo 𝛼 
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1.1 Objetivo principal y motivación 
 
Los materiales nano-cristalinos (tamaño promedio de grano menor a 100 nm) han permitido el 
desarrollo de sistemas nano-electromecánicos (NEMS, por sus siglas en inglés), los cuales tienen 
un gran espectro de aplicaciones en diversos campos [3–8]. En el área de la salud, se han 
desarrollado nano-robots empleados en procedimientos quirúrgicos molecular y la dosificación de 
medicamentos para el tratamiento de enfermedades consideradas terminales como el cáncer [6]. 
Otra aplicación a resaltar por su impacto es el arreglo de nano-canales para obtener agua potable 
a partir de agua salada [9] y el desarrollo de micro-motores de diámetro de 250 𝜇m para 
aplicaciones médicas [10]. El gran rango de aplicaciones y las propiedades mecánicas 
excepcionales de este tipo de materiales ha hecho que el estudio de materiales nano-cristalinos sea 
un campo de investigación muy activo. A pesar de sus evidentes ventajas, la predicción de las 
propiedades físicas y químicas de estos materiales sigue siendo un reto en la actualidad debido a 
la ausencia de una teoría que explique y permita predecir la dinámica de su deformación bajo 
diferentes condiciones de carga. Trabajos previos han demostrado que sus propiedades mecánicas 
(e.g., esfuerzo último a tensión  𝑆𝑈 y la tenacidad a la fractura 𝐾𝐶, 𝐽𝐶) a medida que disminuye el 
tamaño promedio de grano son de orden de magnitud superior al compararlas con materiales de 
mayor tamaño de grano de la misma especie (𝑆𝑈 del orden de 1GPa) [11–19]. Incluso se ha 
demostrado que teorías como la relación tradicional de Hall-Petch no describe correctamente la 
relación del tamaño de grano con su resistencia a la tensión  en esta escala [20,21]. Así mismo, se 
ha demostrado que la presencia de defectos y fronteras de grano (GBs, por sus siglas en inglés) en 
la estructura determina el comportamiento mecánico [22–31]. 
El principal objetivo de esta tesis es estimar el efecto de la GB en la tenacidad a la fractura mediante 
la comparación de la tenacidad a la fractura de un bicristal con la de un monocristal de aluminio. 
Para estimar la tenacidad a la fractura a escala nano-métrica, se desarrolló una metodología 
novedosa para obtener un valor de tenacidad que fuera valido para cualquier tamaño de fisura. Con 
esta metodología se propone un procedimiento para estimar un valor de tenacidad a la fractura en 
materiales NC, el cual no depende del tamaño inicial de fisura. 
 
1.2 Materiales nano-cristalinos 
 
Los materiales nano-cristalinos (NC) se caracterizan por tener una alta fracción volumétrica de 
frontera de grano que altera significativamente sus propiedades físicas, mecánicas y químicas en 
comparación con los materiales policristalinos de tamaño de grano convencional [21,31–35]. 
Razón por la cual, existen algunas teorías de la Mecánica de medios continuos que no son 
suficientes Para explicar los diferentes fenómenos que se dan en la escala nanométrica, como es el 
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caso de la relación de Hall-Petch [36–38]. En este sentido, el objetivo de muchas investigaciones 
ha sido validar o encontrar nuevas teorías que describan el comportamiento de los materiales NC. 
En especial las teorías que incluyen irreversibilidades en los sólidos NC (rompimiento de enlaces 
atómicos), como es el caso de la deformación plástica y fluencia [39–42], el comportamiento frente 
a cargas de fatiga [19,43–45] y la mecánica de la fractura [2,29,46–50]. La investigación actual 
abarca la última temática mencionada y se concentra en estudiar el comportamiento de 
monocristales y bicristales de aluminio con defectos iniciales para estimar la tenacidad a la fractura 
y la alteración de esta propiedad debido a la presencia de fronteras de grano. 
 
1.3 Parámetros de la Mecánica de la fractura 
 
La mecánica de la fractura estudia el comportamiento de las fisuras en los sólidos [51]. La 
resistencia de un material a la propagación inestable de una fisura en su interior (fractura frágil) 
está medida por la tenacidad a la fractura. Cuando la fractura es dúctil, la propagación se 
caracteriza por estar acompañada de una deformación plástica significativa y algunas veces del 
proceso de rasgamiento [51].   
 
Históricamente, se desarrollaron primero dos enfoques para el análisis de la fractura frágil, los 
cuales conforman la mecánica de la fractura lineal elástica (LEFM por sus siglas en inglés). El 
primero es el criterio de la velocidad de liberación de la energía (ERR) y el segundo consiste en la 
aproximación del intensificador de esfuerzos (𝐾𝐼). Estos dos enfoques son equivalentes en ciertas 
circunstancias. ERR plantea que la propagación de la fisura ocurre de forma inestable cuando la 
energía invertida para el crecimiento de una fisura es mayor a la resistencia del material. 
Inicialmente, Griffith en 1920 propuso este enfoque energético basado en un nuevo criterio de 
ruptura: el estado de equilibrio (mínima energía), debe ser después de una ruptura del sólido, 
acompañada de una reducción continua en su energía potencial. Griffith consideró que la energía 
potencial total en un material fisurado estaba compuesta por la energía potencial asociada a la 
deformación y la energía requerida para crear una nueva superficie. A partir de este balance, 
planteó una metodología para estimar el esfuerzo requerido para que la fisura se propague de forma 
inestable en un material. Sin embargo, Irwin [52] en 1956 desarrolló el concepto de ERR a partir 
de la teoría planteada por Griffith. ERR resultó ser más útil para resolver los problemas de 
ingeniería de esa época y comenzó a ser conocido como el parámetro de la mecánica de la fractura 
requerido para calcular la tenacidad a la fractura [53]. El segundo método utiliza una aproximación 
del intensificador de esfuerzos 𝐾𝐼, en este método se asume que el material fallará localmente 
debido a una combinación crítica de esfuerzo y deformación en la punta de la fisura, el 
intensificador de esfuerzos en este punto crítico se define como la tenacidad a la fractura (𝐾𝐶) [53].  
 
Posteriormente, en los 1960s se comenzó a observar que la LEFM no predecía correctamente el 
inicio de la propagación de la fisura cuando se presentaba una deformación plástica significativa 
antes de la falla. Esto dio inicio al desarrollo de nuevos parámetros para la mecánica de la fractura 
de materiales elasto-plásticos. En 1961, Wells [54] desarrolló el concepto de tamaño de la apertura 
de la punta de la fisura (CTOD por sus siglas en ingles) y planteó una relación entre 𝐾𝐼 y la CTOD. 
Y en ese mismo año, Irwing [55] estableció una corrección en la zona plástica para establecer una 
relación entre el CTOD y la ERR [53]. En 1968, Rice [56] desarrolló otro parámetro de la mecánica 
de la fractura para materiales no lineales. Rice generalizó la ERR para materiales no lineales y 
demostró que esta ERR no lineal podía ser expresada como una integral de línea a lo largo de 




1.4 Organización de la tesis 
 
El trabajo actual está escrito en el orden que se presenta a continuación. El capítulo 2 contiene una 
introducción a los conceptos y teorías usadas en la técnica de simulación de dinámica molecular 
(DM). Además, se presentan los diferentes potenciales interatómicos utilizados en las simulaciones 
DM junto con las ecuaciones que los gobiernan y se detalla el funcionamiento del potencial 
implementado para los metales conocido como el método del átomo embebido (EAM). En el 
capítulo 3, inicialmente se indican los procedimientos seguidos para la construcción de los 
especímenes y la estrategia de simulación para el ensayo de tensión uniaxial bajo control de 
desplazamiento, asimismo, se presentan los resultados del ensayo de tensión para los diferentes 
monocristales y bicristales mediante sus curvas de esfuerzo vs. deformación. En el capítulo 4 se 
presenta el procedimiento para realizar el cálculo del tensor de esfuerzos de Cauchy local a partir 
de los resultados de las simulaciones de DM usando el método propuesto por Hardy [57]. En el 
capítulo 5 se hace una introducción a las teorías usadas para estimar los parámetros de la mecánica 
de la fractura 𝐾𝐼, integral 𝐽, CTOD y ERR. Además, se introduce el concepto de primer 
rasgamiento para el primer cristal en los bicristales y los criterios para considerar la falla del 
material durante los ensayos computacionales. El capítulo 6 contiene la metodología para estimar 
la tenacidad a la fractura válida para todos los tamaños de fisura inicial evaluados en monocristales 
y bicristales de aluminio. Inicialmente, en este capítulo se estudia el efecto de la GB sobre la 
tenacidad 𝐾𝐶 y se observa que el 𝐾𝐶 estimado para el monocristal coincide con las magnitudes 
reportadas por otros investigadores, seguidamente se obtiene que 𝐾𝐶 para el bicristal es casi 2.5 
veces el 𝐾𝐶 del monocristal. Posteriormente, se estimó la tenacidad a la fractura considerando 
fractura elasto-plástica en función de 𝐽 y se encontró que la tenacidad a la fractura  𝐽𝐶  para el 
monocristal coincidía con el orden de magnitud reportado en la literatura, asimismo se observó 
que 𝐽𝐶  para el bicristal es de casi cinco veces el 𝐽𝐶  para el monocristal. Esta metodología fue 
publicada en el journal “Computational Materials Science”, bajo el título: “The role of the grain 
boundary in the fracture toughness of aluminum bicrystal” [58]. Finalmente, en el capítulo 7 se 
presentan las conclusiones y sugerencias en trabajos futuros. A continuación, se relacionan los 
productos de esta tesis hasta el momento. 
 
PONENCIAS EN CONGRESOS INTERNACIONALES 
XVI Jornadas de Mecánica Computacional 
Título de la ponencia: “Influencia de las fronteras de grano en la propagación de nano-fisuras” 
Lugar: La Serena, Chile. Año: 2017. 
 
XVII Congreso Chileno de Ingeniería Mecánica | COCIM 2017 
Título de la ponencia: “Influencia del tamaño de fisuras en la distribución de esfuerzos locales 
durante la propagación de fisuras en materiales nano-cristalinos” 
Lugar: Santiago de Chile, Chile. Año: 2017. 
 
IX Congreso Internacional de Ingeniería Mecánica y Mecatrónica VII Congreso 
Internacional de Ingeniería Mecatrónica y Automatización 
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Título de la ponencia: “Comportamiento mecánico de bicristales de aluminio con nano-fisuras 
sujetos a tensión uniaxial.” 
Lugar: Bogotá, Colombia. Año: 2019. 
 
PUBLICACIÓN EN JOURNAL ISI/SCOPUS  
Nombre del Journal: Computational Materials Science 
Título de la publicación: “The role of the grain boundary in the fracture toughness of aluminum 
bicrystal”. [58] 










Las simulaciones moleculares representan los sistemas físicos (gas, líquido o sólido) como una 
colección de partículas (átomos considerados como partículas) y utilizan un potencial interatómico 
para estimar el comportamiento entre dichas partículas. El método de dinámica molecular (DM) 
comienza a ser implementado en los años 1950’s con Alder y Wainwright quienes estudiaron las 
interacciones entre esferas sólidas, considerando que la fuerza en una partícula, dentro de un 
sistema de múltiples partículas, en cualquier instante, debe considerar la influencia de cada 
partícula vecina [59,60]. Posteriormente en 1964 Rahman y Stillinger en 1974 hicieron las 
primeras simulaciones usando DM para estudiar el comportamiento de fluidos [61,62]. Los 
primeros estudios que incluyeron simulaciones de DM para modelar el proceso fractura fue en los 
1970s, cuando Ashurt y Hoover estudiaron cristales de 512 partículas con defectos y encontraron 
que los resultados para la energía, entropía, concentración de esfuerzos y comportamiento de la 
fisura era consistente con las teorías macroscópicas de elasticidad [63]. En 1983, Yip et al., usaron 
DM para estudiar la propagación de fisuras y el comportamiento de la punta de la fisura en hierro-
𝛼 y cobre; en este trabajo encontraron que se formaban dislocaciones parciales en la punta de la 
fisura [64]. En 1998, Shastry y Farkas usaron estática molecular para estudiar la propagación de 
fisuras en CoAl y FeAl, con los resultados de las simulaciones estimaron la energía de superficie 
por el método de Griffith [65]. Posteriormente, Farkas et al., encontraron la influencia de la 
orientación cristalográfica en el factor de intensificación de esfuerzos en modo I (𝐾𝐼) usando 
simulaciones de DM en Fe [66] y hasta la actualidad se ha utilizado la DM para obtener indicadores 
del comportamiento mecánico de los materiales NC. En este capítulo se hace una introducción de 
los principios fundamentales de la técnica de DM, los algoritmos de integración numérica, las 
condiciones de frontera, la hipótesis Ergódica y la importancia de la selección del potencial 
interatómico para obtener una descripción correcta de los fenómenos estudiados. Finalmente, se 
discute en la sección 2.5 la selección del método del átomo embebido (EAM) para estudiar el 
proceso de la propagación de nano-fisuras. 
 
2.2 Mecánica estadística 
 
Esta teoría permite estimar propiedades macroscópicas de los materiales a partir de las propiedades 
microscópicas de sus átomos, es decir, la mecánica estadística utiliza las posiciones y cantidad de 
movimiento de los átomos de un sistema para estimar propiedades macroscópicas, tales como: 
presión, temperatura, tensor de esfuerzo, tensor de deformación, energía, entre otros. El teorema 
que se utiliza para relacionar las propiedades microscópicas con las macroscópicas de un sistema 
es la hipótesis Ergódica de Boltzman, la cual plantea que el promedio de una propiedad 𝐴 en el 
tiempo es igual a su promedio en un ensamble. El promedio en un ensamble hace referencia al 
promedio sobre todas las configuraciones posibles del sistema, consideradas simultáneamente. 
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(Los tipos de ensambles termodinámicos se mostrarán más adelante). El símbolo 〈 〉 describe una 
variable promediada.  
 
〈𝐴〉𝑇𝑖𝑒𝑚𝑝𝑜 = 〈𝐴〉𝐸𝑛𝑠𝑎𝑚𝑏𝑙𝑒 (1) 
 
En la teoría de ensambles termodinámicos, cada propiedad macroscópica está conectada 
directamente a una función de las coordenadas y momento lineal de las partículas que conforman 










donde 𝑁 es el número de partículas, 𝑝 = {𝑝𝛼
𝑖 } y 𝑟 = {𝑟𝛼
𝑖} son el conjunto de los momentos lineales 
y el conjunto de los vectores de posición de todas las partículas en el sistema respectivamente, 
𝑝𝛼
𝑖 = 𝑚𝛼𝑣𝛼
𝑖  es el momento lineal de la partícula 𝛼, 𝑚𝛼 y 𝑣𝛼 son la masa y velocidad del átomo 𝛼 
respectivamente. 
 
2.2.1 Ensambles termodinámicos  
 
La temperatura o la presión de un sistema se pueden estimar a partir de las posiciones y velocidades 
de los átomos que conforman dicho sistema gracias al concepto de ensamble introducido por 
Gibbs. Un ensamble es una colección de sistemas descritos por el mismo conjunto de interacciones 
microscópicas que comparten un mismo conjunto de propiedades macroscópicas (e.g. la misma 
energía total, volumen o número de moles) [67]. Entre los diferentes ensambles, se encuentran: el 
microcanónico, también conocido como ensamble 𝑁𝑉𝐸, lo cual significa que el número de 
partículas 𝑁, el volumen del sistema 𝑉 y la energía total del sistema se mantienen constantes, este 
ensamble considera un sistema aislado. El ensamble isotérmico-isobárico (𝑁𝑃𝑇), considera 
sistemas número de partículas, presión y temperatura constantes. El ensamble canónico (𝑁𝑉𝑇), en 
el cual el sistema es cerrado, con número de partículas, volumen y temperatura constante y el 
ensamble macrocanónico (𝜇𝑉𝑇), en el cual se considera que el sistema es abierto. En el presente 
estudio se desea un sistema que se acerque más a la realidad, razón por la cual, las simulaciones 
se desarrollan con un ensamble 𝑁𝑃𝑇.  
 
2.3 Dinámica molecular 
 
La dinámica molecular es un método basado en simulaciones moleculares que permite determinar 
el movimiento de cada átomo 𝛼 a través de sus posiciones 𝑟𝛼
𝑖(𝜏), velocidades ?̇?𝛼
𝑖(𝜏) y aceleraciones 
?̈?𝛼
𝑖(𝜏) , donde 𝜏 es la variable temporal (ver figura 1). Esta técnica (DM) considera los átomos 
como partículas, razón por la cual, se puede solucionar numéricamente las ecuaciones de 






Fig.   1. Representación esquemática del sistema atomístico con partículas. 
El esquema de integración de las ecuaciones de Newton y la selección del paso de tiempo son 
definidos de tal forma que se cumpla la conservación de la energía implícita en las ecuaciones de 
Newton. La energía total o el Halmitoniano (𝐻) de un sistema es: 
 
𝐻 = 𝐾 + 𝑈  (3) 
 
donde 𝐾 es la energía cinética del sistema y 𝑈 la energía potencial. 𝐾 es función de la energía 









  (4) 
 
Se puede observar que la energía cinética depende solamente de las velocidades o momento lineal 





  (5) 
 
En este punto es importante notar que la energía potencial de cada átomo 𝑈𝛼 es función solamente 
de su vector de posición y de los vectores de posiciones de todas las partículas que están en el 
sistema, estos últimos expresados como 𝑟 = {𝑟𝛼
𝑖}.  
 
2.3.1 Cálculo de posiciones y velocidades de los átomos.  
 
Las etapas que se realizan en las simulaciones atomísticas implementando DM, para obtener en 
cada paso de tiempo la actualización de las posiciones y velocidades de las partículas del sistema 
se pueden resumir en los siguientes pasos: 
 
Paso 1. Estimación de la fuerza sobre cada átomo. Inicialmente cada átomo tiene una posición 
y velocidad especificada en el sistema atomístico. La posición depende del arreglo de la estructura 
cristalina, para el caso de los metales. Debido a que se conocen las posiciones de las partículas, se 
puede calcular la fuerza en cada átomo mediante el gradiente de la energía potencial entre átomos 









  (6) 
 
Donde 𝐹𝛼
𝑖 es la 𝑖-esima componente del vector de fuerza resultante en el átomo 𝛼, 𝑟𝛼𝛽
𝑖  es el vector 
de posiciones relativa entre el átomo 𝛼 y sus vecinos 𝛽.  
 
Paso 2. Estimación de las velocidades de los átomos. Aplicando la definición de la segunda ley 
de Newton, 𝐹𝛼
𝑖 = 𝑚𝛼?̈?𝛼










  (7) 
 
A partir del gradiente de la energía potencial y considerando que la fuerza es constante en un paso 
de tiempo, el cambio en la velocidad de cada átomo se toma esencialmente como el producto entre 
la aceleración de cada átomo y el paso de tiempo implementado en la simulación. Después de que 
todas las velocidades de los átomos han sido calculadas se implementa un termostasto para escalar 
las velocidades y garantizar que la energía total (en caso de que el ensamble sea 𝑁𝑉𝐸) o la 
temperatura (en caso de que el ensamble sea 𝑁𝑃𝑇) del sistema se mantenga constante. 
Generalmente el termostato implementado en sistemas atomísticos es el de Nose-Hoover, el cual 
es un algoritmo determinista para mantener la temperatura alrededor del valor establecido 
previamente en la simulaciones de DM [68,69].  
 
Paso 3. Actualización de los vectores de posición de los átomos. Una vez estimada la fuerza 
sobre cada átomo y escaladas las velocidades usando el termostato, los vectores de posición (𝑟𝛼
𝑖) 
de cada átomo 𝛼 pueden ser estimados a partir de algoritmos de integración de Leap-Frog o Verlet, 







  (8) 
 
Paso 4. Proceso iterativo. Una vez actualizado los vectores de posición, estos se convierten en 
los datos de entrada para repetir el paso 1 nuevamente hasta el paso 3. Mientras más átomos tenga 
el sistema de la simulación el costo computacional se incrementará.  
 
2.3.2 Lista de átomos vecinos y cutoff 
 
Existen estrategias para reducir los costos computacionales en las simulaciones de DM, tal como 
se presentó en la sección anterior, el cálculo de la fuerza implica que se deben visitar todos los 
átomos del sistema para calcular el aporte de cada átomo del sistema en la fuerza resultante sobre 
un átomo. Para reducir esta cantidad de cálculos se implementa la estrategia de realizar una lista 
de vecinos basado en una distancia de corte (cutoff). La distancia de corte considera un radio de 
distancia, en el cual los átomos comprendidos en esta región aportan una fuerza significativa sobre 
la fuerza resultante en el átomo de estudio. Los átomos dentro del cutoff conformarán la lista de 
vecinos. Lo primero que se hace en la simulación antes de realizar el cálculo de fuerzas, es 
identificar la lista de los vecinos más cercanos para cada átomo, para posteriormente ejecutar los 




2.3.3 Algoritmos de integración usados en DM 
 
La función que deben cumplir los métodos de integración es generar nuevas coordenadas (𝑟𝛼
𝑖) y 
velocidades (?̇?𝛼




𝑖(𝜏0 + Δ𝜏) → 𝑟𝛼
𝑖(𝜏0 + 2Δ𝜏) → 𝑟𝛼
𝑖(𝜏0 + 3Δ𝜏) → 𝑟𝛼




𝑖(𝜏0 + Δ𝜏) → ?̇?𝛼
𝑖(𝜏0 + 2Δ𝜏) → ?̇?𝛼
𝑖(𝜏 + 3Δ𝜏) → ?̇?𝛼
𝑖(𝜏0 + 4Δ𝜏)…  (10) 
 
Los métodos de integración más implementados en las simulaciones de DM, se relacionan a 
continuación. 
 
Algoritmo de Leap-Frog 
 
Las posiciones de las partículas en la simulación son actualizadas como: 
 
𝑟𝛼
















𝑖(𝜏)Δ𝜏  (12) 
 
Algoritmo de velocidades de Verlet  
 
En este algoritmo las posiciones son actualizadas de la forma: 
 
𝑟𝛼






𝑖(𝜏)Δ𝜏2  (13) 
donde   
?̇?𝛼






𝑖(𝜏 + Δ𝜏))Δ𝜏  (14) 
 
Una vez integradas las ecuaciones presentadas (correspondientes a la mecánica de Newton) en esta 
sección, el ensamble termodinámico será el 𝑁𝑉𝐸. Modificando las ecuaciones de movimiento se 
pueden obtener diferentes ensambles termodinámicos. Para el caso del 𝑁𝑃𝑇, se debe seleccionar 
un termostato y un baróstato, para garantizar que la presión y temperatura sean constantes durante 
la simulación [70]. 
 
2.3.4 Condiciones de frontera periódicas  
 
El concepto de fronteras periódicas es ampliamente usado en simulaciones de DM y es utilizado 
para estudiar propiedades en volumen (bulk), lo cual significa que no hay superficies libres en las 
direcciones que se aplican estás condiciones. La figura 2 presenta el caso en 2D, donde los átomos 
de la configuración original de trabajo son los que se encuentran dentro de la caja punteada; las 
condiciones de frontera periódicas consisten en hacer réplicas de la configuración original de 





Fig.   2. Esquema de sistema de partículas con condiciones de frontera periódicas. 
Con la finalidad de entender las posiciones de las partículas en las réplicas, inicialmente se debe 
considerar que cada partícula en la caja de simulación (línea punteada) está interactuando con las 
partículas dentro de la misma caja y con las partículas cercanas que se encuentran dentro de las 
cajas de réplicas. Las posiciones de los átomos que se mueven fuera de la caja principal (en las 
réplicas) están dadas por: 
𝑟𝑖
𝑟𝑒𝑝
= 𝑟𝑖 + 𝑒?⃗⃗?1 + 𝑞?⃗⃗?2  (15) 
donde ?⃗⃗?1 y ?⃗⃗?2 son vectores que corresponden a los bordes de la caja de simulación, 𝑒 y 𝑞 son 
cualquier entero que va desde −∞ a ∞. En los sistemas estudiados, se verificó que la cantidad de 
partículas en la caja de simulación era suficiente para representar los fenómenos de propagación 
de fisuras al compararlo con los resultados obtenidos en otros estudios. 
 
2.3.4 Cálculo de propiedades 
A continuación, se mencionan la forma de calcular algunas propiedades de interés en el trabajo 
actual.  
 
2.3.4.1 Cálculo de la temperatura 
 
La temperatura 𝑇 se encuentra definida en función de la energía cinética del sistema 𝐾, tal como 









donde el valor numérico de la constante de Boltzmann es 𝑘𝐵 = 1.3806503 × 10
−23J K−1. 
 
2.3.4.2 Calculo de la presión. 
 





















donde el primer término proviene de la contribución de la energía cinética de las partículas y el 
segundo termino de las fuerzas de interacción entre las partículas 𝛼 y 𝛽 en el volumen total del 
sistema 𝑉. 
 
2.3.4.3 Tensor de esfuerzos en sistemas atomísticos. 
 
El concepto de esfuerzo es propio de la teoría de mecánica de medios continuos y es usado en 
muchos casos para estimar las propiedades mecánicas de los materiales en escala convencional 
(microscópica y macroscópica). Cuando se calculan cantidades macroscópicas a partir de los 
resultados de simulaciones atomísticas se está realizando un proceso de modelamiento de 
fenómenos usando multi-escala. El concepto de tensor de esfuerzos en escala nanométrica es 
diferente al planteado en la teoría del continuo. El teorema de Virial, usado para estimar el tensor 
de esfuerzos  de un sistema que tiene partículas que interactúan entre sí en un volumen fijo fue 
propuesto inicialmente por Clausius [71] y Maxwell [72,73]. Esta cantidad es válida para estimar 
esfuerzos globales en un sistema atomístico y está definida en [74]. Generalmente, es conocido 
como el tensor de esfuerzo de Virial, este tensor es definido como el negativo del tensor de 



















































𝑖 es la 𝑖-esima componente de la fuerza sobre el átomo 𝛼, 𝑟𝛼
𝑗
 es la 𝑗-esima componente del 
vector de posición del átomo 𝛼. Los términos 𝑣𝛼
𝑖 , 𝑣𝛼
𝑗
 son la 𝑖-esima y la 𝑗-esima componente del 
vector de velocidades del átomo 𝛼 respectivamente, 𝑟𝛼𝛽
𝑖 , 𝑟𝛼𝛽
𝑗
 son la 𝑖-esima y la 𝑗-esima 
componente del vector de posiciones relativas entre los átomos 𝛼 y 𝛽. La primera parte de la 
ecuación del tensor de esfuerzos de Virial hace referencia al aporte configuracional y el segundo 
a la contribución de la energía cinética de las partículas que conforman el sistema. Sin embargo, 
esta cantidad es promediada en el espacio y tiempo, por lo que es inapropiada para estimar 
esfuerzos locales (en cada partícula). En la presente investigación se hace una estimación del tensor 
de esfuerzos de Cauchy local basado en el método propuesto por Hardy para estimar propiedades 
locales a partir de los resultados de simulaciones atomísticas [57]. El detalle del proceso realizado 
se encuentra en el capítulo 4.  
 
2.4 Potencial interatómico en aluminio 
 
En las simulaciones moleculares el potencial interatómico determina el comportamiento 
energético del sistema, en función de la distancia relativa entre los átomos. La selección del 
potencial adecuado depende de las características de los materiales. De forma general, los 




2.4.1 Potencial de pares 
 
Esta es la descripción más sencilla de la energía potencial entre átomos, debido a que 𝑈 depende 











donde 𝜑 es la energía potencial del enlace entre los átomos 𝛼 y 𝛽. El valor de ½ es debido a que 
la sumatoria de la energía potencial de enlaces considera la interacción de cada átomo con todos 
los átomos dentro de un volumen representativo limitado por un radio de corte conocido como 
rcutoff. En la figura 3 se explica gráficamente la situación mencionada. 
 
 
Fig.   3. (a) Interacciones del átomo uno y (b) del átomo con cinco átomos cercanos en un rcutoff. 
 
Los potenciales interatómicos son funciones matemáticas que describen la energía potencial de un 
par de átomos en función de la distancia relativa entre los átomos, en la siguiente figura se presenta 
uno de los posibles esquemas de 𝜑. 
 
 
Fig.   4. Comportamiento típico de 𝜑 en función de la distancia relativa entre átomos para metales.  
 
Uno de los potenciales de pares más usado es el potencial de Lennard-Jones (LJ-12)[75]. A 
continuación, se presenta la función matemática de este potencial. 
 














donde 𝜖 es la profundidad del potencial y 𝜂 en esta ecuación hace referencia a la distancia entre 
los átomos donde 𝜑 = 0. 
 
2.4.2 Campos de fuerzas para materiales biológicos y polímeros 
 
Estos potenciales describen las interacciones entre átomos basados en una combinación de 
términos energéticos. Un ejemplo es el potencial de CHARMM, el cual es usado en proteínas y 
biofísica [70].  
 
𝑈 = 𝑈𝑏𝑜𝑛𝑑 + 𝑈𝑎𝑛𝑔𝑙𝑒 + 𝑈𝑡𝑜𝑟𝑠𝑖𝑜𝑛 + 𝑈𝐶𝑜𝑢𝑙𝑜𝑚𝑏 + 𝑈𝑣𝑑𝑊 (21) 
2.4.3 Método del átomo embebido (EAM) para metales 
 
Estos potenciales consideran el entorno de un átomo, es decir, los átomos cercanos al átomo del 
cual se desea estimar su resistencia de enlace. La ecuación que gobierna estos potenciales es de la 
siguiente forma: 
 









donde Φ es la función de embebimiento y 𝜌𝛼 es la contribución del átomo 𝛼 a la densidad local de 
electrones: 
 
𝜌𝛼 = ∑ 𝜓𝛽(𝑟𝛼𝛽)
𝛽≠𝛼
  (23) 
 
aquí 𝜓𝛽 es la contribución de los átomos 𝛽 a la densidad electrónica del átomo 𝛼. Este tipo de 
potencial considera que la energía del enlace entre dos átomos depende de la distancia entre los 
dos átomos y de las posiciones de los átomos vecinos, esta suposición corrige la falencia del 
potencial de pares en los átomos cercanos a la superficie de cristales, debido a que estos cambian 
su energía a pesar de tener la misma distancia entre ellos, este efecto se puede ver en la figura 5. 
 






2.5 Selección del potencial interatómico    
 
En la presente investigación se estudia la influencia de defectos estructurales presentes en el 
material de estudio (aluminio). El potencial EAM es el más adecuado para simular el proceso de 
propagación de fisuras en este tipo de materiales NC [47,76–78]; además, dada la naturaleza del 
aluminio y el fenómeno de propagación de fisuras, el potencial a utilizar es el EAM obtenido por 
Mendelev et al. [77], el cual ya ha sido utilizado para simulaciones asociadas a la propagación de 
fisuras en bicristales de aluminio [29,79]. A continuación, se presentan las ecuaciones analíticas 
del potencial interatómico propuesto por Mendelev et al. 
 
Tabla 1. Funciones del potencial interatómico propuesto por Mendelev et al [77]. 
Función Valor Cutoffs 
𝜑 (𝑟) (0.65196946237834 +  7.6046051582736 ∙ 𝑟 −
5.8187505542843 ∙ 𝑟2 + 1.0326940511805 ∙ 𝑟3)
1.5 − 2.3 
 
+ 13.695567100510(3.2 − 𝑟)4
 −44.514029786506(3.2 − 𝑟)5 
+95.853674731436(3.2 − 𝑟)6
−83.744769235189(3.2 − 𝑟)7
 +29.906639687889(3.2 − 𝑟)8
2.3 − 3.2 
2.3 − 3.2 
2.3 − 3.2 
2.3 − 3.2 
2.3 − 3.2 
−2.3612121457801(4.8 − 𝑟)4
 +2.5279092055084(4.8 − 𝑟)5
 − 3.3656803584012(4.8 − 𝑟)6
 + 0.94831589893263(4.8 − 𝑟)7
 −0.20965407907747(4.8 − 𝑟)8
2.3 − 4.8 
2.3 − 4.8 
2.3 − 4.8 
2.3 − 4.8 
2.3 − 4.8
  +0.24809459274509(6.5 –  𝑟)4
−0.54072248340384(6.5 − 𝑟)5
+0.46579408228733(6.5 − 𝑟)6
−0.18481649031556(6.5 –  𝑟)7
+0.028257788274378(6.5 − 𝑟)⁸
2.3 − 6.5 
2.3 − 6.5 
2.3 − 6.5 
2.3 − 6.5 
2.3 − 6.5 
𝜓(𝑟) 0.00019850823042883(2.5 −  𝑟)4
 + 0.10046665347629(2.6 − 𝑟)4 
+0.10054338881951(2.7 −  𝑟)4 
+0.099104582963213(2.8 −  𝑟)4 
+0.090086286376778(3.0 −  𝑟)4 
+0.0073022698419468(3.4 −  𝑟)4 
+0.014583614223199(4.2 − 𝑟)4 
−0.0010327381407070(4.8 −  𝑟)4 
+0.0073219994475288(5.6 −  𝑟)4  
+0.0095726042919017(6.5 −  𝑟)4 
0 − 2.5 
0 − 2.6 
0 − 2.7 
0 − 2.8 
0 − 3.0 
0 − 3.4 
0 − 4.2 








 Capítulo 3 
 






Los sistemas atomísticos deben ser construidos de tal forma que la cantidad de partículas que 
conforman el sistema sean suficientes para describir correctamente el fenómeno que se está 
estudiando. En esta investigación se construyó un sistema para estudiar la propagación de nano-
fisuras con un número de partículas que ha demostrado, en investigaciones anteriores, ser 
suficiente para describir el fenómeno de estudio correctamente en monocristales y bicristales 
[12,28,29]. Estos sistemas contaron con ca. 194,000 partículas. Adicionalmente, para las pruebas 
iniciales del cálculo de esfuerzos locales usando el método de Hardy (el cual requiere un alto costo 
computacional), se construyó otro sistema de ca. 16,000 partículas con dimensiones 20𝑎 × 20𝑎 ×
10𝑎, donde el parámetro de red para el aluminio es 𝑎 = 4.05 Å, estas dimensiones se tomaron 
considerando que Zimmerman [80] realizó un estudio similar, donde implementó la misma teoría 
de Hardy para un material con estructura FCC y trabajó un sistema con dimensiones 20𝑎 × 20𝑎 ×
3𝑎. Después de verificado los códigos para estimar los esfuerzos locales en los sistemas pequeños, 
se continuó con el cálculo de los esfuerzos locales en los monocristales y bicristales con ca. 
195,000 partículas. En este capítulo inicialmente se presenta la metodología para construir los 
monocristales y bicristales de aluminio, seguido del protocolo de simulación para las pruebas 
mecánicas de deformación. Después, se presentan los resultados del ensayo de tensión uniaxial, 
acompañado de un análisis de las dislocaciones presentes para el sistema con ca. 194,000 
partículas, donde se logra observar que las fronteras de grano actúan como una barrera a la 
propagación de la fisura y que una vez que la fisura llega a la frontera de grano se inicia un 
comportamiento de fractura dúctil. 
 
3.2 Construcción de las geometrías 
 
La representación física de los metales en escala nanométrica se hace a partir de su estructura 
cristalina, para el aluminio se utiliza la estructura cristalina cubica centrada en las caras (FCC por 
sus siglas en ingles). En el caso de la mecánica cuántica se utiliza la estructura electrónica, en los 
campos de fases se utiliza una representación de las fases y en el continuo se consideran los 
materiales como sólidos sin imperfecciones. En la figura 6 se ilustra un esquema con los tamaños 





Fig.   6. Representación física de materiales a diferentes escalas. 
 
La representación del aluminio utilizado en la presente investigación, se llevó a cabo a partir de la 
generación de réplicas de celdas FCC en las direcciones [1 0 0][0 1 0][0 0 1] para el monocristal 
y el primer cristal de los bicristales de aluminio. Para esto, se desarrolló un código en Matlab© en 
el cual se debe definir el número de celdas a replicar en cada dirección.  
 
3.3 Etapas de la simulación del ensayo de tensión uniaxial 
 
Todas las simulaciones del ensayo de tensión uniaxial con deformación controlada, fueron 
realizadas en el presente usando una velocidad de deformación constante de 1 × 10−4/ps y un paso 
de tiempo de 0.001 ps bajo el siguiente protocolo. 
 
Etapa 1. Equilibrio Inicial. En esta etapa se desarrolló un algoritmo para minimizar la energía del 
sistema usando el método del gradiente conjugado, con las siguientes condiciones: tolerancia 
mínima de 1 × 10−15 y máximo número de iteraciones de 10,000. En la primera parte de este 
algoritmo se otorgan valores de velocidad a los átomos para generar una temperatura de 300 K y 
se re-escalan estas en 10,000 pasos. Posteriormente se utiliza el ensamble isotérmico-isobárico 
NPT para equilibrar el sistema a 300 K y una presión de 1.01 bares en 20,000 pasos de tiempo. 
 
Etapa 2.  Proceso de deformación. El sistema se deforma 0.01% de su longitud inicial a una 
velocidad constante de deformación usando 10,000 pasos de tiempo. 
 
Etapa 3. Proceso de equilibrio. En esta etapa el sistema fue equilibrado a la temperatura y presión 
seleccionados mediante el ensamble NPT en 20,000 pasos de tiempo. Adicionalmente, la longitud 
del sistema se mantuvo fija en la dirección de deformación del sistema. 
 
Etapa 4. Las etapas 2 y 3 se repiten hasta la fractura final de los cristales. Las posiciones y 
velocidades de los átomos en las etapas de equilibrio y deformación fueron actualizadas en cada 
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paso de tiempo implementando un termostato de tipo Nosé-Hoover [68,69]. El código para las 
simulaciones del ensayo fue desarrollado y ejecutado en LAMMPS [81]. 
 
3.4 Modelación preliminar para validar el cálculo de esfuerzos en el 
monocristal. 
 
Debido al alto costo computacional requerido para calcular los esfuerzos locales de un sistema de 
partículas (procedimiento detallado en el capítulo 4), inicialmente se ensayaron sistemas con pocas 
partículas, para validar que el esfuerzo local calculado era correcto. El sistema seleccionado para 
realizar los ensayos de tensión uniaxial fue un monocristal simple con ca. 16,000 partículas, 
considerando que Zimmerman [80] utilizó un sistema con menos partículas (ca. 5,000 partículas) 
para estimar la integral 𝐽 usando el método de Hardy para estimar los esfuerzos locales en un 
material FCC.  
 
Se construyeron en total siete especímenes, uno de ellos sin fisura inicial y los otros seis con una 
fisura inicial de 𝑙0 = 4𝑎, 5𝑎, 6𝑎, 7𝑎, 8𝑎, 9𝑎 unidades de celda. Donde el parámetro de red para el 
aluminio es 𝑎 = 4.05 Å. Con el espécimen sin defectos iniciales (sin fisura inicial) se verificó que 
el esfuerzo último de tensión era acorde al orden de magnitud reportado por Tang y Yang [82] para 
una velocidad de deformación de 1 × 10−4/ps. Para el caso del monocristal sin defecto, se 
consideraron condiciones de frontera periódicas en todas las direcciones. En el caso de los 
especímenes con fisura inicial se implementaron condiciones de superficie libre en la dirección 𝑥 
y condiciones de frontera periódicas en las direcciones 𝑦, 𝑧. Las dimensiones del sistema de 
partículas fueron 𝐿𝑥 = 20𝑎, 𝐿𝑦 = 10𝑎 y 𝐿𝑧 = 20𝑎, las cuales se presentan en la figura 7 junto con 
el monocristal una vez pasado la etapa de equilibrio. 
 
Fig.   7. (a) Monocristal fisurado después del equilibrio; (b) esquema con dimensiones de nano-fisura y (c) 
sistema atomístico. 
 
3.5 Modelación del monocristal y bicristal  
 
Los bicristales se diferencian de los monocristales, por tener una frontera de grano entre dos 
cristales con orientación diferente. Es decir, el bicristal está conformado por dos granos o cristales. 
El primer cristal se construye de igual forma que un monocristal (réplicas de la celda FCC en las 
direcciones [1 0 0][0 1 0][0 0 1]) y el segundo cristal se construye a partir de una matriz de rotación 
para generar los vectores de posición de las partículas que conforman el segundo grano en la 
orientación deseada. Existen varios tipos de fronteras de grano y son clasificados de acuerdo a su 
orientación, los dos comúnmente estudiados son: frontera de grano inclinada, la cual se puede 
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definir como 𝜃 〈1 0 0〉 y frontera de grano rotada que se puede definir como 𝜁 〈0 1 0〉. En la figura 
8 se presenta un esquema para comprender mejor el concepto de la orientación en el segundo grano 
acorde al tipo de frontera de grano presente. 
 
 
Fig.   8. (a) Inclinación del arreglo del grano 2 para GB inclinada y (b) rotación del grano 2 en GB rotada. 
Igualmente, puede presentarse una frontera de grano tipo mixta, la cual se presenta cuando se 
varían los ángulos 𝜃, 𝜁 del grano 2 respecto al grano 1 para el mismo sistema atomístico. El caso 
de estudio en la presente investigación consiste en un bicristal con ángulo de inclinación 𝜃 = 30°, 
fisura inicial 𝑙0 y dimensiones de caja de simulación en función del parámetro de red, tal como se 




Fig.   9. (a) Configuración del bicristal y (b) dimensiones de la fisura para 𝑙0 = 15𝑎. 
 
Para el sistema del monocristal, con ca. 195,000 partículas, se implementaron las mismas 
dimensiones [1 0 0][0 1 0][0 0 1], es decir no se rotaron las posiciones de las partículas del sistema. 
Para visualizar las dislocaciones y el parámetro de centro-simetría, el cual es definido en [83], se 
implementó el análisis de dislocaciones DXA [84] en OVITO [85]. El parámetro de centro-
simetría es importante debido a que puede ser usado para evidenciar cuando un átomo hace parte 
de una red perfecta, de un defecto local o de una superficie. En la figura 10 se presenta un bicristal 




Fig.   10. Bicristal fisurado en equilibrio mostrando la frontera de grano. 
Las simulaciones del ensayo de tensión con deformación controlada ejecutadas en LAMMPS se 
corrieron en estaciones de trabajo de 40 procesadores, 80 procesadores y en una súper computadora 
con disponibilidad de 600 procesadores. Para el cálculo del volumen de cada átomo se 
implementaron las teselaciones de Voronoi propuestas originalmente por Georgy Voronoi [86] e 
implementadas en el algoritmo voro++ [87].  
 
3.6 Resultados de la modelación del ensayo de tensión uniaxial en monocristal 
y bicristal de aluminio 
 
Las curvas de esfuerzo-deformación para los diferentes ensayos de tensión se construyeron con 
los resultados de las simulaciones de DM y en los picos de la curva se realizó un análisis de 
dislocaciones usando DXA en OVITO. Junto con la curva de los bicristales, se presenta la curva 
del monocristal con el mismo tamaño de fisura inicial 𝑙0. A continuación, se presentan los casos 
para los monocristales y los bicristales. La línea roja es el comportamiento del monocristal (SC) y 
la línea azul el del bicristal (BC).  
 
 
Fig.   11. Curva 𝜎𝑧𝑧 vs. 𝜀𝑧𝑧 para el bicristal con 𝑙0 =  5𝑎,  parte superior: comportamiento del monocristal 





Para el caso del monocristal se observa un comportamiento de fractura frágil, debido a la 
propagación inestable de la fisura. Sin embargo, en el caso del bicristal se puede observar que 𝜎𝑧𝑧 
cae varias veces. En cada paso de deformación se le realizó un DXA para observar que ocurría en 
la caída del esfuerzo. la primera caída ocurre en 𝜀𝑧𝑧 = 0.065, al realizar el DXA se observa la 
aparición de dislocaciones (que coinciden con la orientación de los planos de deslizamiento y 
pueden asociarse con la deformación plástica) en el segundo cristal. Para 𝜀𝑧𝑧 = 0.083 se observa 
la interacción entre dislocaciones generadas desde la punta de la fisura y la la frontera de grano. 
En 𝜀𝑧𝑧 = 0.108 se observa la coalescencia de varias vacancias pequeñas en los dos cristales 
(proceso típico de la fractura dúctil) y finalmente en 𝜀𝑧𝑧 = 0.2 se observa que la coalescencia de 
vacancias ha formado defectos de mayor tamaño en los dos granos del bicristal (confirmando el 
comportamiento dúctil del material para este tamaño de 𝑙0). 
 
 
Fig.   12. Curva 𝜎𝑧𝑧 vs. 𝜀𝑧𝑧 para el bicristal con 𝑙0 =  10𝑎, parte superior: comportamiento del monocristal 
y en la derecha: comportamiento del bicristal con el análisis de dislocaciones DXA implementado en 
OVITO. 
 
Para el tamaño de fisura inicial 𝑙0 = 10𝑎, se observa fractura frágil en el monocristal al igual que 
a lo largo del grano 1 del bicristal. Se considera comportamiento frágil en el primer rasgamiento 
(propagación de la fisura a través del grano 1 y posterior detención de la propagación, inestable, 
al alcanzar la frontera de grano) debido a la ausencia de dislocaciones en los dos cristales antes y 
justo después de detenerse la propagación de la fisura al alcanzar la frontera de grano, tal como se 
observa para 𝜀𝑧𝑧 = 0.066. Para producir la fractura del grano 2 se debió continuar la modelación 
con el respectivo aumento progresivo de la deformación en la dirección z; para los siguientes 
valores de deformación se observa el típico comportamiento de fractura dúctil, es decir: nucleación 
de vacancias, coalescencia y crecimiento de vacancias. Para 𝑙0 = 15𝑎, 20𝑎 el comportamiento es 




Fig.   13. Curva 𝜎𝑧𝑧 vs. 𝜀𝑧𝑧 para bicristal con 𝑙0 =  15𝑎. Parte superior: comportamiento del monocristal y 
la derecha: bicristal con DXA implementado en OVITO. 
 
 
Fig.   14. Curva 𝜎𝑧𝑧 vs. 𝜀𝑧𝑧 para bicristal con 𝑙0 =  20𝑎. Parte superior: presenta comportamiento del 
monocristal y la derecha: bicristal con DXA implementado en OVITO. 
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3.7 Discusión  
 
Las curvas esfuerzo-deformación muestran claramente como las caídas en los esfuerzos se deben 
a la liberación de energía para crear una nueva superficie (monocristal o primer rasgamiento) o 
energía de deformación plástica (en el bicristal) debido al movimiento de los planos de 
deslizamientos, estos defectos se representan como dislocaciones mediante el análisis DXA. Para 
el caso de los monocristales fisurados, las fisuras se propagan de forma inestable sin que exista 
oportunidad de que se observen dislocaciones, es decir, sin presentación de deformación plástica. 
Para el caso de 𝑙0 = 5𝑎, se observa que antes de la propagación de la fisura a través del grano 1, 
aparecen dislocaciones generadas desde la punta de la fisura hacia la frontera de grano y en 
viceversa, es decir, desde la frontera de grano hacia la punta de la fisura. Adicionalmente, se 
encuentra que el esfuerzo global máximo disminuye a medida que 𝑙0 es mayor. A su vez, se observa 
que a mayor 𝑙0 aparecen menos dislocaciones en el grano 2 a medida que se deforma el material. 
Los ensayos en este capítulo se llevaron hasta 𝜀𝑧𝑧 = 20%, con la finalidad de observar el 
comportamiento mecánico antes y después del primer rasgamiento. En el capítulo 5, se presentan 
las simulaciones completas hasta la fractura final del bicristal. 
 
3.8 Conclusiones  
 
De los resultados del ensayo de tensión uniaxial con deformación controlada implementando 
simulaciones DM, se encontraron los siguientes hallazgos: 
 
 Las fronteras de grano son zonas de nucleación de defectos. Estos defectos interactúan con 
las dislocaciones provenientes de la punta de la fisura produciendo una barrera estructural 
para la propagación de la misma. Es posible, que la fisura se detiene en la frontera de grano 
debido al cambio en la orientación de los planos de deslizamiento en el segundo cristal. 
 
 Independiente del tamaño inicial de la fisura si no hay frontera de grano, la propagación es 
inestable. Se evidencia que la ductilidad experimentada por el material fisurado, proviene 
de la interacción de las dislocaciones generadas desde los diferentes defectos en la 
estructura (fronteras de grano y punta de la fisura). 
 
 En ausencia de una frontera de grano la disminución del esfuerzo promedio máximo se 











En las últimas décadas, las simulaciones atomísticas han ayudado a entender el comportamiento 
de materiales nano-cristalinos [17,22,23,47,70,78,88–90]. Varias investigaciones han logrado 
calcular medidas del continuo con los resultados de simulaciones de DM. Tal es el caso de 
Zimmerman et al, [91] que implementaron el método propuesto por Hardy [57], el cual propone 
cuantificar medidas de la mecánica del medio continuo (tensor de esfuerzos de Cauchy) a partir de 
los resultados de DM usando funciones de localización. La propuesta de Hardy acabó con los 
siguientes tres inconvenientes que existían hasta ese momento: (I) La validez de las leyes de 
conservación para el continuo dependían de un ensamble en particular, (II) la formula obtenida 
para la parte configuracional del tensor de esfuerzo contiene una suma infinita que debe truncarse, 
(III) la dificultad en la evaluación de expresiones que contuvieran la función delta de Dirac.  Batra 
y Pacheco también plantearon una función de localización, para determinar el tensor de esfuerzos 
de Cauchy para un nano-cristal de Au con FCC [17], sin embargo la fuerza interatómica se estima 
a partir del gradiente del potencial interatómico, el cual cambia de acuerdo al tipo de material y 
fenómeno de estudio. Para el caso del EAM se deben hacer cálculos con los vecinos para estimar 
las fuerzas interatómicas y las componentes del tensor [57], lo que hace que sea alto el costo 
computacional, sin embargo, estas medidas del continuo son relevantes en esta escala, dado que 
con este tensor de esfuerzos locales se pueden verificar teorías de escala convencional, tal como 
lo hizo Zimmerman et al, para estimar la integral 𝐽 en un monocristal de Al [80]. En el presente 
capítulo, se estima el campo de esfuerzo para un monocristal de Al, usando el método de Hardy, 
para el potencial EAM de Mendelev [77]. Inicialmente se trabaja con un sistema de ca. 16,000 
átomos, para poder validar los códigos implementados, dado el alto costo computacional y una vez 
verificado los cálculos del tensor de Cauchy local, se procede a implementar los códigos en los 
sistemas de ca. 195,000 átomos. La diferencia entre el esfuerzo global y el esfuerzo promedio de 
los esfuerzos locales del sistema fue menor al 2% para los sistemas con ca. 195,000 átomos. 
 
4.2 Campo de esfuerzos local para nanocristales de aluminio 
 
Usualmente el tensor de esfuerzos de Cauchy ha sido considerado como la parte del tensor de 
esfuerzos de Virial que corresponde solamente a la energía potencial del sistema. Zimmerman et 
al. [92] demostraron que al usar el método de Hardy para estimar los esfuerzos locales, la 
contribución de la energía cinética solo es significativa para sistemas sujetos a una temperatura 
mayor a un-octavo de la temperatura de fusión, por lo cual queda la siguiente expresión para el 













El método propuesto por Hardy estima las contribuciones de las fuerzas entre átomos al tensor 
local de Cauchy mediante una función de longitud de enlace entre los átomos. La función de enlace 
𝐵 permite definir coeficientes apropiados para la evaluación de un polinomio cúbico que hace más 
eficiente el cálculo de la fuerza o la energía del sistema atomístico. Al agregar la función de enlace 
para hacer el cálculo de tensor de esfuerzos locales de Cauchy 𝜎𝑖𝑗











𝐵(𝑟𝛼, 𝑟𝛽, 𝑅)   (25) 
 
𝑅 denota el punto material donde se determinará el esfuerzo y 𝐵 tiene la forma propuesta por 
Hardy [57]: 
𝐵(𝑟𝛼 , 𝑟𝛽, 𝑅) = ∫ 𝛹(𝜆𝑟𝛼𝛽
1
0
+ 𝑟𝛽 − 𝑅)𝑑𝜆   (26) 
 
Esta ecuación representa la fracción del enlace entre los átomos 𝛼 y 𝛽 contenida en un volumen 
representativo de un punto material (ver figura 15), 𝛹 denota la función de localización o kernel, 
que se define en la ecuación 27 y 𝜆 es la variable de integración de Hardy. Las cantidades de la 
mecánica del medio continuo que se calculan para el punto material 𝑅 dependen solamente de las 
propiedades de los átomos dentro del volumen representativo. El volumen está definido por un 
radio de dos veces el parámetro de red 𝑎 = 4.05 Å en el caso del aluminio. Para entender el 
volumen representativo, se presenta la siguiente figura, en la cual se presentan los átomos a tener 
en cuenta por su contribución. 𝑅 es la posición del átomo al que se va a calcular la propiedad, los 
átomos 𝛼 son los átomos de la lista de vecinos del átomo con posiciones 𝑅 y los átomos 𝛽 son los 
que conforman la lista de vecinos de los átomos 𝛼.  
 
Fig.   15. Esquema del volumen representativo para determinar propiedades locales. 
Hardy propone un procedimiento de suavizado, el cual considera que las partículas de un sistema 
poseen una distancia espacial denominada longitud de suavizado, en la cual se puede implementar 
una función kernel para suavizar las propiedades de las partículas. Por lo tanto, para cualquier 
punto material 𝑅 del sistema se puede obtener una propiedad al sumar todas las contribuciones 
relevantes de las partículas 𝛼, 𝛽 presentes en el rango de la función kernel. Para cada contribución 
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de las partículas 𝛼, 𝛽 sobre el punto material 𝑅 debe ponderarse la distancia entre 𝑅 y la partícula 
𝛼 o 𝛽 (esto lo realiza la función kernel). En la presente investigación, debido a que el material 















𝑠3) , 𝑠 ≤  1,
1
4
(2 − 𝑠)3, 1 < 𝑠 ≤ 2,




|𝜆𝑟𝛼𝛽 + 𝑟𝛽 − 𝑅|
ℎ
 
  (27) 
 
aquí ℎ es la longitud de suavizado que determina el tamaño del soporte compacto de la función de 
localización. La longitud de suavizado de la función de localización es 2𝑎. Para evaluar la integral 
de la función de enlace, se utilizó la cuadratura de Gauss de 5-puntos [17]. Tal como se mencionó 
anteriormente, para calcular el tensor de esfuerzos locales se necesita el gradiente del potencial 
interatómico. Para el caso del potencial EAM, el gradiente es de la siguiente forma: 
𝐹𝛼𝛽























Las funciones analíticas de 𝜑,𝜓, Φ se tomaron del trabajo de Mendelev et al. [77]. A partir de las 
ecuaciones analíticas del potencial de Mendelev se calculó el gradiente del potencial entre 
partículas. Debido al costo computacional se desarrolló un código paralelizado en Fortran 90 
usando OpenMP.   
 
4.3 Verificación de los esfuerzos locales en monocristal  
 
Para verificar los resultados del campo de esfuerzos locales estimado, usando las proyecciones de 
Hardy, se calculó el promedio de los esfuerzos calculados de todas las partículas del sistema a una 
deformación 𝜀𝑧𝑧 = 8.5% y se comparó con el esfuerzo global obtenido de las simulaciones de DM 
(esfuerzo de Virial). La figura 16 presenta los esfuerzos promedios, desviación estándar y esfuerzo 






𝑙0 = 4𝑎 
 
𝑙0 = 5𝑎 
𝑙0 = 6𝑎 𝑙0 = 7𝑎 
 
𝑙0 = 8𝑎 𝑙0 = 9𝑎 
Fig.   16. Análisis del comportamiento de los esfuerzos locales en el monocristal. 
 
La tabla 1 presenta los valores estimados con los resultados de DM (𝜎𝑧𝑧 DM) y los promedios de 
los calculados con el método de Hardy (𝜎 ′̅𝑧𝑧) junto con la diferencia entre estos valores a una 














4𝑎 2.93 2.82 3.75 
5𝑎 2.79 2.66 4.66 
6𝑎 2.7 2.58 4.44 
7𝑎 2.45 2.18 11.02 
8𝑎 1.86 1.68 9.67 
9𝑎 1.69 1.52 10.05 
 
Al revisar la diferencia porcentual se observa que todos los valores están por debajo 11.1%, lo cual 
es aceptable, considerando el número de cálculos que se deben hacer para poder estimar los 
esfuerzos locales de un sistema a pesar de que se trabajó con doble precisión. Una vez verificado 
que el procedimiento es aceptable, se investigó la influencia del tamaño de la fisura en el esfuerzo 
ultimo del monocristal. La tabla 2 presenta la reducción del esfuerzo global máximo tomando 
como referencia el 𝑆𝑈 = 6.18 GPa de un monocristal de aluminio sin defecto. 






4𝑎 3.14 49.19 
5𝑎 2.97 51.94 
6𝑎 2.89 53.24 
7𝑎 2.51 59.39 
8𝑎 2.36 61.81 
9𝑎 2.17 64.89 
 
Como se puede observar en la tabla 3, la inclusión de una fisura en el monocristal sin defecto 
reduce de golpe el esfuerzo último a menos del 49% de su resistencia sin defectos. Con la finalidad 
de observar las variaciones en el campo de esfuerzos locales 𝜎𝑧𝑧
′  para los monocristales con 
diferentes tamaños de fisura inicial se graficaron los esfuerzos para cada átomo usando OVITO a 
una 𝜀𝑧𝑧 = 8.5%. En la figura 17 se puede observar la distribución de los esfuerzos locales para los 





𝑙0 = 4𝑎 
 
𝑙0 = 5𝑎 
 
𝑙0 = 6𝑎 
 
𝑙0 = 7𝑎 
 
𝑙0 = 8𝑎 
 
𝑙0 = 9𝑎 
Fig.   17. Campo de esfuerzos 𝜎𝑧𝑧
′  en monocristales con diferentes 𝑙0. 
Con la aproximación estimada de los esfuerzos locales se puede apreciar como la región con 
valores de esfuerzos iguales a cero se encuentra en la misma región planteada por Griffith al usar 
el análisis de esfuerzo de Inglis [93] en su balance de energía para estimar el esfuerzo de falla.  
 
4.4 Resultados de esfuerzos locales en monocristal y bicristal 
 
Para el sistema de ca. 195,000 átomos se observó una diferencia porcentual entre el esfuerzo Virial 
y el promedio de los locales menor al 2%. Esto significa que mientras más átomos contenga el 
sistema, mejor será la aproximación, sin embargo, la mayor limitante es el costo computacional. 
A continuación, se presentan los campos de esfuerzos locales 𝜎𝑧𝑧
′  para el monocristal y bicristal 





Fig.   18. Campo de esfuerzos 𝜎𝑧𝑧
′  en la izquierda para el monocristal y en la derecha para el bicristal de 
aluminio. 
  
4.5 Discusión  
 
El campo de esfuerzos alrededor de la punta de la fisura para 𝑙0 < 7𝑎 presentó esfuerzos máximos 
mayores en aproximadamente 10%, lo cual denota que hay mayor energía en la punta de la fisura 
para los tamaños de fisuras más pequeños (𝑙0 < 7𝑎), esto se podría relacionar con lo observado en 
el capítulo 3, en el cual, para un tamaño de fisura pequeño (𝑙0 = 5𝑎), se generan dislocaciones 
desde la punta de la fisura (ver figura 11) y las dislocaciones son generadas desde los puntos con 
mayor energía en el sistema. 
 
4.6 Conclusiones  
 
A partir de los campos de esfuerzos calculados para el monocristal se encontraron los siguientes 
hallazgos: 
 
 Para 𝑙0 = 4𝑎 el esfuerzo máximo en la punta de la fisura aumenta en casi un 17% del 
calculado para 𝑙0 = 9𝑎. 
 
 La energía de deformación liberada está relacionada con el tamaño de la fisura inicial y el 
volumen del material, tal como se puede observar en la figura 17. Donde se considera que 
el volumen con energía de deformación liberada es donde los esfuerzos son cero. 
 
 El promedio de los esfuerzos locales calculados usando el método de Hardy es acorde al 
esfuerzo global del sistema. La diferencia fue menor al 2% para sistemas con ca. 195,000 
partículas y menor a 12% para sistemas con ca. 16,000 partículas. 
 
 La inclusión de una fisura inicial reduce el esfuerzo máximo a tensión del espécimen en 










La mecánica de la fractura estudia el comportamiento mecánico de los materiales con fisuras o 
defectos internos y establece la tenacidad a la fractura como la propiedad con la cual se puede 
cuantificar la resistencia que tiene un material a fallar por propagación inestable de fisuras [51,53]. 
La dinámica de defectos estructurales tales como dislocaciones y fronteras de grano en materiales 
NC determina sus propiedades mecánicas [1-3]. En general estos defectos actúan como barreras 
oponiéndose a la propagación de fisuras, tal como se observó en el capítulo 3. Actualmente se han 
realizado múltiples investigaciones usando la técnica de DM para estimar parámetros de mecánica 
de la fractura para diferentes tipos de nano-materiales [48,49,89,94–100]. La mecánica de la 
fractura lineal elástica es una de las teorías más implementadas para estimar la falla frágil de los 
componentes debido a la facilidad y precisión de sus cálculos, sin embargo, cuando el 
comportamiento del material es muy dúctil, esta teoría pierde validez, por lo que es necesario el 
uso de la mecánica de la fractura elasto-plástica. Dos de los métodos más usados, dentro de la 
mecánica de la fractura elasto-plástica, son: el Desplazamiento de la apertura de la punta de la 
fisura (CTOD por sus siglas en inglés) y la integral 𝐽. La aplicabilidad de estos dos métodos, a 
nivel atomístico, han sido estudiada en las últimas décadas basados en simulaciones de DM. En el 
presente trabajo, con los resultados de las simulaciones de ensayos mecánicos usando el potencial 
EAM de Mendelev [77] (capitulo 3) y los tensores de esfuerzo de Cauchy locales para los 
monocristales y bicristales de aluminio (capitulo 4) se calcularon los parámetros de la mecánica 
de la fractura. En este capítulo se presenta el procedimiento para calcular el intensificador de 
esfuerzos 𝐾𝐼, la velocidad de liberación de energía de deformación ERR, el desplazamiento de la 
apertura de la punta de la fisura CTOD y la integral 𝐽 a partir de los resultados de las simulaciones 
de las pruebas mecánicas usando DM. Adicionalmente, se verificaron las consideraciones de Rice 
para estimar la integral 𝐽 usando los esfuerzos locales obtenidos en el capítulo 4 y los gradientes 
de deformación calculados con OVITO. 
 
5.2 Mecánica de la fractura  
 
La propiedad mecánica más importante en elementos fisurados es la tenacidad a la fractura. Esta 
propiedad mecánica puede ser estimada, en materiales predominantemente lineales elásticos, a 
partir del intensificador de esfuerzos 𝐾𝐶 o en materiales elasto-plasticos por medio de la integral 
𝐽𝐶   o del Desplazamiento de la apertura de la punta de la fisura CTODc. Griffith planteó el primer 
criterio de ruptura en un material predominantemente lineal elástico: si 𝐾𝐼 > 𝐾𝐶, la fisura se 
propaga; Griffith llegó a esta conclusión a través de un balance energético y aplicando parte del 
trabajo de Inglis [93]. Mientras que Rice planteó la estrategia para obtener otro parámetro para la 
tenacidad para materiales no lineales 𝐽𝐶  [56]. A su vez, Wells también propuso un parámetro 
basado en la CTOD [54], para medir la tenacidad en materiales dúctiles donde no es posible aplicar 
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la LEFM. Adicionalmente, Irwing propuso una modificación para poder realizar el cálculo de las 
zonas plásticas [53,55]. Estas teorías han funcionado bien para estimar propiedades macroscópicas 
en materiales con tamaño de grano convencional. En el caso de los nanomateriales, se ha 
evidenciado que existen nuevos efectos que deben ser considerados, como es el caso de las 
fronteras de grano, cuya fracción volumétrica genera una energía considerable que afecta el valor 
de las propiedades estimadas. En el presente capitulo, se estiman el intensificador de esfuerzos 𝐾𝐼, 
la integral 𝐽 y la CTOD a partir de simulaciones en modo de carga I (ver figura 19). 
Adicionalmente, se establece una metodología para obtener la tenacidad 𝐾𝐶 y 𝐽𝐶 . 
 
Fig.   19. Modo de carga I. 
 
5.3 Estimación de 𝑲𝑰 
 
𝐾𝐼 es conocido como uno de los parámetros de la LEFM que permite estimar el campo de esfuerzos 
alrededor de la punta de la fisura en materiales predominantemente elásticos. En la presente 
investigación, con el fin de tener en cuenta un comportamiento elasto-plástico, el  𝐾𝐼  se estimó a 
partir de: el esfuerzo global máximo, 𝜎𝑜, la CTOD (parámetro elasto-plástico), el coeficiente de 
Poisson 𝜈 y el módulo de elasticidad 𝐸, bajo consideraciones de deformación plana, tal como 








∙ 𝜎𝑜 (29) 
 
Las propiedades 𝐸 y 𝜈 se obtienen de los resultados de una simulación de un ensayo de tensión 
uniaxial para un monocristal de aluminio sin defecto (ver figura 20), implementando el mismo 
procedimiento de desplazamiento controlado con escalones de equilibrio, tal como se presentó en 
el capítulo 3 en la sección 3.3. La curva esfuerzo-deformación construida a partir del esfuerzo de 




Fig.   20. 𝜎 vs. 𝜀𝑧𝑧 para un monocristal sin defectos. 
Las constantes que se obtuvieron fueron 𝜈 = 0.36 y 𝐸 = 60.58 GPa. Este valor de módulo de 
elasticidad se encontró acorde a los resultados experimentales reportados por Haque y Saif [101]. 
Con estos resultados, primero, se estimó el 𝐾𝐼 necesario para propagar la fisura a través del primer 
cristal (a este punto se le llama primer rasgamiento) y luego el 𝐾𝐼 necesario para propagar la fisura, 
después del primer rasgamiento, a través del segundo grano produciendo la rotura final del 
material. Adicionalmente, se estimaron los valores para el monocristal de aluminio, con la 
finalidad de comparar resultados obtenidos en la literatura. El 𝜎𝑜 se tomó de las curvas esfuerzo-
deformación del ensayo de tensión presentadas en la figura 21, el CTOD se estimó de la abertura 
de la fisura justo antes de que se propagará, este procedimiento se explica con mayor detalle en la 
sección 5.4.3. En la tabla 4 se presentan los valores estimados para el intensificador de esfuerzos 
para diferentes tamaños de fisura inicial. 
Tabla 4. 𝐾𝐼 para monocristal, primer rasgamiento en el bicristal y falla final en el bicristal.  
𝑙0 
𝐾𝐼 (MPa√m)  
Falla monocristal 
𝐾𝐼 (MPa√m)  
Primer rasgamiento 
𝐾𝐼 (MPa√m)  
Falla bicristal 
5𝑎 0.47 0.44 0.98 
10𝑎 0.44 0.43 0.933 
15𝑎 0.42 0.41 0.931 




Fig.   21. 𝜎 vs. 𝜀𝑧𝑧   para monocristal y bicristal. 
 
5.4 Estimaciones de 𝑱 
 
5.4.1 Velocidad de liberación de energía de deformación 
 
La estimación de la velocidad de liberación de energía  está definida como la energía invertida en 













donde Π es la energía potencial, 𝑈 es la energía de deformación almacenada en el sólido, 𝑊 es el 
trabajo externo aplicado y (𝑡Δ𝑙) representa el área de la fisura, 𝑡 es el espesor del sistema, Δ𝑙 es la 
longitud de la nueva fisura creada. Para estimar 𝐽 máxima en el primer rasgamiento, 𝑊𝑓 , 𝑈𝑓 , Δ𝑙 y 
𝑡 fueron obtenidas justo después que 𝑙0 comenzó a propagarse y para el valor de 𝐽 máxima 
alcanzada durante toda la simulación, 𝑊𝑓 , 𝑈𝑓 , Δ𝑙 y 𝑡 fueron estimadas en la fractura final tal como 
se presenta en la figura 21, para el caso específico del bicristal con 𝑙0 = 20𝑎. 
 
 
Fig.   22. 𝑊 y 𝑈 durante el ensayo de tensión para el bicristal con 𝑙0 = 20𝑎. 
La fractura final se considera cuando 𝑈 o 𝜎𝑧𝑧 desciende hasta un valor constante cercano a cero 
(ver figuras 21 y 22). Es importante tener en cuenta que Buehler et al. [89] usó esta misma 
metodología, pero despreciando la diferencia en la energía de deformación. La energía de 
deformación en la presente investigación, se calculó como la diferencia entre la energía potencial 
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antes y después del proceso de deformación del sistema. El trabajo externo requerido para alcanzar 
una deformación unitaria especifica 𝜀𝑧𝑧
′  se calcula como se propone en  [51] para un ensayo de 
tensión uniaxial. En este sentido, 𝑊 se calculó numéricamente como la integral de la curva 
esfuerzo global del sistema vs. deformación y se multiplicó posteriormente por el volumen del 
sistema.  
 






5.4.2 Integral 𝑱 de contorno 
 
Rice propuso la siguiente expresión [53,56] para calcular  𝐽 alrededor de un camino cualquiera que 
envuelve la punta de la fisura (Γ).  
 






donde Γ es seleccionado y dividido en cinco segmentos (Γ𝑝; donde 𝑝 = 1,2, … ,5) tal como se 
muestra en la figura 23. 
 
Fig.   23. Camino seleccionado para evaluar la integral 𝐽 de contorno. 
𝑢𝑖 en la ecuación 32 denota las componentes del vector de desplazamientos, d𝑠 es el incremento 
de longitud a lo largo de Γ, 𝑤 es la densidad de energía de deformación y 𝑇𝑖 hace referencia a las 













 es el tensor de esfuerzos a lo largo de Γ𝑝, 𝑖, 𝑗 son las 𝑥, 𝑦, 𝑧 componentes y 𝑛𝑗 con las 
componentes del vector unitario normal al camino Γ𝑝. Finalmente la densidad de energía de 
deformación está dada por [53]: 
 












 para poder determinar 𝑤Γ𝑝. Implementando el método de Hardy para calcular el tensor de 
esfuerzos local 𝜎𝑖𝑗






como el promedio de los 𝜎𝑖𝑗
′  a lo largo de cada Γ𝑝. Los resultados de estos cálculos permitieron 
confirmar las consideraciones de Rice propuestas en [56], y las cuales se enumeran a continuación: 
1. En las porciones del camino a lo largo de las superficies de la fisura 𝑇𝑖 = 0 y d𝑧 = 0, 
por lo tanto, acorde a la figura:  𝐽 =  𝐽1 + 𝐽2 + 𝐽3 + 𝐽4 + 𝐽5 
2. En los caminos uno (Γ1) y cinco (Γ5), se calculó 𝜎𝑖𝑗
Γ1,5  y se verifico que 𝜎𝑖𝑗
Γ1,5 = 0, por 
lo cual 𝑤 = 0 y 𝑇𝑖 = 0, entonces queda, 𝐽1 = 𝐽5 =  0. 




Γ2,4 = (𝜕𝑢𝑥/𝜕𝑥 , 0, 0)
Γ2,4  donde las componentes del gradiente de 
deformación (𝐷𝑖𝑗) fueron estimadas mediante OVITO, luego 𝑇𝑖 ∙ 𝜕𝑢𝑖/𝜕𝑥 = 0 y 𝐽2 =
𝐽4 = 0. 
4. Debido a las condiciones de superficie libre a lo largo del camino tres, 𝑇𝑖
Γ3 = 0. 
En la ecuación 34, solo la componente 𝜎𝑧𝑧
Γ3  es considerada, puesto que las magnitudes de las 
componentes restantes en el tensor 𝜎𝑖𝑗
Γ3 son despreciables. Por lo tanto, la integral de contorno para 
el camino seleccionado, queda dada por 𝐽 = 𝐽3. 
 
𝐽 = ∫ 𝑤𝑑𝑧 = ∫ 𝑤Γ3𝑑𝑧
𝜉
0












donde 𝜉 es la altura del sistema (ver figura 23). Con la finalidad de verificar que 𝜎𝑧𝑧
Γ3  es constante 
y tiende a tener la misma magnitud que el esfuerzo global del sistema 𝜎𝑧𝑧 a una 𝜀𝑧𝑧 específica, se 
realizó el cálculo de 𝜎𝑧𝑧
Γ3 y se comprobó la afirmación anterior, tal como se presenta en la siguiente 
figura, para el caso del monocristal y el bicristal con 𝑙0 = 10𝑎. 
 
 
Fig.   24. 𝜎𝑧𝑧




La diferencia entre 𝜎𝑧𝑧
Γ3 y 𝜎𝑧𝑧 fue menor a 5%. Por lo tanto, 𝑤
Γ3 para el primer rasgamiento y para 
la fractura final se calculó a partir de la integral numérica de la curva 𝜎𝑧𝑧 vs. 𝜀𝑧𝑧 del ensayo de 
tensión uniaxial. Es decir: 





5.4.3 Desplazamiento de la abertura de la punta de la fisura CTOD 
 
Este método también considera que ERR es equivalente a 𝐽 [53] y usando las ecuaciones 





donde 𝜎𝑜 es el esfuerzo global máximo en la dirección 𝑧 durante toda la simulación y CTOD es 
estimado como la distancia entre dos átomos seleccionados tal como se presenta en la figura 25, 
para el caso del monocristal y después del primer rasgamiento en el bicristal: 
 
Fig.   25. CTOD (a) monocristal con 𝑙0 = 10𝑎; (b) bicristal después del primer rasgamiento con 𝑙0 = 10𝑎. 
Skogsrud y Thaulow [103] también usaron una metodología similar para estimar el CTOD en 
simulaciones moleculares. Los valores obtenidos para el CTOD de los resultados de las 
simulaciones del ensayo de tensión se presentan en la figura 26 para los monocristales (SC) y 









5.5 Propagación de las nano-fisuras 
 
Para bicristales, la nano-fisura comienza a propagar en valores de 𝜀𝑧𝑧 similares a los del cristal 
simple, para 𝑙0 > 5𝑎. Luego la nano-fisura, en los bicristales, se detiene en la frontera de grano 
(esto es lo que consideramos la etapa del primer rasgamiento y que solo se da en los bicristales). 
Después que la nano-fisura llega a la frontera de grano, comienza un proceso de falla muy similar 
al de los materiales dúctiles, viz., nucleación de vacancias, seguido por su crecimiento y 
coalescencia. En el caso de los monocristales. La propagación de las nano-fisuras a través de todo 
el cristal fue inestable, similar a la fractura en materiales frágiles. La figura 27 muestra la 
propagación de la nano-fisura para 𝑙0 = 15𝑎 usando el parámetro de centro-simetría. 
                                                 
-                    (a)                                            (b)                                        (c) 
Fig.   27.  (a) Propagación de fisura en monocristal a 𝜀𝑧𝑧 = 6.8%; (b) primer rasgamiento a 𝜀𝑧𝑧 = 6.5%; 
y (c) fractura final bicristal con coalescencia de vacancias en el segundo cristal a 𝜀𝑧𝑧 = 30%. 
 
5.6 Rasgamiento y fractura 
 
Los valores máximos de 𝐽 alcanzados antes del primer rasgamiento (fenómeno observado 
solamente en los bicristales) fueron comparados con los valores máximos de 𝐽 durante toda la 
simulación para el caso de los monocristales, tal como se muestra en la figura 28. 
 
Fig.   28. Valores máximos de 𝐽 para monocristales (SC) y para primer rasgamiento (FT) en bicristales. 
Valores similares se obtuvieron usando los tres métodos para 𝑙0 = 10𝑎 y 𝑙0 = 15𝑎, además es 
importante mencionar que no se observaron dislocaciones generadas al interior de los cristales 
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antes y en un paso de tiempo después del primer rasgamiento (para 𝑙0 > 5𝑎), tal como se muestra 
en la figura 29, para el caso de 𝑙0 = 10𝑎. 
 
Fig.   29. DXA en bicristales con 𝑙0 = 10𝑎 (a) antes del primer rasgamiento (𝜀𝑧𝑧 = 6.6%); y (b) después 
del primer rasgamiento (𝜀𝑧𝑧 = 6.7%). 
Por un lado, para 𝑙0 = 5𝑎 y 𝑙0 = 20𝑎 los valores máximos de 𝐽 antes del primer rasgamiento 
estimados mediante ERR no fueron acordes con los resultados del monocristal para los mismos 
tamaños de nano-fisura inicial.  Por otro lado, para 𝑙0 = 5𝑎 se obtuvo la misma inconsistencia al 
implemen1tar el método de la integral de contorno. Sin embargo, solo los resultados del método 
CTOD fueron consistentes, dando valores similares de 𝐽 para el primer rasgamiento en los 
bicristales y el máximo 𝐽 en los monocristales con las mismas 𝑙0. Las dislocaciones comenzaron a 
aparecer en los bicristales con 𝑙0 = 5𝑎 y 𝑙0 = 20𝑎 cuando 𝜀𝑧𝑧 = 8.1% y  𝜀𝑧𝑧 = 5.5% 
respectivamente, y después del primer rasgamiento cuando 𝜀𝑧𝑧 = 20.1% y  𝜀𝑧𝑧 = 7.1%. La figura 
30 muestra los valores máximos de 𝐽 calculados para monocristal y el bicristal durante todo el 
proceso de deformación hasta la fractura final con diferentes 𝑙0. 
 
Fig.   30. Máximos 𝐽 para monocristales (SC) y bicristales (BC). 
 




Tabla 5. Datos usados para el cálculo de las máximas 𝐽. 




5a 1.76E-8 1.22E+8 6.24E-16 2.14E-16 2.03E-8 7.95E-9 2.96E+9 1.37E-9 
10a 1.75E-8 1.51E+8 4.85E-16 1.75E-16 1.98E-8 7.95E-9 2.56E+9 1.41E-9 
15a 1.74E-8 1.74E+8 4.45E-16 1.29E-16 1.68E-8 7.98E-9 2.38E+9 1.40E-9 




5a 1.80E-8 2.23E+8 7.30E-16 1.63E-16 2.03E-9 7.02E-9 3.04E+9 1.21E-9 
10a 1.72E-8 1.49E+8 4.87E-16 3.26E-16 8.10E-9 8.01E-9 2.84E+9 1.23E-9 
15a 1.76E-8 1.28E+8 4.15E-16 3.16E-16 6.08E-9 8.02E-9 2.55E+9 1.22E-9 




5a 2.23E-8 6.96E+8 2.37E-15 3.22E-16 2.23E-8 6.96E-9 3.04E+9 5.87E-9 
10a 2.16E-8 5.29E+8 1.71E-15 2.50E-16 1.67E-8 8.00E-9 2.84E+9 5.62E-9 
15a 2.23E-8 5.12E+8 1.64E-15 2.66E-16 1.47E-8 7.99E-9 2.55E+9 6.22E-9 
20a 2.12E-8 4.75E+8 1.53E-15 2.08E-16 1.44E-8 8.04E-9 2.28E+9 6.06E-9 
 
Al reemplazar estos valores en las respectivas ecuaciones, se encontraron los valores de 𝐽 
presentados en la tabla 6. 
 
Tabla 6. Valores máximos de 𝐽. 
𝒍𝟎  Fractura final en monocristal  Primer rasgamiento en bicristal  Fractura final en bicristal 


















5a  2.14 2.54 3.18  4.01 39.85 2.88  15.50 13.23 14.00 
10a  2.64 1.96 2.83  2.57 2.47 2.74  11.44 10.96 12.52 
15a  3.03 2.35 2.60  2.25 2.02 2.44  11.43 11.72 12.46 
20a  2.26 2.02 2.38  2.65 5.80 2.58  10.09 11.47 10.85 
 
5.7 Discusión  
 
Los valores estimados del 𝐾𝐼 son similares para el monocristal y el primer rasgamiento en el 
bicristal, lo mismo pasa para 𝐽-CTOD, para 𝐽-CI fueron los mismos para 𝑙0 = 10𝑎 y 𝑙0 = 15𝑎, sin 
embargo 𝐽-ERR para 𝑙0 = 5𝑎 tiene un valor que se aleja significativamente del primer 
rasgamiento, esto se considera debido al comportamiento dúctil en el bicristal para 𝑙0 = 5𝑎, esta 
fisura es muy pequeña para generar un rasgamiento frágil como ocurrió con el resto de los 𝑙0 y 
esto es debido a que el método ERR no es recomendable para la descripción de la fractura dúctil.  
 
5.8 Conclusiones  
 
Durante el proceso de estimación de los indicadores de la tenacidad a la fractura, 𝐾𝐼, 𝐽-ERR, 𝐽-CI 
y 𝐽-CTOD a partir de los resultados de las simulaciones DM se encontraron los siguientes 
hallazgos: 
 
 Los esfuerzos locales promediados a lo largo de los caminos para evaluar la 𝐽-CI coinciden 




 Los valores de 𝐽 y del 𝐾𝐼 para el monocristal coinciden con el orden de magnitud de los 
valores reportados en la literatura para tamaños de fisura similares. 
 
 Por valores de 𝑙0 = 5𝑎 se observó un comportamiento dúctil en el primer cristal y para 
valores mayores de 𝑙0 el comportamiento en el cristal fue frágil. 
 
 En un bicristal, existe un tamaño crítico de 𝑙0 por encima del cual se obtendrá fractura frágil 










Metodología para estimar la tenacidad a la 






La tenacidad a la fractura en escala nanometrica se ha estimado como el valor crítico de los 
parámetros 𝐾𝐼, 𝐽, ERR, CTOD (valor máximo alcanzado justo antes de la fractura), sin embargo, 
los valores críticos han sido estimados para un solo tamaño de fisura. Tal es el caso de Jin y Yuan 
[100] que estimaron un 𝐽𝐶  con el método de la integral de contorno y ERR para grafeno usando 
resultados de simulaciones DM. El valor crítico de la ERRC ha sido usado como la tenacidad en 
esta escala debido a su formulación energética  [50,104–107] en materiales sin frontera de grano. 
La ERR no es apropiada para describir el comportamiento de materiales dúctiles, y tal como se 
presentó en el capítulo 3, los monocristales siempre se comportaron como materiales frágiles y la 
ductilidad de un material se debe a la dinámica de dislocaciones generadas por la inclusión de una 
GB. El método del CTOD ha sido implementado de igual forma para estimar la tenacidad a la 
fractura [50,108,109], sin embargo nuevamente lo hacen para monocristales sin frontera de grano. 
En este capítulo se desarrolla una metodología novedosa para estimar un valor de la tenacidad a la 
fractura que es válido para todos los tamaños de fisura en un monocristal o bicristal. La 
metodología fue implementada usando por separado los resultados de los parámetros de la 
mecánica de la fractura. Todos los métodos ajustaron de forma correcta en la estimación de la 
tenacidad a la fractura del monocristal y del bicristal.  Sin embargo, al estudiar el primer 
rasgamiento, en el cual, el valor del parámetro evaluado debía ser similar al valor de la tenacidad 
del monocristal, se encontró que solo el CTOD arrojó resultados acordes con la tenacidad a la 
fractura del monocristal. Los valores de los indicadores 𝐽-CI y 𝐽-ERR se alejaron del valor 
esperado para 𝑙0 = 5𝑎. Esto se considera debido a la dinámica de dislocaciones presentes durante 
el primer rasgamiento, propio de los materiales dúctiles.  
 
6.2 Tenacidad a la fractura 𝑲𝑪  
 
Para estimar la tenacidad a la fractura usando 𝐾𝐼 se realizó un gráfico adimensional de 𝜎𝑧𝑧/𝑆𝑈 vs. 
𝑙0/𝐿 (con 𝐿 = 60𝑎). Donde el esfuerzo último a la tensión (𝑆𝑈) para el monocristal sin defecto se 
obtiene de la figura 20, 𝑆𝑈 = 6.182 Gpa, valor que coincide con el reportado por Tang y Yang en 
[82] para las mismas velocidades de deformación. Implementando la teoría de la mecánica de la 





𝑓√𝜋 ∙ 𝑙0   
 (38) 
 
Los valores de 𝐾𝐼 son los reportados en la tabla 4 y tomando que 𝑓 para una fisura de borde está 
dado por [53]:  







donde 𝛾 = 𝑙0/60𝑎. En la figura 31 se presenta con círculos y triángulos los valores normalizados 
de la ecuación 38 (𝜎𝑧𝑧/𝑆𝑈) con los 𝐾𝐼 para la falla del bicristal y los 𝐾𝐼 para la falla del monocristal 
respectivamente (ver tabla 4). Para ajustar un único valor de  𝐾𝐼 en la función de la ecuación 38 
normalizada, se utilizó el método de los mínimos cuadrados y el valor que mejor ajustó, todos los 
puntos de la gráfica, para el caso del monocristal fue 𝐾𝐶 = 0.45 MPa√m, el cual coincide con el 
valor encontrado por Chandra [15] usando el método de Griffith, sin embargo hay que tener en 
cuenta que Chandra et al. hicieron el estimado con un solo tamaño de fisura. Para el caso del 
bicristal (BC), al compararlo con los resultados obtenido mediante DM, el valor que mejor ajustó 
fue 𝐾𝐶 = 0.95 MPa√m. 
 
 
Fig.   31. Esfuerzo normalizado 𝜎𝑧𝑧/𝑆𝑈 vs. 𝑙0/𝐿 para estimar 𝐾𝐶. 
 
6.3 Tenacidad a la fractura 𝑱𝑪  
 
Con la finalidad de caracterizar la tenacidad a la fractura en función de 𝐽, se implementaron las 
ecuaciones de la mecánica de la fractura lineal elástica que relaciona el intensificador de esfuerzos 
en modo I con la integral 𝐽, con condiciones de deformación plana [51]. Las condiciones de 
frontera periódicas en la dirección 𝑦 del espécimen garantizan la deformación plana, puesto que 
se considera un material con espesor infinito. La ecuación queda de la siguiente forma: 







en esta ecuación 𝐾𝐼 se reemplaza por [51]: 
𝐾𝐼 = 𝑓 ∙ 𝜎𝑧𝑧
𝑒𝑞
√𝜋 ∙ 𝑙0 (41) 
 






𝐽 ∙ 𝐸/(1 − 𝜈2)
𝑓2 ∙ 𝜋 ∙ 𝑙0
 (42) 
 
Con la finalidad de normalizar el esfuerzo equivalente 𝜎𝑧𝑧
𝑒𝑞
 de la ecuación 42 se usa nuevamente 
𝑆𝑈 del monocristal sin defecto de la figura 20. La estrategia para ajustar un valor único de 𝐽 valido 
para todos los tamaños de fisura inicial consistió en construir una gráfica del esfuerzo normalizado 
(𝜎𝑧𝑧
𝑒𝑞/𝑆𝑈) vs. 𝑙0/𝐿. En esta grafica se ubican los puntos del esfuerzo normalizado al evaluar los 
valores máximos de la integral 𝐽 calculados utilizado por los métodos de CTOD, ERR y CI para 
los diferentes tamaños de fisura inicial 𝑙0 = 5𝑎, 10𝑎, 15𝑎, 20𝑎. Posteriormente, se ajusta la 
ecuación 42 normalizada a los puntos con un solo valor de 𝐽 que es el considerado como la 
tenacidad a la fractura para cualquier tamaño de fisura inicial. A continuación, se presentan los 
resultados de las curvas ajustadas con sus respectivos valores de 𝐽𝐶  , para el caso del monocristal 
y del bicristal. 
Fig.   32. Esfuerzo equivalente normalizado estimado mediante (a) CI (b) ERR y (c) CTOD. 
Las curvas fueron ajustadas a los datos usando el método de mínimos cuadrados. Chandra et al. 
[15] reportó valores similares de la tenacidad para monocristales, pero para un solo tamaño 
especifico de 𝑙0.  En la siguiente tabla se presentan los valores de tenacidad a la fractura para cada 
método. 
Tabla 7. Tenacidad a la fractura para el monocristal y el bicristal. 
  𝑱𝒄 – CI (Jm
-2) 𝑱𝒄 – ERR (Jm
-2) 𝑱𝒄 – CTOD (Jm
-2) 
Monocristal 2.36 2.34 2.97 




Al comparar los valores de la tenacidad a la fractura del monocristal y el bicristal, se puede 
observar que 𝐽𝐶  del bicristal se aumenta en un 577%, 529% and 445% del valor de 𝐽𝐶  del 
monocristal, para los métodos CI, ERR y CTOD respectivamente. En este sentido, la frontera de 
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grano aumenta la tenacidad del material de forma significativa. Con la finalidad de determinar cuál 
de los métodos tiene menor error, se calcula el error de las curvas ajustadas en comparación a los 
datos usando mínimos cuadrados, para cada método. Los valores se presentan en la tabla 8. 
Tabla 8. Error de mínimos cuadrados para cada método. 
 CI ERR CTOD 
Monocristal 0.00352869 0.00249363 0.00211611 
Primer rasgamiento 0.04447074 4.65584299 0.00194489 
Bicristal 0.03016880 0.00723650 0.00614448 
 
6.5 Conclusiones  
 
En este capítulo se desarrolló e implementó una nueva metodología para estimar la tenacidad a la 
fractura en materiales NC que es válida para cualquier tamaño de la fisura inicial y se encontraron 
los siguientes hallazgos:  
 
 El CTOD es el método que menor error residual tiene para todos los casos: monocristal, 
primer rasgamiento y bicristal.  
 
 La metodología propuesta permite estimar un valor único de tenacidad a la fractura para el 
monocristal y el bicristal que es válido para cualquiera de los tamaños de fisuras evaluados.  
 
 El CTOD es el único método de los tres usados que permite estimar un valor de 𝐽 y de 𝐾𝐼 
durante el primer rasgamiento acorde a la tenacidad calculada del monocristal. 
 
 La inclusión de una frontera de grano aumenta significativamente la tenacidad a la fractura 










En este proyecto se desarrollaron simulaciones implementando DM para estudiar la tenacidad a la 
fractura en monocristales y bicristales de aluminio a partir de ensayos simulados de tensión 
uniaxial.  𝐽𝐶   del monocristal y bicristal fueron calculados y comparados para establecer el efecto 
de la frontera de grano. Los principales hallazgos de esta investigación se resumen a continuación: 
 El monocristal fisurado presentó un comportamiento de fractura frágil sin evidencia de 
emisión de dislocaciones. El mismo comportamiento frágil fue observado durante el primer 
rasgamiento de los bicristales con 𝑙0 = 10𝑎, 𝑙0 = 15𝑎 y 𝑙0 = 20𝑎. Sin embargo, las 
dislocaciones aparecieron antes del primer rasgamiento en los bicristales con 𝑙0 = 5𝑎. Por 
lo cual existe un tamaño crítico para el tamaño de fisura inicial por debajo del cual el 
material se comporta como dúctil en el primer cristal. 
 La frontera de grano actuó como una barrera que frenó el crecimiento inestable de la fisura 
después del primer rasgamiento, cuando la fisura llegó a la frontera de grano comenzó un 
proceso de fractura dúctil, dando lugar a la nucleación de vacancias, seguido por 
crecimiento y coalescencia de estas hasta la fractura final. 
 La tenacidad a la fractura 𝐽𝐶  del monocristal coincide con la máxima 𝐽 alcanzada durante 
el primer rasgamiento en los bicristales con 𝑙0 = 10𝑎 y 𝑙0 = 15𝑎  para los tres métodos 
empleados. Sin embargo, para el método del CTOD todos los valores coincidieron para 
todos los 𝑙0. 
 𝐽𝐶  del bicristal de aluminio es casi cinco veces el valor del 𝐽𝐶  del monocristal, basado en 
los resultados del método del CTOD. 
 𝐾𝐶 del bicristal de aluminio es casi 2.5 veces el valor de 𝐾𝐶 del monocristal. 
 La metodología desarrollada para la estimación de la tenacidad a la fractura permite estimar 
un 𝐽𝐶  valido para cualquier tamaño de fisura inicial en los monocristales y los bicristales 
de aluminio. 
 
7.2 Trabajo futuros 
 
Debido a la naturaleza del proyecto de investigación existieron efectos en las propiedades de 
los materiales que no lograron ser estudiados. Estos efectos, pueden ser desarrollados por otros 
investigadores en el área. 
 El efecto de la variación en los ángulos de la frontera de grano. En este punto se pueden 
hacer ensayos con bicristales con diferentes ángulos, con la finalidad de observar la 
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variación en la tenacidad. Se pueden evaluar fronteras de grano mixtas y rotadas en 
cualquier otro NC. 
 El efecto del tamaño de grano. En este ítem se pueden desarrollar policristales y realizar 
las mismas pruebas con la finalidad de cuantificar la tenacidad y observar el cambio de la 
tenacidad a la fractura en un policristal y cualquier otro tipo de NC. 
 Se puede estudiar el efecto del incremento en la densidad de dislocaciones y el movimiento 
de los planos de deslizamiento durante cada paso de deformación en el ensayo de tensión 
para establecer correlaciones con la tenacidad a la fractura. 
 Se puede intentar desarrollar experimentos del ensayo de tensión con filamentos de cristal 
simple de aluminio para tener resultados experimentales propios aparte de los encontrados 
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