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L’obiettivo della regressione lineare è di valutare la 
relazione esistente tra la variabile dipendente  (o 
variabile risposta) Y (continua) ed una o più variabili 
esplicative (o covariate, o predittori, o regressori o 
variabili indipendenti), X. 
 
Se riteniamo accettabile l’ipotesi di relazione lineare tra Y 
e X, possiamo esprimere la loro relazione come  
𝑌𝑖 = 𝛽0 + 𝛽1𝑥𝑖 + 𝜀𝑖 
dove 𝛽0 è l’intercetta, 𝛽1  il coefficiente angolare della 
retta di regressione, 𝜀𝑖  rappresenta la componente 
casuale, ossi la parte di variabilità dei dati che non può 
essere ricondotta a fattori sistematici oppure facilmente 
individuabili, ma dovuti al caso. 
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Definizione del modello OLS (semplice) 
Le ipotesi del modello OLS 
• Omoschedasticità, media nulla e 
incorrelazione dei termini di errore; 
• errori normalmente distribuiti; 
• relazione lineare nei parametri; 
• incorrelazione tra le covariate e gli errori; 
• variabili esplicative non dipendenti tra loro. 
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 Quando si vuole includere più variabili esplicative 
nel modello lineare, si ottiene un modello di 
regressione lineare multipla: 
 
𝑌 = 𝛽0 + 𝛽1𝑋1 +⋯+ 𝛽𝑘𝑋𝑘 + 𝜀 
 
dove 𝛽0 è l’intercetta; 
𝛽1, … , 𝛽𝑘 sono i coefficienti di regressione delle 
covariate; 
𝜀  è il vettore che rappresenta la componente 
casuale. 
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Il modello di regressione lineare multipla 
Si utilizzi il dataset  Prestige della libreria 
car. Il dataset proviene da un’indagine in 
Canada (1971) sulla situazione occupazionale dei 
lavoratori. Le variabili sono: 
 
• Education: educazione media degli occupati in anni, nel 1971; 
• Income: reddito medio in dollari nel 1971; 
• Women: percentuale di intervistati che sono donne; 
• Prestige: punteggio di prestigio del tipo di occupazione, 
proveniente da un’indagine della metà degli anni ‘60; 
• Census: codice canadese del tipo di occupazione; 
• Type: tipo di occupazione (bc, Blue Collar; prof, Professional, 
Managerial, and Technical; wc, White Collar). 
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Esempio 
Qual è la relazione tra il ‘prestigio lavorativo’ e le 
altre variabili, quali il reddito o gli anni di 
istruzione? In particolare, queste ultime possono 
spiegare il ‘prestigio’? La relazione può essere 
descritta tramite un modello di regressione 
lineare? 
 
> plot(income , prestige) 
> cor(Prestige[,1:4]) 
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Analisi esplorativa 
Stima di un modello semplice 
Immaginando una relazione lineare tra gli anni 
di studio e il prestigio occupazionale (misurato 
in scala continua), si stimi e si valuti il seguente 
modello. 
 
> regressione1 <- lm(prestige ~ education) 
> summary(regressione1) 
> anova(regressione1) 
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Un test di verifica d’ipotesi va a valutare 
l’adeguatezza di un’ipotesi rispetto al modello 
utilizzato. 
 
Per valutare se i parametri stimati dal modello 
siano statisticamente significativi si giudicano i 
valori del test t di Student e del livello di 
significatività osservato p-value. 
 
 
Statistica Aziendale – Laboratorio di R 
Test di verifica d’ipotesi 
Per verificare se la previsione della variabile dipendente 
Y migliora significativamente mediante il modello di 
regressione si pone a confronto la varianza spiegata dal 
modello con la varianza residua (non spiegata). 
 
L'ipotesi H0 che si sottopone a verifica è che la varianza 
spiegata sia uguale alla varianza residua, cioè che il 
modello non migliori l'errore di previsione della variabile 
dipendente. Per la verifica dell'ipotesi si usa il test F 
(rapporto tra le varianze) che si distribuisce come una 
variabile casuale F di Fisher con p e n-p-1 gdl. 
Rifiutare H0 significa che almeno uno dei regressori 
contribuisce a spiegare significativamente la variabile 
dipendente. 
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Verifica della capacità predittiva del 
modello: test congiunto sui parametri 
Un aspetto utile per la valutazione del modello di regressione è 
la valutazione della bontà di adattamento del modello 
(goodness of fit). Le statistiche maggiormente usate a questo 
scopo sono l'errore standard della stima e l'R2. 
 
L'errore standard della regressione (residual standard error) 
corrisponde all'errore standard dei residui e rappresenta un 
indice che esprime l'ampiezza dell'errore di misura del modello 
considerato. 
 
R2 esprime la parte di varianza spiegata attraverso il modello. 
Varia sempre tra 0 e 1 e può essere interpretato come la 
percentuale di varianza della variabile dipendente spiegata 
dalle variabili indipendenti utilizzate nel modello. 
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Bontà di adattamento 
Nell'analizzare i risultati di una regressione deve 
essere verificato se le ipotesi sottostanti al 
modello dei minimi quadrati ordinari sono 
soddisfatte. 
 
Quindi, si può far ricorso ad alcuni grafici che 
analizzano i residui: il grafico dei residui contro i 
valori stimati permette di valutare se le ipotesi di 
omoschedasticità, media nulla e incorrelazione dei 
residui sono verificate. In un buon modello questo 
grafico dovrebbe apparire completamente 
casuale. 
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Verifica delle assunzioni del modello 
Si vuole studiare un modello di regressione in 
cui il prestigio del lavoro è funzione del livello 
medio di istruzione dei lavoratori, del log2 della 
media del reddito e della percentuale di 
occupate donne. 
 
> regressione2 <- lm(prestige ~ education + 
log2(income) + women) 
> summary(regressione2) 
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Stima di un modello di regressione lineare 
multipla 
Se H0 è stata rifiutata, si può approfondire l'analisi 
indagando il contributo di ciascun predittore 
considerato singolarmente. Si testa l'ipotesi che 
ciascun coefficiente stimato sia uguale a 0. Si 
utilizza la statistica t: 
 
> summary(regressione2)$coefficients 
 
                  Estimate  Std. Error   t value     Pr(>|t|) 
(Intercept)  -110.96582409 14.84292810 -7.476006 3.269774e-11 
education       3.73050783  0.35438304 10.526767 8.730063e-18 
log2(income)    9.31466643  1.32651512  7.021907 2.895566e-10 
women           0.04689514  0.02989886  1.568459 1.199974e-01 
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Analisi dei coefficienti 
> anova(reg) 
Analysis of Variance Table 
 
Response: prestige 
             Df  Sum Sq Mean Sq  F value    Pr(>F)     
education     1 21608.4 21608.4 429.5489 < 2.2e-16 *** 
log2(income)  1  3233.4  3233.4  64.2750 2.332e-12 *** 
women         1   123.8   123.8   2.4601      0.12     
Residuals    98  4929.9    50.3                        
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 
‘ ’ 1  
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Analisi della varianza 
Attraverso i grafici ottenuti con il comando 
plot(regressione2) si può fare una prima 
valutazione circa le ipotesi sottostanti il modello. 
Inoltre, la media dei residui non è 
significativamente diversa da zero: 
 
> par(mfrow=c(2,2))  
> plot(regressione2) 
> t.test(resid(regressione2)) 
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Verifica delle ipotesi del modello 
Infine, considerati i due modelli, esistono dei 
criteri di selezione di modelli, quali AIC e BIC. 
 
> AIC(regressione1) 
> BIC(regressione1) 
 
Quale modello finale conviene utilizzare? 
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Criteri di selezione 
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Il dataset Imprese2 contiene i dati di vendita 
delle maggiori imprese statunitensi. Si 
immagini di valutare l’adeguatezza di un 
modello di regressione lineare nel quale le 
vendite vengono descritte dagli assets 
dell’impresa. 
Commento di un modello già stimato (1) 
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Call: lm(formula = Sales ~ Assets) 
Residuals: Min  1Q  Median  3Q  Max 
    -0.8598 -0.3854 0.1149  0.2716  0.8393 
 
Coefficients: Estimate Std.Error t value Pr(>|t|) 
Intercept)    1.30290 0.32113      4.057 0.000118 *** 
Assets    0.57758 0.09191      6.284 1.82e-08 *** 
 
Signif.codes:0‘***’0.001 ‘**’ 0.01‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
Residual standard error: 0.4278 on 77 degrees of freedom 
Multiple R-squared: 0.339, Adjusted R-squared: 0.3304 
F-statistic: 39.49 on 1 and 77 DF, p-value: 1.817e-08  
 
Relazione lineare tra vendite e assets (1) 
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Relazione lineare tra vendite e assets (2) 
Call: lm(formula = Sales ~ Assets + Market_Value + Cash_Flow) 
Residuals:  Min  1Q  Median  3Q  Max 
    -0.74777 -0.20487 -0.01128 0.21385 0.85883 
 
Coefficients: Estimate Std.Error t value Pr(>|t|) 
(Intercept)  0.74510   0.29637   2.514   0.0142   * 
Assets  0.20586   0.09119   2.257   0.0271   * 
Market_Value 0.42340    0.13725   3.085   0.0029  ** 
Cash_Flow    0.24335    0.14231   1.710   0.0916   . 
 
Signif. codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
Residual standard error: 0.3295 on 71 degrees of freedom (4 
observations deleted due to missingness) 
Multiple R-squared: 0.6097, Adjusted R-squared: 0.5932 
F-statistic: 36.97 on 3 and 71 DF, p-value: 1.67e-14  
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Relazione lineare tra vendite e più 
variabili esplicative (1) 
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Relazione lineare tra vendite e più 
variabili esplicative (2) 
Il dataset freeny contiene il reddito 
trimestrale (2° trimestre 1962 al 4° 1971), 
l’indice dei prezzi, il livello di reddito, il reddito 
del trimestre precedente. 
Il modello mostra la regressione lineare 
semplice tra il reddito trimestrale e l’indice dei 
prezzi. 
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Commento di un modello già stimato (2) 
Call: lm(formula = freeny$y ~ freeny$price.index) 
Residuals:  Min  1Q  Median  3Q  Max 
  -0.06666 -0.03696 -0.01259 0.03773 0.08382 
 
Coefficients:  Estimate Std.Error t value Pr(>|t|) 
(Intercept)   19.8359 0.2528    78.46   <2e-16 *** 
freeny$price.index -2.3419 0.0562   -41.67   <2e-16 *** 
 
Signif.codes:0‘***’0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
Residual standard error: 0.0462 on 37 degrees of freedom 
Multiple R-squared: 0.9791, Adjusted R-squared: 0.9786 
F-statistic: 1736 on 1 and 37 DF, p-value: < 2.2e-16  
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Regressione lineare tra reddito e indice 
dei prezzi (1) 
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Regressione lineare tra reddito e indice 
dei prezzi (2) 
