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Particulate composites are commonly used in Microelectronics applications. One 
example of such materials is Thermal Interface Materials (TIMs) that are used to reduce 
the contact resistance between the chip and the heat sink. The existing analytical 
descriptions of thermal transport in particulate systems do not accurately account for the 
effect of inter-particle interactions, especially in the intermediate volume fractions of 30-
80%.  Another crucial drawback in the existing analytical as well as the network models 
is the inability to model size distributions (typically bimodal) of the filler material 
particles that are obtained as a result of the material manufacturing process. While full-
field simulations (using, for instance, the finite element method) are possible for such 
systems, they are computationally expensive. In the present paper, we develop an 
efficient network model that captures the physics of inter-particle interactions and allows 
for random size distributions. Twenty random microstructural arrangements each of 
Alumina as well as Silver particles in Silicone and Epoxy matrices were generated using 
an algorithm implemented using a java language code. The microstructures were 
evaluated through both full-field simulations as well as the network model.  The full-field 
simulations were carried out using a novel meshless analysis technique developed in the 
author’s (GS) research [26]. In all cases, it is shown that the random network models are 
accurate to within 5% of the full field simulations. The random network model 
simulations were efficient since they required two orders of magnitude smaller 
computation time to complete in comparison to the full field simulation. 
Keywords: Thermal interface materials, network models, full-field simulations. 
 
 




keff effective thermal conductivity of the composite, [W/mK] 
km thermal conductivity of the base (polymer) matrix, [W/mK] 
kp thermal conductivity of the filler material particles, [W/mK] 
k thermal conductivity of rectangular bar, [W/mK] 
A cross-sectional area of the rectangular bar, [m2] 
l length of the rectangular bar, [m] 
q heat flowing to the respective node, [W] 
Rb        thermal interfacial boundary resistance, [Km
2/W] 
K1, K2, K3 conductances in series across two filler particles, [W/K] 
Kij effective conductance between particles “i” and “j”, [W/K] 
T temperature at the node, [K] 
R12 radius of the cylindrical zone of thermal transport, [m] 
R1, R2 radii of the spherical filler particles, [m] 
a12 mean radius of the two spherical filler particles, [m] 
hij minimum gap width between two spherical filler particles, [m] 
di distance of the center of a filler particle from an interface, [m] 
r nearest filler particle surface distance from an arbitrary point in the matrix, [m] 
ravg average radius of all the filler particles in the simulated microstructures, [m] 
rp radius of the filler particles, [m] 
rm mean radius of the filler particles in a microstructure, [m] 








ε, α  non-dimensional parameters  
η, θ Weibull-parameters 
Δ nodal temperature difference between jNURBS and the RNM [K] 
Subscripts 
1, 2 and 3 filler particles 
i, j filler particles  
m matrix 
p filler particle 
eff effective or composite 
b bottom interface 
t top interface 
Superscripts 
- average quantities 
Abréviations 
TIM Thermal Interface Material 
SC self-consistent  
jNURBS java based meshfree full field simulation code  
RVE Representative Volume Element 









Thermal Interface Materials (TIMs) are widely used in the microelectronics 
industry to effectively expel the waste heat generated in the chips. They provide a 
conducting layer that reduces the thermal resistance between the chip and the heat sink.  
A critical need in developing these TIMs is apriori modeling using fundamental physical 
principles to predict the effect of particle volume fraction and arrangements on effective 
behavior. Such models will enable one to optimize the structure and arrangement of the 
material. The analytical descriptions of thermal transport in particulate systems are 
mostly inspired by the pioneering work of Maxwell [1] and Rayleigh [2]. The effective 
medium approximations for evaluating the effective thermal conductivity of particulate 
composites can be broadly classified as [3]: i) Maxwell’s approximation based models, ii) 
Self-consistent models, and iii) Differential effective medium models. The Maxwell’s 
model and its derivatives describe arrangement of particles at dilute concentrations by 
modeling one particle embedded in a matrix of infinite extent. Rayleigh [2] developed a 
solution for the effective behavior of a system in which the inclusions were arranged 
periodically. Therefore, in Rayleigh’s model, the inter-particle interactions are considered 
by assuming that the particles conform to a simple cubic arrangement. Extensions to 
Rayleigh’s model include those that have allowed other alternative periodic arrangements 
(to the simple cubic arrangement) such as face-centered cubic and body-centered cubic 
cells [4, 5] as well as those that have studied the effective behavior of particles in near 
contact [6]. There is an inherent assumption of the spheres being “well separated” from 
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The extensions to Maxwell’s model include those that have introduced imperfect 
interfacial contact [7] as well as those that have modeled non-spherical particles [8]. 
Benvensite [9] obtained the same result as Hasselman et al. [7] based on a 
micromechanics (Mori-Tanaka based) approach. These models are applicable only at 
dilute concentrations, when the inclusions are well separated from one-another. Another 
drawback in the above models is that they do not account for the random size distribution 
or the polydispersivity of the inclusions. The effective thermal conductivity of particulate 
composites in general depends on the degree of polydispersivity of the inclusions [3].   
Another popular method of estimating the effective thermal conductivity of 
composites is using the self-consistent (SC) approximation, which was originally 
developed by Bruggeman [10] and further extended by Landauer [11, 12]. The method is 
based on the approximation that the medium outside a particular type of inclusion can be 
considered to be homogeneous, the effective conductivity of which needs to be 
determined. SC approximations do not account for the spatial distribution of the 
inclusions and are of questionable validity when applied to systems that do not posses 
phase-inversion symmetry [3]. The fundamental assumption of the existence of an 
effective medium outside of a “test” sphere is invalid when identical spheres are packed. 
The SC approximation also fails when applied to composites with widely different phase 
thermal conductivities [3]. 
The asymmetric differential effective-medium approximation scheme was also 
developed by Bruggeman [10]. Bruggeman assumed that the filler material particles were 
added progressively to a composite matrix whose effective behavior is known at any 
given stage. Every et al. [13] used Bruggeman’s asymmetric model (BAM) for predicting 
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the effective thermal conductivity of ZnS/Diamond composites.  The deficiencies of 
using the BAM for predicting the composite thermal conductivity are described in [14]. 
In Figure 1, a comparison of the experimental results against the prediction by 
Maxwell’s model, Rayleigh’s model and BAM model (assuming thermal interfacial 
boundary resistance, Rb, to be equal to zero) is shown. The matrix considered here is 
Silicone (km = 0.2 W/mK) and the filler particles are Alumina (kp = 25 W/mK). The size 
distribution of the Alumina fillers ranged from a few nanometers to 20 microns (with a 
mean size of 7.99 μm). The size distributions of the filler particles were obtained using a 
particle size distribution analyzer at General Electric Company – Global Research Center, 
Niskayuna, New York and are shown below in Figure 2. The instrument was incapable of 
detecting particles smaller than 400 nanometers. The Hashin-Shtrikman bounds [3] are 
also shown in the figure for comparison. The details behind the experimental 
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Figure 1: Alumina filler particles in Silicone matrix: Comparison of analytical models 
against experimental measurements. 
BAM (Rb = ) 
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Figure 2: Size distribution of the Alumina filler particles used in the experiments. 
 
As can be seen from Figure 1, most classical theories are observed to be accurate 
at dilute concentrations when filler material volume fractions are less than 30-35%, but 
they are often inaccurate at larger volume fractions and when particles are in “near 
percolation” arrangements. Volume loadings of particles are typically in the 60-70% 
range for thermal interface materials. For high volume loading of filler particles, the 
Maxwell and Rayleigh models’ predictions are lower in comparison to the experimental 
measurements while BAM model’s predictions are higher when compared to the 
experimental measurements.  
In the present paper, a random network model that includes the physics of inter-
particle interaction is developed for TIM systems. The developed numerical procedure is 
intended as an accurate alternative to both analytical derivations as well as simple 
network based percolation models that presume uniform particle sizes and regular 
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arrangement of particles on a grid. The simulations presented here possess the advantage 
of being more accurate compared with the analytical models at higher volume loading 
due to their ability to capture inter-particle interaction. They have the advantage of being 
able to handle random particle size variations compared to the network based percolation 
models [16, 17 and 18] as they are commonly used. The common network based 
percolation models approximate flux paths through orthogonal resistance networks, 
which may also limit their accuracy. The numerical simulations of the present study do 
not make this assumption. The numerical simulations presented here are also 
demonstrated to be accurate and very efficient in predicting the bulk thermal conductivity 
of the TIM composites in comparison to the full-field, explicit numerical simulations of 
particle arrangements [19, 20]. These characteristics are believed to make the numerical 
simulations presented here an accurate and efficient alternative to currently existing 
analytical and numerical approaches.  
Microstructure Generation and Characterization 
 
We begin the development of the methodology with a description of the 
procedure to generate random microstructures representative of particulate TIMs. To 
achieve maximally packed microstructures for a given distribution of particles, the drop-
fall-shake algorithm [21] and references there within as well as [25] was implemented.  
This algorithm was modified to generate microstructures that are not maximally packed, 
but corresponding to a given volume fraction. That is, the random initial arrangement 
without further execution of the drop-fall-shake algorithm led to microstructures of a 
prescribed volume fraction. The algorithm is pictorially illustrated in Figure 3 and an 
example microstructure corresponding to 58% particle loading is illustrated in Figure 4. 
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The algorithm was implemented in a Java language code. The generated microstructures 
were also statistically described using the matrix nearest exclusion probability function 
[3], which is described in detail below. The code was used to generate approximately 
forty such random microstructures (similar to those shown in  Figure 4) in one hour on a 





                                                                    Drop-Fall                                  Shake 
Figure 3: Generating a random dense microstructure: drop-fall-shake algorithm. 
  
Figure 4: Random microstructure RVE of the thermal interface material. 
 
There are well established mathematical formalisms for stochastically 
characterizing random microstructures [3]. In particular, for characterizing polydispersed 
systems, nearest-surface distribution functions are more relevant than the nearest-
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hv(r) is defined such that hv(r)dr is the probability that the nearest particle surface lies at a 
distance between r and r + dr, from an arbitrary matrix point (points in the microstructure 
lying exterior to the particles in the matrix region) in the microstructure. The 
corresponding exclusion probability function ev(r) is associated with the complementary 
cumulative distribution function of hv(r) as: 




 vv 1                                           (1) 
Twenty random microstructures with a 58% volume loading of fillers were 
generated using the above described procedure. The volume loading of the filler particles 
was fixed at 58%, so as to enable comparisons with experiments that were carried out at 
this volume loading. The normalized size of the simulated RVE’s was considered to be 1 
x 1 x 1 and the diameter of particles relative to the RVE side varied between 0.08 to 0.89 
with a mean value of 0.25 and a standard deviation of 0.13. Random microstructures 
were simulated since the generation of microstructures with particle arrangements 
corresponding to the experimental conditions is a significant challenge as discussed in a 
later section of this paper. For example, to simulate the “exact” microstructures as that of 
the experiments for 58% volume loading of Alumina filler particles loaded in Silicone 
matrix (considering a unit cell whose sides are equal to five times the maximum particle 
diameter), the total number of particles that need to be simulated (based on the size 
distribution data shown in Figure 2) would be so large as to be computationally infeasible 
on desktop computers as shown in Table 1. Also, as the number of particles “n” 
simulated in the microstructure increases, the computational time for matrix inversion 
calculations in the random network model increases as a function of ~n3.  
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Table 1: Estimated number of filler particles in a unit cell of size 95 µm x 95 µm x 95 
µm. 
 
Size (µm) Vol % 
# of 
Particles Cumulative 
0.5 3.56 315728 470150 
0.7 3.46 111833 154422 
0.9 1.86 28316 42589 
1.1 0.86 7190 14273 
1.3 0.66 3348 7083 
2.765 0.22 114 3735 
3.075 0.54 204 3621 
3.38 1.13 323 3417 
3.705 1.86 404 3094 
4.055 2.59 430 2690 
4.49 3.31 405 2260 
5.02 4.22 369 1855 
5.565 5.14 330 1486 
6.18 6.04 283 1156 
6.92 6.95 232 873 
7.655 7.77 192 641 
8.5 8.59 155 449 
9.5 9.04 117 294 
10.75 9.10 81 177 
12.34 8.26 49 96 
14.00 6.65 27 47 
15.67 4.60 13 20 
17.34 2.51 5 7 
19 1.10 2 2 
 
The matrix exclusion probability was evaluated by considering ~106 arbitrary 
matrix points for each of the microstructures. The matrix points were surrounded with 
concentric shells of radii riri  , ......,3,2,1i  and thickness r  (where, r << particle 
radii). For each matrix point, the particle that has the nearest surface distance was found 
and the corresponding distance was recorded. Subsequently, the number of shells (for a 
given shell radius ir ) containing the nearest surface points was counted. For a given shell 
radius, the number of successes divided by the total number of matrix points gives the 
probability hv(r)dr for that particular shell radius between ir and rri  . From the hv(r) 
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versus r plot, the matrix exclusion probability function ev(r) can be calculated using 
Equation (1) and multiplying it with the volume fraction of the matrix space in the 
microstructure. The probability plots for all the microstructures were generated and were 
fit using a Weibull distribution for the matrix nearest-surface distribution function hv(r) 
given by Equation (2): 






The mean and standard deviation of the Weibull parameters η and θ obtained 
from the plots were,  = 1.1472, ση = 0.0517 and  = 0.0381, σθ = 0.0029. The ev(r) 
characteristic of all the twenty, three-dimensional microstructures is shown in Figure 5. 
The three lines in the Figure 5 represent the values of ev(r) for ( ,  ), ( + 3ση,  + 
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Figure 5: Characteristic matrix exclusion probability function ev(r) of the simulated 
microstructures. The volume loading of the filler particles in the microstructures is 58%. 
 
The distance r in the above plot is rendered non-dimensional by the average 
radius ravg of all the particles in all the twenty microstructures. From the above plot we 











Random Network Model Development 
 
Considering one-dimensional heat transfer in a uniform bar of thermal 
conductivity k with a cross-sectional area A (perpendicular to the direction of heat 
transfer) and length l, the standard conductance matrix can be derived as: 
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where 
1T and 2T  represent the steady state temperatures at the two ends (nodes) of the 
uniform bar, and 
1q and 2q represent the heat flowing to the nodes across which the one-
dimensional bar element is connected. The term (Ak)/l is the conductance K. When a 
particle-matrix type microstructure is modeled through a network of conductances there 
are at least two possible types of interactions that one must consider: 
i. Particle–matrix–particle (Figure 6). 
The equivalent conductance matrix for this situation is given by:  
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where, K1, K2 and K3 are the conductances within the particle 1, the matrix region and the 
particle 2, respectively, and T1, T2, T3 and T4 are the nodal temperatures as shown in 





















                                       (a)                                                                                (b) 
 
Figure 6: (a) Two filler particles in near-contact embedded in the matrix and the 
equivalent conductance network and (b) a particle near interface and its equivalent 
conductance network. 
 
ii. Particle–matrix–substrate. The conductance matrix for this scenario is similar to 
that given in Equation (4).   
 
In order to simulate the bulk TIM material, one needs to assemble the 
contributions of the above element conductance matrices into a global conductance 
matrix. The approach is to discretize the TIM system, place nodes at the centers of each 
of the filler particles, and evaluate the nodal temperatures by solving the global 
conductance matrix. Physically, this approach makes use of the fact that at steady state, 
net heat at each node must be equal to zero. 
A Model for Inter-Particle Conductance 
 
 
Batchelor et al. [23] proposed that the thermal flux density across the surface of a 
particle in random arrangement in a matrix is of large magnitude near a point of contact 
with another particle. These points of contact are necessarily well separated for particles 
T1 
T2 
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without sharp protuberances (as in the case of spherical particles). Batchelor et al. also 
proved analytically that the total heat flux across the part of  surface of a particle that is 
near a contact point is determined by the local conditions and is large relative to the total 
flux across the parts of the surface not near a contact point. This effect is illustrated here 
using full-field numerical simulation of a three-dimensional microstructure using a 
hierarchical partition of unity meshless analysis procedure recently developed [24]. It is 
important to note that hierarchical partition of unity meshless analysis procedure 
employed here is devoid of any approximations. The code implementing this procedure is 
named jNURBS [20, 25 and 26]. Figure 7 shows the temperature and heat flux fields on 
the midsection of the TIM microstructure shown in Figure 4, obtained using jNURBS.  
Isothermal temperature boundary conditions were applied at the bottom (1 oC) and the 
top (0 oC) interfaces, and the other surfaces were subjected to adiabatic conditions. In all 
simulations presented in this paper, isothermal boundary conditions were assumed across 
the TIM in the direction of heat transfer, and the other surfaces were assumed to be 
adiabatic. Also, the interfacial thermal boundary resistance between the filler materials 
and the matrix was ignored.   
  
                                         (a)                  (b) 
Figure 7: (a) temperature and (b) heat flux fields obtained at the midplane of the 
microstructure (Figure 4) (y = 0.5) using jNURBS. 
oC   W/m2 
 
 




The heat flux contours in the image of Figure 7(b) show largest heat flux 
magnitudes at the locations where particles are in near contact. Batchelor et al. [23] 
proposed that the heat transported (in three-dimensions) between two spherical filler 
particles is approximately confined within a cylindrical zone of radius R12 shown in 
Figure 8 over which heat is transported between the particles (the axis of the cylinder is 






Figure 8: An illustration of the modeled cylindrical zone between two spherical particles 
embedded in the polymer matrix, through which the heat is transported. 
 
Batchelor et al. [23] analytically estimated the conductance in the gap between 
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12m2 1log   
ha
R
akK                                           (5) 
 
where, K2 is the inter-particle gap conductance, km is the embedded matrix thermal 
conductivity, R12 is the radius of the cylindrical zone mentioned earlier, and h12 is the 
minimum gap width between the filler particles as shown in Figure 8, and a12 is the mean 
radius of curvature of the two particles given by: 









                                                           (6) 
 
where, R1 and R2 are the radii of the spherical particles across which heat is transferred. 
In the present study, we model the radius R12 of the cylindrical zone 
parametrically as: 
                                                  
1212  aR                                                              (7) 
where, α is an estimate of the fraction of the mean radius of curvature a12 defined earlier 
in Equation (6). 
It is difficult to analytically model the heat transport in a spherical filler particle 
with non-uniform Neumann boundary conditions (as in the case of the spherical filler 
particles in the composite TIM system). Thus, it is difficult to arrive at an analytical 
expression for the equivalent conductance within a spherical filler particle. Therefore to 
model the heat transfer within a spherical filler particle, the cylindrical zones between the 
particles were extended into the particles.  That is, the cylindrical zones were extended to 
the middle of each of the spherical particle, and the effective heat between the filler 
particles was assumed to conduct via these cylindrical zones. This is an approximation of 
the heat transfer within the spherical filler particles as heat would spread in all directions 
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within the spherical filler particle, but under steady state conditions, this may be a 
reasonable approximation. This is since the proposed model is equivalent to stating that 
the heat conveyed via these cylindrical zones is transferred to other spheres via other 
cylindrical zones in the particle. Thereby, the entire system of spherical particles is 
replaced by cylinders of different radii and lengths as shown in Figure 8 (the individual 
cylinder radius being dependent on the radii of the spherical particles across which the 
cylinder is placed as given by Equation (7), and the length of the cylinder being equal to 
distance between the centers of the two spherical filler particles). Thus, the conductances 
of the cylindrical zones within the spherical filler particles are evaluated as:  










                                                          (8)                 










                                                           (9)     
where, K1 and K3 are the conductances of the cylindrical zones within the spherical filler 
particles, kp is the thermal conductivity of the filler particle, R12 is the cylindrical zone 
radius as defined in Equation (7) and R1 and R2 are the radii of the spherical filler 
particles as shown in Figure 8. 
 Therefore, combining Equations (5), (8) and (9), the effective conductance K12 
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There are two parameters that influence the outcome of the simulation. The first 
parameter, α was defined in Equation (7). 
The second parameter ε is related to the cutoff distance over which the interaction 
particle i with particle j is of relevance. The interaction is included in the network model 
if: 











                                                 (11) 
where, hij is the nearest gap between particles i and j, aij is the mean radius of curvature 
of the particles i and j, and interaction of particle i with the interface is included in the 
model if:  
           iii 2     RRd                                                    (12) 
 
where, di and Ri are the distance of the center of the filler particle from the interface and 
the radius of the filler particle respectively.  
The java code [25] that generates the microstructure gives as output the radii and 
positions of the filler particles in the matrix, which are then used as inputs to the random 
network model. In addition to these, the thermal conductivities of the filler material and 
the polymer matrix, the top and bottom temperatures of the TIM (across which the heat is 
transported) and the parameters  andas described above are input to the code. 
Given the input parameters, using the procedure described above, the 
contributions of the inter-particle conductances and the particle-substrate conductances 
are assembled into the global conductance matrix and solved for the nodal temperatures 
in the random network model. The code outputs the nodal temperatures by solving the 
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global conductance matrix. The heat flux entering/leaving the simulated TIM system is 
then calculated by considering the particles which are closer (as governed by Equation 
(12)) to the bottom/top interfaces of the TIM system. The bulk thermal conductivity value 
of the simulated TIM system is then evaluated using the Fourier’s law of conduction. The 
network model was implemented and solved using MATLAB [27]. 
Results 
 
Five different TIM formulations consisting of Alumina/Silver/Diamond fillers in 
Silicone/Epoxy matrices were used to validate the random network model. Random 
arrangements of filler particles in the matrix were generated (as shown in Figure 4) and 
the effective thermal conductivities of the composites were evaluated. The properties of 
the different polymer matrix–filler particle combinations used in the validation were:  
i. Silicone matrix – (km = 0.2 W/mK), Alumina filler (kp = 25 W/mK) 
ii. Epoxy matrix – (km = 0.3 W/mK), Alumina filler (kp = 25 W/mK) 
iii. Silicone matrix – (km = 0.2 W/mK), Silver filler (kp = 420 W/mK) 
iv. Epoxy matrix – (km = 0.3 W/mK), Silver filler (kp = 420 W/mK) 
v. Silicone matrix – (km = 0.2 W/mK), Diamond filler (kp = 2000 W/mK) 
The temperature of the simulation cell at the bottom and the top interface was 
fixed at 1oC and 0oC respectively (since the assumed behavior is linear, the effective 
conductivity is independent of the specific temperatures input at the interfaces). As 
mentioned before, the other sides of the simulation cell were assumed to be adiabatic. Of 
the two parameters, αand ε described earlier, the parameter α has a direct influence on 
the accuracy since it is an integral part of the model to estimate inter-particle 
conductance. The parameter ε, on the other hand, influences the computational efficiency 
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since it is the means by which the dominant inter-particle interactions for a given particle 
are identified. Thus, while ε influences efficiency, its effect on accuracy is not expected 
to be significant.  In the present study, the value of ε was estimated to be 0.5 based on the 
matrix exclusion probability distribution observed in Figure 5. This is since the 
probability of finding a spherical matrix region with a non-dimensionalized radius (r/ravg) 
greater than 0.5 is less than 10% as seen from Figure 5. The parameter α was determined 
by tuning the random network model (RNM) result for one random microstructure to 
match with the result obtained using full-field numerical simulation of the same 
microstructure using jNURBS. Parameter value of α = 0.5 when used in the network 
model was found to produce results that best matched the effective conductivity obtained 
from the corresponding full field simulation. These values were kept fixed in all the 
subsequent simulations.  
The temperatures obtained at the nodal points (the centers of the filler particles) 
using both the jNURBS and the RNM are compared in Figure 9 for two of the 
microstructures used in the simulations. This result allows one to compare the “local” 
temperature fields between the two solutions. In Figure 9, the axis represents the ratio of 
the radius of the filler particles (rp) with respect to mean radius of all the filler particles in 
that particular microstructure (rm), and the ordinate represents that ratio of the difference 
in temperatures obtained at the nodal points using jNURBS and RNM models,  Δ, with 
respect to the applied temperature differential between the bottom, Tb, and top, Tt, 
interfaces of the microstructure. As can be seen from the results in Figure 9, the 
maximum difference observed between the calculated nodal temperatures using the two 
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models was within 10% of the magnitude of the applied temperature differential between 
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Figure 9: Relative difference of temperatures at the centers of the particles obtained using 
jNURBS and RNM. 
 
One hundred simulations (considering twenty random microstructures of each 
matrix – particle combination) were performed in all, and the results are shown in Figure 
10 and Table 2. As can be observed from the mean values of full-field and random 
network simulations, the difference in the mean values of effective thermal conductivity 
is at worst 5%, and in most cases significantly better than 5%. Also, from the plots we 
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effect on the bulk thermal conductivity of the composite TIM material in comparison to 
varying the conductivity of the embedded filler particles. For example, increasing the 
conductivity of the polymer matrix from 0.2 W/mK to 0.3 W/mK results in ~43% higher 
bulk TIM material composite conductivity whereas, increasing particle conductivity from 
25 W/mK to 420 W/mK only results in ~14% higher bulk TIM material composite 
conductivity. Such design guidelines are critical to developing better TIMs. 
The statistical significance of the simulation results were analyzed using the 
Student’s t-tests. The results are tabulated in Table 3. The data in the table compare the 
effect of the following: 
i. loading Alumina filler particles in Silicone and Epoxy matrices 
ii. loading Silver filler particles in Silicone and Epoxy matrices 
iii. loading Alumina and Silver filler particles in Silicone matrix and 
iv. loading Alumina and Silver filler particles in Epoxy matrix 
The results clearly show that there is a significant effect of varying the matrix 
conductivity (higher t-values of 20.51 and 19.28) on the effective composite thermal 
conductivity in comparison to that of varying the filler particle thermal conductivity 
(lower t-values of 6.90 and 9.34).  
The t-tests were also performed to statistically quantify the difference between the 
effective thermal conductivity results of the full-field simulations and the RNM 
simulations for the twenty simulations for each of the five filler particle/matrix 
combinations mentioned above. A significance level of 95% was chosen for the t-tests. 
The statistically calculated t-values for each of the different polymer matrix–filler particle 
combinations used in the validation are tabulated in Table 4. The “critical” t-value (two-
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tailed t-test) for all the five different filler particle-matrix combinations was 2.02. Since 
the statistically calculated t-value for all the five different filler particle-matrix 
combinations was less than the “critical” t-value, we can conclude that the “mean 
composite thermal conductivity values” of the full-field simulations and the RNM 
simulations are “not significantly” different with a 95% level of confidence. Finally, the 
run time of the RNM code (for a given microstructure) is a few seconds as compared to 
about four hours each of simulation time taken by the full-field simulations on a 3 GHz 
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Figure 10: Comparison of effective thermal conductivities of random microstructures 
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Table 2: Comparison of effective thermal conductivities of the different filler particle – 
matrix systems simulated using jNURBS and RNM, and the analytical models. 
 
Filler Particle - 
Matrix System 
jNURBS (µ, σ) 
(W/mK) 












(1.55, 0.09) (1.58, 0.10) 0.98 1.16 2.70 
Alumina - Epoxy (2.21, 0.11) (2.22, 0.13) 1.44 1.70 4.05 
Silver - Silicone (1.77, 0.11) (1.83, 0.12) 1.03 1.23 2.70 
Silver - Epoxy (2.63, 0.16) (2.73, 0.18) 1.54 1.85 4.05 
Diamond - 
Silicone 
(1.95, 0.15) (1.90, 0.08) 1.03 1.24 2.70 
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Figure 11 depicts the significance of the contribution of the “nearest” neighbor 
interaction parameter of the RNM. The effect of decreasing the ε value from 0.5 to 0.1 is 
shown in Figure 11. Physically, this implies that the interaction zone of a “test” sphere 
with its neighbors is reduced by a factor of five. As seen from the Figure 11, the mean 
values are nearly the same between the two cases. The simulation results were analyzed 
statistically using t-tests as before. The statistically calculated t-value for Alumina fillers 
in Silicone matrix was 1.29 and for Alumina fillers in Epoxy matrix was 1.43. Since both 
the t-values are less than the critical t-value of 2.04, we can conclude that the simulations 
are “not significantly” different with a 95% level of confidence. This confirms the 
important result proposed by Batchelor et al. [23] that bulk of the heat in particulate 






































Mean ε = 0.5
ε = 0.1
Mean ε = 0.1
km = 0.2 W/mK
km = 0.3 W/mK
Figure 11: Effect of ε on the network model simulations for Alumina fillers loaded into 
Epoxy and Silicone matrices, respectively. 
 
 
Experimental Microstructure Simulations 
 
Fifteen microstructures with 58% filler volume loading were generated using the 
experimental particle size distribution data for Alumina particles shown in Figure 2. The 
matrix material was assumed to be Silicone for comparison to the experimental 
measurements. The size (diameter) of the filler particles was limited to between 5 -15 µm 
as shown in  
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Figure 12 below, to generate microstructures with computationally manageable 
total number of particles. In the scenario when smaller sized particles are considered, the 
total number of particles in the microstructure increased tremendously. Similarly, as 
larger sized particles were considered, the total size of the RVE had to be increased to fit 
the larger sized particles, which in turn increased the total number of particles. Therefore, 
the size (diameter) of the particles was limited to between 5-15 µm. The size of the RVE 
considered was 60 µm x 60 µm x 60 µm (the RVE side being four times the maximum 
particle size). The total number of particles simulated in each RVE was 12,582. An 




Figure 12: Experimental microstructure RVE’s. 
 
 
The results of the simulations are shown below in Figure 13. The mean thermal 
conductivities of the network model simulations matched to within ~15% of the 
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experimentally measured values. The mean runtime for each of the simulation shown 
below in Figure 13 was ~60 hrs on a on a 3 GHz Pentium 4 machine with  1GB RAM. 
The network model always predicted lower thermal conductivity values in comparison to 
the experiments. The primary reason for the difference is related to the microstructural 
characteristics of the simulated and the experimental microstructures. In general, the 
average matrix region size between particles as measured by the matrix exclusion 
probability was larger in the simulated microstructures relative to the experimental 













































Figure 13: Comparison of simulation of realistic microstructures to the experimental 








A random network model was developed and applied to evaluate the effective 
thermal conductivity of particulate thermal interface materials. The heat transport 
between the filler particles was accurately captured by implementing Batchelor’s estimate 
of conductance between two spherical particles in near contact. This enabled the random 
network model to account for inter-particle interaction.  The heat conducted within the 
spherical filler particles was approximated by cylindrical zones. The network model was 
used to evaluate the bulk conductivities of random microstructures. The results obtained 
using the random network model are in very good agreement (within 5%) with the results 
of the full field simulations (jNURBS) of identical microstructures. The simulations 
presented here are both efficient (since they required two orders of magnitude smaller 
computation time to complete in comparison to the full field simulation) and accurate. 
The simulations carried out using the model indicate that improving matrix conductivity 
has a far greater impact than improving particle conductivity on the effective conductivity 
of high-contrast composites. This result has significance to nanostructured composites 
that aim to improve effective conductivity by randomly mixing highly conducting 
nanotubes. 
Ongoing efforts are directed towards extending the network model to 
systematically study the effect of polydispersivity of the partices on the effective 
behavior. Effort is also on to efficiently perform system level simulations that include the 
processor and heat spreader interfaces with their associated matrix-rich regions in 
addition to the bulk material.  
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