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NOTES ON UNITARY THETA REPRESENTATIONS OF COMPACT GROUPS
CHUN-HUI WANG
Abstract. We continue our work on understanding Howe correspondences by using theta represen-
tations from p-adic groups to compact groups. We prove some results for unitary theta representations
of compact groups with respect to the induction and restriction functors.
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1. Introduction
This note is to continue our work on understanding theta correspondence or Howe correspondence
from the point of view of pure representation theory. Howe correspondences originally arises from
the Weil representation(cf. Weil[We2]) by considering its restriction to reductive dual pairs(cf. Howe
[Ho1], Kudla [Ku2], Moeglin-Vigneras-Waldspurger [MoViWa, Chap.3]). By many pioneer works (cf.
Howe[Ho1], Howe [Ho2], Gelbart [Ge], Moeglin-Vigneras-Waldspurger [MoViWa], Kudla [Ku1], Rallis
[Ra], Waldspurger[Wal] etc.), this kind of correspondence expands out in many different directions.
One can refer to the relevant articles and lectures (e.g. Gan [Gan], Prasad [Pr], Howe et al. [Ho3])
by the experts.
Our main purpose of this note is to work out some similar results from p-adic groups in [Wan] to
compact groups. Here we only consider unitary representations of compact groups. As is known,
unitary representation theory of compact group is much classical with a long history. Without
the ability and background, here we shall not attempt to review the recent literatures. We learn
the relative knowledge mainly from the books: Bruhat [Br], Cornulier-Harpe [CoHa], Folland [Fo],
Hewitt-Ross[HeRo1][HeRo2], Hofmann-Morris [HoMo], Kaniuth-Taylor [KaTa].
Let us begin by recalling the relevant notations and definitions sketchily. Let G be a second-
countable compact Hausdorff topological group. Let Rep(G)(resp. Ĝ) denote the set of unitary
equivalence classes of (resp. irreducible) unitary representations of G. Analogous of representations
of p-adic groups, for π ∈ Rep(G), we let RG(π) = {ρ ∈ Ĝ | HomG(π, ρ) 6= 0}. Let us now
consider the two-group case. Let (Π, V ) ∈ Rep(G1 × G2). For (π1, V1) ∈ RG1(Π), let Vpi1 denote
the greatest π1-isotypic quotient of (Π, V ). By Waldspurger’s local radical results(cf. Lemmas 3.2,
3.3), Vpi1 ≃ π1⊗̂Θpi1 , for some Θpi1 ∈ Rep(G2). If for each π1 ∈ RG1(Π), RG2(Θpi1) contains only one
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element θpi1 ∈ Ĝ2, we can draw a map θ1 : RG1(Π) −→ RG2(Π); π1 7−→ θ1(π1) = θpi1 ; in this case, we
will call Π a θ1-graphic or a graphic representation of G1×G2. Similarly, we can define a θ2-graphic
representation.
(1) If Π is a θ1 and θ2 representation, we will call Π a θ-bigraphic or a bigraphic representation
of G1×G2. In this case, π1 ←→ θ1(π1) defines a correspondence, called theta correspondence
or Howe correpondence, between RG1(Π) and RG2(Π).
(2) If Π is a bigraphic and multiplicity-free representation of G1 × G2, we will call Π a theta
representation of G1 ×G2.
These definitions originated from the works of [Ho1],[Ho2],[MoViWa]. Now let us present the results
we work out on these representations. Let H1, H2 be two normal closed subgroups of G1, G2
respectively such that G1
H1
≃ G2
H2
under a map γ. Let Γ(γ) denote its graph and assume Γ(γ) ≃ Γ
H1×H2
.
Let (ρ,W ) ∈ Rep(Γ).
Theorem A (Theorem 3.5). ResΓH1×H2 ρ is a theta representation of H1 × H2 iff Ind
G1×G2
Γ ρ is a
theta representation of G1 ×G2.
Keep the assumptions. Assume now G1
H1
is an abelian group. Without consideration of the multi-
plicity, we proved the next two results:
Theorem B (Theorem 3.11). For ρ ∈ Γ̂, if ResΓH1×H2 ρ is a bigraphic representation of H1×H2 then
IndG1×G2Γ ρ is a bigraphic representation of G1 ×G2.
Proposition C (Proposition 3.14). For ρ ∈ Γ̂, assume
(1) π = IndG1×G2Γ ρ is a bigraphic representation of G1 ×G2,
(2) for each π1 ∈ RH1(π), π1|H1 is multiplicity-free.
Then ResΓH1×H2 ρ is a θ1-graphic representation of H1 ×H2.
To prove these results, our main tool is the Mackey-Clifford theory. As is known, this theory
for compact group is classical and manipulable. Just as pointed out in the introduction of Ri-
effel’s [Ri], roughly speaking, Mackey-Clifford theory contains two parts for a normal group pair
(H,G) with H ⊳ G. For (σ,W ) ∈ Ĥ , let IG(σ) be the corresponding stability subgroup of G. The
first part of Mackey-Clifford theory studies the corresponding relationship between RG(Ind
G
H σ) and
RIG(σ)(Ind
IG(σ)
H σ) by using the Ind and Res functors. The second part studies how to decompose irre-
ducible elements ofRIG(σ)(Ind
IG(σ)
H σ) into projective representations of IG(σ) and
IG(σ)
H
. To verify the
results, we shall need to touch almost all aspects of this two parts. For that reason, we give a much
self-contained treatment of unitary representations of compact groups(cf.[Co],[HoMo],[Ma4],[KaTa]),
Hilbert-Schmidt operator spaces(cf.[Gar],[Bbk]), Induced representations(cf.[Ma1],[KaTa]), Frobe-
nius reciprocity(cf.[Mo1],[KaTa]), Mackey-Clifford theory(cf.[CuRe], [Is], [KlLi], [KaTa], [Ma3], [Ri]),
Rieffel equivalence(cf.[Ri]) and so on in the second section. For the specialist, one can skip it by ad-
mitting some notations and go straight to the third section. In that section, we shall prove our main
theorems by using the technique results established in the previous second section. It is pleasure to
thank G.Henniart (Paris-Sud University) for hopeful comments during the writing in the year 2020
at Wuhan.
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2. Unitary representations of compact groups
In this section, we shall give a much self-contained treatment of unitary representations of compact
groups. As is known that unitary representations of compact groups is a much classical field. Here
we only collect some necessary results for us use in the next part. Our main purpose of this section is
to present the Mackey-Clifford theory in the compact group case. We will mainly follow the notion
and conventions of [Ma4] and [KaTa] to treat this part.
2.1. Notation and conventions. A compact group means a second-countable compact Hausdorff
topological group in our circumstance unless otherwise stated. Let V, 〈, 〉 denote a separable Hilbert
space, and U(V ) the group of all unitary operators endowed with the strong operator topology. A
unitary representation π of G is a continuous homomorphism π : G −→ U(V ); we also call V a
Hilbert G-module or simply a G-module. A closed G-invariant subspace of V also gives a unitary
representation of G; we will call it a subrepresentation of V or simply a submodule of V . We call
π irreducible if (1) V 6= 0, (2) 0 and V are the only subrepresentations of V . To avoid confusion, a
usual group representation will be called an algebraic representation or an algebraic module in this
text.
For two unitary representations (π1, V1), (π2, V2) of G, let B(V1, V2) or Hom(V1, V2) denote the space
of bounded linear operators from V1 to V2. Let HomG(π1, π2) or HomG(V1, V2) denote the set of all
elements T of B(V1, V2) satisfying T ◦π1(g) = π2(g) ◦T , for all g ∈ G. It is known that HomG(π1, π2)
is a Banach space. An element of HomG(π1, π2) is called a G-morphism or a G-intertwining operator
from π1 to π2. If there exists a bijective unitary map U : V1 −→ V2 such that U ◦ π1(g) = π2(g) ◦ U ,
we will say that π1 is (unitarily) equivalent to π2, and write π1 ≃ π2. If π1 is unitarily equivalent to
a subrepresentation of π2, we write π1 ≤ π2 or π2 ≥ π1, following Mackey’s notations in [Ma4].
Theorem 2.1. For T ∈ HomG(π1, π2), [ker(T )]⊥ ≃ Im(T ) as G-modules. In particular, if there
exists a bijective map T ∈ HomG(π1, π2), then π1 ≃ π2.
Proof. See [Ma4, Thm.1.2]. 
Sometimes, we also need to consider the subspace of HomG(V1, V2). Let Fin − HomG(V1, V2),
HS−HomG(V1, V2), C−HomG(V1, V2) denote the subspaces of HomG(V1, V2) of finite rank operators,
Hilbert-Schmidt operators, and compact operators respectively. Let Ĝ denote the set of unitary
equivalence classes of irreducible unitary representations of G, and Rep(G) the set of equivalence
classes of unitary representations of G. For simplicity of notations, we often don’t distinguish a real
representation and its equivalence class in Ĝ.
Let µG denote the normalized Haar measure on G, and let C(G), C
∗(G), Lp(G) = Lp(G, dµG)
denote the usual complex-valued function spaces on G. Let ∗ denote the convolution on C(G),
defined by (ϕ ∗ ψ)(h) =
∫
g∈G
ϕ(g)ψ(g−1h)dµG(g), for ϕ, ψ ∈ C(G).
2.2. Some known results.
Theorem 2.2. (1) G is metrizable.
(2) G is a group of type I in the sense of Mackey.
(3) The dual Ĝ is a countable discrete set under the Fell topology.
(4) For (ρ,W ) ∈ Ĝ, dimW < +∞.
(5) For (ρ,W ) ∈ Ĝ, ρ : C[G] −→ EndC(W ) is surjective.
(6) For ρ ∈ Ĝ, ρ is also an irreducible algebraic representation of G.
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Proof. (1) Here we assume that G is a second-countable group. See [Co, p.202, Pro. 7.1.13]; (2) See
[Ma4, p.59]; (3) See [KaTa, p.39, Pro.1.70]; (4) See [HoMo, p.41, Thm.2.22]; (5) See [HoMo, p.62,
Prop.3.21]; (6) It is a consequence of (5). 
For a (unitary) representation (π, V ) of G, we call v a G-finite element of V if the linear span of
Gv has finite dimension. Let Vfin be the set of all G-finite elements of V , which gives rise to an
algebraic representation of G, denoted by (πfin, Vfin). Note that C(G) is a Bananch space under
the super-norm. We can define a continuous G-action on it given by [g · ϕ](t) = ϕ(tg), for t, g ∈ G,
ϕ ∈ C(G). In this way, C(G) becomes a Banach G-module. Similarly, we can also extract its G-finite
elements. Following [HoMo, p.52], we write R(G) = C(G)fin.
Theorem 2.3. (1) R(G) consists of matrix coefficients of finite-dimensional representations of
G.
(2) Vfin = π(R(G))V .
(3) Vfin is dense in V under the norm topology.
(4) The algebraic representation (πfin, Vfin) is completely reducible.
Proof. See [HoMo, p.52, Prop. 3.4] for (1), [HoMo, p.82, Thm. 3.51] for (2)(3). By definition, Vfin is
a sum of finite-dimensional G-invariant vector spaces. Every finite-dimensional algebraic G-module
is completely reducible. Hence Vfin is a (direct) sum of irreducible G-modules. 
For (ρ,W ) ∈ Irr(G), let Vfin,ρ denote the ρ-isotypic component of Vfin. Then Vfin,ρ = ⊕i∈IρWi,
an algebraic direct sum of Wi with each Wi ≃ W as G-modules. Here #Iρ ∈ N∗ = N ∪ {+∞}. The
closure of Vfin,ρ in V is called the ρ-isotypic component of V , and denoted by Vρ. Let χρ denote the
character of ρ, and eρ = dimW · χρ.
Theorem 2.4. (1) Vfin,ρ = Vρ;
(2) Vρ is a subrepresentation of V ;
(3) Vρ ≃ ⊕̂j∈JρWj, an orthogonal Hilbert direct sum of Wj with each Wj ≃W as G-modules;
(4) V ≃ ⊕̂ρ∈ĜVρ;
(5) π(eρ)V = Vρ.
Proof. See [HoMo, p.83, Cor. 3.53 and p.95, Thm. 4.10]. 
For (1), it seems that Vρ is an interesting object.
Definition 2.5. For each ρ ∈ Ĝ,
(1) if #Jρ < +∞ for all ρ ∈ Ĝ, we will call π an admissible (unitary) representation of G,
(2) if #Jρ ≤ 1 for all ρ ∈ Ĝ, we will call π a multiplicity-free representation of G.
The above definition (2) is compatible with the discussion in [Ma4]. For (π, V ) ∈ Rep(G), let
(π, V ) denote the complex conjugate representation of (π, V ). For (π1, V1), (π2, V2) ∈ Rep(G), let
(π1⊗̂π2, V1⊗̂V2) denote the Hilbert inner tensor product representation of G by (π1, V1) and (π2, V2).
Definition 2.6. (1) For (π1, V1), (π2, V2) ∈ Rep(G), denote mG(V1, V2) = dimHomG(V1, V2),
which is a natural number or infinite.
(2) If π1 ∈ Ĝ, we will call mG(V1, V2) the multiplicity of π1 in π2.
Let (π1, V1), (π2, V2) ∈ Rep(G).
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Lemma 2.7. ∗ : HomG(V1, V2) −→ HomG(V2, V1);A 7−→ A∗, is a conjugate isometry of Banach
spaces.
Proof. For T ∈ HomG(V1, V2), T ∗ is defined by the equality: 〈Tv1, v2〉2 = 〈v1, T ∗v2〉1, for v1 ∈ V1, v2 ∈
V2. For g ∈ G,
〈v1, T
∗π2(g)v2〉1 = 〈Tv1, π2(g)v2〉2
= 〈π2(g
−1)Tv1, v2〉2 = 〈Tπ1(g
−1)v1, v2〉2
= 〈π1(g
−1)v1, T
∗v2〉1 = 〈v1, π1(g)T
∗v2〉1.
Hence T ∗π2(g) = π1(g)T
∗, T ∗ ∈ HomG(V2, V1). Moreover, ‖T‖ = ‖T ∗‖, and for c ∈ C, (cA)∗ = cA∗.
Since V1, V2 both are Hilbert spaces, A
∗∗ = A. So the result holds. 
Assume Vi = ⊕̂ρ∈ĜVi,ρ. Let Pi,ρ be the projection from Vi to Vi,ρ.
Lemma 2.8. (1) HomG(V1, V2,ρ) is a closed subspace of HomG(V1, V2).
(2) HomG(V1, V2,ρ) ≃ HomG(V1,ρ, V2,ρ), an isometry as Banach spaces.
Proof. 1) Let ιρ : V2,ρ →֒ V2. For ϕρ ∈ HomG(V1, V2,ρ), ιρ ◦ϕρ ∈ HomG(V1, V2), and ‖ιρ ◦ ϕρ‖ = ‖ϕρ‖.
2) For ϕρ ∈ HomG(V1, V2,ρ), ϕρ(V ⊥1,ρ) = 0. Hence ϕρ is essentially defined over V1,ρ. 
Let Bρ = HomG(V1, V2,ρ) ≃ HomG(V1,ρ, V2,ρ), and B = {(ϕρ) | ϕρ ∈ Bρ, supρ ‖ϕρ‖ < +∞}.
Lemma 2.9. P : HomG(V1, V2) −→ B;ϕ 7−→ (P2,ρ ◦ ϕ), is an isometry of Banach spaces.
Proof. 1) P2,ρ is a continuous map and G-commutative, so P2,ρ ◦ ϕ ∈ HomG(V1, V2,ρ). Moreover,
‖P2,ρ ◦ ϕ‖ ≤ ‖ϕ‖. So ‖P (ϕ)‖ ≤ ‖ϕ‖.
2) For Ψ = (ψρ) ∈ B, v1 =
∑
ρ v1,ρ ∈ V1, ‖
∑
ψρ(v1,ρ)‖ =
∑
‖ψρ(v1,ρ)‖ ≤ ‖Ψ‖
∑
‖v1,ρ‖ = ‖Ψ‖ · ‖v1‖.
We can define an element S(Ψ) in HomG(V1, V2) by S(Ψ)(v1) =
∑
ψρ(v1,ρ). Then ‖S(Ψ)‖ ≤ ‖Ψ‖.
3) P ◦ S = Id, S ◦ P = Id. Hence P is an isometry. 
Corollary 2.10. For two admissible representations (π1, V1), (π2, V2) of G, HomG(π1, π2) is a sepa-
rable Banach space.
For a countable family of Banach spaces {Bi}, we use the following notions:
(1) l∞(Bi) = {(ϕi) ∈
∏
iBi | supi ‖ϕi‖ < +∞};
(2) lp(Bi) = {(ϕi) ∈
∏
iBi | (
∑
i ‖ϕi‖
p)
1
p < +∞}.
Hence the above lemma indicates that HomG(V1, V2) ≃ l∞
(
HomG(V1,ρ, V2,ρ)
)
.
Assume π2 = ⊕̂i=1π2,i, V2 = ⊕̂i=1V2,i. For (ρ,W ) ∈ Ĝ, let Bi = HomG(ρ, π2,i). Let Pi : V2 −→ V2,i
be the projection.
Lemma 2.11. HomG(ρ, π2) ≃ l
1(Bi), an isometry of Banach spaces.
Proof. Assume V2,i,ρ = ⊕̂V2,i,j, with each V2,i,j ≃ W . Then V2,ρ = ⊕̂i,jV2,i,j by Theorem 2.4. By
Schur’s Lemma, up to isometry, any map T ∈ HomG(ρ, V2) is determined by a family of elements
(aij), for some aij ∈ C such that
∑
i,j |aij | < +∞. Similarly, any element of Bi is determined by a
family of elements (aij), such that
∑
j |aij| < +∞. Hence the result holds. 
Corollary 2.12. (1) mG(V1, V2) =
∑
ρ∈ĜmG(V1,ρ, V2,ρ) =
∑
ρ∈Ĝm1,ρm2,ρ, for mi,ρ =
dimHomG(ρ, πi);
(2) mG(V1, V2) = mG(V2, V1);
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(3) mG(V1, V2) = dimHomG(V1,fin, V2,fin).
Proof. Parts (1)(2) can deduce from the above lemmas 2.9, 2.7. For (3), if F ∈ HomG(V1, V2),
then F (V1,fin) ⊆ V2,fin, so it defines an algebraic G-morphism from V1,fin to V2,fin. Hence
mG(V1, V2) ≤ dimHomG(V1,fin, V2,fin) by Theorem 2.3(3). It reduces to the case that mG(V1, V2) <
+∞. By (1), HomG(V1,ρ, V2,ρ) = 0, for almost all ρ. As algebraic representations, it also holds. If
HomG(V1,ρ, V2,ρ) 6= 0, V1,ρ, V2,ρ both have finite dimensions. Finally, for finite-dimensional represen-
tations, (3) is right. 
2.3. Hilbert-Schmidt operator spaces. Let us recall some basic facts of the space
HS−Hom(V1, V2) by following Paul Garrett’s notes [Gar]. Let {e1, · · · , en, · · · } be an orthonor-
mal basis of V1. An element ϕ ∈ B(V1, V2) = Hom(V1, V2) is called a Hilbert-Schmidt operator,
if
∑
i ‖ϕ(ei)‖
2 < +∞, for which its HS-norm ‖ϕ‖HS is just the square root of such sum. For
ϕ ∈ HS−Hom(V1, V2), ϕ∗ ∈ HS−Hom(V2, V1). For ϕ1, ϕ2 ∈ HS−Hom(V1, V2), we can define an
inner product by 〈ϕ1, ϕ2〉HS =
∑
i〈ϕ1(ei), ϕ2(ei)〉2. Then (HS−Hom(V1, V2), 〈−,−〉HS) is a Hilbert
space. Moreover, HS−Hom(V1, V2) ≃ V1⊗̂V2 ≃ B(V1⊗̂V2,C). On HS−Hom(V1, V2), we can define
a continuous right G-action by ϕg = π2(g
−1) ◦ ϕ ◦ π1(g), for ϕ ∈ HS−Hom(V1, V2), g ∈ G. Then
HS−HomG(V1, V2) consists of those G-stable elements. Hence:
Lemma 2.13. HS−HomG(V1, V2) ≃ HomG(V2⊗̂V1,C), as linear spaces.
Analogue of Lemmas 2.8, 2.9, 2.11, we have:
Lemma 2.14. Assume π2 = ⊕̂k=1π2,k, V2 = ⊕̂k=1V2,k. Let Hk = HS−HomG(V1, V2,k). Then
HS−HomG(V1, V2) ≃ l
2(Hk).
Proof. Let Pk : V2 −→ V2,k be the projection. For any ϕ ∈ HS−HomG(V1, V2), Pk ◦ ϕ ∈ Hk, and
‖ϕ‖2HS =
∑
i ‖ϕ(ei)‖
2 =
∑
i
∑
k ‖Pk ◦ ϕ(ei)‖
2 =
∑
k(
∑
i ‖Pk ◦ ϕ(ei)‖
2) =
∑
k ‖Pk ◦ ϕ‖
2
HS. Hence the
result holds. 
Lemma 2.15. Assume πi = ⊕̂k=1πi,k, Vi = ⊕̂k=1Vi,k. Let Hj,k = HS−HomG(V1,j, V2,k). Then
HS−HomG(V1, V2) ≃ l2(Hj,k).
Proof. Keep the above notations. Hk = HS−HomG(V1, V2,k), and H∗k ≃ HS−HomG(V2,k, V1) ≃
l2j
(
HS−HomG(V2,k, V1,j)
)
≃ l2j (H
∗
j,k). Hence Hk ≃ l
2
j (Hj,k), and HS−HomG(V1, V2) ≃ l
2
k(Hk) ≃
l2kl
2
j (Hj,k) ≃ l
2
j,k(Hj,k). 
Lemma 2.16. (1) HS−HomG(V1, V2,ρ) is a closed subspace of HS−HomG(V1, V2).
(2) HS−HomG(V1, V2,ρ) ≃ HS−HomG(V1,ρ, V2,ρ), as Hilbert spaces.
(3) Let Hρ = HS−HomG(V1,ρ, V2,ρ). Then HS−HomG(V1, V2) ≃ l2(Hρ) ≃ ⊕̂ρHρ.
Proof. The proofs of (1)(2) are similar to that of Lemma 2.8. Part (3) follows from the above
lemma. 
Lemma 2.17. mG(V1, V2) = dimHS−HomG(V1, V2) = mG(π2⊗̂π1,C).
Proof. The first equality can deduce from Corollary 2.12(1) and Lemma 2.16(3). The second equality
comes from Lemma 2.13. 
Lemma 2.18. Let V1, V2 be two separable Hilbert spaces.
(1) If dimVi < +∞ for i = 1, 2, then V1⊗̂V2 = V1 ⊗ V2;
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(2) If V2 ≃ ⊕̂
N
i=1V2,i, with each dimV2,i < +∞, for some N ∈ N
∗, then V1⊗̂V2 ≃ ⊕̂
N
i=1(V1⊗̂V2,i).
Proof. See [Bbk, EVT V.29, Coro.2]. 
Here we present a simple lemma 2.20 below. For (π, V ) ∈ Rep(G), let Supp(π) = {ρ ∈ Irr(G) |
ρ ≤ π}, and Suppn(π) = {ρ ∈ Irr(G) | ρ ≤ π,mG(ρ, π) = n}.
Lemma 2.19. (1) If π1 ≤ π, then Supp(π1) ⊆ Supp(π);
(2) If π ≃ ⊕̂iπi, then Supp(π) = ∪i Supp(πi);
(3) If π1, π2 both are multiplicity-free representations, then π1 ≃ π2 iff Supp(π1) = Supp(π2).
Proof. 1) If ρ ∈ Supp(π1), then ρ ≤ π1 ≤ π, so ρ ∈ Supp(π).
2) By (1), ∪i Supp(πi) ⊆ Supp(π). On the other hand, if ρ ∈ Supp(π), then there exists a G-
morphism 0 6= T : ρ −→ ⊕̂iπi. Let Pi be the projection from π to πi. Then ∃i, Pi ◦ T 6= 0. Hence
ρ ∈ Supp(πi).
3) If π1 ≃ π2, then ρ ≤ π1 iff ρ ≤ π2. Hence Supp(π1) = Supp(π2). Conversely, πi =
⊕ρ∈Ĝπi,ρ. Since πi both are multiplicity-free, πi,ρ ≃ ρ, or πi,ρ = 0. As Supp(π1) = Supp(π2),
π1,ρ ≃ ρ iff π2,ρ ≃ ρ. For ρ ∈ Supp(π1), let Tρ be a unitary equivalence from π1,ρ to π2,ρ.
Thus for v1 =
∑
ρ∈Supp(pi1)
v1,ρ ∈ V1, we define T (v1) =
∑
ρ∈Supp(pi1)
Tρ(v1,ρ). Since ‖T (v1)‖ =
‖
∑
ρ∈Supp(pi1)
Tρ(v1,ρ)‖ =
∑
ρ∈Supp(pi2)
‖Tρ(v1,ρ)‖ =
∑
ρ∈Supp(pi2)
‖v1,ρ‖ = ‖v1‖. So it is well-defined.
Moreover, it is unitarily equivalent. 
Lemma 2.20. Let (π, V ) be an admissible representation of G. Then there exists a unique (up to
equivalence) series of multiplicity-free representations π1, π2, · · · , such that (1) π ≃ ⊕̂i=1πi, and (2)
π1 ≥ π2 ≥ · · · .
Proof. I) Let π1 be a multiplicity-free representation with the same support as π. Similarly as the
proof of the above lemma (3), π1 ≤ π. Assume π1 is a sub-representation of π. Let π′1 be the
orthogonal complement of π1 in π. Then π
′
1 ≤ π, Supp(π
′) ⊆ Supp(π) = Supp(π1). Moreover,
Supp(π′1) = {ρ ∈ Supp(π) | mG(ρ, π) ≥ 2} = ∪n≥2 Suppn(π) = Supp(π) \ Supp1(π). Applying the
same process to π′1, we can construct π2, such that (1) π2 is a multiplicity-free subrepresentation
of π, (2) π2⊥π1, (3) Supp(π2) = Supp(π) \ Supp1(π). By induction, we can construct πn of π,
such that (1) πn is a multiplicity-free subrepresentation of π, (2) πn⊥ ⊕
n−1
i=1 πi, (3) Supp(πn) =
Supp(π) \ ∪n−1i=1 Suppi(π). Now let π
′ = ⊕̂i=1πi ≤ π. For each ρ ∈ Ĝ, mG(ρ, π) = m < +∞. Then
the ρ-isotypic component πρ ≤ ⊕mi=1πi. Hence πρ ≤ π
′, and then π ≃ ⊕̂πρ ≤ π′. So π′ ≃ π.
II) If there exist two such decompositions: π ≃ ⊕̂i=1πi ≃ ⊕̂j=1σj . Then Supp(π) = ∪i Supp(πi) =
Supp(π1), and similarly, Supp(π) = Supp(σ1) = Supp(π1). Since π1, σ1 both are multiplicity-free
representations, π1 ≃ σ1. Then consider their orthogonal complements π′1, σ
′
1 in π respectively, and
the ρ-isotypic components of them. Since π is admissible, we can assert π′1 ≃ σ
′
1. By induction, we
can assert πi ≃ σi, one by one. 
Let us recall some notations from representations of p-adic groups(cf.[BeZe],[BuHe],[Ca]). For
π ∈ Rep(G), denote RG(π) = {ρ ∈ Ĝ | HomG(π, ρ) 6= 0}, and LG(π) = {ρ ∈ Ĝ | HomG(ρ, π) 6= 0}.
In the compact case, RG(π) = Supp(π) = LG(π).
2.4. Induced representations. Let H be a closed subgroup of G. Let dνH\G be a right G-invariant
measure on X = H \G such that
∫
X
1X(x)dνH\G(x) = 1. Then X is a Hausdorff compact space, and
dνH\G is a regular positive measure on X . Let p : G −→ X be the canonical projection.
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Lemma 2.21. (1) There exists a Borel measurable section κ : X −→ G such that p ◦ κ = 1X .
(2) E ⊆ X is Borel measurable iff p−1(E) is Borel measurable.
(3) For a Borel measurable set E ⊆ X, νH\G(E) = 0 iff
∫
G
1p−1(E)(g)dµG(g) = 0.
(4) A function f on X is a Borel function iff f ◦ p is a Borel function on G.
(5) For a Borel subset E ⊆ X, νH\G(E) =
∫
G
1p−1(E)(g)dµG(g).
(6) For any non-empty open subset E of X, νH\G(E) > 0.
Proof. See [Ma1, pp.102-103] for (1)(2)(3)(4). For ϕ(g) ∈ C(G),
ϕ −→
∫
x∈H\G
dνH\G(x)
∫
h∈H
ϕ(hx)dµH(h),
determines a positive right G-invariant measure on G. Hence
∫
x∈H\G
dνH\G(x)
∫
h∈H
ϕ(hx)dµH(h) =
c
∫
g∈G
ϕ(g)dµG(g) , for some constant c ∈ C. Substituting ϕ = 1G, we get c = 1. According to
the discussion in [Ma1, pp.103-104], we can extend the classes of continuous functions to a much
larger classes of functions. Following the proof of Lemma 1.3 in [Ma1], for a continuous function ϕ
from G to [0, 1], we can let ϕ′(x) =
∫
h∈H
ϕ(hx)dµH(h). Then ϕ
′ is also a continuous function on G,
and ϕ′(hx) = ϕ′(x), for h ∈ H , x ∈ G. So ϕ′ = ϕ′′ ◦ p, and ϕ′ continuous implies ϕ′′ continuous.
Moreover, for any continuous function τ from X to [0, 1], τ ◦p ∈ C(G, [0, 1]), and (τ ◦p)′′ = τ . Hence
C(G, [0, 1]) −→ C(X, [0, 1]);ϕ 7−→ ϕ′′, is surjective. If E is an open set, then
µG(p
−1(E)) =
∫
G
1p−1(E)(g)dµG(g) = sup
ϕ∈C(G,[0,1]),ϕ≤1
p−1(E)
∫
g∈G
ϕ(g)dµG(g)
= sup
ϕ∈C(G,[0,1]),ϕ≤1
p−1(E)
∫
x∈H\G
ϕ′′(x)dνH\G(x)
= sup
ϕ′′∈C(X,[0,1]),ϕ′′≤1E
∫
x∈H\G
ϕ′′(x)dνH\G(x) = νH\G(E).
For any compact set F ⊆ X , p−1(X \ F ) = G \ p−1(F ). So νH\G(F ) = 1 − νH\G(X \ F ) =
1− µG(p−1(X \ F )) = 1− µG(G \ p−1(F )) = µG(p−1(F )). If E is a Borel subset of X , then
νH\G(E) = inf
U⊇E,U open
νH\G(U) = inf
p−1(U)⊇p−1(E),p−1(U) open
µG(p
−1(U))
≥ inf
V⊇p−1(E),V open
µG(V ) = µG(p
−1(E)).
Note that p is an open and also closed map. Since µG is a Haar measure on the
second-countable compact group G, µG(G \ p−1(E)) = supF⊆G\p−1(E),F compact=closed µG(F ) =
supp−1(p(F ))⊆G\p−1(E),F closed µG(p
−1(p(F ))) = supp(F )⊆X\E,F closed νH\G(p(F )) ≤ νH\G(X \ E), which
implies νH\G(E) ≤ µG(p
−1(E)). Therefore νH\G(E) = µG(p
−1(E)), and (5) is right. For (5), one can
also see [Ma1, pp.102-103] by using the ρ-function there. Part (6) is a consequence of (5) by the fact
that any non-empty open set has non-zero Haar measure. 
From now on, measurable means Borel measurable. For (σ,W ) ∈ Rep(H), let C(H \ G,W ; σ) be
the linear vector space of vector-valued functions ϕ : G −→ W such that (1) ϕ is continuous with
W given the norm topology, (2) for h ∈ H , g ∈ G, w ∈ W , ϕ(hg) = σ(h)ϕ(g). By [HoMo, p.71,
Prop.3.30], for any f(g) ∈ C(G,W ), we can define f 0(g) =
∫
h∈H
σ(h−1)f(hg)dµH(h) ∈ W .
Lemma 2.22. C(G,W ) −→ C(H \G,W ; σ); f 7−→ f 0, is a surjective map.
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Proof. 1) For h0 ∈ H ,
〈f 0(h0g), w〉 =
∫
h∈H
〈σ(h−1)f(hh0g), w〉dµH(h)
=
∫
h∈H
〈σ(h0)σ((hh0)
−1)f(hh0g), w〉dµH(h) =
∫
h′∈H
〈σ(h0)σ((h
′)−1)f(h′g), w〉dµH(h
′).
Hence f 0(h0g) = σ(h0)f
0(g).
2) Let f g(h) ∈ C(H,W ), given by f g(h) = σ(h−1)f(hg). Let the space C(H,W ) be given the
topology of uniform convergence. Then g −→ f g is a continuous map. According to [HoMo, p.71,
Prop.3.30(2)], f g −→
∫
H
f g(h)dµH(h) = f
0(g) is a continuous map. So f 0 ∈ C(H \G,W ; σ).
3) If f ∈ C(H \G,W ; σ), then 〈f 0(g), w〉 =
∫
h∈H
〈σ(h−1)f(hg), w〉dµH(h) =
∫
h∈H
〈f(g), w〉dµH(h) =
〈f(g), w〉, which implies that f 0(g) = f(g). Hence the map is surjective. 
Let {e1, · · · , en, · · · } be an orthonormal basis of W .
Lemma 2.23. A vector-valued function ϕ : G −→W belongs to C(H \G,W ; σ) iff
(1) for each ei, g −→ 〈ϕ(g), ei〉 is a continuous function from G to C,
(2) g −→ ‖ϕ(g)‖ is a continuous function from G to C,
(3) for each ei, h ∈ H, 〈ϕ(hg), ei〉 =
∑
j〈ϕ(g), ej〉〈σ(h)ej , ei〉.
Proof. 1) Since G is metrizable, ϕ is continuous iff for any gn −→ g, ϕ(gn) −→ ϕ(g) strongly. If
item (2) holds, ‖ϕ(g)‖ is totally bounded. For any x ∈ W , assume xm =
∑km
i=1 ciei −→ x. By (1),
g −→ 〈ϕ(g), xm〉 is also a continuous map. Then:
‖〈ϕ(gn)− ϕ(g), x〉‖ ≤ ‖〈ϕ(gn)− ϕ(g), xm〉‖+ ‖〈ϕ(g), x− xm〉‖+ ‖〈ϕ(gn), x− xm〉‖
≤ ‖〈ϕ(gn)− ϕ(g), xm〉‖+ 2 sup
g∈G
‖ϕ(g)‖ · ‖x− xm‖.
Hence ϕ(gn) −→ ϕ(g) weakly. Again by (2), ϕ(gn) −→ ϕ(g) strongly. Hence items (1)(2) are
equivalent to ϕ ∈ C(G,W ).
2) For ϕ ∈ C(G,W ), the item (3) is equivalent to say that ϕ(hg) = σ(h)ϕ(g). 
For ϕ, ψ ∈ C(H \ G,W ; σ), the function Fϕ,ψ : g −→ 〈ϕ(g), ψ(g)〉 lies in C(G), and Fϕ,ψ(hg) =
Fϕ,ψ(g), for h ∈ H , g ∈ G. Hence Fϕ,ψ = Gϕ,ψ ◦ p, for some Gϕ,ψ ∈ C(H \G). Then there exists an
inner product 〈−,−〉 on C(H \ G,W ; σ), given as follows: 〈ϕ, ψ〉 =
∫
x∈H\G
Gϕ,ψ(x)dνH\G(x) =∫
x∈H\G
〈ϕ(x), ψ(x)〉dµH\G(x). Moreover, 〈ϕ(x), ψ(x)〉 =
∫
h∈H
〈ϕ(hx), ψ(hx)〉dµH(h), for x ∈ G.
Hence 〈ϕ, ψ〉 =
∫
g∈G
〈ϕ(g), ψ(g)〉dµG(g). Whenever ϕ = ψ ∈ C(H \ G,W ; σ), ‖ϕ‖2 =∫
g∈G
‖ϕ(g)‖2 dµG(g). For any non-empty open set E of G,
∫
G
1E(g)dµG(g) > 0. So ‖ϕ‖2 = 0 implies
ϕ ≡ 0, for ϕ ∈ C(H \G,W ; σ). Hence 〈−,−〉 is a non-degenerate inner product on C(H \G,W ; σ).
Let IndGHW be its completion. Following [Ma1, p.106], let L
2(H \G,W ; σ) be the space of elements
ϕ : G −→W such that
(1) for each w ∈ W , g −→ 〈ϕ(g), w〉 is a measurable function,
(2) ϕ(hg) = σ(h)ϕ(g), for almost all g ∈ G and all h ∈ H ,
(3)
∫
x∈H\G
‖ϕ(x)‖2dνH\G(x) < +∞.
For g ∈ G, ‖ϕ(g)‖2 =
∑
| 〈ϕ(g), ei〉 |2 is a measurable function. Moreover, ‖ϕ(hg)‖2 = ‖ϕ(g)‖2. So
‖ϕ(g)‖2 defines a measurable function on H \ G. Clearly, C(H \ G,W ; σ) ⊆ L2(H \ G,W ; σ),
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and 〈, 〉 extends to define on L2(H \ G,W ; σ). Let N = {ϕ ∈ L2(H \ G,W ; σ) | ‖ϕ‖2 =∫
x∈H\G
‖ϕ(x)‖2dνH\G(x) = 0}, and L2(H \G,W ; σ) = L2(H \G,W ; σ)/N .
Lemma 2.24. L2(H \G,W ; σ), 〈, 〉 is a separable Hilbert space.
Proof. See [Ma1, p.106], or [Co, p.107 and p.110, Prop.3.4.5] analogously. 
Now we identify IndGH W with L
2(H \ G,W ; σ), and also use L2(H \ G,W ; σ) mostly instead
of L2(H \ G,W ; σ). For g ∈ G, ϕ ∈ C(H \ G,W ; σ), let Rg(ϕ)(x) = ϕ(xg), for x ∈ G. Then
Rg(ϕ) ∈ C(H \ G,W ; σ), and ‖Rg(ϕ)‖ = ‖ϕ‖. Hence Rg can extend to a unitary operator on
IndGH W . Moreover, G×C(H \G,W ; σ) −→ C(H \G,W ; σ); (g, ϕ) −→ Rg(ϕ), is continuous. Hence
this will give a unitary representation of G, called the induced representation from H to G by (σ,W ),
denoted by (IndGH σ, Ind
G
H W ).
Theorem 2.25. (1) For (ρ,W ) ∈ Rep(H), IndGH ρ ≃ Ind
G
H ρ.
(2) For O < H < G, (σ, U) ∈ Rep(O), IndGO σ ≃ Ind
G
H(Ind
H
O σ), as G-modules.
(3) For a countable family (ρi,Wi) ∈ Rep(H), Ind
G
H(⊕̂i=1ρi) ≃ ⊕̂i=1(Ind
G
H ρi).
Proof. See [Ma1, Thm. 5.1, Thm. 4.1] for (1)(2), and [KaTa, p.93, Prop. 2.42] for (3). 
The following important result comes from [KaTa].
Theorem 2.26. If (ρ, U) ∈ Rep(G), then ρ⊗̂ IndGH σ ≃ Ind
G
H((Res
G
H ρ)⊗̂σ).
Proof. See [KaTa, p.106, Thm. 2.58]. 
Let K be another closed subgroup of G. Recall that in Mackey’s [Ma1], two groups H , K are
called discretely related if there exists a measurable set N , and a countable set {g1, · · · , gn, · · · }, such
that µG(N) = 0 and G \N = ⊔i=1HgiK. Let us write Hgi = g
−1
i Hgi, and σ
gi the representation of
Hgi defined by σ
gi(h′) = σ(gih
′g−1i ), for h
′ ∈ Hgi. Then Hgi ∩K is a closed subgroup of K.
Theorem 2.27. ResGK(Ind
G
H σ) ≃ ⊕̂i Ind
K
K∩Hgi
σgi.
Proof. See [Ma1, p.117]. 
Example 2.28. If G = HK, then ResGK(Ind
G
H σ) ≃ Ind
K
K∩H σ.
Later, we also need the projective version of Proposition 2.38 in [KaTa]. So let us recall their result
below. Let K be a closed normal subgroup of G and K ⊆ H . Let p : G −→ G
K
be the projection.
For σ ∈ (̂G
K
), it can also be viewed as a representation of G, through p.
Theorem 2.29 ([KaTa, Prop.2.38]). For σ ∈ Rep(H
K
), IndGH(σ ◦ p) ≃ (Ind
G
K
H
K
σ) ◦ p.
2.5. Frobenius reciprocity. Keep the notations. Let H be a closed subgroup of G. Let
(π, V ) ∈ Rep(G), (ρ,W ) ∈ Rep(H). Then by [KaTa, p.110, Lemma 2.63], HomG(Ind
G
H ρ, π) →֒
HomH(ρ,Res
G
H π), as linear spaces. For later use, let us recall the embedding map Φ there. For
F ∈ HomH(ρ,Res
G
H π), ϕ ∈ C(H \G,W ; ρ),
Φ(F )(ϕ) =
∫
H\G
π(x−1)F (ϕ(x))dνH\G(x).
Then ‖Φ(F )‖ ≤ ν1/2H\G(H \G)‖F‖ = ‖F‖, and ‖Φ‖ ≤ 1 by [KaTa, p.110].
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Theorem 2.30 (Frobenius reciprocity). For (π, V ) ∈ Rep(G), (ρ,W ) ∈ Rep(H), if dimV < +∞,
then
(1) HomG(Ind
G
H ρ, π) ∼ HomH(ρ,Res
G
H π), as Banach spaces,
(2) HomG(π, Ind
G
H ρ) ∼ HomH(Res
G
H π, ρ), as Banach spaces.
Proof. 1) By [KaTa, p.108, Thm. 2.61], both sides are isomorphic as linear spaces. Moreover, Φ is
also bounded. Hence by Banach theorem, these two Banach spaces are equivalent. See also [Mo1].
2) The second statement arises from Lemma 2.7 and the above (1). 
Corollary 2.31. If the representation (ρ,W ) of H is admissible, so is the representation
(IndGH ρ, Ind
G
H W ) of G.
Proof. For any π ∈ Irr(G), assume ResGH π ≃ ⊕
n
i=1niρi, for some ρi ∈ Irr(H). Then by the above
theorem, mG(Ind
G
H ρ, π) = mH(ρ,Res
G
H π) =
∑n
i=1 nimH(ρ, ρi) < +∞. 
Let Rep(G)adm denote the set of equivalence classes of admissible unitary representations of G.
Let us see whether we can change the finite-dimensional condition by admissible condition in the
above Frobenius reciprocity theorem. Let (π1, V1) ∈ Rep(G)adm, (ρ1,W1) ∈ Rep(H)adm. Then:
π1 = ⊕̂pi∈Ĝπ1,pi, ρ1 = ⊕̂ρ∈Ĥρ1,ρ. Let B(ρ,pi) = HomG(Ind
G
H ρ1,ρ, π1,pi), and B
′
(ρ,pi) = HomH(ρ1,ρ, π1,pi).
By Frobeinius reciprocity, B(ρ,pi) is equivalent to B
′
(ρ,pi) as Banach spaces.
(I) By Lemma 2.9, HomG(Ind
G
H ρ1, π1) ≃ l
∞
pi (HomG(Ind
G
H ρ1, π1,pi)). By Theorem 2.25(3), Ind
G
H ρ1 ≃
IndGH(⊕̂ρ∈Ĥρ1,ρ) ≃ ⊕̂ρ∈Ĥ Ind
G
H(ρ1,ρ). Hence HomG(Ind
G
H ρ1, π1,pi) ≃ l
1
ρ(B(ρ,pi)) by Lemma 2.11. Hence
HomG(Ind
G
H ρ1, π1) ≃ l
∞
pi l
1
ρ(B(ρ,pi)), an isometry of Banach spaces.
(II) Essentially by Lemmas 2.9, 2.11, HomH(ρ1,Res
G
H π1) ≃ l
∞
ρ∈Ĥ
(HomH(ρ1,ρ, π1)) ≃ l∞ρ l
1
pi(B
′
(ρ,pi)),
isometries of Banach spaces.
However, even B(ρ,pi) ≃ B
′
(ρ,pi)(equivalence, or isometry) by some natural maps like Kaniuth-Taylor’s
proof, l∞pi l
1
ρ(B(ρ,pi)) ≇ l
∞
ρ l
1
pi(B
′
(ρ,pi)) for most of cases. Here we only consider the HS−Hom spaces.
Lemma 2.32. For (πi, Vi) ∈ Rep(G), HS−HomG(V1, V2) is a separable Hilbert space.
Proof. By Theorem 2.4, assume πi ≃ ⊕̂
Ni
j=1πi,j, for a family {πi,j} ∈ Ĝ, Ni ∈ N
∗. Hence by Lemma
2.15, HS−HomG(V1, V2) ≃ ⊕̂j,kHS−HomG(V1,j , V2,k). Since HS−HomG(V1,j, V2,k) ≃ C, or is null,
the result holds. 
Theorem 2.33 (Frobenius reciprocity). For (π, V ) ∈ Rep(G), (ρ,W ) ∈ Rep(H),
HS−HomG(Ind
G
H ρ, π) ≃ HS−HomH(ρ,Res
G
H π), as Hilbert spaces.
Proof. It suffices to verify that both sides are isomorphic as linear spaces. Assume ρ ≃ ⊕̂
Nρ
i=1ρi,
π ≃ ⊕̂
Npi
j=1πj , for some ρi ∈ Ĥ, πj ∈ Ĝ, Nρ, Npi ∈ N
∗. Hence HS−HomG(Ind
G
H ρ, π) ≃
⊕̂i,j HS−HomG(Ind
G
H ρi, πj), and HS−HomH(ρ,Res
G
H π) ≃ ⊕̂i,j HS−HomH(ρi,Res
G
H πj). Note that
HomG(Ind
G
H ρi, πj) ≃ HomH(ρi,Res
G
H πj), and both spaces have the same finite dimension. Hence
HS−HomG(Ind
G
H ρi, πj) ≃ HS−HomH(ρi,Res
G
H πj), and we are done! 
2.6. Projective representations. Let us recall some basic results of projective representations of
compact groups from [Ma3]. Here we only collect some results for future use, and one can see some
related papers and books, for examples [AuMo], [CoHa], [Co], [HeRo1], [KlLi], [Mo0]-[Mo4], [We1]
for details.
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2.6.1. Some lemmas on LCG.
Lemma 2.34. (1) If G is a second-countable locally compact Hausdorff group, then it is a Polish
group;
(2) Let G1, G2 be two second-countable locally compact Hausdorff groups. If f : G1 −→ G2 is a
Borel measurable group morphism, then it is also continuous.
Proof. 1) By Example 4 in [Co, p.255], G is a Polish space.
2) This can deduce from [Sr, p.110, Prop.3.5.9]. Here we give a much direct proof by following [Ma2].
Now both G1, G2 are Polish groups, and f is a Borel measurable map, so the image Im(f) is an
analytic space. Let H1 denote the kernel of f . Given G1/H1 the quotient measurable structure, the
essential map f : G1/H1 −→ Im(f) is a bijective measurable map between two analytic spaces, so
it is also measurable isomorphic. Since Im(f) is a countably generated(cf. [Ma2, p.137]) measurable
space, so is G1/H1. By Theorem 7.2 in [Ma2], H1 is a closed subset of G1, and
G1
H1
is also a second-
countable locally compact Hausdorff group. Let O be the classes of open subsets of G1
H1
, and let O′
be the classes of inverse images of open subsets of Im(f) in G1
H1
. Then O ∪O′ as the classes of open
subbases can generate a topology on G1
H1
. Under such new topology, the Borel structure of G1
H1
does
not change, and it also admits a left invariant measure. By Theorem 7.1 in [Ma2], G1
H1
only can admit
a unique locally compact structure comparable with the Borel structure. Hence O′ ⊆ O. Then f is
continuous, so is f itself. 
Let us consider much subtle case that the above Gi both are separable groups. Here the separable
means that Gi contains a countable dense set. For the difference between separable and countably
separated([Ma2]), one can also refer to the modern book [CoHa].
Lemma 2.35. Let G1, G2 be two separable locally compact Hausdorff groups. If f : G1 −→ G2 is a
Borel group morphism, then it is also continuous.
Proof. Let µG1 , µG2 be two left Haar measures on G1, G2 respectively. Let U2 be a non-empty open
neighborhood of the identity element of G2 with compact closure, so that 0 < µG2(U2) < +∞. Then
∃ an open subset V2 of G2, such that 1G2 ∈ V2, V
−1
2 = V2, V2V2 ⊆ U2. Let {xn} be a countable
dense subset of G2. For any g ∈ G2, ∃xk, such that xk ∈ gV2, so g ∈ xkV
−1
2 = xkV2. Hence
G2 = ∪nxnV2. Then G1 = f−1(∪nxnV2) = ∪nf−1(xn)f−1(V2). Now f−1(V2) is also a Borel set.
Hence 0 6= µG1(G1) ≤
∑
n µG1(f
−1(xn)f
−1(V2)) =
∑
n µG1(f
−1(V2)) which implies µG1(f
−1(V2)) > 0.
By the general regularized property(cf. Prop.7.2.6 in [Co]) of µG1 , there exists a compact subset
K1 ⊆ f−1(V2), such that 0 < µG1(K1) < +∞. By [HeRo1, p.296, Coro.], or [We1, Appendice],
K1K
−1
1 contains a neighborhood of 1G1. Hence f
−1(U2) ⊇ f−1(V2V
−1
2 ) ⊇ K1K
−1
1 . Hence f is
continuous. 
2.6.2. Moore Measurable cohomology. Go back to the case that G is a second-countable compact
Hausdorff group. Let T = {x ∈ C× | |x| = 1} be the cycle group. Let H2m(G,T) denote one
Moore measurable cohomology group in [Mo1]. Here we always choose a 2-cycle α(−,−) such that
α(1, g) = α(g, 1) = 1.1 For such cocyle α, we can associate to a group Gα of elements (g, t) with
g ∈ G, t ∈ T. The group law is defined by (g1, t1) · (g2, t2) = (g1g2, α(g1, g2)t1t2). Then Gα is a Borel
1For the general cocycle, by the equality α(xy, z)α(x, y) = α(x, yz)α(y, z), we can get α(g, 1) = α(1, g) = α(1, 1).
To simply the discussion, one can also choose a normalized cocycle as given in [KlLi].
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group, under the product Borel structure of G × T. Moreover, G × T is a Polish space, and Gα is
also a Polish group. The following very non-trivial results came from Mackey, Moore.
Lemma 2.36. (1) Gα admits a uniquely locally compact group structure with the above Borel
sets.
(2) 1 −→ T
i
−→ Gα
p
−→ G −→ 1 is a central extension of topological groups in the sense of
Moore in [Mo2].
Proof. For (1), see [Ma3, pp.269-270]. For (2), by Lemma 2.34, i and p both are continuous maps.
Since T is a compact group, the image i(T) lying in the center of Gα is compact and closed. Then
the induced map from Gα/i(T) to G is a bijective continuous group map. Since G
α
i(T) is σ-compact, it
is also homeomorphic. 
2.6.3. Projective representations.
Definition 2.37. A unitary α-projective representation (π, V ) of G is a continuous map π : G −→
U(V ), for a separable Hilbert vector space V , such that π(g1)π(g2) = α(g1, g2)π(g1g2), for a 2-cocycle
α(−,−) of some class in the measurable cohomology H2m(G,T).
For each α-projective representation (π, V ), we can associate a unitary representation (πα, V α)
of Gα, defined by πα([g, t])v = tπ(g)v, for g ∈ G, v ∈ V α = V . Note that (1) the two canonical
projections p1 : G
α −→ G, p2 : Gα −→ T, both are continuous, (2) the restriction πα|T = idT.
Conversely, every unitary representation (ρα,W α) satisfying ρα|T = idT, arises from an α-projective
representation of G in such form.
Let (πi, Vi) be two non-zero αi-projective representations of G, i = 1, 2. Call T a φ-projective G-
intertwining operator or a φ-projective G-morphism, from π1 to π2 if (1) T : V1 −→ V2, is a bounded
linear operator, (2) φ : G −→ C× is a Borel map, (3) T ◦ π1(g) = φ(g)π2(g) ◦ T , for any g ∈ G. Let
HomφG(V1, V2), or Hom
φ
G(π1, π2) denote all these operators. If φ is the trivial map, we call T a linear
G-morphism.
Lemma 2.38. If HomφG(V1, V2) 6= 0, then
(1) φ is a continuous map from G to T,
(2) α1, α2 represent the same class in H
2
m(G,T),
(3) HomφG(π1, π2) is a Banach subspace of B(V1, V2).
Proof. 1) Let 0 6= T ∈ HomφG(V1, V2). Then ‖T ◦ π1(g)‖ = ‖φ(g)π2(g) ◦ T‖, which implies the image
of φ lies in T. Moreover, for g1, g2 ∈ G,
|φ(g1)− φ(g2)| · ‖T‖ = ‖φ(g1)T − φ(g2)T‖ = ‖π2(g
−1
1 ) ◦ T ◦ π1(g1)− π2(g
−1
2 ) ◦ T ◦ π1(g2)‖
≤ ‖π2(g
−1
1 ) ◦ T ◦ π1(g1)− π2(g
−1
1 ) ◦ T ◦ π1(g2)‖+ ‖π2(g
−1
1 ) ◦ T ◦ π1(g2)− π2(g
−1
2 ) ◦ T ◦ π1(g2)‖
≤ ‖T‖ · ‖π1(g1)− π1(g2)‖+ ‖T‖ · ‖π2(g
−1
1 )− π2(g
−1
2 )‖.
Hence |φ(g1)−φ(g2)| ≤ ‖π1(g1)−π1(g2)‖+‖π2(g
−1
1 )−π2(g
−1
2 )‖, which implies that φ is a continuous
map.
2) Choose v ∈ V1, such that T (v) 6= 0. For g1, g2 ∈ G, φ(g1)φ(g2)α2(g1, g2)π2(g1g2)T (v) =
φ(g1)φ(g2)π2(g1)π2(g2)T (v) = φ(g1)π2(g1)T (π1(g2)v) = T (π1(g1)π1(g2)v) = T (π1(g1g2)α1(g1, g2)v) =
α1(g1, g2)φ(g1g2)π2(g1g2)T (v), so φ(g1)φ(g2)φ
−1(g1g2)α2(g1, g2) = α1(g1, g2).
3) We can define a continuous right action of G on B(V1, V2) by T g = φ−1(g)π2(g−1) ◦ T ◦ π1(g), for
g ∈ G. Then HomφG(π1, π2) is just the G-stable closed subspace of B(V1, V2). 
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Corollary 2.39. If α1 = α2, then Hom
φ
G(V1, V2) = 0 unless φ is a character from G to T. In
particular, π1 = π2, the classes of all projective G-morphisms End
P
G(V1) = ∪φ End
φ
G(V1), as φ runs
through all characters of G.
Corollary 2.40. If α1 = α2, Hom
1
G(V1, V2) ≃ HomGα1 (V
α1
1 , V
α1
2 ).
For the general case, assume α1(g1, g2) = φ(g1)φ(g2)φ
−1(g1g2)α2(g1, g2), for gi ∈ G. Then there
exists a group isomorphism ιφ : G
α1 −→ Gα2 ; [g, t] −→ [g, φ(g)t]. By Lemma 2.34, it is also an
isomorphism of compact groups. Let πα22 ◦ ιφ be the inflation representation of G
α1 from πα22 by ιφ.
For such πi, we have:
Lemma 2.41. HomφG(π1, π2) ≃ HomGα1 (π
α1
1 , π
α2
2 ◦ ιφ), as Banach spaces.
Proof. The identity map T −→ T , gives a bijection. 
Definition 2.42. (1) Call π1 projective equivalent to π2, if there exists a bijective unitary G-
morphism T ∈ HomφG(V1, V2), for some φ.
(2) Call π1 linear equivalent to π2, if there exists a bijective unitary G-morphism T ∈
Hom1G(V1, V2).
According to the discussion in [Ma3], analogue of ordinary representations, one can define projec-
tive subrepresentations, irreducible projective representations, admissible projective representations,
projective tensor representations, different Hom-subspaces, and so on. Many results can be trans-
ferred to the ordinary representation case by lifting to the corresponding central extension group.
For example, two projective representations π1 and π2 are projective equivalence if we can find a bi-
jective projective G-morphism between them.(See Theorem 2.1). Here we only rewrite the definition
of projective induced representation.
Keep the notations of subsection 2.4. Let H be a closed subgroup of G. Let (σ,W ) be an ω-
projective representation of G, for some 2-cocyle ω representing some class in H2m(H,T). Let Ω be a
2-cocyle representing some class in H2m(G,T), such that Ω|H×H = ω.
Lemma 2.43. Hω is a closed subgroup of GΩ.
Proof. The embedding map ι : Hω −→ GΩ is a Borel group map, so it is also continuous. As Hω is
a compact group, it is isomorphic to ι(Hω), which is a compact subgroup of GΩ. 
Let (σω,W ω) be the ordinary representation of Hω arising from (σ,W ). By section 2.4, we can
define the induced representation (IndG
Ω
Hω σ
ω, IndG
Ω
Hω W
ω). The restriction of it to G defines an Ω-
projective representation of G, called the projective induced representation from (σω,W ω), denoted
by (π = IndG,ΩH,ω σ, V = Ind
G,Ω
H,ωW ) from now on. Let us also write down the explicit realization by
following section 2.4. Let L2(H \G,W ; σω) be the space of elements ϕ : G −→W such that
(1) for each w ∈ W , g −→ 〈ϕ(g), w〉W is a measurable function,
(2) ϕ(hg) = α−1(h, g)σ(h)ϕ(g), for all h ∈ H , almost all g ∈ G,
(3)
∫
x∈H\G
‖ϕ(x)‖2WdνH\G(x) < +∞.
For two such elements ϕ, ψ, the inner product 〈ϕ, ψ〉V =
∫
x∈H\G
〈ϕ(x), ψ〉WdνH\G(x). The action
of G on L2(H \ G,W ; σ) is defined as π(g)(ϕ)(x) = ϕ(xg)Ω(x, g), for x, g ∈ G. Let N = {ϕ ∈
L2(H \G,W ; σω) | ‖ϕ‖V = 0}. We can identify Ind
G,Ω
H,ωW with L
2(H \G,W ; σω)/N .
Theorem 2.44 (Frobenius reciprocity). Keep the above notations. Assume that (π1, V1) is an Ω-
projective representation of G.
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(1) If σ, π1 both are admissible representations, then HS−Hom
1
G(Ind
G,Ω
H,ω σ, π1) ≃
HS−Hom1H(σ,Res
G,Ω
H,ω π1), as Hilbert spaces.
(2) If V1 has finite dimension, then Hom
1
G(Ind
G,Ω
H,ω σ, π1) ∼ Hom
1
H(σ,Res
G,Ω
H,ω π1), as Banach spaces.
Proof. See Thms. 2.30, 2.33, Coro. 2.40. 
2.7. Mackey-Clifford theory. Mackey-Clifford’s theory is a vast subject. Here we shall only
present the related results for later use by following [CuRe, §11C], [Is, Chap.5], [KaTa], [Ma3],
[Ri]. Let H be a normal closed subgroup of G.
Theorem 2.45 (Clifford-Mackey). Let (π, V ) ∈ Ĝ. Then:
(1) RH(π) is a non-empty finite set.
(2) If σ1, σ2 ∈ RH(π), then there is an element g ∈ G such that σ2 ≃ σ
g
1, where σ
g
1(h) :=
σ1(ghg
−1) for h ∈ H.
(3) There is a positive integer m such that ResGH π ≃
∑
σ∈RH (pi)
mσ.
(4) Let (σ,W ) be an irreducible constituent of (ResGH π,Res
G
H V ). Then:
(a) IG(σ) = {g ∈ G | σg ≃ σ} is an open subgroup of G.
(b) The isotypic component mσ of σ in ResGH π is an irreducible representation of IG(σ),
denoted by (σ˜, W˜ ).
(c) ResGH π = ⊕σ∈RH (pi)σ˜ with σ˜|H ≃ mσ.
(5) The action of G on the set RH(π) is transitive. Moreover, #RH(π) = [G : IG(σ)].
(6) π ≃ IndGIG(σ) σ˜, for any σ ∈ RH(π).
Proof. Parts (1)(2)(3): Since dimV < +∞, ResGH π has finite length, and then RH(π) 6= ∅. Assume
both (σ1, V1), (σ2, V2) are irreducible constituents of (Res
G
H π,Res
G
H V ), then V =
∑
g′∈G π(g
′)V1.
Hence there exists g, such that g−1V1 ≃ V2 as H-modules, which implies that σ2 ≃ σ
g
1 . Hence
mH(π, σ1) = mH(π
g, σg1) = mH(π, σ2). So part (3) follows.
Parts (4)(5): Let {e1, · · · , en} be an orthonormal basis of W . Then for h ∈ H , Tr σg(h) =∑n
i=1〈σ(ghg
−1)ei, ei〉 =
∑n
i=1〈π(h)π(g
−1)ei, π(g
−1)ei〉. Hence (g, h) −→ Tr σg(h) is a continuous
map from G × H to C. Now IG(σ) = {g ∈ G | Tr σg(h) = Tr σ(h), ∀h ∈ H}. Hence IG(σ) is
a closed subgroup of G. Assume RH(π) = {σg1 , · · · , σgn}, for some g1 = 1, · · · , gn ∈ G. Then
IG(σ
gi) = g−1i IG(σ)gi. Moreover, we can define a right G-action on RH(π), by (g, σ
gi) 7−→ σgig; it is
clear that this action is transitive, and StabG(σ) = IG(σ). Hence (5) is right. Consequently, IG(σ) is
open. The σ-isotypic component W˜ is IG(σ)-stable. Moreover, for any 0 6= v ∈ W˜ , π(C[IG(σ)])v 6= 0
contains an irreducible H-submodule, say σ′. Now σ′ ≃ σ. Then W˜ = ⊕mj=1π(gj)σ
′, for some gj ∈ G.
Clearly, these gi ∈ IG(σ). Hence π(C[IG(σ)])v = W˜ , σ˜ is an irreducible IG(σ)-module.
(6) Both π, IndGIG(σ) σ˜ have finite dimensions. Assume G = ⊔
n
i=1IG(σ)ai, with a1 = 1. By Mackey’s
discrete decomposition theorem 2.27, ResGH Ind
G
IG(σ)
σ˜ ≃ ⊕ni=1σ˜
ai |H . Note that σ˜ai |H has no σ-
component, unless i = 1. Hence HomG(Ind
G
IG(σ)
σ˜, π) ≃ HomIG(σ)(σ˜, π) ≃ C; EndG(Ind
G
IG(σ)
σ˜) ≃
HomIG(σ)(σ˜, Ind
G
IG(σ)
σ˜) ≃ EndIG(σ)(σ˜) ≃ C. So (6) is right. 
The following lemma is a technique result for the reason of Borel structure.
Lemma 2.46. (σ,W ) can extend to be an α-projective representation of IG(σ), for some 2-cocyle
α(−,−) from IG(σ)
H
× IG(σ)
H
to T.
16 CHUN-HUI WANG
Proof. See [Ma3, p.298, Thm. 8.2] or [KlLi, p.470, Section 4]. 
Lemma 2.47. If (σ1,W ), (σ2,W ) are two projective extensions of σ, then σ1 is projectively equivalent
to σ2.
Proof. Assume σi is an αi-projective representations of IG(σ). Consider the continuous right action
of IG(σ) on HomH(σ1, σ2) by ϕ
g(v) = σ2(g
−1)ϕ(σ1(g)v), for v ∈ W , g ∈ IG(σ), ϕ ∈ HomH(σ1, σ2).
Let us fix a non-zero element Φ ∈ HomH(σ1, σ2). Then each Φ
g = cgΦ, for some cg ∈ T. Hence
φ : g −→ cg is a continuous map from
IG(σ)
H
to T. This means that Φ ∈ HomφIG(σ)(σ1, σ2). Note that
Φ is a bijective map. 
Let us fix one extension, and write also (σ,W ). For g ∈ G, let us write ǫg = σ(g). Let U =
HomH(σ, σ˜), endowed with the IG(σ)-action as follows: σ
′ : IG(σ)× U −→ U ; (g, ϕ) 7−→ g · ϕ, where
g · ϕ = σ˜(g) ◦ ϕ ◦ ǫ−1g .
Lemma 2.48. (1) σ′ is an α−1-projective representation of IG(σ).
(2) σ ⊗ σ′ ≃ σ˜, as IG(σ)-linear equivalence.
(3) If there exists another σ ⊗ σ′′ ≃ σ˜, then σ′′ is linearly equivalent to σ′.
Proof. 1) For g1, g2 ∈ IG(σ), ϕ ∈ U , σ
′(g1)σ
′(g2)ϕ = σ˜(g1)◦[σ
′(g2)ϕ]◦ǫ
−1
g1 = σ˜(g1)◦σ˜(g2)◦ϕ◦ǫ
−1
g2 ◦ǫ
−1
g1 =
σ˜(g1g2) ◦ ϕ ◦ ǫ−1g1g2α
−1(g1, g2) = α
−1(g1, g2)σ
′(g1g2)ϕ.
2) Let us define a linear map F : W ⊗ U −→ W˜ by w ⊗ ϕ 7−→ ϕ(w). For g ∈ IG(σ), F (σ(g)w ⊗
σ′(g)ϕ) = [σ′(g)ϕ](σ(g)w) = σ˜(g)ϕ(ǫ−1g σ(g)w) = σ˜(g)ϕ(w) = σ˜(g)F (w ⊗ ϕ). Since F 6= 0, and σ˜
is an irreducible IG(σ)-module, F is an isomorphism. Consequently, σ
′ is an irreducible projective
representation of IG(σ).
3) See [Ma3, p.301]. 
Analogue of Theorem 2.26, we have:
Lemma 2.49. Ind
IG(σ)
H σ ≃ σ⊗̂ Ind
IG(σ),α
−1
H,α−1 C.
Proof. Note that Ind
IG(σ)
α
IG(σ)α
σα ⊗ IndIG(σ)
α−1
Hα−1
Cα
−1
≃ IndIG(σ)
α×IG(σ)
α−1
IG(σ)α×Hα
−1 (σ
α ⊗ Cα
−1
). Let [IG(σ) ×
IG(σ)]
α×α−1 be the central group extension of [IG(σ) × IG(σ)] by T associated to α × α−1. Then
there exists a short sequence 1 −→ T
ι
−→ IG(σ)α × IG(σ)α
−1 κ
−→ [IG(σ) × IG(σ)]α×α
−1
−→ 1,
where ι(t) = [(1, t), (1, t−1)], κ([(g1, t1), (g2, t2)]) = [(g1, g2), t1t2], for t, ti ∈ T, gi ∈ IG(σ). Simi-
larly, there exists another short sequence 1 −→ T
ι
−→ IG(σ)α × Hα
−1 κ
−→ [IG(σ) ×H ]α×α
−1
−→ 1.
Let κ′ : IG(σ)
α×IG(σ)
α−1
T −→ [IG(σ) × IG(σ)]
α×α−1 be the group isomorphism. By Theorem 2.29,
Ind
IG(σ)
α×IG(σ)
α−1
IG(σ)α×Hα
−1 (σ
α ⊗ Cα
−1
) ≃ [Ind[IG(σ)×IG(σ)]
α×α−1
[IG(σ)×H]α×α
−1 (σ ⊗ C)] ◦ κ′. The group IG(σ) can embed in
[IG(σ) × IG(σ)]α×α
−1
, with the image, denoted by ∆IG(σ). Moreover ∆IG(σ)[IG(σ) × H ]α×α
−1
=
[IG(σ) × IG(σ)]α×α
−1
, and ∆IG(σ) ∩ [IG(σ) × H ]α×α
−1
= ∆H . Applying Example 2.28, we obtain
Ind
∆IG(σ)
∆H σ⊗C ≃ Res
[IG(σ)×H]
α×α−1
∆IG(σ)
(
Ind
[IG(σ)×IG(σ)]
α×α−1
[IG(σ)×H]α×α
−1 (σ⊗C)
)
, which is essentially the result. 
Let p : IG(σ) −→
IG(σ)
H
be the projection. Analogue of Theorem 2.29, we have:
Lemma 2.50. Ind
IG(σ),α
−1
H,α−1 C ≃ (Ind
IG(σ)
H
,α−1
H
H
,1
C) ◦ p, linear equivalence.
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Proof. We can lift both projective representations to ordinary representations of IG(σ)
α−1 . The
left hand side is the representation Ind
IG(σ)
α−1
Hα−1
Cα
−1
, and the right hand side is the representation
[Ind
(
IG(σ)
H
)α
−1
(H
H
)α−1
Cα
−1
] ◦ P , where P is the projection IG(σ)α
−1
−→ IG(σ)
α−1
Hα−1
. By Kaniuth-Taylor’s the-
orem, these two ordinary representations are unitary equivalence. Hence the restricted projective
representations are also linearly unitary equivalence. 
Notice that the restriction of α−1 to H × H is trivial. Let PIrr( IG(σ)
H
) (resp. PIrrα−1(
IG(σ)
H
))
denote the set of linear equivalence classes of irreducible unitary projective (resp. α−1-projective)
representations of IG(σ)
H
.
Theorem 2.51 (Clifford-Mackey). (1) If σ˜1 ∈ RIG(σ)(Ind
IG(σ)
H σ), then
(a) σ˜1|H ≃ m1σ, for some positive integer m1,
(b) π1 = Ind
G
IG(σ)
σ˜1 is an irreducible representation of G,
(c) π1 ∈ RG(Ind
G
H σ),
(d) mG(π1, Ind
G
H σ) = mH(σ˜1, σ) = m1.
(2) IndGIG(σ) : RIG(σ)(Ind
IG(σ)
H σ) −→ RG(Ind
G
H σ); σ˜i 7−→ Ind
G
IG(σ)
σ˜i, is a bijective map.
(3) For any σ˜i ∈ RIG(σ)(Ind
IG(σ)
H σ), there exists a δi ∈ PIrrα−1(
IG(σ)
H
), such that σ ⊗ δi ≃ σ˜i, as
ordinary representations.
(4) σ⊗ : PIrrα−1(
IG(σ)
H
) −→ RIG(σ)(Ind
IG(σ)
H σ); δi 7−→ σ ⊗ δi, is a well-defined bijective map.
Proof. (1)(a) σ˜1|H is a semi-simple representation of finite dimension. As σ ∈ RH(σ˜1), σ˜1|H ≃
⊕m1i=1σ
gi, for some gi ∈ IG(σ). Hence σgi ≃ σ, and σ˜1|H ≃ m1σ.
(b) IndGIG(σ) σ˜1 is a semi-simple representation of finite dimension. Moreover, by the proof of the
above theorem 2.45 (6), EndG(π1) ≃ C.
(c) It is clear right.
(d) mG(π1, Ind
G
H σ) = mH(π1, σ) = mH(σ˜1, σ).
(2) By (1)(b)(c), the map is well-defined and injective. The surjection comes from the above theorem
2.45(4)(6).
Parts (3)(4) can deduce from Lemmas 2.47, 2.48, 2.49, 2.50. Or see [Ma3, Section 8] directly. 
2.8. Example. Assume G
H
is an abelian compact group. Keep the notations. Note that G
H
is compact,
so the image of a character is also compact and lies in T.
Lemma 2.52. If (π1, V1), (π2, V2) ∈ RG(Ind
G
H σ), then π1 ≃ π2 ⊗ χ, for some χ ∈ Irr(
G
H
) = (̂G
H
).
Proof. Consider the finite-dimensional vector space HomH(V1, V2). Define an action of G or
G
H
on it
by ϕg = π2(g
−1) ◦ϕ ◦ π1(g), for g ∈ G. Then there exists a non-zero element F , and χ ∈ Irr(
G
H
) such
that F g = χ(g)F , for any g ∈ G. Then F ∈ HomG(π1, π2 ⊗ χ). Since π1, π2 ⊗ χ both are irreducible
representations, π1 ≃ π2 ⊗ χ. 
Lemma 2.53. Keep the notations of Theorem 2.51. If δ1 ∈ PIrrα−1(
IG(σ)
H
), then PIrrα−1(
IG(σ)
H
) =
{δ1 ⊗ χi | χi ∈ (̂
IG(σ)
H
)}. Moreover, #{χi | δ1 ⊗ χi ≃ δ1} = (dim δ1)2.
Proof. By Lemma 2.49, Ind
IG(σ)
H σ ≃ σ⊗̂ Ind
IG(σ),α
−1
H,α−1 C. Let δ
α−1
1 be the lifting representation
of IG(σ)
α−1 from δ1. Note that H
α−1 is also a normal subgroup of IG(σ)
α−1 , and IG(σ)
α−1
Hα−1
≃
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IG(σ)
H
. The inclusion Cα
−1
→֒ δα
−1
1 implies Ind
IG(σ)
α−1
Hα−1
Cα
−1
→֒ IndIG(σ)
α−1
Hα−1
δα
−1
1 . The right side
Ind
IG(σ)
α−1
Hα−1
δα
−1
1 ≃ δ
α−1
1 ⊗̂ Ind
IG(σ)
α−1
Hα−1
C ≃ δα
−1
1 ⊗̂ Ind
IG(σ)
α−1
Hα
−1
Hα
−1
Hα
−1
C ≃ δα
−1
1 ⊗̂ Ind
IG(σ)
H
1 C ≃ δ
α−1
1 ⊗̂L
2( IG(σ)
H
).
Now IG(σ)
H
is an abelian group, so the first statement follows. Let δ˜1 = σ ⊗ δ1. Then
mIG(σ)(Ind
IG(σ)
H σ, δ˜1) = mH(σ, δ˜1) = dim δ1, mIG(σ)α−1 (Ind
IG(σ)
α−1
Hα−1
Cα
−1
, δα
−1
1 ) = mHα−1 (C
α−1 , δα
−1
1 ) =
dim δ1, mIG(σ)α−1 (Ind
IG(σ)
α−1
Hα−1
δα
−1
1 , δ
α−1
1 ) = mHα−1 (δ
α−1
1 , δ
α−1
1 ) = (dim δ1)
2. Hence the second state-
ment holds. 
Lemma 2.54. Keep the notations of Theorem 2.51. For g ∈ G, δg1 ≃ δ1, and σ˜
g
1 ≃ σ
g ⊗ δ1.
Proof. Since δ1 is an α
−1-projective representation of IG(σ)
H
, for g1 ∈ IG(σ), δ
g
1(g1) = δ1(gg1g
−1) =
δ1(g1). 
Lemma 2.55. If #G
H
is a finite cyclic group, then H2(G
H
,T) = 0.
Proof. See [CuRe, Prop. 11.46, Coro. 11.47]. 
Lemma 2.56. Keep the notations of Theorem 2.51. If #G
H
is a finite cyclic group, then ResGH π is
multiplicity-free.
Proof. In this case, [α] ∈ H2( IG(σ)
H
,T) = 0. So ( IG(σ)
H
)α
−1
≃ IG(σ)
H
× T, which is also an abelian
group. Since σ˜1 ≃ σ ⊗ δ1, as projective representations, and δα
−1
1 is an irreducible representation of
( IG(σ)
H
)α
−1
, we can assert dim δ1 = 1, and σ˜1|H ≃ σ. 
For π ∈ Ĝ, assume σ ∈ RH(π), and π ≃ Ind
G
IG(σ)
σ˜, σ˜ ≃ σ ⊗ δ as projective representations. Let
f = [G : IG(σ)], e = dim(δ).
Lemma 2.57. If π ≃ π ⊗ χ, for any χ ∈ (̂G
H
), then:
(1) [IG(σ) : H ] = e
2, [G : H ] = e2f ,
(2) Ind
IG(σ)
H σ ≃ eσ˜.
Proof. Under the hypothesis, IndGH π ≃ π⊗̂ Ind
G
H C ≃ π⊗̂ Ind
G
H
1 C ≃ π⊗̂L
2(G
H
). Hence RG(Ind
G
H π) =
{π ⊗ χ} = {π}. So RG(Ind
G
H σ) = {π}. By Theorem 2.51, RIG(σ)(Ind
IG(σ)
H σ) = {σ˜}. Thus,
# IG(σ)
H
= (dim δ)2 by the above lemma 2.53. Hence #G
H
= fe2 < +∞. Moreover, mH(σ˜, σ) =
mIG(σ)(σ˜, Ind
IG(σ)
H σ) = e. 
Let (π, V ) ∈ Ĝ. For (σ1,W1), (σ2,W2) ∈ RH(π), IG(σ1) = IG(σ2).
Lemma 2.58. The 2-cocyles αi(−,−) associated to σ1, σ2 respectively as in Lemma 2.46, can be
chosen to be the same cocycle.
Proof. Assume σ2 ≃ σ
g
1 , for some g ∈ G. For simplicity, assume they are equal. For h1, h2 ∈ IG(σ1),
σg1(h1)σ
g
2(h2) = σ1(gh1g
−1)σ1(gh2g
−1) = α1(gh1g
−1, gh2g
−1)σg1(h1h2). Notice that α1 is defined from
IG(σ1)
H
× IG(σ1)
H
to T. In our case, IG(σ1)
H
and G
H
both are abelian groups. Hence α1(gh1g
−1, gh2g
−1) =
α1(h1, h2). 
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2.9. Rieffel Equivalence. Following the idea of Rieffel in [Ri], we can define some equivalence
relations on Ĝ as well as Ĥ .
Lemma 2.59. (1) For π1, π2 ∈ Ĝ, if RH(π1) ∩ RH(π2) 6= ∅ then RH(π1) = RH(π2);
(2) For σ1, σ2 ∈ Ĥ, if RG(Ind
G
H σ1) ∩ RG(Ind
G
H σ2) 6= ∅ then RG(Ind
G
H σ1) = RG(Ind
G
H σ2).
Proof. 1) Assume σ ∈ RH(π1) ∩RH(π2), then RH(π1) = {σg | g ∈ G} = RH(π2).
2) Assume π ∈ RG(Ind
G
H σ1) ∩RG(Ind
G
H σ2), then σ1, σ2 ∈ RH(π), and σ2 ≃ σ
g
1 , for some g ∈ G. By
[KaTa, p.90, Pro. 2.39], IndGH σ1 ≃ Ind
G
H σ
g
1 ≃ Ind
G
H σ2. Hence the result holds. 
For π1, π2 ∈ Ĝ, we call π1 ∼(G,H) π2 if RH(π1) = RH(π2). Clearly, ∼(G,H) defines an equivalence
relation on Ĝ. For σ1, σ2 ∈ Ĥ , we call σ1 ∼(G,H) σ2 if RG(Ind
G
H σ1) = RG(Ind
G
H σ2).
Lemma 2.60. (1) If π1 ∼(G,H) π2, then for any σi ∈ RH(Res
G
H πi), σ1 ∼(G,H) σ2;
(2) If σ1 ∼(G,H) σ2, then for any πi ∈ RG(Ind
G
H σi), π1 ∼(G,H) π2.
Proof. 1) In this case, σ2 ≃ σ
g
1 , for some g ∈ G, so σ1 ∼(G,H) σ2.
2) In this case, σi ∈ RH(π), for some π ∈ Ĝ. Hence σ2 ≃ σ
g
1 , for some g ∈ G. Then σ
g
1 ∈
RH(π1) ∩ RH(π2). By the above lemma 2.59, π1 ∼(G,H) π2. 
Therefore without regard for the multiplicity, there exists the following correspondence:
Ĥ
∼(G,H)
⇐⇒
IndGH
ResGH
Ĝ
∼(G,H)
.
Lemma 2.61. If G is an abelian group, then:
(1) Ĥ
∼(G,H)
, Ĝ
∼(G,H)
both are also groups,
(2) IndGH :
Ĥ
∼(G,H)
−→ Ĝ
∼(G,H)
is a group isomorphism.
Proof. For χ1, χ2 ∈ Ĥ , χ1 ∼(G,H) χ2 iff ∃g ∈ G such that χ2 ≃ χ
g
1 = χ1 iff χ1 = χ2. For Σ1,Σ2 ∈ Ĝ,
then Σ1 ∼(G,H) Σ2 iff Σ2|H = Σ1|H . So
Ĥ
∼(G,H)
, Ĝ
∼(G,H)
are isomorphic groups. 
For the general compact group G, one can consider the character group XG of G. We leave the
reader to continue the thinking by using the sheaf language.
3. Theta representations of compact groups
Let us recall some notions from smooth representations of p-adic groups. Let G1, G2 be two
compact groups.
3.1. Greatest π-isotypic quotient. Let (π, V ) be a unitary representation of G1 × G2. Define
RGi(π) = {πi ∈ Ĝi | mGi(π, πi) 6= 0}. Let V [π1] = ∩ϕ∈HomG1 (V,V1) ker(ϕ), for (π1, V1) ∈ RGi(π), and
V ′pi1 = V/V [π1], called the greatest π1-isotypic quotient.
Lemma 3.1. The greatest π1-isotypic quotient V
′
pi1 is isomorphic to the π1-isotrypic component Vpi1
of π|G1, as G1 ×G2-modules.
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Proof. Assume V = ⊕ρ∈Ĝ1Vρ, where Vρ is the ρ-isotypic component of V . Let Ppi1 be the projection
from V to Vpi1. Assume Vpi1 ≃ ⊗̂i∈IV
(i)
1 , with each V
(i)
1 ≃ V1 as G1-modules. Let pi : Vpi1 −→ V
(i)
1
be the projection. Then pi ◦ Ppi1 ∈ HomG1(V, V1), and ∩i ker(pi ◦ Ppi1) = (Vpi1)
⊥ = kerPpi1. So
V [π1] ⊆ (Vpi1)
⊥. Moreover, for any 0 6= ϕ ∈ HomG1(V, V1), the induced map ϕ : V/ ker(ϕ) −→ V1
is G1-isomorphic. Then ker(ϕ)
⊥ ≃ V1, which means ker(ϕ)⊥ ⊆ Vpi1. Hence ker(ϕ) ⊇ (Vpi1)
⊥. So
V [π1] ⊇ (Vpi1)
⊥, and then they must equal. Notice also that V [π1] = (Vpi1)
⊥, as G1 × G2-modules.
Hence the result holds. 
3.2. Waldspurger’s local radical results. The p-adic version of the next two results came from
[MoViWa, pp.45-47].
Lemma 3.2. For (π1, V1) ∈ Ĝ1, (π2, V2) ∈ Rep(G2), if a closed vector subspace W of V1⊗̂V2 is
G1×G2-invariant, then there is a unique(up to unitarily equivalent) G2-invariant closed subspace V ′2
of V2 such that W ≃ V1⊗̂V
′
2 = V1 ⊗ V
′
2 .
Proof. Assume W 6= 0. Let {e1, · · · , en} be an orthonormal basis of V1. By Lemma 2.18, V1⊗̂V2 =
⊕ni=1ei ⊗ V2. Let V
′
2 = {v2 ∈ V2 | ∃v1 6= 0, such that v1 ⊗ v2 ∈ W}. If 0 6= v1 ⊗ v2 ∈ W , then
π1(C[G1])v1 ⊗ π2(C[G2])v2 ⊆ W , so V1 ⊗ v2 ∈ W . For v′2, v2 ∈ V
′
2 , c1, c2 ∈ C, V1 ⊗ c1v
′
2 + V1 ⊗ c2v2 =
V1⊗ (c1v′2+ c2v2) ∈ W , so c1v
′
2+ c2v2 ∈ V
′
2 . Moreover, for g2 ∈ G2, V1⊗ g2v2 ∈ W . Hence V
′
2 is a G2-
invariant vector subspace of V2. If 0 6= v =
∑m
k=1 eik⊗wk ∈ W , for some wk 6= 0. By Theorem 2.2(5),
there exists ǫj ∈ C[G1] such that π1(ǫj)eik = δjkeij , for 1 ≤ k ≤ m. Then [π1(ǫj) ⊗ π2(1G2)](v) =
eij ⊗ wj ∈ W , which implies wj ∈ V
′
2 . Hence v ∈ V1 ⊗ V
′
2 , and W = V1 ⊗ V
′
2 = ⊕
n
i=1ei ⊗ V
′
2 , which
implies that V ′2 is also a closed subspace of V2.
If there exists another G2-invariant closed subspace V
′′
2 of V2 such that W ≃ V1⊗̂V
′′
2 . Let F be a
unitary G1 × G2-isomorphism from V1 ⊗ V ′2 to V1 ⊗ V
′′
2 . Let {fj | j ≥ 1} be an orthonormal basis
of V ′2 . By Schur’s Lemma, ∃ a unique non-zero element f
′
j ∈ V
′′
2 , such that F (v1 ⊗ fj) = v1 ⊗ f
′
j ,
for any v1 ∈ V1. Hence 1 = ‖ei ⊗ fj‖ = ‖F (ei ⊗ fj)‖ = ‖ei ⊗ f ′j‖ = ‖f
′
j‖. For different j, l,
0 = 〈ei ⊗ fj , ei ⊗ fl〉 = 〈F (ei ⊗ fj), F (ei ⊗ fl)〉 = 〈ei ⊗ f ′j, ei ⊗ f
′
l 〉 = 〈f
′
j, f
′
l 〉. If
∑
k ckfk 6= 0,
then F (v1 ⊗
∑
k ckfk) = v1 ⊗
∑
k ckf
′
k 6= 0, which implies those f
′
k are linearly independent. Hence
fj −→ f ′j , defines a unitary linear map from V
′
2 to V
′′
2 , say ϕ. Then F = 1⊗ϕ, which implies that ϕ
is a G2-isomorphism. 
Lemma 3.3. For (π1, V1) ∈ Ĝ1, (π, V ) ∈ Rep(G1 × G2). Suppose that ∩ ker(ϕ) = 0 for all ϕ ∈
HomG1(V, V1). Then there is a unique(up to unitarily equivalent) representation (π
′
2, V
′
2) of G2 such
that π ≃ π1⊗̂π′2 = π1 ⊗ π
′
2.
Proof. By Lemma 3.1, V is a totally π1-isotypic representation. We take the Hilbert space V
′
2 =
HS−HomG1(V1, V ). Since dimV1 < +∞, HS−HomG1(V1, V ) = HomG1(V1, V ). We can define a G2-
action on V ′2 by g2 · ϕ(v1) = π(g2)ϕ(v1), for ϕ ∈ V
′
2 , g2 ∈ G2. Let {e1, · · · , en} be an othogonormal
basis of V1. Then ‖g2ϕ‖2HS =
∑n
i=1 ‖[g2ϕ](ei)‖
2 = ‖ϕ‖2HS, i.e., g2 is a unitary action on V
′
2 . Moreover,
for gi ∈ G2, ϕi ∈ V ′2 ,
‖g1ϕ1 − g2ϕ2‖
2
HS =
n∑
i=1
‖[g1ϕ1 − g2ϕ2](ei)‖
2
≤
n∑
i=1
(‖g1ϕ1(ei)− g1ϕ2(ei)‖+ ‖g1ϕ2(ei)− g2ϕ2(ei)‖)
2
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≤
n∑
i=1
2‖g1ϕ1(ei)− g1ϕ2(ei)‖
2 +
n∑
i=1
2‖g1ϕ2(ei)− g2ϕ2(ei)‖
2
≤ 2‖ϕ1 − ϕ2‖
2
HS + 2‖(g1 − g2)ϕ2‖
2
HS.
Hence the G2-action on V
′
2 defines a unitary representation of G2, denoted by (π
′
2, V
′
2) from now on.
For v1 ∈ V1, ϕ ∈ HomG1(V1, V ), we can define Φ(v1, ϕ) = ϕ(v1) ∈ V . Then it is a C-bilinear map.
For g1 ∈ G1, g2 ∈ G2, Φ(g1v1 ⊗ g2ϕ) = g2ϕ(g1v) = [g1, g2]ϕ(v). If v1 =
∑n
i=1 ciei, ‖Φ(v1 ⊗ ϕ)‖
2 =
‖ϕ(v1)‖
2 = ‖
∑n
i=1 ciϕ(ei)‖
2 ≤ (
∑n
i=1 |ci|
2)·(
∑n
i=1 ‖ϕ(ei)‖
2) = ‖
∑n
i=1 ciei‖
2·‖ϕ‖2HS = ‖v1‖
2 ·‖ϕ‖2HS =
‖v1 ⊗ ϕ‖2. Hence Φ ∈ HomG1×G2(V1 ⊗ V
′
2 , V ). Let W = ker(Φ), which is a closed G1 ×G2-invariant
subspace of V1⊗V ′2 . By the above lemma, W ≃ V1⊗V
′′
2 , for some closed subspace V
′′
2 of V
′
2 . For any
ϕ ∈ V ′′2 , if ϕ 6= 0, then 0 = Φ(v1 ⊗ ϕ) = ϕ(v1), for all v1 ∈ V1. So ϕ = 0, a contradiction! Therefore
Φ is injective. For any 0 6= v ∈ V , by Theorem 2.4(1), Wv = π(C[G1])v has finite dimension.
Then V1 ⊗ HomG1(V1,Wv) ≃ Wv. Hence Φ is also surjective. By Theorem 2.1, π ≃ π1⊗̂π
′
2, as
G1 ×G2-modules. The uniqueness follows similarly as above. 
Certainly, one can also use some results of C∗-algebras to simply the above proofs.
3.3. Some definitions. Let (π, V ) ∈ Rep(G1 × G2). By Waldspurger’s two lemmas, for (π1, V1) ∈
RG1(π), Vpi1 6= 0, and Vpi1 ≃ π1⊗̂π
′
2, for some π
′
2 ∈ Rep(G2). From now on, we denote this π
′
2 by
Θpi1. Notice that RG2(Θpi1) ⊆ RG2(π). If for each π1 ∈ RG1(π), RG2(Θpi1) only contains one element
θpi1 ∈ Ĝ2, we can draw a map θ1 : RG1(π) −→ RG2(π); π1 7−→ θ1(π1) = θpi1 . To write smoothly, we
give the following definitions. This is just for well writing.
Definition 3.4. Let (π, V ) ∈ Rep(G1 ×G2).
(1) If for each π1 ∈ RG1(π), RG2(Θpi1) contains one element, we will call π a θ1-graphic or a
graphic representation of G1 × G2, associating to the map θ1 : π1 −→ θ1(π1). Similarly, we
can define a θ2-graphic representation.
(2) If π is a θ1 and θ2 representation, we call π a θ-bigraphic or bigraphic representation of
G1 ×G2. In this case, π1 ←→ θ(π1) defines a correspondence, called theta correspondence or
Howe correpondence, between RG1(π) and RG2(π),
(3) If π is a θ-bigraphic and multiplicity-free representation of G1 ×G2, we will π a theta repre-
sentation of G1 ×G2.
We remark that the similar definitions also can be given for projective representations directly or
by lifting onto their central extension groups.
3.4. Main results. Let G1,G2 be two compact groups with two normal subgroups H1, H2 respec-
tively such that G1
H1
≃ G2
H2
under a map γ. Then the graph Γ(γ) ⊆ G1
H1
×G2
H2
. Let p : G1×G2 −→
G1
H1
×G2
H2
be the projection. Let Γ be the inverse image of Γ(γ) in G1 × G2 under the map p. Clearly, Γ is a
closed subgroup of G1 ×G2. Let (ρ,W ) ∈ Rep(Γ).
Theorem 3.5. ResΓH1×H2 ρ is a theta representation of H1 ×H2 iff π = Ind
G1×G2
Γ ρ is a theta repre-
sentation of G1 ×G2.
We divide the proof in the next two subsections.
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3.4.1. (⇒). Assume π1 ⊗ π2 = π1⊗̂π2 ∈ RG1×G2(π). By Frobenius reciprocity(Theorem 2.30), 0 6=
HomG1×G2(π, π1 ⊗ π2) ≃ HomΓ(ρ, π1 ⊗ π2). So we can find ρ0 ∈ RΓ(ρ) ∩ RΓ(π1 ⊗ π2). Assume
σ⊗δ ∈ RH1×H2(ρ0). Since mH1×H2(ρ, σ⊗δ) = 1, mH1×H2(ρ0, σ⊗δ) = 1 = mΓ(ρ, ρ0). For any g1 ∈ G1,
assume (g1, γ(g1)) ∈ Γ. Then ρ
(g1,γ(g1))
0 ≃ ρ0 as Γ-modules, and also as H1 × H2-modules. Hence
σg1 ≃ σ iff δγ(g1) ≃ δ. So γ :
IG1 (σ)
H1
≃
IG2 (σ)
H2
with the graph Γ(γ) = [(IG1(σ)× IG2(δ)) ∩ Γ]/H1 ×H2.
Moreover, [(IG1(σ) × IG2(δ)) ∩ Γ] = IΓ(σ ⊗ δ). Assume π1 ≃ Ind
G1
IG1 (σ)
σ˜, π2 ≃ Ind
G2
IG2 (δ)
δ˜, ρ0 ≃
IndΓIΓ(σ⊗δ) σ˜ ⊗ δ. Assume σ˜ ≃ σ⊗σ1, δ˜ ≃ δ⊗δ1, σ˜ ⊗ δ ≃ σ⊗δ⊗ρ0,(σ,δ), as projective representations.
Assume σ, δ, σ1, δ1, ρ0,(σ,δ) are α-projective, β-projective, α
−1-projective, β−1-projective, α−1× β−1-
projective representations respectively. Since mH1×H2(ρ, σ ⊗ δ) = 1, mH1×H2(σ˜ ⊗ δ, σ ⊗ δ) = 1 and
dim ρ0,(σ,δ) = 1.
Hence HomΓ(ρ0, π1 ⊗ π2) ≃ HomΓ(Ind
Γ
IΓ(σ⊗δ)
σ˜ ⊗ δ, IndG1IG1 (σ)
σ˜ ⊗ IndG2IG2 (δ)
δ˜) ≃
HomIΓ(σ⊗δ)(σ˜ ⊗ δ, Ind
G1
IG1(σ)
σ˜ ⊗ IndG2IG2 (δ)
δ˜) ≃ HomIΓ(σ⊗δ)(σ˜ ⊗ δ, σ˜ ⊗ δ˜) ≃ [HomH1×H2(σ˜ ⊗ δ, σ ⊗ σ1 ⊗
δ ⊗ δ1)]
Γ
H1×H2 ≃ [HomH1×H2(σ˜ ⊗ δ, σ ⊗ δ) ⊗ (σ1 ⊗ δ1)]
Γ
H1×H2 . Hence σ1 is projectively isomorphic to
δ1 ◦ γ, where γ :
IG1 (σ)
H1
≃
IG2(δ)
H2
. Moreover, mΓ(ρ0, π1 ⊗ π2) = 1.
Assume π1⊗π2|Γ ≃ ρ0⊕(⊕ni=1ρi), for some ρi ∈ Γ̂. If for some other i ≥ 1, ρi ∈ RΓ(ρ)∩RΓ(π1⊗π2).
Assume σg1 ⊗ δg2 ∈ RH1×H2(ρi) ∩RH1×H2(π1 ⊗ π2). Assume (g
−1
1 , γ(g
−1
1 )) ∈ Γ. Then σ ⊗ δ
g2γ(g
−1
1 ) ≃
(σg1 ⊗ δg2)(g
−1
1 ,γ(g
−1
1 )) ∈ RH1×H2(ρi) ⊆ RH1×H2(ρ). Since ρ|H1×H2 is a theta representation, δ
g2γ(g
−1
1 ) ≃
δ, and σ ⊗ δ ∈ RH1×H2(ρi). Hence mH1×H2(ρ, σ ⊗ δ) ≥ mH1×H2(ρ0, σ ⊗ δ) +mH1×H2(ρi, σ ⊗ δ) ≥ 2,
a contradiction. Therefore RΓ(ρ) ∩ RΓ(π1 ⊗ π2) = {ρ0}. Since mΓ(ρ, ρ0) = 1 = mΓ(ρ0, π1 ⊗ π2),
mΓ(ρ, π1 ⊗ π2) = 1, which implies that mG1×G2(π, π1 ⊗ π2) = 1.
If π1 ⊗ π′2 ∈ RG1×G2(π), 0 6= HomG1×G2(π, π1 ⊗ π
′
2) ≃ HomΓ(ρ, π1 ⊗ π
′
2). Hence HomH1×H2(ρ, π1 ⊗
π′2) 6= 0, which implies HomH1×H2(ρ, σ ⊗ π
′
2) 6= 0. Since ρ is a theta representation, δ ∈ RH2(π
′
2).
Similar to the above proof, π′2 ≃ Ind
G2
IG2 (δ)
δ˜′, with δ˜′ ≃ δ⊗δ′1 as projective representations. Moreover,
by the above proof, through σ1, we can derive that δ
′
1 is linearly equivalent to δ1. By Theorem
2.51(4), δ˜ ≃ δ˜′ and then π2 ≃ π
′
2. By duality, π1 is also determined by π2 uniquely.
3.4.2. (⇐). Assume σ ⊗ δ ∈ RH1×H2(ρ). Note that G1 × G2 = Γ(G1 × H2) = Γ(H1 × G2). By
Example 2.28, ResG1×G2G1×H2 π ≃ Ind
G1×H2
H1×H2
ρ, ResG1×G2H1×G2 π ≃ Ind
H1×G2
H1×H2
ρ. Assume σ ∈ RH1(π1), for some
(π1, V1) ∈ Ĝ1. By Theorem 2.33,
0 6= HS−HomH1×H2(ρ, π1 ⊗ δ) ≃ HS−HomG1×H2(Ind
G1×H2
H1×H2
ρ, π1 ⊗ δ)
≃ HS−HomG1×H2(Res
G1×G2
G1×H2
π, π1 ⊗ δ) ≃ HS−HomG1×G2(π, π1 ⊗ Ind
G2
H2
δ).
(3.1)
So there exists a unique π2 ∈ RG2(Ind
G2
H2
δ), such that π1⊗ π2 ∈ RG1×G2(π). Certainly, δ ∈ RH2(π2).
Assume nδ = mH(π2, δ). Then mH1×H2(ρ, σ ⊗ δ) ≤ mH1×H2(ρ, π1 ⊗ δ) = mG1×G2(π, π1 ⊗ Ind
G2
H2
δ) =
mG1×G2(π, nδπ1 ⊗ π2) = nδ < +∞. Hence Res
Γ
H1×H2 ρ is an admissible representation. Similarly,
0 6= HS−HomH1×H2(ρ, σ ⊗ π2) ≃ HS−HomG1×G2(π, Ind
G1
H1
σ ⊗ π2). (3.2)
Let us write nσ = mH1(σ, π1), and m = mH1×H2(ρ, σ ⊗ δ). Then by (3.1), nδ ≥ nσm, and
by (3.2), nσ ≥ nδm. Since m,nσ, nδ all are finite positive integers, m = 1 and nσ = nδ.
Go back to (3.1), RH1×H2(ρ) ∩ RH1×H2(π1 ⊗ δ) = {σ ⊗ δ}. If σ
′ ⊗ δ ∈ RH1×H2(ρ), then
0 6= HS−HomH1×H2(ρ, σ
′⊗ π2) ≃ HS−HomG1×G2(π, Ind
G1
H1
σ′ ⊗ π2). Hence π1 ∈ RG1(Ind
G1
H1
σ′), and
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σ′ ∈ RH1(π1). Go back to (3.1), σ
′ ≃ σ. In other words, σ is uniquely determined by δ. By duality,
we can obtain the whole result.
Example 3.6. For G1 = G2 = Γ = G, Ind
G×G
G χ is a theta representation of G×G, for any character
χ of G.
Let Ωi(−,−) be a 2-cocycle representing some class in H
2
m(Gi,T), for each i = 1, 2. Let ωi =
Ωi|Hi×Hi . Let Ω = Ω1 × Ω2, ω = ω1 × ω2, and ωΓ = Ω|Γ. Assume now (ρ,W ) is an ωΓ-projective
representation of Γ.
Corollary 3.7. ResΓ,ωΓH1×H2,ω ρ is an ω-projective theta representation of H1 × H2 iff Ind
G1×G2,Ω
Γ,ωΓ
ρ is
an Ω-projective theta representation of G1 ×G2.
Proof. We can lift both sides to the corresponding ordinary representations. In that case, the result
has been proved above. More precisely, let Hωii , G
Ωi
i be the lifting groups. It can be seen that H
ωi
i is
a normal subgroup of GΩii . Now let γ
Ω be the composite map:
G
Ω1
1
H
ω1
1
≃ G1
H1
γ
≃ G2
H2
≃
G
Ω2
2
H
ω2
2
. Let us write
the graph Γ(γΩ) ≃ Γ˜
ωΓ
H
ω1
1 ×H
ω2
2
. Then there exists a short exact sequence
1 −→ T
ι
−→ Γ˜ωΓ
κ
−→ ΓωΓ −→ 1.
Let ρωΓ be the lifting representation of ΓωΓ from ρ. Through κ, let ρ˜ωΓ = ρωΓ ◦ κ. Similarly,
1 −→ T
ι
−→ Hω11 × H
ω2
2
κ
−→ (H1 × H2)ω −→ 1, 1 −→ T
ι
−→ GΩ11 × G
Ω2
2
κ
−→ (G1 × G2)Ω −→ 1
both are exact sequences of groups. Let κ′ :
G
Ω1
1 ×G
Ω2
2
T ≃ (G1 × G2)
Ω. Moreover, Ind
G
Ω1
1 ×G
Ω2
2
Γ˜ωΓ
ρ˜ωΓ ≃
[Ind
(G1×G2)Ω
ΓωΓ ρ
ωΓ ] ◦ κ′. By the above theorem, ResΓ˜
ωΓ
H
ω1
1 ×H
ω2
2
ρ˜ωΓ is a θ-representation iff Ind
G
Ω1
1 ×G
Ω2
2
Γ˜ωΓ
ρ˜ωΓ
is a θ-representation. This will imply the result. 
3.4.3. Abelian case. Keep the notations, and also assume (ρ,W ) ∈ Rep(Γ). Assume G1
H1
≃ G2
H2
, and
both are abelian groups. Firstly let us present some lemmas. Recall p : G1 ×G2 −→
G1
H1
× G2
H2
. For
gi ∈ Gi, p((g1, g2)Γ(g1, g2)−1) = p(Γ), so (g1, g2)Γ(g1, g2)−1 ⊆ Γ. Dually, Γ is a normal subgroup of
G1 ×G2. Moreover,
G1×G2
Γ
≃ Γ
H1×H2
≃ Gi
Hi
.
Follow the notations in Lemma 2.60. For simplicity, let us write H = H1 ×H2, G = G1 ×G2.
Lemma 3.8. For ρ1, ρ2 ∈ Γ̂,
(1) ρ1 ∼(Γ,H) ρ2 iff ρ1 ≃ ρ2 ⊗ χ, for some χ ∈ (̂
Γ
H
),
(2) ρ1 ∼(G,Γ) ρ2 iff ρ1 ≃ ρ
(g1,g2)
2 , for some (g1, g2) ∈ G.
Proof. 1) If ρ2 ≃ ρ1 ⊗ χ, then RH(ρ1) = RH(ρ2), and ρ1 ∼(Γ,H) ρ2. Conversely, it follows from
Lemma 2.52.
2) It follows from the proof of Lemma 2.59(2). 
Lemma 3.9. Keep the notations.
(1) If ResΓH(ρ1 ⊕ ρ2) is a bigraphic representation, then ρ1 ≁(Γ,H) ρ2 ⇒ ρ1 ≁(G,Γ) ρ2.
(2) If IndGΓ (ρ1 ⊕ ρ2) is a bigraphic representation, then ρ1 ≁(G,Γ) ρ2 ⇒ ρ1 ≁(Γ,H) ρ2.
Proof. 1) ρ1 ≁(G,Γ) ρ2 iff RG(Ind
G
Γ ρ1) ∩ RG(Ind
G
Γ ρ2) = ∅ by Lemma 2.59. Otherwise, by the above
lemma (2), ρ2 ≃ ρ
(g1,g2)
1 , for some (g1, g2) ∈ G. Modulo the group Γ, we assume g1 = 1. Under the
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assumption, we can assert that RH(ρ1) ∩RH(ρ2) 6= ∅, contradicting to ρ1 ≁(Γ,H) ρ2.
2) If ρ1 ∼(Γ,H) ρ2, then ρ2 ≃ ρ1 ⊗ χ, for some χ ∈ (̂
Γ
H
). Let us consider IndGΓ χ ≃ Ind
G
H
Γ
H
χ. Since
Γ
H
, G
H
both are abelian groups, RG
H
(Ind
G
H
Γ
H
χ) contains only characters. Moreover, in this case, we
can choose Ξ = 1 ⊗ χ2 ∈ (̂
G
H
), such that Ξ|Γ = χ. Then Ind
G
Γ ρ2 ≃ [Ind
G
Γ ρ1] ⊗ Ξ. Hence if
π1 ⊗ π2 ∈ RG(Ind
G
Γ ρ1), then π1 ⊗ (π2 ⊗ χ2) ∈ RG(Ind
G
Γ ρ2). Under the assumption, π2 ≃ π2 ⊗ χ2.
Hence RG(Ind
G
Γ ρ1) ∩ RG(Ind
G
Γ ρ2) 6= ∅, contradicting to ρ1 ≁(G,Γ) ρ2. 
Corollary 3.10. ResΓH ρ is a bigraphic representation of H with respect to
Ĥ
∼(G,H)
iff IndGΓ ρ is a
bigraphic representation of G with respect to Ĝ
∼(G,H)
.
Proof. Assume ρ ≃ ⊕̂i∈Iρi, for ρi ∈ Γ̂. For each ρi, RH(ρi) contains only one equivalence class
in Ĥ
∼(G,H)
. For two ρi, ρj , if ∃σi ∈ RH1(ρi), ∃σj ∈ RH1(ρj), such that σj ≃ σ
g
i for some g ∈ G1,
then σj ∈ RH1(ρi), and RH1(ρi) = RH1(ρj). It implies that RG1(Ind
G
Γ ρi), and RG1(Ind
G
Γ ρj) lie
in the same class of Ĝ1
∼(G1,H1)
. Conversely, for σ ⊗ δ ∈ RH(ρi), ρi →֒ Ind
Γ
H σ ⊗ δ, and Ind
G
Γ ρi →֒
IndGH σ ⊗ δ. Hence RG(Ind
G
Γ ρi) contains only one equivalence class in
Ĝ
∼(G,H)
. If ∃πi ∈ RG1(Ind
G
Γ ρi),
∃πj ∈ RG1(Ind
G
Γ ρj) such that πi ∼(G1,H1) πj , then RH1(πi) = RH2(πj). For σi ∈ RH1(ρi) ⊆ RH1(πi),
σj ∈ RH1(ρj) ⊆ RH1(πj), we know that σi ∼(G1,H1) σj . It implies that RH1(ρi), RH1(ρj) lie in the
same class of Ĥ1
∼(G1,H1)
. By the dual result for the pair (G2, H2), we can see the result holds. 
Without consideration of the multiplicity, we obtain the next result:
Theorem 3.11. For ρ ∈ Γ̂, if ResΓH ρ is a bigraphic representation of H then π = Ind
G
Γ ρ is a
bigraphic representation of G.
3.4.4. Proof of the theorem. Assume π1⊗π2 ∈ RG(Ind
G
Γ ρ), and σ⊗ δ ∈ RH(π1⊗π2)∩RH(ρ). Then
γ :
IG1 (σ)
H1
≃
IG2 (σ)
H2
with the graph Γ(γ) = [(IG1(σ)×IG2(δ))∩Γ]/H . Moreover, [(IG1(σ)×IG2(δ))∩Γ] =
IΓ(σ ⊗ δ). Assume π1 ≃ Ind
G1
IG1 (σ)
σ˜, π2 ≃ Ind
G2
IG2 (δ)
δ˜, ρ ≃ IndΓIΓ(σ⊗δ) σ˜ ⊗ δ. Assume σ˜ ≃ σ ⊗ σ1,
δ˜ ≃ δ⊗δ1, σ˜ ⊗ δ ≃ σ⊗δ⊗ρ1, as projective representations. Assume σ, δ, σ1, δ1, ρ1 are α-projective, β-
projective, α−1-projective, β−1-projective, α−1 × β−1-projective representations respectively. Hence:
HS−HomG(Ind
G
Γ ρ, π1 ⊗ π2) ≃ HS−HomG(Ind
G
IΓ(σ⊗δ)
σ˜ ⊗ δ, π1 ⊗ π2)
≃ HS−HomIΓ(σ⊗δ)(σ˜ ⊗ δ, π1 ⊗ π2) ≃ HS−HomIΓ(σ⊗δ)(σ˜ ⊗ δ, Ind
G1
IG1(σ)
σ˜ ⊗ IndG2IG2 (σ)
δ˜)
≃ HS−HomIΓ(σ⊗δ)(σ˜ ⊗ δ, σ˜ ⊗ δ˜).
(3.3)
If π1 ⊗ π′2 ∈ RG(Ind
G
Γ ρ), then σ
′ ⊗ δ′ ∈ RH(π1 ⊗ π′2) ∩ RH(ρ). Assume σ ≃ σ
′g, for some g ∈ G1,
and (g, γ(g)) ∈ Γ. Then σ ⊗ δ′γ(g) ≃ σ′g ⊗ δ′γ(g) ∈ RH(π1 ⊗ π
′
2) ∩ RH(ρ). By graphic property,
δ′γ(g) ≃ δ. Hence RH2(π2) ∩ RH2(π
′
2) 6= ∅, i.e.π2 ∼(G2,H2) π
′
2. By Lemma 2.52, π
′
2 ≃ π2 ⊗ χ2, for
some χ2 ∈ (̂
G2
H2
). Then π′2 ≃ Ind
G2
IG2 (δ)
δ˜′, with δ˜′ ≃ δ˜ ⊗ χ2. By Clifford-Mackey theory, π2 ≃ π
′
2 iff
[δ˜ ⊗ χ2] ≃ δ˜, as IG2(δ)-modules. Let us write σ˜ ⊗ δ = ρ(σ⊗δ). Assume σ˜ ⊗ δ˜ ≃ Ind
IG1(σ)×IG2 (δ)
IΓ(ρ(σ⊗δ))
ρ˜(σ⊗δ),
and σ˜⊗ δ˜′ ≃ Ind
IG1 (σ)×IG2 (δ)
IΓ(ρ(σ⊗δ))
ρ˜(σ⊗δ)
′
, with ρ˜(σ⊗δ)
′
= ρ˜(σ⊗δ) ⊗ (1⊗χ2). Assume ρ˜(σ⊗δ) ≃ ρ(σ⊗δ) ⊗ ρ
(1)
(σ⊗δ),
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ρ˜(σ⊗δ)
′
≃ ρ(σ⊗δ) ⊗ ρ
′(1)
(σ⊗δ) with ρ
′(1)
(σ⊗δ) ≃ ρ
(1)
(σ⊗δ) ⊗ (1 ⊗ χ2), as projective representations. Moreover, by
Lemma 2.53, ρ
(1)
(σ⊗δ), ρ
′(1)
(σ⊗δ) are linearly different by a character of
IΓ(ρ(σ⊗δ))
IΓ(σ⊗δ)
. Therefore, 1⊗ χ2|IΓ(σ⊗δ)
is trivial, which implies that χ2|IG2(δ) is trivial. So δ˜
′ ≃ δ˜ ⊗ χ2 ≃ δ˜, π′2 ≃ π2. Dually, we obtain the
result. 
Let us recall the notations from Corollary 3.7. Let Ωi(−,−) be a 2-cocycle representing some class
in H2m(Gi,T), for i = 1, 2. Let ωi = Ωi|Hi×Hi. Let Ω = Ω1 ×Ω2, ω = ω1× ω2, and ωΓ = Ω|Γ. Assume
now (ρ,W ) is an irreducible ωΓ-projective representation of Γ.
Corollary 3.12. If ResΓ,ωΓH,ω ρ is a bigraphic representation of H then Ind
G,Ω
Γ,ωΓ
ρ is a bigraphic repre-
sentation of G.
Proof. In this case, since ρ is an irreducible projective representation, ρωΓ is also an irreducible
representation of ΓωΓ . The proof is similar to that of Corollary 3.7 by use of the above result. 
Keep the notations of the above theorem.
Corollary 3.13. dim δ1 = dim σ1 ≥ mH(ρ, σ ⊗ δ) = mG(π, π1 ⊗ π2).
Proof. 1) Let us write nσ = mH1(σ, π1), nδ = mH2(δ, π2), m = mH(ρ, σ ⊗ δ), t = mG(π, π1 ⊗ π2). By
Frobenius reciprocity, we have:
0 6= HS−HomH1×H2(ρ, π1 ⊗ δ) ≃ HS−HomG1×H2(Ind
G1×H2
H1×H2
ρ, π1 ⊗ δ)
≃ HS−HomG1×H2(Res
G1×G2
G1×H2
π, π1 ⊗ δ) ≃ HS−HomG1×G2(π, π1 ⊗ Ind
G2
H2
δ).
(3.4)
0 6= HS−HomH1×H2(ρ, σ ⊗ π2) ≃ HS−HomG1×G2(π, Ind
G1
H1
σ ⊗ π2). (3.5)
Then by (3.4), nδt = nσm, and by (3.5), nσt = nδm. Hence t = m, nδ = nσ.
2) By (3.3), HS−HomG(π, π1 ⊗ π2) ≃ HS−HomIΓ(σ⊗δ)(σ˜ ⊗ δ, σ˜ ⊗ δ˜) ≃ HS−HomH(σ˜ ⊗ δ, σ˜ ⊗
δ˜)
IΓ(σ⊗δ)
H . Hence σ˜ ⊗ δ˜|IΓ(σ⊗δ) ≃ kσ˜ ⊗ δ ⊕ others. Comparing the dimension, we obtain km ≤ nσnδ,
and t = k. Since m = t and nσ = nδ, the inequality holds.
2

Keep the notations of the theorem 3.11.
Proposition 3.14. For ρ ∈ Γ̂, assume
(1) π = IndGΓ ρ is a bigraphic representation of G,
(2) for each π1 ∈ RH1(π), π1|H1 is multiplicity-free.
Then ResΓH ρ is a θ1-graphic representation of H.
3.4.5. Proof of the proposition 3.14. I) Assume σ⊗ δ ∈ RH1×H2(ρ), σ ∈ RH1(π1), for some (π1, V1) ∈
Ĝ1. By (3.4) there exists a unique π2 ∈ RG2(Ind
G2
H2
δ), such that π1 ⊗ π2 ∈ RG1×G2(π). Certainly,
δ ∈ RH2(π2). Similarly,
HS−HomH1×H2(ρ, π1⊗π2) ≃ HS−HomG1×G2(π, Ind
G1
H1
π1⊗π2) ≃ HS−HomG1×G2(π, π1⊗ Ind
G2
H2
π2)
(3.6)
Assume s1 = [G1 : IG1(σ)], s2 = [G2 : IG2(δ)], RH1(π1) = {σ = σ1, · · · , σs1},
RH2(π2) = {δ = δ1, · · · , δs2}, σi ≃ σ
g
(1)
i , δj ≃ δ
g
(2)
j , for some g
(1)
i ∈ G1, g
(2)
j ∈ G2.
For ρ, write ρδ = Θδ ⊗ δ, ρσ ≃ σ ⊗ Θσ, as H1 × H2-modules. For simplicity, assume
2If the 2-cocycles associated to σ˜, δ˜ are much symmetric, the inequality can be equal.
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RH1(Θδ) = {σ = σ1, σ2, · · · , σt1}, RH2(Θσ) = {δ = δ1, δ2, · · · , δt2}. Let us write nσ = mH1(σ, π1),
nδ = mH2(δ, π2), m = mH1×H2(ρ, σ ⊗ δ), t = mG1×G2(π, π1 ⊗ π2). Then by (3.4), nδt = t1nσm, by
(3.5), nσt = t2nδm, by (3.6), nσnδmt2s1 = nσnδmt1s2 = tn
2
σs1 = tn
2
δs2. These equalities imply that
nσ
nδ
= t
t1m
= t2m
t
=
√
t2
t1
=
√
s2
s1
· · · (1).
II) Assume γ :
IG1(σ)
H1
≃
I′G2
(δ)
H2
, γ :
I′G1
(σ)
H1
≃
IG2 (δ)
H2
, and γ :
IG1 (σ)∩I
′
G1
(σ)
H1
≃
IG2 (δ)∩I
′
G2
(δ)
H2
. Note
that IΓ(σ ⊗ δ) = {(g1, g2) ∈ Γ | σg1 ≃ σ, δg2 ≃ δ} = Γ ∩ [IG1(σ) ∩ I
′
G1
(σ) × IG2(δ) ∩ I
′
G2
(δ)].
Assume π1 ≃ Ind
G1
IG1 (σ)
σ˜, π2 ≃ Ind
G2
IG2 (δ)
δ˜, ρ ≃ IndΓIΓ(σ⊗δ) σ˜ ⊗ δ. Assume σ˜ ≃ σ ⊗ σ1,
δ˜ ≃ δ ⊗ δ1, σ˜ ⊗ δ ≃ σ ⊗ δ ⊗ ρ1, as projective representations. Assume σ, δ, σ1, δ1,
ρ1 are α-projective, β-projective, α
−1-projective, β−1-projective, α−1 × β−1-projective rep-
resentations respectively. Notice that σi ⊗ δ ∈ RH(ρ) iff ∃(hi, γ(hi)) ∈ Γ such that
σi ⊗ δ ≃ σhi ⊗ δγ(hi) iff γ(hi) ∈ IG2(δ) or hi ∈ I
′
G1
(σ). Also for two such hi, hj, σ
hi ≃ σhj
iff hih
−1
j ∈ IG1(σ)∩ I
′
G1
(σ). Hence t1 = [I
′
G1
(σ) : IG1(σ)∩ I
′
G1
(σ)] = [IG2(δ) : IG2(δ)∩ I
′
G2
(δ)]. Dually,
t2 = [I
′
G2
(δ) : IG2(δ) ∩ I
′
G2
(δ)] = [IG1(σ) : IG1(σ) ∩ I
′
G1
(σ)].
III) Consider now HS−HomG(π, π1 ⊗ π2) ≃ HS−HomG(Ind
G
IΓ(σ⊗δ)
σ˜ ⊗ δ, π1 ⊗
π2) ≃ HS−HomIΓ(σ⊗δ)(σ˜ ⊗ δ, π1 ⊗ π2) ≃ HS−HomIΓ(σ⊗δ)(σ˜ ⊗ δ, σ˜ ⊗ δ˜) ≃
HS−HomIΓ(σ⊗δ)(Ind
IG1 (σ)∩I
′
G1
(σ)×IG2 (δ)∩I
′
G2
(δ)
IΓ(σ⊗δ)
σ˜ ⊗ δ, σ˜ ⊗ δ˜). Since π is a bigraphic representa-
tion, σ˜ ≃ σ˜ ⊗ χ1, for any χ1 ∈
̂
(
IG1 (σ)
IG1 (σ)∩I
′
G1
(σ)
), and δ˜ ≃ δ˜ ⊗ χ2, for any χ2 ∈
̂
(
IG2 (δ)
IG2 (δ)∩I
′
G2
(δ)
).
Applying the result of Lemma 2.57, we obtain that [IG1(σ) : IG1(σ) ∩ I
′
G1
(σ)] = f1e
2
1,
and similarly [IG2(δ) : IG2(δ) ∩ I
′
G2
(δ)] = f2e
2
2. Hence t1 = f2e
2
2, t2 = f1e
2
1. By
Lemma 2.53, t2 ≤ n2σ, t1 ≤ n
2
δ. Assume irreducible σ˜
′
1 ≤ σ˜|IG1 (σ)∩I′G1 (σ)
, and irreducible
δ˜′1 ≤ δ˜|IG2(δ)∩I′G2 (δ)
such that HS−HomIΓ(σ⊗δ)(σ˜ ⊗ δ, σ˜
′
1 ⊗ δ˜
′
1) 6= 0. Assume σ˜
′
1 ≃ σ ⊗ σ
′
1,
δ˜′1 ≃ δ ⊗ δ
′
1, as projective representations. Then dim(σ
′
1) =
nσ
f1e1
, dim(δ′1) =
nδ
f2e2
. Since
σ˜ ⊗ δ is an irreducible representation of IΓ(σ ⊗ δ) and σ˜ ⊗ δ|H1×H2 is a bigraphic representa-
tion, Ind
[IG1(σ)∩I
′
G1
(σ)]×[IG2 (δ)∩I
′
G2
(δ)]
IΓ(σ⊗δ)
σ˜ ⊗ δ is also a bigraphic representation. By Corollary 3.13,
m ≤ nσ
f1e1
= nδ
f2e2
, and Res
[IG1 (σ)∩I
′
G1
(σ)×(IG2 (δ)∩I
′
G2
(δ))]
IΓ(σ⊗δ)
σ˜′1 ⊗ δ˜
′
1 ≃ mσ˜ ⊗ δ ⊕ ( others). By the above
equalities (1), f1 = f2,
nσ
nδ
= e1
e2
.
IV) In case nσ = 1, f1 = e1 = m = t2 = 1. In this case, σ˜|IG1 (σ)∩I′G1 (σ)
= σ˜′1, σ˜|H1 = σ. Then
t = mG(π, π1⊗π2) = mIΓ(σ⊗δ)(σ˜ ⊗ δ, σ˜⊗δ˜) = mIΓ(σ⊗δ)(σ˜ ⊗ δ, σ˜
′
1⊗δ˜) = mIΓ(σ⊗δ)(σ˜ ⊗ δ, σ˜
′
1⊗e2δ˜
′
1) = e2.
Go back to the equalities (3.4), (3.5), nδt ≥ nσm and nσt ≥ nδm. Hence t = e2 = nδ, f2 = m = 1.
Go back to (3.5), δ is uniquely determined by σ. Or RH2(Θσ) only contains one element δ. Hence
ρ|H1×H2 is a θ1-graphic representation.
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