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Gaddum et al.,2 recently published in Annals of
Biomedical Engineering an interesting article seeking
the optimal method for the estimation of arterial pulse
transit time (TT) between two arterial sites. Accurate
and precise TT estimation in vivo is a critical issue,
because TT is one of the two parameters (together with
distance measurement) needed for the calculation of
pulse wave velocity (PWV).
PWV is the hallmark of the assessment of arterial
stiﬀness in clinical practice. To date carotid-to-femoral
PWV, a measure of segmental stiﬀness between
ascending aorta and femoral artery, is recommended as
the gold standard to evaluate arterial stiﬀening.3 PWV
is estimated by the ratio of the distance (m) travelled
by a pressure, velocity or distension wave between two
arterial sites to the TT. It is not possible to measure TT
in vivo by direct means and hence several computa-
tional algorithms have been proposed aiming to
determine the time delay between two waves.
Gaddum et al.2 aimed to determine the most reliable
algorithm for TT estimation. Nevertheless, a clear
distinction should be made among different analyses of
velocity, pressure or distension waveforms. Since each
wave is physiologically different from the other and
also it is acquired by different techniques, it is likely
that there is no single algorithm which will be equally
reliable when applied to different waves.
Cross-correlation based techniques have been used for
the processing of MRI-derived ﬂow waveforms1 with
positive results. Other algorithms are based on ‘‘least
squared errors’’ similarly to the studyofGaddum et al.2 It
would be interesting to know what kind of ‘‘least
squares’’ algorithm was used in this study2 (details are
limited), in order to further evaluate or expand the use of
thismethod, since several requirements should bemet for
its optimal application. Vardoulis et al.4 previously pro-
posed a squared errors minimization method (‘‘diastole
patching’’ method) where a diastole patch (region) of
proximal pressure waveform is scanned along the distal
waveform, one time-step at a time. TT patch was then
deﬁned as the sum of the time-steps until theminimum of
the squared differences ismet.The signalwas carefully set
as the region that is centered in the diastolic minimum
and spans two times the length between the diastolic
minimumup to the point of themaximumﬁrst derivative.
This choice was of crucial importance since beyond that
point the signal is affected by the reﬂected waves.
In this study2 the tested least squares algorithm
takes into account a region spanning from the diastolic
minimum up to the peak systolic value of pressure.
However, it has been shown that the systolic peak can
be highly distorted by wave reﬂections, especially in
diseased populations where the reﬂected waves return
earlier due to high PWV. The inclusion of this region
could result in unstable performance, especially at
individuals with stiff arteries.
Also it should be highlighted that Gaddum et al.
focused on analyzing waveforms of the aortic trunk.
Although this is the best pathway to benchmark
techniques, it still differs from standard clinical prac-
tice were waveforms are measured at carotid and
femoral arteries. It would be essential to see how the
proposed cross-correlation coefﬁcient2 perform upon a
set of carotid and femoral simulated waveforms, which
deﬁnitely differ from aortic waveforms.
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A major contribution of this study2 is the in vivo
evaluation of TT algorithms using arterial pressure
waves recorded by applanation tonometry using
SphygmoCor apparatus. Nevertheless, this device does
not record carotid and femoral waveforms simulta-
neously and ECG gating is required to perform the
subsequent TT calculations. It is quite unclear how
‘‘beat-to-beat analysis’’ can be applied in that case.
Up to date there is no standard protocol or con-
sensus for the validation of algorithms for TT esti-
mation, since there is no direct gold standard method
for in vivo TT or PWV measurement. Mathematical
models of the arterial tree are appropriate for in silico
validation. Pressure or velocity waveforms can be
reproduced under various conditions while the ‘‘true’’
value of wave speed can be analytically calculated.
However, these models require their own validation.
Hence, it is very essential to use accurate models that:
(a) yield realistic hemodynamic data and (b) represent
reliably pathophysiological cardiovascular changes
and responses to different stimuli. Nonetheless, it is
imperative to compare the model-derived pressure and
velocity waves with in vivo recordings. The model of
this study2 has been ‘‘validated’’ by using in vitro data
and thus in vivo studies should be also performed to
further prove its accuracy.
PWV is an independent predictor of cardiovascular
events and all-cause mortality in several populations
and recent meta-analyses have veriﬁed this evidence.
Nonetheless, it should be corrected that the meta-
analysis referenced by Gaddum et al., (#22) examined
the prognostic value of central blood pressures and not
PWV. Probably the authors intended to cite another
meta-analysis by the same group.5
Indisputably the accuracy and precision of in vivo
TT estimation remain the Achilles’ heel of PWV
measurement. A more reliable TT estimation could
result to an enhancement of the predictive value of
PWV, especially in cases where PWV currently fails to
predict cardiovascular risk. Mathematical arterial
models can serve this purpose by validating, in silico,
new algorithms but such validation protocols should
be ﬁrst standardized.
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