Custos da qualidade : planejamento economico dos graficos de controle por atributos e modelos correlatos by Turnes, Osiris
« UNIVERSIDADE FEDERAL DE SANTA 
DEPARTAMENTO DE ENGENEIARIA DE PRODUÇÃO E SISTEMAS_ 
PROGRAMA DE POS-GRADUAÇAO EM ENGENHARIA DE PRODUCAO 
CUSTOS DA QUALIDADE: 
PLANEJAMENTO ECONOMICO DOS GRAFICOS DE CONTROLE 
POR ATRIBUTOS E MODELOS CORRELATOS 
OSIRIS TURNES 
Orientador 





CUSTOS DA QUALIDADE: 
PLANEJAMENTO ECONOMICO DOS GRAFICOS DE CONTROLE 
POR ATRIBUTOS E MODELOS CORRELATOS 
Tese apresentada ao Programa de Pós- 
Graduação em Engenharia de Produção da 
Universidade Federal de Santa Catarina para 





CUSTOS DA QUALIDADE: PLANEJAMENTO ECONÔMICO DOS 
GRÁFICOS DE CONTROLE POR ATRIBUTOS E MODELOS 
CORRELATOS 
Tese aprovada para a obtenção do título de DOUTOR EM ENGENHARIA DE PRODUÇÃO 
e aprovada em sua forma final pela Banca Examinadora do Programa de Pós-Graduação em 
Engenharia de Produção: 




Prof. Ricardo w» a Barcia, Ph.D. Coord - or 
wir, 
BANCA EXAMINADORA 
Prof. Edgar Augusto Lanzer, Ph.D. 
Presidente 
Profa. Tâezinha Aifiarecida edes, Dr. 
Examinador extemo 
%%z%\ 
Prof. Robert Wayne Samšhyl, Ph.D. 
Çšx `\\\\\ \_\ 
Prof. Femando Mendes de Azevedo, D.Sc. 
Moderador 




Prof `guel Fiod Neto, Dr. 
Prof. Edson heco adini, Dr.
N ão existe meio de verificar qual é a boa decisão, pois, não existe termo 
de comparação. Tudo é vivido pela primeira vez e sem preparação. Como se um ator 
entrasse em cena sem mmca ter ensaiado. Mas o que pode valer a vida, se o primeiro 
ensaio da vida já é a própria vida? 
A insustentável leveza do ser 
Milan Kundera
Dedico este trabalho aos três homens de minha 





A meu pai, O momento que você está vivendo agora é o mais 
importante de sua vida, onde quer que você esteja. 
Pastorino 
Esta foi a mensagem que você deixou nas entrelinhas de sua convivência 
comigo. . 
Aindao vejo: pescando “fantasiado” de pescador, 
cantando... “fantasiado” de solista, 
fazendo piquenique... “fantasiado” de farofeiro, 
voando, em busca do sonho, da liberdade... 
" “fantasiado” de passarinho... 
À querida Nazira, ' 
Quando olhares o céu de noite, porque habitarei 
uma delas, porque numa delas estarei rindo, 
então será como se todas as estrelas te rissem! 
V 
Antoine de Saint-Exupéry 
Seu exemplo de vida e seu incentivo carinhoso e sorridente foram alavancas na 
realização deste trabalho. Sua presença está no brilho das estrelas. 
Plinio, 
Voe livre e feliz além de aniversários 
e através do sempre 
Richard Bach 
Você acreditou em mim e me acompanhou com zelo e carinho em todas as 




Ao Prof. Harald Strelec, que tão habilmente soube conduzir a orientação dos trabalhos 
durante o ano de pesquisa por mim realizado na Austria. 
Ao Prof. Hilton Vieira Machado, pelo acompanhamento, apoio incondicional e 
estímulo carinhoso desde 0 início da pesquisa. 
Ao Prof. Edgar Augusto Lanzer, que, prontamente, aceitou orientar a continuidade dos 
trabalhos de finalização desta' tese. = '
` 
À Profa. Ingeborg Sell, pelas valiosas contribuições dadas e a constante assistência 
durante todos estes anos de trabalho. 
À Beate que me abriu as portas de Florianópolis de modo tão aconchegante e amigo. 
À Jô e todos os funcionários do Decanato de Pesquisa e Pós-Graduaçao da 
Universidade de Brasília, incansáveis e dedicados, sempre disponíveis quando solicitados. 
Aos colegas de curso, que reavivaram em mim ›a juventude, valorizaram meu trabalho, 
sempre me apoiaram e alegraram meus dias. 
A todos os colegas do Departamento de Estatistica da Universidade de Brasília, pelo 
apoio a mim dedicado. 
Aos funcionários do EPS-Departamento de Engenharia de Produção e Sistemas da 
Universidade Federal de Santa Catarina que sempre me dispensaram a atenção necessária ao 
bom andamento da pesquisa. 
A Carlos Roberto De Rolt que viabilizou a realização do trabalho computacional, 
colocando à disposição pessoal e equipamentos. 
A Giovanni Moresco, pela colaboração dada no âmbito computacional da pesquisa. 
À Jô, Cléo e Clehani pelos trabalhos de digitação, formatação e editoração do texto. 
À minha mae e a meus familiares, que têm acompanhado meus passos com discriçao e 
amor.
vi
À Universidade de Brasília, Universidade Federal de Santa Catarina e Bodenkultur 
Wien Universitat-AT, pelo apoio institucional. 
Ao CNPq-Conselho Nacional de Desenvolvimento Científico e Tecnológico e à 
CAPES-Fundação Coordenação de Pessoal de Nível Superior, pelo suporte financeiro. 
A todos que, de uma maneira ou de outra, colaboraram para que este trabalho se 
tomasse uma realidade. ` 
Vll
SUMÁRIO 
LISTA DE FIGURAS ....................................................................................................... .. xi 
LISTA DE TABELAS ..................................................................................................... .. 
LISTA DE QUADROS ................................................................................................... ..×iv 
RESUMO ......................................................................................................................... .. xv 
ABSTRACT .................................................................................................................... _. xvi 
1 INTRODUÇÃO 
1.1 CONTROLE DA QUALIDADE ................................................................................. .. 01 
1.2 GRÁFICOS DE CONTROLE ..................................................................................... .. 04 
1.3 CUSTOS DA QUALIDADE ...................................................................................... .. 07 
1.4 OBJETIVO GERAL ................................................................................................... .. 11 
1.5 OBJETIVOS ESPECÍFICOS ...................................................................................... ..1-1 
1.6 CONTRIBUIÇÃO CIENTÍFICA ............................................................................... _. 11 
1.7 ESTRUTURA DA PESQUISA .................................................................................. .. 12 
2 AGRUPAMENTO DOS MODELOS ECONOMICAMENTE PLANEJADOS DE 
GRÁFICOS DE CONTROLE POR ATRIBUTOS E MODELOS CORRELATOS 
2.1 HISTÓRICO .............................................................................................................. .. 14 
2.2 IDEIA CENTRAL ................................................. .. ................................................. ._ 16 
2.3 COMPOSIÇÃO DAS FUNÇÕES CUSTO/PERDA.. ................................................. .. 16 
2.4 CARACTERIZAÇÃO DOS DIFERENTES ENPOQUES .......................................... .. 19 
2.4.1 GRUPO 1 ..................................... ......................................................................... .. 21 
2.4.2 GRUPO 2 ................................................................................................................ .. 33 
2.4.3 GRUPO 3 ................................................................................................................ .. 39 
2.4.4 GRUPO 4 ................................................................................................................ .. 43 
2.5 PRAGILIDADES DOS MODELOS ECONÔMICOS ................................................ .. 49 
3 SELEÇÃO E ADEQUABILIDADE DOS MODELOSz TECNICAS AUXILIARES 
3.1 PLUXOGRAMA BÁSICO DE APRESENTAÇÃO DOS MODELOS ....................... .. 53 
3.2 FÓRMULA ECONÔMICA GERAL (PEG)M._... ........................... ..._.,..,.¿ ...................... .. 59 
3.2.1 ESTRUTURA DA PEG ............................................................ ..... ......................... .. 59 
3.2.2 MODELO DO PROCESSO E DO CONTROLE ..................................................... .. 61 
342.3 MODELO DE CUSTO ........................................................................................... .. 62 
3.2.4 DESENVOLVIMENTO DA FÓRMULA ................................................................ .. 63
3.3 GERAÇÃO DOS MODELOS A PARTIR DA FEG ..... ............................................ .. 65 
3.4 JUSTIFICATIVA DA OMISSÃO DO MODELO DE LADANY E BEDI .................. .. 93 
3.5 PLANEJAMENTO ECONOMICO AUTOMATIZADO ............................................ _. 96 
3.5.1 APRESENTAÇÃO ................................................................................................. .. 96 
3.5.2 MACRO-FLUXOGRAMA DO SISTEMA .............................................................. .. 96 
3.5.3 CARACTERISTICAS PRÓPRIAS DO SISTEMA ................................................. .. 99 
3.5.3.1 CARACTERISTICAS DA IMPLEMENTAÇÃO ................................................. _. 99 
3.5.3.2 ESTRUTURAÇÃO DOS DADOS E FÓRMULAS .............................................. .. 99 
3.5.3.3 CARACTERÍSTICAS DA INTERFACE ...................................................... 100 
4 ANÁLISE DE SENSIBILIDADE E 
4.1 CONSIDERAÇÕES INICIAIS ................................................................................ .. 101 
4.1.1 GRUPO 1 ....................................................... ..................................................... .. 102 
4.1.1.1 RECOMENDAÇÕES PRÁTICAS VÁLIDAS PARA O GRUPO 1 .................... .. 106 
4.1.1.2 ESTIMAÇÃO DOS PARÂMETROS ................................................................. .. 107 
4.1.2 GRUPO 2 .......... ... ................................................................................................. .. 109 
4.1.2.1 RECOMENDAÇÕES PRÁTICAS VÁLIDAS PARA O GRUPO 2 .................... ._ 109 
4.1.3 GRUPO3 .............................................................................................................. ..110 
4.1.3.1 RECOMENDAÇÕES PRÁTICAS VÁLIDAS-PARA O GRUPO 3 .................... .. 111 
4.1.4 GRUPO 4 .............................................................................................................. .. 112 
4.1.4.1 ANÁLISE DE SENSIBILIDADE DO MODELO DE TAGUCEI ...................... .. 112 
4.1.4.1.1 EXEMPLO ................................. .. ................................................................... .. 115 
4.1.4.1.2 PONDERAÇÕES A RESPEITO DO MODELO DE TAGUCHI ..................... .. 119 
4.1.4.2 RECOMENDAÇÕES PRÁTICAS VÁLIDAS PARA O GRUPO 4 .................... .. 120 
4.2 QUADROS SINÓPTICOS RESULTANTES DA ANÁLISE DE SENSIBILIDADE. 120 
4.3 CONSIDERAÇÕES PRÁTICAS GERAIS .............................................................. _. 127 
4.4 ANÁLISE COMPARATIVA DO MODELO DE TAGUCHI ................................... .. 129 
4.4.1 ORIGEM .............................................................................................................. .. 129 
4.4.2 METODOLOGIA DO ESTUDO COMPARATIVO .............................................. .. 129 
4.4.3 DISCUSSÃO DOS RESULTADOS ...................................................................... .. 131
ix
5 CONCLUSÕES 
5.1 CONSIDERAÇÕES FINAIS ......... .Ç ........................ ........................................... .. 134 
5.2 RECOMENDAÇÕES PARA PESQUISAS FUTURAS ........................................... .. 136 
APENDICE I - FÓRMULAS E SUMÁRIO DAS VARIÁVEIS E PARÂMETROS 
DO GRUPO 1 .......................................................................................................... .. 138 
APÊNDICE 2 - FÓRMULAS E SUMÁRIO DAS VARIÁVEIS E PARÂMETROS 
DO GRUPO 2 ......................................................................................................... .. 152 
A r ' r 1 A APENDICE 3 - FORMULAS ESUMARIO DAS VARIAVEIS E PARAIVIETROS 
DO GRUPO 3 ......................................................................................................... .. 157 
APÊNDICE 4 - FÓRMULAS E SUMÁRIO DAS VARIÁVEIS E PARÂMETROS 
DO GRUPO 4 .......................................................................................................... .. 161 
APÊNDICE 5 - EQUIVALÊNCIA ENTRE AS FUNÇÕES CUSTO/PERDA 
DO GRUPO 1 ......................................................................... ............................... .. 167 
REFERÊNCIAS BIBLIOGRÁFICAS ............................................................................... ..17
X
LISTA DE FIGURAS 
RAMIFICAÇÃO DAS ATIVIDADES DE CONTROLE DA 
ENGENHARIA DA QUALIDADE, SEGUNDO TAGUCHI .................. .. 
MODELO GERAL DE UM GRÁFICO DE CONTROLE 
POR ATRIBUTOS ................................................................................. .. 
CRONOLOGIA, AGRUPAMENTO E INTERRELAÇÃO ,ENTRE OS 
MODELOS DE PLANEJAMENTO ECONOMICO DE GRAFICOS DE 
CONTROLE POR ATRIBUTOS E 'MODELOS CORRELATOS ..... .... .. 
ESPECIFICAÇÃO DAS CARACTERÍSTICAS PARA MODELAGEM 
DO PROCESSO DE PRODUÇAO ......................................................... .. 
FLUXOGRAMA DE APRESENTAÇÃO DOS MODELOS ................... _. 
MACRO-FLUXOGRAMA DO FUNCIONAMENTO DO PROGRAMA 
COMPUTACIONAL DESENVOLVIDO PARA A TOMADA 
DE DECISÃO POR UM MODELO DE PLANEJAMENTO 
ECONÓMICO DE GRÁFICO DE CONTROLE POR ATRIBUTOS 
OU MODELO CORRELATO....; ........................................................... .. 
REPRESENTAÇÃO GRÁFICA DO SISTEMA DE EQUAÇOES 
FORMADO PELAS DERIVADAS PARCIAIS DE L* EM 
RELAÇÃO A C, E Cd (MODELO SIMPLIFICADO) ............................ .. 
REPRESENTAÇÃO GRÁFICA DA CONTRIBUIÇÃO DE 
CADA UMA DAS PARCELAS DA EXPRESSÃO13, 
NUMGRÁFICOUX C, ....................................................................... .. 
REPRESENTAÇÃO GRÁFICA DE L*, SEGUNDO As VARIAÇÕES 
DE C,- E Cd , COM C, FIXO .................................................................. .. 
REPRESENTAÇÃO GRÁFICA DO SISTEMA DE EQUAÇÕES 
GERADO PELA DERIVADAS PARCIAIS DE L * 
EM RELAÇÃO A C,« E C., (MODELO IB DE TAGUCHI) .................... ..
xi
LISTA DE QUADROS 
RESUMO DAS CARACTERÍSTICAS DE CONTORNO 
DO PROCESSO DE PRODUCAO CONSIDERADAS NA ELABORACAO DO FLUXOGRAMA DECISORIO .............................. ..54 
(GRUPO 1): QUADRO SINÓPTICO DOS ESTUDOS DE 
ANÁLISE DE SENSIBILIDADE REALIZADOS POR CHIU (1977) ........ ..l2l 
(GRUPO 1): QUADRO SINÓPTICO DOS ESTUDOS DE 
ANÁLISE DE SENSIBILIDADE REALIZADOS POR DUNCAN-(l978))...122 
(GRUPO 1): QUADRO SINÓPTICO DOS ESTUDOS DE 
ANALISE DE SENSIBILIDADE REALIZADOS POR GIBRA (1978) ...... ..122 
(GRUPO 1); QUADRO SINÓPTICO DOS ESTUDOS DE 
ANÁLISE DE SENSIBILIDADE REALIZADOS POR LORENZEN E VANOE (1986) ............................................................................................. ..123 
(GRUPO 1)z QUADRO SINÓPTICO Dos ESTUDOS DE 
ANÁLISE DE SENSIBILIDADE REALIZADOS 
POR V. OOLLANI E SHEIL (19s9)..._ .......................................................... ..123 
(GRUPO 2)z QUADRO SINÓPTICO DOS ESTUDOS DE 
ANALISE DE SENSIBILIDADE REALIZADOS 
POR LADANY E BEDI (1976) ....................... .¿ ............................................ ._ 124 
(GRUPO 3)z QUADRO SINÓPTICO DOS ESTUDOS DE 
ANALISE DE SENSIBILIDADE REALIZADOS 
POR MONTGOMERY E IIEIKES (1976) ..................................................... .. 125 
(GRUPO 4)z QUADRO SINÓPTICO DOS ESTUDOS DE 
ANALISE DE SENSIBILIDADE DO MODELO DE TAGUOI-II 
REALIZADO POR NAYEBPOUR E WOODALL (1993) ............................. .. 126 
(GRUPO 4)z QUADRO SINÓPTICO DOS ESTUDOS DE 
ANÁLISE DE SENSIBILIDADE DO MODELO 
ALTERNATIVO AO DE TAGUCHI REALIZADO 
POR NAYEBPOUR E WOODALL (1993) .................................................... .. 127 
VALORES UTILIZADOS NA SIMULAÇÃO DO EFEITO DA VARIAÇÃO DOS PARÂMETROS DE ENTRADA SOBRE O INTERVALO AMOSTRAL ÓTIMO E O CUSTO MINIMO, PARA O MODELO DE LORENZEN E VANcE(19s6) ................................ ..I3o 
VALORES UTILIZADOS NA SIMULAÇÃO DO EFEITO DA VARIAÇÃO DOS PARÂMETROS DE ENTRADA SOBRE O INTERVALO AMOSTRAL ÓTIMO E O CUSTO IVIÍNTMO, ^ 
PARA O MODELO DE TAGUCIII (1981) .................................................... ..13o 
xii
QUADRO COMPARATIVO DO GRAU DE DEPENDÊNCIA 
DO INTERVALO INTERAMOSTRAL ÓTIMO ENTRE O MODELO 
DE TAGUCHI E O REPRESENTANTE DO GRUPO 1 
(LORENZEN E VANCE, 1986) RELATIVAIVIENTE
` 
AOS PARAMETROS DE ENTRADA; ................................................ .. 
QUADRO COMPARATIVO DO GRAU DE DEPENDÊNCIA 
DO CUSTO MÍNIMO ENTRE O MODELO DE TAGUCHI E O 
REPRESENTANTE DO GRUPO 1 (LORENZEN E VANCE, 1986) 
RELATIVAMENTE AOS PARÂMETROS DE ENTRADA ............... _.
LISTA DE TABELAS 
DISTRIBUIÇÃO DO TOTAL DE PARÂMETROS E VARIÁVEIS 
UTILIZADOS NA ÇOMPOSIÇAO DAS PUNÇOES ÇUSTO/PERDA 
Dos MODELOS PERTENÇENTES AO GRUPO 1 ........................... .. 
EQUIVALÊNÇIA ENTRE As NOTAÇÕES DE VARIÁVEIS, 
PARAMETROS E ALGUMAS PORMULAS Dos 
MODELOS DO GRUPO 1 .................................................................. .. 
DISTRIBUIÇÃO DO TOTAL. DE PARÂMETROS E VARIÁVEIS ~ 
UTILIZADOS NA COMPOSIÇAO DAS FUNÇOES CUSTO/PERDA 
DOS MODELOS PERTENCENTES AO GRUPO 2 ........................... _. 
DISTRIBUIÇÃO DO TOTAL DE PARÂMETROS E VARIÁVEIS 
UTILIZADOS NA ÇOMPOSIÇAO DAS FUNÇOBS ÇUSTO/PERDA 
DOS MODELOS PERTENÇENTES AO GRUPO 3 ........................... .. 
DISTRIBUIÇÃO DO TOTAL DE PARÂMETROS E VARIÁVEIS 
UTILIZADOS NA COMPOSIÇÃO DAS PUNÇOES CUSTO/PERDA 
DOS MODELOS PERTENÇENTES AO GRUPO 4 ........................... .. 
xiv
RESUMO 
Recentemente, o planejamento econômico para gráficos de controle por atributos (os 
chamados gráficos-p, gráficos-np, gráficos-u e gráficos-c) em processos afetados por uma 
única causa especial tem sido objeto de diversos estudos. Diferentes modelos foram 
desenvolvidos na -literatura especializada. Neste trabalho, a revisão e análise dos modelos 
econômicos existentes, resultam no agrupamento dos mesmos em conjuntos de enfoques 
semelhantes, com base, especialmente, na formulação da fiinção custo/perda, seus 
pressupostos básicos e número de parâmetros de custo/risco envolvidos. A importância deste 
agrupamento deve ser enfatizada, pois representa, certamente, um guia para familiarização 
com os diferentes enfoques existentes, bem como para a seleção do mais adequado a uma 
aplicação especifica. Realizado o agrupamento desenvolve-se uma metodologia para 
apresentação dos modelos aplicáveis a uma gama de perfis de processos de produção. O 
trabalho culmina com a indicação do modelo que melhor se adapta às necessidades, 
características e capacidades de um dado sistema produtivo, fomecendo ainda instruções 
adicionais com base em análise de sensibilidade das funções custo/perda dos modelos 
existentes. Um estudo comparativo do modelo de Taguchi (notoriamente mais simples e de 
fácil implantação) com relação a modelos a ele equivalentes é realizado com vistas a orientar o 
usuário na tomada de decisão.
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ABSTRACT 
Recently, economic design of control charts for attributes (the so called p-chart, np-chart, 
u-chart and c-chart) for production processes affected by a single assignable cause has been 
the object of many studies. Several difi`eren_t models have been developed in the specialized 
literature. In this work a review and analysis of these economic decision models lead to their 
clustering in four sets of similar approaches. They were based especially on the nature of the 
loss/cost function as well as its assumptions. The importance of such arrangement must be 
emphasized as it certainly represents a powerful auxiliar device when choosing a model that 
properly fits and describes any particular production operation. A presentation of a 
methodology aiming to assign existent models to a wide range of production processes is also 
provided. The work culminates with the indication of a model that best fits the necessities, 
characteristics and capacities of a particular productive system providing additionally specific 
instructions based on sensitivity analysis. A comparative study among Taguchi°s model and 




1.1 CONTROLE DA QUALIDADE 
A qualidade, ante a grande oferta de produtos e serviços, vem se constituindo, a cada dia 
que passa, em um fator decisivo, fundamental, para o consumidor - hoje, por força, 'menos 
perdulário e mais exigente - e, pari passu, para o empresário que, dado este novo perfil do 
consumidor e a forte competitividade de seu setor, enfrenta, no mundo econômico atual, ingente 
desafio, benéfico para ambos. Dentro deste contexto, mais e mais empresas têm canalizado seus 
esforços para melhorar a qualidade, através do aperfeiçoamento de seus recursos com o fim de 
atingir, paulatinamente, a satisfação das necessidades e expectativas do consumidor, ganhos em 
produtividade, manutenção e aumento da fatia de mercado, bem como do lucro real. Um dos 
derradeiros testes da qualidade consiste, portanto, em comparar a expectativa e necessidades do 
consumidor com o produto real. 
A Engenharia de Qualidade, entendida como o conjunto de atividades operacionais, 
administrativas e de engenharia que uma empresa utiliza para assegurar e aperfeiçoar a qualidade 
de seu 'produto ou serviço, atua efetivamente nesta área. Esta atuação se realiza de duas formas 
abrangentes: pelo controle de qualidade ofl- line 1, que se ocupa da qualidade do projeto e pelo 
controle de qualidade on line, que se ocupa da qualidade de conformação do produto a padrões 
prefixados (vide figura 1). O presente estudo se restringe ao segundo desses aspectos. Supõe- 
se, pois, que o produto já foi, planejado para alcançar as expectativas e necessidades do 
consumidor e que este, por sua vez, está informado sobre as especificações do produto. Nestes 
1 Por falta de terminologia padronizada abrangente na área de controle da qualidade em português, muitos termos técnicos adotados foram traduzidos diretamente dos textos e artigos consultados. Outros, já consagrados pelo uso foram mantidos em sua forma usual. '
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termos, produto de boa qualidade é o que está de acordo com as especificações e um produto de 
má qualidade, é o que não está de acordo com as especificações, denominado também produto 
não conformez. 
FIGURA 1: RAMIFICAÇÃO DAS ATIVIDADES DE CONTROLE DA ENGENHARIA 
DA QUALIDADE, SEGUNDO TAGUCHI 
Engenharia de qualidade 
Controle da Controle da 
qualidade "off-line" qualidade "cn-line" 
Delineamento de Observação da 
experimentos produção 
Otimização de Diagnóstico e Previsão e 
parâmetros rastreamento correção 
Projeto do Projeto do Controle do 
I 
produto processo processo 
Fonte: “O método Taguchi (Qualidade “off-line”)”, 
Melvin Cymbalista IV Qualitech Brasil'92, São Paulo, SP 
2 Não conformidade é um termo que, geralmente, substitui o termo defeito, embora um item que não satisfaz as especificacões não é necessariamente defeituoso. No texto, as duas palavras serão usadas indistintamente, pois,para efeitos de controle por meio de graficos, esta diferenciação se toma desnecessária.
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O propósito geral de um sistema total de qualidade e' produzir um produto que seja 
pouco sensível em relação a todos os fatores perturbadores. Por este motivo, os esforços para o 
controle da qualidade devem começar na fase do projeto do produto e do processo (ramo 
esquerdo da figura 1) e continuar durante as fases de produção e fabricação (ramo direito da 
mesma figura). 
` 
V O controle de qualidade ofiíline consiste na realização de uma série de tarefas destinadas 
a avaliar os diversos aspectos do desempenho do processo de produção, sendo essencial, para 
tanto, considerar todos os aspectos do projeto que possam afetar o desvio das características 
funcionais do produto de seu valor alvo. Com base num protótipo que desempenha as funções 
desejadas e exigidas, com notada perfeição, faz-se um levantamento dos principais fatores que 
influem na variabilidade da característica de qualidade do produto. A partir de um planejamento de 
experimentos, descobrem-se quais os fatores mais influentes, determinam-se seus níveis ótimos e 
respectivas tolerâncias aceitáveis. 
Já o controle de qualidade on-line consiste nas atividades diárias de controle das 
condições do processo, utilizando recursos estatísticos adequados, a partir da observação da 
produção, realizando o diagnóstico e rastreamento de problemas, determinando se o processo está 
sob controle, tanto no momento em que a produção está ocorrendo como em futuro próximo. A 
eficiência na definição das ações corretivas irá depender do entrosamento entre projetistas e 
analistas, da criatividade na aplicação de técnicas de engenharia, e da competência na utilização 
dos métodos de análise. 
Existem autores que dividem o controle da qualidade em três ambientes, a saber: ofi'-line, 
on-line e in-line. O controle on-line de Taguchi corresponde ao in-line ora citado.
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1.2 GRÁFICOS DE coNTRoLE 
Por mais bem planejado e por melhor que seja seu sistema de manutenção, um processo 
de produção traz sempre consigo uma variabilidade intrínseca. Esta variabilidade natural é um 
efeito cumulativo de diversas causas inevitáveis e dificilmente controláveis , denominadas causas 
aleatórias. O processo que opera apenas com a presença destas causas é considerado sob controle. 
Modemamente, espera-se que o produto planejado seja robusto com relação a este tipo de 
variabilidade. 
Existem outras causas que interferem na variabilidade um de processo. Estas, ao 
contrário das acima citadas, ocorrem por motivos identifieáveis como: máquinas indevidamente 
ajustadas, erros do operador ou matéria-prima não conforme. A variabilidade nestes casos, é bem 
maior do que a anterior, costuma representar um nível inaceitável de desempenho do processo e é 
motivada pela presença de causas assinaláveis.3 Neste caso, o processo é considerado fora de 
controle. 
O grande objetivo do controle estatístico de processos4 é detectar a ocorrência de uma ou 
de múltiplas causas especiais, acionar o mecanismo de reajuste o mais rápido possível para que o 
número de itens nao conformes produzidos seja mínimo. Uma das ferramentas poderosas e simples 
de serem usadas como fonte para ações efetivas de estabilização do processo é o gráfico de 
controle. Mas esta não é a única razão para a utilização desse instrumento de visualização do 
processo produtivo. Podem-se citar, ainda, mais quatro razões que tomam sua utilização tão 
popular: eles constituem uma técnica comprovada para o aperfeiçoamento da produtividade, 
3A nomenclatura causa aleatória e causa assinalável foi criada por W.A Shewhart. Alguns autores modemos empregam causa comum em lugar de causa aleatória e causa especial em lugar de causa assinalável. Em textos da 
área, escritos em Lingua portuguesa, encontram-se também as expressões: causa arribuível ou observável em lugar 
de causa assinalâvel. 
4 Uma explanação sobre planejamento e controle da qualidade no processo pode ser encontrada em Paladini, 1995: 
Cap.7.
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previnem defeitos e ajustamentos desnecessários no processo, informam o diagnóstico de 
problemas e fomecem informações sobre a capabilidades do processo. 
O gráfico de controle é a representação gráfioa de uma característica de qualidade medida 
ou calculada a partir de uma amostra versus o número da amostra ou tempo decorrido. A figura 2 
apresenta um modelo típico de gráfico de controle, pois contém uma linha central (LC) que 
representa o valor médio assumido pela característica de qualidade quando o processo está sob 
controle. Outras duas linhas, horizontais e paralelas à primeira, caracterizam os limites de controle 
superior (LSC) e inferior (LIC) admitidos no gráfico. Enquanto os pontos registrados estiverem 
entre os limites de controle e sua distribuição em tomo da linha central obedecer a uma 
distribuição nonnal de probabilidade, o processo é considerado estatisticamente sob controle. 
Caso contrário, interpreta-se como evidência de que o processo está fora de controle. Uma ação 
investigadora e corretiva precisa ser imediatamente deflagrada para procurar e eliminar a causa do 
distúrbio no processo. 
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“Utiliza-se o tenno capabilidade para definir o comportamento normal de um processo quando operando em estado de controle estatístico. Esta é a situação em que 0 processo ama com efeitos previsíveis, o que só ocorre se forem eliminados todos os efeitos, sobre o processo, de causas extemas a ele”. Paladini, 1995: 168. '
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Existe uma conexão estreita entre os gráficos de controle e os testes de hipótese e 
significância. Basicamente, um gráfico de controle e' um teste em que a hipótese nula é a de que o 
processo está sob controle. Quando um ponto amostral e' registrado dentro dos limites de 
controle, aceita-se a hipótese nula, caso contrário, deve-se rejeitá-la. Como num teste de hipótese 
pode-se pensar em erros do tipo I (a) e tipo II (/Y) que ocorrem, respectivamente, quando se 
rejeita a hipótese de que o processo está sob controle e, na realidade, está, ou quando se aceita a 
hipótese de que o processo está sob controle e, na realidade, não está. Dentro do contexto deste 
trabalho, a é conhecido como “erro do produtor” e ,6 como “erro do consumidor”. 
Os gráficos de controle são classificados em dois tipos: gráficos de controle por variáveis e 
gráficos de controle por atributos, dependendo do tipo de característica de qualidade que está 
sendo avaliada. Existem, pois, dois tipos de avaliação°: 
a) a avaliaçao por variáveis oriunda da mensuração feita com base em leituras em uma escala. A 
variabilidade é descrita, entao, pelos diversos valores possíveis dentro do intervalo da escala. 
Cada mensuração dá origem a um único número, descritivo da caracteristica que está sendo 
avaliada. Exemplo deste tipo de avaliação são as mensurações de diâmetros intemos e externos 
de um tubo, com a utilização de um paquimetro. 
b) a avaliação por atributos, baseada em uma classificação que, apesar de poder ser expressa por 
um número, não implica necessariamente uma mensuração. É o caso da avaliação do diâmetro 
de eixos utilizando um calibre “passa-não-passa”. 
6 Para uma explicação mais detalhada sobre tipos de avaliação, consultar Paladini, 1995: 52-7.
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1.3 CUSTOS DA QUALIDADE 
Os custos da qualidade são um excelente meio de traduzir medidas em valores 
monetários: são a legitima linguagem dos negócios. Eles espelham, numa escala à qual os 
administradores são sensíveis, os esforços para o aperfeiçoamento da qualidade de seu produto ou 
serviço. Estes custos são divididos em quatro categorias: prevenção, avaliação, falhas internas e 
falhas extemas. V 
Custos de prevenção: são os associados com o planejamento, implementação e 
manutenção de um Sistema de Qualidade, com a finalidade de assegurar a conformidade dos 
requisitos da qualidade a niveis econômicos. São, basicamente, os custos de prevenção de 
defeitos. - 
Custos de avaliação: são os associados com a medida e avaliação dos produtos, 
componentes internos e materiais adquiridos externamente, a fim de determinar se eles estão em 
conformidade com as especificaçoes, ou seja, se são adequados ao uso. Também devem ser 
considerados os custos associados com as atividades. de auditoria de produtos, componentes ou 
mercadorias compradas, com a mesma finalidade anterior. 
Custos de falhas intemas: são os gerados por produtos, componentes e materiais que não 
atendem as especificações da qualidade e esta falha é descoberta antes do despacho do produto ao 
cliente. 
Custos de falhas externas: sao os decorrentes de produtos que nao alcançam desempenho 
satisfatório depois de embarcados para o cliente. 
Os custos de prevenção e avaliação são chamados. custos da qualidade; os de falhas 
internas e falhas externas, custos da falta de qualidade. ' 
Todas as quatro categorias dos custos da qualidade são consideradas no desenvolvimento 
dos modelos econômicos de gráficos de controle: custo de amostragem e teste (custo de
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avaliação);.custo de investigação e possível correção após os sinais de ação (custo de prevenção) 
e custo da produção de itens defeituosos (custo de falhas internas e externas). Estes custos estão
~ todos combinados na formaçao do custo total do procedimento de controle. As estimativas 
de tais parâmetros nem sempre são de fácil obtenção. A metodologia e a operacionalização 
desse tipo de levantamento de dados não estão entre os objetivos do presente trabalho. 
Parte-se do pressuposto de que estas informações já foram obtidas e que se encontram à 
disposição para aplicação no planejamento econômico do procedimento de controle a ser 
adotado. 
Introduz-se, desta forma, no controle estatístico de processos, a preocupação com o 
registro, a redução e a minimização dos custos em uma de suas ferramentas mais importantes: o 
plano de amostragem a partir do qual será confeccionado o gráfico de controle. 
Um importante quesito no uso dos gráficos de controle é, pois, o seu planejamento. Este 
procedimento consiste na seleção das variáveis de decisão: número de elementos da amostra, 
fieqüência amostral ou intervalo interamostral e limites de controle ou número de aceitação limite7 
que devem ser implementados no processo de controle. Idealmente, este planejamento deve 
satisfazer a uma combinação entre critérios estatísticos e econômicos. Baseado nesta combinação, 
pode ser elaborado um modelo que, além de analisar os fatores econômicos que afetam o 
processo, deverá ser capaz de dar origem a um planejamento economicamente ótimo do gráfico 
de controle. 
Todas as discussões e análises sobre custos da qualidade, neste texto, limitam-se 
àqueles relacionados com autilização de gráficos de controle por atributos economicamente 
planejados e modelos correlatos, aplicáveis a processos sujeitos à ocorrência de uma causa 
especial única. 
7 O número de aceitação limite corresponde ao niunero de elementos da amostra, acima do qual se deflagra 
imediatamente urna ação investigadora do estado em que se encontra o processo (sob controle ou fora de controle).
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A limitação do estudo a este tipo de gráfico de controle e modelos correlatos se deve aos 
seguintes motivos: 
i. embora o controle de qualidade com a utilização de gráficos de controle por atributos seja 
amplamente usado por sua simplicidade e fácil aplicação, seu estudo tem sido relegado a 
segundo plano em favor dos gráficos de controle por variáveis, fato reconhecido por diversos 
pesquisadores do assunto 
ii. numa economia estável, necessário se faz reduzir custos. 'A combinação de critérios estatísticos 
para a minimização dos custos associados ao processo de controle por gráficos é um 
procedimento que exige o levantamento e a estimação desses custos, fomece informações, 
facilita o controle e favorece a sua redução, com vistas ao aperfeiçoamento da qualidade e à 
manutenção ou elevação dos lucros esperados;
~ os modelos econômicos próprios para processos atingidos por mais de uma causa especial sao 
muito complexos, e, se este for o caso, é preferível aplicar um modelo de causa especial única 
para cada causa existente. 
Desde a década de 50 foram desenvolvidos muitos modelos econômicos de gráficos de 
controle por atributos. Contudo, embora o produtor obtenha considerável redução de custos com 
sua aplicação, os procedimentos de controle de produção on-line raramente têm sido planejados 
economicamente. Existem diversas razões para este fato: 
1- o conjunto de métodos existentes está fragmentado em artigos publicados por diversas revistas, 
em épocas diferentes, num intervalo de tempo de aproximadamente quatro décadas; 
2- a complexidade dos modelos, em sua maioria concebidos academicamente; 
3- a falta de clareza quanto à adequação dos modelos em relação aos processos produtivos; . 
4- a escassez de estudos sobre o efeito de erros na estimaçao de custos e outros parâmetros 
componentes da fiinção custo/perda;
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5- a ausência de sugestões no que tange à estimaçao dos parâmetros dos modelos. 
Os dois últimos aspectos acima citados já foram, de certa forma, objeto de pesquisa para 
numerosos casos. Estes estudos foram feitos por Chiu e Wetherill (1974) e Chiu (1974, 1975). 
Sob a perspectiva da Engenharia da Qualidade, os três primeiros sugerem o 
desenvolvimento de um trabalho de coleta, seleção e organização dos métodos existentes, 
com a meta intrínseca de tomá,-los acessíveis e selecionáveis, a nível de planejamento, 
programação e execução da produção de uma empresa, tarefas, estas, que passam a ser 
objeto desta pesquisa, a partir do próximo capítulo. 
Na busca pelo aperfeiçoamento da qualidade, decisões de todo o tipo são sempre 
necessárias em qualquer empreendimento. O mesmo pode ser dito para as empresas produtivas, 
quando da implementação e implantação do controle estatístico de processos: impõe-se decidir 
sobre a adequabilidade do modelo de gráfico de controle que deverá ser adotado para controlar e 
aperfeiçoar características de qualidade que não podem ser representadas de forma numérica 
contínua. Orientação segura, com base em extensa revisão bibliográfica, organização sistemática 
dos modelos existentes e inclusão de recursos adicionais na seleção e adequabilidade desses 
mesmos modelos são encontrados neste trabalho, os quais lhe asseguram sua relevância prática. 
Finalmente, e paralelamente a este trabalho, está sendo desenvolvido um programa 
computacional, que apresenta ao usuário todos os modelos pesquisados, indica o modelo 
adequado para cada processo, fomece o planejamento economicamente ótimo e perrnite o estudo 
de análise de sensibilidade bem como a escolha de novo modelo. Esta tarefa está sendo realizada 
como parte de uma dissertação de Mestrado em Engenharia de Produção. O programa constitui-se 
em um recurso moderno, flexível, pioneiro, pelo menos no Brasil, e de grande interesse por sua 
marcante aplicabilidade e indiscutível apoio ao sistema de custos de uma empresa.
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1.4 OBJETIVO GERAL 
O objetivo precípuo do presente trabalho é o de servir de ferramenta de apoio na tomada 
de decisão por um modelo de gráfico de controle por atributos, ou correlato, economicamente 
planejado, para processos afetados por uma causa especial única. 
1.5 oBJET1vos ESPECÍFICOS . 
Entre os objetivos específicos, arrolam-se: 
i. desenvolver uma metodologia para a apresentação dos modelos aplicáveis a uma gama de perfis, 
de processos de produção; 
ii. designar o modelo que melhor se adapta a um determinado perfil de processo de produção, com 
base num conjunto de características delineadoras do sistema operacional em exame; 
iii. estabelecer, a partir de estudos de análise de sensibilidade dos modelos aos parâmetros 
componentes das funções custo/perda, um conjunto de instruções práticas complementares. 
Estas instruções são de grande importância, pois, permitem que se tenha uma visão antecipada 
da influência dos parâmetros de entrada no comportamento do procedimento de controle, bem 
como do grau de dificuldade em termos de sua obtenção; 
iv. realizar, em igualdade de condições, um estudo comparativo entre o modelo de Taguchi e os 
remanescentes, com vistas a tomar visíveis algumas vantagens e desvantagens na implantação 
desses modelos, bem como o grau de dependência do planejamento ótimo em relação aos 
principais parâmetros de entrada. 
1.6 - CONTRIBUIÇÃO CIENTÍFICA 
Visando ao aporte de conhecimentos novos para a área que o tema delimita, este trabalho 
se compõe de uma revisão bibliográfica, do agrupamento dos modelos existentes na literatura
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segundo critérios de similaridade, da análise de sensibilidade dos modelos, do desenvolvimento e 
elaboração de uma fórmula geral, como instrumento auxiliar e, finalmente, da criação de critérios 
de adequabilidade baseados em estudos comparativos dos modelos, relativos aos diversos tipos de 
processos de produção. 
Os elementos novos introduzidos na área e que constituem a contribuição científica da 
pesquisa estão listados a seguir: 
1. o agrupamento dos modelos existentes, organizados de forma sistemática, com o objetivo de 
reduzir e facilitar os estudos de análise de sensibilidade com relação aos custos componentes 
das funções custo/perda, sem perda de generalidade, bem como o de comparar a influência 
dos custos sobre o valor mínimo delas; 
2. o delineamento de instruções básicas na orientação da escolha Ótima dos modelos a serem 
adotados, levando em conta: o perfil do processo, os resultados obtidos com o recurso do 
item anterior, e a análise de sensibilidade parcial já realizada por outros autores; 
3. a análise da sensibilidade com relação aos custos componentes da fimção perda esperada do 
modelo criado por G. Taguchi, em 1981. 
1.7 ESTRUTURA DA PESQUISA 
Capitulo 1: Apresenta a introduçao à pesquisa, situando a dentro do contexto do controle da 
qualidade, estabelecendo seus objetivos, bem como sua relevância prática e cientifica. 
Capítulo 2: Este capítulo consta de três partes: a primeira contém um breve histórico do 
planejamento econômico dos gráficos de controle por atributos e modelos correlatos, a segunda
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apresenta o agrupamento dos modelos segundo critérios previamente estabelecidos e a terceira 
resume as fragilidades dos modelos. 
Capítulo 3: Trata da metodologia de apresentação, adequabilidade e seleção dos modelos. São 
desenvolvidos os seguintes instrumentos e técnicas auxiliares: um' fluxograma básico de 
apresentação dos modelos, a fórmula econômica geral, denominada FEG e o planejamento 
automatizado do processo de recomendação de modelos. - ' e 
Capítulo 4: Mostra um resumo dos estudos da sensibilidade dos modelos com relação aos 
parâmetros de entrada das fimçoes custo/perda encontrados na literatura e faz, também, a análise 
de sensibilidade do modelo de Taguchi, inexistente até o momento. Com base nestes estudos, 
apresenta um guia de sugestões práticas e cuidados que se deve ter durante a tarefa de levantar e 
estimar os parâmetros de entradas de cada modelo e compara o modelo de Taguchi com os 
remanescentes que lhe são compatíveis, mostrando em quadros, sintetizadas, as vantagens e as
~ desvantagens na implantaçao dos modelos estudados.
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Capítulo 5: Este capítulo traz uma discussão final da pesquisa e algumas sugestões para 
investigações futuras.
cAPíTuLo 2 
AGRUPAMENTO DOS MODELOS DE GRÁFICOS DE CONTROLE, POR 
ATRIBUTOS E MODELOS CORRELATOS ECONOMICAMENTE 
PLANEJADOS ` 
2.1 HISTÓRICO ~ 
Os gráficos de controle têm sido amplamente utilizados desde que surgiram 
oficialmente em 1931, numa concepção de Shewhart, tanto para manter o controle de 
um processo quanto para determinar se o processo está estatisticamente controlado. 
O planejamento dos gráficos de controle especifica a seleção de três parâmetros decisivos: o 
tamanho da amostra, a freqüência das retiradas de amostras e os limites de controle. 
Baseado em critérios estatísticos e na experiência prática, o planejamento dos gráficos de 
controle estabelece linhas gerais que são adotadas na prática para a determinação destes 
parâmetros no controle do processo de produção. A partir da década de 50 (vide Figura 3, 
pág. 20), muitos pesquisadores têm-se voltado ao aspecto econômico no planejamento dos 
gráficos de controle, especialmente os do tipo X. Esta preocupação foi pioneira em Duncan 
(1956), depois de terem surgido alguns modelos semi-econômicos como o de Girshick e 
Rubin (1952). Mais recentemente, passou-se a dar atenção ao planejamento econômico de 
procedimentos de controle e monitoramento dos processos por atributos, cujos processos 
de produção são atingidos por uma única causa especial. 
Ladany (1973) certamente foi o primeiro autor que, com base na idéia de Duncan 
(1956), desenvolveu um modelo econômico no planejamento de um procedimento de 
controle para atributos e, com a colaboração de Alperovitch (1975) e Bedi (1976), fez 
algumas modificações no modelo original para tomá-lo comparável ao de Duncan (1956). 
Ainda em 1975 aparece o trabalho de Chiu, seguido dos de Duncan (1978) e Gibra (1978), 
na mesma linha de pensamento de Duncan (1956).
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_ Em 1976, Montgomery e Heikes propõem um modelo econômico para causa 
especial única no qual estende a teoria dos modelos originais de Backer (1971) para os 
gráficos de controle p e, em 1981, surge o livro On-line Quality during Production, de 
autoria de Genichi Taguchi. Nesse livro aparecem, pela primeira vez no mundo ocidental, 
procedimentos de monitoramento da qualidade on line, depois de algumas publicações 
restritas, feitas em lingua japonesa. Esses procedimentos estão intimamente relacionados 
aos métodos de planejamento econômico de gráficos de controle por atributos aqui 
descritos. Quatro anos mais tarde, Behl (1985) construiu um modelo para gráficos de 
controle-np, com base nos artigos de Chiu (1975), Duncan (1978) e Gibra (1978). Três 
estratégias são comparadas: a primeira delas consiste em não realizar o controle; a segunda 
recomenda interromper o processo a intervalos constantes, procurar a causa especial e, se 
necessário, executar o reparo; e a terceira, a retirada de uma amostra de tamanho n, a 
intervalos constantes; se o número de itens defeituosos na amostra exceder um número de 
aceitação limite c, o processo deve ser interrompido, passando-se a procurar então a causa 
especial e, se necessário, o reparo é executado. 
Lorenzen e Vance (1986) apresentam, posteriormente, um enfoque unificado em 
que um modelo geral é construído e a função de custo esperado, por hora, pode ser obtida 
para todos os tipos de gráficos de controle. Logo a seguir, um modelo formulado por 
v. Collani (1989) estabelece um modelo econômico para o planejamento de gráficos-c, 
apoiado nos resultados de Bel1l(1985) e em outras aproximações feitas pelo próprio 
v. Collani em 1987. A vantagem desse enfoque simplificador é que reduz o número de 
parâmetros estimados necessários aos cálculos, quando comparado com outros modelos 
equivalentes. 
. Em 1990, Taguchi, auxiliado por Elsayed e_ Hsiang, aperfeiçoa seu trabalho de 
1981, tomando-o mais compreensível, dando-lhe nova apresentação e incluindo novos
1.6 
capítulos. Um reexame desses procedimentos foi feito por Nayebpour e Woodall (1991, 
1993), conferindo-lhe maior sofisticação em termos de critérios estatísticos. 
Finalmente, ainda em 1993, Del Castillo e Montgomery voltam-se para o modelo 
econômico para planejamento de gráficos de controle por atributos para processos em que a 
produção é de curta duração, criado por Ladany (1973). Os autores fazem algumas 
simplificações, a partir da transformação de variáveis, conseguindo -obter uma função de 
custo mais fácil de ser calculada. 
2.2 IDÉIA CENTRAL 
O planejamento econômico dos gráficos de controle p, np, u e c foi desenvolvido 
baseado em uma mesma idéia central: a de uma fimção de custo por unidade de tempo, sob 
a suposição de que a seqüência produção, monitoramento e reajuste, com acumulação de 
custos durante um ciclo de produção, pode ser representada por um tipo particular de 
processo estocástico que tem a propriedade de que seu custo por tempo médio é dado pela 
razão entre o custo esperado por ciclo e o tempo esperado de duração do ciclo, (Ross, 
1970). Alguns autores como Montgomery e Heikes (1976), Lorenzen e Vance (1986) e 
Nayebpour e Woodall (l991; 1993) consideram-no explicitamente, enquanto outros não o 
fazem. Entretanto, mesmo no modelo de Taguchi (1981, 1990), esta suposição existe, de 
maneira implícita. Ladany (1973), todavia, não assume esta idéia central em seu trabalho 
original; adotou-a mais tarde com seus colaboradores Alperovitch (1975) e Bedi ( 1976), 
respectivamente.- 
2.3 coMPosIÇÃo DAS FUNÇÕES cUsTo/PERDA 
_ Para especificar, de maneira sistemática, todos os parâmetros utilizados na 
descrição de um processo, algmnas definições são introduzidas:
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1. variáveis de decisão: são os valores de saida relacionados ao gráfico de 
controle 
planejado; 
2. variáveis de processo e parâmetros de tempo: são valores numéricos e valores 
esperados 
dependentes dos recursos da produção, a serem decididos pelo administrador; 
3. parâmetros de custo: são os custos associados ao comportamento do processo
e 
afetados pela escolha dos parâmetros do gráfico de controle. 
Com base nestas definições, as quantidades usadas no planejamento econômico de 
gráficos de controle por atributos podem ser listadas como segue:
H 
variáveis de decisão: tamanho da amostra, freqüência de amostragem ou intervalo 
interamostral e limites de controle ou número aceitável de elementos da amostra, aqui 
denominado número de aceitação limitel; 
variáveis de processo e parâmetros de tempo: fração defeituosa do processo, fração 
defeituosa produzida quando o processo está sob controle, fração defeituosa produzida 
enquanto 0 processo está fora de controle, tempo médio em que o processo está sob 
controle, tempo para amostrar/registrar por item, tempo esperado de um falso alarme, 
tempo esperado para descobrir uma causa especial quando ela existe, tempo esperado para 
reparar/ajustar o processo; 
parâmetros de custo: custo da qualidade por hora/item enquanto o processo está sob 
controle, custo da qualidade por hora/item enquanto o processo está fora de controle, 
receita da operação do processo em estado sob controle, receita obtida com a operação do 
processo em estado fora de controle, custo por falso alarme, custo da localização da causa 
O número de aceitação limite está relacionado com o limite superior de controle (LSC) através da seguinte 
expressão: 
c + 1 > {np0+K\Í[np0(l-p0)]} > c, Ondê 
` ` 
= número de aceitação limite , 
= fator que determina o limite de controle, 
= número de elementos da amostra, e 
= fração defeituosa enquanto o processo está sob controle. 
limite inferior de controle (LIC) é considerado zero. 
O”§=>'<°
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especial, custo de reajuste do processo, custo fixo da amostragem, custo por unidade 
amostrada, custo fixo por unidade de tempo de procura da causa especial e reparo do 
processo e perda causada pela produção de um item defeituoso. 
Para facilitar o levantamento e estimação dos custos componentes das fiinções 
custo/perda dos modelos estudados, segue uma classificação e sua constituição. 
_ V 
Segundo Montgomery (1991), os custos relacionados com a qualidade e com a 
falta de qualidade no controle estatístico de processos podem ser distribuidos em três 
categorias: 
l. custos de amostragem e inspeção: incluem todas as despesas com salários e vantagens 
de inspetores e técnicos, os custos de qualquer equipamento de teste necessário e, no 
caso de teste destrutivo, o custo unitário dos itens amostrados. Em geral, o custo de 
amostragem e teste se constitui de um componente fixo e um componente variável 
dependente do número de itens amostrados em cada inspeçao; 
2. custos de investigação e possível correção do processo depois de um sinal de que o 
processo está fora de controle. Estes custos vêm sendo tratados de diversas formas. 
Algumas distinguem os custos de procura da causa especial dos custos de sua correção. 
As duas situações são representadas, neste caso, por coeficientes de custo diferentes no 
Vmodelo. Além do mais, o custo de reparo ou correção do processo pode depender do 
tipo de causa especial que ocorre. Rigorosamente, este fato incluiria tantos coeficientes 
de custo quantos fossem os sinais de que o processo estivesse fora de controle. Na 
prática, no entanto, com alguma perda de precisão, usa-se um coeficiente de custo único 
para representar o custo médio de procura e possível correção dos sinais de que o 
processo está fora de controle; 
3. custos associados com a produção de itens não-conformes são os custos de retrabalho e 
refugo causados por falhas intemas, ou reposiçao e reparos de unidades que estão na 
garantia. Podem ainda representar as perdas secundárias decorrentes da produção de
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itens não-conformes, caso a insatisfação do cliente com o produto possa causar alguma 
alteração em compras futuras do produto produzido pela empresa. Finalmente, ainda 
podem ser perdas resultantes de reclamações do consumidor contra a empresa. 
2.4 CARACTERIZAÇÃO DOS DIFERENTES ENFOQUES 
ç 
A despeito da idéia central anteriormente descrita, os modelos encontrados na 
literatura apresentam maneiras diferentes de estabelecer suas fiinções de custo/perda, 
especialmente devido a pressupostos por eles mesmos estabelecidos. É possível, dessa 
maneira, depois de minucioso estudo e alguma comparação, distinguir quatro linhas de 
enfoques diferentes, aqui denominadas grupos e classificados numericamente como: 
grupo 1, grupo 2, grupo 3 e grupo 4 (vide Figura 3, pág. 20), com base nos critérios 
descritos a seguir. São eles:
` 
l) semelhança entre as características do processo de produção quanto at 
- setups: são consideradas setups todas as interrupçoes do processo que se reiniciam no 
estado sob-controle. Os setups podem ser planejados ou não. Um setup é dito não 
planejado quando a interrupção decorre de um sinal de que o processo está fora-de-controle 
(alarme falso ou alarme verdadeiro); 
- capacidade de regeneração do processo: considera-se não-regenerativo 0 processo em 
que a ocorrência de uma causa especial independe dos falsos alarmes, ou seja, a ocorrência 
de um falso alarme não retarda nem acelera a de uma causa especial; 
- tipo de amostragem: a retirada de amostras é considerada convencional quando o 
número de itens inspecionados é maior do que um. Caso contrário, a amostragem é dita não 
convencional;
' 
2) tipo de distribuiçao de probabilidade que modela o tempo de ocorrência de uma causa 
especial no processo; 
3) número, tipo e combinação de variáveis de decisão considerados.
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FIGURA 3: CRONOLOGIA, AGRUPAMENTO E INTERRELAÇÃO ENTRE OS MODELOS 
DE PLANEJAMENTO ECONOMICO DE GRAFICOS DE CONTROLE POR 
ATRIBUTOS E MODELOS CORRELATOS 
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2.4.1 Grupo 1 
Pertencem ao primeiro grupo os modelos desenvolvidos por Chiu (1975), 
Gibra (1978), Duncan (1978), Behl (1985), Lorenzen e Vance (1986) e v. Collani (1989). 
O planejamento ótimo destes modelos depende de três variáveis de decisão: número de 
elementos da amostra, número de aceitação limite e intervalo interamostral. Isto se dá, 
sobretudo, quando se utiliza a amostragem convencional e _o planejamento é adequado a 
processos não regenerativos, cujos setups não são planejados (vide Figura 4, pág. 48). 
Duncan (1956) desenvolveu um modelo de planejamento econômico para 
gráficos-X baseado na idéia do tempo médio em que o processo está sob controle e 
também de um processo de produção que tem um horizonte infinito (em termos práticos, 
isso significa que os setups são realizados quando uma causa especial é detectada, o 
processo é interrompido, a causa especial é procurada e o processo reajustado), ou seja, os 
setups são não-planejados. O trabalho foi seguido por Chiu (1975), Gibra (1978) e o 
próprio Duncan (1978), que desenvolveram métodos para encontrar regras de decisão 
ótimas, as quais minimizam o total dos custos quando se usam gráficos de controle do tipo 
p e np, com base no mesmo modelo matemático desenvolvido iniciahnente por 
Duncan. Os modelos deste grupo seguem os seguintes pressupostos: 
1) o gráfico de controle é utilizado com o objetivo de manter o processo sob controle 
estatístico; 
2) o processo começa sob controle, a um nível indicado por valores conhecidos; 
3) uma causa especial desvia o processo para um novo estado também conhecido e não 
pode retomar ao estado sob controle sem intervenção. A caracteristica de qualidade 
mantém-se supostamente estável no valor alvo até que, subitamente, um choque ocorre, 
mudando o nível do processo. Exemplo: Em processos de moldagem de canos por 
pressão, muitas variáveis aleatórias afetam a porosidade da superficie do produto e
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determinam a fi'ação defeituosa média. Entre elas, a pressão, que, reduzida abaixo de 
certo limite, ocasiona o aumento súbito da fração de itens defeituosos produzidos. Isto 
.acontece quando o orificio através do qual o metal líquido flui para dentro do molde se 
alarga subitamente devido a uma falha causada pela fadiga do metal; 
4) o ciclo de qualidade é definido como o tempo que decorre desde o inicio da produção 
(ou depois de um ajustamento do processo), até a descoberta e eliminação de uma causa 
especial (início de um novo período sob controle);
` 
5) o tempo do ciclo é dividido em subperíodos: tempo sob controle, tempo fora de 
controle, tempo de procura de uma causa especial tanto para falso alarme como para 
alarme verdadeiro, tempo (considerado geralmente nulo) para analisar uma amostra e 
registrar o resultado, tempo para descobrir uma causa especial e reajustar o processo; 
6) o tempo de ocorrência de uma causa especial é uma variável aleatória com distribuição 
de probabilidade exponencial, com média 1/lt. Essa suposição implica que o tempo de 
ocorrência da perturbação não é afetado por falsos alarmes ou que o processo é “sem 
"59 memoria ; 
7) os erros do produtor (tipo I ou ot) e do consumidor (tipo II ou B) são considerados; 
8) os custos por ciclo ocorrem por não conformidade dos itens produzidos, por alarmes 
falsos, por localização e reparo de uma causa especial e por amostragem e inspeção; 
9) restrição à regra simples de tomar uma ação somente quando um ponto excede os limites 
de controle do grafico ou o número de aceitação limite da amostra. 
Com base nesses pressupostos, o desenvolvimento das funções custo/perda são 
descritos claramente pelos respectivos autores e a tabela 2, pág. 26, estabelece a 
equivalência entre os parâmetros, as variáveis e algumas fórmulas dos modelos pertencentes 
ao primeiro grupo.
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Lorenzen e Vance (1986) apresentaram um método geral para detemtinação do 
planejamento de gráficos de controle, com os mesmos pressupostos dos modelos de 
Duncan (1956) e seus seguidores. Este método é aplicável a todos os tipos de gráficos de 
controle: p, np, u e c, especialmente àqueles que são oriundos da formulação original de 
Duncan (1956). O custo esperado por hora, denominado C (todas as quantidades usadas 
estão definidas na tabela 2) é estabelecido pela seguinte fórmula: 
5+c,{h-z+zzE+h[(ARL2)-11+ô,z +ô,r;}+_fY_+W 









[(a + bn) 1
+ 
onde o denominador representa o tempo esperado do ciclo de produção, o qual é dividido 
em:
1 
E tempo médio durante o qual o processo está sob 
controle, 
g%~ tempo esperado de procura por alarme falso, 
(h -19 tempo esperado entre a ocorrência de uma causa especial e a 
próxima amostra, 
h[(ARL2)- I] + T1 + Tz 
A 
tempo esperado para encontrar o desvio, descobrir a causa especial 
e reajustar o processo, 
e os custos, por ciclo, são os seguintes: 
QQ custos de operação do processo sob condições controladas,
X
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C1(}2-T+nE+h[(14RL2)-I]+ 51 T1 + ÕQTQ 
custo de operação do processo sob condições não controladas,
Y 
ÊQL-Í + W custo esperado por alarme falso e para localizar e reparar a causa 
especial que realmente ocorreu, e 
i£@¶{%+h-1 +nE+h[(ARL2)-l]+ó`,Y¶ +ô`2T2} 
custo esperado de amostragem e inspeção. 
Esta fimção depende de seis parâmetros de custo, sete que descrevem o processo, 
duas variáveis indicadoras que determinam se o processo de produção continua durante a 
procura e o reajuste da causa especial e três variáveis do planejamento que descrevem o 
procedimento gráfico. A distribuição, por tipo, dos parâmetros e variáveis utilizados nos 
modelos deste grupo são mostrados na tabela 1. 
As fórmulas correspondentes aos casos particulares de Chiu (1978), Gibra (1978) 
e Duncan (1978) podem ser facilmente deduzidas a partir do modelo geral de Lorenzen e 
Vance (1986) (vide Apêndice 1) com o auxílio das equivalências entre as variáveis, 
fórmulas e parâmetros apresentados na tabela 2, pág. 26. 
V 
As três variáveis do planejamento que descrevem o procedimento gráfico são: 
numero de elementos da amostra, número de desvios padrões que distanciam os lirnites de 
controle da linha central do gráfico de controle e o intervalo interamostral.
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TABELA 1z DISTRIBUIÇÃQ Do TOTAL Dos PARÂMETROS E VARIÁVEIS NA 
coM1>os1ÇÃo DAs FUNÇÕES cusro/PERDA nos MooE1.os 
PERTENCENTES Ao GRUPO 1
. 
N°_ de Variáveis de Parâmetros de Parâmetros 
MODELO decisão tempo/processo de custo _ TOTAL~14 rcH1U.(1.975) , 3 E 5 V ó
GIBRA (1978) 3 6 6 15
DUNCAN (1978) 3 
A 
5 ó 14
BEHL (1985) 3 5 7 V 15 
A
. 





























































































































































































































































































































































































































Diante desses dados, tornam-se necessárias algumas observações relativamente aos 
trabalhos de Behl (1985) e v Collani (1989). Ambos desenvolveram, respectivamente, uma 
perda total esperada e um lucro esperado por reajuste, calculados por item produzido, 
diferentemente dos outros modelos do grupo em que este cálculo é feito em termos de 
tempo de produção. 
~ - OBSERVAÇAO 1: Behl (1985) estabelece uma perda total esperada por unidade 
produzida' (vide Apêndice 1), aplicável a três planos estratégicos: -
c 
i) .nenhum controle ou reajuste é feito durante o processo de produção: T = oo; 
iz) faz se uma inspeçao (sem amostragem), em intervalos constantes e, se necessário, 
realiza-se o reparo: T < oo, n = 0; 
iii) uma amostra de tamanho n é retirada a intervalos constantes. Se o número m de itens 
não conformes é maior do que c, o processo de produção é interrompido, é feita uma 
revisão e, se necessário, realiza-se o reparo; T = oo, n > 0, 
onde T = intervalo interamostral, e 
n = tamanho da amostra. 






V(T,n,c) = __?/81, 
onde: 
E[Nz]: (E[fz]+ E[fzz])v = í-(F1:-T+ T-_-lã;-)Tv›e 
E[Vf] = -G,(E[r,])v - G,,(E[r,,])v + A,,(1<,, + G,z,,v)+(1<,, + 1<,,)+ 
+ G,,(tD + tR)v + K,,”{ E[r,]+ E[r,,]+ E[AD]tD + tv + tR }+ 
+1<K(E[A,] +E[A,,])›z
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T T l 11,., :_-G,-E--G,,v{e” 1+1 E -/J+e” l(KD+G,tDv)+(KD+KR)+ n,c 
T T a,,,, T T 
+G,,(tD +tR)v+K,m{e,, _1+1_fi +eH _1tD +11, +tR-}+KK{í-eu _1+Í_š ln- 
! 
"Y 
Este modelo, além das parcelas que podem ser deduzidas diretamente da função 
custo esperado por hora, de Lorenzen e Vance (1986) (vide Tabela 2 e Apêndice 1), 
contém as seguintes parcelas adicionais: V , 
1) os custos de oportunidade originados por inspeções desnecessárias devido a alarmes 
falsos: 
E[AD] G1 tpv (1) 
onde 
E [A D ] número esperado de falsos alarmes, 
G1 receita média por item produzido enquanto o processo está 
sob controle, 
tz; 
` duração de tempo de procura de uma causa especial, e 
v número de itens produzidos por unidade de tempo; 
2) o lucro perdido enquanto o processo está fora de controle: 
G11(ÍD + ÍR)V 
onde: 
GH receita média por item produzido enquanto o processo está fora de 
controle, e 
tR. duração do tempo de reparo. 
As parcelas (1) e (2), acima, são opcionais;
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3) os custos de manutenção da oficina de reparos e do laboratório de inspeção: 
Km (E[f1] +E[f11] +E[Az>]fz> +11» + IR). 
onde 
O seT=w 
KT-"= Kp seT<o0,n=0 
Kp+K_ç seT<o0,n>0, 
KF. custo fixo de procura da causa especial e reparo, por unidade de tempo, 
KS. custo fixo por amostragem, 
E[r¡] intervalo de tempo em que o processo está sob controle, e 
E[r¡¡] intervalo de tempo em que o processo está fora de controle. 
As parcelas acima consideradas adicionam ao modelo novos parâmetros de custo 
e processo e o tomam o mais abrangente de todos os modelos do grupo. 
~ ' OBSERVAÇAO 2: v. Collani (1989) começa seu trabalho desenvolvendo um modelo de 
planejamento econômico para gráficos de controle-c. A função lucro esperado por reajuste 
(vide Apêndice 1), que modifica levemente a função criada por Duncan (1956) para 
gráficos de controle-X , tem a seguinte forma: 




b* beneficio esperado por restauração do processo, 
b* + E[A¡+A_z¡]hgzv lucro esperado durante um ciclo completo de operação, 
E[Ap]e* custo esperado de falsoalarme,
V 
E[A¡+A¡¡]a *n custo esperado de amostragem, e 
E[A,+A¡¡]hv número esperado de itens produzidos por ciclo.
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O lucro gz (vide Tabela 2, pág. 26) é considerado válido tanto para o processo no estado 
sob controle como no estado fora de controle. Mais especificamente, gz pode ser 
considerado como o menor entre V0 e V, de Duncan. Com base nesta suposição, as 
duas primeiras parcelas das expressões sob referência podem ser comparadas da seguinte 
forma: 
as do numerador no modelo Duncan (1956) são: 
maS 
¿_ h P"Lfl>e 
zzl--À-. 
/1 e/V'-l 
5+!/,(15--r+en+D), Ã P 











V fh h 1 
/f£+V¶L1_fl+e¿h_1-Â+en+D), (3) 
tempo médio em que o processo se mantém sob controle, 
receita, por hora, da qualidade do processo durante o estado sob 
controle, 
receita, por hora, da qualidade do processo durante o estado fora 
de controle, 
tempo esperado em que o processo está fora de controle, 
tempo esperado de ocorrência de uma causa especial dentro de um 
intervalo, 
tempo para retirar uma amostra, inspecioná-la e calcular os 
resultados, 
tempo esperado para descobrir uma causa especial.
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A equação 3 pode ser reescrita da seguinte forma: 
V -V 
VÁ Ahh + 
h 
)+{ ° *)+V,en+V1D- e -1 1- ,B Â 
Mas no modelo de v. Collani (1989) en = 0, D não existe e a taxa de produção (v) por 
unidade de tempo precisa ser considerada. Assim, a expressão acima se toma equivalente 
Vlí___L+ .Lay + ~V + VID . e” - 1 1 - fl ‹ /1 
As duas primeiras parcelas do numerador do lucro de longa duração no modelo de 
81 ,_ 
v. Collani são: 
82 (E [Az] + E[A11]) hv + b* , POHHMO, 
g,(E[A,]+ E[A,,])hv z V,(e_,h¿'___l+ T-_Í'í)v, z 
ó* = (%Â)v+V,D. 
Como o processo não é interrompido durante a procura da causa especial, V, 
contém todos os custos fixos por unidade de tempo de v. Collani, enquanto o tempo e o 
custo de reparo para Duncan, são nulos, pois seu modelo não permite a consideração do 
custo de reparo do processo. 
Logo, I/QD = -[(412 +a3)+(t2 +t3)(c¡ +c2 +c3 +c4)] com a3 = 15 = c3 = 0. 
E surge a igualdade: 
= V -V 
b = (-L)-1);-(az +a3)-(12 +t3)(c¡ +c2 +c3 +c4), 
onde: 
gz = lucro médio enquanto fora de controle, 
t, = tempo médio necessário para uma inspeção errônea,
0.3.lz§l-zlO\l-(2
_ 
I _ I _ _ 
_ 
Biblicteeq Unlverizlmfig 
tz = tempo medio necessario para localizar a causa especial, z. U9 5 Q .. 
t3 = tempo médio necessário para uma renovação do processo, 
W " 
az = custo médio para localizar a causa especial, 
a 3 = i custo médio de um reparo, 
c¡ = custo fixo por hora para manter a equipe ou recursos de amostragem, 
cz = custo fixo por hora para manter a equipe ou os recursos de inspeção, 
c 3= custo fixo por hora para manter a equipe ou os recursos de reparo, 
c4 = custo fixo por hora para .manter a equipe ou os recursos de produção, e _ 
v = número médio de itens produzidos por hora. 
É importante observar que b*, assim concebido, independe do planejamento 
amostral a ser adotado, simplificando, consideravelmente, os cálculos. Esta caracteristica 
diferencia este modelo dos demais do Grupo 1, mas não o exclui deste conjunto, pois os 
pressupostos permanecem os mesmos. 
Além disso, v. Collani (1989) desenvolveu também uma função de lucro 
padronizada para gráficos de controle-c economicamente planejados, que é um modelo 
aproximado do anterior e reduz consideravelmente o número de parâmetros de 
custo/processo. O problema de maximização do lucro, desta maneira, se toma mais fácil e, 
mesmo assim, permanece equivalente ao modelo não padronizado. Esse autor também 
utiliza o modelo para gráficos de controle-c, por ele criado, como uma aproximação para 
gráficos-np. Em ambos os casos as soluções aproximadas, segundo ele, são muito boas. 
2.‹i.2 Grupo 2 
Este grupo é composto pelo modelo criado por Ladany (1973), por seus 
trabalhos posteriores (1975 e 1976) feitos com a contribuição de Alperovitch e Bedi, 
respectivamente, e pela simplificação da fimção de custo elaborada mais recentemente por 
Del Castillo e Montgomery (1993).
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Ladany (1973) estabelece um critério que mede todos os custos do planejamento 
ótimo para controlar, por atributos, um processo de produção, considerando um modelo 
para intervalos de produção finitos e processos não regenerativos (vide Figura 4, pág. 48). 
Para modelá-lo, Ladany ( 1973) usou, originalmente, a idéia de Duncan (1956), mas 
desenvolveu seu modelo com base no valor esperado de número de interrupções no 
processo, calculado a partir da probabilidade de haver interrupções entre duas amostras 
consecutivas. Não considerou oprocesso, em seu modelo original, como um processo de 
premiação renovada e os pressupostos «do modelo são os mesmos enumerados para o 
primeiro grupo, exceção feita aos itens 4, 5 e 6, que ficam modificados para: 4) o ciclo de 
qualidade é o tempo que decorre entre o setup da máquina que produz o item que está 
sendo controlado e o término do processo ou o próximo re-set planejado (este período de 
tempo começa e termina com os setups planejados do processo ou os ajustamentos que 
recolocam o processo no estado sob controle e é denominado “intervalo”). O intervalo é 
dividido em subintervalos, chamados “pequenos intervalos”, que ocorrem entre duas 
amostras adjacentes; 5) desconsiderado, e 6) a probabilidade de ocorrer uma causa especial 
é conhecida. O valor e a freqüência destas mudanças súbitas podem ser calculados ou a 
partir de considerações teóricas, ou medidos através de informações históricas sobre o 
processo. Conseqüentemente, a formulação matemática de sua função de custo difere 
consideravelmente das formuladas por todos os outros modelos aqui considerados. 
A formulação da função custo (TC) de Ladany (1973) pode ser resurnida como segue: 
TC = A + B + C + D, 
onde 
A = (C0 + C ,n)ƒ 
simboliza o custo de amostragem em todo o intervalo, onde 
C0 custo fixo por amostra, 
C ¡ custo de amostragem por item,
35 
n tamanho da amostra, ` 
f freqüência amostral,
e 
C2Pf f 1_Pf-1' B z šíšF(z)[1+2P,{fi-ll 




Cz .. custo da não descoberta de um desvio no processo durante a 
duração de todo o intervalo, 
_1_ probabilidade de que o desvio ocorra em um “pequeno intervalo” P, = 1 - (1 - P,)f+z 
l que começou sem desvio, onde 
P, probabilidade de que ocorra uma mudança súbita durante 
todo o intervalo, 
F(z) probabilidade de que o “pequeno intervalo” i comece sem a 
V 




. probabilidade de que o desvio súbito ocorra em um dado 
Pf Z as ' aa 
1 0 pequeno intervalo , 
P,, probabilidade de não descobrir uma mudança no processo na 
primeira amostra após a sua ocorrência, 
Ji* Í K1 
_ Pdf-1) probabilidade de não descobrir um desvio na (f-1)-ésima amostra P = P .tm
zzi 
a a 1" Pa após a ocorrência, dado que o desvio ocorreu, 
e f_1 C= C3a(l- Pƒ) .ZF(i), 
1 = O 
como o custo de alarmes falsos, onde 
C3 custo de cada indicação falsa, 
(1 “probabilidade de ocorrer uma indicação falsa (erro do tipo I),
36 
(1- P¡) probabilidade de que o desvio não tenha ocorrido no pequeno 
intervalo, dado que ele começou sem desvio, 
F (1) 
= sob controle, e 
;l\'1 
f-1 
D = c4P¡ šF(z~)(1- P,,{'¬') , 
como o custo de reajustar mudanças descobertas no processo, onde 
C4 custo de cada reajuste, 
f " probabilidade total de que o “pequeno intervalo” tenha começado 
f '1 probabilidade de que urna súbita mudança ocorra em um Pf2F(f) 
f=0 ' determinado “pequeno intervalo”, dado que ele se tenha iniciado 
sem desvio, e 
¡_ Pa/ -í probabilidade de que o desvio (ocorrido no i-ésimo “pequeno 
intervalo”) seja descoberto até a última amostra. 
A função de custo (TC), assim formulada por Ladany (1973), depende de quatro 
parâmetros de custo, três parâmetros considerados dependentes dos recursos da produção 
e três parâmetros de planejamento do gráfico de controle por atributos, a saber: tamanho 
da amostra, freqüência da retirada de amostras e distância entre o limite de controle e o 
valor alvo do processo, expresso em termos de número de desvios padrões (vide Tabela 
3, pág. 39). 
Fazem parte, ainda, deste grupo, os trabalhos de Ladany e Alperovitch (1975) e 
Ladany e Bedi (1976), em que o enfoque central do modelo é diferente do anterior. Este 
baseia-se no conceito de tempo esperado entre os setups não planejados (que ocorrem 
sempre que um desvio é detectado na fração defeituosa do processo), em contraposição ao 
número médio de interrupções dentro de um intervalo que decorre entre dois setups 
planejados. Além disso, também difere do modelo Duncan (1956), não só pelo fato de 
tratar de gráficos de controle-p, como também porque considera, quando ocorre um falso 
alarme, uma das duas altemativas: ou não se distingue o alarme falso do verdadeiro e um
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setup é realizado, ou se percebe imediatamente que não houve desvio, o que também é 
equivalente a um setup.
V 
No modelo atual, o custo total esperado por unidade de tempo é expresso pela 
razão entre o custo total incorrido durante o ciclo de produção e o tempo esperado de 
duração do referido ciclo: 
“ 
C2: °° ~ 
_ 
Cz"E(í) + *P2 G(í)[1+ 22 D(J)] + CzE(S) ff Cill - E(S)] CU : 2T fzi j=z' , 
¢E(z°) 
A expressão também pode ser entendida como: 
CU: A+B+Ç+D 
tE(1) ' 
onde o denominador tE(i) representa o tempo de duração do ciclo de produção. 
No numerador: 
A = C¡nE(I) 
representa o custo de amostragem, onde 
C1 custo de amostragem de um item, 
n número de elementos da amostra, e 
E(1) número esperado de amostras retiradas depois de um setup até a 
descoberta de um desvio na i-ésima amostra; 
C, ~ . -° . B=ñ_'_P,zlG(z)[1+2zD(¡)¶ 
representa o custo decorrente da não descoberta de desvios, onde 
C 2 custo de não descobrir uma mudança específica durante o ciclo de 
produção T, 
P, = 1-(I-P,)”T probabilidade de que o desvio ocorra durante o intervalo 
interamostral t, dado que o intervalo iniciou sem desvio, 
G(1) probabilidade de que um desvio seja descoberto na i-ésima 
amostra, e
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D(1) probabilidade de que nenhum desvio seja descoberto na j-ésima 
amostra; 
C = C3a(1 - P,)Ê: D(i - l)G(i) = C3E(S) 
¡=1 
representa o custo de alarmes falsos, onde. 
C3 z ' .custo médio de cada indicação falsa, e ¡
_ 
E(s)_ fração esperada de falsas indicações em um ciclo;
e 
D = C,,[1 - E(S)] 
representa o custo esperado de ajustes, onde 
C4 custo de ajustar cada desvio descoberto quando os setups não 
' são planejados e executados com intervalos não programados, e 
[1 - E(S)] fração esperada de indicações verdadeiras em um ciclo. 
Para calcular o custo total por unidade de tempo acima estudado são necessários 
quatro parâmetros de custo, seis parâmetros dependentes dos recursos da produção 
ou decididos pelo administrador, e três variáveis de decisão (vide Tabela 3, a seguir, 
e Apêndice 2). 
Neste trabalho, o modelo de Ladany e Bedi (1976) constará apenas do 
fluxograma de apresentação descrito no próximo capítulo. A justificativa para esta 
limitação da pesquisa é feita no capítulo 3, item 3.3. 
Ainda como parte deste grupo destaca-se o trabalho de Del Castillo e 
Montgomery (1993), que apresenta uma nova versão simplificada do modelo, reduzindo o 
número de parâmetros através da transformação de variáveis. Esta formulação permite o
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cálculo rápido e simples da fimção objetivo de custo, especialmente quando a freqüência 
de retiradas é grande (Del Castillo e Montgomery, 1993). 
TABELA 3z DISTRIBUIÇÃO Do rorAI. nos I>ARÃIvIEmos E VARIÁVEIS UTILIzADAs 
NA coMPosIçÃo DAS FUNÇÕES cusro/PERDA Dos MoDELos 
PERTENCENTES Ao GRUPo 2 
N° _ de 
` Variáveis de Parâmetros de Parâmetros TOTAL 
decisão tempo/processo de custo 
MODELO 
LADANY (1973) 3 3 4 1o 
LADANY e 3 6 4 13 
ALPEROVITCH ( 1 975) 
LADANY e BEDI (1976) 3 6 4 13 
2.4.3 Grupo 3 
Este grupo é composto por modelos criados por Baker (1971), para gráficos de 
controle-X e estendidos para gráficos de controle por atributos por Montgomery e Heikes 
(1976). Os gráficos de controle-p são estudados usando ambos: o modelo discreto que 
pressupõe que a ocorrência dos desvios do processo é govemada por uma cadeia de 
Markov e aquele em que esta suposição é negada (vide figura 4, pág. 48). Os autores 
concluem que a escolha adequada do mecanismo de falha do processo (distribuição da 
probabilidade que modela o processo), com base em informações sobre o processo de 
produção, é um requisito importante a ser considerado no planejamento econômico ótimo 
de gráficos de controle. Os pressupostos dos modelos são os mesmos arrolados para o 
Grupo 1, exceção feita ao item 6, obviamente. Ademais, em seus modelos, Montgomery e 
Heikes utilizam apenas um par de variáveis de decisão do planejamento: o tamanho da
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amostra e os limites de controle. O intervalo interamostral, neste caso, é um parâmetro 
implícito do modelo, a ser detemiinado a partir do tempo esperado de ocorrência de uma 
perturbação no processo. 
Depois de adaptar os valores dos limites superiores e a estatística a ser registrada 
no gráfico, os autores estabelecem as funções de custo esperadas para o planejamento 
econômico de gráficos de controle-p, considerando três casos no desenvolvimento das 
fórmulas (vide Apêndice 3). Os três casos estão sucintamente descritos abaixo: 
1° caso: o tempo de duração do processo no estado .sob controle é uma variável aleatória 
geometricamente distribuída, com parâmetro fr, 
O custo esperado por tempo (ATC) 
ATC : al” + a2a'I fr +a(1- 7:) +a37r (4) 
a'(1- zr)+n: 
onde ot é a probabilidade de ocorrer um erro do tipo I e ot* é o poder do teste. A equação 4 
origina-se na função de custo do Modelo A de Baker (1971) 
a1n(E[T] + E[S]) + a2(1+ E[M]) + a3E{S] (5) ATC = 
E[T] + E[S] . 
onde 
az custo de amostragem e inspeção por unidade produzida, 
az custo esperado da procura e possível correção do processo 
quando um sinal de “fora-de-controle” é observado, por unidade 
produzida, 
a_z custo de operação no estado fora de controle por um período, 
E[ T] tempo esperado em que o processo está sob controle, 
E[S] tempo esperado em que o processo está fora de controle, 
E[M] número esperado de alarmes falsos, e 
n número de elementos da amostra.
4 1 
As equivalências entre as equações 5 e 4 são: 
«in em +EiS1› =a1›~z +fl
~ 
' 
custo esperado da amostragem num ciclo, 
custo esperado da procura de uma causa especial, 
zz,(1+z‹1z\z1])= zz,[1+zzC-;íH 
_ 
tanto para alarmes falsos como para verdadeiros, e 




2° Caso: a duração do tempo em que o processo permanece sob controle é urna variável 
aleatória com distribuição de Poisson e parâmetro /'L 
Neste caso, a fimção custo esperado (ATC) é 
ATC 2 ‹õ› a'(l-e )+ae " 
fundamentada sobre o Modelo B, de Baker (1971) gerado para os casos em que não se 
justifica supor que o tempo em que o processo está sob controle é independente dos 





E[S '] tempo esperado em que o processo está fora de controle antes de 
l um sinal de ação, e 
E[D] tempo esperado entre o término de uma procura da causa especial 
e o sinal de ação subseqüente. 
As equivalências entre as equações 7 e 6 são:
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(W151 zaln <ífa_;¿lƒ;'f;_ zz' 1- 
-“Ã -011 
custo esperado da amostragem durante um ciclo, e 
e""* custo esperado de operação fora de controle. 
ä3E[S' 1 = 03:!-"- 
3° Caso: a duração de tempo em que o processo está sob controle é uma variável aleatória 
com distribuição de probabilidade da série logadtmica com parâmetros p, ye 6! 
Neste caso, a função de custo médio é dada por 
a, + (8) 
ATC = a,n + 
ã- (1 - p)y{[ln(l - Int//:Ia + }2i,V} 
e q/=l-¢9(l-a). 
Com base no mesmo modelo de Baker (1971) apresentado no caso anterior, as 
equivalências entre 7 e 8 são as seguintes: 
ln 
zz1n(E[D]) z a1n{-il, - (1 - p)y[1n(1- 9) - in z,z]zz 
custo esperado de amostragem em um ciclo, e 
a3E[Sf] = a3{~} 
custo esperado de operação no estado fora de controle.
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As fórmulas desenvolvidas para os três casos (vide Tabela 4) dependem de apenas 
três parâmetros de custo e de quatro ( 1° Caso e 2° Caso) ou seis (3° Caso) parâmetros de 
tempo/processo (incluído o intervalo interamostral) e duas van`áveis de decisão do 
planejamento: número de elementos da amostra e o número de aceitação limite, que 
depende da distância do limite de controle à linha central, em número de desvios padrões 
(vide nota de rodapé da pág. l_7). . - 
TABELA 4; DISTRIBUIÇÃO Do ToTAI. Dos PARÂMETROS E VARIÁVEIS U'rII.IzADos 
NA coMI>osIÇÃo DAs FUNÇÕES cUsTo/PERDA Dos MoDELos 
I›ERrENcEN'rEs Ao GRUPO 3 




decisão tempo/processo de custo MODELO 
MONTGOMERY e 2 3 3 8 
HEIKES (1976) 
(Caso 1) ~ 




MQNTGOMERY e 2 5 3 Io 
HEIKES (1976) 
2.4.4 Grupo 4 
Como uma quarta linha de estudo surgem os procedimentos de monitoramento da 
qualidade por atributos criados por Taguchi (1981, 1990) e aperfeiçoados por Nayebpour 
e Woodall (1993). Em seu modelo simples e prático, Taguchi (1981, 1990) detemiina que 
um único item deve ser inspecionado (examinado) a intervalos de produção iguais e, se o 
item for não-conforme, o processo é interrompido, corrigido e reconduzido à condição de 
normalidade (vide Figura 4, pág. 48). Supõe também que o nivel médio da característica 
de qualidade é estável até que um desvio súbito o mude.
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Taguchi et alii (1990) consideram dois casos no estudo dos procedimentos de 
monitoramento por atributos: 
Caso 1: quando o processo se desvia de uma produção isenta de itens defeituosos para a 
súbita produção de itens todos defeituosos; 
Caso 2: quando o processo desvia de uma porcentagem nula de itens defeituosos para a 
produção de 1: (100%) de 'itens defeituosos, onde 0<1z<1. Somente três tiposde custo são 
considerados neste modelo: custo de produção de itens defeituosos, ou custo de produção 
de itens sob condições de anormalidade, custo de amostragem e custo de ajuste do 
processo.
f 
Duas funções de custo alternativas, L e L' (vide Apêndice 4), foram desenvolvidas 
para o caso 1: 
z- .z
9 L=í+(-Ú-Í-1+1)Ê;”-+-cz, Um 2 /1 /1 
onde 
C ,‹ custo de amostragem e inspeção, por diagnóstico, 
Cd . perda devido à produção de uma unidade de produto sob 
- condições anormais, 
C.,= C zt+Cz custo de ajuste: custo total para reconduzir o processo a condições 
normais, quando o processo saiu fora de controle 
(C 1 perda devido à interrupção do processo, por unidade de 
tempo, 
(t tempo médio do reajuste, 
(C2 'custo direto de ajuste incluindo despesas com pessoal, 
custo de ferramentas e material), 
m intervalo interamostral, expresso em número de itens produzidos, 
l tempo de atraso (tempo que decorre até que o processo seja 
interrompido depois que um item defeituoso é encontrado) 
expresso em número de itens produzidos,
` 
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,7 intervalo de ocorrência entre perturbações, expresso em número de 
itens produzidos, 
( ,E é dado pela razão entre o total de itens produzidos em 
algum período de tempo e o número de perturbações que 
ocorreram neste mesmo período), 
Q custo de amostragem e inspeção de uma unidade produzida, 
m V 
(m + 1 + 1) 
C d custo da produção de itens defeituosos, por unidade produzida, e 
2 /7 
Q perda, por unidade produzida, devida à recondução do processo à 
'U condição nonnal, quando a anormalidade do processo foi percebida. 
O modelo acima tem duas condições que precisam ser satisfeitas para obter um 
valor ótimo da variável de decisão m. Estas condições são: 
y >>l
e 
Cz. C d >> -;- 
,U 
Se qualquer uma dessas condições não for satisfeita, a função perda passa a ser a 
seguinte (vide Apêndice 4): 
L'= C*+("'+1+1) C” 
+[ 
1 







Q custo de amostragem e inspeção de uma unidade produzida,
m
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Km + 1 + 1) 
C 4 custo da produção de itens defeituosos, por unidade produzida, 
z __ m 
ll 'l' É e 
1 
perda, por unidade produzida,_ devido à recondução do 
F + i C “ processo à condição normal, quando a anormalidade do2 
processo foi percebida. 
Para tratar o Caso 2, ao procedimento de Taguchi (1981) mantém a regra de 
inspecionar um único item a cada m produzido, Cd como o custo de um item defeituoso 
encontrado e define CD como o custo de um item defeituoso quando ele chega a ser 
enviado para estágios posteriores de produção ou para o consumidor. A nova função perda 
(vide Apêndice 4), obtida após algumas simplificações, tem a seguinte forma: 
i C a C L=g+(»z+1):"+C:+1:", (11) m xl fl fl 
onde 
Cd = ZCD C 
Cr custo de amostragem e inspeção de uma unidade produzida,
m 
(m+ 1) gi custo de itens defeituosos enviados para estágios posteriores, 
1” por unidade produzida, 
lg: custo da produção de itens defeituosos, por unidade produzida, 
1” e 
_Ç_z¿ perda, por unidade produzida, devido à recondução do processo 
17 à condição normal, quando a anormalidade do processo foi 
percebida. 
A utilização das equações 9 e 10 é recomendada para os processos em que 1: 5 0,5. 
Taguchi justifica esta recomendação, afirmando que a equação 9 não é afetada de modo 
significativo por erros na estimativa do erro de Cd , (Taguchi et alii,1990). Por outro lado,
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prova que essa mesma equação pode ser usada para todos os valores de rt , como uma 
fórmula aproximada . Para maiores esclarecimentos consultar Taguchi (1981) e Taguchi et 
alii (1990).
' 
As filnções perda L e L' desenvolvidas por Taguchi (1981) para o Caso 1 (vide 
Tabela 5) dependem apenas de três parâmetros de custo, dois parâmetros de tempo e uma 
única variável de decisão - o intervalo interamostral - o mesmo .acontecendo com o Caso 2. 
O procedimento criado por Taguchi foi seguido de adaptações e reexames, 
consideravelmente mais complexos, feitos por Nayebpour e Woodall em 1991 e, repetidos, 
em 1993, pelos mesmos autores (vide Apêndice 4). O modelo original de Taguchi (1981, 
1990) não considera explicitamente um mecanismo de falha do processo, nem que a 
seqüência de períodos sob controle/fora de controle pode ser representada por um 
processo de premiação renovada. Os dois últimos autores desenvolveram a função perda 
média supondo uma distribuição geométrica como mecanismo de falha do processo, com o 
objetivo de aperfeiçoar os procedimentos desenvolvidos por Taguchi (1981, 1990),
~ especialmente no que tange aos critérios estatísticos e à obtençao de resultados mais 
precisos. 
TABELA sz DISTRIBUIÇÃQ Do ToTAL Dos 1>ARÃMETRos E VARIÁVEIS UTILIZADOS 
NA coM1>os1ÇÃo DAS FUNÇÕES cUs'ro/PERDA Dos MoDELos 
PERTENCENTES Ao GRUPQ 4 
N° _ de Variáveis de Parâmetros de Parâmetros TOTAL 
decisão tempo/processo de custo 
MODELO 
TAGUCI-II (1981) 1 2 3 6 
(Casos 1 e 2) . 
ÁCasos 1 e 2) 
NAYEBPOUR e 
WooDALL (1993) 1 2 3 ó
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FIGURA 4: ESPECIFICAÇÃO DAS CARACTERÍSTICAS PARA MODELAGEM DO 
PROCESSO DE PRODUÇAO 
AUTQRES cARAcTERísT1cAs Do 
1›RocEsso coNs1DERADAs 
NA MQDELAGEM 
GR o 1 r____'r*___¬ 
CI-IIU (1975) Processos não regenerativos 
GIBRA (1978) Setups não planejados 
DUNCAN (1978) Amostragem convencional 
BEI-IL (1985) 
LORENZEN e VANCE (1986) 
v. COLLANI (1989) 
GRUPO 2 I__"|`___| 
LADANY (1973) Processos não regenerativos 
Setups planejados 
Amostragem convencional 
LADANY e ALPEROVITCH (1975) Processos não regenerativos 




MONTGOMERY e I-IEIKES (1976) Processos não regenerativos 
(Caso 1) Setups não planejados 
Arnostragemlconvencional
I MONTGOMERY e HEHÇES (1976) Processos regenerativos 
(Caso 2 e Caso 3) Setups não planejados 
Amostragem convencional 
GRUPO 4 |_`í`__L_í__i'| 
TAGUCI-II (1981) Processos não regenerativos 
TAGUCHI, ELSAYED e HSIANG (1990) Setups não planejados 
NAYEBPOUR e WOODALL (1991; 1993) Amostragem não convencional
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2.5 FRAGILIDADES DOS MODELOS ECONÔMICOS 
Woodall (1986), em sua-carta ao editor, publicada na revista Technometrics de 
novembro de 1986, ressalta algumas fragilidades do planejamento econômico de gráficos 
de controle geradas a partir do modelo geral desenvolvido por Lorenzen e Vance 
(1986), as quais, na verdade podem ser estendidas a quase todos os modelos aqui 
agrupados_.As..observações feitas por Woodall são replicadas pelos autores, no mesmo 
número da revista e são expostas, resumidamente, a seguir: 
1. O planejamento econômico de gráficos de controle pode levar a um número excessivo 
de falsos alarmes. 
Isto ocorre quando o custo de um falso alarme é baixo e o custo de operar com o 
"processo fora de controle e' alto. Naturalmente, deve-se usar de cautela nestes casos. Mas, 
falsos alarmes não aumentam a variabilidade do processo, porque quando um falso alarme 
é declarado, nenhuma ação é tomada e o processo continua a operar normalmente. 
2. O método econômico não é eficaz na detecção de pequenos desvios no valor alvo da 
qualidade. 
Não se pode fazer tal afirmação. Foram feitos estudos de sensibilidade para todos 
os parâmetros, com diversas variações. Em geral, o planejamento de custo mínimo 
permanece muito próximo do ótirno, para quaisquer mudanças razoáveis em cada 
parâmetro. Os custos da qualidade podem mudar drasticamente, ao se realizarem pequenas 
mudanças em alguns parâmetros. Utilizar um planejamento de custo minimo de olhos 
fechados é insensato. Recomendam-se estudos de sensibilidade dos modelos a serem 
utilizados. 
3. Os modelos econômicos não são coerentes com a filosofia de Derning (1982) que exige 
um controle de processos na medida certa e não permite a existência de itens defeituosos.
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Muito pelo contrário. Os custos da qualidade são um excelente trampolim para o 
aperfeiçoamento da qualidade. Se o custo mínimo estiver muito alto, o processo precisa 
ser modificado. Administradores e operários propõem mudança, fazem novas estimativas 
dos parâmetros de custo e de processo, determinam novo custo minimo e comparam o 
valor economizado com o novo custo da mudança do processo. Como o custo esperado 
está relacionado às características estatísticas do gráfico de controle, este só pode 
decrescer à medida que a qualidade for sendo aperfeiçoada. Até mesmo os responsáveis 
pela contabilidade são beneficiados por este enfoque, pois, ele traz à tona o período de 
retomo dos investimentos na mudança do sistema. Uma observação importante a fazer, no 
entanto, é a de que o custo de cada gráfico de controle é diferente de 
o custo total da qualidade.
. 
Com relação à mesma discussão, publicada na revista Technometrics (vol.28, n.4), 
Collani (1987) comenta as “aparentes” (segundo Collani) fiagilidades do planejamento 
econômico de gráficos de controle. A opinião desse autor pode ser resumida, seguindo a 
lista abaixo das fiagilidades apontadas e os respectivos comentários: 
1. Reduções de custo calculadas podem conduzir a erros. 
Isto pode acontecer quando o modelo não é adequado e não descreve a realidade 
suficientemente bem. Muitos estudos de sensibilidade e robustez dos modelos econômicos 
mostram serem eles robustos e pouco sensíveis a erros nos parâmetros de entrada. Mesmo 
um procedimento econômico de controle baseado em 'um modelo que descreve 
grosseiramente a realidade será, em geral, superior a um procedimento que se baseia 
somente em critérios estatísticos ou empíricos. Além disso, um modelo totalmente 
incorreto que recomende um plano pouco razoável, pode forçar o administrador a repensar 
e repesquisar o modelo proposto, os parâmetros de entrada e o procedimento de controle 
selecionado. Isto conduz, certamente a um aperfeiçoamento do processo.
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2. Métodos econômicos não são eficazes para detectar pequenos desvios do processo, 
antes da ocorrência de perdas substanciais. 
“Desvios pequenos” significa que o desvio médio do processo é pequeno 
comparado com o desvio padrão do processo sob controle, não podendo, assim, ser 
detectado rapidamente, a não ser que o tamanho da amostra seja grande, o que encarece o 
controle. Duas coisas podem ter acontecido: as suposições do modelo ou os parâmetros de 
entrada estão incorretos e precisam ser reavaliados. Se estiverem corretos, há_ necessidade 
de reduzir a variabilidade do processo por meio de seu aperfeiçoamento. Se não for 
possível alcançar a diminuição da variabilidade, há a necessidade de encontrar modelos 
alternativos. Reforçando este comentário, Deming afirma que: “o propósito em produção 
pode não ser somente obter o controle estatístico, mas reduzir a variabilidade. Os custos 
baixam a medida que a variabilidade decresce. Não é suficiente alcançar as especificações”. 
3. O enfoque econômico não é coerente com a filosofia de Deming. 
Obviamente o oposto é verdade! O modo de pensar de Deming e seus famosos 14 
pontos levam necessariamente ao controle econômico da qualidade. 
4. Os parâmetros de custo e processo associados ao processo estão acima do controle de 
operadores e administradores. 
Observa-se facilmente que 0 oposto, novamente, precisa ser verdade e é inerente ao 
enfoque econômico. Deve-se observar também que, como os parâmetros de custo e tempo 
não são necessários para planejar um procedimento de controle com base em critérios 
puramente estatísticos (feito por um estatístico), operadores e administradores podem 
realmente perder influência e competência, respectivamente, e vir a depender totalmente 
do “estatistico”. Presume-se que o enfoque econômico implementado de maneira 
consciente força seriamente o administrador a assumir sua responsabilidade com a 
atividade de chão de fábrica e reverte a tendência de transferir a responsabilidade para um 
consultor em estatística.
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5. Desde Duncan, poucas mudanças ocorreram nos modelos econômicos. 
Na opinião de Collani, os modelos por ele desenvolvidos em Würzburg, se por um 
lado, são muito mais gerais, por outro, são muito mais simples e apresentam pouca 
semelhança com o modelo desenvolvido por Duncan. 
6. O enfoque econômico considera apenas o custo/lucro de curta duração e não conduz a 
concentração da densidade da característica de qualidade o mais próximo possível do valor 
alvo. 
As funções objetivo utilizadas no planejamento econômico de gráficos de controle 
são equivalentes ao custo/lucro de longa duração. Além disso, manter a característica de 
qualidade sempre muito próxima do valor alvo pode levar a empresa à ruína. O ideal é 
manter a característica de qualidade tão próxima quanto seja razoável do ponto de vista 
econômico. 
As principais dificuldades no uso de planejamento econômico de gráficos de 
controle são: os cálculos envolvidos, a dificuldade' de determinar os parâmetros do 
processo e de custo e o fato de que o intervalo interamostral calculado raramente é um 
valor realístico de tempo. A primeira dificuldade e' facilmente superada com o uso de um 
microcomputador. A segunda e a terceira também são superadas com a utilização de 
programas-produto adequados que executem análise de sensibilidade e forneçam planos 
sub-Ótimos alternativos.
CAPÍTULO 3 
sELEÇÃo E ADEQUABILIDADE Dos MODELOS; TÉcN1cAs AUXILIARES 
Com o intuito de contribuir com subsídios para uma opção acertada entre os 
modelos recomendados, foram desenvolvidos os seguintes instrumentos e técnicas 
auxiliares: ~ -r , 
'
' 
1 - um fluxograma básico de apresentação dos modelos, fundamentado em toda a teoria 
apresentada até o capítulo anterior; ' 
2 - uma fónnula geral que implementará a geração de todas as fiinções custo/perda 
esperadas existentes, para os modelos de gráficos de controle por atributos 
economicamente planejados e modelos correlatos; 
3 - um programa computacional que utilizará a fórmula citada no item anterior para 
automatizar o processo de recomendação de modelos; 
3.1 FLUXOGRAMA BÁSICO DE APRESENTAÇÃO DOS MODELOS 
Com as informações obtidas até o presente e' possível apresentar um esquema de 
orientação ao usuário, bem como, no que tange à escolha de modelos adequados a 
determinados perfis de processos de produção, elaborar um fluxograma para as decisões. 
A orientação é realizada inicialmente com apoio na figura 4 pág. 48. Posteriormente, 
obtém-se um refinamento no processo de recomendação com base em um fluxograma de 
apresentação dos modelos (vide Figura 5, pág. 58), segundo as características do processo, 
o tipo de amostragem e o número de parâmetros de custo e processo, descritos na referida 
figura. 
O presente fluxograma pretende apresentar os métodos econômicos de planejamento 
existentes na literatura, segundo algumas características levantadas e consideradas
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importantes na seleção daquele que seja mais adequado a um determinado perfil de 
processo de produção e às capacidade de seu departamento de controle de qualidade. 
O quadro abaixo apresenta as caracteristicas consideradas decisórias e seu papel dentro do 
esquema de apresentaçao criado: ‹ 
QUADRO 1: RESUMO DAS CARACTERÍSTICAS DE CONTORNO DO PROCESSO DE 
~ ~ ' 
' PRODUÇAO CONSIDERADAS NA ELABORACAO DO FLUXOGRAMA DE 
APRESENTAÇÃO DOS MODELOS POR PERFIL 
RESPOSTA 
CARACTERÍSTICA NQTAÇÃ PERGUNTA s1M NÃo 
1. Tipo de setup S planejado? S=1 S=2 
2. Tipo de amostragem C convencional? C=1 C=2 
3. Tempo de amostragem TA considerado? TA=1 TA=2 
4. Tipo de processo R regenerativo? R=1 R=2 
5. Processo durante a p I'O Cllfa PIP
u 
interrompido? P[P=1 PlP=2 
6. Reparo ou reajuste RC considerado? RC= 1 RC=2 
7. Processo durante o rep HTO PIR interrompido? PIR= 1 PlR=2 
8. Parâmetros de custo PARC número PARC E {3,4,ó,7}* 
9. Parâmetros do proce SSO PARP número V PARP Q {2,3,5,ó,7}* 
* Observação: As co i naçõ es entre os parâmetros de custo e processo dos modelos mb 
estudados formam o seguinte conjunto de pares ordenados: 
{PARC,PARP} C {3,2}u{3,3}u{3,5}u{4,3}u{4,6}u{6,5}u{6,6}u{6,7}u{7,5}. 
As opções acima indicam que existe um número mínimo de parâmetros de custo (3) 
e de processo (2), sem o qual não e' possível implantar a utilização dos gráficos de controle 
por atributos economicamente planejados ou modelos correlatos.
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Cabem aqui algumas observações. Na bibliografia consultada não se encontra 
qualquer referência ao fato de que algum modelo, ao levar em conta novos parâmetros de 
custo ou processo, tenha sido aperfeiçoado por necessidade de adaptação a um determinado 
tipo de processo de produção ou ramo industrial. Fica claro, no entanto, que as funções 
custo/perda de modelos mais grosseiros têm um número reduzido de parcelas, enquanto os 
mais sofisticados aumentam este número, detalhando melhor os custos componentes. 
* Parte-se também da hipótese de que a equipe responsável pela implantação do 
modelo econômico não será indiferente quanto ao número de parâmetros de custo/processo 
a serem levantados ou estimados. A obtenção das estimativas dos parâmetros 
custo/processo não é tarefa fácil; requer conhecimentos básicos de estatística e experiência 
técnica. A relação custo/beneficio pode constituir um bom indicador na determinação do 
conjunto de parâmetros que será levantado e estimado. No entanto, se a hipótese não 
ocorrer, sugere-se a utilização do modelo mais sofisticado entre os recomendados, ou seja, 
aquele que exige o maior número de parâmetros de custo/processo para sua utilização. 
Feitas as ressalvas acima, cabe destacar que o conjunto de caracteristicas ajustadas 
pelo usuário durante o programa forma uma 9-upla, cujos elementos são os valores 
correspondentes às opções da coluna “Resposta” do quadro acima. Por exemplo, a 
seqüência {2, 1, 2, 2, 2, 1, 2, 4, 3} descreve um processo de produção para o qual se 
recomenda o modelo de autoria de v.Collani. A seqüência de passos seguida para chegar a 
este resultado está ressaltada em cor vermelha nas linhas do fluxograma constante da 
figura 5, pág.58. 
Este exemplo corresponde à seguinte. situação prática: um processo de produção 
não regenerativo, com setups não planejados. A equipe responsável pelo levantarnento e 
estimação dos parâmetros de custo e do processo fixa o número de parâmetros de custo em 
4 e o número de parâmetros do processo em 3 e fica indiferente quanto ao tipo de
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amostragem a ser realizada. O tempo de amostragem é negligeneiável e o processo precisa 
ser interrompido tanto durante a procura do desvio como durante o reparo. 
Algumas informações importantes são facilmente identificáveis neste fluxograma: 
1) o modelo que se adapta a processos em que os setups são planejados é único, o mesmo 
ocorrendo com os regenerativos; 
2) para cada 9-upla definida, existe um e somente um modelo recomendado; 
3) o modelo desenvolvido por Taguchi é o que requer o minimo em termos de levantamento 
e estimação de parâmetros de custo e de processo. Este modelo será, pois, recomendado 
sempre que o levantamento e estimação dos parâmetros de custo e de processo tenha 
que se limitar ao mínimo necessário. É preciso ressaltar que os modelos aqui 
classificados como de amostragem convencional, podem ser transformados em modelos 
de amostragem _não convencional quando se trata de amostras de tamanho n = 1. Neste 
caso, o desempate entre modelos equivalentes será feito, automaticamente, no programa 
computacional, usando como critério, o número de parâmetros de custo e de processo 
exigidos para o cálculo da função custo/perda. 
4) à medida que se avança no sentido vertical para a parte inferior do diagrama, o número 
de parâmetros de custo e processo das funções custo/perda aumentam, exigindo do 
usuário maior disposição, investimento e capacidade para o seu levantamento e 
estimação. Esta quantificação conduz a uma distinção entre modelos, com base em sua 
finalidade dentro do sistema de controle da produção. Apresentam-se, então, duas 
situações: 1) aquela em que o usuário pretende usar o modelo de planejamento 
econômico apenas para minimizar os custos do Controle Estatístico do Processo e, 2) 
aquela em que o usuário almeja considerá-lo como parte integrante de um sistema geral 
de custos da qualidade. No primeiro caso, qualquer modelo adequado ao processo que 
está sendo considerado, pode ser adotado. Caso contrário, é interessante que o modelo 
selecionado exija o levantamento do maior número possível de parâmetros de custo, pois,
57 
assim, mais efetiva, completa e realística será a contribuição da coleta para o contexto do 
sistema de custos da empresa. 
Uma vez escolhido o modelo, passa-se à tarefa de estabelecer o planejamento 
econômico para os gráficos de controle por atributos, ou seja, encontrar os valores ótimos 
das variáveis de decisão para os quais o custo do procedimento de controle é mínimo. Este 
cálculo, na maior parte dos artigos encontrados, é feito utilizando a técnica de “procura em 
grade” (técnica numérica geralmente usada para localizar pontos críticos de fimções 
dependentes de variáveis discretas). 
Quase todos os autores dos modelos aqui examinados fizeram, adicionalmente, 
estudos de sensibilidade do custo/perda médio esperado mínirno, bem como do plano 
amostral ótimo, com relação aos parâmetros e variáveis considerados. Os resultados desses 
estudos fomecem informações adicionais relevantes à aplicação de cada modelo e suas 
características. Um resumo completo deles bem como todas as recomendações pertinentes 





































































































































































































































3.2 FÓRMULA EcoNóM1cA GERAL (FEG) 
O número de modelos de planejamento econômico para gráficos de controle por 
atributos e correlatos tem crescido nas últimas décadas. Estruturalmente, entretanto, eles 
apresentam poucas diferenças entre si. Este fato sugere a possibilidade de se desenvolver 
uma fórmula econômica geral, a exemplo de Lorenzen e Vance (1986), a partir da qual se 
pode gerar toda a coleção de modelos que satisfaçam a determinadas restrições. 
Após um estudo detalhado dos pressupostos dos modelos encontrados na literatura, 
dos custos componentes, das distribuições de probabilidade utilizadas na descrição do 
processo e da ocorrência da causa especial, concluiu-se que é possível desenvolver uma 
fórmula econômica geral que unifica todos os modelos existentes. 
Esta fórmula geral tem as seguintes vantagens: 
l. pode ser aplicada a todos os tipos de gráficos de controle por atributos, independente das 
estatísticas usadas; 
2. facilita os cálculos e, consequentemente, simplifica estudos comparativos entre modelos e 
estudos de análise de sensibilidade desses mesmos modelos; 




4. oferece uma visao geral de todos os custos que estão sendo considerados ou não em cada 
um dos modelos que dela se originam. 
3.2.1 Estrutura da FEG 
A fimção econômica geral, ora desenvolvida, engloba todos os parâmetros de custo, 
risco e variáveis de decisão componentes do modelo mais abrangente do Grupo 1, Behl 
(1985), combinados com oswdo modelo geral anterior criado por Lorenzen e Vance (1986) e 
ainda os de Ladany (1973, l975, 1976), Montgomery e Heikes (1976) e Taguchi (1981).
n 
60 
Desta forma tem-se a garantia de que os parâmetros e variáveis componentes de todos os 
modelos estarão sendo considerados. 
As esperanças matemáticas do tempo em que o processo permanece sob controle e 
fora de controle, do número de alarmes falsos e verdadeiros e do número de amostras 
retiradas, serão representadas por letras, de tal fomra que contemplam o valor esperado 
para qualquer distribuição de probabilidade que esteja sendo utilizada para modelar, o 
processo de produção. Por substituição, obter-se-á o valor real esperado, utilizando a 
distribuição que está sendo considerada. A simbologia adotada baseia-se no modelo de 
Behl (1985), à qual foram acrescentados novos símbolos com o propósito de abranger 
todos os custos considerados nos modelos remanescentes. 
Alguns autores calculam o custo/perda total esperado por unidade de tempo, outros, 
por unidade produzida ou, ainda, por período de amostragem. Estas diferenças são
~ 
facilmente contornáveis através de transfonnaçao de variáveis. Na fórmula geral (FEG) 
calcula-se o valor da expressão em unidades produzidas. 
Quanto ao comportamento do processo, também se observam diferenças: alguns 
modelos supõem que a produção continua durante a procura da causa especial e do reparo 
do processo, enquanto outros supõem que o processo é interrompido durante o reparo. 
Outros, ainda, consideram que o processo é interrompido tanto durante a procura quanto 
durante o reparo. Estas diferenças sao identificadas com 0 auxílio de uma variável õ de 
Dirac, colocada diante das parcelas correspondentes. 
A consideração ou não de detemtinada parcela fica condicionada ao valor que uma 
variável binária, colocada diante dela, assume. Se O, a parcela é desconsiderada pelo 
modelo, se 1, a parcela é considerada pelo modelo. As parcelas que não contêm variável 
binária são sempre consideradas. 
O modelo a ser desenvolvido manterá a característica da existência de um valor 




por atributos, desde que as substituições sejam feitas corretamente e dêem origem aos 
modelos já existentes. 
3.2.2 Modelo do Processo e do Controle 
Para se chegar a esse modelo, suponha-se: um processo de produção com dois 
possíveis estados, a saber: 
* Estado I (sob controle): característica de qualidade é distribuída segundo uma 
binomial Bi (I, pz), p, e [0, I); e 
Estado H (fora de controle): a característica de qualidade é distribuída segundo 
(Iv p.U)› pf] E [01 1)' 
O tempo rz, desde o início do processo no estado I até sua súbita mudança para o 
estado 11, tem uma distribuição de probabilidade que modela o processo, com esperança 
matemática E[r1 ]. O processo tem uma taxa de produção constante de “r” itens por 
unidade de tempo. Assim, o número de itens produzidos no estado I é de r (E[r¡ ]). 
Os valores acima definidos: pz , py , E[rz ] e r, são considerados conhecidos. 
Sejam 51 = O quando o processo é interrompido durante a procura da causa 
' 
especial, e 
51 = 1, quando o processo não é interrompido durante a procura da causa 
especial. e 
õz = 0, quando o processo é interrompido durante o ajuste do processo, e V 
õz = 1, quando o processo não é interrompido durante o ajuste do processo. 
Em média, uma inspeção na maquina tem a duração de tp unidades de tempo, uma 
procura por um alarme falso de tp e um reparo de IR unidades de tempo. 
O tempo de duração de amostragem de um item produzido é de E unidades de 
tempo, enquanto a probabilidade de ocorrer a mudança do Estado'I para o Estado II, 
durante uma amostragem, é negligenciável.
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A estratégia de controle consiste em retirar uma amostra de tamanho n, a intervalos 
constantes; se o número de itens defeituosos m na amostra exceder um número de aceitação 
limite c, procura-se a causa especial e, se necessário, executa-se o reparo do processo. 
3.2.3 Modelo de Custo 
O modelo de custo é muito importante, pois é por intennédio dele que se vai 
conhecer o melhor plano de amostragem a ser adotado durante o procedimento de controle, 
levando em consideração os custos envolvidos com esse procedimento. Um lucro G1 e' 
associado ao tempo em que o processo de produção está sob controle e um lucro Gy , ao 
tempo em que o processo fora de controle. 
No controle e reparo do processo de produção são considerados os seguintes 
custos:
A 
KF = custos fixos de manutenção da oficina quando efetivamente a verificação do 
estado em que o processo se encontra e o reparo são executados, ' 
K5 = custos fixos de manutenção do laboratório quando a amostragem é realizada, 
KD = custo médio de uma inspeção da rnáquina ou do processo, 
KR = custo médio de um reparo de máquina ou ajuste do processo, 
Kp = custo fixo de amostragem, 
KK = custo de amostragem de um item, 
Kg = perda causada pela produção de uma unidade defeituosa (perda causada pela 
produção de um item sob condições anormais do processo), e 
KG = perda ocasionada quando um item defeituoso já passou do ponto de inspeção 
e é transferido para a próxima etapa do processo ou é enviado para o consumidor. 
Ku = KF + Ks
. 
63 
3.2.4 Desenvolvimento da Fórmula 
Para o cálculo da função perda por unidade produzida, o processo de produção é 
dividido em ciclos. Cada ciclo é o tempo que decorre entre inícios subsequentes de períodos 
sob controle. 
Para a estratégia adotada, sejam N, a perda total e D, a duração do t-ésimo ciclo 
em unidades produzidas. O quociente E [V, ] = E[N, ]/ E[D, ] representa a perda esperada 
por item produzido a longo prazo. Com efeito, dados N, e D, , t = 1, 2, ..., seqüências de 
variáveis aleatórias independentes com a mesma distribuição de probabilidade, obtêm-se 
llvlš S1
m 
_. Nr e _ 
= meN m ' me.N 
pelo Teorema dos Grandes Números de Kolmogorofl, em que 
m 
1 1
- iii { i 
convergem para os respectivos valores esperados E[N,] e E[D,], e 
E[N, /D,] wnvzrge para E[N, ]/E[D,] , (vide Ross, 1910). 
A cada T unidades de tempo de produção é retirada uma amostra de tamanho n, 
ocorrendo então, duas hipóteses alternativas : Ho: - o processo está sob controle e 
H1: - o processo está fora de controle. A hipótese Ho será rejeitada, caso o número m de 
peças defeituosas encontradas na amostra seja maior do que o número de aceitação limite c. 
Podem ocorrer dois tipos de erro: erro do tipo I, em que a hipótese Hz, é rejeitada, quando, 
na verdade, o processo está sob controle, e erro do tipo II, em que a hipótese H; é rejeitada, 
quando, na verdade, o processo está fora de controle. Quando o processo está sob controle, 
m é uma variável aleatória com distribuição Br' (n,p¡ ) e, assim, a probabilidade de ocorrer 
um erro do tipo I é a seguinte: 
_ 
n n m 
1 
n-m am- 2 1("P1) ~ 
m=c+l 
Quando o processo está fora de controle, m é uma variável aleatória com 
distribuição Bi (n, pu ) e a probabilidade de ocorrer um erro do tipo II é dada por:
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za z É (")pz‹1 » z›,,›"¬" , m=0 "I 
Como 0 Sp, <pz¡ íl, vale 
am e [0,1) e (1 -,6,,,¢) E (0, I]. 
Definern-se, ainda, as seguintes variáveis: 
r¡ = tempo em que o processo está sob controle (estado I), 
r¡ = número de itens defeituosos produzidos no estado I, 
r¡, = tempo em que o processo está fora de controle (estado II),
I 
r¡¡ 
= número de itens defeituosos produzidos no estado II, 
A1 = número de amostras retiradas enquanto o processo está sob controle, 
A1] = número de amostras retiradas enquanto 0 processo está fora de controle, 
A D = número de inspeções do processo enquanto o processo está sob controle, 
A R = número de alarmes verdadeiros, e 
v = número de itens produzidos por unidade de tempo. 
As variáveis binárias 9, y, a), tp e p determinam se a parcela, diante da qual 
algumas delas estão colocadas, é considerada no modelo gerado. Ou seja: 
0, se a parcela nã) é considerada no modelo, e 
8a 9 › › = , - 7/ w Ç) p 
{ 1, se aparcela e consderada no modelo. 
A partir destes dados tem-se que a perda total no t-ésimo ciclo de produção ( te N) 
será de: 
+(1<D+1<R)AR + (1<,,+1<K n)(A, +A,, +nE+ô1zD + ô,fR)+_ 
+ çú[K,`n(r, +r,, +AD1D+z,,.+zR)]+ú›A,,G, 1,, v + 
+ wG¡¡ (ID + IR )v + p(Kg +KG) (1), +r¡¡' +E). (12)
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e o número de itens produzidos: 
D¡ =(Í'I +rH 'i' (1"'ô1)/ÍDÍF +nE+ÍD +ÍR)V. 
Para o cálculo da perda esperada por item produzido a longo prazo, para o plano 
geral de amostragem (T,n,c), com T e IL T> 0, n e N, c eN0 e c< n, necessita-se dos 
valores esperados de todas as variáveis aleatórias componentes das expressões E[N, ] e 
EH), ]. Os passos intermediários destes limites estão descritos em Uhlmann (1982). Obtém- 
se, então: 
E[N, ]= -9 G, Ep, ]v- y GH (E[r,, ]+nz‹: + 5, z,_, +52 :R )v + ;zE[A,, ]K,, +p 
+(1<,,+KR)E[AR] + (K,,+KK n)(E[A, ]+E[A,, ]+nE+õ1zD + õ,zR)+ 
+ ‹;›[1<,,,, (Ep, 1+E[r,, 1+E[A,,1z,,+zD+zR)]+wE[AD]G, 1,, v + 
+ wG,, (zD +zR )v + p(1<g +KG)(E[r,' 1+E[f,,' _1+E) (14)
8 
E[D, 1=(E[f, 1+E[r,, 1 + (1-ô,)E[AD] :F +nE +:D +z‹R )v. (15) 
Finalmente, chega-se à Fórmula Econômica Geral para deterrninar o valor da perda 
esperada por unidade produzida, bastando para tanto calcular o quociente 
E[Vz] =E[Nz]/E[Dz], 
vá1idoparaTeR, T>O, neN0, ceN0 e c<n. 
As parcelas precedidas pela variável cp são opcionais. 
3.3 GERAÇÃO DOS MODELOS A PARTIR DA FEG
H 
Proposição 1 (Modelo de Behl, 1985): Considere-se a fórmula econômica geral e 
tome-se o caso-particular de um processo em que o ciclo de produção é medido por
66 
unidades produzidas. Nesta situação, o tempo de amostragem e o tempo de procura por um 
falso alarme são negligenciáveis e a ocorrência do último reparo é certa. O custo de itens 
não conformes está incluido no custo da qualidade enquanto o processo está sob controle 
ou fora de controle e o custo fixo de amostragem não é considerado. Além disso, o 
processo é interrompido tanto durante a procura da causa especial como durante o reajuste. 
As fórmulas 14 e 15 se tornam, então, equivalentes às do modelo de Behl (1985): 
T T 1 05,., 
E[Vgz]=-G, %b-Guvíeü _1+1_EM - J+e/,T _1(KD +G,r_Dv)+ 
+(KD +KR)+GH(tD +tR)v+ 





Pelas hipóteses descritas na proposição acima, tem-se: 
9:)/=¢=ú)= Lp: 0, 51: Õ3=Ú, E=0, Kg:KG=0,E[AR]= 1 €Kp=0. 
O numerador (14) passa a ter a seguinte forma: 
E[N, ] = -G,E[r,]v - G,,(E[r,, ])v + E[A,, ](1<D + G,fD»›) +(1<D + 1<R)+ G,,(zD 
+ zR)v + 
+(1<F + KS)(E[r, ] + E[r,, ]) + E[A_,,]f,-, + fp + zR) + 1<K(E[A,] + E[A,, Dn 










an c ~ ~ ~ 
i
_ 
E[A,,] = É-_-1- , entao a expressao acima passa a ser. 
Z T T 1 U ,C E[Vg 1:-G, %-G,,v{eH _1+1_š -Ã¶+e¿T"_l(KD -r~G,tDv)+ 
n,c 
+(KD +KR)+G,¡(rD +tR)v+ 
+(K, +KS){e¡ÍT-í+1-T?+?¿,i'”-lrb +tD +t,¿)+K¡{?T-1-í+T-1T)n* (16) 
e 0 denominador se transforma em: 
E[D, ] = (E[r¡ ] + E[r,¡ Dv , pois IF = 0, por hipótese. Utilizando a nomenclatura de Behl, tem- 
S3 _ 
E[D, ] = E[N,] e chega-se à equação 17: 
E[N,]={_-1-_+-_1-ir» (17) z” 1 1 /fm 
N» 
Finalmente, efetuando-se o quociente entre as equações 16 e 17 , chega-se à expressão 
V(T, n, c) desenvolvida por Behl. 
Proposição 2 (Modelo de Lorenzen e Vance, 1986): Considere-se a fórmula 
econômica geral c tome-se um processo particular em que o ciclo de produção é medido em 
unidades de tempo e a ocorrência do último reparo é certa. São desconsiderados: os custos 
de oportunidade originados por inspeções desnecessárias devido a falsos alarmes (6“ parcela 
da FEG), o lucro perdido enquanto o processo está fora de controle (7” parcela da FEG), os
68 
custos de manutenção da oficina de reparos e do laboratório de inspeção (8” parcela da 
FEG). O custo de itens não conformes está incluído nos custos da qualidade enquanto o 
processo está sob controle ou fora de controle. Então, o quociente entre as fórmulas 14 e 
. c
' 
15 se tomam equivalentes a C = F" , onde
d 
C, = %i+_.C,[- r + nE +-h(ARL2)+ â,T, + ó`,T,]+ ~+ WL +, 
+ [¿'_`Lbi][-1-- f + nE + h(ARL2)+ â,T, + 5231 
11 ,1
e 
cd z%+~-z+nE+h(m2)+n +T, 
Neste caso, tem-se por hipótese 6 = y = I, aa = p = gv = 0 e v = I. Assim a expressão 14 
passa a ter a seguinte forma: 
E[N,] = -G,(E[r,])- [rn] + nE + õlzb + ô,zR)+ E[AD]1<,, +(1<,, + 1<,,)+Q 
"5;`f¬ 
~r‹¬ 
+(K,, +KKn)(E ]+ E[A,,]+nE+ó`1t,,+52tR) 
e a expressão 15, esta outra: 
E[D,1 = (Ep, 1+ E[z~,,1 + (1 _ ô,)E[AD1z, + nz; + z, + zk) 












tp = T0= T1 
ÍR=Tz, 
KD=Y. 
(KD+KR) = WI., 
K¡›=a, e 
K¡<=b. 




z, li l 
+[i'ÊÍll l-¢+nE +h(ARL2)+õ,T, +õ2T2 
cd z%+---(1(`AÍ¿*L)Í)T° -f+nE+h(ARL2)+T1 +T2. 
_ . C , , . 
Flnalmente, efetuando-se o quociente -Ô-'L obtem-se a formula desejada.
d 
As fórmulas dos modelos de Chiu (1975), Duncan (1978), Gibra (modelos I e H) (1978) 
são casos particulares do modelo geral de Lorenzen e Vance (1986) e as equivalências entre 
as respectivas funções custo/perda constam do Apêndice 5. 
Proposição 3 (Modelo de v. Collani, 1989): Considere-se a fórmula econômica geral 
e tome-se o caso particular de um processo que pode ou não ser interrompido durante a 
'procura da causa especial, bem como para reparo. O ciclo de produção e' medido em 
unidades produzidas. O tempo de amostragem é negligenciável e o custo do último reparo
V 
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não é considerado. Além disso, os tempos de procura da causa especial, de um falso alarme 
e de reparo não são considerados em termos de número de amostras retiráveis durante estes 
períodos. São desconsiderados também: os custos de oportunidade originados por 
inspeções desnecessárias devido a falsos alarmes (6“ parcela da FEG), o lucro perdido 
enquanto o processo está fora de controle (7“ parcela da FEG), os custos de manutenção da 
oficina de reparos e do laboratório de inspeção (8“ parcela da FEG).O custo de itens não 
conformes (9“ parcela da FEG) está incluído nos custos da qualidade enquanto o processo 
está sob controle ou fora de controle. Então, a fórmula econômica geral, composta pelas 
equações 14 e 15 é equivalente a: 
' P(h n,k) b'+E[A ]+E[A ]hvg -E[A ]e'+E[A +A }a'n _ 7 y; : I II 2 F I H P(h°"”k) `  
P(1z,zz,1z)d E[A, + AH ]hv
' 
Neste caso: 9 = y = I, a) = p = ¢ = 0 e E = 0. Substituindo-se estes valores na FEG tem- 
se: _ 
E[N, ] = ~G,(E[r,])v - G,,(E{r,,] + ô,zD + ô,fR)¬› + E[A,,]KD +(1<D + 1<R)E[AR] + 
+(1<,, + 1<Kn)(E[A,]+ E[A,, ] + õ,zD + ô,zR); 
l'l'laSÍ 
h h 1 Í1 h 1 
E[À¡+Á¡¡:IÍ7=e“_1+1'-Ê,nc=Ã+e¿h_1+1_Ã'( -/,L=E[r¡]+E[r11]>
C 
E[A, + A,,]h = E[r,1+ Ep-,,] = (1~:[A,] + E[A,,])h, 






E[1v, ] = -G, %- GH + 1% + E[AD ]1<,, +(1<,, + 1<Kzz)(E{A, ] + E[A,, ] + ô,zD + õ,zR 
h h r G -G : - {GIIí~+ + GHÍD +(;HÍR}V+ + 
+{1<,, +1<K›z)(1‹:[A, +A,,] +519, +ô,z‹R) (18) 






b.: (g`;%g2)v-(az +a3), para 52=l 
(g%T&-)v -(a2 +a3)-(tz + t3)(c, + cz + c, +c,,), para 5, = 0, 
. . a , ' para ó` =1 
e KD=e, e e = 1 1 
a¡+t1(c¡+c2 +c3+c4), para õ¡=0. 
As expressões alternativas para. bi e ei são válidas, pois, segundo v. Collani (1988) todos os 
custos fixos por unidade de tempo (cl, cz, cg, C4) estão incluídos em gz e gz, quando o 
processo não é interrompido durante as operações de procura da causa especial devido a 
um alarme falso ou verdadeiro e nos custos de inspeção/reajuste quando o processo de 
produção é interrompido durante essas operações. 
Além disso, v. Collani (1989) não considera os tempos de procura da causa 
assinalável e de reparo em termos de número de amostras retiradas durante esses intervalos 




KP = 0. 
KK = a., e 
E[AD] = E[AF]. Portanto, a expressão 18, em termos de lucro é dada por: 
_[_g2(E[,‹1,]+ E[A,, ])›zv - b' + (E[A,,])z' + (E[A, + AH ])zz'›z]. 
O denominador de P(h,n,k) deduz-se da seguinte forma: parte-se da equação 15 e 
considera-se tp = IR = tp = 0 e E = 0 e obtém-se facilmente a expressão 
D, z {E[A, ] + E[A,, ]}hv 
e usando a notação de v. Collani, chega-se finalmente ao lucro esperado por item 
produzido: 
b* A A -EA '-EA A ' 
P(h,n,k)= 
+E[ 1+ Hlhvgz [ Fle [ 1+ Hinn, umavezque 
E[A, + A,,}hv 
E[A,]+ E[A,,]= E[A, + A,,]. 
Proposição 4 (Modelo de Ladany, 1973): Considere-se a fórmula econômica e o 
caso particular de um processo que pode ou não ser interrompido durante a procura da 
causa especial bem como durante o reparo. Os setups são planejados e o custo total de cada 
“intervalo” é calculado como base nas probabilidades de ocorrência de desvios não 
detectados (processo fora de controle), do número de alarmes falsos, de alarmes 
verdadeiros e de amostras retiradas. São desconsiderados os custos enquanto o processo 
está sob controle (ausência de desvios) ( 1” parcela da FEG), os decorrentes das parcelas 
opcionais da FEG (68 a 8* parcelas da FEG) bem como os tirar de itens não-conformes 
(94 parcela da FEG). Os tempos de amostragem, de procura da causa especial e de reparo 
não são considerados. A expressão 15 toma-se, então, equivalente a
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Czpƒ f 1_Paf-i f-1 f-1
)G Tc = c,›zf + F(z'){1+ 211, + c,‹z(1 - P¡)š F(z~) + C_.Pf F(f)(1_ 
pf-z~ 
Por hipótese não existe denominador, pois trata-se de custo total e não custo por unidade 
produzida ou unidade de tempo. Além disso: 
6 = w = p = go = 0 e y = 1, reduzindo-se assim a fórmula econômica geral a: 
- G,,(E[r,,]+ nE + ô,z,, + 5,1, )v + E[A,]1<D +(1<, + K,,)E[A,,] 
+(1<,, + KKn)(E[A,]+ E[A,,]+ nE + ô,f,, + õ,z,,). 
Consideram-se, em lugar das esperanças matemáticas, as respectivas probabilidades, 
exceto para o número esperado de amostras retiradas que, no caso, é a própria freqüência 
amostral (variável de decisão do modelo). Ou seja: 
E[r,,] é substituído por P[r¡,], 
E[AD] é substituído por PIAD] , e 
E[AR] é substituido por P[AR] z E[A,]+E[A,,]= f. 
Assim, a expressão acima passa a ser escrita da seguinte forma: 
-G¡¡(P[r¡¡]+nE +ô,rD +õ2tR)v+ P[AD]KD +(KD +KR)P[AR]+ 
(19) 
'l'[KP +KKn}(f +nE +õlÍD +52ÍR) 











Substituindo-se estes valores em 19, obtém-se 
c,P[r,,] + P[A,,]C, + c,,P[A,]+ (C, + c,n)f. (20) 
Nesta fórmula., as expressões das probabilidades significam: 
P[r,,]= 1~¬(z')[1 + 211,, 
P[A,,] = zz(1- P,)íã F(z°), e 
f-1
ú 
P[A,, ] = Pfz F(z)(1- PJ-' ), ande
O Í: 
Pfzl-(1-P,)?!lí,e 
F(f) = P;“P, (1 - P,)' /[1- P, (1 - P,)]+ {(1- P,)/1- P, (1 - P,)}. 
Assim, usando a nomenclatura de Ladany, chega-se finalmente à equação: 
C2Pf f 1_Pàf-1 f-1 f'1 Tc = c,nf + F(z~){1 + 2P, + c,zz(1 - P, F(z~) + C4P, F(z~)(1 _ p¿'~1) 
Proposição 5 (Modelo de Ladany e Bedi, 1975): Considere-se o modelo da 
proposição anterior para o caso em que os setups não são planejados e o tempo de 
amostragem também é considerado negligenciável. O custo esperado é calculado, então, por
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unidade de tempo e valem todas as hipóteses remanescentes do modelo para setups 
planejados, equivalendo, o quociente das equações 14 c 15 tem-se a C U = 2%. e C U 
,, 
cU,, = c,nE(z') + c, É 1;ÍG(z'){1+ 2Ê D(j)} + c,E[s] + c,,(1- E[s]) , 
onde E_[s] = a(1 - P,)š D(z' - 1)G(z'), 
e CU, =fE[z']. 
Com efeito, tal qual na proposição anterior, tem-se: 
ÍD=l`R=Í1‹¬=0, 
nE = 0, e em termos de custos, 
KK = C1, 
-GH 5 C2 , 
KD = C3 , 
(KD + K R) = C4 e, neste caso, Kp = 0, reduzindo-se, então, a equação 15 a: 
E[N,1 = C, E[r,, ] + c,E[A,,] + c,1_‹:[A,, ] + c1›z(1‹:[A,]+ 1:[A,, ]). 
Mas 
E[r,,] é substituído por P[r” 1 = it? pl Ê G(¡){1+ 2Ê D( 
i=l ¡=¡ 
E[AD] é subsúmâóo por 1›[A,,] z «(1 _ P,)Í D(z--1)c(z~)z E[s], 
i=l 
E[AR] é substituído por P[AR] = 1 - E[S] , 
« e E[A, ] + E[A,,].= . Fazendo as devidas substituições, tem-se:
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cu, z c,nE(z~)+ cz É PÉ G(z~){1+ D(¡)} c,z(1- P, D(z~ _ 1)G(z~)+ 
_ 
+c4{1-{zz(1- P,)Í D(f _ 1)G(z')J} . 
Usando os mesmos 'argumentos acima para o denominador da FEG e fazendo as devidas 
substituições chega-se a 
cU,, =:E(¡), pais E[r,]+E[r,,]= f(E[A,]+E(A,,)]= fE(¡) 
Finalmente, obtém~se a fórmula de Ladany e Bedi (1976), bastando para tanto efetuar o 
. cU,, QUOCICIIÍC ---' . 
cU,, 
Proposição 6 (Modelo de Montgomery e Heikes, 1976): Considere-se a fórmula 
econômica geral e tome-se o caso particular de um processo em que o tempo de duração 
até a ocorrência de uma causa especial é modelado por uma distribuição discreta de 
probabilidade. Os periodos sob controle e fora de controle são medidos em número de 
períodos interamostrais e o tempo de amostragem é negligenciável. São desconsiderados 
todos os custos correspondentes às parcelas opcionais da FEG, bem como os relativos ao 
tempo que o processo permanece sob controle e a perda ocasionada pela produção de uma 
unidade defeituosa de produto. O quociente das equações 14 e 15 da FEG toma-se, então 
equivalente a: 
a) ATC:a n+a2a'[7r+a(l-7r)]+a37r 1 a'(l-:r)+1r , 
para processos não-regenerativos modelados por uma distribuiçao geométrica 
p, =P,{T=f}=ff(1-ff)', f=0, L 2,
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alaza' + a3e`“'1¶ 
b) ATC=a1n+a'(1_e_a¿)+ae_a¿ , 
para processos regenerativos modelados por uma distribuição de Poisson 
1 -Ã , 
p, =P,{T= :}=Í”-ÍÊ'-, ú = o, 1, 2, 
az +a3[p`-y(1'-p)ln W]/a' 
,,//zz' _ (1 - p)y{[1n(1- 9) - ln ‹,z]a + uz z,zz/‹z'}
' C) ATC=a¡n+ 
para processos regenerativos modelados por uma distribuição da série logarítmica 




5 3 3 
Onde 0<0<l e y=-[ln(l-0)]_l 
p = probabilidade de ocorrer um desvio no periodo O 
¶f= 1- 9(1-a) ` 
No caso a: 
consideram-se apenas a segunda, a terceira, a quarta e a quinta parcelas da FEG. Portanto 
9= a›=p= çz›= 0 ey=I. Alémdisso õ¡= ó`z= 0,K,, =0eE= 0. Osperíodossob 
controle e fora de controle são medidos em número de retiradas de amostras. Isto, na 
nomenclatura da fórmula geral, significa que se utilizam 
E[A¡] e E[A¡¡] em lugar de E[r¡] e E[r¡¡],pois, originalmente, 
(E[A, ] + E[A,, ])T z E[r, ] + E[r,, ]. 
A expressão 14 fica, assim, reduzida a 
- G,,E[A,,]+ (K,[A,] + K,,) +1<,n(E[A,] + E[A,,]),
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obtendo-se, como resultado, as seguintes equivalências: 
E[A,]zE[r]z%'í, 
E[A,,]= E[s]= , - 
E[AD ] = E[M] = zzE[T] = . 
Com isto, fazendo as devidas substituições na FEG, chega-se a: 
Kxnfi--M +i,) + KD{a(-_-M) +1¶-GH . 
Jr a fr a 
Substituindo-se, ainda, os custos 
KK = 01 , 
KD = KR = az , e 
-G1; = ag . 
tem-se, finalmente o numerador da fórmula desenvolvida por Montgomery e Heickes: 
ATC = a,n[(--1- E) +-{7}+a{a(--1- H) +1}+a3(-1-I) . 
fr a fr a 
A dedução do denominador vale-se das mesmas hipóteses feitas para os tempos sob 
controle e fora de controle, bem como para os fatos que E = 0 e 51 = õz = 0. Então, a 
expressão 15 reduz-se a 
D, = E[r, 1 + E[r,, que, na notação de Montgomery e Heikes equivale a 
ATC, = E[A,]+ E[A,,]=1-;-'5+;:-,
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Compondo o quociente ššëf- obtém-se, finalmente:
d 




As deduções dos itens b e c desta proposição seguem a mesma linha de raciocínio 
do item a, -mudando apenas as distribuições de probabilidade que modelam o tempo em que 
oprocesso está sob controle. No caso regenerativo, um “ciclo” é definido de tal forma que 
exista uma procura da causa especial em cada ciclo. Assim, E[AD] =1 
No caso b: 
EiAz1=1›iS'1=%, 
E[AD]=1,e 
E[A,]+E[A,,]= E{z›]z%q-z-fl . 
Assim, o numerador da -expressão V, se reduz a 
Ei1×c1=-G,z(1§1Azz])+KD+1<,zn(E{A,]+1i{Azz]), ou seja, 
-al 
(1 a G (1 
Mas, sendo 
KK = 01 , 
KD = U2 , 
-G1; = ag , a expressão acima se transforma em » 
A -«À 
ATC" zalníi-e`“'1'(l_i,}}+a2 +a3{L I E a a a a
O denominador, a exemplo da proposição anterior, compõe-se apenas de 
D, = E[r, ] + E[r,¡] , que, na notação de Montgomery e Heikes, equivale a 
ATCd :E[AI]+E[AI1]:“â'_eaÃí?:““'àÊ7) . 





azaa' +a3ae W' ATC=a¡n+ 
a'(1_e_a¿)+w_aÂ 
No caso c: 
E[,4”]= E[gf]=~, 
E[AD] = 1, e 
E[A, ] + E[A,, ] = E[D] = - (1 _ p)y{[m(1- 0) - ln ‹,z]a + _ 
Desta forma o numerador da expressão V, se reduz a 
_ 1- ln ErN.1=-fà,[LÍ(~¿¡í)l]+KD +Kz›{;§-(1-p)f{[1fl(1-0)-hu/×}‹1+-1'§}}* °“ S 




-G11=a3 , a expressão acima se transforma em 
Arc; =zz,»{§ -(1-p)y{{1zz(1-9)-1nz,z]zz+í%'}}+zz, +a,~~ 
ela»
8 1 
O denominador, a exemplo do item a, compõe-se apenas de 
D, = E[r, ] + E[r,, ] , que, na notação Montgomery e Heikes, para este caso, equivale a: 
ln Am, = E[A, ]+ E[A,, ] = - (1 _ p)y{[1n(1- 9) - tn qz]a + . 
Compondo o quociente -íãcçí , obtém-se, finalmente,
â 





f¡- (1- p)y{[1n(1- 9)-1n‹,zz]‹z + 
Proposição 7 (Modelo de Taguchi, 1981: caso la): Considere-se, agora um 
processo que se desvia de uma produção isenta de itens defeituosos (O% ) para a súbita 
produção de somente defeituosos (100%). Um único item deve ser inspecionado a 
intervalos de produção iguais e, se o item estiver não conforme, o processo é interrompido, 
corrigido e reconduzido à condição de normalidade. O tempo de amostragem e' considerado 
também como sendo o de atraso de ajuste do processo, ou seja, o tempo que decorre desde 
o momento em que a amostra é coletada para verificação até a interrupção do processo. 
O custo fixo de amostragem, os da manutenção da oficina e do laboratório não são 
contabilizados e as seguintes restrições devem ser observadas: 
K K |-G,,¡>>~ e r(E[r,1) >> E.
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Neste caso, a Fórmula Econômica Geral E [V, ] = E[N, ]/E[D, ], 
válida para T e R, T > O, n e No , c e No e c < n, composta pela razão entre as 
equações 14 e 15, é equivalente a 
E+] 
L=Ê¿+c,, _2:-+§_*L. m zu fl 
Com efeito, segundo Taguchi, 0: ;×= wi=çv=t0 e p=l, uma vez que as 
parcelas 1 a 3 e 6 a 8 não são consideradas no modelo. Como o processo é interrompido 
sempre que um item defeituoso é encontrado durante a amostragem, 5, = 6; = 0. 
A equação 14 reduz-se, então, a: 
E[N,]= (KD+KR )E[AR1 + (KP+KK n)(E[A,]+E[A,,1+nE)+ 
+ (Kg +1<G)(E[r,'1+E[r,,']+nE). (21) 
Além disso, Taguchi considera E[AR ] = 1, pois, por hipótese, todos os alarmes são 
verdadeiros e a variável AR tem distribuição Bi (1,1); n = 1, E = l, Kp = 0. Fazendo estas 
substituições a expressão 16 passa a ser 
E[N,]= KK ›z(E[A,]+E[A,,1+E)+(Kg+1<G) (E[r,'1+E[r,,'1+E] +(KD+1<R) . 
Mas, sendo, 
(1<D+1<R)= c,,, 
KK = C,-, 
Kg=C,¡ , 
KG=O,e 
KE[r,' ]+ E[r¡¡' ]+ E) = +1) , tem-se, então, 
E[N,1=~ C, (E[A,1+E[A,,1+E)+c,, ííl;-1+1)+ Ca. (22)
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O denominador de E[V, ] é 
E[D,1=(E[r,1+E[r,,] + (1-ô1)E[A,,1fF +nE+rD +fR )v. 
Uma vez que, por hipótese, todos os alarmes são considerados verdadeiros, 
E[AD ] = 0. Além disso, na terminologia de Taguchi:_ 
|- G” 
l 
>> (ILÀ-i-[gil significa C, >> gl , 
f(E[fz]) ,U 
r(E[r¡])>>E significa ¡`2>>l, 
v = 1, pois o número de peças produzidas já está embutido nas esperanças matemáticas do 
modelo, 
E[r¡ ]+E[r¡¡ ]= m(E[A¡ ]+E[A11]+E)= fi+l E E, já que por hipótese fl >> l, e 
ID = IR = 0, uma vez que estes são tempos improdutivos. 
Assim, 
E[D,1=(Elfz 1+Elfzz 1) . (23) 
Finalmente, calcula-se a razão entre (22) e (23), e se obtém 
E+] ~ +Cd %_ + %,deonde, m(E[Â1l+ElA11l+E) ll /1 
efetuando a simplificação na primeira parcela e utilizando a terminologia de Taguchi para a 
fimção custo/perda, chega-se à expressão proposta: 
L=£"-+-C-li*-(--m+1+l)+-ç__-Ê m p 2 p
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Proposição 8 (Modelo de Taguchi, 1981: caso lb): Se uma das restrições fi >>I ou 
Cd >> -(É não forem satisfeitas, então 
E [V, ] = E[N, ]/E[D, ] se toma equivalente a fianção: 




Neste caso, substitui-se . 
Ep, 1 + E[r,,] por »z(E[A, 1+ E[A,, ] + E) z p +% 
em lugar de fã. Para detalhes do desenvolvimento da expressão fl+% consultar 
Taguchi et al. (1990). 
Proposição 9 (Modelo de Taguchi, 1981: caso 2): Considere-se um processo que se 
desvia de uma produção isenta de itens defeituosos .(0% ) para a súbita produção de rt 
(100%) defeituosos, 0 < fr < 1. Um único item deve ser inspecionado a intervalos de 
produção iguais e, se o item estiver não conforme, o processo é interrompido, corrigido e 
reconduzido à condição de normalidade. Valem todas as hipóteses remanescentes da 
Proposição 7 e considera-se, adicionalmente uma perda CD >> Cd, incorrida quando um 
item não conforme passa pelo ponto de inspeção e é transferido para o próximo processo de 
produção ou para o consumidor. 
A Fórmula Econômica Geral, então, E [V, ] = E[N, ]/E[D, ], 
válida para Te K T> 0, n e No, c ê N» e c < n, composta pela equação 14 no 
numerador 
e pela equação 15 no denominador é equivalente a 
- C l . . . _ 
3) L: Q + -_¿ (m+l)+ %~ + -gi, se existirem itens defertuosos nã› detectados; 
T" 11 /1 /1
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b) L = + % (m+l+l) + senãa existirem itens defeituosos nã: detectados. m ,U 11 
Com efeito, para o modelo descrito, as parcelas l a 3 e 6 a 8 da equação 14 são 
desconsideradas, portanto: 6: 7 = w = ¢= O e p= 1. E, pelo mesmo motivo descrito 
na proposição 7, 5, = á = O 
A expressão 14 reduz-se, então, à equação 21: 
E[N, 1 = (KD + KR )E[AR] + (KP + KK fz) (E[A, 1+ E[A,, ]+nE)+ 
+ (Kg +KG ) (E[r¡']+E[r¡¡']+nE) . 
Além disso, Taguchi considera E[AR ] = 1, pois, por hipótese, todos os alarmes são 
verdadeiros e a variável AR' tem distribuição Bi (1, 1); n = 1, E = l, Kp = 0 _ Fazendo estas 
substituições, a expressão l6 passa a ser
. 
E[N,]= KK n(E[A,1+E[A,,1+E)+(Kg+KG)(E[@']+E[r,,']+E)+(KD+KR) . 
Mas, sendo: 
(KD +KR )= Ca , 
KK = Cz, 
Kg = Cd , 
KG = CD , e 
. 1 m+1 _ m+l 
(Ep, 1+E[r, 1+E)=(-2_+1) -Í-2~)+L 
Então; E[N,1= C, (E[A,1+E[A,,]+E)+(c,, +cD)[(l"-ZÍÂ) +1}+ Ca. 
Como, porém, 1 constitui o conjunto de peças defeituosas que sempre são 
detectadas, pois, são produzidas durante o tempo de atraso de ajuste do processo, o
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número esperado de peças defeituosas sujeitas à não detecção é de . Taguchi, após 
algumas operações algébricas, substitui Cd por 2 CD , nesta parcela, para calcular a perda 
devida aos itens não conformes, não detectados. Assim, 
E[N,]= C, (E[A,]+E[A,,]+E)+CD (m+1) +16, +C,,. (24) 
Por outro lado, o denominador de E[V, ] é 
E[D,1=(E[r,1+E[f,,] + (1-â1)E[AD 1:, +nE +f,, +fR )v , 
uma vez que, por hipótese, todos os alarmes são considerados verdadeiros, E[AD ] = 0. 
Além disso: 
v = 1, pois o número de peças produzidas já está sendo considerado nas esperanças 
matemáticas do modelo 
E[r¡ ]+E[r¡¡ ]= m( E[A¡ ]+E[A¡¡ ]+E), e 
:D = IR = O, uma vez que estes tempos são improdutivos. 
Assim, 
Em, 1 = (Ep, 1+ E[r,, 1) = m( E[A, ]+E[A,, ]+ E). (25) 
Finalmente, calcula-se a razão entre (24) e (25), e se obtém 
E[V,]=C,. (E[A1]+E[A”]+E) + C1? (m+1) + L;__c-li + %,emque, 
m(E[‹4z]+E{Azz1+E) /1 11 .U 
efetuando a simplificação na primeira parcela e utilizando a terminologia de Taguchi para a 
fimção custo/perda, tem-se: 
L = + CTB (m +1) + lg + %, e chega-se à fórmula do item a da proposição. m /1 .U .U
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Para se chegar ao item b, basta considerar o seguinte: se não há itens não conformes 
não localizados, então, CD = Cd e
_ 
Lzí + §_¿(m+1+l) + m /1 /1 
A obtenção dos resultados de Taguchi, utilizados nas deduções acima pode ser 
encontrada, numa abordagem mais profunda, em Taguchi et al. (1990). 
Proposição 10 (Modelo de Nayebpour e Woodall, 1993: caso 1): Considerem-se as 
hipóteses da proposição 9, e tem-se então, a Fórmula Econômica Geral 
E[V,]= E[N,]/E[D,] , válida para T eR> 0, n eN0, ceN0 e c<n, composta pela razão 
entre as equações 14 e 15 equivalente a ' 
E[L] = É-%-11% , onde
m 
E[L] = -Lflntíi) C,-+{m-i+-”-É-+l]C¿+Ca e 
E[L]d=-í"7+1. 
1-4 
Tem-se, por hipótese, comoemTaguchi ‹9= ;f= w= ç›=0, p=l e 5, = ôz = 0. 
A equação 14 reduz-se a: 
E[N,] = (KP + 1<,,zz)(E[A,] + E[A,,] + rzE) + 
(26) 
+(1<g + 1<G)(E[z,~] + E[f,,»] + E) +(1<,, + 1<R)L{AR] + E[A,,]1<,, 
Além disso, E [A D 1 = 0 e E [A R 1 = 1 , pois não se distingue entre alarmes falsos e 
verdadeiros. Fazendo essas substituições na expressão 26, tem-se 






KD + KR = C, e 
Kc=0. 
então, 
15[N,] = 1<K›z(E[A, ] + E[A,,]+ nE) + c,,(E[f¡] + z‹:[f,¡1 + E) 4, . 
Além disso, neste caso,
1 EW=í.?› 
E[A,,]zé, 
E[r,]+ E[r,,] + E = 1_í”-qT+ 1, 
E[r,']+ E[r,j]+ E = m - il--+ -Í-'Í-t1_m+ l› 
l - q 1 - q 
}í.. 




mc = intervalo de amostragem que está sendo utilizado antes da implantação do 
procedimento de controle em estudo, e
S 
Zlfz 
¡7=¿i- , valor esperado do intervalo entre perturbações do processo, calculado com
s 
base em s ajustes ocorridos anteriormente. 
Assim,
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m l . I 
_ q mq E[N¡]=C¡{§+1nÍ(-,;1'):l+Cdím-Ê+Ê+1]+Ca. 
Por outro lado, o denominador E[V,], com as simplificações iniciais do modelo, se 
reduz a 
E[D,]= E[r,]+ E[r,,]+ E, 
uma vez que todos os alarmes são considerados verdadeiros, E[AD]=0. Além disso, na 
temiinolo gia de Nayebpour, 
K K C I- G,,|>> ii- significa Cd >> À” e r(E [QD /7 
r(E[r¡]) >>E significa fi>>l e v=1, pois o número de peças produzidas já está 
embutido nas esperanças matemáticas do modelo, 
E[r,]+ E[r,,]+E =1im+1,e _q . 
ID = tg = 0, uma vez que estes tempos são improdutivos. 
Assim: 
E[D,]=E[r,]+E[r,,]+E=mhäil- (28) - m 
Finalmente, calcula-se a razão entre as equações 27 e 28, e se obtém:
M 
c,. _1_-+in¢(Â) +c,,{m-i+_'&+1)+ca l_qm rn l_qm 
Ep/,]z m . _~+1 
l 
q'" 
Sabendo-se que na terminologia Nayebpour E [V,] = E [L] , tem-se o resultado pretendido.
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Proposição ll (Modelo de Nayebpour e Woodall, 1993: caso 2): Considere-se um 
processo que se desvia de uma produção isenta de itens defeituosos (O%) para a súbita 
produção de 1: (100%) defeituosos, O < 1: < 1. Um único item deve ser inspecionado a 
intervalos de produção iguais e, se o item estiver não conforme, o processo e' interrompido, 
corrigido e reconduzido à condição de normalidade. Considera-se, adicionalmente uma 
perda CD >> Cd, incorrida quando um item não conforme passa pelo ponto de inspeção e é 
transferido para o próximo processo de produção ou para o consumidor. 
A Fórmula Econômica Geral, então, E [V, ] = E[N, ]/E[D, ], 
válida para T E R, T > 0, n e No , c e N» e c < n, composta pelo equação 14 no 
numerador 
e pela equação 15 no denominador é equivalente a 




+int(l) C,+Ca, m m 
onde, 
E[LD ] = Km - -1-É? +¶,ÍiÇ1,n-JII2 + mzr(1- fr) + lzr}Cd + 
+Km-1-_”1;+{_'*L;n}z(1~z)+m(1-z)2}CD, 
1- 
. , . e E[T] = 1-~"-17 +i-7-rl+ l , para o caso em que a inspeção 100% e feita no 




_ Ill; +.{"%)fi+ lzr +m(1- zr):}CD , para o caso em que não é feita a _ 'q 
inspeção retrospectiva.
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Com efeito, no caso a, acima, as parcelas 1 a 3 e 6 a 8 da equação 14 são desconsideradas, 
portanto, 9 = y = ú›=y=0 e p = 1. E, pelo mesmo motivo descrito na proposição 7, 
81 = õz = O. 
A expressão 14 reduz-se, então, à equação 21 
E[N,]= (KD + 1<R)E[A,¿] + (K, + 1<Kn)(E[A,] + E[A,,]+ zzE) +(1<g + 1<G)(E[r,'] + E[r_,;] + nE) 
Além disso, E[AR]=1, pois, por hipótese, todos os alarmes são verdadeiros e Kp = 0. 
Fazendo estas substituições, tem-se 
E[N,]=(1<D +1<R) + 1<K›z(E[A,]+ E[A,,] + ›zE)+ 1<g(.f:[r,'] + E[r,;] + ›zE) + 
+ KG (E[r¡'] + E[r¡} ] + nE) 
mas, sendo 
KD + KR = Ca , 
KK = Cz- , 





1 - q 1- q"' , para os itens não conformes detectados, 
E[r,;]=1zz - 
Ep-;]z im Tí; +¡lf1%)[z(1_ zz)]+ 41- zz)2 - - 
, para os itens não conformes não detectados, 
E [r II] : O 
então, 
E[N,]=C,(E[A,]+ E[A,,]+ E)+C,[(m-1%; rr2+mzr(1-n)+l7r}+ 
+cD{m - â+ -1%;-Im-J[zz(1 - z)]+ m(1- z)2} + Ç,
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Por outro lado, 0 denominador de E[V,] é 
E{D,] = E[r¡] + E[rH] + (1 - ó`¡)E[AD]rF + nE + tD + tR. 
Valem as igualdades E[AD] = 0, pois E[AR]=1, v = 1, pois o número de peças produzidas já 
está considerado nas esperanças matemáticas do modelo, tp = tg = 0 e . 
1 _ E[rI]+E`[rII]+E=ÍnE`[AI]+E.[AII]+E=~+~+l . _ q fz' 
Assim, 
E[D,]=-'-”-+í(1-1Íl+1. l-qm 7! 




E[f]=_'"_+Ê'£2+¿_ 1-qm ff 
E C Para obter-se E(L) calcula-se a razão -š-2. E (T) 
Para se chegar ao item b, basta considerar que a inspeção retrospectiva não é feita. Então: 
(Kg + KG)(E[r¡]+E[r¡¡]+nE)=Í:{m--ä+%Í%)7r+lzz'+rn(1- Ir¶CD,
m 
E(C)=C,--1-+1-1-I-+int(-1-J +CD [m--Í1_+-"E-}:r+l;r+m(1-zr) +C,,,
e 
_.q If 
Finalmente, E(L) é a razão entre as duas últimas equações anteriores.
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3.4 JUSTIFICATIVA DA OMISSÃO DO MODELO DE LADANY E BEDI 
O modelo de Ladany e Bedi (1976), que representa o Grupo 2 para os casos em que 
os setups não são planejados, é peculiar. Ele foi desenvolvido com o objetivo de modelar, 
assintoticamente, processos em que os setups são não planejados, a partir da função original 
de Ladany (1973). 
Num modelo em que dois setups consecutivos são não planejados, um número 
desconhecido de amostras igualmente espaçadas (i ou j), é retirado. Este intervalo de tempo 
entre setups será prolongado até o momento em que o desvio for detectado durante a última 
amostra até então retirada. Convém lembrar que, entre as suposições do presente modelo, a 
ocorrência de um alarme falso também provoca uma interrupção equivalente a um setup. 
Matematicamente, as hipóteses acima correspondem a calcular as probabilidades de 
ocorrência ou não de desvios do processo, bem como de detecção dos mesmos, para se 
chegar ao número esperado de amostras retiradas durante um ciclo (entre dois setups, dois 
falsos alarmes ou qualquer combinação entre eles). Isto acarreta a existência de um produto 
recorrente de somatórios com índice í =l, eo e j = ao na função custo do modelo 
que está sendo estudado.
~ A função assim composta (vide Apêndice 2), exige um número grande de operaçoes 
para o cálculo do custo total esperado por unidade de tempo para cada ajuste fomecido 
pelo usuário. 








Ê;-_trPLâG(2){1 + 2JÍ2D(j)} 
parai=3 
C2ÍP¡ °° °° _ - TZ G(3)1+ 22 D0) , eassimpor rante. 
1 1 _| 3 
Tem-se, pois, uma equação recursiva, cujo número de operações necesssárias à 
obtenção de cada resultado, dependente dos valores das variáveis de decisão n, t, K, pode ser 
calculado utilizando-se a soma de uma progressão aritmética de razão 1. 
Além disso, existem duas condições que precisam ser satisfeitas para obter um 





Por simulação, verificou-se que a probabilidade D(i) se aproxima de zero e a 
esperança matemática se estabiliza a partir de í = j = 2.000, o que equivale a 2.000.000 
iterações para cada ajuste. Estes cálculos feitos, dão origem a apenas um único resultado. 
Num microcomputador “Pentium” JO0Mhz, com 16Mb de memória RAM, cada operação 
destas leva em média 1,5 segtmdos.
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Para localizar o custo mínimo, necessita-se varrer toda a superficie gerada pela 
função custo, pelo menos até valores amostrais de 100 elementos, pois, se trata de gráficos 
de controle por atributos. Em cada uma delas o número de aceitação limite varia entre 0 e o 
tamanho da amostra menos 1. Além disso, o intervalo interamostral também varia desde 0 
u.t. (inspeçao total) até valores muito superiores ao do ciclo de produção (Ladany e Bedi 
utilizaram até 2.000 u.t.. Isto significa ausência de amostragem)., o número de iterações 
O tempo aproximado para se obter uma superficie de pesquisa será de aproximadamente 
833 horas. Este tempo pode ser considerado proibitivo não só em termos práticos dentro 
das empresas como também de pesquisa. 
Portanto, a falta de recursos computacionais (co-processadores matemáticos em 
paralelo, por exemplo), inviabiliza a utilização deste modelo até mesmo para estudos 
comparativos e de análise de sensibilidade. Em termos empresariais, a realidade não é outra 
e dificihnente uma equipe poderia dispor de um computador por tanto tempo para calcular 
o valor minimo inicial ou a cada vez que houvesse modificação no sistema, nos custos ou 
mesmo nos parâmetros de entrada do modelo. A utilização deste planejamento econômico 
para o procedimento de controle seria, nestes termos, obviamente, antieconôrnica. 
Além disso, a exemplo de Del Castillo e Montgomery (1993), não foi possível 
reproduzir os resultados obtidos por Ladany e Bedi, para o exemplo considerado. Isto 
posto, fica reforçada a justificativa da omissão deste modelo nos estudos de análise de 
sensibilidade e no exame sirnultâneo, para conhecer diferenças, com outros modelos a ele 
comparáveis.
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3.5 PLANEJAMENTO ECONÔMICO AUTOMATIZADO 
3.5.1 Apresentação 
Está sendo desenvolvido, paralelamente a este trabalho, um programa 
computacional que se destina a: 
_
V 
- apresentar. os modelos econômicos para planejamento de gráficos de controle por 
atributos, ' 
- indicar o que melhor se adapta a um detemiinado processo de produção, 
- calcular os valores das variáveis de decisão, o erro do produtor, o erro do consumidor e 
o custo total esperado para o planejamento econômico ótimo, 
- recalculá-los, caso seja necessário ou desejável. Esta última operação é executada sob a 
forma de simulação em fiinção de novas condições fixadas no modelo recomendado ou por 
opção de novo modelo. 
O programa assim desenvolvido poderá ser acoplado tanto a sofiwares de Controle 
Estatístico de Processos, como a Sistemas Automatizados de Registros de Custos ou de 
Custos da Qualidade, enriquecendo-os sobremaneira. 
3.5.2 Macro-fluxograma do sistema 
O sistema funciona segundo o fluxograma apresentado a seguir:
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FIGURA 6: MACRO FLUXOGRAMA DO FUNCIONAMENTO DO PROGRAMA COMPUTACIONAL DESENVOLVIDO PARA A TOMADA DE DECISAO POR UM MODELO DE PLANEJAMENTO ECONOMICO DE GRAFICO DE CONTROLE POR ATRIBUTOS OU MODELOS CORRELATOS 
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O programa inicia estabelecendo um diálogo com o usuário, ao qual são solicitados, 
com orientação: estimativas de parâmetros de custo, parâmetros do processo, algumas 
características do processo e o tipo de amostragem desejada. Procurou-se reduzir a 
complexidade da entrada de dados, utilizando perguntas simples a respeito do processo, de 
tal forma que as respostas se limitam às palavras: sim, não; exceção feita à entrada de 
valores numéricos. 
Após o processamento dos dados de entrada, o sistema apresenta o modelo 
recomendado. Ao ser acionado o botão “calcular” o sistema processa os cálculos 
necessários para alcançar o valor minimo da função de custo/perda correspondente e 
apresenta um relatório de saída do qual constam: o número de elementos da amostra, o 
intervalo interamostral, o número de aceitação, o erro do produtor, o erro do consumidor e 
o custo mínimo do planejamento ótimo delineado. Caso o usuário deseje optar por um dos 
outros modelos disponíveis, o sistema operará como anteriormente. O sistema coloca 
sempre à disposição, uma análise de sensibilidade, após os resultados obtidos a partir do 
delineamento feito na caixa de entrada de dados.. Estes resultados são armazenados em um 
arquivo texto que poderá ser importado por outros softwares de análise de dados. 
O programa oferece mais de uma vez a opção por outro modelo, para o caso em que 
o usuário deseje conhecer ou tentar outras alternativas. Quando, finalmente, o usuário tiver 
decidido pelo modelo que, em sua opinião, melhor se adapta às condições e características 
do processo em questão, o sistema passa a executar uma análise de sensibilidade em tomo 
do valor ótimo encontrado, segundo as redefinições dos valores de entrada que por ele 
forem julgadas necessárias.
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3.5.3 Características próprias do Sistema 
Os resultados apresentados pelo programa não são conclusivos. Sendo assim, 
restringe-se a apresentar o modelo recomendado a cada situação, o qual será manipulado 
pelo próprio usuário. Enfim, a decisão final cabe a ele, em fiinção dos dados obtidos através 
do sistema. 
3.5.3.1 Características da implementação 
O sistema está sendo desenvolvido para ambiente operacional WINDOWS, 
utilizando todos os recursos colocados à disposição por este ambiente e seguindo a 
padronização por ele adotada. 
O programa está sendo preparado com a utilização de linguagens de programação 
visual, como a linguagens Delphi e C*¬`. A análise e a implementação estão baseadas em 
técnicas de programação orientada a objetos. 
3.5.3.2 Estruturação dos dados e fórmulas 
Os dados são armazenados sob a forma de registros. Inicialmente, os dados foram 
separados em duas categorias: 1) dados de entrada fomecidos previamente pelo usuário; 
2) dados referentes aos parâmetros de custo/processo e às variáveis de decisão. O sistema, 
utiliza os primeiros para definir os parâmetros de custo e processo, que, por sua vez, serão 
utilizados nos cálculos das variáveis de decisão. 
O sistema coloca à disposição funções de leitura e gravação de arquivo, permitindo 
que se recuperem todos os dados utilizados no processo, bem como a análise sobre eles 
feita. 
As fórmulas das funções custofperda esperada dos modelos estudados não 
apresentam grande complexidade matemática, no que diz respeito às operações a serem 
efetuadas. Sua complexidade reside nas iterações necessárias para a obtenção dos
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resultados finais. Sendo assim, não houve necessidade de implementação de métodos 
numéricos na resolução das fórmulas e sirn, apenas, de funções que se encontram 
disponíveis na própria linguagem da programação adotada. 
3.5.3.3 Características da interface 
A interface foi implementada considerando todos os recursos visuais oferecidos pelo
~ WINDOWS. A informaçao é exibida em caixas de diálogos. As opções são apresentadas a 
partir de botões radio buttom (caixa de múltipla escolha não excludente) e de check box 
(caixa de múltipla escolha excludente) e, ao usuário, bastará “clicar” no item desejado. 
A interface é amigável e procura seguir o raciocínio indutivo empregado pelo 
usuário. As seqüências de telas serão acionadas a partir de teclas que identificam a próxima 
função a ser utilizada. 
Os grupos de fimções, que conduzirão ao acesso do planejamento ótimo do gráfico 
de controle, são apresentados no monitor através de 'itens de menu. Todas as funções 
poderão ser acessadas tanto por teclado quanto por outro dispositivo, como o mouse, com 
exceção daentrada de valores. Neste caso, o usuário utilizará, necessariamente, o teclado. 
A apresentação de todos os resultados obtidos, durante a utilização do sistema, 
poderá ser feita tanto no monitor na forma de gráficos, listas numeradas, etc., quanto em 
dispositivos de impressão (impressoras, plotters etc.). Isto permite ao usuário acompanhar a 
evolução dos resultados no monitor, bem como, documentá-la.
CAPÍTULO 4 
ANÁLISE DE sENsIBILII›AI›E 
4.1 CONSIDERAÇÕES INICIAIS 
A solução ótima encontrada para o modelo do planejamento amostral de custo 
mínimo nãorepresenta apenas um resultado final, mas também um ponto a partir do qual ele 
começa a dar informações úteis à tomada de decisão, já que nem sempre tal solução é 
compatível com a realidade operacional do sistema sob exame. Informações adicionais 
sobre o comportamento do procedimento de controle podem ser obtidas por meio da 
análise de sensibilidade do modelo. 
A análise de sensibilidade é o resultado da determinação do impacto que as 
mudanças nos parâmetros e variáveis de entrada causam sobre a solução encontrada. 
Interessa também saber se existe um intervalo de variação dos valores dos parâmetros ao 
qual o modelo é menos sensível. Uma crítica comum ao enfoque econômico e' a de que os 
parâmetros e variáveis de entrada são dificeis de estimar, especialmente com a desejada e 
necessária precisão. Esta dificuldade é causada muitas vezes pela existência de uma 
variabilidade inerente ao parâmetro ou porque os dados são incompletos ou, até, inexistem. 
Além disso, nem sempre o parâmetro em questão é controlável. Nestes casos, é muito 
importante conhecer o efeito que as mudanças nestes valores de entrada exercem sobre a 
solução ótima. 
Todas estas questões devem ser levadas em conta e, verdadeiramente, justificam o 
estudo e a análise que se fazem, a seguir, com base numa revisão bibliográfica específica em 
que foram levantados e pesquisados os estudos de sensibilidade feitos por diversos autores 
dos modelos aqui examinados. As conclusões são apresentadas, na seqüência, por grupo, e 
representam uma contribuição efetiva na implantação do modelo recomendado.
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Finalmente, o estudo do efeito da variação dos diversos parâmetros de custo e risco 
sobre o valor ótimo serve como orientação prática na escolha dos novos valores das 
variáveis de decisão, de modo que compatibilizam a solução encontrada com a realidade do 
processo. 
4.1.1 Grupo l 
Chiu (1975) fez um estudo da variação nos valores dos parâmetros componentes de 
sua fimção perda Um grande número de exemplos numéricos foram apresentados e 
considerados por um estatístico industrial experiente como realistas em situações práticas. 
Estes exemplos sugerem as conclusões qualitativas, a seguir arroladas, e que, em razão da 
equivalência existente entre as funções custo/perda, podem ser estendidas a todos os 
modelos do Grupo 1. 
- o número de aceitação limite é influenciado sensivelmente pela razão (po /p¡ ) entre a 
fração defeituosa enquanto o processo está sob controle e a tração defeituosa quando o 
processo está fora de controle; quanto maior a razão, maior o número de aceitação (c); 
- o tamanho de amostra (n) Ótimo depende fortemente do valor da fração defeituosa: tanto 
enquanto o processo está sob controle ( po) como enquanto está fora de controle ( p1.); 
- o intervalo interamostral (h) é afetado dominantemente por variações da diferença entre o 
custo/receita (M) enquanto o processo está sob controle e o custo/receita enquanto o 
processo está fora de controle (isto significa que quando a perda devida ao aumento da 
fi'ação defeituosa é pequena, os intervalos entre as inspeções são maiores); também é 
afetado pela taxa de ocorrência da causa especial ( 9» ); 
- o intervalo interamostral também e' influenciado pelo custo de tomar uma amostra (a): um 
valor alto por amostra retirada leva a intervalos interamostrais grandes e vicefversa (isto 
significa que custos de amostragem altos causam a diminuição do número de inspeções, 
aumentando, conseqüentemente, o intervalo entre as amostras);
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- todas as três variáveis de decisão são afetadas pelo custo unitário de inspeção e registro 
do valor medido no gráfico de controle (b); para valores altos deste custo, o planejamento 
ótimo recomenda um tamanho de amostra pequeno, intervalos interamostrais grandes e 
número de aceitação limite pequeno; 
- variações na receita (V0) enquanto o processo está sob controle e, muitas vezes, 
conseqüentemente, enquanto o processo está fora de controle (V 1), levam a variações 
proporcionais moderadas no tamanho da amostra e no número de aceitação limite do 
plano;
V 
- o custo (A1 ) e o tempo (tz ) de descobrir uma causa especial e restaurar o processo 
influem de maneira negligenciável sobre o esquema ótimo do plano; entretanto, o custo 
(A0 ) e o tempo (to ) de procura de um alarme falso, tendem a aumentar levemente os 
valores das três variáveis de controle ótimas. 
Em 1977, Chiu volta a estudar a sensibilidade de seu modelo econômico. Desta 
feita analisando o efeito de erros na estimação dos valores dos parâmetros envolvidos. Para 
tanto, dividiu os parâmetros em três grupos: Grupo 1, constituído pelas frações defeituosas 
enquanto o processo está sob controle (po ) e fora de controle (pz ); Grupo 2, constituído 
pelo tempo médio em que o processo está sob controle (1/À), custo de amostragem por 
item inspecionado (b) e custo fixo de amostragem (a); Grupo 3, constituído pelos custos e 
tempos de procura, descoberta da causa especial e de recondução do processo ao estado 
sob controle (A 1 ,A0 ,t¡ e to ). Em poucas palavras, foram as seguintes as conclusões a que 
Chiu chegou: as probabilidades do Grupo 1 são criticas para o planejamento de gráficos de 
controle-np, especialmente quando estas são muito grandes. Já os parâmetros do Grupo 2 
têm moderado efeito sobre o custo mínimo do plano. Erros nos quatro parâmetros do 
Grupo 3, entretanto, têm efeito negligenciável sobre o planejamento de minimo custo de 
gráficos-np. '
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Duncan (1978) procedeu a uma ampla análise de sensibilidade para os gráficos de 
controle com uma única causa especial, economicamente planejados. Algumas conclusões 
gerais podem ser resumidas como segue: 
- para processos cujos desvios são da ordem de 0,100, (00: desvio padrão do processo), o 
número de aceitação limite ótimo (d) será geralmente zero. Decorrem daí tamanhos de 
amostras maiores e intervalos interamostrais mais longos do que nos casos em que o 
desvio é grande. Ou seja, em geral, para pequenos desvios, o planejamento amostral de 
custo mínimo terá amostras maiores, retiradas com menor freqüência; 
- mudanças nos valores dos custos e outros parâmetros do modelo produzem, no 
planejamento ótimo, alterações previsíveis e lógicas; 
- o impacto da maior freqüência de ocorrência da causa especial é o de intensificar a 
amostragem. 
Os exemplos numéricos estudados por Gibra (1978) indicam que a variação nos 
parâmetros de custo (cz , cz, cg , u , b, e h) afeta fundamentalmente o tamanho da 
amostra (n), e tem, também, efeito moderado sobre o intervalo interamostral (8). Assim, o 
número de aceitação limite (c) tende a crescer quando o tamanho da amostra aumenta, e os 
valores ótimos das variáveis de decisão (n, c, 8) parecem ser totalmente dependentes dos 
parâmetros de custo e dos parâmetros do processo. 
Lorenzen e Vance (1986) ilustram o estudo da sensibilidade aos parâmetros de custo 
e processo com dois exemplos: sensibilidade ao custo (C, ) ocorrido enquanto o processo 
está fora de controle e ao tempo médio de ocorrência da causa especial (1/À). Neste estudo 
levam em conta a sensibilidade da função custo e a sensibilidade do plano ótimo. Estes 
estudos são importantes: o primeiro quando se deseja determinar o custo da qualidade ou 
quando se considera uma mudança no processo fimdamental e o segundo quando se tem
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dificuldade para estimar parâmetros de custo ou de processo. Estes autores concluíram, 
então, que: 
- nem o custo esperado (C), nem o plano de amostragem (n, h, L) são sensíveis a mudanças 
no custo de operar o processo no estado fora de controle (C 1 ); 
- o custo esperado (C) e' sensível a alterações no tempo médio de ocorrência da causa 
especial (1/lt), enquanto o plano de amostragem não o é. 
Collani e Sheil (1989) apresentam uma forma interessante de análise de 
sensibilidade, utilizando variáveis padronizadas por eles criadas. Planejamentos ótimos 
obtidos a partir da combinação dessas variáveis encontram-se tabelados no referido artigo e 
utilizados para determinar a variabilidade do procedimento de controle. As conclusões a que 
chegaram esses autores podem ser traduzidas como segue: 
- o tamanho da amostra e o lirnite de controle do gráfico (para um dado número de desvios 
padrões da linha central) são independentes do beneficio esperado por restauração do 
processo ao estado sob controle;
H 
- a freqüência amostral aumenta à medida que o beneficio do item anterior cresce; 
- custos de amostragem altos levam a tamanhos de amostras menores e, geralmente, a uma 
redução da fieqüência amostral; 
- a relação entre o número de desvios padrões que determina a distância entre o valor alvo e 
os limites de controle e o número de elementos da amostra é a esperada. Assim, para 
números pequenos de desvios padrões, exigem-se amostras grandes para possibilitar a 
distinção entre os estados sob controle e fora de controle, enquanto para grandes números 
de desvios padrões, a diferenciação entre os dois estados do processo é mais fácil e, 
conseqüentemente, o tamanho da amostra é menor; 
- o custo mínimo também se comporta logicamente. Aumentos no custo de amostragem e 
no beneficio esperado por restauração do processo aumentam o custo minimo esperado. 
Por outro lado, o custo mínimo decresce à medida que o número de desvios padrões que
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afastam os limites de controle da linha central aumenta, pois, a discriminação entre 0 
estado sob controle e o estado fora de controle se toma mais fácil à medida que os limites 
de controle se afastam da linha central; 
- custos baixos pela procura de alarmes falsos dão origem a um grande número deles. Em 
geral, a taxa destes alarmes é consistente: decresce com o aumento do número de desvios 
padrões que determinam o afastamento dos limites de controle. 
4.1.1.1 Recomendações práticas válidas para o Grupo 1 
Com base na análise de sensibilidade feita pelos diversos autores acima 
apresentados, pode-se fazer uma síntese, voltada aos aspectos práticos que devem ser 
observados, para o caso em que um modelo do Grupo 1 seja o recomendado. Segundo Chiu 
(1977), deve-se estar atento para as seguintes observações: 
1) o custo e o tempo esperado de procura por um alarme falso, bem como o custo e o 
tempo de procura e reajuste depois de um alarme verdadeiro, são os parâmetros mais 
complicados de serem estimados com exatidão. Afortunadamente, sua influência na 
determinação do gráfico de controle de custo mínimo é negligenciável; 
2) já a taxa média de ocorrência da causa especial, as despesas de retirar e testar uma 
amostra, bem como o custo variável de amostragem, têm efeito moderado sobre o custo 
minimo do procedimento de controle. Em compensação, são parâmetros razoavelmente 
fáceis de estimar, embora a taxa média de ocorrência da causa especial esteja 
intimamente ligada com a fração defeituosa enquanto o processo está fora de controle, 
que é um parâmetro critico do planejamento ótimo; 
3) a fração defeituosa enquanto o processo está sob controle e a fiação defeituosa quando o 
processo está fora de controle são consideradas os parâmetros mais críticos. Influem 
sensivelmente no custo minimo, no número limite de aceitação e no tamanho da amostra.
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-_, As recomendaçoes acima são válidas, também, para o modelo de Behl (1985), desde 
que as parcelas opcionais da fimção por ele desenvolvida não sejam consideradas. Falta, na 
bibliografia existente, um estudo de sensibilidade mais detalhado deste método. 
4.1.1.2 Estimação dos Parâmetros 
De um modo geral, os parâmetros relacionados com o estado sob controle do 
processo não apresentam dificuldades em termos estatísticos. São eles: o custo/lucro da 
qualidade enquanto o processo está sob controle, o tempo e o custo de procura por um 
alarme falso, o custo de amostragem, o custo de inspeção de um item amostral e a fração 
defeituosa enquanto o processo está sob controle. 
Já os parâmetros remanescentes (tempo médio em que o processo se mantém sob 
controle, número de desvios padrões que determinam os limites de controle, custo/lucro da 
qualidade enquanto o processo está fora de controle, tempo esperado de reparo e custo de 
reparo) precisam ser observados durante diversos ciclos de produção e o valor estimado 
destes itens será calculado pela média ponderada, conforme se explica logo a seguir. 
Na ausência de qualquer informação numérica, estes parâmetros devem ser 
estimados, em princípio, com base em experiência técnica. 
Uma boa aproximação do tempo em que o processo se mantém sob controle (1/Ã) 
pode ser obtida subtraindo-se duas vezes o tempo que se leva para inspecionar um item 
amostral do período total em que o processo está em operação. Isto significa que num ciclo 
de produção o processo opera fora de controle por duas vezes 0 tempo de amostragem em 
unidades de tempo.
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Seja m o número de ciclos de produção observados e sejam os seguintes os valores 
encontrados: 
1 . T9 õj›})lj› Kyja TU' 2: '~'› m)>
J 
onde 





ó`¡ (j = 1, 2, m) = distância limite de controle à linha central, expresso em 
número de desvios padrões, no m-ésimo ciclo de produção, 
P1 ¡ (j = 1, 2, m) = custo/lucro da qualidade enquanto o processo esteve fora de 
controle no m-ésimo ciclo de produção, 
K,¡¡ (j =1, 2, m)= custo de reajuste observado no m-ésimo ciclo de produção,
e 
1,71 (j = 1, 2, m) = tempo de reajuste observado no m-ésimo ciclo de produção. 
/1. 
Considerando -J~, j = 1, 2, ..., m como as probabilidades estimadas para os 
i Z(2.,.) 
diversos efeitos das causas especiais (Duncan, 1971), tem-se as seguintes fórmulas para 
estimação dos parâmetros acima considerados: - 
Â_ m ‹§_2¡*15f Is ZÃJPIJ Ê ZÂJKU' ; XÂÊU' -Xl, _ 2%' i 1: 2/11 , Í: 2/11 i Í: 2%' 
Â; 
Com o correr do tempo, a partir de observações, levantamentos e identificação dos 
parâmetros acima citados, obter-se-ão, para eles, novos valores que passarão a ser 
incorporados ao procedimento de minimização para conseguir maior refinamento na 
obtenção das variáveis de decisão do planejamento econômico ótimo. Este procedimento 
gradual parece ser prático.
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4.1.2 Grupo 2 
Ladany e Bedi (1976) obtiveram o resultado da análise de sensibilidade em seu 
modelo para processos em que os setups planejados não são necessariamente fixados 
previamente, bem como para os setups planejados, a partir de um único exemplo. Assim, na 
conclusão do artigo citado, afirmam que, devido à sensibilidade que existe no custo total 
por unidade de tempo aos parâmetros de custo e processo, é impossível prever, com base 
no exemplo apresentado, numa dada situação, os valores ótimos dos parâmetros de decisão 
e a política de programação dos setups. Cada caso deve ser avaliado separadamente. Além 
disso, o referido exemplo mostra claramente que a confiança em regras empíricas para o 
estabelecimento dos limites de controle e o tamanho das amostras para ambos os tipos de 
setups podem levar a custos significativamente mais elevados do que os da solução ótima 
obtida. 
O modelo de Ladany (1973) também foi estudado por Del Castillo e Montgomery 
(1993). Os seguidores de Ladany concluem que, no modelo original modificado para 
processos de longa duração, o poder do teste aumenta à medida que o número de amostras 
necessárias ate' obter uma observação fora dos limites de controle (para um dado desvio na 
fração defeituosa) aumenta. Isto se dá porque o modelo tem a capacidade de modificar o 
poder do planejamento ótimo com base no referido número de amostras retiradas. 
4.1.2.1 Recomendações práticas válidas para o Grupo 2 
Inexistem, na literatura, estudos sobre a sensibilidade do modelo original de Ladany 
(1973) para processos em que os setups são planejados. Quanto ao modelo desenvolvido 




4.1.3 Grupo 3 
Montgomery e Heikes (1976) investigaram o comportamento das superficies do 
custo para cada um dos três modelos discretos por eles desenvolvidos. As funções de custo 
são convexas para o modelo de Markov contínuo no tempo de gráficos de controle-np 
utilizando diversos estados “fora de controle”. O custo médio minimo, no entanto, é mais 
sensível ao número de aceitação (c) do que ao tamanho da amostra (n). Além disso, as 
superficies do custo são mais inclinadas na vizinhança da origem do que em todo o espaço 
de parâmetros remanescente. E mais, a superficie do custo esperado para o modelo de 
distribuição da série logarítmica é muito mais inclinado do que as superficies dos modelos 
em que o mecanismo de falha do processo se comporta como uma distribuição geométrica 
ou uma distribuição de Poisson. Concluem, assim, que, no planejamento econômico de 
gráficos de controle, o número de aceitação limite (ou limite de controle) é mais importante 
do que o tamanho da amostra e que é melhor superestimar do que subestimar estes 
parâmetros. 
Por outro lado, a análise dos resultados numéricos tabelados no artigo a que acima 
se aludiu mostram que: 
- quando o custo por unidade amostrada e testada (az ) cresce, o número de elementos da 
amostra decresce ou se mantém o mesmo e o custo mínimo (ATC) aumenta. Esta 
influência sobre o número de elementos da amostra (n) diminui, por unidade, à medida 
que o custo esperado de investigação e possível correção do processo (az ), aumenta; 
- o comportamento do risco do produtor (a) e do consumidor (,6) não é consistente 
quando o custo por unidade amostrada e testada (a¡ ) aumenta; 
- quando o custo de operação fora de controle por um período (a3 ) aumenta, o custo 
médio esperado (ATC) também aumenta, enquanto 0 tamanho, da amostra (n) e o 
número de aceitação (c) crescem e fl decresce. Este comportamento numérico tem a
\ 
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interpretação esperada: um aumento no custo de operação fora de controle resulta num 
teste mais poderoso; 
- à medida que 0 número de amostras retiradas até que uma observação caia fora dos limites 
de controle, enquanto o processo está sob controle, aumenta, o custo mínimo decresce, o 
tamanho da amostra decresce ou permanece o mesmo, os números de aceitação 
decrescem ou permanecem os mesmos e o risco fl aumenta ou permanece o mesmo; 
- o aumento do número de amostras retiradas até que um sinal de alerta seja acionado, 
enquanto o processo está sob controle tem mais efeito sobre os parâmetros ótimos dos 
modelos cujo mecanismo de falha do processo é descrito por uma distribuição geométrica 
ou uma distribuição de Poisson do que para o caso em que esta descrição é» feita 
utilizando uma distribuição da série logarítmica; 
~ outras experiências numéricas levam à conclusão de que os resultados dependem de 
ambas: fração defeituosa enquanto o processo está sob controle (pg ) e fração defeituosa 
enquanto o processo está fora de controle (p¡ ). 
4.1.3.1 Recomendações práticas válidas para o Grupo 3 
Uma das observações práticas decorrentes da análise de sensibilidade e' dada pelos 
próprios autores Montgomery e~ Heikes (1976), quando concluem que o número de 
aceitação limite (ou limite de controle) é mais importante que o tamanho da amostra no 
planejamento econômico de gráficos de controle e que é melhor superestimar do que 
subestimar estes parâmetros. 
A fração defeituosa enquanto o processo está sob controle ou fora de controle, influi 
nos resultados. Sendo assim, caso um dos modelos desenvolvidos por Montgomery e 
Heikes seja o recomendado, aconselha-se seguir as instruções do item 4 das 
recomendações práticas válidas para o Grupo l.
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4.1.4 Grupo 4 
Nayebpour e Woodall (1993) apresentam gráficos da ñmção perda versus o 
intervalo de amostragem para todos os casos estudados em seu artigo, com base em 
exemplos numéricos. Concluem que no Caso 1 a perda esperada mínima é pouco sensível a 
variações do intervalo entre inspeções, tanto para os modelos de Taguchi quanto para o 
modelo alternativo apresentado pelos autores do artigo. Esta insensibilidade, entretanto, só 
vigora enquanto as restrições dos modelos de Taguchi forem rigorosamente observadas. No 
Caso 2, foram feitos estudos comparativos entre o comportamento das curvas que 
representam o intervalo interamostral e a perda esperada por unidade produzida., com 
relação à variação da porcentagem de peças defeituosas produzidas. A partir dos gráficos 
publicados no artigo acima referido, pode-se concluir que, tanto no primeiro quanto no 
segundo estudo, o modelo Taguchi é insensível. O mesmo não se pode afirmar sobre o 
modelo alternativo, que apresenta pouca sensibilidade na primeira situação, exceto para 
porcentagens muito baixas de itens defeituosos e sensibilidade moderada na segunda, sendo 
também acentuada para frações defeituosas muito pequenas. 
4.1.4.1 Análise de Sensibilidade do Modelo de Taguchi
_ 
Com o objetivo de fazer uma análise de sensibilidade do modelo acima referido, 
realiza-se um estudo analítico da variação dos custos Cd, Ci e Ca relativamente à freqüência 
ótima de retiradas de amostras na linha de produção na função custo/perda L, constante da 
equação 9 do capítulo anterior. 
Trata-se, pois, de: 
min L(m, a) = F(a), onde a = (Cd, C,-, Ca) 
m = m(a)
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ou seja, encontrar o valor 
gw; onde ôa ” 
C, fm+1 lcd C, L(m,a)-m+L 2 +l_|p_+/7 
Tem- se m*=(,EC,. /Cd)% (29) 
e L*=(C¡/m*)+[(m*+1)/2+Í{-(Ê-)+(%:¶) (30) 
s.a. 
_ C ., ._ ;¿>>l, Cd >>Í e ,u>>O 
/-1 
que resulta em: 
61* 1- 'š=1/m*, 
. ÓZ* 2- šcíšm*/2¡Í,C 
ÔZ* _ 3- 'šcízl//1. 
Estabelece-se um valor A/L baseado em informações sobre custos marginais 
toleráveis e se impõe: 
ÓL* 1- IÉSM, 
ól* 2- IEISM, 
3- IÍÊHSM. 
Começando por 3, tem-se:
* 
3 - =|1/El 50 => L* é pouco sensível à de Ca.,
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* 61 __ 1 1- sM©(C,,/2,uC,.)AsM<:>C,,/Ci s2¡?\×12, 
ÔZ* _ I 2- ,Ê zM<z>(c,/2,zc,,,)Á SM<z>c,./C, ézmzfi.d 
Graficamente: 
FIGURA vz REPREsEN'rAÇÃo GRÁFICA Do s1sTEMA DE EQUAÇÕES 1=oRM.ADo 
PELAS DERIVADAS PARCIAIS DE L* EM RELAÇÃO A C,- E' Cd (MODELO 
SIMPLIFICADO) ' 
Cd 




No gráfico acima percebe-se que a região em que se admitem pequenas variações 
em C,- e Cd estende-se, praticamente, a todo o primeiro quadrante, uma vez que a 
expressão 2;./M2 >>0, mesmo para valores pequenos da tolerânciaM.
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4.l.4.l.l Exemplo 
Berry (1974), citado em Nayebpour e Woodall (1993) registrou os 
resultados do_ monitoramento da produção de diversas ferramentas, após ter 
recebido as seguintes informações sobre o processo de produção: C,~ = $ 150.00, 
C,,= $ 5.00, C,,= $40oo.oo, 1= 1.000 unidades e Z = 4.000 unidades. Usando z 
equação (9), › tem-se m* = 490 unidades 
_ 
como intervalo de amostragem 
recomendado. O correspondente custo esperado é de $ 2.86. Caso um erro de 10% tivesse 
sido cometido na determinação do custo de item defeituoso, o intervalo de retiradas 
passada a ser de 514 itens e o custo total esperado passaria para $ 2.89, o que representa 
um aumento de 1,10% no custo mínimo anteriormente calculado. Se o mesmo erro fosse 
cometido no custo de inspeção, ter-se-ia m* = 467 e L* = 3.02, caso em que o aumento 
sobre o L* inicial seria de 5,6%. Ao se efetuarem, inadvertidamente, aumentos simultâneos 
de 10% em C,« e Cd, obtém-se m* = 490 e L* = 3.05, o que representa um aumento de 
6,64% sobre $ 2.86. Caso um erro de 100% tivesse sido cometido na determinação do 
custo de item defeituoso, o intervalo de retiradas passaria a ser de 693 itens e o custo 
esperado passaria' para $3. 12, o que representa um aumento de apenas 9% no custo 
minimo. Mas, se o mesmo erro fosse cometido no custo de inspeção, ter-se-ia m* =346 e 
LE $4.46, ou seja, 56% a mais sobre o custo minimo calculado. 
Necessário se faz, pois, realizar um estudo adicional da expressão L*, para variações 
maiores em C,-e Cd . 
A expressão L* originalmente apresentada não se mostrou adequada para o estudo 
do comportamento da curva, dando a impressão de uma função linear. Todavia, observou- 
se, após algum estudo, que a expressão pode ser reescrita, substituindo-se nela o valor de 
m*. Com efeito, segundo as equações 29 e 30 
vz G + <"'*+1>+z1C_~f+C_‹= m* 2 ,u p
l I6 
e substituindo-se m* nesta expressão, tem-se:
1 
. QC¿ /2 (21 +1) Ca L: 
2/Ê 
+ 
2,17 ¿+fi_ (31) 
Esta expressão revela, mais claramente o comportamento da curva L*. 
Observa-se, com facilidade, a contribuição de cada uma das parcelas, no gráfico a seguir: 
FIGURA sz REPREsENTAÇÃo GMFICA DA coN'rRrBU1ÇÃo DE CADA UMA nAs 























- 0 1 
C' Ê 
Ci 
_ em que; A =(c,.c,,/2fi)%, B =,4 + [(21+1)/2,716, z c=A + B +c,/5 e 
C,, = 40.000 ,u.m. (unidades monetárias) 
A primeira parcela da expressão (31) tem as seguintes características quanto à 
sensibilidade: 
l) se C,~ e C4 são multiplicados por uma mesma constante k>1, L* fica multiplicado pelo 
mesmo fator, aumentando sensivelmente, à medida que lr aumenta; 
2) se C,~ e C4 são multiplicados por uma mesma constante 0 < k < 1, L* fica multiplicado 
pelo mesmo fator, diminuindo sensivehnente, à medida que k se aproxima de zero; 
3) se C ,~ é multiplicado por k e Cd por 1/It, ou vice-versa, L * não se altera;
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4) se C,- é multiplicado porumfatorp e C4 por um fatorq , p ¢ q, p e q eR, L* fica 
mulúplizzâø por q›q)”2. 
A segunda parcela indica que a contribuição adicional de Cd é linear, bem como a de 
C,,, na terceira parcela. O comportamento da curva, segundo as variações de C,~ e Cd , pode 
ser observado na figura 9, a seguir: 
FIGURA 9; REPRESENTAÇÃO GRÁFICA DE L*, sEGUNDo As VARIAÇÕES DE C.- 
E Cd, coM C., Frxo EM 4o.ooo U.M. (UNIDADES MONETÁRIAS) 
4 ~~ Câ= I0 
3,5 - C¿= 7 
3 -- C,,=5o _ 








0¬ O o o o o O O N sr co oo 1; 'Ii T1 Ii N 
C¡ (u.m.) 
0 2 140 60 80 OO 
Na primeira análise são respeitadas, rigorosamente, as restrições do modelo: 
¡7>> 0, l<< ,7, e Cd >> CGE de forma que as parcelas (2I+1)/2,17 e Cmã não são 
consideradas. Nestas condições, a expressão L* é pouco sensível a pequenas variações de 
C, e C4, fora das regiões em que C, > 2,7M2ou Cd > 2El×I2C,.. 
Numa análise mais realista, entretanto, percebe-se que, mesmo quando ;7>> 0, a 
parcela (21 +l)/ 2,17 tem grande influência na expressão de L* (vide Figura 8) , à medida
que Cd cresoe. Cabe, pois, um estudo mais aprofundado da variaçao de Cd Passa se a ter 




2. C, = + 5 M 
2/IC. 2/1 
3. lãs M, mas 1/ E5) :> L* é pouco sensível à variação de Ca 
ou 
1. Cd s2,ü7V12(,`,. e 
_ 21 1 
2. C,. S 2;z{M~ [L-Í-l%C,, 2fl 
Assim, graficamente, tem-se: 
FIGURA 1oz RE1>REsEN'rAçÃo GRÁFICA Do s1sTEMA DE EQUAçöEs GERADQ PELAS 
DER1vADAs 1>ARc1A1s DE L* EM RELAÇÃO A c, E c, (MODELO na DE 
TAGUCHD 
¿Ã 
Cd - _ 2 . cd>2,z[M»{(21+1)/2,z] cz
6 





Observa-se, na figura 10, que houve uma redução com relação à figura 7, na região 
em que L* é pouco sensível a pequenas variações de C,- e Cd. Esta redução não é, contudo, 
significativa, enquanto ,Ú >> 0,. No entanto, o fator que mais influi na expressão de L* é o 
custo de item defeituoso, Cd.. 
4.1.4.I.2 Ponderações a respeito do Modelo Taguchi 
Embora o modelo, para pequenas variações de Ci e Cd , seja pouco sensível, 
observa-se que o fator predominante na variação do montante de L* é Cd. Variações em C,- 
e C,, ocasionam pequenas oscilações em L*. Isto significa que é conveniente ter-se uma 
avaliação bem aproximada do custo do item defeituoso quando estimado. Por outro lado, 
diminuições neste custo acarretam redução significativa em L *, o que sempre é interessante. 
No entanto, aumentos simultâneos em C ,-, Cd e C, não são aconselháveis, pois, nestes casos, 
devido às componentes lineares de Cd e Ca, o valor de L* pode tornar-se indesejável. Em 
casos extremos, em que todos os componentes do custo esperado total do monitoramento 
são multiplicados por um coeficiente k, L* também será multiplicado pelo mesmo 
coeficiente. Com efeito, multiplicando-se C ,, Cd e C, por k, tem-se: 
L'= 2[kc,.kc,) / 2 pjlí + [(21+ 1) / zjkc, + kc, / ¡¡ 
z z1.‹[(c,.c, ) / 2 fi1% + 1z[(21+ 1) / zjc, + kc, / ,7 
= k{2[(c,.c, /2,7% +[(z1+1)/21€, +C, / ,7} = kr *. 
Pode ocorrer k>1 ou k<1. Quando k>1, L* aumenta e se afasta sensivelmente do 
valor ótimo; quando k<1, L* diminui, pelo mesmo fator, o que é desejável. Deve-se, pois, 
reduzir os custos C ,- e Cd por fatores k<1, para obter valores de L* sempre menores. 
Os resultados das simulações mostram, claramente, as diferenças encontradas em 
L*. Foram consideradas todas as combinações possíveis para os mesmos valores publicados 
em Nayebpour e Woodall (1991) nas 27 combinações possíveis de alterações em três níveis:
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0%, 50% e 100% em C,- , Cd e Ca. Mesmo alterações isoladas nos custos considerados 
variáveis - vide exemplos de Berry (1974), acima alterados - alteram o custo mínimo 
esperado em porcentagens não desejáveis. Especialmente as variações em Cd têm forte 
influência no custo mínimo esperado de L*. 
4.1.4.2 Recomendações práticas válidas para o Grupo 4 
O modelo de Taguchi é bastante robusto. Assim, a maioria dos parâmetros de 
entrada, bem como a variável de decisão tem pouco efeito sobre o custo mínimo. Deve-se, 
no entanto, estar atento para modificações grandes em parâmetros isolados, como também 
simultâneos, as quais podem alterar significativamente os resultados finais. O parâmetro 
crítico deste modelo é o custo devido à produção de uma unidade de produto sob condições 
anormais, exceto em algumas situações especiais (vide Quadro 9). 
Já o modelo alternativo de Nayebpour e Woodall passa de pouco sensível a 
moderadamente sensível, quando a fração defeituosa é um valor muito próximo de zero. 
Como este parâmetro é complicado de estimar, podem ocorrer erros inaceitáveis nos 
cálculos. Aconselha-se, nestes casos, fazer uma comparação com o modelo de Taguchi para 
a mesma situação, dada a robustez deste último, em relação ao parâmetro em questão. Os 
parâmetros remanescentes também são dificeis de estimar, mas o modelo altemativo é, a 
estes, pouco sensível. 
4.2. QUADROS. SINÓPTICOS RESULTANTES DA ANÁLISE DE 
SENSIBILIDADE . E 
O resumo das informações obtidas através dos estudos de análise de sensibilidade 
viabilizou aconstrução de quadros sinópticos de grande utilidade prática, os quais são 
apresentados a seguir. Os mesmos podem ser interpretados como guias a serem 
consultados, quando da implantação de um modelo de planejamento econômico para gráfico 
de controle por atributos, pela competente equipe instaladora do sistema. A
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importância desta forma tabular está no fato de apresentar, de maneira clara e concisa, os 
parâmetros considerados, sua influência ou efeito sobre as variáveis de decisão ou no custo 
minimo do planejamento ótimo e O grau de dificuldade na obtenção dos referidos parâmetros. 
QUADRO 2 (GRUPO 1)z QUADRO SINÓPTICO DOS ESTUDOS DE ANÁLISE DE 
SENSIBILIDADE REALIZADOS EM CHIU, W. K. MIMMUM cosr CONTROL 
- SCHEMES Us1NGNPcHARTs, INT. J. PROD. RES, 1915 13,4 (341-349); cHIU, W. K. 
A SENSITIVITY STUDY FOR A×flNIÀlU7ll COST NT-CHARTS, INT. J. PROD. RES, 1977 
15,3 (237-242). 
Identificaçao dos ` 
Parâmetros do Grau de resultados do Grau de dificuldade 
Modelo de Chiu (1975) influência planejamento de obtenção dos 
O 
ou efeito econômico parâmetros 
influenciados 
Fração defeituosa enquanto o Plano Amostral Razoavelmente fácil 
_prOcessO está sob controle (pp) O de estimar 
Fração defeituosa enquanto O Crítico ` 
processo está fora de controle Custo Mínimo Complicado de estimar 
lP1) 
Taxa média de Ocorrência de Intervalo interamostral 
uma causa especial por unidade A Custo minimo 
de tempo de Operação (X)
L 
p 











ção defeituosa, por unidade de I (proporcional) Número de aceitação Complicado de estimar 
tempo (M) 
p p Í p 
limite 
i í 
Perda devida ao aumento da fra- w Moderado Tamanho da amostra ` l 
` Custo esperado de procura por * Aumenta 
um falso alarme (A0 to) - aumento levemente Plano amostral Complicados de 
Custo esperado de procura e . estimar com exatidão 




QUADRO 3 (GRUPO 1); QUADRO s1NÓPr1cO Dos EsrUDOs DE ANÁL1sE DE 
sENsnaIL1DADE REALIZADOS EM DUNCAN, AJ. THE ECONOMIC DESIGN OF P. 
CHARTS TO MAJNTAJN CURRENT CONTROL OF A PROcEss.- SOME NIMERICAL 
RESULTS. TECHNOMETRICS, zo (os) zss-243, 1918. 
Parâmetros do Grau de influência Identificação dos resultados Grau de dificuldade 
Modelo de Duncan ou efeito do planejamento de obtenção dos 
(1978) sobre o modelo 
A 
econômico influenciados parâmetros 
Pequenos desvios no A Número de aceitação nulo 
processo (pz spo) Resulta em Tamanho de amostras maiores 
Intervalo interamostral maior 
Complicados de 
estimar 
_processo (p¡ > po) 
_grande 
Grandes desvios no Aumentam Tamanho da amostra 
(Numero de aceitação limite 
Complicados de 
estimar 
Freqüência de ocorrência 
de uma causa especial (À) Intensifica Amostragem 
Razoavelmente 
fácil de estimar 
Parâmetros de custo e 
outros parâmetros de 
entrada 
Alterações 
previsíveis Planejamento ótimo 
Depende do 
parâmetro que está 
sendo considerado 
QUADRO 4 (GRUPO 1); QUADRO s1NÓPT1co Dos EsTUDOs DE ANÁLISE DE 
sENs1;Eu.rDADE REALIZADOS EM GLBRA, LN. ECONOMICALLY OPTIMAL 
. DETERMzNAT10N OF THE PARAMETERS OF MD-CONTROL CHARTS. JOURNAL OE 
QUALITY TECHNOLOGY, 1o(o1) 12-19, 1978. 
Parâmetros do Modelo Grau de influência 
de Gibra (1978) ou efeito 





Identificação dos Grau de 
dificuldade 
de obtenção dos 
parâmetros 
Custo de procura de uma causa 
especial por unidade de tempo (C 1) 
Custo da interrupção do processo, 
por unidade de tempo (C 2) 
Custo do reparo do processo, por 
unidade de tempo (C3) 
Perda por item defeituoso (u) 
Custo de inspeção e registro no 
gráfico por unidade amostrada (b) 
Custo fixo de amostragem Qt) 





fáceis de estimar 
Custo de inspeção e registro do 
gráfico por unidade amostrada (b) 




fáceis de estimar 
Todos os parâmetros de entrada Afetam Variáveis de decisão Depende do 
parâmetro que está 
t sendo considerado (_
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QUADRO 5 (GRUPO 1)z QUADRO s1NÓPT1co Dos EsrUDos DE ANÁLISE DE 
sENs1B1L1DADE REAL1zADos EM LoRENzEN, 'r.J; VANCE, L.c. THE EcoN0M1c 












Grau de dificuldade 
de obtenção 
dos parâmetros 
Custo da qualidade por unidade 
de tempo (C1 ) enquanto 0 
processo está fora de controle, 





Tempo médio em que o processo 
se mantém sob controle (1/À) 
Negligenciável Plano amostral 
Não negligenciável Custo mínimo 
Razoavelmente 
fácil de estimar 
QUADRQ 6 (GRUPQ 1); QUADRo s1NÓPT1co Dos EsTUDos DE SENSIEILIDADE 
REAL1zADos EM v. CQLLANI, E.; SHEIL, J. AN APPROACH T0 CONTROLLJNG 
PROCESS VARIABILITY. JOURNAL OF QUALITY TECHNOLOGY, 21(2): 87-96, 1989. 
-
› Grau de Identificaçao dos Grau de 
Parâmetros do Modelo influência resultados do dificuldade 
de Collani (1989) ou efeito planejamento ~ de obtenção dos 
sobre o modelo econômico influenciados parametros 
Vantagem obtida porf Negligenciável Tamanho da amostra 
renovação do processo (b*) Número de aceitação limite 
Proporciona! Freqüência amostral 
Razoavelmente 
fácil de estimar 
Custo de amostragem e * Proporcional Tamanho da amostra 




fácil de estimar 
Pequenos desvios no processo ” Provocam Tamanhos de amostras ~ 
_(p0 ;_~p,) grandes 
Complicados de 
estimar 
Vantagem obtida por 
l 
Custo de amostragem e análise 
de um item (a')
1 
renovação do processo (b') Lógico Custo mínimo Razoavelmente 
fáceis de estimar
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QUADRQ 1 (GRUPQ 2); QUADRQ s1NÓPT1co Dos Es1¬UDos DE ANÁLISE DE 
sENs1B1L1DADE REAuzADos EM LADANY, s.1>.; BED1, DN. sELEcr1oN oF THE 
OPTIIM/IL SET UP POLICY. NAVAL RESEARCH LOGISTICS QUARTERLY, 23: 219-233, 
1976 
Grau de influência ` Identificação dos Grau de 
Parâmetros do Modelo de ou efeito resultados do dificuldade 
Ladany e Bedi (1976) 
l 
sobre o modelo 
o 











Número de amostras retiradas até * Altera Poder do teste (I-,8) --- 
_que um sina] de alarme seja dado proporcionalmente 
*Utilização de regras práticas para Elevam 
*determinar 0 tamanho da amostra significativamente Custo minimo --- 
e os limites de controle
o
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QUADRO s (GRUPO 3); QUADRO s1NÓPr1cO Dos ESTUDOS DE ANÁLISE DE 
sENs1ErL1DADE REALIZADOS EM MONTOOMERY, D.c.; HEIKES, Ro. PROCESS 
FAIL URE MECHANISM AND OPTIMAL DESIGN 0F FRACTION DEFECTIVE CONTROL 
CHARTS. AIIE TRANsAcr1ONs, s(4)z 467-412, 1976. 
Parâmetros do Modelo de 
Montgomery e Heikes (1976) 
Grau de iniluência 
ou efeito 
sobre o modelo 






de obtenção dos 
parâmetros 
Custo por unidade amostrada e 
*testada (al) 
Moderadol Custo mínimo _-1_._;_í_._à.í__i. 
Plano amostral 
Razoavelmente 
fácil de estimar 
Custo por unidade amostrada e ‹ 
testada (a¡) 
Imprevisivel aefl Razoavelmente 
fácil de estimar 
Custo decorrente de operação fora 
de controle por um periodo (az) 
Moderado Custo mínimo 
Tamanho da amostra
p 
Negligenciável N° de aceitaçao 
limite




Fração defeituosa enquanto O 
_prOcesso está sob controle (pp) 
O 
Não negligenciável - 
Fração defeituosa enquanto O 




Número de periodos durante os 
quais o processo está sob controle 
Caso 1: zrCaso 2: ÂCaso 3: pe 9 
` Não negligenciável Custo minimo 
Negligenciável Plano amostral 
Razoavelmente 
fácil de estimar 
(1) Este efeito diminui sobre o tamanho da amostra à medida em que o custo esperado por 
unidade de investigação e possível correção do processo (ag ) aumenta.
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QUADRO 9 (GRUI›o 4); QUADRo sINÓP'rIco Dos EsTUDos DE ANÁLISE DE 
SENSIBILIDADE REALIzADos EM NAYEBPOUR, Mn; wooDALI., WH. ANALYSIS 
OF TAGUcH1's o1v.I.zNE OUALITY MONITORING PROCEDURES FOR ATTRIBUTES. ~.‹ 
TECHNOMÍETRICS, 35(1) 53-60, 1993 E POR TURNES, 0. NO CAPÍTULO 4 DO 
PRESENTE TRABALHO. 
Parâmetros do Modelo 










Grau de dificuldade 
de obtenção dos 
parâmetros 
Intervalo interamostral (Lt) Neíligenciável Custo minimo 
~_produzidas (Jr) 
Porcentagem de peças defeituosas 
I 
Nulo Custo mínimo 
Intervalo interamostral 
Razoavelmente 
fácil de estimar 
Custo de inspeção e amostragem, I 
_por diagnóstico (CQ ç 
Moderado Custo mínimo 
Intervalo interamostral 
Razoavelmente 
fácil de estimar 
Perda devida à produção de uma I 







Custo de ajuste do processo (Ca) Nulo Intervalo interamostral ç 




E m é variável de decisão do modelo. 
(2) O efeito de Ca aumenta e o de Cd diminui nos casos em que o intervalo entre 
perturbações ,E diminui e Cd << C,,_
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QUADRO Io (GRUPO 4); QUADRO srNÓPTIco Dos ESTUDOS DE ANÁLISE DE 
SENSIBILIDADE REALIZADOS EM NAYEEPOUR MR; WOODALL, WII. AN 
ANALYSIS OF TAGUCHIIS ON.L1NE QUALITY MONITORJNG PROCEDURES FOR 
ATTRIBUTES. TECHNOMETRICS, 35(l): 53-60, 1993. 
Parametros do modelo de 
Nayebpour e Woodall (1993) 
A A Grau de influencia 
ou efeito 






` Grau de 
dificuldade 
de obtenção dos 
parâmetros 
Intervalo interamostral (m)1 Negligenciável Custo mínimo (D 
Porcentagem de peças defeituosas 
produzidas (p) 
Negligenciável (exceto 
quando p 5 0) 
Custo minimo 
Moderado 




Custo de inspeção e amostragem 
_por diagnóstico (C ¿) 
anormais (Cd) 




Perda devido a produção de uma Moderado Complicados de 
unidade de produto sob condições (em geral) Plano amostral (estimar 
(1) m é variável de decisão do modelo. 
4.3 CONSIDERAÇÕES PRÁTICAS GERAIS 
Com base na análise de sensibilidade feita pelos diversos autores conclui-se que, de um 
modo geral, variações nos parâmetros de custo e outros parâmetros dos modelos, dão origem a 
mudanças previsíveis e lógicas sobre O planejamento ótimo. Algumas conclusões deste tipo são: 
- O intervalo interamostral e' influenciado pelo custo de amostragem; 
- todas as variáveis de decisão são afetadas pelo custo unitário de teste e registro no gráfico do 
valor medido durante a amostragem; -' ' 
- quanto maior for a freqüência da ocorrência da causa especial, maior O número de amostras a 
serem retiradas;
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- um aumento no custo por operação no estado fora de controle implica um teste mais poderoso; 
- as frações defeituosas, enquanto o processo está sob controle e fora de controle, são críticas 
para o planejamento de gráficos por atributos, exceto no modelo de Taguchi; 
- o número de aceitação tende a crescer, quando o tamanho da amostra aumenta. 
Os modelos a que se aludiu na literatura são pouco sensíveis aos parâmetros de custo. 
Esta observação é importante, ,uma vez que a determinação destes parâmetros é, geralmente, 
dificil. 
Por outro lado, as superficies de custo das fimções estudadas são, em sua maior parte, 
achatadas na vizinhança do Ótimo. Entretanto, próximas à origem, elas tornam-se mais inclinadas, 
o que leva a aconselhar, em lugar da subestimação, a superestimação dos parâmetros. 
Os modeloscostumam ser bastante sensíveis às frações defeituosas enquanto o processo 
está sob controle e fora de controle, mas estas probabilidades são mais fáceis de estimar do que 
os parâmetros de custo e a fração defeituosa enquanto o processo está sob controle é mais fácil 
de estimar do que quando o processo está fora de controle. Aliás, todos os parâmetros 
relacionados com o tempo em que o processo está sob controle são mais fáceis de estimar do 
que os parâmetros remanescentes. Em Chiu (1976) encontra-se um método interessante e 
facilmente aplicável de estimação dos parâmetros relacionados com o processo no estado fora de 
controle. 
Finalmente, existem conclusões que não se referem a todos os modelos e, possivelmente, 
são típicas de cada um deles, como foi visto no decorrer deste capitulo. Estas considerações são 
feitas com o objetivo de chamar a atenção para o fato de que, para cada caso, é recomendável 
realizar uma análise de sensibilidade específica, quando as acima citadas não forem julgadas 
suficientes.
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4.4 ANÁLISE COMPARATIVA DO MODELO DE TAGUCHI . 
4.4.1 Origem 
O modelo de Taguchi é notoriamente simples e sempre será recomendado para processos 
de longa duração, com setups não planejados, em que se utilize amostragem não-convencional, e 
se tenha capacidade para estimar apenas o número mínimo de parâmetros de custo (3) e de 
processo (2) necessários para a implantação de um procedimento de controle por atributos, 
economicamente planejado. A argumentação acima poderia induzir a equipe responsável a 
estabelecer um perfil de processo para o qual, forçosamente, o modelo de Taguchi fosse 
recomendado. 
Esta possibilidade despertou o interesse em realizar um estudo comparativo entre o 
modelo de Taguchi e os remanescentes que contém o intervalo interamostral entre suas variáveis 
de decisão. Este fato restringe o estudo a um único grupo: o Grupo 1, pois os modelos do 
Grupo 3 não contêm o intervalo interamostral como variável de decisão explícita e o modelo do 
Grupo 2 para setups não-planejados não pode ser pesquisado com os recursos computacionais 
existentes (vide item 3.3 do capitulo 3). 
4.4.2 Metodologia do Estudo Comparativo 
A análise comparativa foi feita, inicialmente, com o modelo de Lorenzen e Vance (1986), 
para as mesmas condições do processo e tipo de amostragem. Neste caso, foram fixados: o 
número de elementos da amostra em um e o número de aceitação limite em zero. A única variável 
de decisão considerada foi o intervalo interamostral§ Para estudar mais detalhadamente o 
comportamento de cada um dos modelos foram consideradas todas as combinações possíveis dos 
valores de custo, para os conjuntos de parâmetros abaixo apresentados:
\
CUSTO MÍNIMO PARA O MODELO DE LORENZEN E VANCE (1986). 
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QUADRO 11:VALORES UTILIZADOS NA SIMULAÇÃO DO EFEITO DA VARIAÇÃO DOS 
PARÂMETROS DE ENTRADA SOBRE O INTERVALO INTERAMOSTRAL ÓTIMO E 
Parâmetros (1986) 
,Valores utilizados na simulação para o Modelo de Lorenzen e Vance 
(2 0,08 0,015 0,01 0,02 0,05 0,0136 -
fl 0,12 0,100 0,02 0,10 0,11 0,113
Ã 0,1145 0,01 0,0125 0,02
D 0,0867 de u.t. 0,2 de u.t.
C 1,00 i 0,50 u.m. 0,10 i 0,05 u.m.
M 2.000,00 i 1.000,00 u.m. 600,00 i 300,00 u.m.
W 600,00 i 300,00 u.m. 72,00i 36,00 u.m. 
QUADRO 12: VALORES UTILIZADOS NA SIMULAÇÃO DO EFEITO DA VARIAÇÃO DOS 
PARÂMETROS DE ENTRADA SOBRE O INTERVALO INTERAMOSTRAL ÓTIMO E 
CUSTO MÍNIMO PARA O MODELO DE TAGUCHI (1981) 
Parâmetros Valores utilizados na simulação para o Modelo de Taguchi (1981)
E 10.917 itens produzidos 125.000 itens produzidos
l 
V* 
108 itens produzidos 90 itens produzidos 13 itens produzidos 
C1 1,00 Í 0,50 uz. 0,10 í 0,05 um. 
Ca 0,20 i 0,10 u.t. 0,24 Í 0,12 u.t. 
Czz 600,00 i 300,00 u.t. 72,00i 36,00 u.t.. .
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Foram utilizadas matrizes de planejamentos completos 33 a fim de conseguir o conjunto 
exaustivo de observações dos valores mínimos das funções e respectivos valores ótimos do 
intervalo interamostral. 
4.4.3 Discussão dos Resultados 
A análise dos resultados evidencia que o modelo de Taguchi é geralmente bastante mais 
severo do que o de Lorenzen e Vance em termos de freqüência amostral. O referido modelo é 
especialmente severo para casos em que ,T1 ou a razão C,-/Cd são muito pequenos. O intervalo 
interamostral pode diminuir ao ponto de inviabilizar a implantação do modelo. 
Os modelos do Grupo 1, aqui representados por Lorenzen e Vance, tornam-se mais 
severos que os de Taguchi quando: 
- o custo de alarme falso for muito baixo em relação ao custo de operação do processo fora de 
controle. O custo de alarme falso, no entanto, não entra na composição da função custo/perda 
de Taguchi;
H 
- o intervalo entre as perturbações (17) e/ou a razão C,/Cd aumenta sensivelmente. 
Com base nos resultados obtidos nas simulações feitas foi possível elaborar os quadros 
comparativos 13 e 14 em que fica evidenciado o grau de dependência do planejamento ótimo 
(intervalo interamostral ótimo e custo minimo) para cada um dos modelos, ao menos para os 
parâmetros de entrada mais importantes. 
Algumas vantagens e desvantagens na utilização dos modelos estudados nesta seção 
também podem ser deduzidas: 
1. o modelo de Taguchi é vantajoso quando o intervalo entre perturbações do processo é 
bastante grande. Consideram-se grandes, intervalos superiores a 10 ciclos de produção; 
2. este modelo também é vantajoso para os casos em que o custo de inspeção (C,-)' é muito maior 
do que o custo por item defeituoso produzido (Cd), 
3. o mesmo ocorre quando existe grande dificuldade em precisar o valor da fração defeituosa do 
processo, pois este modelo é robusto em relação ao parâmetro de entrada mencionado;
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4. pode tomar-se desvantajoso, quiçá inviável, para os casos em que os itens (1) e/ou (2) não 
forem satisfeitas; nestes casos, recomenda-se a utilização de modelos do Grupo 1; 
5. observadas as restrições em sua utilização, o modelo de Taguchi é, potencialmente, o mais 
indicado para empresas que iniciam o processo de minimização de custos associados ao 
controle estatístico de processos, por duas qualidades evidentes: simplicidade da fimçao 
custo/perda e facilidade de implantação do método. 
QUADRO 13: QUADRO COMPARATIVO DO GRAU DE DEPENDÊNCIA DO INTERVALO 
INTERAMOSTRAL OTIMO ENTRE O MODELO DE TAGUCHI E O DO 
REPRESENTANTE DO GRUPO 1 (LORENZEN E VANCE) RELATIVAMENTE AOS 
PARÃMETRQS DE ENTRADA 




~ Fraçoes defeituosas 
(pl /pg ) Independente Fortemente dependentes 
Intervalo entre perturbações ` F ortemente dependente para 
(Ã) I valores muito altos ou Moderadamente dependentes 
muito baixos 
Taxa de produção Fortemente dependente 
(r) para valores extraordinários Independentes 
Custo de amostragem 
(Ci 5 C ) Moderadamente dependente 
Pouco dependentes enquanto T 2M 
Moderadamente dependentes quando 
T <M 
Custo de defeituosa 
(Cd 5 M) Moderadamente dependente Fortemente dependentes 
Custo de ajuste 
(Ca 5 W) Independente Pouco dependentes 
Custo de alarme falso Moderadamente dependentes enquanto 
versus defeituosa Independente 
( T / M ) T 2M 
Pouco dependentes enquanto T <M
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QUADRO 14: QUADRO COMPARATIVO DO GRAU DE DEPENDÊNCIA DO CUSTO MÍNIMO 
ENTRE O MODELO DE TAGUCI-II E O DO REPRESENTANTE DO GRUPO 1 







Custo de defeituoso 
(Cd 'Í' M ) ` 
Moderadamente dependente Fortemente dependente* 
Custo de amostragem 
(Ci 5 C ) 
Pouco dependente Pouco dependente 
Custo de reparo Moderadamente dependentez 
(CQEW) 
Moderadamente dependente3 
Custo de alarme falso 
(T para o Grupo 1) 
Não é considerado no modelo Moderadamente dependente 
Observações: 
(1) Quando os custos M 5 T E W :> baixa a dependência 
Quando os custos M > Te W :> aumenta a dependência. 
(2) A dependência muda de intensidade à medida que Ca aumenta e E diminui, passando a 
fortemente dependente. 
(3) Aumenta quando M 5 T _-7W 
Diminui quandoM > T e W.
cAPíTu|.o 5 
coNcLUsÃo 
5.1 coNsn›ERAÇõr‹:s FINAIS 
Coerente com o conceito de Engenharia de Qualidade que serviu de guia à presente 
pesquisa, o conjunto de procedimentos e 
V estudos aqui desenvolvidos constitui, 
seguramente, um instrumento de, orientação e apoio a administradores, gerentes e 
empresários que têm interesse' em implementar e implantar modelos de planejamento 
econômico como recursos eficientes e eficazes para o controle de qualidade do processo de 
produção. A elaboração deste trabalho concretizou-se em diversas etapas: iniciou-se por 
uma metodologia e um procedimento sistematizado em que a matéria, que se encontrava 
fragrnentada na literatura, foi organizada. Na segunda etapa, tendo por fundamento todos 
os pressupostos do conjunto de modelos existentes, foi possivel reuni-los em quatro grupos 
distintos, segundo critérios de diferenciação bem definidos. A composição das ftmções 
custo/perda de cada modelo serviu de base para 0 estabelecimento de equivalências entre 
os modelos de um mesmo grupo. 
Com base nas informações assim organizadas, foi possível desenvolver a etapa 
seguinte: um método de apresentação e seleção dos modelos existentes com a preocupação 
de satisfazer às condições de contomo determinadas por: características do processo de 
produção, tipo de amostragem a ser adotado, distribuição de probabilidade que modela a 
ocorrência das perturbações no processo e número de parâmetros de processo e custo 
necessários à implantação do procedimento de controle de custo mínimo. Os instrumentos 
utilizados para atingir este objetivo foram os seguintes: 
1. um conjunto bem 'estruturado de perguntas que, respondidas, geram uma árvore de 
opções, culminando no fluxograma de apresentação dos modelos,
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2. uma fórmula econômica geral (FEG), a partir da qual todos as fimções custo/perda 
podem ser geradas, e que, por suas características analíticas, simplifica, 
significativamente, o esforço computacional no cálculo dos valores ótimos para cada 
modelo. A corroborá-la, um conjunto de onze proposições mostra as deduções de todos 
os modelos, como casos particulares dela decorrentes; 
3. uma implementação computacional dos procedimentos de apresentação, seleção, 
otimização e execução de análise de sensibilidade do planejamento do gráfico de controle 
por atributos economicamente planejados realizada paralelamente a este trabalho, como 
parte de uma dissertação de mestrado em Engenharia de Produção. Esta implementação 
foi realizada utilizando os recursos descritos nos itens anteriores. 
O sistema assim desenvolvido, quando em operação, apresenta ao administrador o 
modelo que melhor se adapta ao processo de produção que está sendo considerado, calcula 
o planejamento ótimo com custo minimo, executa um estudo de análise de sensibilidade, 
caso seja acionado, e permite a opção por um novo modelo. 
A adequação de um modelo a uma situação real é, sempre, dependente de um 
grande número de fatores, controláveis ou não. O ideal, em qualquer situação de 
modelagem, seria que esses fatores fossem controláveis e, preferentemente, quantificáveis, 
para facilitarem o ajuste do modelo à realidade. No que tange à escolha do modelo de 
planejamento econômico de gráficos de controle por atributos e modelos correlatos, 
observa-se que existe um grande número de parâmetros que influenciam a execução desta 
tarefa. Os resultados dos estudos de análise de sensibilidade, na sua maior parte 
encontrados na literatura, foram de grande valia para a identificação das influências da 
maioria dos parâmetros de entrada sobre os valores ótimos do planejamento econômico dos 
gráficos de controle por atributos a ser adotado. Ademais, uma pesquisa complementar 
acrescentou, aos estudos já existentes, uma análise de sensibilidade dos modelos de 
Taguchi. Esta fase do trabalho chegou ao auge com a elaboração de um guia de instruções
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em forma de quadro sinóptico que apresenta, qualitativamente, as influências de grande 
parte dos parâmetros de entrada sobre os valores ótimos do custo e do planejamento 
amostral. Estes quadros, tanto podem ser consultados a priori como servir de apoio para 
estudos de pós-otimalidade, para os casos em que seja necessário ou desejável alterar 
parâmetros ou, ainda, optar por outro modelo. 
- Algumas simulações foram feitas com o intuito de confrontar o modelo de Taguchi 
com os remanescentes a ele comparáveis. Nota-se que o planejamento amostral do modelo 
Taguchi é mais severo quando observadas condições idênticas na aplicação. Isto significa 
que, esta modelagem prevê, na maioria dos casos, uma freqüência amostral ótima bem 
maior do que a dos modelos concorrentes. Decorre daí que, embora o referido modelo seja 
mais simples e fácil de ser implementado, nem sempre representará a melhor solução para 
determinado processo de produção. Em alguns casos, a implementação deste planejamento 
pode, por este motivo, ser ate' inviabilizada. 
5.2 REcoMEN1›AÇõEs PARA PEsQU1sAs FUTURAS 
O presente trabalho, por sua caracteristica pioneira, abre um extenso leque de 
oportunidades para novas pesquisas relacionadas ao mesmo assunto ou temas correlatos. 
Neste sentido, arrolam-se, a seguir, para trabalhos futuros, algumas sugestões: 
1. pesquisa análoga à presente com o objetivo de servir de apoio para a tomada de decisão 
por um planejamento econômico de gráficos de controle por variáveis; 
2. transformação da fórmula econômica geral, aqui desenvolvida, em um modelo econômico 
geral, bastando, para tanto, eliminar as duplicidades de custos componentes considerados 
e provar a existência e unicidade do valor minimo; 
3. aperfeiçoamento e extensão do modelo de Taguchi para amostragens com mais de um 
elemento, demandando, esta tarefa, conhecimentos razoáveis da teoria de cálculo de 
probabilidades;
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complementação dos estudos de análise de sensibilidade realizados até o presente 
momento, com o objetivo de preencher as lacunas deixadas pelas pesquisas já realizadas. 
Os quadros sinópticos apresentados no capítulo 4 constituem um bom ponto de partida 
para esse empreendimento; 
criação de um Sistema Especialista com vistas à seleção adequada de modelos; 
utilização de técnicas de reconhecimento de padrões para, a partir do estilo/forma da 
curva da função custo/perda, selecionar o modelo a implantar; 
elaboração de um roteiro de implantação com base nos quadros sinópticos e gestão do 
processo a partir das recomendações práticas.
APÊNDICE 1 em
Fórmulas e sumário das variáveis e parâmetros dos modelos do GRUPO 1 
1. CHIU, W.K., 1975. 
A fimção desenvolvida por Chiu (1975) é dada pela expressão abaixo e representa o 






B1: í_T,P M= V0-V1, T: Ao+VaÍo› Wc: Â1+VúÍ1. 
d " n-x az 1-š Íxipãll-P0) › 
d ” n-x P: 1_go(x)pi:(1_p1) fe 
T= {l-(l+Âh)e`”'}. 
"_"“{À~w} 
Listagem dos símbolos: 
ze po = proporção de defeituosas produzidas quando o processo está sob controle, 
zw p, = proporção de defeituosas produzidas quando o processo está fora de controle, 
zz‹ À = taxa média de ocorrência de uma causa especial, por hora, 
* 1,, = tempo esperado de procura da causa especial após um alarme falso, 
zz z, = tempo esperado de procura e ajustamento após um alarme verdadeiro, 
ze A0 = custo esperado de procura após um alarme falso, 
zw A, = custo esperado de procura e ajustamento após um alarme verdadeiro,
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zw Vo = lucro obtido no estado sob controle, 
zw V, = lucro obtido no estado fora de controle, 
* b = despesas com amostragem e teste, por inspeção, 
* c = custo por unidade amostrada e testada, 
n = tamanho da amostra, 
d = número de aceitação, 
h = intervalo interamostral, 
' a = probabilidade de ocorrer um alarme falso, 
P = probabilidade de ocorrer um alarme verdadeiro, 
1 = duração de tempo entre a última amostra retirada antes da ocorrência da causa 
especial e a própria ocorrência, e 
F = custo-perda médio por hora de operação do procedimento de controle. 
Observações: 
- * indica os parâmetros de entrada para o cálculo da fimção F, 
n, a', h são as três variáveis de decisão do modelo, e 
a, P e rsão variáveis calculadas.
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2. GIBRA, LN., 1978 
A fimção desenvolvida pelo autor representa o custo esperado total do procedimento 
de controle por unidade de tempo e é designado por ET C/ut, e foi apresentada sob dois 
modelos: 
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T = Â e” - l 
Listagem dos símbolos: 
z‹ po = fração defeituosa esperada quando o processo está sob controle, 
zzz p, z fração defeituosa esperada quando o processo está fora de controle, 
zw ,1 = taxa média de ocorrência de uma causa especial por unidade de tempo de operação 
zw a = probabilidade de ocorrência de um alarme falso, 
* p = probabilidade de ocorrência de um alarme verdadeiro, 




* rz = tempo esperado de um reparo do processo, 
zú g = tempo esperado de inspeção e registro no gráfico, por unidade amostrada, 
* r = taxa de produção por unidade de tempo, 
vz 0, = custo de procura de uma causa especial, por unidade de tempo, 
zw C2 = custo de interrupção do processo, por unidade de tempo, 
¢ ga = custo de reparo do processo, por unidade de tempo, 
ze zz = perda por item defeituoso, 
ú b z custo de inspeção e registro no gráfico, por unidade amostrada, inspecionada, 
zw h = custo fixo de amostragem, 
tz cz número de aceitação, 
n = número da amostra, 
k = fator que determina a extensão dos limites de controle, 
8 = intervalo interamostral, i 
a = probabilidade de ocorrer falso alarme, 
1 = duração de tempo entre a última amostra retirada antes da ocorrência da causa 
especial e a própria ocorrência, e 
ET C/ut = custo total esperado por unidade de tempo. 
2.2-Modeloll 
í -+--r+ng+r¡ +-mi --r (h+bn)(1 z9 
] 
cl (1
y 3 Â p 8 Â ETC/ut: + 
lê
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L2 = %+ É - r + ng + r, + rz representa o tempo esperado do ciclo de qualidade.P
Observações: 
* indica os parâmetros de entrada para o cálculo da fimção E T C/ut 
n, k, .9 são as três variáveis de decisão do modelo, e 
a, p e rsão variáveis calculadas.
)
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3. DUNCAN, A.J. (1978) 
Duncan (1978) desenvolveu a função L para o cálculo do custo/perda total médio de um ciclo de produção, por hora de operação do procedimento de controle. Assim, 




A = aíl - e"”') , 
oz z 1- 
Z 
[x)(p¿)*(1_p¿)"'*. 









Listagem dos símbolos 
zw pç, = proporção de itens defeituosos produzidos quando o processo está sob controle, 
ze P 'J = proporção de itens defeituosos produzidos quando o processo está fora de controle, 
* 1 = taxa média de ocorrência de uma causa especial, por unidade de tempo, 
zw g = tempo médio, em horas, para testar a amostra, por item, 
*' D = tempo médio para encontrar a causa especial, após o alarme, 
* M = perda devida ao aumento da fração defeituosa, por hora. (Corresponde a V0 - V, de Chiu 
1975), 
* T = custo esperado de falso alarme, 
* WD = custo médio da localização da causa especial, após o alarme, 
z/z b = despesas com amostragem e teste, por inspeção,
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w c = custo por unidade amostrada e testada, 
n = tamanho da amostra, 
d = número de aceitação, 
h = intervalo interamostral, 
a = probabilidade de ocorrer um falso alarme, 
P = probabilidade de ocorrer um alarme verdadeiro,
z 
z' = tempo médio de ocorrência de uma causa especial dentro de um intervalo interamostral, e 
L = custo/perda total médio por ciclo, por hora, pela operação do procedimento de controle. 
Observações: 
* indica os parâmetros de entrada para o cálculo da fimção L, 
n, d, h são as três variáveis de decisão do modelo, e 
ot, P, 'c são as variáveis calculadas.
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4. BEHL, M. (1985) 
A função V(1ÍÍn,c) desenvolvida pelo autor representa a perda de longa duração por unidade produzida, pela utilização deste modelo de planejamento econômico para o procedimento de controle. Assim, ` 
_V(T,n,¢) = E[¡/f] /E[N,], 
E[N,] = (E[r¡] + EÍrH])v = L7T%í+ ä)Tv, e 
E[V;] = -G,(E[r1])v - G,,(E[z»,,])v + E[AD1(1<,, + G,f,,v) + (K, + 1<,,)+ 
onde 
+ G,,(t,, + tk )v + Km (E[r, ] + E[r,, + E[A,,]z,, + 1,, + rR) + 
+ 1<K(E[A,] + E[A,,])n 
T T 1 ,,, =-G,%v-Gnvhu _1+1_Ã,c -1-}+eÍ_1(KD +G,tDv)+(KD +KR)+ 
T T am, 1 1 +GD(lD+Í¡)V+K¡V” {;¡?-Íl+í+;_TT1ÍD+ÍD+ÍR)+KK(Ê+š7]n. 
E[Vf] = perda total esperada no z-ésimo ciclo de produção, quando T <00 e 
n=0 e T< ooenzl, 





.ii (If ›~(1_ )"-"fe JH P1 › 
ífzflpíz" (1 
- PH )"'m~ iM~
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Listagem de símbolos: 
zr p, = proporção de itens defeituosos produzidos quando o processo está sob controle, 
* pu = proporção de itens defeituosos produzidos quando o processo está fora de controle, 
zw ), = taxa média de ocorrência de uma causa especial, por unidade de tempo, 
ze ¡D = tempo esperado de verificação do estado em que o processo se encontra, 
4‹ zR = tempo esperado de reparo da máquina, 
zw G, = lucro médio obtido no estado sob controle, 
zfz Gu = lucro médio obtido no estado fora de controle, 
zw K F = custos fixos de manutenção da oficina quando a verificação do estado em que o 
processo se encontra e o reparo são efetivamente realizados, 
z‹ KD = custo médio de uma inspeção da máquina, 
4: KR custo médio de um reparo da máquina, 
az KS = custos fixos de manutenção do laboratório quando a amostragem é efetivamente 
realizada (T< ao e n 2 1), 
ze KK = custos de inspeção de um item, 
v = taxa de produção por unidade de tempo, 
n = tamanho da amostra, 
T = intervalo interamostral, 
c = número de aceitação, 
(zw = probabilidade de ocorrer um alarme falso, 
.`« 
gn C = probabilidade de ocorrer um alarme verdadeiro, e 
V( T, n, c) = perda delonga duração por unidade produzida. 
Observações: 
* indica os parâmetros de entrada para o cálculo de V(T,n, c), 
n, T, c são as três variáveis de decisão do modelo, e 
»`z 
am, ,BM sao variáveis calculadas.
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5. LORENZEN, T.J. e VANCE, L.C. (1986) 
Lorenzen e Vance (1986) desenvolveram a fimção C para representar o custo esperado 
por ciclo de operação do procedirnento de controle. Assim, ' 
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Listagem de símbolos: 
›/‹ po = proporção de itens defeituosos produzidos quando o processo está sob controle, 
zz P, = proporção de itens defeituosos produzidos quando o processo está fora de controle, 
z/z À = taxa média de ocorrência de uma causa especial, por hora, 
zzz T0 = tempo esperado de procura por um falso alarme, 
zr T, = tempo esperado para encontrar a causa especial,
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à T, = tempo esperado para reparar o processo, 
zr E = tempo para amostrar um item e registrar o resultado no gráfico, 
5, = 1, se o processo não é interrompido durante a procura, 
O, se o processo é interrompido durante a procura, 
52 = 1, se o processo não é interrompido durante o reparo, 
O, se o processo é interrompido durante o reparo, 
* C0 = custo da qualidade enquanto o processo está sob controle, por hora, 
z/z C, = custo da qualidade enquanto o processo está fora de controle, por hora, 
ze Y = custo por alarme falso, 
zw WL 
i= 
custo de localização da causa especial e reparo do processo, 
zw a = custo fixo de amostragem, 
zw 1; = custo por unidade amostrada, 
n = tamanho da amostra, 
h = intervalo interarnostral, 
L = número de desvios padrões que distanciam os limites de controle da linha central do 
gráfico de controle, 
ARL1 = número de amostras retiradas até a ocorrência de um alarme falso, 
ARL2 = número de amostras retiradas estando o processo está fora de controle, 
z- = tempo médio de ocorrência de uma causa especial dentro de um intervalo 
interamostral, 
s = número esperado de amostras retiradas estando o processo está sob controle, 
máx (0, [po - L(p0q(, /n)}5¶+ 1) (número de aceitação limite, inferior), IL = 
z 1 z mín (fz, [po + L(p0q0 /n)} 21) (número de aceitação limite, supenor), e IU = 
C = custo esperado por ciclo de operação do procedimento de controle. 
Observaçoes: 
* indica os parâmetros de entrada para o cálculo da função C, 
n, h, L são as três variáveis de decisão do modelo, e 
a, ,[1 ARL1,/IRL2, r, s, IL, IU são variáveis calculadas.
6. v. 
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COLLANI, E. (1939) 
O autor desenvolveu a fimção Pfl1,n,k) para expressar o lucro de longa duração, por 
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média do número de defeitos em um item produzido estando o processo sob 
controle, ~ 
média do número de defeito em um item produzido estando o processo fora de 
controle, 
taxa média de ocorrência de uma causa especial, por unidade de tempo, 
custo de amostragem e análise de um item, 
custo total esperado da procura de um alarme falso, 
vantagem obtida por renovação do processo, i.é, lucro adicional esperado obtido por 
operar algum tempo sob controle, após um reparo, deduzido o custo de descoberta de 
uma causa especial e a conseqüente remoção do desvio,
=o=g¡ = lucro esperado por item produzido estando o processo sob controle, 
* g; = lucro esperado por item produzido estando o processo fora de controle, 
v = taxa de produção por unidade de tempo, 





= número esperado de amostras retiradas estando oprocesso sob controle, 
E[A¡¡] = número esperado de amostras retiradas estando o processo fora de controle, 
intervalo interamostral, 
limite de controle (número de defeitos do limite), 
E[Ap] = número esperado de alarmes falsos, 
a = probabilidade de ocorrência de um falso alarme, 
1-,B = probabilidade de ocorrência de um alarme verdadeiro, e 
P(h,n,k)= lucro de longa duração, por item produzido. 
"I ll Observação : Segundo v. Co ani (1989), 
e*=a¡+t,(c,+c2+c3+c4)e
_ 












2 Ã 2 2 
lucro esperado por item produzido estando o processo sob controle, 
lucro esperado por item produzido estando o processo fora de controle, 
tempo médio necessário para uma inspeção errônea, - 
tempo médio necessário para localizar a causa especial, 
tempo médio necessário para uma renovação do processo, 
custo médio de uma inspeção errônea, . 
custo médio para localizar a causa especial, 
custo médio de um reparo, 
custo fixo por hora para manter a equipe de amostragem ou recursos, 
custo fixo por hora para manter a equipe de inspeção ou recursos,
c3= custo fixo por hora para manter a equipe de reparo ou recursos, 
c., = custo fixo por hora para manter a equipe de produção ou recursos, e 
v = número médio de itens produzidos por hora. 
Observação 2: 
* indica os parâmetros de entrada para o cálculo da função P(h, n, k), 
n, h, k são as variáveis de decisão do modelo, e 
E[A¡], E[A¡¡], E[Az.¬], a e fl são variáveis calculadas.
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APÊNDICE 2 
Fórmulas e sumário das variáveis e parâmetros dos modelos do GRUPO 2 
1. LADANY, S.P. (1973) 
A função TC desenvolvida por Ladany (1973) para processos em que os setups são 
planejados, representa o custo total durante o intervalo de produção. Assim, 
TC=A+B+C+D e 
C2P¡ f Í 1- Paf* TC= C¡nf +šíf_:5š F(Í{l+ 2Pzz{T_í]:|+ 
f-1 f-1
H 





































fração defeituosa média do processo no estado sob controle, 
fração defeituosa média do processo no estado fora de controle, 
tempo de duração do intervalo, em geral um dia, uma semana ou um desvio, 
probabilidade de ocorrência de uma mudança na fração defeituosa, 
custo de amostragem de um item, 
custo da não detecção da mudança no processo durante o intervalo de tempo T, 
custo médio para cada alarme falso, 
custo de cada reajuste do processo, 
tamanho da amostra, 
intervalo interamostral,
' 
distância do limite de controle à fração defeituosa, expressa em desvios padrões, 
probabilidade de ocorrência de um alarme falso, 
probabilidade de não detectar a mudança súbita na fi'ação defeituosa na primeira 
amostra após a ocorrência da mudança, 
probabilidade de que o desvio súbito ocorra durante o “pequeno intervalo”, dado 
que o pequeno intervalo começou sem desvio, 
probabilidade de que o “pequeno intervalo” i comece sem a súbita mudança na 
fração defeituosa do processo, 
limite superior de controle, 
limite inferior de controle, e 
custo total durante o “intervalo”. 
* indica os parâmetros de entrada para o cálculo da fimção TC, 
n, t, k são as três variáveis de decisão do modelo, e 
Pf, a, Pa, F (i), UCL, LCL são as variáveis calculadas.
p 
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2. LADANY, s.1>. z BED1, D.N. (1976) 
A fimção CU desenvolvida por Ladany e Bedi (1976) para processos em que os setups 
são não-planejados, representa o custo total esperado por unidade de tempo de operação do 
procedimento de controle. Assim, 
C,nE(i) + %1;ÍlG(z'){1 + zí D( 1% + c,E(s) + c,,[1 - E(s)] 





G(í) = (1 - Pf)“, 
Do) = D(z'-1)[G(z')P,Pa + G(z°)(1- P,)(1- zz) + (1 - G(z'))P,,] e D(0)=1, 
H(z') = D(z' - 1)[G(¡)P, (1 _ Pa ) + (1 - G(¡))(1- Pa ) + G(1)(1- P.)¢z], 
E(z')=âz'H(z'), ' 
E(S) = «(1 _ P,)ÍD(z°-1)G(z'), 
E0) =íE(1), 
1-Paz É ("¶('p+â)X(1-5-d)"'X, X 2n(UCL) X 
onde 
~ ~ 1/2 
UCL = 5 +¡<(Ê(i`l)) ,en 
a : É _ ñ)77_,\r . 
X2n(UCL)
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fração defeituosa média do processo no estado sob controle, 
fiação defeituosa média do processo no estado fora de controle, 
tempo de duração do intervalo, em geral um dia, uma semana ou um desvio., 
probabilidade de ocorrência de uma mudança na fração defeituosa, 
custo de amostragem de um item, . 
custo da não detecção da mudança no processo durante o intervalode tempo II 
custo médio para cada alarme falso, 
custo de cada reajuste do processo, 
tamanho da amostra, 
intervalo interamostral, 
distância do limite de controle à fração defeituosa média, expressa em desvios 
padrões, 
probabilidade de que nenhum desvio ocorra desde o último setup até o início do 
i-ésimo intervalo amostral depois do último setup, 
probabilidade de que nenhum desvio seja detectado na i-ésima amostra, 
probabilidade de que um desvio seja encontrado na i-ésima amostra, 
número esperado de amostras depois de um setup até a detecção de um desvio na 
i-ésima amostra, 
fração esperada de alarmes falsos em um ciclo, 
fiação esperada de alarmes verdadeiros em um ciclo, 
tempo de duração esperado de um ciclo, 
probabilidade de ocorrência de um alarme falso, 
probabilidade de não detectar a mudança súbita na fração defeituosa na primeira 
amostra após a ocorrência da mudança, 
probabilidade de que o desvio súbito ocorra durante o “pequeno intervalo”, dado que 
o pequeno intervalo começou sem desvio, 
limite superior de controle, e 
custo total esperado por unidade de tempo de operação do procedimento de controle.
Observações: 
* indica os parâmetros de entrada para o cálculo da fimção CU, 
n, II k são as três variáveis de decisão do modelo, e 
a,P ,,, P,, G(1), DÚ), H(1), E(1), E($, E(r) e UCL são as variáveis calculadas
157 
APÊNDICE 3 
l. MONTGOMERY, D.C. e HEIKES, R.G. (1976) 
Montgomery e Heikes (1976) desenvolveram três funções ATC para modelos discretos 
markovianos e não markovianos para representar o custo médio do tempo de operação do 
procedimento de controle. 
1.1 O modelo markoviano 





‹×= (iii "(1- )""' )(z'i\ “(1- )""' e 
d=n(UCL)L Jpo Po L Jpo 
Po › ¢MÊ 
nua) n ` 
of = d=ÊCÁÊ}f‹1-p.›*“ + @pf‹1-p,›"¬*. 
Listagem dos símbolos: 
z/‹ po = fração defeituosa produzida no estado sob controle, 
›/‹ P, = fração defeituosa produzida no estado fora de controle, 
zw 7; z parâmetro correspondente à distribuição de probabilidade geométrica da duração do 
processo no estado sob controle, . 
=v‹ a, = custo por unidade amostrada e testada 
* a2 = custo por unidade de investigação e possível correção do processo, quando se 
observa um sinal de alarme, 
zw a_z = custo decorrente de operação fora de controle por um período, 
n = número de elementos da amostra, 
d = número de aceitação limite, 








p0+k[p0(I-pg)/n]1/2' (limite superior de controle), 
po -k[p0(I-pg)/n]1/2 (limite inferior de controle), 
probabilidade de ocorrência de um alarme falso, 
probabilidade de ocorrência de um alarme verdadeiro, e 
custo do tempo médio de operação do procedimento de controle. 
1.2 Os modelos não-markovianos 
1.2.1 Caso em que a duração do processo no .estado sob controle é uma variável aleatória com 
distribuição de Poisson de parâmetro Â. Assim, 
ATC=an+ a[a2a' +a3e`“¿] 
' zz'(1-e-”*)+‹ze"“' 














fração defeituosa produzida no estado sob controle, 
fração defeituosa produzida no estado fora de controle, 
tempo médio de ocorrência da causa assinalável, expresso em número de períodos 
interamostrais, 
custo por unidade amostrada e testada, 
custo por unidade de investigação e possível correção do processo, quando se 
observa um sinal de alarme, 
custo decorrente de operação fora de controle por um período, 
número de elementos da amostra, 
número de aceitação limite, 
distância do limite de controle à linha central, expresso em número de desvios 
padrões, 
p0+k[p0(1-po)/n]'/2 (limite superior de controle), 
po -k[p0(1-po)/n]1/2 (limite inferior de controle), 
probabilidade de ocorrência de um alarme falso, 
probabilidade de ocorrência de um alarme verdadeiro, e 
custo do tempo médio de operação do procedimento de controle.
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Observações: 
* indica os parâmetros de entrada para o cálculo da função ATC, 
n, d são as duas variáveis de decisão do modelo, e 
UCL, LCL, a, a' são as variáveis calculadas (videequações 8 e 9 do modelo markoviano). 
1.2.2 Caso em que a duração do processo no estado sob controle segue uma distribuição da 
série logarítmica, com parâmetros p, y e 9. Assim, 




Listagem dos símbolos: 
zf po = fração defeituosa produzida no estado sob controle, 
az p, = fiação defeituosa produzida no estado fora de controle, 
ze p, y, 9 = parâmetros que definem o tempo médio de ocorrência da causa especial, 
ze a, = custo por unidade amostrada e testada, 
vz 02 = custo de investigação e possível correção do processo, por unidade produzida, 
quando se observa um sinal de alarme, 
az as = custo decorrente de operação fora de controle por um periodo, 
n = número de elementos da amostra, 
d = 
V 
número de aceitação limite, 
k = distância do limite de controle à linha central, expresso em número de desvios 
padrões, 
UCL= p0+k[p0(I-po)/n]'/2 (limite superior de controle), 
LCL= po -k[p0(1-pa)/n]¡/2 (limite inferior de controle),
160 
a = probabilidade de ocorrência de um alarme falso, 
a' = probabilidade de ocorrência de um alarme verdadeiro, e 
ATC = custo médio do tempo de operação do procedimento de controle. 
Observações: 
* indica os parâmetros de 'entrada para o cálculo da função ATC, 
n, d são as duas variáveis de decisão do modelo, e 
_ V 
UCL, LCL, a, a' são as variáveis calculadas (vide equações 8 e 9 do modelo markoviano)
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APÊND|cE 4 
1. TAGUCHI, G. (1981) i 
Foram desenvolvidas três funções L e L' para o caso l e L para o caso 2, criados por 
Taguchi (1981). Representam a função perda esperada pela utilização do procedimento de 
controle. 
1.1 Caso la: O processo desvia da produção isenta de itens defeituosos para a produção de 
somente itens defeituosos. Assim, 
G (m+1 JC: Czz L=-+ --+1 =+=-, m 2 /1 fl 
- Czz 
,u >> l e C d >> =. 
/1 
Listagem dos símbolos: 
zw l = tempo de atraso (tempo que decorre até que o processo seja interrompido depois que 
um item defeituoso é detectado), expresso em número de itens produzidos, 
zw 'Ã = intervalo esperado de ocorrência da perturbação, expresso em número de itens 
produzidos,
, 
vz C, = custo de amostragem e inspeção, por diagnóstico, 
* Cd = perda devido à produção de uma unidade de produto sob condições anormais, 
zw C, = custo de ajuste, 
m = intervalo interamostral, expresso em número de itens produzidos, e 
L = função perda esperada. 
1.2 Caso lb: Uma das duas restrições anteriores não é satisfeita. Assim,
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f l 
. C.~ m+1 cz 1 I L: +{ 'fl JCu` m 2 - m - 1" ” 2 ” 2 +- +- 
Listagem dos símbolos: 
zf 1 = tempo de atraso (tempo que decorre até que o processo seja interrompido depois que 
um item defeituoso e' detectado), expresso em número de itens produzidos, 
zw Z = intervalo esperado de ocorrência da perturbação, expresso em número de itens 
' produzidos, '
' 
zé C, = custo de amostragem e inspeção, por diagnóstico, 
zz Cd = perda devida à produção de uma unidade de produto sob condiçõesanonnais, 
zf Ca = custo de ajuste, 
m = intervalo interamostral, expresso em número de itens produzidos, e 
L = função perda esperada. 
Observações: 
* indica os parâmetros de entrada para o cálculo da função ATC, e 
m é a variável de decisão do modelo. 
1.3 Caso 2: O processo desvia de 0% para (0 < fr < 1)I00% defeituosos. Assim, 
L=g+(m+1)§-¿+-Çi+lë. m H /1 /1 
Listagem dos simbolos 
¢ 1 = tempo de atraso (tempo que decorre até que o processo seja interrompido depois que 
um item defeituoso é detectado), expresso em número de itens produzidos, 
zú IU = intervalo esperado de ocorrência da perturbação, expresso em número de itens 
produzidos, " '
le C, = custo de amostragem e inspeção, por diagnóstico, 
zw Cd = perda devida à produção de uma unidade de produto sob condições anormais, 
vz Ca = custo de ajuste, 
m = intervalo interamostral, expresso em número de itens produzidos, e 
L = fimção perda esperada. 
Observações: 
* indica os parâmetros de entrada para 0 cálculo da fimção L, e 
m é a variável de decisão do modelo.
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2. NAVEBPOUR, M.R. e WOODALL, W.H. (1993) 
As funções E(L) desenvolvidas por Nayebpour e Woodall (1993), a partir do modelo de Taguchi (1981), representam a função perda esperada pela utilização do procedimento de 
controle. 
2.1 Caso 1: O processo não desvia da produção de nenhum item defeituoso até a produção de 
todos os itens defeituosos. Assim, 
E(L) = E, onde 1 ‹E(7) 
{-L )+int(š) .+{m--L+-"i+I)C +C 
) 










me = intervalo de amostragem usual. 
Listagem dos simbolos: 
zw p zfi proporção de itens defeituosos, calculada com base no intervalo de amostragem que 
está sendo utilizado, 
às q = 1 - p, 
* 1 = tempo de atraso (tempo que decorre até que o processo seja interrompido depois que 







m = m,= 
EÍL) = 
2.2 Caso 2: 
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intervalo esperado de oconência da perturbação, expressa em número de itens 
produzidos,
_ 
custo de amostragem e inspeção, por diagnóstico, 
custo de um item defeituoso detectado, 
custo de um item defeituoso não detectado (enviado a estágios posteriores da 
produção ou ao consumidor), 
custos esperados de amostragem, de produtos defeituosos e de reajuste do processo, 
por ciclo, * 
duração esperada do ciclo, 
intervalo interamostral, expresso em número de itens produzidos, e 
função perda esperada. 
O processo não desvia da produção de nenhum item defeituoso até /z(100%) itens 






m m(1-fr) ___+__à _ M 1 E(C)=E(LD)+ q Ir +int( ) +C.z, onde 2 
i 
"' ~ “J 
V q m‹1"' 1 E(LD)==L\m-Ê+Í_F)7r2 +m1r(1-7r)+l7rA|Cà+ 
+ (m-l+l-ngmT)7z(l-fr)+m(l-/r)¶CDz C 
_ 1-q 1-q 









J- zzz L, 
perda esperada devido à produção de itens defeituosos para um desvio no processo 
de 7r(100%), 
custo esperado por ciclo, supondo que uma inspeção total foi realizada no último 
intervalo interamostral, e 
duração esperada de um ciclo de produção. 









m = mc= 
E(L) = 
proporção de 'itens defeituosos, calculada com base no intervalo de amostragem que 
está sendo utilizado, 
1 -P, 
tempo de atraso (tempo que decorre até que o processo seja interrompido depois que 
um item defeituoso é detectado), expresso em número de itens produzidos, 
intervalo esperado de ocorrência da perturbação, expresso em número de itens 
produzidos, 
custo de amostragem e inspeção, por diagnóstico, 
custo de um item defeituoso detectado, 
custo de um item defeituoso não detectado, - 
custo de um item defeituoso não detectado (enviado a estágios posteriores da 
produção ou ao consumidor), 
intervalo interamostral, expresso em número de itens produzidos, e 
função perda esperada. 
Observações: 
* indica os parâmetros de entrada para o cálculo da fimção E(L), e 
m é a variável de decisão do modelo.
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APÊNDICE 5 
EQUIVALÊNCIA ENTRE AS FUNÇÕES CUSTO/PERDA DO GRUPO 1 
1 EQUIVALÊNCIA ENTRE AS FUNÇÕES CUSTO/PERDA DE LORENZEN E 
VANCE(1986) E CHTU (1975) 
1.1 Função de custo desenvolvida por Lorenzen de Vance (1986) 
C: 
C Y -Ã1+c,[h-z+nE+h(ARL2)-h+õJ +ô,T,]+(ÃsR-í)+n/L
+ 
1 (1- â¡)s1lz, -+l+h-r+nE+h(ARL2)-h+T¡+T2 
zz (Am) 
a +bn 1 
{T:|[¡+h- r+nE+h(ARL2)-h+Ó`,T{ +821*+ 
1 1-5 sT {_+(-(ihh-z+nE+h(ARL2)-h+T,+7;} À ARL1) 




-+_-T+*-~ --T +Í Ã P h Â 
onde 
ARL1=1/a, C¡zM, 
ARL2 = I/(1-/3) = 1/P, Y = ÍÍ 





1.3 Equivalências entre as parcelas dos numeradores das funções consideradas 
23' parcela: 
C¡[h - r +nE+h(ARL2)-h+Ó`¡Í] +5z7§] = Ú¡[ä~- r +nEiÍ~ 
~M(%-r),p0ips,MzC¡ ' 
3” e 4” parcelas: 
Y 1'/ÃY ` 
<,ÃÍ)¬“WL =ÍflY+WL 
Ta 1 :TG-fl+W@ 
5” parcela: 
a +bn 1 [-Tí;-+11 - z+nE +h(ARL2)-h +ô,T, +ô,T,J 
=[«“+b"} Â-z+nE+__h +õ,1; +521; 
lz ,1 (1-5) 
b+cn 1 h = -- -+--1 blz z» l 
pois, a=b,e 
b=c.
1.4 Equivalências entre os denominadores das funções 
l+í1-Íô;)"ç7¬P-+h-z+nE+h(ARL2)-h+T, +T À (ARL1) 2 
1 T h =í+~_T+fiE+~+I; +T2
T =l+¶l(-1--1)-r+nE+L+T, +T2 À h À 1-/1 
=l+a_t(1(i-r)-r+nE+í+z1 
À h Ã P 
1 h atoíl
) 
=-+__T+-'i -'-T +Í¡, 
À. p h À 
POÍS, T1 + T2: Í¡_
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2 EQUIVALÊNCIA ENTRE As FUNÇÕES CUSTO/PERDA DE LoRENzEN E 
_ 
VANCE (1986) E DE G1:BRA(197s)z MODELO 1 
2.1 Função de custo desenvolvida por Lorenzen e Vance (1986)
r 








1 ‹~+~+h-z+nE+h(AM2)-h+fl+E E (ARL1) 
2.2 Função de custo desenvolvida por Gibra(1978),_Modelo 1 
ETC/ut: 
h+bn 1 9 (c,+v,) 1 è- -+_-r+ng +-ëíarl --2' 3 Â p 3 Â
+ 
L, 
[(¢, + ¢,)f, + (z, + zz,)f2 + uf(,›, _ ,z°)(ng + Ê- zn 
L1 
onde ' 
1 8 ar] 1 . L] = í + E7- - r + ng + r, + í 1- - 1 + rz representa o tempo esperado do crclo da 
qualidade.
Na função custo de Gibra (1978), Modelo 1, tem-se: 
ARL1 = I/a, 51 = 52 = 0, 
ARL2 = 1/(I -/3) = Mv, Y= (c¡+ c¿)r¡, 
nE = ng, WL =(cz + cg) r,+(cz + c3) rz, 
T0 = T1 = r¡ , a = h, 
T2 = fz. ÕL = be, 
h=‹9, C¡›'=‹'llr@1-pq). 
2.3 - Equivalêncías entre as parcelas do numerador das funções consideradas 
2° parcela: 
C1[h- z +nE +h(ARL2)-h+õ,T, +ô,I;] 
= C¡[-T+nE+~+ö¡fl +Ô`2I;} 
.9 
zzz,‹,zz,p0›{-z+ng+;] 




1 : (cl Íj¬l'(c1+Ú2)r1 +(C2 +G3)r2
\
5° parcela: 











=~ =[._ ¬+,,g+¡1__?¿ 
ii 






2.4 Equivalência entre os denominadores das funções consideradas
r 
1 Ú-áfifl -+----+h-r+nE+h(ARL2)-h+T, +T2 À (ARL1) - 
=-1-+ (L-'ag -r+ng+-+1; +T2 
,1 À 9 
zl rfl(l-z) À .9 À ' 2 





3 EQUIVALÊNCIA ENTRE As FUNÇÕES DE CUSTO/PERDA DE LORENZEN E VANCE (1986) E DE GIBRA (197s)z MODELO 2 
3.'l Função de custo desenvolvida por Lorenzen e Vance (1986) 
C - Y ¡:1+c1[h-z+nE+h(ARL2)-h+ô,2;+õ,Q]+fñ+n¿
+ 
%+~+h-z+nE+h(ARL2)-h+T,+1; 
[%l”7}{% +h - 1 +nE + h(ARL2) - h +ó`1T¡ + 621% 
l+(i_í*~)Í5+h-z+›‹zE+h(ARL2)-h+T, +T, À (ARL1) 
3.2 Função de custo desenvolvida por Gibra(l978), Modelo 2 
(›z+1›z¶1 9 Jc, (1
) 
--à -+--r+ng+r, +-ar, ~-1 
.9 À p .9 À + 
L2 






Na função custo de Gibra (1978), Modelo 2, tem-se: 






3.3 Equivalências entre as parcelas do numerador das funções consideradas 
2” parcela: 
c,[h- z+nE +h(ARL2) -h+õ,T, +523]
h : C¡["T +nE +~+ô]L1} 
fz ur(p, -po -r+ng+-+r,
P 




a 1 =vm 5%- f) +¢m +(¢z +‹â)fz
5” parcela: 
- z + nE + h(ARL2) + ô,T1 + â,T2J 
_a+bn_ 1 h = 1 --r+ng+í-+T¡ 
h Ã _ -_ (1-/Y) } 
'h+1m"1 9 = í --r+ng+-+zr1 V 
_ 9 __Â P 
h+bn 1 3 =i'- _+*-T+ng+f'1 
_ 9 __Â P 
3.4 Equivalências entre os denominadores das funções consideradas 
l+§`(l+1»z-z+nE+h(ARL2)-h+1;+T, À (ARL1)
1 =---r+ng+L+T¡+I§ Ã 1-/3 
1 .9 =-+_-1'+l'lg+I1+T2 
Â 11
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+h - 1 +nE +h(ARL2) -h +â,T1 5» 5,15)
+ 
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1 h {-+--r+gn+D} Ã P 
Na função custo de Duncan(1978), tem-se: 
ARLI = 1/a, Õ; = 1, 5; = 0, 




4.3 Equivalência entre os numeradores das funções consideradas 
2” parcela: 
c1[h _ z + "E +h(ARL2) -h +513 + 527;] 
=c1[-z+nE+h/(1-fi)+ô,T, +ô,T,] 
=M|:£-z'+gn+D:|P 




+b 1 \ [Í7-T¶[E- r +nE +h(ARL2)+â¡2¶ +627*
õ = É-'Í l-z+nE+l+õ1T1+ô,T, 
11 2 1 p ›‹ " 
b+cn 1 h = --- --1+gn+--+D 
h Ã P 
---K l+í-1+ +D '_ h __,1 P gn
4. Equivalência entre os denominadores das funções 
l + (1 -â,)sT0 Ã (ARM) +_h- f+nE +h(ARL2)-h+T1 +T, 
1 h ~í-T+nE+~+Ii 
={%+%-1-|v~gn+Dí
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