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Abstract
Coquasitriangular universalR matrices on quantum Lorentz and quantum Poincare´
groups are classified. The results extend (under certain assumptions) to inhomogeneous
quantum groups of [10]. Enveloping algebras on those objects are described.
0 Introduction
Possible R-matrices for the fundamental representations of inhomogeneous quantum groups
were found in Proposition 3.14 of [10]. In the present paper we describe universal R matrices
for those objects (under certain assumptions which are fulfilled in the case of quantum
Poincare´ groups [11]). Our study will be useful in developing a simple physical model [8] of
free particles on a quantum Minkowski space [11].
In Section 1 we show how to construct co(quasi)triangular (∗-)bialgebras and Hopf
(∗-)algebras whose relations are given by means of intertwiners: we simplify and extend
results of [7]. Next, in Section 2 we classify co(quasi)triangular (∗-)structures R on quantum
Lorentz groups [18]. Using the results of Sections 1 and 2, in Section 3 we classify such struc-
tures on quantum Poincare´ groups [11] and also, more generally, on inhomogeneous quantum
groups [10] (certain natural assumptions regarding mainly restriction of those structures to
the homogeneous quantum group are made). In Section 4 we use R to define enveloping
algebras for inhomogeneous quantum groups.
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We sum over repeated indices (Einstein’s convention). We work over the field C. We
write a ∼ b if a = λb for λ ∈ C\{0}. If V,W are vector spaces then τ : V ⊗W → W ⊗ V
is given by τ(x ⊗ y) = y ⊗ x, x ∈ V , y ∈ W . If A is an algebra, v ∈ MN(A), w ∈ MK(A),
then the tensor product v⊗w ∈MNK(A) is defined by (v⊗w)ij,kl = vikwjl, i, k = 1, . . . , N ,
j, l = 1, . . . , K. We set dim v = N . If A is a ∗-algebra then the conjugate of v is defined as
v¯ ∈MN (A) where v¯ij = vij
∗, i, j = 1, . . . , N .
Throughout the paper quantum groups H are abstract objects described by the cor-
responding (∗-)bialgebras Poly(H) = (A,∆). We denote by ∆, ε, S the comultiplication,
counit and (if exists) coinverse of Poly(H). We say that v is a representation of H (i.e.
v ∈ Rep H) if v ∈ MN (A), N ∈ N, and ∆vij = vik ⊗ vkj, ε(vij) = δij , i, j = 1, . . . , N . The
conjugate of a representation and tensor product of representations are also representations.
Matrix elements of representations of H span A as a linear space. The set of nonequivalent
irreducible representations of H is denoted by Irr H . If v, w ∈ Rep H , then we say that
A ∈Mdimw×dimv(C) intertwines v with w (i.e. A ∈ Mor(v, w)) if Av = wA. The dual vector
space A′ is an algebra w.r.t. the convolution defined by ρ ∗ ρ′ = (ρ ⊗ ρ′)∆. It has a unit
IA′ = ε. For ρ ∈ A
′, a ∈ A, we set ρ ∗ a = (id⊗ ρ)∆a, a ∗ ρ = (ρ⊗ id)∆a.
1 Coquasitriangular bialgebras
In this section we discuss bialgebras Poly(G) = (B,∆) defined by several fundamental repre-
sentations of G and intertwiners among them. We provide necessary and sufficient conditions
for the existence of coquasitriangular structure R for G. Hopf and ∗ structures are also in-
vestigated. The results generalize results of Theorem 1.4 of [7] (see also Theorem 1.1 of
[18]).
Proposition 1.1 Let B be an algebra generated by wαmn, m,n = 1, . . . , dα, α ∈ J and
relations (0 ∈ J , d0 = 1)
wα ⊗ w0 = w0 ⊗ wα = wα, α ∈ J , (1.1)
Wm(w
αm1 ⊗ wαm2 ⊗ . . . wαmsm ) = (wβm1 ⊗ . . .⊗ wβmtm )Wm, m ∈ K. (1.2)
Then w0 = (IB) and there exists a unique ∆ such that Poly(G) = (B,∆) is a bialgebra and
wα, α ∈ J , representations of G.
Proof is the same as in Theorem 1.4 of [7]. ✷
Let us recall
Definition 1.1 (cf. [1], [2], [4]) We say that (B,∆,R) is a coquasitriangular (CQT) bial-
gebra if (B,∆) is a bialgebra and R ∈ (B ⊗ B)′ satisfies
R(I ⊗ x) = R(x⊗ I) = ε(x), (1.3)
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R(xy ⊗ z) = R(x⊗ z(1))R(y ⊗ z(2)), (1.4)
R(x⊗ yz) = R(x(1) ⊗ z)R(x(2) ⊗ y), (1.5)
y(1)x(1)R(x(2) ⊗ y(2)) = R(x(1) ⊗ y(1))x(2)y(2) (1.6)
where we have used the Sweedler’s notation ∆(x) = x
(1)
i ⊗ x
(2)
i ≡ x
(1) ⊗ x(2).
Remark 1.1 (cf. [5], [4], Proposition 1.3 of [7]) Let Poly(G) = (B,∆) be a bialgebra
andR ∈ (B⊗B)′. For each v, w ∈ Rep G one can define Rvw ∈ Lin(Cdim v⊗Cdimw,Cdimw⊗
Cdim v) by
(Rvw)ij,kl = R(vjk ⊗ wil), j, k = 1, . . . , dim v, i, l = 1, . . . , dimw. (1.7)
Then
(1 ⊗ S)Rv1w = Rv2w(S ⊗ 1 ) if S ∈ Mor(v1, v2), (1.8)
(S ⊗ 1 )Rvw1 = Rvw2(1 ⊗ S) if S ∈ Mor(w1, w2), (1.9)
v, w, v1, w1 ∈ Rep G. Suppose that L ⊂ Rep G is such that the matrix elements of repre-
sentations v ∈ L linearly span B (e.g. L = Rep G). Consider the conditions
R0v = Rv0 = 1 , v ∈ L, (1.10)
Rv1⊗v2,w = (Rv1w ⊗ 1 )(1 ⊗Rv2w), v1, v2, w ∈ L, (1.11)
Rv,w1⊗w2 = (1 ⊗ Rvw2)(Rvw1 ⊗ 1 ), v, w1, w2 ∈ L, (1.12)
Rvw ∈ Mor(v ⊗ w,w ⊗ v), v, w ∈ L. (1.13)
Then (1.10) ⇔ (1.3), (1.11) ⇔ (1.4), (1.12) ⇔ (1.5), (1.13) ⇔ (1.6).
Theorem 1.1 Let Poly(G) = (B,∆) be a bialgebra defined in Proposition 1.1 and Rαβ ∈
Lin(Cdα ⊗Cdβ ,Cdβ ⊗Cdα), α, β ∈ J .
The following are equivalent
1) there exists R ∈ (B ⊗ B)′ such that (B,∆,R) is a CQT bialgebra and Rαβ = Rw
αwβ .
2)
R0α = Rα0 = 1 , α ∈ J , (1.14)
(1 ⊗Wm)R
αm1·...·αmsm ,γ = Rβm1·...·βmtm ,γ(Wm ⊗ 1 ), m ∈ K, γ ∈ J \ {0}, (1.15)
Rγ,βm1·...·βmtm (1 ⊗Wm) = (Wm ⊗ 1 )R
γ,αm1·...·αmsm , m ∈ K, γ ∈ J \ {0}, (1.16)
Rαβ ∈ Mor(wα ⊗ wβ, wβ ⊗ wα), α, β ∈ J \ {0}, (1.17)
where Rδ1·...·δk+1,γ = (Rδ1·...·δk,γ ⊗ 1 )(1 ⊗ Rδk+1γ), Rγ,δ1·...·δk+1 = (1 ⊗ Rγδk+1)(Rγ,δ1·...·δk ⊗ 1 ),
γ, δ1, . . . , δk+1 ∈ J , k = 1, 2, . . ..
Moreover, such R is unique.
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Remark. In special cases related statements can be found in [6], [4], [2] and Theorem
1.4 of [7]. Cf. [5].
Proof. Assume condition 1). According to Remark 1.1, (1.10)–(1.13) follow. Thus we
get (1.14), (1.17). Using (1.8)–(1.9) for S = Wm (see (1.2)) and (1.11)–(1.12), one obtains
(1.15)–(1.16) and the condition 2) is proved.
Moreover, Rw
αwβ = Rαβ uniquely determine Rvw, where v, w ∈ L0,
L0 = {tensor products of some number of copies of representations w
α, α ∈ J }.
Using (1.7) and the fact that the matrix elements of representations from L0 linearly span
B, the uniqueness of R follows. It remains to prove
2)⇒ 1): Assume condition 2). Using (1.14), we can replace J \{0} by J in (1.15)-(1.17).
We define the homomorphisms Rβ : B → Mdβ(C), β ∈ J , by
[Rβ(wαij)]kl = R
αβ
ki,jl, α ∈ J (1.18)
(later on we will have Rβkl = R(· ⊗ w
β
kl)). They preserve the relations (1.1)–(1.2) due to
(1.14)–(1.15). Setting α = 0 in (1.18), we show that Rβ are unital. Setting β = 0 in (1.18),
one gets R011 = ε (it is true on the generators w
α
ij). Hence R
0
11 ∗ R
β
kl = R
β
kl ∗R
0
11 = R
β
kl. Let
X = {x ∈ B : Wb1...btm ,a1...asm (R
αmsm
asm csm
∗ . . . ∗ Rαm1a1c1)(x)
= (R
βmtm
btmdtm
∗ . . . ∗ R
β1t1
b1d1
)(x)Wd1...dtm ,c1...csm , m ∈ K}.
It is straightforward to show that X is an algebra. According to (1.16), uγkl ∈ X (k, l =
1, . . . , dγ, γ ∈ J ). Thus X = B. Hence there exists a linear antihomomorphism θ : B → B
′
such that θ(wβkl) = R
β
kl, k, l = 1, . . . , dβ, β ∈ J (θ preserves (1.1)–(1.2)). Setting R(x⊗ y) =
[θ(y)](x), x, y ∈ B, we obtain an R ∈ (B ⊗ B)′ which satisfies (1.5), (1.3). Moreover, (1.18)
yields Rαβ = Rw
αwβ . Let Y = {z ∈ B : ∀x, y ∈ B R(xy ⊗ z) = R(x ⊗ z(1))R(y ⊗ z(2))}.
Then Y is an algebra (we use (1.5)) and wβkl ∈ Y . Hence, Y = B and (1.4) follows. Thus
(Remark 1.1) we get (1.10)–(1.12) for L = L0. That and (1.13) for v, w ∈ {w
α : α ∈ J } (see
(1.17)) give (1.13) for L = L0, hence (Remark 1.1) (1.6) and the condition 1) is satisfied.
✷
Remark 1.2 The unital antihomomorphism θ : B → B′ introduced in the above proof exists
for each CQT bialgebra (cf. [5]) and satisfies (θ ⊗ θ)∆ = ∆′θ where ∆′ : B′ → (B ⊗ B)′ is
defined by ∆′(ϕ) = ϕ ◦m, ϕ ∈ B′, cf. Appendix of [7].
Let us now pass to the Hopf algebra structure.
Proposition 1.2 (cf. [16], Proof of Theorem 1.4.1 of [7]) Let Poly(G) = (B,∆) be a
bialgebra and w,w′, w′′ be representations of G. Suppose there exist E ∈ Mor(I, w⊗w′), E ′ ∈
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Mor(w′′⊗w, I) such that E is left nondegenerate, i.e. Ei− = (Eij)
dimw′
j=1 , i = 1, . . . , dimw, are
linearly independent and E ′ is right nondegenerate, i.e. E ′−k = (E
′
mk)
dimw′′
m=1 , k = 1, . . . , dimw,
are linearly independent. Then w−1 exists.
Proposition 1.3 (cf. [16], Proof of Theorem 1.4.1 of [7]) Let (B,∆) be the bialgebra
defined in Proposition 1.1. Suppose (uα)−1 exist, α ∈ J . Then (B,∆) is a Hopf algebra.
A CQT bialgebra (B,∆,R) such that (B,∆) is a Hopf algebra is called CQT Hopf
algebra.
Proposition 1.4 (cf. Proposition 1.3.1.b of [7]) Let Poly(G) = (B,∆) and (B,∆,R) be
a CQT Hopf algebra. Then (Rvw)−1 exist for any v, w ∈ Rep G. Moreover R′ = R(S ⊗ id)
satisfies
R′(x(1) ⊗ y(1))R(x(2) ⊗ y(2)) = R(x(1) ⊗ y(1))R′(x(2) ⊗ y(2)) = (ε⊗ ε)(x⊗ y)
(i.e. R′ = R−1) and
R′(vil ⊗ wjk) = (R
vw)−1ij,kl, i, l = 1, . . . , dim v, j, k = 1, . . . , dimw.
We say that (B,∆) is a ∗-bialgebra if (B,∆) is a bialgebra, B is a ∗-algebra and
(∗ ⊗ ∗)∆(x) = ∆(x∗) (1.19)
for x ∈ B. A Hopf algebra which is a ∗-bialgebra is called Hopf ∗-algebra.
Proposition 1.5 Let (B,∆) be the bialgebra defined in Proposition 1.1. Suppose there exists
an involution ∼: J → J such that 0˜ = 0, dα˜ = dα and W˜m ∈ Mor(w
α˜msm ⊗ . . . ⊗
wα˜m1 , wβ˜mtm ⊗ . . .⊗ wβ˜m1) where (W˜m)itm ...i1,jsm ...j1 = (Wm)i1...itm ,j1...jsm . Then there exists a
unique ∗ : B → B such that (B,∆) is a ∗-bialgebra and wα = wα˜, α ∈ J (− was defined in
the Introduction).
Proof. Uniqueness is trivial. Our assumptions imply that zαij = w
α˜
ij satisfy (1.1)–(1.2) in
the conjugate algebra Bj (conjugate vector space and opposite multiplication). Therefore
the desired ∗ exists (we check ∗2 = id and (1.19) on the generators wαij). ✷
Proposition 1.6 (cf. the proofs of Proposition 1.3.d.ii and Theorem 1.4.6 of [7])
Let (B,∆,R) be a CQT bialgebra and Poly(G) = (B,∆) be a ∗-bialgebra. Suppose M ⊂
Rep G is such that the matrix elements of representations from M generate B as unital
algebra. The following are equivalent:
1) R(y∗ ⊗ x∗) = R(x⊗ y), x, y ∈ B
2)
(Rw¯v¯)ji,lk = R
vw
ij,kl, j, k = 1, . . . , dim v, i, l = 1, . . . , dimw, v, w ∈M. (1.20)
If one of the above conditions is satisfied, (B,∆,R) is called CQT ∗-bialgebra. If moreover
(B,∆) is a Hopf algebra, (B,∆,R) is called CQT Hopf ∗-algebra (see Definition 1.1 of [7]).
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Proposition 1.7 (cf. [5]) Let Poly(G) = (B,∆) be a bialgebra and R ∈ (B⊗B)′. Suppose
M ⊂ Rep G is such that the matrix elements of representations from M generate B as
unital algebra. The following are equivalent:
1) R(x(1) ⊗ y(1))R(y(2) ⊗ x(2)) = (ε⊗ ε)(x⊗ y), x, y ∈ B (i.e. R21 = R
−1)
2)
(Rvw)−1 = Rwv, v, w ∈M. (1.21)
If one of the above conditions is satisfied, we replace CQT by CT (cotriangular) in all defi-
nitions (cf. [1]).
Proof. Using (1.10)–(1.12), one can assume that (in the condition 2)) matrix elements of
representations fromM linearly span B. Then in 1) it is enough to consider x = vij , y = wkl,
i, j = 1, . . . , dim v, k, l = 1, . . . , dimw, v, w ∈M . Then 1) is equivalent to (1.21). ✷
2 Quasitriangular structures on quantum Lorentz groups
In this section we classify coquasitriangular (∗-) structures on quantum Lorentz groups of
[18]. For the quantum Lorentz group of [9] examples of such structures were given in [14]
and Remark 7 of Section 3 of [7]. We also classify (cf. [17]) coquasitriangular (∗-) structures
on (complex) SLq(2) groups and their real forms.
We first recall the definition of Hopf ∗-algebra corresponding to a quantum Lorentz group
[18] essentially repeating the arguments of Theorem 1.1 of [18]. The bialgebra structure of
(A,∆) is obtained by the construction of Proposition 1.1 with {wα : α ∈ J } = {w0, w, w˜}.
Here the relations (1.1) mean that w0 = (IB) and the relations (1.2) are given by
(w ⊗ w)E = Ew0, (2.1)
(w˜ ⊗ w˜)E˜ = E˜w0, (2.2)
E ′(w ⊗ w) = w0E ′, (2.3)
E˜ ′(w˜ ⊗ w˜) = w0E˜ ′, (2.4)
X(w ⊗ w˜) = (w˜ ⊗ w)X, (2.5)
where
E˜ = τE¯, E˜ ′ = E¯ ′τ, (2.6)
E ∈ Lin(C,C2 ⊗C2), E ′ ∈ Lin(C2 ⊗C2,C), X ∈ Lin(C2 ⊗C2, C2 ⊗C2) satisfy
(E ′ ⊗ 1 )(1 ⊗E) = 1 , (2.7)
(X ⊗ 1 )(1 ⊗X)(E ⊗ 1 ) = 1 ⊗ E, (2.8)
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τX¯τ = β−1X, (2.9)
E ′E 6= 0, X is invertible, β ∈ C\{0}.
Warning: Our choice of X may differ from the choice of [18] by a multiplicative nonzero
constant.
Moreover, (2.7) implies that E and E ′ are inverse one to another as matrices,
(1 ⊗ E ′)(E ⊗ 1 ) = 1 . (2.10)
Hence, E is left nondegenerate, E ′ is right nondegenerate, w−1 exists (see Proposition 1.2).
Similarly, (1 ⊗ E˜ ′)(E˜ ⊗ 1 ) = 1 , E˜ is left nondegenerate, E˜ ′ is right nondegenerate, w˜−1
exists. But (w0)−1 = w0 and Proposition 1.3 implies that (A,∆) is a Hopf algebra.
Setting w∼ = w˜, w˜∼ = w, w0∼ = w0, the assumptions of Proposition 1.5 are satisfied
and (A,∆) becomes a ∗-bialgebra where ∗ is defined by w¯ = w˜. It has the same Poincare´
series as the classical SL(2,C) group (Theorem 1.2 of [18]). We may assume that
1. E = e1 ⊗ e2 − qe2 ⊗ e1, q ∈ C\{0, i,−i}, X = ατQ, Q is given by (13)–(19) of [18]
(q = −1 in (17)–(19)), α = t−1/2 for (13), α = (−t)−1/2 for (14), α = q1/2 for (15),
α = (−q)1/2 for (16), α = (s2 − 1)−1/2 for (17), q = (p2 − 1)−1/2 for (18), α = 1/2 for
(19), or
2. E = e1 ⊗ e2 − e2 ⊗ e1 + e1 ⊗ e1 (in that case we set q = 1), X = τQ, Q is given by
(20)–(21) of [18],
e1, e2 is the canonical basis of C
2. Moreover, β = t/|t| for (13)–(14), β = q/|q| for (15),
β = −q/|q| for (16), β = −i sgn Im(s) for (17), β = sgn(|p| − 1) for (18), β = 1 for
(19)–(21). In all cases β4 = 1.
We shall find all R ∈ (A ⊗ A)′ such that (A,∆,R) is a CQT Hopf algebra. So (cf.
Theorem 1.1) we need to determine Rww, Rw¯w¯, Rw¯w, Rww¯ such that 20 relations (1.15)–
(1.16) and 4 relations (1.17) are satisfied (we assume (1.14)). We shall use them in the
following. Irreducibility of w ⊗ w¯ (see [18]) and (2.5) give Rww¯ = εXX , R
w¯w = ε′XX
−1,
where εX , ε
′
X ∈ C\{0} (cf. Proposition 1.4). Moreover, D = R
ww and D˜ = βRw¯w¯ must
satisfy (2.11) and (2.17)–(2.20) of [11] (with L, L˜ replaced by D, D˜), hence they are given
by (2.21)–(2.22) of [11], i.e. Rww = Li, R
w¯w¯ = τL−1j τ , i, j = 1, 2, 3, 4, Li = qi(1 + q
−2
i EE
′),
q1,2 = ±q
1/2, q3,4 = ±q
−1/2. Using (2.1), (2.3)–(2.4) of [11], we obtain εX = ±1, ε
′
X = ±1,
β = ±1. After some calculations one gets that the 24 relations are satisfied. So we get 4 ·4 ·4
R for q 6= ±1, β = ±1, 2 · 2 · 4 R for q = ±1, β = ±1 and no R for β = ±i.
Set M = {w, w¯}. According to Proposition 1.6, we get a CQT Hopf ∗-algebra iff 4
relations (1.20) are satisfied iff β = 1 and qj = q
−1
i (4 · 4 R for q 6= ±1, β = 1, 2 · 4 R for
q = ±1, β = 1, no R for β 6= 1). According to Proposition 1.7, we get CT Hopf algebra
iff 4 relations (1.21) are satisfied iff q = 1, ε′X = εX (2 · 2 · 2 R for q = 1, β = ±1, no R
7
otherwise). Clearly, we get CT Hopf ∗-algebra iff q = β = 1 and qj = q
−1
i , ε
′
X = εX (2 · 2 R
for q = β = 1, no R otherwise).
Let us also recall SLq(2) groups [15], [1]. The bialgebra structure is obtained by the
construction of Proposition 1.1 with {wα : α ∈ J } = {w0, w}, the relations (1.1) mean
that w0 = (IB) and those of (1.2) are given by (2.1), (2.3), where E,E
′ are as above with
q ∈ C\{0} (only the case 1.). One gets that (A,∆) is a Hopf algebra.
We shall describe (cf. [17]) all R ∈ (A⊗A)′ such that (A,∆,R) is a CQT Hopf algebra.
Due to Theorem 1.1 we should find D = Rww ∈ Mor(w ⊗ w,w ⊗ w) satisfying 4 relations
(1.15)–(1.16). This means D = Li, i = 1, 2, 3, 4, so we get 4 R for q 6= ±1, 0, and 2 R
for q = ±1. In other words Rww = ±L±11 where L1 = q
1/2(1 + q−1EE ′). We get CT Hopf
algebras iff L21 = 1 (see Proposition 1.7 with M = {w}) iff q = 1.
Let us pass to real forms. Then (A,∆) becomes a Hopf ∗-algebra where ∗ is defined by
w¯ = vc, v = BwB−1, B = 1 for SUq(2), B = diag(1,−1) for SUq(1, 1), q ∈ R\{0} (cf. [15],
[12], [7]), w¯ = w for SLq(2,R), |q| = 1 (cf. [12] and Proposition 1.5). For SUq(2), SUq(1, 1)
we get CQT Hopf ∗-algebras iff L1 is hermitian w.r.t. the canonical scalar product in C
2
(see Proposition 1.6.2 with M = {w} and the proof of Theorem 1.4.6 of [7]) iff q > 0. For
SLq(2,R) we get CQT Hopf
∗-algebras iff τL¯1τ = L1 (see Proposition 1.6.2 with M = {w})
iff q = 1. So we have CT Hopf ∗-algebras iff q = 1 (for each real form).
3 Quasitriangular structures on inhomogeneous quan-
tum groups
For any Hopf algebra Poly(H) = (A,∆) satisfying certain properties one can construct [10]
a Hopf algebra Poly(G) = (B,∆) which describes an inhomogeneous quantum group. For
certain CQT Hopf algebra structures (A,∆,RA) we find all CQT Hopf algebra structures
(B,∆,R) such that R|A⊗A = RA. The
∗-structures and cotriangularity are studied as well.
In particular we find all C(Q)T Hopf (∗-) algebra structures on quantum Poincare´ groups.
Throughout the Section Poly(H) = (A,∆) is any bialgebra such that
(a) each representation of H is completely reducible,
(b) Λ is an irreducible representation of H ,
(c) Mor(v ⊗ w,Λ⊗ v ⊗ w) = {0} for any two irreducible representations v, w of H .
Moreover, we assume that fij, ηi ∈ A
′, i, j = 1, . . ., N = dimΛ, are given and satisfy
1. A ∋ a→ ρ(a) =
(
f(a) η(a)
0 ε(a)
)
∈MN+1(C) is a unital homomorphism,
2. Λst(ftr ∗ a) = (a ∗ fst)Λtr for a ∈ A,
8
3. R2 = 1 where Rij,sm = fim(Λjs),
4. (Λ⊗ Λ)kl,ij(τ
ij ∗ a) = a ∗ τkl for a ∈ A where τ ij = (R− 1)ij,mn(ηn ∗ ηm − ηm(Λns)ηs +
Tmnε− fnb ∗ fmaTab),
5. A3F˜ = 0 where A3 = 1 ⊗ 1 ⊗ 1 − R ⊗ 1 − 1 ⊗ R + (R ⊗ 1 )(1 ⊗ R) + (1 ⊗ R)(R ⊗
1 )− (R⊗ 1 )(1 ⊗ R)(R⊗ 1 ), F˜ijk,m = τ
ij(Λkm),
6. A3(Z ⊗ 1 − 1 ⊗ Z)T = 0, RT = −T where Zij,k = ηi(Λjk).
In particular, 4. and 5. are satisfied if τ ij = 0.
The inhomogeneous quantum group G corresponds to the bialgebra Poly(G) = (B,∆)
defined (cf. Corollary 3.8.a of [10]) as follows: B is the universal unital algebra generated by
A and yi, i = 1, . . . , N , with the relations IB = IA,
ysa = (a ∗ fst)yt + a ∗ ηs − Λst(ηt ∗ a), a ∈ A, (3.1)
(R − 1 )kl,ij(yiyj − ηi(Λjs)ys + Tij − ΛimΛjnTmn) = 0. (3.2)
Moreover, (A,∆) is a subbialgebra of (B,∆) and ∆yi = Λij ⊗ yj + yi ⊗ I (yi were denoted
by pi in [10]). In particular, P =
(
Λ y
0 I
)
is a representation of G.
Remark 3.1 If H is a matrix group, Λ its fundamental representation and (A,∆) its corre-
sponding Hopf algebra (generated by Λij, Λ
−1
ij ) then, assuming (a)–(c) and setting fij = δijε,
ηi = 0, T = 0, (B,∆) corresponds to
G = H >< RN =
{
g =
(
h a
0 1
)
∈MN+1(C) : h ∈ H, a ∈ R
N
}
,
f(g) = f(h), yi(g) = ai, f ∈ A, i = 1, . . . , N , g ∈ G.
According to Corollary 3.8.b and the proof of Proposition 3.12 of [10], the bialgebra (B,∆)
can be obtained by the construction of Proposition 1.1 with {wα : α ∈ J } = Irr H ∪ {P}.
Here the relations (1.1) mean that w0 ≡ (IA) = (IB) and the relations (1.2) are given by
(P ⊗ P)RP = RP (P ⊗ P), (3.3)
(P ⊗ w)Nw = Nw(w ⊗ P), w ∈ Irr H, (3.4)
(w ⊗ w′)Sαww′w′′ = S
α
ww′w′′w
′′, w, w′, w′′ ∈ Irr H, α = 1, . . . , cw
′′
ww′, (3.5)
Pi = iΛ, (3.6)
sP = w0s, (3.7)
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where
RP =


R Z −R · Z (R − 1 )T
0 0 1 0
0 1 0 0
0 0 0 1

 , Nw =
(
Gw, Hw
0, 1
)
, (3.8)
(Gw)iC,Dj = fij(wCD), (Hw)iC,D = ηi(wCD), w ∈ Rep H , R = GΛ, Z = HΛ, S
α
ww′w′′
(α = 1, . . . , cw
′′
ww′) form a basis of Mor(w
′′, w ⊗ w′), i : CN → CN ⊕C, s : CN ⊕C → C are
the canonical mappings. In the following we assume that (A,∆) is a Hopf algebra. Then
(Proposition 3.12 of [10]) (B,∆) is also a Hopf algebra and G−1w exist:
(G−1w )Ak,lB = fkl(w
−1
AB). (3.9)
If (A,∆) is a Hopf ∗-algebra then we also assume Λ¯ = Λ,
fij(S(a
∗)) = fij(a), ηi(S(a
∗)) = ηi(a), i, j = 1, . . . , N, a ∈ A, (3.10)
T˜ − T ∈ Mor(w0,Λ ⊗ Λ), where T˜ij = Tji. Then [10] (B,∆) has a unique Hopf
∗-algebra
structure such that (A,∆) is its Hopf ∗-subalgebra and y∗i = yi.
In the following we assume Mor (I,Λ⊗ Λ) ∩ ker (R+ 1 ) = {0}, i.e. Mor (I,Λ⊗ Λ) ⊂
ker (R − 1 ). Then (using (4.14) of [10]) T˜ = T . The main result of the present paper is
contained in
Theorem 3.1 Let Poly(H) = (A,∆), Poly(G) = (B,∆) be as above, (A,∆,RA) be a CQT
Hopf algebra such that
RvΛ = cvGv, R
Λv = c′vG
−1
v , v ∈ Irr H, (3.11)
cv, c
′
v ∈ C\{0}. We are interested in CQT Hopf algebra structures (B,∆,R) such that
R|A⊗A = RA. (3.12)
One has:
1. Such a structure exists iff
τ ij = 0, i, j = 1, . . . , N, (3.13)
RvΛ = Gv, R
Λv = G−1v , v ∈ Irr H. (3.14)
2. Suppose (3.13)–(3.14). Then such structures are in one to one correspondence with
m ∈ Mor(w0,Λ⊗ Λ) satisfying
(fjb ∗ fia)mab = mijε, i, j = 1, . . . , N, (3.15)
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and are determined by
Rvw = Rvw for RA, v, w ∈ Irr H, (3.16)
RvP = Nv, R
Pv = N−1v , v ∈ Irr H, (3.17)
RPP = RP +mP (3.18)
where
mP =


0 0 0 m
0 0 0 0
0 0 0 0
0 0 0 0

 . (3.19)
3. Let R be as in 2. and let (A,∆), (B,∆) be Hopf ∗–algebras as in the text before the
Theorem. Then (B,∆,R) is a CQT Hopf ∗-algebra iff (A,∆,RA) is a CQT Hopf
∗-algebra and
mij = mji, i, j = 1, . . . , N. (3.20)
4. Let R be as in 2. Then (B,∆,R) is a CT Hopf algebra iff (A,∆,RA) is a CT Hopf
algebra and m = 0.
Proof. Ad 1–2. Each such structure is (see Theorem 1.1) uniquely determined by Rvw, RvP ,
RPv and RPP satisfying (1.15)–(1.17) (we assume (1.14)), v, w ∈ Irr H . Using (3.12), we get
(3.16). In virtue of the properties ofRA the formula (1.17) for R
vw follows. Moreover, (1.15)–
(1.16) for (3.6) and wγ = v ∈ Irr H mean RvP(1 ⊗i) = (i⊗1 )RvΛ, RPv(i⊗1 ) = (1 ⊗i)RΛv.
That and (3.11) give
RvP = cv
(
Gv, ?
0, ?
)
= cvNv, R
Pv = c′v
(
G−1v ?
0 ?
)
= c′vN
−1
v
where the second equalities follow from (1.17) for RvP , RPv, (3.4), the independence of 1, yi
(i = 1, . . . , N) over A (in left and also in right module, see Corollary 3.6 and (1.4) of [10])
and the condition (c). Using (1.15)–(1.16) for (3.7) and wγ = v ∈ Irr H , one obtains
cv = c
′
v = 1, we get (3.14), (3.17). In virtue of (1.15)–(1.16) for (3.6)–(3.7) and w
γ = P
RPP =


R Z −R · Z ?
0 0 1 0
0 1 0 0
0 0 0 1

 = RP +mP
for some m ∈ Mor(w0,Λ ⊗ Λ) where the second equality uses (1.17) for RPP , (3.3) and
(3.19). Thus (3.18) follows. We set RQ = RP +mP = R
PP and replace (3.3) by equivalent
(assuming (3.5)) relation
(P ⊗ P)RQ = RQ(P ⊗ P). (3.21)
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The relations (1.15)–(1.16) for (3.21), (3.4) and any wγ ∈ Irr H ∪ {P} are equivalent to
(RQ ⊗ 1 )(1 ⊗ RQ)(RQ ⊗ 1 ) = (1 ⊗ RQ)(RQ ⊗ 1 )(1 ⊗ RQ), (3.22)
(1 ⊗Nv)(Nv ⊗ 1 )(1 ⊗RQ) = (RQ ⊗ 1 )(1 ⊗Nv)(Nv ⊗ 1 ), v ∈ Irr H, (3.23)
(1 ⊗Rvw)(Nv ⊗ 1 )(1 ⊗Nw) = (Nw ⊗ 1 )(1 ⊗Nv)(R
vw ⊗ 1 ), v, w ∈ Irr H. (3.24)
According to Proposition 3.14 of [10] and its proof, (3.22) is equivalent to F˜ = 0. Let us
denote the standard basis elements in Cdim v, v ∈ Irr H , by hvi , i = 1, . . . , dim v, ei = h
Λ
i
and in C by f = 1. Using (3.65) of [10] and
Nv(h
v
i ⊗ ej) = (Gv)kl,ijek ⊗ h
v
l ,
Nv(h
v
i ⊗ f) = f ⊗ h
v
i + (Hv)kl,iek ⊗ h
v
l ,
we find that (3.23) on hvi ⊗ ej ⊗ ek follows from the last formula before Proposition 3.14 in
[10], on hvi ⊗ ej ⊗ f , h
v
i ⊗ f ⊗ ej follows from (2.18) of [10], on h
v
i ⊗ f ⊗ f is equivalent (using
Rm = m) to τ ij(vAB) = 0 and (3.15) applied to vAB for all i, j, A,B. So (3.23) is equivalent
to (3.13) (which implies F˜ = 0) and (3.15). We also get that (3.24) on hvi ⊗ h
w
j ⊗ ek follows
from (1 ⊗ Rvw)(RvΛ ⊗ 1 )(1 ⊗ RwΛ) = (RwΛ ⊗ 1 )(1 ⊗ RvΛ)(Rvw ⊗ 1 ) (it can be obtained
using (1.13), (1.8) for RA− cf. [1], [4], (1.14) of [7]), on h
v
i ⊗h
w
j ⊗f follows from the equality
obtained by acting ηi on (1.17) for R
vw and using condition 1. (see the beginning of the
Section).
The relations (1.15)–(1.16) for (3.5) and wγ ∈ Irr H follow from (1.8), (1.11) for RA
while for wγ = P are equivalent to
(Nw ⊗ 1 )(1 ⊗Nw′)(S
α
ww′w′′ ⊗ 1 ) = (1 ⊗ S
α
ww′w′′)Nw′′.
That on hw
′′
i ⊗ ej follows from (1.8), (1.11) for RA, on h
w′′
i ⊗ f follows from the equality
obtained by acting ηi on (3.5).
Ad 3. We need to check (1.20) for M = Irr H ∪ {P}. For Rvw, v, w ∈ Irr H , it is
equivalent to the fact that (A,∆,RA) is a CQT Hopf
∗-algebra, for RPv and RvP follows
from (3.9), (3.10) and the properties of ηi, for R
PP it is equivalent (using (4.14) and the next
formula of [10], Rm = m, RT = −T ) to (3.20).
Ad 4. We need to check (1.21) for M = Irr H ∪ {P}. For Rvw, v, w ∈ Irr H , it is
equivalent to the fact that (A,∆,RA) is a CT Hopf algebra, for R
Pv and RvP follows from
(3.17), for RPP it is equivalent (using R2P = 1 ) to m = 0. ✷
Remark. If the first formula of the condition 6. is replaced by 0 6= A3(Z⊗1 −1 ⊗Z)T ∈
Mor (I,Λ⊗Λ⊗Λ) (this is allowed by [10]) then (3.22) is not satisfied and there is no CQT
Hopf algebra structure on (B,∆).
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As an application we shall consider (A,∆) = Poly(L) where L is a quantum Lorentz
group. The corresponding inhomogeneous quantum groups are called quantum Poincare´
groups and are (almost) classified in [11]. The classification of C(Q)T Hopf (∗-) algebra
structures on them is given in
Theorem 3.2 Let Poly(P ) = (B,∆) be the Hopf ∗-algebra corresponding to a quantum
Poincare´ group P [11] described by an admissible choice of quantum Lorentz group (cases
1)–7)), s = ±1, H and T .
1. Let us consider CQT Hopf algebra structures (B,∆,R) on P . One has:
a) In the cases 1) (except s = 1, t = 1, t0 6= 0— see Remark 1.8 of [11]
1 ), 2), 3),
4) (except s = 1, b 6= 0), 5) (except s = ±1, t = 1, t0 6= 0), 6), 7) each such structure is
uniquely determined by
Rww = kL, Rww¯ = kX, Rw¯w = qkX−1, Rw¯w¯ = qkL˜
and (3.17)–(3.19), where
m = cm0, m0 = (V
−1 ⊗ V −1)(1 ⊗X ⊗ 1 )(E ⊗ τE), L = sq1/2(1 + q−1EE ′), L˜ = qτLτ,
where s = ±1, E,E ′ are fixed for fixed P and given in [11], k = ±1 (two possible R for
each c ∈ C).
b) In the other cases there is no such structure.
2. Let R be as in 1. We get CQT Hopf ∗-algebra iff q = 1 (which excludes the cases 5), 6),
7)) and c ∈ R.
3. Let R be as in 1. We get CT Hopf algebra iff q = 1 (which excludes the cases 5), 6), 7))
and c = 0 (then it is also CT Hopf ∗-algebra).
Proof. Ad 1. We shall use Theorem 3.1, the results of [11] and Section 2. Thus H is
a quantum Lorentz group, Λ = V −1(w ⊗ w¯)V with VCD,i = (σi)CD (σ0 = 1 , σ1, σ2, σ3 are
the Pauli matrices), q = β = ±1, the assumptions about H and G are satisfied. Moreover,
Gw = (V
−1 ⊗ 1 )(1 ⊗X)(L⊗ 1 )(1 ⊗ V ), Gw¯ = (V
−1 ⊗ 1 )(1 ⊗ L˜)(X−1 ⊗ 1 )(1 ⊗ V ), where
L = sq1/2(1 + q−1EE ′) and L˜ = qτL−1τ = qτLτ . The possible η and T are described in
[11]. According to the results of Section 2, each CQT Hopf algebra structure on (A,∆) is
uniquely characterized by Rww = εLL, R
w¯w¯ = ε′LL˜, R
ww¯ = εXX , R
w¯w = ε′XX
−1, where
ε2L = ε
′2
L = ε
2
X = ε
′2
X = 1 (16 possible RA). Using (1.8)–(1.9), (1.11)–(1.12), one gets (3.11)
for v = w, w¯ with cw = εLεX , cw¯ = ε
′
Lε
′
X , c
′
w = qεLε
′
X , c
′
w¯ = qεXε
′
L. In virtue of Proposition
2.1 of [11] and (1.8)–(1.9), (1.11)–(1.12) the condition (3.11) is satisfied for all v ∈ Irr H .
1In the old version of Remark 1.8 of [11] one should replace t by t0 (except of expressions t = 1). That
t0 is identified with t of (3)–(4) of Ref. 16 of [11].
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Due to Proposition 3.13.2 and Proposition 4.8 of [10], (3.13) is equivalent to τ ij(wAB) = 0,
i, j = 0, 1, 2, 3, A,B = 1, 2, which means (cf. the proof of Theorem 1.6 of [11]) λ = 0, which
excludes the case 4), s = 1, b 6= 0, the case 1), s = 1, t = 1, t0 6= 0 and the case 5),
s = ±1, t = 1, t0 6= 0 where t0 ∈ R is introduced in Remark 1.8 of [11]. Moreover,
(3.14) means that ε′X = ε
′
L = qk, εX = εL = k for some k = ±1. Using Theorem 3.1.1–2,
Mor(w0,Λ⊗Λ) = Cm0 and (3.15) for m = m0 (it is enough to prove it on wAB, wAB
∗ when
it follows from the 20 relations considered in Section 2), we get 1.
Ad 2. We use q = β = 1 (which implies qj = q
−1
i ), (m0)ij = (m0)ji and Theorem 3.1.3.
Ad 3. We use q = 1 (which implies ε′X = εX) and Theorem 3.1.4. ✷
4 Enveloping algebras
In this section we study enveloping algebras of inhomogeneous quantum groups. We assume
that (A,∆,RA) and (B,∆,R) are CQT Hopf algebras as in Theorem 3.1.1–2 (e.g. as in
Theorem 3.2.1).
We essentially follow the scheme of [12] and [13] but now we don’t assume Z = T = 0.
We define ljl ∈ B
′, j, l = 1, . . . , N,+, by
ljl(x) = R(x⊗ Pjl) (4.1)
(in CT case l corresponds to L± of [12] on the subalgebra generated by Pac). According to
(1.5) and (1.13) for v = w = P,
RPPab,cdldf (x
(1))lce(x
(2)) = RPPab,cdR(x
(1) ⊗ Pdf )R(x
(2) ⊗Pce)
= R(x⊗RPPab,cdPcePdf )
= R(x⊗PacPbdR
PP
cd,ef)
= R(x(1) ⊗ Pbd)R(x
(2) ⊗Pac)R
PP
cd,ef
= lbd(x
(1))lac(x
(2))RPPcd,ef ,
hence
RPPab,cd(ldf ∗ lce) = (lbd ∗ lac)R
PP
cd,ef , a, b, e, f = 1, . . . , N,+. (4.2)
Setting lab = Lab, la+ = Ma, and using l+a = 0, l++ = ε, a, b = 1, . . . , N , and (3.18), (4.2) is
equivalent to
Rab,cd(Ldf ∗ Lce) = (Lbd ∗ Lac)Rcd,ef , (4.3)
Rab,cd(Md ∗ Lce) + Zab,cLce = (Lbd ∗ Lac)Zcd,e + Lbe ∗Ma, (4.4)
Rab,cd(Ldf ∗Mc)− (RZ)ab,dLdf = −(Lbd ∗ Lac)(RZ)cd,f +Mb ∗ Laf , (4.5)
Rab,cdMd ∗Mc + Zab,cMc − (RZ)ab,dMd + sabε = (Lbd ∗ Lac)scd +Mb ∗Ma, (4.6)
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a, b, e, f = 1, . . . , N , where s = (R − 1)T +m. Let us notice that (4.5) follows from (4.3)–
(4.4). Moreover, using (1.4), (1.3), lac(xy) = lab(x)lbc(y), lac(I) = δac, a, c = 1, . . . , N,+,
x, y ∈ B. Thus Lac(I) = δac, Ma(I) = 0,
Lac(xy) = Lab(x)Lbc(y), (4.7)
Ma(xy) = Lab(x)Mb(y) +Ma(x)ε(y), (4.8)
a, b = 1, . . . , N , x, y ∈ B. Also ljl(Pab) = R(Pab ⊗ Pjl) = R
PP
ja,bl, ljl(wAB) = R(wAB ⊗
Pjl) = R
wP
jA,Bl = (Nw)jA,Bl (see (4.1), (1.7), (3.17), (3.8)), a, b, j, l = 1, . . . , N,+, A,B =
1, . . . , dimw, w ∈ Rep H . Therefore
Ljl(Λab) = Rja,bl, (4.9)
Ljl(ya) = −(RZ)ja,l, (4.10)
Ljl(wAB) = (Gw)jA,Bl, (4.11)
Mj(Λab) = Zja,b, (4.12)
Mj(ya) = sja, (4.13)
Mj(wAB) = (Hw)jA,B, (4.14)
a, b, j, l = 1, . . . , N , A,B = 1, . . . , dimw, w ∈ Rep H . It is clear that ljl generate a unital
subalgebra of B′ (w.r.t. convolution ∗). Endowing it with ∆′ of Remark 1.2, we get a
bialgebra U with l as its corepresentation. Adding l
(m)
ij = lij ◦S
m, one obtains a Hopf algebra
Uˆ with coinverse S ′(l(m)) = l(m+1) and corepresentations l(2k), (l(2k+1))T , k = 0, 1, 2, . . ..
Acting S ′m on (4.2), one obtains
RPPab,cd(l
(2k)
df ∗ l
(2k)
ce ) = (l
(2k)
bd ∗ l
(2k)
ac )R
PP
cd,ef ,
RPPab,cd(l
(2k+1)
ce ∗ l
(2k+1)
df ) = (l
(2k+1)
ac ∗ l
(2k+1)
bd )R
PP
cd,ef .
Uˆ is called enveloping algebra of (B,∆). It can be sometimes too small. It happens e.g.
in the classical case (see Remark 3.1) with R = ε⊗ ε when Uˆ = Cε. Cf. also [3].
Notice that Ljl|A = fjl, Mj |A = ηa, l|A = ρ. According to the proof of Theorem 1.1,
there exists antihomomorphism θ : B → B′ (given by R) such that θ(Λjl) = Ljl, θ(yj) = Mj ,
θ(I) = ε. Therefore the formulae (3.60), (3.46) and (1.12) of [10] yield (4.4), (4.6) (with s
replaced by (R− 1)T ) and (4.3) which give
fbe ∗ ηa = Rab,cdηd ∗ fce + Zab,cfce − (fbd ∗ fac)Zcd,e
(cf. (2.18) of [10]), the condition τ ij = 0 and the last formula before Proposition 3.14 in [10].
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Suppose (Λ⊗ Λ)k = kw0, n(Λ⊗ Λ) = w0n (w0 = (IB)). Applying θ, we get
(Lbd ∗ Lac)kcd = kabε, nab(Lbd ∗ Lac) = ncdε, a, b, c, d = 1, . . . , N. (4.15)
Let us set Xlj = Ljl ◦ S ∈ Uˆ , j, l = 1, . . . , N .
Then
Xik(xy) = Xij(x)Xjk(y), Xik(I) = δik, x, y ∈ B, (4.16)
Xik(a) = fki(S(a)), a ∈ A, i, k = 1, . . . , N. (4.17)
Using the last equation in the proof of Proposition 3.12 of [10], (4.7), (3.9) and (4.10), we
obtain
Xik(yl) = Zlk,i. (4.18)
Moreover, (4.15) yields
kab(Xac ∗Xbd) = kcdε, (Xac ∗Xbd)ncd = nabε. (4.19)
As in the proof of Proposition 3.1.2 of [8], there exists a unital homomorphism X : B →
MN+1(C) such that
X =
(
(Xjl)
N
j,l=1 (Yj)
N
j=1
0 ε
)
for some Yj ∈ B
′ satisfying Yj(a) = 0, a ∈ A, Yj(yk) = δjk, j, k = 1, . . . , N . Setting Xj+ = Yj,
X+j = 0, X++ = ε, j = 1, . . . , N , the commutation relations among Xij , i, j = 1, . . . , N,+,
are the same as in (3.7) of [8], i.e.
(Xab ∗Xcd)Kbd,st = Kac,bd(Xbs ∗Xdt), a, c, s, t = 1, . . . , N,+, (4.20)
where
K =


RT 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1


(it is also possible to replace K in (4.20) by K+nP , where n ∈ Mor(Λ⊗Λ, w
0) – see (3.19),
(4.19)).
Defining X
(m)
ij = Xij ◦ S
m, i, j = 1, . . . , N,+, m = 0, 1, 2, . . ., one gets a Hopf algebra Vˆ
generated (as an algebra) by l
(m)
ij and X
(m)
ij . Clearly S
′(X(m)) = X(m+1); X(2k), [X(2k+1)]T ,
k = 0, 1, . . ., are corepresentations of Vˆ . Letting S ′ act on (4.20), one obtains
(X
(2k)
ab ∗X
(2k)
cd )Kbd,st = Kac,bd(X
(2k)
bs ∗X
(2k)
dt ),
(X
(2k+1)
cd ∗X
(2k+1)
ab )Kbd,st = Kac,bd(X
(2k+1)
dt ∗X
(2k+1)
bs ).
Vˆ is called enlarged enveloping algebra of (B,∆). It would be interesting to find the com-
mutation relations between Mi and Yj.
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