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THE KLEIN-GORDON’S FIELD. A COUNTER-EXAMPLE OF
THE CLASSICAL LIMIT
JAUME HARO
Abstract. We will study the Klein-Gordon’s field with an homogeneous external potential,
which does not depend on ~. We will construct the Fock’s space corresponding to our problem and
we will see that there are phenomena of creation and anihilation of pairs particle-antiparticle. Finally,
we will see that in dimension 1, when ~→ 0, these phenomena disappear. However, in dimension 2
or 3, when ~→ 0, the creation probability of particle-antiparticle pairs is not zero.
1. Introduction
In this work we will study the classical limit of Klein-Gordon’s field, with an
homogeneous potential which does not depend on Planck’s constant.
First we will see that, in this case, the Klein-Gordon’s equation is equivalent
to a hamiltonian system, composed by an infinite number of harmonic oscillators
with frequencies which depend on time. Once we have seen this equivalence, we
will quantize these oscillators and we will obtain the energy and the electric charge
operators. With the energy operator, we will obtain the quantum equation of Klein-
Gordon’s field. We will also see that we can find all the eigenfunctions of the energy
and the electric charge operators. Consequently, with all those eigenfunctions we
can construct the Fock’s space.
After that, we will study the quantum dynamic of vacuum state. We will see
that, if the space dimension is 1, when ~ → 0, the probability that does not exist
any particle-antiparticle pair, converges to 1. However, in dimension 2 or 3, we will
prove that, when ~→ 0, this probability does not converge to 1. Consequently, in
dimension 2 or 3, the classical limit is not true.
The notation that we are going to use, is the following
<,> euclidean scalar product.
<,>2 scalar product of L2.
||.||2 norm L2.
||.||2 norm ∞.
2. The Klein-Gordon’s field with an homogeneous potential
To simplify, we will take m = c = e = 1.
If we apply the Correspondence Principle E → i~∂t, ~p→ −i~~∇ to the relativistic
relation E2 = |~p+ ~f(t)|2 + 1, we obtain the Klein-Gordon’s equation,
−~2∂2t ψ = | − i~~∇+ ~f(t)|2ψ + ψ.
One important property of the K-G’s equation is the electric charge conservation
ρ˙(t) = 0, where ρ(t) =< i~∂tψ, ψ >2 + < ψ, i~∂tψ >2. However there is no norme
square conservation ˙||ψ(t)||22 6= 0. Then, to be able to speak about probabilities, we
have to consider that the K-G’s field describes an infinity of harmonic oscillators.
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After that, we have to quantize these oscillators to arrive to an equation of this
type, i~∂t|Φ >= H |Φ >, where H is an self-adjoint operator.
2.1. The Quantization of Klein-Gordon’s field. Suppose that the domain is
finite. To simplify we take the n-dimensional interval [−π, π]n.
The lagrangian and the energy of the system at t time are:
L(t) = ~2||∂tψ||22 − ||(−i~~∇+ ~f(t))ψ||22 − ||ψ||22
E(t) = ~2||∂tψ||22 + ||(−i~~∇+ ~f(t))ψ||22 + ||ψ||22.
We expand ψ in Fourier’s serie, ψ(~x, t) =
∑
~k∈Zn A~k(t)ψ~k(~x), with ψ~k(~x) =
ei<
~k,~x>
(2π)
n
2
. Then
L(t) =
∑
~k∈Zn
~
2|A˙~k|2 − ǫ2~k(t)|A~k|
2, where ǫ~k(t) =
√
|~~k + ~f(t)|2 + 1.
With the momenta B~k = ~
2A˙~k, we obtain
E(t) =
∑
~k∈Zn
|B~k|2
~2
+ ǫ2~k(t)|A~k|2, ρ(t) =
∑
~k∈Zn
i
~
(A∗~kB~k −A~kB∗~k).
We make the real canonical change
B~k =
~√
2
(P~k + iP¯~k); A~k =
1
~
√
2
(Q~k + iQ¯~k),
and let ω~k(t) =
ǫ~k(t)
~
be the corresponding frequency, then E(t) and ρ(t) take the
form
E(t) =
1
2
∑
~k∈Zn
(P 2~k + ω
2
~k
(t)Q2~k) + (P¯
2
~k
+ ω2~k(t)Q¯
2
~k
)
ρ(t) =
1
~
∑
~k∈Zn
(Q¯~kP~k −Q~kP¯~k).
That is the energy decomposition in oscillators. Notice, the K-G’s equation is
equivalent to the hamiltonian system
{
Q˙~k = P~k
P˙~k = −ω2~k(t)Q~k
{
˙¯Q~k = P¯~k
˙¯P~k = −ω2~k(t)Q¯~k
Now, to obtain the quantum theory, what we have to do is to quantize these
oscillators, i.e. P~k → −i~∂Q~k , P¯~k → −i~∂Q¯~k , and the equation will be
i~∂tΦ =
1
2
∑
~k∈Zn
[(−~2∂2Q~k + ω
2
~k
(t)Q2~k) + (−~2∂2Q¯~k + ω
2
~k
(t)Q¯2~k)]Φ−
∑
~k∈Zn
ω~k(t)Φ.
Now, we will look for the eigenfunctions of the energy and of the electric charge
operators. First, we have to introduce the creation and anihilation operators for
particles and antiparticles
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a~k(t) =
1
2
√
ǫ~k(t)
[(~∂Q~k + ω~k(t)Q~k) + i(~∂Q¯~k + ω~k(t)Q¯~k)]
a+~k
(t) =
1
2
√
ǫ~k(t)
[(−~∂Q~k + ω~k(t)Q~k)− i(−~∂Q¯~k + ω~k(t)Q¯~k)]
b−~k(t) =
1
2
√
ǫ~k(t)
[(~∂Q~k + ω~k(t)Q~k)− i(~∂Q¯~k + ω~k(t)Q¯~k)]
b+
−~k
(t) =
1
2
√
ǫ~k(t)
[(−~∂Q~k + ω~k(t)Q~k) + i(−~∂Q¯~k + ω~k(t)Q¯~k)].
Then
E(t) =
∑
~k∈Zn
ǫ~k(t)(a
+
~k
(t)a~k(t) + b
+
−~k
(t)b−~k(t))
ρ(t) =
∑
~k∈Zn
(a+
~k
(t)a~k(t)− b+−~k(t)b−~k(t)).
We construct the vacuum state at t time.
Let’s consider φ0,0~k
(Q~k, Q¯~k, t) =
√
ω~k(t)
π~
e−
ω~k
(t)
2~ (Q
2
~k
+Q¯2~k), then the vacumm state
at t time, |0 > (t), is
|0 > (t) =
∏
~k∈Zn
φ
0,0
~k
(Q~k, Q¯~k, t),
because
E(t)|0 > (t) = 0 ρ(t)|0 > (t) = 0.
Starting from this state we will define all the others. In fact,
the state |1+~k > (t) = a
+
~k
(t)|0 > (t), verifies
E(t)|1+
~k
> (t) = ǫ~k(t)|1+~k > (t) ρ(t)|1
+
~k
> (t) = |1+
~k
> (t),
consequently, |1+
~k
> (t) is the state of a particle with energy ǫ~k(t) at t time.
The state |1−~k > (t) = b
+
~k
(t)|0 > (t), verifies
E(t)|1−
~k
> (t) = ǫ−~k(t)|1−~k > (t) ρ(t)|1
−
~k
> (t) = −|1−
~k
> (t),
consequently, |1−~k > (t) is the state of an antiparticle with energy ǫ−~k(t) at t time.
In general, we consider series
{n~k} :
Z
n → N
~k → n~k
and let
|{n~k}; {m~k} > (t) =
∏
~k∈Zn
(a+
~k
(t))n~k√
n~k!
(b+
−~k
(t))m~k√
m~k!
|0 > (t).
Then |{n~k}; {m~k} > (t), verifies
E(t)|{n~k}; {m~k} > (t) =
∑
~l∈Zn
ǫ~l(t)(n~l +m~l)|{n~k}; {m~k} > (t)
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ρ(t)|{n~k}; {m~k} > (t) =
∑
~l∈Zn
(n~l −m~l)|{n~k}; {m~k} > (t).
Consequently, the state |{n~k}; {m~k} > (t) contains, at t time, n~k particles and
m~k antiparticles with energy ǫ~k(t), for each
~k ∈ Zn.
3. The counter-example
3.1. Quantum dynamic. First, we study the case ~f(t) ≡ ~0, then
E =
1
2

∑
~k∈Zn
(−~2∂2Q~k + ω
2
~k
Q2~k) + (−~
2∂2
Q¯~k
+ ω2~kQ¯
2
~k
)

− ∑
~k∈Zn
ω~k,
where ω~k =
√
|~~k|2+1
~
. Notice that the energy does not depend on time, then the
eigenvalues |{n~k}; {m~k} > (t) ≡ |{n~k}; {m~k} > do not depend on time. Therefore,
the solution of the problem
{
i~∂t|Ψ > = E|Ψ >
|Ψ > (0) = |{n~k}; {m~k} >,
is
T tq |{n~k}; {m~k} >= e−
i
~
∑
~l∈Zn
ǫ~l(n~l+m~l)t|{n~k}; {m~k} > .
In particular, T tq |0 >= |0 >, i.e., when ~f(t) ≡ 0, the vacuum state is invariant for
the quantum dynamic, and there is no creation and anihilation particle-antiparticle
pairs.
We now study the vacuum dynamic when ~f(t) 6= ~0. Let T tq |0 > (0) be the
solution of the problem
{
i~∂t|Ψ > = E(t)|Ψ >
|Ψ > (0) = |0 > (0),
then T tq |0 > (0) =
∏
~k∈Zn T
t
~
φ
0,0
~k
(Q~k, Q¯~k, 0), where T
t
~
φ
0,0
~k
(Q~k, Q¯~k, 0) is the solution
of problem
{
i~∂tφ = [
1
2 (−~2∂2Q~k + ω
2
~k
(t)Q2~k − ~2∂2Q¯~k + ω
2
~k
(t)Q¯2~k)− ω~k(t)]φ
φ(0) = φ0,0
~k
(Q~k, Q¯~k, 0).
(1)
Denote by P 0
~
(t) = |(t) < 0|T tq |0 > (0)|2, the probability that it does not exist
any particle-antiparticle pair at t time.
Then, we have the
Theorem 3.1. Let n be the dimension of the space and suppose that ~f ∈ C∞0 (0, T ),
then:
If n = 1 we have
lim
~→0
P 0~ (t) = 1 ∀t ∈ R.
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If n = 2 or 3, at t time such that ~˙f(t) 6= ~0, we have
lim
~→0
P 0
~
(t) 6= 1.
Consequently, in the case n = 2 or 3, at t time such that ~˙f(t) 6= ~0, we do not
obtain the classical limit.
Remark. In dimension 1 the result is valid for periodic potentials, i.e., for f(x, t) =∑N
k=0[fk(t) sin(kx) + gk(t) cos(kx)], we have lim~→0 P
0
~
(t) = 1.
Remark. Le Theorem 3.1 is valid for the Dirac’s field.
4. Proofs
To make the proof of theorem we need the following
Lemma 4.1. The solution of the problem (1) is
T t
~
φ
0,0
~k
(0) = A~k(t)φ
0,0
~k
(t) +
(
− i~ǫ˙~k(t)
4ǫ2
~k
(t)
+ ~2B~k(t)
)
φ
1,1
~k
(t) + ~2γ~k(t),
with
|1− |A~k(t)|2| ≤ ~
2K
ǫ4
~k
.
|B~k(t)|2, ||γ~k(t)||22 ≤ Kǫ4
~k
; γ~k(t)⊥φ0,0~k (t), φ
1,1
~k
(t).
Where,
φ
1,1
~k
(t) = a+~k (t)b
+
−~k
(t)φ0,0~k (t).
K is a constant independent on ~k, ~ and t.
ǫ~k =
√
|~~k|2 + 1.
With this lemma we can make the
Proof of Theorem 3.1:
If n = 1, P 0
~
(t) =
∏
k∈Z |Ak(t)|2. We write, |Ak(t)|2 = 1 + A¯k(t), then
P 0~ (t) = 1 +
1
1!
∑
k∈Z
A¯k(t) +
1
2!
∑
k1,k2∈Z
k1 6=k2
A¯k1(t)A¯k2 (t) +
1
3!
∑
k1,k2,k3∈Z
ki 6=kj ;i6=j
i,j=1,2,3
A¯k1(t)A¯k2 (t)A¯k3 (t) + · · ·
We bound
|P 0~ (t)− 1| ≤
1
1!
∑
k∈Z
|A¯k(t)|+ 1
2!
∑
k1,k2∈Z
k1 6=k2
|A¯k1 (t)||A¯k2(t)|+ · · · ≤
∞∑
n=1
1
n!
(∑
k∈Z
|A¯k(t)|
)n
≤
∞∑
n=1
1
n!
(
K~
∑
k∈Z
~
ǫ4k
)n
≤
∞∑
n=1
1
n!
(
K~
∑
k∈Z
~
ǫ2k
)n
,
since
∑
k∈Z
~
ǫ2
k
≤ ∫
R
dx
x2+1 + ~ = π + ~, we have
|P 0~ (t)− 1| ≤
∞∑
n=1
1
n!
(K~(π + ~))n = eK~(π+~) − 1,
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therefore
lim
~→0
P 0
~
(t) = 1.
We now study the case n = 2. The case n = 3 is analogous.
Denote by P 1
~
(t) =
∑
~k∈Z2 |(t) < 1+~k 1
−
−~k
|T tq |0 > (0)|2, the probability that at t
time, does exist a particle-antiparticle pair, then
P 1~ (t) =
∑
~k∈Z2
∣∣∣∣∣− i~ǫ˙~k(t)4ǫ2~k(t) + ~
2B~k(t)
∣∣∣∣∣
2 ∏
~l∈Z2
~l 6=~k
|A~l(t)|2.
We calcule
lim
~→0
∣∣∣∣∣∣P 1~ (t)−
∑
~k∈Z2
~
2
16
ǫ˙2~k
(t)
ǫ4~k
(t)
P 0~ (t)
∣∣∣∣∣∣ ≤ lim~→0
∣∣∣∣∣∣∣∣∣
P 1~ (t)−
∑
~k∈Z2
~
2
16
ǫ˙2~k
(t)
ǫ4~k
(t)
∏
~l∈Z2
~l 6=~k
|A~l(t)|2
∣∣∣∣∣∣∣∣∣
+ lim
~→0
∣∣∣∣∣∣∣∣∣
∑
~k∈Z2
~
2
16
ǫ˙2~k
(t)
ǫ4~k
(t)
(1− |A~k(t)|2)
∏
~l∈Z2
~l 6=~k
|A~l(t)|2
∣∣∣∣∣∣∣∣∣
≤ lim
~→0
∑
~k∈Z2
(
~
3
2
|ǫ˙~k(t)|
ǫ2~k
(t)
|B~k(t)|+ ~4|B~k(t)|2 +
~
2
16
ǫ˙2~k
(t)
ǫ4~k
(t)
|1− |A~k(t)|2|
)
.
Because of the lemma (4.1) and the relation ǫ2~k ≤ Cǫ
2
~k
(t) where C = 2(1+||~f ||2∞),
we obtain
lim
~→0
∣∣∣∣∣∣P 1~ (t)−
∑
~k∈Z2
~
2
16
ǫ˙2~k
(t)
ǫ4
~k
(t)
P~(t)
∣∣∣∣∣∣
≤ lim
~→0
∑
~k∈Z2
~
2
ǫ4
~k
lim
~→0
~
(√
KC|| ~˙f ||∞ +K~(|| ~˙f ||2∞ + 1)
)
= 0,
because lim~→0
∑
~k∈Z2
~
2
ǫ4
~k
=
∫
R2
d~x2
(|~x|2+1)2 = π.
Therefore, we have proved that
lim
~→0
P 1
~
(t) = lim
~→0
∑
~k∈Z2
~
2
16
ǫ˙2~k
(t)
ǫ4
~k
(t)
P 0
~
(t).
With this result, we can prove that for n = 2, if ~˙f(t) 6= ~0, then lim~→0 P 0~ (t) 6= 1.
In fact, we take t0 such that ~˙f(t0) 6= ~0 and we assume that lim~→0 P 0~ (t0) = 1. Thus,
lim~→0 P
1
~
(t0) = 0.
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However
lim
~→0
P 1~ (t0) = lim
~→0
∑
~k∈Z2
~
2
16
ǫ˙2~k
(t0)
ǫ4~k
(t0)
lim
~→0
P 0~ (t0) = (for hypothesis) =
lim
~→0
∑
~k∈Z2
~
2
16
ǫ˙2~k
(t0)
ǫ4
~k
(t0)
=
1
16
∫
R2
< ~˙f(t0), ~x >
2
(|~x|2 + 1)3 d~x
2 6= 0,
because ~˙f(t0) 6= ~0. Therefore, we have a contradiction and in consequence, lim~→0 P 0~ (t0) 6=
1.
Now, we make the
Proof of lemma 4.1:
First, we will construct a semi-classical solution of the problem (1). To search a
semi-classical solution, we have to consider the functions φs,s~k
(t) =
(a+
~k
(t))s(b+
−~k
(t))s
s! φ
0,0
~k
(t)
with s ∈ N.
We write the problem (1) in the form{
i~∂tφ = H~k(t)φ
φ(0) = φ0,0
~k
(0),
where H~k(t) = ǫ~k(t)(a
+
~k
(t)a~k(t) + b
+
−~k
(t)b−~k(t)). We expand the solution in powers
serie of ~, in the following form, T t
~
φ
0,0
~k
(0) =
∑
j,s∈N ~
s+jA
j
s,~k
(t)φs,s
~k
(t). Then,
because of following
Lemma 4.2.
φ˙
s,s
~k
(t) =
ǫ˙~k(t)
2ǫ~k(t)
(sφs−1,s−1~k
(t)− (s+ 1)φs+1,s+1~k (t)),
we obtain, after having equalized the powers of ~, the system:
If s = 0
A˙0
0,~k
= 0; A˙j
0,~k
+
ǫ˙~k(t)
2ǫ~k(t)
A
j−1
1,~k
= 0, for j > 0.
If s > 0
−i ǫ˙~k(t)
2ǫ~k(t)
A0
s−1,~k
− 2ǫ~k(t)A0s,~k = 0.
iA˙0
s,~k
− i ǫ˙~k(t)
2ǫ~k(t)
sA1
s−1,~k
− 2sǫ~k(t)A1s,~k = 0.
iA˙
j−1
s,~k
+ i
ǫ˙~k(t)
2ǫ~k(t)
(
(s+ 1)Aj−2
s+1,~k
− sAj
s−1,~k
)
− 2sǫ~k(t)Ajs,~k = 0, for j > 1.
We obtain the solution of the system by recurrence. In fact
A0
0,~k
(t) ≡ 1; A0
1,~k
(t) = −i ǫ˙~k(t)
4ǫ2
~k
(t)
; A1
0,~k
(t) =
∫ t
0
i
ǫ˙2~k
(τ)
8ǫ3
~k
(τ)
dτ.
A1
1,~k
(t) =
1
2ǫ~k(t)
(iA˙0
1,~k
− i ǫ˙~k(t)
2ǫ~k(t)
A1
0,~k
); A0
2,~k
(t) = −i ǫ˙~k(t)
4ǫ2
~k
(t)
A0
1,~k
(t).
A2
0,~k
(t) = −
∫ t
0
ǫ˙~k(τ)
2ǫ~k(τ)
A1
1,~k
(τ)dτ ;A2
1,~k
(t) =
1
2ǫ~k(t)
(iA˙1
1,~k
+ i
ǫ˙~k(t)
2ǫ~k(t)
(2A0
2,~k
−A2
0,~k
))
8 JAUME HARO
A0
3,~k
(t) = −i ǫ˙~k(t)
4ǫ2
~k
(t)
A0
2,~k
(t); A3
0,~k
(t) = −
∫ t
0
ǫ˙~k(τ)
2ǫ~k(τ)
A2
1,~k
(τ)dτ
A1
2,~k
(t) =
1
4ǫ~k(t)
(iA˙0
2,~k
− i ǫ˙~k(t)
ǫ~k(t)
A1
1,~k
); etc.
With these solutions, and the relation ǫ2~k ≤ Cǫ2~k(t), we obtain the
Lemma 4.3. If s, j ≤ 3 we have
|Aj
s,~k
(t)| ≤ C¯
ǫ
2s+j
~k
for s > 0; |Aj
0,~k
(t)| ≤ C¯
ǫ
2+j
~k
for j > 0
|A˙j
s,~k
(t)| ≤ g(t)
ǫ
2s+j
~k
for s > 0; |A˙j
0,~k
(t)| ≤ g(t)
ǫ
2+j
~k
for j > 0,
where C¯ is a constant independent on ~k, and g(t) ∈ C∞0 (0, T ) is a function inde-
pendent on ~k.
Now, we show that the function
φ¯~k(t) = (A
0
0,~k
+ ~A1
0,~k
+ ~2A2
0,~k
+ ~3A3
0,~k
)φ0,0~k
(t) + (~A0
1,~k
+ ~2A1
1,~k
+~3A2
1,~k
)φ1,1~k
(t) + (~2A0
2,~k
+ ~3A1
2,~k
)φ2,2~k
(t) + ~3A0
3,~k
φ
3,3
~k
(t)
is a semi-classical solution. In fact, we calcule
(i~∂t −H~k)φ¯~k(t) = −2i~4
ǫ˙~k(t)
ǫ~k(t)
A0
3,~k
φ
4,4
~k
(t) + ~4(iA˙0
3,~k
− i3ǫ˙~k(t)
2ǫ~k(t)
A1
2,~k
)φ3,3
~k
(t)
+~4(iA˙1
2,~k
+ i
ǫ˙~k(t)
2ǫ~k(t)
(3A0
3,~k
− 2A2
1,~k
))φ2,2~k
(t)
+~4(iA˙2
1,~k
+ i
ǫ˙~k(t)
2ǫ~k(t)
(2A1
2,~k
−A3
0,~k
))φ1,1~k
(t).
We deduce from the lemma (4.3), that
||(i~∂t −H~k)φ¯~k(t)||22 ≤
2~8
ǫ8
~k
(3g2(t) + 14CC¯2| ~˙f(t)|2).
Furthermore, if using that
||T t~φ0,0~k (0)− φ¯~k(t)||2 ≤
1
~
∫ t
0
||(i~∂τ −H~k(τ))φ¯~k(τ)||2dτ,
we obtain
||T t
~
φ
0,0
~k
(0)− φ¯~k(t)||2 ≤
√
2~3
ǫ4
~k
∫ t
0
√
3g2(τ) + 14CC¯2| ~˙f(τ)|2dτ
≤
√
2~3
ǫ4~k
∫ T
0
√
3g2(τ) + 14CC¯2| ~˙f(τ)|2dτ ≡ ~
3C˜
ǫ4~k
.
Therefore, T t
~
φ
0,0
~k
(0) has the form
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T t
~
φ
0,0
~k
(0) = (A0
0,~k
+ ~A1
0,~k
+ ~2A2
0,~k
+ ~3A3
0,~k
+ ~3F~k)φ
0,0
~k
(t) + (~A0
1,~k
+ ~2A1
1,~k
+~3A2
1,~k
+ ~3G~k)φ
1,1
~k
(t) + (~2A0
2,~k
+ ~3A1
2,~k
+ ~3I~k)φ
2,2
~k
(t) + ~3β~k(t),
with |F~k(t)|, |G~k(t)|, |I~k(t)| ≤ C˜ǫ4
~k
, ||β~k(t)||2 ≤ C˜+C¯ǫ4
~k
and β~k(t)⊥φ0,0~k (t), φ
1,1
~k
(t), φ2,2
~k
(t).
Finally, if we take
A~k(t) = A
0
0,~k
(t) + ~A1
0,~k
(t) + ~2A2
0,~k
(t) + ~3A3
0,~k
(t) + ~3F~k(t)
B~k(t) = A
1
1,~k
(t) + ~A2
1,~k
(t) + ~G~k(t)
γ~k(t) = (A
0
2,~k
(t) + ~A1
2,~k
(t) + ~I~k(t))φ
2,2
~k
(t) + ~β~k(t),
and K = 4(1 + C¯ + C˜)2, we obtain the proof of lemma 4.1.
To finish the work we will make
Another proof of theorem 3.1:
First, we study the case of dimension 2. Since
A2
0,~k
(t) = −
∫ t
0
ǫ˙~k(τ)
4ǫ2~k
(τ)
(iA˙0
1,~k
− i ǫ˙~k(t)
2ǫ~k(t)
A1
0,~k
)dτ = −
ǫ˙2~k
(t)
32ǫ4~k
(t)
− 1
2
(∫ t
0
ǫ˙2~k
(τ)
8ǫ3~k
(τ)
dτ
)2
,
and A3
0,~k
(t) is imaginary, we have
|A~k(t)|2 = 1− ~2
ǫ˙2~k
(t)
16ǫ4~k
(t)
+ h4J~k(t),
with |J~k(t)| ≤ K¯ǫ4
~k
, where K¯ is a constant independent on ~k and ~.
Starting form this relation, we have
lim
~→0
P 0~ (t) = lim
~→0
∏
~k∈Z2
|A~k(t)|2 = lim
~→0
∏
~k∈Z2
(
1− ~2
ǫ˙2~k
(t)
16ǫ4~k
(t)
)
.
We now calcule
∏
~k∈Z2
(
1− ~2
ǫ˙2~k
(t)
16ǫ4
~k
(t)
)
= 1− ~
2
1!
∑
~k∈Z2
ǫ˙2~k
(t)
16ǫ4
~k
(t)
+
~
4
2!
∑
~k1,~k2∈Z
2
~k1 6=~k2
ǫ˙2~k1
(t)
16ǫ4
~k1
(t)
ǫ˙2~k2
(t)
16ǫ4
~k2
(t)
− · · ·
To make this calcul we will use the following
Lemma 4.4. If n ≥ 2 and f~k ≥ 0 ∀~k ∈ Zn, then

∑
~k
f~k


n
−
∑
~k1,··· ,~kn
~ki 6=~kj ,if i6=j
f~k1 · · · f~kn ≤
n(n− 1)
2

∑
~k
f~k


n−2∑
~k
f2~k ,
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consequently,∣∣∣∣∣∣
∏
~k∈Z2
(
1− ~2
ǫ˙2~k
(t)
16ǫ4~k
(t)
)
−
∞∑
n=0
1
n!

−~2 ∑
~k∈Z2
ǫ˙2~k
(t)
16ǫ4~k
(t)


n∣∣∣∣∣∣
≤
∞∑
n=2
n(n− 1)
2

∑
~k∈Z2
~
2ǫ˙2~k
(t)
16ǫ4
~k
(t)


n−2 ∑
~k∈Z2
~
4ǫ˙4~k
(t)
162ǫ8
~k
(t)
1
n!
≤ ~
2|| ~˙f ||2∞
32
∞∑
n=1
1
(n− 1)!

∑
~k∈Z2
~
2ǫ˙2~k
(t)
16ǫ4~k(t)


n
.
We use that, lim~→0
∑
~k∈Z2
~
2ǫ˙2~k
(t)
16ǫ4
~k
(t)
= 116
∫
R2
<~˙f(t),~x>2
(|~x|2+1)3 d~x
2 and
∑∞
n=1
xn
(n−1)! =
xex, then we obtain
lim
~→0
∣∣∣∣∣∣
∏
~k∈Z2
(
1− ~2
ǫ˙2~k
(t)
16ǫ4~k(t)
)
−
∞∑
n=0

−~2 ∑
~k∈Z2
ǫ˙2~k
(t)
16ǫ4~k(t)


n∣∣∣∣∣∣
≤ lim
~→0
~
2|| ~˙f ||2∞
32
1
16
∫
R2
< ~˙f(t), ~x >2
(|~x|2 + 1)3 d~x
2e
1
16
∫
R2
<~˙f(t),~x>2
(|~x|2+1)3
d~x2
= 0.
By virtue of this result, we have
lim
~→0
P 0~ (t) = lim
~→0
∞∑
n=0
1
n!

−~2 ∑
~k∈Z2
ǫ˙2~k
(t)
16ǫ4
~k
(t)


n
= e
− 116
∫
R2
<~˙f(t),~x>2
(|~x|2+1)3
d~x2
.
Therefore, lim~→0 P~(t) < 1 if ~˙f(t) 6= ~0.
Now, it is easy to calcule lim~→0 P
1
~
(t). In fact, in the first proof of theorem 3.1,
we have obtained
lim
~→0
P 1
~
(t) = lim
~→0
~
2
∑
~k∈Z2
ǫ˙2~k
(t)
16ǫ4~k
(t)
P 0
~
(t),
then
lim
~→0
P 1
~
(t) =
1
16
∫
R2
< ~˙f(t), ~x >2
(|~x|2 + 1)3 d~x
2e
− 116
∫
R2
<~˙f(t),~x>2
(|~x|2+1)3
d~x2
.
In general, let
Pn
~
(t) =
1
n!
∑
~k1,··· ,~kn∈Z
2
~ki 6=~kj ,if i6=j
|(t) < 1+
~k1
1−
−~k1
· · · 1+
~kn
1−
−~kn
|T tq |0 > (0)|2,
be the probability, that at t time, does exist n particle-antiparticle pairs. Then we
have
lim
~→0
Pn
~
(t) =
1
n!
(
1
16
∫
R2
< ~˙f(t), ~x >2
(|~x|2 + 1)3 d~x
2
)n
e
− 116
∫
R2
<~˙f(t),~x>2
(|~x|2+1)3
d~x2
.
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To finish the proof, we have to consider the case of dimension 3. We can prove,
proceeding as the case of dimension 2, that
lim
~→0
P 1
~
(t) = lim
~→0
~
2
∑
~k∈Z3
ǫ˙2~k
(t)
16ǫ4
~k
(t)
P 0
~
(t).
However, lim~→0 ~
2
∑
~k∈Z3
ǫ˙2~k
(t)
16ǫ4
~k
(t)
= ∞ if ~˙f(t) 6= ~0, whence we conclude that,
lim~→0 P
0
~
(t) = 0 if ~˙f(t) 6= ~0.
Another proof of last result, is the following
lim
~→0
P 0~ (t) = lim
~→0
∏
~k∈Z3
(
1− ~2
ǫ˙2~k
(t)
16ǫ4~k
(t)
)
.
Since
∏
~k∈Z3
(
1− ~2 ǫ˙
2
~k
(t)
16ǫ4
~k
(t)
)
≤∏~k∈Z3
(
1− L~
3ǫ˙2~k
(t)
16ǫ4
~k
(t)
)
if L~ ≤ 1, we obtain
lim
~→0
P 0
~
(t) ≤ lim
L→∞
lim
~→0
∏
~k∈Z3
(
1−
L~3ǫ˙2~k
(t)
16ǫ4
~k
(t)
)
= lim
L→∞
e
− L16
∫
R3
<~˙f(t),~x>2
(|~x|2+1)3
d~x2
=
{
0 if ~˙f(t) 6= ~0
1 if ~˙f(t) = ~0.
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