Abstract. Let (X, B, µ, T ) be an ergodic dynamical system on the finite measure space (X, B, µ, T ) and K its Kronecker factor. We denote by U the restriction of T onto K ⊥ the orthocomplement of K. We give a spectral characterization in L 2 of Wiener Wintner functions in terms of the capacity of the support of the maximal spectral type of U and the a.e. continuity of the fractional rotated ergodic Hilbert transform. The study of the L 2 case leads to new classes of dynamical systems.
Introduction
In [A1] we introduced and studied ergodic dynamical systems that we called Wiener We also said that an ergodic dynamical system is a Wiener Wintner dynamical system of power type α in L p if we could find in the orthocomplement of its Kronecker factor K a dense set (for the L 2 norm) of Wiener Wintner functions of power type α in L p . It was
shown that a difficult theorem such as the a.e double recurrence [B1] is much easier to prove for such systems. Many known systems have this property (see [A1] for examples and some of their structural properties and [AN] and [L] for examples with singular spectrum on K ⊥ ).
At the present time it is not known if all ergodic dynamical systems are Wiener Wintner dynamical systems of power type α in L 1 .
In this paper we will focus on the spectral properties of Wiener Wintner dynamcial systems in L 2 . We will characterize Wiener Wintner functions in L 2 by the help of the a.e continuity of the Random Fourier series H We study the cases where the L p norm is used instead of the L 1 norm as well as a logarithmic growth of convergence. In this paper we will show that the study of the L 2 case leads to apparently new classes of dynamical systems.
We will get these new classes by considering the apparently weaker conditions
, (1 ≤ p ≤ ∞) and slower rates of convergence of the form C f [ln (N +1)] 1+α . To be more precise we introduce the following definitions:
Definition 2: Consider (X, B, µ, T ) an ergodic dynamical system. We say that a function f is a weak Wiener Wintner function (WWW-function) of logarithmic type α in L p if there exist finite positive constants C f and α such that
for all positive integer N. [K] or [SZ] ). Let us denote by U the restriction of T onto the orthocomplement of the Kronecker factor of T namely K ⊥ and by S the support of the maximal spectral type of U on T. (For references on the maximal spectral type, see [CFS] for instance). We will prove in section 3 that if T is a weak Wiener Wintner dynamical system of logarithmic type α in L 2 then the γ-logarithmic capacity of S is positive for all 0 < γ < 2(1 + α). An analogous result will be given for W W W − dynamical − system of power type α in L 2 . Related to these notions we will introduce the γ-logarithmic (resp. α)
, where σ denotes the maximal spectral type of U and ν(T) = σ(T) = 1.
We will also study the structural properties of such systems.
Using this characterization we will provide an example of a WWW dynamical system which is of logarithmic type −1/2 in L 2 and is not of power type β for all 0 < β < 1. This example shows at least that Wiener Wintner dynamical systems of logarithmic type α in L 2 form a strictly larger class of dynamical systems than the class of Wiener Wintner dynamical system of power type α. While this paper was written an example was given in [L] of a weak Wiener-Wintner dynamical system which is not of power class α in L 2 for any 0 < α < 1.
These two examples were obtained independently.
Since we announced the results of this paper in [A3] we showed in [A5] that for each ergodic dynamical system there exists a continuous positive function g satisfying lim N g(N ) = ∞ and a dense set of functions f ∈ K ⊥ such that sup
for all positive integer. Thus there exists always a growth of convergence.
In the fourth section of the paper we will show that for any ergodic dynamical system,
This motivates in part the study of
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We will use several known facts on the spectral measure of a unitary operator. One may consult [Q] or [N] for more details on spectral measures. If we denote by E the spectral measure then a family of mesures σ f,g can be defined by the formula σ f,g (B) =< f, E (B) 
If σ f and σ g are mutually singular then σ f +g = σ f + σ g . We assume that T is invertible.
One way to access directly the spectral measure is through the helical transform or rotated ergodic Hilbert transform . By using as in [C] the functional calculus starting with the equation T = T e 2πit dE(t) we get the following equation
is used to eliminate the term corresponding to n=0 in the sum). This can be seen by writing
where S is the odd function which on [0, 1 2 ) takes the value 1 − 2t and S(0) = 0. One of the equivalent conditions for a function f to be in K ⊥ is to have a continuous spectral measure (i.e. no atoms) (see [A2] , for instance). Hence this eliminates the terms E(λ)f in the difference H ε f − H 0 f . An easy consequence of this difference equation is the following that we will use
To prove one of the implications of the next theorem we will need the following proposition.
Proposition 1. Given 0 < γ < 1 there exist C γ and 0 < r < 1 such that
Proof. We will use the known formula
πi (1−γ) in order to compute the Fourier coefficients of the function t −γ . We have
, for n > 0 and c 0 =
Using two integrations by parts and taking the limit with L we obtain
We can write c n as a n + ib n where
converges a.e. to the function x −γ . Using the change of variable x → (1 − x) we obtain
for a.e x in [0,1). As a n is the real part of c n it is equal to
From this we can now estimate what we wanted , i.e.
where C γ is an absolute constant depending only on γ. From this we can finish the proof of this proposition. We have 
(3) There exists 0 < γ < 1 such that the random Fourier series
is a.e a continuous function of ε and sup
Proof. We first prove that (1) implies (2). First we notice that by Bernstein's theorem there exists an absolute constant K such that for all N positive integer we have
for N = KN . This can be seen by applying Bernstein theorem pointwise to the trigonomet-
and by using the mean value theorem on each interval of
. We can write f in the following way
, where E j/N denotes the spectral measure of the operator U j/N restricted to K ⊥ . We will use the following three properties
, the operator I − U j/N is invertible and we have
The properties b) and c) were observed in [K] . Let us see quickly why b) and c) are true.
To show b) first we notice that
and this follows easily by using the spectral measure of f with respect to U j/N . Such evaluation gives us a bound in the order of C |sin(πδ| f 2 . Now we can find a function g δ,j and a subsequence of integers M k that we denote by K for convenience such that the averages
converge weakly to the function g δ,j .
Applying U j/N to these averages we see that g δ,j − U j/N g δ,j is the weak limit of
. As the second term converges to zero in norm we have b). Furthermore
To prove c) we only have to show that I −U j/N is one to one . If this was not true then we would have on K ⊥ an eigenfunction for T for the eigenvalue e 2πij/N and this is impossible on K ⊥ by definition. Thus b) and c) are true. Now we proceed with the proof. We have
Hence using (1) and (c) we can conclude that
Now we can pick δ (as a function of N) appropriately to make f a W iener−W intnerf unction of power type α. This proves the implication (1) =⇒ (2).
The implication (2) =⇒ (3) can be shown by using the first part of the proof of Theorem 3 in [AN] . Note that as stated (3) does not assume the convergence of the series for each ε off a null set of x. The continuity of the limit is obtained by the uniform convergence of the subsequence of the partial sums
for some δ > 0. The same argument shows that
It remains to prove (3) =⇒ (1). We will use for this the proposition and the equation (2) linking the ergodic Hilbert transform to the spectral measure of T on K ⊥ . We have
so we only have to estimate the series .We need an estimate for a.e. x . By the pointwise convergence of the ergodic Hilbert transform in L p for invertible measure preserving transformation (see [Co] ) we can notice that for each δ and each N the series
converges a.e.. This follows by applying the pointwise convergence result to the ergodic Hilbert transform of the transformation (x, y) → (T x, y + j/N + δ) and to the function f ⊗ e 2πiy . Hence to estimate the series pointwise we can write
The first term in the last expression is in L 2 and independent of j. For the second ternm we can split the integral from 0 to 1 into three integrals ; 
is in L 2 by assumption we can conclude that
for some s > 0 and this ends the proof of the theorem.
Remark
If one assumes that f ∈ L ∞ then one can add to (3) in theorem 2 the a.e convergence for all ε of the series
We do not know at the present time if one can reach the same conclusion for f ∈ L 2 . Our method of proof uses proposition 1 in [AN] which seems to restrict the domain of f .
Weak Wiener Wintner Dynamical Systems
We will study first in a subsection some structural properties of 
for all N.
Proof. We only prove (1) and (2). The proofs for (3) and (4) 
This last term is less or equal to
where the last inequality follows by assumption. Hence,
Then, by duality we get that
where the last inequality follows by assumption.
The following theorem lists some stability properties.
Theorem 4. Let (X, B, µ, T ) be an ergodic dynamical system . Then
(1) There exists in P ⊥ , the orthocomplement of the Pinsker σ algebra of T, a dense set Proof. The proof of (1) and the first part of (2) follows the same line as in [A1] . We omit it. The second part of (2) follows by using the projection of K ⊥ onto the closed T invariant vector space.
The property (3) follows immediately by considering the dense set of functions f whose spectral measure σ f is of the form hdm where h ∈ L ∞ (m), m being Lebesgue measure. For the proof of (4) we can remark that the orthocomplement of the Kronecker factor of TxS is spanned by the finite linear combinations of product of functions f ⊗ g
It is enough then to show that the product f ⊗ g is a
Remarks. Similar results can be obtained for W W W − dynamical − system of power type α.
Capacity and W W W −dynamical−systems.
We recall a few things about capacities that one can find in [Z] for instance. Let λ be a real-valued, periodic, integrable, even, continuous function on the torus, T, such that lim Connected to these notions we introduce the following definition.
Definition 7. Let (X, B, µ, T ) be an ergodic dynamical system and U its restriction to the orthocomplement of the Kronecker factor. The γ-logarithmic capacity of U (resp. the α-capacity of U ) is defined as C ln γ (U ) (resp. C α (U ));
, resp.
, where σ is the maximal spectral type of U and ν and σ are probability measures.
The following lemma gives a characterization in L 2 of W eakW iener −W intnerf unction.
Lemma 1. Let (X, B, µ, T ) be an ergodic dynamical system and f a function in K ⊥ . The function f is a W eakW iener −W intnerf unction of logarithmic type α (resp. of power type α) if and only if sup
for all δ > 0.
Proof. The proof uses part of the method of theorem 3 in [K] . We sketch it in the logarithmic case. By periodicity of the functions on the torus one can use the interval (−1/2, 1/2] instead
and this shows that sup
For the reverse implication assuming that sup 2(1+α) and following the decomposition made in [K] (p.664), we just need to dominate
Writing σ f δ x {π/k + 1 ≤ |t| ≤ π/k} as s k − s k+1 where s k = σ f δ x {0 < |t| ≤ π/k} and using partial summation, we are left with controlling
Proposition 5. Let (X, B, µ, T ) be an ergodic dynamical system and f a function in K ⊥ .
(
Proof. We only prove the logarithmic case, the power case using a similar path. If f is a W eakW iener − W intnerf unction of logarithmic type α in L 2 then by the lemma we have
. Elementary computations shows that this implies
, for all 0 < β < 2(1 + α). This shows (1). Part (2) follows without difficulty from the lemma.
Theorem 6. Let (X, B, µ, T ) be an ergodic dynamical system. Let U be its restrictipon to
Proof. Again we only show the logarithmic part. The notion of support that we will use in the proof (and later) is meant in the measurable sense with respect to the maximal spectral type and not as the topological support. We assume that we have in K ⊥ a dense set of W eakW iener − W intnerf unction of logarithmic type α in L 2 . We want to show that there exists a W eakW iener − W intnerf unction of the same logarithmic type in L 2 that realizes the maximal spectral type of U . We know that there exists a function g ∈ K ⊥ that realizes the maximal spectral type. We can assume that g 2 = 1. Let us consider a sequence of W eakW iener − W intnerf unction functions f k of logarithmic type α in L 2 which converge to g. The union of the support of σ f k is equal to S the support of σ g . Furthermore by the proposition 5 for each k we have a constant C k that we can assume to be greater than 1, such that
has a spectral measure σ F whose support is equal to the union of the support of the measures 
is positive for all 0 < β < 2α.
3.3. An ergodic dynamical system which is a W W W − dynamical − system of logarithmic type −1/2 in L 2 but is not of power type β for all 0 < β < 1.
Theorem 7. There exists a weakly mixing system which is a W iener−W intner−dynamical− system of logarithmic type −1/2 in L 2 which is not of power type β for all 0 < β < 1.
Proof. The example is a Gauss dynamical system. We start by exhibiting a set P of Haussdorf measure zero but of positive logarithmic capacity. The starting point for the construction of such a set is standard (see [SZ] or [KS] ) . It consists of a symmetric Cantor type subset of [0,1) formed of points of the form
where the 0 < a k < 1 2 are the successive ratios of dissection of the intervals in three parts proportional to (a k , 1 − 2a k ,a k ) and the t k are 0 or 1. In [SZ] the following properties are shown;
a) The logarithmic capacity of P is positive if and only if the series
converges.
b) The α capacity of P is positive if and only if the series and thus diverges for all α. Hence we have C α (P ) = 0 for all 0 < α < 1 and C ln (P ) > 0 By Frostman's theorem (see [KS] for instance ) the Hausdorff dimension of P is also equal to zero as it is equal to the sup of those β for which C β (P ) > 0.
As the logarithmic capacity of P is positive there exists a positive continuous probability measure m concentrated on P (i.e. with support M a subset of P) such that
We can symmetrize the measure m to obtain a measure σ with a symmetric support Q. We normalize σ to make it a probability measure. As Q is a subset of P its α capacity is equal to zero for all 0 < α < 1 2 while its logarithmic capacity is positive.
The construction of the system (X, B, µ, T ) is classical. One considers the Gaussian stationary process generated by the measure σ (see [CFS] for more details). The maximal spectral type of this Gaussian system on the orthocomplement of the constant functions is
given by It remains to show that the logarithmic capacity of this system is positive. What we know so far is that C ln (P ) is positive . This implies that C ln (S) is also positive as S contains P.
But this does not say that the logarithmic capacity of T is positive. To be able to make such a statement we need to find a function F whose spectral measure σ F realizes the maximal spectral type and such that This shows that the logarithmic capacity of T is positive as e σ = σ F for some function F.
Remarks
Frostman 's theorem is used in [L] to produce an example of a weakly mixing dynamical system (a Gauss system ) which is not of power type α in L 2 for any 0 < α < 1. Our example is not of power type β in L 2 for any 0 < β < 1 but it is of logarithmic class α in 
