Abstract. It is shown that Weng's zeta functions associated with arbitrary semisimple algebraic groups defined over the rational number field and their maximal parabolic subgroups satisfy the functional equations.
the precise description of the centers for the functional equations (see (2.3) ), by which these zeta functions will become more accessible than before.
Since the proofs known so far for the Riemann hypothesis for Weng's zeta functions essentially use the functional equations, our result will be a first and important step toward a comprehensive proof of the general Riemann hypothesis. In fact, a weak version of the Riemann hypothesis for Weng's zeta functions is proved in arbitrary root systems by essential use of the functional equations in [7] . This paper is organized as follows. In Section 2, we give basic facts about root systems and state the main results. In Section 3, to explain the idea of the general proof, we demonstrate the proof of the functional equation in a simple example, which also explains the symbols used in the next sections. In Section 4, we show some statements about properties of Weyl groups and subsets of roots. The last section is devoted to the proof of the general functional equations.
Weng's zeta functions and their functional equations.
We first fix notation and summarize basic facts about root systems and Weyl groups. See [2, 3, 4] for the details. Let V be an r-dimensional real vector space equipped with an inner product ·, · . Let Φ ⊂ V be a root system of rank r and Δ = {α 1 ,... ,α r }, its fundamental system. Let α ∨ = 2α/ α, α be the coroot associated with α ∈ Φ. Let {λ 1 ,... ,λ r } be the fundamental weights satisfying α ∨ i ,λ j = δ ij . Let Φ + be the corresponding positive system of Φ and Φ − = −Φ + so that Φ = Φ + ∪ Φ − . Let
λ j (2.1) be the Weyl vector. Let ht α ∨ = ρ, α ∨ be the height of α ∨ .
Let W be the Weyl group generated by simple reflections σ j : V → V for all α j ∈ Δ. For w ∈ W , let l(w) = |Φ w | be the length of w, where Φ w = Φ + ∩ w −1 Φ − . Let w 0 be the longest element of W . Then we have w 2 0 = id, w 0 Δ = −Δ and w 0 Φ + = Φ − .
Let Aut(Φ) be the group of automorphisms of V which preserves Φ. Then W ⊂ Aut(Φ) and W is a normal subgroup of Aut(Φ). Let Γ be the Dynkin diagram of Φ and Aut(Γ), the group of automorphisms of Γ. We identify Aut(Γ) with a group of permutations of indices {1,... ,r}. We also regard Aut(Γ) ⊂ Aut(Φ) in a natural way. For ∈ Aut(Γ), we have Δ = Δ and Φ + = Φ + . In fact, by use of the simple transitivity of W on positive systems, it is easily shown that Aut(Φ) = Aut(Γ) W . Since −w 0 Δ = Δ, we have − id = 0 w 0 for some 0 ∈ Aut(Γ). We see that 2 0 = id. In the following, we fix p with 1 ≤ p ≤ r. Let Φ p be the root system normal to λ p . A fundamental system of Φ p is given by 
which are important quantities describing the critical lines of Weng's zeta functions. Note that
Following [15, 16] , we introduce Weng's zeta function associated with a semisimple algebraic group G of rank r defined over the rational number field Q and its maximal parabolic subgroup P . Let Φ be the root system of G, and p be the index for which a simple root α p ∈ Δ corresponds to P . Similarly we use the index q corresponding to another maximal parabolic subgroup Q. For the details of Weng's zeta functions, see [15, 16] and the references therein.
Let ξ(s) = π −s/2 Γ(s/2)ζ(s), where ζ is the Riemann zeta function. The poles of ξ(s) are simple and on s = 0, 1 with their residues being −1, 1 respectively. Moreover we have the functional equation
See [1, 5, 9] for the details of periods of Eisenstein series.
Then we have the explicit form of ω
is independent of the ordering of Δ p and is given by
.
From this proposition, we see that ω
is defined by multiplying the minimal numbers of ξ functions such that all the denominators are canceled. To describe the minimal ξ factor, we need the following:
Note that M p (k, h) = 0 for only finitely many pairs (k, h) and the infinite products in this theorem should be understood as finite products. Now we have the following functional equations for ξ
where ∈ Aut(Γ) with q = p.
From the view point of the classical symmetry s ↔ 1 − s, we arrive at the following normalization and functional equations, which immediately follow from Theorem 2.4.
where q ∈ Aut(Γ)p. In the cases of root systems of type A 1 , A 2 , A 3 , A 4 , C 2 and G 2 with arbitrary p, this conjecture was already confirmed in [6, 8, 10, 11, 12] .
Remark 2.8. In [7] , a weak version of Conjecture 2.7 is proved in arbitrary root systems. Furthermore in [7, Corollary 8.7 ], a case-by-case investigation shows that the maximum in the definition (2.9) is attained by the longest element w 0 , and hence we have
In particular,
Thus we obtain
are the degrees of the Weyl group W p (see [4] for the details).
Example.
To explain the idea and to clarify the roles of the symbols appearing in this paper, we give an example in the case of type A 2 (i.e. G = SL (3)) and p = 1.
Let Δ = {α 1 ,α 2 } be a fundamental system and Φ + = {α 1 ,α 2 ,α 1 + α 2 }, the corresponding positive system, and ρ = α 1 + α 2 . Let {λ 1 ,λ 2 } be the fundamental weights. The Weyl group is given by
where w 0 is the longest element. We have Φ 1+ = {α 2 } and the longest element w 1 = σ 2 of the Weyl group of Φ 1 .
From the above table, we obtain
By putting s 1 = s and taking the residue at s 2 = 0, we obtain
By multiplying the formal common ξ factor
we define
It can be directly checked that
where the term corresponding to w is exchanged for that corresponding to w 0 ww 1 . Note that 2ρ 1 = α 2 and
We have shown that Z 1 (s) satisfies the functional equation. It is, however, not Weng's zeta function because F 1 (s) is not the minimal ξ factor. To obtain Weng's zeta function, we need the minimal ξ factor such that all the true denominators are canceled in ω
where D 1 (s) = ξ(s + 2), which itself satisfies the functional equation
Due to the symmetries (3.6) and (3.9), we conclude that Weng's zeta function
satisfies the functional equation
Note that in (3.8), we see that ξ(2) = ξ(d 1 ), where d 1 = 2 is the degree of the Weyl group of type A 1 .
In general cases, this procedure works well and we prove the functional equations in the following sections in this strategy. As we remarked in the introduction, we see that the map ι : W → W defined by w → w 0 ww p plays an important role in (3.6); ι is an involution, namely ι 2 = id, and governs the functional equations at the level of the Weyl group.
Preliminaries.
In this section, we prove some statements about root systems which is used in the proof of the functional equations.
LEMMA 4.1. 
and
Combining (4.3) and (4.5), we have
(2) For w ∈ W and ∈ Aut(Γ) with q = p,
(2) It follows from Δ p = Δ q , Δ = Δ and Φ − = Φ − .
For w ∈ W and (k, h) ∈ Z 2 , let
We note that N p,w (k, h) = 0 for finite numbers of pairs (k, h) ∈ Z 2 and that for (k, h) ∈ Z 2 with k ≥ 1 or h ≥ 1,
Consider the character of the dual Lie algebra ignoring the Cartan subalgebra
for ν ∈ V , where
as usual. Then
Note that for ν ∈ V and w ∈ Aut(Φ),
by Lemma 4.1. Hence (4.13) by comparing the coefficients.
(2) Since for ∈ Aut(Φ) such that q = p,
we have (4.14). By comparing this with (4.11), we obtain (4.17).
(2) We have
which implies (4.18).
Proof of the functional equations.

Proof of Proposition 2.2. Put the coordinate
For w ∈ W , the corresponding term in (2.5) besides the exponential factor is calculated as
In order to put s p = s and take all the residues at s k = 0 for k = p in (5.3), first we consider the third factor of the last member of (5.3). For α k ∈ Φ w ∩ Δ p , we have
In the last factor, for α ∈ Φ w \ Δ p , we have
Thus we see that (5.5) is finite if λ p ,α ∨ = 0, due to ht α ∨ ≥ 2. Moreover it is also finite for appropriate s ∈ C if λ p ,α ∨ = 0.
We consider the second factor of the last member of (5.3). When s k = 0 for k = p and s p = s, we have
The first factor is calculated as
Hence from (5.4), (5.5), (5.6) and (5.7), we see that when we take all the residues, only the terms with Δ p ⊂ w −1 Δ ∪ Φ w survive and the others vanish. In the former cases, we obtain
,
which does not depend on the ordering of Δ p .
. If we put s p = s and take all the residues at s k = 0 for k = p in (2.5), we get 9) where in the last equality, we used the functional equation for ξ(s).
and define
Then we have the following proposition. 
To show this proposition, we need the explicit form of Z p (s; T ).
Proof. Since
we have 16) we arrive at (5.13).
Let
Then we have the local functional equations in the following sense. LEMMA 5.3. For w ∈ W and ∈ Aut(Γ) with q = p,
Proof. Fix w ∈ W . Then for a subset A ⊂ Φ with A = Δ or Φ − , we have w 0 A = −A and 
Proof of Proposition 5.1. For w ∈ W , we have by Lemma 4.1,
(5.28)
Hence using Proposition 5.2 and Lemma 5.3, we obtain
which implies the first equality of (5.12) by Lemma 4.2(1).
As for the second equality, we have by Lemmas 5.3 and 4.2(2),
From Proposition 5.2, we see that Z p (s; T ) has no ξ functions in the denominator of each term. In fact, it is too much multiplied; Z p (s; T ) can be factorized by some ξ functions and should be divided by them in order to obtain Weng's zeta function ξ 
we have the expression
) appears in the denominator of the term H p,w (s). Let δ(a) = a if a > 0, and δ(a) = 0 otherwise. In order to describe the minimal ξ factor that cancels all the denominators of ω
By use of the definition (5.10), we see
is the minimal ξ factor. Note that (2.9) is rewritten as
where q ∈ Aut(Γ)p.
(2) From Lemma 4.4(1), we have 
