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Abstract. We propose a method to investigate the adaptive and evolu-
tionary function of emotions and affective states – in our case, of ance-
stral fear - using Artificial Life and Evolutionary Robotics techniques. 
For this purpose, we developed a hybrid software-hadw re capable to 
train artificial neuroagents equipped with a sensory-motor apparatus in-
spired on the iCub humanoid robot features. We trained populations of 
these agents throughout a genetic algorithm to perform a well-known 
neuropsychological task adapted to study emotional phenomena. The 
robots learnt to discriminate stressful emotional conditions (coping with 
“dangerous” stimuli) and no-stress conditions. Varying the network 
structures, the experimental conditions and comparing the outcomes we 
were able to delineate a very initial snapshot of  behavioural and neural 
pre-requisite for emotional-based actions. On the other hand, we have 
to stress that the main contribution we brought is setting-up a metho-
dology to support future studies on emotions in natural and artificial 
agents. 
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1 Introduction 
 
The importance of studying emotions in animals for a deep comprehension of natu-
ral organisms’ behavior was denied for a long time. B haviourists and their experi-
mental paradigms tended to demonstrate that the desire  behavior of an animal could 
be obtained simply through conditioning, regardless of the emotional state expe-
rienced. The fear of anthropomorphizing the research on animals also led to a neglect 
of the evolutionary basis of the emotions, and their function itself was reduced to a 
cognitive need of labelling autonomic arousals [4].  
With the rising of the neuroscientific approach, the attention shifted more to the 
neural aspects of behavior, and in recent years, thanks to the latest tools designed to 
investigate the functional organization of the corti al and subcortical structures – such 
as EBS and neuroimaging – the similarity of the arousal mechanisms in humans and 
animals became more than evident. Unfortunately, the problem of studying emotions 
in animals mainly lies in the difficulty of measuring and detecting variables. The me-
thods used mostly incur into different kind of biases. In the case of the studies on the 
emotion of fear, for example, it is hard to isolate th  correct trigger event which 
aroused the rat, and the measured variation of responses may be due to other factors, 
like daily and individual fluctuations. Also, autonmic responses are often similar 
among totally different kind of emotions: fear and sexual activity share the increase of 
cortisol level and cardiac frequency. Despite these is ues, the research in the field of 
the neural basis of the emotions went far, and, thanks to the discover of the limbic 
system and of the central role of the amygdala, LeDoux in his late ‘90’s studies came 
up with the first model of the conditioned fear circuit in rats [7]. The importance of 
subcortical structures for the genesis of fear was also proved in humans [1]. Contem-
porary studies also showed that decorticated rats were still capable of expressing fear 
[5]. 
Another well-known problem concerns the definition and operalization of the emo-
tions themselves. Regarding our terminology of fear, affective states and emotion, we 
refer to Panksepp’s nest-layered model of the brain [11], [13, 14, 15, 16]. It states that 
we can distinguish three main structures inside the brain with different evolution le-
vels and a hierarchic localization; every region is able to generate a specific set of 
affective states different in order and complexity from the others. Hence he distin-
guished three kinds of emotional circuits: primary processes, placed subcortically, 
immediate and independent from cognition (just likeconditioned responses), second-
ary processes, which involve the limbic system, and tertiary processes, exclusively 
neocortical and only evidenced in humans, which include the subjective experience of 
complex emotions the way as we know it [13], [16]. The author, pursuing his will to 
investigate animal emotions, defines 7 types of proven primary processes whose cir-
cuits were found in rats: SEEKING, RAGE, LUST, FEAR, CARE, PANIC/GRIEF 
and PLAY. He uses capitalized letters to distinguish these basic emotional responses 
from the complex, cortical ones (tertiary processes) of which he has found no evi-
dence in other species than humans [16]. These primary circuits are the proof of the 
existence of affective states in animals, considered as evolutionary products able to 
improve the performance, the adaptiveness and the survivability of an agent. 
Though Panksepp’s and LeDoux’s models seem to rely on the totally genetic basis 
of the emotional responses, Panksepp himself has recently highlighted how important 
is to define what of an organism is genetic and what epigenetic [12]. For this purpose, 
he suggests the use of robotics and Artificial Life: using a computation model of the 
primary processes, the interactions of agents and environment can enlighten us about 
which role the evolution plays for the genesis of the complete experience of an emo-
tion.  
Meanwhile, studies involving artificial neural agents mainly focused on reproduc-
ing purely cognitive or motivation-driven behaviors a  well as at emphasizing the 
complex structure of the sensory-motor apparatus, while little or no attention was 
given to the analysis of the models of emotional and ffective states, with the excep-
tion of few preliminary works. Parisi et al., in fact, recently introduced a new kind of 
neuron in their networks whose activation threshold differs from the other “standard” 
units and able, when active, to directly communicate with the output layer and to gain 
priority of action, bypassing the hidden units’ computation. This immediate informa-
tion processing – which leads to action - is considere  of the same kind of the activa-
tion of natural organisms’ emotion circuits. As we mentioned before, in fact, these 
mechanisms are effective even in absence of cognitin, i.e. without the cortical influ-
ence. In their work, they proved that the presence of this particular neuron, which they 
called “emotion unit”, significantly improved the survivability and adaptiveness of the 
neural agents allowing them to efficiently escape from predators or correctly prioritiz-
ing between feeding or hiding [17].  
The authors of the mentioned preliminary study, however, do not provide a specifi-
cation of the notion of emotion they refer to, and therefore they do not specify which 
emotions can be investigated with this paradigm. In our Artificial Life study we inhe-
rit the concept of “emotion unit” to set up the basis of a software able to simulate the 
evolution of a population of artificial agents; these robots are trained to avoid self-
harming stimuli in order to spot the phylogenetic function of genetically evolved fear. 
We do not focus on the concept of expressing emotions, but our aim is to highlight the 
contribution that affective states bring to adaptation and survivability of artificial as 
well as natural agents in a given environment. We th refore refer to the above-
mentioned concept of FEAR for setting up our experim ntal condition: the simulated 
humanoid agents (based on the iCub robot structure[8], [19]) are subjected to a can-
cellation task and evolved to avoid a certain type of stimulus if a specific external 
input is given (the presence of a light) as it becomes dangerous (causes the termina-
tion of the robot’s lifecycle). Thus, following a distinction made by Canamero [21], 
our work can be framed into the ‘emergent approach’ to the study of emotions. 
 
 
2 Materials and methods 
 
2.1 The neuroagent 
 
The iCub humanoid robot is an artificial tool created to reproduce the cognitive and 
motor aspects of a 3-years old child. His dimensions are realistic: his height is 104 cm 
and weight is about 22 kg. His body has 53 d.o.f. of which 38 are placed in the upper 
part. His hands are extremely sophisticated and the head is provided with a visual 
system which allows him to follow and grasp target objects in his visual field  (Fig. 
1). The hardware comes up with an open-source development kit which allows to 
program and to transfer computer simulations on the physical robot to test it in a real 
environment. In order to perform the task described low, the neuroagents we used 
are provided with the same sensory-motor features, which grant them the ability to 
explore the visual scene, to discriminate the type of items presented and to point at 
selected targets. To simulate our artificial robots and neurocontroller, and to set up the 
experimental setting, we used a modified version of the software Evorobot*, devel-
oped by Nolfi and Gigliotta and described in [10]. This tool allows the user to simu-
late the behavior of big populations of robots in the specified environment conditions; 
besides, it is possible to evolve these neuroagents with the use of genetic algorithms, 
selecting throughout the evolution those with the better fitness and adaptiveness. This 
selection process can be carried out for hundreds of escending individuals. The plat-
form allows these simulations to be easily transferred on the real robot, placing itself 
as a hybrid software-hardware tool. 
 
The sensory-motor apparatus. The neuroagent’s visual system, as described above, 
allows the detection, identification and reaching of the targets in the experimental 
condition. In order to perform these actions, every artificial organism is equipped with 
a pan/tilt camera whose receptive area is a maximum of 350x350 pixels. The camera, 
moving his receptive field horizontally and vertically, allows the robot to detect the 
stimuli, which are distinguished according to their luminance. Also, the visual appara-
tus has a zoom, which represents a tool to better focus and analyse the presented sti-
muli on the visual scene, whose dimension is 400x40 pixels. The information per-
ceived by the camera is computed by an artificial retina composed of 49 neurons; 
each neuron is able to process a visual area of 25x25 pi els. 
The robot is also provided with a motor module which guides the action of selecting 
the targeted stimulus. 
 
The neural controller. The network we used has a typical three-layered structu e and 
every unit has a sigmoid activation function. The input layer is composed by 49 visual 
neurons and a special computational unit which allows the robot to avoid the danger-
ous stimuli. This unit, whose function and use have be n introduced and described in 
[17], has an activation function different than the others and, when its threshold is 
reached, gets the priority over the other actions and triggers the avoiding behavior of 
the harming type of stimuli. This particular neuron was defined “emotional unit”. The 
neural network hidden layer is provided with 20 hidden units, while the output layer 
consists of 4 different units: 2 motor neurons contr lling the pan/tilt camera move-
ments, a motor neuron controlling the magnification of the zoom and an actuator neu-
ron which triggers the action of selecting the targeted stimulus. The basic architecture 
we tested is a feedforward network, though in some experiments we added recurrence 
at the hidden layer. Also, in some conditions we added the motor efferences to the 
input layer. 
 
The adaptive algorithm. To establish the connection weights of the neural network 
we used a genetic algorithm that permits to evolve a population of neuroagents. In a 
given population of 100 agents, all robots start with random network weights and then 
they are repeatedly tested on the specified task; during this test set, every performance 
is recorded and evaluated in terms of fitness. The fitn ss function is a value that quan-
titatively estimates the behavior of an evolving robot in a given task (i.e.: exploration, 
targets discrimination, predator recognizing). The values of the fitness are compared 
and the best 20 robots will be selected to recreate a whole new population. Each of the 
selected robots will generate an offspring of 5 agents with a mutation rate of the con-
nection weights and biases of 2%.These new generation robots will constitute a new 
population and will be tested on the same tasks; their fitness will be compared and 
they will undergo the same cycle of selection. This Darwinian process is iterated for 
1000 generations. 
 
 
2.2 The task and the experimental setting 
 
To induce and evaluate the conditioned fear, we built up an experimental setting in 
which the robot had to perform a well-known neuropsychological test, the cancella-
tion task. The cancellation task is a widely used test and generally consists of asking 
the subjects to mark with a sign (e.g. using a pen or a finger) random positioned sti-
muli on a sheet; stimuli can be of different in shape (e.g. dots, circles, lines), colour or 
quantity and the indications may vary according to the specific aim of the test. Sub-
jects can be asked to mark all the stimuli, only those in a specific position or just a 
part of them. This task, performed by human beings, is generally used for the diagno-
sis and discrimination of several kinds of spatial exploration and attentional deficits. 
In our experiments, the visual scene contains randomly scattered dots of two different 
colours: 50% are light red (high luminance stimuli) and 50% dark red (low luminance 
stimuli).  
 
 
Fig.1. Schematic representation of the experimental setting 
 
The number of stimuli presented changed for each trial and could vary among 2, 4, 8 
or 16. When a stimulus is touched by the robot, it is cancelled from the visual scene. 
The neuroagents’ performance is based on the number of cancelled stimuli; in half of 
the trials, however, light red stimuli become aversive and then caused the robot’s end 
of life for the specific trial. The total number ofpossible trials combinations is there-
fore 8 (4 for each condition). The change of condition is signaled by an external input 
(in our case, the lighting of a lamp); an example of the condition can be found in 
Fig.1. The artificial agents were evolved to distinguish between the two conditions 
and to select/cancel all stimuli in absence of the input (no-stress condition), and only 
dark red targets in the other case (stressful conditi ). 
 
 
3Experiments 
 
3.1Determining the fitness function 
 
We carried out three main preliminary experiments i order to set up a stable envi-
ronment for our platform. In the first experiment, our aim was to determine which of 
the used fitness functions allowed the neuroagents to reach the best performance to 
the task. The architecture tested in this experiment was exclusively feedforward. We 
compared the performance to the task of two groups f simulated robots:  
 
Fig.2Boxplots comparing the performances of robots for each fitness function 
 
one equipped with a fitness function which incremented with the robot’s exploration 
ability along with his performance (number of correct targets cancelled), and the 
second equipped with a function which incremented only for the performance. We 
evolved 10 different populations of robots for each group. In this training set, every 
population was evolved for 1000 generations, and every generation was tested on 20 
trials, of which half in the stressful condition and the other half in the no-stress condi-
tion. For each trial, the robot could move its artificial eye for 1000 steps, at the end of 
which, the trial was considered finished; if a “dangerous” stimulus was cancelled 
during the stressful condition, the trial was terminated immediately. The 10most 
evolved robots (i.e. with the highest fitness value) for each group, for a total of 20 
individuals, was then subjected to a test set of 1000 trials, and their performances 
were compared. The results showed that the highest number of correct stimuli were 
cancelled by the robots of the second group: the robots who were evolved exclusively 
for their ability to cancel, scored higher than theothers, as shown in Fig.2. In particu-
lar, in the last trial of the stressful condition the significance was p=0,000183 scored 
with the Mann-Whitney U test.  
 
 
3.2Balancing the activation of the actuator 
 
While analyzing the activation data of the networks’ neurons, we noticed that the 
actuator unit (which triggered the movement of selecting and therefore cancelling 
stimuli) had an unexpected longer activity in terms of teps; in other words, the num-
ber of times the unit was active did not match with the number of the stimuli can-
celled by the robots. This meant that the neuroagents, specially in the no-stress con-
dition, tended to cancel target items as well as empty areas on the visual scene; this 
technique, in fact, allowed them to reach a higher performance. In order to punish the 
emergence of this sub-optimal behavior, we decided to dramatically reduce the 
amount of the robots’ available steps in a trial in case they cancelled an empty area. 
We built up two experimental conditions: in the first one, if the actuator unit was 
active on an empty area, the robot’s lifecycle was reduced of 250 steps, in the second 
one, the lifecycle was reduced of 1000 (the trial ws terminated). The neural architec-
ture used was exclusively feedforward and the fitness function incremented along 
with the only performance, according to the results of Experiment 1.For both condi-
tions, we evolved for the training set 10 populations f robots for 1000 generations on 
20 trials each. After the evolution, the best 10 individuals for each condition was 
tested on a set of 1000 trials, and results are showed in figure. There was a significant 
evidence that the robots within the first group (which were punished with a reduction 
of only 250 steps) had a better performance than the second group in the no-stress 
condition (respectively p=0,000999, p=0,000502, p=0,00 245, p=0,000187 for the 2, 
4, 8, 16 target no-stress trials). Results are showed in Fig.3. 
 
 
3.3 Comparing architectures 
 
Once all the other variables were settled, it was needed to establish which of the neur-
al architectures best fitted with our “emotional” task. In this last experiment, we com-
pared the performances of four different networks: I) a feedforward architecture; II) 
an architecture with motor efferences; III) a recurrent network; IV) a recurrent net-
work with motor efferences. The fitness was evaluated on the number of correct tar-
gets cancelled and if the actuator selected an empty area the trial steps were reduced 
of 250, in concordance with the results of the first and second experiment. 
According to Panksepp’s model, as described above, primary and secondary 
processes arise from the most ancient parts of the brain and thus without involving the 
cortex; these affective states stems from the brainstem and proceed through the limbic 
system, and do not need cognition or higher processing to be generated. Both recur-
rent architectures and networks provided with motor efferences have a high level 
 
Fig.3. Boxplots comparing the performances of robots in the no-stress condition punished 
with a reduction of 250 or 1000 steps in case of cancellation of an empty area 
 
of information encoding and a memory of the movements i  the previous steps. 
These additional connections, when active, require more time for the computation of a 
single step and the detection of dangerous targets could be delayed; for this reason, 
we expect the simplest circuit, the feedforward network, to show better reaction and 
to have a better performance than all the others. 
We trained 10 populations of robots for each archite ture for 1000 generations, 
each lasting 20 trials. The 10 best individuals for each population– a total of 40 indi-
viduals - were tested on 1000 trials and their performances in terms of fitness were 
compared. The Mann Whitney U test showed no significant difference among them (p 
>0.05). 
Fig.4. Comparison of the performances of  the best robot for each architecture 
 
We conducted further analyses extracting the single best among the best 10 individu-
als of each group, which we will call BestI, BestII, BestIII and BestIV for the respec-
tive architectures. We left them free to move for 1000 trials without any steps reduc-
tion and then compared their performance on correct targets, wrong targets and empty 
areas cancelled. 
Graphics show that the better performance was reached by BestI and the difference 
is highly significant (Fig.4). 
 
 
4 Summary and direction for future researches 
 
We described a method to investigate the adaptive function of ancestral fear and 
trained artificial simulated humanoid agents to discriminate stressful and no-stress 
conditions in order to organize an efficient behavior and maximize their survivability.  
Our platform allows a rapid porting of the simulations on the physical robot iCub and 
therefore classifies as a hybrid software-hardware system. 
Our preliminary results showed the efficiency of the simplest among the 4 tested 
neural architectures, confirming the importance of a rapid encoding of information for 
a better performance and adaptability to a given enviro ment. Emotions and affective 
states provide natural agents with this literally immediate processing and reaction as 
soon as - like in our case - a danger is perceived, an  therefore we feel like giving a 
contribution in favor of the theses on the phylogenetic importance of emotions. Re-
garding our artificial neuroagents, still much must be discovered about the true rea-
sons lying behind their performance, and only a qualitative analysis of their behavior 
and movements, as well as their use of the zoom function, will reveal the difference 
among the results.  
Other open questions regard the possibility of cutting he connections of the net-
work with the emotion unit to watch the behavioral change of the best individuals 
tested. Would this result in a reversal of the obtained results? Or would the propor-
tions be maintained?  
The aim of future researches will include the replication of a standard experiment 
setting with various kinds of tasks which can be excuted by both natural and artifi-
cial agents in order to compare their performances and to validate our network struc-
ture based on the described models of emotions. 
Regarding the experimental paradigm, apart from our theoretical perspective, our 
tool constitutes a robotic model of the human cancellation task and its future imple-
mentation could include the reproduction of different neuropsychological phenomena.  
Finally, FEAR is not the only primary process listed by Panksepp, and further si-
mulations including different paradigms based on the other 6 primary emotions will 
shed light on whether the centrality of immediate processing is confirmed for all these 
basic affective reactions or not. 
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