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Abstract
We study a variational model for the quasistatic growth of cracks with fractional di-
mension in brittle materials. We give a minimal set of properties of the collection of
admissible cracks which ensure the existence of a quasistatic evolution. Both the an-
tiplane and the planar cases are treated.
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1. Introduction
The current models of linearly elastic fracture mechanics are based on Griffith’s en-
ergy criterion [12]. Crack growth is the competition between the elastic energy released
when the crack grows and the energy spent to produce new crack. In the standard case
of planar elasticity it is tacitly assumed that cracks open along one-dimensional sets K
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in the reference configuration Ω ⊂ R2 , so that it is natural to assume that the energy
spent to produce a crack K is proportional to its one-dimensional Hausdorff measure
H1(K) . The elastic energy stored in the uncracked region is given by
EC(u,K) :=
1
2
ˆ
Ω\K
C(x)Eu(x):Eu(x) dx,
where C(x) is the elasticity tensor, Eu is the symmetrized gradient of the displacement
u : Ω \K → R2 , and : denotes the scalar product of 2×2 matrices.
In [11] Francfort and Marigo introduced a quasistatic variational model based on
these ideas (we refer the reader to [5] for a general review on the variational approach
to fracture mechanics). A time-dependent boundary datum w(t, x) is prescribed on a
sufficiently regular portion ∂DΩ of the boundary ∂Ω . In the discrete-time formulation,
for every integer n > 1 one divides the time interval [0, T ] by n + 1 subdivision points
0 = t0n < t
1
n < · · · < t
n
n = T . Assuming for simplicity that the proportionality constant in
the crack energy is equal to 1 , the solution (uin,K
i
n) at time t
i
n is obtained inductively
by minimizing the functional
EtotC (u,K) := EC(u,K) +H
1(K), (1.1)
among all pairs (u,K) such that K ⊃ Ki−1n , u is sufficiently smooth in Ω \ K , and
u = w(tin) on ∂DΩ \K .
To implement this minimization scheme it is important to fix the class K of admis-
sible cracks K that we consider and to make precise the notion of smoothness for u on
Ω\K (see, e.g., Definitions 2.2 and 6.1). The existence of solutions to these problems has
been obtained in [10] for the antiplane case and in [6] for the planar case, assuming that
K is the set of all compact subsets of Ω with an a priori uniform bound on the number
of connected components. This assumption is crucial to obtain the lower semicontinuity
of H1(K) with respect to the Hausdorff distance (see Definition 2.1).
In many brittle materials the assumption that H1(K) < +∞ , though useful from
the mathematical point of view, is not physically justified, see [1, 2, 3, 4, 17, 20].
Our aim in this paper is to extend the results in [6, 10] to the case where the collec-
tion K of admissible cracks is composed of α -dimensional sets, for some α ∈ (1, 2) . We
shall see that in this case we cannot take as K the collection of all compact subsets of
Ω with a uniform bound on the number of connected components. The purpose of this
paper is to determine which further properties of K are needed to obtain the results for
α -dimensional cracks.
In the discrete-time formulation, the minimum problem (1.1) is replaced by the min-
imum problem for
EtotC (u,K) := EC(u,K) +H
α(K) (1.2)
among all pairs (u,K) such that K ∈ K , K ⊃ Ki−1n , u is sufficiently smooth in Ω \K ,
and u = w(tin) on ∂DΩ \K .
The first difficulty is that Hα is not lower semicontinuous with respect to the Haus-
dorff metric for α ∈ (1, 2) , even though K is the collection of all the connected compact
subsets os Ω . An immediate counterexample is given by the approximation of an α -
dimensional connected fractal set K by polygonal pre-fractals Kn : in fact, Hα(Kn) = 0
for all n , while Hα(K) > 0 .
To solve the minimum problem for the energy (1.2), we assume that the collection K
of admissible cracks satisfies the following properties:
(1) (compactness) K is compact for the Hausdorff metric;
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(2) (lower semicontinuity) Hα is lower semicontinuous on K with respect to the Haus-
dorff metric.
These properties allow us to tackle the minimum problem (1.2) by the direct method of
the calculus of variations (see Proposition 5.1).
To prove the existence of a quasistatic evolution based on the incremental minimum
problems for (1.2), we introduce the piecewise constant interpolants (un(t),Kn(t)) de-
fined by
un(t) := u
i
n, Kn(t) := K
i
n, for t ∈ [t
i
n, t
i+1
n ) .
As in [10] we can apply a version of Helly’s Theorem and obtain, for a subsequence
independent of t and not relabeled, that Kn(t) converges in the Hausdorff metric to a set
K(t) ∈ K . Moreover, there exists a function u(t) such that, for a suitable subsequence
(possibly depending on t), the functions Eun(t) converge to Eu(t) weakly in L2 . As in
[6, 10], the following property is crucial for the proof of the strong convergence and of
the fact that u(t) minimizes EC(u,K(t)) among all sufficiently smooth functions u on
Ω \K(t) such that u = w(t) on ∂DΩ \K(t) :
(3) (connectedness property) there exists m > 1 such that every element of K has at
most m connected components.
Indeed, this property is the most important hypothesis to obtain the approximation
result contained in Lemma 4.2.
Besides the minimality of u(t) for EC(·,K(t)) , we want to prove also that the follow-
ing stability condition holds:
EtotC (u(t),K(t)) 6 E
tot
C (uˆ, Kˆ),
for every Kˆ ∈ K with Kˆ ⊃ K(t) and for every sufficiently smooth function uˆ on Ω \ Kˆ
such that uˆ = w(t) on ∂DΩ\ Kˆ . To prove this inequality we need an additional property
of K :
(4) (extension property) given Hn, H,K ∈ K such that Hn → H ⊂ K in the Hausdorff
metric, then there exists a sequence Kn ∈ K such that Kn → K in the Hausdorff
metric, Kn ⊃ Hn for all n , and
lim sup
n→∞
Hα(Kn \Hn) 6 H
α(K \H).
Assuming (1)-(4), our main result (Theorem 6.4) is the existence, under suitable
assumptions on the initial and boundary conditions, of a quasistatic evolution t 7→
(u(t),K(t)) satisfying the following properties:
(a) (irreversibility) K(s) ⊂ K(t) for 0 6 s 6 t 6 T ;
(b) (global stability) for 0 6 t 6 T we have K(t) ∈ K , u(t) is sufficiently smooth on
Ω \K(t) , u(t) = w(t) on ∂DΩ \K(t) , and EtotC (u(t),K(t)) 6 E
tot
C
(uˆ, Kˆ) for all Kˆ ∈ K
with Kˆ ⊃ K(t) and for all uˆ sufficiently smooth on Ω \ Kˆ and with uˆ = w(t) on
∂DΩ \ Kˆ ;
(c) (energy balance) t 7→ Etot
C
(u(t),K(t)) is absolutely continuous on [0, T ] , and
d
dt
EtotC (w(t),K(t)) =
ˆ
Ω\K(t)
C(x)Eu(t, x):Ew˙(t, x) dx for a.e. t ∈ [0, T ],
where w˙ is the partial derivative of w with respect to time.
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This notion of quasistatic evolution falls within the general variational framework
for rate-independent systems developed in [14]. It is clear that the solution strongly
depends on the choice of the collection K , which encodes the (possibly fractal) geometry
of all possible cracks for the brittle material considered.
Similar problems where all sets K ∈ K are contained in a single compact set Σ ⊂ Ω
with Hα(Σ) < +∞ have been studied in [18] with a more direct approach. They can
easily provide examples of collections K satisfying (1)-(4). Section 3 of the present paper
is devoted to constructing an example of a collection K satisfying (1)-(4), which is also
invariant under rotations. The difficulties encountered in this construction show that,
unlike for α = 1 , it seems that there is no “canonical” collection K of α -dimensional
compact sets when α ∈ (1, 2) . The actual choice of K in the fracture model will depend
on the physical properties of the brittle material.
In the first part of the paper we present in detail the results for the antiplane case,
where the displacement u is scalar-valued and the energy depends on the gradient ∇u
of u . In this case, the results are proved for a more general class of energies which
are not necessarily quadratic (see Definition 2.3). In Section 6 we outline the main
differences in the case of planar elasticity, which can be treated using the approximation
result proved in [6].
2. Preliminaries and main result in the scalar case
Let Ω ⊂ R2 be a bounded connected open set with Lipschitz boundary ∂Ω . Let
∂NΩ be a fixed (possibly empty) closed subset of ∂Ω with a finite number of connected
components, and let ∂DΩ := ∂Ω \ ∂NΩ . Notice that ∂DΩ is a relatively open set with a
finite number of connected components.
Definition 2.1. The Hausdorff distance between two non-empty compact sets K1,K2 ⊂
Ω is defined by
dH(K1,K2) := max
{
max
x∈K1
dist(x,K2), max
x∈K2
dist(x,K1)
}
.
Given a sequence Kn of non-empty compact subsets of Ω and a non-empty compact set
K ⊂ Ω , we say that Kn converges to K in the Hausdorff metric if dH(Kn,K)→ 0 .
Here and in the sequel we consider a summability exponent 1 < p 6 2 .
Definition 2.2 (Deny-Lions space). Given an open subset U of Ω , the Deny-Lions space
is defined by
L1,p(U) := {u ∈ Lploc(U) : ∇u ∈ L
p(U ;R2)},
where ∇u denotes the gradient of u in the sense of distributions.
It is known that L1,p(U) coincides with the usual Sobolev space W 1,p(U) if ∂U is
Lipschitz [13, Sect. 1.1.11]. More precisely, if ∂U is Lipschitz near a point x ∈ ∂U and
U lies locally on one side of ∂U , then there exists an open neighborhood V of x such
that u ∈W 1,p(U ∩V ) . This allows us to define the trace of a function u ∈ L1,p(U) on the
locally Lipschitz part of the boundary ∂U .
We now introduce the (possibly nonquadratic) energy in the scalar case. Let f : Ω×R2
→ [0,+∞) be a function with the following properties:
for every ξ ∈ R2, f(·, ξ) is measurable in Ω; (2.1a)
for a.e. x ∈ Ω, f(x, ·) is of class C1 and strictly convex in R2. (2.1b)
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We assume that there exist constants 0 < c 6 C < +∞ and functions a ∈ L1(Ω) and
b ∈ Lq(Ω) , 1/p+ 1/q = 1 , such that
c|ξ|p − a(x) 6 f(x, ξ) 6 C|ξ|p + a(x) for every x ∈ Ω , ξ ∈ R2 . (2.1c)
|∂ξf(x, ξ)| 6 C|ξ|
p−1 + b(x) for every x ∈ Ω , ξ ∈ R2 , (2.1d)
where ∂ξf denotes the partial gradient with respect to ξ .
Definition 2.3 (Bulk energy and admissible displacements). Let K be a compact subset
of Ω . For every u ∈ L1,p(Ω \K) , the bulk energy we will consider is defined by
Ef (u,K) :=
ˆ
Ω\K
f(x,∇u) dx
Given w ∈ W 1,p(Ω) , the set of admissible displacements determined by w and K is
defined by
A(w,K) := {u ∈ L1,p(Ω \K), u = w on ∂DΩ \K},
where the equality on ∂DΩ \K is in the sense of traces.
Remark 2.4. By properties (2.1), the direct method of the calculus of variations im-
plies that the functional Ef (·,K) has a minimizer in A(w,K) and, by (2.1b), any two
minimizers have the same gradient.
We fix once and for all α ∈ (1, 2) . In our model, we assume that the energy dissipated
by a crack K (compact subset of Ω) is given by Hα(K) . It is convenient to introduce the
total energy
Etotf (u,K) := Ef (u,K) +H
α(K). (2.2)
The following definition collects the properties of the collections of admissible cracks
we are going to consider.
Definition 2.5 (Admissible cracks). Let K be a collection of compact subsets of Ω . We
say that K is α -admissible if the following properties hold:
(1) (compactness) K is compact for the Hausdorff metric;
(2) (lower semicontinuity) Hα is lower semicontinuous on K with respect to the Haus-
dorff metric, i.e., Hα(K) 6 lim inf
n→∞
Hα(Kn) whenever Kn → K in the Hausdorff
metric;
(3) (connectedness property) there exists m > 1 such that every element of K has at
most m connected components;
(4) (extension property) given Hn, H,K ∈ K such that Hn → H in the Hausdorff metric
and H ⊂ K , then there exists a sequence Kn in K such that Kn → K in the
Hausdorff metric, Kn ⊃ Hn for all n , and
lim sup
n→∞
Hα(Kn \Hn) 6 H
α(K \H). (2.3)
Let us fix T > 0 . We are now ready to give the definition of quasistatic evolution
corresponding to a time-dependent boundary datum w ∈ AC([0, T ];W 1,p(Ω)) on ∂DΩ .
Definition 2.6 (Quasistatic evolution). Let f satisfy (2.1), let w ∈ AC([0, 1];W 1,p(Ω)) ,
and let K be an α -admissible collection of compact subsets of Ω . An irreversible qua-
sistatic evolution of minimum energy configurations for Etotf corresponding to these data
is a function t 7→ (u(t),K(t)) satisfying the following conditions:
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(a) (irreversibility) K(s) ⊂ K(t) for 0 6 s 6 t 6 T ;
(b) (global stability) for 0 6 t 6 T we have K(t) ∈ K , Hα(K(t)) < +∞ , u(t) ∈
A(w(t),K(t)) , and Etotf (u(t),K(t)) 6 E
tot
f (uˆ, Kˆ) for all Kˆ ∈ K with Kˆ ⊃ K(t) and
for all uˆ ∈ A(w(t), Kˆ) ;
(c) (energy balance) t 7→ Etotf (u(t),K(t)) is absolutely continuous on [0, T ] and
d
dt
Etotf (w(t),K(t)) = 〈∂ξf(x,∇u(t)1Ω\K(t)),∇w˙(t)〉 for a.e. t ∈ [0, T ].
Here and in the rest of the paper 〈·, ·〉 denotes the duality product between Lq and
Lp . For every set A ⊂ R2 the characteristic function 1A is defined by 1A(x) = 1 if x ∈ A
and 1A(x) = 0 if x /∈ A . If v is a function defined on A , the product v1A denotes the
extension of v to zero outside of A .
The following theorem establishes an existence result for a quasistatic evolution for
the energy Etotf .
Theorem 2.7. Let f , w , and K be as in Definition 2.6, let K0 ∈ K with H
α(K0) < +∞ ,
and let u0 ∈ A(w(0),K0) . Assume that
Etotf (u0,K0) 6 E
tot
f (uˆ, Kˆ) for all Kˆ ∈ K with Kˆ ⊃ K0 and for all uˆ ∈ A(w(0), Kˆ) .
Then there exists an irreversible quasistatic evolution t 7→ (u(t),K(t)) for Etotf such that
K(0) = K0 and u(0) = u0 .
3. Examples of α -admissible collections of compact sets
In this section we construct a class of α -admissible compact subsets of Ω which are
not contained in a prescribed crack path. As a matter of fact, the class K that we are
going to construct will be invariant under rotations.
We fix a simple curve with Hausdorff dimension α ∈ (1, 2) represented as the im-
age of an injective 1/α -Hölder continuous function γ . To be precise, we assume that
γ : [0, ℓ]→ R2 is continuous, that γ(0) = 0 , that
cγ |s1 − s2|
1/α
6 |γ(s1)− γ(s2)| 6 Cγ |s1 − s2|
1/α for all s1, s2 ∈ [0, ℓ] (3.1)
for suitable constants Cγ > cγ > 0 , and that
Hα(γ[s1, s2]) = s2 − s1 for 0 6 s1 6 s2 6 ℓ. (3.2)
Here and henceforth we use the notation γ[s1, s2] := {γ(s) : s1 6 s 6 s2} .
A well-known example is given by the von Koch curve, for which the constants cγ
and Cγ are explicitly computed in [16].
Definition 3.1. Let γ : [0, ℓ]→ R2 be a continuous function satisfying (3.1) and (3.2). We
define K(γ) as the collection of all sets K of the form
K = (ψ +Rγ)[0, a], (3.3)
where a ∈ [0, ℓ] , R is an orthogonal matrix, and ψ : [0, ℓ] → R2 is a Lipschitz function
with Lipschitz constant L := 12cγℓ
−1+1/α such that ψ(0) = 0 .
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Remark 3.2. By the triangle inequality and the specific value of the Lipschitz constant
L , the functions ψ +Rγ used in the definition of the class K(γ) satisfy
|(ψ +Rγ)(s1)− (ψ +Rγ)(s2)| >
cγ
2
|s1 − s2|
1/α for all s1, s2 ∈ [0, ℓ] , (3.4)
which, in particular, implies injectivity.
Proposition 3.3. Let γ : [0, ℓ]→ R2 be a function satisfying (3.1) and (3.2), with γ(0) =
0 . Then the collection K(γ) is α -admissible.
To prove Proposition 3.3 the following lemma is required. It shows that adding a
Lipschitz function to γ does not change the Hausdorff measure of the image, thus pre-
serving condition (3.2).
Lemma 3.4. Let γ , ψ , and R be as in Definition 3.1. Then
Hα((ψ +Rγ)[s1, s2]) = s2 − s1 (3.5)
for every 0 6 s1 6 s2 6 ℓ .
Proof. Since Hα(γ[s1, s2]) = Hα(Rγ[s1, s2]) and Rγ still satisfies (3.1) and (3.2), it is not
restrictive to assume R = I .
Let us fix 0 6 s1 6 s2 6 ℓ . We will start by proving that
Hα((ψ + γ)[s1, s2]) 6 H
α(γ[s1, s2]) (3.6)
Let ε > 0 , δ > 0 . By definition of the Hausdorff measure, there exists a sequence
Ai of subsets of R2 such that γ[s1, s2] ⊆ ∪∞i=1Ai , δi := diamAi < δ , and
∑∞
i=1 ωαδ
α
i <
Hα(γ[s1, s2]) + ε , where ωα is the usual constant for the α -dimensional Hausdorff mea-
sure.
Define the set Si := {s ∈ [0, ℓ] : γ(s) ∈ Ai} . By (3.1) it is easy to see that diamSi 6
δαi /c
α
γ , hence σi := diamψ(Si) 6 Lδ
α
i /c
α
γ , which implies that
∑∞
i=1 ωασi < L(H
α(γ[s1, s2])
+ ε)/cαγ , where L is as in Definition 3.1.
Consider now Aˆi := Ai + ψ(Si) . It is immediate to show that Aˆi is a covering for
(ψ + γ)[s1, s2] , and that diam Aˆi < δˆ , where δˆ → 0 as δ → 0 . Indeed, diam Aˆi 6 δi + σi 6
δi + Lδ
α
i /c
α
γ < δ + Lδ
α/cαγ =: δˆ .
Using the convexity of the function t 7→ tα and the estimates for σi and
∑∞
i=1 σi , for
0 < η < 1 we get∑
i∈I
ωα(diam Aˆi)
α
6
∑
i∈I
ωα(δi + σi)
α
6
ωα
(1 − η)α−1
∑
i∈I
δαi +
ωα
ηα−1
∑
i∈I
σα−1i σi
6(Hα(γ[s1, s2]) + ε)
(
1
(1− η)α−1
+
δα(α−1)Lα
ηα−1cα2γ
)
.
By sending first δ → 0 and then ε, η → 0 and using the definition of Hausdorff measure,
we obtain (3.6).
To prove the opposite inequality, we note that the function ψ + γ satisfies (3.4),
which has the same structure as (3.1) with cγ replaced by cγ/2 . Hence, we can apply
the previous argument with γ replaced by ψ + γ and ψ replaced by −ψ and we obtain
Hα(γ[s1, s2]) 6 H
α((ψ+γ)[s1, s2]) . Together with (3.6) this gives Hα(γ[s1, s2]) = Hα((ψ+
γ)[s1, s2]) . The conclusion follows from (3.2).
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Proof of Proposition 3.3. We have to show that K(γ) satisfies properties (1)-(4) in Defi-
nition 2.5. To prove the compactness property (1), let us fix a sequence Kn in K(γ) . By
(3.3) there exist a sequence ψn of Lipschitz functions with constant L , a sequence Rn
of orthogonal matrices, and a sequence an in [0, ℓ] such that Kn = (ψn + Rnγ)[0, an] .
By Arzelà-Ascoli Theorem, passing to a subsequence, we may assume that ψn → ψ uni-
formly, Rn → R , and an → a , where ψ is a Lipschitz function with constant L , R is
an orthogonal matrix, and a ∈ [0, ℓ] . Thus Kn → K := (ψ + Rγ)[0, a] ∈ K(γ) in the
Hausdorff metric.
Let us prove the lower semicontinuity property (2). Let Kn → K in the Hausdorff
metric with Kn,K ∈ K(γ) . We have to prove that
Hα(K) 6 lim
n→∞
Hα(Kn), (3.7)
assuming that the limit exists. By (3.3) we have Kn = (ψn+Rnγ)[0, an] with ψn , Rn , an
as in the previous step. As in the proof of property (1) we have that K = (ψ +Rγ)[0, a] ,
where ψ is a suitable Lipschitz function with constant L , R is a suitable orthogonal
matrix, and a is the limit of a suitable subsequence of an . By Lemma 3.4 we have
Hα(Kn) = an and Hα(K) = a . This concludes the proof of (3.7).
Property (3) about connectedness, with m = 1 , follows immediately from the conti-
nuity of γ and ψ .
To prove the extension property (4), we fix Hn, H,K ∈ K(γ) such that Hn → H in
the Hausdorff metric and H ⊂ K . By (3.3) there exist φn, φ, ψ Lipschitz functions with
constant L , Rn, R, S orthogonal matrices, and an, a, b ∈ [0, ℓ] such that φn(0) = φ(0) =
ψ(0) = 0 , Hn = (φn + Rnγ)[0, an] , H = (φ + Rγ)[0, a] , and K = (ψ + Sγ)[0, b] . From
Lemma 3.4, it follows that Hα(H) = a and Hα(K) = b . Since H ⊂ K , we conclude that
a 6 b .
Let us prove that S = R . Notice that (φ + Rγ)[0, s] ⊂ (φ + Rγ)[0, a] = H ⊂ K for
every s ∈ [0, a] . Now, the set (φ+Rγ)[0, s] is connected (since it is the continuous image
of a connected set), contains 0 , and satisfies Hα((φ + Rγ)[0, s]) = s by Lemma 3.4. By
Lemma 3.5 below, it follows that (φ + Rγ)[0, s] = (ψ + Sγ)[0, s] for all s ∈ [0, a] . Let us
prove now that this implies
(φ +Rγ)(s) = (ψ + Sγ)(s) for all s ∈ [0, a] . (3.8)
Suppose, by contradiction, that there esists s0 ∈ [0, a] such that φ(s0)+Rγ(s0) 6= ψ(s0)+
Sγ(s0) . Since φ(s0) + Rγ(s0) ∈ (φ + Rγ)[0, s0] = (ψ + Sγ)[0, s0] , there exists s1 ∈ [0, s0)
such that φ(s0) + Rγ(s0) = ψ(s1) + Sγ(s1) . On the other hand, since ψ(s1) + Sγ(s1) ∈
(ψ + Sγ)[0, s1] = (φ + Rγ)[0, s1] , there exists s2 ∈ [0, s1] such that φ(s2) + Rγ(s2) =
ψ(s1)+Sγ(s1) = φ(s0)+Rγ(s0) . Since s2 6 s1 < s0 , this violates the injectivity condition
(3.4). This contradiction proves (3.8).
By applying S−1 to both sides of (3.8), we deduce that for every s ∈ [0, a] we have
S−1φ(s) + S−1Rγ(s) = S−1ψ(s) + γ(s) , which implies
S−1(φ(s)− ψ(s)) = (I − S−1R)γ(s).
Since R and S are orthogonal matrices, if I − S−1R 6= 0 , then it is an invertible matrix
and we deduce γ(s) = (I − S−1R)−1S−1(φ(s) − ψ(s)) for every s ∈ [0, a] . This is im-
possible, since the right-hand side is Lipschitz continuous, while γ cannot be Lipschitz
continuous in [0, a] because of (3.1). Therefore, it must be S = R . It follows immedi-
ately from (3.8) that φ = ψ on [0, a] . The same argument shows also that R and a are
uniquely determined by H , and so is φ on [0, a] .
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By Arzelà-Ascoli Theorem, up to a subsequence, we have that φn → φˆ uniformly,
Rn → Rˆ , and an → aˆ , where φˆ is a Lipschitz function with φˆ(0) = 0 and Lipschitz
constant L , Rˆ is an orthogonal matrix, and aˆ ∈ [0, 1] . Since Hn → H in the Hausdorff
metric, we have that H = (φˆ + Rˆγ)[0, aˆ] . By uniqueness, Rˆ = R , aˆ = a , and φˆ = φ
on [0, a] . As the limit does not depend on the subsequence, we conclude that the full
sequence (Rn, an) converges to (R, a) and φn|[0,an] → φ|[0,a] uniformly.
We now define
ψn(s) :=
{
φn(s) 0 6 s 6 an,
ψ(s) + φn(an)− ψ(an) an < s 6 ℓ,
and Kn := (ψn + Rnγ)[0, bn] , where bn := max{an, b} . Since ψn are Lipschitz with
constant L , the sets Kn belong to K(γ) . Since ψ = φ on [0, a] and φn|[0,an] → φ|[0,a]
uniformly, we have that ψn → ψ uniformly on [0, ℓ] . Since, in addition, Rn → R and
bn → b and K = (ψ + Rγ)[0, b] , we conclude that Kn → K in the Hausdorff metric. By
construction, we have that Kn ⊃ Hn and Kn \Hn = (ψn + Rnγ)(an, bn] , hence by (3.5)
Hα(Kn \Hn) = bn−an . Since K \H = (ψ+Rγ)(a, b] , by (3.5) we have Hα(K \H) = b−a ,
thus inequality (2.3) is satisfied. This concludes the proof.
Lemma 3.5. Let γ and ψ be as in Definition 3.1 and let S be an orthogonal matrix. Let
0 < σ < ℓ and let Hσ be a compact connected set such that 0 ∈ Hσ , Hσ ⊂ (ψ + Sγ)[0, ℓ] ,
and Hα(Hσ) = σ . Then Hσ = (ψ + Sγ)[0, σ] .
Proof. The result easily follows from known properties of the topology of the line. In-
deed, the map (ψ+Sγ) : [0, ℓ]→ (ψ+Sγ)[0, ℓ] is continuous and injective by Remark 3.2,
and therefore it is a homeomorphism. Thus, since (ψ+Sγ)−1(Hσ) is compact, connected,
contains the origin, and is contained in [0, ℓ] , it must have the form [0, τ ] for a certain τ .
Therefore, (ψ + Sγ)[0, τ ] = Hσ . By (3.5), we have τ = Hα((ψ + Sγ)[0, τ ]) = Hα(Hσ) = σ ,
which concludes the proof.
4. Convergence of minimizers
In this section we prove the following result on the strong convergence of the solu-
tions to minimum problems in Ω \Kn .
Theorem 4.1. Let Kn be a sequence of compact subsets of Ω satysfying condition (3) of
Definition 2.5. Assume that Kn converges to K ⊂ Ω in the Hausdorff metric and that
L2(K) = 0 , where L2 is the two-dimensional Lebesbue measure. Let f satisfy (2.1), let
wn → w strongly in W
1,p(Ω) , and let un and u be the solutions to the minimumproblems
min{Ef(v,Kn) : v ∈ A(wn,Kn)} and min{Ef (v,K) : v ∈ A(w,K)}.
Then ∇un1Ω\Kn → ∇u1Ω\K strongly in L
p(Ω;R2) .
To prove Theorem 4.1 we need the following lemma, which is related to the notion of
Mosco convergence (see [15]).
Lemma 4.2. Let Kn , K , wn , and w be as in Theorem 4.1 and let v ∈ W
1,p(Ω \K) with
v = w on ∂DΩ \ K . Then there exists a sequence vn ∈ W
1,p(Ω \ Kn) , with vn = wn on
∂DΩ \Kn , such that
vn1Ω\Kn → v1Ω\K strongly in L
p(Ω), (4.1a)
∇vn1Ω\Kn → ∇v1Ω\K strongly in L
p(Ω;R2). (4.1b)
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Proof. Let us fix a large open ball B containing Ω and let us define An := B\(Kn∪∂NΩ)
and A := B \ (K ∪ ∂NΩ) . By standard extension theorems, it is possible to extend wn
and w to the ball B so that wn, w ∈ W 1,p(B) and wn → w strongly in W 1,p(B) . Let us
define z ∈W 1,p(A) by z := v on Ω \K and z := w on B \ Ω .
Since Kn∪∂NΩ→ K∪∂NΩ in the Hausdorff metric and consequently lim supn L
2(Kn∪
∂NΩ) 6 L
2(K∪∂NΩ) = 0 , we can apply [8, Theorem 4.2] and we obtain that there exists
a sequence zn ∈W 1,p(An) such that
zn1An → z1A strongly in L
p(B), (4.2a)
∇zn1An → ∇z1A strongly in L
p(B;R2). (4.2b)
In particular, zn → w strongly in W 1,p(B \ Ω) . Since wn → w strongly in W 1,p(B \ Ω) ,
we have zn − wn → 0 strongly in W 1,p(B \ Ω) , therefore, by using a standard extension
operator, we can find a sequence ϕn ∈ W 1,p(B) such that ϕn = zn − wn in B \ Ω and
ϕn → 0 strongly in W 1,p(B) .
We now define vn := zn − ϕn ∈ W 1,p(An) . By construction, the outer trace of vn on
∂Ω (i.e., the trace from B \ Ω ) is equal to wn , so the inner trace (i.e., the trace from
Ω \Kn ) satisfies vn = wn on ∂DΩ \Kn . Moreover, the strong convergence of ϕn to 0 in
W 1,p(B) implies that (4.1) follows from (4.2).
Proof of Theorem 4.1. By using the boundary datum wn as a competitor in the mini-
mum problem solved by un , we obtain Ef (un,Kn) 6 Ef (wn,Kn) . Since wn is bounded
in W 1,p(Ω) , we deduce from (2.1c) that ∇un1Ω\Kn are bounded in L
p(Ω;R2) .
Therefore, there exists Ψ ∈ Lp(Ω;R2) such that, up to a subsequence,
∇un1Ω\Kn ⇀ Ψ in L
p(Ω;R2) .
Since Kn → K in the Hausdorff metric, it is easy to see that there exists u∗ ∈ L1,p(Ω \
K) , with u∗ = w on ∂DΩ \K , such that Ψ = ∇u∗1Ω\K (see, e.g., [10, Lemma 4.1]).
We now want to prove that
Ef (u
∗,K) 6 Ef (v,K) for all v ∈ A(w,K) . (4.3)
We fix v ∈ A(w,K) and, for every integer k > 0 , we consider the truncation vk :=
(v ∧ (w + k)) ∨ (w − k) . It is easy to see that vk ∈ W 1,p(Ω \K) , that vk = w on ∂DΩ \K ,
and that ∇vk → ∇v strongly in Lp(Ω \ K;R2) as k → ∞ . By (2.1) this implies that
Ef (v
k,K)→ Ef (v,K) . Therefore, to prove (4.3) it is enough to show that
Ef (u
∗,K) 6 Ef (v
k,K) for every k . (4.4)
Fix an integer k > 0 and apply Lemma 4.2 with v replaced by vk to obtain a sequence
vkn ∈ A(wn,Kn) , satisfying (4.1b) with vn replaced by v
k
n and v replaced by v
k . By the
minimality of un we have, for every n ,ˆ
Ω
f(x,∇un1Ω\Kn) dx 6
ˆ
Ω
f(x,∇vkn1Ω\Kn) dx.
Since Φ 7→
´
Ω f(x,Φ)dx is lower semicontinuous in L
p(Ω;R2) with respect to weak
convergence and continuous with respect to strong convergence, we obtain (4.4), and
therefore (4.3). By uniqueness, ∇u∗ = ∇u a.e. in Ω \K .
We now prove that
ˆ
Ω
f(x,∇un1Ω\Kn) dx→
ˆ
Ω
f(x,∇u1Ω\K) dx. (4.5)
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Let us fix an integer k > 0 , and let uk := (u∧ (w+k))∨ (w−k) ∈ W 1,p(Ω\K) . As before,
we observe that uk = w on ∂DΩ \ K , and that ∇uk → ∇u strongly in Lp(Ω \ K;R2)
as k → ∞ . We apply now Lemma 4.2 with v replaced by uk to obtain a sequence
zkn ∈ A(wn,Kn) , satisfying (4.1b) with vn replaced by z
k
n and v replaced by u
k . By the
minimality of un we have, for every n ,
ˆ
Ω
f(x,∇un1Ω\Kn) dx 6
ˆ
Ω
f(x,∇zkn1Ω\Kn) dx.
Since Φ 7→
´
Ω
f(x,Φ)dx is continuous with respect to strong convergence, passing to the
limit, first as n→∞ and then as k →∞ , we obtain
lim sup
n→∞
ˆ
Ω
f(x,∇un1Ω\Kn) dx 6
ˆ
Ω
f(x,∇u1Ω\K) dx.
The opposite inequality with lim inf follows from the weak convergence of ∇un1Ω\Kn to
∇u1Ω\K by lower semicontinuity. This concludes the proof of (4.5).
We can now apply [19, Theorem 3], obtaining that
∇un1Ω\Kn → ∇u1Ω\K in measure on Ω (4.6)
and that
f(x,∇un1Ω\Kn)→ f(x,∇u1Ω\K) strongly in L
1(Ω) .
Therefore, by the lower estimate in (2.1c) we deduce that |∇un1Ω\Kn |
p is equiintegrable,
which, together with (4.6), implies that ∇un1Ω\Kn → ∇u1Ω\K strongly in L
p(Ω;R2) .
5. Quasistatic evolution
In this section we prove Theorem 2.7 by a time discretization procedure. For each
n ∈ N , consider a partition {tin}
n
i=0 of the time interval [0, T ] such that 0 = t
0
n < t
1
n <
· · · < tnn = T and
max
16i6n
(tin − t
i−1
n )→ 0, as n→∞ . (5.1)
Set win := w(t
i
n) , u
0
n := u0 , K
0
n := K0 for all n and i . We define u
i
n and K
i
n by induction
on i : for every i = 1, . . . , n , the pair (uin,K
i
n) is a solution to the minimum problem
min
(u,K)
{Etotf (u,K) : u ∈ A(w
i
n,K), K ∈ K, K ⊃ K
i−1
n }. (5.2)
Proposition 5.1. Under conditions (1) and (2) of Definition 2.5, the minimum problem
(5.2) has a solution (uin,K
i
n) and H
α(Kin) < +∞ .
Proof. Assume, by induction, that Hα(Ki−1n ) < +∞ . Then the infimum in (5.2) is less
than or equal to Ef (win,K
i−1
n ) + H
α(Ki−1n ) < +∞ . Consider a minimizing sequence
(vj ,Kj) for (5.2). It must be vj ∈ A(win,Kj) , Kj ∈ K , and Kj ⊃ K
i−1
n for all j . Since
Etotf (vj ,Kj) is uniformly bounded, so is H
α(Kj) ; by property (1) of Definition 2.5, there
exists Kin ∈ K , with K
i
n ⊃ K
i−1
n , such that (up to a subsequence) Kj → K
i
n in the
Hausdorff metric.
Arguing as in the proof of Theorem 4.1, we can show that there exists uin ∈ A(w
i
n,K
i
n)
such that
∇vj1Ω\Kj ⇀ ∇u
i
n1Ω\Kin weakly in L
p(Ω;R2) ,
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and therefore, by lower semincontinuity,
ˆ
Ω\Kin
f(x,∇uin) dx 6 lim inf
j→∞
ˆ
Ω\Kj
f(x,∇vj) dx.
Thus, by property (2) of Definition 2.5, (uin,K
i
n) is a minimizer of problem (5.2) and
Hα(Kin) < +∞ .
Since win ∈ A(w
i
n,K
i
n) and K
i
n ⊃ K
i−1
n , by (5.2) we have Ef (u
i
n,K
i
n) + H
α(Kin) 6
Ef (w
i
n,K
i
n) +H
α(Kin) . By Proposition 5.1, we have H
α(Kin) < +∞ , hence Ef (u
i
n,K
i
n) 6
Ef (w
i
n,K
i
n) . Since w ∈ AC([0, T ];W
1,p(Ω)) , estimates (2.1c) on f give that
∇uin1Ω\Kin is bounded in L
p(Ω;R2) uniformly with respect to n and i . (5.3)
Let us construct the (right-continuous) piecewise constant interpolants un and Kn
by defining
un(t) := u
i
n, Kn(t) := K
i
n, for t ∈ [t
i
n, t
i+1
n ) . (5.4)
It follows from (5.3) that
∇un(t)1Ω\Kn(t) is bounded in L
p(Ω;R2) uniformly with respect to n and t . (5.5)
To continue the proof, we need the following extension of Helly’s Theorem, proved in
[10, Theorem 6.3].
Proposition 5.2. Let Kn be a sequence of increasing functions from [0, T ] into the collec-
tion K(Ω) of compact subsets of Ω . Then there exist a subsequence, still denoted by Kn ,
and an increasing function K : [0, T ] → K(Ω) , such that Kn(t) → K(t) in the Hausdorff
metric for every t ∈ [0, T ] .
We are now ready to prove one of the main results of the paper.
Proof of Theorem 2.7. Let un(t) and Kn(t) be defined as in (5.4), with uin and K
i
n de-
fined through (5.2). By Proposition 5.2 there exist compact subsets K(t) of Ω and a
subsequence, independent of t and still denoted by Kn , such that Kn(t) → K(t) in the
Hausdorff metric for every t ∈ [0, T ] . Notice that t 7→ K(t) is increasing and K(t) ∈ K
for every t ∈ [0, T ] by property (1) of Definition 2.5. This gives the irreversibility condi-
tion (a) of Definition 2.6.
Arguing as in [9, Lemma 6.1] with W = f and F = G = 0 , we obtain that
Etotf (un(t),Kn(t)) 6 E
tot
f (u0,K0) +
ˆ t
0
〈
∂ξf(x,∇un(s)1Ω\Kn(s)),∇w˙(s)
〉
ds+ rn, (5.6)
where the remainder rn → 0 as n→∞ . This implies, in particular, that
Hα(Kn(t)) is bounded uniformly with respect to n and t .
To prove condition (b) of Definition 2.6, let us fix t ∈ (0, T ] . The minimality of
(uin,K
i
n) implies that
Ef (un(t),Kn(t)) 6 Ef (uˆ, Kˆ) +H
α(Kˆ \Kn(t)), (5.7)
for every Kˆ ∈ K with Kˆ ⊃ Kn(t) and for every uˆ ∈ A(wn(t), Kˆ) . Taking Kˆ = Kn(t) we
deduce that un(t) is a solution to the miminum problem
min{Ef(v,Kn(t)) : v ∈ A(wn(t),Kn(t))}.
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Let u(t) be a solution of
min{Ef(v,K(t)) : v ∈ A(w(t),K(t))}.
By Theorem 4.1, we have
∇un(t)1Ω\Kn(t) → ∇u(t)1Ω\K(t) strongly in L
p(Ω;R2) , (5.8)
which implies, in particular, that
Ef(un(t),Kn(t))→ Ef(u(t),K(t)). (5.9)
Moreover, from (5.5) and (5.8) it follows that
∇u(t)1Ω\K(t) is bounded in L
p(Ω;R2) uniformly with respect to t . (5.10)
Let now fix a set Kˆ as in part (b) of Definition 2.6. Then there exists a minimizer vˆ
of Ef(·, Kˆ) in A(w(t), Kˆ) . Moreover, for every Kˆn ∈ K , with Kˆn ⊃ Kn(t) , by (5.7)
Ef(un(t),Kn(t)) 6 Ef (vˆn, Kˆn) +H
α(Kˆn \Kn(t)), (5.11)
where vˆn is the minimizer of Ef (·, Kˆn) in A(wn(t), Kˆn) . We can choose the sets Kˆn that
satisfy the extension property (4) in Definition 2.5, so that
lim sup
n→∞
Hα(Kˆn \Kn(t)) 6 H
α(Kˆ \K(t)). (5.12)
By Theorem 4.1, we have also
Ef(vˆn, Kˆn)→ Ef (vˆ, Kˆ). (5.13)
Therefore, combining (5.9), (5.11), (5.12), and (5.13), we obtain
Ef (u(t),K(t)) 6 Ef (vˆ, Kˆ) +H
α(Kˆ \K(t)),
which gives the global stability property (b) of Definition 2.6.
It remains to prove property (c) of Definition 2.6, which is clearly equivalent to
Etotf (u(t),K(t)) = E
tot
f (u0,K0) +
ˆ t
0
〈
∂ξf(x,∇u(s)1Ω\K(s)),∇w˙(s)
〉
ds (5.14)
for every t ∈ [0, T ] . One inequality can be proved by passing to the limit in (5.6) thanks
to (2.1) and (5.8). To prove the opposite inequality, given t ∈ [0, T ] , for each n ∈ N
consider a partition {sin}
n
i=0 such that 0 = s
0
n < s
1
n < · · · < s
n
n = t and satisfying (5.1).
Arguing as in [9, Lemma 7.1] with W = f and F = G = 0 , we obtain that
Etotf (u(t),K(t)) > E
tot
f (u0,K0) +
n∑
i=1
ˆ sin
si−1n
〈
∂ξf(x,∇u(s
i
n)),∇w˙(s)
〉
ds− rn(t), (5.15)
where the remainder rn(t) → 0 as n → ∞ . In order to pass to the limit in (5.15), we
introduce the (left-continuous) piecewise constant interpolant uˆn and Kˆn defined by
uˆn(t) := u(s
i
n) and Kˆn(t) = K(s
i
n) for s
i−1
n < t 6 s
i
n . With this notation (5.15) reads
Etotf (u(t),K(t)) > E
tot
f (u0,K0) +
ˆ t
0
〈
∂ξf(x,∇uˆn(s)1Ω\Kˆn(s)),∇w˙(s)
〉
ds− rn(t). (5.16)
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Moreover, by (5.10)
∇uˆn(s)1Ω\Kˆn(s) is bounded in L
p(Ω;R2) uniformly with respect to n and s ∈ [0, t] .
Let us prove that
∇uˆn(s)1Ω\Kˆn(s) → ∇u(s)1Ω\K(s) in L
p(Ω;R2) for almost every s ∈ [0, t] . (5.17)
Arguing as in the proof of [10, Theorem 6.3] we obtain that for almost every s ∈ [0, t]
we have K(sn)→ K(s) in the Hausdorff metric whenever sn → s . By the minimality of
u(s) and u(sin) , (5.17) follows from Theorem 4.1. In view of (2.1b) and (2.1d), properties
(5.8) and (5.17) imply that
∂ξf(x,∇un(s)1Ω\Kn(s))→ ∂ξf(x,∇u(s)1Ω\K(s)) strongly in L
q(Ω;R2) ,
∂ξf(x,∇uˆn(s)1Ω\Kˆn(s))→ ∂ξf(x,∇u(s)1Ω\K(s)) strongly in L
q(Ω;R2) ,
for almost every s ∈ [0, t] . By the Dominated Convergence Theorem, inequalities (5.6)
and (5.16) imply (5.14).
6. The case of linearized elasticity
In this section we consider the case of planar elasticity. Theorem 2.7 can be gener-
alized to the vectorial case by combining Theorem 4.1 and the results contained in [6].
This leads to Theorem 6.4 below.
We proceed by introducing the function space, the elastic energy, and the set of ad-
missible displacements used in this analysis.
Definition 6.1 ([6]). Given an open subset U of Ω , we define
LD2(U) := {u ∈ L2loc(U ;R
2) : Eu ∈ L2(U ;M2×2sym)},
where Eu := 12 (∇u + (∇u)
⊤) is the symmetrized gradient of u and M2×2sym is the space of
2×2 symmetric matrices.
We shall prove in Proposition 7.1 that LD2(U) = W 1,2(U ;R2) if ∂U is Lipschitz.
More in general, if ∂U is Lipschitz near a point x ∈ ∂U and U lies locally on one side
of ∂U , then there exists an open neighborhood V of x such that U ∩ V has a Lipschitz
boundary and therefore u ∈ W 1,2(U ∩ V ;R2) . This allows us to define the trace of a
function u ∈ LD2(U) on the locally Lipschitz part of the boundary ∂U .
For every x ∈ Ω the space-dependent elasticity tensor C(x) is a symmetric linear
operator of M2×2sym into itself, such that x 7→ C(x) is measurable. We assume the usual
ellipticity estimates: there exist constants 0 < αC 6 βC < +∞ such that
αC|A|
2
6 C(x)A:A 6 βC|A|
2, for every A ∈ M2×2sym , (6.1)
where |A| denotes the Euclidean norm of A ∈ M2×2sym and A:B is the Euclidean scalar
product of A,B ∈M2×2sym .
Definition 6.2 (Elastic energy and admissible displacements). Let K be a compact
subset of Ω . For every u ∈ LD2(Ω \K) , the elastic energy we will consider is defined by
EC(u,K) :=
1
2
ˆ
Ω\K
C(x)Eu:Eu dx
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Given w ∈ W 1,2(Ω;R2) , the set of admissible displacements determined by w and K is
defined by
ALD2(w,K) := {u ∈ LD
2(Ω \K) : u = w on ∂DΩ \K},
where the equality on ∂DΩ \K is in the sense of traces.
In analogy to (2.2), we introduce the total energy
EtotC (u,K) := EC(u,K) +H
α(K).
Definition 6.3 (Quasistatic evolution). Let C satisfy (6.1), let w∈AC([0, 1];W 1,2(Ω;R2)) ,
and let K be an α -admissible collection of compact subsets of Ω acording to Definition
2.5. An irreversible quasistatic evolution of minimum energy configurations for Etot
C
corresponding to these data is a function t 7→ (u(t),K(t)) satisfying the following condi-
tions:
(a) (irreversibility) K(s) ⊂ K(t) for 0 6 s 6 t 6 T ;
(b) (global stability) for 0 6 t 6 T we have K(t) ∈ K , u(t) ∈ ALD(w(t),K(t)) ,
and Etot
C
(u(t),K(t)) 6 Etot
C
(uˆ, Kˆ) for all Kˆ ∈ K with Kˆ ⊃ K(t) and for all uˆ ∈
ALD2(w(t), Kˆ) ;
(c) (energy balance) t 7→ Etot
C
(u(t),K(t)) is absolutely continuous on [0, T ] and
d
dt
EtotC (w(t),K(t)) = 〈C(x)Eu(t)1Ω\K(t), Ew˙(t)〉 for a.e. t ∈ [0, T ].
Theorem 6.4. Let C , w , and K be as in Definition 6.3, let K0 ∈ K with H
α(K0) < +∞ ,
and let u0 ∈ ALD2(w(0),K0) . Assume that
EtotC (u0,K0) 6 E
tot
C (uˆ, Kˆ) for all Kˆ ∈ K with Kˆ ⊃ K0 and for all uˆ ∈ ALD2(w(0), Kˆ) .
Then there exists an irreversible quasistatic evolution t 7→ (u(t),K(t)) for Etot
C
such that
K(0) = K0 and u(0) = u0 .
Proof. It is enough to repeat the proof of Theorem 2.7 in Section 5 with obvious mod-
ifications, replacing Theorem 4.1 on the convergence of minimizers with Theorem 6.5
below.
Theorem 6.5. Let Kn be a sequence of compact subsets of Ω satysfying conditions (3)
of Definition 2.5. Assume that Kn converges to K ⊂ Ω in the Hausdorff metric and that
L2(K) = 0 . Let C satisfy (6.1), let wn → w strongly in W 1,2(Ω;R2) , and let un and u be
the solutions to the minimum problems
min{EC(v,Kn) : v ∈ ALD2(wn,Kn)} and min{EC(v,K) : v ∈ ALD2(w,K)}. (6.2)
Then Eun1Ω\Kn → Eu1Ω\K strongly in L
2(Ω;M2×2sym) .
Proof. Arguing as in the first part of the proof of Theorem 4.1, it is easy to see that there
exists u∗ ∈ ALD2(w,K) such that Eun1Ω\Kn ⇀ Eu
∗1Ω\K up to a subsequence. To prove
that u∗ is a solution of the second minimum problem in (6.2), we now show that
EC(u
∗,K) 6 EC(v,K), for every v ∈ ALD2(w,K) . (6.3)
As in the proof of Theorem 4.1 we now approximate v by a sequence vk of slightly more
regular functions. More precisely, using the approximation result [6, Theorem 1], we
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find a sequence vk ∈ W 1,2(Ω \K;R2) such that Evk → Ev strongly in L2(Ω \K;M2×2sym) .
By applying Lemma 4.2 component-wise, each vk is now approximated by a sequence
vkn ∈ W
1,2(Ω \ Kn;R
2) such that vkn = wn on ∂DΩ \ Kn and Ev
k
n1Ω\Kn → Ev
k1Ω\K
strongly in L2(Ω;M2×2sym) . We now continue as in the second part of the proof of Theorem
4.1 to prove (6.3).
7. Appendix
In this Appendix we prove the following result.
Proposition 7.1. Let U ⊂ R2 be a bounded open set with Lipschitz boundary. Then
LD2(U) = W 1,2(U ;R2) .
Proof. Let u ∈ LD2(U) . It is enough to prove that for all x0 ∈ ∂U there exist an open
rectangle Q centered at x0 such that u ∈W 1,2(Q∩U ;R2) . It is not restrictive to assume
that x0 = 0 . There exist an orthogonal coordinate system and two open intervals Ia :=
(−a, a) and Ib := (−b, b) such that (Ia×Ib) ∩ U is the subgraph of a Lipschitz function
ψ : Ia → Ib/2 . For 0 < η < min{a/4, b/4} we define uη(x1, x2) := u(x1, x2 − η) for x1 ∈ Ia
and −b + η < x2 < ψ(x1) + η . Let Q := I3a/4×I3b/4 and let D := I3a/4×(− 34b,−
2
3b) ⋐ U .
For every 0 < ε < η let ρε be a convolution kernel with support contained in the ball
centered at 0 and radius ε . Finally we define uηε := u
η ∗ ρε , which is well defined in
Q∩U . By Korn’s inequality, there exists a positive constant c depending only on Q∩U
and D , but not on ε and η , such that
‖uηε‖L2(Q∩U ;R2) + ‖∇u
η
ε‖L2(Q∩U ;M2×2) 6 c ‖Eu
η
ε‖L2(Q∩U ;M2×2sym) + c ‖u
η
ε‖L2(D;R2) .
The usual formulation of Korn’s inequality (see, e.g., [7, Theorem 6.3-3]) has Q ∩ U
instead of D in the last term. Our formulation can be easily obtained from the compact
embedding of W 1,2(Q ∩ U ;R2) into L2(Q ∩ U ;R2) , arguing by contradiction as in the
proof of the Poincaré inequality.
Using the fact that Eu ∈ L2(Q ∩ U ;M2×2sym) and u ∈ L
2(D;R2) , we can pass to the
limit first when ε → 0 and then when η → 0 and we obtain that u ∈ L2(Q ∩ U ;R2) and
∇u ∈ L2(Q ∩ U ;M2×2) , hence u ∈ W 1,2(Q ∩ U ;R2) .
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