Step-size adaptation for randomised search algorithms like evolution strategies is a crucial feature for their performance. The adaptation must, depending on the situation, sustain a large diversity or entertain fast convergence to the desired optimum. The assessment of step-size adaptation mechanisms is therefore non-trivial and often done in too restricted scenarios, possibly only on the sphere function. This paper introduces a (minimal) methodology combined with a practical procedure to conduct a more thorough assessment of the overall population diversity of a randomised search algorithm in different scenarios. We illustrate the methodology on evolution strategies with σ-self-adaptation, cumulative stepsize adaptation and two-point adaptation. For the latter, we introduce a variant that abstains from additional samples by constructing two particular individuals within the given population to decide on the step-size change. We find that results on the sphere function alone can be rather misleading to assess mechanisms to control overall population diversity. The most striking flaws we observe for selfadaptation: on the linear function, the step-size increments are rather small, and on a moderately conditioned ellipsoid function, the adapted step-size is 20 times smaller than optimal.
Introduction
In this paper we consider a fitness or objective function, f : R n → R, to be minimised in a black-box optimisation scenario, and an evolutionary algorithm, or randomised search method, generating λ offspring according to
where x (t) ∈ R n denotes the incumbent solution at iteration t and z (t) k ∈ R n are i.i.d. random vectors. The "overall variance" of the offspring population in (1) is determined by the diversity parameter σ (t) . More generally, we rely on two assumptions: (i) we have a valid measurement for the "global diversity" of the offspring population, denoted as σ (t) , and (ii) the shape of the offspring population (determined by the distribution of z (t) k in (1)) does not change remarkably during the investigated time range of t.
Controlling the overall diversity in the population plays a crucial role in randomised search and has been typically approached by step-size adaptation. Two conflicting objectives are in place. On the one hand, diversity should be as large as possible to prevent premature convergence or convergence to the very next local optimum. On the other hand, fast convergence to a global (or a good local) optimum is desired which is usually accompanied and facilitated by a fast decrease of diversity.
While adaptation of the shape of the sample distribution appears to be a solved problem in moderate dimension [6,10,11] (e.g. by CMA), the effective adaptation of the overall population diversity seems yet to pose open questions, in particular with recombination or without entire control over the realised distribution. For example, cumulative step-size adaptation is prone to fail when repair or rejection sampling is used.
In this context, we propose a basic assessment procedure to evaluate the capability of step-size control, or the entire search algorithm for that matter, to keep the overall diversity, or step-size σ (t) , within reasonable limits. This procedure might be used during an algorithm designing process, however we like to remind the general scientific principle that a procedure used to systematically tune parameters of an algorithm is forfeited to assess the resulting algorithm.
In the next section we introduce the assessment methodology. Section 3 introduces the algorithms used in the case study in Section 4. We also introduce a simplified twopoint adaptation and tune its damping parameter on the sphere function in Section 3. Section 5 provides a short discussion and summary. (and flat fitness) . On the random fitness, all f -values, f (x), are i.i.d., independently of x as a continuous random variable. For algorithms invariant under order-preserving transformations of f , i.e., algorithms based on f -rankings only (as those investigated in this paper), testing a single continuous f -distribution is sufficient. Generally, we desire stationarity or unbiasedness of parameters under random fitness [11] and here we expect to see an unbiased random walk in log-scale. For the flat fitness, where f is constant, we expect the same behaviour. In contrast, [4] argues for an exponentially increasing step-size on the flat fitness which, however, involves the risk of divergence when the selection pressure is weak [7] .
Random Fitness
The linear function, where f : x → x 1 is the prototypical instantiation (see paragraph Invariance below). A linear function tests whether and how quickly the diversity can increase. With step-size to zero, any smooth function appears to be an instantiation of the linear function (unless at a local optimum or saddle point) and the diversity should increase in this case. We demand a fast exponential increase, that is, a linear increase on the log-scale [4] . The rate should be at least comparable to the rate of decrease on the sphere function or at least a factor of 1.1 within n evaluations or at least a factor of 2 in n iterations.
