Sequential Monte Carlo (SMC) methods, also known as the particle filter methods, have formed the basis of many inference methods on nonlinear partially observed Markov process (POMP) models. However, the performance of the particle filter deteriorates as the dimension of the state space increases. This curse of dimensionality has been a limiting factor in inference using multidimensional nonlinear models. We present a novel particle filter, which we call a guided intermediate resampling filter (GIRF), that scales well to moderately high dimensions. This method is readily applicable to a broad range of models thanks to its plug-and-play property, which means that the user only needs to be able to simulate the process, while its transition density need not be evaluated. Our theoretical and experimental results indicate that this method scales much better than standard methods. We analyzed spatiotemporal epidemic data with a complex mechanistic model using our GIRF method, combining it with the iterated filtering approach for maximum likelihood estimation. The new particle filter enabled likelihood based inference on the coupling between the measles epidemics in twenty cities in England and Wales in the mid-twentieth century.
Introduction
Inference on dynamic systems yielding time series data can be made on the basis of the likelihood of the data computed from a statistical model. Partially observed Markov process (POMP) models provide a general framework with which many dynamic systems are analyzed. A POMP model, otherwise known as the state space model, consists of a state process and a measurement process. The state process represents the time evolution of the dynamic system and is assumed to have the Markov property. Its state at any given time is unknown to the observer, but the measurement process provides partial or noisy information about the states. POMP models are widely used in engineering applications such as target tracking (Vo et al., 2005) or speech recognition (Rabiner and Juang, 1986) , and in scientific inferences in areas such as ecology (Patterson et al., 2008) , epidemiology (King et al., 2008) , systems biology (Wilkinson, 2009) , and geophysical sciences (Houtekamer and Mitchell, 2001) .
The likelihood of the data from a POMP model, however, is in general not analytically tractable, due to the fact it is expressed as an integral of the measurement likelihood over all possible states of the dynamic system. Sequential Monte Carlo (SMC) methods are fairly simple recursive algorithms that enable estimation of the likelihood and the posterior state distributions from a POMP model (Doucet et al., 2001; Arulampalam et al., 2002; Cappé et al., 2007; Doucet and Johansen, 2011) . These approaches, also known as particle filter methods, approximate the distribution of the unknown states with a collection of simulated random variables, which are called particles.
Inference on some dynamic systems require fitting models with high dimensional state space to high dimensional data. Dynamic processes involving many spatial locations make common instances where high dimensional models are used. For space-time models, both the state and measurement dimension tend to scale linearly with the number of spatial locations. The prediction of large scale atmospheric dynamics for weather forecasts, for example, has relied on the methods such as the extended Kalman filter or the ensemble Kalman filter due to their good scalability to high dimensions (Houtekamer and Mitchell, 2001 ). However, both methods rely on local linear and Gaussian approximation, so they may not be appropriate for systems that are highly nonlinear and non-Gaussian in nature. Another class of problems with high dimensionality arises in systems biology. Many models in systems biology build upon deterministic differential equations or stochastic simulation (Kitano, 2002) . However, methods are not currently available to do this beyond small systems (Owen et al., 2015) .
The particle filter methods have been known to suffer from quick deterioration of performance as the space dimension increases (Snyder et al., 2008; Bengtsson et al., 2008) . This phenomenon has been a prohibitive factor in likelihood-based inferences on high dimensional coupled dynamic systems. The particle filter typically fails in high dimensions due to weight degeneracy, which means that disproportionately greater weights are assigned to a few particles than to all others as the fitness of the particles is assessed with respect to the observed data points. When we resample the particles according to these weights, particle diversity is lost and the approximation to the posterior distribution becomes poorer. Theoretical results demonstrating the particle depletion in high dimensions were established by Bengtsson et al. (2008) and Snyder et al. (2008) . These authors found out that the number of particles required for filtering increases exponentially in the variance of observation log likelihood, which is closely tied to the space dimension. Heuristically, these results indicate that the curse of dimensionality (COD) is related to high dimensional measurement density, suggesting that particle depletion happens due to the fact that each observation carries too much information to be handled by a fixed number of particles. In this sense, the COD in particle filtering may be understood as the curse of too much information.
The view that too much informative observations lead to particle depletion suggests that the difficulty in filtering might be combatted by controlling the rate at which the analysis algorithm let information in. We propose in this paper such an algorithm, which turns out to perform well in moderately high dimensions. A high level summary of the algorithm, which we refer to as a guided intermediate resampling filter (GIRF) , is as follows.
1. Divide each time interval between observations into sub-intervals, whose number is chosen in accordance with the space dimension of the POMP model.
For each sub-interval thus obtained,
(a) Evolve the particles according to the transition kernel of the original state process. (b) Assess the fitness of each particle to future observations. (c) Resample the particles with weights reflecting the changes from the previous assessments.
The fitness of the particles is assessed at the end of each sub-interval based on the likelihood of generating a fixed number of future observations. This way, the particles with low predictive likelihoods are pruned away, while the particles with higher predictive likelihoods survive and produce offsprings. The number of sub-intervals should be adjusted in keeping with the state and measurement dimension. We can generally set the number equal to the dimension of the space for favorable scaling. This choice is justified in later sections.
The repeated assessment and resampling steps of a GIRF algorithm gradually guide the particles toward the correct posterior state distribution conditioned on the data. In order to be able to simulate the state process over shorter time intervals, we impose the constraint that the transition distribution of the state process is infinitely divisible. Infinite divisibility of the transition distribution is a natural characteristic of all continuous time Markov processes, with which most physical processes are modelled.
We emphasize that a key difference that distinguishes the GIRF we propose from other methods in the literature designed for high dimensional filtering is its practical utility. The GIRF may be used for POMP models with intractable transition densities. Moreover, it does not require structural constraints on the processes in the model, other than that the state process can be simulated for any length of time and that an approximator for the predictive likelihood of future observations can be obtained. An inference method which can be implemented with only the simulator of the data generating process is said to have the plug-and-play property (Bretó et al., 2009; He et al., 2009 ). The bootstrap particle filter is a well-known example with the plug-andplay property (Gordon et al., 1993) . Our GIRF method, also having the plug-and-play property, facilitates the use of a broad range of models. Complex mechanistic dynamic models used in scientific applications are often defined by simulation algorithms and have analytically intractable transition densities. The plug-and-play property is essential for making inference with these models. Dynamic models defined by stochastic differential equations can be also analyzed with plug-andplay inference methods. Such models typically have analytically intractable transition densities, but their sample paths can be approximately simulated with numerical methods such as the EulerMaruyama method (Kloeden and Platen, 1999) .
Our GIRF algorithm may be understood in connection with various existing ideas in the particle filtering literature. First, it can be theoretically formulated as a bootstrap filter operating on a POMP model with modified state and measurement processes. This interpretation places the algorithm within the general theory of SMC and forms the basis of Theorem 1 in Section 4.
The GIRF is related to auxiliary particle filter (APF) methods proposed by Pitt and Shephard (1999) . The APF weights particles and make proposals in a way that depends on the next observed data point. This approach often results in improved filtering, although it may not always be the case (Johansen and Doucet, 2008) . Our method is similar the APF in that particles are guided toward oncoming observations. In the GIRF, adapted proposals for the next time step are obtained through a series of propagation and resampling steps at intermediate time points.
The GIRF may be viewed as a variance reduction method for inference on nonlinear dynamic models. Durham and Gallant (2002) explain several variance reduction techniques used in analysis of diffusion processes. These techniques center around constructing simulated sample paths between observations which are to be used as efficient proposals for importance sampling or Markov chain Monte Carlo (MCMC) sampling. Good proposals lead to low variance in the importance weights or high acceptance probability in MCMC sampling. These variance reduction methods typically modify the drift coefficient of the original diffusion process to make proposals that tend toward the observed data points as time progresses, much like the Brownian bridges. Similarly, the GIRF constructs sample paths at discrete intermediate time points that are consistent with the data at observation times. However, in the GIRF, the sampled paths are not obtained from an analytically modified process, and thus its application is not limited to diffusion processes.
The remainder of the paper is organized as follows. Section 2 reviews several ideas in the literature that are related to high dimensional filtering. Section 3 introduces and explains our GIRF method. Section 4 reports some of its theoretical properties. The main result (Theorem 2) establishes a novel finite sample error bound for the estimates obtained from the GIRF that is distinct from existing results in the particle filtering literature. The relationship between the error bound and various aspects of the POMP model and the algorithmic settings gives some explanation for the empirically favorable scaling of the GIRF to high dimensions. Section 5 describes how the GIRF can be combined with the iterated filtering scheme by Ionides et al. (2015) in order to enable parameter estimation. In Section 6, we implement the algorithm on two examples. With the simpler one, we demonstrate the scaling property with increasing dimensions and confirm some of the theoretical properties derived in Section 4. The second example shows that the GIRF can be used to make inference with complex mechanistic dynamic models, as required by scientific research applications, and to extract information that was not attainable with other methods. Section 7 concludes with discussion.
Previous approaches to high dimensional filtering
Several theoretically motivated algorithms for high dimensional particle filtering have been proposed in the past few years. Rebeschini and Van Handel (2015) considered a filtering method that builds upon the assumption that the nature of the interaction between the spatial locations is local. The authors considered a model for which the state space has a graph structure, where the correlations between the random variables associated with its nodes decay as the distance between them on the graph grows. The algorithm they put forth partitions the variables into blocks and approximates the one step transitions of the state process as being independent between the blocks. A theoretical bound for the error in the filter estimates was derived, which only depends on the size of the largest block but not on the entire space dimension. Despite this very desirable scaling property, this approach has some practical limitations. The method is not applicable to highly interdependent spatial models, and moreover the filter estimates are not reliable on the nodes near the boundaries of the blocks, which may constitute a substantial fraction of the total number of nodes. Beskos et al. (2014a,b) applied the annealed importance sampling proposed in Neal (2001) to high dimensional filtering and investigated its theoretical properties. The annealed importance sampling method introduces a series of bridging distributions between observations whose densities are set proportional to a fractional power of the desired target density. The bridging distributions are approximated by a series of weighted particle collections. Between two adjacent importance resampling, the particles are transformed according to a transition kernel whose stationary distribution equals the target bridging distribution. These transition kernels provide mixing that helps maintain the stability of the particle approximations. The authors gave stability results for the case where the original high dimensional state process is composed of many copies of independent and identically distributed (iid) one dimensional processes. In particular, Beskos et al. (2014a) showed that the importance weights are non-degenerate as the dimension d goes to infinity even with fixed particle size. Beskos et al. (2014b) showed that both the L 2 error of the filter estimates and the variance of the likelihood estimates are bounded uniformly in the space dimension d. However, the main drawback of this approach, which reduces its practical value, is the absence of the plug-and-play property. Annealed importance sampling requires evaluable analytic expression of the density of the one-step transition of the state process in order to build an artificial transition kernel whose stationary distribution has a certain target density. Beskos et al. (2017) studied the case where the spatial structure of the model can be hierarchically factorized and investigated the possibility of overcoming the COD. Specifically, they assumed that the one step transition density equals, or can be well approximated by, a product of terms which are functions of state variables belonging to an increasing sequence of subsets of the dimensions of the space. The theoretical results they obtained by considering a few very simple iid cases are promising, because they show that filtering can be stable when the number of particles increases linearly with the space dimension. These results provide useful insights into what might be achieved in more general cases.
Del Moral and Murray (2015) have proposed a particle filtering algorithm for highly informative observations that is almost identical to our method at its core, though our motivation and theoretical analysis differ. The authors were motivated by the study of perfectly observed diffusion processes, which share with high dimensional POMPs the difficulty that highly informative observations make inference computationally burdensome. In the present paper, we demonstrate the utility of a GIRF in high dimensional filtering problems and provide theoretical understanding of why it helps in high dimensional settings. We show, in particular, that it may be possible to accurately estimate the posterior state distribution given the data with this method in high dimensions. The accuracy of the estimated filtering distribution was not a major concern in Del Moral and Murray (2015), because obviously there is no need to estimate it for perfectly observed diffusion processes. We will also report on the factors that affect the accuracy of filter estimates and offer some guidelines for how to assess the fitness of particles at intermediate steps. Our GIRF may be considered as a generalization of the method discussed in Del Moral and Murray (2015) , because our method typically uses more than one future observations for particle assessment in order to further avoid weight degeneracy. This potential improvement was also irrelevant for perfectly observed processes considered in Del Moral and Murray (2015) due to the Markov property.
Method
We will first introduce some notation and the statistical inference framework with which we make arguments throughout the paper. We will briefly discuss the standard SMC methods and the main difficulties they face in high dimensional setting. Our new methodology is presented, with some intuitive arguments for how this novel algorithm addresses the stated obstacles. Precise theoretical justification of the algorithm is postponed to the next section.
Sequential Monte Carlo methods for inference on POMP models
In this paper we explicitly restrict our attention to state processes that are defined on continuous time, denoted by {X t ; t ≥ 0}. Each random variable X t takes value in a space X. The measurement process yields observations {Y n ; n = 1, 2, . . . , N } that are incomplete, noisy measurements of X t at discrete time points t n > 0, n = 1, . . . , N . The measurement Y n is independent of other observations Y m , m = n, and of the state process {X t }, given the current state X tn . The observations Y 1:N = y 1:N are assumed to be fixed data.
The state process evolves over time according to Markov transition kernels K t,t , where 0 ≤ t ≤ t . That is, the probability distribution of the random state X t conditioned on X t = x t is given by
We assume that analysis starts at time t 0 ∈ [0, t 1 ] and write the initial state distribution as µ t 0 .
We will occasionally express the distributions of random variables in terms of their densities with respect to some reference measure. For example, the density of X tn given X tm = x tm (m < n) will be denoted by
The reference measure on X will be written as dx. The measurement process for Y n conditioned on X tn = x tn is assumed to have density g n ( · | x tn ). We adopt the notation n : m = {n, n + 1, . . . , m} for integers n ≤ m. Some key quantities of interest in a POMP model include the likelihood of data,
and the filtering distribution of X tn conditioned on the observations y 1:n , whose density is given by
where all expectations are taken with respect to the law of the state process {X t }.
Particle filter methods operate by recursively approximating the filtering distributions. The approximation at time t n is realized by the sample draws X j tn ; j ∈ 1 : J , called particles, and the associated importance weights w j ; j ∈ 1 : J . The weighted sum of point measures
is taken as an approximation to the filtering distribution. Heading to the next time point t n+1 , the particle filter first draws samples from the discrete weighted distribution (1). This step is called resampling. Next in the propagation step, the resampled particles are independently transformed according to some transition kernel. A set of importance weights are given to the transformed particles, such that the new weighted sum represents the filtering distribution of X t n+1 conditioned on y 1:n+1 . If we take the transition kernel of the state process itself for the propagation kernel, the algorithm becomes the bootstrap particle filter. In this case, the importance weights simply become the measurement density at particle locations. The choice of the propagation kernel affects the performance of the particle filter as in the general case of importance sampling, where the proposal distribution determines the stability of the resulting estimates. When the proposal distribution obtained from the propagated particles is very different from the target posterior distribution, typically due to highly informative observations, the importance weights can have a very large variance Snyder et al., 2008) . The GIRF we propose attempts to narrow the gap between the proposal and the target distributions by guiding the particles through a series of intermediate distributions.
Guided intermediate resampling filter
Our GIRF algorithm operates by recursivley approximating the state distributions at intermediate time points conditioned on the observations up to some future time points. In what follows, we assume that the transition kernel of the state process can be simulated, but we do not require its density to be evaluated. We also assume that the state transition kernels K t,t for the state process {X t ; t ≥ 0} are infinitely divisible and can be expressed as
We consider the GIRF running over the time interval [t 0 , t N ]. Within each observation time interval [t n , t n+1 ], n ∈ 0 : N −1, we pick S−1 intermediate time points t n,s , s ∈ 1 : S−1, such that t n,0 := t n < t n,1 < · · · < t n,S−1 < t n,S := t n+1 .
As a rule of thumb, we will take S = d, the dimension of the measurement space. The reason for this choice will be explained in Section 4.
The algorithm starts with an initial swarm of J particles representing the initial distribution of X t 0 . The initial swarm will be denoted by X F,j t 0 Algorithm 1: A guided intermediate resampling filter (GIRF) Input : Simulator for µ t0 (dx) Simulator for K tn,s−1,tn,s (dx ; x tn,s ) for n ∈ 0 : N −1 and s ∈ 1 : S Evaluator for g n (y n | x tn ) for n ∈ 1 : N Evaluator for u tn,s (x tn,s ) for n ∈ 0 : N −1 and s ∈ 1 : S Data, y 1:N Number of particles, J Output: Filtered particle swarm, X
for j ∈ 1 : J end R + . We require that at the initial time point u t 0 (x) ≡ 1 and at the last time point u t N (x) = g N (y N | x) for all x ∈ X. Possible choices for the assessment function u tn,s will be discussed in Section 3.3 with respect to filtering efficiency and practical applicability. The pseudocode for our method is shown in Algorithm 1. Our implementation is available at https://github.com/ joonhap/GIRF.git.
The resampling weights at time t n,s are determined by the ratio of the assessment at time t n,s and the assessment at time t n,s−1 . Specifically, the weight for the j-th particle at time t n,s is constructed in Algorithm 1 to be
where w tn,s : X 2 → R + is defined as
The likelihood estimateˆ of
is obtained from the algorithm, as in standard particle filter methods. The estimateˆ is given bŷ
This quantity can be much more stable than the likelihood estimateˆ std obtained from the standard bootstrap particle filter, given byˆ , especially in high dimensional settings. A justifying argument for this claim is given in Appendix A. The particle swarm X F,j tn,s ; j ∈ 1 : J at time t n,s targets the distribution with density
where
When u tn,s (x tn,s ) approximates p Y n+1:n+B | Xt n,s (y n+1:n+B | x tn,s ), the density (3) approximates the conditional distribution of X tn,s given the observations y 1:n+B
The following simple argument justifies the importance weights given by (2). For each particle X F,j tn,s , we define a parent particle at time t n,s−1 as follows: if X P,a j tn,s for some a j ∈ 1 : J was called X F,j tn,s after resampling, then X F,a j t n,s−1 , which propagated to X P,a j tn,s , is the parent particle of X F,j tn,s . By successively tracing the parent particles, one can construct the ancestral lineage of a particle. Take a particle X F,j t N at time t N and call its ancestor at time t n,s as X . We write a j t N = j. The product of all importance weights throughout the resampling stages for this lineage equals
which is the correct weight given by the data y 1:N .
We note that the GIRF we propose in Algorithm 1 operates with the mixing capability provided only by the original state process, unlike the annealed importance sampling approach in Beskos et al. (2014a,b) , which uses artificial kernels in order to stabilize the filter with additional mixing.
The computational cost of Algorithm 1 typically scales as O(JSd). If we take S = d and use a fixed number of particles, it scales as O(d 2 ). However, the number of particles will generally need to increase with d in order to keep the errors at a constant order of magnitude. In Section 4, we investigate the rate at which the required number of particles increases, and show that this rate can be substantially lower when we use the GIRF than the standard particle filters.
A novel theoretical result on the filter accuracy will be given in Section 4, which explains how the COD might be considerably alleviated in the GIRF setting. We show that for any f with
with high probability, where the bound v(S) depends on the number of sub-intervals per observation S, the dimension of the space d, the choice of the assessment functions u tn,s , and other attributes of the POMP model. We make a note that Algorithm 1 may be modified for potential computational gains. One can optimize the number of sub-intervals per observation, S, by skipping the resampling step when the resampling weights are not so unbalanced. The criterion may be given by the effective sample size, defined as the inverse of 1 + C 2 v where C v is the coefficient of variation of the resampling weights (Kong et al., 1994) . When resampling is not performed, the weights are carried over and multiplied with the weights for the next time step. Skipping the resampling at time t n,s is equivalent to combining the two intervals [t n,s−1 , t n,s ] and [t n,s , t n,s+1 ]. Thus the number of sub-intervals can be automatically adapted to the filtering difficulty. The adaptive resampling can potentially reduce the amount of Monte Carlo (MC) errors by preventing excessive resampling errors.
One may also parallelize Algorithm 1 to speed up computation. Vergé et al. (2015) proposed an island particle model that parallelizes the standard particle filter. Their island particle model runs multiple independent copies of particle filters, which are called islands. At certain time points, the islands are resampled with weights proportional to the likelihood estimates corresponding to them. This island particle filter generates unbiased likelihood estimates.
Choice of the assessment functions
In this section, we discuss the choice of the assessment functions u tn,s . For clarity, we first explain the case where we take the assessment function to approximate the predictive likelihood of the next observation only,
At t n,S = t n+1 , no prediction is needed, so we take
Suppose we have the particles X F,j tn ; j ∈ 1 : J at time t n . According to (2), the proposed particles X P,j t n,1 ; j ∈ 1 : J at time t n,1 will be resampled with weights proportional to u t n,1 X P,j t n,1
. This means that the particles are weighted by the approximate predictive likelihood of the observation y n+1 . At subsequent time points, t n,s with s ∈ 2 : S, the particles are resampled with weights proportional to u tn,s X P,j tn,s u t n,s−1 X F,j t n,s−1 , meaning that the particles are weighted based on how the predictive likelihood changed between t n,s−1 and t n,s .
We illustrate how this algorithm works on a twenty dimensional Brownian motion (d = 20) and a measurement process independent in each dimension, defined as follows.
Here, I d×d denotes the d-dimensional identity matrix. Figure 1 shows the first two coordinates of the filtered particles between time t 0 and t 1 , when we ran Algorithm 1 on this model with by the GIRF at three intermediate time steps (A, s=4 ; B, s=12; C, s=20) between t 0 and t 1 for the twenty dimensional linear Gaussian model (6). These plots only show the first and the second coordinates of the particles (labeled as x 1 and x 2 along the axes). The initial distribution is centered at the origin (green 'O'). The observation y 1 is marked by the purple triangle. At time t 0,s , the conditional distribution given
The mean of this conditional distribution for each s is marked by the red 'X', and the 95% coverage region by the blue dashed circle. As time progresses, the red 'X' shifts from the origin toward y 1 , and the diameter of the green circle changes in size. The filtered particles almost exactly follow the conditional distributions, showing that they are gradually guided toward the posterior distribution p Xt 1 | Y 1 as s increases from zero to S = 20.
The time interval [t 0 , t 1 ] was divided into S = 20 sub-intervals of equal length. These plots show that the particles are almost exactly distributed as the conditional distribution of X t 0,s given Y 1 . The particles are gradually guided toward the filtering distribution p Xt 1 | Y 1 at t 1 as the filter progresses through the intermediate steps.
Generally, if we take S close to the space dimension d in Algorithm 1, each resampling step except for the first step at s = 1 may be rescued from weight degeneracy. We give here a heuristic argument for this assertion. Theorem 2 in Section 4 will provide a more detailed and rigorous argument. Suppose the ancestors of a particle X F,j t n+1 are denoted by X F,a j tn,s tn,s ; s ∈ 1 : S , where
The log term in the right hand side of (7) can be expected to be of order O(d) in cases where the original d dimensional process consists of weakly coupled processes, for which behavior should be similar to the iid case. Thus if we take S = d, the log ratio (7) may be of O (1), meaning that the resampling weights w tn,s X P,a
may be almost free from the COD.
At the first resampling step, however, weight degeneracy may still be present under the choice (5). The resampling weights at s = 1 are given by u t n,1 X P,j t n,1
; j ∈ 1 : J , which approximate the predictive likelihoods p Y n+1 | Xt n,1 y n+1 X P,j t n,1
. This predictive likelihood is d-dimensional and may pose the COD. In other words, the information provided by the high dimensional observation y n+1 can be very selective of the state X t n,1 .
In the following, we show that the COD at the first resampling step may be circumvented when the POMP has a mixing property conditioned on data. Conditional mixing property of a POMP means that a distant future observation provides substantially less information about the current state than the nearest future observation does, provided that all the observations until that distant time point are already known. The additional information about X tn,s provided by y n+B when y n+1:n+B−1 are known is represented by the likelihood
The conditional mixing property says that this likelihood evaluated at the support of the distribution p Xt n,s | y 1:n+B−1 yields balanced values.
To make use of the conditional mixing property, we take the assessment function u tn,s (x) to approximate the predictive likelihood of y n+1:n+B given X tn,s = x,
When n + B > N , we take u tn,s (x) ≈ p Y n+1:N | Xt n,s (y n+1:N | x) . At observation times t 1:N , the assessment function u tn is defined as u t n−1,S according to (8). The resampling weights at s = 1 then becomes
, y n+1:n+B−1 .
(9) When
for s ∈ 1 : S are of roughly the same magnitude, we may have
with a similar reasoning as in (7) using an approximation of weak coupling. If we take S = d, the above quantity may have a constant order of magnitude as d increases. Also, the rightmost term in the last line of (9) may be moderately balanced for j ∈ 1 : J due to conditional mixing. Thus, the resampling for s = 1 may not suffer from weight degeneracy even in high dimensions if conditional mixing is obtained for B not too large.
The state distribution conditioned on several future observations is called the fixed lag smoothing distribution in the literature. Using the fixed lag smoothing distribution for more stable filtering has been studied in, for example, Clapp and Godsill (1999) and Chen et al. (2000) . Our contribution is to connect this approach to intermediate resampling algorithms and the COD. Fixed lag smoothing distributions tend to be less affected by outliers in the observed data than filtering distributions (Lin et al., 2013) . One capitalizes on conditional mixing by using fixed lag smoothing distributions, because the particles at time t n that are already adapted to observations y n:n+B−1 will be less discriminated by y n+B . Intuitively, looking ahead B observations in the future for particle assessment allows the information provided by the observation y n+B to be processed over a longer time interval, [t n , t n+B ].
Practical design of the assessment functions
In practical situations, finding a good approximation to the predictive likelihood of future observations can be a difficult task. It may be particularly demanding when the density of the state process transition kernel is intractable. Unfortunately, these cases correspond to when plug-and-play type inference methods are desired. Therefore, designing practically accessible assessment functions is critical in the application of the GIRF. Here we suggest a relatively general way of making such designs.
The predictive likelihood of multiple future observations is typically more difficult to estimate than the predictive likelihood of a single observation. Thus we may start from approximating the predictive likelihood of one future observation. Then, we may set
where the approximation to the predictive likelihood of y n+b given X tn,s = x tn,s is denoted by
For s = S and b = 1, we can evaluate the measurement density at t n,S = t n+1 , so we set
The approximate predictive likelihood function u tn,s t n+b may be chosen sensibly depending on the model. We suggest one way as follows. First, we make a deterministic projection of the current state X tn,s = x tn,s to time t n+b in a way that approximates the conditional mean of the state process X t given x tn,s . The projected state will be denoted byx t n+b . We also assume that the variability of X t n+b given X tn,s = x tn,s according to the law of the state process can be approximately characterized by Σ(x tn,s ). Next, we consider the variability of Y n+b conditioned on X t n+b =x t n+b . We assume that the measurement density of Y n+b given x t n+b , given by g n+b · x t n+b , is characterized by a scale parameterΣ x t n+b . We explicitly write the dependence on the scale parameter in the density as g n+b · x t n+b ,Σ x t n+b . The combined variability, denoted by Σ x tn,s +Σ x t n+b , is then taken as the scale parameter for the predictive likelihood of Y n+b given the current state X tn,s = x tn,s . In other words, we define u tn,s t n+b x tn,s := g n+b y n+b x t n+b , Σ x tn,s +Σ x t n+b .
If the process distribution and the measurement distribution belong to different scale families, u tn,s t n+b may be obtained by approximating an unnormalized convolution density (see supplementary text S2 for an example).
Theoretical results
Before discussing the theoretical properties of the GIRF given in Algorithm 1, we introduce some notation. For a bounded measurable function f ∈ B b (X), we denote its expected value with respect to a measure µ by
and its conditional expectation with respect to a probability transition kernel K t,t at the starting point x t by
The propagation of measure µ by a transition kernel K is defined as (µK)f := µ(Kf ) for all bounded and measurable function f . As in Section 3, the particles in the filter are denoted by X P,j tn,s ; j ∈ 1 : J and X F,j tn,s ; j ∈ 1 : J . At time t n,s , the empirical measure of the proposed particles X P,j tn,s ; j ∈ 1 : J will be denoted by F P tn,s,J ,
, and the empirical measure of the filtered particles X
where δ x is the measure with point mass at x. The empirical distribution of the J matching pairs X P tn,s,j , X F t n,s−1 ,j on the product space X 2 will be denoted by H tn,s,J
Finally, two sets of σ-algebras generated by the Monte Carlo particle draws up to time t n,s will be denoted by
The likelihood estimates obtained from the standard particle filters are unbiased (Del Moral, 2004) . Our GIRF can be cast into the framework of the standard particle filter by extending the state space to X 2 where the new state variable is the pair X t n,s−1 , X tn,s . This extension is necessary because the resampling weights (2) depends on both X P,j tn,s and X F,j t n,s−1 . It follows that the likelihood estimate from the GIRF is also unbiased.
Theorem 1. The likelihood estimateˆ of Algorithm 1 is unbiased for
Proof. See Appendix B.
Next we derive an upper bound on the difference between the sample mean of the filtered particles and the mean of the exact filtering distribution. We will see that the error from the GIRF given in Algorithm 1 can be significantly smaller than the error from the standard filters in high dimensions. The theoretical error bound will show that the performance of the GIRF depends on the accuracy of the assessment function u t , in the sense to be specified later, and the choice of S. We will find S = d generally makes a good choice.
The GIRF converts a filtering problem with highly informative observations into one that deals with a slower rate of incoming information at the expense of operating on a refined time scale. Thus mixing of processes happens over greater number of time steps in this stretched time scale. For this reason, a well-known result by Del Moral and Guionnet (2001, Theorem 3.1), which requires the number of particles that increases exponentially in the number of time steps needed for conditional mixing, is not very useful. When we take S = d, a bound increasing exponentially in S is no better than a bound increasing exponentially in d. A new type of error bound will be given below that increases linearly in the number of time steps.
We first introduce some more notation. For any t, t such that t 0 ≤ t ≤ t ≤ t N , we define
for any bounded measurable function f . Note that, if no observation was made in [t, t ), we have
and if a single observation t n was made in the interval,
The collection Q t,t ; t ≤ t forms a semigroup, in the sense that Del Moral, 2004) . We denote the set of all intermediate time points in Algorithm 1 by T = {t n,s ; n ∈ 0 : N −1, s ∈ 1 : S}. Given that one has filtered particles X F,j t ; j ∈ 1 : J at time t ∈ T, we define for
for all bounded measurable functions f on X. Note that this definition implies
If t = t n,s for some s ∈ 1 : S and n ∈ 0 : N −1, we write t − = t n,s−1 . If t = t m for some m ∈ 0 : N , we write n(t) = m. The particle pairs X for any bounded measurable function f defined on X. The conditional expectation of the numerator in the above expression (16) with respect to
by (2), (13), (14), and (15). Note that in the second line we implicitly assumed that
where µ t 0 denotes the distribution of X t 0 . We denote the filtering distribution of
At time t N , we are interested in knowing how accurate the quantity
is as a particle approximation to E [f (X t N )|Y 1:N = y 1:N ]. We now establish a bound on the filtering error and state the assumptions we use. Our first assumption concerns how close the assessment function u t is to the predictive likelihood of future observations. We assume that u t approximates the predictive likelihood of B future observation as in (8). In what follows, if t = t n,s for some s ∈ 1 : S, we will write t → := t (n+B)∧N , where we write a ∧ b = min(a, b). We note that y (n+B)∧N is the latest observation to which the fitness of particles is assessed at time t n,s . When t m−1 < t ≤ t m , the expression Q t,t → g n(t → ) (x) denotes the predictive likelihood of Y m:n(t → ) = y m:n(t → ) given X t = x, see (12). Assumption 1. There exists a constant C 1 ≥ 1 such that for all t ∈ T,
for all x, x ∈ X. In particular, if t ∈ (t N −B , t N ],
for all x, x ∈ X.
Assumption 1 lets us control the size of the error introduced by resampling steps, as can be seen in the proof of Theorem 2. Uniform bounds across X as in (21) typically follows as a result of the compactness of the space X and the continuity of the functions being bounded. In real applications of the GIRF, however, we do not expect that the compactness condition is critically required.
Our second assumption is that the predictive likelihood of future observations experiences a bounded change between two consecutive intermediate points t − and t. Specifically, we assume that conditioned on X t − , the predictive likelihood given X t has bounded variance relative to the square of its mean.
Assumption 2. There exists C 2 ≥ 1 such that for all t ∈ T and for all x ∈ X,
Assumption 2 explains a key reason that a GIRF operates on a refined time scale. If the time interval was not divided, the constant C 2 would typically increase exponentially as the space dimension d increases. To see this, if we consider a POMP consisting of d iid one-dimensional processes, the predictive likelihood Q t,t → g n(t → ) (X t ) will be expressed as a product of d independent random variables. Thus both its mean and variance will be exponential in d. In a GIRF, however, the constant C 2 can be of constant order in d, if we divide the time interval into d sub-intervals. Examples are given supplementary text S1 to illustrate this point.
We lastly assume that the POMP has a reasonable amount of conditional mixing. We note that, when t m−1 < t ≤ t m , the likelihood of Y m+B:N = y m+B:N conditioned on Y m:m+B−1 = y m:m+B−1 and the current state X t is given by
Also, for any bounded measurable function f on X we have
Assumption 3. There exist constants C 3 ≥ 1 such that for all t ≤ t N ,
for all x, x ∈ X. Also, there exists n * ∈ 1 : N −1 and C 4 ∈ (0, 1) such that for any measurable function f with f ∞ ≤ 1,
The first inequality (22) states that, conditioned on the observations y m:(m+B−1)∧N , the probability of having the later observations y (m+B)∧N :N has bounded dependence on the current state X t . One can make C 3 smaller by taking B larger, because there will be more conditional mixing in the longer interval [t m , t m+B ]. The second inequality (23) states that the state at time t n * has bounded influence on the state at t N , conditional on the observations made after time t n * . One can similarly make C 4 smaller by taking n * distant from N .
In formulating our main theorem, we assume that multinomial resampling is used. The indices a j in Algorithm 1 are drawn independently of each other given w j ; j ∈ 1 : J under multinomial resampling.
Theorem 2. Suppose Assumption 1, 2, and 3 hold and multinomial resampling is used. Let the probability measure µ F t N ,y 1:N be defined as (19). Then for any f with f ∞ ≤ 1 and for any a > 1,
with probability at least 1 −
Proof. See Appendix C.
Theorem 2 states that when the dimension is fixed, the size of the error in the estimated filtering distribution will be bounded by a number that increases linearly in S, with high probability provided that a is large. On the other hand, if we are to keep the probability
with which the bound is violated at a fixed level, the number a needs to increase proportionally to √ S, and thus the error bound increases at a rate of O S 3 2 . Although this seems to suggest that the error bound increases if we take larger S, the bound will actually be reduced if we take S = d instead of S = 1, due to the scaling property of C 2 . Examples S1 and S2 in the supplementary text shows that C 2 may be of order O(1) in d when S = d. When S = 1 as in the case of the standard particle filter, C 2 will increase exponentially in d, as remarked under Assumption 2.
However, C 1 will generally scale exponentially in space dimension d. When we consider d iid one dimensional processes again as an illustration, the obvious choice of u t (x) we take as the product of d identical copies one dimensional assessment functionũ t , that is u t (x 1 , . . . ,
will make the number C 1 increase in the form of c d 1 for some c 1 ≥ 1. In this case, c 1 will represent the maximum discrepancy between the predictive likelihood and the assessment functionũ t , and the closer the approximation becomes the closer c 1 will be to one. Thus good assessment functions that are closer to the predictive likelihood can reduce
and slow down the rate at which C 1 increases. It follows that if u t equals the exact predictive likelihood, C 1 equals unity. This is confirmed in Section 6.1 with an example of correlated Brownian motion, where the exact assessment of the predictive likelihood makes the GIRF given by Algorithm 1 scale almost polynomially in d.
It is possible that C 3 and C 4 are reasonably small in high dimensions, for example when the model is composed of weakly coupled processes having good marginal mixing. In particular, if the POMP consist of d iid copies of state and measurement processes, the speed of conditional mixing is unrelated to the space dimension d. For many real applications, the speed of mixing may be only loosely dependent on d. If the conditional mixing happens over longer period of time, larger values of B and N − n * may need to be taken.
The implication of Theorem 2 may be summarized as follows. The error bound decreases as the predictive likelihood can be accurately approximated (small C 1 ), each observation time interval is divided in number that is at least comparable to the space dimension (small C 2 ), and the conditional mixing happens relatively fast (small C 3 and C 4 ).
Parameter estimation with iterated filtering
Algorithm 1 can be easily combined with existing parameter inference methods that are based on the particle filter. Iterated filtering, proposed by Ionides et al. (2006) , finds the maximum likelihood estimate (MLE) of multi-dimensional parameters with iterated, perturbed Bayes maps. Iterated filtering facilitates the use of non-trivial mechanistic models in the analysis of time series data by supporting plug-and-play inference. It iteratively runs the particle filter on the augmented space comprising the state variable and the parameter, where the parameters are subject to random perturbations at each time point. The size of perturbations decrease over iterations to facilitate convergence. In the limit where the perturbation size approaches zero, Ionides et al. (2015) showed that the distribution of filtered parameters converges to a point mass at the MLE under some regularity conditions. 
Simulator for K tn,s−1,tn,s dx ; x tn,s , θ for n ∈ 0 : N −1 and s ∈ 1 : S Evaluator for g n (y n | x tn , θ) for n ∈ 1 : N Evaluator for u tn,s x tn,s , θ for n ∈ 0 : N −1 and s ∈ 1 : S Data, y 1:N Number of particles, J Number of iterations, M Initial parameter swarm, {Θ 0,j ; j ∈ 1 : J} Perturbation kernel for initial value parameter, κ 0 (dθ ; φ, σ) Perturbation kernel, κ n,s (dθ ; φ, σ) for n ∈ 0 : N −1 and s ∈ 1 : S Perturbation sequence, σ 1 : , and X
Iterated filtering runs with a swarm of J particles, each of which has the state component and the parameter component. At the start of the algorithm, we draw the starting set of parameters Θ 0,j ; j ∈ 1 : J . The parameter component may comprise both the initial value parameters, which encode the starting condition of the state process, and the non-initial value parameters, which contain the information about the state and measurement process throughout the time series. At the start of the m-th iteration, the parameter component is perturbed from its current position Θ m−1,j with the kernel κ 0 : Θ
The size of perturbation is determined by a number σ m , which decreases at each iteration according to a given cooling schedule. The kernel κ 0 typically perturbs only the initial value parameters. The initial state variables X F,j t 0 are drawn from the initial state distribution parameterized by Θ
The usual filtering procedure follows, where both the state and parameter component of the par-ticles evolve over time. If we are running the GIRF within each iteration, the particles propagate from time t n,s−1 to t n,s according to
, where κ n,s is a kernel at time t n,s that perturbs the non-initial value parameters. The fitness of the particle X P,j tn,s is assessed with the function u tn,s · ; Θ P,m,j tn,s parameterized by Θ P,m,j tn,s . The particles are then resampled using the same rule as in Algorithm 1. At the end of filtering, the parameter components of the filtered particles Θ F,m,j t N are set as Θ m,j , to be used as the initial parameter swarm for the next iteration. After iterating this procedure M times, the final parameter swarm Θ M,j , which have converged almost to a single point, are considered as the MLE. The pseudocode for iterated filtering with the GIRF is given in Algorithm 2.
A GIRF may in theory be combined with the particle Markov chain Monte Carlo (PMCMC) method proposed in Andrieu et al. (2010) for parameter estimation. However, in cases where the likelihood estimates have high Monte Carlo error variance, which may become even greater than one hundred log units when high dimensional complex models are used, the acceptance probability in the Metropolis-Hastings type kernel can be extremely low. These cases are starkly different from the scenarios where the general MCMC methods running with unbiased likelihood estimators are known to achieve the best efficiency, which is when the likelihood estimates have errors of about one log unit (Doucet et al., 2015) . On the other hand, as we see in Section 6.2, the noisy point estimates obtained from iterated filtering can be readily used for inference via the Monte Carlo adjusted profile method proposed by Ionides et al. (2017) . Also, the PMCMC can be very inefficient when each filtering operation takes a very long time, because it makes one parameter jump per filtering iteration. Iterated filtering can move the particle swarm toward a region of higher likelihood in the parameter space at each time point. It is possible that the parameter swarm converge to a region of high likelihood within a few iterations.
Implementation
In this section, we show how our GIRF works with two examples. The first and simpler example is multidimensional Brownian motion, with which we focus on showing how the GIRF scales with space dimension and the choice of assessment functions. The next example concerns the spatiotemporal transmission of measles. We adopt the mechanistic epidemic model by He et al. (2009) and extend it to incorporate the transmissions between cities. This example serves to show how the algorithm works on complex multi-dimensional dynamic models, which have been avoided in research applications due to infeasibly high computational cost. With the iterated filtering method for maximum likelihood parameter estimation, we estimated the spatial coupling parameter from data. The coupling parameter, unlike other parameters which characterize the marginal distributions of the cities, may not be correctly estimated unless the filter recovers the full joint distribution. We analyzed both simulated data and true data from England and Wales in the mid 20th century.
In all examples we considered, the assessment function u t was taken to be an approximation to the predictive likelihood of B future observations, as in (10). We found the optimal number for B to be two or three in these examples. When B = 1, the resampling weights at s = 1 became more unbalanced, and consequently the errors in filter estimates were relatively larger. Unnecessarily large B, however, did not improve the filter estimates and slowed down the computation.
Correlated Brownian motion
We considered a multidimensional Brownian motion consisting of d identically distributed one dimensional Brownian motions that are correlated. Increments per unit time in each dimension of the Brownian motion were normally distributed with mean zero and process noise variance σ 2 p .
The correlation coefficients between the increments were the same for any pair of dimensions and was called α. The matrix of correlation coefficients was denoted by A. The state process can be expressed as
The Brownian motion started at time 0, and the initial state distribution was given by the point mass at the origin of R d . Measurements were made at positive integer time points, 1 : T . Each dimension was measured independently with a Gaussian noise of mean zero and measurement error variance σ 2 m Y t = X t + N 0, σ 2 m I , where I denotes the d dimensional identity matrix.
The assessment function u tn,s was defined as in (10), where the approximate predictive likelihood of each of the future observations u tn,s t n+b was chosen as described in (11). The forward state projection by the deterministic mean process led tox t n+b = x tn,s , since the Brownian motion had no drift. The variance of X t n+b conditioned on X tn,s = x tn,s was given by (t n+b − t n,s ) · σ 2 p A, so the assessment function was defined as
where φ d ( · ; µ, Σ) is the density of the d-dimensional multivariate Gaussian distribution with mean µ and variance Σ. Evaluating of (25) typically requires O d 3 computations, because a procedure such as the Cholesky decomposition of A is required. Since this could be prohibitive for large d, we used another assessment function that approximates (25) by ignoring the off diagonal components of A, that is
We implemented the GIRF on the Brownian motions of varying dimensions d and correlation coefficients α. The first set of experiments tested how the algorithm scales in space dimension d. Four dimensions 20, 50, 100, and 200 were compared while the correlation coefficient was fixed at zero. In the second set of experiments, the dimension was fixed at either 20 or 50, and the correlation coefficient varied from 0 to 0.5 with intervals of 0.1. All data were generated up to time T = 50 with σ p = σ m = 1. The number of sub-intervals within a unit time interval S was taken to equal to the dimension d. Two future observations were used to compute the assessment function u t (i.e., B = 2). We used the island particle method of Vergé et al. (2015) . Sixty particle islands with one thousand particles in each island were used in all experiments. Figure 2 shows the mean squared error (MSE) of the estimate of the filter mean at time T = 50 for varying dimensions. The true filter means could be computed by Kalman filtering, because the process was linear and Gaussian. The results were obtained from forty independent filtering repetitions for each case. The plotted values represent the average over all d components. The estimated state means were reasonably accurate even in two hundred dimensions (MSE ≤ 0.01), indicating that the method does not show rapid exponential growth up to two hundred dimensions. This is in stark contrast with the observation that 10 11 particles were required for the same filtering problem when the standard particle filter was used, as reported by Snyder et al. (2008) . The plot shows that the trend of increase in MSE is almost linear in dimension. Figure 2: The mean squared errors of the estimates of the filter mean at time T = 50 plotted against the dimension of the Brownian motion, obtained from forty independent runs. The plotted values are average over all sites. The correlation coefficient between the sites was 0 (i.e., each one dimensional process was independent of each other). Sixty particle islands with one thousand particles each were used for filtering. The estimated squared bias is shown in a triangle and dotted line. Since the estimated squared bias would be roughly 1 40 times the MSE on average even when the the estimate of filter mean was actually unbiased, one can see that the filter mean estimates were effectively unbiased. The mean squared error of the estimates of the filter mean at time T = 50 plotted against the correlation coefficient, obtained from forty independent runs. The plotted values are the average over all sites. Sixty particle islands with one thousand particles each were used for filtering. The MSE when exact covariance was used (marked by circles and solid lines) was much lower than the MSE when diagonal covariance was used (marked by 'x' and broken lines). Also, the MSE did not increase with correlation coefficient when exact covariance was used. (25)) and the third row when its diagonal approximation was used (see (26)). The numbers between parentheses indicate the estimated standard error. Table 1 reports the average likelihood estimates obtained from the forty filtering repetitions. The estimated likelihoods were very accurate in all dimensions. In dimensions twenty and fifty, the true likelihood was well within one standard error of the likelihood estimates. This is a remarkable improvement upon the standard particle filter, which fails to give reliable likelihood estimates even in dimensions around ten. In dimensions one hundred and two hundred, our standard error of the likelihood estimate was clearly underestimated. Although the likelihood estimator is guaranteed to be unbiased, the existence of this pseudo-bias reflects the fact that filtering becomes less accurate and that more particles need to be used as the dimension increases. Figure 3 shows how the MSE changed as the correlation coefficient α varied. The filter accuracy did not change as the correlation became stronger if the assessment function used the exact covariance matrix, as in (25). If we used a diagonal approximation of the covariance matrix as in (26), the MSE increased with the strength of correlation. Nonetheless, in twenty dimension, the filter estimates were still reasonably accurate even when the diagonal approximation was used (the MSE of 0.008 at α = 0.5). The MSE was larger in fifty dimension for large α if we used the diagonal approximation. The same pattern in filtering accuracy was observed from the likelihood estimates (Table 2 ).
Space dimension

Correlation coefficient
These results demonstrate that the performance of the GIRF is strongly affected by how closely the assessment function approximates the predictive likelihood of future observations. This observation agreed with our theoretical investigation. The value of C 1 in Assumption 1 increases as the assessment function becomes less accurate as an approximation to the predictive likelihood, and the increase is more stiff in higher dimensions. Larger C 1 leads to increased estimation error.
Coupled spatiotemporal measles epidemics model
Population dynamics of infectious diseases exhibit highly nonlinear stochastic behavior. In order to show the performance of the GIRF on complex models used in practical applications, we applied the method to a spatiotemporal measles transmission model. The dynamics of measles epidemics is well understood compared to other infectious diseases. It is possible to closely replicate its observed dynamics using a mechanistic model. We adopted the model developed by He et al. (2009) , but added spatial interaction between multiple cities.
The model compartmentalizes the population of each city into susceptible (S), exposed (E), infectious (I), and recovered/removed (R) categories. Their sizes for the k-city are denoted by S k , E k , I k , and R k . The population dynamics is described by the following set of differential equations.
Here, N SE,k (t), N EI,k (t), N IR,k (t) denote the cumulative number of transitions between the compartments up to time t in city k, while µ denotes the per-capita mortality rate and r k the susceptible recruitment rate. The cumulative transitions were modelled as negative binomial processes, following the construction of Bretó et al. (2009) . The term N SE,k (t), representing the number of cumulative infections in the k-th city, has the expected increment of
where β(t) denotes the time dependent transmission coefficient with a seasonal trend and α the mixing exponent ). The population of city k is denoted by P k , and the number of travelers from city k to l by v kl . We used the gravity model of Xia et al. (2004) to describe the number of travelers, given by
Here, the gravitation constant G was rescaled usingP andd, which are the average population of all twenty cities and the average distance of all pairs of the cities. The data consist of weekly total reported cases for each city. The model assumes that the infected individuals rest at home upon the identification of the disease, whether the contraction is reported to clinical agencies or not. Therefore, diagnosed cases are shunted into the recovered/removed compartment. A certain fraction ρ of the transitions from the infectious compartment to the recovered compartment are counted as weekly reported cases. The measurement model was chosen to allow for overdispersion compared to the binomial distribution with parameter ρ. More details on the model are described in the supplementary section S2.
Analysis of simulated data
We first analyzed a simulated dataset, generated for the same set of twenty cities examined by He et al. (2009) . The data were generated for 832 weeks from year 1949 to 1964 using the real birth data for 1945-1960 and the population data for [1949] [1950] [1951] [1952] [1953] [1954] [1955] [1956] [1957] [1958] [1959] [1960] [1961] [1962] [1963] [1964] . The parameters used for data generation are summarized in Table S-3. The choice of the assessment function u t is described in the supplementary text S2.
We estimated the non-initial value parameters using iterated filtering (Algorithm 2). We constructed profile likelihood plots for parameters of interest by fixing the parameters and estimating the maximum likelihood estimates for all other parameters. We first constructed the profile for the reporting probability ρ and confirmed that the maximum of the profile likelihood is achieved near the true value of 0.5. We then constructed the profile for the gravitation constant G while fixing the reporting probability at 0.5. The two-stage approach could speed up constructing the profile likelihood for G for two reasons. First, the curvature of the log likelihood in the direction of the reporting probability was much greater than that in the direction of the gravitation constant. Thus, the MC error in finding the MLE for the reporting probability could overshadow the effect of the gravitation constant, unless filtering was iterated many times to reduce the maximization error. Second, little direct correlation between the reporting probability and the gravitation constant conditional on data was expected from model construction. This sort of approach tailored to a given problem could be more computationally efficient, but it might not be always necessary.
We repeated the parameter estimation procedure independently for five times for each value of G. Each repetition used four thousand particles and comprised eight filtering iterations with geometric cooling factor of 0.92 for the parameter perturbation size. The parameter estimates obtained at the end of the last iteration were taken as the maximum likelihood estimates. The likelihoods at the Monte Carlo MLE's were then evaluated without parameter perturbation (Algorithm 1). For each likelihood assessment, five particle islands of four thousand particles each were used. The estimated profile likelihoods contained both the MC error from finding the MLE's and the MC error from evaluating the likelihoods.
We estimated the MLE and its confidence interval for the gravitation constant G from the estimated profile likelihood points. Diggle and Gratton (1984) have considered methods of parameter inference from noisy estimates of likelihoods from models that are implicitly defined by simulation algorithms. The methods were further developed and extended to profile likelihoods by Ionides et al. (2017) , who proposed a procedure to construct the Monte Carlo adjusted profile (MCAP) confidence intervals. A summary of the MCAP procedure is provided in supplementary section S3.
The profile log likelihood plot for G is shown in figure 4 . Only the top three log likelihood points for each G value were used for the MCAP procedure. The confidence interval contained the true parameter value of G at 500. There are substantial amount of Monte Carlo errors present in the profile log likelihood estimates greater than one hundred log units, due to high dimensionality Figure 4 : Profile likelihood for G, the gravitation constant for spatiotemporal interaction, for the simulated data. We applied the MCAP procedure to construct an approximate 95% confidence interval. A smooth fit through the estimated profile likelihoods, indicated by the red curve, was obtained using non-parametric local regression procedure loess (Cleveland et al., 1992 , implemented in R-3.4.1). The cut-off for the confidence interval was obtained by first fitting a quadratic curve through the points and computing the standard error of the maximum of the curve from the standard errors of the quadratic coefficients. This procedure took place on a transformed scale of √ G for a better quadratic fit. The 95% confidence interval was found to be (268, 539) (red vertical lines) with a cut-off of 35.1. The true value of G = 500 was contained in the estimated confidence interval. and the complex model structure. Consequently, the confidence interval is much wider than what would be expected from the same amount of data if the standard maximum likelihood inference methods without MC errors were possible. Nevertheless, the analysis succeeded in revealing the information about spatial correlation from linked spatiotemporal data with fully likelihood based method, which has been considered infeasible. Section S4 presents additional figures from post hoc analysis where the goodness of fit is tested. Also, the results for the estimated G are compared with the results from an ad-hoc analysis based on a summary statistic of the data.
Data analysis: Measles case in England and Wales in year 1949-1964
We analyzed real weekly reported measles case data in year 1949-1964 for the same twenty cities and estimated the gravitation constant G. We used the same data that He et al. (2009) examined. These authors analyzed each city marginally where the number of visiting infectious individuals was modelled as a separate parameter. In our model, the exogenous force of infection for each city came from the infectious citizens in the other nineteen cities and was mediated by the gravity model. The strength of spatial interaction was inferred from the data by constructing the profile likelihood for G. We fixed the reporting probability at the city-specific value estimated by He et al. (2009) . All other parameters were estimated with iterated filtering.
Unlike in the analysis of simulated data, we estimated the starting population proportions of all compartments for all cities. These initial value parameters were estimated with separate iterated filtering where only the initial value parameters were perturbed. Since the information about the initial state was concentrated on the first few observations, we estimated the initial value parameters using only the first three observations. Filtering over the first three observations was iterated sixty times, using fifty islands comprising eighty particles each. We used a large number of particle islands with fewer particles in each in order to prevent a quick collapse of the parameter swarm into a single point, since the initial value parameters were not subject to continual perturbations. Once the initial value parameters were estimated, filtering with perturbations only on the noninitial value parameters followed, for estimation of these parameters. The combined procedure of initial value parameter estimation and non-initial value parameter estimation was iterated eight times. The final values of the non-initial value parameters were taken as the MLE. The initial state for likelihood assessment was estimated using sixty iterations of short filtering as described above, with fifty islands having four hundred particles each. The likelihoods at the MLE's were evaluated without parameter perturbation (Algorithm 1) using five islands of four thousand particles. This whole procedure was repeated independently seven times for each fixed value of G. Figure 5 shows the estimated likelihood profile for the gravitation constant G. We used only four points with higher likelihood estimates out of seven repetitions for each value of G for the MCAP procedure. The MLE for G was estimated to be 321 with the 95%-confidence interval (254, 387). The estimated value of 321 for G translates to, for example, an average of 10,500 people visiting London from Birmingham at any point in 1949, when London had population of 3.38 million and Birmingham had 1.11 million. Numbers like this, of course, cannot be taken as conclusive estimates of the historical number of travelers between cities and can only be interpreted to the extent that the model describes the real epidemic process. Nevertheless, this analysis example suggests a possibility that new types of analyses may extract previously inaccessible information from a large set of data.
Discussion
The failure of standard particle filters in high dimensions has been an obstacle for researchers trying to apply complex models on large scale problems. No existing methods have offered satisfactory results when making likelihood based inference of nonlinear time series data even in moderately high dimensions. Although our GIRF method may not be a solution to very high dimensional filtering problems, it offers an advance in analyzing coupled highly nonlinear dynamic systems of moderate dimensions. Potential applications may be found in analyses in ecology, behavioral sciences, epidemiology, or possibly other fields when the data are collected at linked spatial locations or structured into many demographic or regional categories.
Analyses of large data have relied on mathematical simplification of the model or information reduction technique. The ensemble Kalman filter methods are widely used inference methods for dynamic systems that belong to the former category. These filters are based on the core assumption that the states and the measurements are jointly distributed as linear Gaussian processes (Evensen, 1994 (Evensen, , 2003 . The linear update scheme in ensemble Kalman filters helps avoid the computational challenge such as degenerate resampling weights experienced in the particle filter and facilitates very high dimensional applications in geophysical sciences (Houtekamer and Mitchell, 2001 ). However, these methods tend to produce inaccurate results when the system is highly non-linear and nonGaussian (Lei et al., 2010; Miller et al., 1999) . For tracing epidemic peaks or fadeouts, for instance, non-linearity or the discreteness of infection cases can play a key role in the stochastic evolution of the system, making approximations to Gaussian distributions less suitable.
Methods based on information reduction technique are generally constructed with the aid of domain experts' knowledge on the key features of the model. Approximate Bayesian computation, for example, approximates the posterior probability of a parameter θ given data using the distances between carefully chosen summary statistics of the observed data and those of simulated data under the parameter θ. This simplified approach in principle enables analyses of data of arbitrary size. However, information reduction methods can fail to capture full complexities in the model or result in inaccurate parameter estimates (Fasiolo et al., 2016) . Also, different conclusions might be drawn depending on the summary statistics and the distance measures being used.
The GIRF supports the likelihood-based inference from high dimensional data using complex mechanistic models. Likelihood-based inference can add to the reliability of scientific conclusions, because the likelihood of data is uniquely defined by a model and provides a common measure of fit. Sharp likelihood-based analyses using fully developed models can lead to scientific discoveries of fine resolution, which might not be obtained with other analysis methods. As an illustration, we estimated the spatial coupling parameter in a spatiotemporal measles epidemic model using this method.
A GIRF proceeds on a finer time scale than the observation time scale. At the intermediate time points, the particle ensemble approximates the state distribution at current time conditional on the future observations. These bridging distributions help maintain the stability of the particle ensemble. Each resampling step deals with minced amount of information, and consequently particle depletion may be avoided. Looking ahead several observations in the future also helps alleviate the weight degeneracy in proposed particles, due to conditional mixing of the POMP.
Theoretical investigation revealed that the estimates by our GIRF can be accurate in high dimensions under certain conditions. These conditions offer a perspective on what causes the COD and how the GIRF partially solves the problem. However, it is hard to check to what extent the conditions are met in real applications. In addressing this concern, we think J. W. Tukey's words "So long as one does not ask for certainties one can be carefully imprecise about assumptions" can be applied here (Jones, 1987) . The reliability of the filtering results can be partly checked by the effective sample size at each resampling step. Also, appropriate post hoc analyses can add to the credibility of the inference drawn from the filtering results. Some plots we created to check the validity of our results for the measles transmission model considered in Section 6.2 can be found in the supplementary material S4.
The computational cost of running the algorithm scales as O(d 2 ) if a fixed number of particles are used. Although the required particle size will generally increase exponentially in d if the approximation to the predictive likelihood is not exact, a reasonable approximation to the predictive likelihoods can substantially lower the rate of increase.
There are practical challenges and potential limitations in implementing the GIRF. The accuracy of the filter depends on the approximator for the predictive likelihoods of future observations. Finding an accurate approximator of predictive likelihoods becomes a difficult task when mixing conditional on data is poor. In this case, the predictive likelihoods of a large number of future observations may have to be estimated in order to avoid particle depletion at the first intermediate resampling step within each observation time interval. Estimating the predictive likelihood of many future observations can be very difficult or nearly impossible depending on the applications.
A A heuristic argument for the stability of the likelihood estimate obtained by a GIRF
We claim that the likelihood estimatê
obtained by the GIRF proposed in Algorithm 1 is much more stable than the likelihood estimate from the standard particle filterˆ
To see this, we consider the case where we take u tn (x) = g n (y n | x tn ) for n ∈ 1 : N . From now on, we consider a fixed n. We denote the ancestor of X F,j tn at time t n−1,s as X F,a j t n−1,s t n−1,s , with a j tn = j. Then, the measurement density of y n at t n can be expressed as a product of weights defined in (2), . The weight terms W j s ; j ∈ 1 : J at the s-th step are conditionally independent of each other given the particle draws at the previous step. For the simplicity of argument, we assume that all weight terms W j s for s ∈ 1 : S and j ∈ 1 : J are iid with mean µ and variance σ 2 . The logarithm of the n-th term in the expression forˆ given by (28), which is the product of the averages of W as J tends to infinity by the central limit theorem and the delta method. As for the n-th term of std , we first observe that the variance of
Thus the logarithm of the n-th term in the expression forˆ std given by (29), which is the average of the products of W j s , converges in distribution
as J tends to infinity. We can see that the asymptotic variance (µ 2 +σ 2 )
in (31) is larger than the asymptotic variance
Sσ 2 Jµ 2 in (30) roughly by a factor of 2 S S when µ 2 ≈ σ 2 . Thus in high dimensions where we take S ≈ d, the variance of the log likelihood estimate logˆ by the GIRF can be much smaller than the variance of the log likelihood estimate logˆ std from the standard particle filter.
B Proof of Theorem 1
Proof. We augment the state space in order to make w tn,s defined in (2) a function of only the current state at time t n,s . Let Z tn,s ; n ∈ 0 : N −1, s ∈ 1 : S be a process defined on discrete time points T such that Z tn,s = (X tn,s , X t n,s−1 )
where {X t } is the original state process. Define Z t 0 := (X t 0 , x * ) where x * is an arbitrary point in X. Define probability transition kernelǨ tn,s, :
, where π 1 is the mapping from a pair of elements to its first entry (i.e., π 1 (x 1 , x 2 ) = x 1 , ∀x 1 , x 2 ). ThenǨ tn,s is the probability transition kernel of the process Z tn,s ; n = 0 : N −1, s ∈ 1 : S , that is,
Define a weight function that matches the definition (2), such that
Then the bootstrap particle filter with the initial particle draws given by (2004), the likelihood estimate obtained from this particle filter is unbiased for
The equality in the above equation comes from (4). We conclude thatˆ is an unbiased estimate for 1:N (y 1:N ).
C Proof of Theorem 2
Proof. The conditional mixing property of the POMP allows us to focus mainly on the errors accumulated from time t n * to time t N . The time t n * was defined in Assumption 3. Our main innovation in this proof is the new way to bound the error terms in the telescoping series (33) below. This novel approach became useful in the particular situation where we attempt to connect intermediate resampling algorithms to the curse of dimensionality.
Let f be a measurable function such that f ∞ ≤ 1. We first show that at time t n * ,
for b t,t defined in (15). Define the probability distribution η tn * such that
for bounded measurable functions f . Indeed, η tn * is the smoothing distribution of X tn * conditioned on the observations Y 1:N = y 1:N . We have
Thus,
because f ∞ ≤ 1 and X F,1 t takes one of J values X P,j t , j = 1, . . . , J. This implies that, by Markov's inequality, for any a > 1,
with probability at least 1 − 1 a 2 . This also implies that we have
with probability at least 1 − 1 a 2 . Write the first term on the right hand side of (34) as
where A, B > 0, which is bounded by
because we have |B | ≤ B from f ∞ ≤ 1. Note that
But by Assumption 1
with probability at least 1 − 2 a 2 . Here, 1[ · ] denotes an indicator function. Next, we consider the second term in (34)
We have
from (17).One can write from (13) and (14) Q
Hence,
where the last inequality is due to Assumption 2. By Markov's inequality, for any a > 1,
with probability at least 1 − 1 a 2 . Using the inequality (37) again, we obtain
with probability at least 1 − 2 a 2 . By the same reasoning as in (38), we have
Thus, summing (39) and (41), we obtain
with probability at least 1 − 4 a 2 . If we add the above inequality for t ∈ (t n * , t N ] ∩ T, we reach the conclusion that
. Using the fact C 3 ≥ 1, the RHS in (42) can be replaced by a slightly larger but simpler bound
Combining (32) and (42), we have f dF
with probability at least 1 − 
initial exposed proportion − 0.00027
initial infectious proportion − 0.00032 
S2 Additional details on the measles dynamic model and the implementation of the GIRF
The details of the measles dynamic model we use mostly follow that of He et al. (2009) . We assume the transmission coefficient β(t) in (27) depends on whether it is school term or holiday, because most measles infections happen via transmissions between children:
β(t) = 1 + 2(1 − p)a β during school term 1 − 2p a β during school holiday.
Here, p = 0.739 is the proportion of the year taken up by the school term, a the amplitude of variation, andβ the annual average of the transmission rate. School holidays in the calendar day include: Christmas, 356-365 and 0-6; Easter, 100-115; summer, 199-252; autumn half-term, 300-308. The susceptible recruitment rate r(t) is defined as follows. In the calendar year x, a certain fraction c of the annual births of the calendar year x − 4 enters the susceptible compartment at the school admission date, which is the 251st day of a year. The remaining 1 − c fraction enters the susceptible compartment continuously with a constant rate throughout the year.
The transition rates from the exposed to the infectious and from the infectious to the recovered compartments are defined as
where ν EI and ν IR are the per capita progression rates between the respective compartments. We added randomness to state progression by modelling the cumulative transitions from one compartment to the next as negative binomial processes. This choice makes the processes continuous-time Markovian and allows for overdispersion compared to Poisson processes (Bretó and Ionides, 2011) . The simulation was performed using the fact that the negative binomial distribution can be constructed as a gamma mixture of Poisson distributions. For all cumulative transition processes {N ·· (t)}, we let the noise intensity to equal σ 2 (Bretó et al., 2009; Karlin and Taylor, 1981) . Over a short time interval [t, t + δ], the infinitesimal increment N ·· (t + δ) − N ·· (t) is Poisson distributed with the mean parameter given by the product of a gamma random variable Gamma(δ/σ 2 , σ 2 ) and the mean transition rate E dN·· dt . This amounts to
where the negative binomial random variable NegBin(r, p) has the probability mass function
with mean pr 1−p and variance Bretó et al. (2009) explains in detail the simulation method for stochastic compartment models, which we adopt in our implementation.
As for the measurement model, a certain fraction equal to the reporting rate ρ of weekly cumulative transitions from the infectious to the recovered compartment was modelled to give the mean of weekly case reports. The distribution of the weekly case reports was assumed to be a discrete normal distribution, which approximates an overdispersed binomial distribution with an overdispersion parameter ψ. Specifically, we define a cumulative distribution F depending on the number of weekly total transitions ∆N IR ,
where Φ( · ; µ, σ 2 ) is the cdf of the normal distribution with mean µ and variance σ 2 . We then define the probability of having y n reported cases in the n-th week, with ∆N IR transitions from the infectious to the recovered compartment, as
The state process X(t) is composed of four components S(t), E(t), I(t), and N week IR (t) for each city, where N week IR (t) is the weekly cumulative transitions from the infectious to the recovered compartment, with the relation N week IR (t) = N IR (t) − N IR (t n ) where t n is the start of the week that t is in. In the implementation of the GIRF on this model, we defined the assessment function u tn,s using the formula (10) in Section 3.3 with the approximate predictive likelihood u tn,s t n+b , which was defined as follows. We note that the procedure explained below provides a fairly general way of approximating the predictive likelihood.
First, we approximate the distribution of X t n+b with the moment matching method. Suppose that the measurement Y n+b is determined by a summary statistic Z, which is a function of X t n+b . In our example, this is the weekly cumulative infections, Z := N IR (t n+b ) − N IR (t n+b−1 ). We make a projection from time t n,s to t n+b with the deterministic mean processX(t), and take the summary statistic computed fromX(t n+b ) as an approximation to the conditional mean of Z given X tn,s . The deterministic mean process may be obtained by setting the parameters governing the variability of the state process at zero. For implicit models, one can simulate the deterministic mean process with numerical procedures like the Euler method.
We then estimate the variance of the projected Z. Let τ 0 = t n,s < τ 1 < · · · < τ k = t n+b be the time points at which the numerical simulation method computes the deterministic projection. We denote the σ-algebra containing all information about the state process up to time t as F t . We decompose the conditional variance of Z given X τ 0 in the following way.
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In other words, the variance of projection may be expressed as a sum of the expected values of the conditional variances over each sub-interval (τ i−1 , τ i ). The outermost conditional expectation with respect to F τ 0 for each term is approximated by plugging in the mean projected value to time τ i−1 . That is, if we call the mean projected states at time τ i−1 asX τ i−1 , we approximate the above expression with
Thus we need an expression for E(Z | F τ i ) in terms of X τ i and a way of computing its conditional variance with respect to F τ i−1 . The conditional mean is computed by locally linearizing the deterministic mean process. That is, if the mean process is expressed as
for some matrix function A, we may approximateX
Thus, we make the approximation
Based on the above approximation, we compute the conditional variance of E(Z | F τ i ) with respect to F τ i−1 using the distributional properties of the transition kernel. In our example, the cumulative transitions N SE , N EI , and N IR are locally negative binomial processes as given by (S46). Since I(τ i+1 ) is given by
its conditional variance given X τ i may be computed as the conditional variance of N EI (τ i+1 ) and that of N IR (τ i+1 ), assuming the transition from E to I and that from I to R are approximately independent over this short time interval. The conditional variance of N IR (τ i+1 ) can, for example, be approximated as
Once E(Z | F tn,s ) and Var(Z | F tn,s ) has been computed, we approximate the distribution of Z given X tn,s as the distribution that belongs to the same family of distributions as the local transitions, but with the mean and variance given as above. In our example, we take the negative binomial process with the computed mean and variance. If the measurement process also belongs to the same family of distributions, the variance of the projection and the variance of the measurement process may be added to give the approximated predictive likelihood model. In the cases where the projected state process distribution and the measurement process distribution have considerably different tail behaviors, one might approximate the predictive likelihood as a discretized convolution
where x j , j = 1, . . . , k, may be taken to be the points at the sample space where the probability P Y n+b = y n+b X t n+b = x j ·P X t n+b = x j X tn,s is non-negligible. The length of the last interval x k+1 − x k can be chosen appropriately to approximate the tail probability.
The above procedure is almost impossible to perform for high dimensional process X(t). In that case, we divide the components of X(t) into groups of highly correlated ones, and estimate the predictive likelihood for each group. The final value may be computed as the product of them. In our example, we treated each city as a separate group. This approximation may be considered as a kind of variational inference technique. However, even if we approximate the predictive likelihood for each city separately, we are still taking into account the spatial interaction between the cities, because the deterministic mean process is simulated with the influence of the spatial correlations.
We note that the approximate predictive likelihood, as well as the assessment function u t , is a means of helping the GIRF guide the particles in the right direction. Although more accurate approximation to the predictive likelihoods leads to better performance of the filter, some error in the approximation may be handled with the filter, provided that sufficient number of particles are used.
Instead of applying the lengthy procedure described above, we also have used the simple approximation where the variance of projection was estimated as Var [N IR (t n+b ) − N IR (t n+b−1 )] ≈ t n+b t n+b−1 Ī (t) · ν IR · σ 2 + 1 ·Ī(t) · ν IR dt, whereĪ(t) denotes the size of the infectious compartment in the deterministic mean processX(t), and where the variance thus estimated was simply added to the variance of the discrete normal measurement model. The performance of this simpler approximation was comparable to the more scrupulous approximation detailed above.
S3 Monte Carlo adjusted profile confidence intervals
When the likelihood of data from a one-parameter model can be exactly evaluated, the 95%-confidence interval for the maximum likelihood estimate of the parameter can be obtained by a cut-off on the likelihood curve, equal to z 2 0.975 2 = 1.92, where z 0.975 is the 0.975 quantile of the standard normal distribution. In large, complex models where the likelihoods of data are estimated with Monte Carlo methods with non-negligible amount of error, the uncertainty in the likelihood estimates has to be taken into account in computing the cut-off. Ionides et al. (2017) proposed a general procedure for constructing confidence intervals for a parameter of interest when the profile likelihoods with respect to that parameter can be estimated with some Monte Carlo errors. The procedure for constructing the Monte Carlo adjusted profile (MCAP) confidence intervals are as follows.
We assume that the Monte Carlo profile points˘ P 1:K are evaluated at φ 1:K . We fit a smooth curvȇ S (φ) through the profile points using a local smoother, such as the R function loess (Cleveland et al., 1992) . The MLE of the parameter φ can be taken as the pointφ at which the maximum of the smoothed curve˘ S is attained. In order to quantify the Monte Carlo error in the estimated maximum likelihood˘ S (φ), we make a local quadratic fit near the maximum, using the weights w 1:K that were used in evaluating the smoothed curve˘ S atφ. Write the fitted quadratic equation as −ȃφ 2 +bφ +c. The variance and covariance of the coefficientsVar[ȃ],Var [b] , andCov [ȃ,b] can be obtained as usual. Using the delta method, the standard error of the maximumb 2ȃ can be estimated as On the other hand, the statistical error originating from the randomness in data can be estimated with the usual formula SE stat = 1 √ 2ȃ .
Assuming that the size of the Monte Carlo error is roughly the same across the possible realizations of the data, we can reasonably approximate the total standard error of the Monte Carlo maximum likelihood estimate as SE total = SE where χ α is the (1 − α) quantile of the χ-square distribution on one degree of freedom.
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S4 Additional figures for the analysis with the spatiotemporal measles transmission model
In this section, we provide some post hoc analysis plots for the spatiotemporal measles transmission considered in Section 6.2. Figure S-6 shows the results of filtering on the simulated data, which was analyzed in Section 6.2.1, with the same parameter set used to generate the data. The true and estimated values for the susceptible, exposed, and infectious compartment sizes and the weekly total diagnoses or recoveries are shown for three cities of varying sizes, London, Cardiff, and Halesworth. These plots show that the state trajectories were correctly estimated. The estimated mean, the median, and the tenth and ninetieth percentiles are shown in black, blue, and green lines, respectively. The mean and median were almost the same, so they are not visually distinguishable in the plot. The estimated state means plus minus two standard errors are marked with grey shades. The true state trajectory, marked by red curves, lay mostly within the estimated tenth and ninetieth percentiles throughout the time period, for the exposed and infectious compartment sizes and the weekly diagnoses or recoveries (the second, third, and fourth rows). The susceptible compartment size reflects the cumulative number of infections, so it has a long memory, or equivalently, slow mixing. The estimated trajectory for the susceptible compartment closely follow the changes in the true trajectory, but there are biases in the estimates that are roughly constant for long periods of time. These biases mostly result from the inaccurate estimates of the number of infections at epidemic peaks. Due to the measurement error, the filtering distribution has some degree of spread in the number of infections at the peaks. However, the long term effect of the number of infections at the peaks remains in the susceptible compartment size. Therefore, accurately estimating the susceptible compartment size with a filtering method is a fundamentally difficult task. Still, our filtering results produced reasonable estimates of the susceptible compartment size to the extent that the inaccuracy in the estimated number of susceptibles do not seriously impact the ability to estimate other compartment sizes. These results show that severe particle depletion did not occur in our analysis, which used a complex twenty dimensional model. For the real weekly case reports data analyzed in Section 6.2.2, we compared the real observation sequence with the sequences generated by our model at the MLE. We simulated the model at the MLE which produced the highest likelihood estimate in Figure 5 , except for the spatial coupling parameter G, which we varied. The purposes of this comparison were to gauge the degree of model misspecification and to see the differences between the observation sequences generated with different values of G. Figure S-7 show the simulated data sequences for London, Cardiff, and Halesworth when G was set to 0, 100, 321 (the MLE), 1500. When the data was simulated at G = 0, the measles epidemic died out within two years, which was certainly different from the observed data. On the other hand, when we set G to 100, 321, or 1500, the generated data sequences showed a similar pattern as the real data, and no clearly distinguishable visual differences could be found between the three simulated sequences. These results suggest that the model we used had the capability to generate data similar to the real observations, but that it would probably be very hard or impossible to accurately estimate the value of G with ad-hoc methods. In Section 6.2.2, however, we estimated the MLE for G and its 95% confidence interval, which had fairly small width, using a likelihood-based inference. Figure S-6: The filter estimates for the susceptible, exposed, and infectious compartment sizes and the weekly diagnoses or recoveries in the population of London, Cardiff, and Halesworth. The estimated mean, median, and tenth and ninetieth percentiles of the filtered particles are shown in black, blue, and green lines, respectively. The estimated mean plus minus two standard errors are shaded in grey. The true numbers are shown in red. In all the cities, the estimated state means for the exposed and infectious compartment sizes and the weekly diagnoses or recoveries were very close to the true values, and the truth was mostly between the estimated tenth and ninetieth percentiles. The susceptible compartment size, which has slow mixing due to being a cumulative process, was estimated with a trajectory that follows the truth but with some degree of long lasting biases.
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S-9 The real case data are plotted in red dashed lines for comparison. The simulated data at G = 0 show case elimination, which is certainly different from the real data. However, the simulated data at G = 100, 321, and 1500 are hard to distinguish by simply looking at the plots. On the contrary, likelihood based inference in Section 6.2.2 using the GIRF enabled the estimation of the MLE, found to be G = 321.
