Abstract-Various network monitoring and performance evaluation schemes generate considerable amount of traflic, which afIeets network performance. In this paper we describe a method for minimizing network monitoring overhead based on Shortest Path Tree (SJTJ protocol. We describe two different variations of the problem: the A-Problem and the E-Problem, and show that them is a significant difference between them. We prove that tinding optimal solutions is NP-hard for both variations, and propose a theoretically best possible heuristic far the A-Problem and three different heurktics for the E-Problem, one of them being also theoretically best possible. We show that one on compute in polynomial time an O(lnlVI)-appmrimate solution far each of these problems. Then, we analyze the performance of our heuristics on large graph generated using W-an and Power-Law models as well as on real ISP topolow maps. Experiment results show more than 80% improvement when using our heuristics on real topologies over the naive approaches.
I. INTRODUCTION
Knowledge of the up-to-date network bandwidth utilization as well as network topology is crucial for numerous important network management tasks, including traffic engineering and verifying QoS guarantees for end-user applications. Deploying network measurement and topology tools at key network locations emerged as a main strategy in gathering such information.
However, this approach causes the generation of a significant amount of traffic which shares the same network infrastructure with user applications. From the point of view of these other services this traffic is an overhead since it is of no immediate interest at the user level. Furthermore, placing a monitoring tool at a certain node would only guarantee measurements along the edges of the Shortest Path Tree (SPT) rooted at that node. For the purposes of this paper we assume that each network edge has a weight one and thus, every SPT becomes Breadth-First-Search tree (BFS) . Thus, to monitor all active paths in the network, the monitoring tools should he placed at a set of network nodes such that the SpTs rooted at these nodes cover all edges of the network. To reduce the network overhead caused by network monitoring and/or topology traffic, one needs to find minimum number of network nodes such that their BFS-trees cover all network edges. The problem has several interesting variations. One approach is to find minimum set of nodes such that regardless which BFS-trees are selected rooted at these nodes every network edge will be covered. Such an approach makes a good sense, when we do not want any coordination between the selection of BFS-trees at these nodes. Furthermore, in a practical network, the network BFS-tree periodically changes due to the changes in the traffic patterns and network link failures. Consequently, the selection of nodes whose union of arbitrary BFS-trees rooted at these nodes cover every network edge reduces the amount of network management hut may increase the network management traffic. Alternatively, we consider minimum number of nodes such that there is a set of BFS-trees selected at these nodes that cover all network edges. In the latter case, network manager should be able to coordinate the selection of BFStrees at each of the selected nodes, which in turn may cause an additional network traffic. On the other hand, one would expect that the number of selected nodes should he smaller than in the former case.
In this paper we investigate these two approaches and the tradeoff between the amount of network traffic and the minimum number of nodes to place the network management and network topology tools. We prove that both variations of the problem are NF-hard in the number of network nodes. We generate several heuristic algorithms for each of the problems and prove that these heuristics are the best approximation for a selection of minimum number of BFS-trees that cover every edge of the network regardless what variation of the cover problem is being considered. We also conduct extensive simulation study and demonstrate that the number of nodes required for the fust variation of network edge cover problem is about 40% more than the number of nodes required for the second variation of this problem. We also run our algorithms on actual ISP providers networks ( A n , Level 3, and Sprint). We demonstrate that using our algorithms, the network manager may significantly reduce the number of BFS-trees comparatively with the current methods used by network managers to select the nodes for placing the network management tools.
The rest of the paper is organized as follows. Section I1 describes the prior work done in this area. Section III formulates the basic model and the problem statement as well as complexity of the stated problem and their variations. In Section IV, we propose heuristic algorithms and analyze their performance. Section V describes experimental results for networks generated using Waxman and Power-Law models and for real ISP networks. Section VI concludes the paper.
RELATED WORK
There is a significant body of literature in the area of deploying measurement points and studying their characteristics. However, only few projects focused on minimizing the overhead of such deployment. that are contained by the trees. 1151 was the first study to show that the concept of "more measurement points is better" is not accurate by showing that the topology can obtained using few measurement points.
[I41 studies deploying minimum number of beacons on a network of known topology and BGP-like routing policy so that every link is monitored by messages originating from at least one beacon.
In [I], the authors propose a model to minimize the overhead of monitoring all links of a given network. However, this approach is different from ours as it considers weighted networks and shortest path trees rooted at these nodes are fixed.
MODEL
A network is a graph G = ( V , E ) , where V is the set of nodes and E is the set of direct communication lines between nodes, called edges. The number of nodes and edges are respectively denoted by IVI and IEl. A shortest path between nodes s and t is denoted by P,,* and the length of this path is denoted by d(s,t) . Clearly, between any two nodes there exist possibly more than one shortest path. However, as the name suggest all these paths have the same length d(s, t). For the purposes of our discussion we assume that graph G representing the network is connected. That is, there is a path between any two nodes in V . Consider a node v. For every node v, E V we select a shortest path between 2) and v,. The union of all these paths is a shortest path tree T, rooted at U.
We call such a tree T, a breadthlfirst search free (BFS-tree) if graph G is not weighted. Clearly, for each node v there are many BFS-trees T,,. We denote by S, the set of all BFS-trees rooted at node U .
Let G be a graph and v E V . We call an edge e = (a,
following observation states that a BFS-tree rooted at a node v cannot cover any edge that is horizontal with respect to U.
Observation I : Let G = (V, E ) be a graph and v be a node of G. Any edge of G which is horizontal with respect to v cannot belong to any BFS-tree T, rooted at U .
We call an edge e = (a, b) t E vertical with respect to v if Observation 2: Let G = (V, E ) be a graph and 2) be a node of G. Edge e of G is unavoidable by v if and only if any tree T, E S, contains e.
We are interested in the following two problems.
select a minimum set of nodes R C V and for each node v E R a tree Tu E S, such that the union of selected trees covers all edges of G.
select a minimum set of nodes R C V such that, regardless which tree T,, E S, is selected for a node v E R, the union of those trees cover all edges of G.
First we demonstrate that optimal solutions for each of these problems are considerably different. Consider, for example a rectilinear grid of size fi x fi depicted on Figure   1 . We number nodes of the grid from 1 t o n row-wise (ith row nodes are (i -1)fi + 1, ( i -1)fi+ 2,. . . , ifi). One can select two BFS-trees, one rooted at node 1 and another rooted at node n, such that their union covers all the edges of G. Indeed, one can consider a tree rooted at node 1 which is formed by edges ((i -l ) f i + l , ifi+ l), ( j , j + l ) and (ifi + j , i f i + j + 1) (so called "first column and all rows"-tree) and a tree rooted at node n which is formed by
and ((i -1)fi + j , ifi + j ) (so called "last row and all columns"-tree), where 1 5 i 5 fi -1,l 5 j 5 fi ~ 1. It is easy to see that both trees are BFS-trees. Thus, a solution to the E-problem consists of only two BFS-trees. In view of Observation 2, it is rather simple to show also that an optimal solution to the A-problem consists of firoots (BFS-trees). It is easy to see that selecting the nodes on a diagonal of the grid generates a set of BFS-trees that completely cover all edges o f the grid.
Using the technique developed in [I] , one can easily show that the E-Problem is NP-hard even for unweighted graphs.
It appears that the A-Problem is NP-hard too. It is proven by reducing the set cover problem to it. As a byproduct we get also the NP-hardness of the problem considered in [l] even on unweighted graphs.
As we mentioned above, the NP-hardness of the Eproblem on unweighted graphs immediately follows from the construction given in [l] . This result can be directly derived also from the NP-hardness of the A-problem. Thus, the following theorem holds.
Theorem111.1: Both the A-Problem and the E-Problem are NP-hard even for unweighted graphs.
Iv. HEURISTIC ALGORITHMS
First we provide a heuristic for the A-problem and point out that our heuristic is the best possible polynomial time apDroximation algorithm for the oroblem.
given U , the set U, can he obtained in time O (lEl) . Consider now an instance of the set cover problem (E, {Uu : v E V } ) , where E is the universe of elements and {Uu : U E V} is the collection of subsets. We have the following lemma.
Lemma N l : A set R C V is an optimal solution to the A-
Problem on a graph G = (V, E ) if and only if {U" : U E R }
is an optimal solution to the corresponding set cover problem.
The well-known greedy heuristic for the set cover problem translates into a greedy heuristic, depicted in Figure 2 , for the A-Problem. According to [2], the greedy algorithm is a (Zn(A) + 1)-approximation algorithm for the set cover prob-
In the rest of section we provide several heuristics to find a solution to the E-problem. A natural greedy heuristic for the E-Problem would be a procedure where at each step a BFS-tree (and hence a root) is chosen which covers the maximum number of not yet covered edges of G. We call this tree a currentbest BFS-tree. To find a currenthest BFS-tree, one should not iterate over all possible BFS-trees (the numher of which could be exponential). Instead, one can do the following. Iterate over all not considered yet nodes of G, say nodes of 5' C V , building for each node U of S a hest possible BFS-tree rooted at v, i.e., a BFS-tree T, which contains the maximum number of uncovered yet edges of G (a so called currentbest BFS-tree rooted at U ) . And then, among those trees {Tz : 2 E S}, choose a tree T,, which covers the maximum number of uncovered edges. To find a current-best BFStree rooted at a node U one can use a function given in Figure   Input . " (break ties randomly) set R := R U {U}, E := E \ U" return R Our next heuristic makes use of the notion of unavoidable edges. In this method, the number of unavoidable edges is calculated with respect to each node in the graph. Then, a node U with the maximum number of uncovered unavoidable edges is selected. If there are more than one such nodes, we break ties by selecting a node arbitrarily. Finally, using a function given in Figure 3 , a current-best BFS-tree rooted at node U is calculated, and the edges of this tree are declared covered. The process is repeated until all edges of the graph are covered. We call this heuristic Max.Unavoidables. Its formal description isgiveninFigure5. Clearly, itrunsalsoin timeO(1RIIVlIEl). Each of our two next heuristics selects a new root U using different strategy but both of them construct a current-best BFS-tree rooted at ndde U using function currentLbestBFStree. Heuristic Max-Degree chooses U to he a node from V \ R with the maximum number of uncovered incident edges, while heuristic Random-Root chooses U randomly from V \ R. In the next section we will experimentally compare the described above four heuristics for the E-Problem against each other and against a very naive heuristic Random.Trees. In this heuristic, at each iteration a root U is selected randomly and a random BFS-tree rooted at U is constructed, and this is repeated until the constructed trees cover all edges of G.
In the remaining part of this section we demonstrate that the difference between the optimal solution and the one returned by Max-Degree heuristic can be significantly different for a given graph G. As an example, we construct a (5n+4)-node graph as follows. We consider two sets of n nodes labeled a l , a2, ..., a,, el, ez. ..., e,, two sets of n+l nodes labeled b l , bz, ..., b,, b,+,, d l , dz, ..., &+I, and a set of n+2 nodes labeled CO, CI, c~, ..., &+I. We connect these nodes as follows. Each node ai (i < n) is connected to nodes Q and a;+]. Similarly, each node e; (i < n) is connected to nodes ci and ei+l. Each node b; (i 5 n) is connected to nodes b;+l, q-l, and c;. Similarly, each node d, (i 5 n) is connected to nodes Q-1, and c;. An example of such a graph with 5*5+4 nodes is depicted in Figure 6 . Heuristic Max-Degree will return O(lV1) BFS-trees rooted at black nodes c1, cz, ..., &, while it is easy to see that there are three BFS-trees rooted at grey nodes bl, dl and el which cover all edges of the graph. 
V. EXPERIMENTAL RESULTS
In this section, we describe our experiment environment and results we obtained from various algorithms that we have 
A. Waxman model
We generate 300-node network topologies using the Waxman model, which is a popular topology model for networking research. Different network topologies can be generated by varying three parameters: (1) n, the number of nodes in the network graph; (2) a,. a parameter that controls the density of short edges in the network; and (3) 0 , aparameter that controls the average node degree.
For our experimental purposes, we start with the values ay0.15 and @=0.2 (i.e. average degree = 6), we fix the value of a and increase the value of 0 gradually to simulate dense network with average low degree. Then, we repeat the same process hut by fixing the value of p and increasing the value of a to simulate networks with short links and average high degree (i.e. average degree = 59). The reason for increasing values of oi and 0 instead of keeping them fixed is that real ISP topology maps can he completely different from each other as shown in Figure 9 . Figure 7 shows the results we got running the heuristic of the A-problem as well as different heuristics for the E-problem on networks generated using Waxman model.
B. Power-Law model
Power-Law model can be used to generate router-level topologies [3]. For our experimental purposes, we generate 300-node flat (i.e. non hierarchical) power-law topologies using B R I E [ 5 ] , which is the best known power-law-based topology generator. B R I E generates different topologies by changing the values of the following parameters: (1) H S , Size We start with average degree m=2 (i.e. tree topology) and increase the degree gradually until m = 10 (i.e. average degree of 10). Figure 7 shows the results we got running the heuristics of the A-problem as well as E-problem on networks generated using Power-Law model.
C. ISP map topologies
We run our heuristics on ten diverse ISP topologies (See Figure 8) . We obtain the topology maps from [6] and convert them from Rocketfuel format to adjacency list graph format after removing all inter-AS links. Figure 9 shows three sample backbones overlaid on a map of the United States. The sample backbone maps were obtained from [7] . Wc sec that the size of these networks range from about three hundreds to more than twelve thousands as shown in Table I . Also, we see that topologies could be completely different. For example, we see that the AT&T's backbone network topology includes hubs in major cities and spokes that fan out to smaller per-city satellite POPs. In contrast, Sprint's network has few more POPs than 40 in the USA, all in major cities, and well connected to each other, implying that their smaller city customers are back hauled into these major hubs. Level3 represents yet another paradigm in backbone design. It has a highly connected backbone which is most likely the result of using a circuit technology, such as ATM or frame relay private virtual circuits, to tunnel between POPs.
D. Discussion
Our experiments show changing results as the topology changes. In the results obtained from Power-Law model, all the proposed non-trivial E-Problem heuristics return similar results when the average degree is low (i.e. less than five). However, when increasing the average degree, Max-New-Edges covers all edges with less number of trees than other heuristics because Max.New.Edges takes a global Then, Max-Unavoidables may need more roots to cover all edges as a consequence of that selection. In general, the improvement of our heuristics over the naive heuristics is more than 50%. The improvement on graphs generated using Wax- Also, when number of links decreases, the performance of Random.Root and Random-Trees becomes closer. In networks that have tree-like topologies like AT&T. the improvement with respect to naive approaches goes to almost 100%. In highly connected networks such as Level3, we see more than 90% improvement. In relatively small networks such as VSNL, the improvement is about 80%.
VI. CONCLUSION
In this paper, we considered the problem of minimizing the overhead of network monitoring. We defined the optimization problem and showed hardness of finding an optimal solution for that problem. We proposed the best possible heuristic for one variation and several heuristics for the other variation, and presented theoretical analysis of these heuristics. We ran extensive experiments using simulations as well as real network topology maps to study the performance in different scenarios. We compared the results that we obtained with two naive approaches and showed the drastic improvement using our heuristics.
