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Recent advances in electrical engineering have let the realization of small size
electrical systems for in-body applications. Today’s hybrid implantable systems combine
radio frequency and biosensor technologies. The biosensors are intended for wireless
medical monitoring of the physiological parameters such as glucose, pressure,
temperature etc. Enabling wireless communication with these biosensors is vital to allow
continuous monitoring of the patients over a distance via radio frequency (RF)
technology. Because the implantable antennas provide communication between the
implanted device and the external environment, their efficient design is vital for overall
system reliability. However, antenna design for implantable RF systems is a quite
challenging problem due to antenna miniaturization, biocompatibility with the body’s
physiology, high losses in the tissue, impedance matching, and low-power requirements.
This dissertation presents design and measurement techniques of implantable
antennas for medical wireless telemetry. A robust stochastic evolutionary optimization

method, particle swarm optimization (PSO), is combined with an in-house finite-element
boundary-integral (FE-BI) electromagnetic simulation code to design optimum
implantable antennas using topology optimization. The antenna geometric parameters are
optimized by PSO, and a fitness function is computed by FE-BI simulations to evaluate
the performance of each candidate solution. For validating the robustness of the
algorithm, in-vitro and in-vivo measurement techniques are also introduced.
To illustrate this design methodology, two implantable antennas for wireless
telemetry applications are considered. First, a small-size dual medical implant
communications service (MICS) (402 MHz – 405 MHz) and industrial, scientific, and
medical (ISM) (2.4 GHz – 2.48 GHz) band implantable antenna for human body is
designed, followed by a dual band implantable antenna operating also in MICS and ISM
bands for animal studies. In order to test the designed antennas in-vitro, materials
mimicking the electrical properties of human and rat skins are developed. The optimized
antennas are fabricated and measured in the materials. Moreover, the second antenna is
in-vivo tested to observe the effects of the live tissue on the antenna performance.
Simulation and measurement results regarding antenna parameters of the designed
antennas such as return loss and radiation pattern are given and discussed in detail. The
development details of the tissue-mimicking materials are also presented.
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CHAPTER I
INTRODUCTION
1.1 Overview
In recent years, we have witnessed an exponential growth in research focused on
developing electronic systems for medical use. Some recent applications include artificial
eyes, cochlear implants, brain pacemakers for Parkinson’s disease [1], cardiac
pacemakers [2]-[3], implantable drug pumps [4], nerve signal recorders for use with
robotic prostheses [5], and muscle stimulators. Enabling wireless communication with
these devices is paramount in realizing the maximum benefit and convenience of
monitoring patients without physical contact and rigorous schedules [6]. One of the
emerging electrical engineering applications in medicine is wireless monitoring of
physiological parameters of a patient over a distance via radio frequency (RF) technology
[6]. Wireless monitoring systems can be subdivided into two groups:
1) Body-centric devices
2) Implantable devices
Although both systems will be summarized in this section, the methods and tools
proposed in this dissertation fall into the later.
Figure 1.1 shows an example of body centric wireless networks for various
monitoring applications such as oxygen level, sugar level, heart rate, blood pressure, and
body temperature. These body centric devices consist of sensors that communicate with
1

either a body mounted receiver or external off-body unit. Each electrode has its own
telemetry unit which includes a biosensor, an antenna, a battery, a transceiver, and
necessary circuit elements. The biosensor functions as an interface between biological
and electronic systems. All biosensors belong to one of the four main groups described
below in terms of how they are applied to the patient or research subject: Noncontacting
(noninvasive), contacting (skin surface), indwelling (minimally invasive), and
implantable (invasive). Sensors used in body-centric devices fall into noncontacting and
contacting groups.
One major problem in designing body-centric telemetry devices especially when used
for sensing multiple physiological parameters is the coupling between various sensor
nodes. The goal is to minimize the coupling between the nodes while maximizing the
communication quality between the transmitter and receiver. In addition to coupling
effects, destructive effects on the communication channels due to close proximity to the
human body should also be considered.

2

Heart Rate

Oxygen Level

Sugar Level

Blood Pressure

Body-Worn
Base Unit

Body Temperature

Figure 1.1 Body centric wireless networks.
A general schematic diagram of a hybrid implantable wireless data telemetry system
that combines the radio frequency and biosensor technologies is shown in Fig. 1.2. The
biosensors shown in the figure usually rely on the concentration of the electrolytes in the
interstitial fluid within the dermis for continuous monitoring. Considerable progress has
been made in recent years to develop implantable sensors that can continually monitor
physiological parameters. Indwelling and implantable sensors are used in implantable
devices. There are some problems encountered by indwelling and implantable biosensors.
Biological systems usually respond to the implanted materials by rejecting the implant
and changing the biological environment in which the implants are embedded. This may
3

cause degradation, calibration loss, or failure in sensor performance. Therefore, sensor
packaging is an important issue that needs to be considered. The package should be
biocompatible and allow the sensor to communicate with the tissue surrounding the
sensor. Another problem with biosensors is their life expectancy. Current implantable
sensors have limited lifetime. There is a significant effort among the current research
community to design reliable and stable sensors with longer lifetime.
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Figure 1.2 Wireless data telemetry unit.
In implantable systems (Fig. 1.2), the data is first read by the biosensor and then
transmitted through the antenna to either an external wearable device or a nearby
personal computer. The interface circuit contains a transceiver, a microprocessor, a power
4

supply, operational amplifiers, and mode-switching components [7]. Since these
components are relatively small compared to an on board antenna, a traditional antenna
for even relatively low frequency operation dwarfs them; therefore, designing very small
antennas becomes vital in order to reduce the overall size of the implant device. An
implantable antenna must be small in size and light in weight and should easily be
integrated with other electronics in the device. The antenna must also radiate outside the
body effectively and efficiently while complying with the Federal Communications
Commission (FCC) requirements.
In addition, placing the antenna inside a biological tissue adds significant complexity
to the problem since the antenna now resides in a lossy medium with a very high
permittivity such as skin, muscle, blood, and bone. The tissue parameters (relative
permittivity (εr), electrical conductivity (σ), and mass density (ρ)) depend on the tissue
temperature and frequency. Relative permittivity decreases and the conductivity increases
as the frequency increases. For these reasons, designing an effective very small size
implantable antenna is very challenging and there is not much effort in the literature due
to the design complexity. This dissertation will mainly focus on designing and testing of
such antennas.
The three specific objectives of this dissertation are:
(1) Developing computational tools and models for the design of implantable
antennas by combining computational tools with optimization algorithms
(2) Developing in-vitro measurement tools and techniques using tissue-mimicking
materials
5

(3) Developing in-vivo measurement techniques and investigating the effects of live
tissue on the performance of the implantable antennas
1.2 Background on Implantable Antennas
With recent advances in wireless communications for implantable systems, there has
been great research focusing on biomedical implanted transceiver systems. These systems
allow one-way or two-way communication with the implant. Currently, existing
implantable wireless telemetry systems for medical applications can be divided into two
groups according to the antenna types used: passive and active systems.
1.2.1 Passive Systems
Passive systems (see Fig. 1.3) rely on an inductive link between the implant and an
external receiver for communication at a relatively low frequency (400 MHz – 433 MHz)
[8]-[10]. Loop antennas are used for this type of implantable systems since they present
low impedance in the near field that eases the coupling to the body [11]. Loop antennas
have been shown to be suitable to achieve efficient power deposition and are employed
either as single elements or in arrays.
In the majority of passive systems for implantable devices, coils wound around a
dielectric or ferrite core are widely used. The secondary coil receives the time varying
magnetic field generated by the primary coil, and this results in an induced current in the
implanted coil [12]. The two coils are inductively coupled to one another since they are
collinear where the inductive coupling serves as the communication channel. The size of
the internal coil may be very small, in the order of a few millimeters [13]. In these
6

systems, the most important parameters for the design of the telemetry system are the self
and mutual inductances of the coils.
The biggest drawback of an inductively coupled channel is its restricted range of
communication; the very large external coil must touch the patient’s body near the
internal coil. Moreover, this procedure is time-consuming since the placement of the
external coil depends on the position of the internal coil. Other drawbacks are low
antenna efficiency, low data rates, narrow bandwidth, and long-term biocompatibility.
However, some recent advances like Utah Electrode Array (UEA) provide more
biocompatible designs. The UEA uses a pickup coil that is printed on a ceramic substrate
and integrated with the implanted neural electrode array [14]. The implanted coil is
powered by an external inductive programmer while transferring telemetry data.

External loop (Rx)

Passive Systems

Inductive
Coupling

‐
‐

Very Small Size
Low cost

5-15cm

Skin
Fat
Muscle

Internal loop (Tx)

‐
‐
‐
‐
‐

Very Large External Reader
Low antenna efficiency
Limited transmission range
Very narrow bandwidth
Single band
www.mems-issys.com

Figure 1.3 Currently used passive telemetry systems.
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1.2.2 Active Systems
Active systems (see Fig. 1.4) have increased range and allowed for a smaller external
reader since the communication is generally performed by a microstrip antenna. However,
current active implantable devices in the market have three to six months lifetime due to
their limited battery life. Increasing the battery life also causes increases the size of the
implant. To facilitate improvements in the communication range of in vivo systems, the
European Telecommunications Standards Institute (ETSI) reserved the medical implant
communications service (MICS) band for medical and meteorological applications [15].
The MICS band occupies the spectrum from 402-405 MHz with a maximum emission
bandwidth of 300 kHz [16]. The increase in the bandwidth and frequency makes the
system usable at a longer range. Since then various microstrip antenna configurations
have been extensively proposed or used for telemetry applications.

Active Systems

‐
‐

Increased Range
Smaller External Reader

‐
‐

Limited Battery Life (3-6 months)
Increased Size
www.datasci.com

Figure 1.4 Currently used active telemetry systems.
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1.2.2.1 Microstrip Antennas for Implantable Systems
Printed microstrip patch antennas are widely used in mobile radio and wireless
communications, high-performance aircraft, spacecraft, satellite and missile applications
because of their low profile, low weight, low cost, huge flexibility in design,
conformability, and ease of integration with other microstrip circuits [17]. Microstrip
antennas were first introduced in 1953 [18] and have been significantly investigated since
1970s [19]-[23]. A conventional microstrip antenna, as shown in Fig. 1.5, consists of a
very thin metallic patch placed on a grounded dielectric substrate. The antenna can be fed
with either a coaxial probe through the substrate or with a microstrip feeding line.
Microstrip antennas are easy to fabricate using printed circuit technology with very low
cost and have compatibility with monolithic microwave integrated circuits (MMICs).
These antennas can also be easily miniaturized and designed for wideband or multiband
operations.

Patch
Top view
Substrate
Side view

Ground plane

Figure 1.5 A conventional microstrip patch antenna: Top and side views.
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Although microstrip antennas are relatively easy to design and fabricate, most
conventional designs for low frequency operation have narrow bandwidth and substantial
volume. Therefore, their size needs to be reduced and bandwidth needs to be increased in
order to be usable for implantable applications. Some other disadvantages of microstrip
antennas also include low efficiency, limited power capacity, poor polarization purity,
poor scan performance, and high Q.
Several methods attempt to reduce the size of patch antennas and increase the
bandwidth. One is changing the shape of the radiating element (radiator) and choosing an
appropriate patch topology structure that increases the electrical length of the antenna
such as serpentine, spiral, and meander type configurations.
A second method is placing a shorting pin from the radiator to the ground plane; this
procedure typically produces the same frequency response at less than half the size of a
similar antenna without the shorting pin [24]-[26]. Those antennas are referred as planar
inverted-F antennas (PIFAs) since the antenna looks like an upside down letter F when
seen from the side view as shown in Fig. 1.6. PIFAs are very popular for use in portable
wireless devices and handheld radios because of their compactness and lower profile as
well as broader bandwidth [27].

Radiator
Substrate
Feed

Ground Pin

Ground Plane

Figure 1.6 Side view of a planar inverted-F antenna (PIFA).
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Adding a superstrate of high relative permittivity is another standard technique that
generally improves the bandwidth and gain efficiency of the antenna. The loading of the
superstrate reduces the resonant frequency, decreases the resonant resistance, and
enhances the impedance bandwidth of the antenna. The larger the relative permittivity of
the superstrate is, the more the resonant frequency decreases as the superstrate becomes
thicker. The superstrate protects the radiating element against the environment and acts as
a buffer between the radiator and biological tissues by reducing RF power at the locations
of lossy medium. The superstrate also affects the matching of the antenna to 50 Ω by
decreasing the effects of the highly conductive biological tissues.
Previous studies have investigated various microstrip antenna configurations
including spirals and serpentines for MICS band operation [28]-[40]. In [28] and [29],
spiral and serpentine microstrip antennas were analyzed and in vitro tested in the MICS
band and were shown to be effective radiators for communication with medical implants.
It was also shown that, for optimal designs, the substrate and superstrate should be
chosen from a biocompatible material with large dielectric constant and low conductivity.
The height of the substrate and superstrate should be as thick as possible. Low profile
microstrip antennas implanted in human chest were evaluated in terms of return loss and
radiation efficiency, and their performance of communication links with an external
antenna was estimated with consideration given to the maximum effective radiated power
(ERP) and specific absorption rate (SAR) limitations [30].
In [31], waffle-type miniaturized biocompatible microstrip antennas were designed
using genetic algorithms whose sizes are suitable for cardiac pacemakers in the MICS
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band. An ultra-wide band (400 MHz – 510 MHz) spiral shaped small antenna was
designed to transmit the diagnostic real-time image data of high resolution at high speed
for the implantable micro systems [32]. In [33] and [34], establishing a wireless
microwave data telemetry link for a retinal prosthesis was investigated using external
microstrip antennas and intraocular implanted antennas at microwave frequencies (1.45
GHz and 2.45 GHz).
In one study, meandered and spiral type PIFAs designed on a metallic box
representing an implantable metallic medical device in a biological-tissue simulating
model were compared in terms of impedance matching and radiation characteristics [35].
A compact broadband stacked implantable antenna for biotelemetry with a round PIFA
structure was proposed to enhance bandwidth and reduce the effect of frequency shift in
complex human tissue [36]. The antenna is suitable for implanting in various human
tissues such as skin, muscle, heart, and eye. A rectangular three-layer stacked PIFA with
a miniaturized antenna size and broad bandwidth of 50 MHz at MICS band was
implemented for biotelemetry communication in [37]. Besides these, some patents have
also been granted for antennas for implantable medical devices [38]-[40].
1.3 Thesis Organization
This thesis demonstrates a study of design, simulation and measurement techniques of
implantable antennas for wireless data telemetry.
The organization of the thesis is as follows:
Chapter II focuses on computational and measurement techniques for implantable
antennas. This chapter is divided into three main sections. The first section reviews
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computational techniques for antenna analysis and design. For the analysis part, general
numerical techniques used in computational electromagnetics such as the finite difference
time domain (FDTD) method, the method of moments (MoM), and the finite element
method (FEM) are introduced. Among those, an exact formulation of the hybrid finite
element – boundary integral (FE-BI) method is given which is employed to analyze the
implantable antennas in this thesis. Brief discussion is also included in order to address
each technique’s advantages and disadvantages. For the design part, gradient-based and
gradient-free optimization algorithms are reviewed. Although gradient-based methods are
fast in convergence, they can usually find only local optima. On the other hand, gradientfree methods do not depend on the initial point and are able to find global optima. Among
the various optimization methods considered from both classes, gradient-free particle
swarm optimization (PSO) method is combined with FE-BI method and employed on
implantable antenna optimization problems. Following the formulation of the method,
two microstrip patch antenna design problems are proposed and solved to validate the
optimization algorithm.
In the second section of Chapter II, in-vitro measurement techniques using tissuemimicking materials are explained. Tissue-mimicking materials proposed in the literature
for various biomedical engineering and antenna measurement applications are also
presented.
In the final section of Chapter II, in-vivo measurement techniques of implantable
antennas are introduced. The effects of live tissue on the antenna performance are
investigated.
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Chapter III and Chapter IV are devoted to the design and measurement of implantable
antennas using the techniques described in Chapter II. Chapter III presents a small
serpentine dual MICS and ISM band implantable antenna for human body. The antenna is
first optimized by applying the combined PSO/FE-BI algorithm. The antenna can be used
in many wireless telemetry applications with simulated bandwidths of 20.4% and 4.2%
for MICS and ISM bands, respectively. To test the designed antenna, two sets of
materials mimicking the electrical properties of human skin are developed. First set
consists of two skin-mimicking materials developed for MICS and ISM bands,
respectively, and second set has a different skin-mimicking material developed for ISM
band. The optimized antenna is fabricated and in-vitro measurements are performed using
characterized skin-mimicking materials. Measurement results regarding antenna
performance on various materials are presented and compared with the simulations.
In Chapter IV, a dual band implantable antenna operating in MICS and ISM bands is
proposed for animal studies. To design the antenna, first the electrical properties of skin
samples from donor rats are measured. A dual band antenna is then optimized using
PSO/FE-BI algorithm with bandwidths of 27.5% for the MICS band and 4.04% for the
ISM band. Two separate skin-mimicking materials are developed to mimic the electrical
properties of rat skin for MICS and ISM bands. The antenna is in-vitro tested using both
skin-mimicking materials and real skin samples collected from the donor rats. Results
regarding the S11 and gain of the designed antenna are given. Finally, the fabricated
antennas are surgically implanted into rats and return loss measurements are performed.
The effects of the rat body on the performance change of the antenna are discussed.
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Chapter V concludes the thesis and briefly summarizes the contributions and obtained
results from the simulations and measurements. Directions for future research are also
given in this chapter.
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CHAPTER II
COMPUTATIONAL AND MEASUREMENT TECHNIQUES FOR IMPLANTABLE
ANTENNAS

The objective of this chapter is to present design and measurement techniques used in
this dissertation for implantable antennas. The chapter is composed of three main parts.
The first part introduces a computational model for in-silico design followed by in-vitro
and in-vivo measurement techniques to test the designed antennas.
2.1 Developing Computational Tools and Models for Implantable Antenna Design
A small size antenna, meaning “electrically small”, refers to an antenna structure
much less than a wavelength in dimension. These antennas have many design parameters
that could be optimized to reduce their size, cost, increase their bandwidth, make them
sensitive to different polarizations, improve their radiation characteristics, achieve
optimal gain and return loss, and enhance the Q factor. These antennas are mainly
designed using a trial-and-error approach which may not be adequate to satisfy all design
requirements since trial-and-error approach requires substantial experience and it is very
time consuming. Because of the considerable amount of time required, this approach is
usually suitable for less complex designs. As the electromagnetic complexity of the
antenna increases, the design procedure becomes very tedious, and therefore, the need of
utilizing an optimization algorithm becomes essential.
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Optimization is the process of finding values of the design variables that minimize or
maximize an objective function while satisfying the constraints [41]. Figure 2.1 shows an
illustration of the optimization routine. The optimization routine solves the design
problem iteratively by modifying the design variables until a previously defined
termination criterion is satisfied or all iterations are completed. Optimization methods
have been used extensively in most of engineering disciplines such as industrial
engineering, mechanical engineering, artificial intelligence, operations research, and
electrical engineering [42]-[45].
In recent years, optimization methods have started to be used in electromagnetic
applications, especially in antenna design. Antennas including dipoles, loops, helices,
horns, reflectors, lenses, and microstrip antennas have been designed using the
optimization algorithms. In this section, various computational electromagnetics and
optimization techniques will be discussed for antenna analysis and design. Among the
presented numerical techniques, finite element – boundary integral solver will be
combined with particle swarm optimization.
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Objective Function
(Minimize/Maximize)

Design Variables

Optimization Routine

Optimized Solution

Constraints

Figure 2.1 Optimization routine.
2.1.1 Numerical Techniques for Antenna Analysis
Before the 1960’s, electromagnetic problems were solved using analytical methods
such as separation of variables, series expansions, conformal mappings, and integral
equations [46]-[47]. The introduction of numerical techniques in electromagnetic theory
along with advancements in computer technology paved the road for electrically large
complex problems [48]. Computational electromagnetics is an interdisciplinary field
between physics, mathematics, and computer science, which involves various numerical
algorithms for the solution of Maxwell’s equations [48]. Although early applications of
the numerical techniques were in electromagnetic radiation and scattering, technological
advances created more application areas such as microwave engineering, biomedical
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engineering,

wireless

communications,

radar

cross

section

(RCS)

analysis,

electromagnetic compatibility analysis, and antenna engineering [49].
Numerical techniques in computational electromagnetics are generally divided into
two groups: Partial-differential-equation (PDE) and integral-equation (IE) techniques
[50]. Both PDE and IE techniques are applicable to low frequency problems involving
electrically small antennas. The finite-difference time-domain technique (FDTD)
developed by Yee [51] and the finite element method (FEM) introduced by Courant [52]
are the most popular PDE techniques, while the method of moments (MoM) developed
by Harrington [53] is the most popular IE technique.
The MoM is a technique to numerically solve Maxwell’s equations in integral form.
MoM has been used to model many electromagnetic problems such as radiation and
scattering by wires and rods, scattering by two-dimensional metal and dielectric cylinders,
scattering by three-dimensional metal and dielectric objects of arbitrary shape, field
penetration through apertures in planar conducting screens, and analysis of microstrips,
lossy structures, and antennas. MoM converts Maxwell’s equations into integral
equations using linear superposition and the Green’s function. Employing standard
Galerkin testing, the solution of the integral equation system is reduced into the solution
of a linear matrix equation. The resulting matrix system is then either solved directly or
using an iterative scheme such as Gauss-Seidel, Jacobi relaxation, conjugate gradient, or
derivatives of the conjugate gradient algorithm [54]. IE methods are often more
convenient for RCS problems since they can not represent antenna excitations exactly
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and complexities may arise with substrate anisotropies or inhomogeneities in the antenna
structure.
Due to their geometrical adaptability, low memory requirement, and capability of
modeling anisotropic and inhomogeneous geometries, PDE methods like FDTD and
FEM have been widely used to analyze scattering problems, microwave circuits,
waveguides, and antennas [55]-[59].
FEM is a powerful numerical technique since complex geometries with arbitrary
shape and inhomogeneous media can be modeled easily without changing the
formulation or the solver [60]. The matrix system generated by the method is also sparse
which makes the method memory efficient. The FEM has O(N) storage requirements in
contrast to the MoM which has O(N2). On the other hand, for open problems, the total
number of unknowns for the FEM is usually much more than the MoM. For this reason,
the FEM is hybridized with BI methods. Throughout this dissertation, the finite element –
boundary integral (FE-BI) technique will be employed to design and analyze the
characteristics of the implantable antennas, since the technique computes complex threedimensional geometries with arbitrary shapes in inhomogeneous media with ease. The
next step will be to combine our in house FE-BI solver with an optimization algorithm.
Details of the formulation will be presented in the following section.
2.1.1.1 FE-BI Formulation
The characteristics of an electromagnetic (scattering and/or radiation) problem with
an arbitrarily-shaped and inhomogeneous structure using the FE-BI method must first
introduce a fictitious surface ∂B to enclose the system, in which the problem gets divided
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into an interior and exterior region (see Fig. 2.2). Within ∂B , the interior area, the finite
element technique is employed to compute the fields inside since this method is best for
modeling inhomogeneities including antenna elements and feeds. Outside ∂B , exterior
region, the fields are represented by applying a boundary integral equation (BIE). By
modeling the system as shown in Fig. 2.2, the interior and exterior fields are then coupled
by enforcing tangential field continuity on ∂B [50].
From this concept, a system of equations is produced and the structure of the standard
FE-BI system is of the form:

⎡ E vv
⎢ sv
⎢E
⎢ 0
⎣

E vs
E ss
P

0 ⎤⎧ E i ⎫ ⎡ bi ⎤
⎥⎪ ⎪ ⎢ ⎥
B ⎥ ⎨ E s ⎬ = ⎢ g s ⎥.
Q ⎥⎦ ⎪⎩ H s ⎪⎭ ⎢⎣ b s ⎥⎦

(2.1)

where [E i ] is the electric field vector within the boundary problem V, {E s } and {H s }
are the vectors containing the electric and magnetic fields, respectively, on the
boundary ∂B , [ E vv ] , [ E vs ] , [ E sv ] , [ E ss ] are sparse sub-matrices associated with the
stored energy, [B] is the sparse matrix related to the energy existing throughout the

boundary, [P] , and [Q] are the BI operators that interact with the surface electric and
magnetic currents with each other via the free-space Green’s function. The [ E vv ] and
[ E ss ] matrices are symmetric and [ E vs ] = [ E sv ]T , where the T superscript signifies the
transpose.
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∂B
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Boundary Integral Domain
(Exterior Region)

Figure 2.2 Finite element and boundary integral domains.
Finite Element Formulation (Interior Region)

r
To formulate the fields inside the boundary ∂B12 , the functional F (E) is derived by
the generalized variational principle for vector problems. We first begin with Maxwell’s
two time harmonic curl equations:
r
r r
∇ × E = − jωμH − M

(2.2)

r
r r
∇ × H = jωεE + J

(2.3)

where ε, μ, and ω are dielectric permittivity (F/m), permeability (H/m), and angular
frequency (rad/sec), respectively. The vector wave equations are obtained by taking the
curl of (2.2) and (2.3) and making use of the other:

r⎞
r
r
⎛ 1 r int ⎞
⎛ 1
M ⎟⎟
∇ × ⎜⎜ ∇ × E ⎟⎟ − k 02 ε r E = − jk 0η 0 J int − ∇ × ⎜⎜
⎠
⎠
⎝ μr
⎝ μr

22

(2.4)

r⎞
r
⎛ 1 r ⎞
⎛ 1
k r
∇ × ⎜⎜ ∇ × H ⎟⎟ − k 02 μ r H = − j 0 M int + ∇ × ⎜⎜ J int ⎟⎟
η0
⎠
⎠
⎝εr
⎝εr

(2.5)

where k 0 is the free-space wavenumber, defined as k 0 = 2π λ0 = ω ε 0 μ 0 , and η 0 being
the free-space intrinsic impedance, defined as η 0 = μ 0 ε 0 .
The equivalent variational problem with the functional for solving the vector wave
equation is
r
r
r
r r⎤
r ⎡
r
⎛ 1 r ⎞⎤
⎡1
1
F (E) = ∫∫∫ ⎢ (∇ × E) ⋅ (∇ × E) − k 02 ε r E ⋅ E ⎥dV + ∫∫∫ E ⋅ ⎢ jk 0η 0 J int − ∇ × ⎜⎜ M int ⎟⎟⎥dV
2 V ⎣ μr
⎠⎦
⎝ μr
⎦
V
⎣
r r
+ jη 0 k 0 ∫ E ⋅ (H × ⋅n̂) dS
S

(2.6)

where V denotes the volume enclosed by the surface S and n̂ denotes the outward unit
vector normal to S [61]. Also, εr and μr stand for medium’s relative permittivity and
permeability constants, respectively. We should also note that (2.6) differs from the
functionals given in [62] and [63] with the presence of the second volume integral linking

(

)

r
r
the internal electric and magnetic source J int , M int due to the antenna element feed(s).

()

To discretize the functional F E , the volume V is subdivided into small volume
elements such as tetrahedra, triangular prisms, or rectangular bricks. In this formulation,
tetrahedral volume elements are used. The electric field E is expanded as
N

E = ∑ E jW

j

(2.7)

j =1

where N denotes the total number of element edges resulting from the subdivision, E j
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are the unknown expansion coefficients equal to element edge fields, and W j , j=1,2,…N
denote the vector basis functions defined within the tetrahedra. By substituting (2.7) into
(2.6) and taking the partial derivative of F with respect to Ei for i=1, 2,…N and enforcing

∂F
=0
∂Ei

(2.8)

the final system of equations are obtained.
Boundary Integral Formulation (Exterior Region)

Now that the interior region has been formulated from the finite element, the exterior
fields are represented by the BIE. The relation between the surface electric fields and
surface magnetic fields is provided by the BIE for the exterior field, whose discretization
yields [64]:

[P]{E s }+ [Q]{H s } = {b }
r

r

r

(2.9)

{}

r
where b is a vector related to the incident field and P and Q are the BI operators that

interact with the surface electric and magnetic currents. The generation of (2.9) using the
method of moments can take many different forms. The basic equations for generating
(2.9) are the electric field integral equation (EFIE) given by

( ) ( )

L k0 J − K M = E

inc

(2.10)

and the magnetic field integral equation (MFIE) given by

( ) ( )

K k0 J − L M = Z 0 H

inc

(2.11)

where J and M are related to the fields on S by
∧

J = n× H
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(2.12)

∧

M = E×n

(2.13)

The operators L and K are defined as

( )

′
′ ⎤
′
⎡
1
L X = jk 0 ∫∫ ⎢ X ⎛⎜ r ⎞⎟ + 2 ∇∇ ′ .X ⎜⎛ r ⎟⎞ ⎥G ⎜⎛ r − r ⎟⎞ ds ′
⎠
⎝ ⎠⎦ ⎝
⎝ ⎠ k0
S′ ⎣

( )

r r
r r
′
K X = TY (r ) + ∫∫ X (r ′) × ∇G ⎛⎜ r − r ⎞⎟ ds ′
⎝
⎠
S′

(2.14)

(2.15)

∧

where Y is related to X by X = n× Y [64].
The parameter T is given by T = 1-Ω / 4π where Ω is the solid angle subtended by
the observation point. For a smooth surface Ω = 2π and T = 1 / 2.
Equations (2.10) and (2.11) can be discretized by first expanding J and M as
NS

J = ∑ gi H i

(2.16)

i=1

NS

M = ∑ g i Ei

(2.17)

i=1

where Ei and H i denote the unknown coefficients and g i denotes the Rao-WiltonGlisson (RWG) basis functions [65] which are given by

()

gn r =

+
ln
ρn
+
2 An

r ∈ Tn+

−
ln
ρn
−
2An

r ∈ Tn−

0

otherwise
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(2.18)

Substituting (2.16) and (2.17) into (2.10) and using g i as the weighting function we
obtain the TE formulation [64] (stands for tˆ ⋅ E where tˆ shows a unit vector tangential to

S)

[P ]{E
TE

} + [Q TE ]{H S } = {b TE }

S

(2.19)

where

( )

PijTE = − ∫∫ g i . K g j dS
S

Q

TE
ij

( )dS

∫∫

=

(2.20)

g i .L g

(2.21)

j

S

inc

biTE = ∫∫ g i .E dS

.

(2.22)

S

Similarly from (2.11) we obtain the TH formulation (stands for t . H )[64]

[P ]{E
TH

where

S

} + [Q TH ]{H S } = {b TH }

( )
= ∫∫ g .K (g )dS = −P

PijTH = ∫∫ g i .L g j dS = QijTE

(2.23)

(2.24)

S

Q

TH
ij

i

TE
ij

j

S

inc

biTH = ∫∫ g i .H dS

.

(2.25)
(2.26)

S

Alternatively we may choose

∧

n× g i

as the weighting function and obtain from

(2.10) the NE (stands for n x E) formulation [64]

[P ]{E
NE

S

} + [Q NE ]{H S } = {b NE }

where
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(2.27)

( )

∧

PijNE = − ∫∫ n× g i .K g j dS
S

( )

∧

QijNE = ∫∫ n× g i .L g j dS

(2.28)
(2.29)

S

∧

inc

biNE = ∫∫ n× g i .E dS

(2.30)

S

and from (2.11), the NH formulation [64] (stands for n xH)

[P ]{E
NH

S

} + [Q NH ]{H S } = {b NH }

(2.31)

Where
∧

( )

(2.32)

( )

(2.33)

PijNH = ∫∫ n× g i .L g j dS = QijNH
S

∧

QijNH = ∫∫ n× g i .K g j dS = −PijNE
S

∧

inc

biNH = ∫∫ n× g i .H dS.

(2.34)

S

2.1.2 Optimization Techniques for Antenna Design

Antenna design optimization typically consists of two major steps combined together
within a loop as shown in Fig 2.3. The analysis part computes the objective function
using a numerical technique to determine the antenna performance of the current design.
On the other hand, the synthesis part generates new antenna designs using an
optimization algorithm. The optimization algorithm is an iterative procedure and searches
the design space for the optimum design in order to meet the convergence criterion and
identifies a point that minimizes or maximizes the objective function while satisfying the
constraints.
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An optimization problem to be solved is of the form:
Minimize

{ f1 ( x), f 2 ( x),..., f k ( x)}

Subject to g1 ( x) ≤ 0 … g m ( x) ≤ 0

(2.35)

h1 ( x) = 0 … hn ( x) = 0

xl ≤ x ≤ xu
where x defines design variables with xl and xu their lower and upper bounds, f(x) is the
objective function, k is the number of the objective functions, g(x) denotes the inequality
constraints, m is the number of the inequality constraints, h(x) is the equality constraint,
and n is the number of the equality constraints.

Optimized Antenna

YES

Initial Design

Objective Function
Calculation by Numerical
Solver

Optimization Method

Update Design
Variables

Convergence?

NO

Figure 2.3 The process of antenna optimization.
Optimization methods can be divided into two classes: Gradient-based and gradientfree methods (see Fig. 2.4). Gradient-based methods use derivative information of the
objective function to find the local minima or maxima. Gradient-based algorithms are
appropriate for optimizing smooth and continuous functions, but often can not handle
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noisy and discontinuous functions. Since gradient-based methods do not search the entire
design space, the solution may converge to a local optimum instead of the global
optimum. Moreover, the solution of the gradient-based algorithms depends on the initial
estimation of the design variables. Below is a list of specific gradient-based and gradientfree optimization methods.
Optimization Methods

Gradient-Based Methods
¾ Steepest Descent Method
¾ Conjugate Gradient Method
¾ Quasi-Newton Method
¾ Sequential Quadratic Programming

Gradient-Free Methods
¾ Genetic Algorithms
¾ Simulated Annealing
¾ Tabu Search Algorithm
¾ Ant Colony Optimization
¾ Particle Swarm Optimization

Figure 2.4 Optimization methods.
Some examples for gradient-based methods are the steepest descent method, the
conjugate gradient method, the quasi-Newton method, and sequential quadratic
programming (SQP). These methods have been used in various electromagnetic problems
regarding antenna designs and array synthesis. Among those, SQP has received
significant attention due to its capability to handle problems with nonlinear constraints. In
[66], broadband patch antennas are designed with SQP combined with FE-BI method.
SQP combined with FEM is also used to design patch antennas on ferrite substrate for
resonant frequency tuning and beam steering applications [67]. Besides these, the
steepest descent method combined with MoM was employed for the optimization of the
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input impedance of an inset-fed microstrip patch antenna [68], and the conjugate gradient
method was used for minimizing the side lobe level of planar arrays [69] and array
pattern synthesis with null constraints [70].
Gradient-free methods do not require derivative information of the objective function
in order to search for the optimum solution. Since these methods are stochastic search
processes, they are mostly independent of the initial design variables and solution domain.
Thus, global optimization methods can search the entire solution space and locate global
minima or maxima. Another advantage of gradient-free methods is that they are robust
and effective techniques for problems with ill-behaved solution space and can deal with
non-differentiable and discontinuous objective functions [71]. On the other hand, since
gradient-free methods search for the global optimum through the entire design space,
they usually require more objective function evaluations compared to gradient-based
methods and are more computationally demanding. Recent fast methods and their
integration with numerical techniques provide faster objective function computation.
The most popular global optimization techniques are genetic algorithms (GA),
simulated annealing (SA), tabu search algorithm (TSA), ant colony optimization (ACO),
and particle swarm optimization (PSO). Recently, those stochastic global evolutionary
optimizers (EO) were introduced to the EM community for the design and optimum
solution of complex electromagnetic systems. These techniques have been successfully
applied to problems regarding antennas and arrays. Among those EO techniques, particle
swarm optimization has attracted considerable attention due to its simplicity in
implementation and fast convergence. A detailed description of PSO algorithm will be
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presented in the following section. Before that, we briefly discuss GA, SA, ACO, and
TSA.

Ant Colony Optimization (ACO): ACO is a new algorithm introduced in 1992 that is
based on the behavior of ant colonies searching a path between their nest and a source of
food [72]-[75]. The aim is to find the shortest path between the food source and the nest.
As the ants search and wander randomly for food sources, they deposit a pheromone trail
on the ground that evaporates slowly. The pheromone trail is also detectable by other ants.
If the trail is shorter from the nest to the food source, then the pheromone level is higher.
This increases the probability of new ants choose that trail and carry more food from the
source to the nest.
ACO is a very recent method for EM applications compared to other optimizers and
has not been used so much in microwave and antenna designs, yet. Some of the
applications include designing thinned arrays with minimum sidelobe level [76] and
finding suitable configurations of a self-structuring antenna for a given set of
environmental and operational conditions [77].

Tabu Search Algorithm (TSA): TSA, developed by Glover in 1986, is an efficient and
effective heuristic search procedure for finding the global optimum of a function [78][79]. TSA is a combination of a hill-climbing search strategy that is based on a set of
moves and heuristics to avoid the occurrence of cycles. To store the information about
the past moves and avoid cycling, a tabu list is formed. The use of the tabu list prevents
to move to a solution that has been visited recently and makes it possible to search new
solutions in the design space.
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TSA is also a new optimization procedure for electromagnetic and antenna problems
[80]-[81]. In previous works, the resonant frequencies of triangular and circular patch
antennas were computed [82]-[83]. In [84], TSA has been used to optimize the spacing
between the elements of a linear antenna array to obtain a radiation pattern with
minimum side-lobe level. A modified TSA is also used in [85] for the pattern synthesis of
linear antenna arrays with the prescribed nulls.

Simulated Annealing (SA): SA is one of the first nature-based algorithms proposed by
Kirkpatrick in 1983 [86] and is based on an analogy with the behavior of a material in the
annealing process [87]-[88]. The annealing process starts with increasing the temperature
to a value where the solid starts to melt. The second step is to decrease the temperature
gradually until the particles are arranged in a highly structured lattice and the system
energy is minimal.
Although it is not common and popular like GA, SA has been applied for the
optimization of antennas and arrays. SA is used in the reduction of side-lobes of an array
by amplitude and phase tapering [89]-[90]. In [91], the SA algorithm is applied to
optimize the radiation pattern or the polarization of planar or conformal arrays. SA
integrated with a FE-BI solver is used to design an irregular-shaped dual-band patch
antenna in [92].

Genetic Algorithms (GA): GA utilizes robust, global search heuristics that are based
on Darwinian concepts of natural selection and survival-of-the-fittest in genetic evolution
[93]-[94]. In the GA implementation, the first generation is selected randomly, and a cost
or fitness function is assigned to each individual to evaluate its performance. During the
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evolution process, two main natural processes like crossover and mutation are applied to
select the best-fit population. The crossover operation is exchanging parts of two
solutions to generate two new solutions and the mutation operator is randomly changing
some part of the chromosomes. Best-performing individuals are encouraged to survive
and produce the next generations while the bad populations are encouraged to be
eliminated, and this process repeats until a global optimum is achieved. An important
feature of GA is that the solution does not rely on the initial parameters very much.
Therefore, GA is a suitable method to search for the global optimum, but it may require a
large number of iterations to converge to the optimal value. On the other hand, TSA and
SA converge fast to the solution if the initial optimizer parameters are optimal. They are
therefore better to optimize an initially estimated structure.
GA has been applied to many electromagnetic and electromagnetic-related problems
[95]-[97]. A big variety of antennas have been designed using GA based techniques. Yagi
and reflector antennas were optimized with GA [98]-[100]. In [101], wire antennas
loaded with passive resonant circuits to broaden their frequency response and in [102] a
stub-loaded monopole optimized for achieving omnidirectional high gain performance
were designed. Microstrip patch antennas have also been investigated for various
applications. The combination of GA with MoM is used to find the optimal patch shape
for PIFAs [103], improve the bandwidth of microstrip antennas [104], design a circularly
polarized antenna [68], obtain a dual and broad band patch antenna [105], and design a
dual band antenna while maintaining a low cross-polarization level [106]. A miniaturized
biocompatible microstrip antenna operating at MICS band [31] and a dual band
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microstrip antenna for soil moisture sensing applications [107] are designed using GA
integrated with FDTD. Moreover, GAs are also used in the design and optimization of
antenna array patterns [108]-[109] and radar cross section (RCS) reduction of canonical
targets using optimal multilayered radar absorbing materials [110].
2.1.2.1 PSO Formulation

Kennedy and Eberhart introduced PSO in 1995 as a population-based meta-heuristic
[111]-[112]. PSO is an iterative technique that models the solution process after the
natural movement of groups such as swarms of bees, flocks of birds, and schools of fish
as they search for food sources. The swarm consists of individuals and the goal is to find
the location with the largest food density. The individuals start searching for food in
random locations with random velocities. Each individual remembers the location that it
found the most food and also knows the location with the most food among all
individuals of the swarm. The trajectory of each individual is therefore affected by not
only its own success but also the successes of other individuals. This way, the swarm
explores the solution space, and majority of the individuals are pulled toward the location
with the largest goal concentration which is the global optimum.
Compared to the very popular GA that requires complex operations such as natural
selection, crossover, and mutation, PSO greatly simplifies the optimization process due to
its algorithmic simplicity and robustness. The algorithm has been applied extensively in
various electromagnetics problems [113]-[115]. One-dimensional and two-dimensional
arrays are synthesized [116]-[118]. Other applications regarding arrays are designing
non-uniform and thinned arrays using multiobjective real and binary PSO algorithms
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[119], miniature three-element stochastic yagi-uda arrays [120], and correlator antenna
arrays for radio astronomy applications [121]. PSO has been also successfully applied to
a shaped-reflector antenna design [122] and a corrugated horn antenna design [123]. In
[124], PSO is combined with FDTD to design wideband and multi-band E-shaped patch
antennas.
Before giving the detailed presentation of the PSO algorithm, below is the description
of some of the key PSO terminology. Also, note that the algorithm developed in this
thesis is analog PSO.
PSO Terminology

1) Swarm: The entire group of the particles.
2) Particle or Agent: Each single individual in the swarm is a particle or agent.
3) Position: Position is a particle’s location in the solution space. Considering an Ndimensional optimization problem, each particle’s position is a set of coordinates
in the N-dimensional solution space representing one solution. For instance, in an
antenna design problem, these values can be the parameters of the antenna that
needed to be optimized.
4) Fitness: Like in all EO techniques, there needs to be a problem-dependent
function or method that determines the quality of each solution relative to other
solutions. The fitness function returns a single number representing how good a
position is. In an antenna or array design problem, this can be return loss, antenna
gain, directivity, peak cross-polarization level, or side lobe level.
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5) pbest: pbest (personal best) is the location of the best personal fitness found by
each particle. Each particle remembers the location of its pbest, and at each
iteration compares the fitness value of the current location to that of pbest. If the
current position has a better fitness value, pbest is replaced with the current
position.
6) gbest: gbest (global best) is the location of the best global fitness found by the
entire swarm. Each particle remembers the location of gbest, and at each iteration
compares the fitness value of its current location to that of gbest. If the current
position of any particle has a better fitness value, gbest is replaced with the
current position of that particle.
PSO Implementation

1) Define the optimization problem: The first step in PSO implementation is the
definition of the solution space and the fitness function. The parameters that need
to be optimized are determined and a reasonable range is specified for each
parameter. A good fitness function is also chosen that represents how closely a
location is correlated with the desired goal.
2) Initialize particles: Each particle in the swarm is initialized with random position
and velocity vectors. This position becomes each particle’s respective pbest.
3) Calculate the particles’ fitness and update pbest and gbest: The fitness function
of each particle is calculated using the position of the particle in the solution space.
The fitness value is compared to that of the respective pbest and the gbest, and the
current location of the particle is replaced if necessary.
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4) Update particles’ velocity and position: PSO directs each particle through the
solution space guided by the following velocity and position equations:

v n (t + Δ t ) = ω ⋅ v n (t ) + c 1 ⋅ rand()
+ c 2 ⋅ rand()

( gbest

n

( pbest n
− x n (t ))

− x n (t ))

xn (t + Δt ) = xn (t ) + Δt ⋅ vn (t )

(2.36)

(2.37)

The velocity equation is the key to achieving quality solutions in PSO and it forms
the major element of the entire optimization algorithm. The velocity of each particle is
changed by the distances from its current location to the locations of pbest and gbest. If
we consider an N dimensional solution space (N parameters to be optimized), vn is the
velocity of the particle in the nth dimension and xn is the coordinate of the particle in the

nth dimension. In (2.36) and (2.37), t shows the current iteration and Δt is the time
interval between two consecutive iterations. This time interval is defined as one.
From (2.36), it is seen that the velocity depends upon several values, but only three of
these are defined by the user. The constants c1 and c2 influence the pull of the particles
toward either the global or personal best. c1 is used to determine how much the particle is
affected by its personal best, and using a larger value increases the level of intensification
while smaller values allows for greater diversification. c2 is used to determine how much
the particle is affected by the global best, and increasing c2 encourages exploitation of the
global optimum. A common practice in the literature is to set c1 = c2 = 2.0 for equal
weight of personal and social experience [125]. In this thesis, both constants are taken as
2 like in most of the literature.
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Each rand() function is an independent call to random number generator that returns a
value in the range [0,1] to imitate the unpredictable behavior of the swarm.
The time-varying inertial weight, ω, keeps the particle in its current trajectory and
decreases linearly from the first to final iteration; this behavior damps the velocity,
encouraging local exploitation over global exploration. Since ω decreases linearly, a
reasonable number of iterations should be determined. If the maximum number of
iterations is too large, the optimization could get stuck in global exploration. Similarly,
small iteration numbers can cause local exploitation before the algorithm has enough time
to search the entire solution space. In this thesis, the inertial weight is varied linearly
from 0.9 to 0.4 as suggested in [126]. Moreover, since the solution space of the
implantable antennas designed in this thesis have large number of dimensions; the total
number of iterations is fixed to 1000. Less number of iterations may be used for problems
with smaller dimensions.
Throughout the optimization, decisions must also be made regarding particles that
reach the boundaries of the solution space since out-of-boundary particles may cause
invalid solutions. Six different boundary conditions are addressed in [127] as seen in Fig.
2.5: Absorbing, reflecting, damping, invisible, invisible/reflecting, and invisible/damping.
a) Absorbing: When a particle reaches a boundary assigned as an absorbing
wall in one of the dimensions, the velocity of the particle in that dimension
is zeroed.
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b) Reflecting: When a particle reaches a boundary assigned as a reflecting
wall in one of the dimensions, the direction of the velocity in that
dimension is reversed to reflect the motion back to the solution space.
c) Damping: When a particle reaches a boundary assigned as a damping wall
in one of the dimensions, the direction of the velocity in that dimension is
reversed with a random factor between 0 and 1.
d) Invisible: The invisible wall method allows particles to pass freely
between the solution and non-solution space. If a particle leaves the valid
region, it is simply assigned a bad fitness to reduce computational costs to
the system.
e) Invisible/Reflecting: The invisible/reflecting wall method allows particles
to pass freely between the solution and non-solution space. If a particle
leaves the valid region, it is simply assigned a bad fitness and the direction
of the velocity in that dimension is reversed to reflect the motion back to
the solution space.
f) Invisible/Damping: The invisible/damping wall method allows particles to
pass freely between the solution and non-solution space. If a particle
leaves the valid region, it is simply assigned a very bad fitness and the
direction of the velocity in that dimension is reversed with a random factor
between 0 and 1.
Both [113] and [124] show that the invisible wall method is most effective for patch
antenna optimization. Moreover, in [127] it is shown that the invisible boundary
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condition edges out other invisible-type boundary conditions (invisible/reflecting and
invisible/damping) for most applications. In this thesis, the invisible boundary condition
is used in the combined PSO/FE-BI algorithm, and in this way, the number of total
fitness evaluations is reduced.
5) Iterate or Terminate: The PSO process is repeated starting Step 3 until the
termination criteria are met. Termination criteria are essentially similar to all
numerical techniques. One of the most preferred termination criterion is the
maximum iteration number. With this termination criterion, the optimization ends
after a certain number of iterations. Another most often used termination
condition is defining a target fitness. With this condition, the PSO stops after
finding a solution that has a better fitness value than the defined value. This
condition is good when the problem is not necessarily trying to find the global
optimum, but instead trying to meet a specific aim. Figure 2.6 shows the
flowchart of the PSO algorithm.
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r
vn′ = −v x x̂ + v y ŷ

r
vn = vx x̂ + v y ŷ
r
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(b) Reflecting

(a) Absorbing

r
vn = v x x̂ + v y ŷ
r
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(d) Invisible

(c) Damping

r
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r
vrn = v x x̂ + v y ŷ
vn′ = −rand () ⋅ v x x̂ + v y ŷ

(f) Invisible/Damping

(e) Invisible/Reflecting

Figure 2.5 Six different boundary conditions: (a) absorbing, (b) reflecting, (c) damping,
(d) invisible, (e) invisible/reflecting, and (f) invisible/damping.
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Figure 2.6 The flowchart of the PSO algorithm.
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2.1.3 PSO/FE-BI Examples

In this section, two different antenna design problems are investigated and solved to
test the combined PSO/FE-BI algorithm. The first problem is to design a simple
rectangular patch antenna from the literature [124]. The antenna is optimized at 3.1 GHz.
The algorithm is then applied to a more complex problem which is to design a dual band
E-shaped patch antenna operating at Global Positioning System (GPS) (1.575 GHz) and
XM Satellite Radio (XM) (2.332 GHz – 2.345 GHz) frequencies.
a) Rectangular Patch Antenna Design

The geometry of the rectangular patch antenna is shown in Fig. 2.7. The geometrical
parameters to be optimized are the patch length (L), the patch width (W), and the feed
location (x) with the following possible values:

L ∈ (0,44);

W ∈ (0,44);

x ∈ (0,22)

(2.38)

The length and the width of the substrate (Lsub and Wsub) are fixed at 60 mm x 60 mm,
and Rogers RT/duroid 5880 (εr = 2.2, tan δ = 0.0009) is used for the substrate material
with a thickness of 3 mm. Moreover, we have to satisfy the following constraint since the
feed location can not exist outside the patch:

x<

L
2

(2.39)

In this rectangular patch antenna design, we utilized a 30-particle swarm with a
maximum of 1000 iterations. Since the antenna is optimized at 3.1 GHz, the fitness
function is defined as:
fitness = S11@ 3.1GHz
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(2.40)

A threshold return loss value of -20 dB is also defined in order to not to wait for the
total number of iterations. The optimization is carried out for three different c1 and c2
values (c1 = c2 = 1.19, c1 = c2 = 1.49, c1 = c2 = 2.0). All three optimizations are performed
on a system with 3.0 GHz processor and 2.5 GB RAM. The optimized parameters, the
total FE and BI unknowns with the total number of iterations and the total optimization
times are given in Table 2.1. Figure 2.8 shows the optimized return loss of the patch
antennas for all cases.

Lsub
L

Wsub

W

x

Substrate (εr = 2.2, tan δ = 0.0009)

Figure 2.7 Geometry of the rectangular patch antenna.
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h = 3 mm

TABLE 2.1
Optimized Parameters, Total FE and BI Unknowns, Total Iteration Numbers, and Total
Optimization Times for Various C Values
FE
BI
Total
Iteration Total
L
W
x
(1,44) (1,44) (1,22) Unknowns Unknowns Unknowns
Time
(mm) (mm) (mm)
(h)
(c1,c2=) 1.19 30.5
25.1
5.7
475
360
835
15
4.68
(c1,c=
2) 1.49

30.7

43.9

14.9

558

430

988

12

4.73

(c1,c=
2) 2

30.5

41.8

10.7

455

344

799

12

3.64

0
c 1=c 2=1.19

-5

c 1=c 2=1.49
c 1=c 2=2

-10

S11 (dB)

-15
-20
-25
-30
-35
-40
2.6

2.7

2.8

2.9

3
3.1
3.2
Frequency (GHz)

3.3

3.4

3.5

3.6

Figure 2.8 S11 curves of the optimized rectangular patch antennas for various c1 and c2
values.
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As seen in Table 2.1, the total time for the optimization procedure is shortest for the
c1 = c2 = 2.0 case. All antennas have almost the same length while the second and the
third antenna have larger patches. Moreover, as seen in Fig. 2.8, the first antenna has an
S11 of -23 dB at the operating frequency of 3.1 GHz with a bandwidth of 3.1% (95 MHz).
On the other hand, the second and the third antennas have lower S11 of -20 dB and -21 dB
at 3.1 GHz with increased bandwidths of 4.4% (137 MHz) and 4.4% (136 MHz),
respectively.
Convergence characteristics of three cases are also shown in Fig. 2.9a, Fig. 2.9b, and
Fig. 2.9c. The second and the third optimizations converge at the 12th iterations while the
first optimization converges at the 15th iteration. Because of the highest number of total
unknowns, the convergence time is the largest for the second antenna.

c = 1.19

0

Fitness Value (dB)

-5

-10

-15

-20
gbest at the current iteration
Average fitness at the current iteration
-25

0

5

Iteration

10

15

(a)
Figure 2.9 Convergence characteristics of rectangular patch antenna designs for (a) c1 =
c2 = 1.19, (b) c1 = c2 = 1.49, and (c) c1 = c2 = 2.0
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c = 1.49
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(c)
Figure 2.9 (continued)
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b) E-Shaped Patch Antenna Design

The second example problem is to optimize an E-shaped patch antenna. E-shaped
patch antennas are prevalent for wide band and multi band operations, and have many
applications in mobile and satellite communication systems, remote sensing systems,
electronic warfare systems and radars. A conventional E-shaped patch antenna is formed
by introducing 2 parallel slots in a common patch and this geometry makes it possible to
form multi band antennas. The geometry of the antenna and the optimization parameters
are shown in Fig. 2.10.

L
L
LLs

S

Ps
P
S

x

W

W
WsW

Wsub

S

Lsub
Substrate (εr= 10.2, tan δ=0.003)

h = 15 mm

Figure 2.10 Geometry and optimization parameters of the E-shaped patch antenna.
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As shown in Fig. 2.10, the geometrical parameters to be optimized are the patch
length (L), the patch width (W), the slot length (Ls), the slot width (Ws), the slot position
(Ps), and the feed location (x). Three parameters – the slot position, Ps; the slot width, Ws;
and the slot length, Ls – define each of the two slots in the patch. The length and the
width of the substrate (Lsub and Wsub) are fixed at 120 mm x 120 mm, and Rogers
RO3210 (εr = 10.2, tan δ = 0.003) is used for the substrate material with a thickness of 15
mm. The possible values for the geometrical values are:
L ∈ (60,110);

W ∈ (60,110);

Ls ∈ (10,60)

Ws ∈ (0,30);

Ps ∈ (0,30);

x ∈ (−20,20)

(2.41)

These parameters result in a 6 dimensional solution space with the following
constraints:
Ls < L

(2.42)

Ws
2

(2.43)

Ws W
<
2
2

(2.44)

L
2

(2.45)

Ps >

Ps +

x<

In this design, we utilized a 15-particle swarm with a maximum of 1000 iterations
and a threshold return loss value of -15 dB. Since the antenna is optimized at two
frequencies, the fitness function is defined as:
fitness = max(S11@1.575GHz , S11@ 2.335GHz )
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(2.46)

The c1 and c2 values are also taken as 2.0 and the optimization is performed on a system
with 3.0 GHz processor and 2.5 GB RAM. Table 2.2 gives the optimized parameters, the
total number of FE and BI unknowns, the total number of iterations, and the total
optimization time.
TABLE 2.2
Optimized Parameters, Total FE and BI Unknowns, the Total Iteration Number, and the
Total Optimization Time for the Optimized E-Shaped Patch Antenna
Design

L

W

Ls

Ws

Ps

x

Optimized
Antenna

78

67

61

9

5

11

Total FE Iteration
and BI
Unknowns
30
7590
(FE=4356,
BI=3234)

Total Time
(h)
50.6

Fig. 2.11 shows the optimized return loss of the E-shaped patch antenna. As seen, the
antenna has bandwidths of 2.35% (37 MHz) and 1.61% (38 MHz) for the GPS and XM
bands, respectively.
0
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Figure 2.11 Return loss of the optimized E-shaped patch antenna.
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Convergence characteristics of the design is also shown in Fig. 2.12. The
optimization converges at the 30th iteration with an execution of 450 FE-BI simulations.
0
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-12
-14
gbest at the current iteration

-16
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Average fitness at the current iteration
0

5

10

15
Iteration

20

25

30

Figure 2.12 Convergence characteristics of the E-shaped patch antenna.
2.2 Developing In Vitro Measurement Tools and Techniques Using TissueMimicking Materials

Because in-vivo testing of the implantable systems in humans is subject to very tight
regulations by Food and Drug Administration (FDA), it is important to develop in-vitro
testing techniques to verify the proper functioning of these systems. Using animal
subjects, on the other hand, is costly and may not be always feasible due to the facilities
needed. Thus, the first logical step for the test of implantable systems is utilizing in-vitro
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measurement techniques, then continuing with animal subjects, and finally performing
tests on humans after meeting the safety assessment requirements.
With the increased interest and research on the biomedical engineering and
development of personal devices like cellular phones that emit electromagnetic energy at
microwave frequencies, there has been a need for the development and characterization
of biological phantoms that mimic the electrical properties of biological tissues. Different
substances have been used for tissue-mimicking materials [128]-[132]. For frequencies
less than 1 GHz, the materials are usually made of low toxic, edible, and easily obtainable
substances such as sugar (sucrose), salt (sodium chloride-NaCl), cellulose, and de-ionized
water. Sugar is used to lower the dielectric constant of water, and salt is used to increase
the conductivity of the mixture. For frequencies higher than 1 GHz, mixtures of deionized water and polyhydric alcohol, such as diethylene glycol monobuthyl ether
(DGBE), and polyethylene glycol mono phenyl ether (Triton X-100) are usually preferred
[133].
Many recipes have been proposed to simulate the properties of high-water- and lowwater-biological tissues for various applications such as specific absorption rate (SAR)
measurements, densitometry and dosimetry measurements, breast cancer detection,
implantable devices that monitors physiological parameters, cardiac pacemakers, brain
simulators, and testing of ultrasonic diagnostic equipments.
SAR is the electromagnetic energy absorbed in the body per unit time and per unit
mass when exposed to radio frequency electromagnetic field. SAR measurements are
performed in tissue stimulating materials to test the power absorbed from mobile phones
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and MRI scans. Human head and muscle tissue simulating liquids are prepared for SAR
measurements at mobile communications frequencies [134]-[138]. In [139], sugar-,
glycol-, and diacetin-based liquids mimicking head and body tissues at 200 MHz – 3000
MHz band are developed for RF densitometry and dosimetry measurements. Furthermore,
a variety of human soft tissues over the microwave frequency range from 500 MHz to 20
GHz are constructed for narrowband and ultrawideband microwave applications such as
breast cancer detection and imaging systems [140]. These materials are solid and stable
over time.
Besides these, microstrip antennas designed for implantable systems are in vitro
tested using tissue-mimicking materials. In [28] and [31], miniaturized implantable
microstrip antennas for cardiac pacemaker applications are measured in a tissue stimulant
material at MICS band. Low-profile spiral shaped implanted antennas for biotelemetry
applications are also tested in a human tissue-simulating fluid [30], [32]. One important
point about these implantable antenna applications is that the tissue-mimicking materials
are not developed for a specific tissue, and therefore, do not mimic the body tissues
exactly. This is actually one of the main reasons for the differences between the
measurements and the simulations.
In chapters IV and V, human and rat skin mimicking materials matching real human
and rat skins will be developed for two different frequency bands. The designed
implantable antennas will be tested in the corresponding materials and better matching
between the measurements and the simulations will be shown.
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2.3 Developing In Vivo Measurement Techniques and Investigating the Effects of
Live Tissue on the Implantable Antenna Performance

As previously mentioned, some challenges in designing antennas for implantable RF
systems include antenna miniaturization, biocompatibility, high losses in the tissue, and
impedance matching. Another significant challenge is the capsular contracture which is
capsule-shaped scar tissue that forms as an immune response around foreign materials
like implants and pacemakers (see Fig. 2.13). Capsular contracture is a natural response
of the body and although there are some methods to reduce it such as covering the
implant with a biocompatible material like silicone, there is no way to completely avoid
the effects of the capsular contracture.

Scar tissue

Figure 2.13 Scar tissue around an implant.
The objective of in vivo testing of the implantable antennas in the antenna design
procedure is investigating the effects of both the live tissue and the capsular contracture
on the antenna performance. All physical conditions should be kept constant during the
measurements so that the changes in temperature or moisture have minor effects on the
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antenna performance. This approach is necessary to guarantee that the changes occurring
in antenna performance are only due to the effects of high lossy tissue and capsular
contracture.
Research regarding the performance change of the antenna in live tissue is very
significant in the way that it may provide useful feedback information to the designer for
modifying the antenna. The designer may go to the first step to change the in silico model
of the antenna (see Fig. 2.14), and come up with a new design that has a better
performance in live tissue.

In-Silico Design

In-Vitro Measurements

In-Vivo Measurements
Figure 2.14 Design and measurement flowchart of implantable antennas.
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CHAPTER III
IMPLANTABLE ANTENNA DESIGN FOR HUMAN BODY

The main objective of this chapter is to present an electrically small serpentine dual
band antenna operating in the MICS and ISM spectra for human (see Fig. 3.1) [141]. The
dual band operation of the antenna allows the power conservation by keeping the
implanted device in the sleep mode until an ISM wake-up signal is received. The antenna
then utilizes the MICS band to transmit data to an external receiver. This dual band
operation of the implantable antenna significantly conserves energy and increases the
implant lifetime. Although there are many ISM bands, we use 2.4 GHz – 2.48 GHz
because there is a commercially available transceiver, Zarlink ZL70101 for this band
[142]. The implantable telemetry system with the proposed dual band implantable
antenna is shown in Fig. 3.2. Although a complete telemetry system is shown, the design
and integration of the interface circuit is beyond the scope of this dissertation.
After developing an initial estimation of the antenna geometry, particle swarm
optimization will be applied to refine the performance. In order to test the fabricated
antenna, two skin-mimicking gels that approximate the relative permittivity and
conductivity of human skin at 402 MHz and 2.4 GHz will be prepared. Finally, in vitro
measurements will be performed, and results will be compared with the simulations.
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Figure 3.1 Desired return loss for the implantable antenna.
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Figure 3.2 The proposed telemetry system.
3.1 Antenna Design Using PSO/FE-BI Algorithm
3.1.1 Initial Design
For the starting point of the design, first an initial estimation of the antenna geometry
is developed. This will allow us to determine a reasonable range for each of the design
parameter with a focused solution space. Therefore, it will be possible to obtain an
optimal antenna with faster convergence. The top and side views of the initial antenna
design are shown in Fig. 3.3a and Fig. 3.3b, respectively. With its high dielectric constant,
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Rogers RO3210 (εr = 10.2, tan δ = 0.003) is used for the sub- and superstrate material. A
serpentine configuration is considered for optimizing the antenna surface area. A shorting
pin is also used to assist in antenna miniaturization. The pin behaves like a ground plane
and increases the electrical length of the serpentine. The specifications of the design are
given in Table 3.1. Figure 3.4 shows the simulated return loss of the initial design. Note
that measured skin properties are used from [143] during simulations. The antenna
resonates at 500 MHz and 2.05 GHz. Although close, it does not match the desired 402405 MHz and 2.4-2.48 GHz spectra, and the return loss is higher than -10 dB for both
operating frequencies. To tune and improve the antenna characteristics, the combined
PSO/FE-BI algorithm is applied.
Ground
Ground
Pin
Pin

22.5
mm

Feed
y
x
22.5 mm

(a)
3 mm

4 cm

εr = 10.2

Superstrate

εr = 10.2

Substrate
Skin

3 mm

(b)
Figure 3.3 (a) The top and (b) Side view of the antenna.
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4 cm

TABLE 3.1
Antenna Specifications
Antenna Specifications
Frequency Range

MICS Band (402 MHz-405 MHz)
and ISM Band (2.4 GHz-2.48 GHz)

Impedance

50 ohms

Return Loss

Less than -10 dB

Polarization

Linear

VSWR
(min performance)

Less than 2:1 Nominal

0
-1
-2

Return Loss (dB)

-3
-4
-5
-6
-7
-8
-9

0

0.5

1

1.5
Frequency [GHz]

Figure 3.4 Retun loss of the initial design.
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2

2.5

3

3.1.2 Antenna Optimization
For the optimization procedure, the antenna geometry is organized as shown in Fig.
3.5, while maintaining the skin and substrate configuration described in the general
simulation setup. The antenna parameters are optimized by particle swarm optimization
and the fitness function is evaluated by finite element boundary integral simulations.
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Ws1
y
x

Ws3

Ws2
Ps2

Ws4
Ps4

Wp

Figure 3.5 Optimization parameters.
The length and width of the substrate are kept constant at Lsub = Wsub = 22.5mm; the
substrate is centered at the origin in the xy-plane. The patch length and width also remain
constant at Lp = 22mm and Wp = 17.75mm with the lower left corner of the patch at (10.75mm, -11mm). Any remaining parameters are considered dimensions in the solution
space. Three parameters – center position, Ps; width, Ws; and length, Ls – define each of
the four slots in the patch. A single dimension, Lc, determines the amount of material cut
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from the right strip of the serpentine. The feed is allowed to move along the y-axis about
the origin. The coordinates of the center of the shorting pin are calculated as
L
⎞
⎛
W
⎜⎜ Ps3 − s3 − Px , p − Py ⎟⎟
2
2
⎠
⎝

(3.1)

These parameters result in a 16-dimensional solution space with possible values listed in
Table 3.2 subject to the following constraints:

Lsi < L p ,i = 1,2,3,4 ;
Ps1 −

Ws1
> −10.75 ;
2

(3.3)

Ws 4
<7;
2

(3.4)

Ws (i+1)
Wsi
< Ps (i+1) −
,i = 1,2,3 ;
2
2

(3.5)

Ps 4 +

Psi +

(3.2)

Lc < Ls 4 .

(3.6)

Because the goal of the optimization is improving antenna performance around the center
frequencies of the MICS and ISM bands (402 MHz and 2.4 GHz), we define the fitness
function as
fitness = max(S11@ 402MHz , S11@ 2.4GHz ) ,

(3.7)

and the objective is, therefore, to minimize the fitness function. Rather than waiting for
convergence or a fixed number of iterations, the procedure halts if a maximum return loss
of less than -20 dB is achieved. The optimization is performed on a system with 3.4 GHz
processor and 3.5 GB RAM with a 10-particle swarm. Figure 3.6 shows a comparison of
the optimized antenna to the initial design; clearly, both frequencies improve. Table 3.2
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also contains the optimized parameters. The optimized antenna has 4012 FE and 1512 BI
unknowns (5524 total unknowns). Convergence characteristics of the optimization are
also shown in Fig. 3.7. The optimization converges at the 133rd iteration with a total
simulation time of 62.06 hours.
Moreover, a three-tissue phantom layer is developed to simulate the performance of
the antenna in the presence of three different tissue layers (skin, fat, and muscle). A
similar geometry was considered in [30]. Figure 3.8 shows the three-tissue layer model
where the antenna is implanted. The return loss comparison of the three- and one- layer
geometries is given in Fig. 3.9, and as seen, there is not a significant change in the
resonant characteristics.
TABLE 3.2
Serpentine Optimization Parameters
Symbol

Range (mm)

Ps1
Ws1
Ls1
Ps2
Ws2
Ls2
Ps3
Ws3
Ls3
Ps4
Ws4
Ls4
Lc
Fy
Px
Py

[-8 , -6]
[0.5 , 3]
[19 , 21]
[-4 , -3]
[0.3 , 3]
[19 , 21]
[0 , 1]
[0.5 , 3]
[17 , 18.5]
[3.0 , 4.5]
[0.5 , 3]
[16.5 , 18.5]
[6 , 11]
[- 2, 2]
[0.1 , 1.5]
[0.1 , 5]
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Optimized
(mm)
-7.0
2.7
19.1
-3.9
0.5
20.1
0.5
2.0
18.0
3.5
0.6
17.5
9.6
0.1
0.2
0.2
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Figure 3.6 The return loss comparison of the initial and optimized antenna designs.
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Figure 3.7 Convergence characteristics of the optimized implantable antenna.
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Figure 3.8 Three-layer tissue (skin, fat, and muscle).
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Figure 3.9 The return loss of the antenna for one- and three-layer tissues.
3.2 Development of Skin-Mimicking Gels and In-Vitro Measurements

Since the implanted antenna will operate through skin, in vitro measurements require
the characterization of skin-mimicking gels. These gels are developed by mixing
deionized water, sugar, salt, and agarose. Dielectric constant and conductivity
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measurements are performed using Agilent’s 85070E dielectric probe kit and an
HP8753D network analyzer.
The Agilent 85070E probe measures the real and imaginary parts of the complex
permittivity (εc) which is defined as

ε c = ε 0 (ε r − j

σ
)
ωε 0

(3.8)

where εr is the relative permittivity, σ is the conductivity, and ω=2πf. (3.8) can also be
expressed as:

ε c = ε 0 (ε 'probe − jε ''probe )

(3.9)

where

ε r = ε 'probe

(3.10)

and

σ = ωε 0ε ''probe .

(3.11)

The ratio ε ''probe / ε 'probe is the loss tangent which is a measure of the power loss in the
medium:
tan δ c =

ε ''probe
σ
.
=
'
ε probe ωε 0ε r

(3.12)

The figures presented hereafter denote relative permittivity and conductivity with the
symbols ε r and σ , respectively. To formulate an appropriate recipe for skin-mimicking
gels for the MICS and ISM bands, we first investigate the effects of sugar and salt on ε r
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and σ . Figure 3.10 and Fig. 3.11 show the changes in the dielectric constant and
conductivity with respect to sugar concentration in a 100 ml mixture.
As seen from Fig. 3.10, ε r decreases significantly as sugar concentration increases in
the mixture. However, there is only a slight increase in σ as the sugar concentration
increases (Fig. 3.11). In addition, in the 300 MHz to 3 GHz band, ε r and frequency are
inversely related while σ and frequency are positively related.
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Figure 3.10 Permittivity as a function of frequency for various sugar concentrations.
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Figure 3.11 Conductivity as a function of frequency for various sugar concentrations.
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Figure 3.12 Permittivity as a function of frequency for various salt concentrations.
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Figure 3.13 Conductivity as a function of frequency for various salt concentrations.
We carried out a similar study to determine the effect of salt concentration
on ε r and σ . First, a reference 40% sugar solution is prepared and then 1-3 grams of salt
are added. As seen in Fig. 3.12 and Fig. 3.13, the ε r decreases and σ increases as
expected when more salt is added to the mixture. Because salt particles separate into ions
(Na+ and Cl-) while dissolving, the solution becomes more conductive.
3.2.1 First Recipe

Following these initial tests, recipes for skin-mimicking gels for the MICS and ISM
bands are formulated. The measured properties of the human skin are taken from the
literature [143]-[144]. Note that separate recipes are given for the MICS and ISM bands.
This is necessary because it is not possible to produce a valid approximation to human
skin for the entire spectrum from 300 MHz to 3 GHz using a single formula.
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In [143], the electrical properties of the skin at 402 MHz and 2.4 GHz were found to
be εr = 46.741, σ = 0.68892 S/m and εr =38.063, σ = 1.4407 S/m, respectively. Table 3.3
shows the concentrations of ingredients in both gels. Note that 1 gram of agarose, a linear
polysaccharide, is added to solidify the liquid mixture to simplify measurements. These
skin-mimicking gels are formed by adding dry agarose in liquid solution, and heating the
mixture until a clear solution forms. The mixture is then cooled to room temperature. One
of the skin-mimicking gels and measurement set up is shown in Fig. 3.14a and Fig. 3.14b,
respectively.
Figure 3.15 and Fig. 3.16 show the ε r and σ of the skin-mimicking gels prepared for
the MICS and ISM spectra. The measurements are compared with the reference data
taken from [143]. As seen in these figures, both ε r and σ perfectly match with the
reference values for the MICS band. Although ε r matches very well with the reference
data for the ISM band, the conductivity of the material is 2.27 S/m which is slightly
higher than the conductivity of the skin (σ = 1.4407 S/m) for the ISM band (Fig. 3.16).
TABLE 3.3
Recipes for Skin-Mimicking Gels for MICS and ISM Bands
MICS Band

ISM Band

Sugar

56.18%

53.00%

NaCl salt

2.33%

Deionized Water

41.49%

Agarose

Add 1 g in 100 ml Add 1 g in 100 ml
solution
solution

47.00%
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(a)

(b)

Figure 3.14 (a) Skin-mimicking gel and (b) measurement set up.
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Figure 3.15 Comparison of permittivity of the MICS and ISM band skin-mimicking gels
with the reference data from [143].
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Figure 3.16 Comparison of conductivity of the MICS and ISM band skin-mimicking gels
with the reference data from [143].
The fabricated antenna with its superstrate is seen in Fig. 3.17. First, the antenna is
placed on the base of a plastic container then the skin-mimicking liquid is poured in the
container and it is left to cool down to solidify. During this process, we did not observe
any air bubbles or air gaps between the surface of the antenna and the gel. However, if
the antenna surface is not flat, we recommend that the solution is poured in the container
very slowly to prevent potential air bubbles or gaps.
The resulting embedded antenna in the skin-mimicking gel and the measurement
setup is shown in Fig. 3.18a and Fig. 3.18b, respectively. Figure 3.19 displays a
comparison of the measured and simulated return loss of the optimized antenna. The first
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measurement is performed in the skin-mimicking gel created for 402-405 MHz spectrum;
therefore, good agreement is expected and achieved for the MICS band. The -10 dB
bandwidths of the measurement and the simulation in the MICS region are 35.3% and
20.4%, respectively. The measurement in air is also given in the figure.

MICS Band

Shorting Pin

Superstrate

Feed

ISM Band

Figure 3.17 Fabricated dual band antenna.
Simulated far field patterns for the yz-plane ( φ = 90o ) at 402 MHz and 2.4 GHz are
given in Fig. 3.20 with gain shown in Fig. 3.21. Note that the far field patterns and gain
are calculated with commercial software High Frequency Structure Simulator (HFSS).
The data for 402 MHz in Fig. 3.21 are consistent with the gain characteristics of the
MICS band implantable microstrip antennas in the literature [28].
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(a)

(b)
Figure 3.18 (a) Antenna embedded in the skin-mimicking gel (b) The measurement setup.
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Figure 3.19 Measured and simulated return loss using skin-mimicking gel for the MICS
band.
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Figure 3.20 Far field patterns for (a) 402 MHz and (b) 2.4 GHz
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Figure 3.21 Gain patterns for 402 MHz and 2.4 GHz.

74

100

150

Figure 3.22 shows the return loss comparison of the simulated and the measured
return loss in material prepared for the ISM spectrum. As seen from the graph, both
return loss curves agree well. It is noticed that the results for the MICS band shifted to
470 MHz for both curves because the skin-mimicking gel is prepared for 2.4 GHz. While
the desired resonance is achieved, the minimum return loss obtained for the measurement
of the ISM band is around -9 dB. This is because the skin-mimicking gel has higher σ
than that of the real human skin.
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Figure 3.22 Measured and simulated return loss using skin-mimicking gel for ISM band.
3.2.2 Second Recipe

As seen, during our measurements, the largest obstacle was making skin-mimicking
gels that match the ε r and σ of human skin for both bands of interest. While we have
successfully accomplished this task for the MICS band, the skin-mimicking gel for the
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ISM band is slightly more conductive than that of the real human skin. For this reason,
we have worked to perfect the recipe using alternative materials and provided a proper
skin mimicking material that mimics both the ε r and σ of human skin for the ISM band
[145]. To do so, we developed a mixture consisting of DGBE (Diethylene glycol butyl
ether), Triton X-100 (polyethylene glycol mono phenyl ether), and de-ionized water.
Table 3.4 shows the concentrations of various ingredients used to construct the
proposed skin mimicking material. First, the electrical properties of each ingredient were
measured. Both DGBE and Triton X-100 have low relative dielectric constant and
relatively small electrical conductivity. Triton X-100 decreases both the relative dielectric
constant and the electrical conductivity of the de-ionized water. Adding DGBE to Triton
X-100 and de-ionized water mixture decreases the viscosity and enables Triton X-100 to
well mix with the water.
TABLE 3.4
Recipe for the Skin-Mimicking Material
Deionized Water
Triton X-100
DGBE

ISM Band (2.4 GHz-2.48 GHz)
%58.2
%36.7
%5.1

Figure 3.23a and Fig. 3.23b show the relative dielectric constant and conductivity
comparison of the new skin-mimicking material with the reference data in [143]-[144].
As seen from Fig. 3.23a and Fig. 3.23b, a good agreement is obtained between the
reference data and the skin mimicking material at ISM band.
76

At 2.4 GHz, the conductivity of the new skin mimicking material (σ= 1.4421)
matches very well with the reference data (σ= 1.4407) (see Table 3.5). The relative
dielectric constant of the skin mimicking material is 37.884 which is slightly lower than
the relative dielectric constant of the reference data (38.063). The estimated errors for
both εr and σ are given in (3.13) and (3.14) for the entire ISM band. As seen, the
maximum error in the 2.4 GHz – 2.48 GHz band is
| ε rhuman − ε rmaterial |

< 0.5%

(3.13)

| σhuman − σmaterial |
< 3.4%
σhuman

(3.14)

Error =
εr

ε rhuman

for the relative dielectric constant and

Error =
σ
for conductivity.

TABLE 3.5
The Dielectric Constant and Conductivity of the New Recipe at 2.4 GHz

εr
σ (S/m)

Reference et al
C. Gabriel
38.063
1.4407
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New Recipe
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(b)
Figure 3.23 (a) Relative dielectric constant and (b) conductivity comparison between the
skin mimicking material and reference data from [143]-[144].
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To test with the new recipe, the dual band implantable antenna is first placed on the
base of a plastic container with dimensions 12 cm x 8.5 cm x 3cm, and then the skin
mimicking material with a depth of 1 cm is poured in to the container (Fig. 3.24). The
thickness of the skin mimicking material is 4 mm both from the top and bottom of the
antenna as it approximates the thickness of the real skin tissue. The return loss
measurement is performed using E8362B PNA network analyzer. Figure 3.25 shows a
comparison for measured and simulated return loss. Measurement with the previous
material is also given in the figure. As seen, due to the exact matching of the conductivity
of the material with the human skin, the antenna performance significantly improved
compared to the former measurement. The return loss of the implantable antenna
decreased from -9 dB to -20 dB.

Implantable antenna

New material

Figure 3.24 In-vitro testing set up and embedded implantable antenna in to the skin
mimicking material.
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Figure 3.25 Return loss measurements using the material in [141], and the new material
and comparison with simulation.

80

CHAPTER IV
IMPLANTABLE ANTENNA DESIGN FOR ANIMALS

Animal models are widely used in medical research to develop new technologies to
treat and cure various diseases (see Fig. 4.1). Although different animals are used for
different studies, without a doubt, rats are the most commonly used laboratory animals in
medical research due to the fact that they give similar biological responses to humans.
Therefore, implantable systems evaluated within rat tissues can provide a better
understanding of the interaction of implantable systems with human tissues. Moreover,
the availability of the measured tissue dielectric properties of rats for various age groups
makes them preferable for in vitro and in vivo measurements.
The main focus of this chapter is designing and testing of a dual band implantable
antenna operating in MICS and ISM bands that can be used in an implantable telemetry
unit for future animal studies [146]. The antenna is intended for wireless medical
monitoring of the physiological parameters such as glucose, pressure, temperature, etc.
In this chapter, the objective is to design a dual band antenna that will stay functional
when implanted in the rat skin. The following steps are pursued in designing the
implantable antenna. First, the dielectric properties of skin tissue from three rats of same
ages (each 100 days old) are measured between 200 MHz and 20 GHz. Note that
although we are only interested in the frequency range between 400 MHz and 2.5 GHz,
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we give measurement results from 200 MHz to 20 GHz for the sake of completeness.
These measurements are also compared with the existing data in [147]. Based on these
measurements, a dual band antenna is designed using particle swarm optimization
algorithm in combination with finite element boundary integral solver.
In order to test the fabricated antenna, two different skin-mimicking materials are
developed to mimic the relative permittivity and conductivity of rat skin for MICS and
ISM bands, respectively. The antenna is also tested using real skin samples collected
from the donor rats. Finally, the fabricated antennas are surgically implanted into three
rats at MSU’s College of Veterinary Medicine. Return loss measurements are performed
right after the surgeries. X-ray images are also taken to view the implant in the body. The
results regarding antenna simulations and measurements both in skin-mimicking
materials, real skin samples, and live tissues will be presented. The performance change
of the antenna due to effect of the rat body will also be discussed in detail.

(a)

(b)

(c)

(d)

Figure 4.1 Various animal models used in medical research; a) Rats, b) Zebra fish, c)
Porcine, d) Bovine.
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4.1 Antenna Design Using PSO/FE-BI Algorithm
4.1.1 Measurement of the Electrical Properties of Rat Skin
The skin samples are provided from MSU’s College of Veterinary Medicine. The
skin samples were wrapped in aluminum foil and kept in a water bath to preserve them at
38 oC (rat body temperature) temperature. All experiments are performed within one hour
of excision in order to minimize the fluid loss and the temperature changes. It was shown
that both the fluid loss and the thermal conductivity change of biological tissues may be
neglected within several hours after the sacrifice of the animal [148]-[150]. Agilent’s
85070E dielectric probe kit and an E8362B PNA network analyzer are used for the
dielectric measurements, and all samples are measured between 200 MHz and 20 GHz
for 1800 frequency points. 3.5-mm-diameter probe has been used during measurements.
Samples with dimensions 25 mm x 25 mm x 5 mm were extracted from the mid-dorsal
area of each rat and measured from the inside part in order to not to contact the fur. The
rats used in our measurements and experimental setup are shown in Fig. 4.2a and Fig.
4.2b, respectively.
In order to ensure the data reliability, four consecutive measurements are performed,
and the averages are taken for each skin sample. Note that the probe position was
changed at each of these four measurements. Figure 4.3 and Fig. 4.4 show the average
relative permittivity and conductivity of each sample from 200 MHz to 20 GHz. The
average of relative permittivity and the conductivity for skin tissue of three rats are also
calculated as shown in Fig. 4.5a and Fig. 4.5b. These results are consistent with the
measurements in [147]. Note that the measurements are given up to 10 GHz in [147]
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while we performed measurements up to 20 GHz. In our study, the relative dielectric
constant and conductivity values are slightly lower than those measured in [147]. This
difference is in the range of measurement error and can be either associated with age
difference (100 day old rats vs. 70 day old rats) or slight water loss during the
measurement. The water content of the tissue decreases with increased age thereby
causing a decrease both in the relative dielectric constant and conductivity. Variability (%
standard deviation) of the obtained data is also calculated. Variability for the relative
permittivity changes from about 0.035 % to 2 % while it changes from 0.01 % to 3.6 %
for the conductivity. Moreover, variability in the relative permittivity and conductivity of
each rat at 402 MHz and 2.4 GHz are given in Table 4.1.

(a)

(b)

Figure 4.2 a) Donor rats and b) the experimental setup.
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Figure 4.3 Relative permittivity of skin tissue samples from three rats (each 100 days old)
in the frequency band of 200 MHz to 20 GHz.
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Figure 4.4 Conductivity of skin tissue samples from three rats (each 100 days old) in the
frequency band of 200 MHz to 20 GHz.
85

34
32
30

εr

28
26
24
22
20
18

0

2

4

6

8
10
12
Frequency (GHz)

14

16

18

20

14

16

18

20

(a)
14
12

Conductivity (S/m)

10
8
6
4
2
0
0

2

4

6

8
10
12
Frequency (GHz)

(b)
Figure 4.5 The average of a) relative permittivity and b) conductivity for skin tissue of
three rats.
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TABLE 4.1
Variability in the Dielectric Measurements of Each Rat at 402 MHz and 2.4 GHz

Rat 1
Rat 2
Rat 3

Permittivity
(402 MHz)
0.20
0.31
1.83

Permittivity
(2.4 GHz)
0.18
0.24
1.76

Conductivity
(402 MHz)
0.09
0.17
3.6

Conductivity
(2.4 GHz)
0.05
0.11
2.79

4.1.2 Cole-Cole Model Development for Electrical Properties of Rat Skin
The Cole-Cole Model offers an efficient and accurate representation of biological
tissues over a wide range of frequencies and has been recently used in many studies
[151]-[156]. The average relative permittivity and the conductivity are fitted to the below
Cole-Cole expression:

εˆ (ω ) = ε c′ (ω ) − jε c′′ (ω ) = ε ∞ + ∑
n

Δε n
1 + ( jωτ n )

(1−α n )

+

σi
jωε 0

(4.1)

Here, ω is the angular frequency, ε c′ (ω ) is the frequency dependent dielectric
constant, ε c′′(ω ) is the frequency dependent dielectric loss, n is the order of the Cole-Cole
model, ε ∞ is the high frequency permittivity, Δε n is the magnitude of the dispersion, τ n is
the relaxation time constant, α n is the parameter that allows for the broadening of the
dispersion, and σ i is the static ionic conductivity. All calculations are carried out using
particle swarm optimization, and the pole broadening parameter, α n , is fixed at 0.1. The
dielectric properties of the rat skin are fitted to single-pole, two-pole, and three-pole
Cole-Cole models, respectively, and the calculated parameters are given in Table 4.2. The
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dielectric constant and the conductivity comparison of the rat skin with the corresponding
Cole-Cole models are also shown in Fig. 4.6a and Fig. 4.6b, respectively.
TABLE 4.2
Calculated Parameters for the Single-, Two-, and Three-Pole Cole-Cole Models
Single-pole
9.57
21.17
11.32

ε∞
Δε 1

τ 1 (ps)
Δε 2
τ 2 (ns)
Δε 3
τ 3 (μs)
σ i (S/m)

Two-pole
9.36
19.76
10.02
2.9E3
132.67

Three-pole
6.8
21
7.6
2.8E3
107.4
1.8E6
215.7

1.28

1.38

1.33
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Figure 4.6 (a) The dielectric constant and (b) the conductivity of the rat skin and the fitted
models.
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4.1.3 Implantable Antenna Design
Based on the dielectric measurements, the dual band antenna is designed using
combined PSO/FE-BI algorithm. The top and side views of the antenna with the
geometrical parameters to be optimized are shown in Fig. 4.7a and Fig. 4.7b,
respectively. Rogers RO3210 (εr = 10.2, tan δ = 0.003) is used for the sub- and superstrate
material. A serpentine configuration is considered for optimizing the antenna surface area
like the previous antenna. Note that the parameters calculated for the single-pole ColeCole model are used during the optimization process.
The length and width of the substrate are kept constant at Lsub = Wsub = 23 mm; the
substrate is centered at the origin in the xy-plane. The length and width of the patch is
defined with Lp and Wp. The lower left corner of the patch is at (-10.75 mm, -Lp/2 mm)
and any remaining parameters are considered dimensions in the solution space. Three
parameters – center position, Ps; width, Ws; and length, Ls – define each of the four slots
in the patch. A single dimension, Lc, determines the amount of material cut from the right
strip of the serpentine. The feed is allowed to move along the y-axis about the origin. The
coordinates of the center of the shorting pin are calculated as
L
⎛
⎞
W
⎜⎜ Ps3 − s3 − Px , p − Py ⎟⎟ .
2
2
⎝
⎠

(4.2)

These parameters result in an 18-dimensional solution space with possible values listed in
Table 4.3 subject to the following constraints:

Lsi < L p ,i = 1,2,3,4 ;
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(4.3)

Ws1
> −10.75 ;
2

(4.4)

Ws 4
< −10.75 + W p ;
2

(4.5)

Ws (i +1)
Wsi
< Ps (i +1) −
,i = 1,2,3 ;
2
2

(4.6)

Ps1 −
Ps 4 +

Psi +

Lc < Ls 4 .

(4.7)

Wsub
Ps1

Ps3
(Px,Py)

Fy
Lp

Ls3

Ls1

Lsub

Ls2

Ls4
Lc

Ws1

Ws2

y

Ws3

Ws4
Ps4

Ps2

x

Wp

(a)
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Skin
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(b)
Figure 4.7 (a) The top and (b) Side view of the antenna.

90

cm
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Because this antenna is also intended to operate around the center frequencies of the
MICS and ISM bands (402 MHz and 2.4 GHz), the fitness function is defined as
f = max (S11@ 402MHz (dB), S11@ 2.4GHz (dB) ) .

(4.8)

where the optimization procedure halts if a maximum S11 of less than -20 dB is achieved.
The optimization is performed utilizing a 10-particle swarm on a 2.4 GHz processor and
2.0 GB RAM system. Fig. 4.8 shows the S11 of the optimized antenna. The optimized
antenna has a bandwidth of 27.5% for the MICS band and 4.04% for the ISM band. The
optimized parameters are also shown in Table 4.3. The optimized antenna has 4934 FE
and 1722 BI unknowns (6656 total unknowns). Convergence characteristics of the
optimization are also shown in Fig. 4.9. The optimization converges at the 9th iteration
with a total simulation time of 9.02 hours.
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TABLE 4.3
Serpentine Optimization Parameters
Symbol
Ps1
Ws1
Ls1
Ps2
Ws2
Ls2
Ps3
Ws3
Ls3
Ps4
Ws4
Ls4
Lc
Fy
Px
Py
Lp
Wp

Range (mm)
[-8 , -6]
[2 , 3]
[18 , 21]
[-5 , -3]
[0.5 , 1.5]
[17 , 21]
[0 , 1]
[1 , 3]
[17 , 21]
[2.5 , 4.5]
[0.1 , 1.5]
[16.5 , 21]
[8.5 , 10.5]
[- 0.5, 0.5]
[0.1 , 0.5]
[0.1 , 0.5]
[22 , 22.5]
[17.75 , 21.75]
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Optimized (mm)
-6.5
2.4
19.7
-4.0
1.2
18.9
0.4
1.5
19.0
3.2
1.3
17.3
9.6
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0.2
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Figure 4.8 The S11 of the optimized antenna.
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Figure 4.9 Convergence characteristics of the optimized implantable antenna.
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4.2 Rat Skin-Mimicking Material Characterization and In Vitro Measurements

In this application, because the implanted antenna must operate through the rat skin,
in vitro measurements require the characterization of rat skin-mimicking materials. To
this end, there is no published data in the literature regarding rat skin-mimicking material
characterization for MICS and ISM bands. In our study, these materials are developed by
mixing de-ionized water, diethylene glycol butyl ether (DGBE), polyethylene glycol
mono phenyl ether (Triton X-100), and salt. Skin-mimicking materials are prepared at
room temperature (~22 oC). The recipes are given for both MICS and ISM bands in Table
4.4.
TABLE 4.4
Recipes for Skin-Mimicking Materials for MICS and ISM Bands
DGBE
Triton X-100
Deionized
NaCl (salt)

MICS Band
61.60 %

ISM Band
6.98 %
46.51 %

36.96 %
1.44 %

46.51%

Figure 4.10 and Fig. 4.11 show the ε r and σ of the skin-mimicking materials prepared
for the MICS and ISM bands. Dielectric properties of the materials are compared with the
rat skin measurements. As seen in these figures, both ε r and σ perfectly match with the
measurements for the MICS band. Although ε r matches very well with the measurement
for the ISM band, the conductivity of the material is 1.27 S/m which is slightly higher
than the conductivity of the rat skin (σ = 1.07 S/m) for the ISM band (Fig. 4.11).
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Figure 4.10 Comparison of permittivity of the MICS and ISM band skin-mimicking
materials with the rat skin measurements.
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Figure 4.11 Comparison of conductivity of the MICS and ISM band skin-mimicking
materials with the rat skin measurements.
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4.2.1 In Vitro Measurements Using Rat Skin-Mimicking Materials

The fabricated antenna with its superstrate is shown in Fig. 4.12. In order to test the
antenna in vitro, first the antenna is placed on the base of a plastic container and then the
skin-mimicking material is added to the container. The resulting embedded antenna in the
skin-mimicking material and the measurement setup is shown in Fig. 4.13. Fig. 4.14
displays a comparison of the measured and simulated S11 of the optimized antenna. The
first measurement is performed in the skin-mimicking material prepared for MICS band;
therefore, a good agreement is expected and achieved for the MICS band. The
measurement in air is also given in the figure. Simulated far field patterns for the yz-plane
( φ = 90o ) at 402 MHz and 2.4 GHz are given in Fig. 4.15 with gain shown in Fig. 4.16.
The data for 402 MHz and 2.4 GHz in Fig. 4.16 are consistent with the gain
characteristics of the dual band implantable microstrip antennas in [28] and [141].

Superstrate

Ground Pin
Feed

Figure 4.12 Fabricated dual band antenna.
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Implantable antenna

Skin-mimicking material

Figure 4.13 Antenna embedded in the skin-mimicking material and the measurement
setup.
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Figure 4.14 Measured and simulated S11 using skin-mimicking material for the MICS
band.
Figure 4.17 shows the comparison of the simulated and measured S11 for the antenna
embedded in the ISM band material. As seen from the graph, in this case there is a good
agreement between the measurements and simulation in the ISM band.
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Figure 4.15 Far field patterns for (a) 402 MHz and (b) 2.4 GHz
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Figure 4.16 Gain patterns for 402 MHz and 2.4 GHz.
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Figure 4.17 Measured and simulated S11 using skin-mimicking material for ISM band.
4.2.2 Antenna Measurements in Excised Rat Skin

Following the in-vitro measurements, the antenna is tested in the real skin. A skin
sample with dimensions 50 mm x 50 mm x 5 mm is extracted from the dorsal area of the
donor rat and top and sides of the antenna are covered by the rat skin sample. The S11
measurement is performed within 30 minutes of euthanization. The skin covering the
antenna is shown in Fig. 4.18. Fig. 4.19 shows the comparison between measurements
and simulations. As seen, there is a good agreement showing the proper functioning of
the antenna in real skin. The measured antenna has a bandwidth of 6.79% for the MICS
band and 7.53% for the ISM band. Note that the antenna S11 will not be affected if the
antenna is to be implanted in a two layer skin muscle tissue since the impedance
matching is solely affected by the skin characteristics. This particular issue has been
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addressed in the previous chapter. A three-tissue phantom layer was developed and used
to simulate the performance of an implantable antenna in the presence of three different
human tissue layers (skin, fat, and muscle). It was shown that there was not a significant
change in the resonant characteristics between one- (skin only) and three-layer
(skin/fat/muscle) tissue models.

Network analyzer
connection
Embedded Antenna

Rat Skin

Figure 4.18 Implantable antenna embedded in real skin.
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Figure 4.19 Comparison of measured and simulated S11 of the skin covered antenna.
4.3 In-Vivo Measurements

In-vivo measurements require approval from Institutional Animal Care and Use
Committee (IACUC). For this reason, three fabricated antennas are decontaminated with
leaving the antennas in gas solution for one day. Following the approval taken from
IACUC, the decontaminated antennas are surgically implanted into rats with Dr. Robert
Cooper’s assistance at MSU’s College of Veterinary Medicine (see Fig. 4.20).
During the surgeries, rats are first anesthetized with an intraperitoneal injection of a
mixture of ketamine/xylazine. The site for implantation is on the dorsal midline just
caudal to the junction of the cervical and thoracic spine. The site and surrounding region
is then clipped with a #40 clipper head, and a sterile prep is performed with betadine
orchlorhexidene. The region is draped, and a 3 cm incision made through the skin. A
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small pocket is made in the subcutaneous tissues large enough to accommodate the
implant. A 3 mm stab wound is made to allow the coaxial cable attached to the antenna
to exit the skin. The implant is placed in the wound, and the wound is finally closed with
#4-0 nylon sutures. Table 4.5 shows the time schedule for each surgery. As seen from
the table, return loss measurements are performed right after the surgeries. Euthanasia is
applied to rats as soon as the return loss measurements are completed. X-ray images of
the implantable antenna are also seen in Fig. 4.21.

Figure 4.20 Surgical implementation of the antennas into the rats.
102

TABLE 4.5
Time Schedule for Each Surgery
Rat 1

Rat 2

Rat 3

Start of the
Surgery

10:42 am

11:17 am

11:37 am

Completion of
the Surgery

10:50 am

11:24 am

11:45 am

S11 Measurement

10:55 am

11:27 am

11:46 am

Euthanasia

11:00 am

11:30 am

11:50 am

Figure 4.21 X-ray images of the implantable antenna in rat.

The implanted antenna and the in-vivo measurement setup are shown in Fig. 4.22. Fig.
4.23 shows the return loss comparison between the measurement in live tissue and
simulation of the optimized antenna. As seen, there is a good agreement showing the
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proper functioning of the antenna in live tissue. Very good matching with a bandwidth of
75.77% is achieved for the MICS band. A relatively wide bandwidth is also measured for
the ISM band. There may be several reasons for the difference between the measurement
and the simulation. First of all, there may be an air layer between the antenna and the rat
skin which may have formed during the surgery. Secondly, since the antenna was not
encased with a biocompatible material, the blood vessels and some other tissues which
are not included in the design model may have affected the measurement result. These
tissues were in contact with the implantable antenna. Therefore, it seems that encasing
the antenna in a biocompatible material is not only important for the biocompatibility
issue of the design but also for the proper functioning of the antenna in live tissue.

Figure 4.22 The implanted antenna and in-vivo measurement setup.
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CHAPTER V
CONCLUSION AND FUTURE WORK
5.1 Conclusion
In this dissertation, design and measurement methodologies of microstrip patch type
implantable antennas were investigated for medical wireless telemetry.
The proposed computational and measurement techniques were introduced in Chapter
II. Among the various optimization methods considered from both gradient-based and
gradient-free optimization algorithms, PSO was chosen due to its simplicity in
implementation and fast convergence. PSO algorithm was integrated with FE-BI
simulation tool to achieve the optimum antenna designs.
To validate the effectiveness of the design process, two microstrip patch antenna
design problems were considered. The first problem was to design a rectangular patch
antenna operating at 3.1 GHz from the literature. The antenna had three parameters to be
optimized and the optimization was carried out for three different c1 and c2 values. The
total time for the optimization procedure was shortest for the c1 = c2 = 2.0 case. The
second application was to optimize a dual band E-shaped patch antenna operating at GPS
(1.575 GHz) and XM Satellite Radio (2.332 GHz - 2.345 GHz) frequencies. Six
parameters were optimized to design a dual band antenna with bandwidths of 2.35% (37
MHz) and 1.61% (38 MHz) for the GPS and XM bands, respectively. In chapter II, invitro and in-vivo antenna measurement techniques were also explained.
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In Chapters III and IV, the design and measurement of implantable antennas using the
methodologies described in Chapter II were studied. In Chapter III, we designed a small
serpentine dual MICS and ISM band implantable antenna for human body using the
combined PSO/FE-BI algorithm. The dual band design allows the implant to switch
between sleep and wake-up modes, thereby conserving energy and extending the lifetime
of the implant. The 16-dimensional solution space with a 10-particle swarm converged in
62 hours. The resulting antenna had dimensions of 22.5 mm x 22.5 mm x 2.5 mm.
In order to test the performance of the antenna, we have developed two separate gels
for the MICS and ISM bands to mimic the electrical properties of real human skin. The
fabricated antenna was embedded in these gels and in-vitro measurements were
performed. Both relative dielectric constant (εr) and conductivity (σ) of the skinmimicking gel were successfully matched with real human skin for the MICS band. Thus,
good agreement was achieved with bandwidths of 35.3% and 20.4% in the MICS region
for the measurement and the simulation, respectively. Although the dielectric constant of
the skin-mimicking gel characterized for the ISM band perfectly matched with human
skin, the gel had a significantly higher conductivity. As a result, while the desired
resonance was achieved, the minimum return loss was found to be -9 dB.
For this reason, a new skin-mimicking material that mimics both relative dielectric
constant and conductivity of the human skin at ISM band (2.40 GHz-2.48 GHz) was
developed using alternative materials. Because of the lower conductivity of the new
material, the antenna performance significantly improved compared to the previous
measurement. A lower return loss of -20 dB was achieved for the ISM band.
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In Chapter IV, a dual band implantable antenna for wireless telemetry in the
MICS/ISM spectra was designed and tested. To do so, first, the electrical properties of
the skin from three identical rats (same age, sex, and breed) were measured between 200
MHz and 20 GHz. The antenna was then optimized using PSO/FE-BI method for an 18dimensional solution space. The optimized antenna had dimensions of 23 mm x 23 mm x
2.5 mm.
The fabricated antenna was in-vitro tested in two skin-mimicking materials prepared
for MICS and ISM bands. Good agreement was observed between the measurements and
simulation for both bands. In addition, the antenna was also tested using real skin samples.
The measured antenna had a bandwidth of 6.79% for the MICS band and 7.53% for the
ISM band.
Finally, three fabricated implantable antennas were surgically implanted into three
rats and return loss measurements were performed. A wide bandwidth of 75.77% was
obtained for the MICS band.
5.2 Future Work
Antenna miniaturization is very important for compact medical wireless systems, and
implantable antennas must be very small to minimize the reaction of the surrounding
tissues to the implant. Although the antennas considered in this thesis are relatively small
(22.5 mm x 22.5 mm x 2.5 mm) considering the frequency of operation (402 MHz – 405
MHz), there is still room for further miniaturization. Next logical step, as a continuation
of this research, would be the miniaturization of the proposed antennas. Such
miniaturization can be achieved by integrating topology optimization with material
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optimization. This hybrid optimization approach leads to the design of a much smaller
implantable antenna. Various high dielectric constant materials including tissue
mimicking synthetic gels as super- and substrate materials can be considered.
In this dissertation, in-vivo measurements are performed only following the surgeries.
On the other hand, to investigate the long term functioning of the antenna in the live
tissue, an extensive and long term in-vivo testing should be carried out. In order to
conduct a long term study, first, the implantable antennas should be encased with a
biocompatible material (Polyurethane resin or Silicone) as seen in Fig. 5.1. If the
dielectric properties of the material are quite different from the properties of the rat skin,
then the antenna topology or structure may need to be modified accordingly. Three sets
of measurements may be adequate for the long term study: 1) Immediately after the
surgery, 2) Two weeks after the surgery, and 3) One month after the surgery.

Figure 5.1 The implantable antenna encased in the biocompatible material.
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