Abstract. In this paper we give the classification of the irreducible non solvable Lie algebras of dimensions ≤ 13 with nondegenerate, symmetric and invariant bilinear forms.
Introduction
In this work, we consider finite-dimensional Lie algebras over a field F of characteristic 0. These restrictions will be assumed throughout the paper.
A Lie algebra g is said to be quadratic (some authors call these quasi-classical ) if it is endowed with a symmetric nondegenerate invariant bilinear form B. The invariance means B([x, y], z) = B(x, [y, z]) for any x, y, z ∈ g. Quadratic Lie algebras appear in many areas of Mathematics and Physics. In particular, the importance of quadratic Lie algebras in conformal field theory has to do with following fact [6] : quadratic Lie algebras are precisely the Lie algebras for which a Sugawara construction exists.
To study the structure of quadratic Lie algebras, A. Medina and Ph. Revoy introduced in [8] the concept of double extension. Using this notion, they gave an inductive description of these algebras. Another interesting concept, the T ⋆ -extensions, was given by M. Bordemann in [2] . These two concepts are very useful tools to construct examples and to study the structure of quadratic Lie algebras. But, even with the use of these concepts, the classification (up isomorphism) of quadratic Lie algebras of dimension ≥ 7 is not easy. In this paper, we give the classification of the non solvable irreducible quadratic Lie algebras of dimensions ≤ 13, both over algebraically closed fields and over the real field To obtain this classification, we show that, assuming F is algebraically closed, the Levi component of a non solvable irreducible quadratic Lie algebra is sl 2 (F) in most cases, and then we use the wellknown representation theory of sl 2 (F).
Recall that the classification of the nilpotent quadratic Lie algebras of dimensions ≤ 7 is obtained in [5] , the classification of the real non solvable irreducible quadratic Lie algebras of dimensions ≤ 9 and the classification of the real solvable quadratic Lie algebras of dimensions ≤ 6 are obtained in [3] .
In Section 2 the main definitions and some useful results are recalled. Any quadrat6ic Lie algebra is an orthogonal sum of irreducible quadratic Lie algebras, so it is enough to classify these. Then in Section 3 the classification of the nonsolvable irreducible quadratic Lie algebras of dimension ≤ 13 over an algebraically closed field is given, while Section 4 is devoted to the real case.
Definitions and preliminary results
Definition 2.1.
(1) A bilinear form B on a Lie algebra (g, [ , ] ) is said to be invariant if
B([x, y], z) = B(x, [y, z]),
for any x, y, z ∈ g. (2) Let (g, [ , ] ) be a Lie algebra, g is called quadratic if it admits a nondegenerate, symmetric and invariant bilinear form B. In this case, B is called an invariant scalar product on g. (3) Let g be a quadratic Lie algebra and let B be an invariant scalar product on g. An ideal i of g is called B-nondegenerate (or just nondegenerate) if B | i×i is nondegenerate. (4) Let g be a quadratic Lie algebra and let B be an invariant scalar product on g. We say that g is B-irreducible (or just irreducible) if g contains no non-trivial B-nondegenerate ideals.
The study of quadratic Lie algebras is reduced to those having no non-trivial nondegenerate ideals. Indeed, if we consider a quadratic Lie algebra g with an invariant scalar product B, and i is an ideal of g, then i
⊥ is an ideal of g because B is invariant (Here i ⊥ denotes the orthogonal subspace to i relative to B). Now if i is a B-nondegenerate ideal, then g = i ⊕ i ⊥ , and both ideals: i and i ⊥ , are quadratic Lie algebras. Hence g is easily seen to be an orthogonal direct sum of irreducible quadratic Lie algebras.
Proposition 2.2 ([8]). Let (g, B) be a quadratic Lie algebra. Then:
(1) [g, g] ⊥ = z(g), where z(g) is the center of g. This Proposition proves that if g is a quadratic Lie algebra, then g is perfect (i.e., [g, g] = g) if and only if the center of g is trivial.
Now, let us recall the concept of double extension in the case of quadratic Lie algebras (see [8] ).
Let (g 1 , [ , ] 1 , B 1 ) be a quadratic Lie algebra and let (g 2 , [ , ] 2 ) be a Lie algebra (not necessarily quadratic) such that there exists a homomorphism of Lie algebras ϕ : g 2 → Der(g 1 , B 1 ), where Der(g 1 , B 1 ) denotes the Lie algebra of the derivations of g wich are skew-symmetric relative to B 1 (i.e., Der(g, B 1 ) = Der(g) ∩ so(g, B 1 )). Since we have ϕ(g 2 ) ⊆ Der(g 1 , B 1 ), the bilinear map ψ :
* given by ψ(x 1 , y 1 ) : z 2 → B 1 (ϕ(z 2 )(x 1 ), y 1 ) for any x 1 , y 1 ∈ g 1 and z 2 ∈ g 2 , is a 2-cocycle, where (g 2 )
* is considered as a trivial g 1 -module. Consequently, the vector space g 1 ⊕ (g 2 ) * , endowed with the multiplication:
for any x 1 , y 1 ∈ g 1 and f, h ∈ (g 2 ) * , is a Lie algebra. This Lie algebra is the central extension of g 1 by means of ψ.
Let π be the co-adjoint representation of g 2 For x 2 ∈ g 2 , an easy computation proves that the endomorphismφ(
* , is a derivation of the Lie algebra (g 1 ⊕ (g 2 ) * , [ , ] c ). Next, it is easy to see that the linear mapφ :
* ) is a homomorphism of Lie algebras. Therefore, one can consider g := g 2 ⋉φ (g 1 ⊕ (g 2 ) * ), the semi-direct product of g 1 ⊕ (g 2 ) * by g 2 by means ofφ. As a vector space g = g 2 ⊕ g 1 ⊕ (g 2 ) * , and the bracket of the Lie algebra g is given by:
* . Moreover, if γ : g 2 ×g 2 → F is any invariant, symmetric bilinear form on g 2 (we may take γ = 0), it is easy to see that the bilinear form B γ : g × g → F defined by:
* , is an invariant scalar product on g. In this situation, g (or (g, B 0 )) is called the double extension of (g 1 , [ , ] 1 , B 1 ) by g 2 by means of ϕ. We will denote this Lie algebra by T ϕ (g 1 , B 1 , g 2 ).
is again a Lie algebra isomorphism. Hence over algebraically closed fields we may scale 'partially' the bilinear form on g 1 and get isomorphic double extensions, and over the real field we may scale by a positive scalar to get isomorphic double extensions.
Proposition 2.4. Let (g = s ⊕ r, B) be a non solvable and non simple irreducible quadratic Lie algebra, where s is a Levi subalgebra of g and r is the solvable radical of g. Then:
(1) r ⊥ ⊆ z(r), (2) the s-module r ⊥ is isomorphic to the adjoint module of s.
Proof. The subspace i := {x ∈ s : B(x, r) = 0} is an ideal of s, because B is invariant. Since B([i, r], g) = B(i, [r, g]) = 0, then [i, r] = 0 and hence i is a semisimple ideal of g and it is nondegenerate by Proposition 2.4. The fact that g is irreducible and non simple implies i = {0}. It follows that r ⊥ is contained in r.
. Let us consider the map ϕ : r ⊥ → s * , defined by: ϕ(x) := B(x, .), for any x ∈ r ⊥ . The non-degeneracy (resp. invariance) of B implies that ϕ is injective (resp. a homomorphism of s-modules). Since the dimension of r ⊥ equals the dimension of s, it follows that ϕ is an isomorphism of s-modules. Also, s is semisimple, so its Killing form is nondegenerate and hence the s-modules s and s 
Proof
3. Classification of the non solvable irreducible quadratic Lie algebras of dimension ≤ 13 over algebraically closed fields Throughout this section, the ground field F will be assumed to be algebraically closed.
Due to Proposition 2.6, in the sequel we will assume that the solvable radical of our non solvable and non simple irreducible quadratic Lie algebras satisfies r = r ⊥ . Recall that, up to isomorphism, there is a unique irreducible module V (m) for the simple Lie algebra sl 2 (F) of dimension m + 1 (m ≥ 0). Moreover, the well-known Clebsch-Gordan formula gives
For n = m, the summands on the right hand side belong alternatively to the second symmetric power and to the second exterior power of V (n). Besides, V (n) is endowed with a nondegenerate symmetric bilinear form invariant under the action of sl 2 (F) if and only if n is even, while if n is odd, then V (n) is endowed with a nondegenerate skewsymmetric and invariant bilinear form. These forms are unique up to scalar multiples. 
Since r ⊥ is contained in z(r) (Proposition 2.4) and r = r ⊥ ⊕ m 3 , it follows that r is abelian, and hence m 3 is an ideal of g. Moreover, m 3 is nondegenerate, because B(s,
The irreducibility of g forces m 3 = 0. Now, i 1 := s 1 ⊕ m 1 and i 2 := s 2 ⊕ m 2 are two non-zero ideals of g. Moreover, by using the invariance of B, it is clear that these two ideals are nondegenerate, and this contradicts the fact that g is irreducible.
We conclude that s cannot be isomorphic to sl 2 (F) ⊕ sl 2 (F), and hence s is isomorphic to sl 2 (F).
Let u be an irreducible submodule of the s-module r/r ⊥ . Then, identifying s ∼ = sl 2 (F), u is isomorphic to V (n), with 1 ≤ n ≤ 6. Now if u is isomorphic to V (3) or V (5), then there is no invariant symmetric nondegenerate bilinear form on u, so there must exist another irreducible submodule u ′ of the s-module r/r ⊥ , isomorphic to u and coupled with it by means of B. But then dim r/r ⊥ = 8 or 12, and dim g > 13. We conclude that u is isomorphic to V (n), with n ∈ {0, 1, 2, 4, 6}. The bracket in d(m) is given by
for any x, y ∈ sl 2 (F), u, v ∈ V (m), and f, h ∈ sl 2 (F) * , where
for any x, y ∈ sl 2 (F), u, v ∈ V (m), and f, h ∈ sl 2 (F) * . Proof. If the s( ∼ = sl 2 (F))-module r/r ⊥ contains a submodule isomorphic to V (6), then, by dimension count, there exists an s( ∼ = sl 2 (F))-submodule u of r isomorphic to V (6) such that r = r ⊥ ⊕ u. In this case, Proposition 2.7 shows that r ⊥ = [r, r]. It follows that r/r ⊥ is an abelian Lie algebra and that [u 
with a basis consisting of the projection ψ onto V (2) relative to the decomposition
Therefore, the Lie bracket in g is completely determined by the action of s on g and by the unique (up to scalars) nonzero s-invariant bilinear map u × u → r ⊥ . Hence, up to isomorphism, g is uniquely determined and thus g is isomorphic to d(6).
If the s( ∼ = sl 2 (F))-module r/r ⊥ contains a submodule isomorphic to V (4) then, by dimension count, there are s( ∼ = sl 2 (F))-modules u and v of r such that r = r ⊥ ⊕ u ⊕ v, with u isomorphic to V (4), and dim v ≤ 2. If dim v = 2, then by the invariance of B, the restriction of B to v is a symmetric nondegenerate bilinear form, and hence v cannot be isomorphic to V (1). It follows that v is always a trivial s-module.
⊥ is a nondegenerate ideal of g, and hence it is the whole g by irreducibility.
We conclude that v = 0, and the same argument used in the case m = 6 shows that g is isomorphic to d (4) Therefore, because of Propositions 3.1 and 3.3, we are left with the situation in which our quadratic Lie algebra g is, as a module for its Levi subalgebra s ∼ = sl 2 (F), a direct sum of copies of the irreducible modules V (2), V (1) and V (0). Identify s with the Lie algebra sl(V ) of endomorphisms of a two-dimensional vector space V . Then V (2) is the adjoint module, and V (1) is the natural module V . Gathering together the copies of irreducible modules of the same dimension, we may write, as in [4] :
where d is the sum of the trivial modules (this is the centralizer in g of the subalgebra sl(V ) = sl(V ) ⊗ 1, and hence it is a subalgebra), and J and T are vector spaces, with J containing a distinguished element 1, such that sl(V ) ⊗ 1 is the Levi subalgebra s ∼ = sl(V ) we have started with. (Here ⊗ means ⊗ F .)
The invariance of the form B forces the three summands sl(V ) ⊗ J, V ⊗T and d to be orthogonal relative to B. Besides, since the symmetric map sl(V ) ⊗ sl(V ) → F, f ⊗ g → trace(f g), spans the space of sl(V )-invariant maps Hom sl(V ) (sl(V ) ⊗ sl(V ), F) and the space Hom sl(V ) (V ⊗ V, F) of sl(V )-invariant maps from V ⊗ V into the trivial module F is one-dimensional and spanned by a fixed nonzero skew symmetric bilinear map u|v , we conclude that the restriction of B to sl(V ) ⊗ J and to V ⊗ T present the form:
for any f, g ∈ sl(V ), u, v ∈ V , a, b ∈ J and x, y ∈ T, where B J is a symmetric nondegenerate associative (i.e., B J (ab, c) = B J (a, bc) for any a, b, c ∈ J) symmetric bilinear form on J, and B T is a nondegenerate skew-symmetric bilinear form on T. In particular dim T must be even. Moreover, J = F1 ⊕ J 0 and there is a distinguished element c ∈ J 0 such that
With the arguments in [4] , we see that the sl(V )-invariance of the Lie bracket in our Lie algebra g in (3.1) gives, for any f, g ∈ sl(V ), u, v ∈ V and d ∈ d, the following conditions:
for suitable bilinear maps
such that 1a = a, D 1,a = 0 and 1 • x = x for any a ∈ J and x ∈ T.
The Jacobi identity on g forces that all these maps are invariant under the action of the Lie subalgebra d.
Proposition 3.4 ([4, Theorem 2.2]). Under the hypotheses above, the following conditions hold:
(1) J is a unital Jordan algebra with the product ab, with unity 1, and
•y for any a ∈ J and x, y ∈ T. (6) 2a x|y = a • x|y + x|a • y for any a ∈ J and x, y ∈ T.
Remark 3.5. Conversely, the algebra defined on the vector space in (3.1) by means of (3.4) is a Lie algebra, provided that the bilinear maps in (3.5) are invariant under the action of the subalgebra d and the conditions in Proposition 3.4 hold. These Lie algebras are closely related to the Lie algebras graded by the nonreduced root system BC 1 . The particular case in which T = 0, i.e., g is a direct sum of copies of the adjoint and the trivial module for s, goes back to [10] . (See [4] and the references therein.) Lemma 3.6. Let g be an irreducible quadratic Lie algebra of dimension ≤ 13 with Levi subalgebra s ∼ = sl 2 (F) and such that, as a module for s, g is the sum of copies of the adjoint module, the two-dimensional irreducible module and the trivial one-dimensional module. Write g and its solvable radical r as in (3.1) and (3.3) . Then the following conditions hold:
• J is a unital commutative and associative algebra and J 0 is its nilpotent radical.
Proof. Since r in (3.3) is an ideal of g, it follows that J 0 is an ideal of J. Moreover, there is no idempotent 0 = e = e 2 in J 0 , as this would imply that sl(V ) ⊗ e is a subalgebra of g contained in the solvable radical r and isomorphic to sl 2 (F). Therefore, J 0 is a nilpotent ideal of the Jordan algebra J. (For the basic facts on Jordan algebras the reader may consult [7] or [9] .) Also, since dim g ≤ 13, we have 2 ≤ dim J ≤ 4 and hence 1 ≤ dim J 0 ≤ 3, so that J As there is no nonzero sl 2 (F)-invariant symmetric bilinear form on V (1), the number of copies of V (i.e., dim T) is even.
Proposition 3.7. Let (g = s ⊕ r, B) be a non solvable and non simple irreducible quadratic Lie algebra of dimension ≤ 13, where s is isomorphic to sl 2 (F) and r is the solvable radical of g.
If, as a module for s( ∼ = sl 2 (F)), g contains four copies of the adjoint module, then g is isomorphic to sl 2 (F) ⊗ A, where A is a unital commutative associative algebra isomorphic to either
Proof. Under our hypotheses we have dim J = 4, T = 0 and dim d ≤ 1 in (3.1). If there are elements a, b ∈ J 0 such that D a,b = 0. Then d = FD a,b , and hence d acts trivially on J by Lemma 3.6, so that d is the center of g, and thus d is a nondegenerate ideal of g, a contradiction. Therefore D J,J = 0, but then sl(V ) ⊗ J is a nondegenerate ideal of g, so it is the whole g by irreducibility.
As above, if the codimension of J 2 0 in J 0 is 1, we get that J is generated by an element a with a 4 = 0, so J is isomorphic to F[X]/(X 4 ). Otherwise J 
, or a 2 = 0 and ab = b 2 = 0 (if the rank is 1). In the latter case, the bilinear form
0 ) = 0 and we get a contradiction with B J being nondegenerate, so the latter case cannot occur. Example 3.9. Let V be a two-dimensional vector space as above, endowed with a nondegenerate skew-symmetric bilinear form (.|.). On (a, B a , sl(V ) ) is an irreducible quadratic Lie algebra, with a Levi subalgebra isomorphic to sl 2 (F) and such that, as a module for this subalgebra, it decomposes as the direct sum of three copies of the adjoint module, and two copies of the natural two-dimensional module. Its dimension is then 13. Proof. We are in the situation where dim J = 3 in (3.1). Also, J Therefore we may pick up a basis {x, y} of T with x|y = a 2 , and the multiplication of g is completely determined. We conclude that there is a unique possibility, up to isomorphism, and the result follows.
We are then left with the case dim J = 2. Then J is isomorphic to the algebra of dual numbers F[X]/(X 2 ), i.e., J = F1 + Fc with c 2 = 0. By dimension count, either T = 0 or dim T = 2, and if T = 0, sl(V ) ⊗ J is a nondegenerate ideal, and we get the trivial T ⋆ extension in Proposition 2.7. Therefore we may assume dim T = 2. Again by dimension count dim d ≤ 3. Let us start with several examples.
Example 3.11. Let V be a two-dimensional vector space as above, endowed with a nondegenerate skew-symmetric bilinear form (.|.). On the vector space b = V ⊗ V consider the symmetric nondegenerate bilinear form
Consider the vector space b as an abelian Lie algebra. The linear map ϕ : sl(V ) → Der(b, B b ) given by ϕ(f )(u⊗v) = f (u)⊗v, for any f ∈ sl(V ) and u, v ∈ V , is a Lie algebra homomorphism. The double extension T ϕ (b, B b , sl(V )) is a quadratic Lie algebra, with a Levi subalgebra isomorphic to sl 2 (F) and such that, as a module for this subalgebra, it decomposes as the direct sum of two copies of the adjoint module, and two copies of the natural two-dimensional module. Its dimension is then 10. 
is a solvable Lie algebra of dimension 6, endowed with an invariant scalar product Bb such that Bb(Fd+Fd
. Consider now the Lie algebra homomorphism φ : sl(V ) → Der(b, Bb) given by φ(s)(Fd+Fd * ) = 0, φ(s)(u 1 ⊗u 2 ) = s(u 1 )⊗u 2 for any s ∈ sl(V ) and u 1 , u 2 ∈ V . The double extension T φ (b, Bb, sl(V )) is an irreducible quadratic Lie algebra, with a Levi subalgebra isomorphic to sl 2 (F) and such that, as a module for this subalgebra, it decomposes as the direct sum of two copies of the adjoint module, two copies of the natural two-dimensional module, and two copies of the trivial one-dimensional module. Moreover, the subalgebra formed by the two copies of the trivial one-dimensional module act diagonally on the sum of the two natural modules. Example 3.13. Let V and (.|.) as before. Consider the abelian Lie algebra b = V ⊗V as in Example 3.11. Fix, as before, a basis {u, v} of V with (u|v) = 1, and the one-dimensional Lie algebra Fd. Let ϕ ′ : Fd → Der(b) be the Lie algebra homomorphism, such that ϕ
is a solvable Lie algebra of dimension 6, endowed with an invariant scalar product Bb ′ given by the same formulas as Bb in Example 3.12.
Consider now the Lie algebra homomorphism φ ′ : sl(V ) → Der(b ′ , Bb) given by the same formulas as in Example 3.12. The double extension
is an irreducible quadratic Lie algebra, with a Levi subalgebra isomorphic to sl 2 (F) and such that, as a module for this subalgebra, it decomposes as the direct sum of two copies of the adjoint module, two copies of the natural two-dimensional module, and two copies of the trivial one-dimensional module. Moreover, the subalgebra formed by the two copies of the trivial one-dimensional module act in a nilpotent way on the sum of the two natural modules.
Example 3.14. Again, let V , (.|.) and {u, v} as before. Consider the nilpotent Lie algebra c = (V ⊗ V ) ⊕ Fd with multiplication given by
The Lie algebra c is endowed with an invariant scalar product B c such that
Consider the Lie algebra homomorphism ϕ :
is an irreducible quadratic Lie algebra, with a Levi subalgebra isomorphic to sl 2 (F) and such that, as a module for this subalgebra, it decomposes as the direct sum of two copies of the adjoint module, two copies of the natural twodimensional module, and a trivial one-dimensional module, which acts in a nilpotent way on the sum of the two natural modules. 
The invariance of the scalar product forces that the action of d on T gives a Lie algebra homomorphism d → sp(T, B T ) (the symplectic Lie algebra of the skew-symmetric bilinear form B T as in (3.2) ). The image of this homomorphism is an abelian Lie algebra of sp(T, B T ) ∼ = sl 2 (F), so its dimension is at most 1. On the other hand, the kernel of this homomorphism: {d ∈ d : [d, V ⊗ T] = 0}, coincides with the center of g, which is isotropic because of the irreducibility of g. Since dim d ≤ 3, we conclude that the kernel has dimension at most 1, and hence we have dim d ≤ 2.
If d = 0 the Lie algebra g is uniquely determined, and hence it is isomorphic to the Lie algebra in Example 3.11. Otherwise, d is not an ideal (g is irreducible) so the image of the homomorphism above is not trivial, i. 
is a nondegenerate ideal of g. By irreducibility this is the whole g, so d = Fd x,x . Again the multiplication in g is completely determined, and hence g is isomorphic to the Lie algebra in Example 3.14.
The next result summarizes our classification: 
Classification of the non solvable irreducible quadratic Lie algebras of dimension ≤ 13 over the real field
The situation over the real field is more involved than for algebraically closed fields. However, many of the arguments in the previous section are valid. The ground field in this section is always the real field R.
Let us recall first that for the split simple real Lie algebra sl 2 (R) there exists an irreducible module V R (n) of dimension n+ 1 for each n ∈ Z ≥0 , and these exhaust the list of finite dimensional irreducible modules, up to isomorphism. However, for the compact Lie algebra su 2 (R) of skewhermitian 2 × 2 complex matrices, the irreducible modules are, up to isomorphism, the following (see, for instance, [1] ):
• The modules V (n) for sl 2 (C) for n odd, which remain irreducible as modules for su 2 (R) ⊆ sl 2 (C). (Note that dim R V (n) = 2(n + 1).) In particular, V (1) ≃ C 2 is the natural module for su 2 (R), of (real) dimension 4.
• For each even n ≥ 0 a module W (n) of dimension n + 1, such that W (n) ⊗ R C is isomorphic to the module V (n) for sl 2 (C) ≃ su 2 (R) ⊗ R C. In particular, W (0) is the trivial one-dimensional module for su 2 (R), and W (2) is the adjoint module.
The natural module W = V (1) ≃ C 2 is endowed with the natural hermitian form h : W × W → C with h ((
y 2 )) = x 1 y 1 + x 2 y 2 , and hence we will identify su 2 (R) ≃ su(W, h). The unique, up to scalars, symmetric nondegenerate su 2 (R)-invariant bilinear form on W is given by
for u, v ∈ W . And the unique (up to scalars)
for u, v ∈ W . Note that for s ∈ su(V, h) and u, v ∈ W ,
The same arguments used in the proof of Proposition 3.1 give the following result: Proposition 4.1. Let (g = s ⊕ r, B) be a non solvable and non simple irreducible quadratic Lie algebra over R, where s is a Levi subalgebra and r is the solvable radical of g. Assume r = r ⊥ . If dim g ≤ 13, then: (1) s is either isomorphic to sl 2 (R) or to su 2 (R); (2) if s is isomorphic to sl 2 (R) and u is an irreducible submodule of the s( ∼ = sl 2 (R))-module r/r ⊥ , then u is, up to isomorphism, V R (n) where n ∈ {0, 1, 2, 4, 6}; (3) if s is isomorphic to su 2 (R) and u is an irreducible submodule of the s( ∼ = su 2 (R))-module r/r ⊥ , then, up to isomorphism, u ∈ {W (0), W (2), W (4), W (6), V (1)}.
In case (2) above the situation is close to what happens over algebraically closed fields. Denote by d R (4) and d 6 (R) the double extensions as in Example 3.2 but with F = R. On the other hand, the same construction applies for su 2 (R) and the modules W (m) for even m. The corresponding double extensions will be denoted byď R (m).
Then the proof of Proposition 3.3 can be easily modified to yield the following result. Proposition 4.2. Let (g = s ⊕ r, B) be a non solvable and non simple irreducible quadratic Lie algebra over R of dimension ≤ 13, where s is a Levi subalgebra and r is the solvable radical of g.
(1) If s is isomorphic to sl 2 (R) and the s-module r/r ⊥ contains a submodule isomorphic to V R (m), m = 4 or 6, then g is isomorphic to d(m).
(2) If s is isomorphic to su 2 (R) and the s-module r/r ⊥ contains a submodule isomorphic to W (m), m = 4 or 6, then g is isomorphic toď R (m).
Therefore, as in Section 3, assuming dim g ≤ 13, we are left with the situation in which our quadratic Lie algebra g is, as a module for its Levi subalgebra s (isomorphic to either sl 2 (R) or su 2 (R)), a direct sum of copies of the adjoint module, the natural module and the trivial one-dimensional module. For s ∼ = sl 2 (R), we may identify s with sl(V ), with V the natural module, and equation (3.1) remains valid here. On the other hand, for s ∼ = su 2 (R), if W is the natural module for su 2 (R) ∼ = su(W, h), by dimension count we get one of the following analogues of (3.1)
(4.5) (Since the dimension of W is 4, at most one copy of W may appear in any decomposition of g into a direct sum of irreducible module for the Levi subalgebra s ∼ = su(W, h).) Proposition 4.3. Let (g = s ⊕ r, B) be a non solvable and non simple irreducible quadratic Lie algebra over R of dimension ≤ 13, where s is isomorphic either to sl 2 (R) or to su 2 (R), and r is the solvable radical of g.
If, as a module for s, g contains four copies of the adjoint module, then g is isomorphic to s ⊗ A, where A is a unital commutative associative algebra isomorphic to either
Proof. Extending scalars to C, we obtain that the results in Proposition 3.4 hold. Then so do the arguments in Lemma 3.6, which are valid no matter whether s ∼ = sl 2 (R) or s ∼ = su 2 (R). Hence the proof of Proposition 3.7 works with one exception. In the situation in which J Then either its rank is 1, and we get a contradiction as in the proof of Proposition 3.7, or its rank is 2 and the signature is (1, 1), and we argue as in the proof of Proposition 3.7, or its rank is 2 and the signature is (2, 0) (or (0, 2)). In this 'new' case there are elements a, b ∈ J 0 \ J 2 0 with a 2 = b 2 = 0 and ab = 0. Then we may take c = a 2 = b 2 , and
That such a nondegenerate associative symmetric bilinear form exists is clear. Example 3.9 works over R. We need another similar example for su 2 (R). , v) , for x, y ∈ su(W, h) and u, v ∈ W . Consideř a as an abelian Lie algebra.
The linear map ϕ : su(W, h) → Der(ǎ, B ǫ a ) given by ϕ(x)(y) = [x, y] and ϕ(x)(u) = x(u), for x, y ∈ su(W, h) and u ∈ W , is a Lie algebra homomorphism. The double extensionǧ ǫ = T ϕ ǎ, B ǫ a , su(W, h) is an irreducible quadratic Lie algebra, with a Levi subalgebra isomorphic to su 2 (R) and such that, as a module for this subalgebra, it decomposes as the direct sum of three copies of the adjoint module, and one copy of the natural four-dimensional module. Its dimension is 13.
Alternatively, the algebraǧ ǫ in Example 4.4 can be defined on the vector space:
, with a 3 = 0 (a is the class of X modulo (X 3 )) and product determined by the natural Lie bracket in su(W, h)⊗ R A (a scalar extension of su(W, h)) and by
for x ∈ su(W, h) and u, v, w ∈ W . Indeed, the following linear map
for x, y ∈ su(W, h), w ∈ W and f ∈ su(W, h) * , where z ∈ su(W, h) is such that trace(zs) = f (s) for any s ∈ su(W, h), is an isomorphism. The proof is straightforward using (4.3). Proof. We must prove thatg 1 andg −1 are not isomorphic. To do that, we will prove that the signature of any symmetric nondegenerate invariant bilinear form ong 1 is always different from the signature of any such form ong −1 . Let B be any symmetric nondegenerate invariant bilinear form ong ǫ (ǫ = ±1). Since B is su(W, h)⊗1-invariant, the subspaces su(W, h)⊗ R A and W are orthogonal relative to B and also we get:
• The restriction of B to W is a scalar multiple of B W : B| W = µB W , for some 0 = µ ∈ R.
• There is an associative symmetric nondegenerate bilinear form B A on A such that for any x, y ∈ su(W, h) and b, c ∈ A,
. For x ∈ su(W, h) and • s is isomorphic to sl 2 (R) and g is isomorphic to the Lie algebra constructed in Example 3.9 over R.
• s is isomorphic to su 2 (R) and g is isomorphic to eitherǧ
Proof. In case s is isomorphic to sl 2 (R), the arguments in the proof of Proposition 3.10 work. Otherwise, s is isomorphic to su 2 (R). Extending scalars one gets, as in the proof of Proposition 3.10 that g can be written as in equations (4.4) Again, Examples 3.11, 3.12, 3.13 and 3.14 make sense over R in the split case. But we need more examples. for any x ∈ su(W, h), w ∈ W , is a Lie algebra homomorphism. The double extension T ϕ (W, B W , su(W, h)) is an irreducible quadratic Lie algebra, with a Levi subalgebra isomorphic to su(W, h) and such that, as a module for this subalgebra, it decomposes as the direct sum of two copies of the adjoint module and one copy of the natural module. Its dimension is 10. 
is a solvable Lie algebra of dimension 6, endowed with an invariant scalar product Bb such that Bb(Fd + Fd
is an irreducible quadratic Lie algebra, with a Levi subalgebra isomorphic to sl 2 (R) and such that, as a module for this subalgebra, it decomposes as the direct sum of two copies of the adjoint module, two copies of the natural two-dimensional module, and two copies of the trivial one-dimensional module. Moreover, the subalgebra formed by the two copies of the trivial one-dimensional module do not act diagonally nor nilpotently on the sum of the two natural modules. Example 4.9. Let W be the natural (four-dimensional) module for su 2 (R) ∼ = su(W, h), endowed with the invariant bilinear form B W in (4.1). Recall that W is a two-dimensional complex vector space endowed with an hermitian form h. Consider W as an abelian Lie algebra. Let ϕ : Rd → Der(W, B W ) be the Lie algebra homomorphism such that ϕ(d)(w) = iw (i denotes the imaginary unit in C). Then the
is a solvable Lie algebra of dimension 6, endowed with an invariant scalar product BŴ such that BŴ (Rd + Rd
. Consider now the homomorphism φ : su(W, h) → Der(Ŵ , BŴ ) given by φ(x)(Rd + Rd * ) = 0, φ(x)(w) = x(w) for any x ∈ su(W, h) and w ∈ W . The double extension T φ (Ŵ , BŴ , su(W, h)) is an irreducible quadratic Lie algebra, with a Levi subalgebra isomorphic to su 2 (R) and such that, as a module for this subalgebra, it decomposes as the direct sum of two copies of the adjoint module, one copy of the natural four-dimensional module, and two copies of the trivial one-dimensional module. Proof. Extending scalars to C, the arguments in the proof of Proposition 3.15 show that either s is isomorphic to sl 2 (R) ∼ = sl(V ), for a two-dimensional vector space V , and we are in the situation of (3.1) with dim J = 2 = dim T, with J isomorphic to R[X]/(X 2 ), and d abelian with dim d ≤ 2; or s is isomorphic to su 2 (R) ∼ = su(W, h) and we are in the situation of (4.4) or (4.5), with J ∼ = R[X]/(X 2 ) and d abelian with dim d ≤ 2.
If s is isomorphic to sl 2 (R), the proof of Proposition 3.15 works and either d = 0, thus obtaining that g is isomorphic to the Lie algebra in Example 3.11, or there is an element d ∈ d such that d(T) = 0. Now, if the action of d on T is nilpotent, we get that g is isomorphic either to the Lie algebra in Example 3.13 or in Example 3.14 as in the proof of Proposition 3.15 (with F = R). However, if d acts faithfully on T, either d acts diagonally and we get, up to isomorphism, the Lie algebra in Example 3.12, or we may scale d and take a basis {x, y} ∈ T with B T (x, y) It follows that d = Rd + Rd x,x , and the Lie bracket of g is completely determined, so that g is isomorphic to the Lie algebra in Example 4.8.
Hence, assume for the rest of this proof that s is isomorphic to su 2 (R). If d = 0, then g is a double extension of the abelian Lie algebra r/r ⊥ ≃ W by su(W, h), and by Remark 2.3 there is a unique possibility, up to isomorphism, so we obtain the Lie algebra in Example 4. In particular, d acts faithfully on W . By extending scalars to C, the proof of Proposition 3.15 shows that d is a two-dimensional abelian Lie algebra, and the kernel of the action of d on W is one-dimensional. We conclude that the Lie bracket is completely determined and hence our Lie algebra g is isomorphic to the Lie algebra in Example 4.9.
Our last result, obtained putting together all the previous work, and taking into account the simple Lie algebras over R of dimension ≥ 13, summarizes the classification in the real case:
Theorem 4.11. The complete list, up to isomorphisms, of the non solvable irreducible quadratic real Lie algebras g with dim g ≤ 13 is the following:
(1) dim g = 3: the simple Lie algebras sl 2 (R) and su 2 (R), 
Conclusion and open question
By means of our classification above, we can give easily the list (up isomorphism) of the perfect quadratic Lie algebras of dimension ≤ 13. Moreover, our classification reduces the classification of the not necessarily irreducible, non solvable, quadratic Lie algebras of dimension ≤ 13 to the classification of the solvable quadratic Lie algebras of dimension ≤ 7. Recall that the classification of the nilpotent quadratic Lie algebras of dimension ≤ 7 is obtained in [5] , but the classification of the solvable non nilpotent quadratic Lie algebras of dimension ≤ 7 is still an open question.
