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Abstract 
Much research effort has been devoted to producing algorithms that contribute directly 
or indirectly to the extraction of 3D information from a wide variety of types of scenes 
and conditions of image capture. The research work presented in this thesis is aimed at 
three distinct applications in this area: interactively extracting 3D points from a pair of 
uncalibrated images in a flexible way; finding corresponding points automatically in 
high resolution images, particularly those of archaeological scenes captured from a 
freely moving light aircraft; and improving a correlation approach to dense disparity 
mapping leading to 3D surface reconstructions. 
       The fundamental concepts required to describe the principles of stereo vision, the 
camera models, and the epipolar geometry described by the fundamental matrix  are 
introduced, followed by a detailed literature review of existing methods.  
       An interactive system for viewing a scene via a monochrome or colour anaglyph is 
presented which allows the user to choose the level of compromise between amount of 
colour and ghosting perceived by controlling colour saturation, and to choose the depth 
plane of interest. An improved method of extracting a from disparity values when there 
is significant error is presented. 
       Interactive methods, while very flexible, require significant effort from the user 
finding and fusing corresponding points and the thesis continues by presenting several 
variants of existing scale invariant feature transform methods to automatically find 
correspondences in uncalibrated high resolution aerial images with improved speed and 
memory requirements. In addition, a contribution to estimating lens distortion 
   
  ii 
correction by a Levenberg Marquard based method is presented; generating data strings 
for straight lines which are essential input for estimating lens distortion correction.  
The remainder of the thesis presents correlation based methods for generating 
dense disparity maps based on single and multiple image rectifications using sets of 
automatically found correspondences and demonstrates improvements obtained using 
the latter method. Some example views of point clouds for 3D surfaces produced from 
pairs of uncalibrated images using the methods presented in the thesis are included. 
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Photogrammetry is “the art, science, and technology of obtaining reliable information 
about physical objects and the environment through processes of recording and 
interpreting photographic images and patterns of electromagnetic radiant energy and 
other phenomena” [1]. The applications of photogrammetry are wide ranging including 
for example: aerial photogrammetry, which is mainly used for digital terrain models or 
thematic maps; close range photogrammetry which is used, for example, by architects 
and civil engineers to survey buildings and other structures and archaeologists to survey 
sites of archaeological interest.  
Depending on the type of photographs or the systems used for sensing or the 
way in which they are used, photogrammetry can be classified into different types such 
as, terrestrial photogrammetry or ground photogrammetry, aerial photogrammetry, X-
ray photogrammetry, space photogrammetry or satellite photogrammetry, and stereo 
photogrammetry under which our research would be classified. 
In stereo photogrammetry the basic requirement is a stereo pair where 
photographs are captured using stereo metric cameras, or by a single camera in two 
known positions. An example is a metric camera built into an aircraft and looking 
straight down. The aircraft flies in a series of straight lines in such a way that an area of 
ground is covered by a series of overlapping photographs. Each pair of overlapping 
photographs forms a stereo pair which can be viewed in 3D with an appropriate optical 
system or mapped into 3D using digital techniques. The aerial photographs considered 
    2 
in this thesis, in contrast, are captured for the Royal Commissions on Ancient and 
Historical Monuments by a photographer flying in a light aircraft over an archaeological 
scene of interest; pairs of overlapping photographs are captured from uncontrolled 
positions and are not stereo pairs.  
3D visualization and reconstruction of 3D models from a stereo pair, or a more 
general (uncalibrated) pair of overlapping images, may meet the need for creating 
photorealistic 3D images, but they require many processing steps, more in the 
uncalibrated case. Techniques used are briefly indicated in the following two 
subsections. 
1.1.1 3D visualization 
Perceiving depth information from a stereo pair can be achieved using several 
techniques. We can differentiate between two technologies for 3D visualization: Time-
Multiplexed stereo rendering; Time-Parallel stereo rendering. 
The first method is based on left and right eyes alternately viewing the two 
images of the stereo pair. To ensure that each eye views the correct image, additional 
hardware is used such as shuttered glasses with synchronised liquid crystal display 
(LCD) or cathode-ray tube (CRT) display. In the second method, the stereo images are 
displayed at the same time. The most common example of this type is the anaglyph. 
There are some others, such as head mounted LCD or CRT based display devices, 
polarization based systems and glasses free 3D displays.  
The anaglyph is an interesting way of generating stereoscopic images, especially 
in a cost-efficient and technically simple way. It is generated by superimposing a pair of 
stereo intensity images using a pair of complementary colours (often red for left image 
and blue/green for the right one), in a single image. The user views the anaglyph 
through a pair of glasses with matching colour filters and the user‟s visual cortex fuses 
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the viewed images, providing they were not captured from points too far apart, so the 
brain interprets them as a 3D impression.   
Anaglyphs can be a simple and inexpensive technique for 3D visualization and 
are used in a wide range of applications. They have been used for entertainment 
applications such as film and television imaging, and in educational and scientific 
applications in schools and distance learning and in virtual laboratory applications.  
Although anaglyphs provide an inexpensive way of achieving 3D visualization, 
they have drawbacks. The primary disadvantage is that, it is difficult to represent full-
colour images. Each fused pixel in an anaglyph image gets its colour from both left and 
right images, which is grey for the red/cyan combination and yellow for the red/green 
combination. This make it is a challenging task to accurately display the colours of the 
original stereo image into a single pixel in the anaglyph image. Other problems include; 
ghosting or crosstalk, which occurs when the eye not only see the image which is 
supposed to see but also sees a part of the other image which should be totally blocked 
from the sight range of this eye; retinal rivalry or binocular rivalry, which happens 
because not all colours are represented by the display device; colour merging, means 
that colour components of the left and right images are transferred to the same colour 
[2]. 
1.1.2 3D reconstruction 
The reconstruction of 3D data from a stereo pair involves determining the distances 
(depths) to different points of a scene. The human visual system perceives depth 
information using many depth cues which can be divided into two categories, 
physiological and psychological, which can be divided into many types: 
accommodation, convergence, binocular disparity, motion parallax, linear perspective, 
shading and shadowing, retinal image size, texture gradient, and colour. The brain uses 
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all these cues to perceive the depth of the viewed objects, but binocular disparity is the 
principal one used in machine vision for estimating the depths in a scene.  
Stereopsis is the term that refers to the combination of images presented to both 
eyes to achieve a 3D perception of the world. The basic principle is that any point in a 
scene viewed by a pair of parallel or verging stereo cameras is projected onto different 
locations in the two image planes, and from the differences between these two locations 
and calibration information, the depth into the scene at this point can be determined.    
The key problem in 3D reconstruction from binocular stereopsis is to identify 
corresponding points (correspondences), which are the positions of the same scene point 
in the two images. The process of searching for new correspondences is simplified 
when the images are a stereo pair because then the corresponding points are on the same 
scanline in the two images.  
Many problems interfere with locating correspondences such as: occlusion 
(where some parts of the scene is visible just in one image, but not in the other); lack of 
image detail in some regions; the presence of perspective distortion; change of 
illumination conditions between image captures. All these add complexity to the 
matching process. A simple approach to finding correspondences is to use direct 
correlation, to match a region from one image with a region in the other image, but this 
has obvious limitations. The following section briefly reviews some constraints on two 
vision systems which can aid the search for correspondences.  
1.2 Overview of the stereo vision 
This study aims to develop 3D reconstruction systems using a pair of un-calibrated 
images so a brief description is provided of some fundamental concepts namely camera 
models and the epipolar geometry.  
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1.2.1 Camera models 
The purpose of the camera model is to provide a perspective transformation which maps 
the 3D coordinates of the scene location to a 2D image coordinate [3]. Single and two 
camera models are described in this study. 
1.2.1.1 Pinhole Camera 
The geometrical imaging properties of an ideal camera are modelled by a pinhole 
camera as follows. The optical centre (the pinhole)   is considered the origin of the 3D 
coordinate system, the optical axis (principal ray) aligned with the Z –axis is the line 
connecting the optical centre and the principal point         of the image plane. For 
cameras set to focus at infinity, the distance between the optical centre and the principal 
point is the focal length f. A point          in the external scene is projected into a 
point         on the reflected image plane. This model is illustrated in Figure 1.1. To 
avoid the change of sign between coordinates in the external and internal spaces, the 
model is normally altered so the image plane is a distance f in front of the origin, as 




Figure ‎1.1 Pinhole camera with reference frame         . 
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       In the single pinhole model, the relationship between the external and internal 
coordinates is obtained by considering similar triangles and determines only the 










so                                       
 
 
       (1-1)  
   
 
 
       (1-2)  
1.2.1.2 Two camera configuration 
To recover the 3D coordinates of the external scene, corresponding image coordinates 
taken from at least two camera positions are required. Two camera configurations are 
discussed, a simple parallel stereo configuration, and a general stereo configuration. 
In the Parallel stereo configuration, the two images are acquired by two cameras 
with optical axes parallel to each other and perpendicular to the baseline,  , connecting 
the optical centres of the two cameras. The horizontal     and       axes of the images 
are collinear with the baseline   as shown in Figure 1.2. This configuration is said to be 
calibrated if the baseline, the focal lengths of cameras, and the row and column 
spacing‟s of the camera pixels are all known. 
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Figure ‎1.2 Plan view of the parallel axis configuration of stereo cameras. 
 
The 3D coordinates of a point          (or                            ) in the 
external scene, mapped into the left and right image points        and           
respectively, are recovered by considering similar triangles in Figure 1.2.  The depth Z 
is given by 
  
  
      
 
where         is the disparity, and the X and Y coordinates are then given by 
     
 
 
      (1-3) and     
 
 
.          (1-4) 
In this geometry, the coordinates   and    are equal and there is no vertical disparity. 
A limitation of the parallel stereo configuration is the restricted amount of 
overlap between the two images where the same parts of the scene can be seen. This 
overlap is increased by adjusting of the camera positions so that their optical axes 
converge on the part of the scene of interest and this more general configuration is 
shown in Figure 1.3. 
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Figure ‎1.3 General stereo configuration. 
 
        In this general configuration, the baseline connecting the two centres of projection 
  and    intersects the image planes at finite points     and    which represent the 
images of   and     in the left and right image respectively, and are known as epipolar 
points or epipoles. 
         The transformation between coordinates of an external point in the left and right 
camera systems is described by the equation  
              (1-5) 
where T represents the translation vector between the two camera centres of projection 
and   is the rotation matrix which rotates one camera into the alignment of the other. 
Given a point           in the external scene, the relations between the external 
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1.2.2 Epipolar geometry 
In Figure 1.3, the centres of projection and the point   define the epipolar plane, which 
generates the epipolar geometry of a stereo configuration. This plane intersects the left 
and right images in epipolar lines    and  
 
  respectively. All epipolar lines in the left 
image intersect in the left epipole   , and likewise all epipolar lines in the right image 
intersect in the right epipole    . 
The practical importance of knowing the epipolar geometry of a particular pair 
of images stems from the epipolar constraint [4] This means that an external point P 
with image point p on the epipolar line    in the left camera view, is projected to a point 
   somewhere on the epipolar line   
   in the right image plane. The epipolar constraint 
thus reduces the search for a point in the right image corresponding to a given point in 
the left image (correspondences) from a two dimension search to a one dimensional 
search along the corresponding epipolar line [5]. This search is made more convenient if 
the two images can be transformed (rectified) so that the corresponding epipolar lines 
are horizontal and on the same scanline. 
1.2.2.1 The essential matrix 
The co-planarity condition on the three physical vectors P, P-T and T in Figure 1.3 is 
expressed by the scalar triple product, 
                                 (1-6) 
By writing the physical vectors as algebraic columns vectors, so the vector product T×P 
can be represented by the matrix product SP, where S is the rank-deficient matrix, 
    
      
      
      
         (1-7) 
and using equation (1-5) a new equation can be derived, 
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where E = RS is known as the essential matrix.  From Figure 1.3 (general stereo), 








         
and 
                                                       (1-8) 
In accordance with the epipolar constraint a point   in the left image has a 
corresponding point    which lies on the epipolar line    in the right image. Similarly 
the point    has a corresponding point   which lies on the epipolar line      in the left 
image. The epipoles are the left and right null spaces of the essential matrix. 
1.2.2.2 The fundamental matrix and the eight point algorithm 
In practice, the image coordinates are normally expressed in pixel units   , relative to 
the corner of the image instead of in absolute units    relative to the principle point. The 
relations between the two sets of internal coordinates for the left and right cameras are 
encapsulated in matrices    and    respectively defined as follows. 
    
          and    
        
  
Using these and equation (1.4) we get  
  
        
                                    where                      (1-9) 
is known as the fundamental matrix. F is a 3×3 matrix of rank 2 which encapsulates the 
geometrical relationship between the two camera positions for two un-calibrated 
images. The null points of   are the epipoles. 
 Several methods have been introduced to estimate the fundamental matrix from 
knowledge of seven or more pairs of corresponding points. The modified eight point 
algorithm proposed by Longuet-Higgins and modified by Hartley [6], is one of the 
simplest but still one of the most accurate and is used to estimate the fundamental 
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matrix in this work. It involves the least squares solution of a more than 8 (usually at 
least 12) simultaneous linear equations.  
1.2.3 Image data 
The image data used in this work are aerial images captured from a light aircraft of rural 
and urban scenes, images of the Bradford Chaplaincy building and images of a 
calibration cube. 
          The aerial image data records several archaeological sites, taken obliquely from a 
light aircraft flying freely over the sites. These images may be subject to effects of 
weather, direction of lighting and view points on crops, etc. These images are mostly 
taken in bright sunshine in order to capture details of the scenes with good contrast, but 
some parts of the images may suffer from shadowing resulting in poor contrast which 
complicates the process of matching. These images are quite suitable for 3D 
reconstruction, since occlusion is usually relatively insignificant. 
         The archaeological sites include images of hill forts in the Northumberland: Tap 
O‟ Noth images of size 2674×2664 pixels and Humbleton images of size 2266×2222 
pixels. The Hope, Black_Castle Newlands and Park Burn images are all of size 
6144×4606 pixels.  
        3D reconstruction from urban images may face more difficulties than from rural 
images. These include occlusion at the edges of the roofs and shadows.  
The images of the Bradford Chaplaincy of size 1012×1524 pixels are a series of images 
taken from different view points towards the front of the building. These images differ 
from those of the archaeological scenes in the presence of prominent features and planes 
which may facilitate the stereo matching process. On the other hand there may be other 
difficulties caused by periodicity and occlusion. 
    12 
1.3 Research Aims and Objectives 
The general aim of the work presented in this thesis is to further knowledge in the 
extraction of 3D information from images of a scene using geometrical techniques. This 
is a subject with many applications and thus of wide interest and with a wealth of 
literature going back several decades. Despite all the work done in machine vision over 
many years there is still no automatic systems as effective as the human eye and brain 
for interpreting images and finding accurate correspondences in pairs of images under a 
wide range of observing conditions. 
The first of three research themes in this thesis is therefore concerned with using 
interactive systems, not reliant on the effectiveness of machine vision, to extract 3D 
information. This requires using 3D visualization facilities and the most widely useable 
of these is the simple anaglyph. The aims here are to contribute techniques which, given 
a pair of uncalibrated images of a scene and a few known locations, help a user to 
visualize 3D scenes, in as much detail including colour as possible, and to determine the 
3D location of any point of interest in the scene. 
A fully interactive system, depending on the abilities of the human eye should 
be widely useable but require a significant amount of time and effort from the user in 
finding a suitable number of correspondences. The second research theme therefore is 
concerned with investigating existing methods of finding corresponding points in pairs 
of uncalibrated images and to contribute improvements to the best existing methods for 
images of the types indicated in Section 1.2.3. 
Since most automatic techniques for finding correspondences in uncalibrated 
pairs of images are relatively time consuming, the third research theme is concerned 
with creating dense disparity maps and hence 3D surfaces with the aid of a small 
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number of automatically located correspondences. The aim here is to improve an 
existing method and to evaluate the amount of improvement obtained. 
1.4 Summary of Original Contributions 
 
The main original contributions presented in this thesis can be summarised as follows: 
 A flexible interactive system for generating monochrome and colour 
anaglyphs and for exploring the structure of the scenes is presented. In 
addition, the system allows the user to select the level of compromise 
between amount of colour and ghosting by adjusting the amount of colour 
saturation.  
 A non-linear Levenberg Marquardt method of finding the transformation 
from internal (x, y, disparity) to external coordinates which gives superior 
performance to two other published methods has been proposed. 
 Two proposed methods (CFSIFT and SIFTSURF) for finding 
correspondences automatically from high-resolution aerial images of 
archaeological sites based on two states of the arts methods SIFT and 
SURF are introduced. These two methods improve the existing SIFT and 
SURF methods in terms of speed and memory requirements. 
 A contribution for estimating lens distortion corrections using Levenberg 
Marquardt based method which according to a recent publication is not 
effective, is presented in this work, where software for generating a set of 
data required for estimating lens distortion is introduced.  
 A novel algorithm for improving correlation based disparity maps is 
introduced which reduces the effects of perspective distortions still 
existing in image planes after rectifications, especially for scenes which 
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have a large range of surface inclinations. The proposed algorithm applies 
multiple local rectifications instead of a single global rectification.  
 
1.5 Outline of the thesis 
This thesis is organized as follows: 
 Chapter 2 provides an extended literature review of anaglyph generation 
and 3D reconstruction techniques.  
 Chapter 3 presents the author‟s contribution to generating monochrome 
and colour anaglyphs and techniques for using these interactively to 
determine 3D coordinates of point in the scenes. Some experimental 
results demonstrating the effectiveness of these techniques are presented.  
 Chapter 4 describes an investigation of methods to automate the finding 
of correspondences and presents the author‟s proposed techniques to 
make one of these (SIFT) more compatible with the pairs of large 
uncalibrated images such as the aerial data of concern in this study.  
Experimental results to evaluate the performance of the proposed methods 
are presented. 
 Chapter 5 includes two separate pieces of work. First further methods to 
speed up the automatic finding of correspondences in Chapter 4 are 
presented and second the author‟s contribution to estimating lens 
distortion using a method, which according to a recent publication is not 
effective, together with experimental results to show it can be made to 
work effectively.  
 Chapter 6 presents a correlation based method of generating dense 
disparity maps based on earlier work and shows that it can produce global 
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disparity maps using the automatic correspondences found in chapter 4 
and 5. The author‟s proposed approach to improving the accuracy of the 
global disparity maps by applying a local rectification technique is then 
described. Experimental results to demonstrate improvement in 
performance are presented. Finally two examples are provided of scenes 
seen in a 3D graphics viewer using point clouds generated from pairs of 
uncalibrated images and a few known points.  
 Concluding remarks based on the proposed work and recommendations 
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CHAPTER TWO 
2 LITERATURE REVIEW 
2.1 Introduction 
The review in this chapter covers four distinct areas of research which, in order, are 
rectification of pairs of images, creation of anaglyphs, locating and matching distinctive 
features in pairs of images and generation of disparity maps. 
2.2  Image Rectification 
2.2.1 Introduction 
Image rectification can be used to match an image and a map, or to create, from two 
original images, two new images with horizontal epipolar lines on the same scan lines. 
The resulting pseudo-stereo pair of images can be used in the construction of anaglyphs, 
the search for corresponding points and dense disparity mapping [7]. Such image 
rectification is obviously not possible if an epipole happen to lie inside the image and 
this must be born in mind.  
         There have been many publications on image rectification including reviews by 
[8] and [9]. Rectification may be performed on calibrated or uncalibrated images. The 
former case is achieved by applying the appropriate rotation of the images pairs, which 
means that the required homographies [10] are the collineation induced by the plane at 
infinity, where the disparity values are equal to zero in the rectified images. In the latter 
case, with no calibration information, there are more degrees of freedom in computing 
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the required transformations and the reference plane is not specified and can be freely 
selected [11]. Rectification is achieved by transforming the image planes so that the 
corresponding space planes coincide [12]. The following section lists examples of 
rectification methods up to the current time.  
2.2.2 Rectification algorithms 
Roberts [13] was the first to take into account the effects of rectification on images and 
seek to minimize the distortion by computing homographies that  preserve orthogonality 
about the image centres as much as possible.  
A simple algorithm for rectification was introduced by Pollefeys [14], which can 
handle general camera positions, but assumes that the fundamental matrix is known. 
The basic principle in this method is to re-parameterize the images with polar 
coordinates about the epipoles. First the extreme epipolar lines within each image are 
found and the rectified images are then established by computing the epipolar lines, line 
by line, beginning from one extreme epipolar line to the other.  
Loop [15] introduced a rectification algorithm which can handle both calibrated 
and uncalibrated cases, assuming the fundamental matrix is  known. The rectifying 
transformations are decomposed into projective, similarity, and shearing 
transformations. Firstly the projective transformations map the epipoles into infinity, in 
this method it was attempted to reduce the projective distortion resulting from this 
projective transformation as much as possible, by making the projective transformation 
as affine as possible. Secondly, the similarity transformations rotate the epipoles at 
infinity into a alignment with the direction as required for rectification. Moreover, a 
translation is applied in the vertical direction in order to precisely align the scan-lines in 
the rectified images. Finally a shearing transform is applied to get rid of the freedom 
degree resulting from the independence between two corresponding epipolar lines, to 
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reduce distortion and to map the images into a more practical pixel range. Additional 
scaling and translation can be applied to the rectified images in order to adjust the size 
of the rectified images. 
         A method for stereo rectification which computes the transformation that 
minimizes the effects of re-sampling, due to over and under sampling, which can 
degrade stereo matching was proposed in [16]. The algorithm involves modelling the 
loss and creation of pixels by the changes in local areas, identifying a parameterization 
of the family of perspective transformations required to rectify a stereo pair, solving for 
the transforms that reduces the change in local area integrated over the area of the 
images. 
          A stereo rectification method suitable for automatic 3D surveillance was 
proposed by Lim [17], based on the fact that in a typical urban scene there ordinarily 
exists a small number of dominant planes (e.g. ground, walls etc). Images of these 
planes in two views are related by 3×3 matrices, commonly known as homographies 
[10]. A reference plane is identified in one image and corresponding homographies are 
used to align a plane in the second image with the reference plane, resulting in identical 
epipolar lines in both images. As a result, conjugate epipolar lines are simply selected 
for the whole image. An advantage of this method is that it preserves the polarities of 
conjugate epipolar lines between both images, which results in an efficient constraint 
for intensity-based stereo matching. 
        A direct rectification algorithm for uncalibrated images called DRUI was proposed 
by Al-Zahrani [18] assuming the fundamental matrix is known. The following 
holography, which puts the relevant epipole at infinity on the x axis, is used for one of 
the images.  







    
   
     
  





       The associated holography for the second image is constrained by the first 
holography and the fundamental matrix. This still leaves three transformation elements 
undetermined and this remaining freedom is used to choose three arbitrary 
correspondences to have zero disparity in the rectified images. The three points define a 
plane (called a reference plane) in the scene, in which all points have zero disparity 
between the two rectified images. If this plane is chosen to coincide with, or 
approximate, a real plane in the scene then matches can be readily found since there is 
also no relative distortion between the two rectified views of this common region of the 
images. A match found using correlation is therefore expected to be precise if it is in the 
reference plane. Distortion of the rectified images, compared with the originals, is 
constrained by including in the rectifying transformations isotropic scaling of the 
rectified images to make the central epipolar line in each view have equal lengths before 
and after rectification. DRUI is a short closed calculation, with easily determined 
inverse, which is virtually instantaneous compared with the time taken to resample and 
display rectified images. 
A robust algorithm for rectification of a pair of uncalibrated planar stereo 
images was proposed by Mallon [19]. The two homographies are determined using an 
estimated fundamental matrix, by computing the homographies in a manner that results 
in a rectification error equal to the fundamental matrix error. This  results in improved 
alignment of the epipolar lines comparing with other methods such as [20], and [21]. In 
the study by Mallon, the rectified images are made as similar to the original images as 
possible by optimizing each homography to reduce the rectification distortion. SVD is 
used to find the best first order approximation of an orthogonal-like transform 
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throughout the image window. This technique takes into account all regions of the 
images, whereas Loop [15] takes into account just one local region of the image and in 
Faugeras [10] the technique used to reduce distortion involves orthogonality of image 
corners and maximising image content over the view window. 
An approach for rectifying two uncalibrated images with reduced geometric 
distortion was proposed by Wu [22], In this work a new set of parameters is formulated 
for homographies and rectification is achieved by minimising  least square distance. In 
addition this method involves a shearing transform which is mainly employed for 
reducing geometric distortion resulting from rectification. 
          A recent algorithm for rectifying uncalibrated images was proposed by Fusiello 
[11], assuming a set of matching points are available. The rectification method is similar 
to that of Iasgro [23] and the rectifying transformations are enforced to be collineations 
induced by the plane at infinity. The computation is carried out by minimizing a cost 
function with six degrees of freedom. 
          Sui introduced a three-stage rectification algorithm for uncalibrated images [24], 
this method involves three stages, projective transformation, affine transformation and 
shearing transformation. The first Stage includes determining a projective 
transformation that maps the epipoles into infinity, and as a result all epipolar lines 
become parallel. In this approach the matrix transformations satisfy affine epipolar 
constraint, some initial parameters required to define points at infinity are set randomly, 
and then an optimization is achieved by a Levenberg-Marquardt nonlinear algorithm to 
complete the rectification process. The affine transformation applied includes scale, 
translation and rotation transformations the last one to make the epipolar lines 
horizontal. However, applying this affine transformation directly causes sub-sampling 
which results in severe contour effects. In order to avoid this, an objective function is 
determined under two constraints which are minimizing the vertical difference between 
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corresponding epipolar lines in images and minimizing the horizontal difference 
between corresponding points in images using a non-linear least squares method. 
Finally a shearing transformation is applied in order to minimize the horizontal image 
distortion. 
2.2.3 3D reconstruction 
External scenes in the 3D world have three dimensions, width, height and depth, but the 
depth information is lost when these scenes are projected onto a 2D image using a 
camera. The recovery of 3-D object geometry from images involves obtaining 3D 
information from 2D images. Many techniques have been introduced for 3D 
reconstruction, however these techniques are expensive and time consuming, and many 
were designed to work with calibrated cameras, until Faugeras [25], Hartley [26], and 
Rothwell [27] introduced methods to work with uncalibrated cameras. 
As discussed in Section 1.2, any point in the external scene can be recovered by 
intersecting the two lines for the corresponding image points in the two cameras. 
Faugeras [25] and Hartley [28], recovered the 3D structure of the scene using projection 
matrices and a number of corresponding points.  
Alshalfan [29] presented a comparison between  Faugeras [25], Hartley [28], 
and a disparity reconstruction method. The Hartley method includes the following steps: 
1. Computing the fundamental matrix F as described in (1-9) in chapter 1. 
2. Determine the factorization         
3. Express the camera matrices as         and          
4. Given a set of correspondences   and    in the projective image spaces, 





  is the corresponding point to    in projective 3-D space. 
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The Faugeras method includes the following steps: 
The camera matrices    and    are computed as described in Hartley method and the 
point that best fits the correspondences   and    in projection on the image planes is 
considered the 3-D projective point.  
         The disparity method includes the following steps: A pair of corresponding points 
      and         in the left and right rectified images respectively, where   is the 
horizontal disparity value for this pair of correspondences, is expressed in projective 
form as         and           respectively, then the 3-D projective coordinates can 
be expressed as           [28]. The transformation between this projective space and 
homogeneous 3D coordinates is a 44 projective transformation involving 15 
parameters since the scale is arbitrary. The 15 parameters can be calculated from a 
minimum of 5 correspondences with known external coordinates. With more than 5 
points this can be achieved using a least squares Singular Value Decomposition SVD 
[30] technique. In this thesis the disparity method is used for 3D reconstruction from 
uncalibrated image pairs. 
 
 
2.3 Anaglyph generation 
2.3.1 Introduction 
Anaglyphs provide a simple and inexpensive technique for 3D visualization and have 
been used in a wide range of applications including entertainment, education, science 
and virtual reality. To perceive a scene in 3D, the left and right eyes must see slightly 
different views of the scene and these are provided in a flat anaglyph by superimposing 
(on print or display) the two views in different colours and using colour filters to ensure 
each eye sees only the intended view. Anaglyphs have a long history and were 
originally demonstrated by Wihelm Rollmann in 1853 and J.C.D. Almedia in 1858 [31] 
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and patented in 1891 by Louis Ducos du Hauron. In the 1950s and 1960s, anaglyph 
came to public prominence with the showing of 3D films at cinemas. The next section 
comprises a brief list of anaglyph publications to the current time. 
2.3.2 Anaglyph algorithms 
Dubois [32] introduced least square (LS) projection, and the resulting method takes into 
account the fact that the colours seen through the glasses depend on the transmission 
function (percentage of the light at wavelength     which is passed by the filter) of the 
glasses which is used in the computation of the anaglyph. In addition, the spectral 
distribution for estimating the colours in the CIE colour space is taken into 
consideration. The drawbacks of this method are the need for a clipping operation 
because of the presence of some results (colour components) which are out of the RGB 
range, and also the resulting anaglyph image is a little dark [2]. 
It appears that the Photoshop method (PS) [2] is the simplest method of 
anaglyph implementation. In this method for every pixel in the anaglyph image, the red 
component is the red colour of the left image and the blue/green component is the 
blue/green colour of the right image. In the modified Photoshop method (MPS), the 
original method is followed after first mapping the colour component of the left image 
to greyscale. The original PS algorithm and its variant the modified PS method don‟t 
take into account the transmission function of the filters so the generated anaglyph will 
be the same regardless of the type of glasses used. 
A literature review by Sanders [2] included a comparison between three methods 
of generating anaglyph to demonstrate some of the problems preventing the generation 
of anaglyphs with high colour quality. They used a pair of stereo images of size 
443×389 pixels featuring an Indian mother and her daughter to make this comparison.  
One prominent problem with anaglyphs is ghosting which happens when the intensity 
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of a colour channel exceeds a threshold, so a region is seen partly by both eyes. In 
Sanders‟ experiment this threshold was called the blocking threshold, and for red 
channel was set to 60/255 = 0.24. With the anaglyph produced using the PS method, 
there was a ghosting problem because the red colour components of the tested stereo 
pair exceeded the blocking threshold. The application of a midpoint algorithm, based on 
calculating a point P in the uniform CIEL*a*b* space which is the midpoint of the line 
connecting the two transmitted colours, to generate an anaglyph produced some colours 
out of the RGB colour range. For this reason a clipping process was performed to map 
non-representable colours to the display. The anaglyph that resulted from the Dubois 
(LS) method also required a clipping process, but no ghosting was detected in the 
anaglyph image. The paper concluded that while the Midpoint algorithm was the best 
for forming an anaglyph with high quality colours and good detail, it still suffers from 
ghosting. On the other hand, the Dubois method produced an anaglyph image with less 
detail, which was dark (solved by applying gamma correction), but with little ghosting. 
Finally, the PS method was the simplest to execute, but it suffered ghosting and poor 
colour quality representation. 
Stereo systems suffers from a problem known as crosstalk or ghosting which 
degrades or prevent the viewers from perceiving depth information correctly [33]. Some 
causes of crosstalk are: phosphor afterglow, Liquid Crystal Shutter (LCS) leakage, and 
LCS timing [34]. The result of the crosstalk is that it generates a visible shadow on the 
image. Several attempts have been made to improve the quality of anaglyphs by 
reducing this phenomenon. The traditional method is based on adjusting the displayed 
image frames by subtracting a specific amount of intensity from each pixel to 
compensate for the leakage of intensity from the previous video frame, and it is called 
subtractive crosstalk reduction. The main idea behind these methods is that when the 
amount of leakage for one of the three colour components exceeds the threshold of the 
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display intensity for this colour component, then the subtractive reduction algorithm 
sets the respective colour component to zero. These methods are designed to run on the 
RGB colour space, and on each colour component separately, so they cannot reduce 
crosstalk in regions including more than one colour component, such as green object on 
a red background, which are known as un-correctable regions [35]. 
The first method to reduce crosstalk was proposed by Lipscomb and Wooten 
[36]. They divide the display area horizontally into many parts, and applied a 
subtractive crosstalk reduction separately for each horizontal part. This method suffers 
from a loss of contrast which is a result of globally increasing intensity to permit some 
subtractive reduction in un-correctable areas. 
Konrad et al. [37] introduced a user-calibration subtractive reduction method. 
They considered the crosstalk to be constant over the whole display region, but this does 
not guarantee that the algorithm will work properly for the top and bottom bands of the 
display area. This method might require a contrast reduction to allow for some  amount 
of intensity reduction in un-correctable region. 
Another real-time method based on [36] was proposed by Klimenko et al. [38]. 
It has the same drawbacks as the Lipscomb and Wooten method, which are related to 
the loss of contrast resulting from applying a contrast reducing mapping to enable 
performing more crosstalk reduction in the un-correctable regions. 
Another method for cross talk reduction that operates in CIELAB colour space 
was presented by Sanders and Mcallister [2]. In this method the colour components of 
the corresponding left and right pixel of interest are transferred into CIELAB colour 
space, and then a single resulting colour is found, which is viewed in the anaglyph 
image. This technique seeks to produce anaglyph image visible through the colour 
glasses which is as similar as possible to the original input stereo images. This was 
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achieved by reducing the difference between the colours of interest and the colour 
visible through the filters. 
In [39], the authors seek to identify the amount of crosstalk in anaglyph 3D 
images. Ghosting can occur because of many factors such as: spectral response of 
display, spectral response of anaglyph glasses, image compression, image encoding and 
transmission, but the authors take into account the first two factors: 
1. Display spectral response: Displays such as; CRTs, LCD s, DMD s, etc. 
emit light in three main colour channels, nominally red, green, and blue. 
The exact spectral content of each band depends on the type of display 
device. Ideally the spectral content of the three colour component 
shouldn‟t overlap, but in practice some overlap occurs, which results in 
difficulty with filters to view these colours separately.  
2. Anaglyph glasses response: the typical filters should transfer the colour 
band with a specific pre-selected threshold, but in practice the filters 
transfer unwanted bands, which results in ghosting.  
In their study they tested several combinations of filters and types of display devices 
going through the following steps: 
1. Identifying the spectral response of the anaglyph display. 
2. Identifying the spectral response of anaglyphic 3D glasses. 
3. Analysing the data (using a program written in Maple 7). 
4. Finally presenting the results of the program which characterize the 
amount of crosstalk. 
A number of attempts have been made to overcome the problems of stereo and colour 
conflicts, seeking to produce anaglyph with better colour representation and clear 
details without ghosting or region merging. In [40], the authors aimed to minimize 
undesired ghosting artefacts by employing the following three methods: 
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1. Stereo pair registration. For stereo pair registration, smoothing is applied 
in order to alleviate the unwanted ghosting effects. 
2.  Colour component blurring, by convolution in the spatial domain, is 
introduced to reduce residual artefacts which are consequences of large 
deviations of depth in the 3D scene and to reduce visual fatigue resulting 
from conflicting in depth cues.  
3. Depth map manipulation and artificial stereo pair synthesis, is applied to 
minimize the dynamic range of depth. This involves three stages, which 
are: computing depth map from two stereo pair images, which is 
achieved using an adaptive local correlation window [41]; depth map 
dynamic range compression, which is achieved by P‟th law transmission; 
re-synthesizing a new stereo pair based on the modified depth map and 
one of the images. This final stage involves re-sampling these images in 
a grid dictated by the depth map using bilinear interpolation. The results 
show improvements over the standard anaglyph.  
Another method was proposed by Zhang and McAllister [42] based on the Dubois 
method, but also takes into account the spectral distribution of the primaries and the 
transmission function of the filters. They attempted to improve the quality of the 
anaglyph by estimating the colours in CIE using the Least Square method, with the 
uniform form instead of the norm form for the length measure. Another difference 
between the two methods is that Dubois minimizes the square-sum of 6 differences 
between the typical and real values of colours, while in the uniform method they 
minimize the maximal value among the 6 differences. 
In [35], the author presented three methods to reduce the ghosting or crosstalk; 
his methods operate on the CIELAB colour space, and reduce crosstalk for all colour 
components at the same time. The first method is applied for the pixel regions where the 
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classical subtractive crosstalk reduction doesn‟t work, and it transfers the pixel from 
RGB to CIELAB colour space and then tries to find a suitable match by changing all 
colour components at the same time. In the classical method the colour components of 
biased pixels will simply be set to zero. The second method takes into consideration the 
disparity of 3D points, and it subtracts intensity from the corresponding pixels located at 
a specific distance, instead of just subtracting intensity from the pixels which have the 
same coordinates. The third method improves run-time performance for subtractive 
crosstalk reduction by implementing software which processes a group of pixels instead 
of each pixel alone. The results of applying the three proposed methods show 
improvements over the results of the traditional subtractive method. 
Smit et al. [43] introduced a user calibration method. This study considered that 
crosstalk varies over the whole display area and successfully reduced the crosstalk over 
the whole display. However, it still suffered other drawbacks resulting from the nature 
of the subtractive reduction method.  
From the summary of previous methods it can be seen that generating colour 
anaglyphs that represents the colour of the original images without ghosting is a 
difficult task for stereo systems, and often has a significant computational overhead. 
Given this, the author‟s aim is to introduce a simple and flexible approach which allows 
the user to choose the level of compromise between amounts of colour and ghosting. 
Summary of the main anaglyph generating methods included in this literature review 
are listed in Table 2-1. 
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Table ‎2-1 Summary of anaglyph generating methods 
Reference Method  Data Characteristics 
Dubois, et al.[32], 
2001. 
 (LS) least squares  
N/A 
 Requires a clipping due to producing  some colours 
out of the RGB colour range process which adds to 
time complexity, produced an anaglyph image with 
less detail. 
Sanders, et al. [2], 
2003 
(PS) Photoshop  
N/A 
Ghosting and poor colour quality representation. 
Sanders, et al. [2], 
2003 
(MID) Midpoint  
N/A 
Requires a clipping to map non-representable colours 
to the display which adds to time complexity, ghosting. 
Ideses, [40], 2005 
 
Three methods 
that improve the 
visual quality of 
colour anaglyphs 
Different types of stereoscopic images 
both acquired manually by means of 
two exposure with photographic 
cameras and on images found on the 
internet such as those delivered by 




The first method used in this paper results in residual 
artefacts, and  visual fatigue (arising from conflicting 
depth cues). Removing these problems by the other 
two methods introduced in this paper adds a lot of 
computational complexity to the algorithm  especially 
the third method which implies generating depth map 
and then manipulation where generating depth map is 
achieved by local adaptive image correlation which is 
computationally complex, followed by compression 
for the depth range. 
Zhang, et al. [42], 
2006 




5 stereo pairs available on 
http://research.csc.ncsu.edu/stereograp
hics/ 
Retinal  rivalry, ghosting and wrong hue and too dark 
in some case. UN method uses linear programming 
(Lp) which is computationally complex. Accelerating 
the UN calculations by exploiting colour coherence 
and applying parallel processing adds overhead 
computation to the algorithm. 
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2.4 Finding corresponding points 
2.4.1 Introduction 
Finding reliable correspondences between images captured from different viewpoints is 
important to several topics in computer vision including 3D reconstruction [20], object 
recognition and motion recovery. Many methods have been suggested to solve this 
problem and a widely used approach is to detect features from the images in the spatial 
or frequency domains using appropriate detectors and then match up these features. This 
can work relatively easily when matching involves a pair of images taken from 
viewpoints separated by a small angle where both images have similar geometric 
structure. However, for 3D reconstruction applications this configuration results in low 
depth discrimination. When high depth discrimination is desired larger separation angle 
is needed, and perspective distortion may cause shapes of object in the two images to 
differ, making the task of finding correspondences more complicated. An approach to 
finding correspondences in this situation is to extract local features from both images 
using descriptors that are as invariant as possible to transformation such as translation, 
scaling, rotation, affine transformation and change in illumination and look for matches 
in these features between the two images. The remainder of this section presents some 
matching methods of interest selected from the literature divided into those based on 
simple features and those based on invariant features. 
 
2.4.2 Simple feature methods 
Tomasi [44] proposed a method for selecting features known as KLT (Kanade-Lucas-
Tomasi) algorithm aimed at tracking the features in a sequence of video frames. This 
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selects a frame as reference image, detects active points in this image based on gradient 
values and then tracks these features in the next frame by calculating transformations 
between the two frames. Thus they find the new positions for the features of the 
reference frame in the transformed frame. This algorithm is designed to handle both 
cases of pure translations, and affine transformations but the change of viewpoint is 
small. 
In [45], corner and edge features are detected and then local regions are found 
around these features. However, one drawback of this approach is its dependence on the 
existence of geometric features within images [46]. To overcome this problem an 
approach based on intensity was introduced by [46]. This algorithm was also designed 
to handle the case of wide base line matching. In this method local invariant regions are 
identified by first detecting corners and small circular regions around these corners are 
defined. Invariance to rotation is achieved using derivatives of Gaussian functions, 
while invariance to scaling is achieved by taking circular regions of different sizes. The 
extracted regions are described using “Generalized Colour Moments‟, [47] and 
matching is achieved using a nearest neighbour classification technique. 
An approach for modelling 3D objects proposed by Pollefeys[48], this algorithm 
detects corners using a Harris corner detector and achieves matching using normalized 
cross correlation. From these matches the epipolar geometry is recovered using the 
method introduced by Torr [49] which is based on RANSAC (RANdom SAmpling 
Consesus) [50]. 
 
2.4.3 Invariant feature methods 
Mikolajczyk [51] proposed an affine point of interest detector, which detects points of 
interest using a multi-scale Harries detector, which applies an iterative procedure to 
modify shape and scale over a neighbourhood around each point. The shape is 
    32 
normalized by calculating the second moment matrix (whilst the scale is indicated by 
local extrema of normalized derivatives over scale). This iterative procedure captures 
stable points that are invariant to affine transformation. A local descriptor based on 
normalized Gaussian derivatives is generated for each image patch surrounding the 
candidate points. A matching scheme is applied to find the corresponding points 
between the set of extracted regions in a pair of images using Mahalanobis distance and 
cross correlation is applied to verify the matching. Epipolar geometry can be estimated 
using RANSAC. 
 A maximally stable regions multi scales approach has been introduced by [52]. 
The descriptors that are used to characterize these regions are a combination of scale 
and rotational invariants based on complex invariant moments. The matching is 
achieved by a similarity measure, and the epipolar geometry is estimated from a set of 
correspondences verified using RANSAC. The epipolar geometry is used to find new 
correspondences and then to estimate a more precise epipolar geometry from the new 
set. 
2.4.3.1 The Scale-invariant feature transform 
The Scale-invariant feature transform (SIFT) algorithm proposed by Lowe [53] is 
highly regarded as a method of identifying distinctive points within images subject to a 
number of common deformations and has spawned several derivatives. It is a 
complicated algorithm with several stages including scale space extrema detection, key-
point localization, orientation assignment and finally the computation of the features 
used for matching. The features extracted are designed to be invariant to scale, rotation, 
and partially invariant to change in 3D viewpoint, change in illumination and presence 
of noise. The method is described as follows. 
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         The scale space of the image I(x, y) of interest, defined as a function L(x, y, σ), is 
generated by repeatedly convolving the image with a variable-scale Gaussian G(x, y, σ). 
Lindeberg [54] showed that 22G gives true scale invariance and this can be 
approximated using the difference-of-Gaussian function D(x, y, σ) [55]. Within each 
octave change in σ, the image is convolved with s Gaussians separated by a constant 
factor k (21/s) in σ and the difference-of-Gaussian function as a scale is computed by 
subtracting the two smoothed images on either side of the scale. This requires the 
computation of a stack of s+3 smoothed images for each octave. Once a complete 
octave has been computed, the smoothed image second from the top of the stack is 
down-sampled by a factor of 2 in x and y, greatly reducing the computing needed to 
repeat the process. A point in D(x, y, σ) space is considered a local maxima or minima 
if it is larger or smaller than all its eight immediate neighbours and its eighteen 
neighbours in the two adjacent scales. Since the scale-space function generates a large 
number of extrema, Lowe conducted many simulations and determined that close to 
optimum repeatability was obtained when the first octave was built from the original 
image doubled in size (by linear interpolation) and using three scale samples per octave. 
Once candidate key-points have been determined, the regions about them are checked in 
order to reject low contrast and edge points. Lowe called this key-point localisation and 
provided a prescription based on the Hessian and derivatives up to second order of D (x, 
y, σ).            
Invariance to image rotation is achieved by assigning an orientation to each key-
point based on local image properties. The scale of the key-point is used to select the 
nearest Gaussian smoothed image L and gradient magnitude and orientation are 
computed using pixel differences. For efficiency, gradients are pre-computed at all 
points in smoothed images. An orientation histogram is formed from the sampled image 
points neighbouring the key-point. This has 36 bins covering the 360 range of 
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orientation and each point added to the histogram is weighted by the magnitude of the 
gradient at that point and weighted by a circular Gaussian with  equal to 1.5 times the 
scale of the key-point. The dominant orientation of a local region is determined by 
detecting peaks in the orientation histogram. The highest peak in the histogram is 
identified and if there are any other peaks within 80% of the highest, the three largest 
are fitted to a parabola to give an interpolated value for the angle assigned to the key-
point.  
The feature descriptor of the SIFT is inspired by a model of complex neurons in 
the primary visual cortex in biological vision proposed by Edelman [56]. Lowes‟ 
implementation, which differs from Edlman‟s, is as follows. First, to achieve orientation 
invariance, the coordinates and gradient orientations in the windowed neighbourhood of 
a key-point are centred on the key-point and rotated to be relative to the key-point 
orientation. A Gaussian weighting function with  equal to half the width of the 
descriptor window weights each sample point. Orientation histograms with 8 bins are 
constructed over a block of 16×16 sample positions and a 4×4 set of orientation 
histograms defines the feature descriptor at the key-point which is thus made up of 128 
element feature vectors. 
Invariance to affine changes in illumination is achieved by normalizing the 
descriptor vector to unit length. The effect of non-linear changes in illumination is 
reduced by thresholding the values in the unit length vector at 0.2 and then 
renormalizing to unit length. Lowe determined the various choices to be made in 
defining the feature descriptor by experiment. Lowe goes on to describe how the SIFT 
features can be used in matching to find corresponding objects in pairs of images and 
gives examples of object recognition in several complex scenes containing objects, 
some partially occluded, at a variety of depths.  
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Many authors have made use of the SIFT transform. For example, in Roth [57], 
an algorithm for building geometric models is proposed; the main focus is to partially 
automate the algorithm. The fundamental matrix is estimated as follows. First the SIFT 
approach is used to automatically find key-points, then the key-points are matched by 
computing the      distance between the descriptors and the fundamental matrix is 
estimated using RANSAC. 
2.4.3.2 Variations on the SIFT approach 
The algorithm known as Principal Components Analysis (PCA) SIFT was proposed by 
Ke [58]. PCA-SIFT has the same first three stages as SIFT but aims to improve the 
fourth stage by applying PCA to the local gradient patch, instead of using histograms. 
The PCA descriptor starts from a 41×41 patch at the given scale, centred and orientated 
according to the key-point by concatenating the horizontal and vertical gradient 
components to form a 2×39×39 = 3042 element vector which is normalised to unit 
magnitude. The authors ran the first three stages of the SIFT algorithm on a diverse 
collection of images and collected 21000 patches, each processed to provide a 3042 
element vector. PCA was applied to the covariance matrix of these vectors and the 
matrix of the top n (typically 20) eigenvectors stored for use as the projection matrix in 
PCA-SIFT. In use with new image, the 3042 element vector for a particular patch are 
projected into the PCA-feature space using the stored eigenvectors to give a 20 element 
descriptor, significantly shorter than the 128 element SIFT descriptor and, the authors 
claim, more discriminatory.   
A fast approximate SIFT was proposed by Grabner [59]. To speed up execution 
of the SIFT algorithm, difference of mean (DoM) images are calculated using a box 
filter applied to integral images for the key-point detector and integral orientation 
histograms are used for the descriptor, without doubling the size of the image. The 
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advantage of this algorithm is that it is faster than SIFT by at least a factor of 8 and can 
work with high resolution images without excessive computational cost. On the other 
hand the detected points, while good for recognition tasks, are not accurate enough for 
estimating the epipolar geometry. 
The algorithm known as Colour SIFT (CSIFT), to work on colour images, was 
proposed by Abdel-Hakim [60]. In this work they take advantage from geometrical 
information which is already included in the SIFT method together with the colour 
information to increase the robustness of the descriptor. The descriptor is designed in 
same way as in standard SIFT, but uses gradients of colour invariants instead of 
greyscale gradients, using the colour invariant model introduced by Geusebroek [61]. 
An alternative representation to the SIFT algorithm introduced by Mikolajczyk 
[62], called Gradient Location and Orientation Histogram (GLOH), uses the standard 
SIFT approach, but instead of computing the descriptor on a rectangular grid, the 
descriptor is calculated on a log polar grid, where the grid is divided into three bins in 
the radial direction and eight bins in the angular direction. The descriptor vector has 
length 272, which is reduced to 128 using PCA. 
Another local descriptor which is similar to the SIFT and GLOH descriptors was 
proposed by Tola [63] and is called DAISY. This descriptor is designed to be computed 
for every pixel in image for dense matching purposes and aims to give the same 
invariance‟s as SIFT while being computationally much faster. To achieve this, the 
weighted sum of gradient norms in SIFT is replaced by convolutions of the gradients in 
several directions with Gaussian filters. The DAISY descriptor also uses a circular grid 
implemented using an isotropic kernel, unlike the regular SIFT grid. The DAISY 
descriptor is designed to work on calibrated images and so is not appropriate to finding 
initial candidate matches required for estimating the fundamental matrix from 
uncalibrated images. 
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A scale and rotation-invariant interest point detector and descriptor, called 
SURF (Speeded Up Robust Features) was proposed by Bay [64], which uses integral 
images to speed up image convolution and a Hessian based detector. Interest point 
localization in the image and over scales has been achieved by a non maximum 
suppression in a 3 × 3 × 3 neighbourhood followed by interpolation using the technique 
introduced by Brown [65]. Orientation invariance is achieved by computing the 
dominant directions in a neighbourhood using Haar wavelets in the x and y directions. 
A faster “upright” version without orientation invariance was also proposed for 
compatible applications. Descriptor components were calculated using wavelet 
responses and a 128 element vectors was found to give best performance with 64 
element vectors performing well. The SURF detector was compared to the difference of 
Gaussian (DoG) detector introduced by Lowe [53], and the Harris and Hessian-Laplace 
dectectors introduced by Jurie [66]. Their results showed that the number of detected 
points was almost the same for all tested detectors, and that the SURF detector was 
more than 3 times faster that DoG and 5 times faster than Hessian-Laplace. The SURF 
descriptor was compared to GLOH, SIFT and PCA-SIFT, based on interest points 
detected by SURF detector. Their results showed that SURF performed better than the 
other descriptors in most of the experiments. 
 
2.5 Disparity map review 
2.5.1 Introduction 
The generation of a dense disparity map, which can then be converted into a depth map 
using calibration information, is a principal technique in computer vision for the 
reconstruction 3D surfaces from a pair of images and is an extension of the problem of 
finding corresponding points in Section 2.3. Marr and Poggio [67] proposed two main 
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constraints for matching the corresponding points: the uniqueness constraint which 
states that every point in the left image must be matched to one and only one point in 
the right image, and thus there is only one disparity value for every point; and the 
continuity constraint, which means the disparity value varies smoothly almost 
everywhere other than on the edges or boundaries of the objects. Many papers have 
since been written on generating disparity maps. The review here includes a variety of 
methods arranged according to type. 
2.5.2 Feature based methods 
Here, specific features, such as corners, are first extracted and then correspondences are 
found by using a matching technique as in Section 2.3. These methods may have fair 
computational complexity and be invariant to perspective distortion but they only 
provide sparse disparity maps. 
A feature-based algorithm for stereo matching was introduced by Barnard[68]. 
First, a feature extraction technique is employed, and then a relaxation labelling 
algorithm is used to match the features and calculate disparity values. The resulting 
values are refined by applying a region-based disparity continuity constraint.  
Another feature-based stereo matching algorithm was presented by [69]. This 
method first employs feature extraction and feature matching to give a sparse disparity 
map and an interpolation step is used to generate a dense disparity map. This algorithm 
is implemented hierarchically from coarse to fine levels of resolution. 
Fleet [70]  presented a phase-based method to generate disparity maps. In this 
study band-pass Gabor filters were used to extract features, then the output of these 
filters were matched. A disadvantage of their algorithm is the uncertainty in the 
calculated disparity especially when the measured disparity is large.  
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2.5.3  Area based methods 
Here the area around a point in one image is compared with similar areas in the other 
image to find the best match which should be unique according to the assumptions of 
Marr and Poggio. Advantages of this approach are the generation of dense disparity 
maps and the ability to tackle the problems of discontinuities and occlusion but 
drawbacks include sensitivity to intensity variations and complex computations. 
Fua [71] presented a method which aims to generate a dense disparity map and 
maintain depth discontinuity using a correlation technique. Correlation is performed on 
a pair of stereo images symmetrically from left to right and then from right to left. 
Matches not satisfying a consistency criterion are discarded. This scheme helps to 
minimize errors resulting from non-textured or occluded areas. An interpolation process 
is used to propagate the data through non-textured region, but not through 
discontinuities.  
Another algorithm for stereo matching was introduced by Barnard [72], which 
includes the following steps: feature extraction; matching based on minimizing energy 
function which has a penalty condition for sharp variations in depth map; a multi-
resolution operation; and  interpolation. This algorithm doesn‟t take into account 
occlusion because of its complex computation.  
Kanade [73] introduced a stereo matching algorithm, where the size of a window 
changes adaptively according to local variations of intensity and disparity. The basic 
principle in this study is that the depth varies locally according to some statistical 
distribution in the area surrounding every pixel. The algorithm iteratively updates the 
estimated disparity until they converge. 
Krotkov [74] presented a stereo matching algorithm based on maximizing an 
energy function and the normalized correlation technique was used for matching. 
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2.5.4 Dynamic programming methods 
Several methods for generating disparity map using dynamic programming (DP) have 
been proposed. In the approach of Sung [75] an adaptive multi-directional dynamic 
programming method is employed using an energy function which takes into 
consideration occlusions, and discontinuities based on edge information. The disparity 
map is computed using optimal directional DP which is established based on edge 




A fast method for computing a dense disparity map by solving an individual 
optimization problem for each image point was introduced by Bleyer[76]. The key idea 
in this method is to root a tree graph on each pixel to compute its disparity, where the 
tree forms an individual approximation of the standard four-connected grid for the pixel 
of interest. A DP algorithm is used to optimize an energy function, which operates on 
the tree structure and the final step is assigning a disparity value to the image point. 
 A recent algorithm for generating a sequence of dense disparity maps from two 
synchronized video streams taken by slightly displaced cameras is presented by [77] 
based on their earlier work. This algorithm involves the following four steps. Firstly, the 
video is segmented into scenes by the user. Secondly, each stereo pair is rectified 
assuming constant calibration parameters, enabling all stereo pairs for a scene to be 
rectified using the same rectification matrices. To determine the rectification matrices a 
set of matches is acquired, using SURF [64] and rectification is accomplished using the 
algorithm of Fusiello[11]. Thirdly, a dense disparity map is computed for each stereo 
pair, using a DP based stereo matcher [76]. The final step is temporal smoothing of the 
disparity maps using a median filter. 
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2.5.5 Wavelet based methods 
Several methods for solving the stereo matching problem have been based on wavelet 
transforms. Moreau [78] presented a wavelet-based correlation method. The wavelet 
transform was used to alleviate problems resulting from discontinuities in disparities 
and occluded regions.  
Liu [79] presented a feature and area based algorithm, which first generates a 
sparse disparity map by matching edge feature using maxima of the modulus of wavelet 
transformed images. Then the regions outside the edges are matched using an area-
based algorithm. The final disparity map is generated by integrating the two disparity 
maps. 
Another approach for producing disparity maps based on wavelet transformation 
was introduced by Jiang et al [80]. The algorithm proceeds as follows. The maxima of 
the modulus of the wavelet transform of images are used as feature points which are 
matched. The algorithm updates the results by iteratively repeating the same steps at 
finer levels in the neighbourhood of the matches obtained at coarser scale. Finally a 
disparity map is generated by integrating a sparse disparity map and a dense disparity 
map generated using a correlation technique. Linear interpolation is used in both feature 
and area based disparity maps to compute disparity for pixels that have no match. 
2.5.6 Trinocular camera methods 
Another approach to improve the quality of the resultant disparity map is to use more 
than two cameras. Gong [81] presented a method for stereo matching which seeks to 
improve the accuracy of the resulting disparity map by discarding the false matches 
generated from occlusion and false matching. The algorithm can handle both binocular 
and multi-view stereo. Occluded regions are identified from the multi view stereo 
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image, then a genetic algorithm is applied to optimize compatibility and to discard the 
false matches. 
Huang [82] developed an algorithm for disparity estimation with occlusion 
detection using three equally spaced images. In this method, a coarse disparity map is 
produced using a phase-based method together with some feature information. This 
disparity map is refined by using a variational PDE approach.  
Mingxiang [83] presented a trinocular cooperative stereo vision to produce 
dense disparity maps and occlusion detection. Their method is based on non-linear 
iteration and multiple views. The disparity space is filled using the normalized sum of 
absolute differences (SAD) Technique. 
2.5.7 Miscellaneous methods 
An object-based method for disparity estimation from stereoscopic images was 
introduced by Wenxian [84] and is summarized as follows. The first step is identifying 
foreground objects by applying a segmentation method. Then foreground matching is 
achieved using a bidirectional pixel-based matching technique. This also enables the 
identification of occluded regions. Finally, a hierarchical block matching method is used 
to perform a foreground and background matching process.  
A stereo matching with occlusion detection study was introduced by Brockers 
[85], which works in two phases. The first applies a correlation-based similarity 
estimation to initialize the relaxation process. The second performs a global 
optimization, which gives a single global minimum. The performance of the algorithm 
was evaluated using the data set Tsukuba, Sawtooth, Venus, Map, Cones and Teddy 
scene [86, 87],  that provides ground-truth data.  
Park [88] introduced an algorithm that iteratively adjusts the size and shape of 
the matching regions based on colour and depth information. The method works as 
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follows. Matching regions are identified based on object boundaries using a colour 
segmentation method. Then initial matching values for segmented planes are computed. 
The sizes and shapes of matched regions are adjusted iteratively by merging the regions 
where the disparities are likely to be the same. In this study real stereoscopic imagery of 
Tsukuba university were used to test the efficiency of the algorithm. 
Wei [89] proposed a technique for producing disparity maps which proceeds as 
follows. A set of feature points is established by extracting corners using the Susan 
corner detector and edges using the Canny edge detector. The feature points are 
matched using a correlation technique, generating and matching edge maps. These 
initial matches are sent to an edge-based propagation algorithm and then a colour-based 
Gaussian weighted spatial interpolation is applied to produce a dense disparity map.  
Liu [90] proposed a method which incorporates feature and area based methods 
to estimate a dense disparity map and to detect occlusions. Log Gabor filters are used to 
extract edges, dividing the image into textured and featureless regions. An error 
function which takes into account area similarity, feature points, and disparity 
smoothness is used to estimate the disparity map trying to reduce false matches in the 
estimated disparity map. A hierarchical Gaussian form is used in their matching 
technique. 
Lim [91] proposed a stereo matching approach using colour segmentation and 
global energy minimization. The first step applies colour segmentation followed by a 
variable block matching of segmented regions, which gives an initial disparity map. 
Then an energy minimization technique based on cost relaxation methods is used to 
update the disparities of the segmented regions and the whole segmented region. 
Finally, disparities are estimated by a pixel based method in the regions where the 
segmentation based method doesn‟t work. The quality of their algorithm was evaluated 
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by testing the algorithm on real stereo pairs from the University of Tsukuba image 
Database. 
A fast and very simple stereo matching algorithm called „average disparity 
estimation‟ was proposed by Chowdhury [92]. In this approach the correspondence of a 
pixel in the reference image is determined by computing window costs for candidate 
pixels in the other image whose intensities satisfy predetermined thresholds, while in 
most other methods the window costs are computed for all candidate pixels in the other 
image within the search region. The disparity value for pixels of interest in the reference 
image is equal to the average disparities for all pixels that satisfy the threshold. 
 
2.5.8 Large baseline methods 
Many of the previously described methods are appropriate when the baseline between 
the two cameras positions is small because these algorithms depend on metric 
information [93]. Some methods have been proposed aiming to handle stereo pairs 
acquired from viewpoints further apart, with different perspectives. Some approaches 
are semi-automatic, assuming that knowledge of geometric constraints that are satisfied 
by the different views is already available.  
Schmid [94] proposed a method for generating disparity maps taking advantage 
from the knowledge of epipolar geometry in the case of two views or the trifocal 
geometry in the case of three views. Matches were established using grey level 
information for lines.  
Another study of this type by Georgis [95] assumes that the projections of four 
corresponding coplanar points in general positions are identified. The algorithm 
involves the following steps. First a virtual image is produced by warping the first 
image towards the second image, and then the matches are established using a Hough-
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transform like technique, which is based on the principle that the epipoles of the second 
and the virtual images are the same.  
Pritchett [96] proposed an algorithm based on computing local homographies 
starting from four edges forming a polygon and the homographies are employed to find 
matches between the two views. 
2.5.9 Matching invariant quantities 
Another category of methods to find corresponding features is to match invariant 
quantities obtained from image features. In these methods it is assumed that each 
feature to be matched is located on a single three-dimensional plane in the scene. This 
type of matching algorithms is appropriate for matching architectural and suburban 
scene images, where planes are very common. This allows the employment of different 
geometric constraints depending on the location of the feature in these planes [97, 98]. 
Zhang [99] proposed an algorithm for matching un-calibrated pairs of images 
using classical methods where points of interest are extracted using a slightly modified 
version of the Plessey corner detector [100]. These points of interest are matched using 
correlation and false matches are eliminated using relaxation technique.  
Gros [101] proposed a matching algorithm for line segments, the main principle 
of which is assuming that the apparent motion can be estimated by projective 
transformation. Line segments were described and matched based on affine invariant 
quantities such as length ratios and affine coordinates with respect to point triplets. 
 El Ansari [102] introduced a matching algorithm to overcome the problem of 
occluded regions by employing relative position constraints between regions. This 
constraint states that the relative positions between regions in the left image are 
constrained to be the same as relative positions between the corresponding regions in 
the right image. The algorithm has two stages: the first finding matches using epipolar 
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line constraints and the relative position constraint; the second employing a cost 
function to choose the inliers from the set of matches. The adjacency relationship 
between regions is used to propagate the matching procedure. Beginning from a 
corresponding couple, the neighbouring regions are tested and matched if possible, and 
then this procedure is applied gradually to all regions in the image. 
2.5.10 Summary 
Table 2-2 gives a comparison of selected elements of algorithms for generating 
disparity maps reported in this literature. Most papers report performance by comparing 
their own results with ground truth data. However, comparing different techniques for 
generating disparity map is challenging for a number of reasons. Firstly, there are very 
few standardized stereo databases which are used for benchmarking purposes. Thus, the 
size and type of datasets vary across different publications. Secondly, there are 
differences in the experimental setups (see Table 2-2 for details).   
        In this literature review, we view our contribution as proposing a brief assessment 
of existing generating disparity map techniques. Information about the database used by 
the various works listed in Table 2-2 showed that a number of factors are combined to 
make indirect comparisons problematic in most cases. Among these factors are different 
sizes of data set, different resolutions of the datasets, different inherent levels of 
difficulty of the dataset in terms of working with calibrated or uncalibrated, rectified or 
not rectified databases and in terms of the type of transformations resulting from 
different camera setups. The details provided in the table shows that the majority of the 
published work in this field is mainly designed to work with calibrated stereo pair of 
images where no rectification is required because such configuration implies that the 
correspondences are on the same scanlines and as a result the problem of finding 
correspondences is a 1D search. Few of the methods work with uncertified pair of 
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images. Moreover, many of the previous algorithms were built to work with the stereo 
dataset  provided by Middlebury website which consists of a set of stereo pairs of 
interior scenes with ground truth data, the resolution is up to 400 pixels, the images are 
featuring prominent objects in the scene. The remaining algorithms introduced in the 
literature review were designed to work with synthesized and real images for calibrated 
stereo pairs of either interior or exterior scenes. Few of these algorithms work with 
uncalibrated pairs of images, where the width of the images is greater than 500 pixels. 
        In addition although there is wide variation in the image databases used in this 
field, there are no examples of large uncalibrated aerial images in Table 2-2. Thus it is 
important to add new algorithms that can work with images of this type. Given this, the 
author aims to work toward developing software which is designed to generate dense 
disparity maps and subsequently 3D map from pairs of uncalibrated aerial images of up 
to 6000×4000 pixel resolutions taken from a freely flying light aircraft. The 
uncalibrated nature, large image sizes and occurrence of perspective distortions all 
increase the difficulty of generating disparity maps.   
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Road: the two 
images were 
taken by a 
single camera 
mounted on a 
forward 
moving vehicle 
in the right 
lane. 
367x389 
Valley: the two 
images were 
taken by two 
cameras placed 
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random maps 
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CHAPTER THREE 
3 GENERATING ANAGLYPHS AND 
EXTRACTING 3D DATA INTERACTIVELY 
3.1 Introduction 
The anaglyph is one of the oldest techniques for viewing stereoscopic images and 
displaying them on monitor screen with no special hardware other than inexpensive and 
readily available colour filters. This chapter describes the author‟s system for generating 
monochrome and colour anaglyphs and exploring a 3D scene given a pair of 
uncalibrated images of the scene. If a minimum of five points in the scene have known 
external coordinates then the system will enable the user to determine the external 3D 
coordinates of any point in the scene. The main features of this system introduced by 
the author are the ability to control the amount of colour, adjust the view to suit the 
depth of the region of interest in the scene and display 3D information from anaglyphs. 
Experimental results to demonstrate the performance of the software are also presented 
in this chapter. 
3.2 The proposed algorithms 
In this study the algorithms for generating anaglyph images displayed on a PC monitor 
are incorporated into a windows-based application, using the Microsoft visual C++ 
compiler version 6. This method can handle both the monochrome and colour stereo 
pair images. The steps for generating an anaglyph are: 
1. Finding correspondences. This is an interactive system and 
corresponding points are identified by the user.  
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2.  Calculating fundamental matrix. The fundamental matrix is computed 
using the modified 8-point algorithm [6] applied to the correspondences 
found in step 1. 
3. Rectifying images. The images provided are not normally a stereo pair 
and the aim of rectification is to generate a pseudo-stereo pair of images 
in which the corresponding epipolar lines are horizontal and on the same 
scanline. Rectified images are generated using the [29] algorithm. 
4. Generating anaglyph. This is done in a similar way to methods 
previously described in the literature in that the rectified images are 
superimposed to form the anaglyph image. The colours of the 
superimposed pixels from the two rectified images set according to the 
desired nature of the anaglyph.  
When the rectified images are grey monochrome and the anaglyph is intended to be 
used with red/cyan filter glasses, for example, the left image channel is set to red with a 
magnitude equal to the intensity of the pixel in the left rectified image and the right 
image channel is set to cyan with a magnitude equal to the intensity of the pixel in the 
right image. The transformation from rectified image pixels with intensity i1 and i2 to 
anaglyph pixel with R, G, B components has been defined as follows:  
- Anaglyph_R  = (gCol1_R*i1 + gCol2_R*i2)/dR ; // red plane 
- Anaglyph_G  = (gCol1_G*i1 + gCol2_G*i2)/dG ; // green plane 
- Anaglyph_B  = (gCol1_B*i1 + gCol2_B*i2)/dB ; // blue plane 
where the factors gCol1_R, gCol1_G, gCol1_B are the R, G, B components of the 
colour used for rectified image 1 and similarly for rectified image 2. The factors dR, 
dG, dB are defined as follows: 
- dR = gCol1_R+gCol2_R ; if (dR == 0) dR = 1 ; 
- dG = gCol1_G+gCol2_G ; if (dG == 0) dG = 1 ; 
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- dB = gCol1_B+gCol2_B ; if (dB == 0) dB = 1 ; 
Replacing red and cyan with red and green respectively results in a yellow monochrome 
anaglyph.When the rectified images are colour images, the corresponding 
transformation has been defined as follows: 
- Anaglyph_R = (gCol1_R*r1 + gCol2_R*r2)/dR ; // red plane 
- Anaglyph_G = (gCol1_G*g1 + gCol2_G*g2)/dG ; // green plane 
- Anaglyph_B = (gCol1_B*b1 + gCol2_B*b2)/dB ; // blue plane 
where r1, g1, b1 are the red, green, blue components respectively of the pixel in 
rectified image 1 and similarly for rectified image 2.  
When colour images are available, the corresponding colour anaglyph is often 
easier to interpret than a monochrome anaglyph made from the intensity values of the 
colour images in the same way that a colour TV is more satisfactory than a 
monochrome TV. However, because of the fixed  ,  , B primary colours available from 
a PC monitor and the limited choice of colour glasses readily available, depending on 
the range of colours in the scene, the colour anaglyph may not give the best results. For 
example, a colour present in the scene might be eliminated entirely from one of the 
rectified images represented in the anaglyph. The method suggested to avoid this 
situation is to allow the user to modify the original scene colours in a natural way by 
controlling the amount of saturation from that of the original colours to zero saturation 
which produces monochrome anaglyphs using the intensities of the original colours.  A 
way to do this is described in the next subsection. 
 
3.2.1 Method of modifying colour saturation 
The saturation of a colour is related to the amount of white in the colour. If there is no 
white component, the colour is a pure (saturated) hue, otherwise it is a de-saturated hue 
whose extreme is pure white. An example is the hue red, which changes through various 
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shades of pink to pure white as more white is added. The transformations which have 
been defined to modify the saturation of the colour of a pixel have been obtained as 
follows.  
The red, green, blue components of the original colour are  ,  , B respectively 
and after applying the modification of the saturation, the red, blue, green components 
become      ,     respectively. The saturation S of the colour represented by the 
combination  ,  , B is given by minimum(R, G, B)/I, where the intensity of the colour 
is I = (R+G+B)/3. When the colour is not pure white there are three cases to be handled 
according to which colour component is the smallest. 
Case1: If B is the smallest component of the colour then the derivation proceeds 
as follows, the values of saturation   and     before and after modifying the saturation, 




         and     
  
 
      
The corresponding values of hue are given by 
  
   
   
      and    
     
     
 
After modification of the saturation value, the values of hue and intensity must be 
unchanged. The values of   ,      and    can be found from the three conditions:  
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                                                   (3-2) 
and                                                          (3-3) 
            
Solving equations (3.1), (3.2) and (3.3), for   and    gives 
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Case 2: If R has the smallest value, by a similar derivation, the value of   and 
   are given by: 
    
                  
        
 
    
                  
        
 
Case 3:  If G has the smallest value, then    and    are given by 
   
                  
        
 
   
                  
        
 
3.2.2 Extracting disparity and 3D information from anaglyphs 
The anaglyph system displays two cursors, one in each of the colours used for the 
rectified images. With the red and cyan combination the user sees a single white cursor 
when the two cursors are displayed at the same point on the screen. The two cursors are 
displayed with a small horizontal shift. The user, wearing red/cyan glasses, sees a single 
white cursor floating above or beneath the physical surface of the display depending on 
whether the red cursor is to the right or left of the cyan cursor respectively (red filter 
over left eye). By altering the horizontal separation between the coloured cursors 
appropriately, the white cursor can be made to appear at the same depth as an object of 
interest in the scene displayed by the anaglyph. The horizontal separation of the 
coloured cursors then corresponds to the disparity of that particular object. The system 
is designed to allow the user to alter the separation of the coloured cursors by rotating 
the mouse wheel and to read the corresponding disparity and position of the cursor in 
the windows message bar, where it is displayed.  
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When the scene shown in the anaglyph contains a wide range of depths, and is 
viewed at high resolutions, the disparity range may become too great to allow the user 
to fuse parts of the two images into one 3D scene. The author‟s solution to this problem 
is to apply a horizontal translation to the two rectified images forming the anaglyph, so 
that the disparity between the images for objects at the depth of interest is zero. The 
anaglyph system has therefore been provided with a facility to allow the user to zero the 
disparity at the current settings of the mouse wheel. Another facility allows the user to 
reset the anaglyph back to its original state. These facilities together with others to zoom 
in and out of the image are provided in a floating menu invoked by pressing the right 
mouse button.  
The external X, Y, Z coordinates of a point in the scene depicted by the 
anaglyph are related by a projective transformation to the image coordinate augmented 
by disparity (x, y, d). This projective transformation can be represented by a 44 matrix 
equation if the coordinates are expressed in normal form (X, Y, Z, 1) and (x, y, d, 1). 
Since this projective transformation matrix contains only 15 independent parameters, a 
minimum of five image points with known external coordinates will allow sufficient 
linear simultaneous equations to be set up (3 for each point) so they can be solved for 
the parameters. More than five known points provide an over determined system of 
equations which allows a least-squares solution to be obtained for the fifteen 
parameters. The method of solution employs singular value decomposition (SVD) as 
described in [30] to generate an initial linear solution [103] to the parameters. This is 
then optimised by the author using a non-linear method based on Levenburg_Marquardt 
(Press et al.) [30] to minimise the sum of square differences between the known external 
coordinates and those projected back from the internal coordinates plus disparities using 
the current parameter values. Occasionally, the iterative procedure fails to converge 
within 100 steps and is terminated. To solve this problem, a small random component 
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has been added to the starting parameter values and if the procedure fails to converge, 
this random component is changed. The resulting optimised transformations are not 
sensitive to the starting conditions and have been found to be more consistent, with 
generally smaller errors, than the linear fit unless the errors are already very small.  
The system has been designed so that the user can input the external coordinates 
of known points and if they exist will perform an optimised calculation to estimate the 
transformation from the internal coordinates of the mouse cursor (x, y, d) to its external 
coordinates (X, Y, Z). The external coordinates corresponding to the current (x, y, d) 
state of the mouse cursor are displayed alongside the disparity value in the message bar. 
This provides a facility similar to opto-mechanical analytical plotters. 
3.3 Experimental Results  
The anaglyph system was tested on several images including aerial images and the 
Chaplaincy building. 
3.3.1 Rural scenes 
The anaglyph software was run on a pair of Tap O‟ Noth images (see Section 1.2.3), 
which show the region around an iron age hill fort with stone vitrified as a result of fire. 
The fully saturated colour anaglyph was generated first and then the colour was 
modified to reduce the ghosting phenomenon. When the saturation value was reduced to 
zero, a monochrome anaglyph image was generated. The anaglyphs for several values 
of saturation are shown in Figure 3.1. 
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Figure ‎3.1 Starting at top left and moving from left to right and then down, Tap Noth 
anaglyphs are shown with saturation values: 1, 0.7, 0.5, 0.3, 0 
 
 
The anaglyph system was run on a pair of the Hope images in which crop marks in 
yellow/green fields reveal an archaeological site. Again a fully saturated anaglyph was 
generated from the pair of images and then the saturation was gradually reduced to 
generate different anaglyphs with less ghosting. The anaglyphs for several values of 
saturation are shown in Figure 3.2. 
 
 
Figure ‎3.2 Starting at top left and moving from left to right and then down, the Hope 
anaglyphs are shown with saturation values: 1, 0.7, 0.5, 0.3, 0. 
 
3.3.2 Urban scene 
The anaglyph system was run on a pair of monochrome images of Whitby showing part 
of the town near the ruined abbey in which buildings and other artificial features 
    64 
projecting above the surrounding fields, whose topography could clearly be seen. A part 
of the monochrome anaglyph generated is shown in Figure 3.3. 
 
Figure ‎3.3 Whitby anaglyph image 
3.3.3 Chaplaincy image 
The anaglyph system was run on a pair of monochrome images of the Catholic 
Chaplaincy of the University of Bradford showing a frontal view of the building and the 
interior of some of the rooms through the windows. The images were captured by a 
Nikon 90s camera fitted with Kodak 10121524 size CCD sensor. An example 
monochrome anaglyph of the Chaplaincy is shown in Figure 3.4. 
 
Figure ‎3.4 Chaplaincy anaglyph image. 
  
3.3.4 Extracting 3D data from anaglyphs 
To evaluate the performance of the author‟s system in extracting 3D data from 
anaglyphs, experiments were conducted using two examples. The first was run on 
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images of a calibration cube and the second was run on Tap O‟ Noth images for which 
some external coordinates had been extracted by comparison with Ordnance Survey 
maps using the commercial software Aerial v5.43 [104]. 
3.3.4.1 Experiments on Cube images 
The experiments were done on 10121524 pixel images of a calibration cube of side 1 
ft (30.48 cm) scribed with lines at 1in (2.54 cm) intervals captured with a Nikon D90s 
camera fitted with Kodak CCD sensor. The fundamental matrix was estimated using 19 
pairs of manually selected points, at the intersections of the orthogonal lines engraved 
on the faces of the cube as shown in Figure 3.5. In order to find a transformation to map 
internal coordinates plus disparity into external coordinates, an external coordinate 
system was set up with the origin at the cube corner and with the three edges of the cube 
as the X, Y, Z axes as shown in Figure 3.5. In the external coordinate system, the lines 
drawn on the faces of the cube parallel to the edges are taken to be spaced unit distances 
apart.  
 
Figure ‎3.5 Cube images showing 19 manually selected correspondences marked in 
green, and the definition of the X, Y and Z axes. 
 
The external coordinates of the 19 correspondences were entered into the anaglyph 
application. The resulting 3D fit to the x, y disparity data gave Root Mean Square 
(RMS) errors on X, Y and Z of 0.0235, 0.0303 and 0.0273 respectively. Table 3-1 
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floating cursor to the position of the line intersections listed. The facility provided for 
changing the anaglyph to display a particular depth with zero disparity is extremely 
useful. Without it, at the extremes, the disparities are too great to allow the eyes to fuse 
the images into one 3D view. The facilities to zero the disparity and zoom in and out 
help the user to locate the floating cursor on the feature of interest. The 3D results 
shown in Table 3-1 depend somewhat on the skill of the user but the main observation 
remains valid that the error in locating 3D coordinates using the floating cursor is 
relatively small within the region defined by the correspondences and increases 
substantially the further the point is from this region up to an error of 1.54. It proved 
impossible to determine the 3D coordinates in the further regions of the right face of the 
cube because the vertical and horizontal lines appeared spuriously to be in different 
planes 
Table ‎3-1 The external coordinates of points on the faces of a cube manually 








X Z Z X Y Z dX dY dZ 
0 0 0 0.01 0.02 -0.01 0.01 0.02 -0.01 
5 0 0 5.25 0.01 0.03 0.25 0.01 0.03 
0 5 0 -0.04 4.82 -0.02 -0.04 -0.18 -0.02 
0 0 5 -0.01 0.04 4.75 -0.01 0.04 -0.25 
5 5 0 4.67 4.66 -0.34 -0.33 -0.34 -0.34 
5 0 5 4.63 -0.16 4.70 -0.37 -0.16 -0.30 
10 0 0 10.78 0.02 -0.06 0.78 0.02 -0.06 
10 0 1 10.57 -0.03 0.57 0.71 -0.03 0.01 
0 10 0 -0.37 8.79 -0.39 -0.37 -1.21 -0.39 
1 10 0 0.53 8.80 -0.42 -0.47 -1.20 -0.42 
0 0 10 0.28 -0.31 8.5 0.28 -0.31 -1.50 
1 0 10 0.52 -0.42 8.46 -0.48 -0.42 -1.54 
10 10 0 9.93 9.10 -0.61 -0.07 -0.90 -0.61 
10 0 10 8.87 -0.24 9.01 -1.13 -0.24 -0.99 
 
          A further 19 correspondences were added along the face diagonals out to the tenth 
intersections to give a total of 37 points with RMS errors on X, Y and Z of 0.0314, 
0.0470 and 0.0376 respectively. The problem of viewing part of the cube in 3D was 
removed. The errors on estimated 3D coordinates were reduced for points away from 
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the corner and on the diagonals but remained larger towards the edges of the cube. A 
further 24 correspondences were added near the cube edges (1 unit away in both 
direction) to give a total of 61 points with RMS errors on X, Y and Z of 0.0303, 0.0399, 
0.0361 respectively. Table 3-2 shows the resulting external coordinates extracted using 
the anaglyph software using these 61 points for calibration. Compared with Table 3-1, 
the errors are reduced over the whole cube, are nowhere greater than 0.08 and are often 
substantially less. 
Table ‎3-2 The external coordinates of points on the faces of a cube manually 







X Z Z X Y Z dX dY dZ 
0 0 0 0.01 0.02 0.00 0.01 0.02 0.00 
5 0 0 4.99 0.03 0.01 -0.01 0.03 0.01 
0 5 0 0.01 5.00 0.02 0.01 0.00 0.02 
0 0 5 0.07 0.08 5.07 0.07 0.08 0.07 
5 5 0 5.02 5.04 0.02 0.02 0.04 0.02 
5 0 5 5.02 0.05 5.04 0.02 0.05 0.04 
0 5 5 0.03 5.06 5.05 0.03 0.06 0.05 
10 0 0 10.02 0.04 -0.01 0.02 0.04 -0.01 
10 0 1 10.03 0.04 1.04 0.03 0.04 0.04 
0 10 0 0.06 10.06 0.04 0.06 0.06 0.04 
1 10 0 1.04 10.06 0.03 0.04 0.06 0.03 
0 0 10 0.08 0.08 10.06 0.08 0.08 0.06 
1 0 10 1.05 0.05 10.02 0.05 0.05 0.02 
10 10 0 10.08 10.11 0.03 0.08 0.11 0.03 
10 0 10 10.02 0.02 10.05 0.02 0.02 0.05 
0 10 10 0.03 10.13 10.11 0.03 0.13 0.11 
 
            As a final test, two further images of the cube were used with a greater 
separation between the camera positions as shown in Figure 3.6. Correspondences were 
found for the same 61 points as used previously and gave RMS errors on X, Y, Z of 
0.0228, 0.0296 and 0.0275 respectively. These are only 75% of the RMS errors with 61 
points with a narrower camera baseline which is consistent with a wider camera 
baseline increasing the accuracy with which 3D coordinates can be extracted by 
triangulation.  
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Figure ‎3.6 Cube images captured with a larger camera baseline to those in Figure 3.5 
showing 61 manually selected correspondences marked in green. 
 
          These results suggest that the anaglyph system should be capable of extracting 3D 
coordinates with similar accuracy to the calibration, providing the calibration points 
cover the region of interest. Also, wider spaced views should yield higher accuracy than 
closer spaced views.  
3.3.4.2 Experiment‎on‎Tap‎O’‎Noth‎images 
In this experiment the anaglyph image was created using the 70 manually defined 
correspondences shown in Figure 3.7, which were then refined to sub-pixel accuracy 
using correlation matching in globally rectified images as described in Section 6.2. The 
external coordinates for 24 points from the previous set were estimated using the 
program Aerial (jghaigh@aerial5.co.uk) by fitting photographic images to Ordnance 
Survey contour data. The claimed accuracy of the external points obtained is about 1m. 
The resulting 3D fit to the X, Y and Z coordinates gives RMS errors of 0.8156, 0.5194 
and 0.7904 respectively. Using the cursor the user can explore the 3D scene displayed 
via the anaglyph and extract the 3D coordinates of any point in the scene.  
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Figure ‎3.7 Images of Tap O‟Noth, showing correspondences without known 3D coordinates in 
red and those with known 3D coordinates in green. 
 
A comparison of results from three different methods (Faugerus [25], Linear and 
Levenberg Marquardt) of transforming internal coordinates to external coordinates is 
shown in Table 3-3 for four different data sets. The first two sets of cube data have 
small RMS errors on the fitted external coordinates and the three methods give similar 
results although the two disparity methods give slightly better results than Faugerus. 
The second two Tap O‟ Noth data sets (again after manual correspondences have been 
refined to sub-pixel accuracy) have larger errors and the Levenberg Marquardt method 
clearly gives lower overall errors than the other two.  
Table ‎3-3 RMS errors on fits to external coordinates for four different data sets and 
three different methods of fit 






Cube 61 points X 0.0334 0.0302 0.0303 
Y 0.0446 0.0399 0.0399 
Z 0.0418 0.0362 0.0361 
Wider baseline 
Cube 61 points 
X 0.0230 0.0228 0.0229 
Y 0.0305 0.0298 0.0298 
Z 0.0287 0.0278 0.0278 
Tap‎O’Noth 
70 points,  
24 external 
X 0.850 0.896 0.816 
Y 0.647 0.634 0.520 




X 2.08 1.78 1.31 
Y 0.795 0.919 0.69 
Z 1.25 1.22 1.29 
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3.4 Summary 
None of the existing methods can produce an anaglyph using colour filters which will 
accurately reproduce the original colours without ghosting for a combination of 
arbitrary colour image and a fixed pair of coloured glasses, although they can work well 
in some cases. Some of the existing methods also have significant computational 
overhead. Given this, the author‟s proposed approach is computationally simple and 
flexible, allowing the user to select the level of compromise between the amounts of 
colour and ghosting in the anaglyph appropriate for different cases. Users who have 
access to only a standard pair of colour glasses should find the proposed approach very 
useful. The quick and flexible output of 3-D information, given some known 3D points 
in a scene of any type, using the fusing ability of the human eye rather than software 
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CHAPTER FOUR 
4 Finding Correspondences Automatically  
4.1 Introduction 
Finding correspondences is the key problem in reconstructing 3D data for a scene from 
a pair of un-calibrated images by triangulation. Several methods have been discussed in 
the literature review to overcome the problem of finding correspondences, but each 
method tends to work for different situations. Some methods are designed to solve the 
problem of matching for two views taken with a small baseline, by comparing regions 
of fixed shapes such as rectangles or circles using some similarity measures such as 
correlation, but this configuration is not always practical. In some situations the image 
pairs are captured from two widely separated viewpoints and some methods have been 
found in the literature to tackle these situations. The present study is largely concerned 
with large images (dimensions up to 6000 pixels) of rural scenes that may have wide 
angles between the viewpoints, where the local image deformations may not be 
estimated using techniques that are based on intensity cross correlation. An  affine 
model has been suggested to help solve the matching problem [52], [105], but a 
perspective model would be more general.   
This chapter starts by investigating several methods to find correspondences 
automatically and then introduces the author‟s approach to making a chosen method 
more applicable with the large data sets of concern. The correspondences have been 
submitted to the DRUI rectification algorithm to rectify the image pair, to simplify the 
process of finding further correspondences required in later processes such as 
computing dense disparity maps, by reducing the search for correspondences to the 
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same scan-line in both images. However any automatic process for finding 
correspondences is likely to generate a number of false matches and these were 
identified by using the correspondences to estimate the fundamental matrix and the 
corresponding points which have particularly large perpendicular distances  
(average    ) between points and epipolar lines and hence are outliers. Possible 
displacement errors along the epipolar lines cannot be detected automatically without 
ground truth data. However, there are no ground truth data maps available for the aerial 
photographs considered in this thesis so the accuracy of the correspondences found 
automatically in this chapter and Chapter 5, and the accuracy of the 3D surface/terrain 
maps found in Chapter 6 cannot be found directly. An indirect method of assessing 
accuracy of 3D reconstruction would be to apply the methods in this thesis to simulated 
data which have been constructed to have similar characteristics to the real data, but this 
has been left for future work. 
4.2 Harris corner detector 
The first attempt to find correspondences automatically was accomplished by detecting 
a set of interest points using a Harris detector [100].   Once features were detected, they 
were matched by correlation, by looking for points that are maximally correlated with 
each other within windows surrounding each point. Only points that correlate most 
strongly with each other in both directions are returned. The application for finding 
Harris corners and matching by correlation in this work has been downloaded from 
[106]. 
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4.2.1 Experimental results 
The performance of this algorithm on images of concern was tested on the Tap O‟ Noth 
images. The number of detected corners can be controlled by the Harris corner 
threshold and this was set to 15000, 20000 and 30000. Results are summarized in Table 
4-1 and the distributions of points are shown in Figures 4.1, 4.2 and 4.3. In each case, a 
large number of matches were obtained, the number is reduced with increasing value of 
threshold. In the cases with the lower two thresholds  the matches are distributed widely 
over the image, while in the third case a majority of the matches are located on the right 
side of the image. In all three cases, the    value, is large, which indicates the presence 
of false matches which was confirmed by visual inspection.  In each of the three cases, 
the quality factor    is about 20, whereas a value about 1 is desired, so these results are 
unsatisfactory.  
Table ‎4-1 Numbers of matches and values of     found by applying Harris detector with 
different thresholds. 
Image name Harris threshold Number of matches    
Tap O‟ Noth 
26762662pixels 
15000 3107 20.92 
20000 1124 21.50 
30000 130 19.29 
 
 
Figure ‎4.1Tap O‟ Noth original image pair 26762662 pixels, displaying distribution of 
features found with Harris threshold = 15000 in red. 
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Figure ‎4.2 Tap O‟ Noth original image pair 26762662 pixels, displaying distribution of 
features found with Harris threshold = 20000 in red. 
 
 
Figure ‎4.3 Tap O‟ Noth original image pair 26762662 pixels, displaying distribution of 
features found with Harris threshold =30000 in red. 
 
4.3 KLT detector 
The second feature and matching algorithm investigated was the KLT method. The 
KLT software used in this study was downloaded from [107], and displays the desired 
number of features in a feature list with their x and y coordinates in descending order of 
goodness (represented by a quantity val). The features detected in the left image, are 
matched in the right image, and a feature is matched successfully if the dissimilarity 
between these two features is smaller than a specified residual value max_residue. The 
matched features are stored in the feature list with their x, y coordinates, together with 
val which is 0 if the feature is tracked successfully and -5 otherwise. 
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4.3.1 Experimental results 
The Tap O‟ Noth, 26742664 pixels image was used to test the performance of the KLT 
algorithm. This experiment was run with values of 10 and 20 for max_residue. In both 
cases the size of feature list was set to 100, which was found to cover wide area of the 
image. When max_residue was set to 10, no matches were found so max_residue was 
increased to 20, when just one match was found. Visual inspection showed that this 
match was false. In order to find more matches, max_residue was increased to 30 and 
11 matches were found with    = 7.88. Visual inspection showed these match were 
false. The results show that the KLT method failed to find true matches in the tested 
image. 
4.4 SIFT detector 
The performances of the two previously tested algorithms having proved unsatisfactory, 
it was decided to test a more sophisticated algorithm, the SIFT algorithm discussed in 
the literature review of Chapter 2. This outperforms other descriptors [64]. SIFT has 
proved successful for sparse wide-baseline matching applications, where it is invariant 
to  perspective and lighting changes [63]. Since much of the data used in this study are 
large un-calibrated aerial images taken at uncontrolled viewpoints from a light aircraft, 
the SIFT algorithm was considered a possible approach to solving the problem of 
automatically finding correspondences for such data, despite its computationally 
expensive nature. The standard SIFT method [53] used in this work is a demo code for 
detecting and matching SIFT features David Lowe Version 4, July 6, 2005, which 
contains compiled binary programs for finding SIFT invariant features, in addition to 
Matlab scripts and C source code showing how to load the features and do simple 
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feature matching 
2
. In this implementation, the matches are determined by finding the 2 
nearest neighbours of each key-point from the first image among those in the second 
image, and the match is accepted, only if the distance to the closest neighbour is less 
than a predefined threshold to that of the second closest neighbour.  The threshold can 
be increased to find more matches or can be decreased to find only the most robust 
matches.   
         Since the present objective of finding matches is to generating dense disparity 
maps, it is desirable to obtain a set of matches that are distributed widely over the whole 
image. In order to test the performance of the SIFT and find a threshold which is 
suitable for the data set concerned in this work, it has been run on aerial images with 
different thresholds. The matches identified by SIFT have been used to compute the 
fundamental matrix, the quality of this matrix has been estimated based on computing 
the quality measure   , whose value can be improved by deleting the points that make 
large individual contributions (  ), and then re-computing the fundamental matrix 
from the new refined set. This process is repeated until the value of    becomes 
acceptable (less than 1.0). 
 
4.4.1 Experimental results 
These experiments were aimed at testing the performance of the SIFT algorithm on the 
images of current interest and identifying a suitable SIFT threshold value. 
4.4.1.1 Experiments‎on‎Tap‎O’‎Noth‎images 
First an attempt was made to run the SIFT algorithm  on the Tap O‟ Noth image of 
resolution 2676×2662 pixels, with the default SIFT threshold of 0.8 [53], Because the 
SIFT algorithm would not run on images of this size, the resolutions of the images were 
                                                 
2
 http://www.cs.ubc.ca/~lowe/keypoints 
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reduced by half to 13381331 pixels and 2951 matches identified, with a quality 
measure,    = 9.80. This value of    indicates the presence of a lot of outliers in the set 
of matches. 
         The SIFT threshold was reduced to 0.7, reducing the threshold to 0.7 resulting in 
2101 matches and   = 4.71, which is improved but still unsatisfactory. The SIFT 
threshold was reduced to 0.6 resulting in 1319 matches and   = 0.64.  Finally the SIFT 
threshold was set to 0.5, resulting in 683 matches, with     = 0.45. Results are 
summarized in Table 4-2 and shown in Figures 4.4 and 4.5 for SIFT thresholds of 0.6 
and 0.5.  
       Comparing the results of the four cases, the SIFT threshold value of 0.8 
recommended by its author, based on a particular set of images, results in values of    
which are far from acceptable and reducing the threshold to 0.7 results in    values 
which are still unacceptable. SIFT threshold values of 0.6 and 0.5 both resulted in 
acceptable    values, but the 0.6 value gives sets of matches with wider spread over the 
images than the 0.5 value. The conclusion from this experiment is that setting the 
threshold to 0.6 gives sets of matches with both wide distribution and acceptable    
values. 
 
Figure ‎4.4 Tap O‟ Noth original image pair 13381331 pixels, distribution of matches 
found with SIFT threshold = 0.6. 
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Figure ‎4.5 Tap O‟ Noth original image pair 13381331 pixels, distribution of matches 
found with SIFT threshold = 0.5. 
 
4.4.1.2 Experiments on Black Castle Newlands images 
 
The SIFT algorithm would not run on the Black Castle Newlands images of resolution 
6144×4606 pixels, so the resolution was reduced by a quarter to 1536×1152pixels. 
Results are summarized in Table 4-2 and shown in Figures 4.6 and 4.7 for SIFT 
thresholds of 0.6 and 0.5. Setting the SIFT threshold to 0.8, 368 matches were found 
with    = 9.53, which is unacceptable. Reducing the threshold to 0.7, resulted in 202 
matches with    = 1.22. Reducing the threshold to 0.6, resulted in 92 matches with    = 
1.01 and finally setting the threshold to 0.5, resulted in 35 matches with    = 0.45. 
         Comparing the results of this experiment, showed that setting the threshold to 0.8 
and 0.7 resulted in a set of matches with a lot of outliers, while setting the threshold to 
0.6 and 0.5 results in a better set of matches. Although the    value resulting from the 
0.5 threshold is better than that one resulting from 0.6, it was found that the former 
results in set of matches with wider spread than the latter. As a result 0.6 is considered 
the optimal threshold for the Black Castle Newlands images.  
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Figure ‎4.6 Black Castle Newlands original image pair 15361152 pixels, distribution of 




Figure ‎4.7 Black Castle Newlands original image pair 15361152 pixels, distribution of 
matches found with SIFT threshold = 0.5. 
4.4.1.3 Experiments on Park Burn images 
The SIFT algorithm would not run on the Park Burn images of resolution 61444606 
pixels, so the resolution was reduced by a quarter to 15361152 pixels. Setting the SIFT 
threshold to 0.8, 777 matches were found with    = 21.40 and reducing the threshold to 
0.7, 559 matches were found with    = 0.81. Reducing the threshold to 0.6, resulted in 
324 matches with    = 0.4 and reducing the threshold to 0.5, resulted in 166 matches 
with    = 0.41. Results are summarized in Table 4-2 and shown in Figures 4.8 and 4.9 
for threshold values of 0.6 and 0.5 respectively. 
       Comparing the results in this experiment showed that as in previous experiment, 
setting the threshold to 0.8 results in a set of matches with a lot of outliers; reducing the 
threshold to 0.7, 0.6 and 0.5 results in a set of matches with acceptable    values, but 
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the threshold 0.6 results in set of matches with    values and distributions of matches 
over the image better than results of threshold 0.5 and 0.7. The threshold 0.5 results in a 
set of matches with smaller distribution, and the threshold 0.7 results in a bigger    
value than that resulting from threshold 0.6.  
 
Figure ‎4.8 Park Burn original image pair 15361152 pixels, distribution of matches 




Figure ‎4.9Park Burn original image pair 15361152 pixels, distribution of matches 
found with SIFT threshold = 0.5. 
 
4.4.1.4 Experiments on the Hope images 
The resolution of The Hope images has been reduced by a quarter from 61444606 
pixels to 15361152 pixels. Running the SIFT algorithm with a threshold of 0.8, 2479 
matches were found with    = 25.13 and reducing the threshold to 0.7, 1980 matches 
were found with    = 6.90. Reducing the threshold to 0.6, 1482 matches were found 
with    = 0.78 and reducing the threshold to 0.5, 1000 matches were found with     = 
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0.38. Results are summarized in Table 4-2 and shown in Figures 4.10 and 4.11 for 
threshold values of 0.6 and 0.5 respectively. 
         The results with threshold of 0.8 and 0.7 were unsatisfactory but reducing the 
threshold to 0.6 and 0.5 resulted in a set of matches with acceptable values of   . 
Although the threshold 0.5 results in a lower    than threshold 0.6, the latter gives a set 
of matches with wider spread over the image than threshold 0.5. As a result the 
threshold 0.6 is preferred to find matches from The Hope images.  
 
Figure ‎4.10 The Hope original image pair 15361152 pixels, distribution of matches 




Figure ‎4.11 The Hope original image pair 15361152 pixels, distribution of matches 
found with SIFT threshold = 0.5. 
4.4.1.5 Experiments on Humbleton images 
The SIFT algorithm was run on the Humbleton images with full resolution of 
22602222 pixels. Setting the threshold to 0.8, 35017 matches were found, with    = 
13.13 and reducing the threshold to 0.7, 26372 matches found with    = 8.73. Reducing 
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the threshold to 0.6, 16944 matches were found with    = 2.69 reducing the threshold 
to 0.5, 8096 matches were found with    = 3.14. The results of these experiments show 
that in all cases the    values are unacceptable. However setting the threshold to 0.6 
gives better results in all the previous cases, so the set of matches generated with 
threshold 0.6 has been refined manually by eliminating outlier points with larger values 
of Qb until    = 0.56. Results are summarized in Table 4-2 and shown in Figure 4.12 
for threshold 0.6 after refinement. 
         Results from all the previous experiments show that a SIFT threshold of 0.6 gives 
good results combining wide distribution over the images, and  a low value of   , better 
than setting the threshold to smaller or larger values. In all the previous experiments the 
time taken to find matches,    , was monitored and is shown in Table 4-2. 
 
 
Figure ‎4.12 Humbleton image pair 22662222 pixels, distribution of matches found 
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Table ‎4-2 SIFT method applied on aerial images, with different thresholds. 
 
Image name SIFT threshold 
Before refinement After  manual refinement 
   
 (seconds) 
Number of 
matches   
 
Number of 
matches   
 
Tap O‟ Noth 
(13381331) 
0.8 2951 9.80   
 
249.74 
0.7 2101 4.71   
0.6 1319 0.64   
0.5 683 0.45   
Black Castle Newlands 
(15361152) 
0.8 368 9.53   
 
38.29 
0.7 202 1.22   
0.6 92 1.01   
0.5 35 0.45   
Park Burn 
(15361152) 




0.7 559 0.81   
0.6 324 0.4   
0.5 166 0.41   
The Hope 
(15361152) 
0.8 2479 25.13   
123.86 
 
0.7 1980 6.90   
0.6 1482 0.78   
0.5 1000 0.38   
Humbleton 
(22662222) 




0.7 26372 8.73   
0.6 16944 2.69 16941 0.56 
0.5 8096 3.14   
 
4.5 The‎author’s‎proposed‎method 
 From the previous results it appears that the SIFT approach can give satisfactory results 
on the images of concern, although at less than the full resolution in most cases and 
yields a large number of matches. The SIFT algorithm requires a large amount of 
memory, more than 30 times that of the images processed and is slow to execute. For 
these reasons some alterations have been made to the method, to make it more 
compatible with the data used in this study; these including reducing the number of 
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matches, speeding up the processing and refining the matches to remove outliers are 
described in section 4.5.1.1, 4.5.1.2 and 4.5.1.3 respectively. 
4.5.1 Algorithm details 
4.5.1.1  Reducing number of matches 
The number of matches produced by the SIFT algorithm for the current data is 
unnecessarily large for some applications. Although the number of matches can be 
reduced by using smaller values for the SIFT threshold, this may reduce the area of the 
images covered by the matches. It is desirable to get a set of points that spread widely 
over the whole image, which is important for later processes such as local rectification 
for computing dense disparity maps as described in Chapter 6.  
           Another reason for reducing the number of matches generated by original SIFT, 
selected as widely as possible over the image is that, these matches obtained in low-
resolution images will be considered as initial or seed matches to find matches in higher 
resolution image in order to speed up the SIFT process in the author‟s proposed method, 
described in Section 4.5.1.2.  
         The number of matches has been reduced by dividing the images into a grid of 
100 cells, with one match selected from each cell where possible. Applying this scheme 
to select the set of matches enables the use of a threshold value that gives a wider spread 
for matches while at the same time limiting the number of matches to a more desirable 
range and still ensuring they are as widely spread as possible. This algorithm, called 
Filtered SIFT (FSIFT), is described in Figure 4.13. 
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Figure ‎4.13 Flow chart of the FSIFT technique. 
 
4.5.1.2 Cropping technique to speed up processing 
From the previous results of implementing original SIFT algorithm, it is clear that time 
taken to find matches is dramatically decreased by reducing the resolution of the image. 
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However, the matches so obtained are low-resolution matches. Based on this 
observation, the proposed method called cropped filtered SIFT (CFSIFT) has been 
introduced, which is designed to find matches in high-resolution (HR) images, without 
using the whole data resource, with the aid of low-resolution (LR) images. 
         The proposed method can be described as follows. The resolution of the HR 
images is reduced by predefined factor F and a set of initial matches are found by 
implementing FSIFT on the LR images. These initial matches are considered as seed 
points to find new matches in the HR image. This is achieved by finding the positions 
of the initial matches in the HR images by multiplying the coordinates of the initial 
matches in the LR images with the inverse of the factor F (which is used to move 
between two different resolutions). Then square local regions of size 100×100 pixels 
taken around the initial matches in the HR images are cropped from these images. This 
results in a set of cropped regions representing corresponding patches of the HR images. 
The SIFT algorithm is run on the corresponding pairs of cropped images in order to find 
new matches from these cropped regions. The HR matches found in the cropped regions 
are the set of matches which are used for calculating the fundamental matrix. 
           The main advantages of this technique are that it speeds up the original SIFT 
approach and reduces memory requirements so it can more easily used with large 
images. Adding this technique enables matches to be found from large (HR) images in 
less time. In addition, the proposed technique is simple to implement, and does not add 
much complexity to the original SIFT method. The cropped SIFT technique, called 
CSIFT, is summarized in Figure 4.14.  
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4.5.1.3 Refining matches 
The matches obtained have been used to estimate the Fundamental matrix, and the 
quality of the resulting Fundamental matrix is highly dependent on the accuracy of these 
matches. In some cases the set of matches includes some outliers and in such cases it is 
important to refine these matches. The refinement technique used in this study is based 
on the quality measure of the estimated fundamental matrix    proposed by [108]. In 
this study, the refinement is performed either interactively or automatically. 
         Interactive refinement is accomplished as explained before in section 4.4. 
Although refining the matches interactively improves the quality of the fundamental 
matrix, in cases when the set has large number of outliers, the iterative process of 
deleting the outlier and then estimating the fundamental matrix from the refined set of 
matches takes a long time. Another drawback of this scheme is that in some cases the 
refinement process results in a set of points which are not spread widely over the image. 
In other words, the refined set may be distributed over a small part of the image, 
because the refinement process considers only the values of    without taking into 
account the positions of the points. In addition to the previous drawbacks, the numbers 
of matches generated by the original SIFT and CFSIFT algorithms are in most cases 
large, which slows down the later process of computing disparity maps. It is preferable 
to reduce the number of matches to a smaller set, and this cannot be achieved by 
refining the matches using the existing technique. In order to achieve a technique more 
compatible with conditions required to generate the desired set of matches, a new 
refinement scheme has been introduced in this study, which is named the minimum Qb 
(MQB) algorithm. 
       The MQB algorithm is based on both the value      and position       of the 
match and is summarized in the following steps: 
1. Divide the left image into a grid of blocks. 
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2. Find the index      , of the point with minimum    in each block, and save 
them in a matrix called matrix of matched points (     ). 
3. Discard all the matches that are not in (     ), the number of blocks    that 
results in minimum value for    was set to 10, 20, or 30 in experiments. 
4.5.1.4 Contributions to execution time and memory requirements of the 
proposed method 
The main reasons for devising the CFSIFT algorithm were to speed up the original SIFT 
method and reduce the amount of memory required for implementation.  
Given a pair of HR images, with dimensions H, W, the time taken to find matches by 
applying SIFT is    . On the other hand the time taken to find matches from this image 
pair by applying CFSIFT is     , which is the sum of the time taken to find the initial 
matches from the LR images and the time taken to find new matches from the cropped 
images as follows. 
       =     (     ) +   (     )*              
 Where,    (     ) denotes time taken to find matches from LR images by SIFT, 
   (     )  denotes time taken to find matches from cropped images by SIFT,          
denotes the number of cropped images, which can be up to 100. 
            As discussed in Chapter 2, the SIFT method detects features in scale space using 
the difference of Gaussian function, which requires a search over scales and image 
locations. Lowe found that the sampling frequency that maximizes the stability of 
extrema is obtained by setting the number of scales per octave (s) to 3 and this requires 
producing 6 (s+3) Gaussian images per octave starting from double the original image 
size [53]. Given an image, the memory block    required to find the scale space in the 
SIFT method is as follows.   
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where   and   denote the width and height of the image respectively,    denotes the 
bit width of the image and in this work is 8. 
         To compare the amounts of memory required implementing SIFT and CFSIFT the 
memory usage of the latter is divided into two separate stages. In the first stage the 
initial matches are found from LR images which are generated by scaling the HR image 
by a specific factor F, so the amount of memory in this stage is given by  
                               
or                    
   
  
  
   
       
and l and h subscripts denote low and high resolution images respectively.  
         In this study F takes values 2, 4, 8 or 16. The amount of memory required in the 
first stage of CFSIFT is smaller than that required using SIFT by a factor F
2
. 
         The second stage of CFSIFT includes finding matches from cropped regions from 
the HR images, where each cropped image is processed individually and the amount of 
memory is: 
                               
where    , and    , the width and height of the cropped image are set to 100. 
 Thus              is much smaller than              because    and     are much 
larger than 100. 
4.5.2 Experiments on Tap‎O’‎Noth images 
The proposed CFSIFT algorithm was tested on the same images used to test the 
performance of the original SIFT algorithm with size of HR image set to 26762662 
and to13381331 in order to provide a comparison between time taken using SIFT and 
CFSIFT. 
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4.5.2.1  Results for HR image size 2676  2662 
This experiment is divided into three cases with the resolution of the LR images set to 
13381331 pixels, 669666 pixels and 335333 pixels: 
Case 1: The proposed CFSIFT approach was applied on Tap O‟ Noth HR 
images with initial matches found from LR of 13381331 generated using a 
scale factor F of 0.5. In this experiment 1606 matches were found in the HR 
images spread widely almost over the whole image, with    = 1.10. The 
matches were refined manually until    became 0.76. The set of matches was 
refined using the MQB algorithm as well and with    = 30, 189 matches were 
retained with    = 0.65.  Results are summarized in Table 4-3, and shown in 
Figures 4.15, 4.16 and 4.17. 
Case2: The experiment was repeated with the LR image resolution set to 
669x666 pixels using a scale factor F of 0.25. 717 matches were found in the 
HR images with    = 0.70. The set of matches were refined using the MQB 
algorithm,   =30, which resulted in 87 matches with    = 0.50. Results are 
summarized in Table 4-3, and shown in figures 4.18, 4.19 and 4.20. 
Case3:  The experiment was repeated with the LR image resolution set to 
335333. A total of 151 matches were found in HR images and the fundamental 
matrix estimated from the new matches had    = 0.40. The MQB algorithm was 
applied to refine the set of matches and for    = 30, the number of matches was 
reduced to 16 with   = 0.10. Results, including timings are summarized in 
Table 4-3 and illustrated in Figures 4.21, 4.22 and 4.23.  
Comparing the results of the three cases, the smallest value for the time taken is 
the last case, where the size of the LR image is the smallest, but this also 
produces the sparsest distribution of points over the images. Using larger sizes 
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of LR images, as in the first and second cases, increases the time taken, but 
results in a wider distribution of matched points.  
 
Figure ‎4.15 Tap O‟ Noth LR original image pair 13381331 pixels. Initial matches 




Figure ‎4.16 Tap O‟ Noth HR original image pair 26762662 pixels. Initial matches 
found from LR images 13381331 with FSIFT, matches found with CFSIFT in HR 





Figure ‎4.17 Tap O‟ Noth HR original image pair 26762662 pixels. Initial matches 
found from LR images 13381331 with FSIFT, matches found with CFSIFT in HR 
images, and refined with MQB algorithm    = 30,    = 0.65. 
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Figure ‎4.19 Tap O‟ Noth HR original image pair 26762662 pixels, Initial matches 
found from LR images 669666 with FSIFT, matches found with CFSIFT in HR 




Figure ‎4.20 Tap O‟ Noth HR original image pair 26762662 pixels. Initial matches 
found from LR images 669666 with FSIFT, matches found with CFSIFT in HR 
images, and refined by MQB algorithm,    = 30,   = 0.50. 
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Figure ‎4.22  Tap O‟ Noth HR original image pair 26762662 pixels, Initial matches 
found from LR images 335333 with FSIFT, matches found with CFSIFT in HR 




Figure ‎4.23 Tap O‟ Noth HR original image pair 26762662 pixels, initial matches 
found from LR images 335333 with FSIFT, matches found with CFSIFT in HR 
images, and refined with MQB  algorithm,    = 30,   = 0.10. 
4.5.2.2  Results for HR images of size 13381331 
In these experiments, the resolution of the LR images has been set to 669666 in the 
first case and to 335333 in the second case: 
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Case1: The resolution of HR images was reduced using a scale factor F of 0.5 
and 420 matches were found with    = 2.09. Matches were refined manually 
until    became equal to 0.51. The set of matches were refined using the MQB 
algorithm as well, but in this case the technique results in a set with quality 
factor larger than acceptable for different values of    . 
Case 2: The resolution of HR images was reduced using a scale factor F of 0.25 
and 129 matches were found with    = 0.52. The set of matches were refined 
using the MQB algorithm, with   = 30,   = 0.49.  
The time taken to find matches by applying the proposed method is much smaller than 
that taken to find matches by applying SIFT. Comparing results of the first and second 
cases, the set of matches has wider spread in the first case. The time for the first case is 
larger than that for the second but in both cases the time taken to find matches using the 
CFSIFT method is much smaller than time taken using original SIFT. Results are 
summarized in Table 4-3, and shown in   Figures 4.24, 4.25, 4.26 and 4.27. 
 
 
Figure ‎4.24 Tap O‟ Noth HR original image pair 13381331 pixels. Initial matches 
found from LR images 669666 with FSIFT, matches found with CFSIFT in HR 
images,      = 2.09 before refinement. 
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Figure ‎4.25 Tap O‟ Noth HR original image pair 13381331 pixels. Initial matches 
found from LR images 669666 with FSIFT, matches found with CFSIFT in HR 




Figure ‎4.26 Tap O‟ Noth HR original image pair 13381331 pixels. Initial matches 
found from LR images 335333 with FSIFT, matches found with CFSIFT in HR 
images,    = 0.52 before refinement. 
 
 
Figure ‎4.27 Tap O‟ Noth HR image pair 13381331 pixels. Initial matches found from 
LR images 335333 with FSIFT, matches found with CFSIFT in HR images, and 
refined with MQB algorithm,    = 30,    = 0.49. 
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4.5.3 Experiments on Black Castle Newlands images 
In these experiments the size of the HR images was set first to 61444606 pixels, then 
to 30722303 pixels, finally to 15361152 pixels. 
4.5.3.1  Results for HR images of size 61444606 
 This experiment can be divided into two cases, where the resolution of the LR images 
have been set to 15361152 pixels in the first case and to 768576 pixels in the second 
case: 
Case 1: In this case, initial matches were found from lower resolution images 
generated by scaling the HR images by a factor of 0.25 covering a wide area of 
the images.  
Case 2: In this case, the initial matches have been found from LR images  
generated by scaling the HR images by factor 0.125. A few initial matches have 
been detected, hence the new matches in the HR images cover very small part of 
the image, and in most parts of the images no matches have been found.  
Comparison between results in the first case and second case shows that more matches  
have been found in the second case which cover wider range in the image more than 
matches in the first case, due to increasing the size of LR images in the second case. 
Results are summarized in Table 4-3, and shown in Figures 4.28, 4.29 and 4.30. Since 
the SIFT algorithm did not run on the HR (6144x4606) images, no comparison was 
made between the implementation time for both the SIFT and CFSIFT methods. 
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Figure ‎4.28  Black- Castle Newlands HR original image pair 61444606 pixels. Initial 
matches found from LR images 15361152 with FSIFT, matches found with CFSIFT in 




Figure ‎4.29 Black -Castle Newlands HR original image pair 61444606 pixels. Initial matches 
found from LR images 15361152 with FSIFT, matches found with CFSIFT in HR images, and 




Figure ‎4.30 Black-Castle Newlands HR original image pair 61444606 pixels. Initial matches 
found from LR images 768576 with FSIFT, matches found with CFSIFT in HR images,      = 
0.37 before refinement. 
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4.5.3.2  Results for HR images of size 3072 2303 
This experiment is divided into two cases, where the sizes of the LR images were set to 
15361152 pixels in the first case and to 768576 pixels in the second case:  
Case 1: In this case matches have wide spread over most of the image.  
Case 2: Few initial matches were detected, and thus the new matches are 
concentrated over a few parts of the image. 
No information about the time taken to find matches from this images using the original 
SIFT were available. Hence no comparison can be done between the time taken to find 
matches from HR images (30722303) using original SIFT and using the proposed 
method. Results are summarized in Table 4-3, and shown in Figures 4.31, 4.32, 4.33 
and 4.34. 
 
Figure ‎4.31 Black -Castle Newlands HR original  image pair 30722303 pixels. Initial 
matches found from LR images 15361152 with FSIFT, matches found with CFSIFT in 
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Figure ‎4.32 Black -Castle Newlands HR original  image pair 30722303 pixels. Initial 
matches found from LR images 15361152 with FSIFT, matches found with CFSIFT in 




Figure ‎4.33 Black -Castle Newlands HR original image pair 30722303 pixels. Initial 
matches found from LR images 768576 with FSIFT, matches found with CFSIFT in 
HR images,     = 1.14 before refinement. 
 
 
Figure ‎4.34 Black- Castle Newlands HR original image pair 30722303 pixels. Initial 
matches found from LR images 768576 with FSIFT, matches found with CFSIFT in 
HR images, and refined manually       = 0.58. 
4.5.3.3  Results for HR images of size 15351152 
In this experiment there is just one case, where the size of the LR images was 768576 
which represents half the high resolution images. Few matches were found, so the 
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majority of the image contains no matches. The set of matches has been refined using 
the MQB algorithm, but the automatic refinement resulted in a set of matches with 
epipole is located inside the image, unlike higher resolution calculations, showing that 
these calculations are unreliable. Results are summarized in Table 4-3, and shown in 
Figures 4.35, 4.36, and 4.37. 
 
 
Figure ‎4.35 Black -Castle Newlands  HR original  image pair 15361152 pixels, initial 
matches found from LR images 768576 with FSIFT, matches found with CFSIFT in 




Figure ‎4.36 Black -Castle Newlands HR original image pair 15361152 pixels. Initial 
matches found from LR images 768576 with FSIFT, matches found with CFSIFT in 
HR images, and refined manually,    = 0.60. 




Figure ‎4.37 Black- Castle Newlands HR original image pair 15361152 pixels. Initial 
matches found from lower resolution images 768576 with FSIFT, matches refined 
manually,    = 0.63. 
4.5.4   Experiments on Humbleton images 
In this experiment the size of HR images were set to 22602222 pixels and then to 
11301111 pixels. 
4.5.4.1  Results for HR images of size 22602222 
This experiment is divided into three cases, with size of LR images set to 
11301111pixels in the first case, 565556 in the second case, and to 282277 in the 
third case. 
        Comparing the results of the three cases showed that decreasing the size of the LR 
images reduces the number of matches and as a result a somewhat lower spread of 
matches can be seen in the third case. With regard to time, the proposed method speeds 
up the SIFT method, so the time taken to find matches from HR Humbleton 22602222 
pixels image using CFSIFT method is much smaller than time taken to find matches 
from same images by applying the original SIFT method. Results are summarized in 
Table 4-3, and shown in Figures 4.38, 4.39, 4.40, 4.41, 4.42 and 4.43. 
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Figure ‎4.38 Humbleton HR original  image pair 22602222 pixels, initial matches found from 





Figure ‎4.39 Humbleton  HR original  image pair 22602222 pixels, initial matches found from 
LR images 11301111  with FSIFT, matches found with CFSIFT in HR images , and  refined 
manually,     = 0.61. 
 
 
Figure ‎4.40 Humbleton HR original  image pair 22602222 pixels, initial matches found from 
LR images 565556  with FSIFT, matches found with CFSIFT in HR images,      = 3.45, 
before refinement. 




Figure ‎4.41 Humbleton  HR original  image pair 22602222 pixels, initial matches found from 
LR images 565556  with FSIFT, matches found with CFSIFT in HR images, and refined 




Figure ‎4.42 Humbleton high resolution original  image pair 22602222 pixels, initial matches 




Figure ‎4.43 Humbleton  HR original image pair 22602222 pixels, initial matches found from 
LR images 282277 with FSIFT, matches found with CFSIFT in HR images, and  refined with 
MQB  algorithm,   =20,    =0.17. 
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4.5.4.2  Results for HR images of size 11301111 
In this experiment, the size of the LR images is 565556 pixels, and a wide spread of 
matched points were found. Results are summarized in Table 4-3, and shown in Figures 
4.44 and 4.45. 
 
Figure ‎4.44 Humbleton HR original image pair 11301111 pixels, initial matches 
found from LR images 565556 with FSIFT, matches found with CFSIFT in HR 




Figure ‎4.45 Humbleton HR original image pair 11301111 pixels, initial matches found from 
LR images 565556 with FSIFT, matches found with CFSIFT in HR images Matches refined 
manually,     = 0.61. 
 
 
4.5.5 Experiments on Park Burn 
In these experiments the size of the HR image has been set to 614444404 pixels, then 
to 30722303 pixels, and finally to 15361152 pixels. 
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4.5.5.1  Results for HR images of size 61444606 
This experiment is divided into two cases, with size of LR images 15361152 pixels in 
the first case and 768576in the second case: 
Case 1: In this case the matches found are spread over almost the whole image. 
Case 2: In this case fewer initial matches were found which do not cover a wide 
range of the image. 
Results are summarized in Table 4-3, and shown in Figures 4.46, 4.47, 4.48 and 4.49.  
 
Figure ‎4.46 Park Burn HR original  image pair 61444606 pixels, initial matches found from 




Figure ‎4.47 Park Burn HR original  image pair 61444606 pixels, initial matches found from 
LR images 15361152  with FSIFT, matches found with CFSIFT in HR images, and refined 
with MQB  algorithm,  =20,     = 0.27. 
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Figure ‎4.48 Park Burn HR original  image pair 61444606 pixels, initial matches found from 




Figure ‎4.49 Park Burn HR original  image pair 61444606 pixels, initial matches found from 
LR images 768576  with FSIFT, matches found with CFSIFT in HR images matches refined 
with MQB  algorithm   =20,     = 0.34. 
4.5.5.2  Results for HR images of size 30722303 
This experiment is divided into two cases, where the size of LR images is 15361152 in 
the first case and 768576 in the second case: 
Case 1: In this case the matches are spread almost over the whole image. 
Case 2: Fewer matches were found, not covering a wide range of the image. 
Results are summarized in Table 4-3, and shown in Figures 4.50, 4.51, 4.52 and 4.53.            
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Figure ‎4.50 Park Burn HR images original pair 30722303 pixels, initial matches found from 






Figure ‎4.51 Park Burn HR original  image  pair 30722303 pixels, initial matches found from 
LR images 15361152  with FSIFT, matches found with CFSIFT in HR images and refined 
with MQB  algorithm,   =10,    = 0.39. 
 
 
Figure ‎4.52 Park Burn HR original  image pair 30722303 pixels, initial matches found from 
LR images 768576  with FSIFT, matches found with CFSIFT in HR images,     = 0.50, 
before refinement. 
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Figure ‎4.53 Park Burn HR original image  pair 30722303 pixels, initial matches found from 
LR images 768576  with FSIFT, matches found with CFSIFT in HR images, and refined with 
MQB  algorithm,   = 30,   = 0.29. 
 
4.5.5.3  Results for HR images of size 1536 1152 
In this experiment, the size of the LR images was 768576 pixels.  The matches found 
were similar to the previous higher resolution but the time taken was less. Results are 
summarized in Table 4-3, and shown in Figures 4.54 and 4.55. 
 
Figure ‎4.54 Park Burn HR original  image  pair 15361152 pixels, initial matches found from 
LR images 768576  with FSIFT, matches found with CFSIFT in HR images,    = 0.51, before 
refinement. 
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Figure ‎4.55 Park Burn HR original  image  pair 15361152 pixels, initial matches found from 
LR images 768576  with FSIFT, matches found with CFSIFT in HR images and refined with 
MQB  algorithm,   = 10,   = 0.13. 
 
4.5.6 Experiments on the Hope images  
In this experiment the size of HR image was set to 61444606 pixels, then to 
30722303 pixels and finally to 15361152 pixels. 
4.5.6.1  Results for HR images of size 61444606 
These experiments are divided into two cases where the size of the LR images is 
15361152 in the first case and 768576 in the second case. Results are summarized in 
Table 4-3, and shown in Figures 4.56, 4.57, 4.58 and 4.59. Comparing the matches 
found in the two cases we see similar distributions although the numbers of matches 
decreases with LR image size. No comparison between time taken to find matches by 
applying original SIFT and by applying CFSIFT method is available.  
 
Figure ‎4.56 The Hope HR original  image  pair 61444606 pixels, initial matches found from LR images 
15361152  with FSIFT, matches found with CFSIFT in HR images,    = 4.77, before refinement. 
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Figure ‎4.57 The Hope HR original  image  pair 61444606 pixels, initial matches found from 
LR images 15361152  with FSIFT, matches found with CFSIFT in HR images and  refined 
manually,    = 0.69. 
 
 
Figure ‎4.58 The Hope HR original  image  pair 61444606 pixels, initial matches found from 





Figure ‎4.59 The Hope HR original  image  pair 61444606 pixels, initial matches found from 
LR images 768576  with FSIFT, matches found with CFSIFT in HR images and refined with 
MQB,   = 30,   = 0.39. 
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4.5.6.2 Results for HR images of size 30722303 
These experiments are divided into two cases, where the size of LR images is 
15361152 pixels in the first case and 768576 in the second case. Results are 
summarized in Table 4-3, and shown in Figures 4.60, 4.61, 4.62 and 4.63. 
        As in the previous experiment, we can see that more matches have been found, 
covering a somewhat wider range of the image, with the larger size of LR image. No 
comparison between time taken to find matches by applying original SIFT and by 
applying CFSIFT is available.  
 
Figure ‎4.60 The Hope HR original  image  pair 30722303 pixels, initial matches found from 




Figure ‎4.61 The Hope HR original  image  pair 30722303 pixels, initial matches found from 
LR images 15361152  with FSIFT, matches found with CFSIFT in HR images and refined 
manually,    = 0.64. 
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Figure ‎4.62 The Hope HR original  image  pair 30722303 pixels, initial matches found from 




Figure ‎4.63The Hope HR original  image  pair 30722303 pixels, initial matches found from 
LR images 768576  with FSIFT, matches found with CFSIFT in HR images and refined with 
MQB algorithm,   =30,   = 0.22. 
4.5.6.3  Results for HR images of size 15361152 
This experiment includes one case where the size of LR images is 768576 pixels. 
Results are summarized in Table 4-3, and shown in Figures 4.64 and 4.65. Matches are 
found over most of the image. Comparison between time taken to find matches by 
applying original SIFT method and applying CFSIFT shows that the proposed method 
speeded up the SIFT method.  
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Figure ‎4.64 The Hope HR original image pair 15361152 pixels, initial matches found from 




Figure ‎4.65 The Hope HR original image pair 15361152 pixels, initial matches found from 
LR images 768576 with FSIFT, matches found with CFSIFT in HR images, matches refined 
manually,    = 0.60. 
 
4.5.7 Summary of experimental results of the proposed method 
Results from all the experiments applied to large aerial images Tap O‟ Noth, Black 
Castle Newlands, Humbleton, Park Burn and The Hope, show that the proposed method 
outperforms the SIFT method for speed and matches can be found for HR images 
without using the full resolution data directly. The smaller the size of the LR image, the 
more speed can be gained from applying the proposed technique, but in some cases 
decreasing the size of the LR image results in fewer matches which are not spread 
widely over the whole image, as in Tap O‟ Noth and Black Castle Newlands 
experiments. However, in other experiments, decreasing the size of the LR images does 
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not have any degrading effect on results, as in the Humbleton, Park Burn, and The Hope 
experiments.  
       The second advantage of the CFSIFT method over the SIFT method, is that it 
requires less system memory than the original SIFT method. The required memory for 
finding matches in the experiments presented in this section have been estimated for 
both the original SIFT and the proposed CFSIFT methods and are summarized in Table 
4-4. Results in all the cases studied show, that the CFSIFT method succeeds in reducing 
the amount of memory required for implementation, especially in the second stage of 
running the CFSIFT method, where the system memory needed by CFSIFT in this stage 
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335333 151 0.40   
30 16 0.10 
5.06 4.29 9.35 
N/A 
20 13 0.23 
10 10 0.30 
669666 717 0.70   
30 87 0.50 
26.02 16.25 42.27 20 61 0.44 
10 36 0.43 




30 189 0.65 
305.10 35.76 340.86 20 135 0.69 










 335333 129 0.52   
30 34 0.44 





20 27 0.32 
10 15 0.27 
669666 420 2.09 404 0.51 
30 130 2.24 
22.15 25.35 47.50 20 84 1.75 
























768576 38 0.37   
30 8 12.5 
11.92 3.62 15.54 
N/A 
20 5 Null 
10 5 Null 
15361152 276 0.62   
30 42 0.47 
64.46 17.36 81.82 20 36 0.42 
10 28 0.27 











768576 71 1.14 62 0.58 
30 16 0.64 
8.23 3.25 11.48 
N/A 
20 10 1.63 
10 6 Null 
15361152 301 0.56   
30 57 0.78 
51.07 12.58 63.65 20 46 0.67 












768576 40 2.48 27 0.60 
30 13 4.19 
7.64 2.65 10.29 38.29 20 9 0.89 



















282277 1156 0.49   
30 112 0.31 
7.13 19.17 26.31 
9362.7 
 
20 79 0.17 
10 43 0.20 
565556 2082 3.45 2067 0.61 
30 189 5.85 
20.27 34.53 54.80 20 136 5.63 
10 66 6.70 
11301111 2612 3.08 2456 0.61 
30 250 2.94 
188.26 50.26 238.52 20 195 3.07 











565556 1563 3.12 1529 0.61 
30 308 2.71 
15.94 26.82 42.76 
129.29
44 
20 179 5.06 


















768576 107 1.17 106 0.63 
30 20 0.36 
20.41 5.42 25.83 
N/A 
20 17 0.34 




0.64   
30 69 0.29 
87.86 16.57 104,43 20 60 0.27 











768576 216 0.50   
30 41 0.29 
10.36 7.36 17.72 
N/A 
20 31 0.33 
10 21 0.26 
15361152 471 0.92 469 0.50 
30 105 0.47 
55.39 18.62 74.01 20 80 0.53 
10 54 0.39 











768576 181 0.51   
30 29 0.28 
8.00 7.09 15.09 33.15 20 38 0.25 












 768576 570 0.80   
30 75 0.39 
42.89 16.98 59.87 
N/A 
20 59 0.46 
10 43 0.40 
15361152 1029 4.77 880 0.69 
30 118 3.09 
204.08 28.35 232.43 20 99 4.06 











768576 958 0.51   
30 110 0.22 
47.39 21.29 68.68 
N/A 
20 80 0.23 
10 48 0.21 
15361152 1399 3.96 1235 0.64 
30 160 9.67 
216.68 33.16 249.84 20 128 10.85 













768576 718 1.44 695 0.60 
30 159 2.58 
22.56 17.73 40.29 123.86 20 105 2.74 
10 50 2.92 
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Table ‎4-4 Memory required in SIFT and the proposed CFSIFT method. 
Image 
Size of HR 
image 
Size of LR image 
 
Memory used in 
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4.6 Summary 
The work in this chapter deals with finding correspondences automatically from large 
high resolution un-calibrated aerial image pairs and several methods have been 
investigated to tackle this problem. The Harris with correlation, and KLT methods when 
tested failed to find true correspondences but the SIFT method succeed. However the 
SIFT detector was very slow, the time required to find matches from an image 
increasing rapidly with image size. Since the data of interest in this work are large high 
resolution images, it was important to overcome this problem and the algorithm 
CFSIFT has been introduced by the author to find matches from HR images.  
       The CFSIFT algorithm involves pre-processing, processing and post-processing 
stages, First a method is employed to reduce the number of initial matches found by 
SIFT in the LR images in a manner that retains a wide distribution of matches over the 
image, which is useful for generating dense disparity map as described in Chapter six. 
Secondly, the initial matches found from the LR images are used as seed points to find 
new matches in the HR images using a cropping technique.  
          Finally, the outliers are eliminated and the number of matches in the HR images 
reduced in a way that retains wide distribution of matches over the whole image. This is 
achieved by the author‟s technique MQB, which takes into consideration the position of 
the match in the image, and its perpendicular distance from the epipolar line. The 
experimental results show that the proposed algorithm succeeds in speeding up the 
original SIFT method and finding desired matches in the large high resolution images 
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CHAPTER FIVE 
5 APPLICATIONS OF THE SURF ALGORITHM 
and ESTIMATION of LENS DISTORTIONS 
5.1 Introduction 
In this chapter a second method for finding matches, the SURF algorithm, is 
investigated to find matches in images from the data set of interest. The SURF method, 
proposed by [64] and discussed in Chapter 2 is designed to be significantly faster than 
SIFT, but Bay also claimed it to be more accurate. In view of this, the author has made a 
comparison between the performances of the SIFT and the SURF detectors using the 
SURF implementation downloaded from the link
3
: 
The author also introduces an algorithm that combines the SIFT and SURF 
detector to reduce some of the practical limitations of both. In addition this chapter 
presents the author‟s contribution to estimating lens distortions, aiming to enable such 
distortions to be corrected when the camera and lens used are available for testing. 
5.1.1 Estimation of SURF threshold 
To evaluate the performance of SURF, it was run on the data set used to test the 
performance of SIFT. Although it has lower memory requirements than SIFT, the 
SURF algorithm would not run on the full resolution images of interest in this study of 
size 61444606 pixels, so the resolution of the images were reduced to a half and a 
quarter of the full resolutions.  
                                                 
3
 http://www.emgu.com/wiki/index.php/Download_And_Installation 
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          Several cases were tested. Running the SURF with the default threshold of 0.7 
recommended by its author on the current data set resulted in a set of matches with 
many outliers and with a     value far from acceptable. Hence attempting to find an 
improved threshold yielding matches spread widely over the whole image and with 
acceptable    value, the threshold value was incremented by 0.1 starting from 0.1. 
         Results showed that the number of matches is increased by increasing the 
threshold value and as a result a wider distribution of matches over the image can be 
obtained. However increasing the threshold value increases the value of   , which 
indicates a reduction of the quality of the matches. Results are summarized in Table 5-1, 
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Number       
of matches 





0.1 0 Null   
25.19 
 
0.2 19 0.94 16 0.61 
0.3 153 1.17 105 0.69 












0.2 2 Null   
0.3 45 1.58 35 0.64 
0.4 113 2.07 96 0.65 








0.1 0 Null   
14.50 
 
0.2 2 Null   
0.3 15 0.54 13 0.34 
0.4 28 1.56 23 0.52 
0.5 146 25.74 8 0 







0.1 0 Null   
2.63 
 
0.2 0 Null   
0.3 5 Null   
0.4 20 0.91 15 0.30 
0.5 39 1.12 27 0.66 





0.1 12 0.68 8 0.13 
13.74 
 
0.2 156 0.65   
0.3 410 0.78 392 0.66 
0.4 699 6.12   
 
Humbleton 11301111 




0.2 51 0.85 50 0.66 
0.3 146 1.10 132 0.66 
0.4 274 1.47 180 0.64 
 
Park Burn 30722303 
0.1 1 Null   
12.67 
0.2 19 0.64   
0.3 54 0.66   
0.4 93 0.62   
0.5 182 5.30 8 0.01 
Park Burn 
15361152 
0.1 0 Null   
2.505 
0.2 10 21.19 8 33.97 
0.3 19 0.64 8 1.69 
0.4 39 0.92 29 0.63 
0.5 54 0.85 47 0.62 






0.1 20 0.65 17 0.26 
16.34 
 
0.2 189 0.55   
0.3 429 0.60   
0.4 698 0.63   






0.1 0 Null   
3.46 
 
0.2 25 0.56   
0.3 75 0.65   
0.4 135 0.71   
0.5 206 0.76 200 0.66 
0.6 260 5.15 138 0.66 
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Based on the results in Table 5-1, it was decided that a SURF threshold of 0.4 
gave the best balance between distribution of matches and quality factor. Although 
setting the threshold to 0.3 results in a better quality factor. In some cases it results in a 
very narrow distribution of matches over the image, even in a few cases with too few 
matches to estimate the fundamental matrix. On the other hand, increasing the threshold 
above 0.4 resulted in a lower quality of matches shown by the quality factor getting 
worse. 
5.2 Comparison between SIFT and SURF detectors 
A comparison of the matches found using SIFT with a threshold of 0.6, and the matches 
found using SURF with a threshold of 0.4 on images from the data set of interest is 
summarized in Table 5-2 and the following discussion. For the Tap Noth image of size 
13381331 pixels, SIFT produced much denser set of matches with better     value. 
The distributions of matches over the images from SIFT and SURF were similar and are 
shown in Figure 4.4, and Figure A.10 respectively. 
With regards to Black_Castle Newlands (15361152 pixels), SIFT gives more 
matches with a wider distribution over the image than SURF which gives a very narrow 
distribution of matches, but with slightly better   . Distributions of matches for SIFT 
and SURF are shown in Figure 4.6 and Figure A.23 respectively. With the Park Burn 
images (15361152 pixels) SIFT gives a better set of matches in terms of both 
distribution and quality factor. Results are shown in Figure 4.8 and Figure A.50. For the 
Humbleton images (22602222 pixels) both SIFT and SURF gave a wide set of 
matches with unacceptable    values, although lower from SIFT than from SURF. 
Results are shown in Figure 4.12, and Figure A.33.  Finally the results of applying SIFT 
and SURF on The Hope images (15361152 pixels) are very similar with wide 
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distributions of matches and acceptable   , values. Results are shown in Figure 4.10, 
and Figure A.65.  
            From these results it is apparent that SIFT performed better than SURF on this 
set of images in terms of distribution and quality of matches, apart from the The Hope 
image where the results were very similar. However, SURF is much faster than SIFT as 
can be seen from the times given in Table 5-2. As a result of this, two further algorithms 
using SURF have been tested. First the cropping technique applied to the SIFT method 
in Chapter 4 is applied to the SURF method, Second, it was worth trying to take 
advantage of the speed of SURF to produce a faster Sift method, where SURF is used to 
find an initial set of matches from low resolution images with CFSIFT instead of SIFT, 
and then the SIFT is used to find new matches from cropped regions in the high 
resolution images. Descriptions of both new algorithms are introduced in later sections 
of this chapter. 
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92 1.01 Near wide 
38.29 




15361152 324 0.4 
Wide 
33.15 
 39 0.92 Very narrow 
2.50 
Humbleton 
26622222 16944 2.69 
Wide 
9362.7 
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5.3 CSURF algorithm 
The SURF has large memory requirements like the SIFT method and so the cropping 
method proposed to speed up the SIFT, has been applied to speed up the SURF method 
and is named CSURF. The initial matches are found from reduced resolution images, 
and new matches are found from corresponding patches centered on the initial matches 
cropped from the high resolution images. 
 
5.3.1 Contributions to execution times 
The timing estimations are the same as for the CFSIFT algorithm. Given HR images, 
with dimensions (H, W), the time taken to find matches by applying SURF on these 
images is    . On the other hand the time taken to find matches from these images by 
applying CSURF is     , which is the sum of the times taken to find the initial matches 
from LR images and time taken to find new matches from the cropped HR images. 
                                          (5-1) 
where: 
            denotes time taken to find matches from (LR) image, 
             denotes time taken to find matches from cropped images, 
         denotes the number of cropped images. 
5.3.2 Experimental results 
To evaluate the performance of CSURF, this algorithm has been run on the same 
images used to evaluate the performance of CFSIFT. Several cases were tested and are 
summarized in Table ‎5-3. Associated figures included in Appendix B. 
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          Results of running the CSURF method on Tap O’ Noth, Black Castle Newlands, 
Park Burn, Hope, and Humbleton images show that the proposed method succeeded in 
speeding up the SURF method, however, values of     associated with the fundamental 
matrix estimated using matches obtained by applying CSURF method before and after 
refinement in all the experiments are far from an acceptable value which indicates the 
presence of a lot of outliers in these matches. For this reason it was decided to combine 
the SURF and SIFT methods aiming to retain some of the speed advantages of SURF 
and the accuracy of SIFT and this is described in the next section. 
5.4 Combining SIFT and SURF 
Here the SURF method is combined with the previously proposed CFSIFT method in 
an algorithm very similar to the CFSIFT algorithm. The only difference is that the 
initial matches are found by applying the SURF method on the LR images. This 
algorithm is called the SIFTSURF algorithm, and it is described in the flowchart in 
Figure C. 1. 
        The contributions to the time taken by this algorithm are the same as in the 
CFSIFT, but the time taken to find the initial matches from the LR images is the time 
due to the SURF method. Given HR images, with dimensions (H, W), the time taken to 
find matches by applying SIFTSURF to these images is      , which is the sum of the 
times taken to find the initial matches from LR images and time taken to find new 
matches from the cropped HR images. 
                                                     (5-2) 
 where, 
   (     ) denotes time taken to find matches from LR image, 
     denotes time taken to find matches from cropped image, 
       denotes the number of cropped images.  
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5.4.1 Experimental results 
To evaluate the performance of the SIFTSURF algorithm, it was tested on the images 
used for testing SURF. 
5.4.1.1  Experiments on Tap O’ Noth images 
SIFTSURF was run on Tap O’ Noth HR images of size 2676×2662 pixels. The initial 
matches were found from LR images of size 1338×1331 pixels. 2895 matches were 
found in the HR images, distributed over a wide area of the image and with    = 2.28. 
The matches were refined by applying the MQB algorithm, but the    value worsened 
and the matches were then refined manually to give 2887 matches with    = 0.66. 
Results are summarized in Table5-4 with figures shown in Appendix C. 
5.4.1.2  Experiments on Black_Castle Newlands images 
Two cases were considered. 
 
Case 1: SIFTSURF was run on Black_Castle Newlands HR images of size 
6144x4606 pixels. The initial matches were found from LR images of size 
3072x2303 pixels. 863 matches were found in the HR images, distributed 
around the central part of the image and with    = 0.53. The matches were 
refined by applying the MQB algorithm and the best result was obtained by 
setting    to 30, giving 61 matches with    = 0.19. Results are summarized in 
Table5-4 with figures shown in Appendix C. 
Case 2: The size of the HR images is the same as Case 1, but the initial matches 
were found from LR images of size 1536×1152 pixels. 170 matches were found 
in the HR images distributed similarly to the matches in Case 1 and with    = 
0.57. The matches were refined by applying the MQB algorithm and the best 
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result was obtained by setting    to 10, giving 10 matches with    = 0.21.  
Results are summarized in Table  5- 4  with figures shown in Appendix C.  
5.4.1.3  Experiments on Park Burn images 
Two cases were considered. 
 
Case 1: SIFTSURF was run on Park Burn HR images of size 6144×4606 pixels. 
The initial matches were found from LR images of size 3072×2303 pixels. 815 
matches were found in the HR images, mostly distributed around the central part 
of the image and with    = 0.80. The matches were refined by applying the 
MQB algorithm and the best results was obtained by setting    to 30, giving 61 
matches with    = 0.31. Results are summarized in Table 5-4 with figures 
shown in Appendix C. 
Case 2: The size of the HR images is the same as Case 1, but the initial matches 
were found from LR images of size 1536×1152 pixels. 427 matches were found 
in the HR images, distributed similarly to the matches in Case 1 and with    = 
0.57. The matches were refined by applying the MQB algorithm and the best 
result was obtained by setting    to 30, giving 29 matches with    = 0.14. 
Results are summarized in Table 5-4 with figures shown in Appendix C. 
5.4.1.4  Experiments on the Hope images 
Two cases are considered. 
 
Case 1: SIFTSURF was run on Hope HR images of size 6144×4606 pixels. The 
initial matches were found from LR images of size 3072×2303 pixels. 7598 
matches were found in the HR images, mostly distributed in the bottom and top 
parts of the image and with    = 0.73. The matches were refined by applying 
the MQB algorithm and the best results were obtained by setting    to 10, 
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giving 42 matches with    = 0.26. Results are summarized in Table 5-4 with 
figures shown in Appendix C. 
 
Case 2: The size of the HR images is the same as Case 1, but the initial matches 
were found from LR images of size 1536×1152 pixels. 3130 matches were 
found in the HR images, distributed similarly to the matches in Case 1, but 
including new matches found over small regions in the left and right sides of the 
image and with    = 0.53. The matches were refined by applying the MQB 
algorithm, and the best result was obtained by setting    to 20, giving 47 
matches with    = 0.13. Results are summarized in Table 5-4 with figures 
shown in Appendix C. 
5.4.1.5  Experiments on Humbleton images 
SIFTSURF was run on Humbleton HR images of size 2260×2222 pixels. The initial 
matches were found from LR images of size 1130x1111 pixels. 10765 matches were 
found in the HR images, distributed over a wide area of the image and with    = 0.54. 
The matches were refined by applying the MQB algorithm and the best results were 
obtained by setting    to 10, giving 85 matches with    = 0.08. Results are summarized 
in Table 5-4, with figures shown in Appendix C. 
          Results from all these experiments show that SIFTSURF was faster than SIFT 
and also gave sets of matches with good   values.  
5.4.1.6  Comparison between CFSIFT and SIFTSURF 
A comparison between the proposed CFSIFT and SIFTSURF algorithms based on 
distribution and quality of matches, and time taken to find the matches was conducted 
and the results are summarised in Table 5-5. In two cases the SIFTSURF method gave 
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sets of matches that were not widely distributed over the images and this was due to the 
initial matches found using SURF. By comparison, the CFSIFT method gave wide 
distribution of matches in all cases tested due to the dense sets of initial matches found 
using the SIFT method. In terms of time taken, the SIFTSURF algorithm clearly 
improved on the CFSIFT algorithm with times reduced by factors ranging from 1.4 to 
133 but generally about 5. Based on Table 5-5 it can be concluded that the CFSIFT 
algorithm performed better in terms of quality of the matches than SIFTSURF applied 
to Tap Noth (distributions are shown in Figures 4.16 and C.2), Black_castle Newlands 
(distributions are shown in figures 4.28 and C.6)  and Park Burn (distributions are 
shown in Figures 4.46 and C.10) , SIFTSURF performed better in terms of quality of 
the matches than CFSIFT on The Hope (distributions shown in Figures 4.56 and C.14) 
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2674×2664 1338×1331 2895 2.28 2887 0.66 





 20 138 5.24 
10 52 4.78 
Black_castle 
Newlands 
6144×4606 3072×2303 863 0.53   




20 62 0.27 
10 33 1.16 
Black_castle 
Newlands 
6144×4606 1536×1152 170 0.57   
30 22 0.50 
2.61 18.72 21.33 20 16 0.49 
10 10 0.21 
Park Burn 6144×4606 3072×2303 815 0.80   




20 51 1.49 
10 28 1.53 
Park Burn 6144×4606 1536×1152 427 0.57   
30 29 0.14 
2.56 16.76 19.32 20 21 0.33 
10 11 0.17 
Hope 6144×4606 3072×2303 7598 0.73   




20 104 0.31 
10 42 0.26 
Hope 6144×4606 1536×1152 3130 0.53   
30 113 0.19 
4.46 65.29 69.76 20 74 0.13 
10 32 0.16 








20 202 0.12 
10 70 0.08 
 
 
Table  5-4 The proposed method SIFTSURF is applied on the aerial images. 
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Table  5-5 Comparison of times taken by SIFT, CFSIFT, and SIFTSURF algorithms. 
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of HR image 
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5.5 Lens distortion  
5.5.1 Overview 
All practical lenses are subject to some lens distortion unless they are ideally made, 
symmetric in their construction about the aperture stop and used with unit 
magnification. Lens distortion causes displacement of the image point positions 
produced by a true projective transformation and is defined by the lens designer as 
“failure of a lens to image a straight line in object space as a straight line in image space 
and to maintain the same metric” [1]. Two components of lens distortion are 
distinguished, known as radial distortion and tangential distortion. The latter is 
associated with non-centring and tilt of individual elements within multi-element lenses 
but the former occurs even with perfect positioning of the elements. 
            Lens distortion is usually negligible close to the centre of the image and 
increases steadily with distance from the centre. Depending on whether the image 
magnification increases or decreases with distance from the principal point, the radial 
distortion is called pincushion or barrel distortion respectively [1]. 
Most of the aerial photographs used in this study were taken with very high quality 
digital back Hasselblad cameras and lenses characterised by very small maximum 
distortion (~1.5 pixels).  However, distortion, even if present, may not be visible in 
images not containing suitable straight lines. In order to check for the existence of 
distortions in the aerial image data used in this study, experiments were performed 
using CFSIFT to find correspondences and     values using the central regions of the 
images. These were repeated using larger parts of the images up to the full sized 
images. The results are summarized in appendix (D) and show that, in all these 
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experiment the values of    changed randomly from case to case, so no clear evidence 
for radial distortion was found. 
           Distortion is often larger and more significant in lower cost equipment. The 
effect of lens distortion can be corrected by applying an appropriate geometric 
transformation to the images, but this requires the availability of distortion information 
for the lens used. The estimation of distortion parameters is of wide interest and a recent 
detailed study by de Villiers et. al [109] on the estimation of lens distortion from image 
data used four different fitting methods to estimate the distortion parameters. However, 
they concluded that one of the fitting methods, Levenberg Marquardt (LM), produced 
markedly inferior results to the other three, steepest descent, Fletcher-Reeves and 
Leapfrog. This rather surprising result prompted an investigation to be carried out [110] 
(to be published) with mathematical analyses done by JGB Haigh and data generation 
by the author. The following subsections contain brief descriptions of the mathematical 
basis and the experimental work. 
5.5.2  Estimation of distortion parameters 
A number of distortion models are quoted in the literature but the one used here is that 
attributed to Stein 
                 
        
          (5-3) 
                 
        
        (5-4) 
where         are the coordinates relative to the principal point of the distorted image 
and         are the corresponding coordinates in the undistorted image. The parameters 
K1, K2, are the radial distortion parameters and the effects of tangential distortion are 
taken up by the decentred coordinates         .  
             In order to fit the model parameter to data using the LM method it is necessary 
to define a quantity whose sum of squares provides the measure of optimisation. 
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Following de Villiers et al. [109], this quantity is the perpendicular distance d from a 
point p in the transformed image to a straight line fitted through the string of points to 
which it belongs, arising from a collinear set in the subject. The distance d is given by 
the formula: 
           
           
 
  (5-5) 
where the vector q specifies any point on the line and k is a unit vector in the direction 
of the line. However, this formula is not suitable for use with the LM method which 
also requires the individual distances and their derivatives. Taking the square root of 
this formula will result in singularities in the derivatives. An equivalent alternative 
formula without this problem is   
                       (5-6) 
where       are the coordinates of the centroid in the transformed image of the string 
that includes the point        , and               is the unit vector in the 
direction of the line. De Villiers et al. do not say how they fit a straight line to a string 
of data but the method used here is Principal Component Analysis (PCA). The 
calculation the eigenvalues of the variance-covariance matrix of the pairs       
reduces, for this 2-dimensional problem, to the solution of a quadratic equation. The 
eigenvector corresponding to the larger eigenvalue is the unit vector k; the smaller 
eigenvalue is the sum of squares of perpendicular distances from the fitted line. 
            In order to assess the general reliability of the LM method, it was applied to a 
series of simulated data sets created by calculating how a grid of lines would appear 
after distortion by a specific set of parameters. The simulated data could be calculated 
accurately, to the limits of computing precision, or with different amounts of uniform 
random error added to the points. This was done to investigate the likely effects of 
different amounts of error on the fitting procedure. The required calculation of the 
inverse transformation to the data model was achieved by a simple iterative process 
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which converges rapidly where the distortion (defined as the ratio of the difference ru –
 rd to the radial distance ru or rd) is not significantly greater than 10%.  
             Some sample results are shown in Table 5-6 which shows the response of the 
LM fitting method to several sets of synthetic data, each consisting of 5828 points 
obtained by distorting straight lines in a virtual image. The distortion parameters used 
for the simulation are shown as the target in the first line of the table,         being the 
coordinates of the centre of distortion relative to the centre point of the image. Each 
simulated coordinate was combined with a uniform random deviate in the range – to , 
as indicated in the first column. The “Max error” is the largest perpendicular distance 
from any single point of the data set to its fitted line. 
Table  5-6  Results of fitting distortion model parameters using LM method with 






xc yc Max error 
Target –4.0 4.0 40.0 40.0 
0.05 –4.001 3.997 39.2 39.2 0.09 
0.25 –3.992 3.980 37.5 42.5 0.30 
0.5 –3.993 3.945 34.9 40.7 0.64 
1.0 –4.075 4.158 37.6 47.3 1.29 
2.0 –3.922 3.754 46.8 30.9 2.46 
 
            The simulations showed that in the absence of errors, the LM method returned 
the model parameters exactly to within the set precision, providing the maximum 
distortion is less than about 10%. The most conspicuous feature of this table is that as 
the error bound on the points increases the fitted values move steadily away from their 
target values and the error indicator increases steadily in value. A number of 
simulations like the one shown in Table 5-6 have shown that in order to achieve an 
undistorted image correct to the nearest pixel it is necessary to locate points in the 
distorted image within 0.5 pixel. 
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5.5.3 Extraction of straight line data from real images 
The LM method described in the preceding section has been applied to images from 
several cameras, but in particular to a Nikon D300 fitted with a Nikon DX AF-S Nikkor 
18-135 mm zoom lens and a Nikon D AF Nikkor 28 mm fixed lens. In assessing its 
general reliability, it has also been applied to a series of simulated images, created by 
calculating how a grid of straight lines would appear after distortion by specific sets of 
parameters. It is the application to real data which is described here. The subject for 
study was the cube, faced with aluminium, which featured in images used in Chapter 3.  
A number of TIF images of one face of the cube, of size 42882848 pixels and depth 8 
bit, were captured with the D300 camera at different focal length settings of the zoom 
lens and with the fixed lens. An example is shown in Figure 5.1.  
 
Figure  5.1 An image of a cube face ruled with lines taken with a Nikon D300 camera 
and 28 mm fixed lens on left and after DCT filtering to reduce lighting variations on the 
right. 
 
         Algorithms were developed to extract strings of pixel positions from each of the 
ruled straight lines in the cube images. This task was complicated by the curvature of 
the lines in the images and the presence of other features such as scratches, screw holes 
and non-uniform lighting of the cube face. The latter was reduced by applying in 
sequence, the Discrete Cosine Transform (DCT), a high-pass Butterworth radial filter 
(Gonzalez and Woods) of order 2 with cut-off at wave number 10 and the inverse DCT. 
The effectiveness of the string extraction algorithm at different stages of development 
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was monitored by inspecting secondary images, which showed the detected points and 
the extraneous points removed using different grey values and colour.  
          The string extraction algorithm starts by creating a new image B of the same size 
as the DCT filtered image A, with pixels set to zero. Image B is used to mark the 
positions of candidate line pixels. The algorithm identifies pixels in the vertical ruled 
lines first by processing the rows of image A and then identifies pixels in the horizontal 
ruled lines by processing the columns of image A in a similar way. The algorithm has 
the following steps:   
1. Each row of image A is searched to find prominent local dips in intensity (candidate 
line pixels). A pixel satisfying the following conditions is marked in image B. The 
value of the current pixel is smaller than its neighbours and the four pixels on either 
side of the current pixel increase in value monotonically. In addition the depth of 
the dip is greater than 30. The step identifies pixels on the prominent ruled lines as 
well as a significant number of extraneous pixels. The latter are greatly reduced in 
number by requiring that marked pixels have 10 neighbours within a vertical 
distance of 20 pixels.  
2.  The number of marked pixels in each column of image B are counted and stored in 
a 1D array lpLine. The presence of the ruled lines results in prominent peaks in the 
1D data but these are broadened as a result of the curvature and slope of imaged 
lines. The start, end and middle ((start+end)/2) of individual peaks in the lpLine 
data are identified.  
3. A marked point is assigned to the peak middle it is nearest to and the number of 
marked points associated with each individual peak is determined. 
4. Complete ruled lines contain around 2000 to 4000 points and the marked points 
associated with any minor peaks in lpLine are discarded. The positions of the 
marked points associated with the individual major peaks are stored in individual 
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arrays each of which contains pixels on the ruled lines and possibly some nearby 
extraneous pixels. 
5. The removal of any remaining extraneous pixels from a string of line data is 
performed by reordering the data in ascending vertical order and dividing the data 
into 10 segments before fitting a straight line to each of the individual segments. 
Outliers (more than 3 standard deviations away from the fitted line) are discarded. 
To achieve a fit which is insensitive outliers, the absolute deviations are minimised 
[30] rather than the squared deviations. 
6. The individual strings of data are saved in a text data file for input to the lens 
distortion estimation algorithm of Section 5.7.2. 
The algorithm contains a number of numerical thresholds chosen to suit the nature of 
the cube data and no attempt was made to automate the specification of their value 
because this was a limited exercise to validate the lens distortion estimation method 
under conditions of significant distortion.  
5.5.4 Results 
The algorithm of Section 5.5.3 has identified and stored between 20000 and 40000 line 
points organised into individual strings of vertical and horizontal line points for the 
several captured images of the cube face.  The number of extraneous points removed by 
the algorithm in the first and later steps varied between 15% and 50% of the accepted 
points and was generally around 20%. Most of these were removed in the first filtering 
step. The strings of data were input to the LM lens distortion estimation algorithm with 
results shown in Table 5-7. For some lens settings two or more images were captured 
with different positions, lighting conditions and amounts of blurring.  
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Table  5-7 Lens distortion model parameters fitted using LM to image data captured 














 xc yc Max error 
A 35692 F 28 4.195 -10.90 84.04 -18.38 2.07 
B 36680 F 28 4.187 -10.97 70.60 -8.38 1.85 
C 37536 F 28 4.266 -11.80 105.1 -1.28 1.84 
D 23259 Z 40 -3.801 -5.229 -26.17 -81.45 1.83 
E 32780 Z 40 -3.903 -6.199 26.59 -129.1 1.65 
F 44127 Z 66 -4.502 1.453 1.58 -19.02 1.75 
G 42159 Z 66 -4.508 1.360 24.96 -28.71 1.86 
H 39171 Z 105 -4.137 -1.495 46.18 8.59 1.85 
 
The values of maximum error seen in Table 5-7 suggest, from the simulation results, 
that the strings of line data have an error bound slightly larger than 1 pixel and this was 
consistent with the somewhat irregular appearance of the lines in the images. The 
significance of the values of the fitted parameters is how well they enable the image 
distortion to be corrected. This was checked by applying these fitted values to create 
corresponding distortion corrected images and then drawing straight lines over each 
grid line in the corrected image. The drawn lines were always within the width of the 
grid line and perceptibly close to the centre. The corrected lines show no discernable 
deviation from linear and the aim of estimating and correcting the lens distortion has 
been achieved. 
5.6 Summary 
A comparison of the SIFT and SURF algorithms applied to the images used in this 
study showed that although the SURF detector is much faster than SIFT, the latter 
generally gave better performance in terms of quality and distribution of the matches 
over the images. Because of this, two algorithms were introduced by the author in this 
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chapter. The first applied to SURF the cropping technique previously successfully 
applied to the SIFT method in Chapter 4, but this CSURF method gave sets of matches 
with quality far from acceptable for all tested cases. The second SIFTSURF algorithm, 
aims to combine the speed advantage of SURF with the quality of SIFT. Experimental 
results showed that SIFTSURF gave satisfactory performance in some cases and in 
others where it did not give a wide distribution of matches the CFSIFT algorithm 
introduced in Chapter 4 CFSIFT gave better distributions. The set of matches obtained 
by these automatic techniques are used to generate dense disparity maps, as described in 
detail in Chapter 6. 
With regards to estimating lens distortion corrections, the Levenberg Marquardt 
method of estimating lens distortion corrections has been shown to be practical through 
simulations and by correcting images of a grid of lines captured at close focus with 
various lenses. However, lens distortion varies with the focus setting of the lens and a 
suitable test subject would be necessary to determine the (lower) distortion at the long 
focus settings used for aerial photography. Multiple images of a single accurate straight 
line feature, like the edge of a suitable building or a water level, taken at different 
positions in the field of view could provide a practical source of line strings from which 
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CHAPTER SIX 
6 Generating Dense Disparity Maps 
6.1 Introduction 
Generating dense disparity maps from uncalibrated pairs of images can be a challenging 
task. A significant aid to its solution, when the camera positions are such that the 
epipoles are outside the images, is image rectification, which simplifies the process of 
searching for correspondences from a 2D search to a search on the same scanline. 
Considerable effort has been devoted to solve the problem of rectification, which means 
finding two separate but related transformations which take the original left and right 
images into left and right rectified images. Here rectification is performed using the 
method Direct Rectification of un-calibrated Images (DRUI) [111] which requires 
knowledge of the fundamental matrix and the selection of any three correspondences, 
which define a zero disparity reference plane in the scene. This algorithm is relatively 
simple and fast [29]. Here the fundamental matrix is computed using the Hartley 
modification of the 8-point algorithm  [6]. Once a pair of images has been rectified, 
generating a dense disparity map for the whole scene involves taking each point in the 
left (say) rectified image, searching for the corresponding point in the other rectified 
image and then computing the disparity value , which is the difference in the x 
coordinates of the corresponding points. If a transformation between internal 
coordinates (x, y and ) to external coordinates (X, Y and Z) has been established, using 
some calibration information, as described in Section 3.2.2 then a 3D map of the scene 
can also be computed. Correspondences may be found in many ways but correlation 
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matching is a straightforward technique which can be highly accurate in some 
circumstances. 
               In the case of images taken from a light aircraft, corresponding regions in two 
images may differ in brightness and contrast because of changes of lighting and/or 
viewing direction, causing correlation coefficients to be reduced. This can be 
compensated for by using Pearson’s (normalized) correlation coefficient [30]. However, 
a fundamental criticism of this area approach to finding correspondences is that the 
change of camera viewpoint causes the two views of a particular local region to have 
different perspective distortions (different relative distortion), which will reduce the 
correlation between two views of the same region. This is one factor which limits the 
useful length of baseline between the two camera positions when correlation matching 
is employed. Correlation would be expected to give poorer results in regions where 
relative perspective distortions are greater. However, the rectification method employed 
here has the property that there is zero relative distortion for parts of the scene which 
are in the chosen reference plane (corresponding points in this plane have the same y 
coordinates because the images are rectified and the same x coordinates because the 
disparity is zero). On the other hand disparity and relative distortion can vary 
considerably over planes that are steeply tilted to the reference plane selected for 
rectification.  
            Therefore, the approach suggested here to improve the resulting disparity map is 
to apply multiple local rectifications to the image pair. However, several factors can 
affect the values of correlation coefficients and this motivates investigating the benefit, 
if any in practice, of applying local rectifications. In the existing scheme (following 
AlZharani [103]) , rectification is applied to a whole image based on a global reference 
plane, and then correlation matching is applied to determine a global disparity map. 
This allows a small number (a minimum of five but preferably more) of known 
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calibration points scattered over the scene to be used to find an internal to external 
transformation which converts the global disparity map to a 3D map covering the whole 
scene. To allow a small number of calibration points still to be sufficient to generate a 
3D map of global extent, it would be necessary to transform disparities calculated 
locally into the values they would have relative to a global reference plane. 
           This chapter includes the following elements. In Section 6.2, the method of 
generating dense disparity maps is described and in Section 6.3 some results applying 
this method using automatically generated correspondences to aerial images are 
presented. In Section 6.4 the author’s method to improve the accuracy of the disparity 
map by applying a local rectification approach is described with experimental results 
presented in Section 6.5. Some examples of 3D point clouds generated using the 
disparity maps and the method described in section 3.2.2 are displayed by employing a 
3D graphic viewer in Section 6.6. The chapter is summarised in Section 6.7. 
6.2 Algorithm for computing disparity maps 
Given a point          in the external scene, then this point is projected into an image 
points        and            on the left and right rectified images respectively. The 
vertical disparities, although not exactly zero due to experimental errors, are normally 
small (less than a pixel). A convenient selection of the reference plane simplifies a 
manual interpretation of the horizontal disparity   in terms of depth, where objects 
behind it and in front of it have disparity values of opposite sign.  
         The algorithm used to compute the global disparity map, from the rectified images 
and a list of initial correspondences, is based on the one developed by [103] but with the 
memory usage simplified so that disparity maps that previously took hours are 
completed in minutes. The resulting algorithm is described briefly as follows:  
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1. An array of structures is set up with array equal in dimensions to the reference 
image to contain disparity value, correlation coefficient, and image grey value at 
each point. Another array equal in dimensions to the reference image is set up to 
hold a Voronoi tessellation computed from the corresponding points in the 
reference image and containing tiled regions each labelled with the list number 
of the associated correspondence. For visualisation of the disparity map, a 24 bit 
image of size equal to the reference image is set up to display the computed 
disparity values in shades of grey, overwriting the default green value.  
2. The calculation of the disparity map now takes each correspondence in turn and 
searches for correlation matches to all points within the Voronoi tile associated 
with the current left correspondence. The points in this tile are considered in turn 
starting from the corresponding point and moving to the right along the current 
line and when the end is reached, continuing from the correspondence but 
moving to the left. After each line in the tile has been considered the search 
moves up to the next line and continues. After reaching the top of the current 
tile, the search continues downwards starting from the line below the 
correspondence. In practise it is found that increasing the size of each tile by a 
factor (1.5 for example), so they overlap, may give a slightly more complete 
disparity map (when there is occlusion or other problem in a region) because 
some points (depending on the size of the factor) will be visited more than once 
from up to four different directions.  
3. At each pixel position in the left image, a correlation matching function 
CrossCorDisp() is called. This calculates Pearson’s correlation coefficient given 
in the following equation: 
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     (6-1)             
where,    and   denotes the width and the height respectively of the correlation 
windows (typically 77, 1515, etc.) centred about       and        ,   and     
represent intensity values in the left and right image regions  respectively and    
and      represent the average values of intensity within the left and right image 
region respectively, providing the standard deviation of pixel values in the 
windowed left image is greater than 0.1. Values of Pearson’s coefficients are 
calculated at all points         within a 3 by 3 (or 3 by 9 at the start of each line) 
search region centred on the last right correspondence. The function returns the 
position of the largest coefficient and interpolated sub-pixel values if the largest 
coefficient is not at the edge of the search region.  
The search for the match with largest coefficient continues, to try to find an interpolated 
match not on the boundary of the search region and is allowed to move up or down one 
line in this process. The search may fail for reasons, such as lack of texture in a region 
and occlusion, but if it succeeds and a value equal to or greater than a specified 
threshold (normally between 0.5 and 0.9) is returned then the array of structures and 
disparity map are updated. If, due to overlapping tiles, a pixel position is visited more 
than once and more than one value has been obtained, then the match with the highest 
Pearson’s coefficient is retained. 
 
. 
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6.3 Generating global disparity maps using correspondences 
found automatically 
 
Matches found using the CFSIFT and SIFTSURF methods proposed in Chapters 4 and 
5 were used as initial correspondences to build dense disparity maps for those images 
using the algorithm described in Section 6.2. 
Following the conclusions from the comparing the CFSIFT and SIFTSURF 
algorithm, the disparity maps for Tap O’ Noth, Black_Castle Newlands, Park Burn 
images were built using correspondences found with the CFSIFT algorithm which gave 
a better distribution of matches than that generated by the faster SIFTSURF algorithm. 
The disparity maps for Humbleton and The Hope images were built using the set of 
matches found by the SIFTSURF algorithm which worked well with these images. 
6.3.1 Results for Tap O’ Noth images 
In these experiments initial matches were found from LR (13381331 pixels) images, 
1606 matches found in the HR images were spread widely over almost the whole image, 
with    = 1.10, before refining manually until    became 0.76 with 1548 matches.  The 
images were rectified based on the fundamental matrix estimated from the manually 
refined set of matches and a reference plane determined by the three pair of 
correspondences (points 55, 99, 292) located on the top level of the hill in the image. 
The original set of matches was then refined using the MQB algorithm, retaining 189 
matches with    = 0.65. The images were rectified again based on the fundamental 
matrix estimated from the automatic refined set of matches and a reference plane 
determined by three pair of correspondences (points 66, 30, 28) also located on the top 
of the hill, and then dense disparity maps were generated for both cases. Since the 
reference plane in the two cases are selected on the top level of the hill the two disparity 
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maps have similar contour representation which are filled almost equally from the top of 
the hill. However, the first disparity map is slightly better than the one generated after 
automatic refinement even though the latter used a set of correspondences with slightly 
lower   since in latter the fraction of uncorrelated pixels indicated in green in the top 
and bottom parts of the image is more than that one in the former disparity map. Results 
are shown in Figures 6.1 to 6.4. 
 
Figure  6.1 Tap O’ Noth 26762662 pixels resolution image pair, rectified using manually 
refined matches found with CFSIFT, after initial matches found with SIFT from (13381331) 
resolution images.    = 0.76 and reference plane (55, 99, 292). 
 
 
Figure  6.2 Tap O’ Noth disparity map generated using the data in Figure 6.1 with 
correlation threshold set to 0.5 and 77 correlation window. 
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Figure  6.3 Tap O’ Noth 26762662 pixels resolution image pair, rectified using MQB 
refined matches found with CFSIFT, after initial matches found with SIFT from 




Figure  6.4 Tap O’ Noth disparity map generated using the data in Figure 6.3 with 
correlation threshold set to 0.5 and 77 correlation window. 
 
6.3.2  Results for Black_Castle Newlands images 
In these experiments initial matches were found from LR (15361152 pixel) images and 
276 matches were found in the HR (61444606 pixel) images with    = 0.62. The 
images were rectified based on the fundamental matrix estimated from this set of 
matches and a reference plane determined by the three pair of correspondences (points 
64, 147, 203) located in the central part of the image. The matches were refined by the 
MQB algorithm to 28 matches with    = 0.27. The images were rectified again based 
on the fundamental matrix estimated from the refined set and a reference plane 
determined by the three pair of correspondences (points 27, 34, 10) located in the 
central part of the image as well. Disparity maps were generated for both cases. The two 
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disparity maps have similar contour representations due to similar reference planes and 
both maps are almost complete with disparity data for the whole image. Results are 
shown in Figures 6.5 to 6.8. 
 
Figure  6.5 Black Castle Newlands 61444606 pixels resolution image pair, rectified using 276 
matches found with CFSIFT, after initial matches found with SIFT from (15361152) 
resolution images.    = 0.62 and reference plane (64, 147, 203). 
 
 
Figure  6.6 Black Castle Newlands disparity map generated using data from Figure 6.5 with 
correlation threshold set to 0.5 and with 77 correlation window. 
 
 
Figure  6.7 Black Castle Newlands 61444606 pixels resolution image pair, rectified using 
MQB refined matches found with CFSIFT, after initial matches found with SIFT from 
(15361152) resolution images.    = 10     = 0.27, reference plane (27, 34, 10). 
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Figure  6.8 Black Castle Newlands disparity map generated using data from Figure 6.7 with 
correlation threshold set to 0.5 and with 77 correlation window. 
 
6.3.3 Results for Park Burn images 
In these experiments, initial matches were found from LR (15361152 pixel) images, 
and 269 matches were found in the HR (61444606 pixel) images with    = 0.64. The 
images were rectified based on the fundamental matrix estimated from this set of 
matches and a reference plane determined by the three pair of correspondences (points 
21, 91, 148) located in the central part of the image. The matches were refined using the 
MQB algorithm, to retain 60 points with,    = 0.27. The images were rectified again 
based on the fundamental matrix estimated from the refined set of matches and a 
reference plane determined by the three pair of correspondences (points 10, 12, 24) 
located in the central part of the image as well, and then disparity maps were generated 
for both cases. Since the two disparity maps have similar reference planes, the two maps 
have similar contour representations, and both disparity maps are almost complete. 
Results are shown in Figures 6.9 to 6.12. 
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Figure  6.9 Parkburn  61444606 pixels resolution image pair, rectified using 269 matches 
found with CFSIFT, after initial matches found with SIFT from (15361152) resolution images. 




Figure  6.10 Parkburn disparity map generated from the data in Figure 6.9 with correlation 





Figure  6.11 Parkburn  61444606 pixels resolution image pair, rectified using MQB refined 
matches found with CFSIFT, after initial matches found with SIFT from (15361152) 
resolution images.    = 20,   = 0.27, reference plane (10, 12, 24). 
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Figure  6.12 Parkburn disparity map generated from the data in Figure 6.11 with correlation 
threshold set to 0.5 and with 77 correlation window. 
 
6.3.4 Results for the Hope images 
In these experiments the initial matches were found from LR (30722303 pixel) images 
and 7598 matches were found in the HR (61444606 pixel) images with     = 0.73. The 
images were rectified based on the fundamental matrix estimated from this set of 
matches and a reference plane determined by the three pair of correspondences (points 
44, 749, 685) located in the bottom part of the image. The matches were refined by 
applying the MQB algorithm to give 42 matches with    = 0.26. The images were 
rectified again based on the fundamental matrix estimated from the refined set of 
matches and a reference plane determined by the three pair of correspondences (points 
13, 17, 12) located in the bottom part of the image as well and disparity maps were 
generated for both cases. Results are shown in Figures 6.13 to 6.16. The two disparity 
maps have slightly different contour representation especially in the left bottom part of 
the image in the area of the reference plane due to differences in reference planes. Both 
disparity maps are almost complete, apart from some uncorrelated pixels spread over 
the top left and top right parts of the disparity map generated from the matches refined 
using MQB algorithm. 
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Figure  6.13 The Hope 61444606 pixels resolution image pair, rectified using 7598 
matches found with FSIFT, after initial matches found with SURF from (30722303) 





Figure  6.14 The Hope disparity map generated from the data in Figure 6.13 with correlation 





Figure  6.15 The Hope 61444606 pixels resolution image pair rectified using 42 MQB refined 
matches found with FSIFT, after initial matches found with SURF from (30722303) resolution 
images.   = 10,     = 0.26, reference plane (13, 17, 12). 
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Figure  6.16 The Hope disparity map generated from the data in Figure 6.15 with 
correlation threshold set to 0.5 and with 77 correlation window. 
 
6.3.5 Results for Humbleton images 
In these experiments the initial matches were found from LR (11301111 pixel) images 
10765 matches were found in the HR (22602222 pixel) images with     = 0.54. The 
images were rectified based on the fundamental matrix estimated from this set of 
matches, and a reference plane determined by the three pair of correspondences (points 
666, 393, 662) located near the top of the circular hill in the image. The matches were 
refined by applying the MQB algorithm, to give 70 matches with    = 0.08. The images 
were rectified again based on the fundamental matrix estimated from the refined set, 
and a reference plane determined by the three pair of correspondences (points 16, 34, 
42) located on the top part of the hill as well, and then disparity maps generated for both 
cases. Although the two reference planes are selected almost on the same area, the 
contour representations of these two maps are slightly different. Both disparity maps 
cover almost the whole image. Results are shown in Figures 6.17 to 6.20. 




Figure  6.17 Humbleton 22602222 pixels resolution image pair, rectified using 10765 
matches found with FSIFT, after initial matches found with SURF from (11301111) 





Figure  6.18 Humbleton disparity map generated from the data in Figure 6.17 with 





Figure  6.19 Humbleton 22602222 pixels resolution image pair rectified using 70 
MQB refined matches found with FSIFT, after initial matches found with SURF from 
(11301111) resolution images.    = 10,     = 0.08, reference plane (16, 34, 42). 
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Figure  6.20 Humbleton disparity map generated from the data in Figure 6.19 with 
correlation threshold set to 0.5 and 77 correlation window 
 
6.4  Local Rectification Algorithm  
This approach aims to improve the correlation achieved using a single rectification by 
reducing the effects of any perspective distortion that still exists between image planes 
after rectification, especially in the planes of the images that are sharply inclined to a 
global reference plane. The idea is to rectify local regions by using local reference 
planes to produce rectification homographies. Pairs of local rectified images are 
correlated to produce local disparity maps. The suggested local rectification algorithm 
includes the following stages: 
 
1. Use three pairs of corresponding points (chosen manually or by 
automatically selecting widely separated points) to generate rectifying 
transformations A and B applied to the original images, labeled 0 and 1, 
respectively. Reserve memory storage for a global disparity map based on 
these transformations. 
2. Define a list of triangular facets in the images, each determined by three 
pairs of corresponding points. 
3. For each facet pair use the fundamental matrix and the three local reference 
points to compute local rectifying transformations a and b applied to the 
original images 0 and 1 respectively which are used to generate local 
rectified images. 
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4. For each pair of local rectified images generate a local dense disparity map 
by using the method described in Section 6.2 with only three 
correspondences. 
5. For each local disparity map use the values obtained, which should be small, 
to compute values for the corresponding region in the global disparity map. 
Step 5 is performed as follows.  
For each homogeneous point x0R in the appropriate region of the global disparity 
map compute the corresponding point       
      in the reference local image. 
From the local disparity map find the point x1r in the other local rectified image. 
Compute the corresponding point        
      in global rectified image 1 and 
determine from the difference x1R - x0R in their Euclidian x coordinates the global 
disparity corresponding to point x0R to place in the global disparity map. 
         Although the correlation coefficients found in a local region are expected to be 
more reliable than those in the corresponding region found using a global rectification 
this expectation must be tested and experiments to do this are described in the following 
sections. 
 
6.5 Experimental Results 
The method used to compare the performance of the local rectification algorithm with 
the global rectification algorithm is to compare the values of correlation coefficients 
achieved by the two methods within corresponding triangular regions using histograms 
normalised to unit area. An ideal histogram would provide a spike at a correlation 
coefficient of one. In practise this is never achieved and the distributions cover a wide 
range of values. The correlation matching is performed with a threshold of 0.5 and the 
resulting distributions of correlation coefficients are calculated using bins of width 0.05 
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between the range of values from 1.0 to 0.5 and all values less than 0.5 (which includes 
pixels not correlated) are lumped into one bin. To provide a basis for tabular 
comparison of the results two numerical measures are calculated. The first is the 
averages of the correlation coefficients (for values above the threshold), in the local 
disparity map and the corresponding region of the global disparity map,         and  
         respectively. The second criterion is the ratio of the number of correlated 
pixels (shown as grey pixels in the disparity maps) to the total number of pixels, for the 
local disparity map and the corresponding region in the global map,         and 
         respectively. 
      Three pairs of images were used for comparison of the two methods, images of the 
Cube, Chaplaincy and Tap O’ Noth and the results obtained are presented in the 
following subsections. 
6.5.1 Results for Cube image 
A comparison of local with global rectification approaches was carried out on images of 
the cube used previously. The three plane faces perpendicular to each other would 
appear to make it ideal for such comparisons but on the other hand the faces have little 
texture apart from the engraved lines. A global disparity map was generated using 52 
correspondences and a reference plane cutting through the corner of the cube. Three 
local disparity maps were generated using reference planes in the three faces of the 
cube. These four disparity maps were generated using a correlation threshold of 0.5 and 
a 77 correlation window. The resulting disparity maps are shown in Figure 6.21. 
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Figure  6.21 Disparity maps created using different reference planes, 77 correlation 
window and 0.5 correlation threshold. (a) Reference plane (20, 9, 28) through the corner 
of the cube. (b) Reference plane (50, 14, 22) in the right face. (c) Reference plane (27, 
33, 40) in the left face. (d) Reference plane (45, 4, 11) in the top face. 
 
In order to make quantitative comparisons between corresponding regions of the 
image in local and global disparity maps histograms normalized to unit area were 
calculated for correlation coefficients within triangular regions in the right, left and top 
faces of the cube. These are shown in figures 6.22 to 6.24 respectively, which also 
include results calculated using 1515 correlations windows as well as the 77 
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Figure  6.22 Normalised histograms of correlation  coefficients (100) over 
corresponding regions in  global disparity maps (a) and (c) and local disparity maps (b) 
and (d) for region (50, 14, 22) in the right face of the Cube images. Histograms in top 
and bottom rows calculated with 77 and 1515 correlation windows respectively, all 










Figure  6.23 Normalised histograms of correlation  coefficients (100) over 
corresponding regions in  global disparity maps (a) and (c) and local disparity maps (b) 
and (d) for region (27, 33, 40) in the left face of the Cube images. Histograms in top and 
bottom rows calculated with 77 and 1515 correlation windows respectively, all with 
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Figure  6.24 Normalised histograms of correlation  coefficients (100)  over 
corresponding regions in  global disparity maps (a) and (c) and local disparity maps (b) 
and (d) for region (45, 4, 11) in the top face of the Cube images. Histograms in top and 
bottom rows calculated with 77 and 1515correlation windows respectively, all with 
correlation threshold of 0.5. 
 
       The presence of a peak at the left sides of a histogram in Figures 6.22 to 6.24 is an 
indicator that the associated disparity map does not completely fill the triangular area 
over which the comparison is made. Comparing the histograms in the right column with 
those in the left column it can be seen that the distributions generally shift to the right, 
indicating an improvement by local rectification and this is more pronounced with the 
larger correlation window. To enable a more quantitative comparison, some tabular 
results have been generated from these histograms and these are shown in Tables 6-1 to 
6-3. 
Table  6-1 Comparisons of average correlation coefficients and percentages of correlated pixels 
for corresponding regions in the global and local histograms shown in figures 6.22 to 6.24 for 
77 correlation window and 0.5 correlation threshold 
Region 
Global rectification Local rectification Improvement (%) 
                                      
Right face 
(50,14,22) 
71.81 74 78.28 84 9 14 
Left face 
(27,33,40) 
69.40 69 78.18 74 13 7 
Top face 
(45,4,11) 
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Table  6-2 Comparisons of average correlation coefficients and percentages of correlated pixels 
for corresponding regions in the global and local histograms shown in figures 6.22 to 6.24 for 
1515 correlation window and 0.5 correlation threshold 
 
Region Global rectification Local rectification Improvement (%) 
                                      
Right face 
(50,14,22) 
64.79 62 77.23 100 19 61 
Left face 
(27,33,40) 
63.25 43 83.36 81 32 88 
Top face 
(45,4,11) 
63.12 80 75.12 91 19 14 
 
Table  6-3 Comparisons of average correlation coefficients and percentages of correlated pixels 
for corresponding regions in the global and local histograms shown in figures 6.22 to 6.24 for 
1515 correlation window and 0.7 correlation threshold 
Region Global rectification Local rectification Improvement (%) 












19 79.03 68 6 258 
 
       The results in Table 6-1 show a modest improvement in using local rectification of 
around 10% in both the correlation coefficient and coverage of the disparity maps in the 
regions of the left and right face of the cube with little change in the region of the top 
face. The corresponding results in Table 6-2, calculated with a 1515 correlation 
window show larger improvements of 20% to 30% in correlation coefficients and 14% 
to 88% improvement in coverage. The results in Table 6-3, calculated with a 1515 
correlation window and considering only pixels with correlation coefficients greater 
than 0.7 show modest improvements of 4% to 12% in correlation coefficients and large 
improvements in coverage from 258% to 744%. 
6.5.2 Results for Chaplaincy images 
A further comparison of local and global rectification approaches to generating disparity 
maps was made on pairs of Chaplaincy images. The structure of this scene contains 
several prominent planes that include the right hand front wall which forms a large part 
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of the building, the bay window in the left hand front wall of the building and the roof 
of the building. These features can be seen in the three global disparity maps shown in 
Figure 6.25 which were calculated using 69 correspondences, a reference plane in the 
right hand front wall of the building and three combinations of correlation window sizes 
and correlation thresholds namely 77 and 0.5, 1515 and 0.5, and 1515 and 0.9. 
 
Figure  6.25 Disparity maps calculated for a pair of Chaplaincy images using a 
reference plane (12, 17, 21) in the right hand main wall of the building using correlation 
windows and correlation thresholds of (a) 77 and 0.5, (b) 1515 and 0.5 and (c) 1515 
and 0.9. 
 
         The most obvious feature of Figure 6.25 is that the parts of the building 
significantly inclined to the front wall including the roof and the sides of the bay 
windows have few pixels with correlation coefficients greater than 0.9, at least using a 
1515 correlation window. Although it is not obvious from Figure 6.25, the disparity 
maps generated with the 1515 correlation window are smoother than the one generated 
with the 77 correlation window. 
         Five different local rectifications were carried out on the Chaplaincy images to 
assess the effects that locations of reference plane have on the correlation coefficients. 
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These include two regions (defined by points (3, 6, 7), and (5, 6, 10)) selected from the 
roof of the building which is sharply inclined to the front wall, expected to be affected 
by perspective distortion. Another two regions were selected from the left (points 37, 
40, 41) and right (points 48, 49, 50) bay front of the building, which again are inclined 
to the front wall. The fifth region is selected from the left side of the building (points 54, 
56, 58). These regions are shown in the left column of Figure 6.26 from top to bottom 
respectively. Also shown in Figure 6.26 are local and global disparity maps for these 
regions in the middle and right columns respectively. 
           With the 0.5 correlation threshold used, most pixels in the disparity maps in 
Figure 6.26 have disparity values, the main exceptions being those in the roof skylight 
which is textureless. The most obvious feature of these disparity maps is that the local 
ones have only small ranges of disparity values whereas the global ones (which are 
relative to the plane of the right front wall) have large ranges of disparity values when 
the associated surface makes a large angle to the global reference plane, which is true 
for cases (a) to (d) but not (e).  
           In order to make quantitative comparisons between corresponding regions of the 
images in local and global disparity maps histograms normalized to unit area were 
calculated for correlation coefficients within triangular regions of the selected parts of 
the Chaplaincy images. These are shown in figures 6.27 to 6.31 and also include results 
calculated using 1515 correlations windows as well as the 77 windows used for the 
maps shown in Figure 6.26. 
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Figure  6.26 From left to right columns contain regions of left rectified image, local 
disparity map and global disparity maps respectively of Chaplaincy images, with 
disparity maps showing the points defining the local reference plane. The rows (a) to (e) 
show regions in the roof (points 3, 6, 7), roof (points 5, 6, 10), bay left (points 37, 40, 
41) and front left (points 54, 56, 58) respectively. All maps generated using 77 
correlation window and 0.5 correlation threshold. 
 










Figure  6.27 Normalised histograms of correlation  coefficients (100)  over 
corresponding regions in  global disparity maps (a) and (c) and local disparity maps (b) 
and (d) for region (3, 6, 7) in the roof of the Chaplaincy images. Histograms in top and 
bottom rows calculated with 77 and 1515correlation windows respectively, all with 











Figure  6.28 Normalised histograms of correlation  coefficients (100)  over 
corresponding regions in  global disparity maps (a) and (c) and local disparity maps (b) 
and (d) for region (5, 6, 10) in the roof of the Chaplaincy images. Histograms in top and 
bottom rows calculated with 77 and 1515 correlation windows respectively, all with  
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Figure  6.29 Normalised histograms of correlation  coefficients (100)  over 
corresponding regions in  global disparity maps (a) and (c) and local disparity maps (b) 
and (d) for region (37, 40, 41) in the  bay left of the Chaplaincy images. Histograms in 
top and bottom rows calculated with 77 and 1515 correlation windows respectively, 











Figure  6.30 Normalised histograms of correlation  coefficients (100)  over 
corresponding regions in  global disparity maps (a) and (c) and local disparity maps (b) 
and (d) for region (5, 48, 49) in the  bay right of the Chaplaincy images. Histograms in 
top and bottom rows calculated with 77 and 1515 correlation windows respectively, 
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Figure  6.31 Normalised histograms of correlation  coefficients (100)  over 
corresponding regions in  global disparity maps (a) and (c) and local disparity maps (b) 
and (d) for region (54, 56, 58) in the front left of the Chaplaincy images. Histograms in 
top and bottom rows calculated with 77 and 1515correlation windows respectively, 
all with correlation threshold of 0.5. 
 
          The absence of peaks at the left sides of histograms in Figures 6.27 to 6.30 is an 
indicator that the associated disparity maps fill the triangular areas over which the 
comparisons are made. Comparing the histograms in the right columns with those in the 
left columns it can be seen that the distributions generally shift to the right, indicating 
an improvement by local rectification and this is more pronounced with the larger 
correlation window. The exception to this is Figure 6.30 where the region chosen is in 
forward of the global reference plane but roughly parallel to it. A more quantitative 
comparison has been made by generating some tabular results from these histograms 
and these are shown in tables 6-4 to 6-6. 
          The results in Table 6-4 show a small improvement in using local rectification of 
around 4% to 10% in correlation coefficient and no improvement in coverage of the 
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Table 6.5, calculated with a 1515 correlation window, show larger improvements of 
around 16% to 23% in correlation coefficients and no improvement in coverage which 
is already 100%. The results in Table 6-6, calculated with a 1515 correlation window 
and considering only pixels with correlation coefficients greater than 0.9, show modest 
improvements of around 3% to 4% in correlation coefficients for all but one case where 
there is a slight worsening by 1% but in all cases there is large improvements in 
coverage ranging from 780% to 4000%, starting from very low values. 
 
Table  6-4 Comparisons of average correlation coefficients and percentages of 
correlated pixels for corresponding regions in the global and local histograms shown in 
figures 6.26 to 6.30 for 77 correlation window and 0.5 correlation threshold. 
 
Region 
Global rectification Local rectification Improvement (%) 
       
        
 
      
       
         
Roof (3,6,7) 86.97 100 90.22 100 3.7 0 
Roof 
(5,6,10) 
90.94 100 94.90 100 4.4 0 
Bay left 
(37,40,41) 
86.36 100 91.69 100 6.2 0 
Bay right 
(48,49,50) 
86.05 100 91.37 100 6.2 0 
Front left 
(54,56,58) 




Table  6-5 Comparisons of average correlation coefficients and percentages of 
correlated pixels for corresponding regions in the global and local histograms shown in 







Global rectification Local rectification Improvement (%) 
                                      
Roof (3,6,7) 76.55 100 90.47 100 18.2 0 
Roof 
(5,6,10) 
81.16 100 95.33 100 17.5 0 
Bay left 
(37,40,41) 
81.63 100 94.42 100 15.7 0 
Bay right 
(48,49,50) 
75.22 100 92.58 100 23.1 0 
Front left 
(54,56,58) 
94.80 100 94.32 100 -0.51 0 
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Table  6-6 Comparisons of average correlation coefficients and percentages of 
correlated pixels for corresponding regions in the global and local histograms shown in 
figures 6.26 to 6.30 for 1515 correlation window and 0.9 correlation threshold. 
 
6.5.3 Results for Tap O’ Noth images 
A third comparison of local and global rectification approaches to generating disparity 
maps was made on pairs of Tap O’ Noth images which shows a prehistoric hill fort in 
Scotland, on the level area at the summit of a prominent hill. These features can be seen 
in the three global disparity maps shown in Figure 6.32 which were calculated using 70  
correspondences, with a reference plane in the flat ground at the top of the hill and three 
combinations of correlation window sizes and correlation thresholds namely 77 and 
0.5, 1515 and 0.5, and 1515 and 0.8. The most obvious feature of Figure 6.32 is 
relatively poor coverage of disparity values on the part of the hill which is on the far 
side from the camera and hence foreshortened, in the upper half of the images. 
Increasing the correlation threshold to 0.8 reduces the area coverage, particularly in the 
foreshortened region. 
Region 
Global rectification Local rectification Improvement (%) 
                                      
Roof (3,6,7) 93.74 3 92.84 61 -1.0 1933 
Roof 
(5,6,10) 
91.84 8 95.33 100 3.8 1150 
Bay left 
(37,40,41) 
91.85 10 95.34 88 3.8 780 
Bay right 
(48,49,50) 
90.87 2 93.47 82 2.9 4000 
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Figure  6.32 Disparity maps calculated for a pair of Tap O’ Noth images using a reference plane 
(points 6, 7, 26) in the level ground at the top of the hill using correlation windows and 
correlation thresholds of (a) 77 and 0.5, (b) 1515 and 0.5 and (c) 1515 and 0.8. 
 
         Five different local rectifications were carried out on the Tap O’ Noth images to 
assess the effects that locations of reference plane have on the correlation coefficients. 
The five local regions were chosen from different parts of the hillside as follows: right 
slope (points 50, 51, 52), front slope (points 5, 31, 46), rear slope (points 30, 31, 37), 
front slope (points 23, 60, 61) and left slope (points 6, 8, 25). These regions are shown 
in the left column of Figure 6.33 from top to bottom respectively. Also shown in Figure 
6.33 are local and global disparity maps for these regions in the middle and right 
columns respectively. 
       With the 0.5 correlation threshold used, most pixels in the disparity maps in Figure 
6.33 have disparity values; the poorest coverage is in the rear slope which is heavily 
foreshortened. Unlike the Chaplaincy images, the Tap O’ Noth images have no 
significant planar features and there is greater variation in disparity values over the local 
triangular rectification regions than in the Chaplaincy images, although the variation is 
still less than in the corresponding regions of the global map in most cases. 
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Figure  6.33 From left to right columns contain regions of left rectified image, local disparity 
maps and global disparity maps respectively of Tap O’ Noth images, with disparity maps 
showing the points defining the local reference plane. The rows (a) to (e) show regions on right 
slope of hill (points 50, 51, 52), on front slope of hill (points 5, 31, 46), on rear slope of hill 
(points 23, 60, 61), on front slope of hill (points 31, 30, 37) and on left slope of hill (points 6, 
25, 58) respectively. All maps generated using 77 correlation window and 0.5 correlation 
threshold. 
 
           In order to make quantitative comparisons between corresponding regions of the 
images in local and global disparity maps histograms normalized to unit area were 
calculated for correlation coefficients within triangular regions of the selected parts of 
the Tap O’ Noth images. These are shown in Figures 6.34 to 6.38 and also include 
results calculated using 1515 correlations windows as well as the 77 windows used 
for the maps shown in Figure 6.33. 









Figure  6.34 Normalised histograms of correlation  coefficients (100)  over 
corresponding regions in  global disparity maps (a) and (c) and local disparity maps (b) 
and (d) for region (50, 51, 52) on right slope of the Tap O’ Noth images. Histograms in 
top and bottom rows calculated with 77 and 1515correlation windows respectively, 
all with correlation threshold of 0.5. 
 
( 
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                                  (d) 
Figure  6.35 Normalised histograms of correlation  coefficients (100)  over 
corresponding regions in  global disparity maps (a) and (c) and local disparity maps (b) 
and (d) for region (5, 31, 46) on front slope of the Tap O’ Noth images. Histograms in 
top and bottom rows calculated with 77 and 1515correlation windows respectively, 
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Figure  6.36 Normalised histograms of correlation  coefficients (100)  over 
corresponding regions in  global disparity maps (a) and (c) and local disparity maps (b) 
and (d) for region (23, 60, 61) on rear slope of the Tap O’ Noth images. Histograms in 
top and bottom rows calculated with 77 and 1515 correlation windows respectively, 










Figure  6.37 Normalised histograms of correlation  coefficients (100)  over 
corresponding regions in  global disparity maps (a) and (c) and local disparity maps (b) 
and (d) for region (30, 31, 37) on front slope of the Tap O’ Noth images. Histograms in 
top and bottom rows calculated with 77 and 1515 correlation windows respectively, 
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Figure  6.38 Normalised histograms of correlation  coefficients (100)  over 
corresponding regions in  global disparity maps (a) and (c) and local disparity maps (b) 
and (d) for region (6, 25, 58) on left slope of the Tap O’ Noth images. Histograms in top 
and bottom rows calculated with 77 and 1515 correlation windows respectively, all 
with correlation threshold of 0.5. 
 
           Most of histograms in Figures 6.34 to 6.38 have distributions which peak at 
correlation coefficient values of around 0.8 to 0.9 and there is little obvious difference 
between the use of local and global rectifications and window sizes of 77 and 1515. 
The exception is Figure 6.36, which shows histograms for a region on the rear slope of 
the hill, where the local distributions are clearly shifted to the right compared with the 
global distribution. A more quantitative comparison has been made by generating some 
tabular results from these histograms and these are shown in Tables 6-7 to 6-9. 
           The results in Table 6-7 mostly show a marginal improvement in using local 
rectification of around 1% in correlation coefficient and no improvement in the already 
high coverage of the disparity maps. The largest improvement is for the region on the 
rear slope where there are improvements of 7.4% and 12% on average correlation 
coefficients and coverage. The corresponding results in Table 6-8, calculated with a 
1515 correlation window, show similar but slightly larger improvements of around 1% 
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four out of the five cases. For the region on the rear slope, the improvement in average 
correlation coefficient is almost the same as before at 7.5% and the improvement in 
coverage is 139% but on a much lower global coverage than before. 
Table  6-7   Comparisons of average correlation coefficients and percentages of correlated pixels for 
corresponding regions in the global and local histograms shown in figures 6.34 to 6.38 for 77 
correlation window and 0.5 correlation threshold. 
Region 
Global rectification Local rectification Improvement (%) 
                                      
Right 
(50,51,52) 
84.69 100 85.20 100 0.6 0 
Front 
(5,31, 46) 
84.48 93 85.13 93 0.8 0 
Rear 
(23,60,61) 
65.42 76 70.29 85 7.4 12 
Front 
(30,31,37) 
87.56 97 87.62 97 0.7 0 
Left 
(6,25,58) 
81.49 99 82.05 99 0.7 0 
 
Table  6-8 Comparisons of average correlation coefficients and percentages of correlated pixels for 
corresponding regions in the global and local histograms shown in figures 6.34 to 6.38 for 1515 
correlation window and 0.5 correlation threshold. 
 
Table  6-9 Comparisons of average correlation coefficients and percentages of correlated pixels 
for corresponding regions in the global and local histograms shown in figures 6.34 to 6.38 for 
1515 correlation window and 0.8 correlation threshold. 
Region 
Global rectification Local rectification Improvement (%) 
                                      
Right 
(50,51,52) 
82.99 100 86.23 100 3.9 0 
Front 
(5,31,46) 
83.47 93 85.13 93 2.0 0 
Rear 
(23,60,61) 
63.55 36 68.30 86 7.5 139 
Front 
(30,31,37) 
88.80 97 89.38 97 0.7 0 
Left 
(6,25,58) 
82.96 100 83.58 100 0.8 0 
Region 
Global rectification Local rectification Improvement (%) 
                                      
Right 
(50,51,52) 
86.42 70 87.57 88 1.3 26 
Front 
(5,31,46) 
86.31 72 88.20 83 2.2 15 
Rear 
(23,60,61) 
80.89 3 83.89 12 3.7 300 
Front 
(30,31,37) 
89.33 93 89.85 93 0.58 0 
Left 
(6,25,58) 
87.09 70 87.38 72 0.33 2.78 
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          The results in Table 6-9, calculated with a 1515 correlation window and 
considering only pixels with correlation coefficients greater than 0.8, show modest 
improvements of around 0.3% to 4% in correlation coefficients for all tested cases. In 
four cases the coverage improves by around 3% to 300%. The 300% improvement is 
from a very low starting value, while in one case there is no improvement on the 93% 
coverage. 
6.6 Creating 3D Maps 
Given five or more general points in a scene with known external coordinates and a 
dense disparity map it is possible to calculate a transformation using the method of 
Section 3.2.2 to transform internal coordinates into external coordinates and hence 
transform the disparity map into a 3D map. The resulting data can be stored in an ASCII 
data format such as Object (OBJ) or Virtual Reality Modelling Language (VRML) files 
which are readable by a 3D graphic viewer. Two examples of point cloud data 
generated from 3D maps saved in simple OBJ files are shown in Figures 6.39 and 6.40.  
The generation of 3D maps from multiple local rectifications is more complicated when 
the external coordinates of all the corresponding points are not known. In this case a 
way to proceed is to transform the disparity values generated using local reference 
planes into corresponding values for a single reference plane, as indicated in Section 
6.4, for which a single internal to external transformation can be calculated using a few 
known points.  
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This chapter considers two important stages towards 3D reconstruction from a pair of 
uncalibrated images which are, image rectification and generating dense disparity map. 
The rectification was performed using the DRUI algorithm, and dense disparity maps 
were produced using a correlation technique. The corresponding points needed by both 
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techniques were generated automatically by the new algorithms described in chapters 4 
and 5 and the results in this chapter verified that these correspondences are sufficient to 
map those regions of the images containing significant texture. 
            A novel approach introduced by the author to improve the correlation method by 
applying multiple local rectifications, and generating disparity maps for each local 
region was found to give improvements over the previous method  of Al-Zahrani  [103] 
using a single reference plane, the degree of improvement depending on inclination to 
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CHAPTER SEVEN 




Visualization and 3D reconstruction of a scene from two or more images taken from 
different viewpoints are topics of wide interest. One division of work in this area is by 
whether the images are from calibrated cameras or not. In the former, the prior 
knowledge of camera calibration allows 3D information to be extracted without any 
knowledge of the scene but if the camera setup changes recalibration must be done. The 
second case with no reliance on camera calibration is more widely applicable and 
allows scenes to be reconstructed up to an unknown projective transformation and 
pseudo-stereo pairs to be constructed which can be used for scene visualisation. To 
extract 3D information in this case other calibration information must be available, such 
as knowledge of the external coordinates of a minimum of five points in the scene.  
 
7.2 Overall Conclusion 
In this research study, the focus is to further knowledge in the extraction of 3D 
information from pairs of uncalibrated images, particularly large high-resolution aerial 
images captured from a light aircraft flying freely over a scene. Three areas of research 
are investigated: visualisation of 3D scenes and the extraction of 3D coordinates of 
points of interest using flexible interactive techniques; automatic methods for finding 
correspondences in pairs of images; generation of dense disparity maps and 3D 
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surfaces. Moreover, The author presented a contribution to estimating lens distortion 
using a method, which according to a recent publication is not effective, together with 
experimental results to show it can be made to work effectively. 
       The research work behind this thesis has resulted in the improvement of the state of 
the art in 3D visualization and reconstruction by introducing a fully working stereo 
system which can be used for many practical applications especially applications the 
detailed mapping of several archaeological sites and the reconstruction of urban scenes. 
The data set of interest in this work consists of a wide variety of images mainly 
comprising large high-resolution pairs of uncalibrated images captured from a light 
aircraft flying freely over the scene. The characteristics of these images in terms of size 
of up to 6000×4000 pixels, uncalibrated nature and with perspective distortions increase 
the difficulties of the work. On the other hand, the majority of the existing methods in 
the literature were designed to work with calibrated stereo data with much lower 
resolutions as provided, for example, by Middlebury website. 
       The remainder of this chapter include detailed conclusions in Section 7.3, a short 
statement of original contributions in Section 7.4 and some suggestions for further work 
in Section 7.5. 
7.3 Detailed Conclusions 
Chapter 2 presents a review of methods for generating anaglyphs, extracting 3D 
information from pairs of uncalibrated images, finding corresponding points, rectifying 
pairs of images and generating disparity maps. A number of methods are identified as 
bases for development for working with large aerial images in the subsequent chapters.  
       A flexible system for generating both monochrome and colour anaglyph from a pair 
of uncalibrated images of a scene has been achieved and is presented in Chapter 3. This 
system allows the user to set the colours used in the anaglyphs according to the glasses 
available to the user (typically red/cyan or red/green), to adjust the amount of colour in 
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an anaglyph by altering saturation to compromise between amount of colour and 
ghosting; to position a split cursor at different locations and depths in the scene by 
moving the mouse and rotating the mouse wheel respectively and to zoom in and out 
using the mouse buttons. The internal coordinates (x, y, disparity) of the current split 
cursor position are displayed and external coordinates of points in the scene can be 
entered. In this case the 3D coordinate of the current split cursor position are displayed 
allowing the user to explore the 3D structure of the scene by locating the cursor at 
points of interest. This exploration is aided by the facility provided to set the disparity to 
zero at any depth in the scene, avoiding situations where the disparity is too large for the 
eyes to fuse the anaglyph into a 3D view. The author’s LM based method of converting 
internal to external coordinates has been compared with two other methods using 
images of a calibrated cube and an Iron Age hill fort and found to give similar results 
when the errors on the external points are small and more reliable results when the 
errors are larger. 
       Chapter 4 presents an investigation of methods for finding correspondences which 
are accurate, have a wide distribution over the images and are suitable for large 
uncalibrated images. Initial trials of two relatively simple methods, the Harris detector 
and the KLT algorithm, with aerial images of archaeological sites were unsuccessful. 
Consequently trials of the highly regarded but much more computationally intensive 
SIFT method were conducted. This approach was successful but has the drawbacks of 
being slow in execution (time increasing rapidly with image size) and requiring large 
amounts of memory (more than 31.5 times the size of the original image data). The 
author introduced several techniques associated with applying SIFT. An approach 
(CFSIFT) to speed up the application of SIFT by finding initial matches in low-
resolution images and then matches in cropped regions of the high-resolution images 
was successful. The SIFT method generates matches in much large numbers than are 
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needed by the subsequent applications in Chapter 6 and the author introduced a 
technique (FSIFT) for reducing their numbers, while maintaining the original 
distributions over the images and also a method of removing false matches (MQB). The 
quality of the matches was monitored by computing point to epipole distances. 
Subsequently the correspondences were successfully used to generate disparity maps in 
work presented in Chapter 6.  
       Although the work presented in Chapter 4 significantly reduced the time required 
by SIFT and made it more suitable for use with large images of 6000×4000 pixels or 
more in size, the research direction has continued in Chapter 5 to investigate another 
state-of-the-art method (SURF) for finding correspondences. The SURF detector is 
much faster than SIFT and a comparison of SIFT and SURF match detectors  in terms 
of quality, distribution and the time required is presented in this chapter. Although the 
SURF method outperformed the SIFT method in speed, the SIFT method performed 
better in terms of quality of matches, and wide distribution of matches over some of the 
aerial images and thus the SIFT method was preferred. A method (SIFTSURF) 
attempting to combine the speed advantages of SURF with the quality advantage of 
SIFT by finding initial low-resolution matches using SURF and then high-resolution 
matches in cropped images using SIFT was evaluated. The SIFTSURF method was 
found to be much faster than the CFSIFT method and both provided matches of 
acceptable quality but the SIFTSURF method gave a wide distribution of matches over 
only some of the aerial images. 
       Chapter 5 also presents an investigation to test the performance of a Levenberg 
Marquardt based method for estimating lens distortion correction. A recent publication 
comparing four different minimisation methods asserts that Levenberg Marquardt 
performs poorly in this application. In contradiction to this it has been found by 
simulations that Levenberg Marquardt may be successfully applied providing the form 
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of the function being minimised is chosen with care. The author generated experimental 
data comprising strings of thousands of pixel of straight lines from images of a cube 
face inscribed with machined lines, captured with different focal length settings of a 
zoom lens and with a fixed lens. Using this experimental data, estimation and correction 
of lens distortion by Levenberg Marquardt was shown to be a practical technique in 
contradiction to conclusions in a recent publication.  
       In Chapter 6, the work presented aims to build dense disparity map starting from 
the sets of correspondences obtained using the CFSIFT and SIFTSURF algorithms. The 
author’s approach involves estimating the fundamental matrix (using the 8-point 
algorithm as modified by Hartley), rectifying the images using the DRUI algorithm 
which in addition to the fundamental matrix specifies a reference plane using three 
arbitrary correspondences. Finding a match to every pixel in one (reference) image with 
a corresponding pixel in the second image, is done by finding maxima of Pearsons’ 
correlation coefficient searching outwards from sparse seed points provided by CFSIFT 
or SIFTSURF. Experimental results showed that this algorithm based on a single 
(global) reference plane produced dense disparity maps over all the images tested 
except in regions lacking in texture, when correlation coefficients greater than 0.5 were 
accepted. Using the method proposed in Chapter 3, these disparity maps can be 
transformed into 3D surfaces and two examples, a building and an Iron Age hill fort, are 
provided with new camera viewpoints of cloud points derived from the original pairs of 
uncalibrated images.  
       Several factors can reduce the maximum value of the correlation coefficient and a 
fundamental issue is the differences in perspective distortion between the two rectified 
images. For surfaces in the reference plane these relative distortions do not exist and 
this was the reason for choosing this method and judicious choice of reference plane for 
individual images. To address the problem of surfaces which may be sharply inclined to 
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a global reference plane a novel algorithm has been proposed which applies multiple 
local rectifications to triangular facets defined by triplets of neighbouring corresponding 
points. A global reference plane is still needed to allow a transformation from internal to 
external coordinates to be calculated from a small number of known 3D points and so a 
method of transforming disparities from the local reference planes to the global 
reference is provided. The performance of the local rectification algorithm was 
compared with that of the global algorithm using pairs of images of a calibration cube, a 
building and an Iron Age hill fort by producing normalized histograms of values of 
Pearsons’ correlation coefficient for representative triangular facets in the three scenes. 
Quantitative data was extracted from these histograms to allow numerical comparisons 
to be made. In all cases the local rectification method was equal to or better than the 
global rectification method according to whether the local plane happens to be coplanar 
with the global plane or not respectively. 
7.4 Summary of Original Contributions 
 
The main original contributions presented in this thesis can be summarised as follows: 
 A flexible interactive system for generating monochrome and colour 
anaglyphs and for exploring the structure of the scenes is presented. In 
addition, the system allows the user to select the level of compromise 
between amount of colour and ghosting by adjusting the amount of colour 
saturation.  
 A non-linear Levenberg Marquardt method of finding the transformation 
from internal (x, y, disparity) to external coordinates which gives superior 
performance to two other published methods has been proposed. 
 Two proposed methods (CFSIFT and SIFTSURF) for finding 
correspondences automatically from high-resolution aerial images of 
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archaeological sites based on two states of the arts methods SIFT and 
SURF are introduced. These two methods improve the existing SIFT and 
SURF methods in terms of speed and memory requirements. 
 A contribution for estimating lens distortion corrections using Levenberg 
Marquardt based method which according to a recent publication is not 
effective, is presented in this work, where software for generating a set of 
data required for estimating lens distortion is introduced. Results showed 
that Levenberg Marquardt based method is practical for estimating lens 
distortion corrections. 
 A novel algorithm for improving correlation based disparity maps is 
introduced which reduces the effects of perspective distortions still 
existing in image planes after rectifications, especially for scenes which 
have a large range of surface inclinations. The proposed algorithm applies 
multiple local rectifications instead of a single global rectification.  
7.5 Future Work 
 
Some suggestions for future work building on the work presented in this thesis are as 
follows: 
      In general, comparing different anaglyph generating algorithms or reproducing 
results is very challenging for a number of reasons. Most of the methods presented in 
the literature don’t show or reference the data used for testing their algorithms and there 
is a lack of databases which can be used for benchmarking in this area. Therefore 
techniques for comparing different anaglyph algorithms need to be investigated and 
suitable benchmark database set up. 
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       The techniques presented in chapters 4, 5 and 6 are capable of providing disparity 
maps of the high-resolution aerial images of archaeological interest but there is a lack of 
3D calibration information about these scenes. The calibration information used here 
was obtained by time consuming interactive comparison with Ordnance Survey map 
data using the commercial Aerial
TM
 software. Consequently, more effective methods of 
generating 3D information for such scenes need to be investigated. 
       The RANSAC method could be compared with the method used here to remove 
false matches from those generated by the CFSIFT and SIFTSURF algorithms. 
       The tests of the proposed local rectification algorithm show improvements over the 
single rectification algorithm in all cases. However, software to construct disparity maps 
using the local rectification method still needs to be written using the information 
provided in Chapter 6.  
       It is worth extending the work to include a sequence of more than two aerial 
images, which would generally be possible because the aircraft circles sites of interest 
taking photographs. An advantage of this approach is that the occurrence of occlusion 
would be more resolvable. If part of the scene is occluded in one pair of views, it is 
likely that this part is not occluded in a different pair of views, and thus a correct match 
can be found. 
       Image databases with ground truth 3D data such as Middlebury stereo vision 
database and the Tskuba University database exist and the performance of our proposed 
algorithm on images from images could be investigated. However, these databases do 
not contain large aerial images of type considered in this thesis. Evaluation of the 
accuracy of the disparity maps achieved by the algorithms proposed in this thesis on 
these images is a difficult problem, since the ground truth available is limited to a 
relatively small number of calibration points. It is suggested that simulated images with 
characteristics similar to the aerial images be generated by graphical techniques from 
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ground truth models. The proposed disparity mapping techniques could then be tested 
on the simulated images and their accuracies established as a guide to what might be 
expected when using real data. This would represent a considerable amount of future 
work.  
 
   193 
References 
1. Slama, C.C., Theurer, C., and Henriksen, S.W. (1980) Manual of  
Photogrammetry. fourth ed. American societ of photogrammetry 105 N. 
Virginia Ave Falls Church, Va 22046. 
2. Sanders, W., and McAllister, D.F. (2003) Producing anaglyphs from synthetic 
images. Citeseer. 
3. Parrish Jr, E.A. and Goksel, A, A.K. (1977) camera model for natural scene 
processing. Pattern Recognition,  9(3): 131-136. 
4. Emanuele, T., and Alessandro, V. (1998) Introductory techniques for 3D 
computer vision. Englewood Cliffs: Prentice-Hall. 
5. Papadimitriou, D.V., and Dennis, T.J. (1996) Epipolar line estimation and 
rectification for stereo image pairs. IEEE transactions on image processing, 5(4): 
672-676. 
6. Hartley, R.I.( 1995) A linear method for reconstruction from lines and points. 
Published by the IEEE Computer Society. 
7. Dhond, U.R., and Aggarwal, J.K.(1989) Structure from stereo-a review. IEEE 
Transactions on Systems Man and Cybernetics, 19(6): 1489-1510. 
8. de Voluceau, D., Ayache, N., and Hansen, C. Rectification Of Images For 
Binocular and Trinocular Stereovision. 
9. Faugeras, O. (2006) Three-Dimensional Computer Vision A Geometric 
Viewpoint. MIT press Cambridge. 
10. Faugeras, O., Luong, Q.T., and Papadopoulo, T. (2001) The geometry of 
multiple images.  MIT press Cambridge. 
11. Fusiello, A. and Irsara. L. (2008) Quasi-Euclidean Uncalibrated Epipolar 
Rectification. ICPR, p. 1-4. 
12. Ayache, N. and Hansen. C. (1988) Rectification of images for binocular and 
trinocular stereovision. Springer, Cambridge. 
13. Robert L, Zeller C., Faugeras O., Hébert M. (1997) Applications of non-metric 
vision to some visually-guided robotics tasks. Visual navigation: from biological 
systems to unmanned ground vehicles, 2. 
14. Pollefeys, M., Koch, R.  and Van Gool. L. (1999) A simple and efficient 
rectification method for general motion. In: ICCV99, Corfu, Greece, p. 496–
501. 
15. Loop, C. and Zhang. Z. (1999) Computing rectifying homographies for stereo 
vision. In: CVPR99, Fort Collins, CO, p I:125–131. 
16. Gluckman, J. and Nayar. S.K. (2001) Rectifying transformations that minimize 
resampling effects. IEEE Computer Society. 
17. Lim, S.N., Mittal, A., Davis, L.S., Paragios, N. (2004) Uncalibrated stereo 
rectification for automatic 3D surveillance. Manuscript in review, University of 
Maryland, College Park, Maryland. 
References 
  194 
18. Al-Zahrani, A., Ipson, S.S., and Haigh, J.G.B. (2004). Applications of a direct 
algorithm for the rectification of uncalibrated images. Information Sciences. 
160(1-4):  53-71. 
19. Mallon, J. and Whelan, P.F. (2005). Projective rectification from the 
fundamental matrix. Image and Vision Computing. 23(7): 643-650. 
20. Hartley, R. and Zisserman, A. (2003) Multiple view geometry in computer 
vision. Cambridge University Press. 
21. Hartley, R.I. (1999). Theory and practice of projective rectification. 
International Journal of Computer Vision, 35(2): 115-127. 
22. Wu, H.H.P. and Yu, Y.H. (2005). Projective rectification with reduced 
geometric distortion for stereo vision and stereoscopic video. Journal of 
Intelligent and Robotic Systems, 42(1): 71-94. 
23. Isgro, F. and Trucco. E. (1999) Projective rectification without epipolar 
geometry. Citeseer. 
24. Sui, L., Zhang, J. and Cui, D. (2009) Image Rectification Using Affine Epipolar 
Geometric Constraint. Journal of Software, 4(1): 26. 
25. Faugeras, O.D. (1992) What can be seen in three dimensions with an 
uncalibrated stereo rig. Springer. 
26. Hartley, R. (1994). Euclidean reconstruction from uncalibrated views. 
Applications of invariance in computer vision,  p. 235-256. 
27. Rothwell, C., Csurka, G.  and Faugeras, O. (1997). A comparison of projective 
reconstruction methods for pairs of views. Computer Vision and Image 
Understanding, 68(1): 37-58. 
28. Hartley, R., Gupta, R., and Chang, T. (1992). Stereo from uncalibrated cameras. 
Citeseer. 
29. Al-Shalfan, K. (2001). Investigation of 3-D reconstruction from Uncalibrated 
Images, in Electronic and Telecommunications. University of Bradford, 
England, UK. 
30. Press, W. H. and Firm, N. R. S. (1997). Numerical recipes in C. Cambridge 
University Press, Cambridge.UK. 
31. Gernsheim, A. and Gernsheim, A. (1969). The history of photography: from the 
camera obscura to the beginning of the modern era. McGraw-Hill. 
32. Dubois, E. A (2001). projection method to generate anaglyph stereo images. 
Citeseer. 
33. Yeh, Y.Y. and Silverstein, L.D. (1990). Limits of fusion and depth judgment in 
stereoscopic color displays. Human Factors: The Journal of the Human Factors 
and Ergonomics Society, 32(1): 45-60. 
34. Andrew J. Woods, S.S.L.T. (2003). Characterising Sources of Ghosting in 
Time-Sequential Stereoscopic Video Displays. in stereoscopic displays and 
virtual reality systems IX Proceeding of SPIE.  San Joes Califorina. 
35. Smit, F., van Liere, R., and Froehli ch, B. (2007). Three extensions to 
subtractive crosstalk reduction. Proc. Eurographics EGVE,  p. 85–92. 
References 
  195 
36. Lipscomb, J.S. and Wooten. W.L.(1994) Reducing crosstalk between 
stereoscopic views. Citeseer. 
37. Konrad, J., Lacotte, B. and Dubois, E. (2000). Cancellation of image crosstalk in 
time-sequential displays of stereoscopic video. IEEE transactions on Image 
processing, 9(5): 897-908. 
38. Klimenko, S., Nikitina, P.F., and Nikitin. I. (2003). Cancellation of image 
crosstalk in passive stereo projection systems. Eurographic.  
39. Woods, A.J. and Rourke. T. (2004). Ghosting in anaglyphic stereoscopic 
images. Citeseer. 
40. Ideses, I. and Yaroslavsky, L. (2005). Three methods that improve the visual 
quality of colour anaglyphs. Journal of Optics A: Pure and Applied Optics, 
7:755-762. 
41. Ideses, I. and Yaroslavsky, L. (2004). New Methods to Produce High Quality 
Color Anaglyphs for 3-D Visualization. Lecture Notes in Computer Science. p. 
273-280. 
42. Zhang, Z. and McAllister. D.F. (2006) A uniform metric for anaglyph 
calculation. Citeseer. 
43. Smit, F.A., van Liere, R., and Froehlich. B. (2007) Non-uniform crosstalk 
reduction for dynamic scenes. Citeseer.  
44. Tomasi, C. and Shi. J. (1994). Good features to track. IEEE Conference in 
Computer Vision and Pattern Recognition (CVPR94) Seattle, USA. 
45. Tuytelaars, T. and Van Gool, L. (1999). Content-based image retrieval based on 
local affinely invariant regions. Lecture Notes in Computer Science, p. 493-500. 
46. Tuytelaars, T. and Van Gool. L. (2000) Wide baseline stereo matching based on 
local, affinely invariant regions. Citeseer.  
47. Mindru, F., Moons, T., and Van Gool. L. (1999). Recognizing color patterns 
irrespective of viewpoint and illumination.  
48. Pollefeys, M., Koch, R., Vergauwen, M., Van Gool, L. (2000). Automated 
reconstruction of 3D scenes from sequences of images. ISPRS Journal Of 
Photogrammetry And Remote Sensing, 55(4): p. 251-267. 
49. Torr, P., (1995). Motion segmentation and outlier detection. Ph.D. Thesis, Dept. 
of Engineering Science, University of Oxford, UK, Department of Engineering 
Science, University of Oxford. 
50. Fischler, M.A. and Bolles, R.C.(1981). Random sample consensus: A paradigm 
for model fitting with applications to image analysis and automated cartography. 
Citeseer. 
51. Mikolajczyk, K. and Schmid, C. (2004). Scale & affine invariant interest point 
detectors. International Journal of Computer Vision. 60(1): 63-86. 
52. Urban, M., Matas, J., Chum O.m and Pajdla, T. (2004). Robust wide-baseline 
stereo from maximally stable extremal regions. Image and Vision Computing, 
22(10): 761-767. 
53. Lowe, D.G. (2004). Distinctive image features from scale-invariant keypoints. 
International journal of computer vision, 60(2): 91-110. 
References 
  196 
54. Lindeberg, T. (1994). Scale-space theory: A basic tool for analyzing structures 
at different scales. Journal of applied statistics, 21(1): 225-270. 
55. Lowe, D.G. (1999).Object recognition from local scale-invariant features. 
International Conference on Computer Vision, Corfu, Greece, p. 1150-1157. 
56. Edelman, S., Intrator, N., and Poggio, T. (1997). Complex cells and object 
recognition. Unpublished manuscript. Retrieved from: http://kybele.psych. 
cornell.edu/edelman/archive.html. 
57. Roth, G. (2004). Automatic correspondences for photogrammetric model 
building. International Archives of the Photogrammetry, Remote Sensing and 
Spatial Information Sciences,  35(5): 713-718. 
58. Ke, Y. and Sukthankar. R. (2004). PCA-SIFT: A more distinctive representation 
for local image descriptors. IEEE Computer Society. 
59. Grabner, M., Grabner, H., and Bischof, H. (2006). Fast approximated SIFT. 
Lecture Notes in Computer Science, 3851: 918. 
60. Abdel-Hakim, A.E. and Farag. A.A. (2006). CSIFT: A SIFT descriptor with    
color invariant characteristics. IEEE Computer Society Conference on Computer 
Vision and Pattern Recognition, pp. 1978-1983. 
61. Geusebroek, J.M., Boomgaard, van den R., Smeulders, A.W.M., Geerts, H. 
(2001) Color invariance. IEEE Transactions on Pattern Analysis and Machine 
Intelligence, p. 1338-1350. 
62. Mikolajczyk, K. and Schmid, C. (2005). A performance evaluation of local 
descriptors. IEEE Transactions on Pattern Analysis and Machine Intelligence, 
p.1615-1630. 
63. Tola, E., Lepetit, V., and Fua. P. (2008). A fast local descriptor for dense 
matching.  Citeseer. 
64. Bay, H., Tuytelaars, T., and Van Gool, L. (2006) Surf: Speeded up robust 
features. Lecture notes in computer science, 3951: 404. 
65. Brown, M. and Lowe. D.G. (2002). Invariant features from interest point groups. 
Citeseer. 
66. Jurie, F. and Schmid. C.(2004). Scale-invariant shape features for recognition of 
object categories. IEEE Computer Society. 
67. Marr, D. and Poggio, T. (1979). A computational theory of human stereo vision. 
Proceedings of the Royal Society of London. Series B, Biological Sciences,  
204(1156): 301-328. 
68. Barnard, S.T. and Thompson, W.B. (1980). Disparity analysis of images. IEEE 
Transactions on Pattern Analysis and Machine Intelligence, 2(4): 333-340. 
69. Hoff, W. and Ahuja, N. (1989). Surfaces from stereo: Integrating feature 
matching, disparity estimation, and contour detection. IEEE Transactions on 
Pattern Analysis and Machine Intelligence, 11(2): 121-136. 
70. Fleet, D.J., Jepson, A.D. and Jenkin M. (1989). Phase-based disparity 
measurement. Citeseer. 
71. Fua, P. (1993). A parallel stereo algorithm that produces dense depth maps and 
preserves image features. Machine Vision and Applications, 6(1): 35-49. 
References 
  197 
72. Barnard, S. (1993). Disparity estimation in stereoscopic vision by simulated 
annealing. Citeseer. 
73. Kanade, T. and Okutomi, M. (1994). A stereo matching algorithm with an 
adaptive window: Theory and experiment. IEEE Transactions on Pattern 
Analysis and Machine Intelligence, 16(9): 920-932. 
74. Krotkov, E., Hebert, M.  and Simmons, R. (1995). Stereo perception and dead 
reckoning for a prototype lunar rover. Autonomous Robots, 2(4): 313-331. 
75. Sung, M.C., Lee, S.H. and Cho. N.I. (2006). Stereo Matching Using Multi-
directional Dynamic Programming. p. 697-700. 
76. Bleyer, M. and Gelautz. M. (2008). Simple but effective tree structures for 
dynamic programming-based stereo matching. Citeseer. 
77. Bleyer, M. and Gelautz. M. (2009). Temporally Consistent Disparity Maps from 
Uncalibrated Stereo Videos.  
78. Moreau, G., Fuchs, P., Donscecu, A., Régis S. (2002) Dense stereo matching 
method using a quarter of wavelet transform. International Conference on Image 
Processing, Rochester, USA, p. 22-25. 
79. Liu, W., Qu, C.W.Y., and Yu, W. (2004). A Hybrid Stereo Matching Algorithm 
Using Wavelet Modulus Maxima Based on Feature and Area Process. Citeseer. 
80. Jiang, Y., Qu, Z., Liu, WS.,and Dai, W. (2006). A fast wavelet-based depth 
estimation algorithm for arbitrary stereo configuration. 1st International 
Symposium on Systems and Control in Aerospace and Astronautics, Harbin, 5 
pp. - 701 
81. Gong, M. and Yang, Y.H. (2001). Multi-resolution stereo matching using 
genetic algorithm. Citeseer.  
82. Huang, X. and Dubois, E. (2005). Three-view dense disparity estimation with 
occlusion detection. Citeseer. 
83. Mingxiang, L. and Yunde. J. (2006). Trinocular cooperative stereo vision and 
occlusion detection. Citeseer. 
84. Wenxian, Y. and Ngi. N.K. (2002). Object-based disparity estimation for 
stereoscopic images. Citeseer. 
85. Brockers, R., Hund, M.  and Mertsching. B. (2005) Stereo matching with 
occlusion detection using cost relaxation.  Citeseer. 
86. Scharstein, D. and Szeliski, R. (2002). A taxonomy and evaluation of dense two-
frame stereo correspondence algorithms. International journal of computer 
vision, 47(1): 7-42. 
87. Scharstein, D. and Szeliski. R. (2003). High-accuracy stereo depth maps using 
structured light. Citeseer. 
88. Park, S.Y., Li, S.H., and Cho, N.I. (2004). Segmentation based disparity 
estimation using color and depth information. Citeseer. 
89. Wei, W. and Ngan, K.N. (2005). Disparity estimation with edge-based matching 
and interpolation. Citeseer. 
90. Liu, Z., Lin, D., and Lu, L. (2006). Edge Traction Stereo Matching Method 
Using RBF. Citeseer. 
References 
  198 
91. Lim, H.S. and Park, H.W. (2006). A dense disparity estimation method using 
color segmentation and energy minimization. Citeseer. 
92. Chowdhury, M. and Bhuiyan, M.A.A. (2009). A new approach for disparity map 
determination. Daffodil International University Journal of Science and 
Technology, 4(1): 9. 
93. Lourakis, M.I.A., Halkidis, S.T., and Orphanoudakis, S.C. (2000). Matching 
disparate views of planar surfaces using projective invariants. Image and Vision 
Computing, 18(9): 673-683. 
94. Schmid, C. and Zisserman, A. (1997). Automatic line matching across views, 
Institute of Electrical Engineers Inc (IEEE). 
95. Georgis, N., Petrou, M., and Kittler, J. (1998). On the correspondence problem 
for wide angular separation of non-coplanar points. Image and Vision 
Computing, 16(1): 35-41. 
96. Pritchett, P. and Zisserman, A. (1998). Wide baseline stereo matching. Citeseer. 
97. Mundy, J.L. and Zisserman, A. (1992). Geometric invariance in computer 
vision. Citeseer. 
98. Shashua, A. (1994). Projective structure from uncalibrated images: structure 
from motion and recognition. IEEE Transactions on Pattern Analysis and 
Machine Intelligence, 16(8): 778-790. 
99. Zhang, Z., Deriche, R., Faugeras, O, and Luong, Q.T. (1995). A robust 
technique for matching two uncalibrated images through the recovery of the 
unknown epipolar geometry. Artificial Intelligence, 78(1-2): 87-119. 
100. Harris, C. and Stephens, M. (1988). A combined corner and edge detector. 
Proceedings of The Fourth Alvey Vision Conference, p. 147-151. 
101. Gros, P., Bournez, O., and Boyer, E. (1998). Using local planar geometric 
invariants to match and model images of line segments. Computer Vision and 
Image Understanding, 69(2): 135-155. 
102. El Ansari, M., Masmoudi, L., and  Radouane, L. (2000). A new region matching 
method for stereoscopic images. Pattern Recognition Letters,  21(4): 283-294. 
103. Alzhrani, A.H. (2003). 3-D Reconstrucion By Correlating Uncalibrated Images. 
University of Bradford, England, UK. 
104. Kaimaris, D., et al., AARGnews. 
105. Baumberg, A. (2000). Reliable feature matching across widely separated views. 
IEEE Computer Society. 
106. Kovesi, P. D., {MATLAB} and {Octave} Functions for Computer Vision and 
Image Processing. Citeseer. 
107.     http://www.ces.clemson.edu/~stb/klt/, Last updated April 2010. 
108. Boufama, B.S. and Mohr, R. (1998). A stable and accurate algorithm for 
computing epipolar geometry. International journal of pattern recognition and 
artificial intelligence,12(6): 817-840. 
109. De Villiers, J.P., Leuschner, F.W. and Geldenhuys, R. (2008). Centi-pixel 
accurate real-time inverse distortion correction. SPIE. 
References 
  199 
110. Haigh, J.G.B., Alkhadour, W., Ipson, S. S. (2010). Extraction of distortion 
parameters by the Levenberg-Marquardt procedure. (To be published) 
111. Al-Shalfan, K.A., Haigh, J.G.B., and Ipson, S.S. (2000). Direct algorithm for 
rectifying pairs of uncalibrated images. Electronics Letters, 36(5): 419-420. 
 
 
 
 
