Building on the results of Ma, Trudinger and Wang [17], and of the author [16], we study two problems of optimal transportation on the sphere: the first corresponds to the cost function d 2 (x, y), where d(·, ·) is the Riemannian distance of the round sphere; the second corresponds to the cost function − log |x − y|, it is known as the reflector antenna problem. We show that in both cases, the cost-sectional curvature is uniformly positive, and establish the geometrical properties so that the results of [16] and [17] can apply: global smooth solutions exist for arbitrary smooth positive data and optimal maps are Hölder continuous under weak assumptions on the data.
Introduction

Monge-Kantorovitch problem on a Riemannian manifold
Let M be a topological space, let c : M × M → R ∪ {+∞} be a cost function and µ 0 , µ 1 be probability measures on M. In the optimal transportation problem, one looks for a map T : M → M that minimizes the functional I(T) = M c(x, T(x))dµ 0 (x), (1) under the constraint that T pushes forward µ 0 onto µ 1 , (hereafter T # µ 0 = µ 1 ), i.e.
∀B ⊂ M Borel, µ 1 (B) = µ 0 (T −1 (B)).
This problem has been first studied by Monge [19] , with M = R n , for the cost c = |x − y| (the Euclidean distance). Beyond Monge's original problem, Brenier studied the case of the quadratic cost c = |x−y| 2 , and pointed out its close connection with important nonlinear PDEs (Monge-Ampere, Euler etc...). For the quadratic cost, when µ 0 is absolutely continuous with respect to the Lebesgue measure, he proved the existence and uniqueness of an optimal map T. This maps has a convex potential (i.e. T = ∇φ with φ convex) and is shown to be the only map with convex potential that pushes forward µ 0 onto µ 1 . After Brenier's result, the theory of optimal transportation has been extended to general cost functions. The existence of optimal maps is granted under very generic conditions on the cost function, and the way to obtain it is achieved through a general procedure, known as Kantorovitch duality: Optimal maps are obtained by solving the dual Monge-Kantorovitch problem, whose unknown are potential functions. For φ a lower semi-continuous function on M, we define its c-transform as A potential φ is c-convex if it is the c-transform of some other ψ : M → R. In that case, the equality φ = φ cc holds. (Notice that the quadratic cost is equivalent to the cost −x · y, for which the c-transform is nothing but the Legendre-Fenchel transform; hence, [−x · y]-convex functions are convex functions.) Under suitable assumptions, and following for example [6] , the minimizers in (1) are related to c-convex potentials as follows: for an optimal T opt in (1) , there exists a c-convex potential φ such that for a.e. x ∈ M, T opt (x) = G φ (x) := {y ∈ M, φ(x) + φ c (y) = −c(x, y)}.
Conversely, if T : M → M can be expressed under the form (2) for some c-convex φ, for µ 0 a probability measure on M and µ 1 its push-forward by T, then T is the optimal map between µ 0 and µ 1 . Of course, it is not clear a-priori that (2) defines a map, as G φ (x) is a set. However, under a suitable assumption on the cost (assumption A1 below), the set G φ (x) will be reduced to a single point for Lebesgue almost every x. Note also that when M is compact (which we will assume throughout the remainder of the paper), the set G φ (x) is never empty when φ is c-convex.
Brenier's result was generalized in a natural way to Riemannian manifolds by McCann: Let M be a manifold, with Riemannian metric g, compact and without boundary, with distance function d(·, ·). For u, v ∈ T x (M), (u, v) g (x) (or in short (u, v) g ) denotes the scalar product on T x (M) with respect to the metric g, |v| 2 g = (v, v) g . From the results of [18] , in the case where c = d 2 /2, the optimal map can be expressed as a so-called gradient map, i.e.
G φ (x) = exp x (∇ g φ(x)),
where ∇ g denotes the gradient with respect to the Riemannian metric g on M (and from now, we omit the subscript g), and φ is some c-convex potential. For a general cost, one needs first to introduce the c-exponential map c-exp x (·), defined as the inverse of y → −∇ x c(x, y) (again see assumption A1 below). Optimal maps will then be given by
(This definition holds in the a.e. sense and is consistent with the definition (2).) In all cases, for a smooth potential φ such that G φ # µ 0 = µ 1 , the conservation of mass is expressed in local coordinates by the Monge-Ampère type equation
where ρ 0 , ρ 1 are densities of µ 0 , µ 1 with respect to the Lebesgue measure.
A complete description of the optimal transportation problem can be found in [24] , otherwise the introduction of [16] encloses the necessary material for the present paper. We also mention the second book by Villani on optimal transport [25] , which presents some of the results enclosed in this paper.
In the present work, we will address the problem of regularity of solutions of (3) (or equivalently of minimizers of (1)) in the particular geometrical setting of the constant curvature sphere of R n , that we will denote S n−1 . We will consider two cases: the quadratic cost c(x, y) = 1 2 d 2 (x, y) with d the Riemannian distance, and the reflector antenna case c(x, y) = − log |x − y| (see below). We will show that in both cases, the regularity results obtained in [16] and [17] hold. As noticed at the end of the paper, our result can be easily generalized to the case c(x, y) = f (d(x, y)), assuming some conditions on f (see Theorem 4.1).
The problem of regularity of optimal maps is related to the problem of regularity of solutions of the associated elliptic Monge-Ampére type equation. This fully non-linear elliptic partial differential equation has received considerable attention over the last decades. Up to recently, the only case where regularity results had been obtained were for the Monge-Ampère equation
with works by Caffarelli [1, 2, 3, 4, 5, 7] , Urbas [23] , and Delanoë [9] . This form of the MongeAmpère equation is associated to the quadratic cost. It was only recently with the works of Ma, Trudinger and Wang [17, 22] and subsequent results by the author [16] that regularity results for generic costs were obtained. Our goal in the present paper is to continue this study in the Riemannian setting, in the particular case of the round sphere.
The reflector antenna problem Consider a closed hypersurface Σ of R n parametrized by a so-called "height" function h from S n−1 to R, i.e. Σ = {xh(x), x ∈ S n−1 }. Given Ω, Ω ′ two domains of S n−1 , and two probability measures µ 0 , µ 1 on Ω, Ω ′ , the reflector antenna problem is then to find h, under the constraint that the antenna reflects the incoming intensity ρ 0 into the outgoing of intensity ρ 1 . If a ray with direction x is reflected into a ray of direction T (x), the conservation of energy turns into a Monge-Ampère type equation for h (see [8] ):
∇ ij h the second covariant derivative of h, and e ij the Riemannian metric of S n−1 . Existence, regularity and uniqueness of weak and strong solutions have been addressed by several authors, among them Wang [26] , Guan and Wang [14] , Glimm and Oliker [13] , and Oliker [20] . The connection with optimal transport theory was established by Wang in [27] , who showed that the reflector antenna problem is equivalent to an optimal transport problem on the sphere with cost equal to − log |x − y|.
Organization of the paper In the next section, we will expose our results; then we will give a reminder of previous results and give some definitions and notations (some of them can be needed to understand the results). The rest of the paper is dedicated to the proofs of the results.
Results
This work addresses the issue of regularity of optimal maps. We deal only with global solutions (the measures and transport maps are defined on the whole of S n−1 ). When the data are positive and C 2 (resp. C ∞ ) smooth, we show that the optimal potential is C 3 (resp. C ∞ ). When the target measure is bounded by below, and the source measure satisfies B(n-1), see (7) (resp. A(n-1,p) for some p > n − 1, see (6) ) the optimal potential is C 1 (resp. C 1,α for α(n, p)). We also give an original and self-contained proof of the connectedness of the contact set G φ (x) (defined in (2)) in those particular cases. Our results are identical for the quadratic cost c(x, y) = 2 (x, y) and the reflector antenna c(x, y) = − log |x − y|. For the reflector antenna problem, classical smooth solutions of (3) had been obtained in [26, 27, 14] . Global C 1 regularity for weak solutions of (3) had also been obtained independently in [8] , under the assumption that both the source and target measures have densities bounded away from 0 and infinity. Here we relax their assumptions, allowing the source measure to vanish, and requiring an integrability condition that does not even imply absolute continuity with respect to the Lebesgue measure. Moreover the Hölder exponent in the C 1,α result is explicit.
Our results are not a simple corollary of the results of [16] once the positivity of the costsectional curvature is asserted. Indeed, the basic assumption A0 is not satisfied on S n−1 ×S n−1 , due to singularities of the cost functions (cut-locus), hence the equation (3) itself could become singular. We have to show first that the graph of optimal transport map lies in a subdomain of S n−1 × S n−1 which is uniformly far from the cut locus. This is done by improving a result established in [11] , and also adapting it to the antenna case (see the Propositions 5.2 and 6.1).
Then we can localize the problem and reduce it locally to an Euclidean problem, and thus use the C 1,α estimates of [16] to show partial regularity under assumption (6) or (7). For classical regularity, we employ the method of continuity: combining the results of [10] with the crucial a-priori estimate established in [17] , we obtain classical smooth solutions.
We choose to present in details the proof of the results for the quadratic case, from which the antenna case follows easily, once the key ingredients are verified.
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The quadratic cost
In this part, we consider S n−1 the unit sphere of R n equipped with the round metric g, and Riemannian distance d, and we let c(x, y) = 2 (x, y). We first have the following essential remark: Proposition 2.1 For all x ∈ S n−1 , the set {p ∈ ∂ x c(x, y), y ∈ S n−1 } is the closed ballB(0, π). Lettingx be the antipodal point of x, the set {−∇ x c(x, y), y ∈ S n−1 \x} is the open ball B(0, π). Hence for all y 0 , y 1 ∈ S n−1 \x, the c-segment
The next result shows that As is satisfied outside of the cut-locus.
Theorem 2.2 Let antidiag be the set {(x,x), x ∈ S n−1 } withx the antipodal point of x. Then the cost-sectional curvature is uniformly positive on S n−1 × S n−1 \ antidiag.
Then we show that the contact set G φ (x) is always connected (and even c-convex). The definitions of ∂φ(x), ∂ c φ(x) are reminded below in Definitions 3.2, 3.3.
Theorem 2.3 Let φ be a c-convex potential on S n−1 . For all x ∈ S n−1 , let the set G φ (x) be defined as in (2) . Then
is c-convex with respect to x, and ∂φ(x) = ∂ c φ(x).
is equal to the whole sphere S n−1 .
Finally, we conclude with our regularity result:
Theorem 2.4 Let µ 0 , µ 1 be two probability measures on S n−1 and φ be a c-convex potential. Assume that G φ# µ 0 = µ 1 . Assume that µ 1 ≥ mdVol, for some m > 0. Then 1. If µ 0 satisfies B(n-1) (see (7)), then φ ∈ C 1 (S n−1 ), and as in Theorem 3.11, the modulus of continuity of ∇φ depends on f in (7).
2. If µ 0 satisfies A(n-1,p) (see (6) ) for some p > n − 1, then φ ∈ C 1,β (S n−1 ) with β = β(n − 1, p) as in Theorem 3.11.
3. If µ 0 , µ 1 have positive C 1,1 (resp. C ∞ ) densities with respect to the Lebesgue measure,
The reflector antenna
The results presented above adapt with almost no modification to the reflector antenna. Before that, we remark that by changing y into −y, it is equivalent to study the cost c(x, y) = − log |x + y|. Then, as in the previous case, the set of singular points of the cost is equal to antidiag (i.e. the set of antipodal pair of points). Moreover, it is straightforward to check that whenever c(x, y) satisfies A0, A1, A2, AS, then c(x, −y) also satisfies those assumptions. Then, we prove the Theorem 2.5 Theorem 2.3 and 2.4 hold for c(x, y) = − log |x − y|.
(For point 2 of Theorem 2.3, notice that one must not considerx the antipodal point of x, but x itself.) Before entering into the proofs of our results, we present a review of previous results and concepts from the work of Ma, Trudinger and Wang in [17] and the author in [16] .
3 Cost-sectional curvature : from geometry of contact sets to elliptic regularity
This paragraph is a short reminder of the results established in [16] , [22] , [17] . In a nutshell, the things to remember are the following: when the contact set defined in (2) is unconditionally connected, the associated Monge-Ampère equation behaves well (i.e. smooth data lead to smooth solutions). Moreover, there is a tensor whose non-negativity is equivalent to the connectedness of the contact set. This tensor is the Ma-Trudinger-Wang tensor, or cost-sectional curvature tensor. When the cost is the squared Riemannian distance, this tensor contains informations about the Riemannian curvature of the underlying manifold.
We adapt the results of [16] , [22] , [17] to the Riemannian case by considering considering M a n-dimensional manifold, and D a general domain of M × M (which for simplicity we assume compact), instead of restricting to tensorial domains of R n ×R n , i.e. domains of the form Ω×Ω
′
for Ω, Ω ′ domains of R n . We denote π 1 , π 2 the usual canonical projections. For any x ∈ π 1 (D), we denote by D x the set D ∩ π −1 1 (x). We proceed similarly for the y variable. Let us introduce the following conditions:
Assumption A1 allows to introduce the following definition:
Definition 3.1 Under assumption A1, for x ∈ π 1 (D) we define the c-exponential map at x, which we denote by c-exp x , the map such that
The c-exponential map coincides with the Riemannian exponential map when c = d 2 /2. In the general case, optimal maps are defined by
for some c-convex potential φ.
Noticing that for all y ∈ G φ (x), φ(·) + c(·, y) has a global minimum at x, we introduce / recall the following definitions: Definition 3.2 (subdifferential) For φ a semi-convex function, the subdifferential of φ at x, that we denote ∂φ(x), is the set
The subdifferential is always a convex set, and is always non empty for a semi-convex function. 
We make here the following important remark: c-exp x (∂ c φ(x)) is set of all y such that −φ(·) − c(·, y) reaches a global maximum at x, while c-exp x (∂φ(x)) is the set of all y such that −φ(·) − c(·, y) has a critical point at x.
We remind the definition of c-convexity (see [17] ):
is c-convex (resp. uniformly c-convex) with respect to x if the set {−∇ x c(x, y), y ∈ ω ′ } is a convex (resp. uniformly convex) set of T x M. Whenever ω × ω ′ ⊂ D, ω ′ is c-convex with respect to ω if it is c-convex with respect to every x ∈ ω.
There exits also a notion of segment associated to the cost c, which we call c-segment:
Then the c-segment between y 0 and y 1 with respect to x, which we denote [y 0 , y 1 ] x is defined by
Then y θ will be such that −∇ x c(x, y θ ) = θp 1 + (1 − θ)p 0 .
We now remind the definition of the cost-sectional curvature. Although this name and the present formulation comes from [16] , this tensor has first been introduced by Ma, Trudinger and Wang in [17] . Definition 3.6 Under assumptions A0-A1-A2, for every (x 0 , y 0 ) ∈ D, one can define on
When ξ, ν are unit orthogonal vectors (with respect to the metric g at x 0 ), S c (x 0 , y 0 )(ξ, ν) defines the cost-sectional curvature from x 0 to y 0 in directions (ξ, ν). This definition is intrinsic (i.e. coordinate independent).
We are now ready to introduce the following condition on the cost function:
As (Positive sectional curvature) The cost-sectional curvature is uniformly positive on D. In other words, there exists
Alternatively, condition Aw (non-negative sectional curvature) is satisfied whenever (5) is satisfied with C 0 = 0.
In [17] , [22] , [16] the study was restricted to the case where
Concerning classical regularity, Ma, Trudinger and Wang [17] proved the following:
, Ω ′ being c-convex with respect to Ω. Let µ 0 = ρ 0 dx, µ 1 = ρ 1 dx be probability measures respectively on Ω and Ω ′ . Assume that ρ 0 , ρ 1 are bounded away from 0, and belong to
The key step toward this result is an interior a-priori estimate for second derivatives of solutions of (3); we will rely on this a-priori estimate in the present paper.
In [16] we proved the following relationship between regularity and a natural geometric property of the c-convex potentials:
Theorem 3.8 ( [16] ) Assume that for all µ 0 , µ 1 smooth positive probability measures, the cconvex potential φ such that
This result, combined with Theorem 3.7 yields easily the following:
, Ω, Ω ′ being c(resp c*)-convex with respect to each other. Then, for all φ c-convex on Ω, for all x ∈ Ω, the set G φ (x) is connected.
In [16] , it was also proved that the non-negativity of the cost-sectional curvature (i.e. condition Aw) is a necessary condition for regularity: without that condition, one can construct potentials that are not C 1 even though the data are smooth and positive. Relying on the results of [22] , it was then shown that the non-negativity of the cost-sectional curvature was equivalent to the connectedness of the set G φ (x) (see (2)). 2. For all φ c-convex, for all x ∈ Ω, G φ (x) is connected; 3. For all µ 0 , µ 1 C ∞ -smooth positive probability measures on Ω, Ω ′ , the optimal map between µ 0 and µ 1 is C ∞ .
Under positive cost-sectional curvature, we proved also C 1,α regularity of optimal potentials for rough data. Let us first introduce some regularity properties on the measures µ 0 , µ 1 . The first one reads
The second condition reads
We remark that µ ∈ L p implies A(n, p) with the same p, while B(n) doest not imply µ ∈ L 1 . Letting H n−1 be the n − 1 dimensional Hausdorff measure, we also notice that (7) implies that µ does not give mass to sets A such that H n−1 (A) is finite, which is close to the optimal assumption for existence of an optimal map in (1) (e.g. µ 0 does not charge n − 1-rectifiable sets). We also denote classically Ω δ = {x ∈ Ω : d(x, ∂Ω) > δ).
Theorem 3.11 ([16] ) Under the assumptions of Theorem 3.9 on c, Ω, Ω ′ , let µ 0 , µ 1 be probability measures respectively on Ω and Ω ′ . Let φ be a c-convex potential on Ω such that G φ # µ 0 = µ 1 . Assume that µ 1 ≥ m dVol on Ω ′ for some m > 0.
1. Assume that µ 0 satisfies A(n,p) for some p > n.
. Then for any δ > 0 we have
and C depends only on δ > 0, C µ 0 in (6), on m, on the constants in conditions A0, A1, A2, As.
2. If µ 0 satisfies B(n), then φ belongs to C 1 (Ω δ ) and the modulus of continuity of ∇φ depends also on f in (7).
Moreover, it was shown that in the case where c is the squared Riemannian distance on M, denoting Σ g the sectional curvature of M, the identity
holds (meaning that the two tensors coincide on (T x Ω) 2 ). Gathering all those results implies that for a manifold whose sectional curvature is negative at some point on some two-plan, one can exhibit positive smooth densities such that the optimal transport map between them (for the cost equal to d 2 (·, ·)) is not continuous.
Connectedness of the contact set: Proof of Theorem 2.3
We prove the following more general result:
Theorem 4.1 Let S n−1 be the unit sphere of R n equipped with the round metric g, and Riemannian distance d. Let c(x, y) = f (d(x, y)) for some f : [0, π) → R smooth and strictly increasing, with f ′ (0) = 0 and such that the conditions A0, A1, A2, As are satisfied on
2. for all φ c-convex, for all y ∈ S n−1 , φ + c(·, y) reaches a global maximum at x = −y, and any other critical point is a global minimum; 3. for all φ c-convex, for all x ∈ S n−1 , ∂φ(x) = ∂ c φ(x).
Remark. We notice that d(x, y) = arccos(x · y), and that
Hence in both cases the cost-function is of the form c(x, y) = f (d(x, y)) that fits into the framework of Theorem 4.1.
Proof of Theorem 4.1. We first prove the point 1: as the cost c is under the form c = f (d), we have, for all x = y,
where e y = exp d(x, y) . If the cost satisfies A1, then f ′ should obviously be a strictly monotone function. This yields that f is necessarily strictly convex. Now since f is non-negative and increasing, from the definition of the c-segment, we have easily using (8) max{d
This yields point 1. Note that point 1 implies that the c-segment [y 0 , y 1 ] x is well defined provided −x / ∈ {y 0 , y 1 }. We now prove point 2 and 3 for φ of the form
We let
Note that h is semi-convex on D y . We say that x ∈ D y is a critical point of h whenever 0 ∈ ∂h(x). We now use the fact that the cost satisfies assumption As: Lemma 4.2 Under the assumptions of Theorem 4.1, let x = −y be a critical point of h, then x is a local minimum of h. Moreover h reaches its global maximum at x = −y.
Proof. We choose x = −y and assume thatφ is not differentiable at x otherwise the conclusion is trivial. Without loss of generality, one can then writē
Moreover, ifφ + c(·, y) has a critical point at x where c(·, y) is differentiable, then necessarily y ∈ [y 0 , y 1 ] x , the c-segment with respect to x. Hence, one can write y = y θ for some θ ∈ [0, 1]. Finally, if y 0 = y 1 ,φ is necessarily differentiable at x = −y i , i = 0, 1, since in a neighborhood of y 0 (resp. y 1 ),φ ≡ −c(x ′ , y 1 ) + c(x, y 1 ) (resp.φ ≡ −c(x ′ , y 0 ) + c(x, y 0 )). Hence we can assume that x = −y 0 and x = −y 1 . If y = y 0 or y = y 1 thenφ + c(·, y) has a global minimum at x. In the case where y / ∈ {y 0 , y 1 } we use the result of [16, Proposition 5.1] . Locally around x, under assumption As, we have for
where δ > 0 for ǫ > 0, d(y 1 , y 0 ) > 0. Hence, we havē
with equality at x ′ = x. So ifφ + c(·, y) has a critical point at x, either y = y 0 or y 1 in which case x is a global minimum, or y = y θ for some θ ∈ (0, 1), and then x is a strict local minimum.
This implies that h reaches its global maximum at x = −y: Indeed, if h reaches its maximum at x ∈ D y , then h is semi-convex around x (since it is the sum of a c-convex function and a smooth function), and x is thus a critical point of h. As we saw in Lemma 4.2, any critical point of h in D y is a local minimum, and as we are on a compact manifold, h must have a global maximum, which is thus necessarily −y.
Lemma 4.3 Let h,φ be defined as above. Then any local minimum of h is a global minimum on S n−1 .
Proof. We first assume that y / ∈ {y 0 , y 1 }. In this case, we prove the stronger assertion that h has only one local minimum (which in particular is the global minimum). So let us assume that h has two distinct local minima x 1 = x 2 . Note that from Lemma 4.2, both x 1 and x 2 are different from −y, which is the global maximum of h. From the proof of Lemma 4.2, these two local minima are strict, and are thus separated: x 1 and x 2 do not belong to the same connected component of a level set of h. Then consider
where Γ is the set of continuous paths from [0, 1] to S n−1 such that γ(0) = x 1 , γ 1 = x 2 . By standard compactness arguments, this saddle point is attained at some point x 3 . Clearly x 3 = −y since, from Lemma 4.2, h reaches its global maximum at −y. Thus x 3 ∈ D y , and x 3 is a critical point of h. In view of Lemma 4.2, x 3 should then be a local minimum of h, moreover, since y / ∈ {y 0 , y 1 }, this local minimum should be strict. We reach a contradiction. If y = y 0 , the situation is simpler: h reaches its global minimum on the whole set
Moreover h reaches its global maximum at x ′ = −y 1 , and, from assumption A1, there are no critical points outside of E, so there can be no local minima of h outside of E. Proof. Consider p ∈ ∂φ(x). Then p ∈ [−∇ x c(x, y 0 ), −∇ x c(x, y 1 )] x . If x is on the set where φ is not differentiable, (otherwise there is nothing to prove) then −x / ∈ {y 0 , y 1 }. From the point 1 already proved, there exists y ∈ [y 0 , y 1 ] x ⊂ S n−1 \ {−x}, such that p = −∇ x c(x, y). Then considering the function h =φ + c(·, y) on S n−1 , clearly x is a critical point of h. Thus, by what we proved above, x is a global minimum of h, and so p ∈ ∂ cφ (x).
Then arguing as in [16, Proposition 2.11] , if the conclusion of Lemma 4.4 holds for all cconvex functions of the form (9), it holds for all φ c-convex; this achieves the proof of Theorem 4.1.
Remark. This argument allows to go from [16, Proposition 5 .1] to the important identity ∂ c φ = ∂φ. One of the crucial ingredients is the absence of boundary used in the saddle point argument. The case with boundary has been treated by Trudinger and Wang in [21] . An alternative argument to obtain ∂ c φ = ∂φ from Aw has been obtained in [15] .
Proof of Theorem 2.4
Strategy of the proof Most of the proof is contained in the following points: 1-Given µ 0 , µ 1 satisfying the assumptions of Theorem 2.4, there exists a constant σ such that d(x, G φ (x)) ≤ π − σ for all x ∈ S n−1 . Hence, G φ (x) stays uniformly far away from the cut-locus of x. Then we can reduce locally the problem to an Euclidean problem.
2-The assumption As is satisfied by the cost function distance squared on the sphere (Theorem 2.2).
Once this is established, we proceed as follows: Given x 0 ∈ S n−1 we can build around x 0 a system of geodesic coordinates on the set {x, d(x, x 0 ) ≤ R} for R < π. From point 1-, for r small enough, the graph {(x, G φ (x)), x ∈ B r (x 0 )} is included in the set B r (x 0 ) × B π−2r (x 0 ) on which the cost function is C ∞ . From point 2-and using [17] , a C 4 smooth solution to (3) on B r (x 0 ) will enjoy a C 2 a priori estimate at x 0 . This estimate will depend only on the smoothness of µ 0 , µ 1 , on r, and r is small but can be chosen once for all.
Once a C 2 a priori estimate is established we use the result of [10] : the method of continuity allows to build smooth solutions for any smooth positive densities.
Then, we use the results of [16] to conclude our partial C 1,α regularity result.
Reduction of the problem to an Euclidean problem
Uniform distance to the cut locus We show that there exists a subset S
on which A0-A2 are satisfied, and such that the graph of
where σ > 0 depends on some condition on µ 0 , µ 1 . We first remark that Lemma 5.1 For all x ∈ S n−1 , the set {y, (x, y) ∈ S 2 σ } is c-convex with respect to x. Then we show the following crucial result: Proposition 5.2 Let µ 0 , µ 1 be two probability measures on S n−1 , let φ be a c-convex potential such that G φ# µ 0 = µ 1 . Assume that there exists m > 0 such that µ 1 ≥ mdVol and that µ 0 satisfies B(n-1) (see (7)). Then there exists σ > 0 depending on m and on f in (7), such that
σ is defined in (10) . Proof: We use [11] ; in that paper, it was shown, for φ satisfying G φ# µ 0 = µ 1 , that we have |dφ| ≤ π − ǫ, and ǫ > 0 depends on dµ 1 
Here we slightly extend this bound to the case where µ 0 satisfies B(n-1) (7), and µ 1 ≥ mdVol.
The starting point of the proof is [11, Lemma 2] where it is shown that for all x 1 , x 2 ∈ S n−1 , for all ψ c-convex,
wherex 1 is the antipodal point to x 1 . Hence the set
Taking δ > 0 fixed (for example δ = π/2), we have
where D z is the half-sphere centered at z. Hence
In particular, if µ 0 satisfies B(n-1), we have
for r small enough, hence if µ 1 ≥ mdVol, m > 0 we find that σ > 0 and the uniform distance between G ψ (x) and the cut locus of x is asserted. Now notice that sup{|dφ(x)|, x ∈ S n−1 } = sup{|dφ c (x)|, x ∈ S n−1 }, and the proposition follows.
Remark. It is enough to conclude the proof to assume that µ 0 (B ǫ (x)) → 0 uniformly with respect to ǫ.
Construction of a local system of coordinates Given x 0 ∈ S n−1 , we consider a system of geodesic coordinates around x 0 , i.e. given a system of orthonormal coordinates at x 0 and the induced system of coordinates on T x 0 (S n−1 ), we consider the mapping p ∈ T x 0 (S n−1 ) → exp x 0 (p). This mapping is a diffeomorphism from B R (0) ⊂ R n−1 to B R (x 0 ) as long as R < π. Then, for for r < σ/2 we have
We now take r = σ/3 Hence, B r (0) is sent in B π−2r (0), and the cost function is C ∞ on B r (0) × B π−2r (0)for r small enough.
In this case, we have c-exp x (p) = exp x (p), and also
where D v exp x is the derivative with respect to v of v → exp x (v). Assumption A1 is trivial, since y is indeed uniquely defined by y = exp x (p). From (11) , assumption A2 is true on any smooth compact Riemannian manifold, since in this case Jac(v → exp x v) is bounded by above.
Verification of assumption As: Proof of Theorem 2.2
It has been established in [11] that in a system of normal coordinates e 1 , .., e n−1 at x with e 1 = p/|p|, we have
This relies on the fact that
, and follows by computations of Jacobi fields. Hence, we have, in this system of coordinates,
where r = |p|, I is the identity matrix of order n − 1, and I ′ is the identity matrix on vect(e 2 , .., e n−1 ). So, for a given v ∈ R n−1 ,
where Πv is the projection of v on p ⊥ . This can be written, using intrinsic notations
where (·, ·) g denotes the Riemannian scalar product on c-exp x (S n−1 ) and |p| 2 g = (p, p) g . Let α, β ∈ R n−1 , t ∈ R, u t = α + tβ and r = |u t |. We assume that r < π, and Π t v is the projection of v on u ⊥ t . Assumption As is then equivalent to show d
for all α, β ∈ c-exp x S n−1 , v ⊥ β, which is equivalent to
for all α, β ∈ R n−1 , v ⊥ β. Without loss of generality, we assume by changing t in t − t 0 that α ⊥ β. We have
hence, using v ⊥ β,
Now, assuming |v| = 1 and (v, α) g = c, we have to evaluate 
One can check (by two successive differentiations) that this quantity is non-negative for r ∈ [0, π]. Hence we have, using (12, 13) ,
Remember that c = α · v, with |v| = 1, hence |α| ≥ |c| and r ≥ |c|, to conclude that
2 . Hence in a normal system of coordinates at x, we see that As is satisfied at x for any y such that d(x, y) < π. As seen in [16] , the cost-sectional curvature is intrinsic. This proves Theorem 2.2.
C 1 regularity for weak solutions
Consider a system of geodesic coordinates around x 0 . As we have seen, using Proposition 5.2, in this system of coordinates, for r 0 = σ/3, we have
Moreover, c satisfies A0-As on B r 0 (0) × B π−2r 0 (0). We let Ω = B r 0 (0), R = π − 2r 0 , and Ω ′ = B R (0), and remark that Ω, Ω ′ are uniformly strictly c-convex with respect to each other if r 0 is small enough. Now, given φ c-convex on S n−1 such that G φ # µ 0 = µ 1 , we considerφ the restriction of φ to Ω. We recall the definition of the Monge-Ampère measure of φ with respect to µ 1 , defined by
We claim the following: Proposition 5.3 Let φ,φ, Ω, Ω ′ be as above. Let µ 0 , µ 1 be probability measures on S n−1 such that G φ # µ 0 = µ 1 , and µ 1 ≥ mdVol; then 1.φ is c-convex on Ω with respect to the restriction of c to Ω × Ω ′ ;
2. Gφ coincides with G φ on Ω;
Remark. Note that in general,
φ (B)) will be strictly larger than
Proof. The first point is straightforward: indeed at every x ∈ Ω,φ has global c-support −φ c (y) − c(·, y), and
The delicate issue for the second part comes from the following point: we have
As we see, the infimum above has to be on Ω, whereas for the definition of G φ it has to be on S n−1 . Thus the inclusion G φ (x) ⊂ Gφ(x) is straightforward while the reverse inclusion is unclear. To overcome this we use the Theorem 4.1, and the fact that for all φ c-convex on S n−1 , ∂ c φ = ∂φ. Hence if φ + c(·, y) has a local minimum it has to be a global minimum in all of S n−1 . Hence, if y ∈ Gφ(x), then φ + c(·, y) has a local minimum at x, and hence a global one, thus y ∈ G φ (x). Now the last point follows from the following lemma, which is a reformulation of [16, Proposition 5.11] in the sphere case.
Before proving this lemma, we conclude the proof of Proposition 5.3, by observing that, from the point 2 of Proposition 5.3, on Ω we have G
Proof of Lemma 5.4. In S n−1 we consider N = {y ∈ S n−1 :
We are now allowed to use [16, Proposition 5.9 ] to prove Theorem 2.4. Let first recall the result:
Let c satisfy assumptions A0, A1, A2, As on Ω, Ω ′ with Ω, Ω ′ strictly c-convex with respect to each other, then (6) ), for some p > n − 1, then φ ∈ C 1,β loc (Ω), with β(n − 1, p) as in Theorem 3.11,
• if G # φ dVol satisfies B(n-1) (see (7)), then φ ∈ C 1 loc (Ω).
This achieves the proof of C 1 regularity. Applying this result with Ω = B r (0), Ω ′ = B π−2r 0 (0), we have a bound on D 2 φ(x 0 ) that depends only on r 0 and on the bounds on µ 0 , µ 1 . Finally, note that r 0 can be chosen once for all once σ is known.
C
Continuity method In [10] it was established that given a C ∞ smooth c-convex potential φ, a C ∞ smooth positive measure µ 0 , and µ 1 = G φ # µ 0 , the operator
was locally invertible in C ∞ around µ 1 . Then the existence, for a given pair of C ∞ smooth positive probability measures µ 0 , µ 1 of a C ∞ smooth c-convex potential φ is granted once apriori estimates for the second derivatives have been derived. Indeed, this follows from the concavity of the equation and and the well known continuity method (see [12] ).
We conclude the following: for µ 0 , µ 1 having C 1,1 smooth probability densities, there exists a (unique up to a constant) c-convex potential φ ∈ C 3,α for every α ∈ [0, 1[ such that G φ # µ 0 = µ 1 . If moreover µ 0 , µ 1 are C ∞ , φ ∈ C ∞ . This concludes the third point of Theorem 2.4.
The proof of Theorem 2.4 is complete.
Proof of Theorem 2.5
For this case it has already been checked (see [26, 27, 14] ) that the cost function c(x, y) = − log |x − y| satisfies As for x = y. We will just prove that under some assumptions on the measures µ 0 , µ 1 we can guarantee that G φ (x) stays away from x. This will imply that when the cost is − log |x + y|, G φ (x) stays away fromx. Then, the proof of the Theorem 2.5 mimics the proof of Theorem 2.4. We prove the Proposition 6.1 Let S n−1 be unit sphere of R n . Let c(x, y) = − log |x − y|. Let T : S n−1 → S n−1 be a 2-monotone map, i.e. such that ∀x 1 , x 2 ∈ S n−1 , c(x 1 , T (x 1 )) + c(x 2 , T (x 2 )) ≤ c(x 2 , T (x 1 )) + c(x 1 , T (x 2 )). (15) Let µ 0 , µ 1 be two probability measures on R n . Assume that µ 1 ≥ mdVol for m > 0, and that µ 0 satisfies B(n-1) (7). Then there exists ǫ 0 > 0 depending only on m, f in (7) such that ∀x ∈ S n−1 , d(x, T (x)) ≥ ǫ 0 .
Proof of Proposition 6.1. We follow the same lines as in [11] . From (15), we have log |x 1 − T (x 2 )| ≤ log |x 1 − T (x 1 )| + log 2 − log |x 2 − T (x 1 )|.
Letting M = − log |x 1 − T (x 1 )|, the set {x : |x − T (x 1 )| ≥ 1} is sent by T in the set {y : |y − x 1 | ≤ 2 exp(−M)}. Then the bounds on µ 0 , µ 1 yield an upper bound on M as in the proof of Proposition 5.2.
Remark. The results that we have established for the reflector antenna and the quadratic cost can certainly be extended to the class of all costs that follow the assumptions of Theorem 4.1. Indeed the argument used to show the "stay away from the cut locus" property can be easily adapted in this case, and all the other arguments remain true.
