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Abstract—Real-world networks exhibit prominent hierarchical and modular structures, with various subgraphs as building blocks. Most
existing studies simply consider distinct subgraphs as motifs and use only their numbers to characterize the underlying network.
Although such statistics can be used to describe a network model, or even to design some network algorithms, the role of subgraphs in
such applications can be further explored so as to improve the results. In this paper, the concept of subgraph network (SGN) is
introduced and then applied to network models, with algorithms designed for constructing the 1st-order and 2nd-order SGNs, which
can be easily extended to build higher-order ones. Furthermore, these SGNs are used to expand the structural feature space of the
underlying network, beneficial for network classification. Numerical experiments demonstrate that the network classification model
based on the structural features of the original network together with the 1st-order and 2nd-order SGNs always performs the best as
compared to the models based only on one or two of such networks. In other words, the structural features of SGNs can complement
that of the original network for better network classification, regardless of the feature extraction method used, such as the handcrafted,
network embedding and kernel-based methods.
Index Terms—subgraph, motif, network classification, structural feature, learning algorithm, biological network, social network
F
1 INTRODUCTION
MANY real-world systems can be naturally representedby networks, such as biological networks [1], [2],
collaboration networks [3], [4], software networks [5], [6],
and social networks [7], [8]. Studying the substructure of
a network, e.g. its subgraphs, is an efficient way to under-
stand and analyze the network [9]. In fact, subgraphs are
basic structural elements of a network, and distinct sets
of subgraphs are usually associated with different types
of networks. In retrospect, as shown in [10], frequent ap-
pearance of subgraphs can reveal topological interaction
patterns, each of which performs precisely some specialized
functions, therefore they can be used to distinguish different
communities and various networks.
Up to now, a number of studies on network subgraphs
for graph classification have been reported. Ugander et
al. [11] treated subgraph frequency as a local property in
social network and found that subgraph frequency can
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indeed provide unique insights for identifying both social
structure and graph structure in a large network. Similarly,
Vohra [12] summarized the network by stacking subgraph
frequencies into a vector as a global network property
and then classified networks into different groups, where
these frequency statistics are implemented through two
schemes [11], [13]. Moreover, in the study of biological net-
works, Grochow et al. [14] proposed a novel algorithm for
identifying larger network elements and functional motifs,
revealing the clustering properties of motifs through sub-
graph enumeration and symmetry-breaking. Without any
interaction dependencies between them, these studies sim-
ply acquired a sequence of discrete motif entities with fea-
ture information such as counting, weight, etc. to describe
the underlying network. Except for subgraph frequency
statistics, Benson et al. [15] obtained the corresponding
embedding representation through laplacian matrix analysis
method. Moreover, in [16], an incremental subgraph join fea-
ture selection algorithm was designed, which forces graph
classifiers to join short-pattern subgraphs so as to generate
long-pattern subgraph features. Similarly, Yang et al. [17]
proposed the NEST method which combined the motifs and
convolutional neural network.
The studies mentioned above try to reveal subgraph-
level patterns, which can be considered as network build-
ing blocks of particular functions, to capture mesoscopic
structure. However, most of them ignored the interaction
between these subgraphs, which could be of particular
importance to represent the global structure of subgraph-
level. In order to address this, we propose a method to
establish Subgraph Networks (SGNs) of different orders. It
can be expected that such SGNs can capture the structural
features of different aspects and thus may benefit the follow-
up tasks, such as network classification. Briefly, there are
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three steps to build an SGN from an original network: first,
detect subgraphs in the original network; second, choose
appropriate subgraphs for a task; third, utilize the chosen
subgraphs to build an SGN. Line graph [18] thus can be con-
sidered as a special SGN, where a link connecting two nodes
in the original network is considered as a subgraph, and two
subgraphs are connected in the SGN if the corresponding
two links share a same terminal node. Clearly more compli-
cated subgraphs can be considered, e.g., three nodes with
two links, so as to get a higher-order SGN, as will be further
discussed in Sec. 3. The key point here is that the SGN
extracts the representative parts of the original network and
then assembles them to reconstruct a new network that
preserves the relationship among subgraphs. Our method
thus implicitly maintains the higher-order structures under
the premise of providing the information of local structures.
And, the network structure of SGN can complement the
original network and, as a result, the integration of their fea-
tures will benefit the subsequent structure-based algorithms
design and applications.
The main contributions of this work are summarized as
follows.
• A new concept of SGN is introduced, along with
algorithms designed for constructing the 1st-order
and 2nd-order SGNs from a given network. These al-
gorithms can be easily extended to construct higher-
order SGNs.
• SGN is used to obtain a series of handcrafted
structural features which, together with the features
automatically extracted by using some advanced
network-embedding methods, kernel-based methods
and depth model, provide complementary features
to those extracted from the original network.
• SGN is applied to network classification. Experi-
ments on seven groups of networks are carried out,
showing that integrating the features obtained from
SGN can indeed significantly improve the classifica-
tion accuracy in most cases, as compared to the same
feature extraction and classification methods based
only on the original networks.
The rest of the paper is organized as follows. In Sec. 2,
some related work about subgraph and network represen-
tation methods are briefly introduced. In Sec. 3, the defi-
nition of SGN is provided and algorithms for constructing
the 1st-order and 2nd-order SGNs are designed. In Sec. 4,
handcrafted structural features are characterized, for both
the original network and SGNs. In Sec. 5, several automatic
feature extraction methods are discussed, whereas SGNs
are applied to graph classification for some real-world net-
works. Finally, Sec. 6 concludes the investigation, with a
future research outlook.
2 RELATED WORK
In this section, we review the related work of subgraph in
graph mining applications and the network representation
methods combined with depth models in recent years.
2.1 Subgraph in Graph Mining
Recently, subgraphs have been widely applied in the study
between entities in networks. For example, in [19]–[21],
different algorithms were designed for detecting network
subgraphs. In [22], a method for detecting strong ties was
proposed using frequent subgraphs in a social network,
where it was observed that frequent subgraphs as network
structural features could lead to good performances in alle-
viating the sparse problem for detecting strong ties on the
network. By adding time stamp to the topology, temporal
frequent subgraphs [23]–[25] were studied for some time-
dependent networks, such as social and communication
networks, as well as biological and neural networks. Fur-
thermore, subgraphs were also applied to graph clustering.
In [26], a graph clustering method was developed based on
frequent subgraphs, which can effectively detect commu-
nities in a network. Network subgraphs deeply depict the
local structural features of the network and have important
research value in the application of graph mining.
2.2 Network Representation
The combination of subgraph structures and depth models
enriches the research methods of the network and brings
inspiration to researchers. With the rapid development
of deep learning, many graph mining and representation
methods have been proposed and tested, with practical ap-
plications to, e.g., drug design (through studying chemical
compound and proteins data) [27], [28] and market analysis
(through purchase history) [29]. Methods like word2vec [30]
and doc2vec [31] have shown good performances in natural
language processing (NLP), bringing some new insights to
the field of graph representation. Inspired by these algo-
rithms, graph2vec [32] was proposed, which was shown
to be outstanding for graph representation. Among the
existing graph mining methods, graph kernel [33]–[35] has
obtained unanimous praise in recent years, whereas the
bottleneck is its high computational cost. As a winner from
competitions on a plenty of machine learning problems,
convolutional neural network (CNN) has attracted lots of
attention, especially in the area of computer vision [36], and
it has been reformulated by the new convolution operator
for graph structure data [37]. It was put forward in [38],
referred to as graphconv, the first trial of an analogy of
CNN on graphs. Then, graph convolutional network (GCN),
designed in [39] as an extension to the k-localized kernel,
resolved the problem of over localization as compared with
graphconv. Based on graph neural network (GNN) and
capsule, Zhang et al. [40] designed the CapsGNN, which
can generate multiple embeddings for each graph to capture
network properties from different aspects. This method was
extensively tested, and achieve the state-of-the-art results.
Network algorithms benefit from graph embedding by
automatically extracting features of arbitrary dimensions.
However, such methods still largely rely on the original
network, and thus may ignore important hidden structural
features. To bridge the gap, we map the original network
to different structural spaces, in terms of different SGNs.
Different from those existing subgraph-based methods [12],
[15], [17] that only enumerate a set of motifs as functional
building blocks and then match them in the original net-
work for subsequent representation, our SGN model maps
the subgraphs in the original network to the nodes in a
higher-order structural space, addressing the connections
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between the subgraphs. Therefore, it can be considered
that SGN provides a general framework to expand the
structural feature space, which can be naturally integrated
into many graph representation methods to further improve
their effectiveness.
3 SUBGRAPH NETWORKS
Generally, SGN can be considered as a mapping in net-
work space, which maps the original node-level network
to subgraph-level networks. In this section, SGN is first
introduced, followed by algorithms for constructing the 1st-
order and 2nd-order SGNs.
DEFINITION 1 (Network). An undirected network is repre-
sented by G(V,E), where V and E ⊆ (V × V ) denote the sets
of nodes and links, respectively. The element (vi, vj) in E is an
unordered pair of nodes vi and vj , i.e., (vi, vj) = (vj , vi), for all
i, j = 1, 2, ..., N , where N is the number of nodes, namely the
size of the network.
DEFINITION 2 (Subgraph). Given a network G(V,E), gi =
(Vi, Ei) is a subgraph of G, denoted by gi ⊆ G if and only if
Vi ⊆ V and Ei ⊆ E. The sequence of subgraphs is denoted as
g = {gi ⊆ G|i = 1, 2, ..., n}, n ≤ N .
DEFINITION 3 (SGN: Subgraph Network). Given a network
G(V,E), the SGN, denoted by G∗ = L(G), is a mapping from
G to G∗(V ∗, E∗), with the sets of nodes and links denoted by
V ∗ = {gj |j = 0, 1, ..., n} and E∗ ⊆ (V ∗ × V ∗), respectively.
Two subgraphs gi and gj are connected if they share some common
nodes or links in the original network, i.e., Vi∩Vj 6= ∅. Similarly,
the element (gi, gj) in E∗ is an unordered pair of subgraphs gi
and gj , i.e., (gi, gj) = (gj , gi), i = 1, 2, ..., n with n ≤ N .
According to the definition of SGN, one can see that: (i)
subgraph is a part of the original network; (ii) SGN is de-
rived from a higher-order mapping of the original network
G; (iii) the connecting rule between two subgraphs needs
to be clarified. Following the approach of [41], where the
problem of graph representation in a domain with higher-
order relations is discussed, constructing sets of nodes as p-
chains, corresponding to points (0-chains), lines (1-chains),
triangles (2-chains), etc., here the new framework constructs
subgraphs as 1st order, 2nd order, etc. For clarity, three steps
in building the new framework are outlined as follows.
• Detecting subgraphs from the original network. Net-
works are rich of subgraph structures, with some
subgraphs occurring frequently, e.g., motifs [20]. Dif-
ferent kinds of networks may have different local
structures, captured by different distributions of var-
ious subgraphs.
• Choosing appropriate subgraphs. Generally, sub-
graphs should not be too large, since in this case
SGN may only contain a very small number of
nodes, making the subsequent analysis less mean-
ingful. Moreover, the chosen subgraphs should be
connected to each other, i.e., they should share some
common part (nodes or links) of the original net-
work, so that higher-order structural information can
emerge.
• Utilizing the subgraphs to build SGN. After extract-
ing enough subgraphs from the original network,
(a) Original graph
21
34
5 6
21
3
4
5 6
(1, 2)
(b) Extracting lines
(d)       SGN
(1)
21
34
5 6
(1, 2)
(1, 2)
(c) Establishing connections
Fig. 1. The process of building SGN(1) from a given network: (a) the
original network, (b) extracting lines as subgraphs, (c) establishing con-
nections among these lines, and (d) forming SGN(1).
connections among them are established following
certain rules so as to build SGN. Here, for simplicity,
consider two subgraphs. They are connected if and
only if they share the same nodes or links from
the original network. There certainly can be other
connecting rules, leading to totally different SGNs,
which will be discussed elsewhere in the future.
In this paper, the most fundamental subgraphs, i.e., line
and triangle, are chosen as subgraphs, since they are simple
and relatively frequently appearing in most networks. Thus,
two kinds of SGNs of different orders are constructed as
follows.
3.1 First-Order SGN
In the case of first-order, a line, or a link, is chosen as a
subgraph, based on which SGN is built, denoted by SGN(1).
The 1st-order SGN is also known as a line graph, where the
nodes are the links in the original network, and two nodes
are connected if the corresponding links share a same end
node.
The process to build SGN(1) from a given network is
shown in Fig. 1. In this example, the original network has 6
nodes connected by 6 links. First, extract lines as subgraphs,
labeled them by their corresponding end nodes, as shown
in Fig. 1 (b). These lines are treated as nodes in SGN. Then,
connect these lines based on their labels, i.e., two lines are
connected if they share one same end node, as shown in
Fig. 1 (c). Finally, obtain SGN with 6 nodes and 8 links, as
shown in Fig. 1 (d). A pseudocode of constructing SGN(1)
is given in Algorithm 1. The input of this algorithm is the
original network G(V ,E) and the output is the constructed
SGN(1), denoted by G′(V ′,E′), where V ′ and E′ represent
the sets of nodes and links in the SGN(1), respectively.
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Algorithm 1: Constructing SGN(1).
Input: A network G(V ,E) with node set V and link
set E ⊆ (V × V ).
Output: SGN(1), denoted by G′(V ′,E′).
1 Initialize a node set V ′ and a link set E′;
2 for each v ∈ V do
3 get the neighbor set Ω of v;
4 for each ω ∈ Ω do
5 ` = sorted([v, ω]);
6 `str ← merge the nodes in list ` into a string;
7 add the new node `str into V˜ ;
8 end
9 for i, j ∈ V˜ and i 6= j do
10 add the link (i, j) into E′;
11 end
12 add V˜ into V ′;
13 end
14 return G′(V ′,E′);
1 2 3 4
5 6 7 8
10 11 13129
open
closed
(a) Directed (b) Undirected
Fig. 2. The connection patterns among three nodes for (a) directed and
(b) undirected networks.
3.2 Second-Order SGN
Now, construct higher-order subgraphs by considering the
connection patterns among three nodes. There are more
diverse connection patterns among three nodes than the
case of two nodes. In theory, there are 13 possible non-
isomorphic connection patterns among three nodes [20] in
a directed network, as shown in Fig. 2 (a). This number
decreases to 2 in an undirected network, namely only open
and closed triangles, as shown in Fig. 2 (b). Here, only
connected subgraphs are considered, while those with less
than two links are ignored. Compared with lines, triangles
can provide more insights about the local structure of a net-
work [42]. For instance, in [43], the evolution of triangles in a
Google+ online social network was studied, obtaining some
valuable information during the emerging and pruning of
various triangles.
The open triangles are defined as subgraphs to establish
the 2nd-order SGN, denoted by SGN(2). Here, second-order
means that there are two links in each open triangle, and two
open triangles are connected in SGN(2) if they share a same
link. Note that same link rather than same node is used here to
avoid obtaining a very dense SGN(2). This is because a dense
network, with each pair of nodes connected with a higher
probability, tends to provide less structural information in
general.
(a) Original graph
21
34
5 6
21
34
5 6
(1, 2)
(b)ௗExtracting lines
(1, 2)
(c)ௗௗExtracting open triangles(d)  SGN (2)
Fig. 3. The process to build SGN(2) from a given network: (a) the original
network, (b) extracting lines, (b) building SGN(1) and extracting open
triangles as subgraphs, and (d) establishing connections among these
open triangles to obtain SGN(2).
Algorithm 2: Constructing SGN(2).
Input: A network G(V ,E) with node set V and link
set E ⊆ (V × V ).
Output: SGN(2), denoted by G′′(V ′′,E′′).
1 Initialize a node set V ′′ and a link set E′′;
2 for each v ∈ V do
3 get the neighbors set Ω of v;
4 Ω˜← get the full combination of node pairs in the
neighbor collection;
5 for each (ω1, ω2) ∈ Ω˜ do
6 ˜`= [v, ω1, ω2];
7 ˜`str ← merge the nodes in list ˜` into a string;
8 add the new node ˜`str into V˜ ;
9 end
10 for i, j ∈ V˜ and i 6= j do
11 add the edge (i, j) into E′′ ;
12 end
13 add V˜ into V ′′;
14 end
15 return G′′(V ′′,E′′);
The iterative process to build SGN(2) from an original
network is shown in Fig. 3. First, extract lines, labeled by
their corresponding end nodes, as shown in Fig. 3 (b), to
establish SGN(1). Then, in the line graph SGN(1), further
extract lines to obtain open triangles as subgraphs, labeled
by their corresponding three nodes, as shown in Fig. 3 (c).
Finally, obtain SGN(2) with 8 nodes and 14 links, as shown
in Fig. 3 (d). A pseudocode of constructing SGN(2) is given
in Algorithm 2. The input of this algorithm is the original
network G(V ,E) and the output is the constructed SGN(2),
denoted by G′′(V ′′,E′′), where V ′′ and E′′ represent the sets
of nodes and links in the SGN(2), respectively.
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Original network Benzene ring SGN
Fig. 4. A compound network, where each node denotes an atom and its
corresponding SGN obtained by taking benzene rings as subgraphs.
Clearly, the new method can be easily extended to
construct higher-order SGNs by choosing proper subgraphs
and connecting rules. For instance, based on Algorithms 1
and 2, for the network shown in Fig. 3 (d), one can further
label each link by the 4 numbers from the end nodes, i.e.,
these numbers correspond to the 4 nodes in the original
network. Then, one can treat each link with a different label
as a node, and connect them if they share 3 same numbers,
so as to establish the 3rd-order SGN.
It is interesting to investigate such a higher-order SGN.
However, as subgraphs become too large, the SGN may
contain only few nodes, making the network structure less
informative. It may be argued that there might be some
functional subgraphs in certain networks, which could be
better blocks to be used to build SGNs. However, this may
not be true. Take the compound networks in chemistry as
examples, e.g. benzene ring, and other functional groups
such as hydroxyl group, carboxyl group and aldehyde
group, which play an important role in the properties of
organic substances. In such networks, however, one usually
cannot choose the benzene ring as a building block, since
most of these networks are of small sizes and contain a
small number of benzene rings, as shown in Fig. 4. In this
case, if one uses benzene rings as subgraphs, an SGN will be
built containing only three nodes, with one isolated from the
other two. As such, this SGN can hardly provide sufficient
information to distinguish itself from the other substances,
hence will not be useful.
4 NETWORK ATTRIBUTES
Now, besides the original network, denoted by SGN(0) for
simplicity, there are two SGNs, i.e., SGN(1) and SGN(2).
These networks together may provide more comprehensive
structural information for subsequent applications. In this
paper, the focus is on its application to network classifica-
tion. A typical procedure for accomplishing the task consists
of two steps: first, extract network structural features; sec-
ond, design a machine learning method based on these fea-
tures to realize the classification. In network science, there
are many classic topological attributes, which have been
widely used in link prediction [44], graph classification [45]
and so on. Here, the following handcrafted network features
are used to design the classifier.
• Number of Nodes (N ): Total number of nodes in the
network.
• Number of links (L): Total number of links in the
network.
• Average degree (K): The mean value of links con-
nected to a node in the network.
• Percentage of leaf nodes (P ): A node of degree 1 is
defined as a leaf node. Suppose there are totally F
leaf nodes in the network. Then,
P =
F
N
. (1)
• Average clustering coefficient (C): For node vi,
the clustering coefficient represents the probability
of a connection between any two neighbors of vi.
Suppose that there are ki neighbors of vi and these
nodes are connected by Li links. Then, the average
clustering coefficient is defined as
C =
1
N
N∑
i=1
2Li
ki(ki − 1) . (2)
• Largest eigenvalue of the adjacency matrix (λ): The
adjacency matrix A of the network is an N × N
matrix, with its element aij = 1 if nodes vi and vj
are connected, and aij = 0 otherwise. In this step,
calculate all the eigenvalues of A and choose the
largest one.
• Network density (D): Given the number of nodes
N and the number of links L, network density is
defined as
D =
2L
N(N − 1) . (3)
• Average betweenness centrality (CB): Betweenness
centrality is a centrality metric based on shortest
paths. The average betweenness centrality of the
network is defined as
CB =
1
N
N∑
i=1
∑
s6=i 6=t
nist
gst
, (4)
where gst is the number of shortest paths between
vs and vt, and nist is the number of shortest paths
between vs and vt that pass through vi.
• Average closeness centrality (CC ): The closeness
centrality of a node in a connected network is de-
fined as the reciprocal of the average shortest path
length between this node and the others. The average
closeness centrality is defined as
CC =
1
N
N∑
i=1
n− 1∑n
j=1 dij
, (5)
where dij is the shortest path length between nodes
vi and vj .
• Average eigenvector centrality (CE): Usually, the
importance of a node depends not only on its de-
gree but also on the importance of its neighbors.
Eigenvector centrality is another measure of the im-
portance of a node based on its neighbors, which is
defined as
CE =
1
N
N∑
i=1
xi , (6)
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where xi represents the importance of node vi and is
calculated based on the following equation:
xi = α
N∑
j=1
aijxj , (7)
where α is a preset parameter, which should be less
than the reciprocal of the maximum eigenvalue of the
adjacency matrix A.
• Average neighbor degree (DN ): Neighbor degree of
a node is the average degree of all the neighbors of
this node, which is defined as
DN =
1
N
N∑
i=1
1
ki
∑
vj∈Ωi
kj , (8)
where Ωi is a set of the neighbors of node vi, and kj
is the degree of node vj ∈ Ωi.
Note that, among the above 11 features, number of
nodes (N ), number of links (L), average degree (K) and
network density (D) are the most basic properties of a
network [46]. Average clustering coefficient (C) [47] is also
a very popular metric to quantify the link density in ego
networks. The percentage of leaf nodes (P ) can distinguish
whether a network is tree-like or rich with rings. The largest
eigenvalue of the adjacency matrix (λ) is chosen since the
eigenvalues are the isomorphic invariant of a graph, which
can be used to estimate many static attributes, such as
connectivity, diameter, etc. Average neighbor degree (DN )
captures the 2-hop information. Also, centrality measures
are indicators of the importance (status, prestige, standing,
and the like) of a node in a network, therefore, we also
use average betweenness centrality (CB), average closeness
centrality (CC ), and average eigenvector centrality (CE) to
describe the global structure of a network.
4.1 Datasets
Experiments were conducted on 7 real-world network
datasets, as introduced in the following, with each contain-
ing two classes of networks. The first 5 datasets are about
bio- and chemo-informatics, while the last two are social
networks. The basic statistics of these datasets are presented
in TABLE 1.
• MUTAG: This dataset is about heteroaromatic nitro
and mutagenic aromatic compounds, with nodes and
TABLE 1
Basic statistics of the 7 datasets. #Graphs is the number of graphs.
#Classes is the number of classes. #Positive and #Negative are the
numbers of graphs in the two different classes.
Dataset #Graphs #Classes #Positive #Negative
MUTAG 188 2 125 63
PTC 344 2 152 192
PROTEINS 1113 2 663 450
NCI1 4110 2 2057 2053
NCI109 4127 2 2079 2048
IMDB-B 1000 2 500 500
REDDIT-B 2000 2 1000 1000
links representing atoms and the chemical bonds be-
tween them, respectively. They are labeled according
to whether there is a mutagenic effect on a special
bacteria [48].
• PTC: This dataset includes 344 chemical compound
graphs, with nodes and links representing atoms and
the chemical bonds between them, respectively. Their
labels are determined by their carcinogenicity for
rats [49].
• PROTEINS: This dataset comprises of 1113 graphs.
The nodes are Secondary Structure Elements (SSEs)
and the links are neighbors in the amino-acid se-
quence or in the 3D space. These graphs represent
either enzyme or non-enzyme proteins [50].
• NCI1 & NCI109: These two datasets comprise of
4110 and 4127 graphs, respectively. The nodes and
links represent atoms and chemical bonds between
them, respectively. They are two balanced subsets
of the datasets of chemical compounds screened for
the activities against non-small cell lung cancer and
ovarian cancer cell lines, respectively. The positive
and negative samples are distinguished according to
whether they are effective against cancer cells [2].
• IMDB-B: This dataset is about movie collaboration,
which is collected from IMDB, containing lots of
information about different movies. Each graph is
an ego-network, where nodes represent actors or
actresses and links indicate whether they appear in
the same movie. Each graph is categorized into one
of the two genres (Action and Romance) [3].
• REDDIT-B: This dataset is crawled from Reddit,
which is composed of submission graphs from pop-
ular subreddits. Each graph corresponds to an on-
line discussion thread, where nodes are users, and
there is an link between two nodes if one of them
responded to the other’s comments. The four pop-
ular subreddits are IAmA, AskReddit, TrollXChro-
mosomes and atheism. There are also two categories
of graphs: IAmA and AskReddit are two QA-based
subreddits and TrollXChromosomes and atheism are
two discussion-based subreddits [35].
4.2 Benefits of SGN
Here, take the MUTAG dataset as an example to show that
SGNs of different orders may capture different aspects of a
network structure.
First, a positive sample and a negative one are chosen
from the MUTAG dataset, with their SGN(0), SGN(1) and
SGN(2) visualized in Fig. 5. To facilitate a comparison, the
numbers of nodes and links of these networks are also
presented in the figure. Here, a positive sample means that
this compound has mutagenic effect on the bacteria; other-
wise, it is negative. As can be seen, although the original
networks of the two samples have quite similar sizes, their
difference is seemingly enlarged in the higher-order SGNs;
more precisely, the numbers of nodes and links in SGN
increase faster for the positive sample than the negative one
as the order increases.
Then, the handcrafted network features are visualized
by using t-SNE in Fig. 6, where the networks in MUTAG
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Fig. 5. SGN(0), SGN(1) and SGN(2) as well as the numbers of nodes and
links for (a) positive and (b) negative samples in the MUTAG dataset.
can indeed be distinguished to a certain extent by these
features of the original network, the 1st-order SGN and
the 2nd-order SGN, respectively. Moreover, when all the
features are put together, it appears that these networks can
be better distinguished, indicating that SGNs of different
orders and the original network may complement to each
other. Therefore, integrating the structural information of all
these networks may significantly improve the performances
of the subsequent algorithms designed based on network
structures.
5 EXPERIMENTS
With the rapid growth of real-world graph data, network
classification is becoming more and more important, and
a number of effective network classification methods [51]–
[53] have been proposed in recent years. Along this line of
research, as an application of the proposed SGN, classifiers
are designed based on the structural features obtained from
SGNs as well as from the original networks.
5.1 Automatic Feature Extraction Methods
Besides those handcrafted features, one can also use some
advanced methods, such as network embedding methods,
to automatically generate a feature vector of certain dimen-
sion from the given network. Under the present framework,
such automatically generated feature vectors can also be
further expanded based on SGNs.
Network embedding method, graph2vec, and two graph
kernel-based methods, subtree kernel WL and deep WL
methods, and depth model algorithm CapsGNN, are chosen
as automatic feature extraction methods.
• Graph2vec [32]: This is the first unsupervised em-
bedding approach for an entire network, which is
based on the extending word-and-document embed-
ding techniques that has shown great advantages in
NLP. Similarly, graph2vec establishes the relation-
ship between a network and the rooted subgraphs
using a similar model to doc2vec [31]. Graph2vec first
extracts rooted subgraphs and provides correspond-
ing labels into the vocabulary, and then trains a skip-
gram model to obtain the representation of the entire
network.
• WL [34]: This is a rapid feature extraction scheme
based on the Weisfeiler-Lehman (WL) test for isomor-
phism on graphs. It maps the original network to a
sequence of graphs, with node attributes capturing
both topological and label information. The key idea
of the algorithm is to augment the node labels by the
sorted set of node labels of neighboring nodes, and
compress these augmented labels into new and short
labels. These steps are then repeated until the node
label sets of the two compared networks differ, or the
number of iterations reaches a preset value. It should
be noted that, to facilitate the expansion of the new
model, the sub-structure frequency vectors, instead
of the kernel matrix K, are used as the inputs to the
new classifier.
• Deep WL [35]: This provides a unified frame-
work that leverages the dependency information
of sub-structures by learning latent representations.
The differences from the WL kernel generate a
corpus of sub-structures by integrating language-
modeling and deep-learning techniques [54], where
a co-occurrence relationship of sub-structures is pre-
served and sub-structure vector representations are
obtained before the kernel is computed. Then, a
sub-structure similarity matrix, M, is calculated by
the matrix V with each column representing a sub-
structure vector. Denote by P the matrix with each
column representing a sub-structure frequency vec-
tor. Then, according to the definition of kernel:
K = PMPT = PVVTPT = HHT, (9)
one can use the columns in the matrix H = PV as
the inputs to the classifier.
• CapsGNN [40]: This method was inspired by Cap-
sNet, which adopted the concept of capsules to over-
come the weakness of existing GNN-based graph
embedding algorithms. In particular, CapsGNN ex-
tracts node features in the form of capsules and
utilizes the routing mechanism to capture important
information at the graph level. The model generates
multiple embeddings for each graph so as to capture
graph properties from different aspects.
In this study, for graph2vec, the embedding dimension
is adopted according to [32]. Graph2vec is based on the
rooted subgraphs which are adopted in the WL kernel.
The parameter height of WL kernel is set to 3. Since the
embedding dimension is predominant for learning perfor-
mances, a commonly-used value of 1024 is adopted. The
other parameters are set to defaults: the learning rate is set
to 0.5, the batch size is set to 512 and the epochs is set to
1000. For WL and Deep WL, according to [35], the Weisfelier-
Lehman subtree kernel is used to built the corpus and the
height of which is set to 2. Then, the Maximum Likelihood
Estimation (MLE) is used to compute the kernel in the WL
method. Furthermore, the same parameter setting as WL is
chosen, with the embedding dimension equal to 10, window
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Fig. 6. The t-SNE visualization of handcrafted network features. The same color of points represent the same class of networks in MUTAG.
size equal to 5 and skip-gram used for the word2vec model
in the deep WL method. We adopt the default parameters
for CapsGNN and flatten the multiple embeddings of each
graph as the input.
Without loss of generality, the well-known logistic re-
gression is chosen as the new classification model. Mean-
while, for each feature extraction method, the feature space
is first expanded by using SGNs, and then the dimension
of the feature vectors is reduced to the same value as that
of the feature vector obtained from the original network
using PCA in the experiments, for a fair comparison. Each
dataset is randomly split into 9 folds for training and 1 fold
for testing. Here, the F1-Score is adopted as the metric to
evaluate the classification performance:
F1 =
2PR
P +R
, (10)
where P and R are the precision and recall, respectively.
To exclude the random effect of the fold assignment, ex-
periment is repeated for 500 times and then the average
F1-Score and its standard deviation are recorded.
5.2 Computational Complexity
Now, the computational complexity in building SGNs is
analyzed. Denote by |V | and |E| the numbers of nodes
and links, respectively, in the original network. The average
degree of the network is calculated by
K =
1
|V |
|V |∑
i=1
ki =
2|E|
|V | , (11)
where ki is the degree of node vi. Based on Algorithm 1,
the time complexity in transforming the original network to
SGN(1) is
T1 = O(K|V |+ |E|2) = O(|E|2 + |E|) = O(|E|2) . (12)
Then, the number of nodes in SGN(1) is equal to |E| and the
number of links is
∑|V |
i=1 k
2
i −|E| ≤ |E|2−|E| [18]. Similarly,
one can get the time complexity in transforming SGN(1) to
SGN(2), as
T2 ≤ O((|E|2 − |E|)2) = O(|E|4) . (13)
5.3 Experiment Results
As described in Sec. 3, the proposed SGNs can be used
to expand structural feature spaces. To investigate the ef-
fectiveness of the 1st-order and the 2nd-order SGNs, i.e.,
SGN(1) and SGN(2), for each feature extraction method, the
classification results are compared on the basis of only one
network, i.e., SGN(0), SGN(1) and SGN(2), respectively; on
the basis of two networks, i.e., SGN(0) together with SGN(1)
and SGN(0) together with SGN(2), denoted by SGN(0,1) and
SGN(0,2), respectively; and on the basis of three networks,
i.e., SGN(0) together with SGN(1) and SGN(2), denoted as
SGN(0,1,2). For a fair comparison, PCA is used to compress
the feature vectors to the same dimension for each feature
extraction method, before they are input into the logistic
regression model.
The results are shown in TABLE 2, where one can see
that, for a single network case, the original network seems
to provide more structural information, i.e., the classification
model based on SGN(0) performs better, in terms of higher
F1-Score, than those based on SGN(1) or SGN(2), in most
cases. This is reasonable, because there must be information
loss in the processes to build SGNs. However, it still appears
to be dependent on the feature extraction method used. For
instance, when the Deep WL is adopted, better classification
results can be obtained based on SGN(1) or SGN(2) than
SGN(0) for 2 datasets, while when handcrafted features
are used, even better classification performance is realized
based on the 1st-order or 2nd-order SGNs than the original
network in 3 datasets. More interestingly, the classification
models based on two networks, i.e., SGN(0,1) and SGN(0,2),
perform better than those based on a single network, while
the model based on three networks, i.e., SGN(0,1,2), performs
the best in most cases.
The gain G on F1-Score is calculated, when all the three
networks are used together, i.e., SGN(0,1,2), compared with
that when only the original network is used, i.e., SGN(0),
which is defined to be the relatively difference between their
corresponding F1-Score:
G = F
(0,1,2)
1 − F (0)1
F
(0)
1
× 100% . (14)
The gains are also presented in TABLE 2, where one can see
that the classification performance is indeed significantly
improved in all the 35 cases. Particularly, in 17 cases,
the gains are larger than 5%, while in 7 cases, they are
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TABLE 2
Classification results on the 7 datasets, in terms of F1-Score, based on different feature extraction methods and combinations of SGNs.
Algorithm Dataset
Handcraft MUTAG PTC PROTEINS NCI1 NCI109 IMDB-B REDDIT-B
SGN(0) 86.58± 3.61 63.52± 4.55 78.30± 2.49 67.48± 0.87 67.34± 1.25 73.00± 3.68 78.68± 1.66
SGN(1) 88.20± 3.62 65.29± 6.93 76.79± 3.41 65.72± 1.41 66.25± 2.14 73.30± 4.82 76.50± 2.73
SGN(2) 85.53± 4.47 65.00± 6.09 75.45± 5.04 65.35± 2.32 64.15± 2.20 74.24± 3.38 74.37± 3.14
SGN(01) 87.89± 4.58 66.47± 6.73 78.83± 3.12 68.76± 2.24 68.88± 2.17 73.38± 3.94 79.15± 2.32
SGN(0,2) 88.42± 4.22 65.59± 7.09 78.92± 3.17 69.39± 1.82 68.09± 1.74 75.42± 3.34 78.80± 2.07
SGN(1,2) 88.95± 3.37 67.06± 6.14 78.21± 3.60 68.13± 1.30 68.48± 1.42 74.94± 2.81 77.23± 1.98
SGN(0,1,2) 91.58± 4.21 67.94± 6.36 79.46± 2.96 69.84± 1.59 69.73± 1.97 77.65± 4.50 79.23± 1.62
Gain 5.78% 6.96% 1.71% 3.50% 3.55% 6.37% 0.70%
Graph2vec MUTAG PTC PROTEINS NCI1 NCI109 IMDB-B REDDIT-B
SGN(0) 83.15± 9.25 60.17± 6.86 73.30± 2.05 73.22± 1.81 74.26± 1.47 62.47± 3.99 76.00± 2.20
SGN(1) 63.16± 4.68 56.80± 5.39 60.27± 2.05 54.56± 1.38 56.35± 1.52 63.06± 6.72 75.34± 2.55
SGN(2) 68.95± 8.47 57.35± 3.83 59.82± 4.11 61.31± 2.13 53.54± 1.43 64.35± 6.63 74.50± 2.71
SGN(0,1) 83.42± 5.40 59.03± 3.36 74.12± 1.57 73.65± 1.38 73.18± 1.26 66.59± 4.54 77.63± 1.25
SGN(0,2) 81.32± 3.80 61.76± 3.73 73.09± 1.28 77.54± 2.52 75.39± 1.33 66.53± 4.45 77.39± 3.10
SGN(1,2) 72.63± 4.08 59.42± 5.84 62.76± 3.49 67.47± 3.84 68.12± 1.86 66.24± 2.58 76.00± 3.18
SGN(0,1,2) 86.84± 5.70 63.24± 6.70 74.44± 3.09 76.64± 3.21 74.86± 2.76 70.65± 5.55 78.04± 2.61
Gain 4.44% 5.10% 1.56% 5.90% 1.52% 13.73% 2.68%
WL MUTAG PTC PROTEINS NCI1 NCI109 IMDB-B REDDIT-B
SGN(0) 80.63± 3.07 56.91± 2.79 72.92± 0.56 66.19± 0.97 69.26± 1.14 70.90± 4.18 75.15± 2.39
SGN(1) 76.05± 2.73 61.76± 6.17 67.04± 1.58 58.24± 1.87 57.68± 1.28 69.20± 3.87 74.83± 2.64
SGN(2) 74.21± 7.33 59.41± 5.22 64.01± 1.58 52.62± 0.53 58.26± 0.72 66.10± 4.18 74.34± 2.65
SGN(0,1) 87.11± 5.45 62.50± 4.15 76.19± 2.29 72.49± 1.79 69.50± 1.76 73.05± 4.75 76.90± 1.51
SGN(0,2) 86.57± 4.31 59.71± 3.96 74.99± 1.56 70.11± 1.22 69.67± 1.34 72.23± 3.13 75.40± 4.73
SGN(1,2) 76.11± 7.75 60.88± 3.11 64.81± 3.05 56.00± 2.35 57.92± 1.30 70.45± 3.22 74.15± 4.17
SGN(0,1,2) 88.94± 3.28 63.53± 4.80 78.08± 1.41 77.03± 2.73 72.92± 1.25 75.00± 4.49 77.03± 2.73
Gain 10.31% 11.63% 7.08% 11.63% 5.28% 5.78% 2.50%
Deep WL MUTAG PTC PROTEINS NCI1 NCI109 IMDB-B REDDIT-B
SGN(0) 82.95± 2.68 59.04± 1.09 73.30± 0.82 67.06± 1.91 67.04± 1.36 67.50± 2.45 77.25± 2.52
SGN(1) 67.89± 6.84 58.53± 3.23 69.43± 2.57 55.45± 1.43 57.63± 2.07 73.30± 2.38 76.93± 3.68
SGN(2) 68.42± 6.65 62.65± 4.17 68.57± 2.42 55.22± 1.45 55.68± 1.12 71.48± 2.48 75.29± 4.35
SGN(0,1) 92.11± 5.39 64.41± 1.87 74.62± 2.51 70.10± 1.24 69.39± 1.35 73.50± 2.87 77.35± 2.47
SGN(0,2) 93.15± 5.28 64.70± 4.88 75.89± 2.99 70.12± 1.31 68.61± 1.11 74.36± 2.22 76.92± 3.13
SGN(1,2) 73.68± 5.77 64.16± 4.92 69.43± 2.26 59.95± 1.12 56.24± 1.62 71.90± 2.51 76.20± 5.06
SGN(0,1,2) 93.68± 5.15 65.88± 5.05 76.78± 2.41 70.26± 1.24 71.06± 1.61 75.70± 1.55 78.41± 1.70
Gain 12.93% 11.58% 4.75% 4.77% 6.00% 11.85% 1.50%
CapsGNN MUTAG PTC PROTEINS NCI1 NCI109 IMDB-B REDDIT-B
SGN(0) 86.32± 7.52 62.06± 4.25 75.89± 3.51 78.30± 1.80 72.99± 2.15 72.71± 4.36 76.12± 3.82
SGN(1) 83.68± 8.95 61.76± 5.00 74.64± 3.55 74.70± 1.54 69.82± 2.24 74.35± 4.61 75.64± 4.15
SGN(2) 82.63± 7.08 58.82± 3.95 72.39± 6.03 69.82± 1.89 67.04± 2.45 73.64± 4.77 72.41± 3.97
SGN(0,1) 87.37± 8.55 63.53± 4.40 76.25± 3.53 78.42± 2.92 73.28± 3.11 74.58± 4.80 78.49± 2.93
SGN(0,2) 87.89± 5.29 62.20± 6.14 73.00± 3.17 73.78± 2.32 71.52± 2.09 74.94± 4.56 78.17± 5.13
SGN(1,2) 78.95± 8.49 59.11± 5.65 70.09± 2.45 70.53± 2.45 70.64± 2.30 75.29± 4.08 75.73± 4.97
SGN(0,1,2) 89.47± 7.44 64.12± 3.67 76.34± 4.13 78.61± 1.87 73.72± 2.39 76.47± 5.74 79.68± 5.34
Gain 4.65% 3.32% 0.59% 0.40% 1.00% 5.17% 4.87%
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Fig. 7. The importance of handcrafted features in logistic regression model for network classification using SGN(0), SGN(1) and SGN(2) together in
MUTAG dataset.
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Fig. 8. Average F1-Scores obtained by using different feature extraction methods under different combinations of SGNs.
even larger than 10%. These results indicate that the 1st-
order and the 2nd-order SGNs can indeed complement the
original network regarding the structural information, thus
benefiting network classification. Surprisingly, it is found
that the chosen handcrafted features based on SGN(0,1,2)
outperforms the other automatically generated features that
use more advanced network-embedding or graph-kernel
based methods even depth model, in 3 out of 7 datasets, i.e.,
PTC, PROTEINS and IMDB-B. This phenomenon indicates
that, compared with those automatically generated ones,
properly chosen traditional structural features are of par-
ticular advantage in the proposed framework, in the sense
that they are not only more interpretable due to their clear
physical meanings, but also equally effective in designing
subsequent structure-based algorithms, e.g., for network
classification.
In addition, the feature importance for the task of net-
work classification is investigated by using logistic regres-
sion. Denote by βi the coefficient of feature xi in the model,
and suppose that there are M features in total. Then, the
importance of feature xi is defined as
I = |βi|∑M
k=1 |βk|
× 100% . (15)
Taking MUTAG for example, the results are visualized
in Fig. 7. Overall, the features in SGN(0) are most important,
since they determine 37.68% of the model, while the features
in SGN(2) are more important than those in SGN(1), since
they determine 35.01% and 27.31% of the model, respec-
tively. When focusing on a single feature, it is found that
the clustering coefficient C , the percentage of leaf nodes P ,
and the average neighbor degree DN , are the top three most
important features, and they together determine more than
50% of the model. Interestingly, it appears that different
SGNs address different aspects of the network structure
in the classification task. For instance, the most important
feature in SGN(2) is the clustering coefficient, while the
coefficient for this feature in SGN(0) is zero since there is no
triangle in the networks in MUTAG dataset. Moreover, the
largest eigenvalue of the adjacency matrix λ and the average
degree K in SGN(0) are relatively important, while those
in SGN(1) and SGN(2) have less effect on the model. These
results confirm once again that SGNs indeed complement
the original network to achieve better network classification
performance.
Furthermore, we also visualize the average F1-Scores
obtained by using different feature extraction methods un-
der different combinations of SGNs, as shown in Fig. 8.
Note that here we also consider the third-order SGNs, in
order to present the changing trends of F1-Scores with the
number of SGNs more clearly. Indeed, we can find that
integrating higher-order SGNs generally helps to capture
more structural information, leading to higher classification
performance. However, such benefit seems to be shrunk
when we go further, i.e., the improvement of F1-Score
from SGN(0,1,2) to SGN(0,1,2,3) is relatively small, while the
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Fig. 9. Average execution time to establish SGNs of different orders on
the seven datasets.
computational complexity increases quite fast. And this is
the reason why we only consider first-order and second-
order SGNs in most parts of this work.
To address the computational complexity of our method,
we record the average execution time to establish SGNs of
different orders on the seven datasets, including MUTAG,
PTC, PROTEINS, NCI1, NCI109, IMDB-B and REDDIT-B.
The results are shown in Fig. 9, where we can see that
execution time increases fast as the order of SGN and the
network size increase. One possible reason is that here the
subgraph we chose is relatively simple, making the SGNs of
higher-order even more complicated than those of lower-
order. Therefore, one way to decrease the computational
complexity is to choose more complex subgraphs to estab-
lish simpler higher-order SGNs. Another way to accelerate
this process is to adopt parallel computing mechanism,
which will be our focus in future work.
To address the robustness of the classification model
against the size variation of the training set, the F1-Score is
calculated for the network classification task, using various
sizes of training sets (from 10 to 90 percent, within a 10
percent interval). For each size, the training and test sets are
randomly divided, which is repeated for 500 times with the
average result recorded. The results are shown in Fig. 10 for
various feature extraction methods on different datasets. It
can be seen that the classification results based on SGN(0),
SGN(1) and SGN(2) together are always the best, and the
results based on SGN(0) and SGN(1) together, or SGN(0)
and SGN(2) together, are always better than those based
only on the original network SGN(0). This confirms that the
simulation results are quite robust to the variation of the
training set size. For further study, our source codes are
available online. 1
6 CONCLUSIONS
In this paper, the concept of subgraph network (SGN) is in-
troduced, along with algorithms developed for constructing
the 1st-order and 2nd-order SGNs, which can expand the
1. https://github.com/GalateaWang
structural feature space. As a multi-order graph representa-
tion method, various orders of SGNs can significantly enrich
the structural information and thus benefit the network
feature extraction methods to capture various aspects of the
network structure. Also, the effectiveness of the 1st-order
and 2nd-order SGNs are verified. Moreover, the handcrafted
features, as well as the features automatically generated by
network representation methods including graph2vec and
kernel-based methods including Weisfeiler-Lehman (WL)
and deep WL methods and CapsGNN method, are used in
experiments for network classification on seven real-world
datasets.
The experimental results show that the classification
model based on the features of the original network together
with the 1st-order and 2nd-order SGNs always performs the
best, compared with those based only on a single network,
either the original one, the 1st-order or the 2nd-order SGN,
or those based on a pair of them. This demonstrates that
SGNs can indeed complement the original network on struc-
tural information and thus benefit the subsequent network
classification algorithms, no matter which feature extraction
method is adopted. More interestingly, it is found that the
model based on handcrafted features performs even better
than those based on the features automatically generated
by more advanced methods, such as graph2vec, for most
datasets. This finding suggests that, in general, properly
chosen structural features with clear physical meanings may
be effective in designing structure-based algorithms.
Future research may focus on extracting more types
of subgraphs to establish SGNs of higher diversity for
both static and temporal networks, so as to capture the
network structural information more comprehensively, to
design consequent algorithms for network classification and
perhaps other tasks as well.
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