This article studies accessible assessment design to large-scale English language proficiency assessments that are now mandatory for elementary and secondary English language learners in public schools. Using a modified Delphi approach, a panel of 33 experts from the areas of assessment, English as a second language or bilingual education, and special education provided feedback on features of accessible English language proficiency tests. Experts rated the importance of a set of accessible test design considerations suggested by the literature and were able to add and rate additional considerations suggested by their own experience. Considerations related to the creation of concise and readable text in assessment items received consistently high ratings overall. In contrast, considerations relating to the creation of test items that allow for format changes (e.g., Braille, oral presentation, sign language) showed the most variability in ratings.
Assessment of English Language Learners
English language learners (ELLs) are a rapidly growing group of students in U.S. schools. A 2003 study (Zehler et al., 2003) estimated that approximately 3,977,819 students in kindergarten through 12th grade, representing about 8% of the total student population, received English as a second language (ESL) services at that time. There is a tendency for educators to talk about ELLs as if they are a homogenous group with similar needs. However, one of the few things that these students have in common is their lack of proficiency in academic English. In many other respects, the students who make up this group vary a great deal.
Some ELLs, often those born in the United States, use English as their primary language of communication but are still not fluent in the English they need to be successful in school. Other ELLs use another language outside of school, and a few of these students may have been partially educated in that language in another country. The students with prior schooling may bring academic skills that can transfer into English in U.S. settings. However, many students born outside of the United States may have inconsistent prior schooling due to frequent moves and the difficulty of life in war-torn countries. Within all of these subgroups of ELLs there are students with disabilities. In 2003 approximately 9% of ELLs in kindergarten through 12th grade also received special education services for an identified disability (Zehler et al., 2003) . The majority of ELLs with disabilities receive special education services for a learning disability or speech language disability (Zehler et al., 2003) .
ELLs and ELLs with disabilities are required to participate in statewide assessment systems mandated by Title I of the No Child Left Behind Act. They may participate in the regular content assessments or in alternate assessments for students with significant cognitive disabilities. Title III of the No Child Left Behind Act requires that they also take annual English language proficiency assessments in four specific areas: reading, writing, listening, and speaking.
Data analyses of student performance on statewide assessments (Albus, Barrera, Thurlow, Guven, & Shyyan, 2004; Albus, Thurlow, & Liu, 2002; Liu, Thurlow, Barrera, Guven, & Shyyan, 2005) show that these students, particularly ELLs with disabilities, are generally performing at low levels on statewide content assessments. Although low performance is not necessarily unexpected, some experts such as Abedi and Gandara (2006) have raised the question of whether designing more inclusive assessments from the beginning, rather than trying to alleviate difficulties through use of testing accommodations, would help to lessen the achievement gap between ELLs and their native English speaking peers.
Standardized achievement tests that have been constructed for mainstream students, but which do not take into account the special needs of English language learners, can provide a further challenge for these students, and may not provide a good indication of what these students know and can accomplish. (Abedi & Gandara, 2006, p. 37) Universally designed assessments, those that are intentionally designed from the earliest stages to incorporate the needs of the largest possible number of students, hold great promise for reducing assessment accessibility barriers for ELLs.
Universal Design
The concept of designing products to remove potential usage barriers has existed for many years. In the 1980s, the term universal design was coined by Ron Mace, an architect and product designer who was a wheelchair user. The term originally referred to the concept of designing a product or a building to be usable by the greatest possible number of people, regardless of their age or physical abilities. For example, universally designed buildings would include doorknobs that can be turned by children and people with physical impairments or light switches that can be reached by people in wheelchairs. Interest in the concept of universal design has grown since that time and spread to other fields, including the field of education. Assessments that are universally designed take into account, from the conceptualization and design stages, the needs of all of the potential students who will take that assessment. Universal design of assessments allows for the participation of the greatest possible range of students and results in more valid inferences about student performance on an assessment. Such assessments can reduce the need for accommodations and alternative assessments by eliminating access barriers within the tests. Thompson, Johnstone, and Thurlow (2002) developed the following list of accessible assessment design elements based on the Center for Universal Design's (1997) elements of universally designed products:
1. Inclusive assessment population: The entire population of students who will take a test needs to be thought of as the test is being designed.
Precisely designed constructs: Each item in the test
must measure what is intended. 3. Accessible nonbiased items: Items must not advantage or disadvantage any subgroup of students who take the assessment. 4. Amenable to accommodations: Students who need to use accommodations must be able to use them without affecting the validity and comparability of scores. 5. Simple, clear, and intuitive instructions and procedures: Instructions and procedures need to be comprehensible regardless of student background, experience, or language skills. 6. Maximum readability and comprehensibility: Test items that do not assess reading skill should be constructed so that students understand what is being asked of them. 7. Maximum legibility: Features such as contrast between print and paper, font size and style, spacing, white space around items, line length, picture or symbol clarity, and print justification are all important components to legibility. Thompson, Johnstone, Anderson, and Miller (2005) extended the elements to create a detailed list of accessible assessment considerations for content assessments like those mandated by No Child Left Behind. The purpose of this research study was to determine the usefulness and applicability of the existing considerations for the universal design of English language proficiency assessments developed by three state education departments. To that end, input from experts in the fields of assessment, ESL, and special education was obtained via a Delphi Review process.
Delphi Review
The Delphi Review is a group communication technique that has been used in many fields to forecast developments and make judgments or decisions about complex situations (Howell & Kemp, 2005; Linstone & Turoff, 1975; Rowe & Wright, 1999) . It is suited to situations in which expert consensus is needed (Brill, Bishop, & Walker, 2006; Rowe & Wright, 1999) . A standard Delphi Review typically starts with the identification of a panel of experts in the field. Sometimes these experts are from diverse but related fields, and they may have unique knowledge bases that need to be brought together. Experts may include a variety of participants from researchers and scholars to practitioners in the field (Brill et al., 2006) . If the review focuses on experts from the same field, typically 15 to 30 people are recruited. However, if the group of experts represents different fields, 5 to 10 people may be sufficient (Clayton, 1997) . Often these experts are geographically dispersed (Clayton, 1997; Rowe & Wright, 1999) . Careful selection of experts is a crucial step to ensure validity of the results.
A three-phase process is common (Clayton, 1997) . The initial round of the review is unstructured and consists of written answers to an open-ended question. A list of important points is generated from these answers. The second phase includes one or more opportunities to rate the importance or desirability of those items on a 5-or 7-point Likert-type scale until some pre-established indicator of consensus is reached. Throughout the second phase, participants see summaries of the ratings and possibly of comments that other participants make. At least one opportunity is provided for participants to change their ratings. In the third phase, the Delphi administrator applies criteria for what constitutes consensus on the rated statements and indicates which statements have the strongest degree of consensus.
A standard Delphi Review has four important features (Rowe & Wright, 1999) . First, respondents remain anonymous throughout the process. Anonymity can support a more open and focused exchange of ideas among experts from different backgrounds because multiple viewpoints are presented in a way that minimizes the effect of social relationships on the data collection process (Clayton, 1997; Rowe & Wright, 1999) . Second, repetition of the items over multiple rounds of data collection allows participants to reconsider their ratings in a nonjudgmental environment (Rowe & Wright, 1999) . Third, participants receive controlled feedback to support potential changes in the ratings (Rowe & Wright, 1999) . Finally, group responses are statistically aggregated, usually as means (Rowe & Wright, 1999) .
The standard Delphi procedures can be modified depending on the purpose of the review (Brill et al., 2006; Linstone & Turoff, 1975; Murray & Hammons, 1995) . For example, the first stage can be more structured, the number of rounds of data collection can be varied, and respondents can be asked for types of answers other than a Likert-type rating. If consensus is desired on an already established list of items, the first stage may often be omitted entirely.
There is published research involving the use of a Delphi Review but very little research evaluating its effectiveness (Rowe & Wright, 1999) . Potential challenges to using the Delphi include the possibility for respondents with opinions at the ends of the Likert-type scale to drop out of the process, leaving only those participants who tend to rank items in the middle of the scale (Rowe & Wright, 1999) . Those participants who do continue may choose not to answer every item (Brill et al., 2006) . These concerns can be at least partially addressed through careful selection of the expert panel and careful design of the Delphi task.
Round 1 Method
Development of questionnaire. The Delphi Questionnaire used in Round 1 was developed to obtain feedback on a list of accessible testing considerations identified from the literature Kopriva, 2002) and from input given by attendees at a universal design preconference clinic at the Council of Chief State School Officers Large Scale Assessment and Accountability Conference in June of 2003. The list provides specific considerations that help test designers identify potential accessibility issues in the design of assessments. These considerations are listed in Table 1 .
Participants. Project research staff identified a group of 33 experts representing the areas of assessment, ESL or bilingual education, and special education. Some of these experts were staff at the three collaborating state departments of education. The others were educators and administrators identified by these state department staff. Of the 33 experts, 21 (64%) participated in Round 1 of the Delphi Review. One member gave extensive comments on the topic of universally designed assessments via telephone but was unable to participate in the Delphi process. An additional expert indicated a willingness to participate in the study but did not return Round 1 forms.
Of the 21 respondents, 4 (19%) had an assessment background and had specific knowledge of testing ELLs. Twelve (57%) were ESL or bilingual teachers, administrators, or state department of education staff, and the remaining 5 (24%) had a special education background. One of the special education representatives had significant experience working with ELLs with disabilities.
Procedure. In September 2003, each participant was mailed five released state test items from language proficiency and content tests via the U.S. mail. The purpose of these items was to support panelists in thinking about the full range of assessments in which ELLs participate. The group of experts received the Round 1 Delphi form by e-mail and used the sample items as a tool to help them think about the range of test items ELLs encounter. Comments were not solicited on specific test items.
The Round 1 form asked participants to rate the importance of each consideration on a 5-point Likert-type scale adapted from Adler and Ziglio (1996; 5 = extremely important to consider; 4 = very important to consider; 3 = important to consider; 2 = somewhat important to consider; 1 = not important to consider). The form also provided space for participants to add comments on each consideration. At the end of the form, participants could write additional considerations that they believed should be added to the list.
Participants were given 5 days to review the considerations, rank them, write comments, and add considerations before returning the Round 1 via e-mail. One participant faxed a hard copy with handwritten ratings and comments.
The others e-mailed responses to the researchers.
Numerical data were analyzed using the multidimensional scaling method (cf. Davison, 1983) . The means and standard errors of the means (standard deviation divided by the square root of N) were used to compute the similarity between considerations. The mean directly represents the importance of each consideration. The standard error of the mean was used because it contains information on how consistent the ratings are across respondents (a smaller standard deviation implies higher consistency) and how accurate the mean ratings are (a mean based on a larger N is considered more accurate). Multidimensional scaling produces a score for each item, by which individual considerations were ranked along a scale. The considerations were then sorted according to the multidimensional scaling scores.
Qualitative data were grouped by themes using the constant comparative method of data analysis (Merriam, 1998) to identify recurring themes in the data and categorize them.
Results and Discussion
The mean for the seven categories (see Table 1 ) ranged from 3.99 (very important) to 4.85 (extremely important). Category 6, "Allows changes to format (and manipulatives if used) without changing meaning or difficulty (including visual or memory load)," showed the most variability in ratings with a mean of 3.99. Category 5, "Have concise and readable text," showed the greatest amount of consensus with a mean of 4.85.
Mean scores for the 49 individual considerations on the Round 1 Delphi form ranged from 3.45 to 5.00, indicating that, overall, the Delphi participants thought the considerations were all important to extremely important to consider (see Table 1 for the full list). The expert participants rated the following considerations among the top five: "Question to be answered is clearly identifiable" (rank = 1), "Format is easy to navigate (for computerbased testing)" (rank = 1), "Does not rely on assumed shared experience that is class oriented or native English speaking or mainstream oriented" (rank = 3), "Technical terms avoided (or defined) if not related to the content" (rank = 4), and "Free of content that might unfairly advantage or disadvantage any student subgroup" (rank = 5). There was a substantial amount of consensus on the top considerations, regardless of participant background. Few participants wrote comments on these considerations, perhaps because of the high degree of consensus and the high ratings. A few participants commented on the difficulty of designing a test that will not offend any of the many student subgroups. These participants mentioned the importance of balancing students' needs with the content of the standard being assessed.
In contrast, the most variability in ratings occurred for the following five considerations that were all ranked low: "8 to 12 words per line of text" (rank = 45), "Can be signed to a student" (rank = 46), "Can be put into electronic format" (rank = 47), "Pop-up translations available" (rank = 48), and "Speech recognition (speech to text) available (for computer-based testing)" (rank = 49). Of the considerations with the least amount of consensus there was no response pattern by participant background for "8 to 12 words per line of text," "Speech recognition (speech to text) available," or "Pop-up translations available." There were participants representing special education, assessment, and ESL who rated these considerations as not important to consider (1.0) and others in the same groups who rated the same items as extremely important to consider (5.0). However, there was a noticeable pattern in the way that two of the bottom five considerations were rated. "Can be signed to a student" and "Can be put into electronic format" were consistently rated as extremely important to consider (5.0) by special educators, whereas some participants representing ESL and assessment ranked the same items as not important to consider (1.0) or somewhat important to consider (2.0).
Participant comments again centered on the idea of balancing student needs against what is being assessed and the context of the assessment. Certain considerations might not apply in every circumstance. For example, pop-up translations of text in other languages would be inappropriate on an English language proficiency assessment except, perhaps, for the directions. Likewise, if the test measures reading ability, signing might not be appropriate. Some participant comments seemed to reflect a lack of understanding about instruction and assessment of students with disabilities. One respondent suggested that students who need signing might best be served in an alternate assessment. Another respondent confused speech recognition systems (speech-to-text) with screen readers. Speech-to-text systems involve a student speaking into a computer that converts the student's voice to text. Screen readers read electronic text to students. A third participant directly stated that he or she did not know enough about testing students with disabilities to know why electronic format would be needed. In contrast, one participant representing special education knew a great deal about the technology involved in speech-to-text systems. She brought up the difficulty of using such systems with ELLs who might have strong accents and use vocabulary and grammar in nonstandard ways. These systems are not usually normed on speech samples from nonnative English speakers. Table 2 reports overall rankings, means, standard deviations, and standard errors of the means for the top 10 and bottom 10 rated considerations (for the total list of considerations, see Table 1 ). Shortened titles of the considerations are provided along with information about the category of each item.
Round 2 Method
Revised questionnaire. The Delphi Round 2 form included the ratings and average ratings that the participants assigned to each consideration during Round 1. The comments on the considerations were extensive. Therefore, the Round 2 form included a selected subset of comments. In addition, the form asked participants to do three things: First, it asked them to respond to specific questions that emerged during Round 1 (e.g., "should the wording of a particular item be changed?"). Second, the form provided a revised computer testing section based on extensive suggestions from one participant with a background in computer testing. Revised considerations included such things as "sufficient contrast between background and text," "navigation and page layout are consistent," "images and animations have a descriptive text 'alt tag,' " and "color is not relied on to convey important information or distinctions." Participants were asked to rank and comment on these revised considerations. Finally, the form included a space to rank and comment on new considerations suggested during the Round 1 administration. These new considerations included such things as "tests should be reviewed by ELL and content specialist committees," "sentence length should be short if compound sentences are used," and "tests should not be timed."
Participants. Of the 21 participants in Round 1, 17 returned Delphi forms during Round 2. In addition, 1 person who had indicated an interest in the study but had not participated in Round 1 chose to take part in Round 2, bringing the total to 18 participants. Of the Round 2 participants, 4 (22%) represented assessment, 6 (33%) represented special education, and 8 (44%) represented ESL or bilingual education. The 4 participants who dropped out after Round 1 all represented ESL or bilingual education.
Procedure. The Round 2 form was e-mailed to participants and they were again given 5 days to return comments and ratings by e-mail. Seventeen responses were e-mailed to researchers and the 18th response was faxed. In Round 2, participants were asked to comment on the revisions to the computer-testing section and rate a second section of entirely new considerations based on Round 1 feedback. Note: Categories are (1) "Meet general criteria for measuring what it is intended to measure," (2) "Overall appearance is clean and organized," (3) "Clear format for text," (4) "Have clear pictures and graphics (when essential to item)," (5) "Have concise and readable text," (6) "Allow changes to format (and manipulatives if used) without changing meaning or difficulty (including visual or memory load)," (7) "Have flexible and easy-to-navigate presentation and response formats (for computer-based testing)." M = mean; SD = standard deviation; SEM = standard error of mean.
A few participants rated the revised computer-based testing considerations and others wrote comments about the revisions. Several respondents skipped this section entirely. Results for the revised computer-testing considerations and the new considerations are presented together.
Mean scores for the 42 individual considerations on the Round 2 Delphi form ranged from 2.29 (somewhat important) to 4.86 (extremely important). The expert participants rated the following considerations among the top five: "Sufficient contrast between background and text" (rank = 1), "Background does not interfere with readability" (rank = 1), "All nontext elements have a text equivalent" (rank = 3), "Screen reader software is available" (rank = 3), and "Links make sense when read out of context" (rank = 5). Given the relatively small number of participants who rated these items, there was no clear pattern of responses by participant background. In this section of Round 2, few participants wrote comments. Those who did often mentioned moving individual considerations to other sections and eliminating the redundancy of some considerations. However, as in previous sections, some comments called attention to the difficulty of balancing the intent of a test and the constructs it is measuring with the needs of particular groups of students. For example, one participant pointed out that for students with low vision and students who are blind, items that rely on pictures to convey all of the important information cannot be translated to Braille and, therefore, are inequitable. At the same time, another participant noted that test items that assess a student's ability to read graphs are likely to contain all of the important information in the graph. This participant believed it might not be possible to have text equivalents in every circumstance.
Five considerations with the greatest variability in ratings, and as a result the lowest ranking, were "Pop-up translations available" (rank = 42), "Testing kits with solid objects (e.g., ball if question is about spheres)" (rank = 41), "Matte finish on paper versus glossy" (rank = 40), "Pop-up definitions of key words or phrases" (rank = 39), and "Tests that can translate into multiple languages for instruction without changing content" (rank = 38). Most of the small number of participants who commented on these considerations believed that matte finish was not an issue that needed to be specifically mentioned in universal design considerations. Comments on the other considerations related, again, to the relationship between what is being tested and the support that the consideration provides for a particular group or groups of students. As an example, the few participants who commented on translations and pop-up definitions indicated that these considerations were not appropriate for language proficiency assessments. Table 3 reports overall rankings, means, standard deviations, and standard errors of the means for the revised and additional top 10 and bottom 10 rated considerations.
General Discussion
For the participants in Round 1, the category of "Concise and readable text" had the greatest relevance for the universal design of ELL assessments and the most consensus. This category had the highest mean rating in comparison to the other categories. In addition, five of the individual considerations within the category were rated among the top 10 considerations in Round 1. These top ranked considerations addressed the importance of clear and comprehensible vocabulary, grammar, and syntax in test items intended for ELLs. Clarity and comprehensibility is partly determined by the choice of context for assessment items. If the context describes a situation that ELLs are not likely to have experienced, the language may not be comprehensible no matter how simple it is. For example, a math test item may be set in the context of rock climbing and use the word hold as a noun that refers to places where rock climbers put their hands. Students are asked to find the distance between holds. Many students, including ELLs, lack experience with rock climbing and, therefore, may have a difficult time answering such an item because of the language associated with the context. Assessment developers could remove many barriers to ELL comprehension by paying close attention to the considerations in this section.
Participants showed more disagreement over "Allows changes to format (and manipulatives if used) without changing meaning or difficulty (including visual or memory load)" and "Flexible and easy to navigate presentation formats (for computer-based testing)." Of the bottom 10 ranked considerations in Round 1, 8 came from these two categories (see Table 2 ). Two of these eight considerations addressed providing definitions of words or pop-up translation of items. Knowledge of vocabulary is a skill that students need to demonstrate on English language proficiency assessments, and participants overwhelmingly agreed that providing language support on a test of language would not be appropriate. However, participants believed the incorporation of definitions and translations to be potentially important for ELLs in content testing. Of the 8 lowest considerations in Round 1, 6 related to testing features associated with students with disabilities. These considerations included the use of Braille, sign, spell checkers, speech recognition systems, conversion of tests to electronic format, and various measures to improve the readability of text for students with visual impairments (e.g., no right justification). Round 1 participants again expressed concerns about the possible contradiction between what is being tested and some universal design considerations. For example, if the listening portion of a computerized language proficiency assessment asks students to respond to realistic samples of English speech, variable audio speed may not be desirable. It may be difficult to make judgments about students' listening comprehension skills in English if the speech has been slowed down significantly during the assessment. Some of the Round 1 comments from experts who did not represent special education appeared to indicate a lack of knowledge about assistive technology and testing students with disabilities. The words of one participant suggest that he was not aware of ELLs with disabilities' being part of the population assessed by English language proficiency tests:
The analogy [of universal design] does not work for menot when the test to which the principles are to be applied is already for a subgroup of students. For example, an architect designing a building for a population entirely in wheel chairs would design a building differently than if only a small number of users were in wheel chairs. We're talking about designing a test for LEP only (not mainstream) so why universal? Shouldn't we be focused specifically on our subset of LEP?
This lack of knowledge points to a potential need for ESL and assessment practitioners to learn more about the characteristics of students with disabilities as well as the types of supports they receive in instruction and assessment.
Between Round 1 and Round 2 there was some change in the ranking of those considerations associated with testing students who have disabilities. They no longer appeared in the bottom 10 considerations in Round 2. In fact, the availability of a screen reader appeared in the top 10 considerations in Round 2. The reason for the change is uncertain because the list of items rated in Round 2 was shorter as well as contained new considerations. However, it is plausible that some participants received enough input via summaries of written comments from other participants to better inform their opinions about inclusive assessments for students with disabilities.
Conclusions
Based on the data from this study, the researchers made several changes to the original list of considerations. First, a section was added to identify the types of tests for which each consideration would be appropriate. Second, the section for computer-based testing was reorganized and revised to reduce redundancies with other considerations. Third, notes were added to discuss anticipated issues that might arise when using the considerations. Fourth, a short Note: Symbols: # = an existing consideration from Round 1; + = a revised consideration from Round 1; * = a new consideration in Round 2. Categories: (7) "Have flexible and easy-to-navigate presentation and response formats (for computer-based testing)"; (8) "Other considerations." M = mean; SD = standard deviation; SEM = standard error of mean.
form of the considerations, without supporting text, was created for use by item reviewers. Fifth, the wording and layout of the considerations were adjusted using the feedback from participants. A new category was created called "Respects the diversity of the assessment population" rather than referring to the content of the test unfairly disadvantaging any subgroup. Sixth, some considerations about fonts were removed or placed in the computer-based testing section because they need to be considered with the type of test and technology in mind. Seventh, a list of who should use the considerations and brief descriptions of the different forms were added. Finally, relevant research citations were added so that users could explore a certain issue in more depth if desired. One of the most important products of this study is the identification of issues surrounding the design of inclusive assessments. The list of assessment considerations is not intended to be comprehensive. Instead, it is meant to provide guidance when addressing the challenges inherent in designing tests for maximum accessibility. The following issues arose during the course of this study:
1. Universal design does not solve all problems with assessments. Even though test developers and stakeholders may use universal design principles to guide test design, the test is not guaranteed to be accessible to everyone. Changes to a test can make it more accessible to some students and less accessible to others. Issues of accessibility must be discussed so that informed decisions can be made. 2. Universal design does not replace the use of accommodations. The goal of universally designed assessments is to anticipate common accommodations and allow them to be more easily integrated into the format of a particular test. Students may still need a screen reader, for example. 3. Universal design is not a substitute for good teaching.
Universally designed tests should allow students with a variety of backgrounds to show what they have learned in the classroom. 4. Universal design does not lower standards. Universally designed tests should not change the construct being tested. Rather, they should make the construct more accessible to all students who participate and result in more valid inferences about student learning. 5. Every decision involves a compromise. When using the universal design considerations, it is important to consider the purpose of the test and the characteristics of students who will be tested. For example, removing nonessential illustrations from reading passages may create less distraction for students but it may also remove useful context. Before making a decision, test developers and stakeholders need to make sure they understand the construct that is tested. 6. Technology creates challenges. The variable quality of technology in the schools makes it difficult to predict how assistive technologies will interact with different systems. In spite of the difficulty, it is important to anticipate these issues.
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