Dynamic multistage stochastic linear programming has many practical applications for problems whose current decisions have to be made under future uncertainty. There are a variety of methods for solving these problems including nested Benders decomposition. In this method, recently shown to be superior to the alternatives for large problems, the problem is decomposed into a set of smaller linear programming problems. These problems can be visualised as being attached to the nodes of a tree which is formed from the realizations of the random data vectors determining the uncertainty in the problem. The tree is traversed forwards and backwards, with information from the solutions to each nodal linear programming problem being passed to its immediate descendants by the formation of their right hand sides and to its immediate ancestor in the form of cuts. Problems in the same time period can be solved independently and it is this inherent parallelism that is exploited in our parallel nested Benders algorithm. A parallel version of the MSLiP nested Benders code has been developed and tested on various types of MIMD machines. The differing structures of the test problems cause differing levels of speed-up. Results show that problems with few variables and constraints per node do not gain from this parallelization. Stage aggregation has been successfully exploited for such problems to improve their parallel solution efficiency by increasing the size of the nodes and therefore the time spent calculating relative to the time spent communicating between processors.
Introduction
Stochastic programs have many practical applications for problems in which a decision has to be made now, but where the effectiveness of the decision is dependent on future uncertainty. In these models, the future is revealed in time stages t. For practical purposes, it is assumed that the number of stages is finite and the problem data path sample space Ω has a finite number of elements. A filtration F := {F t : t = 1,…,T) is defined on Ω, where each σ-algebra F t consists of the data events which have been revealed by period t. A random vector ω ω ω ω ω can be defined on the sample Annals of Operations Research 81(1998)163 -187 space as the trivial map: ω a ω, ω ∈Ω. The sample space and filtration, combined with a probability measure, define a filtered probability space for the model data. Within this framework, a variety of models have been developed. For an overview of stochastic programming, see [18, 19, 23, 26, 32] . One such model is the dynamic or multistage stochastic linear programme with recourse. This model has been applied to natural resource management [42, 46, 52] , portfolio management [10 -12, 20, 21, 30, 36, 40] , and resource acquisition [16] . The multistage stochastic linear programming model can be written as 
where ω ω ω ω ω t = (b t , c t , A t,1 ,…, A t,n t , B t,1 ,…, B t,n t ), t = 2,…, T, are random vectors in some canonical probability space (Ω, F, P). The subindexes of the matrices B, A, and the vectors c, x, b refer to the stage of the problem. Once the realized values are observed at a stage t, the information required to decide the actions at that stage is known. The size of the problem increases rapidly with the addition of both scenarios, i.e. data paths ω, and stages t = 2,…,T. Generally, this model is solved by taking the deterministic equivalent problem, either the relatively compact standard form or the extended split variable form. In the split variable form, the non-anticipativity conditions, expressing the fact that the decisions must be based only on current and past information, are written out explicitly.
There is a variety of well-known algorithms for solving the deterministic equivalent problem: the simplex method [14, 15, 24, 31, 38, 47] , interior-point methods [14, 31, 39, 50] , augmented Lagrangian [5, 19, 45] , and scenario decomposition [3, 45] 
