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Introduction
Site investigation is a fundamental element in geotechnical engineering practice, and interpretation of site investigation data leads to the expected ground condition (e.g., spatial distribution of different soil types) and design profiles of geotechnical properties that are subsequently used in geotechnical analyses and designs. Without proper site investigation or data interpretation to produce reliable input parameters, the subsequent geotechnical analyses and designs are much less meaningful, and the geotechnical construction projects might be subjected to significant risk. Clayton (2001) conducted a survey in UK and found that about 42% of the problems occurred in geotechnical construction projects were caused by uncertainty associated with site investigation. During geotechnical investigation of a site, only a small portion of geomaterials is examined, and site investigation data are often sparsely measured (e.g., Mayne et al. 2002; Phoon 2017; Orr 2017; Zhao et al. 2018 ). This results in estimation error in the interpretation results and leads to a question of sample size determination: how many samples are needed for achieving a target level of accuracy for the results inferred from the samples?
Sample size determination is a well-known topic in statistics (e.g., Krejcie and Morgan 1970) and has many applications in a wide variety of areas (e.g., quality control, surveys, and polls). However, conventional statistical methods, which mainly deal with independent data, only have limited application in geotechnical site investigation, because geotechnical data are NOT independent, but spatially correlated. Note that soils are natural geo-materials, whose properties are affected by many spatially varying but correlated factors during the geological process, such as the properties of their parent materials, weathering and erosion processes, D r a f t 4 transportation agents, and sedimentation conditions. Geotechnical properties are therefore spatially varying and correlated (e.g., Lacasse and Nadim 1996; Phoon and Kulhawy 1999; . To deal with spatially varying and correlated data, a suite of specialized statistical methods called geostatistics has been developed, originally for ore estimation.
Geostatistics generally require a large number of data points measured at preferably regular intervals for proper construction of semi-variogram (e.g., . Geotechnical data are, however, often sparsely measured during site investigation, and the number of measured data points may not be sufficient for proper application of geostatistics (e.g., Baecher and Christian 2003) .
Currently there is NO scientific or quantitative method to determine sample size in geotechnical site investigation. Existing design codes around the world only provide conceptual principles on sample size determination. For example, Clause 2.4.2.4 in Eurocode 7 (CEN 2007) states that "The necessary number of specimens to be tested shall be established depending on the homogeneity of the ground, the quality and amount of comparable experience with the ground and the geotechnical category of the problem." No detailed or quantitative method has been provided on how to determine the sample size in engineering practice. A straightforward way to bypass this problem is to increase the sample size, or even, to test the geo-materials at every location in a site. However, this substantially increases investigation costs, and the manpower and time required. Even if additional cost and manpower are available, access may not be possible for a long period of site investigation, particularly in urban areas where the ground surface is already occupied with buildings and ongoing activities.
Some attempts to tackle the sample size determination problem have been reported in geotechnical literatures. For example, statistical methods have been developed for determining D r a f t 5 the required sample size for rock strength tests (Yamuguchi 1970; Gill et al. 2005; Cui et al. 2017) or construction of compacted soil liners (Benson et al. 1994) , but the assumption of independent samples is still adopted (i.e., NO consideration of spatial correlation) in these studies. More recently, Fenton et al. (2015) and Liza et al. (2016) developed statistical methods to determine the sample size for quality control of cement-based solidification/stabilization and for checking whether or not the sample average of the hydraulic conductivity satisfies the regulatory hydraulic conductivity. Their methods rely on random finite element simulation of flow and do not aim at design profiles of geotechnical properties (i.e., spatial variation of geotechnical properties), which is the objective of site investigation. In addition, the effect of sampling location has also been explored (e.g., Goldsworthy et al. 2007 ).
This paper aims at developing a rational method and statistical chart for sample size determination in geotechnical site investigation, with consideration of spatial variation and correlation in soil property. An extensive parametric study is performed for developing a relationship between sample size and interpretation accuracy with consideration of spatial variation and correlation. After this introduction, development of the relationship is described, followed by development of the statistical chart for sample size determination. Examples of using the proposed statistical chart are also provided.
Development of a relationship between sample size and interpretation accuracy considering spatial variation and correlation
In order to determine the sample size required for achieving a target level of accuracy on the inferred geotechnical profiles (e.g., spatial variation of a soil property along depths), a relationship between the desired level of accuracy and sample size should be established first. Figure 1 shows a conceptual framework for developing such a relationship in geotechnical site investigation. As shown in Figure 1 , the framework mainly involves three stages: (1) the relationship between the desired level of accuracy and sample size for a given soil property profile, (2) the relationship for a given site, and finally (3) the relationship for a wide variety of typical sites commonly encountered in geotechnical site investigation. Note that Figure 1 only deals with sampling along depth, and this study focuses on one-dimensional cases.
In Stage 1, it is instructive to firstly consider the required sample size for one soil property profile (i.e., Steps 1 to 6 in Figure 1 ). Suppose that there is a soil property profile which is completely known (i.e., all data points in the profile are known). To mimic the data measurement and interpretation in geotechnical site investigation, a number, M (e.g., M = 5), of data points is obtained from the soil property profile and used as measurement data points for interpreting a complete soil property profile using interpolation methods, such as Bayesian compressive sampling (BCS) . Because the original soil property profile is completely known, the soil property profile interpreted from the M measurement data points may be compared with the original soil property profile for evaluating the accuracy of the interpreted profile (i.e., Steps 2 to 4 in Figure 1 ). Let X X D 1  X D 2  X D N   be a vector representing the original soil property X profile along depths with a total number N of data points, and let a vector  D 1  D 2  D N   denotes the soil property profile interpreted from the M measurement data points. The accuracy of the inferred geotechnical profile can be quantified by comparing a relative error, RE, between X and , which is expressed as:
where the symbol " " denotes an operator of vector norm, which is defined as the square root ∥ · ∥ of the sum of squared value of all elements, as shown in the right-hand side of Eq. (1). Note that the definition of RE in Equation (1) is similar to the normalized root-mean-square error in statistics if the original soil property profile X is treated as the mean. To investigate the influence of difference sample sizes (i.e., different M values) on the accuracy of the inferred geotechnical profile, the Steps 2 to 4 described above are repeated for many different M values (e.g., M = 10), and the corresponding REs are calculated (i.e., Step 5 in Figure 1 ). When the sample size M is small, the soil property profile interpreted from such sparse measurement data might not be accurate, and the RE is relatively large. As M increases, the accuracy of the inferred geotechnical profile improves, and the RE gradually decreases. When all data points in the original soil property profile are treated as measurement data points (i.e., M = N), the inferred geotechnical profile converges to the original soil property profile, and the RE approaches to zero. The relationship between RE and M for a given soil property profile can be established after Steps 2 to 4 are repeated for many different M values (i.e., Step 6). This relationship quantifies the variation of the estimation error as sample size changes for a given soil property profile.
In Stage 2 (i.e., Steps 7 to 8 in Figure 1 ), the study is extended from a given soil property profile (i.e., Stage 1) to a given site. Suppose that there is a given site where many (e.g., 50 or 100) sets of complete soil property profiles are available. The procedure developed in Stage 1 (i.e., Steps 1 to 6) may be used repeatedly to each set of the complete soil property profiles in this site, resulting in many sets of relationship between RE and M. Statistical analysis can be performed to obtain the mean of RE,  RE , at different M values for all the relationships obtained.
This establishes a relationship between the interpretation accuracy (e.g., using  RE ) and sample sizes for a given site.
In Stage 3 (i.e., Steps 9 to 10 in Figure 1 ), the study is further extended from a given site (i.e., Stage 2) to a wide variety of typical sites commonly encountered in geotechnical site investigation. The procedure developed in Stage 2 (i.e., Steps 7 to 8) may be used repeatedly to each typical site, resulting in many sets of relationship between  RE and M. Because wellinvestigated and well-documented sites are rare in reality, random field simulation (e.g., Vanmarcke 1977 ) is adopted in this study to generate a large number of typical sites as a parametric study in Stage 3. Three statistical parameters are commonly needed in a random field simulation of spatial variation of a soil property: (1) mean  of the soil property, (2) variance or coefficient of variation, COV, and (3) correlation length  which reflects quantitatively spatial correlation of the soil property at different depths. Typical ranges of , COV and  for a variety of soil properties have been reported in literatures (e.g., Phoon and Kulhawy 1999; Cao et al. 2016) , and these typical ranges are used in the random field simulation in the parametric study to generate a large number of typical sites that mimic spatially varying and correlated soil properties in real site conditions. The procedure developed in Stage 2 (i.e., Steps 7 to 8) is used repeatedly to each typical site in the parametric study, resulting in many sets of relationship between  RE and M for different site conditions. The large number of  RE and M relationships obtained in the parametric study will be summarized in a dimensionless plot, and a relationship between the normalized  RE and normalized M will be developed from the dimensionless plot.
The normalized  RE and normalized M relationship provides a link between the accuracy of the interpretation results and sample size, and this relationship will be used further to develop D r a f t statistical chart for sample size determination with consideration of spatial variation and correlation of soil properties.
In the proposed framework, a key element is Bayesian compressive sampling (BCS) which is used to interpret a complete soil property profile from M measurement data points . A brief review of BCS method is provided in the next section.
Brief review of Bayesian compressive sampling (BCS) method
Bayesian compressive sampling (BCS) method is a probabilistic version of compressive sensing (CS), which is a novel sampling method that can reconstruct a signal from sparse measurements on that signal (e.g., Candès et al. 2006; Donoho 2006; Tropp and Gilbert 2007; Ji et al. 2008 Ji et al. ,2009 Wang and Zhao 2016; Zhao and Wang 2018a) . A signal may be defined loosely as a quantity that exhibits variation with time or space, such as a variation of soil property along depth. Therefore, spatial variation of a soil property with depth can be interpreted from sparse and limited measurement data using BCS method. The BCS method is based on a fact that natural signals have clear trends and are compressible. The term "compressible" means that a signal can be concisely represented by a weighted summation of a limited number of basis functions, such as wavelet functions (e.g., Candès et al. 2006; Donoho 2006; Tropp and Gilbert 2007) .
Mathematically, let be a soil property profile with a length of N,
which denotes spatial variation of a soil property with depths. The measurement data drawn from f is defined as which is a column vector with a length of M, where M<N.
The soil property profile interpreted from the BCS method is denoted as ,
which can be expressed as:
where B is an orthonormal matrix with a dimension of N×N, each column of which represents a basis function;  s is a weight column vector with a length of N, corresponding to N basis functions in B. Note that matrix B is independent of the soil property profile f, and that B can be constructed using discrete wavelet transform (DWT) (e.g., Daubechies 1992). (2017) ,where c and d are very small non-negative number (e.g., c=d=10 -
Wang and Zhao
. As , the mean and covariance of are expressed as:
BCS method is able to not only provide an expected (or mean) soil property profile interpreted from sparse measurement data, but also quantify estimation error of the inferred geotechnical profile (e.g., Zhao et al. 2018 ). showed that, as the number M of the measured data points increases, the BCS mean soil property profile gradually converges to the original soil property profile and the statistical uncertainty gradually reduces and approaches to a negligible value when all data points in the original soil property profile are measured. Note that measurement error has been explicitly modeled in BCS as a Gaussian random variable with a zero mean and unknown variance, which is subsequently integrated through a marginalization in the Bayesian framework. Because BCS has the unique capability of interpolating sparsely measured data and quantifying the evolution of interpolation error as the number of sparse measurements increases, BCS is used in this study for developing the relationship between interpretation accuracy and sample size. In the next sections, Stages 1 and 2 of the proposed framework are illustrated using BCS and real cone penetration test (CPT) data.
Illustration of Stage 1 using real CPT data
To illustrate Stages 1 and 2 of the proposed framework, 50 sets of real CPT tip resistance q c data are taken from Jaksa et al. (1999) and used in this study. Because CPT data are almost continuous and have a measurement interval as low as 0.005m, the high-resolution q c profile may be used to compare with the q c profile reconstructed from BCS method with a limited number M of measured q c data points as input, as described in Stages 1 and 2 of the proposed framework. A large number of CPTs was carried out in a relatively homogeneous, stiff and over-D r a f t 12 consolidated clay layer in Adelaide, Australia (Jaksa et al. 1999) . The clay is known as Keswick clay, and details of the 50 sets of CPT data are summarized in Table 1 . The 50 sets of CPT tip resistance q c data used in this section were downloaded from the ISSMGE TC304 database website (http://140.112.12.21/issmge/Database_2011.htm). According to Jaksa and Kaggwa (1994) , the depth of Keswick clay is from about 1.5m to about 5m below the ground surface at this site. To guarantee that all CPT data used in this study come from the Keswick clay, CPT data ranging from 2.01m to 4.56m is used in this section. The CPT q c data were recorded with a sampling interval of 0.005m, and the total number of data points for each set CPT data is N = 512. In addition, the 50 sets of CPTs were performed with a small horizontal interval of 0.5m, and each of the 50 sets of CPT data may be considered as a random sample of a statistically homogeneous one-dimensional random field that represents spatial variation of q c with depths in the homogenous Keswick clay.
To illustrate Stage 1 in Figure 1 (i.e., Steps 1 to 6), different number of measured data points (i.e. sample size), M=5, 10, 15, 20, 25, 30, 35, 40, 45, 50, 60, and 80 , are taken from the CPT No. CD 5 and used as input to the BCS method for interpreting the complete q c data profile.
For simplicity, the measured data points are taken with an equal interval. by an interval with two dotted lines which are the mean q c profile plus or minus one standard deviation of q c obtained from the BCS method. The corresponding relative error, i.e., RE, for each M value (e.g., M=10, 15, 20, 60) are calculated using Equation (1) Figure 2 shows that RE decreases significantly as the number M of measured data points increases. In other words, the accuracy of the interpreted q c profile from BCS method improves as M increases. When M increases to 60, out of a total number of data points N = 512, the mean q c profile interpreted from BCS method almost completely overlaps with the original complete q c profile. In addition, the interval within two dotted lines decreases as M increases, and the statistical uncertainty of interpreted q c data profile also decreases with the increase of M.
The RE for different number of measurement data points are summarized in Figure 3 (i.e.,
Step 6 in Figure 1 ). The vertical axis in Figure 3 represents the RE value, while the horizontal axis denotes the number of measured data points or sample size. It shows that the RE decreases from about 10% to about 1% as the number of measurement data increases from 5 to 80. 
Illustration of Stage 2 using real CPT data
To illustrate Stage 2 of the proposed framework, the Steps 1 to 6 in Stage 1 are repeated for each of the 50 sets of CPT data in the Keswick clay layer. For each set of the CPT q c profile, different number M of measured data points, i.e., M=5, 10, 15, 20, 25, 30, 35, 40, 45, 50, 60, and 80, are Figure 6 . The mean RE,  RE increases from about 1.7% to about 11.2% as the sampling interval increases from 0.03m to 0.64m. Figure 6 establishes a relationship between the interpretation accuracy (e.g.,  RE ) and sample size (i.e., sampling interval d s ) for the given Keswick clay layer.
In an extensive parametric study reported in the next section, Stages 1 and 2 illustrated in these two sections are repeated for a wide variety of sites typically encountered in geotechnical practice. Because well-characterized and well-documented sites are rare in reality, random field D r a f t 15 simulation is used to generate a large number of typical sites that mimic spatially correlated soil properties in real site conditions.
Parametric study using random field simulation data (Stage 3)
Random field simulation of soil property profiles Random fields have been successfully used to model spatially correlated geotechnical properties during the last several decades (e.g., Vanmarcke 1977; Vanmarcke et al. 1986; Phoon and Kulhawy 1999; Fenton and Griffiths 2008; Bong and Stuedlein 2018; Wang et al. 2018; Zhao and Wang 2018b) . In this study, soil property profiles from a wide variety of statistically homogenous and stationary soil layers are simulated using random fields. Consider, for example, a one-dimensional stationary Gaussian random field X D, where D is depth and X is a random variable representing a soil property of interest with a mean  and a standard deviation  The spatial correlation between X D at different depths is modeled by a correlation function (D).
A single exponential correlation function (SECF) is adopted in this study. For single exponential correlation function, the correlation function  D) between X D i  and X D j  at the respective depth of D i and D j may be expressed as Let X X D 1  X D 2  X D N   be a vector of X D at N different depths. X is a
Gaussian vector with a mean vector I N×1 and covariance matrix C=   R. I N×1 is column with N D r a f t components in which all equal to one. R is a correlation matrix for X, and each component of R is calculated using Equation (7) hen X can be expressed as …,v N ] is eigenvector matrix of the covariance matrix C, . is a diagonal [ ] matrix, with diagonal elements being eigenvalues of the C; Z is a standard Gaussian vector (e.g., Au and Wang 2014) . In essence, Equation (8) is a Karhunen-Loève expansion of the random vector X, and random field samples of X may be generated using Equation (8) (e.g., Zhang and Ellingwood 1994; Huang et al. 2001; Wang et al. 2018 ).
Parametric study
To simulate a wide variety of typical sites, typical ranges of the three statistical parameters (i.e., , COV, and ) for random field modeling of soil properties are considered and used in the parametric study. For example, Phoon and Kulhawy (1999) and Cao et al. (2016) summarized the typical ranges of  and COV for a wide variety of soil properties, including undrained shear strength, friction angle, natural water content, plastic and liquid limits, unit weight, relative density, and field measurements (e.g., CPT, cone penetration test; VST, vane shear test; SPT, standard penetration test). Generally speaking, the mean values range from 0.5 to 700, while the COV varies from 2% to 90%. The typical values of vertical correlation length  for different soil properties range from 0.8m to 12.7m (e.g., Phoon and Kulhawy 1999) . Hence, these typical ranges of random field parameters are used in the parametric study. Table 2 summarizes the parameters used in the parametric study. The  values range from 0.5 to 1000, while the COV D r a f t values range from 1% to 100%. The values of vertical correlation length  vary from 0.5m to 20m. The thicknesses of the soil layers vary from 2.0m to 51.1m, which cover the typical ranges of thickness for a homogeneous soil layer in geotechnical practice. In total, 504 random fields are simulated. For each random field, 100 random field samples are generated, and the total number of data points for each random field sample is N = 512. Then, 12 different sample sizes (i.e., M = 5, 10, 15, 20, 25, 30, 35, 40, 45, 50, 60 , and 80) are adopted for each random field sample. The numbers of measurement data points ranging from 5 to 80 are used as input to BCS for interpreting the complete soil property profiles.
In Stage 3, for each of the 504 random fields, 100 random field samples are generated, and Steps 1 to 6 are repeatedly performed for each random field sample at 12 different sample sizes (i.e.
Step 7), resulting in 504×100×12 = 604,800 relative errors. Then, Step 8 is repeatedly performed to estimate the mean relative error for each M value and random filed, leading to 504×12 = 6048  RE . In next section, the parametric study results (i.e. 6048 data pairs of  RE and M) are summarized for developing a dimensionless relationship between the normalized sample size and  RE .
Dimensionless relationship between sample size and relative error
The parametric study results are summarized in Figure 7 with two dimensionless parameters, normalized mean relative error  RE /COV and normalized sampling interval d s / . The vertical axis in Figure 7 (i.e.,  RE /COV) represents the interpretation accuracy (i.e., mean RE) normalized with respect to the variability (i.e., COV) of the soil property concerned. The horizontal axis in When the normalized sampling interval d s /  is close to 0, a small positive intercept is observed along the vertical axis of  RE /COV. There are two possible scenarios leading to this small intercept. In the first scenario, the sampling interval d s approaches to 0, which means that the soil properties are sampled and measured at every location. The small intercept in the vertical axis of  RE /COV reflects the nugget effect or the difference in soil properties at neighboring locations (e.g., Matheron 1963 ). In the second scenario, the correlation length  is very large, which indicates that the soils are uniform within the layer and that the soil properties at different locations within the soil layer are perfectly correlated among each other. Therefore, the entire soil property profile can be represented by a single sample and measurement. The small intercept in the vertical axis of  RE /COV in this scenario represents the measurement error, which is also often referred to as nugget effect in geostatistics. Note that measurement error has been probabilistically modeled in BCS as a Gaussian random variable with a zero mean and unknown variance, which is subsequently integrated through a marginalization in the Bayesian framework.
More discussion on the nugget effect is provided later in this section.
On the contrary, when the normalized sampling interval d s /  is large (e.g., larger than 3), the sample size is quite small and the sampling interval is much larger than the distance within which the measurement data are significantly correlated. In this case, the d s /  has negligible effect on the  RE /COV, which plots more or less horizontally over different d s /  values in Figure   7 . When d s /  is larger than 3, reducing sampling interval (i.e., d s ) or increasing sample size (i.e., M) does not improve the level of accuracy for the interpretation results. This suggests that there D r a f t is a minimum sample size threshold or maximum sampling interval threshold for geotechnical site investigation. When the sample size is smaller than the minimum sample size threshold or the sampling interval is larger than the maximum sampling interval threshold (e.g., 3), changing the sample size or sampling interval has negligible influence on the level of accuracy for the interpretation results.
Note that the data pattern in Figure 7 is very similar to a semi-variogram in geostatistics, which shows variation of a half of auto-covariance with lag distance. Figure 8 shows a schematic of a typical semi-variogram where the experimental semi-variogram data (i.e., open circles) are fitted to an exponential function with a nugget component (i.e., solid line). As shown in Figure 8 , the semi-variogram monotonically increases as lag distance increases, and it approaches to an asymptotic value, defined as sill, s, in geostatistics, when lag distance is larger than an effective range, a (e.g., Webster and Oliver 2007) . The effective range is usually taken as the lag distance where the value of semi-variogram reaches 95% of its sill value. The semi-variogram contains a small positive intercept, n g , at the vertical axis, which is referred to as nugget effect in geostatistics for modeling measurement errors and spatial variation within the shortest sampling interval (e.g., Matheron 1963 ).
Since Figure 7 exhibits a pattern that is similar to an exponential semi-variogram, an exponential function is used in a regression analysis to best fit the 6048 data points in Figure 7 .
The best-fit line is shown by a solid line in Figure 7 , and corresponding best-fit equation, with a coefficient of determination R 2 = 0.969, is expressed as:
where y= RE /COV and x= d s /  . The best-fit n g value in Equation (9) (9) - (11) establishes a connection between the sample size and level of accuracy for the interpretation results. This relationship may be further used to develop statistical chart for sample size determination with consideration of spatial variation and correlation of soil properties, as described in next section.
Development of statistical chart
As shown in Figure 9 , a statistical chart is developed for determination of sample size along vertical direction in a single statistically homogeneous soil layer. The chart is developed from the parametric study results and (9) - (11) and switching the vertical and horizontal axis of Figure 7 , a statistical chart is generated, as shown in Figure 9 . Similar to Figure 7 , a dotted line and a dashed dotted line are also included in Figure 9 for representing the best-fit curve minus or plus one standard deviation, respectively. Figure 9 shows that, as the RE T value decreases, or a stringent level of accuracy is required for the interpretation results, the RE T /COV value decreases, and the normalized sampling interval decreases as well.
As the sampling interval decreases, the required number of samples increases. Figure 9 provides a quantitative tool for geotechnical practitioners to rationally determine sample size with consideration of desired level of accuracy and spatial variation and correlation of soil properties.
To use the statistical chart in Figure 9 , a user first specify his/her target relative error RE T .
Target relative error is determined depending on the importance and risk of the project (e.g., failure consequences), as well as complexity of local geology. Then, the coefficient of variation, COV, and vertical correlation length, , of the soil properties concerned is estimated based on existing knowledge of the site and soil properties concerned. Such existing knowledge includes, but not limit to, local experience on soil properties and sites under similar conditions, geologic and topographic maps, and the typical range of COV and  for different soil properties reported in literatures (e.g., Phoon and Kulhawy 1999; Cao et al. 2016) . With the estimated COV value and specified RE T value, the RE T /COV in the horizontal axis of Figure 9 is calculated accordingly. Then, Figure 9 is used to determine the corresponding d s / value in the vertical axis. 
Application examples
To demonstrate application of the proposed statistical chart, real CPT q c data and laboratory test result (i.e., liquid limit) are used as illustrative examples in this section. Note that CPT data are used in the first illustrative example, because CPT is performed in a nearly continuous manner.
The CPT data then can be used for validating the interpretation results of measurement data, the sample size of which is determined from the statistical chart. The proposed quantitative method and statistical chart are equally applicable to measurements on other soil properties, such as liquid limit data shown in the second example.
Real CPT q c data example
A cone penetration test (i.e., Test number CPT-1) was carried out in a cohesive soil layer in eastern Houston, Texas, USA, and its q c data were downloaded online from ISSMGE TC304dB database website (http://140.112.12.21/issmge/Database_2011.htm) and used in this illustrative example. According to Stuedlein et al. (2012) , the water table is about 1.8 m below the ground surface, and the site contains a thick layer of stiff, slightly silty clay. The CPT q c data ranging from 5.10m to 15.32m are used in this example. The q c data was recorded at 20mm interval, so the total number of data points for this CPT q c data profile is 512.
Suppose that the target relative error, RE T , in this application is 10%. The COV and vertical λ of the q c data in this site are estimated as 15% and 2.0m, respectively, based on local experience (e.g., nearby CPT data). These ranges are also within the typical ranges of 5~40% for COV and 0.1~2.2m for vertical λ, respectively, for the clay CPT q c data reported in literatures (e.g., Phoon and Kulhawy 1999) . Then, the value of RE T /COV is calculated as 0.67. Using the D r a f t best-fit curve in the statistical chart, the normalized sampling interval d s / λ is calculated.
Because  is estimated as 2.0m, sampling interval is then calculated as d s m.
The thickness of soil property profile is 10.22m, and the number of measurement data points is estimated as M= 10.22/1.00+111. Subsequently, 11 data points with an equal interval are taken from the CPT data, and they are used as measurement data and input to the BCS method for interpreting the complete soil property profile. As shown in Figure 10 are the mean q c profile plus or minus one standard deviation. The RE between the original and mean q c profiles is 9.98% which is quite close to the target relative error of 10%. In other words, the statistical chart provides reasonable results and achieves the target level of accuracy for this site.
Liquid limit data example
In this subsection, liquid limit, w L , data measured from laboratory are used to illustrate application of the proposed statistical chart. Consider, for example, determination of sample size for quantifying spatial variation of liquid limit along depth within a silty clay layer in the construction site of Taipei City Hall Station, Taiwan (Chin et al. 1994) . The site contains a thick layer of silty clay from a depth of about 2.9m to 30.0m.
Suppose that the target relative error is 12%. The COV and vertical λ of liquid limit in this silty clay layer are estimated as 18% and 5.0m, respectively. These two values are approximately the mean of the typical ranges of 6~30% for COV and 1.6~8.7m for vertical λ, D r a f t 24 respectively, of the clay liquid limit reported in literatures (e.g., Phoon and Kulhawy 1999) . Then, the RE T /COV = 0.67 is calculated. Using the best-fit curve in the statistical chart, d s /λ=0.5 is calculated. Because λ5m, the sampling interval d s m is estimated. The thickness of silty clay layer is 27.1m, and the number of measurement data points is estimated as M=27.1/2.5+112. Subsequently, 12 samples within the silty clay layer (i.e., from a depth of about 2.9m to 30.0m) shall be obtained from a borehole with an equal sampling interval for carrying out liquid limit tests in laboratory and quantifying spatial variation of the liquid limit along depth. Chin et al. (1994) happened to report that a total number of 39 soils samples (i.e., T1-T39) was obtained from a borehole within this silty clay layer for carrying out liquid limit tests in laboratory. Figure 11 
Conclusion
This paper performed an extensive parametric study and developed a quantitative method and statistical chart for sample size determination in geotechnical site investigation with consideration of spatial variation and correlation of soil properties. The extensive parametric study was performed to establish a quantitative relationship between the sample size M and the corresponding level of accuracy for the results interpreted from the M number of measured data points. The parametric study results were summarized using a dimensionless plot between the normalized mean relative error  RE /COV and normalized sampling interval d s / λ. The dimensionless plot showed a relationship that the normalized mean relative error increases as the normalized sampling interval increases from 0 to about 3, and that the normalized mean relative error approaches to an asymptotic value when the normalized sampling interval is larger than 3.
A nugget effect was observed from the dimensionless plot that represents measurement errors and spatial variation in soil properties at neighboring locations. There also exists a minimum sample size threshold or maximum sampling interval threshold for geotechnical site investigation.
When the sample size is smaller than the minimum sample size threshold or the sampling interval is larger than the maximum sampling interval threshold (e.g., 3λ), changing the sample size or sampling interval has negligible influence on the level of accuracy for the spatial variation of soil properties interpreted. 0.5, 20, 40, 50, 60, 80, 100 , and 1000 5, 10, 20, 30, 40, 50, and 100 Correlation length,  (m) 0.5, 1, 2, 3, 5, 7, 9, 11, 13, 15, 18, and 20 Number, M, of measurement data points 5, 10, 15, 20, 25, 30, 35, 40, 45, 50, 60, and 80 D r a f t
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Step 1: Suppose that there is a soil property profile, all data points of which are known
Step 2: Obtain a number, M (e.g., M = 5), of measured data points from this given soil property profile
Step 3: Interpolate the M measured data points to infer a complete interpreted soil property profile using Bayesian compressive sampling (BCS)
Step 4: Compare the interpreted soil property profile with the original one, and use relative error to evaluate the accuracy of results obtained from M measured data points
Step 9: Suppose that there are a wide variety of typical sites commonly encountered in geotechnical site investigation.
Repeat the Steps 7 to step 8 for each of the sites.
Step 10: Summarize the results for all the sites above and develop a relationship between normalized sample size and relative error statistic
Step 7: Suppose that there is a given site where many (e.g., 50) sets of complete soil property profiles are available. Repeat Steps 1 to 6 for each set of the soil property profiles in this site.
Stage 1: for a given soil property profile
Stage 3: for a wide variety of sites Stage 2: for a given site
Step 5: Repeat Steps 2-4 for many different M values
Step 6: Establish a relationship between sample size M and relative error for a given soil property profile
Step 8: Calculate statistics (e.g., mean) of relative error at different sample sizes, and establish a relationship between sample size and relative error statistic for the given site Figure 11 . Comparison between the original and the profile interpreted from BCS method for the liquid limit data example
