Abstract-Using clues from neurobiological adaptation, we have developed the constant-statistics (CS) algorithm for nonuniformity correction of IRFPA's and other imaging arrays. The CS model provides an efficient implementation that can also eliminate much of the ghosting artifact that plagues all scene-based nonuniformity correction (NUC) algorithms. The CS algorithm with deghosting is demonstrated on synthetic and real infrared (IR) sequences and shown to improve the overall accuracy of the correction procedure.
I. INTRODUCTION
Current infrared focal point arrays (IRFPA's) are fundamentally limited by their inability to calibrate out component variations [1] , [2] . Fixed pattern noise caused by the nonuniform response of the sensors gives the uncorrected images a white-noise-degraded appearance. Nonuniformity correction (NUC) techniques have been developed and implemented to perform the necessary calibration for most IR sensing applications. These correction techniques can be divided into two primary categories: 1) reference-based correction using calibrated images on startup and 2) scene-based techniques that continually recalibrate the sensor for parameter drifts. The most popular reference-based correction method is the so-called "two-point" correction method where two uniform sources of known intensity are sequentially imaged. For a single pixel, a linear approximation of a measured variable y(t) and a real-world variable x(t) can be written as y(t) = ax(t) + b (1) with a and b being the pixel's multiplicative gain and additive offset, respectively. By shining two different uniform images onto the array and recording the pixel values for each image, a linear system is created with two equations and two unknowns at each pixel. The gain and offset values can be easily computed. This one-time calibration procedure does not take into account other operating points and additional recalibration is necessary for any drift in the parameters. Other problems with the reference-based methods have been well-documented in the literature [3] , [4] . A number of researchers have developed scene-based algorithms for NUC. Ullman and Schechtman studied a simple gain adjustment algorithm but their method provides no mechanism for canceling Manuscript received March 9, 1998 additive offsets [5] . Scribner discusses an LMS-based nonuniformity correction algorithm [6] , [7] but involves complex computations that are not suitable for real-time implementation. All these scene-based NUC techniques produce ghosting artifacts when objects do not move enough. An early implementation of the constant-statistics algorithm for nonuniformity correction without deghosting was proposed by Narendra [8] .
Neurobiological systems are arguably the greatest adaptive systems in the world. These systems can adapt to the surrounding environment at multiple time-scales and at multiple stages of processing. As an example, consider a famous psychophysical experiment where a subject stares at a single curved line for many minutes. Human subjects report that the amount of curvature perceived appears to decrease over time. Immediately after training, the subjects then were shown a straight line and perceived it as slightly curved in the opposite direction [9] . One possible explanation holds that biological systems adapt to the long-term average of the stimulus. Though the purpose of these biological adaptation mechanisms is not clear, some theories suggest that these methods allow for fine-tuning the visual system through long-term averaging of measured visual parameters [5] . We will apply such continuous-calibration procedures to the calibration of IRFPA's.
A scene-based nonuniformity calibration method must take advantage of natural constraints available during the normal operation of the sensors. The constraints for a nonuniformity correction algorithm are that the temporal statistics are roughly constant for each pixel. In particular, the constant statistics method assumes that the temporal means and variances are identical for all pixels. This constraint assumes that the photoarray is periodically moving in the real-world and that the average statistics each pixels sees should be constant when averaged over a very long time. In pathological situations where humans or machines are forced to stare at a single static scene for a long time, this assumption is violated.
II. CS ALGORITHM
The constant-statistics constraint provides a method for correcting gain and offset errors without using special calibration images and procedures. This section discusses a digital realization of the constant statistics (CS) algorithm. Narendra has previously discussed a constant statistics algorithm for nonuniformity correction, but only presented an implementation of the offset correction component and with no means of removing ghost artifacts [8] . An analog implementation of the CS algorithm has also been previously demonstrated [10] , [11] .
A. Algorithm
It is impossible to solve (1) for a and b without additional assumptions. The CS algorithm assumes that the temporal mean and standard deviation of each pixel is constant over time and space. We have found that this assumption holds for typical video sequences where thousands of frames are averaged (see Section II-C). To simplify the implementation and provide more robust estimation, mean deviation was used in the CS algorithm instead of standard deviation [12] . The mean and mean deviation of the measured output y(t) in (1) can be written as
and
Without loss of generality, we can assume x is zero mean (E[x] = 0) and unity mean deviation at each pixel. If x is not zero-mean, then E[x] can be incorporated into the additive offset b. The problem is fundamentally ill-posed since there is no way to discriminate between a dc shift in the mean of x and a dc shift in the additive offset. Similarly, if x is not unity mean deviation, then sx can be incorporated into the multiplicative gain a. Assuming a zero-mean, unity mean deviation input allows us to recover the variables a and b at each pixel to within unknown but global scale and offset factors. The constant-statistics constraint assumes that the values of x and s x do not change from pixel to pixel. Therefore, either locally computed parameter can be used to normalize the output of each sensor. Finally, a zero-mean, unity mean deviation signal can be produced with the following shift/normalization formula:
Estimated mean and mean deviation of y can be calculated by the following recursive equations:
andŝ y(n) = jy(n) 0my(n)j + (n 0 1)ŝy(n 0 1) n :
Only four multiplications/divisions and four additions/subtractions computations are required for each pixel at each step.
B. Convergence
An important question that needs to be addressed for any nonuniformity correction algorithm is: how many image frames are needed for convergence? Since we rely on scene statistics for calibration, we must develop a probabilistic convergence analysis which means that we need to determine the number of frames required until the probability is sufficiently high that the error is below a threshold.
According to the central limit theorem, the sum of n measurements approaches a normal distribution as n increases. If we would like to 
For example, for a standard normal distribution, it will take 10 000 samples to reach an error of mean estimation smaller than 0.025 and standard deviation smaller than 0.036. These convergence results have been verified with simulations. The above derivations assume that pixel values are independent from frame to frame. Real-world images contain temporal correlations that lead to the ghosting effects discussed in Section III.
C. Simulations
The discrete-time CS algorithm has been implemented and tested with both one-dimensional (1-D) signals and two-dimensional (2-D) images. The convergence of the CS algorithm derived in Section II-B was verified using simulated Gaussian signals in 1-D experiments [13] . Two-dimensional simulations were performed using a sequence of 10 000 images in a video clip. The simulation image size is 125 2 200. Synthetic gain and offset variations are added to the images. The gain and offset values are uniformly distributed from 0.75 to 1.25 and between 625% of full-scale, respectively. These offset and gain values are consistent with those typically seen in IR image sequences. To see the change of calibration result with the number of steps, we applied synthetic noise to a standard image and calibrated it after the algorithm adapted with varying numbers of corrupted frames. The calibrated images are rescaled to the same contrast and brightness as the original uncorrected image. Fig. 1 shows the corrupted and calibrated image after 10 000 steps. The corrupted image is severely degraded and objects in the image are not recognizable due to the nonuniformity noise. By applying the CS algorithm to the image sequence, the corrected image is imperceptible from the original image after 10 000 steps.
Overall, the 2-D simulation of nonuniformity correction on 2-D images appears to be very promising. An example of the CS algorithm on actual IR images is shown in Fig. 2 . A test image sequence was obtained by moving a ruler in different directions across a Rockwell 128 2 128 Si:As IRFPA. Since there is no ground truth about the image without nonuniformity noise, the numerical measurement of calibrated image quality is not available. However, as shown in Fig. 2 , the CS algorithm dramatically reduces the nonuniformity noise using only 720 frames of images. Exponential windows have been used to implement an adaptive CS algorithm for nonstationary environments [14] , [15] .
III. DEGHOSTING

A. Algorithm
All scene-based nonuniformity correction algorithms require that the objects in the image do not remain stationary for too long. This can be accomplished by either periodically moving the camera or else requiring objects in the scene to move. If an object in the image violates this assumption and remains stationary for a large number of iterations, the object will blend into the background. If this stationary object eventually moves from the field of view, it will leave a reverse ghost image in the scene. In reducing the ghost effect, a simple deghosting module compares the magnitude of the change at each pixel with a fixed threshold. Mean and mean deviation estimates will only update if the change is greater then the threshold. This mechanism prevents biased estimates from stationary objects in scenes and helps to sample data better. A similar mechanism could be used to implement deghosting for any scene-based nonuniformity correction technique.
B. Two-Dimensional Simulation
To test the deghosting algorithm, we used the same video clip and setups described in Section II-C and applied different threshold values to the CS algorithm. Fig. 3 shows the mean square errors (MSE's) and average number of samples used at each pixel for different threshold values after 10 000 steps. With increasing threshold value from zero (no deghosting), the MSE of the calibrated image decreases since the deghosting helps removing redundant samples that cause biased estimates. However, if the threshold value is set too high and only very few samples are used for estimations, MSE increases again. As shown in Fig. 3(b) , on average each pixel uses only about 100 samples out of 10 000 points when the threshold value is 71. Interestingly, a proper threshold value lowers the MSE while only using a small fraction of the total number of available images. The statistics need to be updated only when there has been sufficient change in the image.
Clearly choosing a proper threshold is important for getting achieving performance from the deghosting algorithm. A very low threshold value will not remove enough of the ghost artifact and too high a threshold can cause too few samples for accurate estimation of the mean and mean deviation. This raises the obvious question of how to set a proper threshold value. Since Fig. 3(a) shows that the MSE does not change very much in a broad range of threshold values, the algorithm is not so sensitive to the exact value of the threshold in this range. Although there is a minimum MSE of 35.018 at threshold value 35, choosing any values in the range from 20 to 55 (about 10% to 25% of full-scale) will also produce a calibrated image with an MSE of less than 45. Adaptive thresholds can also be implemented that attempt to keep the total percentage of frames constant [15] .
IV. CONCLUSION
We have discussed the use of the CS algorithm for IRFPA nonuniformity correction. The convergence rate of estimates was derived and verified with simulations. The calibrated results of CS algorithm were also demonstrated on both synthetic and real IR image sequences. A novel deghosting method was proposed and implemented to eliminate most of the ghost artifacts presented in all scene-based NUC algorithms.
