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Нелокальная комбинированная задача типа
Бицадзе–Самарского и Самарского–Ионкина
для системы псевдопараболических уравнений
И.Г. Мамедов1
Аннотация
В работе рассматривается задача с условиями Бицадзе–Самарского
и Самарского–Ионкина для системы псевдопараболических уравнений
четвертого порядка с разрывными коэффициентами.
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Введение. В данной статье в одном анизотропном пространстве С.Л.
Соболева исследуется нелокальная комбинированная задача типа Бицадзе–
Самарского и Самарского–Ионкина для одного векторного уравнения псев-
допараболического типа с доминирующей производной четвертого порядка с
негладкими коэффициентами. Особо нужно отметить, что нелокальные зада-
чи типа Бицадзе–Самарского и Самарского–Ионкина начались с работы [1] и
развивались в работах [2-5] и др. Для достаточно адекватного описания боль-
шинства реальных процессов, происходщих в природе, технике и т.д. привле-
каются псевдопараболические уравнения [6-8]. Многие процессы возникаю-
щие в теории фильтрации жидкости в трещиноватых средах [9], описываются
псевдопараболическими уравнениями с разрывными коэффициентами. При
этом математическая модель процесса дополняется нелокальными краевыми
условиями типа Бицадзе–Самарского и Самарского–Ионкина [10]. Актуаль-
ность исследований, проводимых в этой области, объясняется появлением
локальных и нелокальных граничных задач для уравнений с разрывными
коэффициентами, связанных с различными прикладными задачами. Задачи
такого типа возникают, в частности, при исследовании вопросов фильтрации
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жидкости в пористых средах, влагопереноса в грунтах, распространения им-
пульсных лучевых волн, в различных биологических процессах и в теории
обратных задач. Поэтому тематика данной работы весьма актуальна для
решения многих теоретических и практических задач. Ниже для исследо-
ваний таких задач предложена методика, которая исспользует современные
методы теории функций и функционального анализа. Она изложена в основ-
ном применительно к псевдопараболическим уравнениям четвертого поряд-
ка с разрывными коэффициентами. При этом важным принципиальным мо-
ментам является то, что рассматриваемое уравнение обладает, разрывными
коэффициентами которые удовлетворяют только некоторым условиям типа
P -интегрируемости и ограниченности т.е. рассмотренный псевдопараболи-
ческий дифференциальный оператор не имеет традиционного сопряженного
оператора. Даже в частности, например, при условиях Гурса функция Рима-
на для такого уравнения не может быть исследована классическим методом
характеристик.
1. Постановка задачи. Пусть задано уравнение
(V1,3u) (t, x) ≡ DtD
3
xu (t, x) +
1∑
i=0
3∑
j=0
i+j<4
(
DitD
j
xu (t, x)
)
Ai,j (t, x) =
= Z1,3 (t, x) , (t, x) ∈ G = (t0, t1)× (x0, x1) (1)
начальное условие
(l0u) (x) ≡ u (t0, x) = Z0 (x) , x ∈ (x0, x1) , (2)
и граничные условия типа Бицадзе–Самарского и Самарского–Ионкина [11]
(
l01u
)
(t) ≡ u (t, x0) α1,1 + ux (t, x0)α1,2 + uxx (t, x0)α1,3 + u (t, x1)β1,1+
+ux(t, x1) β1,2 + uxx (t, x1) β1,3 = ψ1 (t),(
l02u
)
(t) ≡ u (t, x0) α2,1 + ux (t, x0)α2,2 + uxx (t, x0)α2,3 + u (t, x1)β2,1+
+ux(t, x1) β2,2 + uxx (t, x1) β2,3 = ψ2 (t), (3)(
l03u
)
(t) ≡ u (t, x0) α3,1 + ux (t, x0)α3,2 + uxx (t, x0)α3,3 + u (t, x1)β3,1+
+ux(t, x1) β3,2 + uxx (t, x1) β3,3 = ψ3 (t) , t ∈ (t0, t1).
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Некоторые классы граничных задач для уравнения (1) в определенном
смысле ставятся аналогично известным граничным задачам для параболи-
ческого уравнения Dtu(t, x) = D
2
xu(t, x). Поэтому многие авторы уравнение
вида (1) называют псевдопараболическим. Заметим, что рассматриваемое
псевдопараболическое уравнение – это обобщение многих модельных уравне-
ний некоторых процессов (например, обобщенного уравнения влагопереноса,
уравнения теплопроводности, уравнения колебания струны, и.т.д.).
Здесь: u (t, x) = (u1 (t, x) , ..., un (t, x)) − n- мерная искомая вектор функ-
ция; αi,j и βi,j- заданные n×n- мерные постоянные матрицы, Ai,j (t, x)- изме-
римые на G матричные функции порядка n×n, удовлетворяющие условиям:
A0,j (t, x) ∈ Lp (G) , j = 0, 1, 2 и существуют функции A
0
1,j (x) ∈ Lp (x0, x1)
и A00,3 (t) ∈ Lp (t0, t1) такие что, выполнены условия
‖A1,j (t, x)‖ ≤ A
0
1,j (x) , j = 0, 1, 2
и
‖A0,3 (t, x)‖ ≤ A
0
0,3 (t)
почти всюду на G, где ‖ ‖ евклидова норма соответствующей матрицы (или
вектора); Z0 (x) ∈ W
(3)
p,n (x0, x1), а также ψ1 (t) , ψ2 (t) , ψ3 (t) ∈ W
(1)
p,n (t0, t1)-
заданные n- мерные вектор -функции, где W
(m)
p,n (y0, y1)- пространство n-
мерных вектор-функций Z (y) = (Z1 (y) , ..., Zn (y)), имеющих в смысле С.Л.
Соболева производные Z ′ (y) , ..., Z(m) (y) ∈ Lp,n (y0, y1), а Lp,n (y0, y1) про-
странство всех строчных векторов Z (y) = (Z1 (y) , ..., Zn (y)) с элементами
из Zi (y) ∈ Lp (y0, y1) , i = 1, ..., n. Решение задачи (1)-(3) будем искать в про-
странстве С.Л.Соболева
W (1,3)p,n (G) =
{
u ∈ Lp,n (G) \ D
i
tD
j
x u ∈ Lp,n (G) , i = 0, 1, j = 0, 1, 2, 3
}
с доминирующей производной DtD
3
x. Норму в нем определим равенством
‖u‖
W
(1,3)
p,n (G)
=
1∑
i=0
3∑
j=0
∥∥DitDjx u∥∥Lp,n(G) .
Очевидно, что правые части Z0 (x) и ψi (t) , i = 1, 2, 3 условий (2) и (3)
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должны удовлетворять условиям согласования

Z0 (x0)α1,1 + Z
′
0 (x0)α1,2 + Z
′′
0 (x0)α1,3 + Z0 (x1)β1,1+
+Z ′0 (x1) β1,2 + Z
′′
0 (x1) β1,3 = ψ1 (t0)
Z0 (x0)α2,1 + Z
′
0 (x0)α2,2 + Z
′′
0 (x0)α2,3 + Z0 (x1)β2,1+
+Z ′0 (x1) β2,2 + Z
′′
0 (x1) β2,3 = ψ2 (t0)
Z0 (x0)α3,1 + Z
′
0 (x0)α3,2 + Z
′′
0 (x0)α3,3 + Z0 (x1)β3,1+
+Z ′0 (x1) β3,2 + Z
′′
0 (x1) β3,3 = ψ3 (t0)
(4)
Наличие условий согласования означает, что условиями (2) и (3) заданы
также некоторые излишние информации о решении. Поэтому желательно,
чтобы в постановке этой задачи не оказалась необходимости к условиям типа
согласования.
Для получения таких условий мы будем дифференцировать условия (3)
по t. Тогда получим
(l1 u) (t) ≡ ut (t, x0)α1,1 + utx (t, x0)α1,2 + utxx (t, x0)α1,3 + ut (t, x1) β1,1+
+utx (t, x1)β1,2 + utxx (t, x1)β1,3 = Z1 (t) = ψ
′
1 (t)
(l2 u) (t) ≡ ut (t, x0)α2,1 + utx (t, x0)α2,2 + utxx (t, x0)α2,3 + ut (t, x1) β2,1+
+utx (t, x1)β2,2 + utxx (t, x1)β2,3 = Z2 (t) = ψ
′
2 (t) (5)
(l3 u) (t) ≡ ut (t, x0)α3,1 + utx (t, x0)α3,2 + utxx (t, x0)α3,3 + ut (t, x1) β3,1+
+utx (t, x1)β3,2 + utxx (t, x1)β3,3 = Z3 (t) = ψ
′
3 (t)
Причем здесь будем требовать, чтобы выполнялись лишь условия
Zi ∈ Lp,n (t0, t1) , i = 1, 2, 3.
Очевидно, что если u ∈ W
(1,3)
p,n (G) есть решение задачи (1), (2), (5), то она
является также решением задачи (1)-(3) при
ψ1 (t) =
t∫
t0
Z1 (τ) dτ + Z0 (x0)α1,1 + Z
′
0 (x0)α1,2+
+Z ′′0 (x0)α1,3 + Z0 (x1) β1,1 + Z
′
0 (x1)β1,2+Z
′′
0 (x1) β1,3;
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ψ2 (t) =
t∫
t0
Z2 (τ) dτ + Z0 (x0)α2,1 + Z
′
0 (x0)α2,2 + Z
′′
0 (x0)α2,3+
+Z0 (x1) β2,1 + Z
′
0 (x1) β2,2 + Z
′′
0 (x1) β2,3;
ψ3 (t) =
t∫
t0
Z3 (τ) dτ + Z0 (x0)α3,1 + Z
′
0 (x0)α3,2 + Z
′′
0 (x0)α3,3+
+Z0 (x1)β3,1 + Z
′
0 (x1) β3,2+Z
′′
0 (x1)β3,3. (6)
Отметим, что для функций (6) условия согласования (4) выполняются
тривиальным образом. Верно и обратное, т.е. если u ∈ W
(1,3)
p,n (G) является
решением задачи (1)-(3), то она является также решением задачи (1), (2),
(5) при Z1 (t) = ψ
′
1 (t) , Z2 (t) = ψ
′
2 (t) и Z3 (t) = ψ
′
3 (t). Иначе говоря, задачи
(1)-(3) и (1), (2), (5) эквивалентны в W
(1,3)
p,n . При этом решение задачи (1),
(2),(5) есть решение задачи (1)-(3) при некоторых ψ1 (t) , ψ2 (t) , ψ3 (t) удо-
влетворяющих условиям согласования автоматическим образом.
Однако, задача (1), (2), (5) по постановке более естественна, чем (1)-(3).
Поэтому в дальнейшем будем исследовать только задачу (1), (2),(5).
2. Интегральное представление функции в пространстве
С.Л.Соболева посредством определяющих операторов при
исследовании нелокальной задачи
Различные классы нелокальных задач типа Бицадзе–Самарского для диф-
ференциальных уравнений являлись результатом исследований многих ма-
тематиков [12-15] и др. Кроме того, нужно отметить, что в литературе иссле-
дованы разнообразные нелокальные задачи типа Самарского–Ионкина для
различных классов дифференциальных уравнений [16-17]. Такие нелокаль-
ные краевые задачи типа Бицадзе–Самарского и Самарского–Ионкина в мо-
дифицированных трактовках рассматривались в работах автора [18-19].
Рассмотрим задачу (1), (2),(5). Эту задачу напишем в операторном виде
V u = Z, (7)
Здесь:
V = (V1,3, l0, l1, l2, l3) ,
5
Z = (Z1,3 (t, x) , Z0 (x) , Z1 (t) , Z2 (t) , Z3 (t)) ∈ E
(1,3)
p,n ,
E(1,3)p,n ≡ Lp,n (G)×W
(3)
p,n (x0, x1)× Lp,n (t0, t1)× Lp,n (t0, t1)× Lp,n (t0, t1) .
Норму в пространстве E
(1,3)
p,n будем считать определенной естественным
образом при помощи равенства
‖Z‖
E
(1,3)
p,n
= ‖Z1,3‖Lp,n(G) + ‖Z0‖W (3)p,n(x0, x1) + ‖Z1‖Lp,n(t0,t1)+
+ ‖Z2‖Lp,n(t0, t1) + ‖Z3‖Lp,n(t0, t1) .
Можно доказать, что оператор V : W
(1,3)
p,n (G)→ E
(1,3)
p,n линеен и ограничен.
Определение. Если для любого Z ∈ E
(1,3)
p,n уравнение (7) (задача (1), (2),
(5)) имеет единственное решение u ∈ W
(1,3)
p,n (G) такое, что
‖u‖
W
(1,3)
p,n (G)
≤M ‖Z‖
E
(1,3)
p,n
, (8)
то будем говорить, что оператор V уравнения (7) (задачи (1), (2), (5))
осуществляет гомеоморфизм междуW
(1,3)
p,n (G) и E
(1,3)
p,n , или будем говорить,
что задача (1), (2), (5) везде корректно разрешима, где M > 0 постоянное
(независящее от коэффициентов краевой задачи (1), (2), (5), а также от
размерностей области G), независящее от Z ∈ E
(1,3)
p,n .
В случае, когда V есть гомеоморфизм между W
(1,3)
p,n (G) и E
(1,3)
p,n , оператор
V обладает ограниченной обратной определенной на E
(1,3)
p,n .
В современной теории дифференциальных уравнений особое значение
имеет вопрос о выявлении классов задач, операторы которых осуществляют
гомеоморфизм между определенными парами банаховых пространств. Такие
гомеоморфизмы выявлены в работах Ю.М.Березанского и Я.А.Ройтберга
[20], Н.В.Житарашу [21], С.С.Ахиева [22], автора [23-24] и др. для некото-
рых классов дифференциальных уравнений с частными производными.
Задачу (1), (2), (5) будем исследовать при помощи интегральных пред-
ставлений специального вида для функций u ∈ W
(1,3)
p,n (G). Для функций
u ∈ W
(1,3)
p,n (G) можно найти различные интегральные представления. Функ-
цию u ∈ W
(1,3)
p,n (G) можно представить, например, в виде
u(t, x) = u(t0, x) +
t∫
t0
[
ut(τ, x0) + (x− x0)utx(τ, x0) +
(x− x0)
2
2!
utxx(τ, x0)
]
dτ+
6
+t∫
t0
x∫
x0
utxxx(τ, ξ)
(x− ξ)2
2!
dτdξ, (9)
посредством следов u (t0, x) , ut (t, x0) , utx (t, x0) , utxx (t, x0) и доминирую-
щей производной utxxx (t, x). Существуют также представления других ви-
дов, позволяющих выразить функцию u (t, x) посредством некоторых следов
и частных производных. Однако, мы будем ставить такой вопрос. Нельзя
ли для функций u ∈ W
(1,3)
p,n (G) найти представление, которое позволило бы
определить функцию u (t, x) однозначно по значениям (Bk u), k = 1, ..., m,
некоторых заданных операторов Bk, k = 1, .., m, на этой функции u (t, x). Ес-
ли, например, функцию u ∈ W
(1,3)
p,n (G) можно было восстановить однозначно
по значениям (V1,3u) (t, x) , (l0 u) (x), (l1u) (t) , (l2u) (t) и (l3u) (t), операторов
V1,3, l0, l1, l2 и l3 на этой функции, то нахождение решения задачи (1), (2),
(5), не представляло бы собою особую трудность. Однако, нахождение подоб-
ного представления равносильно построению обратного оператора для опе-
ратора V этой задачи. Поэтому этот вопрос мы будем ставить в следующем
ослабленном виде. Найти для функции u ∈ W
(1,3)
p,n (G) представление, по ко-
торому можно было однозначно восстановить функцию u (t, x) по значениям
(l0u) (x) , (l1u) (t) , (l2u) (t) , (l3u) (t) и DtD
3
x u (t, x).
Для изучения этого вопроса мы будем использовать формулу (9). Сначала
формулу (9) запишем в виде
u (t, x) = (Qb) (t, x) ≡ ϕ (x) +
+
t∫
t0
[
b1,0 (τ) + (x− x0) b1,1 (τ) +
(x− x0)
2
2!
b1,2 (τ)
]
dτ+ (10)
+
t∫
t0
x∫
x0
(x− ξ)2
2!
b1,3 (τ, ξ) dτ dξ, (t, x) ∈ G,
где
b = (b1,3 (t, x) , ϕ (x) , b1,0 (t) , b1,1 (t) , b1,2 (t))
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и
ϕ (x) = u (t0, x),
b1,0 (t) = ut (t, x0),
b1,1 (t) = utx (t, x0),
b1,2 (t) = utxx (t, x0),
b1,3 (t) = utxxx (t, x).
(11)
Известно, что для любой функции u ∈ W
(1,3)
p,n (G) существует единствен-
ная пятерка
b = (b1,3, ϕ, b1,0, b1,1, b1,2) ∈ E
(1,3)
p,n ,
посредством которой эту функцию можно представить в виде (10).
Можно доказать, что верно и обратное. Иначе говоря, для любой задан-
ной пятерки b = (b1,3, ϕ, b1,0, b1,1, b1,2) из E
(1,3)
p,n функция u (t, x), определяемая
равенством (10) принадлежит пространству W
(1,3)
p,n (G) и обладает следами
u (t0, x), ut (t, x0) , utx (t, x0), utxx (t, x0), а также доминирующей производной
utxxx (t, x) определяемой равенствами (11).
Боле того, при этом можно найти положительные постоянные C1 и C2
такие, что
C1 ‖b‖E(1,3)p,n ≤ ‖Qb‖W (1,3)p,n (G) ≤ C2 ‖b‖E(1,3)p,n , ∀b ∈ E
(1,3)
p,n . (12)
Иначе говоря, оператор Q осуществляет гомеоморфизм между простран-
ствами E
(1,3)
p,n и W
(1,3)
p,n (G). ПоэтомуW
(1,3)
p,n (G) = E
(1,3)
p,n в смысле гомеоморфиз-
ма.
Теперь элемент b = (b1,3, ϕ, b1,0, b1,1, b1,2) ∈ E
(1,3)
p,n постараемся выбирать та-
ким образом, чтобы соответствующая функция (10) удовлетворяла условиям
(2) и (5). Для этого подставим функцию (10) в условиях (2) и (5).
Тогда из (2) получим, что
(l0 u) (x) = ϕ (x) , (13)
Из условий (5) получим следующие условия:
(l1u) (t) = b1,0 (t)α1,1 + b1,1 (t)α1,2 + b1,2 (t)α1,3+
+

b1,0 (t) + ∆b1,1 (t) + ∆2
2!
b1,2 (t) +
x1∫
x0
(x1 − ξ)
2
2!
b1,3 (t, ξ) dξ

β1,1+
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+
b1,1 (t) + ∆b1,2 (t) +
x1∫
x0
(x1 − ξ) b1,3 (t, ξ) dξ

β1,2+
+

b1,2 (t) +
x1∫
x0
b1,3 (t, ξ)dξ

 β1,3;
(l2 u) (t) = b1,0 (t)α2,1 + b1,1 (t)α2,2 + b1,2 (t)α2,3+
+

b1,0 (t) + ∆b1,1 (t) + ∆2
2!
b1,2 (t) +
x1∫
x0
(x1 − ξ)
2
2!
b1,3 (t, ξ) dξ

β2,1+
+

b1,1 (t) + ∆b1,2 (t) +
x1∫
x0
(x1 − ξ) b1,3 (t, ξ) dξ

β2,2+
+

b1,2 (t) +
x1∫
x0
b1,3 (t, ξ)dξ

 β2,3;
(l3u) (t) = b1,0 (t)α3,1 + b1,1 (t)α3,2 + b1,2 (t)α3,3+
+

b1,0 (t) + ∆b1,1 (t) + ∆2
2!
b1,2 (t) +
x1∫
x0
(x1 − ξ)
2
2!
b1,3 (t, , ξ) dξ

β3,1+
+

b1,1 (t) + ∆b1,2 (t) +
x1∫
x0
(x1 − ξ) b1,3 (t, ξ) dξ

β3,2+
+

b1,2 (t) +
x1∫
x0
b1,3 (t, ξ)dξ

 β3,3, (14)
где ∆ = x1 − x0. Равенства (14) запишем в виде
(l1 u) (t) = b1,0 (t) (α1,1 + β1,1) + b1,1 (t) (α1,2 +∆β1,1 + β1,2)+
+b1,2 (t)
(
α1,3 +
∆2
2!
β1,1 +∆β1,2 + β1,3
)
+
+
x1∫
x0
b1,3 (t, ξ)
[
β1,1
(x1 − ξ)
2
2!
+ β1,2 (x1 − ξ) + β1,3
]
dξ;
(l2 u) (t) = b1,0 (t) (α2,1 + β2,1) + b1,1 (t) (α2,2 +∆β2,1 + β2,2)+
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+b1,2 (t)
(
α2,3 +
∆2
2!
β2,1 +∆β2,2 + β2,3
)
+
+
x1∫
x0
b1,3 (t, ξ)
[
β2,1
(x1 − ξ)
2
2!
+ β2,2 (x1 − ξ) + β2,3
]
dξ;
(l3 u) (t) = b1,0 (t) (α3,1 + β3,1) + b1,1 (t) (α3,2 +∆β3,1 + β3,2) +
+b1,2 (t)
(
α3,3 +
∆2
2!
β3,1 +∆β3,2 + β3,3
)
+
+
x1∫
x0
b1,3 (t, ξ)
[
β3,1
(x1 − ξ)
2
2!
+ β3,2 (x1 − ξ) + β3,3
]
dξ. (15)
Введем следующие обозначения
γ1,1 = α1,1 + β1,1; γ1,2 = α1,2 +∆β1,1 + β1,2;
γ1,3 = α1,3 +
∆2
2!
β1,1 +∆β1,2 + β1,3; γ2,1 = α2,1 + β2,1;
γ2,2 = α2,2 +∆β2,1 + β2,2; γ2,3 = α2,3 +
∆2
2!
β2,1 +∆β2,2 + β2,3;
γ3,1 = α3,1 + β3,1; γ3,2 = α3,2 +∆β3,1 + β3,2;
γ3,3 = α3,3 +
∆2
2!
β3,1 +∆β3,2 + β3,3;
и
a1 (x) = β1,1
(x1 − x)
2
2!
+ β1,2 (x1 − x) + β1,3;
a2 (x) = β2,1
(x1 − x)
2
2!
+ β2,2 (x1 − x) + β2,3;
a3 (x) = β3,1
(x1 − x)
2
2!
+ β3,2 (x1 − x) + β3,3;
Тогда равенства (15) примут вид
b1,0 (t) γ1,1 + b1,1 (t) γ1,2 + b1,2 (t) γ1,3 = (l1u) (t)−
x1∫
x0
b1,3 (t, ξ) a1 (ξ) dξ;
b1,0 (t) γ2,1 + b1,1 (t) γ2,2 + b1,2 (t) γ2,3 = (l2u) (t)−
x1∫
x0
b1,3 (t, ξ) a2 (ξ) dξ;
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b1,0 (t) γ3,1 + b1,1 (t) γ3,2 + b1,2 (t) γ3,3 = (l3u) (t)−
x1∫
x0
b1,3 (t, ξ) a3 (ξ) dξ (16)
Равенства (16) можно рассматривать как систему линейных алгебраиче-
ских уравнений относительно неизвестных b1,0 (t), b1,1 (t) и b1,2 (t).
При помощи 3n-мерной матрицы
γ =


γ1,1 γ2,1 γ3,1
γ1,2 γ2,2 γ3,2
γ1,3 γ2,3 γ3,3


систему (16) запишем в виде векторного уравнения
(b1,0 (t) , b1,1 (t) , b1,2 (t)) γ =

(l1u) (t)−
x1∫
x0
b1,3 (t, ξ) a1 (ξ) dξ,
(l2 u) (t)−
x1∫
x0
b1,3 (t, ξ) a2 (ξ) dξ, (l3u) (t)−
x1∫
x0
b1,3 (t, ξ) a3 (ξ) dξ

 . (16∗)
Пусть матрица γ обратима. Обратную матрицу γ−1 обозначим через
γ−1 =


K1,1 K1,2 K1,3
K2,1 K2,2 K2,3
K3,1 K3,2 K3,3


причем каждая из Ki,j является некоторой квадратной постоянной матрицей
порядка n. Тогда из (16*) получим
(b1,0 (t) , b1,1 (t) , b1,2 (t)) =

(l1u) (t)−
x1∫
x0
b1,3 (t, ξ) a1 (ξ) dξ,
(l2u) (t)−
x1∫
x0
b1,3 (t, ξ) a2 (ξ) dξ, (l3u) (t)−
x1∫
x0
b1,3 (t, ξ) a3 (ξ) dξ

×
×


K1,1 K1,2 K1,3
K2,1 K2,2 K2,3
K3,1 K3,2 K3,3


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Поэтому
b1,0 (t) =

(l1u) (t)−
x1∫
x0
b1,3 (t, ξ) a1 (ξ) dξ

K1,1+
+

(l2u) (t)−
x1∫
x0
b1,3 (t, ξ) a2 (ξ) dξ

K2,1+
+

(l3u) (t)−
x1∫
x0
b1,3 (t, ξ) a3 (ξ) dξ

K3,1;
b1,1 (t) =

(l1u) (t)−
x1∫
x0
b1,3 (t, ξ) a1 (ξ) dξ

K1,2+
+

(l2u) (t)−
x1∫
x0
b1,3 (t, ξ) a2 (ξ) dξ

K2,2+
+

(l3u) (t)−
x1∫
x0
b1,3 (t, ξ) a3 (ξ) dξ

K3,2;
b1,2 (t) =

(l1u) (t)−
x1∫
x0
b1,3 (t, ξ) a1 (ξ) dξ

K1,3+
+

(l2u) (t)−
x1∫
x0
b1,3 (t, ξ) a2 (ξ) dξ

K2,3+
+

(l3u) (t)−
x1∫
x0
b1,3 (t, ξ) a3 (ξ) dξ

K3,3; (17)
Теперь выражения (17) учтем в равенстве (10). Тогда получим
u (t, x) = (l0u) (x) +
t∫
t0
(l1 u) (τ)
[
K1,1 +K1,2 (x− x0) +K1,3
(x− x0)
2
2!
]
dτ+
+
t∫
t0
(l2u) (τ)
[
K2,1 +K2,2 (x− x0) +K2,3
(x− x0)
2
2!
]
dτ+
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+t∫
t0
(l3u) (τ)
[
K3,1 +K3,2 (x− x0) +K3,3
(x− x0)
2
2!
]
dτ+
+
∫∫
G
b1,3 (τ, ξ)
{
E
(x− ξ)2
2!
θ (t− τ) θ (x− ξ) −
−θ (t− τ)
[
a1 (ξ)K1,1 + a2 (ξ)K2,1 + a3 (ξ)K3,1+
+
(
a1 (ξ)K1,2 + a2 (ξ)K2,2 + a3 (ξ)K3,2
)
(x− x0) +
+
(
a1 (ξ)K1,3 + a2 (ξ)K2,3 + a3 (ξ)K3,3
)(x− x0)2
2!
]}
dτ dξ, (18)
где θ (z)-функция Хэвисайда на пространстве R действительных чисел, а E-
n× n- мерная единичная матрица.
Пусть
β1 (x) = K1,1 +K1,2 (x− x0) +K1,3
(x− x0)
2
2!
= −q1 (x) ,
β2 (x) = K2,1 +K2,2 (x− x0) +K2,3
(x− x0)
2
2!
= −q2 (x) ,
β3 (x) = K3,1 +K3,2 (x− x0) +K3,3
(x− x0)
2
2!
= −q3 (x) ,
R0 (τ, ξ; t, x) = θ (t− τ)× (19)
×
[
(x− ξ)2
2!
θ (x− ξ)E + a1 (ξ) q1 (x) + a2 (ξ) q2 (x) + a3 (ξ) q3 (x)
]
.
Теперь формулу (18) запишем в виде
u (t, x) = (l0u) (x) +
t∫
t0
(l1u) (τ) β1 (x) dτ +
t∫
t0
(l2u) (τ) β2 (x) dτ+
+
t∫
t0
(l3u) (τ) β3 (x) dτ +
∫∫
G
utxxx (τ, ξ)R0 (τ, ξ; t, x) dτ dξ. (20)
Таким образом, доказана следующая.
Теорема. Если det γ 6= 0, то любая функция u ∈ W
(1,3)
p,n (G) представима
в виде (20).
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Очевидно, что правая часть формулы (20) определяется посредством зна-
чений (l0u) (x) , (l1u) (t) , (l2u) (t) , (l3u) (t) и utxxx (t, x) операторов
l0, l1, l2, l3 и DtD
3
x на рассматриваемой функции u(t, x). Поэтому операторы
l0, l1, l2, l3 и DtD
3
x будем называть определяющими операторами для пред-
ставления (20).
3. Задача Гурса классического вида как частный случай нело-
кальной комбинированной задачи (1), (2), (5).
Теперь рассмотрим следующий частный случай задачи (1), (2), (5):
DtD
3
xu (t, x) +
1∑
i=0
3∑
j=0
i+j<4
(
DitD
j
xu (t, x)
)
Ai,j (t, x) = Z1,3 (t, x) , (t, x) ∈ G (21)
(l0u) (x) ≡ u (t0, x) = Z0 (x) , (22)

(l1u) (t) ≡ ut (t, x0)α1,1 + utx (t, x0)α1,2 + utxx (t, x0)α1,3 = Z1 (t)
(l2u) (t) ≡ ut (t, x0)α2,1 + utx (t, x0)α2,2 + utxx (t, x0)α2,3 = Z2 (t)
(l3u) (t) ≡ ut (t, x0)α3,1 + utx (t, x0)α3,2 + utxx (t, x0)α3,3 = Z3 (t)
(23)
Пуст детерминант 3n-мерной матрицы
γ =


α1,1 α2,1 α3,1
α1,2 α2,2 α3,2
α1,3 α2,3 α3,3


отличен от нуля, т.е. det γ 6= 0. Тогда условия (23) можно привести к виду

ut (t, x0) = Z¯1 (t)
utx (t, x0) = Z¯2 (t)
utxx (t, x0) = Z¯3 (t)
(24)
Здесь: 

Z¯1 (t) = Z1(t)K
0
1,1 + Z2 (t)K
0
2,1 + Z3 (t)K
0
3,1
Z¯2 (t) = Z1(t)K
0
1,2 + Z2 (t)K
0
2,2 + Z3 (t)K
0
3,2
Z¯3 (t) = Z1(t)K
0
1,3 + Z2 (t)K
0
2,3 + Z3 (t)K
0
3,3
(25)
а
K0 =


K01,1 K
0
1,2 K
0
1,3
K02,1 K
0
2,2 K
0
2,3
K03,1 K
0
3,2 K
0
3,3


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обратная матрица для матрицы γ, т.е. K0 = γ−1, причем K0i,j- квадратные
матрицы порядка n.
Равенства (25) показывают, что если Zi ∈ Lp,n (t0, t1), i = 1, 2, 3 тогда
Z¯i ∈ Lp,n (t0, t1), i = 1, 2, 3. Поэтому условия (23) и (24) эквивалентны.
Кроме того, условия (22) и (24) можно рассматривать как условия Гурса
неклассического вида. Очевидно также, что если det γ 6= 0, то условия (22)
и (23) эквиваленты условиям Гурса неклассического вида (22) и (24).
Если функция u ∈ W
(1,3)
p,n (G) удовлетворяет условиям Гурса неклассиче-
ского вида (22) и (24), то на удовлетворяет также условиям Гурса классиче-
ского вида (22) и 

u (t, x0) = ϕ1 (t)
ux (t, x0) = ϕ2 (t)
uxx (t, x0) = ϕ3 (t)
(26)
при 

ϕ1 (t) = Z0 (x0) +
t∫
t0
Z¯1 (τ) dτ
ϕ2 (t) = Z
′
0 (x0) +
t∫
t0
Z¯2 (τ) dτ
ϕ3 (t) = Z
′′
0 (x0) +
t∫
t0
Z¯3 (τ) dτ
(27)
Верно и обратное, в том смысле, что если функция u ∈ W
(1,3)
p,n (G) удо-
влетворяет условиям (22) и (26) (где Z0 ∈ W
(3)
p,n (x0, x1) и ϕi ∈ W
(1)
p,n (t0, t1) ,
i = 1, 2, 3) то она удовлетворяет также условиям (22), (24) при Z¯1 (t) = ϕ
′
1 (t),
Z¯2 (t) = ϕ
′
2 (t) , Z¯3 (t) = ϕ
′
3 (t). Таким образом, в пространстве W
(1,3)
p,n (G) усло-
вия Гурса неклассического вида (22), (24) эквиваленты условиям Гурса клас-
сического вида (22), (26). Однако, в случае условий Гурса (22), (26) правые
части краевых условий, кроме условий
Z0 ∈ W
(3)
p,n (x0, x1) и ϕi ∈ W
(1)
p,n (t0, t1) должны подчиняться также следу-
ющим условиям согласования:
Z0 (x0) = ϕ1 (t0), Z
′
0 (x0) = ϕ2 (t0), Z
′′
0 (x0) = ϕ3 (t0).
В случае же условий Гурса неклассического вида (22), (24) на правых
частей краевых условий, кроме Z0 ∈ W
(3)
p,n (x0, x1) и Z¯i ∈ Lp,n (t0, t1) , i =
1, 2, 3, никаких дополнительных условий типа согласования не требуются.
Поэтому задача Гурса неклассического вида (21), (22), (24) по постановке
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является более естественной, чем задача Гурса классического вида (21), (22),
(26).
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