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Abstract – The dynamical motion of the magnetization plays a key role in the properties of
magnetic materials. If the magnetization is initially away from the equilibrium direction in a
magnetic nanoparticle, it will precess at a natural frequency and, with some damping present, will
decay to the equilibrium position in a short lifetime. Here we investigate a simple but important
situation where a magnetic nanoparticle is driven non-resonantly by an oscillating magnetic field,
not at the natural frequency. We find a surprising result that the lifetime of the transient motion
is strongly tunable, by factors of over 10,000, by varying the amplitude of the driving field.
Introduction. – A wide variety of fascinating topics
have been studied in nonlinear magnetism [1–3] and other
branches of nonlinear physics. These include solitons
[4–7], period doubling [8], nonlinear combinations of
frequencies [9, 10], strange attractors, limit cycles, chaos
[11], and routes to chaos through bifurcation processes
[12, 13]. The field has recently been invigorated by the
use of nanostructures, which have allowed very large mi-
crowave fields to be applied, with amplitudes in excess of
several hundred Oe [14, 15], and have allowed interesting
nonlinear conversion between modes [16–18]. Almost all
of these topics deal with what is happening in the system
after all transients have disappeared [19, 20].
In this paper, in contrast, we theoretically examine
the transient precessional behavior appropriate for a
magnetic nanoparticle. We find a surprising result that,
in the nonlinear limit, the transient lifetime can be
significantly extended by adding a strong oscillating
driving field which is at a different frequency than the
natural frequency. This increase of the lifetime depends
sensitively (and nonmontonically) on the strength of the
driving field. Near a critical driving field the lifetime can
be extended by factors of over 10,000. We note that this
behavior occurs in a nonlinear regime, but chaos is not
required for this stabilization of the transient.
Transient magnetization dynamics: analysis and
characterization. –
Equations of motion. With a static magnetic field ap-
plied to the nanoparticle, there is a natural precessional
frequency for the magnetization. If the magnetic moment
has an initial position, away from equilibrium, the system
will exhibit transient behavior in that the magnetization
will precess and at the same time decay toward its equi-
librium direction as a result of magnetic damping. The
theoretical calculations start with the equations of motion
for a macrospin, appropriate, for example, for a small mag-
netic particle with a diameter smaller than the exchange
length so that the entire system is in a single domain. For
instance, the exchange length in iron is about 2 nm. The
equation of motion for the magnetization [21], M, is given
by
dM
dt
=
γ
1 + α2
(
M×H− αM × (M×H)
M
)
. (1)
Here γ is the gyromagnetic ratio, α is a dimensionless
damping parameter, and the magnetic field, H, is a sum
of a static field in the zˆ direction, demagnetizing fields,
and a driving field in the xˆ direction, oscillating with a
frequency ω, namely
H = H0 zˆ−N ·M+ hd cosωt xˆ . (2)
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We use a demagnetizing tensor appropriate to a sphere or
a cube given by
Nαβ =
4pi
3
δαβ (3)
where δαβ is the second rank Kronecker delta tensor.
Limiting cases. In the absence of damping or a driving
field the natural frequency of precessional motion about
the z-axis is
ω0 = γH0 . (4)
As we will see, the transient precession will occur at this
frequency in the linear limit, but will be shifted down
slightly in the nonlinear case. Applying a driving field
at this frequency can speed-up magnetization reversal in
a nanoparticle [22].
In the absence of a static field and damping, the motion
of the magnetization has an analytical solution. We start
the system with M in the y-z plane, and with the driving
field along the x-axis. Define
ξ ≡
(
γhd
ω
)
sinωt . (5)
Then,
My(t) = My0 cos ξ +Mz0 sin ξ (6)
Mz(t) =Mz0 cos ξ −My0 sin ξ . (7)
where My0 and Mz0 are the initial values for the compo-
nents of the magnetization. Note that the motion in this
limit, although nonlinear, is not chaotic.
Time evolution. We now examine the time evolution
of the system for different driving field amplitudes. The
system will be driven at a frequency of ω = 1 GHz and an
initial position given by My0 = Mz0 = Ms/
√
2 . Because
the system is started in a nonequilibrium configuration,
there will be a transient response before the system settles
into equilibrium precession at a frequency which matches
the driving field frequency The transient involves time-
decay of precession at the natural frequency ω0 = 0.29
GHz, using eq. (4).
We have used a variety of numerical integration schemes
to solve the differential equation for the motion of the
magnetization, eq. (1). These include 2nd and 4th or-
der Runge-Kutta and LSODA. All the techniques yielded
equivalent results. Unless otherwise stated, the param-
eters for our calculation are H0 = 100 Oe, Ms = 1.67
×103 G (saturation magnetization appropriate for Fe),
γ = 1.83× 1010 rad/s, and α = 0.01.
In fig. 1(a) where there is no driving field, we see a typ-
ical time evolution of damped oscillatory behavior. The
decay time is about 70 ns. Figure 1(b) shows the behavior
of My(t) with a moderate driving field of 100 Oe. In this
limit, it should first be noted that the transient (natural)
frequency is reduced very slightly from ω0. Second, one
can also see that the system comes into equilibrium with
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Fig. 1: Time evolution of the normalized My value for three
different driving field amplitudes. The natural frequency of the
transient is 0.29 GHz and the frequency of the driving field is
always 1 GHz. Fourier transforms have been applied in 100 ns
intervals. For (a) and (b), the decay time of the transient is
approximately 70 ns. For (c), the transient has shifted
slightly in frequency and has a much longer lifetime as the
amplitude of the driving field is increased.
the driving field frequency. Since the driving frequency
is substantially higher than ω0, the system’s evolution to-
ward equilibrium is exhibited by the transition from the
widely spaced time-trace (natural frequency behavior) to-
ward the dense, closely packed region in the time-trace
(driven high frequency behavior. The time it takes for the
natural frequency to decay is once again about 70 ns.
Finally in fig. 1(c), where a very strong driving field is
applied, we see an interesting behavior where both the
frequency of the transient (near ω0) and of the driving
field (ω) are seen.
Fourier Analysis. To quantify the transient time be-
havior of the magnetization, we do a series of Fourier
p-2
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Fig. 2: Fourier transform ofMy(t) for different driving field am-
plitudes during different approximate time intervals. In panels
(a) and (b) we see the low frequency peak decays with time.
In panel (c) where the driving amplitude is large, the transient
peak is essentially stabilized and does not decay in the time
shown here.
transforms on My(t), each transform encompassing a dif-
ferent time block (approximately 0–100 ns, 100–200 ns,
etc). These transforms will identify the major frequencies
present in a given time block and the amplitude of the
excitations at the different frequencies.
The results are shown in fig. 2. In fig. 2(a), we see the
Fourier transform as a function of frequency when hd = 0
Oe, for different time blocks. There is a single peak at the
natural frequency, which diminishes in height as time is
increased. Figure 2(b) shows the results when hd = 100
Oe. Now there are two peaks, one at the driving frequency
and one very slightly below the natural frequency. Again
the peak near the natural frequency is reduced as time is
increased, indicating the typical decay in a damped lin-
ear system. The situation is quite different in fig. 2(c)
where the driving field is given by hd = 410 Oe. First,
the frequency of the transient is shifted down further by
the nonlinear interaction. More importantly, the height
of the peak representing the transient now remains virtu-
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Fig. 3: The decay time as a function of the amplitude of the
driving field (hd). In the upper panel the decay time increases
as the driving field amplitude is increased to 410 Oe. In the
lower panel the decay time decreases as the driving field am-
plitude is increased above 410 Oe.
ally constant over the time span investigated, indicating a
substantially increased lifetime.
Amplitude decay of Fourier Transform. The decay in
time for different driving field amplitudes is illustrated in
fig. 3, where we plot the amplitude of the natural fre-
quency mode as a function of time for different values of
the driving field. Figure 3(a) shows results for driving
fields up to 410 Oe. We see a remarkable and tunable in-
crease in the duration of the transient, by about a factor
of 100 for the range of values shown. When the driving
fields are increased above the value of 410 Oe, fig. 3(b),
the transient lifetime is now reduced, returning to values
close to that found in the linear case when hd is small.
The features illustrated here are quite robust. For exam-
ple, the general behavior of transient lifetime is essentially
unaffected by all the following:
1) The initial position of the magnetization;
2) The initial phase of the driving field, i.e. the value of φ
if the driving field is proportional to cosωt+ φ;
3) The value of the damping constant, which scan even be
zero.
4) Small changes in the structure, which cause a deviation
from the spherical or cubic symmetry in the demagneti-
zation tensor. (A sphere or cube has no nonlinear terms
involving the demagnetization tensor. These terms do ap-
p-3
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Fig. 4: Plot of the average value of the polar angle, θ, as a
function of the driving field amplitude. The average is found
after all transients have died down. Near the critical value
of hd = 410 Oe there is a transition where the component of
the magnetization changes from pointing along the +z axis to
pointing along the −z axis.
pear, however, for small changes in the structure, but they
are not critical to the effect seen here.)
In fact, the lifetime of the transient can be extended
substantially by small variations in the amplitude of the
driving field. In our example above, a driving field of
410 Oe gives a decay time of 1,300 ns. Driving fields of
414 Oe and 414.7 Oe produce decay times of 23,600 and
1,480,000 ns respectively. We see a dramatic increase
in lifetime as the driving field approaches the critical value.
A change in equilibrium direction. We now explore
the reason for the extended lifetime. It is associated with
a transition in the equilibrium direction induced by the
driving field as seen in fig. 4. For low values of the driving
field, the magnetization precesses around the static field,
the +zˆ direction. As the driving field is increased, the
equilibrium direction eventually shifts to values having a
component along the −zˆ direction. The dramatic effect
that the change in orientation has on the amplitude of
the transient can be seen in fig. 5. Here we plot the FFT
amplitude of My(t) for the time interval of 2000–2100 ns.
Away from the transition the amplitude is essentially zero.
But there is a significant effect over a range of driving field
amplitudes, from about hd = 380 Oe to hd = 450 Oe.
The situation is similar in many respects to a driven
pendulum. In that case, there is only one energy mini-
mum, when the pendulum is at the bottom position. How-
ever, with a large driving field, the pendulum motion is
nonlinear and it can oscillate about a new equilibrium po-
sition where the pendulum is at the uppermost position
[23, 24]. The physical mechanism for the stabilization of
the “inverted pendulum” has had an extensive discussion
in the literature [25].
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Fig. 5: Fourier Transform of My(t) as a function of the driv-
ing field, hd. The transform is applied to a fixed interval of
2000–2100 ns. The peak amplitude of the Fourier Transform is
centered around the critical driving field, hd ≈ 410 Oe, which
is associated with a change in equilibrium direction.
Finding the critical field. We can develop an approx-
imate analytic expression for the critical field necessary
for this phase transition. Because the transition involves
a change from precession in the upper half space (+zˆ)
to the lower half space (−zˆ) one might expect that the
transition occurs near a critical amplitude, the point at
which the average value of Mz becomes zero, or equiva-
lently where the magnitude of My is equal to Mx. We can
estimate this using the linearized equations of motion for
Mx and My. One finds by solving eqs. (1) and (2)
Mx =
(
γ2H0Ms
γ2H2
0
− ω2
)
hd (8)
My = i
(
γMsω
γ2H2
0
− ω2
)
hd (9)
We neglect the γH0 in the denominator because it is small
compared to the driving frequency ω here. Setting the
magnitude of My equal to Ms we obtain the condition for
the critical driving field
hc =
ω
γ
. (10)
With our parameters, we find the expected transition field
to be about 340 Oe, somewhat lower than the 410 Oe we
find numerically.
It is somewhat surprising that this estimate works as
well as it does. One reason for this is that the numerical
calculations (shown in fig. 5 by dots) demonstrate that
eqs. (8) and (9) are reasonable predictors of the maxi-
mum amplitudes of Mx and My (shown in fig. 5 by lines)
for values of hd which are as large as 275 Oe. The an-
alytical form can explain some general trends we find in
the numerical data. For example, we find that doubling
the driving frequency requires a doubled critical field am-
plitude to reach the longest lifetimes, consistent with eq.
p-4
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Fig. 6: The transverse components of M as a function of the
driving field. The solid lines indicate the predictions of linear
theory, and the large dots show the results of a full nonlin-
ear numerical calculation. The condition My ≈ Ms gives a
reasonable approximation for the driving field at which the
equilibrium direction changes.
(10). We note that Mx is smaller than My because the
driving field is in the xˆ direction, so the critical condition
that the linear prediction for My ≈ Ms is the correct one
to use, as it will occur at a lower driving field. If the driv-
ing frequency were smaller than the resonance frequency
the value of Mx would generally be larger than My as can
be seen from eqs. (8) and (9).
The idea that the transient lifetime is tunable due to a
change in equilibrium direction explains why this lifetime
is insensitive to so many parameters. We drive the system
off-resonance, so damping is not important. Furthermore,
the transition occurs near a large amplitude precession,
but the amplitude (in the linear approximation) is
independent of initial phase and initial position. We
note that the rapid transition from one equilibrium state
to another seems to occur only for the case where the
driving frequency is larger than the natural frequency.
Conclusion. – The general idea developed here is
that a transient oscillation at a natural frequency may
be stabilized by a driving field at a different frequency,
particularly near a change in equilibrium position. This
phenomenon could be detected using the micro-SQUID ex-
periment of ref. [22]. The concept of extending the lifetime
of a transient can occur in the chaotic regime [26–28], but
here we have developed the result in a nonchaotic region.
The slow decay of the transient is surprising. In part it
seems to be associated with fact that the entire structure
takes a long time to settle into equilibrium position near
the sharp transition. However, our numerical calculations
show that the transient decay time is much longer than
the equilibration time.
It is interesting to note that similar results are not found
in other nonlinear physical systems such as the nonlinear
driven pendulum in one dimension, the spherical pendu-
lum, or nonlinear spring systems (with nonlinear forces
that are either quadratic of cubic in the displacement).
Although these cases do exhibit a transition from one
equilibrium state to another, the lifetime of the natural
frequency mode does in fact not change. Thus our results
naturally lead us to the intriguing question - what makes
the nonlinear magnetization equations unique relative to
many other nonlinear systems?
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