We introduce an operator on permutations of 1, 2, . . . , n, which preserves the numbers of their ascents and descents. We investigate periods of permutations under the operator and structures of permutations with given periods. As its application we prove some congruence relations modulo a prime for Eulerian numbers.
INTRODUCTION
We consider the set of all permutations of {1, 2, . . . , n} for a positive integer n. In a permutation a 1 a 2 · · · a n an ascent (or an up) means an adjacent pair such that a i < a i+1 for some i (1 ≤ i ≤ n − 1). For k (0 ≤ k ≤ n − 1) let us denote by E(n, k) the set of all permutations with exactly k ascents and by e(n, k) its cardinal number, namely, an Eulerian number. Dually a descent (or a down) of a permutation a 1 a 2 · · · a n means an adjacent pair such that a i > a i+1 for some i (1 ≤ i ≤ n − 1). We call a consecutive sequence a i · · · a j in a 1 a 2 · · · a n an ascending chain if a i−1 > a i < a i+1 < · · · < a j > a j+1 , where a 0 or a n+1 is disregarded when it appears. Dually we call a consecutive sequence a i · · · a j a descending chain when the above inequality signs are reversed. Ascending chains are separated by descents and the number of descents is equal to n −1−k for permutations in E(n, k). Therefore, the number of ascending chains is equal to (n − 1 − k) + 1 = n − k. Dually the number of descending chains of permutations in E(n, k) is equal to k + 1. For example, 3612745 of E(7, 4) is composed of three ascending chains 36, 127, 45 and of five descending chains 3, 61, 2, 74, 5.
In this paper we introduce an operator on permutations which preserves the numbers of ascents and descents of permutations. Our objective is to derive some properties concerning the periodicity under the operator and to apply them to study Eulerian numbers. More precisely, in the last section we prove several congruence relations modulo a prime for Eulerian numbers without any analytic calculation. As for other properties and identities of Eulerian numbers we refer to [1] [2] [3] [4] , for example.
PERIODS OF PERMUTATIONS UNDER AN OPERATOR
We introduce an operator σ on all permutations of the set [n] = {1, 2, . . . , n}, whose elements we call entries. This is defined by adding unity to all entries of a permutation A = a 1 a 2 · · · a n and by changing n + 1 into unity. However, there are two exceptions. In the case of a 1 = n all entries a i are cyclically shifted to the left by one place and unity is added so we obtain σ A = b 2 b 3 · · · b n 1, where b i = a i + 1 for 2 ≤ i ≤ n, and in the case of a n = n all entries a i are cyclically shifted to the right by one place and unity is added so we obtain σ A = 1b 1 b 2 · · · b n−1 , where b i = a i + 1 for 1 ≤ i ≤ n − 1. Thus, for example, we have σ (31542) = 42153, σ (53124) = 42351 and σ (24315) = 13542.
By the definition of ascents it is easy to see that if A is in E(n, k), then σ A is also in E(n, k). We denote successive applications of the operator σ by σ 2 A = σ (σ A) and inductively by σ A = σ (σ −1 A) for a positive integer . For convenience we take σ 0 A = A for all permutations A. Although we do not use permutation groups, it is convenient to adopt terminology from finite group actions as in [2] . For A = a 1 a 2 · · · a n it is shortly shown that there exists a positive integer such that σ A = A. We call the smallest such positive integer the period of A and the set {A, σ A, . . . , σ −1 A} of distinct permutations the orbit of A. We sometimes denote by π(A) the period of a permutation A. Permutations with period 1, or those satisfying σ A = A, are called fixed points of the operator σ . It is easily seen that fixed points are only two permutations: 12 · · · n ∈ E(n, n − 1) and n · · · 21 ∈ E(n, 0). Observe that if a 1 > a n (or a 1 < a n ) in A = a 1 a 2 · · · a n then b 1 
Thus it is effective to divide E(n, k) into two classes: E − (n, k) and E + (n, k). E − (n, k) consists of permutations A = a 1 a 2 · · · a n with a 1 < a n and E + (n, k) consists of those with a 1 > a n . Hence, if A ∈ E − (n, k) (or E + (n, k)), then σ A ∈ E − (n, k) (or E + (n, k)) for every positive integer .
PROOF. First we prove (i). Let A = a 1 a 2 · · · a n with a 1 < a n and let a n−i · · · a n−1 a n be the last ascending chain, i.e. a n−i−1 > a n−i < · · · < a n−1 < a n . In the case of a 1 < a n , by n − a n repeated applications of σ , a n becomes n sooner than a 1 and, by another application of σ , unity occurs as 1b 1 b 2 · · · b n−1 and b n−1 = a n−1 + n + 1 − a n = n + 1 − (a n − a n−1 ) > 1. By a n − a n−1 further applications of σ , b n−1 becomes n + 1 sooner than unity at the lefthand end and unity occurs as 1(1 + a n − a n−1 )c 1 c 2 · · · c n−2 , where c n−2 = a n−2 + n + 1 − a n + (a n − a n−1 ) = n + 1 − (a n−1 − a n−2 ) > 1. Continuing this procedure leads to (a n−i+1 − a n−i ) · · · (a n−1 − a n−i )(a n − a n−i )u 1 · · · u n−i−1 n after applications of σ by total number n − a n−i and u n−i−1 = (a n−i−1 + n − a n−i ) − n = a n−i−1 − a n−i , since a n−i−1 is larger than a n−i . Finally if we apply σ more a n−i times, then σ has been applied to A exactly n times and we have σ n A = a n−i a n−i+1 · · · a n a 1 a 2 · · · a n−i−1 . Thus the last ascending chain of A is collectively moved to the left end of A. Since A is in E − (n, k), A is composed of n − k ascending chains. Therefore, n − k applications of σ n yields σ n(n−k) A = a 1 a 2 · · · a n−i−1 a n−i · · · a n−1 a n = A.
The proof of (ii) is similar. Let A = a 1 a 2 · · · a n with a 1 > a n and let a 1 a 2 · · · a i be the first descending chain, i.e. a 1 > a 2 > · · · > a i < a i+1 . In the case of a 1 > a n , by n − a 1 applications of σ , a 1 becomes n sooner than a n and, by another application of σ , unity occurs as b 2 b 3 · · · b n 1 and b 2 = a 2 + n − a 1 + 1 = n + 1 − (a 1 − a 2 ) > 1. Further by a 1 − a 2 applications of σ , b 2 becomes n + 1 (i.e. unity on the right-hand end) sooner than unity on the right-hand end and unity occurs as c 3 c 4 · · · c n (1 + a 1 − a 2 )1 and c 3 = a 3 + n + 1 − a 1 + (a 1 − a 2 ) = n + 1 − (a 2 − a 3 ) > 1. Making several uses of this procedure leads to nu i+1 · · · u n (a 1 − a i )(a 2 − a i ) · · · (a i−1 − a i ) after applications of σ by total number n − a i and we have u i+1 = (a i+1 + n − a i ) − n = a i+1 − a i , since a i+1 is larger than a i . Finally if we apply σ a i more times, then σ has been applied to A exactly n times and we have σ n A = a i+1 a i+2 · · · a n a 1 a 2 · · · a i . Thus the first descending chain of A is collectively moved to the right-hand end of A. Since A is in E + (n, k), it is composed of k + 1 descending chains. Therefore, k + 1 applications of σ n yields σ n(k+1) A = a 1 a 2 · · · a i a i+1 a i+2 · · · a n = A.
2 As observed in the proof, each integer a i (1 ≤ i ≤ n) of A ∈ E − (n, k) is changed into unity at the left-hand end of permutation once in the course of n(n − k) applications of σ . Hence we obtain the first part of the next corollary and similarly the second. COROLLARY 2. For A ∈ E − (n, k), there exist exactly n permutations of the form 1a · · · b in {σ A, σ 2 A, . . . , σ n(n−k) A = A}. Similarly, for A ∈ E + (n, k), there exist exactly n permutations of the form a · · · b1 in {σ A, σ 2 A, . . . , σ n(k+1) A = A}.
The following two relations in E(n, k) will be frequently used, which are shown in the proof. Let us write A ∈ E − (n, k) as A = A 1 A 2 · · · A n−k , by arranging all n − k ascending chains of A in the order in which they appear. Then we have
, by arranging all k + 1 descending chains of A in the order in which they appear. Then we have
As immediate applications of these we obtain the following two corollaries. COROLLARY 3. Let a period π(A) be a multiple of n. Then π(A) = n(n − k) for A ∈ E − (n, k) and π(A) = n(k + 1) for A ∈ E + (n, k). PROOF. If a permutation A consists of two or more ascending or descending chains, then we have σ n A = A, since σ n moves only one chain. Hence, if σ n A = A holds, then A consists of a single ascending or descending chain. Therefore, we obtain A = 12 · · · n or A = n · · · 21. However, both permutations have period one.
2 We can exhibit examples of permutations of E(n, k) with maximal periods: n(n − k) or n(k+1). Take A = 12 · · · kn(n−1) · · · (k+1) ∈ E(n, k). Since the sequence (n−1) · · · (k+1) is composed of n − k − 1 ascending chains, each application of σ n simply moves the last entry to the first. Thus, after n − k − 1 applications of σ n , we obtain σ n(n−k−1) A = (n − 1) · · · (k + 1)12 · · · kn.
Finally one more application of σ n yields A, for 12 · · · kn is an ascending chain. Thus we have π(A) = n(n − k). Dually we see that A = (n − k)(n − k + 1) · · · n(n − k − 1) · · · 21 ∈ E(n, k) has a period of n(k + 1).
Another example of permutations with maximal periods is the following.
COROLLARY 5. Let p be a prime. If the period of a permutation in E( p, k) (0 ≤ k ≤ p−1) is larger than p, then it is equal to p( p − k) or p(k + 1).
PROOF. Suppose that the period of a permutation A ∈ E( p, k) satisfies > p. By utilizing Theorem 1 we have | p( p − k) or | p(k + 1). Since 0 ≤ k ≤ p − 1 and p is a prime, must be a multiple of p. Hence Corollary 5 follows from Corollary 3.
2 Theorem 1 also implies that the period of a permutation A ∈ E − (n, k) (or E + (n, k)) is a divisor of n(n − k) (or n(k + 1)). Notice that periods are not necessarily multiples of n. For example, 132465 ∈ E − (6, 3) has period nine. In the next section we show that periods of permutations in E(n, k) are multiples of n − k or k + 1 in general.
PERIODS NOT DIVISIBLE BY n FOR PERMUTATIONS OF [n]
This section is devoted to studying permutations in E(n, k) with periods not divisible by n, such as 154236a978 ∈ E − (10, 5) of period 25 or 1452369a78 ∈ E − (10, 7) of period15, where 'a' is used in place of 10. The next theorem tells us that periods of permutations in E(n, k) are multiples of n − k or k + 1, whether periods are divisible by n or not. We denote by gcd(a, b) the greatest common divisor of two integers a and b. THEOREM 6. For A in E(n, k), let π(A) ≡ r (mod n), where 1 ≤ r ≤ n − 1. Then π(A) = (n − k) gcd(n, r ) for A ∈ E − (n, k) and π(A) = (k + 1) gcd(n, r ) for A ∈ E + (n, k).
PROOF. Let π(A) = qn + r , where q is a non-negative integer. First we consider the case A ∈ E − (n, k) and show that its period is of the form m(n − k) for some positive integer m. Since A is composed of n − k ascending chains, we denote it by A = A 1 A 2 · · · A n−k , arranging all ascending chains of A in the order in which they appear. Then
This follows from the fact that σ π(A) A = σ qn (σ r A) = A and σ n moves an ascending chain at the right-hand end to the left-hand end. Alternatively, this may be deduced by the following arguments. The operator σ has its inverse σ −1 and hence σ r A = σ −qn A = σ (−n)q A holds. Observing that σ −n operates on chains in an opposite fashion to σ n , we see that the above relation follows. Similarly, from σ 2(qn+r ) A = σ 2qn (σ 2r A) = A, we obtain
and so on. Let s = n/ gcd(n, r ). Then sr becomes the smallest positive multiple of n, and we have
if sq + 1 ≤ n − k holds, which turns out to be true later. However, at present we do not know whether the inequality holds or not. If sq + 1 > n − k, the indices of the ascending chains must be regarded as modulo n − k. On the other hand, from sr = n(r/ gcd(n, r )) another expression for σ sr A is also possible;
σ sr A = A (n−k)−r/ gcd(n,r )+1 · · · A n−k A 1 · · · A (n−k)−r/ gcd(n,r ) .
Here the indices are also considered as modulo n − k, if (n − k) − r/ gcd(n, r ) is zero or negative, but we will show that it is not negative. Comparing the indices of the first (or last) ascending chains in both expressions for σ sr A, we have sq = qn gcd(n, r ) ≡ n − k − r gcd(n, r ) (mod n − k).
Therefore, for some positive integer m,
Similarly, for A ∈ E + (n, k), writing A = D 1 D 2 · · · D k+1 by arranging all descending chains of A, we can prove that a period π(A) not divisible by n is a multiple of k + 1.
Next we prove that if, for A ∈ E − (n, k), π(A) = qn + r , where 1 ≤ r ≤ n − 1, then π(A) = (n − k) gcd(n, r ). In order to show this, let us write π(A) = m(n − k) as above. From Theorem 1 we have π(A) | n(n − k), and hence m | n and m | r . Therefore, we obtain m | gcd(n, r ). From π(A) = qn + r = m(n − k), we have the inequalities
Therefore, we conclude that
as required. Comparing the indices of the first (or last) ascending chains in both expressions for σ sr A, we have sq = qn gcd(n, r )
Similarly, it is shown that, for A ∈ E + (n, k), π(A) = (k + 1) gcd(n, r ).
This completes the proof. 2
This theorem, together with Corollary 3, implies that a period π(A) always satisfies
Next we deal with structures of permuations with minimal period n − k or k + 1 in E(n, k), which will be used in proving several congruence relations for Eulerian numbers in Section 4. The next theorem states that an orbit of the minimal period n − k (or k + 1), if any, in E − (n, k) (or E + (n, k)) is uniquely determined.
Let be the period of a permutation A in E(n, k). Due to Theorem 1 and Corollary 2, the orbit {A, σ A, . . . , σ −1 A} coincides with {A, σ A, . . . , σ n(n−k)−1 A} or {A, σ A, . . . , σ n(k+1)−1 A} as sets and the latter contains at least one permutation of the form B = 1a · · · b or B = a · · · b1. Let i (0 ≤ i ≤ −1) be such that σ i A = B. Then A = σ A = σ −i (σ i A) = σ −i B, and the two orbits {A, σ A, . . . , σ −1 A} and {B, σ B, . . . , σ −1 B} coincide. Therefore, when we consider the periodicity, it suffices to deal with permutations of the form B = 1a · · · b or B = a · · · b1. THEOREM 7. A permutation A = 1a 2 · · · a n ∈ E − (n, k) has a period = n − k if and only if gcd(n, k) = 1 and, moreover, A is unique and it is written as
Similarly, a permutation A = a 1 a 2 · · · a n−1 1 ∈ E + (n, k) has a period = k + 1 if and only if gcd(n, k + 1) = 1 and, moreover, A is unique and it is written as
Here numbers , 2 , . . . , (n − 1) represent positive residues when divided by n.
PROOF. In this proof all integers other than 1, 2, . . . , n are to be regarded as 1 + r , where r (0 ≤ r < n) is a residue when divided by n. Let = n − k be the period of A = 1a 2 · · · a n ∈ E − (n, k). The condition gcd(n, ) = gcd(n, k) = 1 follows from Theorem 6. Let a i a i+1 · · · a n be the consecutive sequence of A beginning with a i = 1 + n − and ending with a n . Since under σ the entry a i is changed into unity, each entry in {a i+1 , . . . , a n } must also have been changed into unity at the left-hand end of permutation once in the course of repeated applications of σ . Hence we see that there exist n − i + 1 permutations of the form 1a · · · b in the orbit {σ A, σ 2 A, . . . , σ A = A}. On the other hand, from Corollary 2, there exist exactly n such permutations in {σ A, σ 2 A, . . . , σ n(n−k) A = A}, which is n replications of the orbit of A. Hence we have n − i + 1 = 1 or i = n. Therefore, we find that the last entry of A is a n = 1 + n − = k + 1. Again, since σ A = A holds, a n−1 changes into a n under σ and we see that a n−1 = 1 + n − 2 , and so on. Thus, A can be written as A = (1 + n − n ) · · · (1 + n − 2 )(1 + n − ). Alternatively, A can be written as A = 1(1 + ) · · · (1 + (n − 1) ). A similar argument can be applied to the case A = a 1 a 2 · · · a n−1 1 ∈ E + (n, k).
Conversely, we verify that 1(1 + )(1 + 2 ) · · · (1 + (n − 1) ) belongs to E − (n, k) for = n −k. Note that n( −1) < 1+(n −1) ≤ n and that integers in 1, 1+ , 1+2 , . . . , 1+ (n − 1) which are larger than n are subtracted by multiples of n. Since we subtract n( − 1) at the maximum, the permutation 1(1 + )(1 + 2 ) · · · (1 + (n − 1) ) contains ascending chains and hence the number of its ascents is n − = n − (n − k) = k. The claim that (1 + (n − 1) ) · · · (1 + 2 )(1 + )1 belongs to E + (n, k) for = k + 1 follows from the fact that (1 + (n − 1) ) · · · (1 + 2 )(1 + )1 contains descending chains. Hence the number of its ascents is equal to − 1 = (k + 1) − 1 = k. This completes the proof. 4. SOME CASES WHERE n IS RELATED TO A PRIME When n is a prime, it is shown that E(n, k) is easily partitioned into a few classes by means of periods. The aim of this section is to derive several congruence relations for Eulerian numbers e(n, k) from the partition. When n is a composite number, however, such a partition will be more complicated. PROOF. Suppose 1 ≤ k ≤ p − 2 and A = a 1 a 2 · · · a p ∈ E − ( p, k). Since p is a prime, by the results in Section 3 we have π(A) = p( p−k) or p−k and, moreover, if π(A) = p−k, A is contained in a unique orbit by Theorem 7. We proceed to investigate the number of orbits with period p( p − k) in E − ( p, k). To this end we confine ourselves to permutations of the form B = 1b 2 b 3 · · · b p , which generate the same orbit as A.
, since the number of ascents of B is equal to that of A and unity is deleted at the left-hand end. Thus we find that the number of orbits is determined by permutations of {1, 2, . . . , p −1} which are contained in E( p−1, k −1). Its total number is equal to e( p−1, k −1). However, since we are concerned with permutations of the period p( p − k), we must exclude the single permutation 1(1 + )(1 + 2 ) · · · (1 + ( p − 1) ) of period = p − k (see Theorem 7). Here as previously , 2 , . . . , ( p − 1) mean , 2 , . . . , ( p − 1) (mod p). Therefore, we exclude the single permutation (2 ) · · · (( p − 1) ) of {1, 2, . . . , p − 1} from E( p − 1, k − 1). So let us consider the remaining e( p − 1, k − 1) − 1 permutations of E( p − 1, k − 1). Corollary 2 says that in the orbit of A, {σ A, σ 2 A, . . . , σ p( p−k) A = A}, there exist exactly p permutations of the form 1b 2 b 3 · · · b p . The p permutations (b 2 −1)(b 3 −1) · · · (b p −1) of {1, 2, . . . , p −1} constructed from the p permutations 1b 2 b 3 · · · b p are all distinct, but each 1b 2 b 3 · · · b p generates the same orbit as A in E − ( p, k). Consequently, we see that there exist {e( p − 1, k − 1) − 1}/ p orbits of the period p( p − k) in E − ( p, k).
Next, in order to prove (ii), we confine ourselves to permutations of the form B = b 1 b 2 · · · b p−1 1, which generate the same orbit as 1, k) . This follows from the fact that the number of ascents of B is equal to that of A. The number of orbits can be determined by permutations of {1, 2, . . . , p − 1} that are contained in E( p − 1, k), whose cardinality is equal to e( p − 1, k). In order to count orbits of period p(k +1), we must exclude the permutation (1+( p −1) ) · · · (1+2 )(1+ )1, where = k + 1, for it generates a unique orbit of period k + 1. Therefore, we exclude a permutation (( p − 1) ) · · · (2 ) of {1, 2, . . . , p − 1} from E( p − 1, k), which leaves us e( p − 1, k) − 1 permutations in E( p − 1, k). In the orbit of A, {σ A, σ 2 A, . . . , σ p(k+1) A = A}, there exist exactly p permutations of the form b 1 b 2 · · · b p−1 1. The remainder is the same as the proof of (i) and it follows that there exist {e( p − 1, k) − 1}/ p orbits of the period p(k + 1) in E + ( p, k).
2
The congruence relation (i) in the next theorem is proved in [5] by means of relationships between Stirling numbers and Eulerian numbers, and the others could also be proved by analytic methods involving identities for Eulerian numbers. However, we need no such identities. Moreover, our proofs based on combinatorial arguments are simple and straightforward. This completes the proof. 
