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ABSTRACT
A hydrogen economy will require metals for separation, transport and/or storage. Therefore, we
need to better understand the behavior of hydrogen in metals. Hydrogen in palladium is a model
system, for which there exists an abundance of experimental data. Specifically, quasielastic neu-
tron scattering (QENS) experiments, for the first time, directly measured hydrogen pipe di↵u-
sion. The di↵usivities and energy barriers from ab initio simulations support these findings, but
open questions remain, the most concerning of which pertains to the unusual jump distances re-
ported from fitting the experimental data. Instead of comparing di↵usivities and energy barriers
from simulation with the parameters extracted from fits to the experimental data, we calculate the
spherically-averaged incoherent scattering function to directly compare with experimental data.
We find that the experimental fitting procedure introduces errors in the extracted di↵usivities and
jump distances. We also calculate the intermediate scattering function to compare our simulation
results with a wider range of experimental data. From direct comparison of the intermediate scat-
tering function, we find disagreement at small times, which is likely due to the contributions from
the vibrational motion of the di↵using hydrogen atom, the host palladium atoms and resonate vi-
brations. This computational approach allows for validation against experiment, along with a more
detailed understanding of the QENS results.
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This work is a fundamental study of the behavior of hydrogen near a dislocation in a metal. The
investigation of hydrogen in metals contributes to the understanding of hydrogen embrittlement
and is a necessary step towards the realization of the use of hydrogen as an energy storage medium.
We will focus on hydrogen in palladium as a model hydrogen-metal system. Specifically, we are
interested in determining the e↵ect of the strain field due to a dislocation on hydrogen di↵usion
in palladium. Quasielastic neutron scattering is a powerful experimental technique that probes
hydrogen di↵usion. Our work aims to develop the understanding of incoherent quasielastic neutron
scattering data for di↵usion in an anisotropic system.
1.1 Hydrogen in metals
1.1.1 Hydrogen embrittlement
Knowledge of the behavior of hydrogen in metals is crucial for understanding hydrogen-related
failure in steels, aluminum alloys, and titanium[2–7]. Hydrogen embrittlement can lead to catas-
trophic failure of metals [8]. In March of 2013, the 32 of the 96 San Francisco Oakland Bay bridge
anchor rods cracked about a week after tightening[9]. Brahimi et al. analyzed the failed anchor
rods and found evidence of brittle fracture: intergranular cracking and a lack of elongation. This
evidence combined with the delayed fracture of the anchor rods pointed to hydrogen embrittle-
ment as the failure mechanism of the anchor rods, likely due to exposure to water between the
time of their installation in 2008 and the time of tightening five years later. Hydrogen can lead to
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blistering, cracking due to hydride formation, hydrogen attack, decreases in fatigue resistance, and
internal crack formation[10].
With increasing hydrogen concentrations, hydrogen will form hydrides in many metals includ-
ing zicronium, titanium, nickel, niobium, and vanadium[11]. The presence of a single hydrogen
atom distorts the metal lattice by about 2.8 Å3 per hydrogen atom[12]. In dilute concentrations, the
metal hydrogen systems exhibits a disordered phase. As the concentration of hydrogen increases
an ordered phase the system precipitates out an ordered metal hydride. The metal hydride expands
the metal lattice by about 0.3–0.7 Å3 per hydrogen atom at these higher hydrogen concentrations,
which induces stresses[8, 12]. Nasako et al. studied the stress on a reaction vessel filled with metal
alloy particles due to hydrogen absorption/desorption cycling[13]. The stress from the expanding
metal alloy increased linearly with the number of cycles. The cycling also led to the powderiza-
tion of some of the particles, which fell to the bottom of the reaction vessel creating an uneven
distribution of stress and plastic deformation of the bottom of the vessel. The stress continued to
increase even after the vessel began to plastically deform. Furthermore, metal hydrides are brittle
and facilitate crack propagation.
Hydrogen absorbed by molten metal precipitates out at voids and interfaces as temperature
decreases, which prevents blunting of crack tips and promotes their extension into the metal[8].
This hydrogen induced cracking is observed as snowflakes and fisheyes. A snowflake refers to
the the texture of the surface of a metal after tensile failure, which consists of small flat, reflective
surfaces. The formation of snowflakes is due to a localized decrease in ductility[2]. The area of
local hydrogen embrittlement extends away from the fracture surface, which is a cross section of
a spherical region of hydrogen embrittlement. Fisheyes are areas of local hydrogen embrittlement
surrounding a hydrogen gas filled void. Khinskii and Krylov found that the number and size of
fisheyes that develop in steel depend on the amount of hydrogen content present and the amount
of plastic deformation[14]. Removing hydrogen from the steel eliminates the fisheyes.
Hydrogen attack refers to the irreversible formation of methane bubbles due to exposure of
steel to high pressure hydrogen at high temperatures[15]. The growth and merging of the methane
2
bubbles causes a sudden reduction in ductility and strength of the material. Thygeson and Molstad
investigated changes in volume, carbon content, microstructure, and ultimate strength due to hy-
drogen attack in steel[16]. These authors found that the ultimate strength elucidated three periods
in the development of hydrogen attack: an induction period, a maximum attack rate period, and a
low attack rate period. The ultimate strength was linearly related to residual carbon content, and
the change in volume of the steel correlated linearly with the loss of carbon content. Micrographs
of the steel samples showed that the hydrogen attack originated inside the metal rather than at the
surface. Ransick and Shewmon observed that deforming steel enhanced the nucleation of methane
bubbles and altered the formation of fissures[17]. In regions of high tension or compression, fis-
sures formed along grain boundaries in contrast to the fissures primarily formed near inclusions in
undeformed samples. Furthermore, Ransick and Shewmon postulated that the high density fissures
in the deformed steel became interconnected, providing pathways for the methane gas to travel to
the surface of the metal.
Heat treatments to eliminate hydrogen embrittlement may leave behind enough hydrogen to
form blisters, where hydrogen precipitates induce pressure at interfaces[8]. Treischel identified
hydrogen from the acid pickling process as the source of blistering between an enamel coating and
sheet steel[18]. Ren et al. proposed a mechanism for hydrogen blister formation in that the hydro-
gen interstitials increased the equilibrium concentration of vacancies, stabilized vacancies clusters
and formed hydrogen molecules in the hydrogen-vacancy clusters[19]. Hydrogen interstitials and
vacancies migrate freely at room temperature to the hydrogen-vacancy cluster. Once the cluster
reaches a critical size, cracks form along the edges of the cluster extending into the metal matrix.
There are several proposed mechanisms for hydrogen-related failure, and it is possible that mul-
tiple mechanisms contribute to deleterious changes in material properties[8, 20], several of which
involve hydrogen-dislocation interactions[21]. Dislocations enhance both internal and external hy-
drogen embrittlement[7]. Dislocations increase the penetration depth of hydrogen in cases where
the surface of a metal is exposed to hydrogen. Donovan exposed tensile tubes of iron, strained
the tubes, and observed an increase of hydrogen in the regions of the tube that underwent plastic
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deformation relative to the regions of the tube that underwent elastic deformation[22]. Donovan
found a di↵erence in trend of the hydrogen concentration as a function of penetration depth for cold
worked tubes relative to the annealed tubes and attributed this di↵erence to di↵usion short circuits.
Louthan et al. observed reduced hydrogen embrittlement in coated stainless steel exposed to a
hydrogen pressure of 10,000 psi during short-time plastic deformation tests relative to uncoated
stainless steel and stainless steel coated after the initial onset of plastic deformation[3]. The coating
prevents hydrogen from entering the metal during the initial onset of plastic deformation, which is
dominated by surface slip. After this initial phase, the surface hardens preventing additional sur-
face slip and the associated enhanced hydrogen embrittlement. Kurkela and Latanision measured
e↵ective di↵usivities of hydrogen in plastically deformed nickel that were five orders of magnitude
higher than the di↵usivity of hydrogen in unstrained nickel[23]. Dislocations also accelerate the
di↵usion of hydrogen already present in a metal matrix, delivering it to potential crack nucleation
sites[7].
1.1.2 Metals as a part of a hydrogen economy
Understanding the behavior of hydrogen in metals is also necessary for considering metals for
separation[24], transport[25], and storage[26, 27] of hydrogen as a part of a hydrogen economy.
Hydrogen can be stored in a variety of ways, each with its own benefits and limitations[28]. Storing
hydrogen in a high pressure tank is relatively cheap and an already established method, however
this method is dangerous and not practical for mobile applications. Cooling hydrogen down to
temperatures where it transforms into a liquid or a solid allows for a denser storage of hydrogen
compared to high pressure tanks. It is energetically expensive to store hydrogen as a liquid or as
a solid, and hydrogen stored in this manner can be lost to evaporation. The evaporation issue can
be minimized by storing large amounts of hydrogen and reducing the ratio of the surface area to
volume. Metal hydrides o↵er dense hydrogen storage near room temperature. In some metals, the
high solubility of hydrogen can lead to hydrogen concentrations of 100 at.% and the light hydro-
gen atom di↵uses[29]. Hydrogen also di↵uses faster than other, heavier elements. Dislocations
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increase hydrogen solubility and reduce di↵usion energy barriers, both of which are attractive
modifications for the commercialization of metal for hydrogen storage[30–32]. Flanagan et al.
studied the solubility in cold rolled palladium and cold worked chips of palladium and found sim-
ilar solubility enhancements for both hydrogen and deuterium relative to their solubilities in well
annealed palladium[33]. The interaction of hydrogen atoms with dislocations in metals is complex,
scientifically relevant, and deserves investigation.
1.1.3 Hydrogen in palladium
Hydrogen in palladium is an ideal system to study due to the abundance of experimental data
with which to compare. Palladium is a face-centered cubic (fcc) crystal with a lattice parameter
of 3.872Å at 4.2K[34]. Palladium alloy membranes are currently used in industry to separate
hydrogen from other gasses[35]. This use stems from the catalytic property of the palladium
surface that causes spontaneous dissociation of adsorbed hydrogen molecules, which then di↵use
into the bulk[36, 37]. Fig. 1.1 shows the two stable interstitial sites for hydrogen in palladium: an
octahedral (O) site and a tetrahedral (T) site. Each O site is connected to eight nearest neighbor
T sites, and each T site is connected to four nearest neighbor O sites. For each palladium atom in
the fcc crystal, There are two symmetrically unique T sites and one O site. All of the O sites are
symmetrically equivalent and make up a Bravais lattice. The ground state is the O site, and it is
well known that hydrogen di↵uses through bulk palladium via an O-T-O transition pathway[38].
With increasing hydrogen concentrations, the palladium-hydrogen system begins to precipitate
out a hydride phase, often termed the  - or ↵0-phase[39, 40]. The  -phase indicates an ordered
phase in which the hydrogen atoms change the planar spacing of the lattice creating planes that
are completely filled or completely void of hydrogen atoms[27], in contrast to the ↵-phase of
palladium hydride which corresponds to a random distribution of hydrogen as interstitials in the
fcc palladium lattice. Overall, the formation of the  -phase of palladium hydride expands the
lattice. The nonuniform growth of this phase creates strains within the lattice that lead to distortion,
dislocation multiplication, and hardening[41].
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Figure 1.1: Bulk palladium interstitials sites. The palladium atoms are shown in white, and the in-
terstitials sites are purple. The octahedral site (O) has six palladium neighbors, and the tetrahedral
site (T) is surrounded by four palladium atoms.
Sites with energies lower than the site energy of an octahedral site in bulk near a dislocation
lead to trapping of hydrogen[42] thus elevated hydrogen concentrations[43] and the formation of
nanoscale hydrides[44, 45]. The formation of these hydrides could prohibit pipe di↵usion along
the dislocation. Heller and Wipf experimentally measured di↵usivities that decreased with increas-
ing hydrogen concentrations in vanadium[46]. An atomistic study of vanadium hydrides predicted
slower di↵usion near a dislocation than in bulk[47]. However, there is indirectly measured evi-
dence of pipe di↵usion of hydrogen in palladium[48].
1.2 Pipe di↵usion
Accelerated di↵usion of point defects along a dislocation, pipe di↵usion, is often used to ex-
plain enhanced di↵usion in deformed samples but is di cult to measure experimentally and to
model[49–52]. Soon after Aust and Chalmers[53] proposed that grain boundaries consisted of an
array of dislocations, Hart developed a simple model to predict the di↵usvity enhancement due
to randomly orientated dislocations in a composite formed by bulk and dislocation regions[50].
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Turnbull and Ho↵man suggested pipe di↵usion to explain accelerated self-di↵usion of silver along
grain boundaries[49, 54]. Love and Shewmon observed a linear relationship between the di↵u-
sivity of silver in twist boundaries and the misorientation angle, corresponding to the density of
dislocations[55]. The self-di↵usivity of silver in a twist boundary was at least a factor of ten times
smaller than the di↵usivity measured by Turnbull and Ho↵man. Love and Shewmon attributed
this di↵erence to the fact that the twist boundary is composed of screw dislocations rather than
the edge dislocations in the tilt boundary studied by Turnbull and Ho↵man. Love developed a
model that takes into account the screw or edge character of the dislocations that make up the
grain boundary[51]. Initial evidence for dislocation pipe di↵usion was restricted to experimental
observations of accelerated di↵usion along grain boundaries, arrays of dislocations with varying
separations[49, 55], and then tracer di↵usion along arrays of widely separated dislocations[56].
Wuttig and Birnbaum activated a single slip system by bending single crystal bars of nickel, es-
timated dislocation density by counting etch pits, and studied the di↵usion of tracer nickel atoms
along the edge dislocations[56]. Later, Volin and Ballu  observed accelerated octahedral void
shrinkage for voids connected to dislocations compared to voids in bulk aluminum using transmis-
sion electron microscopy (TEM)[57], and a model was developed to quantitatively estimate the
di↵usion rate from the void shrinkage rate, which was used to estimate the di↵usion barrier for va-
cancies in bulk aluminum[58] and subsequently estimate the reduced di↵usion barrier of vacancies
near a dislocation in aluminum[59]. Tang et al. used TEM to study dislocation dipole annihilation
in undoped and MgO-doped sapphire and estimated pipe di↵usion coe cients assuming that the
oxygen and aluminum point defects travelled along the dislocation to create dislocation loops[60].
More recently, Legros et al. used TEM to measure an accelerated dissolution rate of silicon pre-
cipitates connected by a dislocation in an aluminum thin film and extracted a pipe di↵usion energy
barrier[61]. A computational study by Zhang and Lu[62] of this same system supported these
experimental findings. However, dislocations do not always lead to faster di↵usion; one computa-
tional study used an embedded atom model potential and found reduced hydrogen di↵usion along
both screw and edge dislocations in iron due to high di↵usion barriers[63].
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In the study by Zhang and Lu, the authors predicted that the stacking fault between separated
partial dislocations would contribute to pipe di↵usion. Two early experiments claimed that faster
di↵usion in the stacking fault of separated partial dislocations may contribute to pipe di↵usion[56,
64]. Baker et al. [64] extended the work by Wuttig and Birnbaum[56], which measured the
tracer flux in a plastically deformed nickel wafer, to vacancy di↵usion in nickel cobalt alloys.
A 40% nickel and 60% cobalt alloy has a lower stacking fault energy than pure nickel, leading
to larger separations between partial dislocation cores[64]. Baker et al. analyzed their data for
di↵usion in nickel cobalt using an elliptical cross section for the fast di↵usion pathways and found
that the e↵ective radius determined by the separation of the partial dislocations agrees with the
radius extracted from the data. However, Ballu  dismissed this idea, arguing that the stacking
fault neighbor distances were similar to bulk and could not account for the observed accelerated
di↵usion[52], making an analogy with di↵usion near a coherent twin boundary, which does not
exhibit strongly anisotropic di↵usion[65]. Two computational studies, in addition to the study on
silicon precipitates in aluminum, indicated that the stacking fault between the partial dislocation
cores contributes to accelerated di↵usion[66, 67]. Fast di↵usion along a stacking fault is still
suggested to explain results in recent experiments[68].
Despite the established history of pipe di↵usion as a proposed mechanism for accelerated di↵u-
sion in deformed materials[49–51, 59, 61, 69, 70], direct quantitative evidence of pipe di↵usion is
limited[71]. Previous studies of hydrogen near a palladium dislocation found the formation of hy-
drides in the dislocation core[45], which could block pipe di↵usion. Von Pezold et al used an EAM
potential, which they validated by ab initio simulations, along with a lattice gas Hamiltonian, with
which they could switch the hydrogen-hydrogen interaction on and o↵, to study the interaction of
hydrogen with dislocations in nickel[72]. These authors found that including hydrogen-hydrogen
interactions reduced the concentration of hydrogen required to form hydrides near the dislocation
core. Heuser et al. directly measured increased di↵usivity and an energy barrier for hydrogen
pipe di↵usion in deformed palladium with quasielastic neutron scattering (QENS)[71]. Spectra
of the incoherent scattering function S inc(Q,!) as a function of frequency ! from QENS exper-
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iments are fit with a single Lorentzian, or sometimes a sum of two or more Lorentzians, for a
given magnitude of the wavevector Q. The Lorentzian widths as a function of Q can be fit with a
Chudley-Elliott (CE) model[73] to extract jump distances and mean residence times, which yield
di↵usivities. Using this fitting approach, Heuser et al. found di↵usion barriers lower than those
predicted by density functional theory (DFT) calculations. In addition, the jump distances were
much larger than bulk jump distances and nonmonotonic as a function of temperature. Information
about di↵usion mechanisms in solids and liquids can be extracted from QENS data[74], which is
a promising technique for measuring pipe di↵usion.
1.3 Quasielastic neutron scattering
Quasielastic neutron scattering experiments probe atomic scale di↵usion[75]. Commonly, neu-
tron scattering experiments measure intensity at deflection angles of outgoing neutrons and use
Bragg peaks to determine crystal structure[76]. In addition to measuring scattering angle, QENS
experiments measure the energy gain or loss of the scattered neutrons, which gives insight into















which is composed of the coherent scattering function S coh(Q,!) and the incoherent scattering
function S inc(Q,!) whose contributions are proportional to the coherent and incoherent scattering
cross sections  coh and  inc and where ki and k f are the wave numbers of the incoming and scat-
tered neutrons[75]. The scattering wavevector Q = k f   ki and ! is the frequency such that the











is the temporal and spatial Fourier transforms of the correlation function G(r, t)[77]. Assuming
that all the di↵using particles are identical, the classical G(r, t) or the probability of finding any




h  (r   (ri(t)   r0(0)))i (1.3)
where   is the Kronecker delta[78]. The angular brackets denote an ensemble average. Similarly,









is the temporal and spatial Fourier transforms of the self correlation function Gs(r, t), or given a
particle at the origin at t = 0, the probability of finding the same particle at the position r at time t,
i.e.
Gs(r, t) = h  (r   (r0(t)   r0(0)))i. (1.5)
Coherent QENS is characteristic of collective di↵usion, while incoherent QENS is related to the
di↵usion of a single particle.
The use of incoherent QENS is limited to only a few elements and is particularly e↵ective for
studying the di↵usion of hydrogen. This limitation is due to the fact that many elements have
larger coherent scattering cross sections than incoherent scattering cross sections[79]. The most
elementary atom, hydrogen, is central to many physically important systems including water[80],
methane[81, 82], and metal hydrides. The double di↵erential cross section of hydrogen is domi-
nated by the incoherent term, which disrupts the analysis of the coherent scattering and determining
structure information of systems containing hydrogen but allows for the study of di↵usion through
the analysis of the incoherent scattering[79].
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1.3.1 Chudley-Elliott model
Many studies have contributed to the analysis and understanding of neutron scattering data[73,
77, 80, 83–86]. Van Hove introduced the relationship between neutron scattering and correla-
tion functions and predicted that di↵usion in liquids would behave similarly to a gas[77]. Vine-
yard predicted that the incoherent scattering function could be fit with Lorentizans whose widths,
for small Q, were related to the di↵usivity D by DQ2[83]. Early QENS experiments on liquid
water[80, 84, 85] and lead[87, 88] attempted to verify Vineyard’s analytical model[80, 84, 85, 87]
and transformed the double di↵erential cross section to experimentally determine a correlation
function for the first time[88]. Pelah et al. found that Vineyard’s model did not capture the be-
havior of the widths of Lorentzians fit to the scattering data[87]. The experiments by Hughes et
al. showed that the atomic motions in water were more similar to atomic motions in ice than
in vapor[85]. Chudley and Elliott developed models that predict incoherent scattering in liquids,
cubic lattices, and close-packed lattices[73]. The widths of Lorentzians for a given isotropic ar-







1   exp(iQs j)
⌘
, (1.6)
where n is the number of neighboring sites. Chudley and Elliott modeled a liquid as having short-
range order in the form of a cage of nearest neighbor sites, similar to an isotropic crystal but
no long-range order. Spherically integrating the widths in Eqn. (1.6) over Q yields the isotropic
















The model developed by Chudley and Elliott for isotropic di↵usion as well as generalized
forms[78, 89, 90] of the model are widely used[91, 92]. Di↵usion within a Bravais lattice can
be approximated as isotropic di↵usion[86]. Some defect di↵usion networks in certain crystal
structures make up Bravais lattices, such as octahedral sites in an fcc crystal. Analysis of QENS
data for hydrogen di↵usion in single crystal and polycrystalline fcc palladium has been established
and validated[93]. Rowe et al. extended the model developed by Chudley and Elliott to study
di↵usion of hydrogen between the interstitial sites in vanadium, a body-centered cubic lattice,
which do not form a Bravais lattice[89]. Richter and Spinger developed a two-state random walk
model and a continuum model to investigate di↵usion near trap sites[94]. The two-state random
walk model describes the the experimental widths   from di↵usion of hydrogen in niobium with
nitrogen trapping impurities up to Q ⇡ 1Å 1 and the elastic continuum model describes the widths
at large Q. Frenken et al. modeled the helium-atom scattering from self-di↵usion in the lead
(110) surface as di↵usion in a rectangular lattice[95]. Funke et al. generalized the Chudley-Elliott
model to include correlated forward and backward hops to investigate the motion of silver ions
in a solid electrolyte[90]. Analyzing QENS data for more complex systems is di cult and can
lead to seemingly di↵erent results depending on the model used to fit the data[96]. Developing an
understanding of QENS data will allow for hydrogen to be used as a probe in a variety of systems.
1.3.2 Intermediate scattering function
In contrast to the incoherent scattering function measured by QENS experiments, neutron spin-
echo experiments measure the normalized intermediate scattering function[97]. Spin-echo experi-
ments cover a smaller (larger) energy (time) range than time-of-flight and backscattering experiments[98].
The (coherent) intermediate scattering function is the spatial Fourier transform of the pair correla-
tion function, Eqn. (1.3),







iQ ·  r j(t)   ri(t0)
 ⌘i, (1.9)
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where N is the number of atoms[78]. The self-part of the intermediate scattering function, anal-
ogous to the incoherent scattering function, consists of only the terms where i = j, equals one
at t = 0, and decays to zero for long range di↵usion. The self-part of the intermediate scattering
function Is(Q, t) is the product of the di↵usional and vibrational contributions.
Is(Q, t) = Ivs(Q, t) · Ids (Q, t). (1.10)
In general, the vibrational contribution can be neglected[74]. The data from QENS experiments
can be converted into the intermediate scattering function via discrete Fourier transforms. How-
ells discrete Fourier transformed data from four di↵erent instruments to find that the intermediate
scattering for the polymer polymethyl methacrylate cannot be described by a single decaying ex-
ponential (or a single Lorentzian in frequency space) for any temperature[96]. Howells combined
the transformed data to show that the data from di↵erent instruments overlaps, even though the
widths of the Lorentzians fit to the original data seemed to disagree.
1.3.3 Kohlraush-Williams-Watts model
The decay of the intermediate scattering function over time cannot always be described using a









where the decay constant ⌧ and shape parameter   are fitting parameters[99]. Kohlrausch suggested
this relaxation function as early as 1866 to describe the mechanical creep[100]. Williams and Watts
mentioned that this function corresponds to a certain distribution of rates, but did not investigate the
form of this distribution nor its significance. These authors stressed the importance of developing
a theory to support the use of this model for a physical system, which is challenging.
The Kohlraush-Williams-Watts (KWW) model, called the stretched exponential function or
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fractional exponential function, successfully describes the data from a variety of physical systems.
Patterson recommended the KWW model to describe optical scattering data from the motion of
polymer molecules due to its success in fitting the data and its established use[101]. Jones et al.
found success with the KWW model for predicting the position and shape of the loss peak from
nuclear magnetic resonance measurements of bulk polycarbonate, and the KWW model produced
physically reasonable parameters[102]. Chamberlin et al. applied a magnetic field to a spin-glass,
which is a disordered magnet, removed the magnetic field, and measured the relaxations of spins
over time[103]. The KWW model characterized the decay of these relaxations over time. Le Grand
strained polymers, unloaded them measuring the length and birefringence over time, and applied
the KWW model to the mechanical relaxation of the polymers[104]. The KWW model is also
used to fit the conductivity modulus in glassy fast ion conductors [105]. Svare et al. studied the
distribution of relaxation times associated with the fits of the KWW to the conductivity of lithium
ions. Overall, the KWW model is useful for systems that deviate from simple exponential decay.
1.4 Research scope
This work touches on three major topic areas: hydrogen in metals, pipe di↵usion, and quasielas-
tic neutron scattering. In the following chapters, we will use computational tools to investigate
hydrogen pipe di↵usion in palladium. We choose to study hydrogen in palladium, but the quali-
tative findings from this system may also be relevant for hydrogen in other fcc metals. Chapter 2
discusses the di↵usion network for hydrogen di↵usion in palladium in the bulk and near an edge
dislocation. From the network near a dislocation, we propose a mechanism that allows the di↵us-
ing hydrogen atoms to circumvent neighboring hydrogen atoms, which would potentially inhibit
its motion. We also compute di↵usivity via kinetic Monte Carlo simulations, find evidence of pipe
di↵usion, and extract a pipe di↵usion energy barrier that is larger than the energy barrier extracted
from experimental data from hydrogen in deformed palladium. This analysis is not su cient to ex-
plain the unusual jump distances extracted from experimental data. Chapter 3 focuses on calculat-
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ing the incoherent scattering function. Quasielastic neutron scattering experiments of hydrogen in
palladium measure incoherent scattering function over a range of energies for di↵erent magnitudes
of the wavevector. We calculate the incoherent scattering function from our ab initio data, which
allows us to comment on the current method of analyzing the experimental data. By mimicking
the experimental analysis, we reproduce the unusual jump distances and find excellent agreement
between the pipe di↵usion barrier extracted using the experimental fitting procedure from our ab
initio data and the pipe di↵usion barrier extracted from experimental data. However, considering
the incoherent scattering function restricts the comparisons of our simulations with experiment to
data from a single instrument and does not allow for direct comparison of the scattering function
itself. In chapter 4, we calculate the self-part of the intermediate scattering function again using
our ab initio data as input. The calculation of the self part of the intermediate scattering function
allows us to directly compare our simulations with experimental data from two instruments that
cover a wider range of energies (times) than the energy (time) range accessible to a single instru-
ment. Finally in chapter 5, we summarize our work, highlight the approximations in our model,





Dislocations are carriers of plastic deformation, where planes of atoms slide past each other[106].
The theoretical critical shear stress is the stress required to slip an entire plane of atoms simulta-
neously. The stress required to plastically deform a material is much lower than the theoretical
critical shear stress[107]. This overestimation of the critical shear stress gave rise to the idea of
dislocations, where a line of atoms in the moving plane pushed into and displaced an adjacent row
of atoms, and this motion continued until the entire plane was slipped. Dislocations were theorized
as early as 1934[107–109] and were observed for the first time in 1953 via the segregation of silver
to dislocations in silver bromide[110].
An edge dislocation introduces volumetric strain into a crystalline lattice. The atoms in the
crystal experience compressive strain on the side of the slip plane that contains the extra half plane
of atoms and tensile strain on the other side of the slip plane. The lattice strain field from a disloca-
tion can attract other defects[111], influence the di↵usion of defects[112, 113], and be influenced
by their di↵usion[114]. A Cottrell atmosphere[115] forms when the defects accumulate near a
dislocation and create a pinning force, which increases the yield strength of a material. Lattice
strain has been predicted to have a dramatic e↵ect on the di↵usion of hydrogen in palladium[116].
We study hydrogen di↵usion in bulk palladium and near a dislocation. We choose to investigate
an edge dislocation because edge dislocations, as opposed to screw dislocations, create volumetric
strain in the crystal. For an fcc crystal, the close-packed planes are {111} and the close-packed
directions are h110i. The slip planes for an edge dislocation are the close-packed planes in the
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crystal, and the slip directions are the close-packed directions. We consider an a2 [110](11̄1̄) edge
dislocation. In Sect. 2.2 we use density functional theory to calculate site energies and di↵usion
barriers, from which we identify low energy pathways. Sect. 2.3 outlines our kinetic Monte Carlo
simulation set up, which we use to compute di↵usivities. Sect. 2.4 discusses our conclusions from
these simulations.
2.2 Site energies, jump vectors, and jump rates
We perform DFT calculations using the plane-wave basis code vasp[117, 118]. We use projector
augmented wave (PAW) potentials[119] generated by Kresse[120] with s valence for hydrogen,
s and d valence electronic configurations for palladium, and the local density approximation for
the exchange-correlation energy. For the dislocation geometry, we use a plane-wave energy cuto↵
of 250 eV, a 1 ⇥ 1 ⇥ 8 k-point grid, a Methfessel-Paxton smearing width of 0.25 eV, and a force
convergence of 5 meV/Å. These settings are identical to those chosen by Lawler and Trinkle[121]
and Trinkle et al.[45] for simulating hydrogen near a palladium edge dislocation. For our calcu-
lations of site energies and energy barriers in the dislocation geometry, we keep the positions of
palladium atoms in the outer region (c.f. Fig. 2.1) fixed and relax the positions of the inner region
of palladium atoms and the hydrogen atom. For hydrogen in bulk palladium, we use a 6 ⇥ 6 ⇥ 6
k-point grid and an energy cut o↵ of 300 eV for our supercell containing 256 palladium atoms and
one H interstitial. We calculate the equilibrium lattice parameter a to be 3.852Å, which is slightly
smaller than the experimental value of 3.872Å at 4.2K[34]. Previous DFT studies[38] found that
hydrogen in bulk palladium di↵uses from a ground state octahedral site to a tetrahedral site into
another octahedral site. We perform climbing image nudged elastic band[122] calculations with a
single image to compute the configurations and energies of the transition states. Our DFT calcu-
lated activation energy EOT = 0.277 eV for a hydrogen interstitial to transition from an octahedral
site to a tetrahedral site in bulk palladium agrees well with the experimental value 0.230 eV[123].
An edge dislocation volumetrically strains interstitial sites near the dislocation core, which
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Figure 2.1: Fixed and relaxed regions of palladium atoms. The colored circles represent palladium
atoms. The blue colored palladium atoms make up the outer region of atoms, which we hold fixed.
We allow displacements for only the red colored palladium atoms and the hydrogen atom. The
lighter and darker shades represent di↵erent atomic layers along the threading direction.
leads to lower di↵usion barriers between expanded sites in palladium. We use a 382-atom pal-
ladium edge dislocation geometry with a [110] Burgers vector that is periodic along the [11̄2]
threading direction. The palladium edge dislocation geometry is the same as in Refs. [121] and
[45]. We define the site energies of the interstitial sites in the dislocation relative to bulk as
Einterstitial = Edisl+H   Edisl   (Ebulk+H   Ebulk) (2.1)
where Edisl+H is the total energy of the dislocation supercell when the hydrogen atom is in an
interstitial site, Edisl is the energy of the dislocation without hydrogen, Ebulk+H is the total energy
of the bulk supercell with hydrogen in an interstitial site, and Ebulk is the energy of bulk palladium
without hydrogen. The ground state of hydrogen in the dislocation geometry is an octahedral site
directly below the partial core, which has a site energy of  0.125 eV relative to an octahedral site
in bulk[71]. We expect lowered barriers and thus accelerated di↵usion in expanded sites below the
partial core. While we do find a pathway with lower barriers below the partial core, the barrier
to di↵use along this path, 0.151 eV, is higher than observed in experiment[71], 0.083 ± 0.005 eV
for a hydrogen concentration of 1.13 ⇥ 10 3 and 0.042 ± 0.012 eV for a hydrogen concentration


















Figure 2.2: Geometries of hydrogen di↵usion pathways. (a) The network for hydrogen di↵usion
between two octahedral interstitial sites (orange) along the [11̄2]-direction in fcc palladium in-
cludes two additional nearest neighbor octahedral interstitial sites along h110i-type directions and
six tetrahedral interstitial sites (blue). (b) The bulk network reoriented with the threading direction
and slip plane normal of the edge dislocation shown. (c) The (partial) dislocation maintains period-
icity along the [11̄2] threading direction. The network connecting two nearest neighbor octahedral
sites along the [11̄2]-direction of the dislocation supercell in the expanded region directly below
the partial core looks similar to the bulk network. The green slip plane is (11̄1̄). (d) The low-
est energy pathway through the periodic direction of the dislocation lies in the core of the partial
dislocation. Here the distinction between octahedral and tetrahedral sites becomes blurred. The
orange sites have low site energies—similar to octahedral sites—and the blue sites have high site
energies—similar to tetrahedral sites.
inside the partial core (c.f. Fig. 2.2) with a lower barrier of 0.111 eV. However, this barrier is still
higher than those measured by experiment.
Fig. 2.2 compares hydrogen di↵usion paths along the [11̄2] threading direction directly below
(Fig. 2.2(c)) and inside the dislocation partial core (Fig. 2.2(d)) to a di↵usion path along the same
direction in bulk palladium (Fig. 2.2(a)). The path below the partial core is expanded but still
looks bulk-like. The highly distorted pathway inside the partial cores looks significantly di↵erent
than the bulk pathway. The two a6h211i partial cores separate the face centered cubic structure
outside the core region from the hexagonal close packed structure in the stacking fault. This
transition between structures creates sheared sites in the partial cores that are neither octahedral
nor tetrahedral. While some sites in the core become unstable or have high site energies, most of
the sites have energies ⇠ 0.03  0.06 eV above the ground state. Di↵usion pathways through these
sites along the threading direction do not pass through higher energy tetrahedral sites as they do in
the bulk. The barriers to di↵use from the expanded region below the core into the core are low, as
small as 0.048 eV, while the barrier out of the core is 0.041 eV.
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Fig. 2.3 compares the spatial distributions of volumetric strain due to the dislocation for oc-
tahedral and tetrahedral interstitial sites that lead to inhomogeneous changes in the relative site
energies and energy barriers between the di↵erently strained sites. We use the volumetric strain
to approximate the site energies and energy barriers away from the dislocation core. To evaluate
the volumetric strain, we first identify the six (four) palladium atoms that define the octahedral
(tetrahedral) “cage”; then, we take the center of mass of the cage as the interstitial site, and use
the vectors from this site to the neighbors to find the volumetric strain[124]. The extra half plane
creates compressive strain above the slip plane and tensile strain below the slip plane for both octa-
hedral and tetrahedral sites. Sites near the partial cores have the largest volumetric strain, with the
strain falling o↵ more quickly for the tetrahedral sites than for the octahedral sites. There are only
two site energies (EO and ET) and two barriers in bulk (EOT and ETO), but the dislocation breaks
the symmetry, leading to spatially dependent site energies and barriers. We use DFT to calculate
the energetics of hydrogen in highly distorted sites inside the stacking fault, inside the dislocation
partial cores, and below the partial cores. However, calculating each site energy and site energy
barrier in the dislocation geometry with DFT is computationally expensive, so we develop an ap-
proximation for the site energies and energy barriers for sites outside of the partial dislocation
cores using the volumetric strains.
Fig. 2.4 shows the distribution of EOT barriers relative to the bulk EOT barrier. The barrier to
di↵use in bulk palladium is the EOT barrier, as the ETO barrier is much smaller. The compressive
region of the dislocation geometry leads to higher EOT barriers, while the tensile region leads to
lower barriers. One would expect that the lower di↵usion barriers in the expanded region below
the partial cores will lead to faster di↵usion along the threading direction. In addition, the lower
energy pathway inside the core and stacking fault between highly distorted interstitial sites should
contribute to accelerated di↵usion.
Fig. 2.5 shows the linear relationships between energy and small volumetric strains in bulk that
we use to model site energies and energy barriers around the dislocation geometry. We calculate
site energies of hydrogen in unstrained and ±2% strained bulk using DFT. We find the site energy
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Figure 2.3: Volumetric strain of (a) octahedral interstitial and (b) tetrahedral interstitial sites in an
a
2 [110] edge dislocation that has split into partials. The extra half plane is located on the top half
of the figure, and the Burgers vector points along [110]. The black boxes outline the palladium
atoms and interstitial sites included in Fig. 2.2(c) and 2.2(d). The dislocation geometry is periodic
along the [11̄2] threading direction, pointing out of the page (in contrast to Fig. 2.2(c) and 2.2(d),
in which the threading direction points to the right). This dislocation has split into two partials
in the (11̄1̄) slip plane. The sites with the largest tensile (positive) strain are located beneath the
partial cores.










Figure 2.4: Distribution of energy barriers. The dashed line marks the EOT in bulk. The bimodal
distribution near the bulk EOT value corresponds to the EOT barriers in the compressive and tensile
regions that are, as expected, larger and smaller than the bulk value. The lowest energy barriers, in




ET("V)   EO("V) = 0.152 eV   (1.70 eV)"V, (2.2)
the octahedral to tetrahedral di↵usion barrier
EOT("V) = 0.277 eV   (1.82 eV)"V, (2.3)
and the tetrahedral to octahedral di↵usion barrier
ETO("V) = 0.125 eV   (0.128 eV)"V, (2.4)
where "V is the volumetric strain. The linear change in the site energy di↵erence and energy
barrier with respect to strain, in the small strain limit (±2%) in bulk, is consistent with previous
studies[116]. We compare the site energies calculated with DFT and the approximated site energies
for the outermost sites of the expanded region and find good agreement to within 25 meV, which
justifies our use of this simple approximation. The transition state—located in a {111} face—
is two-thirds along the line from octahedral to tetrahedral sites. If we consider octahedral and
tetrahedral sites that have di↵erent strains, we model the energy barriers as
EheteroOT ("O, "T) =
2
3
















EheteroTO ("O, "T) =  
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where we use the average of the volumetric strain of the octahedral site "O and the volumetric
strain of the tetrahedral site "T as the strain of the transition state. The factors of 13 and
2
3 come
from the location of the transition state, which is 23 of the distance from the O site to the T site. We
use a constant prefactor ⌫0 = 1013 s 1 to compute the jump rate ⌫mn = ⌫0 exp( Emn/kBT ) from site


















Figure 2.5: Strain dependence of bulk octahedral to tetrahedral energy barrier, tetrahedral to oc-
tahedral energy barrier, and octahedral and tetrahedral site energy di↵erence. For small strains,
site energies and energy barriers computed with DFT vary linearly with respect to strain. The
individual site energy di↵erences also vary linearly with respect to strain. We use these simple
linear strain dependencies to approximate the site energies and energy barriers for all sites in the
dislocation geometry, excluding the highly distorted sites and barriers inside the partial cores and
in the stacking fault.
2.3 Kinetic Monte Carlo
Monte Carlo algorithms are based on the generation of random numbers. Metropolis Monte
Carlo[125] is the most well known Monte Carlo algorithm. The Metropolis algorithm samples
the states of a system and can be used to determine statistical averages over configurations. This
algorithm allows for unphysical transitions to take place, which leads to more e cient sampling
of equilibrium properties but precludes the study of dynamical processes. Later, the kinetic Monte
Carlo (KMC) algorithm[126] became a popular method for studying the evolution of systems gov-
erned by rare events. Kinetic Monte Carlo simulations simplify the system by only partitioning
the system into a discrete set of states with transition rates between connected states. The KMC
algorithm uses random numbers to select transitions and determine the waiting time between tran-
sitions. The KMC time is pulled from an exponential distribution. The downside to KMC simula-
tions is that the simulations require prior knowledge of the connectivity of all of the sites as well
as the escape rates.
Fig. 2.6 compares the results of KMC simulations with an analytical solution for di↵usion of
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Figure 2.6: Bulk di↵usion of hydrogen in palladium. The di↵usivity calculated from KMC simu-
lations agrees well with the analytical solution. The error bar for each temperature is the error of
the mean.
Figure 2.7: Comparison of bulk analytical expression with experimental data. The di↵usion barrier
from our ab initio calculations is larger than the di↵usion barrier extracted from experiments[123].
However, we find excellent agreement between our predicted di↵usion coe cient and the experi-
mentally measured values for temperatures around 400–1000 K.
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hydrogen in bulk palladium. For the di↵usion of hydrogen in bulk palladium, we can derive an









Fig. 2.7 shows that this analytical model agrees well with the available experimental data.However
as the number of sites in the geometry increases, this analytical expression becomes complicated[128].
In anticipation of analyzing a dislocation geometry with its large number of sites, we also use
atomic scale simulations to calculate di↵usion. In contrast to molecular dynamics, which spends
the majority of the simulation time in local minima and only occasionally crosses over barriers
to new states, KMC e↵ectively simulates rare events. We use a single palladium atom unit cell
containing one octahedral site and two tetrahedral sites with periodic boundary conditions and a
single hydrogen atom for our bulk KMC simulations. The hydrogen atom has no interaction with
its periodic images so that our simulations model an infinitely dilute concentration of hydrogen.
The initial position of the hydrogen atom is randomly chosen with the probability of each site set
according to the Boltzmann probability distribution of the site energies. The average di↵usivity
values and error bars are evaluated from 3000 KMC trajectories each with 104 steps. We find ex-
cellent agreement between the di↵usivity of hydrogen in bulk palladium calculated from our KMC
simulations to the analytical solution.
Fig. 2.8 shows faster di↵usion along the threading direction than perpendicular to the threading
direction for sample trajectories at 100K, 300K, and 500K. We use the jump rates along with
the site energies and jump vectors from the dislocation geometry described in Sect. 2.2 as input
for KMC calculations. We run trajectories with 104 transitions unless the hydrogen atom jumps
outside of the dislocation geometry, at which point we consider it to have escaped. At 100K,
all trajectories have a length of 104 transitions, because the hydrogen atom never escapes the
dislocation. The trapping of the hydrogen to the dislocation can be seen as a leveling o↵ in the r2-







































Figure 2.8: Distance travelled by the hydrogen atom along the threading vector and perpendicular
to the threading vector versus time. The hydrogen atom moves farther along the threading direction
than in the plane perpendicular to the threading direction over the same amount of time. Note that
as temperature increases, the simulation time range decreases.
of trajectories for which the hydrogen atom jumps outside of the dislocation supercell increases.
Fig. 2.9 shows a reduced activation barrier for di↵usion relative to the barrier in bulk. For
each temperature, we average 3000 KMC trajectories and calculate di↵usivity from the long time
limit of the mean squared displacement divided by time. From the computed di↵usivities over
the temperature range 100–500 K, we extract an e↵ective activation barrier for di↵usion of Ea =
0.125 eV; this is larger than the experimentally modeled activation barrier of 0.042–0.083 eV,
extracted from a Chudley-Elliot analysis of incoherent scattering[71]. The deviation from linearity
at higher temperatures in the Arrhenius plot indicates changes in the di↵usion mechanism as pipe
di↵usion becomes less dominant at higher temperatures.
2.4 Conclusion
We use DFT site energy and energy barrier calculations to find that hydrogen binds to low energy
sites below the dislocation core and experiences reduced activation barriers in the expanded region
below the core. We also find a lower energy pathway inside the dislocation core. Kinetic Monte
Carlo simulations provide evidence for pipe di↵usion. In addition, KMC simulations do not pre-
dict unusual changes in average jump distance with temperature, as the Chudley-Elliot analysis
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Figure 2.9: Hydrogen di↵usion along the threading direction in the dislocation geometry. The
error bar for each temperature is smaller than the symbol size. We show the analytical solution for
bulk di↵usion (dashed line) for comparison.





Incoherent QENS experiments measure long range particle di↵usion[78]. The interpretation of
QENS data is challenging. In general, the data is fit with an analytical model with adjustable
parameters. One common analytical model is the Chudley-Elliott model based on di↵usion in
an isotropic material[73]. The parameters of such models can then be compared with ab initio
data[71, 129]. A more direct comparison between simulations and QENS data requires the calcu-
lation of the incoherent scattering function.
A number of studies have highlighted di culties in calculating the incoherent scattering func-
tion. Li and Wahnström used molecular dynamics with an embedded-atom method potential to
calculate the intermediate scattering function from the self-correlation function for hydrogen in
bulk palladium[130, 131]. Comparison with experimental results required a temporal Fourier
transform of the intermediate scattering function to produce the incoherent scattering function.
The authors transformed the intermediate scattering function by introduced a dampening factor
with an adjustable parameter to smooth out the intermediate scattering function. These authors
introduced an adjustable parameter friction coe cient based on first principles calculations of hy-
drogen in a homogeneous electron gas[131] to better match experimental results[93]. Gillan used
a similar approach for hydrogen in palladium using a pair potential and also failed to find agree-
ment with experiment[132]. Björketun et al. used DFT-informed KMC simulations to calculate
incoherent scattering of a proton in a disordered perovskite structure but failed to recover the ex-
pected Q2 law for small Q[92]. Rowe et al. developed an analytical solution for di↵usion through
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a network of energetically equivalent octahedral and tetrahedral sites in a body centered cubic
lattice[89]. Building upon this method, Kehr et al. computed the incoherent scattering function
for one-dimensional lattices with inequivalent site energies[133]. A generalized version of this
method has been developed to calculate the incoherent scattering function from an arbitrary dif-
fusion network[78, 134–136], but this approach has not been applied to study hydrogen di↵usion
near a dislocation.
We use DFT to compute site energies and energy barriers of hydrogen in a palladium edge
dislocation geometry from which we calculate the incoherent scattering function using the gen-
eralized analytic method mentioned above. We consider only an edge dislocation, as it has the
strongest binding with hydrogen, and hence, at low concentrations and temperatures, produce the
dominant signal. The analysis allows for direct comparison with QENS data[71]. We also follow
the same fitting procedures as a typical QENS experiment[137] by fitting the incoherent scattering
function versus energy to a single Lorentzian, extracting the half-width-at-half-maximum, and fit-
ting these widths as a function of Q to a CE model, Eqn. (1.7).We calculate the di↵usivity from the
parameters of the CE model using Eqn. (1.8). We try several fitting schemes of a single Lorentzian
to the simulated incoherent scattering function, and each produces di↵erent values for di↵usivities
and jump distances. We find that the typical fitting procedure introduces unphysical jump distances
and underestimates the di↵usion barrier along the dislocation.
3.2 Evaluating the incoherent scattering function
We construct the incoherent scattering function from site energies, jump rates, and jump vectors of
the di↵usion network to compare with quasielastic neutron experiments. A generalized expression
for incoherent scattering is derived in Ref. [78]; we outline this derivation below. The jump matrix
⇤ in reciprocal space is





where ⌫mn is the jump rate from site m to n, Q is the wavevector,  mn is the Kronecker delta, and snm
is the jump vector from site n to site m. The neutron will transfer momentum to the hydrogen atom,
corresponding to Q. With the site probabilities ⇢n = exp(  En)/
P
m exp(  Em), we construct a
Hermitian jump matrix,
⇤̃(Q) = ⇢  12⇤(Q)⇢ 12 , (3.2)
where ⇢ 12 is a diagonal matrix of the square root of site probabilities. The jump matrix is neg-
ative definite, and its eigenvalues are negative. The incoherent scattering function is a sum of
Lorentzians whose widths and weights are given be the eigenvalues  ̃i(Q) and eigenvectors ẽi(Q)



































The curvature of the incoherent scattering function S inc(Q,!) gives the di↵usivity at the small Q
limit. When the di↵usion occurs on a Bravais lattice, Eqn. (3.3) simplifies to a single Lorentzian
with a width  ̃(Q). Eqn. (3.3) captures the full anisotropy of the scattering function; however,







We numerically evaluate S inc(Q,!) on a spherical grid of points to compute the spherical average.
We use uniformly spaced points for   from 0 to 2⇡. For ✓, we use one-dimensional Gauss quadra-
ture, specifically Gauss-Legendre nodes with weights ci[138]. The Gauss-Legendre nodes span
the interval [ 1, 1]. We take the inverse cosine of the nodes to get ✓ points that span 0 to ⇡. Our
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ci · S inc(Q(✓i,   j),!), (3.6)
where N✓ and N  are the number of grid points. The final result is an incoherent scattering function










for a normalized “density of rates” W(Q;  ). If our scattering function were represented by a
Lorentzian with one width, W would be a delta function; however, we find a non-trivial distribution
of rates that can only be approximated by a simple Lorentzian fit.
3.3 Analyzing the incoherent scattering function
3.3.1 Bulk
Fig. 3.1 shows that the CE model does not capture the behavior of spherically averaged incoherent
scattering function S inc(Q,!) even for hydrogen in bulk palladium. The spherically averaged
S inc(Q,!) converges with a coarse 10 ⇥ 10 mesh of points on the sphere, but for the purpose of
plotting the density of rates of S inc(Q,!) we use a finer 100 ⇥ 100 mesh. We compare the density
of rates of S inc(Q,!) to the CE model, which assumes an isotropic jump distance and a single
jump rate (or inverse mean residency time). The octahedral sites make up a Bravais lattice, but
the network of octahedral and tetrahedral sites is not a Bravais lattice. The corresponding CE
model uses the jump distance between octahedral sites and jump rate between octahedral sites,
which is 3/4 the jump rate between an octahedral and a tetrahedral site when the tetrahedral site
has a short residency time. At small Q, the density of rates of S inc(Q,!) is well-represented by




















Figure 3.1: Density of rates W(Q;  ) of S inc(Q,!) for H in bulk Pd at 100K. The grey scale
indicates the weight of Lorentzian terms of widths (rates)  ̃ within a histogram bin; the sum of all
weights for each Q is normalized to one. The widths are reported relative to the mean residency
time in bulk, ⌧oct. At small Q, a single width has a weight close to one because S inc(Q,!) is the
same along all directions. At larger Q, the Q-directional dependence of S inc(Q,!) produces a range
of rates with non-negligible weights. The Chudley-Elliott (CE) model cannot fully capture this
spread in the density of rates of the spherically averaged scattering function S inc(Q,!). Scattering
with Q along [111], which connects octahedral and tetrahedral sites, gives the lower bound of
the distribution. Scattering with Q along [110], which connects nearest neighbor octahedral sites,
corresponds to relatively high weights.
curve cannot capture the spread in the density of rates of S inc(Q,!). We compare the density of
rates of S inc(Q,!) with analytic solutions for S inc(Q,!) along particular directions. The spread
in the density of rates of S inc(Q,!) is bounded below by scattering along [111]-type directions,
which connects neighboring octahedral and tetrahedral sites. Lorentzian terms corresponding to
scattering along [110]-type directions, which connects nearest neighbor octahedral sites, have large
weights. The dark band above the CE curve does not correspond to scattering along a single
direction but has contributions from several di↵erent directions.
3.3.2 Dislocation
We fit S inc(Q,!) with a single Lorentzian and use the CE model to investigate the validity of the
experimentally measured jump distances and di↵usivities. We try four di↵erent fitting approaches.
Since the weights sum to one, the most straightforward approach is fitting a single Lorentzian with
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This fit matches exactly for ! ! 1. The second approach is fitting a single Lorentzian of width











We denote the width that minimizes this error as  [0,1]. This fit favors smaller widths than the











where terms corresponding to higher frequency contribute more to the error being minimized. We
denote the width that minimizes this error as  !2,[0,1]. Compared to the weighted average fit, the
fits obtained from  2[0,1] and  
2
!2,[0,1] both favor terms with smaller widths. These three di↵erent





























A single Lorentzian would give identical widths for all fitting procedures, but a distribution of
Lorentzians produces di↵erent widths for the di↵erent fits. If we consider a uniform distribution of
eigenvalues that extends over a range that is twice the mean width, then  ̄ equals the mean width,
 [0,1] is 23  ̄, and  !2,[0,1] is 0.9307 ̄. Thus,  [0,1] <  !2,[0,1] <  ̄. The distribution of eigenvalues
and weights from the dislocation geometry are more complicated than a uniform distribution, so
we also consider an experiment-like fit over a fixed range of energies.
Experiment cannot probe S inc(Q,!) for arbitrarily small or large energies or Q-magnitudes.
The experimental resolution, ±3.4 µeV, and the experimental window, ±100 µeV,[71] limit the
range of energies accessible in QENS experiments. Therefore, we also try a least squares fit over a
fixed range. The S inc(Q,!) spectra are sums of Lorentzians that span multiple orders of magnitude.
To avoid having just a few sharply peaked terms in S inc(Q,!) dominate the fit, we use a logarithmic















over the same range as experimental measurements. As there isn’t a closed-form analytic expres-
sion, we evaluate the integral using a quadrature with N! equally spaced ! values over the interval
[3.4, 100]. We denote the width that minimizes this error as  log,[3.4,100], and it is the fit that best
represents the experimental analysis.
Fig. 3.2 shows that a Lorentzian of width  log,[3.4,100] is the best fit to S inc(Q,!) in the range
of experimentally accessible energies. At low temperatures,  ̄ performs better than  !2,[0,1], be-
cause many of the terms with large weights have widths that are smaller than the experimental
resolution. Since S inc(Q,!) is sharply peaked at low temperatures, the range of experimentally
accessible energies approaches the large ~! limit where  ̄ is exact. As temperature increases,
S inc(Q,!) becomes less sharply peaked. At intermediate temperatures,  !2,[0,1] becomes a better
representation of the part of the function that falls within the experimentally observable range.









































































































































































































































Figure 3.2: Single Lorentzian fits of the analytic S inc(Q,!) as a function of neutron energy ~!
for Q = 0.9Å
 1
at 100K, 150K, 200K, and 350K for the dislocation geometry. The range of
~! plotted reflects the experimental window ±100 µeV, and the grey shading denotes energies
smaller than the experimental resolution of ±3.4 µeV. The fit to  ̄ is exact for ~! ! 1, and well
represents S inc(Q,!) at 100K, where the majority of the weight is distributed amongst terms with
widths smaller than the experimental resolution. At higher temperatures,  ̄ becomes a worse fit of
S inc(Q,!) within the experimental window. The fit that minimizes  2!2,[0,1] favors smaller widths,
which makes the fit poor in the range of experimentally accessible values at low temperatures. At
high temperatures, both  !2,[0,1] and  ̄ appear to be too large in this range. The range of ~! values
over which S inc(Q,!) is plotted determines which of these two fits appears to be better fit. For all
temperatures, the fit that minimizes  2log,[3.4,100], which is fit to only experimentally accessible ~!










































Figure 3.3: Density of rates W(Q;  ) of S inc(Q,!) for the dislocation geometry at 100K. The
grey scale indicates the weight of Lorentzian terms of widths (rates)  ̃ within a histogram bin;
the sum of all weights for each Q is normalized to one. The widths are reported relative to the
mean residency time in bulk, ⌧oct. (Left) The symbols correspond to the fit widths  log,[3.4,100] and
the curve is the CE model fit to those widths as a function of Q. (Right) The curve is the CE
model using the distance between bulk nearest neighbor octahedral sites as the jump distance and
di↵usivity from KMC simulations, so that the curvature matches the di↵usivity; note the vertical
scale is two orders of magnitude smaller. Unlike the bulk case in Fig. 3.1, there is no single width
that represents the distribution of weights even at small Q. The majority of the weight for each Q
is distributed amongst eigenvalues that are much smaller than  log,[3.4,100].
range of temperatures.
Fig. 3.3 and 3.4 show that neither  log,[3.4,100] nor CE fits to  log,[3.4,100] capture physical rates that
dominate S inc(Q,!), but  log,[3.4,100] matches well with the widths from experiment for deformed
palladium. The spread of the density of rates of S inc(Q,!) for hydrogen in the dislocation cannot
be captured by a single Lorentzian width even at small Q. At 100K,  log,[3.4,100] is over an order
of magnitude larger than the highest weighted widths. This corroborates with Fig. 3.2 that at low
temperatures the widths with the largest weight are smaller than the experimental resolution and
are not represented by  log,[3.4,100]. The CE model parametrized with the di↵usivity from KMC
and the distance between nearest neighboring octahedral sites in bulk spans a smaller range of
widths that falls closer to the higher weighted widths. However, Fig. 3.3 shows that the spread
in the density of rates of S inc(Q,!) cannot be described as a single width. The density of rates
of S inc(Q,!) features large gaps between eigenvalues with large weights, because the spectrum of
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Figure 3.4: Chudley-Elliott fit to the widths of S inc(Q,!) for the dislocation geometry. (Left) The
symbols correspond to  log,[3.4,100] and the lines are CE fits to those widths for each temperature.
The CE model captures the trend of the fitted widths as a function of Q. The widths from the least




vary across the same orders of magnitude for increasing temperatures
as seen in experiment[71] (Right).
rates is not continuous. In bulk, there are only two rates ⌫OT and ⌫TO, while the dislocation produces
a range of rates. As temperature increases, the relative size of these gaps decreases. The trend of
 log,[3.4,100] is well described by the CE model for all temperatures in Fig. 3.4(a). Even though
 log,[3.4,100] is a poor representation of S inc(Q,!), we find good agreement between  log,[3.4,100] and
the experimental widths in Fig. 3.4(b) by using the same fitting approach. As with experiment, we
can extract a mean residence time and an average jump distance for each temperature from these
fits to the Chudley-Elliott model, and make a model of di↵usivity that we can compare with the
direct KMC di↵usivity values.
Fig. 3.5 shows that the jump distances extracted from the CE fits to  log,[3.4,100] are nonmono-
tonic as a function of temperature and larger than distances in our dislocation geometry at higher
temperatures, similar to those found by experiment. Jump distances between nearest neighbor oc-
tahedrals in the expanded region below the core, ⇠ 2.74Å, are less than 1% larger than the nearest
neighbor octahedral distance in bulk. In the core, the interstitial sites are sheared, and it is di cult
to classify these sites as octahedral or tetrahedral sites. However, the jump distances between every
other site are similar to the nearest neighbor octahedral site distances below the core. The distance
between each site in the core alternates between ⇠ 1.43Å and ⇠ 1.62Å. Distances between sites in
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Figure 3.5: Jump distance as a function of temperature. The computed jump distances from CE
fits to  log,[3.4,100] vary nonmonotonically and span the same range as found in experiment.[71] For
comparison, the distance between two octahedral sites in bulk ⇡ 2.724Å, and the distance between
an octahedral site and a tetrahedral site ⇡ 1.668Å.
the core that connect to sites in the expanded region below the core are either ⇠ 0.95Å or ⇠ 1.59Å.
None of these distances account for the large jump distances extracted from the CE model and
 2log,[3.4,100]. Rather, these distances suggest the behavior is an artifact of the fitting procedure.
Fig. 3.6 shows that the experiment-like fit  2log,[3.4,100] yields a di↵usion barrier that is lower than
the KMC di↵usion barrier. From our KMC simulations we find an e↵ective di↵usion barrier of
Ea = 0.125 eV. The di↵usion barrier obtained from a CE fit to  log,[3.4,100] is Ea = 0.068 eV, which
matches the experimentally observed di↵usion barrier.[71] Depending on temperature, di↵erent
Lorentzian terms dominate S inc(Q,!) in the fixed range of [3.4, 100]. The lower di↵usion barrier
is a result of the  2log,[3.4,100] fit overpredicting di↵usivity at low temperatures and underpredicting
di↵usivity at high temperatures. One might think that increasing the range of energies over which
we fit S inc(Q,!) would improve the accuracy of the extracted di↵usivity. However, we find that in-
cluding lower energies in the fitting range [1, 100] has little e↵ect on the di↵usivity. As we extend
the experimental window from 100 µeV to 1600 µeV ( 2log,[3.4,1600] to  
2
log,[3.4,1600]), the extracted
di↵usivity approaches the di↵usivity from  ̄, which does not agree with the di↵usivity from KMC
simulations. We also compare these values to a linear least squares fit over the range of experimen-
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Figure 3.6: Di↵usivities extracted from CE fits compared to di↵usivity extracted from kinetic
Monte Carlo simulations. The error bars of the KMC data points are smaller than the symbol
sizes. A linear least squares fit over experimentally accessible energies  2[3.4,100] underpredicts
di↵usivity and is noisy due to widths as a function of Q that are not well described by the CE
model. Increasing the experimental window  2[3.4,200] and decreasing the experimental resolution
 2[1,100] predict slightly di↵erent di↵usivities, but neither leads to better agreement with KMC. The
di↵usion barrier from the experiment-like fit  2log,[3.4,100] is smaller than the di↵usion barrier from
KMC simulations because  2log,[3.4,100] overpredicts di↵usivity at low temperature but underpredicts
di↵usivity at high temperature. A smaller experimental resolution  2log,[1,100] has no e↵ect on the ex-
tracted di↵usivity. A larger experimental window  2log,[3.4,1600] predicts slightly di↵erent di↵usivity
but still does not improve agreement with the di↵usivity obtained from KMC.
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Using this linear least squares fit, the widths as a function of Q are not well described by the CE
model for any range of energies, especially for high temperatures, which leads to poor predictions
of di↵usivity.
3.4 Conclusion
This work illustrates two major conclusions. First, DFT is able to quantitatively predict pipe di↵u-
sion and is consistent with experiment. We find low di↵usion barriers from sites in the expanded
region below the partial core into the partial core and a novel di↵usion pathway inside the partial
core with low di↵usion barriers. This pathway allows di↵using hydrogen atoms to bypass other
hydrogen atoms by moving from the lowest energy states below the partials core to slightly higher
energy states inside the partial cores. Second, traditional analysis of QENS spectra, i.e. repre-
senting S inc(Q,!) as a single Lorentzian and using a Chudley-Elliott model to extract di↵usivities,
oversimplifies the data and leads to errors in the di↵usivity. Furthermore, these errors are di cult
to detect using experimental data alone. The Chudley-Elliott model matches the trend of the ex-
perimental widths as a function of Q and leads to an Arrhenius relationship between the model
di↵usivity and temperature. Only the jump distance as a function of temperature behaves unusu-
ally. Fixing the jump distance to be the bulk distance between nearest neighbor octahedral sites
produces worse fits of the experimental widths as a function of Q but has little e↵ect on the model
di↵usivity. The deviation between the di↵usivity we calculate with KMC and those we calculate
using an experiment-like fit di↵ers by more than what could be accounted for by di↵erences be-
tween the fitted jump distances from experiment and bulk jump distances. Experiments need to
be compared to the incoherent scattering function directly using a computational model that can
predict the incoherent scattering function and di↵usivity. This approach is general and could be






A variety of models have been proposed that attempt to extract physically meaningful quantities
from QENS data for anisotropic di↵usion systems[78, 139, 140]. The analysis of di↵usion in
isotropic and cubic systems has been established[73]. Analysis of QENS data was used to de-
termine that hydrogen di↵uses between octahedral sites in polycrystalline ↵-palladium[86, 137]
and in single crystal palladium[93]. Quasielastic neutron scattering data from hydrogen di↵u-
sion in palladium hydride and in palladium nanocrystals was fit with a sum of two Lorentzians
and analyzed using the isotropic di↵usion model[141]. However, the use of a model derived
for isotropic di↵usion is not necessarily appropriate for analyzing di↵usion in an anisotropic
system[142]. A model for analyzing one-dimensional di↵usion has been developed by spherical
averaging of the scattering function for di↵usion of molecules in a one-dimensional channel[143–
145]. The stretched exponential function, or its Fourier transform, is sometimes used to fit scat-
tering data from anisotropic systems; however, the interpretation of the function’s parameters is
unclear[99, 146].
In this chapter, we compute the intermediate scattering function from ab initio data and com-
pare our results with the combined the experimental data from two di↵erent instruments that cover
di↵erent energy ranges. In Sect. 4.2, we calculate the intermediate scattering function. We analyze
the results and compare with experiment in Sect. 4.3 and provide conclusions in Sect. 4.4. We
find that our model is inadequate to capture the behavior of the intermediate scattering function at
small times, which is likely due to contributions from vibrations of the hydrogen and the palladium
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atoms to the experimental data.
4.2 Calculating the intermediate scattering function
Incoherent QENS experiments measure the double di↵erential cross section[75], which for hy-
drogen is dominated by incoherent scattering[79]. In bulk palladium, the hydrogen atom di↵uses
from a ground state octahedral interstitial site through a tetrahedral interstitial site into a neighbor-
ing octahedral site to achieve long range di↵usion[38]. The di↵usion barrier from an octahedral
site into a tetrahedral site, EOT = 0.277 eV, is much larger than the di↵usion barrier from a tetra-
hedral site into an octahedral site, ETO = 0.125 eV. Di↵usion experiments only measure the larger,
rate-limiting barrier[123]. The incoherent scattering function S inc(Q,!) can be modeled as a sum
of Lorentzians whose widths depend on the rates to di↵use between sites[78]. There are only two
di↵erent di↵usion barriers, i.e. two di↵usion rates, in bulk, and one of those barriers is larger. Thus
in the case of hydrogen di↵usion in bulk, the incoherent scattering function, even when spherically
averaged, can be approximated by a single Lorentzian[86]. The broken symmetry near a dislo-
cation leads to a distribution of di↵usion barriers[142]. Attempts to approximate the incoherent
scattering function for hydrogen di↵usion near an edge dislocation as a single Lorentzian and use
the Chudley-Elliott model[73] to fit the widths of the Lorentzians as a function of Q lead to errors
in the di↵usivity and unusual jump distances.
As an alternative to the incoherent scattering function, we can compute the self-part of the
intermediate scattering function
Is(Q, t) = hexp
⇣
iQ ·  r(t)   r(t0)
 ⌘i, (4.1)
which is related to self-di↵usion and is analogous to the incoherent scattering function as a part
of the total scattering function[75, 78]. Quasielastic neutron scattering data is a convolution of
the S inc(Q,!) and the resolution function of the spectrometer[78]. Fourier transforming QENS
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data results in a product of Is(Q, t) and the resolution function, which makes the resolution func-
tion easier to separate from Is(Q, t). This makes it is possible to compare Is(Q, t) from di↵erent
instruments. Using this approach, Arrighi et al. combined three sets of seemingly conflicting
QENS data with di↵erent resolutions to find excellent overlap of data in the time domain[147].
As in our previous study[142], we assume the vibrational and di↵usive motions are independent
and only consider the di↵usive term. This assumption is reasonable as long as the time scales of
the vibrational and di↵usive motions are well separated[148], which is the case for hydrogen in
palladium[123]. In general, the contribution from vibrations can be approximated as changes to
the intensity of the measured spectra[75]. Using a similar jump matrix analysis[78] as our pre-
vious work[142] for calculating the incoherent scattering function, the di↵usive self-part of the
intermediate scattering function can be expressed as a sum of exponentials




where wi(Q) and  i(Q) are the weights and widths computed from the jump matrix. We spherically
average Ids (Q, t) over a grid of Q-points in the same manner that we spherically averaged S inc(Q,!)
in our previous study. Combining experimental data from multiple instruments with di↵erent
resolutions produces data over a wider range of t, with which we can test our model.
4.3 Analyzing the intermediate scattering function
Just as S inc(Q,!) from hydrogen in a dislocation cannot be approximated by a single Lorentzian,
Ids (Q, t) from anisotropic hydrogen di↵usion cannot be described by a single decaying exponential
function. We fit Ids (Q, t) with the Kohlraush-Williams-Watts model[99], Eqn. (1.11). Measure-
ments from a variety of systems exhibit behavior that follow the KWW model[101–105], and
for some of these systems, the KWW model can be derived from physical mechanisms. Klafter
and Shlesinger derived the KWW model for relaxation through direct transfer to nearest neighbor
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defects, relaxation through hierarchically constrained levels, and relaxations triggered by defect
di↵usion[149]. The ability to map these systems onto the same model is due to the scale-invariant
relaxation rates in each system.
Fig. 4.1 shows that the KWW model describes the behavior of the experimentally measured
Is(Q, t) and simulated Ids (Q, t) well. Discrete Fourier transforms of the original data allow us to
combine the data collected from two di↵erent instruments: the time-of-flight neutron backscatter-
ing silicon spectrometer[150] (BASIS) and the cold neutron chopper spectrometer[151] (CNCS)
at the Spallation Neutron Source in Oak Ridge National Lab. We used only the BASIS data in our
previous study[142]. Deviations between the experimental data and the KWW model become no-
ticeable as temperature increases for larger Q-values. The simulated data deviates from the KWW
model at small times.
Fig. 4.2 shows good agreement between the ⌧-values extracted from our simulations and the
experimental data but larger  -values from the simulations than from the experimental data. The
range of time covered by experiment is about [1, 1000] ps, which corresponds to an energy range of
about [4 µeV,4 meV]. For our simulations, we only consider the di↵usive motion of the hydrogen
atom. However, the smallest times (or largest energies) of the experimental range approach the
inelastic range[86, 98], which may be responsible for the disagreement between  -values from our
simulations and those extracted from the experimental data.
Fig. 4.3 compares the rate-scaled simulated Ids (Q, t) to Is(Q, t) from experiment. The di↵usion
barrier in bulk from experiment is 0.230 eV[123], while the di↵usion barrier from ab initio simu-
lations is 0.277eV[142]. Di↵erences between the experimental rates and our ab initio rates would
be a reasonable expectation. We multiply the rates in our model by a constant factor and find the
value of this constant that minimizes the least squares error between our model and the experi-
mental data. This factor is less than one for all temperatures, which suggests that the rates in our
simulations of hydrogen in the dislocation geometry are faster than rates measured by the QENS
experiments for hydrogen in a deformed sample. The shape of the simulated Ids (Q, t) di↵ers from
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Figure 4.1: Linear least squares fits of KWW model to experimental Is(Q, t) and simulated Ids (Q, t)
over a time range of [1, 1000] ps. The fits (dashed) represent Is(Q, t) well for 250K and 300K,
but the experimental data at 350K deviates from the fit. The simulated data for each temperature























Figure 4.2: Parameters extracted from linear least squares fits of the KWW model to the exper-
imental Is(Q, t) and the simulated Ids (Q, t) over a time range of [1, 1000] ps. The ⌧-values from
the simulated data and the experimental data agree well. The  -values for the simulation data over
[1, 1000] ps are larger than the  -values extracted from the experimental data and show temperature
dependence unlike the parameters from the experimental data.
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Figure 4.3: Experimental Is(Q, t) compared to rate-scaled simulated Ids (Q, t). The rates for our
simulation are scaled by a constant factor in order to compare the trend of the experimental data
with the shape of our calculated Ids (Q, t). These scaling factors are 0.038, 0.026, and 0.026 at 250K,
300K, and 350K. The simulated data deviates from the experimental data at small t.
i.e. higher energies.
4.4 Conclusion
Our model does not capture the behavior of the intermediate scattering function at small times. We
neglect the vibrations of the hydrogen, vibrations of the palladium atoms, and resonant vibrations[152,
153]. The vibrational motion of the hydrogen atom contributes to S inc(Q,!) in the form of a
Debye-Waller factor as long the amplitude of the vibrational motion is small, and the vibration is
decoupled from the di↵usive motion[154]. However, the contribution of vibrations to the QENS
data may be more complicated and incorporating the e↵ects of vibrations will likely be challeng-
ing. A more accurate model of the total incoherent scattering function or the self-part of the
intermediate scattering function incorporating both di↵usion and vibration motion may necessi-
tate molecular dynamics simulations[78]. The vibrations of the hydrogen atom as well as the
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vibration of the palladium atoms and the influence of the host atom vibrations on the di↵using hy-
drogen may have significant e↵ects[155]. In addition, the quantum nature of the hydrogen nucleus
may contribute to the incoherent scattering, so a complete model may also require the inclusion
of hydrogen tunneling, which becomes increasingly important at low temperatures. Kyriakou et
al. showed that the quantum crossover temperature hydrogen near a Pd/Cu surface is 260K. We
see deviations approximately at or above this crossover temperature. Therefore, we conclude that





5.1 Summary of Results
Density functional theory calculates sites energies on the tensile side of the slip plane of an
a
2 [110](11̄1̄) edge dislocation in palladium and in the dislocation core that are lower than the site
energy of an octahedral site in bulk palladium. We find di↵usion barriers in the expanded region
below the core that are smaller than the di↵usion barriers in bulk and even lower barriers along the
minimum energy pathway inside the dislocation core. In addition, the calculated di↵usion barriers
from the expanded sites into the partials cores are small compared to the di↵usion barriers in bulk.
Thus, we predict that accelerated di↵usion along the threading direction occurs by hydrogen atoms
binding to the attractive sites near the dislocation, di↵using into the dislocation core, and travel-
ing along the the dislocation core. This proposed mechanism allows di↵using hydrogen atoms to
bypass other hydrogen atoms and avoid being slowed down due to a hydrogen-hydrogen blocking
interaction.
Kinetic Monte Carlo simulations predict pipe di↵usion of hydrogen near an edge dislocation.
From our simulations, we find that the hydrogen atom di↵uses farther along the threading direction
than along directions perpendicular to the threading direction over the same amount of time. We
also see the trapping of hydrogen to the dislocation core. At lower temperatures the hydrogen
atom does not attempt to jump outside the bounds of the dislocation geometry supercell. The
di↵usion barrier extracted from an Arrhenius fit to our KMC simulations of hydrogen di↵usion
near a dislocation is smaller than the barrier to di↵use in the expanded region below the dislocation
core and agrees with the barrier of the minimum energy pathway inside the dislocation core.
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The common fitting procedure for experimental QENS data is not reliable for di↵usion in
anisotropic systems. We fit a single Lorentzian to the incoherent scattering function data and
use the Chudley-Elliott model for isotropic di↵usion to analyze the widths of these Lorentzians
as a function of the scattering wavenumber Q. We find that this fitting procedure leads to an
underestimation of the di↵usion barrier by underpredicting di↵usivities at high temperatures and
overpredicting di↵usivities at low temperatures. In addition, this fitting procedure yields unusual
jump distances that are not based on physical jump distances in the geometry.
Our model fails to accurately describe the behavior of the intermediate scattering function at
small times. Fourier transforming the experimental QENS data allows us to combine data from
di↵erent instruments and to directly compare with our simulated intermediate scattering function.
For both experiment and simulation, we find that a stretched exponential can fit the trend of the
intermediate scattering function from hydrogen di↵usion near a dislocation. Unfortunately, there
is some disagreement at small times between the calculated function and the experimental data,
which is highlighted by di↵erences in the shape parameter   for our simulations compared to
experiment. These di↵erences are likely due to vibrations in the real system that we do not take
into account for our simulations.
5.2 Limitations and Future Work
We assume that the hydrogen nucleus di↵uses classically and model the hydrogen atom jumps
as instantaneous. We approximate site energies and energy barriers away from the stacking fault
and partial dislocation cores by taking advantage of the fact that these energies vary linearly with
respect to strain. This approximation leads to small errors in the energies of less than 25 meV. We
use a constant prefactor of 1013s 1. Improving upon this approximation would require calculating
the vibrational modes at the ground state and the transition state. We do not account for the ef-
fect of vibrations in our calculation of the incoherent and intermediate scattering functions. Our
model assumes that the vibrational and di↵usional motion of the hydrogen atom are independent.
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A more accurate model could use molecular dynamics to study the e↵ect of vibrations. Quantum
e↵ects become more important at lower temperatures. Future work could use path integral molec-
ular dynamics to incorporate hydrogen tunneling. Ab initio molecular dynamics simulations that
accounted for the quantum behavior of the hydrogen nucleus would be computationally unreason-
able. Future steps to incorporate the vibrational motion of the palladium and hydrogen atoms as
well as the tunneling behavior of the hydrogen atom will likely require a classical potential.
We only consider a single hydrogen atom in an edge dislocation, which precludes the study
of finite concentration e↵ects. Our model cannot account for correlated jumps of the hydrogen,
the formation of hydrides, or any type of interaction between hydrogen atoms. Anderson et al.
studied finite concentrations c of hydrogen in bulk palladium and found that the primary contribu-
tion to changes in the incoherent scattering function is the blocking interaction that prevents two
hydrogen atoms from occupying the same site[156]. These authors calculated the widths using the
Chudley-Elliott model and a mean residence time that was scaled by 1/(1   c) and a correlation
factor that also depends on concentration. The changes due to finite concentrations of hydro-
gen were significant for a similar temperature range as was used in the experiments by Heuser
et al.[71] and the temperature range considered in this work, but only for high concentrations of
hydrogen. Furthermore, our simulations only include information for a single edge dislocation
pointed along [11̄2]. We chose to study an edge dislocation because screw dislocations do not vol-
umetrically strain the lattice. This choice is reasonable considering that hydrogen interstitial atoms
bind to volumetrically expanded sites near an edge dislocation and we would not expect as strong
of an attraction between a hydrogen atom and a screw dislocation. For the scattering analysis,
we spherically average the scattering functions in order to compare with experimental data from
polycrystalline palladium. The supercell that we use for the edge dislocation is periodic along the
threading direction with fixed boundary conditions along directions perpendicular to the threading
direction. When a hydrogen atom in our KMC simulations jumps to a site of the dislocation ge-
ometry with no connections leading further away from the dislocation core, we consider it to have
escaped with no chance of jumping back into the simulation supercell. We do not consider con-
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nections that lead out of the dislocation supercell when creating the jump matrix, which informs
calculation of both the incoherent scattering function and the self-part of the intermediate scat-
tering function. Our treatment of the supercell boundary perpendicular to the threading direction
is simplifies the real system. In a real system, the dislocation would be surrounded by additional
palladium atoms arranged either as bulk or according to the strain field of neighboring dislocations
or grain boundaries. A future study could couple the edge dislocation geometry to bulk.
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[60] X. Tang, K. P. D. Lagerlöf, and A. H. Heuer, Determination of pipe di↵usion coe cients
in undoped and magnesia-doped sapphire (↵-Al2O3): A study based on annihilation of
dislocation dipoles, Journal of the American Ceramic Society 86(4), 1560–65 (April 2003).
[61] M. Legros, G. Dehm, E. Arzt, and T. J. Balk, Observation of giant di↵usivity along dislo-
cation cores, Science 319(5870), 1646–1649 (March 2008).
[62] X. Zhang and G. Lu, Calculation of fast pipe di↵usion along a dislocation stacking fault
ribbon, Physical Review B 82(1), 012101 (July 2010).
[63] H. Kimizuka and S. Ogata, Slow di↵usion of hydrogen at a screw dislocation core in ↵-iron,
Physical Review B 84(2), 024116 (2011).
[64] C. Baker, M. Wuttig, and H. K. Birnbaum, Di↵usion along edge dislocations in Ni-Co al-
loys, Technical Report C00-1198-477, University of Illinois at Urbana-Champaign, August
1967.
[65] R. S. Barnes, The generation of vacancies in metals, Philosophical Magazine 5(54), 635–
646 (June 1960).
[66] J. Huang, M. Meyer, and V. Pontikis, Is pipe di↵usion in detals vacancy controlled? A
molecular-dynamics study of an edge dislocation in copper, Physical Review Letters 63(6),
1516–1519 (August 1989).
[67] J. Huang, M. Meyer, and V. Pontikis., Core structure of a dissociated edge dislocation and
pipe di↵usion in copper investigated by molecular dynamics, Journal de Physique III 1(6),
867–883 (June 1991).
[68] T. Nakagawa, A. Nakamura, I. Sakaguchi, N. Shibata, K. P. D. Lagerlöf, T. Yamamoto,
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