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GEOMETRY OF HYPERFIELDS
JAIUNG JUN
ABSTRACT. Given a scheme X over Z and a hyperfield H which is equipped with topology, we endow
the set X(H) ofH-rational points with a natural topology. We then prove that; (1) whenH is theKrasner
hyperfield, X(H) is homeomorphic to the underlying space of X , (2) when H is the tropical hyperfield
and X is of finite type over a complete non-Archimedean valued field k, X(H) is homeomorphic to the
underlying space of the Berkovich analytificaiton Xan of X , and (3) when H is the hyperfield of signs,
X(H) is homeomorphic to the underlying space of the real scheme Xr associated with X .
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1. Introduction
A hypergroup assumes similar axioms as an abelian group except that one allows addition to be
‘multi-valued’ (hyperaddition). A hyperring R is a nonempty set with two binary operations (multi-
plication ·, hyperaddition +) such that (R, ·) is a commutative monoid, (R,+) is a hypergroup, and
hyperaddition is distributive over multiplication. When all nonzero elements are multiplicatively in-
vertible, a hyperring is called a hyperfield.
An early incarnation of hyperstructures goes back to F. Marty [Mar35] who introduced the notion
of hypergroups. Shortly after, M. Krasner adapted Marty’s idea to generalize commutative rings to
hyperrings in [Kra56]. Krasner’s goal was to approximate (in a precise sense) Galois theory of lo-
cal fields of positive characteristic by means of Galois theory of local fields of characteristic zero.
Since then hyperrings have received more attention from applied mathematics community than pure
mathematics community. However, in recent years, this has been changed; A. Connes and C. Con-
sani first implement the idea of hyperstructures into algebraic geometry to study the ade`le class space
AK/K
× of a global field K [CC11]. O. Viro observes that hyperstructures provide a natural algebraic
foundation for tropical geometry [Vir10]. M. Marshall, P. Gładki, and K. Worytkiewicz show that
hyperstructures simplify (or generalize) certain aspects of quadratic form theory and real algebraic
2010 Mathematics Subject Classification. 14A99(primary), 16Y99 (secondary).
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geometry [Mar06], [GM12], [GW17].
In this paper, for a scheme X , we investigate the set X(H) of rational points over a hyperfield H by
properly generalizing the notion of locally ringed spaces to locally hyperringed spaces. In general,
X(H) is merely a set; however, when H is equipped with topology, we impose fine Zariski topology
on X(H), introduced by O. Lorscheid and C. Salgado in [LS16].
Let’s briefly recall the definition of fine Zariski topology. Let H be a hyperfield which is equipped
with topology T . We do not assume any compatibility of the algebraic structures of H with T . Let
X = SpecA be an affine scheme. Then, one imposes a canonical topology (affine topology, see [LS16])
on Hom(A,H), the set of hyperring homomorphisms from A to H; we first consider the following set-
inclusion
Hom(A,H) −֒→ ∏
a∈A
H(a)
and give Hom(A,H) subspace topology, where ∏a∈AH(a) is equipped with product topology induced
by T of H . For the general case, when X is a scheme and H is a hyperfield equipped with topology,
fine Zariski topology on the set X(H) of H-rational points of X is the finest topology such that for any
morphism f :Y → X from an affine scheme Y to X induces a continuous map f (H) :Y (H)→ X(H),
where Y (H) is equipped with affine topology. One can easily check that fine Zariski topology agrees
with affine topology when X is affine (see, §3.2).
With this setting, the main question which we want to address is the following:
Question 1.1. Which topological space arises as the set X(H) of rational points of an algebraic variety
X , where H is a hyperfield with topology? Do we have some interesting known-examples of X(H)?
In this paper, we will prove that several familiar topological spaces arise in this way. To this end,
hyperfields of particular interest are the following (see, §2 for details):
• (Krasner hyperfield) LetK := {0,1} be a commutative monoid with the multiplication 1 ·0=
0 and 1 ·1= 1. The hyperaddition is given by 0+1= 1+0= 1, 0+0= 0, and 1+1= {0,1}.
Then K is a hyperfield called the Krasner hyperfield. We impose topology on K in such a
way that the set of open subsets is { /0,{1},K}.
• (Tropical hyperfield) Let T :=R∪{−∞}, where R is the set of real numbers. The multiplica-
tion ⊙ is the usual addition of R such that a⊙ (−∞) = (−∞) for all a ∈ T. The hyperaddition
⊕ is to take the maximum when two elements are different, i.e., a⊕b = max{a,b} if a 6= b.
When a = b, a⊕b = {c ∈ T | c ≤ a}, where ≤ is the usual order of R with −∞ the smallest
element. Then T is a hyperfield called the tropical hyperfield. We simply impose Euclidean
topology on T.
• (Hyperfield of signs) Let S := {−1,0,1} be a commutative monoid with the multiplication
1 ·1= 1, (−1) · (−1) = 1, (−1) ·1= (−1), and 1 ·0= (−1) ·0= 0 ·0= 0. The hyperaddition
follows the rule of signs, i.e., 1+ 1= 1, (−1)+ (−1) = (−1), 1+ 0= 1, (−1)+ 0 = (−1),
and 1+(−1) = {−1,0,1}. Then S is a hyperfield called the hyperfield of signs. We impose
topology on S in such a way that the set of open subsets is { /0,{1},{−1},{−1,1},S}.
The motivation of the current paper stems from the recent paper [BB16] of M. Baker and N. Bowler;
Baker and Bowler develop a very elegant framework which unifies the notions of many enrichments
of matroids (matroids, oriented matroids, valuated matroids, and phase matroids) as well as linear
spaces at the same time. A key idea is to implement hyperfields in matroid theory to define matroids
with coefficients in hyperfields. To be precise, Baker and Bowler prove the following among others.
Theorem. [BB16] There is a notion of a matroid M over a hyperfield H such that:
(1) When H = K, a field, then M is a linear space.
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(2) When H =K, the Krasner hyperfield, then M is a matroid.
(3) When H = S, the hyperfield of signs, then M is an oriented matroid.
(4) When H = T, the tropical hyperfield, then M is a valuated matroid.
(5) When H = P, the phase hyperfield, then M is a phased matroid in the sense of L. Anderson
and E. Delucchi in [AD12].
Remark 1.2. (1) In fact, Baker and Bowler have two notions (strong and weak) of matroids over
hyperfields. But, when a hyperfield H satisfies a certain property (perfect hyperfield), these
two notions agree. In particular, if a hyperfield H satisfies a doubly-distributive property
(see, [BB16, §5]), then H is perfect.
(2) Since a tropical linear space is the same thing as a valuated matroid (see, [MS15, §4]), the
above theorem hints at that hyperstructures may provide an algebraic foundation for tropical
geometry.
From our point of view, Baker and Bowler’s framework could be seen as an investigation of a Grass-
mannian over various hyperfields (see, the cryptomorphic axiomatization of matroids over hyperfields
via Grassmann-Plu¨cker functions in [BB16]). Hence, one is induced to wonder what we can say when
we replace a Grassmannian with other algebraic varieties, or schemes in general (Question 1.1).
Remark 1.3. One partial answer for Question 1.1 is initially given by Connes and Consani. In
[CC11], Connes and Consani show that there exists a set-bijection between any scheme X over Z and
the set X(K) of K-rational points of X , where K is the Krasner hyperfield.
In this paper, we consider three particular topological spaces which appear in algebraic geometry,
namely schemes, Berkovich analytification of schemes , and real schemes.
Very roughly, the underlying set of the Berkovich analytification Xan of an algebraic variety X over a
field k with a complete non-Archimedean valuation ν consists of pairs of point x ∈ X and a valuation
ν˜ on the residue field k(x) at x which extends ν (see, §5 for some details).
The real spectrum SpecrA of a commutative ring A is an enrichment of the prime spectrum SpecA
consisting of pairs (p,P) of a prime ideal p of A and an ordering P of the residue field k(p). Once we
globalize this construction, we obtain the real scheme Xr associated to a scheme X (see, §6 for some
details).
Our main result is that the aforementioned spaces arise as sets of rational points over certain hyper-
fields in a functorial way. To be precise, we prove the following theorem.
Theorem. Let X be a scheme over Z, k be a field with a complete non-Archimedean valuation, Schm
be the category of schemes over Z, and Top be the category of topological spaces.
(1) The set X(K) of K-rational points of X (equipped with fine Zariski topology) is homeomor-
phic to X (equipped with Zariski topology). In particular, the functor F from Schm to Top,
sending any scheme X to its underlying topological space |X |, is representable by K.
(2) Let X be a scheme of finite type over k. Then the Berkovich analytification Xan of X is
homeomorphic to X(T) (equipped with fine Zariski topology). In particular, the functor A
from the category Schmk, f in of schemes of finite type over k to Top, sending any scheme X to
the underlying topological space |Xan | of the analytification Xan, is representable by T.
(3) The set X(S) of S-rational points of X (equipped with fine Zariski topology) is homeomorphic
to the underlying topological space of the real scheme Xr associated to X. In particular, the
functor R fromSchm to Top, sending any scheme X to the underlying topological space |Xr|
of the associated real scheme Xr, is representable by S.
When X is a group scheme over a field k, the underlying topological space |X | itself is not a group;
we only have a group structure for the set X(K) of K-rational points for each field extension K of k.
Therefore, the identification |X |= X(K) naturally leads one to the following question:
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Question 1.4. Let X be a group scheme over a field k. Is the underlying space |X | itself a hypergroup
by viewing it as the set of K-rational points, where K is the Krasner hyperfield? More generally, if H
is a hyperfield, is X(H) a hypergroup?
In [CC10], Connes and Consani prove that the answer is affirmative when X is an affine line or an
algebraic torus and H =K by explicitly describing the hypergroup structures. In [Jun16], the author
also proves that X(K) is ‘almost’ a hypergroup (in a precise sense) when X is of finite type. In §5.2,
we study the case when H = T and X is of finite type, following the idea of Berkovich in [Ber12, §5].
Throughout the paper, we assume that all algebraic structures (rings, k-algebras, hyperrings, etc) are
commutative unless otherwise stated.
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2. Review: Basic definitions and examples
In this section, we recall basic definitions and examples for hyperrings which will be used in the
sequel. For more details, we refer the readers to [CC11], [Jun15a], or [Vir10].
Definition 2.1. Let H be a nonempty set and P∗(H) is the set of nonempty subsets of H .
• By a hyperoperation on H , we mean a function ∗ : H ×H → P∗(H). For the notational
convenience, we let a∗b := ∗(a,b) for all a,b ∈ H .
• For x,y,z ∈ H , we define the following two subsets of H:
(x∗ y)∗ z :=
⋃
w∈x∗y
w∗ z, and x∗ (y∗ z) :=
⋃
w∈y∗z
x∗w.
When (x∗ y)∗ z = x∗ (y∗ z) for all x,y,z ∈ H , we say that a hyperoperation ∗ is associative.
• When x∗ y= y∗ x for all x,y ∈ H , we say that a hyperoperation ∗ is commutative.
• When the set x ∗ y consists of a single element z, we write x ∗ y = z instead of x ∗ y = {z}. In
general, we will identify an element x ∈ H with the subset {x} of H .
Remark 2.2. Let H be a nonempty set with a hyperoperation ∗ and A, B be nonempty subsets of H .
Then we will use the following notation:
A∗B :=
⋃
a∈A,b∈B
a∗b.
Definition 2.3. A hypergroup is a nonempty set H equipped with an associative hyperoperation ∗
such that
(1) (Unique identity) ∃!e ∈ H such that e∗ x= x∗ e.
(2) (Unique inverse) For each x ∈H , ∃!y ∈ H such that e ∈ (x∗ y)∩ (y∗ x). We denote y as x−1.
(3) (Reversibility) For each x,y,z ∈ H , if x ∈ y∗ z then y ∈ x∗ z−1 and z ∈ y−1 ∗ x.
(4) When a hyperoperation is commutative, we call (H,∗) a canonical hypergroup. In this case,
we will use additive notations such as +,⊕,⊞.
Remark 2.4. In [Jun16], we did not include the reversibility (3) as a part of the definition for hyper-
groups.
Definition 2.5. A hyperring is a nonempty set R with two binary operations + and · such that (R,+)
is a canonical hypergroup and (R, ·) is a commutative monoid which satisfy the following conditions:
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(1) (Compatibility) x · (y+ z) = x · y+ x · z for all x,y,z ∈ R.
(2) (Absorbing element) If 0 is the identity element with respect to a hyperoperation. Then
x ·0= 0 for all x ∈ R.
When each x 6= 0 ∈ R has a multiplicative inverse, we call (R,+, ·) a hyperfield.
Example 2.6. We introduce some examples of hyperfields which yield interesting results in matroid
theory.
• Let K := {0,1} and impose the multiplication same as that of F2, the field with two element.
The commutative hyperaddition is defined as follows:
0+0= 0, 0+1= 1, 1+1= {0,1}.
K is called the Krasner hyperfield.
• Let S := {−1,0,1} and impose the multiplication following the rule of signs:
1 ·1= 1, 1 · (−1) = (−1), 1 ·0= 0 · (−1) = 0 ·0= 0.
The hyperaddition also follows the rule of signs:
1+1= 1+0= 1, (−1)+ (−1) = (−1)+0= (−1), 1+(−1) = S, 0+0= 0.
S is called the hyperfield of signs.
• Let T := R∪{−∞}. The multiplication ⊙ of T is same as the usual addition of real numbers
and −∞⊙a=−∞ for all a ∈ T. The hyperaddition is given as follows:
x⊕ y=
{
max{x,y} if x 6= y
[−∞,x] if x= y,
where [−∞,x] := {t ∈ T | t ≤ x}. T is called the tropical hyperfield.
• Let (Γ,+) be a totally ordered abelian group and Γhyp := Γ∪{−∞}. One can impose two
binary operations ⊙ and ⊕ on Γhyp as follows:
a⊙b := a+b and a⊙ (−∞) =−∞, for all a,b ∈ Γ,
a⊕b=
{
max{a,b} if a 6= b
[−∞,a] if a= b, where [−∞,a] := {t ∈ Γhyp | t ≤ a}.
Then (Γhyp,⊙,⊕) is a hyperfield. In particular, if Γ =R, then Γhyp = T.
• Let P := S1 ∪{0}, where S1 is the unit circle in the complex plane. The multiplication of P
is induced from the multiplication of complex numbers, and we define the hyperaddition as
follows:
x⊕ y=
{ {−x,0,x} if x=−y
the shorter open arc connecting x and y if x 6=−y,
P is called the phase hyperfield.
There is a recipe to produce a hyperring from a commutative ring A; let A be a commutative ring and
G be a subgroup of the multiplicative group A× of units in A. Then G acts (by multiplication) on A.
Let A/G be the set of equivalence classes under the action of G and [a] be the equivalence class of
a ∈ A. One defines the following binary operations:
[a] · [b] = [ab], [a]+ [b] = {[c] | c= g1a+g2b for some g1,g2 ∈ G}.
Then (A/G,+, ·) is a hyperring (a quotient hyperring).
Definition 2.7. (Homomorphisms of hyperrings)
(1) Let H1 and H2 be hypergroups with the identities e1 and e2 respectively. A homomorphism of
hypergroups is a function f : H1 →H2 such that f (e1) = e2 and f (a∗b) ⊆ f (a)∗ f (b) for all
a,b ∈ H1. When a homomorphism f satisfies the stronger condition f (a ∗ b) = f (a) ∗ f (b)
for all a,b ∈ H1, we call f strict.
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(2) Let R1 and R2 be hyperrings. A homomorphism of hyperrings is a function f : R1 → R2
such that f : (R1,+)→ (R2,+) is a homomorphism of hypergroups and f : (R1, ·)→ (R2, ·)
is a homomorphism of monoids. When f : (R1,+)→ (R2,+) is a strict homomorphism of
hypergroups, we call f strict.
Example 2.8. Let R be a hyperring. Then there exists a unique homomorphism from R to the Krasner
hyperfield; pi : R→K sending a 6= 0 to 1 and 0 to 0.
Remark 2.9. There are other algebraic structures which generalize commutative rings. In fact,
A. Dress and W. Wenzel introduce in [DW91] the notion of fuzzy rings to unify various general-
izations of matroids (as in [BB16]) and also utilize fuzzy rings to recast basic definitions of tropical
varieties in [DW11]. In [GJL16], together with J. Giansiracusa and O. Lorscheid, we clarify the rela-
tion between hyperrings and fuzzy rings to link Baker-Bowler theory and Dress-Wenzel theory. Also,
in [Row16], L. Rowen introduces the notion of systems and triples to generalize both fuzzy rings and
hyperrings along with other algebraic structures.
3. Algebraic geometry over hyperrings
3.1 locally hyperringed spaces and hyperring schemes. We first review some basic definitions
and properties for locally hyperringed spaces and hyperring schemes studied in [Jun15a]. We also
slightly generalize some of important results in [Jun15a] which serve as main technical tools in this
paper.
Baker and Bowler made a remark in [BB16] that a (semi)valuation (resp. an ordering) on a com-
mutative ring A can be interpreted as a homomorphism from A to the tropical hyperfield T (resp.
the hyperfield S of signs). The main reason to introduce locally hyperringed spaces and hyperring
schemes is to deal with the general case when a scheme is not affine. In other words, a homomorphism
from a commutative ring A to a hyperfield H should be replaced by a morphism SpecH → SpecA
of locally hyperringed spaces to extend Baker and Bowler’s observation to the non-affine case. All
necessary details, which we omit in this section, can be found in [Jun15a].
Definition 3.1. Let R be a hyperring.
(1) An ideal I of R is a sub-hypergroup (a subset which is a hypergroup itself with the induced
hyperoperation and the identity) of R such that RI ⊆ I.
(2) One defines a prime ideal to be the kernel of a homomorphism ϕ : R→ K, where K is the
Krasner hyperfield.
(3) A maximal ideal is a proper ideal m of R, that is m 6= R, which is not contained in any other
proper ideal of R.
Remark 3.2. One may define a prime ideal of R as in the classical definition; an ideal p of R such
that (R\p, ·) is a multiplicative monoid. But, one can easily show that this definition is equivalent to
Definition 3.1. Also, as in the classical case, any maximal ideal of a hyperring R is prime.
Remark 3.3. When R is a hyperfield, R has a unique prime ideal, namely {0R}.
Let R be a hyperring and p be a prime ideal of R. The localization Rp of R at p is a hyperring with the
underlying set:
Rp := (R×p)/∼,
where ∼ is an equivalence relation on (R× p) such that (r,a) ∼ (r1,a1) if and only if there exists
c∈ S := R−p such that cra1 = cr1a. We write ra for the equivalence class of (r,a). Now, one imposes
the following hyperaddition and multiplication:
r
a
+
r′
a′
:= { c
aa′
| c ∈ ar′+a′r}, r
a
· r
′
a′
:=
rr′
aa′
.
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Equipped with these two operations, Rp becomes a hyperring. Furthermore, we have a canonical map:
S−1 : R→ Rp sending r to r1 and this homomorphism is injective if R does not have any zero-divisor.
Note that in fact the localization procedure can be done at any multiplicative subset S of R and also
satisfies the universal property as in the case of commutative rings.
Definition 3.4. Let R be a hyperring and X = SpecR be the set of all prime ideals of R. Then one
imposes Zariski topology on X by declaring that closed sets are of the form V (I) := {p ∈ X | I ⊆ p}
for some ideal I of R.
Remark 3.5. In [Jun15a], it is proven that, when A is a k-algebra and R = A/k×, the prime spectra
SpecA and SpecR are homeomorphic. One can easily confirm the set bijection. In fact, we have that
SpecA=Hom(A,K), SpecR= Hom(A/k×,K), and Hom(A,K) = Hom(A/k×,K).
Let R be a hyperdomain, i.e., R is a hyperring without multiplicative zero-divisors. In this case, we
can construct a structure sheaf (of hyperrings) for the topological space X = SpecR. Indeed, we define
the hyperring of sections over an open subset U ⊆ X as follows:
OX(U) := {s :U →
⊔
p∈U
Rp, such that s is locally representable by some element
a
f
. }
Then one has the following:
Theorem 3.6. [Jun15a] Let R be a hyperdomain and X = SpecR, then the hyperring of global
sections Γ(X ,OX) is isomorphic to R. Furthermore, for each x = p ∈ X, the stalk OX ,x exists and
isomorphic to Rp.
One can directly generalize the definition of locally ringed spaces to define locally hyperringed spaces
as follows:
Definition 3.7. (1) A locally hyperringed space (X ,OX) is a topological space X together with a
sheaf OX of hyperrings (the structure sheaf of X ) such that the stalk OX ,x exists for each x ∈ X
and contains a unique maximal ideal.
(2) Let (X ,OX) and (Y,OY ) be locally hyperringed spaces. A morphism
( f , f #) : (X ,OX)→ (Y,OY )
of locally hyperringed spaces ia a pair of a continuous map f : X → Y and a morphism
f # : OY → f∗OX of sheaves of hyperrings such that for each x ∈ X , the induced map f #x :
OY, f (x) → OX ,x is local. In other words, the inverse image of a unique maximal ideal of OX ,x
is a unique maximal ideal of OY, f (x).
(3) An integral hyperring scheme is a locally hyperringed space which is locally isomorphic to
the spectrum of a hyperdomain.
Proposition 3.8. The inclusion functor i, from the category C of commutative rings to the category
D of hyperrings, is fully faithful.
Proof. Let A, B be commutative rings. We have to show that HomC (A,B) = HomD (i(A), i(B)).
Suppose that i( f ) = i(g) for f ,g ∈HomC (A,B). In particular, this means that f = g as functions and
hence f = g∈HomC (A,B). Also, for any h∈HomD (i(A), i(B)), since i(A) and i(B) are commutative
rings, the condition h(a+b)⊆ h(a)+h(b) for all a,b∈ i(A) simply means that h(a+b) = h(a)+h(b)
and hence h ∈ HomC (A,B). 
Proposition 3.9. Let X be a scheme considered as an object in the category of locally hyperringed
spaces. For each x ∈ X, the stalk OX ,x exists and is same as the stalk taken by considering X in the
category of locally ringed spaces.
Proof. We may assume that X is affine, i.e., X = SpecA for some commutative ring A. Let x= p ∈ X .
One can easily check that in this case Ap satisfies the universal property of the stalk of OX at x. 
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Proposition 3.10. The inclusion functor i, from the category Schm of schemes to the category Lhs
of locally hyperringed spaces, is fully faithful.
Proof. Let X and Y be schemes. We have to show that HomSchm(X ,Y ) = HomLhs(i(X), i(Y )). Since
any morphism of locally ringed spaces is indeed a morphism of locally hyperringed spaces, we have
that
HomSchm(X ,Y )⊆ HomLhs(i(X), i(Y ))
Let (h,h#) : i(X)→ i(Y ) be a morphism of locally hyperringed spaces. Similar to Proposition 3.8,
one can easily see that (h,h#) is indeed a morphism of locally ringed spaces. This completes the
proof. 
Remark 3.11. (1) In general, (co)limits do not exist in the category of hyperrings and hence one
should also include the existence of stalks as a part of Definition 3.7 in contrast to the case of
locally ringed spaces. Nonetheless, for any hyperring R, the topological space X = SpecR is
a spectral space. It would be interesting to see whether the result of M. Hochster [Hoc69] can
be generalized to hyperrings. i.e., to investigate whether any spectral space arises as a prime
spectrum of a hyperring which is not a ring.
(2) It is proven in [Jun15a] that when R is a hyperdomain then SpecR is a locally hyperringed
space with the stalk Rp at each p ∈ SpecR.
Note that Theorem 3.6 can not be generalized to the category of hyperrings. For instance, the follow-
ing example shows that one does not have the equivalence of the opposite category of hyperrings and
the category of affine hyperring schemes.
Example 3.12. [Jun15a, Example 4.24] Let R be the quotient hyperring (Q⊕Q)/G, where G is the
subgroup of (Q⊕Q)× consisting of (1,1) and (−1,−1). Let X = SpecR. Then we have
Γ(X ,OX) = (Q/N)⊕ (Q/N),
where N = {1,−1} is a subgroup of Q×. One can easily check that in this case R is not isomorphic
to Γ(X ,OX).
At the moment, we only have theory of integral hyperring schemes which only generalize integral
schemes. Nonetheless, we have the following theorem which will be used in the sequel. For the
general terminology for hyperring schemes which generalizes the classical concepts, we refer the
readers to [Jun15a] or [Jun15b, §4].
Theorem 3.13. Let H be a hyperfield and k be a field. Suppose that we have a fixed homomorphism
s : k→ H of hyperfields. Let X be a scheme over a field k. Then to give a morphism f : SpecH → X
over k of locally hyperringed spaces is equivalent to give a point x ∈ X and a homomorphism s˜ :
k(x)→ H of hyperrings such that s = s˜ ◦ρ , where k(x) is the residue field at x and ρ : k→ k(x) is a
canonical homomorphism.
Proof. The proof is similar to the classical proof, however, we include the proof for the sake of
completeness.
Let SpecH = {y}. First, suppose that ( f , f #) : SpecH → X sending y to x is a morphism of locally
hyperringed spaces. By taking stalks, we have
f #x : OX ,x → H.
Note that even though the stalk OX ,x is taken in the category of locally hyperringed spaces, it is same
as being taken in the category of locally ringed spaces thanks to Proposition 3.9. Now, since f #x is
local, we have ( f #x )
−1(y) = ( f #x )−1({0}) =mx, where mx is a unique maximal ideal of OX ,x. In other
words, mx = ker f
#
x and hence f
#
x induces the following homomorphism of hyperrings:
ϕx : OX ,x/mx = k(x)→ H, [a] 7→ f #x (a),
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where [a] is the equivalence class of a ∈ OX ,x in k(x). This shows that ( f , f #) gives a point x ∈ X
and a homomorphism of hyperrings ϕx : Ox,x → H . This is clearly compatible with s : k → H and
ρ : k→ k(x).
Conversely, suppose that x ∈ X and ϕx : k(x) → H such that ϕx ◦ ρ = s are given. We define f :
SpecH = {y} → X sending y to x. Then clearly f is continuous. Next, we define a morphism
f # : OX → f∗OSpecH of sheaves of hyperrings. Notice that
OSpecH( f
−1(U)) =
{
H if x ∈U
0 if x 6∈U ,
Hence, for each open subset U of X , we define the following:
f #(U) :=
{
ϕx ◦pi ◦piU,x if x ∈U
0 if x 6∈U ,
where ϕx is given, pi : OX ,x → k(x) is a canonical projection, and piU,x is a canonical homomorphism
from OX(U) to OX ,x. Then f
# is a morphism of sheaves of hyperrings. Indeed, clearly f #(U) is
a homomorphism of hyperrings for each open subset U of X and hence we only have to check the
compatibility condition. Suppose that V ⊆U ⊆ X . There are three cases; the first case is when x 6∈U .
In this case, both f #(U) and f #(V ) are zero and hence there is nothing to prove. The second case is
when x ∈U ∩V c. Since OSpecH( f−1(V )) = 0 and f #(V ) = 0, in this case the compatibility is clear.
The only nontrivial case is when x∈V . In this case, we haveOSpecH( f−1(U))=OSpecH( f−1(V ))=H
and the restriction map pi f−1(U), f−1(V) : OSpecH( f
−1(U))→ OSpecH( f−1(V )) is just an identity map.
We first claim that the following diagram commutes.
OX(U)
piU,V
//
f #(U)

OX(V )
f #(V)

H
id
// H
(1)
In fact, we have f #(U) = ϕx ◦pi ◦piU,x. But, since x ∈ V ⊆U , we have piU,x = piV,x ◦piU,V and hence
f #(U) = ϕx ◦pi ◦piV,x ◦piU,V = f #(V )◦piU,V . This proves that the diagram commutes. It only remains
to show that f #x : OX ,x →OSpecH,y is a local homomorphism of local hyperrings, i.e., ( f #x )−1(y) =mx.
For this, we may assume that X is affine. Let X = SpecA and x be a prime ideal p. Since OSpecH,y =
Frac(H) = H (thanks to Theorem 3.6), by taking global sections and stalks, we have the following
commutative diagram:
A
piX ,x
//
f #(X)

Ap
f #y

H
id
// H
(2)
Notice that y = {0H} ⊆ H and ( f #(X))−1(y) = p (from the assumption). Furthermore, we have
piX ,x(p) =mx. It follows from the commutative diagram (2) that ( f
#
y )
−1(y) =mx.
One can easily check that the above two constructions are inverse to each other and hence induces the
desired one-to-one correspondence. 
Remark 3.14. In Theorem 3.13, we considered a scheme over a field k, however, one can easily
observe that the same argument is still valid when one replaces k with the ring Z of integers.
Remark 3.15. One may notice that the above theorem is a generalization of a classical result; when
H is a field, then the only structure morphism ϕ : k→ H is an inclusion (or a canonical map when k
is Z) and to give a morphism of SpecH to X is equivalent to give a point x ∈ X and an inclusion map
k(x)→ H which is compatible with the given structure morphism.
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When we specialize a hyperfield H to be the Krasner hyperfield K, the tropical hyperfield T, and the
hyperfield S of signs, we have the following.
Corollary 3.16. Let K be the Krasner hyperfield. Suppose that X is a scheme over Z. To give a mor-
phism f : SpecK= {y} → X is the same thing as to give a point f (y) = x ∈ X and a homomorphism
k(x)→K.
Remark 3.17. For any field K, since SpecK is a one point set and SpecK = Hom(K,K), there is
only one homomorphism from K to K. In particular, there exists only one homomorphism from k(x)
to K at each x ∈ X . Therefore, a morphism f : SpecK = {y} → X is uniquely determined by a point
f (y) = x ∈ X . In other words, the underlying set |X | of a scheme X is in a one-to-one correspondence
with the set HomLhs(SpecK,X). This perspective will be investigated in §4.
Corollary 3.18. Let T be the tropical hyperfield. Let k be a non-Archimedean valued field with a
valuation ν : k→ T and X be a scheme over k. Then to give a morphism f : SpecT= {y} → X is the
same thing as to give a point f (y) = x ∈ X and a valued extension ν˜ : k(x)→ T of ν .
Remark 3.19. This perspective will be studied in §5 in connection to the Berkovich analytification
Xan of an algebraic variety X over a complete non-Archimedean valued field k.
Corollary 3.20. Let S be the hyperfield of signs. Let k be a field together with a homomorphism
s : k→ S and X be a scheme over k. Then to give a morphism f : SpecS= {y}→ X is the same thing
as to give a point f (y) = x ∈ X and a homomorphism from k(x) to S whose restriction is s, i.e., an
ordering of k(x) which extends that of k.
Remark 3.21. This perspective will be investigated in §6 in connection to the real scheme Xr associ-
ated to a scheme X .
We also have the following proposition which shows that our notion of locally hyperringed spaces
is a proper generalization from affine schemes to non-affine schemes. In what follows, by Lhs, we
always mean the category of locally hyperringed spaces.
Proposition 3.22. Let H be a hyperfield and X = SpecA be an affine scheme. Then, we have the
following identification of sets:
Hom(A,H) = HomLhs(SpecH,X).
Proof. Let f :A→H be a homomorphism of hyperrings. Then this determines the point p := ker( f )∈
SpecA and also f factors through f˜ : A/p→ H and hence induces a homomorphism
Frac(A/p) = k(p)−→ H.
It follows from Theorem 3.13 that this determines a unique element in HomLhs(SpecH,X). Con-
versely, any given morphism g : SpecH → X induces a homomorphism Γ(X) = A→ Γ(SpecH) =H
(thanks to Theorem 3.6). These are clearly inverses to each other. 
Definition 3.23. Let X be a scheme and H be a hyperfield.
(1) We let X(H) be the set of H-rational points of X , i.e.,
X(H) := HomLhs(SpecH,X).
Whenever there is no possible confusion, we will simply write X(H) = Hom(SpecH,X).
(2) Let X be a scheme over a field k andH be a hyperfield with a fixed homomorphism ϕ : k→H .
We let X(H) := Homk(SpecH,X), i.e., the set of morphisms of locally hyperringed spaces
from SpecH to X which are compatible with ϕ# : SpecH → Speck.
Remark 3.24. It follows from Proposition 3.22 that, when X = SpecA and H is a hyperfield, we have
X(H) = Hom(A,H) (as sets).
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3.2 Fine Zariski topology on sets of rational points. Let X be a scheme over a scheme S. Then,
in general, X(S) is not equipped with any topology. In this section, we follow the idea of Lorscheid
and Salgado in [LS16] (or Lorscheid in [Lor15]) to impose fine Zariski topology on sets of rational
points of schemes over hyperfields with arbitrary topology. We will not assume any compatibility
of algebraic structure and topological structure for a hyperfield H , i.e., we do not define or utilize a
notion of ‘topological hyperfields’.
Remark 3.25. We remark that, in [Lor15], Lorscheid implements fine Zariski topology to ordered
blue schemes to recast Berkovich analytification topologically. Also, a similar idea is considered by
J. Giansiracusa and N. Giansiracusa in [GG14] for the same purpose as Lorscheid, but with tropical
schemes.
The recipe is as follows. Let X be a scheme over a field k (or over Z) and H be a hyperfield which is
equipped with topology T . Suppose that a structural map ϕ : k→H is fixed. First, we consider when
X is an affine, i.e., X = SpecA. In this case, X(H) = Homk(SpecH,X) = Homk(A,H) and hence we
consider the following identification:
X(H) = Homk(A,H)⊆ ∏
a∈A
H(a). (3)
We give product topology on ∏a∈AH(a) by using topology T on H and then impose subspace topol-
ogy Tp on X(H). This is called affine topology. We note that the topology Tp is the coarsest topology
on Homk(A,H) such that for each a ∈ A, the evaluation map
eva : Homk(A,H)→ H, f 7→ f (a)
is continuous. In this case, one can easily check that this topology is functorial in both A and H .
Next, consider the case when X is a scheme over a field k (or over Z), with a structural map ϕ : k→H .
Fine Zariski topology TF on X(H) is the finest topology such that any k-morphism fY : Y → X from
an affine k-scheme Y to X induces the following continuous map
fY (H) :Y (H)→ X(H),
where Y (H) is equipped with affine topology.
The following is proven in [LS16] in the classical setting and a similar proof as in [LS16, Theorem
A] proves the following:
Proposition 3.26. With the above notations, if X is an affine scheme and H is a hyperfield equipped
with topology, then affine topology and fine Zariski topology agree on X(H).
Fine Zariski topology is functorial in the following sense.
Proposition 3.27. Let f : Y → X be a morphism of schemes and H be a hyperfield with topology.
Then the induced map, f (H) : Y (H)→ X(H) is continuous, where Y (H) and X(H) are equipped
with fine Zariski topology.
Proof. The same argument as in [LS16, Proposition 2.1] shows the result. 
Proposition 3.28. Let X be a scheme and H be a hyperfield with topology such that H −{0H} is
open. If {Ui} is an affine open covering of X. Then {Ui(H)} is an open covering of X(H).
Proof. The standard argument, as in the proof of [LS16, Theorem B], reduces our proposition to the
case when X is affine, say X = SpecA. We may also assume thatUi is a basic open subset D( fi) of X
for some fi ∈ A. In this case, since affine topology agrees with fine topology, we may further assume
that X(H) andUi(H) are equipped with affine topology. In this case, we have
Ui(H) =D( fi)(H) = {ϕ : A→ H | ϕ( fi) 6= 0H}. (4)
But, since H−{0H} is an open subset of H , (4) is an open condition, i.e.,Ui(H) is an open subset of
X(H). It is also clear that {Ui(H)} is a covering of X(H). This completes the proof. 
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4. Geometry of hyperfields in a view of classical scheme theory
Let X be a scheme over Z and K be the Krasner hyperfield. In [CC11], Connes and Consani showed
that
X = X(K) (as sets). (5)
One can see that the bijection in (5) easily follows from Theorem 3.13. We enrich the bijection (5) to
a homeomorphism in a natural way. To this end, we impose the topology T on K= {0,1} in such a
way that the open sets are /0, {1}, and {0,1}. Then we have the following:
Proposition 4.1. Let X = SpecA be an affine scheme over Z. Then X(K) (equipped with fine Zariski
topology) is homeomorphic to X (equipped with Zariski topology).
Proof. Let ϕ : X → X(K) = Hom(A,K) be the set bijection from Theorem 3.13, i.e.,
ϕ : X → X(K) = Hom(A,K), p 7→ ϕ(p) := ap,
where ap(x) = 0 if and only if x ∈ p. For a ∈ A, let D(a) be the basic open subset of X , i.e., D(a) =
{p ∈ X | a 6∈ p}. Then, we have
ϕ(D(a)) = { f ∈ Hom(A,K) | a /∈ ker( f )}= Hom(A,K)
⋂(
∏
r∈A
Ur
)
,
where Ua = {1} and Ur = K for all r 6= a ∈ A. Clearly ∏r∈AUr is an open subset of ∏r∈AK(r) and
hence Hom(A,K)
⋂
(∏r∈AUr) is an open subset of Hom(A,K).
Conversely, suppose thatU is an open subset of Hom(A,K). We may assume thatU = ∏a∈AUa such
thatUa =K for all but finitely many a1, ...,an, whereUai = {1}. One can easily check that
ϕ−1(U) =
n⋂
i=1
D(ai).
This proves that ϕ is a homeomorphism. 
Indeed, Proposition 4.1 can be generalized to any scheme over Z as follows.
Proposition 4.2. Let X be a scheme over Z. Then X(K), equipped with fine Zariski topology, is
homeomorphic to X.
Proof. Let i : X → X(K) be the set-bijection described in Corollary 3.16 (see also Remark 3.17).
Let’s fix an affine open covering {Ui} of X , where Ui = SpecAi. Consider the restriction ri := i|Ui :
Ui →Ui(K) of i on each Ui. It follows from Proposition 3.28 that each Ui(K) is an open subset of
X(K) and {Ui(K)} is an open covering of X(K). Now, it follows from Proposition 4.1 that each ri is
a homeomorphism and the desired result follows. 
Corollary 4.3. Let F be the functor from the category Schm of schemes to the category Top of topo-
logical spaces sending a scheme X to its underlying topological space |X |. Then F is representable
byK. In particular, by considering the affine case, the functor Spec, from the category of commutative
rings to Top, is representable by K.
Proof. It follows from Proposition 3.27 that any morphism f :Y →X of schemes induces a continuous
map f (K) :Y (K)→ X(K) and hence a homeomorphism of Proposition 4.2 is functorial in X . 
Remark 4.4. Let X = SpecA be an affine scheme. One can rephrase the homeomorphism in Propo-
sition 4.1 as follows: let I be an ideal of A, we let V (I) be the Zariski closed subset of X , and
VK(I) := { f ∈ X(K) | f (x) = 0, ∀x ∈ I}. (6)
Then we have ϕ(V (I)) = VK(I). Indeed, if p ∈ V (I), then I ⊆ p. This implies that for each x ∈ I,
ϕ(p)(x) = ap(x) = 0 and hence ap ∈ VK(I). Conversely, if ap ∈VK(I), then for each x ∈ I, we have
ap(x) = 0. It follows that x ∈ p and hence I ⊆ p and p ∈V (I).
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5. Geometry of hyperfields in a view of Berkovich theory
In this section, we study the Berkovich analytification of an algebraic variety in terms of the tropical
hyperfield T. We also consider a possible connection to tropical geometry and the Berkovich analyti-
fication of affine algebraic group schemes. We note that Berkovich used the multiplicative notation
(with R≥), however, we will use the additive notation to be compatible with the additive notation of
T and this makes no difference.
5.1 Analytification is representable. We generalize and prove the remark that Baker and Bowler
made (for the affine case) in [BB16, Example 5.4]; Berkovich analytification functor is representable
by the tropical hyperfield T in a suitable way. In what follows, we always assume that k is a complete
non-Archimedean valued field and let T be the tropical hyperfield. As we mentioned earlier, we will
use the additive notation and all valuations will be assumed to be complete and non-Archimedean
unless otherwise stated. We also use the terms multiplicative seminorm and semivaluation inter-
changeably.
Let’s first see the affine case. For a normed algebra (A , |− |A ) over a field k with a valuation ν , we
define the following notation:
Homb,k(A ,T) := { f :A →T | ∃C f ∈R such that f (x)≤C f + |x|A for all x∈A and f |k= ν}. (7)
Proposition 5.1. Let (k,ν) be a valued field, A be a normed algebra over k, and ˆA be the completion
of A . Then we have the following bijection of sets:
Homb,k(A ,T) = Homb,k( ˆA ,T).
Proof. Note that f ∈Homb,k(A ,T) is nothing but a bounded multiplicative seminorm on A extend-
ing a valuation on k and it is well known that any bounded multiplicative seminorm uniquely extends
to a bounded multiplicative seminorm on its completion ˆA . 
For a normed ring A, we let Homb(A,T) be the set of bounded homomorphisms from A to T as in (7).
Recall that a semivaluation on a commutative ring A assumes the same axioms as a valuation except
that a semivaluation allows a nontrivial kernel (this is a multiplicative seminorm in the terminology
of Berkovich in [Ber12]).
Lemma 5.2. Let (Γ,+) be a totally ordered abelian group and Γhyp be the associated hyperfield (as
in Example 2.6). Let A be a commutative ring. Then a semivaluation on A, with the value group Γ, is
equivalent to a hyperring homomorphism from A to Γhyp. In particular, a real semivaluation on A is
the same thing as a hyperring homomorphism from A to T.
Proof. The definition of a homomorphism from a commutative ring A to Γhyp is precisely the defini-
tion of a semivaluation with the value group Γ. 
Remark 5.3. Let A be a commutative Banach ring and M (A) be the Berkovich spectrum of A. Then
we have the following canonical map:
ker : M (A)−→ SpecA, |− |x 7→ ker(|− |x). (8)
SinceK is the final object in the category of hyperfields, we have a unique homomorphism pi :T→K.
Then, in terms of hyperfields, (8) can be written as follows:
ker : Homb(A,T)−→ Hom(A,K), f 7→ pi ◦ f . (9)
For each p ∈ SpecA, one can associate an element |− |p of M (A) which is induced by a trivial norm
on A/p. Now, we have a section of the map ker in (9) as follows:
s : SpecA−→M (A), p 7→ |− |p. (10)
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Notice that T is a hyperfield extension ofK, i.e., there exists a homomorphism i :K→T of hyperrings
which is also an injection. Therefore, we have an inclusion i :K→ T. Then the section s in (10) can
be written as follows:
s : Hom(A,K)−→ Hom(A,T), f 7→ i◦ f . (11)
Next, we prove that the Berkovich analytification Xan of a scheme X of finite type over k is homeo-
morphic to X(T) equipped with fine Zariski topology.
Lemma 5.4. Let A be a commutative ring and T be the tropical hyperfield. Then giving a hyperring
morphism from A to T is equivalent to giving a prime ideal p of A and a real valuation on the residue
field k(p) at p.
Proof. Let ϕ : A→ T be a homomorphism of hyperrings. One can easily see that p := ker(ϕ) is
a prime ideal of A. Furthermore, ϕ factors through A/p and induces a hyperring homomorphism
ϕ¯ : A/p→ T. This, in turn, induces a hyperring homomorphism Frac(A/p) = k(p)→ T which is a
real valuation on k(p) by Lemma 5.2.
Conversely, suppose that we have a prime ideal q and a hyperring homomorphism f : Frac(A/q)→T.
One can easily check that this can be lifted to define a hyperring homomorphism fˆ : A→ T such that
ker( fˆ ) = q. 
Let k be a valued field. From Lemma 5.2, this is equivalent to a field k with a fixed a hyperring
homomorphism ν : k→ T such that ker(ν) = {0}.
Lemma 5.5. Let k be a field with a valuation ν : k→ T. Let A be a commutative k-algebra. Then a
semivaluation on A which extends ν is the same thing as a hyperring homomorphism f : A→ T such
that f |k = ν .
Proof. This is straightforward. 
Let k be a valued field with a valuation ν : k→ T and A be a commutative k-algebra. We define the
following set:
Homk(A,T) := { f ∈ Hom(A,T) | f |k = ν}.
Then we have the following.
Proposition 5.6. Let X = SpecA be an affine scheme of finite type over a field k with a valuation ν .
Then we have the following bijection of sets:
Xan = X(T). (12)
Furthermore, the bijection (12) is a homeomorphism when X(T) is equipped with fine Zariski topol-
ogy.
Proof. By definition, Xan is the set of multiplicative seminorms (or semivaluations in our terminol-
ogy) on A which extends ν . Therefore, we have Xan = Homk(A,T) (as sets) from Lemma 5.5. But,
it follows from Proposition 3.22 that Homk(A,T) = Homk(SpecT,X) = X(T), where ν : k→ T is a
fixed structural morphism. All it remains to show is that such a set bijection is a homeomorphism.
But, this directly follows from Proposition 3.26 and the definition of topology on Xan. 
Remark 5.7. One may wonder whether the classical result (the category of commutative rings is
antiequivalent to the category of affine schemes) can be extended to the hyperring case, or not. As we
mentioned earlier this is not true; however, in [Jun15a, Proposition 4.31], the author proved that the
category of integral affine hyperring schemes is antiequivalent to the category of hyperdomains.
Let X be a scheme of finite type over a complete non-Archimedean valued field (k,ν). Recall that the
points of Berkovich analytification Xan are in one-to-one correspondence with the set of equivalence
classes of morphisms SpecL→ X for all valued extensions L of k such that two morphisms SpecL→
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X and SpecL′ → X are equivalent if and only if there exists a valued extension L′′ for both L and L′
and a morphism SpecL′′→ X such that the following diagram commutes:
SpecL SpecL′′ SpecL′
X
The set of points of Xan is also in one-to-one correspondence with the set of triples (x,k(x),µ), where
x is a point in X , k(x) is the residue field at x, and µ is a valuation on k(x) which extends ν . With
these interpretations, we have the following:
Proposition 5.8. Let X be a scheme of finite type over a complete non-Archimedean valued field
(k,ν). Then there is a bijection (of sets) as follows:
Xan = X(T). (13)
Proof. It follows from Corollary 3.18 that there is a one-to-one correspondence between the points of
X(T) = Homk(SpecT,X) and triples (x,k(x), ν˜ ), where x ∈ X , k(x) is the residue field at x, and ν˜ is
a homomorphism from k(x) to T extending ν : k→ T. This is, in turn, in one-to-one correspondence
with the points of Xan as we explained above. 
Corollary 5.9. Let X be a scheme of finite type over a field k with a complete non-Archimedean
valuation ν : k→ T. Then the analytification Xan is homeomorphic to X(T) which is equipped with
fine Zariski topology.
Proof. We claim that the set-bijection in Proposition 5.8 is a homeomorphism. Let i be the set-
bijection in Proposition 5.8. Since R = T−{−∞} is an open subset of T, we can apply Proposition
3.28 in this case and hence our proposition is reduced to the affine case. The result now follows from
Proposition 5.6. 
Corollary 5.10. Let k be a complete non-Archimedean valued field. Let A be the functor from
the category of schemes of finite type over k to the category of topological spaces sending X to the
underlying topological space |Xan | of the Berkovich analytificaiton Xan. Then A is representable by
T.
Proof. This is clear since, with the identification of (13), taking T-rational points is functorial on X .
In other words, if X and Y are schemes of finite type over k and f : X →Y is a morphism of schemes,
then this induces f (T) : X(T) = Xan → Y (T) = Y an sending p : SpecT→ X to f ◦ p : SpecT→ Y .
Furthermore, Proposition 3.27 shows that f (T) is continuous. 
Remark 5.11. ‘Zariski topology’ for a Berkovich spectrum has been considered by T. Forster and
D. Ranganathan in [FR15, Example 2.1.2.]. To be precise, one may consider Zariski topology on
M (A) as follows; any closed subset of M (A) is of the form:
V (I) := {x ∈M (A) | f (x) = 0, ∀ f ∈ I}, (14)
where I is an ideal of A. Now suppose that A is a commutative ring (i.e., a Banach ring with a trivial
norm) and X = SpecA. Consider our identification Xan = Hom(A,T). In terms of T, we have the
following:
V (I) := {ϕ ∈ Hom(A,T) | −∞ = ϕ(x), ∀x ∈ I}. (15)
This implies that ‘Zariski topology’ on X(T) reduced to the classical Zariski topology on X (see,
Remark 4.4).
Remark 5.12. Next, let’s see how tropicalizations can be understood in our framework by using the
tropical hyperfield T.
Let A be a k-algebra with k a field with a valuation ν : k→T. Then, there exists a natural set bijection:
Homk(A/I,T) = { f ∈ Homk(A,T) | I ⊆ ker( f )}. (16)
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Indeed, let ϕ : A/I→ T be an element of Homk(A/I,T). Then, with a projection map pi : A→ A/I, ϕ
induces an element ϕ˜ = ϕ ◦pi of Homk(A,T) such that I ⊆ ker(ϕ ◦pi).
If ϕ1,ϕ2 ∈ Homk(A/I,T), one can easily see that ϕ˜1 = ϕ˜2 if and only if ϕ1 = ϕ2. Furthermore, any
f ∈Homk(A,T) such that I ⊆ ker( f ), induces an element fˆ of Homk(A/I,T) such that fˆ ([a]) = f (a),
where [a] is the equivalence class of a ∈ A in A/I. This gives the desired set-bijection (16).
Now, let X be an algebraic variety over k, together with a closed embedding ι : X →֒Gnk . Let I be the
ideal in A := k[x±1 , ...,x
±
n ] defining X with respect to an embedding ι . Let X(k) =V (I) ⊆ (k×)n and
suppose that a valuation ν is surjective. Then, we have the following canonical map:
ev : Homν(A/I,T)−→ Tropι(X), ϕ 7→ (ϕ(x1), ...,ϕ(xn)).
This is precisely the map defined by S. Payne in [Pay09] to show that the Berkovich analytification is
homeomorphic to the limit of all tropicalizations.
Remark 5.13. Let (Γ,+) be a totally ordered abelian group, Γhyp be the associated hyperfield, and
A be a commutative ring. A homomorphism f : A→ Γhyp is the same thing as a prime ideal p ∈
SpecA and a homomorphism f˜ : A/p→ Γhyp. The later data determines the Hahn analytification of
X = SpecA as in [FR15], provided that Γhyp is equipped with proper topology. This hints at that
the analytification with a higher rank valuation case can be treated in the same way as Berkovich
analytification, however, we do not pursue this case in this paper.
5.2 Hyperstructures of analytic groups. In this section, we interpret several basic definitions and
results in [Ber12, §5] in terms of hyperstructures. To this end, we will mostly focus on the affine case.
In what follows, we let k be a complete non-Archimedean valued field.
5.2.1 Hyperstructure of Gan. Let G be a group scheme of finite type over k. The analytification Gan
of G is a group object in the category of k-analytic spaces (see, [Ber12, §5]).
Let pi be the projections of G
an×kGan to the i th factor for i= 1,2 and m : Gan×kGan → Gan be the
multiplication of Gan. In general, the underlying space |Gan | of Gan is not a group itself, however,
Berkovich introduces a ‘group-like’ operation on |Gan | as follows:
Definition 5.14. ( [Ber12, §5]) Let G be a group scheme of finite type over a field k and Gan be the
analytification of G. One imposes a hyperoperation ⊙ on |Gan | as follows: for g,h ∈ |Gan |,
g⊙h := { f ∈ Gan | ∃w ∈ Gan×kGan such that p1(w) = g, p2(w) = h, and m(w) = f}.
Since Gan is a group object, we have the inversion i : Gan→Gan. For each g∈Gan, we let g−1 := i(g).
Then we have the following.
Lemma 5.15. Let (Gan,⊙) be as above. If x ∈ y⊙ z, then x−1 ∈ z−1⊙ y−1.
Proof. If x ∈ y⊙ z, then there exists w ∈ Gan×kGan such that p1(w) = y, p2(w) = z, and m(w) = x.
Let i : Gan → Gan be the inversion and σ : Gan×kGan → Gan×kGan be the switch morphism. Let
w′ := (i×k i) ◦σ(w). Then clearly one can see that p1(w′) = z−1, p2(w′) = y−1, and m(w′) = x−1
since i◦m= m◦ (i×k i)◦σ . 
In [Ber12], Berkovich actually proves the following proposition in our terminology.
Proposition 5.16. Let G be a group scheme of finite type over k. Then (|Gan |,⊙) is a hypergroup.
Proof. It is proven in [Ber12, Proposition 5.1.1] that ⊙ is associative and there exists e ∈ Gan such
that e⊙ x = x⊙ e = x. Furthermore, it is also proven in [Ber12] that if y ∈ g⊙ x then x ∈ g−1⊙ y
(reversible condition). Therefore, we only have to show the following:
(1) e is the unique identity.
(2) For each f ∈ Gan, f−1 is the unique inverse.
(3) If x ∈ y⊙ z then y ∈ x⊙ z−1.
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One can clearly see that e is the unique identity element since if we have e′ ∈Gan such that e′⊙ x= x
for all x ∈ Gan, then we should have e = e′⊙ e = e′. The uniqueness of inverses follows from the
reversible condition: if e ∈ g⊙ h, then h ∈ g−1⊙ e = g−1. This implies that h = g−1. Finally, if
x ∈ y⊙ z, then it follows from Lemma 5.15 that x−1 ∈ z−1⊙y−1. From [Ber12, Proposition 5.1.1], we
have y−1 ∈ z⊙ x−1 and we derive y ∈ x⊙ z−1 by applying Lemma 5.15 again. 
Proposition 5.17. Let G be a group scheme of finite type over k and H be a closed analytic subgroup
of Gan. Then, for any x,y ∈ H, x⊙ y⊆ H. In particular, with the induced hyperoperation, (H,⊙) is a
sub-hypergroup of (Gan,⊙).
Proof. This is clear from the definition. 
Let G be a group scheme of finite type over k. Then we have the following canonical inclusions (of
sets):
G(k)
i−֒→ G j−֒→ Gan . (17)
Berkovich’s hyperoperation generalizes the classical group structure in the following sense.
Proposition 5.18. Let G be a group scheme of finite type over k and let Gan be the analytification of
G. Let i : G(k) −֒→ G and j : G −֒→ Gan be the inclusions as in (17). Then for any a,b ∈ G(k), we have
j(i(a∗b)) ∈ j(i(a))⊙ j(i(b)),
where ∗ is the group operation of G(k).
Proof. This is clear as a∗b ∈ m(p−1(a,b)) for all a,b ∈G(k), where p= (p1, p2). 
5.2.2 Berkovich’s hyperstructure versus Connes and Consani’s hyperstructure. Let G = SpecA be
an affine group scheme of finite type over k. In this case, we may use the identification |Gan | =
Homk(A,T) to provide an algebraic definition of Berkovich’s hyperoperation which is defined quite
geometrically. We will also compare Berkovich’s hyperoperation with the hyperoperation introduced
by Connes and Consani in [CC10].
Let’s first recall Connes and Consani’s hyperstructure.
Definition 5.19. Let A be a Hopf algebra over a field k and ∆ be the coproduct of A. By identifying,
X = SpecA=Homk(A,K), one imposes the following hyperoperation  on X : for f ,g∈Hom(A,K),
f g := {h ∈Hom(A,K) | h(a) ∈∑ f (a(1))g(a(2)) for all ∆(a) = ∑a(1)⊗a(2)}. (18)
Remark 5.20. The hyperoperation (18) makes sense for any hyperfield H and Homk(A,H). We will
consider later in this section the case when H = T.
In [CC10], Connes and Consani compute the hyperoperation as in Definition 5.19 explicitly for an
affine line and an algebraic torus. To be more precise, Connes and Consani prove the following:
Theorem 5.21. ( [CC10]) Let X = Speck[T ] be the affine line over k = Q and δ be the generic
point of X . Let H := X −{δ}. Then (H,), where the hyperoperation  as in Definition 5.19, is a
hypergroup. More precisely, we have the following isomorphism of hypergroups:
H ≃ k/Autk(k),
where k is considered as an additive group. One has a similar result for an algebraic torus X =
Speck[T, 1
T
] with k
×
as a multiplicative group and k = Fp, the field with p elements.
Inspired by Theorem 5.21, in [Jun16], the author proves the following theorem.
Theorem 5.22. Let X = SpecA be an affine group scheme of finite type over a field k. The hyperop-
eration  on X =Homk(A,K) always satisfies the following properties:
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(1) ∃! e ∈ X such that ea= a e for all a ∈ X .
(2) For each a ∈ X , there exists a canonical element a−1 ∈ X (not necessarily unique) such that
e ∈ (aa−1)⋂(a−1 a).
(3) For a,b,c ∈ X , we have ((ab) c)⋂(a (b c)) 6= /0.
(4) For a,b,c ∈ X , a ∈ b c if and only if a−1 ∈ c−1 b−1.
Remark 5.23. The initial motivation of the current paper was to complete Theorem 5.22 (the trivial
valuation case) by appealing to the results which Berkovich proved in [Ber12].
Now, we consider the identification |Gan |=Homk(A,T), whereG= SpecA is an affine group scheme
of finite type over k. In other words, A is a finitely generated Hopf algebra over k. In the remaining
part of the subsection, we describe Berkovich’s hyperoperation by means of the Hopf algebra structure
of A. To this end, we first recall the following fact:
Let X = SpecA and Y = SpecB be affine schemes of finite type over k. Then the product Xan×kY an
exists in the category of k-analytic spaces and in fact one has
Xan×kY an = (SpecA⊗ˆkB)an, (19)
where A⊗ˆkB is the complete tensor product of A and B over k (see, [Ber12, §1] or [Bos14, Appendix
B] for the definition of complete tensor products). Since taking a fibered product commutes with the
analytification, one may also write (19) as follows:
Xan×kY an = (SpecA⊗ˆkB)an = (SpecA⊗kB)an. (20)
Remark 5.24. In the affine case, the fact that taking a fibered product commutes with the analytifi-
cation directly follows from Proposition 5.1.
Let j1 : A→ A⊗kA be a homomorphism generated by sending a to a⊗1 and j2 : A→ A⊗kA be a ho-
momorphism generated by sending a to 1⊗a. It follows that the projection maps pi : |Gan×kGan | →
|Gan | for i= 1,2 can be rewritten as follows:
pi : Homk(A⊗k A,T)→ Homk(A,T), ν 7→ ν ◦ ji, for i= 1,2. (21)
Let ∆ : A→ A⊗k A be the coproduct of A. Then the induced multiplication m : |Gan×kGan | → Gan
can be rephrased as follows:
m : Homk(A⊗k A,T)→ Homk(A,T), ν → ν ◦∆, (22)
We define a hyperoperation ⋆ on Gan = Homk(A,T) as follows.
Definition 5.25. Let A be a finitely generated Hopf algebra over k. For g,h ∈Homk(A,T), we define
the following set:
g⋆h := { f ∈Homk(A,T) | ∃β f ∈Homk(A⊗kA,T) such that β f ◦ j1 = g ,β f ◦ j2 = h, and f = β f ◦∆}.
Proposition 5.26. Let G = SpecA be an affine group scheme of finite type over k and Gan be the
analytification of G. Then, under identification of Gan = Homk(A,T), the hyperoperation defined by
Berkovich agrees with the hyperoperation in Definition 5.25.
Proof. This is clear. 
Definition 5.27. Let G = SpecA be an affine group scheme of finite type over k and ∗ be the hyper-
operation on Gan = Homk(A,T) defined in Definition 5.19 by Connes and Consani.
One may consider the hyperoperation of Berkovich as a refinement of Connes and Consani’s hyper-
operation in the following sense:
Proposition 5.28. With the notations in Definition 5.27, we have the following inclusion: for any
g,h ∈ Gan,
(g⋆h) ⊆ (g∗h)
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Proof. Let f ∈ g⋆h. Then there exists β f ∈ Homk(A⊗k A,T) such that β f ◦ j1 = g, β f ◦ j2 = h, and
f = β f ◦∆. Let a ∈ A and ∆(a) = ∑a(1)⊗ a(2). We have to show that f (a) ∈ ∑g(a(1))h(a(2)). But,
since f = β f ◦∆, we have
f (a) ∈∑β f (a(1)⊗a(2)). (23)
But, we have g(a(1)) = β f ( j1(a(1))) = β f (a(1)⊗1) and h(a(2)) = β f ( j2(a(2))) = β f (1⊗a(2)). Since
a(1)⊗a(2) = (a(1)⊗1)(1⊗a(2)), (23) becomes the following:
f (a) ∈∑β f (a(1)⊗a(2)) = ∑g(a(1))h(a(2)). (24)
This proves the desired result. 
Recall that, since K is the final object in the category of hyperfields, we have a canonical projection
pi : T→K and the following reduction map:
pi : Homk(A,T)−→ Homk(A,K), ϕ 7→ pi ◦ϕ . (25)
Proposition 5.29. Let G= SpecA be an affine group scheme of finite type over k. Let ∗ be the Connes
and Consani’s hyperoperation on Gan and ⋆ be the Berkovich’s hyperoperation on Gan, translated in
terms of Hopf algebras as in Proposition 5.26. Let pi : Gan → G be the reduction map in (25). Then
we have the following inclusion: for f ,g ∈ Homk(A,T),
pi( f ⋆g)⊆ pi( f )∗pi(g).
Proof. Let h ∈ f ⋆g. We have to show that for any a ∈ A, ∆(a) = ∑a(1)⊗a(2),
pi ◦ f (a) ∈∑(pi ◦g(a(1)))(pi ◦h(a(2))) = ∑pi(g(a(1))(h(a(2))) (26)
However, it follows from Proposition 5.28 that f (a) ∈ ∑g(a(1))h(a(2)) and hence
pi ◦ f (a) ∈ pi(∑g(a(1))h(a(2)))⊆∑pi(g(a(1))(h(a(2))).

5.2.3 Example: Affine line with a trivially valued ground field. We explicitly compute the case for
an affine line, provided that the ground field k=Q is trivially valued. Note that the computation here
is not new; Berkovich already computed this case in [Ber12, Example 5.1.4.], however, we will use
the Hopf algebra structure to recompute this example.
Let G = k[T ] and i : G(k) →֒ Gan. Then we can identify G(k) = k. We can further identify each
q ∈ G(k) as a homomorphism fq : k[T ]→ k → T sending a+ bT to a+ bq and then to ν(a+ bq),
where ν is the trivial valuation on k. Let (Gan,⊙) be the hypergroup which we defined in the previous
section (with ⊙ defined by Berkovich). The following is well known (monomial valuations).
Lemma 5.30. Let k be a field and a,b ∈ R. Then the following map,
β : k[X ,Y ]→ T, β (∑
i, j
ai jX
iY j) =
{
maxi, j{ia+ jb | ai j 6= 0} if ∑i, j ai jX iY j 6= 0
−∞ if ∑i, j ai jX iY j = 0, (27)
is an element of Homk(k[X ,Y ],T).
Remark 5.31. One can observe that if a< b< 0, then β (X+Y )= b. Also if a= b, then β (X+Y )= a.
Lemma 5.32. Let c≤ a ∈R. Then there exists ν ∈Homk(k[X ,Y ],T) such that ν(X) = ν(Y ) = a and
ν(X +Y ) = c.
Proof. Let f : k[X ′,Y ′]→ k[X ,Y ] be the isomorphism such that f (X ′) = X and f (Y ′) = Y +X . It
follows from Lemma 5.30 that we have a semivaluation β on k[X ′,Y ′] such that β (X ′)= a and β (Y ′)=
c. Then we have β (Y ′+X ′) = max{a,c} = a. Let g := f−1. Then this defines a homomorphism
ν := β ◦ g : k[X ,Y ]→ T. In particular, we obtain ν(X) = β (X ′) = a, ν(Y ) = β (Y ′−X ′) = a, and
ν(X +Y ) = β (Y ′) = c as desired. 
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Lemma 5.33. There are exactly three cases of homomorphisms ϕ : k[T ]→T which extends the trivial
valuation ν : k→ T as follows:
(1) ϕ( f (T )) = 0 ∀ f (T ) 6= 0.
(2) ϕ(T)> 0 and ϕ( f (T )) = deg( f ) ·ϕ(T).
(3) ϕ(T)≤ 0 and there exists an irreducible polynomial f (T ) ∈ k[T ] such that ϕ( f (T ))< 0,
where 0= 1T.
Proof. This is an elementary result, for instance, see [Pay15, §3.1]. 
Remark 5.34. The first case of Lemma 5.33 is the trivial valuation. In the second case, ϕ is uniquely
determined by the value ϕ(T ) ∈ (0,∞); ϕ( f ) = deg( f )ϕ(T ). In particular, if ϕ1 and ϕ2 belong to the
second case, then there exists q ∈ (0,∞) such that ϕ1 = qϕ2.
Let δ be the trivial valuation. One can visualize the Berkovich analytification of an affine line in the
following way depending on the above cases:
δ
b
ϕ(b+T)< 0
. . . . . . a
ϕ(a+T)< 0
FIGURE 1. The Berkovich analytification (A1k)
an with respect to the trivial valuation on k.
Let ϕ : k[T ]→ T be a homomorphism as in the third case of Lemma 5.33. Let pϕ := { f ∈ k[T ] |
ϕ( f ) < 0}. Then one can easily show that pϕ ∈ Spec(k[T ]). Since k is algebraically closed, we can
find a unique linear polynomial (upto a product of constants) gb := b+T which generates pϕ for some
b ∈ k. In particular, if ϕ1, ϕ2 ∈Homk(k[T ],T) belong to the third case such that pϕ1 = pϕ2 , then there
exists q ∈ (0,∞) such that ϕ1 = qϕ2. Furthermore let ϕb belong to the third case and pϕb =< gb >,
where gb := b+T . Then ϕb is uniquely determined by ϕb(gb). In fact, we have the following.
Lemma 5.35. Let ϕ : k[T ]→ T be a homomorphism such that ϕ(T ) ≤ 0 and pϕ =< gb >, where
gb := b+T . Then for any f ∈ k[T ], ϕ( f ) = rbϕ(gb), where rb is the maximum natural number such
that g
rb
b divides f .
Proof. We let ⊕ be the hyperaddition of T. Let f ∈ k[T ] such that gb does not divide f . Since k is
algebraically closed, f = l1 · · · ln for some linear polynomials li which is not a constant multiple of gb.
Let li = c+T . As li 6∈ pϕ , we have ϕ(li) ≥ 0. However, ϕ(li) = ϕ(c+T) ∈ ϕ(c)⊕ϕ(T). If c = 0,
then we have ϕ(li) = ϕ(T )≤ 0 and hence ϕ(li) = 0. If c 6= 0, then ϕ(li) ∈ ϕ(c)⊕ϕ(T) = 0⊕ϕ(T).
But, this still implies that ϕ(li)≤ 0 and hence ϕ(li) = 0. This proves the lemma and furthermore this
implies that ϕ(gb) uniquely determines ϕ . 
We explicitly compute the case g0 = T , where 0= 1T.
Lemma 5.36. Let x,y∈ (−∞,0). Let fx, fy be points of Gan such that p fx = p fy =< g0 > and fx(g0) =
x, fy(g0) = y. If h ∈ fx⊙ fy, where ⊙ is the Berkovich’s hyperoperation, then ph =< g0 > and
fx⊙ fy =
{
fmax{x,y} if x 6= y
{ ft | t ∈ [−∞,x]} if x= y, (28)
where [−∞,x] := {t ∈ T | t ≤ x}.
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Proof. We let ⊕ be the hyperaddition of T. We first show that if h ∈ fx⊙ fy then ph =< g0 >. In fact,
there exists βh ∈ Homk(A⊗kA,T) such that
βh ◦ j1 = fx, βh ◦ j2 = fy, and h= βh ◦∆. (29)
It follows from (29) that
βh ◦ j1(g0) = x, βh ◦ j2(g0) = y, and h(g0) = βh ◦∆(g0).
Hence we have:
h(T ) = βh ◦∆(T ) = βh(T ⊗1+1⊗T)⊆ βh(T ⊗1)⊕βh(1⊗T ) = x⊕ y.
Since x,y< 0, this implies that h(T ) = h(g0)< 0 and this forces ph to be generated by g0. This proves
that if h ∈ fx⊙ fy then h(g0) ∈ x⊕ y and ph =< g0 >.
Conversely, we have to show that if z∈ x⊕y and h∈Homk(A,T) such that h(g0) = z, then h∈ fx⊙ fy,
i.e., we have to find βh : A⊗k A→ T which satisfies the condition (29). This is equivalent to find a
homomorphism β : k[X ,Y ]→ T such that β (X) = x, β (Y ) = y, and β (X +Y ) = z≤max{x,y}. But,
this has been proven in Lemma 5.32. 
The following proposition shows that (Gan,⊙) contains a hypergroup which is isomorphic to a certain
sub-hypergroup of (T,⊕). We define the following subset of T:
T<0 := {a ∈ T | a< 0}.
One can easily see that T<0 is a sub-hypergroup of T, i.e., T<0 itself is a hypergroup with the induced
hyperoperation.
Proposition 5.37. Consider the following set:
H := {h ∈ Gan | h(T )< 0}.
Then (H,⊙) is a hypergroup which is isomorphic to T<0.
Proof. Define an isomorphism, ϕ : H → T<0 sending f to f (T ). The result follows from Lemma
5.36. 
Remark 5.38. Although we assume that k is algebraically closed, we may use [Ber12, Lemma 5.1.2.]
to compute the non-algebraically closed field case.
Remark 5.39. Let δ be the trivial valuation and consider the following subset of Gan:
B := {h ∈ Gan | h(T ) 6= 0}−{δ}.
We may consider a new hyperoperation ⋄ on B as follows:
f ⋄g=


f ⊙g if f (T ) 6= g(T )
f ⊙g if f (T ) = g(T )< 0
( f ⊙g)⋂B if f (T ) = g(T )> 0,
Then one can easily see that (B,⋄) is isomorphic to the hypergroup (T−{0},⊕). To be precise, the
isomorphism ϕ is given by ϕ( f ) = f (T ). It seems that the computation involving the trivial valuation
δ is rather subtle as Connes and Consani already observed in [CC10, §7, §8].
6. Geometry of hyperfields in a view of real algebraic geometry
In this section, we prove that the functor Specr (a real algebraic analogue of the functor Spec) is
representable by the hyperfield S of signs. We first recall the definitions for real spectra and real
schemes.
Definition 6.1. Let A be a commutative ring. By an ordering on A, we mean a subset P of A such that
(1) P+P⊆ P and P ·P⊆ P.
(2) a2 ∈ P ∀a ∈ A and −1 6∈ P.
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(3) P∪ (−P) = A, where −P := {−a | a ∈ P}.
(4) P∩ (−P) ∈ SpecA (the support of P).
Lemma 6.2. Let A be a commutative ring. There is a one-to-one correspondence between orderings
on A and elements of Hom(A,S).
Proof. Let P be an ordering on A. Define a function ϕP : A→ S as follows:
ϕP(a) =


1 if a ∈ P∩ (−P)c,
0 if a ∈ P∩ (−P),
−1 if a ∈ (−P)∩Pc.
(30)
One can easily see that ϕP ∈Hom(A,S).
Conversely, for any ϕ ∈ Hom(A,S), let P := ϕ−1({0,1}). Then P is an ordering. Indeed, we obvi-
ously have P+P ⊆ P and P ·P ⊆ P. For any a ∈ A, we have ϕ(a2) = (ϕ(a))2 ∈ {0,1} and hence
a2 ∈ P. Furthermore, we have
ϕ(0) = ϕ(1+(−1)) = 0 ∈ ϕ(1)+ϕ(−1) = 1+ϕ(−1).
This implies that ϕ(−1) = −1 and hence −1 6∈ P. The condition that P∪ (−P) = A is clear. Finally
P∩ (−P) = ker(ϕ) and hence P∩ (−P) ∈ SpecA. Clearly, these two constructions are inverses to
each other. This shows the desired one-to-one correspondence. 
Recall that a formally real field is a field F equipped with an ordering. In other words, from Lemma
6.2, a field F is formally real if and only if the set Hom(F,S) is nonempty.
Lemma 6.3. Let A be a commutative algebra over a formally real field F. We fix an ordering PF
of F, i.e., we fix a homomorphism ϕPF : F → S. Then there is a one-to-one correspondence between
orderings on A which contains PF and elements of HomF(A,S).
Proof. The proof is essentially same as the proof of Lemma 6.2. 
Now, we are ready to introduce a real spectrum. First, we define a real spectrum as a topological
space and then review a Nash structure sheaf which makes a real spectrum as a locally ringed space.
For the details, we refer the readers to [CRS01] or [Fuj03].
Definition 6.4. Let A be a commutative ring. The real spectrum SpecrA of A is the set of orderings
on A with topology, called the spectral topology, given by the basis of open subsets of the form
{U( f )} f∈A, where
U( f ) := {P ∈ SpecrA | f 6∈ −P}.
Remark 6.5. It follows from Definition 6.4 that, for f ∈ A,
U(− f ) := {P ∈ SpecrA | − f 6∈ −P}= {P ∈ SpecrA | f 6∈ P}.
Next, we introduce a structure sheaf on X = SpecrA. For details, we refer the readers to [CRS01].
Let A be a commutative ring and B be an e´tale A-algebra. Then a map f : A→ B induces a local
homeomorphism f ∗ : SpecrB→ SpecrA (see, [Sch06, Proposition 1.8]).
One first defines a presheaf A on X = SpecrA as follows: for an open subset U of X , we let A (U)
be the set of equivalence classes of triples (B,s,b), where B is an e´tale A-algebra, s :U → SpecrB is
a continuous section of the local homeomorphism SpecrB→ SpecrA, and b ∈ B. Two triples (B,s,b)
and (C, t,c) are equivalent if and only if there exists a triple (D,u,d) and A-algebra homomorphisms
f : B→ D, g :C→ D such that f (b) = d = g(c) and the following diagram commutes:
SpecrB U SpecrC
SpecrD
u
s t
f ∗ g∗
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The structure sheaf OX of X = SpecrA is the sheafification of A . Then (X ,OX) is a locally ringed
space and a real scheme is a locally ringed space which is locally isomorphic to a real spectrum.
Remark 6.6. In some special case, the structure sheaf OX of a real spectrum X = SpecrA can be
defined as in the case of schemes by means of real strict localizations. See, [Fuj03] for details.
Different from the case of schemes, in general, it is not true that the functors Specr and Γ are inverses
to each other. One only has the ‘idempotency property’.
Proposition 6.7. [CRS01, Theorem 23] Let A be a commutative ring. Then
Γ(Specr Γ(SpecrA))≃ Γ(SpecrA).
In other words, (Γ◦Specr) is an idempotent endofunctor on the category of commutative rings.
Remark 6.8. We note that blue schemes, introduced by Lorscheid in [Lor12], satisfy a similar
idempotency property as in Proposition 6.7. Therefore, one may employ the idea of globalizations
in [Lor12] in this setting. But, we do not pursue this perspective in the current paper.
The following is well known.
Lemma 6.9. Let A be a commutative ring, Xr = SpecrA, and X = SpecA. Let red : Xr → X be a
function sending any ordering P to P∩ (−P). Then red is a well-defined continuous map.
Let k be a complete non-Archimedean valued field, A be a finitely generated k-algebra, and X =
SpecA. Recall that the Berkovich analytification Xan of X has the following decomposition:
Xan =
⊔
p∈X
νR(p),
where νR(p) is the set of valuations on the residue field k(p) at p extending that of k. Lemma 6.9
provides a similar description for SpecrA as follows:
SpecrA=
⊔
p∈X
νS(p),
where νS(p) is the space of orderings of k(p) as in [Mar06] (see, Remark 6.18).
Proposition 6.10. The functor Specr is representable by S.
Proof. It follows from Lemma 6.2 that Specr(A) = Hom(A,S) (as sets) and this is clearly functorial.

Now, we impose topology on S by letting T := { /0,{−1},{1},{1,−1},S} be the set of open subsets.
Lemma 6.11. Let X = SpecA be an affine scheme over Z and Xr = SpecrA. Then Xr is homeomorphic
to X(S), equipped with fine Zariski topology.
Proof. Let X = SpecA. Then, we have a set-bijection, Xr = Hom(A,S) = X(S). One can easily see
that, with the topology T , fine topology on X(S) is exactly the spectral topology of Xr under the
bijection of Lemma 6.2. The result now simply follows from Proposition 3.26. 
Let X be a scheme over Z. Then one can canonically associate a real scheme Xr to X . Indeed, one may
chose any affine open covering {Ui = SpecAi} of X and associate (Ui)r = SpecrAi to each i, and then
glue {(Ui)r} to obtain Xr (see, [Sch06]). As in the case of schemes and the Berkovich analytification,
the underlying set of Xr also has a nice description as a functor of points in the following sense:
Recall that a real closed field is a field k which is not algebraically closed, but the field extension
k(
√−1) is algebraically closed. Now, the underlying set of Xr is the set of equivalence classes of
rational points of X over all real closed fields. Two rational points f : Speck→ X and g : Speck′→ X
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are equivalent if and only if there exists a real closed field extension k′′ of k and k′, together with a
morphism h : Speck′′→ X , such that the following diagram commutes (see, [Sch06, §0.4]):
Speck Speck′′ Speck′
X
f
h
g
Lemma 6.12. Let X be a scheme over Z and Xr be the real scheme associated to X. Then there exists
a one-to-one correspondence between the points of Xr and the set of couples (x,Pk(x)), where x ∈ X,
and Pk(x) is an ordering on the residue field k(x).
Proof. We may assume that X is affine. Let X = SpecA. Then we have Xr = SpecrA = Hom(A,S).
Now, for each f ∈ Hom(A,S), we have a prime ideal p = ker( f ) and this induces a homomorphism
f˜ : Frac(A/ker( f ))→S and this is just an ordering on the residue field k(p). Conversely, for any prime
ideal p and an ordering Pk(p) on the residue field k(p) at p, we have a homomorphism pi : A→ k(p)
and f : k(p)→ S. By composing these two, we obtain a homomorphism f ◦pi : A→ S. Clearly, these
two constructions are inverses to each other. 
Proposition 6.13. Let X be a scheme over Z and Xr be the associated real scheme. Then Xr and X(S)
are homeomorphic.
Proof. Let i : Xr → X(S) be the set-bijection as in Lemma 6.12. From the definition of Xr, we can
chose an affine open covering {U j} of X , whereU j = SpecA j, such that Xr can be covered by {Vj =
SpecrA j}. Consider the resection iV j of i to Vj. In this case, we have iV j : Vj → X(S) and, in fact, the
image of iVi is Ui(S). Since S−{0} is an open subset of S, from Proposition 3.28, we may assume
that X is affine and the result follows from Lemma 6.11. 
Corollary 6.14. Let R be the functor from the category of schemes to the category of topological
spaces sending a scheme X to the underlying topological space |Xr| of the associated real scheme Xr.
Then R is representable by S.
Proof. This directly follows from Proposition 6.13 since taking S-rational points is functorial from
Proposition 3.27. 
Conversely, given a real scheme XR, one can associate a scheme X
red
R ; fix an affine open covering
{Vi = SpecrAi} of XR, we may associate Ui = SpecAi for each i and glue these to obtain a scheme
X redR over Z.
Proposition 6.15. Let XR be a real scheme. Then the reduction map red : XR → X redR is continu-
ous. Moreover, the real scheme (X redR )r associated the the scheme X
red
R (as in Proposition 6.13) is
homeomorphic to XR.
Proof. We may assume that XR is affine and the first statement follows from Lemma 6.9. The second
statement is clear from the definition of (X redR )r. 
Corollary 6.16. Let XR be a real scheme. Then (X
red
R )r(S) is homeomorphic to XR.
Proof. This directly follows from Propositions 6.13 and 6.15. 
Remark 6.17. Although we only state the case when a scheme is over Z, one can easily prove similar
results for a scheme over a formally real field F . Note that F should be a formally real field since
otherwise, there is no homomorphism from F to S.
Remark 6.18. In [Hoc69], Hochster characterized topologically the essential image of the functor
Spec by introducing the notion of spectral spaces. One has a similar result in real algebraic geometry.
To be precise, let F be a formally real field. Then the real spectrum XF = SpecrF is called the space
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of orderings on F . Then XF becomes a Stone space (or Boolean space), i.e., compact, Hausdorff,
and totally disconnected space. Conversely, it is proved by T. Craven in [Cra75] that for any Stone
space X , there exists a formally real field F such that X is homeomorphic to XF . Finally, we remark
that if the characteristic of F is not equal to 2, then XF can be realized as the set of minimal prime
ideals ofW (F) (the Witt ring of quadratic forms of F) and furthermore XF is homeomorphic to the
set of minimal prime ideals ofW (F) equipped with Zariski topology. For more details, we refer the
readers to [Lam05]. It would be interesting to investigate these perspectives in terms of geometry of
S following the ideas in [Mar06], [GM12], and [GW17].
Remark 6.19. In [CC11], Connes and Consani introduce the notion of tensor products for K and
S in a certain restricted case. For instance, if X = SpecA is an affine scheme over a field k, then
‘a scalar extension’ XK is defined to be Spec(A/k
×). When k is a formally real field with a fixed
homomorphism ϕ : k→ S, XS = Spec(A/P), where P is the ordering corresponding to ϕ . One may
develop this approach further to incorporate the notion of tensor products with hyperfields with the
approach taken in the current paper.
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