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Über Konvergenz- und Summationseigenschaften von Haarschen Reihen 
Von LÁSZLÓ LEINDLER in Szeged 
Herrn Professor László Kalmár zum 60. Geburtstag gewidmet 
Einleitung 
Im Falle -- konvergiert die Haarsche. Reihe1) . 
(1) 2 ¿OnXnix) m=0k—1 »=0 
bekanntlich fast überall. Für den Fall l a 2 = ^ gelten dagegen die folgenden Sätze: 
Sa tz I. Ist 2 an=°° md ^t die Folge {\a„\} monoton nichtwachsend, so diver-
n = o 
giert die Haarsche Reihe (1) fast überall.1") 
Satz II. ist 21 an so existiert ein System {h„(x)} vom Haarschen Typ2), 
n = 0 
für welches die Reihe 
2anhn (x) 
n = 0 
fast überall divergiert. 
Ähnliche Behauptungen gelten für das Rademachersche System; man bemerke 
aber, daß das Haarsche System „besser" als das Rademachersche System ist, da 
die Lebesgueschen Funktionen des Haarschen Systems beschränkt sind. Wenn wir 
die Beschränktheit der Lebesgueschen Funktionen in Betracht nehmen, können 
wir einen Satz von K. TANDORI [7] auf Grund des Satzes I folgenderweise verall-
gemeinern : 
Satz; I I I . Ist {/,„} eine positive, nicht abnehmende Zahlenfolge mit Xn = 0( log2 n), 
so existiert ein im Intervall (a, b) orthonormiertes Funktionensystem {f„(x)} mit den 
'") Während der Drucklegung unserer Arbeit erschien ein Aufsatz von P. L. U l j a n o v 
(П. JI. У л ь я н о в , О рядах по системе Х а а р а с монотонными коэффициентами,Известия 
АН СССР, 28 (1964), 925—950) in welchem mehrere Sätze über das Haarsche System bewiesen 
sind, die unseren Satz I und teils den Satz IV enthalten. 
' ) Siehe [1] S. 48. 
2) Ein im Intervall (0, 1) orthonormiertes Funktionensystem {hjx)} ist vom Haarschen 
Typ, wenn für jedes Indexpaar m, n mit m^n und 2km, nS2k+i (k = 0, 1, . . . ) gilt: hjx)hm(x) = 0 
überall in (0,1). 
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folgenden Eigenschaften: es gilt in (a, b) L„(x) = 0(/,„)y) und für jede positive Zahlen-
folge {w„} mit wn=o(Ä„) gibt es eine Koeffizientenfolge {c„} mit konvergentem 
©O CO 
2 cnwn und fast überall divergentem ^ cnfn(x).A) 11=1 n = 1 
Der folgende'Satz bezieht sich auf |C, a|-Summierbarkeit. Man sagt, die Reihe 
OO 
(2) 2cnVn(x) (Ic„2< oo) »= i 
sei an der Stelle x |C, a|-sümmierbar, wenn 
1 1 = 1 
gilt, wobei ffW(x) das n-te (C, a)-Mittel der Reihe (2) bezeichnet (a > — 1). 
Sa tz IV. Ddmit die Haarsche Reihe (1) mit einer im Absolutbetrag monoton 
nichtwachsenden Koeffizientenfolge {a„} im Intervall (0, 1) fast überall \C, ct\-summier-
bar ist, ist im Falle aSO die Bedingung 
(3) 




notwendig und hinreichend. 
TANDORI [6] hat bewiesen, daß die Bedingung (3) notwendig und hinreichend 
ist, damit die Reihe (2) für jedes orthonormierte Funktionensystem |C, 1 [-summierbar 
ist. Danach hat der Verfasser [4] bewiesen, daß die Bedingung (3) bzw. (4) auch 
ohne Monotonie von {|a„|} die |C, a ^ 0 | bzw. |C, a^O|-Summierbárkeit für jedes 
System vom Haarschen Typ sichert. P. BILLARD [2] hat nach der Erscheinung der 
Arbeit von TANDORI bewiesen, daß die Rademachersche Reihe Xanr„(x) auch dann 
nicht fast überall \C, l|-summierbar ist, wenn die Bedingung (3) nicht erfüllt ist. 
F . MÓRICZ fragt in seiner Arbeit [5], ob die Bedingung (3) für eine positive, 
monoton nichtwachsende Koeffizientenfolge {<z„} notwendig dafür ist, daß die 
Haarsche Reihe (1) (welche „besser" als die Rademachersche Reihe ist) fast überall 
\C, l|-summierbar ist? 
Der Satz IV gibt u. a. eine bejahende Antwort auf diese Frage. 
Ferner sieht man, daß gewisse Sätze über Systeme vom Haarschen Typ, laut 
deren eine Bedingung für das Erfülltsein einer gewissen Konvergenz- bzw. Summa-
tionseigerischaft für die Gesamtheit der Systeme vom Haarschen Typ notwendig 
ist, für das Haarsche System selber gelten, wenn nur die Folge {|a„|} monoton ist. 
Und es gilt auch umgekehrt: Sätze, die behaupten, daß eine Bedingung unter der 
2 A „ 
2"+ 1 
2 1 
k = 2 " + 1 
1/2 
3) Ln(x) bezeichnet die n-te Lebesguesche Funktion von {/„(*)}. 
4) Im Satz von TANDORI wird noch die Bedingung ).,, ~ ~ gestellt. 
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Monotonität der Folge {|a„|} für das Erfülltsein einer gewissen Konvergenz- bzw. 
Summationseigenschaft des Haarschen Systems notwendig ist, gelten ohne die 
Monotonität von {Kl} nur für die Gesamtheit der Systeme vom Haarschen Typ. 
§ 1. Beweis von Satz I 
Wir nehmen an, daß die Reihe (1) mit einer monoton nichtwachsenden Folge 
{|a„|} auf einer Menge von positivem Maß konvergiert. Das bedeutet nach dem 
Egoroffschen Satz, daß es eine Menge E vom Maß ¡JL(E) > 0 gibt, auf welcher die 
Partialsummen s„{x) die Eigenschaft 
| j 2 m ( x ) — — Ki ( m > r a ) 
haben, wo K t eine geeignete absolute Konstante ist. Daraus folgt 
(1.1) fi(E)K. 
• '-Ii % 
J U = 2"+l 
akXk{x)\ dx S 
m-1 I 2 " ' - l 2"' r 
= ß(E) 2 2ka22k+i-2\ 2 ak 2 ai Xk(x)Xi(x)dx k=n \k=2"+l l — k+l J 
E 
Bezeichne I(k, p) die Menge der ganzen Zahlen / mit k^lgp und mit xÄx)h(x) ^ 0 
auf einer Menge von positivem Maß. Es ist klar, daß die letzte Doppelsumme in 
(1. 1) gleich 
2"'- 1 
2 ßfc 2 ai . 2"+1 lenk,2"') J Xk (x)xl(x)dx 
ist. 
Diese Summe ist nach der Cauchyschen Ungleichung nicht größer als5) 
f 2"' — 1 l l / 2 f ~ . t> 1211/2 
(1.2) 2 a l 2 a}\. • 2 ^ 2 Xk(x)xM)dx . 
E 
Man kann leicht einsehen, daß das System {2~Vo&k]l2Xk{x)Xi{x)} mit l f j ( k , in 
(0, 1) orthonormiert ist. Also ist 
2 - v ° s « y 2 f x k ( x ) x , ( x ) d x " , ' 
ein Entwicklungskoeffizient der charakteristischen Funktion E(x) der Menge E. 
Nach der Besseischen Ungleichung folgt 
2 2 2 _ [ l o g ' I ] / Xk (x) 7.1 (x) dx 
1 
E2(x) dx = ¡x(E). 
3) In dieser Arbeit benützen wir den Logarithmus mit der Basis 2. 
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Somit gilt für genügend große n die Ungleichung 
2 2 * 1 2 
k = 2"+l 
(1. 3) 
Ferner gilt die Abschätzung 
/ Xk(x)Xi(x) dx K E ) 2 64 
2m— 1 in — 2 in — 1 
(1.4) 2 «'2 l l°8 t l 2 ai* 2 2v«2v' 2 2 " a l 
k = 2"+l lel(k,2"<) v = n /i = v+l 
2 2vfl2v 21 2%2^|2'2v4 
V = N |1 = H + 1 
Nach (1. 2), (1. 3) und (1. 4) ergibt sich für genügend große n 
2 " ' - l 2"' r 
2 ak 2 ai Xk(x)Xi(x)dx 
fc = 2"+l l = k+1 J 
— 7 — 2 / 2 a 2 -
Aus (1. 1) erhält man dann 
H(E)KI S n(E) 2 2 ' 2 2 k a 2 2 S 
ß{E) 
Hl - 1 
2 " k — n 
m- 1 
- 2 2kal«+l-ß(E)2" 2a\„. I k = n 
Da hier m beliebig ist, folgt somit 
OO 
folglich ist die Reihe 2 ak konvergiert. 
k = 1 
Damit ist der Satz I bewiesen. 
§ 2. Beweis von Satz II 
Zuerst definieren wir ein spezielles orthonormiertes System vom Haarschen 
Typ {h„(x)} (« = 1,2, ...). Seien h„(x) = sign sin 2"nx (« = 1,2). Es sei j ( ^ 1 ) eine 
beliebige natürliche Zahl. Wir nehmen an, daß die Treppenfunktionen h„(x) 
(« = 1, 2, ..., 2S) schon definiert sind, derart, daß sie ein System vom Haarschen 
Typ bilden, ferner mit z{k, /; m, p; x) = h2k+l(x)h2,„+p(x) 
(2. 1) Jz2(k,l;m,p; x)dx = 1 (k<m^s) 
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und für (Ar, I, m, p) ^ (k'\ /', m', p') 
1 
(2.2) Jz(k, m, p-, x)z(k', 1'; m', p'] x)dx — 0 
o 
gelten. 
Dann kann das Intervall (0, 1) in endlich viele Teilintervalle Jc{s) (1 S ß S ß J 
derart zerlegt werden, daß in jedem JB(s) die Funktionen hn(x) (n = 1, 2, ..., 2S) 
konstant sind. Ohne Beschränkung der Allgemeinheit können wir annehmen, daß 
an für jedes n von 0 verschieden ist. 
Wir setzen 
k 2 
Qo(m) = 0 und e k { f n ) = 2 ^ r L (k = 1; 2, ..., 2'"; m — 1, 2, ...). n-i Am 
Für ein endliches Intervall I ~ ( u , v ) wird 
lk(m-l) = (u + p(I)gk_l(m),u + ß(I)Qk(m)) (k = L 2, ..., 2'"; m = 1, 2, ...) 
gesetzt. 
Wir teilen jedes J0(s) = (un,vn) in 2S Teilintervalle ein: 




h2s+kW = 2 lh(x; ik(s; Je(s))) «) (k = 1, 2, .. . , 20. 
"2 ' + s = .l 
Die Funktionen Ä„(x) ( 2 s < k ^ 2 s + 1 ) sind Treppenfunktionen. Sie sind normiert: 
i I 
1 
h\s+k(x) dx = f s 2 I h\ {x; Js(s))) dx = 
a2'+k J o o 
i 
4 - 2»{h{s\ J M ) [hj(x)dx = - 4 - S K J M ^ = 1. 
ff2s + fc = 1 ^ + t '-'=l A s 
) Ist / = ( « , v) ein endliches Intervall und h(x) eine in (0,1) definierte Funktion, so wird 
' i 
0 sonst 
gesetzt. Offensichtlich ist 
(x - i A 
für u~ 
v-u) 
Jh(x; I)dx = ß{I) Jh(x)dx. 
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Nach der Definition ist es klar, daß das Funktionensystem {h„(x)} (n= 1, 2, ..., 2S+ >) 
auch orthogonal ist und für jedes x£(0, 1) sogar 
h„(x)hm(x) = 0 ( 2 ' < / ? , n ? H n ; O ^ / ^ j ) 
ist, also bilden die hn(x) (« = 1,2, . . . ,2S + 1) ein System von Haarschem Typ. 
Durch eine einfache Rechnung kann man einsehen, daß (2. 1) auch mit 5 + 1 
gilt. Sei i : < m S i + l , dann ist 
I 
Jz2(k, l; m,p\ x)dx — 
Om 
Z h\{x\ Ip{m\ JQ,(mj)dx = 
Al 2 " I I . , 
a2a2"> + P '-' = i J • c =i hik-.JnW) 
Ä2k /42 
2 12 2 
Z ß i i f a J M ) 3 ^ = -2— 2 ^ - M ) ) = 1. Am a2K + i c»=i A 2 2 fl2k+l Ö2", + p ! ? = l 
Das Erfülltsein von (2. 2) ist nach der Definition der Funktionen hn(x) klar. 
Durch vollständige Induktion ergibt sich sodann ein unendliches System von 
Haarschem Typ mit den Eigenschaften (2. 1) und (2. 2). 
Der Beweis verläuft analog zu dem Beweis des Satzes f. Wir nehmen an, daß 
die Reihe 
Z cnh„(x) 
auf einer Menge von positivem Maß konvergiert. Nach dem Egoroffschen Satz 
gibt es dann eine Menge E vom Maß /<(£)>0, auf welcher die Partialsummen 
s„(x) die Eigenschaft 
\s2„,(x)-s2„(x)\^K2 (m=»n) 
haben, wobei K2 eine Konstante ist. Deswegen besteht nach der Definition der 
Funktionen hn(x) 
(2. 3) H(E)K2 ~ Z «k J U=2"+l 
•khk{x)\ dx £ 
= /<(£) Z Al-2 k — n Z "k Z a, / hk(x)h,(x)dx k= 2"+l l = k+l J 
E 
Da das System vom Haarschen Typ ist, ist die rechts stehende Doppelsummfe mit 
2"'- 1 
Z °k 
t = 2"+l i _ 2['og(fc 
Z ~a,f hk (x) /J, (x) dx 
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gleich. Diese Summe kann man nach der Cauchyschen Ungleichung folgenderweise 
abschätzen: 
(2.4) 2 
fc = 2"+l (_ 2[Iog(.fc — 
ai 
{2"'-> ' 2"' 
2 • 2 k = 2"+l , = 2[Iog(k-l)]+l 
2'" "»1/2 2 a f \ • 
i - n i + i + i J 
hk(x)hl(x) dx IT" 
Nach (2. 1) und (2. 2) ist das System' {hk(x)ht(x)} />2i'°«ifc-1 k = 1, 2, ... ortho-
normiert. Das Integral 
J hk(x)hl(x) dx 
ist ein Entwicklungskoeffizient der charakteristischen Funktion E(x) der Menge 
E. Nach der Besseischen Ungleichung ergibt sich 
2 
k = 2 , = 2 [ l o g ( * 
2 [ f hkix 
i - D l + l + l U 
(x)hl(x)dx 
2 2 
t = 2"+l , = 2[log(<c-l)]+l + 1 
Wenn n genügend groß ist, besteht 
(2. 5) 
Nach (2. 4) und (2. 5) gilt, 
2 
E2(x) dx = n(E). 
Jhk(x)h,(x)dx^ Sä 16 
2.M-I 2 2"' . y * = 2"+l ; = 2[log(ic-l)]+l + 1 J 
somit ergibt sich aus (2. 3) 
m— 1 
fi(E)Ki v(E) £ Ai-
Da m beliebig groß sein kann, so kon ivergiert 2 ak • 
k= 1 
Damit haben wir den Satz II bewiesen. 
hk(x)h,(x)dx 7 2 a i , £ = 2"+l 
¿- k = n k = n 
§ 3. Beweis von Satz III 
I , 
Den Satz III brauchen wir jetzt nur im Falle A„ = 0 ( 1) zu beweisen. Ist X ,, = 0(1),. 
so folgt aus if„ = o(A„), daß die Folge {u'„} gegen Null strebt. Es ist klar, daß eine 
monoton abnehmende Koeffizientenfolge {c„} mit Zc2 = °° und Ic„ 2 w„<» ange-
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geben werden kann. Es sei f„(x) = /„(/; .v) mit I = (a,b). Die Reihe Zc„f„(x) diver-
.giert nach dem Satz I fast überall. Ferner besteht 
2 xnU-.x) %„(/•, t ) d t ^ p ( I ) {m = 0, 1, ...) 
nach dem bekannten Ergebnis von A. HAAR [3], also sind die Lebesgueschen Funk-
tionen von {/„(•*')} beschränkt. 
Damit ist der Satz III vollständig bewiesen. 
§ 4. Beweis von Satz IV 
Die Hinlänglichkeit der Bedingungen (3) und (4) folgt aus Satz V in [4]. 
Zum Beweis der Notwendigkeit benötigen wir den folgenden Hilfssatz aus [4]: 
H i l f s s a t z I. Es sei {/?„(•**)}f em lm Intervall (0, 1) definiertes Treppenfunktionen-
.system. Wir bezeichnen mit Jfri) (n = 1, 2, ...; s— 1, 2, ..., .?„) die Konstanzinter-
valle von R„(x). Gilt für jedes m > n die Beziehung 
f sign Rm (x) dx = 0 (.y = 1, 2. ... , s„), 
JA») 
.so gibt es zu jeder reellen Zahlenfolge d{, .... ds einfache Mengen7) Ek 
•(k=0, 1, ...,N— 1) derart, daß für jedes x£Ek 
\dN_kRN_k(x)\ Z ^ R f x ) 
.besteht und 
ji(Eknjs(N-k-\))= f l ( J A ' l k Z ^ l ) ) 8) (s = \,2,...,stl.k. 
.gilt. 
r, JAo) = ( o , i » 
Bekanntlich ist c,(a) s — c i ( a ) ( m > 0 , « > — 1), wobei c t(a) und c2(a) 
nur von a abhängige positive Zahlen sind, ferner gilt für 
I - ' N , V — 
À(c) M AW Si n + 1 - V Si II - V Si h — V va 
si n+ 1 A? ( / j + l - v ) ( n + l + a ) 
•die Abschätzung 
<4. 1) (n+ I — v ) * -
1 V • 
d № v" ' • 1 S ILSJVI ^ d 2 ( a ) 
(n 1 - v)*- 1 V 
7) D. h. Ek ist die Summe endlich vieler Intervalle. 
8) Mit n ( H ) wird das Lebesguesche Maß der Menge H bezeichnet. 
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(« = 1, 2, ...; v =0,1, . . . ,« ; a > — 1, a 5^0), wobei d^a) und d2(a) nur von a abhängige 
positive Zahlen sind. 
Wir nehmen an, daß die Reihe (1) fast überall |C, a[-summierbar ist. Es sei 
£ = 2 - ( 2 4 + 2a) d\(a)d22(a), wo a) und d2(a) die unter (4. 1) angeführten Konstan-
ten sind. Nach dem Egoroffschen Satz gibt es dann eine meßbare Menge E mit 
/!(£•) £ 1 —8 und eine positive Konstante K derart, daß für die (C, oc)-Mitteln der 
Reihe (1) 
n=l 
ist. Hieraus folgt: 
(4. 2) 2 Wnil(x)-a<:,(x)\ dx == K f i ( E ) . 
n = 2 ./ 
E 
Seien m und n natürliche Zahlen mit 2" '<wS2" , + 1 . Wir setzen 
21+ i 
R,(x;m,n) = 2 Lt\..av%v(x) (I = 1, 2, ..., m- 1), 
v = 2' + 1 
Rm(x;m,n) = 2 L^^a.xAx), 
V=2™+1 
und 
Rm + 1(x;m, ri) = — a „ + 1>;„+1(x). 
^ n + l 
Die Funktionen Rt(x; m, n) ( /=1 , 2, ..., wi + 1) erfüllen offensichtlich die Bedin-
gungen des Hilfssatzes I. 
Wenn a ^ O ist, dann wenden wir auf die Funktionen R,(x;m,n) 
•(/= 1, 2, ..., m + 1) den Hilfssatz I mit N = m + 1, k = 3 an; die entsprechende 
Menge sei mit E3=E2>(m,n) bezeichnet. So ergibt sich 
oo /" oo 2"'+' r 
2 l\fiU(x)-o?{x)\dx= 2 2 / 
« = Q J m=3 n = 2"'+i J 
E • E 
« 2'" + 1 f 
^ 2 2 / m - 3 n = 2" '+l J Sln+1 a„+iX«+i(x) dx 
2 L(„^,avyv(x) + 
2 (x) dx s 
E 3 n£ 
2 m-
V = 2 ' " " 2 + L 
• 2 ' 2 ( / - / ' ] m=3 n = 2 '"+l \ J J J 
Ei Ei-EiHE 
2"i- l 
2 L{*\.avyv{x) v = 2 ~ 2 + 1 
dx — ly. 
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Mit Anwendung der Schwarzschen Ungleichung bekommt man nach (4. 1) 
CO 2'" +1 ( f 
A £ 2 2 \ m = 3 n = 2'"+ 1 l. J 2 L^vavxA
x) 




2 L%\,avy_v{x) v— 2"' ~ 2 + 1 
2 
dx\ N 
rn — 3 n — 2'" +1 V v = 2m ~ 2 +1 ^ ' ) 
2\2-1d1(o0 
in — 3 0"'/2 2 Z ' v s= 2"1 ~ 2 + 1 n = 2"' + l 
(« + 1 - v ) * " 1 
Nach der Definition von s besteht 
~ / m 2 ~ 1 m \ 
^2 ^ 2 " 2- ( 8 + 2») i/1(a)2~2 ^ . | a v | _ 2 - i 1 1 + 2«)</1(a)2T |fl2M. i | s 
m=3 ( v= 2'"~2 + 1 ) 
£ ¿ 5 (2~ (-10 + 2 a ) i / j (a ) 2'"'21tf2»• -11 ~ 2 ~ ( 1 2 + 2 a ) (a ) 2 '" '21 a2... - aj) S 
m = 3 
oo 
S 2 2 - t » 1 +2ot>£/1 ( a )2 ' " / 2 l a 2 , „ - — 2 - t 1 1 | « 2 | S 
m = 3 
m = 2 
Nach obigen folgt das Erfülltsein der Bedingung (3) wegen (4. 2). 
Es sei — 1 < a < 0 . Bei Benützung der vorigen Bezeichnungen nehmen wir an, 
daß die Reihe (1) in (0, 1) fast überall |C, a|-summierbar ist. Dann gibt es auch 
jetzt nach dem Egoroffschen Satz zu £ = 2 - 1 2 df(a)d22(a) eine meßbare Menge E 
mit /¿(2?) S 1— e und eine Konstante M derart, daß 
2 W:i i (x) - < m (x e E) 
n = 0 
ist, woraus 
(1.3) 2 / 1 (*) - ^ V ) ! dx S Mti(E) 
n=0 J 
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folgt. Wir wenden den Hilfssatz I für die Rt{x\ m, n) mit N — m + 1 und k = 1 an; 
die entsprechende Menge bezeichnen wir mit Ei—E1(m,n). 
Ähnlich wie vorher ergibt sich * 
2 \<ri;ll(x)-<7n)(x)\dx = 
I, = 4 J 
E 
CO 2'"+l r n . 1 
= 2 2 2 Lf,\avyAx) + —I-r-an+1x„ + 1 
m=l n = 2 " ' + l J v = 0 A„1 l 
E 
» 2 m + 1 f • n 
^ 2 2 / 2 L^vav~/v(x) dx 
m = l n = 2 ' "+ l J v=2""+l 
£i D £ 
. 2 2 Z f H i 




E, E I - E , F L E 
¿X = r . 
Die Abschätzung kann man durch Anwendung der Schwarzschen Ungleichung 
fortsetzen: 
2 m + 1 ( r 
z' = 2 2 / m= 1 n = 2'"+l \ J 2 - ^ n , v ö v / v ( x ) v = 2 ' " + l 
v = 2 m + l 
2 11/2^ 
i/xf 
2 + 1 
m = l i i = 2 » + l l v=2" '+l y 
CO / ^.m 2" '+ 1 2 '"+ 1 . , \ a - l ) 
& 2 2 - 3 r f 1 ( « ) 2 ~ 2 K l 2 ' , s 
H l = l • v = 2 " 1 + l n = v « y 
Nach der Definition von e gilt 
co / \ 00 
Z" ^ - 2 - V 1 ( a ) | ß 2 | + 2 2-6 i /1(«)2mö-")|a i». | S - 0 ( 1 ) + 0(1) 2 2~m'Am, 
in = 2 l 7 m = 2 
woraus die Bedingung (4) auf Grund von (4. 3) folgt. 
Damit haben wir den Satz IV vollständig bewiesen. 
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