Neural networks are known to be vulnerable to adversarial examples, inputs that have been intentionally perturbed to remain visually similar to the source input, but cause a misclassification. Until now, black-box attacks against neural networks have relied on transferability of adversarial examples. White-box attacks are used to generate adversarial examples on a substitute model and then transferred to the black-box target model. In this paper, we introduce a direct attack against black-box neural networks, that uses another attacker neural network to learn to craft adversarial examples. We show that our attack is capable of crafting adversarial examples that are indistinguishable from the source input and are misclassified with overwhelming probability -reducing accuracy of the black-box neural network from 99.4% to 0.77% on the MNIST dataset, and from 91.4% to 6.8% on the CIFAR-10 dataset.
Introduction
Machine Learning models are increasingly relied upon for safety and business critical tasks such as in medicine [24] , [31] , [40] , robotics and automotive [29] , [33] , [38] , security [2] , [16] , [37] and financial [12] , [17] , [35] applications. Recent research shows that machine learning models trained on entirely uncorrupted data, are still vulnerable to adver-sarial examples [8] , [11] , [26] , [27] , [34] , [36] : samples that have been maliciously altered so as to be misclassified by a target model while appearing unaltered to the human eye.
We focus on the susceptibility of neural networks to adversarial examples, and study neural networks applied to image classification, known to outperform other machine learning approaches. Since Szegedy et al. [34] first drew attention to adversarial examples, there has been an arms race within the research community to defend against them or develop attack methods to generate them. However, current attacks have several limitations.
Almost all proposed attacks assume white-box access to the models to be attacked. In other words, the attacker is assumed to have complete knowledge and control of the network's weight and architecture. With this insider knowledge, a white-box attack normally performs gradient descent to transform a source to an adversarial image. Until now, almost all algorithms that craft adversarial examples are designed by a human expert in machine learning.
In this work, we introduce the first probabilistic, machine learning based black-box attack against neural networks. The attack does not require internal model access nor expert knowledge to craft adversarial examples. It operates by constructing a machine learning model that learns how to perturb an image such that it will be misclassified by a neural network while remaining visually similar to the source image. Thus we leverage machine learning itself as an attack tool against machine learning systems.
We show that the training process of the attack can be augmented to produce adversarial examples in a targeted or untargeted attack: in a targeted attack, the attacker chooses the class that they would like the adversarial example to be misclassified as; while in an untargeted attack it suffices to produce any misclassification. Both settings produce excellent adversarial examples.
Other black-box attacks rely on white-box attacks that transfer across models [27] , or require full access to the training dataset and are computationally expensive [21] . Our black-box attack requires no such transferability property to hold, does not rely on access to training data, and is efficient to run. We show that direct, efficient black-box attacks are possible, and the attacker only requires a weak signal from which a model can learn to craft adversarial examples.
A summary of our key contributions are:
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1) In Section 3, we introduce our machine learning based attack. The attack does not need internal access to the target model, requiring access to only the confidence scores placed on each class, as returned by major ML service providers. 2) In Section 4, we evaluate untargeted and targeted attacks, showing that they succeed in crafting quality adversarial examples. 3) In Section 5, we demonstrate that our attack does not need full access to the training data to successfully craft adversarial examples. An attacker with access to just 1% of the MNIST training set, 600 data samples, can craft adversarial samples that reduce test set accuracy from 99.4% to 12.8%. 4) In Section 6, we evaluate attack efficacy on noisier images. We find that the target model fails to filter out insignificant background information increasing the impact of our attacks. 5) In Section 7, we show that our attack is capable of adapting and weakening the robustness of two popular adversarial example defenses [10] , [39] . 6) In Section 8, we show that adversarial examples crafted by the attack can successfully transfer to machine learning models other than neural networks such as random forests, support vector machines, and k-nearest neighbor. 7) In Section 9, we compare our attack against other state-of-the-art black-box attacks, showing our attack is more efficient and as successful. We also launch, and evaluate, a successful live attack on the Amazon Machine Learning Prediction API tool 1 . 8) Finally, in Section 10, we offer some hope in defending against attacks. We discover that there are statistical differences between source and adversarial examples, and it is possible to separate different attacks from each other. We show that a target model trained with auxiliary classes detects and remains robust against all state-of-the-art attacks.
Background
We define adversarial examples along with some terminology and notation. We then introduce the threat model considered, and the datasets we use to evaluate the attacks.
Adversarial Examples
Szegedy et al. [34] casts the construction of adversarial examples as an optimization problem. Given a target model, f , and a source input x, which is sometimes referred to in the literature as a clean or original input. The input x is classified correctly by f as y. The attacker aims to find an adversarial input, x + c, which is perceptually identical to x but f (x + c) = y. Then the adversary attempts to find argmin c f (x + c) = l such that x + c is a legitimate input and f (x) = l. The problem space can be extended to find a specific misclassification in a targeted attack, or any misclassification, referred to as an untargeted attack. 1 . https://aws.amazon.com/machine-learning/ In the absence of a distance measure that accurately captures the perceptual differences between a source and adversarial examples, the L p distance metric is used in [34] as a measure of similarity. The L 0 distance measures the number of pixels that have changed, the L 2 distance measures the Euclidean distance between two images, while the L ∞ distance measures the maximum perturbation between two pixels. We optimize under the L 2 distance metric, however we also report the maximum perturbation values since it is an important measure of similarity.
Threat Model
We consider an attacker who wishes to craft inputs to be classified incorrectly by a target model: as any incorrect class for untargeted attacks or a class of their choice in targeted attacks. We also constrain the adversary input by the attacker to be visually imperceptible to a source input, evaluated through a distance measure (L 0 , L 2 or L ∞ ) .
Our attacks assume only black-box access to the target model, the attacker feeds in an adversarially crafted sample to the target model and as output, receives confidences scores for each of the possible classes. The black-box setting is the strongest, in that it assumes no attacker knowledge of the type of model, architecture, weights or hyperparameters. If a black-box attack succeeds in fooling a target model, we can be confident that an attack with white-box access will perform equally as well or better. Black-box access is particularly relevant when targeting Machine Learning as a Service (MLaaS) systems, such as Amazon 2 , Clarifai 3 and Google 4 , that do not provide white-box model information.
We also evaluate our attacks in two settings in which the target model is defended against adversarial inputs by a mechanism, D. In the first setting, we consider an oblivious attacker that is not aware that the target model is defended by D, and moreover, is not aware that any defense is in place. In the second setting, we consider an attacker that has knowledge of the defense D.
In almost all experiments, we consider a worst-case scenario with respect to data access, assuming that the attacker has knowledge of, and shares access to, any data samples that the target model was trained with. However, in Section 5 we restrict the attacker to knowing only a few data samples to craft an attack.
Datasets
We evaluate attacks using two popular datasets in adversarial machine learning research, MNIST 5 and CIFAR-10 [14] .
The MNIST dataset consists of 70, 000, 28×28 grayscale images of handwritten numbers ranging from 0 to 9. The dataset is split into 60, 000 training set images and 10, 000 test set images. Our pre-trained model, used as the target model, scores 99.4% accuracy, which is comparable with state-of-the-art classification results on MNIST. Figure 1 : Overview of the attack. An input which is classified correctly by the target model is fed into the attacker model. The attacker model adds perturbations to the source image such that the output image is visually imperceptible to the source, but causes a misclassification when given to the target model.
The CIFAR-10 dataset consists of 60, 000, 32 × 32 RGB images of different objects in ten classes: airplane, automobile, bird, cat, deer, dog, frog, horse, ship, truck. Due to the complexity of the images over MNIST images, our pre-trained model, a VGG-19 neural network [32] , scored 91.6% accuracy. State-of-the-art results on CIFAR-10 are approximately 95% accurate.
Some works also reports results on ImageNet [30] . However, previous work [3] shows the distortion required to craft adversarial samples on ImageNet is substantially smaller than on MNIST (10× smaller) and on CIFAR-10 (3× smaller). Consequently, crafting adversarial examples is a simpler task on ImageNet and so we elect to report results on more difficult datasets.
Machine Learning as an Adversarial Service

Attack Description
An overview of the attack is given in Figure 1 . An attacker is provided black-box access to a target machine learning model, and they attempt to craft a sample input that would lead to a misclassification. Upon feeding the target model an input, the adversary can observe the output label, and the confidence of the categorization across all labels. Our attack is optimized directly through this output by the blackbox target model. It proceeds, by training another model, named the attacker model, to learn how to transform a source input image into an adversarial image, based on those classification scores output by the target model 6 . We note that the assumption that an attacker has access to confidence scores is not unrealistic; both Amazon and Google, along with numerous other companies, offer black-box machine learning prediction APIs that output prediction probabilities.
To learn to craft adversarial examples the attacker model is trained to minimize the distance between the source and adversarial image while causing a misclassification in the target model. The attacker model accepts a source image as input and outputs an adversarial image. The best method for 6 . Source code will be made available. minimizing distance between an input and output is for the attacker model to learn the identity function, however this will clearly lead to both the source and adversarial image being assigned the same, correct, label by the target modelnamely no attack. Therefore we encode a loss function that minimizes the distance subject to a difference in classification between source and adversarial image.
The exact formulation of loss function depends on whether the attack is targeted or untargeted. In an untargeted attack, the attacker model will promote any class 7 ahead of the source sample class, whereas in the targeted attack the attacker model will promote the class chosen by the attacker.
More formally, given an attacker model A and a target model T , we define the loss of the attacker model as a combination of reconstruction success and misclassification success:
where Loss A is the attacker model loss, Loss T A is the blackbox target model loss as computed by the attacker, and α ∈ R ≥0 is a weight term that places importance on either the attacker loss or the target model loss, referred to as the attack weight. Loss A can also be viewed as the reconstruction term, transforming a source image into an adversarial image. While Loss T A can be thought of as a distance measure between the target model classification on source images and adversarial images. The choice of α measures how much weight we place on the reconstruction term. A small α results in a high number of successfully crafted adversarial examples at the expense of large differences from the source images, whereas a large α has the reverse effect. We define Loss A as a distance measure between inputs to and outputs from, the attacker model. We saw best results when using the mean squared error (MSE) as the reconstruction measure. The formulation of Loss T A is dependent on the type of target. In an untargeted attack, the attacker maximizes the difference between the target model predictions on source images and adversarial images. Maximizing the prediction differences between the two forces the attacker model to 7 . Normally, this is the second most confident class placed on the source image. perturb the source image such that it is a misclassification by the target model. In practice, we minimize:
where, p adv are the adversarial image predictions and p source are the source image predictions. This is equivalent to maximizing the prediction differences between the source and adversarial image.
To construct a targeted attack, the attacker minimizes the difference between predictions on adversarial images, and a template prediction. This template prediction is equal to the adversarial example prediction everywhere except the target class index, which is given a value marginally greater than the maximum value in the array of predictions, if the target class index does not already contain the maximum value. This causes the target model prediction of an adversarial image to be maximized around the target class. More specifically, given a target class t, from n classes, and a prediction p adv = (γ 0 , γ 1 , · · · , γ t , · · · , γ n−1 ) where γ i is the target model confidence on class i, we compute a new template prediction: p * adv = p adv if arg max i γ i = t (γ 0 , γ 1 , · · · , max(p adv ) + δ, · · · , γ n−1 ) otherwise where δ << 1. We then optimize on the difference between p adv and p * adv . This has the effect that if our adversarial image has been classified as the target class then the loss is equal to zero and no further optimization is required, otherwise |γ t − (max(p adv ) + δ)| is minimized. This forces the target model to increase its confidence for the target class. We introduce the small value δ to ensure the maximum value is found at the target class index.
Model Description
Here, we give a description of both the attacker model and target model used throughout the paper.
Architectures for the MNIST and CIFAR-10 attacker models are identical and are given in Table 1 . The first four layers of the model is an encoder, consisting of convolutions mapping an image into a feature representation, while the final four layers is a decoder, deconvolving the feature representation back into the input space. Convolutional autoencoders have shown to produce state-of-the-art results in image feature representation learning [19] and so are a good fit for our use case -learning to reconstruct a source image with some small perturbations. The target model architecture for MNIST experiments is given in Table 2 , while we use the VGG-19 model [32] as a target model for CIFAR-10 experiments. Both target models achieve close to state-ofthe-art results on their respective datasets. Table 3 gives hyperparameters for attacker and target models. The MNIST target model is trained using a SGD optimizer while the attacker model is trained using the Adam optimizer [13] .
In all experiments the target model is pre-trained before the attack is launched. The attacker model is trained on the MNIST or CIFAR-10 training dataset, and results reported from the test set.
Untargeted & Targeted Experiments
We trained target models classifying MNIST and CIFAR-10 with an accuracy of 99.4% and 91.4%, respectively. This is comparable to state-of-the-art classification results on both datasets. For the MNIST dataset, the attacker model was then trained on the MNIST training set and results are reported on the MNIST test set (with equivalent splits for the CIFAR-10 dataset). are almost indistinguishable from their source counterparts, however the attacker model only succeeded in creating a misclassified image with probability 40.2% and 54.7%, respectively. At α = 10, the attacker model succeeds with overwhelming probability (80.9%), while image quality only slightly degrades. As we decreased α further, image quality suffered to the extent where the attack utility is negligible since adversarial examples look nothing like their source counterpart. Figure 3 give examples of successfully crafted adversarial examples by the attacker model for the CIFAR-10 test set. While α values differ from MNIST experiments, we see that the attacker is still able to craft visually similar successful adversarial examples, with probability of success dependent on α. As we lowered α, the misclassification rates increased: at α = 40 the target model misclassified at a rate of 83.6%, as we continued to lower α our best results, while keeping adversarial images visually similar, were successful in fooling the target model with a probabiliity of 93.2%. CIFAR-10 experiments required an α value ten times that of MNIST experiments to achieve similar success probabilities. In other words, CIFAR-10 images required less distortion from the source image to fool the target model.
Untargeted Attack
For attack weights reported in Figure 2 and Figure 3 , we give the corresponding perturbation levels and success probabilities as the attacker model was trained, in Figure 4 . The perturbation value, , is given by the L ∞ distance metric, defined as the maximum difference between pixels of the source and corresponding adversarial image 8 . Clearly as the attacker model is trained, it learns to craft visually similar images (the perturbation level decreases over time) and learns to fool the target model (the probability of an adversarial image successfully fooling the target model increases over time). However, Figure 4g and Figure 4h show that an extremely large α value completely inhibits the attacker models capacity to learn to craft successful adversarial images. This is to be expected since a large α effectively removes Loss T A from the loss function, resulting in the attacker model optimizing exclusively for visually similar images. We give the attacker model loss, Loss A , defined by the mean squared error (MSE), in Appendix A.
Targeted Attack
We follow the same experimental set-up as in the untargeted experiments, however now, given an input, the attacker chooses a class, c, they would like the target model to classify an adversarial example as, and success is calculated as the probability that an adversarial example is classified as c. Figure 5 and Figure 6 show all possible source-adversarial target pairs for the MNIST and CIFAR-10 datasets, with an attack weight of α = 10 and α = 40, respectively. The attack is capable of transforming any source image to be misclassified as any chosen class, while remaining visually similar to the source image, and we achieve similar success probabilities to untargeted experiments.
Does the Attacker Need Full Data Access?
So far, we have assumed the attacker shares full access to any data samples that were used to train the target model. However in practice, this may not be the case -a blackbox prediction model may only publicly share the type or subsample of the training data. We therefore evaluate our untargeted attack under stronger assumptions of attacker access to training data -ultimately showing that the attack does not suffer from training on fewer data samples. Target Classification Source Classification 
Perturbed Backgrounds
An adversarial image that is not distinguishable from its source counterpart must not significantly alter background pixels in the MNIST dataset, due to the clean composition of the images. We expect that as the background is perturbed more in source images, the ability to craft adversarial examples will also improve. In other words, adversarial example crafting is easier on noisier, more complex images. Empirically, this is supported by our superior results on CIFAR-10 over MNIST. To verify this hypothesis we randomly flipped background pixels (from black to white) in the MNIST dataset at rates of 5%, 10%, 25% and 50%. Figure 8 shows a sample of background perturbed MNIST datasets, clearly for low rates of background perturbations, it is still practical for a human to visually classify the correct digit. Furthermore, the target model does not dramatically suffer in classification accuracy as more background pixels are flipped; at a background perturbation rate of 5% the test set accuracy is 99.1%, while at a 50% perturbation rate the test set accuracy is 94.1% (see Table 4 ). We also note that a perfect target model would not use any information in the background from which to separate classes, since background pixels were flipped at random, and so have no underlying structure a model could exploit. Figure 9 gives an example of successful adversarial examples crafted from noisy source images, for various attack weights at background perturbation rates of 5% and 10%, in an untargeted attack setting. Firstly, we found that different attack weights effect the final classification. Smaller weights resulted in 3's being classified as 8's while larger attack weights resulted in predictions of 0's, 2's or 8's.
We define adversarial pixels as the pixels that differed from the perturbed source image and corresponding adversar- ial images -pixels that caused the misclassification. Figure 9 shows that nearly all adversarial pixels are located adjacent to the digit. This make sense, because the structure that was available to the target model to learn distinct classes are the pixels making up the digit, and so these pixels have the largest impact on final classification. Table 4 shows, for different background perturbation rates: (1) the target model classification accuracy of the source and adversarial images, (2) the number of adversarial pixels (as a percentage of the total number of pixels), and (3) the number of adversarial pixels that are adjacent to foreground digit pixels (as a percentage of the total number of pixels). Firstly, the target model accuracy on source images is high. At 5% background perturbation, the reduction in accuracy is 0.3% (from 99.4% to 99.1%), while at 50% background perturbation, the reduction in accuracy is 5.3% (from 99.4% to 94.1%). The target model accuracy for adversarial examples crafted from perturbed source images is lower (for all weights) than for all adversarial examples crafted from non-perturbed source images. The percentage of required pixels to cause a misclassification decreases as we increase the rate of background perturbation and the attack weight. In other words, as expected, the attacker model can more easily exploit the target model when images are noisier, and when images are more visually similar to the source image. The number of adversarial pixels that are adjacent to foreground source digit pixels decreases as we increase the background perturbation rate. For example, with an attack weight of ten and 50% background pixels flipped, only 57.8% of adversarial pixels are adjacent to source digit -the attacker model has learned to exploit background information that has no relevance to the foreground digit, to cause a misclassification.
Attack on Defenses
We now turn our attention to attacking defenses against adversarial examples. We experiment by attacking two popular defenses: PCA whitening [10] and Feature Squeezing [39] , on the MNIST dataset.
Hendrycks & Gimpel's [10] PCA whitening method Figure 9 : Examples of adversarial images and the corresponding pixels that caused misclassification (adversarial pixels) on different levels of background perturbations. takes image training data as input, centers the data around zero, and finds the covariance matrix C. They then find the singular value decomposition (SVD) of C by finding C = U ΣV * , and perform 'PCA whitening' by finding Σ −1 2 U T x, given an input image x. PCA coefficients for adversarial examples were found to have consistently greater variance in comparison to non-adversarial images, and so is used as a detection method. Using the Fast Gradient Sign Method [8] to create adversarial images from both the MNIST and CIFAR-10 datasets, they were able to separate adversarial and source images with 100% success. The authors remark that PCA whitened adversarial images are often visibly distinct from whitened source images, however we show that adversarial images can still fool a target model defended by PCA whitening.
Feature Squeezing [39] is a model hardening technique, attempting to convert adversarial images to images that will be correctly classified. Feature Squeezing reduces the complexity of an input image such that adversarial noise is removed, or rendered ineffective. This is performed in two steps: (1) by reducing the color depth of each pixel in the image, and (2) smoothing the image with a median filter. The authors report that using this method to defend against adversarial images created using the JSMA attack [28] on MNIST, resulted in a reduction in accuracy of only 1.5%from 99.1% accuracy on source images to 97.6% accuracy on defended adversarial images.
We measure the success of each defense under two scenarios: (1) where the type of defense is known to the attacker, and (2) where the defense is not known. While we anticipate that a service providing black-box access to a prediction model would not advertise a defense if one was in use, it is important to understand the advantage an attacker may have if this information were to leak. In both (1) and (2) we allow a pre-processing step, performed prior to input into the target model but not visible to the attacker, that transforms the image to either a PCA whitened image or a 'Feature Squeezed' image. In (1) we assume the attacker knows the method of defense, and so allow this pre-processing step to also be performed by the attacker before the source image is fed into the attacker model, while in (2) we assume no such knowledge and so no pre-or post-processing step is performed by the attacker. Table 5 shows results for both scenarios. Firstly the target model performs well on defended source images: PCA whitening reduces test set accuracy on source images by 1.6% (from 99.4% to 97.8%), while Feature Squeezing reduces test set accuracy on source images by 0.4% (from 99.4% to 99.0%). When the defense is known, it is rendered ineffective, with the target model scoring similarly to when there is no defense in place, while the defenses do well when the defense is unknown. However, we note that the target model 
Attack Transferability
An adversarial image is transferable if it successfully fools a model that was not its original target. This could be another deep neural network with a differing architecture or a different model entirely. Transferability is a yardstick of the robustness of adversarial examples, and is the main property used by Papernot et al. [26] , [27] to construct black-box adversarial examples. They construct a white-box attack on a local target model that has been trained to replicate the intended target models decision boundaries, and show that the adversarial examples can successfully transfer to fool the black-box target model.
We conduct experiments into transferability under two settings; direct and non-direct. Direct transferability refers to the traditional setting: the target model and attacker model is as described in Section 3.2, we then create 10,000 adversarial images -one for each image in the MNIST test set -and apply them to a different target model. In non-direct transferability, we refer to a target model that is different from reported in Section 3.2, however we allow the attacker model to query the target model during training. Table 6 gives results for transferability experiments on three target models -a Random Forest (RF), Support Vector Machine (SVM), and K-Nearest Neighbour (KNN) 9 . The target model accuracies on source images for RF, SVM and KNN are 95.2%, 91.8% and 95.4%, respectively. We find that adversarial samples crafted using our attack do transfer to other models. For a direct attack with an attack weight of ten, adversarial examples reduce RF accuracy from 95.2% to 69.2%, SVM accuracy from 91.8% to 71.1%, and KNN accuracy from 95.4% to 85.9%. While a non-direct attack with an attack weight of ten reduces RF accuracy from 95.2% to 29.1%, SVM accuracy from 91.8% to 47.5%, and KNN accuracy from 95.4% to 71.7%.
KNN faired best at resisting adversarial examples while RF suffered the most. Non-direct transfered samples were 9 . We use the scikit-learn Python library to implement RF, SVM and KNN. The parameters of each model are as follows: RF is made up of ten trees, SVM uses the RBF kernel with C = 5 and γ = 0.05, and KNN uses five neighbors for classification. more successful than direct adversarial examples at fooling the target model, as expected, since we allow the attacker model to query the target model during training. Finally, we note that it has been hypothesized [26] that the respective target models are somewhat robust to adversarial examples due to: the constraint on decision boundaries in the hyperplane during training (SVM), non-differentiability of the model (RF, KNN) , and that no model is learned during training (KNN).
Amazon Attack and Comparison with Other Attacks
We now evaluate our attack on a real-world black-box prediction model -the Amazon Machine Learning prediction API -and against another popular attack on black-box models -the Cleverhans [25] implementation of the FGSM black-box attack [27] .
Amazon Attack.
Amazon Machine Learning 10 provides customers a tool that trains a black-box model on a dataset (of the customers choice) and then allows the model to be queried for predictions publicly. To evaluate our attack on Amazon Machine Learning, we uploaded the MNIST dataset to an S3 bucket 11 , and trained a model using the default settings. The model took 17 minutes to train and reported 91.8% accuracy on the test set.
We trained our attacker model on the class confidence scores output by the Amazon target model. In total, we made 280,000 queries to the target model; at a cost of $0.0001 per query, the total monetary cost of the attack was $28.
After training the attacker model with an attack weight of 20, we created 10,000 adversarial images from the test set, and queried the target model with each adversarial image. The Amazon target model reported an accuracy of 61.3% on the adversarial test set -a reduction of 30%. In other words, the created adversarial images only succeeded in fooling the target model with probability 38.7%. In comparison, the same attack set-up on a local black-box target model was 73.2% successful (see Figure 3 ). However, Amazon uses 
Comparison with Other Attacks.
We compare our attack, referred to as JH, against two state-of-the-art black-box attacks. A full description of each attack is given in Section 12:
1) the Cleverhans [25] black-box attack implementation using (1) Fast Gradient Sign Method [8] (BB-FGSM) and (2) This attack is based on Carlini & Wagner's L 2 based attack but uses gradient free optimization methods to learn to craft adversarial examples. We experimented with two attack settings of 100 and 500 iterations. An iteration corresponds to updating the adversarial image after computing the loss. More iterations equates to a longer period for loss convergence and a greater chance of finding an adversarial image. Table 1 shows attack comparison results. Attacks are trained on the MNIST training set (when applicable), and results reported on the full MNIST test set, we also report the total time that the attack took to run. JH, BB-FGSM and BB-CL2 attacks were trained for ten epochs 12 , our attack finished training in approximately 300 seconds. BB-FGSM and BB-CL2 took approximately 375× longer than our attack, while ZOO-Adam took nearly 240× longer, due 12 . All experiments used the same computational set-up: an NVIDIA TITAN X Graphics Card and 32GB RAM.
to the timely optimization process that is performed for each image. In terms of misclassification success, our attack is substantially stronger than BB-FGSM, BB-CL2, and ZOO-Adam (100 iter.), and is comparable to ZOO-Adam (500 iter.). Our attack has marginally larger average L ∞ distances from source images, but is comparable to reconstruction error in state-of-the-art autoencoders. Not only was our attack faster to train, but can be optimized to increase attack success or perturbation levels, depending on the context of attack. Furthermore, altering the attack weight does not impact attacker model training time.
Attacks are Identifiable
There are a variety of methods for crafting adversarial examples, from detecting and manipulating pixels that contribute the most to classification [4] , [23] , to perturbing all pixels by a small amount [4] , [8] . It is no surprise then, that a classifier can recognize and differentiate between these attacks. Figure 10 shows a two dimensional visualization of six popular attacks, including our own, referred to as JH (see Section 12 for a description of other attacks). From the MNIST test set, we created 5,000 successful adversarial images for each of the six attacks -using the target model described in Table 2 -and visualize via the dimensionality reduction technique, t-SNE [18] . There is clearly structure among each of the attacks which can be used as a detection mechanism. Interestingly, the FGSM adversarial images are particularly identifiable, creating ten distinct clusters -one for each digit, while CL0 and CLi are the least identifiable. However, one should not use this visualization as a benchmark of adversarial image detectability; the differences in visual detectability could be due to inherent weakness in the dimensionality reduction method.
To establish if adversarial images created under different attacks are separable, we train a classifier that aims to recognize one attack from another. We use the same model as described in Table 2 , but now compress the Log Softmax output to a six dimensional vector instead of ten -one for each type of attack. The model was trained on 2,500 samples from each of the six attacks (15,000 training images) and tested on the remaining 2,500 from each attack (15,000 test images). Figure 11 shows the confusion matrix of the model; each attack is easy to separate from one another. As suggested by Figure 10 , the FGSM attack is easily identifiable, with 99% of FGSM test images being correctly classified, and the CL0 is the most difficult to identify, with a 76% test set accuracy. Interestingly, when an attack is confused with JH FGSM JSMA CL2 CL0 CLi another, it is predominantly confused with just one other attack. For example, the CL0 attack is confused with CL2 attack in 11% of test images, while the JSMA attack (which has an accuracy of 84%) is confused with the JH attack in 13% of test images. However the converse does not always hold, for example the CL2 attack is not confused with the CL0 attack at the same rate.
Clearly attacks are identifiable and separable from one another, a natural question then is, can this insight be used by a target model to detect and defend against attacks? We answer this by extending the previous experiment to source images from the MNIST dataset. The task then is to recognize attacks from one another and from MNIST digits. Again, the model used is as described in Table 2 , but now we compress the Log Softmax output to a 16 dimensional vector -one for each type of attack and each digit. The model was trained on 10% of the MNIST dataset (7,000 images) and 10% of the adversarial images (3,000 images), with results reported on the remaining images. The overall test set accuracy is 92.7%, and more importantly adversarial images are almost never identified as a source image; either being assigned the correct attack label or, on rare occasions, is confused with another attack. This method can therefore be used an effective method for detecting adversarial images.
Discussion
Attacker Model.
Deciding which neural network architecture to use given a problem is more of a dark art than a science. We experimented with hundreds of architectures and hyperparameters before settling on the attacker model reported in Table 1 . We Figure 11 : Confusion matrix of a classifier that tries to recognize different attacks. The classifier is trained on only 10% of the MNIST dataset. selected a convolutional autoencoder over a fully-connected neural network due to its superior ability to learn an accurate reconstruction of the source image, while maintaining perturbations that cause an intentional misclassification in the target model. We found that optimizing the attacker model loss under the L 2 distance metric produced better results than optimizing for the absolute difference or maximum perturbation, and produced similar results when using the 
Datasets.
Machine learning research has started to move away from datasets such as MNIST, favoring more complex, larger datasets such as ImageNet on which to benchmark research. This should be applauded, as applying research to more complex datasets provides a clearer intuition of generalizability and impact. However, we claim the converse should be a standard for benchmarking adversarial example attacks -adversarial examples should be primarily tested on datasets like MNIST and CIFAR-10. An attack that has shown to be effective against a dataset that normally requires more distortion to misclassify an input, and that has an associated target model with near perfect test set accuracy, is more useful to the research community than an attack that has been tested on a large, complex dataset with a weak target model.
How Much Data Does the Attack Need?
In Section 5, we demonstrated that an attacker with access to 600 or 60,000 data samples can achieve approximately the same attack success rate. The attacker model is able to learn and generalize while training on few data samples. It would be an interesting direction for future work to quantify the amount of dataset knowledge an attacker needs to launch an attack. We did not seek to answer questions such as this in this work, however, an attacker would clearly need knowledge of at least one image from each class, and realistically, more than one, in order to learn some information about the structure of each class. We believe it is important to evaluate an attack in all possible circumstances. That is, in both best and worst case scenarios, where an attacker has knowledge of very few or all data samples used to train the target model (cf. Figure 7 ).
A Target Model Oblivious Attack.
Our attack queries the target model directly, from which the attacker model is trained. As such, it is agnostic to the type of model under attack. We have shown that we can attack a neural network, RF, SVM, and KNN, all with high adversarial example success. Furthermore, we show we do not have to query the target model directly for adversarial examples to work: for small attack weights, adversarial examples crafted by an attacker model that was originally trained against a target neural network, transfer and fool a RF target model. For example, an attack weight of ten reduced the RF test accuracy on MNIST from 95.2% to 69.2%, and because Figure 2 showed that adversarial examples crafted with an attack weight of ten are visually similar to the source samples, we claim that our attack can craft adversarial examples that transfer between models.
Insights into Adversarial Examples.
Our work offers important insights into how attacks are realized. In Section 6 we showed that a target model is inhibited by noise in its goal to separate classes, and that an attack can exploit this inherent weakness to craft adversarial examples that perturb fewer pixels in the foreground image. Perturbing fewer pixels in the foreground of an image such as a digit in MNIST is advantageous for an attack, since this is what distinguishes classes. Thus an attack that perturbs background noise is more likely to be stealthy and visually imperceptible from the source image. We also highlight the distinguishability among different types of attacks. Previous work [7] , [9] , [20] concentrated on a binary classification of adversarial and non-adversarial images. While we do not claim any significant advantage over this approach for defending against adversarial examples, we consider the insight that different attacks have unique distributions to be both interesting and potentially useful for the construction of more advanced detection methods in future work. 11.6. An Adaptive Attack.
The attack weight, a unique property of our attack, allows an attacker to tune their model depending on the setting. For example, when attacking the Feature Squeezing defense, we were able to decrease test set accuracy on the adversarial examples as we decreased the attack weight, at the expense of more visually dissimilar examples. The capacity to tailor an attack based on properties that an attacker would like to achieve (for example, transferability or an attack on a proposed defense) is useful and important in practical settings. Ultimately, the attack weight trades overall success of fooling the target model for visual similarity between the source and adversarial image, and we leave an evaluation of attack weight choice strategies for future work.
Related Work
We now survey the landscape of attacks and defenses in adversarial example research.
Attacks
In a departure from other attacks that assume whitebox access to the target model [1] , [4] , [8] , [15] , [22] , [28] or construct their black-box attack through a transfer of a white-box attack [27] , our attack is optimized directly by information output by the black-box target model. Here we give an overview of a number of aforementioned state-ofthe-art white-box and black-box attacks:
• The Fast Gradient Sign Method (FGSM) [8] is an attack, optimizing the L ∞ distance metric, that is designed to compute adversarial perturbations efficiently. Given an source image, x, FGSM iteratively updates x to produce an adversarial image by setting:
where θ are the model parameters, y is the target of the model, J(θ, x, y)) is the objective function of the model, and is the step-size of the perturbation. FGSM computes the direction the pixels of the image need to move towards to cause a misclassification, and then shifts them all by a factor of . This provides a coarse approximation of the optimal solution, resulting in visually noisy adversarial images; Kurakin et al. [15] show an improvement on FGSM by taking smaller step sizes.
•
The Jacobian-based Saliency Map (JSMA) [28] is optimized under the L 0 distance metric, searching for pixels that have the most impact on classification, and perturbing them, resulting in a prediction with higher chosen target class confidence. More specifically, given a neural network F , a clean image x, and a target class t, to achieve the intended misclassification, F t (x) must be increased while prediction probabilities of F i (x) for classes i = t must decrease until t = arg max i F i (x). This is accomplished using the saliency map:
where i is an input feature. JSMA finds features i and j in an input image x such that the pair of features maximizes the summation of their respective saliency maps. Each feature is then perturbed by . The process repeats until a threshold number of pixels have been modified, or F (x) = t.
• Carlini and Wagner [4] recently proposed three attacks under an L 0 , L 2 and L ∞ distance metric (referred to as CL0, CL2 and CLi, respectively). All three attacks generate high quality adversarial images, and have shown to be successful in attacking a number of recently proposed defenses [3] . We encourage interested readers to refer to the original paper for a full technical explanation of the attacks. In short, the CL2 attack uses gradient descent to solve minimize || 1 2 (tanh(w) + 1) − x|| 2 2 + c · l( 1 2 (tanh(w) + 1))|| where l is the loss function defined as
Z is the logits of the target neural network, t is the attacker chosen target class, w is a change of variable such that δ = 1 2 (tanh(w) + 1) − x, where δ is the adversarial perturbation applied to the image, c is a weight coefficient, and κ controls the confidence of misclassification.
• Moosavi-Dezfooli et al. [22] developed an attack that crafts adversarial examples by approximating a non-linear model as a linear model, and finding the closest decision boundary -according to an L p distance metric. The iterative attack updates an image by repeatedly finding the closest boundary and taking steps in that direction. The attack terminates once the image fools the non-linear model. Moosavi-Dezfooli et al. [21] also show that there is a Universal Adversarial Perturbation that can cause a misclassification of an image from any dataset with high probability.
However, this method is computationally expensive and requires access to the target model's training data, somewhat limiting its practicality. • Papernot et al. [26] have recently shown that the susceptibility to adversarial examples is not model specific, it is possible to construct adversarial inputs on one model and t ransfer them to another model while still preserving intentional misclassifications. Thus, an attacker with only limited information can still launch powerful attacks. 
Defenses
An arms race has developed between offensive and defensive adversarial research. Attacks have succeeded in 13 developing high quality images that fool target models. However, progress has also continued on the defensive side, we give an overview of some of the most promising defenses and detection methods: • Gong at al. [7] and Metzen et al. [20] both train an additional neural network on top of the target model, that makes a binary prediction of if an input was adversarial or not. Similarly, Grosse et al. [9] adds an additional "adversarial class" to a target model to detect adversarial examples. All works report high detection rates on datasets such as MNIST, CIFAR-10 and ImageNet. 
Conclusion
We presented a first-of-its-kind adversarial example attack on black-box models that uses machine learning at the heart of its construction. We comprehensively evaluated the attack under many different settings, showing that it produces quality adversarial examples capable of fooling a target model in both targeted and untargeted attacks. The attack is adaptive and transfers to many different target models, reduces the effectiveness of adversarial example defenses, and improves on other state-of-the-art black-box attacks. Attacker Model Loss 
