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Introduction
Cet article est la suite de [I] et [II] dont on adopte les notations. Soient F un corps
local non archime´dien de caracte´ristique nulle, G un groupe re´ductif connexe de´fini sur
F , G˜ un espace tordu sous G et a un e´le´ment de H1(WF ;Z(Gˆ)), dont se de´duit un
caracte`re ω de G(F ). On impose les hypothe`ses de [II] 1.1. Soit M˜ un espace de Levi
de G˜. On a e´nonce´ dans [II] diverses assertions concernant les inte´grales ponde´re´es ω-
e´quivariantes IG˜
M˜
(γ, f) et leurs variantes endoscopiques IG˜,E
M˜
(γ, f). Le terme γ est un
e´le´ment de Dge´om(M˜(F ), ω) ⊗ Mes(M(F ))∗, ce qui revient essentiellement a` dire que
c’est une combinaison line´aire finie d’inte´grales orbitales dans M˜(F ) (tordues par ω). Le
terme f est un e´le´ment de I(G˜(F ), ω)⊗Mes(G(F )), ce qui revient essentiellement a` dire
que c’est une fonction sur G˜(F ), localement constante et a` support compact. Conside´rons
l’hypothe`se suivante :
(Hyp)soient γ ∈ Dge´om(M˜(F ), ω)⊗Mes(M(F ))∗ et f ∈ I(G˜(F ), ω)⊗Mes(G(F )) ;
supposons que γ soit a` support fortement re´gulier dans G˜(F ) ; alors on a l’e´galite´
IG˜,E
M˜
(γ, f) = IG˜
M˜
(γ, f).
Le but de l’article est de prouver toutes les assertions e´nonce´es en [II] sous cette
hypothe`se. La preuve de celle-ci ne´cessite un argument global et sera faite plus tard.
Esquissons comment se de´duit le the´ore`me [II] 1.16 de l’hypothe`se (Hyp). L’e´nonce´ de
ce the´ore`me est le meˆme que celui de (Hyp), sauf que l’on supprime l’hypothe`se sur le
support de γ. En utilisant la the´orie des germes de Shalika, on a prouve´ en [II] 2.10 que
(Hyp) entraˆınait une assertion plus forte, a` savoir la meˆme e´galite´ sous l’hypothe`se plus
faible que le support de γ est forme´ d’e´le´ments G˜-e´quisinguliers, c’est-a`-dire d’e´le´ments
γ ∈ M˜(F ) tels queMγ = Gγ. Passons au cas ou` γ est quelconque. On peut fixer une classe
de conjugaison stable O d’e´le´ments semi-simples de M˜(F ) et supposer γ ∈ Dge´om(O, ω)⊗
Mes(M(F ))∗, c’est-a`-dire que le support de γ est forme´ d’e´le´ments de parties semi-
simples dans O. Soit a ∈ AM˜(F ) en position ge´ne´rale. On note aγ la translate´e de γ
par a. Le support de cette distribution est forme´ d’e´le´ments G˜-e´quisinguliers. On a donc
pour tout f l’e´galite´
(1) IG˜,E
M˜
(aγ, f) = IG˜
M˜
(aγ, f).
1
Faisons tendre a vers 1. On a e´tabli un de´veloppement de ces deux termes en [II] 3.2
et [II] 3.9. Pour les e´noncer facilement, faisons l’hypothe`se simplificatrice que M˜ est un
espace de Levi propre et maximal de G˜. Alors IG˜,E
M˜
(aγ, f) est e´quivalent (en un sens de´fini
en [II] 3.1) a`
(2) IG˜
M˜
(γ, f) +
∑
J∈J G˜
M˜
IG˜(ρJ(γ, a)
G˜, f).
L’ensemble J G˜
M˜
est celui des racines de AM˜ dans g, au signe pre`s. Pour J = {±α}, le
terme ρJ (γ, a) est le produit d’un e´le´ment de Dge´om(O, ω)⊗Mes(M(F ))∗ inde´pendant
de a et de log(|α(a)−α(a)−1|F ). Enfin, l’exposant G˜ de ρJ(γ, a)G˜ indique que l’on induit
cette distribution a` G˜(F ). On a un de´veloppement paralle`le
(3) IG˜,E
M˜
(γ, f) +
∑
J∈J G˜
M˜
IG˜(ρEJ(γ, a)
G˜, f).
La notion d’e´quivalence e´voque´e plus haut est inoffensive : l’e´galite´ (1) entraˆıne que (2)
et (3) sont e´gaux. Pour J ∈ J G˜
M˜
, conside´rons l’assertion
(4)J on a ρ
E
J(γ, a)
G˜ = ρJ(γ, a)
G˜ pour tout γ ∈ Dge´om(O, ω) ⊗Mes(M(F ))
∗ et tout
a ∈ AM˜(F ) en position ge´ne´rale et proche de 1.
L’ensemble J G˜
M˜
posse`de un e´le´ment ”maximal” Jmax = {±α} forme´ des deux racines
indivisibles. Supposons (4)J prouve´ pour J 6= Jmax. Alors l’e´galite´ de (2) et (3) entraˆıne
IG˜,E
M˜
(γ, f)− IG˜
M˜
(γ, f) = IG˜(ρJmax(γ, a)
G˜ − ρJmax(γ, a)
G˜, f).
Or le membre de gauche est constant en a tandis que celui de droite est proportionnel
a` log(|α(a) − α(a)−1|F ), ou` α est une racine indivisible. Il ne peuvent eˆtre e´gaux que
s’ils sont tous deux nuls. La nullite´ du membre de gauche est l’assertion du the´ore`me [II]
1.16. La nullite´ du membre de droite est l’assertion (4)Jmax . Tout revient donc a` prouver
(4)J pour J non maximal. Dans le cas ou` G˜ = G et a = 1, on raisonne par re´currence
sur la dimension de G. A un J non maximal, on associe un certain sous-groupe GJ ( G,
et on montre que l’assertion se de´duit de l’assertion analogue ou` G est remplace´ par GJ .
Le cas ge´ne´ral utilise la descente. On fixe η ∈ O et on montre que les termes ρJ(γ, a) et
ρEJ(γ, a) se de´duisent de termes analogues ou` G˜ est remplace´ par la composante neutre
Gη du commutant de η dans G˜. Ce groupe Gγ n’e´tant plus tordu, le re´sultat pre´ce´dent
s’applique et on peut conclure. La the´orie de la descente est facile pour le terme ρJ(γ, a)
(du moins, elle est facile maintenant que Harish-Chandra et Arthur ont travaille´ pour
nous). C’est beaucoup plus de´licat pour le terme endoscopique ρEJ(γ, a) car, dans le cas
tordu, me´langer descente et endoscopie fait apparaˆıtre des ”triplets endoscopiques non
standard”, cf. 6.1. Il y a une analogue de l’assertion (4)J pour de tels triplets que nous
de´duirons elle-aussi de l’hypothe`se (Hyp), modulo un raisonnement par re´currence assez
sophistique´, cf. 6.4.
Il y a deux cas ou` on obtient des re´sultats non conditionnels, parce que l’on peut
de`s maintenant prouver la validite´ de (Hyp). Le premier, de´taille´ dans la section 1, est
celui ou` il n’y a pas de torsion : G˜ = G et a = 1. Dans ce cas, (Hyp) a e´te´ prouve´ par
Arthur ([A1] local theorem 1). Le second, auquel est consacre´ la section 2, est celui ou`
G est quasi-de´ploye´, G˜ est a` torsion inte´rieure et a = 1. Dans ce cas, on montre que
l’on peut plonger G˜ dans un groupe non tordu H de sorte que l’hypothe`se (Hyp) pour
G˜ se de´duise de la meˆme hypothe`se pour ce groupe H . Comme on vient de le dire, cette
dernie`re a e´te´ prouve´e par Arthur puisque H n’est pas tordu.
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Dans la troisie`me section, limite´e au cas des groupes non tordus, on montre comment
se comportent nos objets (par exemple les termes ρJ(γ, a)) par passage au reveˆtement
simplement connexe du groupe de´rive´. Dans la quatrie`me section, on e´nonce comment
se comportent ces meˆmes objets par descente d’Harish-Chandra. Dans la section 5, on
reprend les constructions de [W1] qui permettent de relier descente et endoscopie. C’est la`
qu’apparaissent les triplets endoscopiques non standard. La section 6 leur est consacre´e.
Dans la section 7, on de´veloppe la de´monstration grossie`rement e´voque´e ci-dessus, c’est-
a`-dire que l’on montre que la plupart des e´nonce´s de [II] re´sultent de l’hypothe`se (Hyp).
La huitie`me et dernie`re section concerne les e´nonce´s restants, a` savoir ceux concernant
les germes de Shalika. Ces germes sont locaux, c’est-a`-dire vivent au voisinage d’une
classe de conjugaison stable semi-simple O fixe´e dans M˜(F ). On prouve ces re´sultats
sans recourir a` l’hypothe`se (Hyp), pourvu que O n’appartienne pas a` un ensemble au
plus fini de telles classes. Ces re´sultats n’ont pas de conse´quence imme´diate mais le fait
qu’ils soient obtenus sans hypothe`se nous sera utile plus tard.
1 Le cas des groupes non tordus
1.1 Rappel des re´sultats d’Arthur
Dans tout l’article, le corps de base F est local non-archime´dien de caracte´ristique
nulle, sauf mention expresse du contraire. On conside`re dans cette section un triplet
(G, G˜, a) non tordu, c’est-a`-dire que G˜ = G et a = 1. Le triplet se re´duit donc a` l’unique
groupe G. On fixe une fonction B comme en [II] 1.8. On peut affaiblir les hypothe`ses de
re´currence pose´es en [II] 1.1. En effet, en partant de notre groupe G, on ne peut faire
apparaˆıtre par les constructions de [II] que des triplets non tordus, re´duits a` un unique
groupe. Les hypothe`ses de re´currence suivantes sont donc suffisantes : si G est quasi-
de´ploye´, on suppose connus tous les re´sultats concernant des groupes G′ quasi-de´ploye´s
tels que dim(G′SC) < dim(GSC) ; si G n’est pas quasi-de´ploye´, on suppose connus tous
les re´sultats concernant les groupes quasi-de´ploye´s G′ tels que dim(G′SC) ≤ dim(GSC) et
tous les re´sultats concernant les groupes quelconques tels que dim(G′SC) < dim(GSC).
Si une assertion est relative a` un Levi M de G, on suppose connues toutes les assertions
concernant le meˆme groupe G et relatives a` un Levi L ∈ L(M) tel que L 6=M .
Soit M un Levi de G. Dans ce cas, les re´sultats suivants ont e´te´ prouve´s par Arthur
([A1] local theorem 1) :
(1) soit γ ∈ Dge´om(M(F ))⊗Mes(M(F ))∗ et f ∈ I(G(F ))⊗Mes(G(F )) ; on suppose
que le support de γ est forme´ d’e´le´ments fortement G-re´guliers ; alors on a l’e´galite´
IG,EM (γ, f) = I
G
M(γ, f);
(2) supposons G quasi-de´ploye´ ; soit δ ∈ Dstge´om(M(F )) ⊗Mes(M(F ))
∗ ; on suppose
que le support de δ est forme´ d’e´le´ments fortement G-re´guliers ; alors la distribution
f 7→ SGM(δ, f) est stable.
En vertu de la proposition 2.10 de [II], les meˆmes re´sultats valent sous des hypothe`ses
plus faibles concernant les supports des e´le´ments γ ou δ : on peut y remplacer ”G-
re´guliers” par ”G-e´quisinguliers”.
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1.2 Inte´grales orbitales ponde´re´es stables
On suppose G quasi-de´ploye´. Soit M un Levi de G. On a de´fini en [II] 3.3 l’ensemble
J GM(B). Pour J ∈ J
G
M(B), on peut appliquer la construction [II] 3.5 a` la classe O = {1} et
au syste`me de fonctions de´duit de notre fonction B. Cela de´finit une application line´aire
σGJ : D
st
unip(M(F ))⊗Mes(M(F ))
∗ → UJ ⊗ (Dunip(M(F ))⊗Mes(M(F ))
∗)/AnnGunip.
On a aussi de´fini en [II] 3.3 un groupe GJ qui n’est pas, en ge´ne´ral, un sous-groupe de G.
Le syste`me de racines de GJ est un sous-syste`me de celui de G, de meˆme rang que celui-ci
et l’inclusion est e´quivariante pour les actions galoisiennes. Il en re´sulte que Z(Gˆ)ΓF est
un sous-groupe d’indice fini de Z(GˆJ)
ΓF . On pose
iGJ = [Z(GˆJ)
ΓF : Z(Gˆ)ΓF ]−1.
Remarquons que, dans le cas ou` J est maximal, cf. [II] 3.1, on a GJ = G et i
G
J = 1.
En particulier, si l’on remplace G par GJ , J devient l’e´le´ment maximal de J
GJ
M (B) et
iGJJ = 1. On a prouve´ en [II] 3.3 l’inclusion Ann
GJ
unip ⊂ Ann
G
unip.
Proposition. (i) Pour tout J ∈ J GM(B), σ
G
J est la compose´e de i
G
J σ
GJ
J et de la projection
UJ⊗(Dunip(M(F ))⊗Mes(M(F ))
∗)/AnnGJunip → UJ⊗(Dunip(M(F ))⊗Mes(M(F ))
∗)/AnnGunip.
(ii) Pour tout J ∈ J GM(B), σ
G
J prend ses valeurs dans
UJ ⊗ (D
st
unip(M(F ))⊗Mes(M(F ))
∗)/AnnG,stunip.
(iii) Pour tout δ ∈ Dstunip(M(F ))⊗Mes(M(F ))
∗, la distribution
f 7→ SGM(δ, B, f)
est stable.
Preuve. Rappelons que l’on note ρGJ,st la restriction de ρ
G
J a` l’espace D
st
unip(M(F )) ⊗
Mes(M(F ))∗. On peut reformuler la de´finition de σGJ par l’e´galite´
(1) ρGJ,st =
∑
s∈Z(Mˆ)ΓF /Z(Gˆ)ΓF ,J∈J
G′(s)
M (B)
iM(G,G
′(s))σ
G′(s)
J .
Plus exactement, il s’agit des projections modulo AnnGunip des σ
G′(s)
J . Pour simplifier,
on oublie de telles projections dans la notation. Le membre de gauche est e´gal a` ρGJJ,st
d’apre`s [II] 3.3(i) (en oubliant les projections). Pour s 6= 1, on peut utiliser par re´currence
le (i) de l’e´nonce´ : on a σ
G′(s)
J = i
G′(s)
J σ
G′(s)J
J . Posons x = σ
G
J − i
G
J σ
GJ
J . Remarquons que
le (i) de l’e´nonce´ revient a` prouver que x = 0. L’e´galite´ (1) devient
(2) ρGJJ,st = x+
∑
s∈Z(Mˆ)ΓF /Z(Gˆ)ΓF ,J∈J
G′(s)
M (B)
iM(G,G
′(s))i
G′(s)
J σ
G′(s)J
J .
On a une projection
Z(Mˆ)ΓF /Z(Gˆ)ΓF → Z(Mˆ)ΓF /Z(GˆJ)
ΓF .
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Un e´le´ment s ∈ Z(Mˆ)ΓF /Z(Gˆ)ΓF de´termine donc a` la fois un groupe endoscopique G′(s)
de G et un groupe endoscopique (GJ)
′(s) de GJ . Montrons que
(3) on a J ∈ J G
′(s)
M (B) si et seulement si J ∈ J
(GJ )
′(s)
M (B) ;
(4) si J ∈ J G
′(s)
M (B), on a l’e´galite´ G
′(s)J = (GJ)
′(s).
Rappelons que l’on a associe´ a` J un re´seau RJ ⊂ a∗M de rang n = aM − aG, cf. [II]
3.1. Fixons une paire de Borel (B, T ) de G de´finie sur F telle que M soit standard. On
note αM la restriction a` aM d’un e´le´ment α ∈ t∗. On a les e´galites
ΣG
′(s)(T ) = {α ∈ ΣG(T ); αˆ(s) = 1},
ΣGJ (T ) = {α ∈ ΣG(T );B(α)−1αM ∈ RJ},
Σ(GJ )
′(s)(T ) = {α ∈ ΣG(T );B(α)−1αM ∈ RJ , αˆ(s) = 1}.
On a J ∈ J G
′(s)
M (B) si et seulement si il existe α1, ..., αn ∈ Σ
G′(s)(T ) telles que les e´le´ments
B(αi)
−1αi,M pour i = 1, ..., n engendrent RJ . Dans ce cas, ces e´le´ments αi appartiennent
aussi a` Σ(GJ )
′(s)(T ), donc J ∈ J (GJ )
′(s)
M (B). La re´ciproque est e´vidente. Si ces conditions
sont ve´rifie´es, les ensembles ΣG
′(s)J (T ) et Σ(GJ )
′(s)(T ) sont e´gaux : conserver les racines
α telles que αˆ(s) = 1 et conserver les racines α telles que B(α)−1αM ∈ RJ sont des
ope´rations qui commutent. Les actions galoisiennes sont aussi les meˆmes : ce sont les
restrictions de l’action sur ΣG(T ). Cela prouve (3) et (4).
On re´crit (2) sous la forme
ρGJJ,st = x+
∑
s∈Z(Mˆ)ΓF /Z(Gˆ)ΓF ,J∈J
(GJ )
′(s)
M (B)
iM(G,G
′(s))i
G′(s)
J σ
(GJ )
′(s)
J .
Pour tout s apparaissant, on a
iM(G,G
′(s))i
G′(s)
J = [Z(Gˆ
′(s))ΓF : Z(Gˆ)ΓF ]−1[Z(Gˆ′(s)J)
ΓF : Z(Gˆ′(s))ΓF ]−1.
En utilisant (4), on obtient
iM(G,G
′(s))i
G′(s)
J = [Z((GˆJ)
′(s))ΓF : Z(Gˆ)ΓF ]−1
= [Z((GˆJ)
′(s))ΓF : Z(GˆJ)
ΓF ]−1[Z(GˆJ)
ΓF : Z(Gˆ)ΓF ]−1
= iM(GJ , (GJ)
′(s))[Z(GˆJ)
ΓF : Z(Gˆ)ΓF ]−1.
Alors (2) se re´crit
ρGJJ,st = x+ [Z(GˆJ)
ΓF : Z(Gˆ)ΓF ]−1
∑
s∈Z(Mˆ)ΓF /Z(Gˆ)ΓF ,J∈J
(GJ )
′(s)
M (B)
iM(GJ , (GJ)
′(s))σ
(GJ )
′(s)
J
ou encore
ρGJJ,st = x+
∑
s∈Z(Mˆ)ΓF /Z(GˆJ )
ΓF ,J∈J
(GJ )
′(s)
M (B)
iM(GJ , (GJ)
′(s))σ
(GJ )
′(s)
J .
En comparant avec l’e´galite´ (1) applique´e au groupe GJ , on obtient x = 0, ce qui prouve
le (i) de l’e´nonce´.
En raisonnant par re´currence, ce re´sultat implique (ii) pour tout J tel que GJ 6= G.
C’est-a`-dire pour tout J sauf l’unique e´le´ment maximal Jmax.
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Rappelons le de´veloppement [II] 3.7. Soient δ ∈ Dstunip(M(F )) ⊗ Mes(M(F ))
∗ et
f ∈ I(G(F ))⊗Mes(G(F )). Le germe en 1 de la fonction a 7→ SGM(aδ, f) est e´quivalent a`∑
J∈JGM (B)
IG(σGJ (δ, a)
G, f)
+
∑
L∈L(M),L 6=G
∑
J∈JLM (B)
SGL (σ
L
J (δ, a)
L, B, f).
Pour L 6= G et J ∈ J LM(B), on sait par re´currence que σ
L
J (δ, a)
L est stable. Si de plus
L 6= M , on sait que la distribution f 7→ SGL (σ
L
J (δ, a)
L, B, f) est stable. Pour J ∈ J GM(B)
non maximal, on sait que σGJ (δ, a)
G est stable. Supposons que f soit ”instable”, c’est-a`-
dire que l’image de f dans SI(G(F ))⊗Mes(G(F )) soit nulle. Alors tous les termes du
de´veloppement ci-dessus s’annulent, sauf deux : ceux pour l’e´le´ment maximal Jmax de
J GM(B) et pour l’e´le´ment J = ∅ de J
M
M (B) (on peut les supposer distincts, sinon M = G
et la proposition est tautologique). Pour J = ∅, on a σM∅ (δ, a) = δ. Le de´veloppement
ci-dessus se re´duit a`
IG(σGJmax(δ, a)
G, f) + SGM(δ, B, f).
Les re´sultats d’Arthur impliquent que SGM(aδ, f) = 0, cf. 1.1. Donc la somme ci-dessus
est e´quivalente a` 0. Comme fonction de a, le premier terme appartient a` UJmax et le
second est constant. La proprie´te´ [II] 3.1(3) entraˆıne que les deux termes sont nuls. La
nullite´ du premier pour tout f instable signifie que σGJmax(δ, a)
G est stable. En vertu du
lemme [I] 5.13, cela ache`ve de prouver (ii). La nullite´ du second terme implique le (iii)
de l’e´nonce´. 
1.3 Germes stables
On suppose G quasi-de´ploye´. Soit M un Levi de G.
Corollaire. Pour tout δ ∈ Dstge´om,G−e´qui(M(F )) ⊗Mes(M(F ))
∗ assez proche de 1, le
terme SgGM,unip(δ, B) appartient a` D
st
unip(G(F ))⊗Mes(G(F ))
∗.
Preuve. On applique le lemme [II] 2.9, en prenant pourDst l’espaceDstge´om,G−e´qui(M(F ))⊗
Mes(M(F ))∗ tout entier. L’hypothe`se de ce lemme est ve´rifie´e d’apre`s 1.1. Le (i) du
lemme l’est aussi d’apre`s le (iii) de la proposition pre´ce´dente. Donc le (ii) aussi, ce qui
est l’assertion de l’e´nonce´. 
1.4 Inte´grales orbitales ponde´re´es endoscopiques
Le groupe G est quelconque. Soient M un Levi de G etM′ = (M ′,M′, ζ) une donne´e
endoscopique de M , elliptique et relevante. Pour J ∈ J GM(B), on a de´fini en [II] 3.8 un
homomorphisme
ρG,EJ (M
′) : Dstunip(M
′)⊗Mes(M ′(F ))∗ → UJ ⊗ (Dunip(M(F ))⊗Mes(M(F ))
∗)/AnnGunip.
Proposition. (i) Pour tout J ∈ J GM(B), ρ
G,E
J (M
′) est le compose´ de ρGJ ,EJ (M
′) et de la
projection
UJ⊗(Dunip(M(F ))⊗Mes(M(F ))
∗)/AnnGJunip → UJ⊗(Dunip(M(F ))⊗Mes(M(F ))
∗)/AnnGunip.
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(ii) Pour tout J ∈ J GM(B), tout δ ∈ D
st
unip(M
′) ⊗Mes(M ′(F ))∗ et tout a ∈ AM(F )
en position ge´ne´rale et assez proche de 1, on a l’e´galite´
ρG,EJ (M
′, δ, a) = ρGJ (transfert(δ), a).
(iii) Pour tout γ ∈ Dunip(M(F ))⊗Mes(M(F ))∗ et tout f ∈ I(G(F ))⊗Mes(G(F )),
on a l’e´galite´
IG,EM (γ, B, f) = I
G
M(γ, B, f).
Preuve. Rappelons la de´finition, pour δ ∈ Dstunip(M
′)⊗Mes(M ′(F ))∗ et a ∈ AM(F )
en position ge´ne´rale et proche de 1 :
ρG,EJ (M
′, δ, a) =
∑
s∈ζZ(Mˆ)ΓF /Z(Gˆ)ΓF
iM ′(G,G
′(s))
∑
J ′∈J
G′(s)
M′
(B);J ′ 7→J
transfert(σ
G′(s)
J ′ (δ, ξ(a))),
cf. [II] 3.8. Comme on l’a dit en [II] 3.6, il y a un isomorphisme
ι : Dstunip(M
′(F ))⊗Mes(M ′(F ))∗ → Dstunip(M
′)⊗Mes(M ′(F ))∗
et on a l’e´galite´
σ
G
′(s)
J ′ (δ, ξ(a)) = ι(σ
G′(s)
J ′ (ι
−1(δ), ξ(a)))
pour tout s apparaissant ci-dessus. En posant δ′ = ι−1(δ), la formule ci-dessus devient
ρG,EJ (M
′, δ, a) = transfert ◦ ι(XGJ ),
ou`
(1) XGJ =
∑
s∈ζZ(Mˆ)ΓF /Z(Gˆ)ΓF
iM ′(G,G
′(s))
∑
J ′∈J
G′(s)
M′
(B);J ′ 7→J
σ
G′(s)
J ′ (δ
′, ξ(a)).
Plus exactement, ce qui nous importe est la projection de ce terme modulo le sous-espace
Ann′ ⊂ Dstunip(M
′(F ))⊗Mes(M ′(F ))∗ forme´ des e´le´ments dont l’image par transfert◦ ι
appartient a` AnnGunip. En vertu des formules ci-dessus, il suffit pour prouver (i) de montrer
que, modulo cet espace Ann′, XGJ co¨ıncide avec X
GJ
J . La preuve est alors similaire a` celle
de 1.2. Un e´le´ment s ∈ ζZ(Mˆ)ΓF /Z(Gˆ)ΓF de´termine a` la fois un groupe endoscopique
G′(s) de G et un groupe endoscopique (GJ)
′(s) de GJ . Les proprie´te´s similaires a` 1.2(3)
et (4) sont ve´rifie´es :
(2) les ensembles (re´duits a` au plus un e´le´ment) {J ′ ∈ J G
′(s)
M ′ (B); J
′ 7→ J} et {J ′ ∈
J (GJ )
′(s)
M ′ (B); J
′ 7→ J} co¨ıncident ;
(3) s’ils ne sont pas vides, notons J ′ leur seul e´le´ment ; alors G′(s)J ′ = (GJ)
′(s).
En utilisant ces proprie´te´s et en appliquant la proposition 1.2(i) aux termes du
membre de droite de (1), on transforme (1) en
XGJ =
∑
s∈ζZ(Mˆ)ΓF /Z(Gˆ)ΓF
iM ′(G,G
′(s))
∑
J ′∈J
(GJ )
′(s)
M′
(B);J ′ 7→J
i
G′(s)
J ′ σ
(GJ )
′(s)
J ′ (δ
′, ξ(a))
du moins modulo Ann′. De nouveau, on calcule
iM ′(G,G
′(s))i
G′(s)
J ′ = [Z(GˆJ)
ΓF : Z(Gˆ)ΓF ]−1iM ′(GJ , (GJ)
′(s)).
7
D’ou`
XGJ = [Z(GˆJ)
ΓF : Z(Gˆ)ΓF ]−1
∑
s∈ζZ(Mˆ)ΓF /Z(Gˆ)ΓF
iM ′(GJ , (GJ)
′(s))
∑
J ′∈J
(GJ )
′(s)
M′
(B);J ′ 7→J
σ
(GJ )
′(s)
J ′ (δ
′, ξ(a))
=
∑
s∈ζZ(Mˆ)ΓF /Z(GˆJ )
ΓF
iM ′(GJ , (GJ)
′(s))
∑
J ′∈J
(GJ )
′(s)
M′
(B);J ′ 7→J
σ
(GJ )
′(s)
J ′ (δ
′, ξ(a)) = XGJJ .
Cela prouve le (i) de l’e´nonce´.
Posons γ = transfert(δ). Pour tout a ∈ AM(F ), on a aγ = transfert(ξ(a)δ). Soit
f ∈ I(G(F ))⊗Mes(G(F )). Utilisons les de´veloppements [II] 3.3 de IGM(aγ, f) et [II] 3.9
de IG,EM (aγ, f) = I
G,E
M (M
′, ξ(a)δ, f). On obtient que
(4) IGM(aγ, f)− I
G,E
M (aγ, f)
est e´quivalent a`∑
L∈L(M)
∑
J∈JLM (B)
IGL (ρ
L
J (γ, a)
L, B, f)− IG,EL (ρ
L,E
J (M
′, δ, a)L, B, f).
On sait d’apre`s 1.1 que l’expression (4) est nulle. En raisonnant par re´currence et en
utilisant le (i) de l’e´nonce´, on connaˆıt l’assertion (ii) pour tout J sauf pour le terme
maximal Jmax de J GM(B). On sait aussi que les inte´grales orbitales I
G,E
L co¨ıncident avec
IGL si L 6=M . L’expression ci-dessus se simplifie et on obtient que l’expression
IG(ρGJmax(γ, a)
G − ρG,EJmax(M
′, δ, a)G, f)
+IGM(γ, B, f)− I
G,E
M (γ, B, f)
est nulle. La proprie´te´ [II] 3.1(3) entraˆıne de nouveau la nullite´ de ces deux termes.
La nullite´ du premier ache`ve de prouver l’assertion (ii) de l’e´nonce´. La nullite´ du second
de´montre l’assertion (iii) pour notre distribution γ. Mais tout e´le´ment de Dunip(M(F ))⊗
Mes(M(F ))∗ est combinaison line´aire de transferts de δ comme ci-dessus, quand on
fait varier la donne´e M′. Il s’ensuit que l’assertion (iii) est ve´rifie´e pour tout γ ∈
Dunip(M(F ))⊗Mes(M(F ))∗. 
1.5 Germes endoscopiques
Soit M un Levi de G.
Corollaire. Pour tout γ ∈ Dge´om(M(F ))⊗Mes(M(F ))∗ assez proche de 1, on a l’e´galite´
gGM,unip(γ, B) = g
G,E
M,unip(γ, B).
Comme en 1.3, cela se de´duit de la proposition pre´ce´dente en utilisant le lemme [II]
2.8. 
8
2 Premiers re´sultats dans le cas quasi-de´ploye´ et a`
torsion inte´rieure
2.1 Un lemme sur les groupes abe´liens finis
Soient X un groupe abe´lien fini et n un entier supe´rieur ou e´gal a` 1. Tout e´le´ment
m = (m1, ..., mn) ∈ Zn de´termine un homomorphisme
ϕm : X
n → X
x = (x1, ..., xn) 7→
∑
i=1,...,nmixi
Evidemment, cet homomorphisme ne de´pend que de l’image de m dans (Z/NZ)n, ou` N
est l’exposant de X (c’est-a`-dire le plus petit entier supe´rieur ou e´gal a` 1 qui annule X).
Lemme. Soit x, y ∈ Xn. Alors y appartient au sous-groupe de Xn engendre´ par x si
et seulement si, pour tout m ∈ Zn, ϕm(y) appartient au sous-groupe de X engendre´ par
ϕm(x).
Preuve. Dans un sens, c’est e´vident : si y = rx, avec r ∈ Z, alors ϕm(y) = rϕm(x)
pour tout m. Supposons inversement que, pour tout m ∈ Zn, ϕm(y) appartient au sous-
groupe de X engendre´ par ϕm(x). De´composons X en somme directe ⊕p∈PXp ou` P
est un ensemble fini de nombres premiers et Xp est un p-groupe pour tout p ∈ P . On
de´compose conforme´ment tout z ∈ X en z =
∑
p∈P zp. Le sous-groupe de X engendre´
par z est l’ensemble des z′ =
∑
p∈P z
′
p tels que, pour tout p ∈ P , z
′
p appartienne au
sous-groupe de Xp engendre´ par zp. La meˆme proprie´te´ s’applique a` X
n = ⊕p∈PXnp .
Donc, pour tout p ∈ P et pour tout m ∈ Zn, (ϕm(y))p appartient au sous-groupe de
Xp engendre´ par (ϕm(x))p. Pour tout z ∈ Xn, on a (ϕm(z))p = ϕm(zp). Donc, pour
tout p ∈ P et pour tout m ∈ Zn, ϕm(yp) appartient au sous-groupe de Xp engendre´ par
ϕm(xp). Supposons le lemme de´montre´ pour chaque Xp. Alors la proprie´te´ pre´ce´dente
entraˆıne que, pour tout p ∈ P , y
p
appartient au sous-groupe de Xnp engendre´ par xp.
D’ou` la conclusion.
On est ainsi ramene´ au cas ou` X est un p-groupe pour un certain nombre premier
p. Ecrivons x = (x1, ..., xn), y = (y1, ..., yn). Pour tout i = 1, ..., n, notons ai ∈ N le
plus petit entier tel que paixi = 0. A permutation pre`s, on peut supposer a1 ≥ ... ≥ an.
L’assertion a` prouver e´tant e´vidente dans le cas n = 1, on suppose n ≥ 2. On pose
x′ = (x1, ..., xn−1), y
′ = (y1, ..., yn−1). Ces elements ve´rifient la meˆme hypothe`se que
x et y, mais pour n − 1. En raisonnant par re´currence, on peut supposer qu’il existe
r ∈ Z tel que y′ = rx′. Alors l’e´le´ment (0, ..., 0, yn − rxn) = y − rx ve´rifie la meˆme
hypothe`se que y. On va montrer qu’il est nul. En oubliant cette construction, on suppose
simplement que y = (0, ..., 0, yn) et on va prouver que yn = 0. En appliquant l’hypothe`se
a` m = (0, ..., 0, 1), on voit qu’il existe r ∈ Z tel que yn = rxn. D’ou` la conclusion si
xn = 0. On suppose xn 6= 0. Soit h ∈ N le plus petit entier tel que phxn appartienne au
sous-groupe de X engendre´ par x1. On a h ≤ an et une e´galite´ phxn + ph
′
ux1 = 0, ou`
u ∈ Z est premier a` p et h′ = h + a1 − an. Posons z = xn + pa1−anux1. On ve´rifie que
l’application
Z/pa1Z⊕ Z/phZ → X
(e, f) 7→ ex1 + fz
est injective. Appliquons l’hypothe`se a`m = (m, 0, ..., 0, 1). On obtient que rxn appartient
au groupe engendre´ par mx1+xn. Autrement dit r(z− p
a1−anux1) appartient au groupe
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engendre´ par z+(m−pa1−anu)x1. Posons m = p
a1−anu. Alors r(z−pa1−anux1) appartient
au groupe engendre´ par z. D’apre`s l’injectivite´ pre´ce´dente, pa1 doit diviser rupa1−an . Donc
pan divise r. D’ou` yn = rxn = 0. 
2.2 Un lemme sur les tores
Dans ce paragraphe et les trois suivants, on le`ve l’hypothe`se que F est non-archime´dien.
Le corps F est un corps local de caracte´ristique nulle.
Lemme. Soient T un tore de´fini sur F et U ⊂ T (F ) un sous-groupe ouvert d’indice
fini. Alors il existe un tore T ′ de´fini sur F et un homomorphisme f : T ′ → T de´fini sur
F de sorte que f(T ′(F )) = U .
Preuve dans le cas ou` F est archime´dien. Si F = C, T (C) est connexe. Donc U =
T (C). Le tore T ′ = T et l’homomorphisme identite´ conviennent. Supposons F = R.
Introduisons les trois tores T1, T2 et T3 sur R tels que T1(R) = R
×, T2(R) = C
×,
T3(R) = {z ∈ C; zz¯ = 1}. On sait que T est isomorphe a` un produit de tels tores, disons
T = T a1 ×T
b
2 ×T
c
3 . Le sous-groupe U est ne´cessairement de la forme U1×T2(R)
b×T3(R)c,
ou` U1 est un sous-groupe ouvert d’indice fini de T1(R)
a. Si on trouve T ′1 et f1 re´solvant
le proble`me pour le tore T a1 et le sous-groupe U1, on pose T
′ = T ′1 × T
b
2 × T
c
3 , on e´tend
f1 en f par l’identite´ sur les autres composantes. Cela re´sout le proble`me initial. On est
ainsi ramene´ au cas ou` T = T a1 . Quitte a` appliquer un automorphisme de T , on peut
supposer qu’il existe un entier e avec 0 ≤ e ≤ a de sorte que U = (R×+)
e × (R×)a−e. On
pose T ′ = T e2 ×T
a−e
1 , on de´finit f comme e´tant la norme sur les e-premie`res composantes
et l’identite´ sur les a− e dernie`res. Cela re´sout le proble`me.
Preuve dans le cas ou` F est non-archime´dien. On fixe une extension finie E de F
tel que ΓE agisse trivialement sur X∗(T ). On introduit le tore S = ResE/F (GL(1)E).
Le groupe X∗(S) est le groupe des fonctions φ : ΓE\ΓF → Z, muni de l’action de ΓF
par translations a` droite. On a S(F ) = E×. On introduit le tore D tel que X∗(D) soit
X∗(S) ⊗Z X∗(T ), c’est-a`-dire le groupe des fonctions φ : ΓE\ΓF → X∗(T ), muni de
l’action de ΓF par translations a` droite. On a D ≃ Sn, ou` n est la dimension de T . On a
un plongement ι : T → D ainsi de´fini : pour x∗ ∈ X∗(T ), ι ◦ x∗ est l’e´le´ment φ de X∗(D)
tel que φ(σ) = σ(x∗). Ce plongement est de´fini sur F . Soit N ≥ 1 un entier. Pour tout
groupe abe´lien Y , notons Y (N) le groupe des puissances N -ie`mes dans Y . Montrons que
(1) il existe N tel que D(F )(N) ∩ ι(T (F )) ⊂ ι(U).
Introduisons le sous-groupe compact maximal D(F )c de D(F ). Les sous-groupes
(D(F )c)
N forment un syste`me de voisinages ouverts de l’origine dans D(F ). Le plon-
gement ι : T (F )→ D(F ) est une immersion ferme´e. Puisque U est ouvert dans T (F ), il
existe un entier N1 ≥ 1 tel que (D(F )c)N1 ∩ ι(T (F )) ⊂ ι(U). On a une suite exacte
1→ D(F )c → D(F )
π
→ Zn → 0
Posons LT = π◦ι(T (F )), LU = π◦ι(U) et L0 = Zn∩(LT⊗ZQ). Le groupe LU est d’indice
fini dans LT par hypothe`se et LT est d’indice fini dans L0. SoitN2 ≥ 1 tel que N2L0 ⊂ LU .
Soit N = N1N2 et soit d ∈ D(F ) tel que dN ∈ ι(T (F )). Alors Nπ(d) ∈ LT ⊂ L0. Le
groupe Zn/L0 est sans torsion. Donc π(d) ∈ L0 puis N2π(d) ∈ LU . On peut donc trouver
u ∈ U et dc ∈ D(F )c tels que dN2 = ι(u)dc. On a dN1c = d
N ι(u)−N1 . Ceci appartient a`
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ι(T (F )), donc a` (D(F )c)
N1 ∩ ι(T (F )), donc a` ι(U). Posons dN1c = ι(v), avec v ∈ U . Alors
dN = ι(uN1v) appartient a` ι(U). Cela de´montre (1).
Fixons N ve´rifiant (1). Si N = 1, on a U = T (F ) et le lemme est e´vident (on prend
T ′ = T et f l’identite´). Supposons N > 1. Soit d ∈ D(F ), notons V le sous-groupe de
D(F ) engendre´ par d et D(F )(N). Montrons que
(2) il existe un tore D′ de´fini sur F et un homomorphisme g : D′ → D de´fini sur F
de sorte que g(D′(F )) = V et que le noyau de g soit connexe.
On identifie D a` Sn. Si n = 1, V est un sous-groupe ouvert d’indice fini de S(F ) = E×.
On sait qu’il existe une extension finie E ′ de E telle que, en notant NE′/E la norme,
V soit e´gal au groupe des normes NE′/E(E
′×) ([S] XIV.6 the´ore`me 1). On pose S ′ =
ResE′/F (GL(1)E′). On construit facilement un homomorphisme g : S
′ → S de´fini sur F
dont l’homomorphisme de´duit de S ′(F ) = E
′× dans S(F ) = E× soit la norme NE′/E .
Avec la description donne´e plus haut de X∗(S) et la description similaire de X∗(S
′), pour
φ′ ∈ X∗(S
′), on a g ◦ φ′(σ) =
∑
γ∈ΓE′\ΓE
φ′(γσ) pour tout σ ∈ ΓF . Il en re´sulte que l’on
a une suite exacte
0→ Y → X∗(S
′)→ X∗(S)→ 0,
ou` Y est un Z-module libre. Le noyau de g est donc connexe. Alors le tore D′ = S ′ et
cet homomorphisme g conviennent.
Supposons maintenant n > 1. On choisit un sous-ensemble M ⊂ Zn qui s’envoie
bijectivement sur Zn/(NZ)n. On suppose que M contient les e´le´ments de base de Zn,
c’est-a`-dire les e´le´ments qui ont une coordonne´e e´gale a` 1 et dont les autres coordonne´es
sont nulles. Pour tout m = (m1, ..., mn) ∈M , on de´finit l’homomorphisme
ϕm : D = S
n → S
(x1, ..., xn) 7→
∏
i=1,...,n x
mi
i
On note Vm le sous-groupe de S(F ) engendre´ par S(F )
(N) et par ϕm(d). En appliquant
le re´sultat du cas n = 1, on choisit un tore Sm de´fini sur F et un homomorphisme
gm : Sm → S de´fini sur F de sorte que gm(Sm(F )) = Vm et que le noyau de gm soit
connexe. En posant SM =
∏
m∈M Sm et S
m =
∏
m∈M S, les homomorphismes gm se
regroupent en un homomorphisme gM : SM → SM . Son noyau est connexe et on a
l’e´galite´ gM(SM(F )) =
∏
m∈M Vm. D’autre part, les homomorphismes ϕm se regroupent
en un homomorphisme ϕM : D = S
n → SM . C’est une immersion ferme´e : quandm de´crit
les e´le´ments de base de Zn, les applications ϕm de´crivent les applications coordonne´es
naturelles sur Sn. Notons D′ le produit fibre´ de D et SM au-dessus de S
M . Autrement dit
D′(F¯ ) est le groupe des (x, y) ∈ D(F¯ )× SM(F¯ ) tels que ϕM(x) = gM(y). Parce que ϕM
est une immersion ferme´e et que le noyau de gM est connexe, D
′ est connexe. C’est donc
un tore, qui est e´videmment de´fini sur F . On note g : D′ → D la projection (x, y) 7→ x.
Cet homomorphisme est de´fini sur F . Son noyau est celui de gM , donc est connexe. Le
groupe g(D′(F )) est celui des x ∈ D(F ) tels que, pour tout m ∈M , ϕm(x) appartienne
a` gm(Sm(F )), autrement dit a` Vm. En appliquant le lemme du paragraphe pre´ce´dent au
groupe X = S(F )/S(F )(N), on obtient que g(D′(F )) = V . Cela prouve (2).
La proprie´te´ (2) s’e´tend de la fac¸on suivante. Soit V un sous-groupe de D(F ) conte-
nant D(F )(N). Alors
(3) il existe un tore D′ de´fini sur F et un homomorphisme g : D′ → D de´fini sur F
de sorte que g(D′(F )) = V et que le noyau de g soit connexe.
Le groupe V est engendre´ par D(F )(N) et un ensemble fini d’e´le´ments d1, ..., dk. On
peut supposer k ≥ 1, quitte a` prendre d1 = 1. Si k = 1, on applique l’assertion (2). Si
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k ≥ 2, on note V1, resp. V2, le sous-groupe de D(F ) engendre´ par D(F )
(N) et les e´le´ments
d1, ..., dk−1, resp. dk. En raisonnant par re´currence, on choisit D
′
1 et g1, resp. D
′
2 et g
′
2,
ve´rifiant (3) pour le groupe V1, resp. V2. On pose D
′ = D′1 × D
′
2 et on prend pour g le
produit de g1 et g2. Il est clair que D et g sont de´finis sur F et que g(D(F )) = V . Le
noyau de g est fibre´ au-dessus de D′1, de fibres isomorphes au noyau de g2. Donc ce noyau
est connexe. Cela prouve (3).
Appliquons (3) au groupe V = D(F )(N)ι(U). On en de´duit un tore D′ et un homo-
morphisme g. Soit T ′ le produit fibre´ de T et D′ au-dessus de D. C’est-a`-dire que T ′(F¯ )
est le groupe des (t, d′) ∈ T (F¯ ) × D′(F¯ ) tels que ι(t) = g(d′). Notons f : T ′ → T la
projection (t, d′) 7→ t. Cette projection est surjective et son noyau est isomorphe a` celui
de g, donc est connexe. Donc le groupe T ′ est lui-meˆme connexe et c’est un tore. Il est
clair que T et f sont de´finis sur F . L’image f(T ′(F )) est le sous-groupe des t ∈ T (F )
tels que ι(t) appartienne a` g(D′(F )), autrement dit a` D(F )(N)ι(U). En appliquant (1),
on obtient que f(T ′(F )) = U . Cela ache`ve la de´monstration. 
2.3 De´tordre un triplet (G, G˜, a) quasi-de´ploye´ et a` torsion inte´rieure
Soit (G, G˜, a) un triplet quasi-de´ploye´ et a` torsion inte´rieure. On suppose comme
toujours G˜(F ) 6= ∅.
Proposition. Il existe des objets H , D, d, ι, ι˜, q ve´rifiant les conditions suivantes :
(i) H est un groupe re´ductif connexe de´fini et quasi-de´ploye´ sur F ;
(ii) D est un tore de´fini sur F ;
(iii) d ∈ D(F ) ;
(iv) ι : G → H est un plongement de´fini sur F dont l’image est un sous-groupe
distingue´ de H ;
(v) q : H → D est un homomorphisme ;
(vi) la suite
1→ G
ι
→ H
q
→ D → 1
est exacte ;
(vii) en notant Hd = {h ∈ H ; q(h) = d}, ι˜ : G˜→ Hd est un isomorphisme de varie´te´s
alge´briques de´finies sur F tel que ι˜(gγg′) = ι(g)ι˜(γ)ι(g′) pour tous g, g′ ∈ G, γ ∈ G˜ ;
(viii) q(H(F )) = D(F ) et ce groupe est engendre´ par q(Z(H ;F )) et par d.
Preuve. On a construit en [W1] 1.3(6) et (7) des objets H ′, D′, ι′, q′ ve´rifiant les
analogues de (i), (ii), (iv), (v), et tels que Z(H ′) soit connexe et soit un tore induit.
Comme on l’a dit en [I] 1.9, l’ensemble Z(G˜) s’identifie a` celui des e ∈ G˜ tels que ade
soit l’identite´. Fixons un e´le´ment e ∈ Z(G˜). Il y a un cocycle z : ΓF → Z(G) tel que
σ(e) = z(σ)−1e pour tout σ ∈ ΓF . Puisque Z(H ′) est induit, le cocycle ι◦z est un bord. On
peut fixer eH′ ∈ Z(H
′) tel que σ(eH′) = ι ◦ z(σ)
−1eH′ pour tout σ. On pose d
′ = q′(eH′).
On de´finit ι˜′ : G˜ → H ′d′ par ι˜
′(ge) = ι′(g)eH′. On voit que toutes nos conditions sont
ve´rifie´es, sauf e´ventuellement la huitie`me. Appliquons le lemme du paragraphe pre´ce´dent
au tore D′ et au groupe U engendre´ par q′(Z(H ′;F )) et d′. On obtient un tore que nous
notons D et un homomorphisme f : D → D′. Notons H le produit fibre´ de H ′ et D
au-dessus de D′. C’est-a`-dire que H(F¯ ) est le groupe des (x, y) ∈ H ′(F¯ )×D(F¯ ) tels que
q′(x) = f(y). On note ι : G→ H le plongement g 7→ (ι′(g), 1) et q : H → D la projection
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(x, y) 7→ y. La suite
1→ G
ι
→ H
q
→ D → 1
est exacte. Cela prouve queH est connexe. On sait qu’il existe d ∈ D(F ) tel que f(d) = d′.
On fixe un tel d et on de´finit ι˜ : G˜ → Hd par ι˜(γ) = (ι˜′(γ), d). Les sept premie`res
proprie´te´s de l’e´nonce´ sont ve´rifie´es. Le groupe Z(H) est le produit fibre´ de Z(H ′) et de
D au-dessus de D′. Remarquons que d appartient a` q(H(F )) : on a d = q◦ ι˜(γ) pour tout
γ ∈ G˜(F ). Soit y ∈ D(F ). On a f(y) ∈ U . On peut donc e´crire f(y) = q′(z′)(d′)n, avec
z′ ∈ Z(H ′;F ) et n ∈ Z. Posons y1 = yd−n. Alors y1 ∈ D(F ) et f(y1) = q′(z′). L’e´le´ment
z = (z′, y1) appartient a` Z(H ;F ). Alors y = q(z)d
n. Cela prouve que D(F ) est engendre´
par q(Z(H ;F )) et par d. Puisque d appartient a` q(H(F )) et que q(Z(H ;F )) est inclus
dans ce groupe, on a aussi D(F ) = q(H(F )). 
Pour la suite de la section, les hypothe`ses sont celles de ce paragraphe et on fixe des
objets ve´rifiant la proposition. Pour simplifier les notations, on oublie ι et ι˜ en identifiant
G et G˜ a` des sous-ensembles de H via ces plongements.
Soit γ ∈ G˜(F ). La proprie´te´ (viii) entraˆıne que
(1) tout e´le´ment de H(F ) peut s’e´crire γnzg, avec n ∈ Z, z ∈ Z(H ;F ) et g ∈ G(F ).
Puisque γ appartient a` ZH(γ;F ), il en re´sulte que
(2) ZH(γ;F ) est le sous-groupe de H(F ) engendre´ par γ, Z(H ;F ) et ZG(γ;F ).
On a aussi
(3) l’application naturelle ZG(γ;F )\G(F )→ ZH(γ;F )\H(F ) est bijective.
En effet, elle est e´videmment injective. Les proprie´te´s (1) et (2) entraˆınent sa surjec-
tivite´.
Il y a une bijection M 7→ MH entre Levi de G et Levi de H : MH est engendre´
par M et Z(H) ; inversement, M = G ∩MH . Puisque G˜ est a` torsion inte´rieure, il y a
aussi une bijection M 7→ M˜ entre Levi de G et espaces de Levi de G˜. On a simplement
M˜ = MH ∩ G˜. Il est clair que, pour tout espace de Levi M˜ , le groupe MH et les meˆmes
objets D, q, d ve´rifient la proposition du paragraphe pre´ce´dent relativement a` M˜ .
2.4 Fonctions, inte´grales orbitales, repre´sentations
De l’inclusion G˜(F ) ⊂ H(F ) se de´duit un homomorphisme de restriction resH
G˜
:
C∞c (H(F )) → C
∞
c (G˜(F )). Dans le cas ou` F est archime´dien, ces espaces sont munis
d’une topologie et cet homomorphisme est continu. On a donc un homomorphisme dual
qui, a` une distribution sur G˜(F ), associe une distribution sur H(F ). Soit γ ∈ G˜(F ),
munissons ZG(γ;F )\G(F ) d’une mesure. A ces donne´es est associe´e une distribution sur
G˜(F ), qui a` f ∈ C∞c (G˜(F )) associe l’inte´grale orbitale∫
ZG(γ;F )\G(F )
f(g−1γg) dg.
D’apre`s 2.3(2), son image dans l’espace des distributions sur H(F ) est l’inte´grale
orbitale sur H(F ) associe´e a` γ et la mesure sur ZH(γ;F )\H(F ) transporte´e de celle
fixe´e sur ZG(γ;F )\G(F ) par l’isomorphisme entre ces deux quotients. Il en re´sulte que
l’homomorphisme resH
G˜
se quotiente en un homomorphisme resH
G˜
: I(H(F ))→ I(G˜(F )).
En sens inverse, une distribution invariante sur G˜(F ) a` support dans un nombre fini
de classes de conjugaison par G(F ) s’envoie sur une distribution sur H(F ) a` support
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dans un nombre fini de classes de conjugaison par H(F ). Autrement dit, on obtient un
homomorphisme resH,∗
G˜
: Dge´om(G˜(F ))→ Dge´om(H(F )).
On a vu qu’il e´tait plus canonique de conside´rer les espaces I(G˜(F )) ⊗Mes(G(F ))
et Dge´om(G˜(F ))⊗Mes(G(F ))∗. La suite exacte
1→ G(F )→ H(F )→ D(F )→ 1
induit un isomorphisme Mes(H(F )) ≃ Mes(G(F )) ⊗Mes(D(F )). On choisit une fois
pour toutes une mesure de Haar sur D(F ). L’isomorphisme ci-dessus devient simple-
ment un isomorphisme Mes(H(F )) ≃ Mes(G(F )). On a aussi un isomorphisme dual
Mes(H(F ))∗ ≃Mes(G(F ))∗. On peut voir les homomorphismes ci-dessus sous la forme
resH
G˜
: I(H(F ))⊗Mes(H(F ))→ I(G˜(F ))⊗Mes(G(F )),
resH,∗
G˜
: Dge´om(G˜(F ))⊗Mes(G(F ))
∗ → Dge´om(H(F ))⊗Mes(H(F ))
∗.
Pour un e´le´ment γ ∈ G˜reg(F ), la classe de conjugaison stable de γ dans G˜(F ) est
e´gale a` la classe de conjugaison stable de γ dans H(F ). La proprie´te´ 2.3(3) implique
d’ailleurs que, si X˙ (γ) est un ensemble de repre´sentants des classes de conjugaison par
G(F ) dans cette classe de conjugaison stable, c’est aussi un ensemble de repre´sentants
des classes de conjugaison par H(F ). En choisissant des mesures comme ci-dessus, on
voit que
SG˜(γ, resH
G˜
(f)) = SH(γ, f)
pour tout f ∈ C∞c (H(F )). Il en re´sulte que l’homomorphisme de restriction se quotiente
en un homomorphisme
resH
G˜
: SI(H(F ))⊗Mes(H(F ))→ SI(G˜(F ))⊗Mes(G(F )).
On a un homomorphisme dual
resH,∗
G˜
: Dstge´om(G˜(F ))⊗Mes(G(F ))
∗ → Dstge´om(H(F ))⊗Mes(H(F ))
∗.
Les choses sont moins simples du coˆte´ spectral. Soit (π, π˜) une repre´sentation G(F )-
irre´ductible de G˜(F ). C’est-a`-dire que π est une repre´sentation admissible irre´ductible de
G(F ) dans un espace complexe Vπ et π˜ est une application de G˜(F ) dans le groupe des
automorphismes line´aires de Vπ telle que π˜(gγg
′) = π(g)π˜(γ)π(g′) pour tous g, g′ ∈ G(F )
et γ ∈ G˜(F ). Notons χπ le caracte`re central de π et prolongeons-le en un caracte`re χHπ de
Z(H ;F ). Fixons γ0 ∈ G˜(F ), notons N l’ordre de d dans le groupe fini D(F )/q(Z(H ;F )).
Alors γN0 appartient a` Z(H ;F )G(F ) et on peut l’e´crire conforme´ment γ
N
0 = z0g0. Le
lemme de Schur implique qu’il existe c0 ∈ C× tel que π˜(γ0)N = c0χHπ (z0)π(g0). Fixons
une racine N -ie`me c de c0. Pour h ∈ H(F ), e´crivons h = zgγn, avec z ∈ Z(H ;F ),
g ∈ G(F ) et n ∈ Z. Posons πH(h) = χHπ (z)π(g)(c
−1π˜(γ))n. On ve´rifie que cela ne
de´pend pas de la de´composition choisie de h et que l’application πH ainsi de´finie est une
repre´sentation admissible de H(F ) dans Vπ. Elle est irre´ductible puisque sa restriction π
a` G(F ) l’est. Introduisons le groupe localement compact D(F )∨ des caracte`res unitaires
de D(F ). La the´orie de la dualite´ pour les groupes abe´liens localement compacts nous
dit queMes(D(F )∨) est isomorphe a`Mes(D(F ))∗. Autrement dit, de la mesure que l’on
a fixe´e sur D(F ) se de´duit une mesure duale dκ sur D(F )∨. Fixons une mesure de Haar
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dh sur H(F ), qui de´termine une telle mesure dg sur G(F ). De π˜, resp. πH , se de´duit
un caracte`re-distribution IG˜(π˜, .), resp. IH(πH , .), sur C∞c (G˜(F )) ⊗ Mes(G(F )), resp.
sur C∞c (H(F ))⊗Mes(H(F )). Pour f ∈ C
∞
c (H(F )), on ve´rifie que l’inte´grale de gauche
ci-dessous est absolument convergente et que l’on a l’e´galite´
(1)
∫
D(F )∨
IH(πH , f(κ ◦ q)⊗ dh)κ(d)−1 dκ = IG˜(resH
G˜
(f)⊗ dg).
Comme on le sait, les caracte`res-distributions sont associe´s a` des fonctions localement
inte´grables trace π˜ sur G˜(F ) et trace πH sur H(F ). Alors trace π˜ n’est autre que la
restriction de trace πH a` G˜(F ).
Inversement, soit πH une repre´sentation admissible irre´ductible de H(F ). Utilisons la
the´orie de Mackey applique´e a` H(F ) et a` son sous-groupe distingue´ G(F )Z(H ;F ), dont
le quotient D(F )/q(Z(H ;F )) est engendre´ par l’image de d. Cette the´orie nous dit que,
si la restriction de trace πH n’est pas identiquement nulle sur G˜(F ), alors la restriction
π de πH a` G(F ) est irre´ductible. Notons dans ce cas π˜ la restriction de πH a` G˜(F ).
Le couple (π, π˜) est une repre´sentation G(F )-irre´ductible de G˜(F ). Le proce´de´ ci-dessus
applique´ a` ce couple, en prenant pour caracte`re χHπ le caracte`re central de π
H , reconstruit
πH . On obtient que l’application qui, a` trace πH , associe sa restriction a` G˜(F ), est un
homomorphisme surjectif
(2) Dspec(H(F ))→ Dspec(G˜(F )).
Il est clair qu’il se restreint en un homomorphisme surjectif
Dtemp(H(F ))→ Dtemp(G˜(F )),
les indices temp signifiant que l’on se limite aux repre´sentations tempe´re´es. On a introduit
en [W2] 2.12 le sous-espace Dell(G˜(F )) ⊂ Dtemp(G˜(F )) engendre´ par les caracte`res de
repre´sentations elliptiques au sens d’Arthur. On a le sous-espace analogue Dell(H(F )) ⊂
Dtemp(H(F )).
Lemme. L’homomorphisme pre´ce´dent se restreint en un homomorphisme surjectif
Dell(H(F ))→ Dell(G˜(F )).
Preuve. SoientM un Levi semi-standard de G, σ une repre´sentation irre´ductible et de
la se´rie discre`te de M(F ) et (A, γ) ∈ N G˜(σ). C’est-a`-dire que A est un automorphisme
unitaire de l’espace Vσ de σ, γ ∈ G˜(F ) normalise M et on a la relation
σ(adγ(x)) ◦ A = A ◦ σ(x)
pour tout x ∈ M(F ). On note W0(σ) le groupe habituel de la the´orie des R-groupes
(cf. [W2] 1.11) et on suppose W0(σ) = {1}. On suppose aussi que l’automorphisme de
AM/AG de´fini par γ n’a pas de point fixe non nul. Fixons P ∈ P(M). A l’aide de (A, γ),
on a de´fini en [W2] 2.9 une repre´sentation (π, π˜) de G˜(F ). La repre´sentation π n’est
autre que l’induite IndGP (σ). Elle n’est pas irre´ductible en ge´ne´ral. En la re´alisant dans
son mode`le Vπ habituel, l’ope´rateur π˜(γ) est le compose´ des trois ope´rateurs
- e 7→ A ◦ e de Vπ dans Vπ′, ou` π
′ = IndGP (σ ◦ adγ) ;
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- e 7→ ∂P (γ)
1/2e◦ad−1γ de Vπ′ dans Vπ′′ , ou` π
′′ = IndGadγ(P )(σ) ; ∂P (γ)
1/2 est un facteur
de normalisation sans importance pour nous ;
- l’ope´rateur d’entrelacement normalise´ RP |adγ(P )(σ) : Vπ′′ → Vπ.
Le caracte`re de π˜ appartient a` Dell(G˜(F )) (il peut e´ventuellement eˆtre nul) et cet
espace est engendre´ par de tels caracte`res.
Remarquons que cette construction s’applique pour construire Dell(H(F )), en posant
simplement H˜ = H .
Notons MH le Levi de H associe´ a` M . Fixons un caracte`re unitaire χ de Z(H ;F )
qui co¨ıncide sur Z(M ;F ) ∩ Z(H ;F ) avec le caracte`re central de σ. On prolonge σ en
une repre´sentation encore note´e σ de Z(H ;F )M(F ) par σ(zx) = χ(z)σ(x) pour tous
z ∈ Z(H ;F ) et x ∈ M(F ). Posons σH = IndM
H(F )
Z(H;F )M(F )(σ) que l’on re´alise dans son
espace habituel VσH . On de´finit un ope´rateur A
H de VσH par
(AHf)(x) = Af(γ−1xγ).
Il ve´rifie la relation
σH(adγ(x)) ◦ A
H = AH ◦ σH(x)
pour tout x ∈MH(F ). Fixons δ ∈ M˜(F ), notons l le plus petit entier strictement positif
tel que σ ◦ (adδ)l ≃ σ. D’apre`s la the´orie de Mackey, la repre´sentation σH se de´compose
en une somme
Σ⊕ (Σ⊗ (κ ◦ q))⊕ ...⊗ (Σ⊗ (κ ◦ q)
N
l
−1)
de repre´sentations irre´ductibles et deux a` deux ine´quivalentes, ou` N est l’ordre de d
dans D(F )/q(Z(H ;F )) et κ est un caracte`re primitif de D(F )/q(Z(H ;F )). Notons PH
le sous-groupe parabolique de H de´duit de P . On peut utiliser pour chaque composante
Σ⊗ (κ ◦ q)n les meˆmes facteurs de normalisation que pour σ et de´finir ainsi l’ope´rateur
RPH |adγ (PH)(Σ⊗(κ◦q)
n). Ces ope´rateurs se regroupent en un ope´rateur RPH |adγ(PH )(σ
H).
Posons πH = IndHPH(σ
H). On copie la de´finition ci-dessus pour de´finir un ope´rateur π˜H(γ)
de l’espace VπH , puis une repre´sentation (π
H , π˜H) de H˜(F ) = H(F ) (on a par de´finition
π˜H(xγ) = πH(x)π˜H(γ) pour tout x ∈ H(F )). Montrons que
(3) l’image par l’homomorphisme (2) du caracte`re de π˜H est N fois le caracte`re de π˜.
Pour la simplicite´ de l’e´criture, on ne distingue pas les repre´sentations de leurs espaces
naturels. Notons ǫ : σH → σ l’e´valuation f 7→ f(1). Pour ϕ ∈ σH et n ∈ Z, de´finissons
une fonction ϕn sur G(F ) par ϕn(g) = ǫ ◦ ϕ(γng). Elle appartient a` IndGad−nγ (P )
(σ ◦ adnγ).
Puisque H(F ) est re´union disjointe des γnZ(H ;F )G(F ) pour n = 0, ..., N−1 et MH(F )
est re´union disjointe des γnZ(H ;F )M(F ) pour les meˆmes n, on ve´rifie que l’application
(4)
πH = IndHPH(σ
H) → ⊕n=0,...,N−1IndGad−nγ (P )
(σ ◦ adnγ)
ϕ 7→ (ϕn)n=0,...N−1
est un isomorphisme. Il est e´quivariant pour les actions de G(F ). Pour tout n, de´finissons
une application
IndG
ad−nγ (P )
(σ ◦ adnγ) → Ind
G
P (σ)
ϕn 7→ ψn = RP |ad−nγ (P )(σ)(A
−n ◦ ϕn)
C’est un isomorphisme. En composant (4) avec ces isomorphismes, on obtient un iso-
morphisme G(F )-e´quivariant
πH = IndHPH(σ
H) → ⊕n=0,...,N−1IndGP (σ)
ϕ 7→ (ψn)n=0,...N−1
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Un simple calcul montre que cet isomorphisme transporte l’ope´rateur π˜H(γ) de l’espace
de gauche sur l’ope´rateur diagonal de l’espace de droite, dont chaque composante est
π˜(γ). L’assertion (3) en re´sulte.
Montrons que :
(5) ou bien la repre´sentation (πH , π˜H) de H˜(F ) = H(F ) est somme de repre´sentations
elliptiques, ou bien son caracte`re est nul.
Remarquons d’abord que, de la de´composition de σH en composantes irre´ductibles
re´sulte une de´composition en composantes pas force´ment irre´ductibles
(6) πH = IndHPH(Σ)⊕ ...⊕ Ind
H
PH(Σ⊗ (κ ◦ q)
N
l
−1)).
Puisque σH ◦ adγ est isomorphe σH , sa composante irre´ductible Σ ◦ adγ est isomorphe a`
une autre composante irre´ductible Σ⊗ (κ◦ q)j , avec j ∈ {0, ..., N
l
−1}. Par tensorisation,
(Σ⊗ (κ◦q)n)◦adγ est isomorphe a` Σ⊗ (κ◦q)j+n pour tout n ∈ {0, ...,
N
l
−1}. Supposons
d’abord j 6= 0. Puisque l’ope´rateur AH re´alise les isomorphismes ci-dessus, il permute sans
point fixe l’ensemble des composantes irre´ductibles de σH . Il re´sulte de sa construction
que l’ope´rateur π˜H(γ) permute sans point fixe les diffe´rentes composantes du membre de
droite de (6). Il en est de meˆme de π˜H(xγ) pour tout x ∈ H(F ). Il est alors clair que le
caracte`re de π˜H est nul. Supposons maintenant j = 0. Pour la meˆme raison, l’ope´rateur
π˜H(γ) conserve chaque composante du membre de droite de (6) et π˜ se de´compose en
repre´sentations agissant dans chaque composante. Il suffit de voir que chacune de ces
sous-repre´sentations est elliptique ou de caracte`re nul. On ne perd rien a` se limiter a` la
premie`re composante IndHPH(Σ). La repre´sentation Σ est de la se´rie discre`te. L’ope´rateur
AH se restreint a` Σ en un ope´rateur B qui ve´rifie
Σ(adγ(x)) ◦B = B ◦ Σ(x)
pour tout x ∈ MH(F ). Donc (B, γ) ∈ NH(Σ). On voit que la restriction de π˜H(γ) a`
IndHPH(Σ) s’obtient a` partir du couple (B, γ) par le meˆme proce´de´ rappele´ plus haut
qui construit les repre´sentations elliptiques. Il suffit de montrer que le Σ et γ ve´rifie les
conditions requises plus haut, a` savoir que l’action de´duite de γ dans AMH/AH est sans
point fixe non nul et queW0(Σ) = {1}. La premie`re condition re´sulte de l’hypothe`se sur γ
et de l’isomorphisme AM/AG ≃ AMH/AH. SupposonsW0(Σ) 6= {1}. Par de´finition de ce
groupe, on peut trouver un Levi LH de H contenant strictement MH , tel que AMH/ALH
soit de dimension 1 et tel que la condition suivante soit ve´rifie´e. L’ensemble PL
H
(MH)
a deux e´le´ments, disons QH et Q¯H . Pour λ ∈ AMH ,C, on de´finit Σλ par tensorisation de
Σ avec le caracte`re x 7→ e<HMH (x),λ> de MH(F ). On de´finit l’ope´rateur d’entrelacement
usuel JQ¯H |QH(Σλ), qui est me´romorphe en λ. Alors cet ope´rateur a un poˆle en λ = 0.
Posons L = LH ∩G, Q = QH ∩ L, Q¯ = Q¯H ∩ L. Les ope´rateurs d’entrelacement vivent
dans le groupe de´rive´ de LH , a fortiori dans L. Puisque la restriction de Σ a` M(F ) se
de´compose en σ⊕...⊕σ◦adδl−1 , il existe j ∈ {0, ..., l−1} tel que l’ope´rateur JQ¯|Q(σλ◦adδj )
ait un poˆle en λ = 0. Conjuguer par δj ne change pas cette proprie´te´. Donc JQ¯|Q(σλ) a
un poˆle en λ = 0. Mais alors W0(σ) 6= {1} contrairement a` l’hypothe`se. Cela ache`ve la
preuve de (5).
Il re´sulte de (3) et (5) que, si le caracte`re de π˜ n’est pas nul, c’est l’image par
l’homomorphisme (1) d’un e´le´ment de Dell(H(F )).
La re´ciproque est similaire. On part cette fois d’un Levi semi-standard MH de H ,
d’une repre´sentation Σ de MH(F ) irre´ductible et de la se´rie discre`te et d’un couple
(B, γ) ∈ NH(Σ). On suppose que l’automorphisme de AMH/AH de´duit de γ n’a pas de
17
point fixe non nul et que W0(Σ) = {1}. On de´duit de ces donne´es une repre´sentation
π˜H de H˜(F ) = H(F ) dans πH = IndHMH (Σ). L’espace Dell(H(F )) est engendre´ par les
caracte`res de telles repre´sentations. On ne change pas la repre´sentation π˜H si l’on rem-
place le couple (B, γ) par (Σ(x)B, xγ) pour un x ∈MH(F ). Notons que cette ope´ration
ne change pas l’automorphisme de AMH/AH de´duit de γ. Puisque M
H(F ) s’envoie sur-
jectivement sur D(F ), on peut par un tel changement supposer q(γ) = d, autrement
dit γ ∈ G˜(F ). On pose M = MH ∩ G et on fixe δ ∈ MH(F ) ∩ G˜(F ). La the´orie de
Mackey nous dit que la restriction de Σ a`M(F ) se de´compose en une somme σ1⊕ ...⊕σl
de repre´sentations irre´ductibles deux-a`-deux non e´quivalentes. Pour n = 1, ..., l, on note
ǫn la projection sur la composante σn. Pour ϕ ∈ πH et n ∈ {1, ..., l}, de´finissons une
fonction ϕn sur G(F ) par ϕn(g) = ǫn ◦ ϕ(g). On ve´rifie que l’application
(7)
πH → ⊕n=0,...,l−1IndGM(σn)
ϕ 7→ (ϕn)n=1,...,l
est un isomorphisme e´quivariant pour les actions de G(F ). L’ope´rateur B permute les
composantes σn. Par construction, l’ope´rateur π˜
H(γ) permute conforme´ment les com-
posantes de la de´composition (7). Il en est de meˆme de π˜H(xγ) pour tout x ∈ G(F ),
autrement dit de π˜H(γ′) pour tout γ′ ∈ G˜(F ). On veut montrer que l’image du caracte`re
de π˜H par l’homomorphisme (1) appartient a` Dell(G˜(F )). Cette image ne de´pend que
la restriction de ce caracte`re a` G˜(F ). Les composantes de (7) permute´es non triviale-
ment ne contribuent pas a` cette restriction. On peut donc se limiter aux n tels que σn
est conserve´ par B. Pour un tel n, la restriction de π˜H a` G˜(F ) conserve la composante
IndGM(σn) du membre de droite de (7). Il suffit de prouver que cette action de G˜(F ) dans
cette composante est elliptique ou de trace nulle. Fixons un tel n, notons simplement
σ = σn, π = Ind
G
M(σ) et A la restriction de B a` σ. La repre´sentation σ est de la se´rie
discre`te et on a (A, γ) ∈ N G˜(σ). On voit que l’action de G˜(F ) dans π est de´duite de
(A, γ) par le meˆme proce´de´ de´crit au de´but de la preuve. Il suffit de prouver que (σ, γ)
ve´rifie les conditions requises, a` savoir que W0(σ) = {1} et que l’action sur AM/AG
de´duite de γ est sans point fixe non nul. Ces deux proprie´te´s re´sultent comme dans la
preuve de (5) des proprie´te´s analogues de (Σ, γ). Cela ache`ve la preuve. 
2.5 Endoscopie
Du coˆte´ dual, on a une suite exacte
1→ Dˆ → Hˆ
ιˆ
→ Gˆ→ 1
qui est e´quivariante pour les actions galoisiennes. Cette suite s’e´tend en une suite exacte
1→ Dˆ → LH
Lι
→ LG→ 1.
Soit G′ = (G′,G ′, s) une donne´e endoscopique pour (G, G˜) (on oublie a qui est trivial).
Fixons sH ∈ Hˆ qui s’envoie sur s. Cet e´le´ment est uniquement de´termine´ modulo Dˆ, a
fortiori modulo Z(Hˆ). On a une suite exacte
1→ Dˆ → HˆsH → Gˆs → 1.
Notons H′ l’image inverse de G ′ dans LH . Pour tout w ∈ WF , fixons gw = (g(w), w) ∈ G ′
tel que adgw agisse par wG′ sur Gˆ
′ = Gˆs. Relevons gw en hw = (h(w), w) ∈ H
′. Alors
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l’action w 7→ adhw munit HˆsH d’une action de WF , qui se quotiente en une action de
ΓF qui pre´serve une paire de Borel e´pingle´e. On peut introduire un groupe reductif H
′
de´fini et quasi-de´ploye´ sur F de sorte que HˆsH , muni de l’action pre´ce´dente, s’identifie
au groupe dual Hˆ ′ de H ′. On a une suite exacte
1→ G′ → H ′
q′
→ D → 1.
Pour (g, w) ∈ G ′, on a une e´galite´ sgw(s)−1 = a(w)g, ou` a : WF → Z(Gˆ) est un cocycle
qui est un cobord. Il en re´sulte qu’il existe un cocycle aH :: WF → Z(Hˆ) de sorte que
sHhw(sH)
−1 = aH(w)h pour tout (h, w) ∈ H′. En notant aH la classe de aH , on voit
que H′ = (H ′,H′, sH) est une donne´e endoscopique pour le triplet (H, H˜ = H, aH) (nous
noterons simplement ce triplet comme un couple (H, aH)). Evidemment, aH appartient
au noyau Ker de l’homomorphisme
H1(WF ;Z(Hˆ))→ H
1(WF ;Z(Gˆ)),
ou encore a` l’image de l’homomorphisme
H1(WF ; Dˆ)→ H
1(WF ;Z(Hˆ)).
Inversement, soit aH un e´le´ment de Ker et soit H′ = (H ′,H′, sH) une donne´e endosco-
pique pour le couple (H, aH). On a une injection Dˆ ⊂ Z(Hˆ) ⊂ Z(Hˆ ′), d’ou` une surjection
H ′ → D dont le noyau est connexe. On note G′ ce noyau. On note G ′ la projection de H′
dans LG et s la projection de sH dans Gˆ. Alors (G′,G ′, s) est une donne´e endoscopique
de (G, G˜).
Il est assez clair que les correspondances ci-dessus se quotientent en des bijections
entre l’ensemble des classes d’e´quivalence de donne´es endoscopiques pour (G, G˜) et la
re´union sur les e´le´ments aH ∈ Ker des ensembles de classes d’e´quivalence de donne´es
endoscopiques pour (H, aH). Cette bijection pre´serve l’ellipticite´ : G′ est elliptique si et
seulement si H′ l’est.
Soient G′ et H′ comme ci-dessus. On a construit l’espace endoscopique G˜′ = G′×Z(G)
Z(G˜). Or Z(G˜) ⊂ G˜ s’envoie dans H par ι˜, plus pre´cise´ment dans Z(H). On a une injec-
tion Z(H)→ Z(H ′). Puisque G′ s’envoie lui-aussi dans H ′, on en de´duit une application
naturelle ι˜′ : G˜′ → H ′. Elle est de´finie sur F . Par construction, son image est contenue
dans l’image re´ciproque de d ∈ D(F ) dans H ′. Puisque cette image re´ciproque est une
unique classe a` gauche modulo G′, l’image de ι˜′ est exactement cette image re´ciproque.
Soient γ ∈ G˜ss(F ) et δ ∈ G˜′ss(F ). On a de´fini en [I] 1.10 la proprie´te´ : γ et δ se corres-
pondent. Cette notion est relative aux donne´es ambiantes G˜ et G˜′. C’est-a`-dire que, si on
conside`re maintenant γ comme un e´le´ment de Hss(F ) et δ comme un e´le´ment de H
′
ss(F ),
on a une autre notion de correspondance relative aux donne´es ambiantes H et H ′. On
ve´rifie qu’en fait, ces deux notions co¨ıncident. Cela re´sulte du fait qu’il y a une bijection
e´vidente entre paires de Borel pour G, resp. G′, et paires de Borel pour H , resp. H ′.
Lemme. Les conditions suivantes sont e´quivalentes :
(i) la donne´e G′ est relevante ;
(ii) d appartient a` q′(H ′(F )) ;
(iii) d appartient a` q′(H ′(F )) et aH = 1.
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Preuve. La donne´e G′ est relevante si et seulement si G˜′(F ) n’est pas vide ([I]
lemme 1.9). Puisque G˜′(F ) est l’ensemble des h ∈ H ′(F ) tels que q′(h) = d, on obtient
l’e´quivalence entre (i) et (ii). Evidemment, (iii) entraˆıne (ii). Supposons G′ relevante.
Soient γ ∈ G˜ss(F ) et δ ∈ G˜′ss(F ) deux e´le´ments qui se correspondent, avec γ ∈ G˜reg(F ).
Comme on vient de le dire, il se correspondent aussi pour les donne´es ambiantes H et
H ′, et on a encore γ ∈ H˜reg(F ). L’e´le´ment a
H provient d’un e´le´ment aD ∈ H1(WF ; Dˆ).
Ces e´le´ments de´terminent des caracte`res ωH de H(F ) et ωD de D(F ). On a ωH = ωD ◦q.
D’apre`s [KS] lemme 4.4.C, ωH est trivial sur Hγ(F ). D’apre`s 2.3(2), ω
H est trivial sur
γ et sur Z(H ;F ). Donc ωD est trivial sur q(γ) = d et sur q(Z(H ;F )). Il l’est aussi sur
le groupe engendre´ par d et q(Z(H ;F )), c’est-a`-dire D(F ) tout entier. Donc ωD = 1.
Puisque D est un tore, cela entraˆıne que aD = 1, donc aussi aH = 1. 
Supposons G′ relevante. Alors les objets H ′, D, d, q′ et les plongements que l’on a
de´finis de G′ et G˜′ dans H ′ ve´rifient la proposition 2.3 relativement a` (G′, G˜′). En effet,
puisque D(F ) est engendre´ par q(Z(H ;F )) et d et puisque Z(H) ⊂ Z(H ′), D(F ) est a
fortiori engendre´ par q′(Z(H ′;F )) et d. Fixons des donne´es auxiliaires H ′1, H˜
′
1 = H
′
1, C1,
ξˆH1 , ∆
H
1 pour H
′. On note G′1 et G˜
′
1 les images re´ciproques de G
′ et G˜′ dans H ′1. On a
une suite exacte
1→ G′1 → H
′
1 → D → 1
d’ou` dualement
1→ Dˆ → LH
′
1 →
LG
′
1 → 1.
Le plongement ξˆH1 : H
′ → LH
′
1 se quotiente en un plongement
ξˆ1 : G
′ = H′/Dˆ → LG
′
1 =
LH
′
1/Dˆ.
Les donne´es G′1, G˜
′
1, C1, ξˆ1 sont des donne´es auxiliaires pourG
′. Notons ∆1 la restriction
de ∆H1 aux couples (δ, γ) d’e´le´ments qui se correspondent tels que δ ∈ G˜
′
1(F ), γ ∈ G˜(F ).
Il est facile quoique fastidieux de ve´rifier que ∆1 est un facteur de transfert comple´tant
nos donne´es auxiliaires. On a un homomorphisme de restriction
res
H′1
G˜′1
: C∞c,λ1(H
′
1(F ))→ C
∞
c,λ1
(G˜′1(F )),
ou encore
res
H′1
G˜′1
: C∞c,λ1(H
′
1(F ))⊗Mes(H
′(F ))→ C∞c,λ1(G˜
′
1(F ))⊗Mes(G
′(F )).
Comme en 2.4, il se quotiente en un homomorphisme
res
H′1
G˜′1
: SIλ1(H
′
1(F ))⊗Mes(H
′(F ))→ SIλ1(G˜
′
1(F ))⊗Mes(G
′(F )).
Du fait que ∆1 est la restriction de ∆
H
1 re´sulte que le diagramme suivant est commutatif
C∞c (H(F ))⊗Mes(H(F ))
resH
G˜→ C∞c (G˜(F ))⊗Mes(G(F ))
↓ transfert ↓ transfert
SIλ1(H
′
1(F ))⊗Mes(H
′(F ))
res
H′1
G˜′
1→ SIλ1(G˜
′
1(F ))⊗Mes(G
′(F ))
Si on fait varier les donne´es auxiliaires pour H′, on voit que les applications res
H′1
G˜′1
se
recollent en un homomorphisme
resH
′
G′
: SI(H′)⊗Mes(H ′(F ))→ SI(G′)⊗Mes(G′(F )).
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Le diagramme ci-dessus devient un diagramme commutatif
C∞c (H(F ))⊗Mes(H(F ))
resH
G˜→ C∞c (G˜(F ))⊗Mes(G(F ))
↓ transfert ↓ transfert
SI(H′)⊗Mes(H ′(F ))
resH
′
G′→ SI(G′)⊗Mes(G′(F ))
2.6 L’application φM˜
On suppose de nouveau, et jusqu’a` la fin de l’article, que F est non-archime´dien.
Remarque. On reprend cette hypothe`se parce que nous allons travailler avec des
objets que nous n’avons de´fini que dans le cas non-archime´dien. Mais s’il anticipe les
de´finitions ne´cessaires dans le cas archime´dien, le lecteur verra que la suite de cette
section vaut aussi dans ce cas.
On a la suite exacte
0→ AG → AH → AD → 0.
On a introduit en [II] 1.6 l’ensemble A˜G˜,F et l’application H˜G˜ : G˜(F ) → A˜G˜,F . On
peut identifier A˜G˜,F a` l’image de G˜(F ) dans AH par l’application HH (avec une double
signification de la lettre H) et H˜G˜,F a` la restriction de cette application HH a` G˜(F ).
On a introduit en [II] 1.6 les espaces C∞ac (G˜(F )) et Iac(G˜(F )). On voit que l’applica-
tion line´aire resH
G˜
: C∞c (H(F )) → C
∞
c (G˜(F )) se prolonge en une application line´aire
resH
G˜
: C∞ac (H(F ))→ C
∞
ac (G˜(F )). Celle-ci se quotiente en une application line´aire res
H
G˜
:
Iac(H(F ))→ Iac(G˜(F )).
Soit M˜ un espace de Levi de G˜. On fixe un sous-groupe compact maximal spe´cial
KH de H(F ) en bonne position relativement a` MH . Posons K = G(F ) ∩KH . C’est un
sous-groupe compact maximal de G(F ) en bonne position relativement a` M . On a de´fini
en [W2] 6.4 une application line´aire
φM˜ : C
∞
ac (G˜(F ))⊗Mes(G(F ))→ Iac(M˜(F ))⊗Mes(M(F )).
Remarquons que la mesure fixe´e surD(F ) de´termine encore un isomorphismeMes(MH(F )) ≃
Mes(M(F )). On a un diagramme
C∞ac (H(F ))⊗Mes(H(F ))
resH
G˜→ C∞ac (G˜(F ))⊗Mes(G(F ))
φMH ↓ ↓ φM˜
Iac(M
H(F ))⊗Mes(MH(F ))
resM
H
M˜→ Iac(M˜(F ))⊗Mes(M(F ))
Lemme. Le diagramme ci-dessus est commutatif.
Preuve. Pour simplifier, on fixe sur les groupes G(F ) et M(F ) des mesures de
Haar compatibles. Il s’en de´duit des mesures de Haar sur H(F ) et MH(F ). Cela nous
de´barrasse des espaces de mesures. Soit πH une repre´sentation tempe´re´e irre´ductible de
MH(F ). Notons π˜ sa restriction a` M˜(F ) et supposons que le caracte`re de cette restriction
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n’est pas nul. Soit X ∈ A˜M˜,F ⊂ AMH . Soit f ∈ C
∞
c (H(F )), posons ϕ = res
H
G˜
(f). On a
de´fini en [W2] 6.4 les termes JHMH (π
H , X, f) et J G˜
M˜
(π˜, X, ϕ). On va les comparer. Notons
D(F )c le plus grand sous-groupe compact de D(F ) et D(F )
∨
c son groupe des caracte`res.
On prolonge chaque e´le´ment de D(F )∨c en un caracte`re unitaire de D(F ). Pour chaque
κ ∈ D(F )∨c , on dispose de la repre´sentation π
H ⊗ (κ ◦ q) de H(F ). On note mes(D(F )c)
la mesure de D(F )c, vu comme sous-groupe ouvert de D(F ). Montrons que
(1) J G˜
M˜
(π˜, X, ϕ) = mes(D(F )c)
−1
∑
κ∈D(F )∨c
JHMH (π
H ⊗ (κ ◦ q), X, f)κ(d)−1.
Montrons d’abord que la somme est finie. Soit PH ∈ P(MH). Pour λ ∈ iA∗MH , posons
ΠHλ = Ind
H
PH(π
H
λ ). La fonction f n’intervient dans la de´finition de J
H
MH (π
H⊗(κ◦q), X, f)
que via des ope´rateurs (ΠHλ ⊗ (κ ◦ q))(f). Notons U le plus grand sous-groupe compact
de Z(H ;F ) et χ la restriction a` U du caracte`re central de πH . Les ope´rateurs ci-dessus
ne de´pendent que de la fonction f∗ sur H(F ) de´finie par
f∗(h) =
∫
U
f(zh)χ(z)κ ◦ q(z) dz.
Fixons un sous-groupe U ′ ⊂ U ouvert et d’indice fini tel que f et χ soient invariants par
U ′. Alors f∗ est nulle si κ n’est pas trivial sur q(U
′). Puisque q(Z(H ;F )) est d’indice fini
dans D(F ), q(U ′) est d’indice fini dans D(F )c. Il n’y a qu’un nombre fini de κ triviaux
sur q(U ′), d’ou` l’assertion de finitude.
Par de´finition,
J G˜
M˜
(π˜, X, ϕ) =
∫
iA∗M,F
J G˜
M˜
(π˜λ˜, ϕ)e
−<λ˜,X> dλ.
Expliquons cette formule. Ici A∗M,F = iA
∗
M/iA
∨
M,F , ou` iA
∨
M,F est le sous-groupe des
λ ∈ iA∗M tels que < λ,HM(x) >∈ 2iπZ pour tout x ∈ M(F ). On a releve´ tout e´le´ment
λ ∈ iA∗M,F en un e´le´ment λ˜ ∈ iA
∗
MH . L’expression ci-dessus ne de´pend pas du rele`vement
choisi. Enfin, la mesure sur iA∗
M˜,F
est de masse totale 1. On a une suite exacte
0→ iA∗D → iA
∗
MH → iA
∗
M → 0
dont on de´duit une suite exacte
0→ iA∗D,F → iA
∗
MH ,F → iA
∗
M,F → 0,
avec des notations imite´es des pre´ce´dentes. La formule ci-dessus se re´crit
J G˜
M˜
(π˜, X, ϕ) =
∫
iA∗
MH,F
/iA∗D,F
J G˜
M˜
(π˜λ, ϕ)e
−<λ,X> dλ.
L’expression J G˜
M˜
(π˜λ, ϕ) est construite a` l’aide d’ope´rateurs d’entrelacement et de
l’ope´rateur Π˜λ(ϕ), ou` Π˜λ = Ind
G˜
P˜
(π˜λ) pour un e´le´ment fixe´ P˜ ∈ P(M˜). Les ope´rateurs
pour les repre´sentations induites de π˜λ e´tant les restrictions des meˆmes ope´rateurs pour
les repre´sentations induites de πHλ , la formule 2.4(1) se ge´ne´ralise en
J G˜
M˜
(π˜λ, ϕ) =
∫
D(F )∨
JHMH(π
H
λ , f(κ ◦ q))κ(d)
−1 dκ.
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Le groupe D(F )∨ s’identifie au produit D(F )∨c × iA
∗
D,F . Si on munit le groupe discret
D(F )∨c de la mesure de comptage et le groupe iA
∗
D,F de la mesure de masse totale 1,
l’identification ci-dessus envoie la mesure sur D(F )∨ sur mes(D(F )c)
−1 fois celle sur
D(F )∨c × iA
∗
D,F . D’ou`
J G˜
M˜
(π˜λ, ϕ) = mes(D(F )c)
−1
∑
κ∈D(F )∨c
∫
iA∗D,F
JHMH (π
H
λ , fµ(κ ◦ q))κ(d)
−1e−<µ,HD(d)> dµ,
ou` on a note´ fµ la fonction x 7→ f(x)e
<µ,HH (x)> sur H(F ). La somme en κ est finie pour la
meˆme raison que ci-dessus. Le terme JHMH(π
H
λ , fµ(κ◦q)) est construit a` l’aide d’ope´rateurs
d’entrelacement et de l’ope´rateur ΠHλ (fµ(κ◦q)), ou` Π
H
λ = Ind
H
PH(πλ) pour un e´le´ment fixe´
PH ∈ P(MH). Les ope´rateurs d’entrelacement vivent dans G(F ) et sont insensibles a` la
torsion par un caracte`re se factorisant par q. On a aussi ΠHλ (fµ(κ◦q)) = (Π
H
λ+µ⊗(κ◦q))(f)
et ΠHλ+µ ⊗ (κ ◦ q) n’est autre que Ind
H
PH((π
H ⊗ (κ ◦ q))λ+µ). On obtient
JHMH(π
H
λ , fµ(κ ◦ q)) = J
H
MH ((π
H ⊗ (κ ◦ q))λ+µ, f).
D’ou`
J G˜
M˜
(π˜, X, ϕ) = mes(D(F )c)
−1
∑
κ∈D(F )∨c
∫
iA∗
MH,F
/iA∗D,F∫
iA∗D,F
JHMH((π
H ⊗ (κ ◦ q))λ+µ, f)κ(d)
−1e−<µ,HD(d)> dµ e−<λ,X> dλ.
Puisque X ∈ A˜M˜ , sa projection dans AD est HD(d), donc < µ,HD(d) >=< µ,X > pour
tout µ ∈ iA∗D,F . La double inte´grale ci-dessus se recompose en une inte´grale unique
J G˜
M˜
(π˜, X, ϕ) = mes(D(F )c)
−1
∑
κ∈D(F )∨c
κ(d)−1
∫
iA∗
MH,F
JHMH((π
H ⊗ (κ ◦ q))λ, f)e
−<λ,X> dλ.
cette dernie`re inte´grale n’est autre que JHMH(π
H ⊗ (κ ◦ q), X, f), ce qui prouve (1).
Un raisonnement facile, similaire a` celui fait en [W2] 6.4, permet d’e´tendre la relation
(1) a` une fonction f ∈ C∞ac (H(F )). Posons ϕM˜ = res
MH
M˜
(φMH(f)). En appliquant (1) au
cas G =M et a` la fonction φMH(f)), on obtient
(2) IM˜(π˜, X, ϕM˜) = mes(D(F )c)
−1
∑
κ∈D(F )∨c
κ(d)−1IM
H
(πH ⊗ (κ ◦ q), X, φMH(f)).
Par de´finition de φMH , les membres de droite de (1) et (2) sont e´gaux. Donc aussi les
membres de gauche. Par de´finition de φM˜ , cela signifie que ϕM˜ = φM˜(ϕ), autrement dit
resM
H
M˜
(φMH(f)) = φM˜(res
H
G˜
(f)). 
2.7 Inte´grales orbitales ponde´re´es e´quivariantes
Soit M˜ un espace de Levi de G˜. On fixe un sous-groupe compact maximal spe´cial
KH de H(F ) en bonne position relativement a` MH . Posons K = G(F ) ∩KH . C’est un
sous-groupe compact maximal de G(F ) en bonne position relativement a` M . Soient f ∈
C∞c (H(F )) et γ ∈ M˜(F ) ∩ G˜reg(F ). On de´finit comme en [II] 1.2 les inte´grales orbitales
ponde´re´es JHMH(γ, f) et J
G˜
M˜
(γ, resH
G˜
(f)). On suppose que les mesures sur Mγ(F )\G(F )
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et MHγ (F )\H(F ) se correspondent par la bijection 2.3(3). On suppose aussi que les
mesures sur AGM et A
H
MH ne´cessaires pour de´finir des inte´grales orbitales ponde´re´es se
correspondent via l’isomorphisme naturel entre ces deux espaces. On ve´rifie que les fonc-
tions poids vM˜ et vMH , qui sont de´finies sur ces deux quotients, se correspondent par la
bijection. Il en re´sulte que les deux inte´grales ci-dessus sont e´gales.
En appliquant la de´finition de [II] 1.6, le lemme du paragraphe pre´ce´dent permet d’en
de´duire par re´currence la meˆme e´galite´ des inte´grales ponde´re´es invariantes
IG˜
M˜
(γ, resH
G˜
(f)) = IHMH(γ, f).
A partir de cette e´galite´, les choix effectue´s ci-dessus de sous-groupes compacts maximaux
n’ont plus d’importance. Les choix de mesures disparaissent aussi : on a l’e´galite´
IG˜
M˜
(γ, resH
G˜
(f)) = IHMH (res
MH ,∗
M˜
(γ), f),
pour tout γ ∈ Dge´om(M˜(F ))⊗Mes(M(F ))∗⊗Mes(D(F ))∗ a` support forme´ d’e´le´ments
G˜-fortement re´guliers et tout f ∈ C∞c (H(F ))⊗Mes(H(F )).
2.8 Inte´grales orbitales ponde´re´es stables
On utilisera plus loin la proprie´te´ suivante :
(1) soit ϕ ∈ C∞c (G˜(F )) dont l’image dans SI(G˜(F )) est nulle ; alors il existe f ∈
C∞c (H(F )) dont l’image dans SI(H(F )) est nulle et telle que ϕ = res
H
G˜
(f).
Fixons un sous-espace s de´fini sur F de z(H) supple´mentaire de z(G). Fixons un
voisinage ouvert u de 0 dans s(F ). Si u est assez petit, l’application
G˜(F )× u → H(F )
(γ,X) 7→ exp(X)γ
est un isomorphisme de G˜(F )×u sur un voisinage ouvert U de G˜(F ) dans H(F ) invariant
par conjugaison et par conjugaison stable (si γ ∈ U est fortement H-re´gulier, sa classe de
conjugaison stable dans H(F ) est contenue dans U). On fixe une fonction ψ ∈ C∞c (s(F ))
a` support dans u et telle que ψ est constante de valeur 1 dans un voisinage de 0. On
de´finit f1 sur G˜(F )× u par f1(γ,X) = ψ(X)ϕ(γ). On transporte f1 par l’isomorphisme
ci-dessus en une fonction sur U , que l’on prolonge par 0 hors de U en une fonction f sur
H(F ). Cette fonction re´pond a` la question.
Soit M˜ un espace de Levi de G˜. On a de´fini SG˜
M˜
(δ, f) pour tout δ ∈ Dstge´om(M˜(F ))⊗
Mes(M(F ))∗ et tout f ∈ C∞c (G˜(F ))⊗Mes(G(F )). On sait aussi de´finir S
H
MH(δ, f) pour
tout δ ∈ Dstge´om(M
H(F ))⊗Mes(MH(F ))∗ et tout f ∈ C∞c (H(F ))⊗Mes(H(F )).
Proposition. Soit δ ∈ Dstge´om(M˜(F ))⊗Mes(M(F ))
∗. On suppose que le support de δ
est forme´ d’e´le´ments fortement re´guliers dans G˜(F ).
(i) Pour tout f ∈ C∞c (H(F ))⊗Mes(H(F )), on a l’e´galite´
SG˜
M˜
(δ, resH
G˜
(f)) = SHMH (res
MH
M˜
(δ), f).
(ii) La distribution ϕ 7→ SG˜
M˜
(δ,ϕ) est stable.
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Preuve. Posons ϕ = resH
G˜
(f) et recopions la de´finition [II] 1.10(8) :
(2) SG˜
M˜
(δ,ϕ) = IG˜
M˜
(δ,ϕ)−
∑
s∈Z(Mˆ)ΓF /Z(Gˆ)ΓF ,s 6=1
iM˜(G˜, G˜
′(s))S
G′(s)
M
(δ,ϕG
′(s)).
D’apre`s 2.7, le premier terme est e´gal a` IHMH (res
MH
M˜
(δ), f). Parce que Z(Mˆad) est un tore
induit, Z(Mˆad)
ΓF est connexe et l’homomorphisme naturel
Z(Mˆ)ΓF /Z(Gˆ)ΓF → Z(Mˆad)
ΓF
est bijectif. Mais Mˆad = Mˆ
H
ad. D’ou` un isomorphisme
Z(MˆH)ΓF /Z(Hˆ)ΓF = Z(Mˆ)ΓF /Z(Gˆ)ΓF .
Pour un e´le´ment s de cet ensemble, on a une donne´e endoscopique G′(s) de (G, G˜)
de´duite de M et de s et on a une donne´e endoscopique H′(s) de H de´duite de MH et
de s. On voit que la donne´e H′(s) est de´duite de G′(s) par la correspondance de´finie en
2.5. Que l’une des donne´es soit elliptique e´quivaut a` ce que l’autre le soit. Montrons que
(3) iM˜ (G˜, G˜
′(s)) = iMH (H,H
′(s)).
On peut supposer les donne´es elliptiques, sinon les deux membres sont nuls. On a la
suite exacte
1→ Dˆ → Hˆ ′(s)→ Gˆ′(s)→ 1.
Les groupes adjoints Hˆ ′(s)AD et Gˆ
′(s)AD sont e´gaux. L’image de Mˆ
H dans le premier
est e´gale a` celle de Mˆ dans le second. On a donc comme plus haut l’e´galite´
Z(MˆH)ΓF /Z(Hˆ ′(s))ΓF = Z(Mˆ)ΓF /Z(Gˆ′(s))ΓF .
Les homomorphismes
Z(Mˆ)ΓF /Z(Gˆ)ΓF → Z(Mˆ)ΓF /Z(Gˆ′(s))ΓF
et
Z(MˆH)ΓF /Z(Hˆ)ΓF → Z(MˆH)ΓF /Z(Hˆ ′(s))ΓF
s’identifient. Puisque iM˜ (G˜, G˜
′(s)), resp. iMH (H,H
′(s)), est l’inverse du nombre d’e´le´ment
du noyau du premier homomorphisme, resp. du second, (3) s’ensuit.
Pour s 6= 1, on peut admettre par re´currence la proposition que l’on cherche a` prouver.
Modulo quelques formalite´s, elle affirme que
S
G
′(s)
M
(δ, res
H
′(s)
G′(s)(f
H′(s))) = S
H
′(s)
MH
(resM
H ,∗
M˜
(δ), fH
′(s)).
Comme on l’a dit en 2.5, on a l’e´galite´ ϕG
′(s) = res
H
′(s)
G′(s)(f
H′(s)). L’e´galite´ pre´ce´dente
devient
S
G′(s)
M
(δ,ϕG
′(s)) = S
H′(s)
MH
(resM
H ,∗
M˜
(δ), fH
′(s)).
Le membre de droite de (2) devient
IHMH(res
MH
M˜
(δ), f)−
∑
s∈Z(MˆH )ΓF /Z(Hˆ)ΓF ,s 6=1
iMH (H,H
′(s))S
H′(s)
MH
(resM
H ,∗
M˜
(δ), fH
′(s)),
ce qui n’est autre que SHMH (res
MH
M˜
(δ), f). Cela prouve le (i) de l’e´nonce´.
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Soit ϕ ∈ C∞c (G˜(F )) ⊗Mes(G(F )) dont l’image dans SI(G˜(F )) ⊗Mes(G(F )) est
nulle. D’apre`s (1), on peut choisir f ∈ C∞c (H(F )) ⊗ Mes(H(F )) dont l’image dans
SI(H(F )) ⊗ Mes(H(F )) est nulle et telle que ϕ = resH
G˜
(f). On veut prouver que
SG˜
M˜
(δ,ϕ) = 0. D’apre`s (i), il suffit de prouver que SHMH (res
MH ,∗
M˜
(δ), f) = 0. Mais on
est maintenant dans la situation d’un groupe non tordu et l’assertion a e´te´ prouve´e par
Arthur, cf. 1.1.
2.9 Inte´grales orbitales ponde´re´es endoscopiques
Soit M˜ un espace de Levi de G˜.
Proposition. Soit γ ∈ Dge´om(M˜(F ))⊗Mes(M(F )). On suppose que le support de γ
est forme´ d’e´le´ments fortement re´guliers dans G˜(F ).
(i) Pour tout f ∈ C∞c (H(F ))⊗Mes(H(F )), on a l’e´galite´
IG˜,E
M˜
(γ, resH
G˜
(f)) = IH,E
MH
(resM
H ,∗
M˜
(γ), f).
(ii) Pour tout ϕ ∈ C∞c (G˜(F ))⊗Mes(G(F )), on a l’e´galite´
IG˜,E
M˜
(γ,ϕ) = IG˜
M˜
(γ,ϕ).
Preuve. On peut fixer une donne´e endoscopique M′ = (M ′,M′, ζ) de (M, M˜), qui est
elliptique et relevante, et un e´le´ment δ ∈ Dstge´om(M
′) et supposer que γ est le transfert
de δ. On a alors
IG˜,E
M˜
(γ, resH
G˜
(f)) = IG˜,E
M˜
(M′, δ, resH
G˜
(f)).
Il y a un cocycle a : WF → Z(Mˆ) de´fini par ζmwM ′(ζ)−1 = a(w)m pour tout (m,w) ∈
M′. Comme toujours, on suppose qu’il prend ses valeurs dans Z(Gˆ), ce qui est possible
quitte a` multiplier ζ par un e´le´ment de Z(Mˆ). On a alors
(1) IG˜,E
M˜
(γ, resH
G˜
(f)) =
∑
s∈ζZ(Mˆ)ΓF /Z(Gˆ)ΓF
iM˜ ′(G˜, G˜
′(s))S
G′(s)
M′
(δ, (resH
G˜
(f))G
′(s)).
A partir de M′, on construit une donne´e endoscopique M
′H = (M
′H ,M
′H , ζH) de MH .
Le lemme 2.5 et l’hypothe`se de relevance de M′ assurent que c’est bien une donne´e
endoscopique pour le caracte`re trivial deMH . De plus, le cocycle aH associe´ a` ces donne´es
ve´rifie automatiquement la condition analogue a` celle ve´rifie´e par a. Comme dans le
paragraphe pre´ce´dent, la projection naturelle induit un isomorphisme
ζHZ(MˆH)ΓF /Z(Hˆ)ΓF ≃ ζZ(Mˆ)ΓF /Z(Gˆ)ΓF .
Identifions ces deux ensembles. Pour un e´le´ment s dans cet ensemble commun, la donne´e
H′(s) se de´duit de G′(s) par le proce´de´ de 2.5. L’une de ces donne´es est elliptique si et
seulement si l’autre l’est. Montrons que
(2) iM˜ ′(G˜, G˜
′(s)) = iM ′H (H
′, H ′(s)).
L’argument est le meˆme qu’en 2.8(3). On peut supposer les donne´es elliptiques sinon
les deux membres sont nuls. Le premier terme est le nombre d’e´le´ments du noyau de
l’homomorphisme
Z(Mˆ)ΓF /Z(Gˆ)ΓF → Z(Mˆ ′)ΓF /Z(Gˆ′(s))ΓF .
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Le deuxie`me terme est le nombre d’e´le´ments du noyau de l’homomorphisme
Z(MˆH)ΓF /Z(Hˆ)ΓF → Z(Mˆ ′H)ΓF /Z(Hˆ ′(s))ΓF .
Mais ces homomorphismes s’identifient et (2) en re´sulte.
Comme on l’a dit en 2.5, on a l’e´galite´ (resH
G˜
(f))G
′(s) = res
H′(s)
G′(s)(f
H
′(s)). Remarquons
que l’on peut supposer que δ est a` support dans l’ensemble des e´le´ments semi-simples
de M˜ ′(F ) qui correspondent a` un e´le´ment du support de γ. Alors le support de δ est
forme´ d’e´le´ments qui sont fortement re´guliers dans H ′(s). Modulo quelques formalite´s,
la proposition 2.8(i) nous dit que
S
G
′(s)
M′
(δ, (resH
G˜
(f))G
′(s)) = S
H
′(s)
M
′H (res
M
′H ,∗
M′
(δ), fH
′(s)).
Le membre de droite de (1) devient
∑
s∈ζHZ(MˆH)ΓF /Z(Hˆ)ΓF
iM ′H(H,H
′(s))S
H
′(s)
M
′H (res
M
′H ,∗
M′
(δ), fH
′(s)).
Ceci n’est autre que IH,E
MH
(M
′H , resM
′H ,∗
M′
(δ), f), ou encore IH,E
MH
(transfert(resM
′H ,∗
M′
(δ)), f)
. Mais, par dualite´ a` partir du dernier diagramme de 2.5, on a l’e´galite´
transfert(resM
′H ,∗
M′
(δ)) = resM
H ,∗
M˜
(transfert(δ)) = resM
H ,∗
M˜
(γ).
Le membre de droite de (1) est donc e´gal a` IH,E
MH
(resM
H ,∗
M˜
(γ), f) et cela de´montre le (i)
de l’e´nonce´.
Pour ϕ ∈ C∞c (G˜(F ))⊗Mes(G(F )), on choisit f ∈ C
∞
c (H(F ))⊗Mes(H(F )) tel que
ϕ = resH
G˜
(f). Dans la situation d’un groupe non tordu, on peut appliquer 1.1 : on a
l’e´galite´
IH,E
MH
(resM
H ,∗
M˜
(γ), f) = IHMH (res
MH ,∗
M˜
(γ), f).
On a vu en 2.7 que le membre de droite e´tait e´gal a` IG˜
M˜
(γ,ϕ). Le (i) de l’e´nonce´ nous
dit que le membre de gauche est e´gal a` IG˜,E
M˜
(γ,ϕ). D’ou` le (ii) de l’e´nonce´. 
3 Passage a` un reveˆtement
3.1 De´finition des homomorphismes de passage
On fixe pour toute la section un triplet (G, G˜, a) tel que G˜ = G. Mais a est quelconque.
On conside`re un sous-tore Z ⊂ Z(G) et un groupe re´ductif connexe G♯. On suppose
donne´ un homomorphisme q : G♯ → G. Ces trois donne´es sont de´finies sur F . On pose
G♭ = Z ×G♯ et on prolonge q par l’identite´ sur Z. On obtient ainsi un homomorphisme
encore note´ q : G♭ → G. On suppose qu’il sinscrit dans une suite exacte
1→ Ξ♭ → G♭
q
→ G→ 1
ou` Ξ♭ est un sous-groupe fini central. On note Ξ la projection de Ξ♭ dans G♯. Notons que
Ξ♭ → Ξ est bijective puisque Z est inclus dans G.
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Exemples. On peut prendre Z = Z(G)0 et G♯ = GSC . Ou bien, supposons que G soit
un Levi d’un groupe H . On note Gsc son image re´ciproque dans HSC . On peut prendre
Z = Z(H)0 et G♯ = Gsc.
On suppose que ω est trivial sur q(G♭(F )). On fixe une mesure de Haar sur Z(F ).
Il s’en de´duit une identification Mes(G♯(F )) ≃Mes(G♭(F )). Puisque l’homomorphisme
q : G♭(F )→ G(F ) est un isomorphisme local, on a aussi un isomorphismeMes(G♭(F )) ≃
Mes(G(F )) : deux mesures se correspondent si elles se correspondent localement. D’ou`
aussi Mes(G♯(F )) ≃Mes(G(F )).
L’action adjointe de G(F ) sur lui-meˆme se remonte en une action de G(F ) sur G♯(F ).
Fixons un voisinage ouvert V♯ de 1 dans G♯(F ) invariant par cette action de G(F ) et tel
que x ∈ V♯ si et seulement si la partie semi-simple de x appartient a` V♯. On suppose V♯
assez petit pour que V♯ ∩ ξV♯ = ∅ pour tout ξ ∈ Ξ(F )−{1}. On pose V = q(Z(F )× V♯).
Alors q se restreint en un isomorphisme de Z(F )× V♯ sur V .
Rappelons que l’on a de´fini en [II] 1.6 les espaces C∞ac (G(F )) et Iac(G(F ), ω). On note
C∞c (V ), resp C
∞
ac (V ), I(V, ω), Iac(V, ω),Dge´om(V, ω) , l’espace des e´le´ments de C
∞
c (G(F )),
resp C∞ac (G(F )), I(G(F ), ω), Iac(G(F ), ω), Dge´om(G(F ), ω), a` support dans V .
Le groupe q(G♭(F )) est un sous-groupe distingue´ de G(F ), qui est ouvert et d’indice
fini. Fixons un ensemble U de repre´sentants du quotient
q(G♯(F ))\G(F ).
Pour f ∈ C∞c (V ) et u ∈ U , on de´finit une fonction (
uf)G♯ sur V♯ par (
uf)G♯(x) =
f(u−1q(x)u) pour tout x ∈ V♯. On de´finit une application line´aire
ιG♯,G : C
∞
c (V )→ C
∞
c (V♯)
par ιG♯,G(f) = |U|
−1
∑
u∈U ω(u)(
uf)G♯. Elle de´pend du choix de U .
En sens inverse, on de´finit une application
ιG,G♯ : C
∞
c (V♯)→ C
∞
ac (G(F ))
de la fac¸on suivante. Pour ϕ ∈ C∞c (G♯(F )), f = ιG,G♯(ϕ) est la fonction sur G(F ) qui est
nulle hors de V et qui ve´rifie f(zq(x♯)) = ϕ(x♯) pour tout z ∈ Z(F ) et x♯ ∈ V♯.
Fixons un sous-tore maximal T de G et notons T♯ son image re´ciproque dans G♯. De
la meˆme fac¸on que ci-dessus, on a un isomorphisme Mes(T (F )) ≃ Mes(T♯(F )). Fixons
des mesures de Haar sur T♯(F ) et G♯(F ), donc aussi sur T (F ) et G(F ). Alors, pour
t♯ ∈ T♯(F ) ∩ G♯,reg(F ), l’inte´grale orbitale IG♯(t♯, .) est bien de´finie. C’est un e´le´ment
de Dge´om(G♯(F )). De meˆme, pour t ∈ T (F ) ∩ Greg(F ), l’inte´grale orbitale I
G(t, ω, .) est
bien de´finie. C’est un e´le´ment de Dge´om(G(F ), ω). Notons cT le nombre d’e´le´ments de
l’ensemble de doubles classes
q(G♭(F ))\G(F )/T (F ).
Lemme. Soient t♯ ∈ T♯(F )∩V♯ et z ∈ Z(F ). Posons t = q(t♯) et supposons t ∈ Greg(F ).
(i) Soit f ∈ C∞c (V ), posons ϕ = ιG♯,G(ϕ). On a l’e´galite´
c−1T I
G(t, ω, f) = IG♯(t♯, ϕ).
(ii) Soit ϕ ∈ C∞c (V♯), posons f = ιG,G♯(ϕ). On a l’e´galite´
cT |U|
−1
∑
u∈U
ω(u)IG♯(adu−1(t♯), ϕ) = I
G(zt, ω, f).
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Preuve de (i). On a par de´finition
IG♯(t♯, ϕ)|U|
−1
∑
u∈U
ω(u)DG♯(t♯)
1/2
∫
T♯(F )\G♯(F )
f(u−1q(x−1t♯x)u) dx.
On voit que cette expression ne de´pend pas du choix de U . On peut fixer des en-
sembles de repre´sentants U ′ du quotient q(G♭(F ))\q(G♭(F ))T (F ) et U ′′ du quotient
q(G♭(F ))T (F )\G(F ) et supposer que U est l’ensemble des produits u
′u′′ avec u′ ∈ U ′ et
u′′ ∈ U ′′. On peut de plus supposer que U ′ ⊂ T (F ). On obtient
IG♯(t♯, ϕ) = |U
′′|−1
∑
u′′∈U ′′
ω(u′′)|U ′|−1
∑
u′∈U ′
ω(u′)DG♯(t♯)
1/2
∫
T♯(F )\G♯(F )
f((u′′)−1(u′)−1q(x−1t♯x)u
′u′′) dx.
Pour u′ ∈ U ′ ⊂ T (F ), l’action ad−1u′ sur G♯(F ) normalise T♯(F ) et de´finit un auto-
morphisme de T♯(F )\G♯(F ) qui pre´serve la mesure. D’autre part, cette action fixe t♯.
Par changement de variables, on voit que le terme u′ disparaˆıt de l’inte´grale inte´rieure.
L’expression ci-dessus devient
IG♯(t♯, ϕ) = d|U
′′|−1
∑
u′′∈U ′′
ω(u′′)DG♯(t♯)
1/2
∫
T♯(F )\G♯(F )
f((u′′)−1q(x−1t♯x)u
′′) dx,
ou`
d = |U ′|−1
∑
u′∈U ′
ω(u′).
Si ω est non trivial sur T (F ), d est nul et IG♯(t♯, ϕ) = 0. Mais l’inte´grale orbitale
IG(t, ω, f) est nulle elle aussi, d’ou` l’e´galite´ voulue dans ce cas. Supposons que ω est
trivial sur T (F ). Alors d = 1. Pour tout u′′ ∈ U ′′, l’application
T♯(F )\G♯(F ) → T (F )\G(F )
x 7→ q(x)u′′
est un isomorphisme de l’espace de de´part sur un ouvert ferme´ de l’espace d’arrive´e. Il
respecte les mesures par de´finition de celles-ci. Par de´finition de U ′′ et parce que Z ⊂ T ,
T (F )\G(F ) est re´union disjointe des images de ces applications quand u′′ de´crit U ′′. On
obtient
IG♯(t♯, ϕ) = |U
′′|−1DG♯(t♯)
1/2
∫
T (F )\G(F )
f(y−1ty)ω(y) dy.
Il est clair que DG♯(t♯) = D
G(t). Par de´finition, on a cT = |U ′′|. Alors la formule ci-dessus
e´quivaut a`
IG♯(t♯, ϕ) = c
−1
T I
G(t, ω, f),
d’ou` le (i) de l’e´nonce´.
Le (ii) se de´montre de fac¸on analogue. 
Ce lemme entraˆıne que les applications line´aires de´finies ci-dessus se quotientent en
des applications line´aires
ιG♯,G : I(V, ω)→ I(V♯)
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et
ιG,G♯ : I(V♯)→ Iac(V, ω).
Ces applications ne de´pendent pas du choix de l’ensemble U . Dualement, on a des ap-
plications line´aires
ι∗G♯,G : Dge´om(V♯)→ Dge´om(V, ω),
ι∗G,G♯ : Dge´om(V, ω)→ Dge´om(V♯).
De´crivons plus comple`tement ces applications. De l’action adjointe de G(F ) sur G♯(F )
se de´duit une action de G(F ) sur Dge´om(V♯). Notons Dge´om(V♯)
G(F ),ω le sous-espace des
γ ∈ Dge´om(V♯) tels que ad(g)(γ) = ω(g)γ pour tout g ∈ G(F ). Puisque cette action se
quotiente en l’action du groupe fini q(G♭(F ))\G(F ), on a une projection naturelle
p : Dge´om(V♯)→ Dge´om(V♯)
G(F ),ω.
Notons d’autre part Dge´om(V, ω)♯ le sous-espace des e´le´ments de Dge´om(V, ω) a` support
dans q(V♯). Alors ι
∗
G♯,G
se factorise en
Dge´om(V♯)
p
→ Dge´om(V♯)
G(F ),ω
ι∗G♯,G
≃ Dge´om(V, ω)♯ ⊂ Dge´om(V, ω).
En sens inverse, tout e´le´ment γ ∈ Dge´om(V, ω) s’e´crit de fac¸on unique γ =
∑
z∈Z(F ) zγz,
ou` γz ∈ Dge´om(V, ω)♯ et γz = 0 pour presque tout z. Notons γz,♯ l’e´le´ment deDge´om(V♯)
G(F ),ω
tel que γz = ι
∗
G♯,G
(γz,♯). Alors
ι∗G,G♯(γ) =
∑
z∈Z(F )
γz,♯.
Remarquons que nos applications de´pendent du choix de V♯. Mais, pour deux tels
voisinages, les applications relatives a` chacun de ces voisinages co¨ıncident sur l’intersec-
tion de leurs domaines de de´finition. En particulier, ι∗G♯,G se restreint en une application
surjective
Dunip(G♯(F ))→ Dunip(G(F ), ω).
On note encore ι∗G♯,G l’application obtenue en tensorisant ces espaces par les espaces de
mesures ade´quats.
3.2 Les termes ρJ
Soit M un espace de Levi de G. On note M♯, resp. M♭, son image re´ciproque dans
G♯, resp. G♭. Remarquons que l’application naturelle
q(M♭(F ))\M(F ) ≃ q(G♭(F ))\G(F )
est bijective. Son injectivite´ est imme´diate. Pour la surjectivite´, il suffit de traiter le cas
ou` M est un Levi minimal de G. On fixe P ∈ P(M) et on note P♭ son image re´ciproque
dans G♭. Alors (P♭,M♭) est aussi une paire parabolique minimale de G♭. Pour g ∈ G(F ),
adg(P♭,M♭) est encore une paire parabolique minimale de G♯. Deux telles paires e´tant
toujours conjugue´es par un e´le´ment de G♭(F ), on peut multiplier g a` gauche par un
e´le´ment de q(G♭(F )) de sorte que adg conserve (P♭,M♭). Mais alors adg conserve (P,M)
donc g ∈M(F ). D’ou` la surjectivite´ requise.
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En conse´quence, on peut supposer que l’ensemble U de 3.1 est contenu dans M(F ).
On voit que les applications line´aires de´finies en 3.1 commutent au passage au terme
constant. C’est-a`-dire que, pour f ∈ I(V, ω)⊗Mes(G(F )), on a l’e´galite´
ιM♯,M(fM,ω) = (ιG♯,G(f)M♯)
et, pour ϕ ∈ I(V♯(F ))⊗Mes(G♯(F )), on a l’e´galite´
ιM,M♯(ϕM♯) = (ιG,G♯(ϕ))M,ω.
On a des formules duales de commutation a` l’induction.
L’application q se restreint en une bijection entre les ensembles d’e´le´ments unipotents
de M♯(F ) et de M(F ). On a aussi une bijection entre les ensembles de racines Σ(AM♯) et
Σ(AM ). Enfin, de q se de´duit un plongement q : AM♯ → AM . Soit u un e´le´ment unipotent
de M♯(F ) et α ∈ Σ(AM♯). On a de´fini un e´le´ment ρ
G♯(α, u) ∈ AM♯ en [II] 1.4. Modulo
l’identification ci-dessus, on a aussi un e´le´ment ρG(α, q(u)) ∈ AM . On a
(1) ρG(α, q(u)) = q(ρG♯(α, u)).
Preuve. On n’en donne qu’une esquisse. On montre d’abord la meˆme e´galite´ pour les
termes primitifs de´finis par Arthur, c’est-a`-dire l’e´galite´ ρG,Art(α, q(u)) = q(ρG♯,Art(α, u)).
Pour cela, on applique comme dans les preuves de [II] 1.4 la caracte´risation de ces termes
par les fonctionsWω(a, π) de [A2] (3.8). On compare aise´ment ces fonctions pour G et G♯
et l’assertion en re´sulte. Ensuite, a` tout e´le´ment α ∈ Σ(AM♯) sont associe´s deux groupes
Gα et G♯,α. On voit que ces groupes sont relie´s de la meˆme fac¸on que G et G♯, c’est-a`-dire
que l’on a une suite exacte
1→ Ξ♭ → Z ×Gα,♯
q
→ Gα → 1.
La de´finition inductive des termes ρG(α, q(u)) et ρG♯(α, u) conduit alors au re´sultat. 
De l’identification ci-dessus entre ensembles de racines se de´duit une identification
entre J GM et J
G♯
M♯
. Pour un e´le´ment J de cet ensemble, on a de´fini un espace UJ de germes
de fonctions sur AM (F ) et, de meˆme, un espace UJ,♯ de germes de fonctions sur AM♯(F ).
L’espace UJ,♯ est celui des fonctions u◦q pour u ∈ UJ . On identifie ainsi ces deux espaces.
On a de´fini en [II] 3.2 des applications ρGJ et ρ
G♯
J . Dans leur de´finition interviennent des
mesures sur AGM et A
G♯
M♯
. On suppose que ces mesures se correspondent par la bijection
de´duite de q entre ces espaces. On a
(2) le diagramme suivant est commutatif
Dunip(M(F ), ω)⊗Mes(M(F ))∗
ρGJ→ UJ ⊗ (Dunip(M(F ), ω)⊗Mes(M(F ))∗)/AnnG
↑ ι∗M♯,M ↑ ι
∗
M♯,M
Dunip(M♯(F ))⊗Mes(M♯(F ))
∗
ρ
G♯
J→ UJ ⊗ (Dunip(M♯(F ))⊗Mes(M♯(F ))
∗)/AnnG♯.
Cela re´sulte des de´finitions des applications et de (1).
Variante. Supposons a = 1 et supposons donne´e une fonction B comme en [II] 1.8.
Cette fonction se remonte a` G♯. On sait alors de´finir les variantes ρ
G(α, u, B), Σ(AM , B)
etc... des termes conside´re´s ci-dessus. Ces variantes ve´rifient les meˆmes proprie´te´s.
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3.3 Inte´grales orbitales ponde´re´es et reveˆtement
Soit M un Levi de G. Rappelons que les inte´grales orbitales ponde´re´es de´pendent du
choix d’un sous-groupe compact spe´cial K de G(F ) en bonne position relativement a`M .
Si besoin est, on introduit ce compact dans la notation pour la pre´ciser : JGM(γ, ω, f , K).
Ce compact e´tant fixe´, on note K♯ son image re´ciproque dans G♯(F ). C’est un sous-
groupe compact spe´cial de G♯(F ) (il est associe´ au meˆme point spe´cial de l’immeuble de
G♯,AD = GAD). Pour g ∈ G(F ), on pose gK♯ = adg(K♯). Les inte´grales orbitales ponde´re´es
de´pendent aussi de mesures sur AGM et A
G♯
M♯
. Comme dans le paragraphe pre´ce´dent, on
suppose que ces mesures se correspondent par l’isomorphisme de´duit de q entre ces
espaces.
Fixons des mesures sur nos diffe´rents groupesG(F ),G♯(F ), etc... qui se correspondent
comme en 3.1.
Lemme. Pour tout γ♯ ∈ Dge´om(V♯) a` support G♯-e´quisingulier ou unipotent et tout
f ∈ C∞c (G(F )), on a l’e´galite´
JGM(ι
∗
M♯,M
(γ♯), ω, f) = |U|
−1
∑
u∈U
ω(u)J
G♯
M♯
(γ♯, (
uf)G♯,
uK♯).
Preuve. On peut supposer que γ♯ est l’inte´grale orbitale associe´e a` un e´le´ment γ♯ ∈
M♯(F ) et a` une certaine mesure sur M♯,γ♯(F ). Par un calcul similaire a` celui de la preuve
du lemme 3.1, ιM♯,M(γ♯) est l’inte´grale orbitale associe´e a` l’e´le´ment γ = q(γ♯), et a` une
certaine mesure sur Mγ(F ). Remarquons en passant que, si on remplace γ♯ par aγ♯, avec
a ∈ AM♯(F ) et si on conserve la meˆme mesure surM♯,aγ♯(F ) = M♯,γ♯(F ), la mesure de´duite
sur Mq(a)γ(F ) = Mγ(F ) ne change pas. Supposons d’abord que γ♯ soit G♯-e´quisingulier.
Si ω n’est pas trivial sur Mγ(F ), on ve´rifie facilement que les deux membres de l’e´galite´
de l’e´nonce´ sont nuls. Supposons que ω soit trivial sur Mγ(F ). Alors
JGM(ι
∗
M♯,M
(γ♯), ω, f) = J
G
M(γ, ω, f) = D
G(γ)1/2
∫
Mγ(F )\G(F )
f(x−1γx)ω(x)vGM(x) dx
= DG(γ)1/2DM(γ)−1/2
∫
M(F )\G(F )
IM(γ, ω, (xf)M)ω(x)v
G
M(x) dx,
ou` (xf)M est la fonction y 7→ f(x−1yx) sur M(F ). Puisque l’inte´grale orbitale IM(γ, ω, .)
est par de´finition l’image par ι∗M♯,M de l’inte´grale orbitale I
M♯(γ♯, .), la de´finition de ι
∗
M♯,M
entraˆıne
JGM(ι
∗
M♯,M
(γ♯), ω, f) = D
G(γ)1/2DM(γ)−1/2
∫
M(F )\G(F )
|U|−1
∑
u∈U
IM♯(γ♯, (
uxf)M♯)ω(ux)v
G
M(ux) dx,
avec une de´finition e´vidente de (uxf)M♯. Par de´finition de U , cette expression se re´crit
JGM(ι
∗
M♯,M
(γ♯), ω, f) = D
G(γ)1/2DM(γ)−1/2|U|−1
∫
q(M♭(F ))\G(F )
IM♯(γ♯, (
xf)M♯)ω(x)v
G
M(x) dx.
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L’application
(M♯(F )\G♯(F ))× U → q(M♭(F ))\G(F )
(x, u) 7→ q(x)u
est bijective. On ve´rifie qu’elle pre´serve les mesures, si on met sur U la mesure de comp-
tage. L’expression pre´ce´dente se re´crit
JGM(ι
∗
M♯,M
(γ♯), ω, f) = D
G(γ)1/2DM(γ)−1/2|U|−1
∑
u∈U∫
M♯(F )\G♯(F )
IM♯(γ♯, (
xuf)M♯)ω(xu)v
G
M(xu) dx.
Pour u ∈ U et x ∈ G♯(F ), on ve´rifie que vGM(xu) est e´gal au poids v
G♯
M♯
(x, uK♯) calcule´
relativement au compact uK♯ (on utilise ici la compatibilite´ entre les mesures sur A
G♯
M♯
et sur AGM). On a de plus l’e´galite´
DG(γ)1/2DM(γ)−1/2 = DG♯(γ♯)
1/2DM♯(γ♯)
−1/2.
L’inte´grale inte´rieure ci-dessus multiplie´e par ce facteur devient J
G♯
M♯
(γ♯, (
uf)G♯,
uK♯) et
on obtient la formule de l’e´nonce´.
Si γ♯ est unipotent, on a une e´galite´
JGM(ι
∗
M♯,M
(γ♯), ω, f) = lima→1
∑
L∈L(M)
rLM(γ, q(a))J
G
L (ι
∗
M♯,M
(q(a)γ♯), ω, f),
ou` a ∈ AM♯(F ) est en position ge´ne´rale, cf. [A1] 6.5 ou [II] 1.5. On a des formules
similaires pour les termes du membre de droite de l’e´nonce´. Remarquons que, d’apre`s
une remarque faite plus haut, les mesures qui interviennent implicitement dans ces for-
mules ne de´pendent pas de a. En utilisant 3.2(1), on voit que rLM(γ, q(a)) = r
L♯
M♯
(γ♯, a).
L’assertion de l’e´nonce´ pour γ♯ unipotent se de´duit alors par passage a` la limite du cas
particulier traite´ pre´ce´demment. 
Remarque. La proposition vaut en fait pour tout γ♯ ∈ Dge´om(V♯∩M♯(F )) mais nous
ne nous en servirons que pour les γ♯ indique´s.
3.4 Germes de Shalika et reveˆtement
On conserve les donne´es du paragraphe pre´ce´dent.
Proposition. (i) Pour γ♯ ∈ Dge´om,G♯−e´qui(M♯(F ))⊗Mes(M♯(F ))
∗ assez voisin de l’ori-
gine, on a l’e´galite´
gGM,unip ◦ ι
∗
M♯,M
(γ♯) = ι
∗
G♯,G
◦ g
G♯
M♯,unip
(γ♯).
(ii) Pour γ ∈ Dge´om,G−e´qui(M(F )) ⊗ Mes(M(F ))
∗ assez voisin de l’origine, on a
l’e´galite´
gGM,unip(γ) = g
G
M,unip ◦ ι
∗
M♯,M
◦ ι∗M,M♯(γ).
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Preuve. On fixe des mesures de Haar sur les groupes G(F ), G♯(F ) etc... se correspon-
dant comme en 3.1. Soient γ♯ ∈ Dge´om,G♯−e´qui(M♯(F )) et f ∈ C
∞
c (G(F )). Si γ♯ est assez
voisin de l’origine, on a l’e´galite´
JGM(ι
∗
M♯,M
(γ♯), ω, f) =
∑
L∈L(M)
JGL (g
L
M,unip ◦ ι
∗
M♯,M
(γ♯), ω, f).
Pour L 6= G, nos hypothe`ses de re´currence nous permettent d’appliquer la proposition a`
prouver : on a
gLM,unip ◦ ι
∗
M♯,M
(γ♯) = ι
∗
L♯,L
◦ g
L♯
M♯,unip
(γ♯).
Pour L = G, notons X la diffe´rence entre le membre de gauche de l’e´nonce´ et celui de
droite. On obtient
JGM(ι
∗
M♯,M
(γ♯), ω, f) = I
G(X,ω, f) +
∑
L∈L(M)
JGL (ι
∗
L♯,L
◦ g
L♯
M♯,unip
(γ♯), ω, f).
On applique la proposition 3.3 au membre de gauche et aux termes de la somme de
droite. On obtient
IG(X,ω, f) = |U|−1
∑
u∈U

JG♯M♯(γ♯, (uf)♯, uK♯)− ∑
L♯∈L(M♯)
J
G♯
L♯
(g
L♯
M♯,unip
(γ♯),
ufG♯ ,
uK♯)

 .
Bien que les inte´grales orbitales ponde´re´es de´pendent du choix d’un sous-groupe compact
spe´cial, les germes n’en de´pendent pas. Cela re´sulte aise´ment des formules de passage
entre inte´grales orbitales ponde´re´es relatives a` diffe´rents choix de sous-groupes com-
pacts (et c’est ce qui permet aux germes pour les inte´grales orbitales ponde´re´es non
ω-e´quivariantes d’eˆtre aussi les germes pour leurs avatars ω-e´quivariants). Donc tous les
termes de la somme en u sont nuls. Donc aussi le membre de gauche, c’est-a`-dire X = 0.
Cela prouve le (i) de la proposition.
Il est clair que les germes sont insensibles aux centres, c’est-a`-dire que l’on a l’e´galite´
gGM,unip(zγ) = g
G
M,unip(γ) pour tout γ ∈ Dge´om,G−e´qui(M(F ))⊗Mes(M(F ))
∗ et z ∈ Z(F ),
pourvu que z et le support de γ soient assez proches de 1. L’assertion (ii) re´sulte alors
de (i) et de la description explicite donne´e en 3.1 de l’application ι∗M,M♯. 
Variante. Supposons ω = 1 et soit B une fonction comme en [II].1.8. La meˆme
proposition vaut pour les germes gGM,unip(., B) et g
G♯
M♯,unip
(., B).
3.5 Reveˆtement et stabilite´
On suppose que G est quasi-de´ploye´ et que a = 1. On suppose que le voisinage V♯
utilise´ en 3.1 est invariant par conjugaison stable (si x ∈ V♯ est fortement re´gulier et si y
est stablement conjugue´ a` x, alors y ∈ V♯). Notons qu’il existe de tels voisinages ve´rifiant
de plus notre condition V♯ ∩ ξV♯ = ∅ pour tout ξ ∈ Ξ(F )− {1} puisqu’un tel ξ n’est pas
stablement conjugue´ a` 1. On a un analogue du lemme 3.1 pour les inte´grales orbitales
stables. Reprenons les hypothe`ses de ce lemme.
Lemme. Soient t♯ ∈ T♯(F )∩V♯ et z ∈ Z(F ). Posons t = q(t♯) et supposons t ∈ Greg(F ).
Alors
(i) l’image de SG♯(t♯, .) par l’application ι
∗
G♯,G
est SG(t, .) ;
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(ii) l’image de SG(zt, .) par l’application ι∗G,G♯ est S
G♯(t♯, .).
Preuve. Notons O♯ la classe de conjugaison stable de t♯ dans G♯(F ) et O celle de t
dans G(F ). Il est clair que q(O♯) ⊂ O. Montrons que
(1) la restriction de q a` O♯ est une bijection de O♯ sur O.
Par hypothe`se sur V♯, on a O♯ ⊂ V♯ et on sait que q est injective sur V♯, a fortiori
sur O♯. Soit t′ ∈ O. On peut fixer x ∈ G tel que x−1tx = t′. Soit x♯ ∈ G♯ ayant meˆme
image que x dans GAD = G♯,AD. Pour tout σ ∈ ΓF , on a la relation xσ(x)−1 ∈ T , donc
x♯σ(x♯)
−1 ∈ T♯. Il en re´sulte que l’e´le´ment t
′
♯ = x
−1
♯ t♯x♯ appartient a` O♯. Et on a t
′ = q(t′♯).
D’ou` la surjectivite´, ce qui prouve (1).
Fixons un ensemble de repre´sentants X˙ des classes de conjugaison par G(F ) dans O.
Pour tout x ∈ X˙ , fixons un ensemble de repre´sentants X˙x des classes de conjugaison par
G♯(F ) dans l’image re´ciproque par q de la classe de conjugaison par G(F ) de x. Posons
X˙♯ = ⊔x∈X˙ X˙x. C’est un ensemble de repre´sentants des classes de conjugaison par G♯(F )
dans O♯. Par de´finition, on a l’e´galite´
SG♯(t♯, .) =
∑
x♯∈X˙♯
IG♯(x♯, .) =
∑
x∈X˙
∑
x♯∈X˙x
IG♯(x♯, .).
On applique le lemme 3.1(i). Par l’application ι∗G♯,G, la dernie`re inte´grale I
G♯(x♯, .) s’en-
voie sur c−1Tx I
G(x, .), ou` Tx est le commutant de x dans G. Donc
ι∗G♯,G(S
G♯(t♯, .)) =
∑
x∈X˙
c−1Tx |X˙x|I
G(x, .).
La classe de conjugaison de x par G(F ) s’identifie a` Tx(F )\G(F ). Donc X˙x est un en-
semble de repre´sentants du quotient Tx(F )\G(F )/q(G♯(F )) = Tx(F )\G(F )/q(G♭(F )).
D’ou` |X˙x| = cTx et le membre de droite de l’e´galite´ ci-dessus devient∑
x∈X˙
IG(x, .),
ce qui n’est autre que SG(t, .). Cela prouve le (i) de l’e´nonce´. La preuve de (ii) est
similaire. 
Il re´sulte de ce lemme que les applications de 3.1 se quotientent en des applications
line´aires
ιG♯,G : SI(V )→ SI(V♯)
et
ιG,G♯ : SI(V♯)→ SI(V ),
avec des de´finitions e´videntes de ces espaces. On a dualement des applications line´aires
ι∗G♯,G : D
st
ge´om(V♯)→ D
st
ge´om(V )
et
ι∗G,G♯ : D
st
ge´om(V )→ D
st
ge´om(V♯).
La description de 3.1 se simplifie pour les distributions stables : une distribution stable
sur V♯ est force´ment invariante par l’action du groupe adjoint G♯,AD(F ), a fortiori par
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celle de G(F ). Il en re´sulte que ι∗G♯,G est injective et a pour image le sous-espace des
e´le´ments de Dstge´om(V ) a` support dans q(V♯). En particulier, cette application se restreint
en un isomorphisme
ι∗G♯,G : D
st
unip(G♯(F )) ≃ D
st
unip(G(F )).
On peut aussi tensoriser les applications ci-dessus par des espaces de mesures.
3.6 Les termes σJ
On suppose G quasi-de´ploye´ et a = 1. On suppose fixe´e une fonction B comme en
[II] 1.8. Soit M un Levi de G. L’assertion suivante est similaire a` 3.2(2).
Lemme. Pour tout J ∈ J GM(B), le diagramme suivant est commutatif
Dstunip(M(F ), ω)⊗Mes(M(F ))
∗
σGJ→ UJ ⊗ (Dunip(M(F ), ω)⊗Mes(M(F ))∗)/AnnG
↑ ι∗M♯,M ↑ ι
∗
M♯,M
Dstunip(M♯(F ))⊗Mes(M♯(F ))
∗
σ
G♯
J→ UJ ⊗ (Dunip(M♯(F ))⊗Mes(M♯(F ))∗)/AnnG♯ .
Remarque. Ainsi qu’on l’a dit ci-dessus, les applications verticales sont des isomor-
phismes.
Preuve. Dualement a` la suite exacte
1→ Ξ♭ → Z ×G♯ → G→ 1
on a une suite exacte
1→ Ξˆ♭ → Gˆ→ Zˆ × Gˆ♯ → 1,
ou` Ξˆ♭ est un certain sous-groupe fini central. On a les isomorphismes
Z(Mˆ)ΓF /Z(Gˆ)ΓF ≃ Z(Mˆad)
ΓF ≃ Z(Mˆ♯,ad)
ΓF ≃ Z(Mˆ♯)
ΓF /Z(Gˆ♯)
ΓF .
En effet, les deux fle`ches extreˆmes sont bijectives car les groupes Z(Mˆad)
ΓF et Z(Mˆ♯,ad)
ΓF
sont connexes. Celle du milieu est bijective car l’e´galite´ GˆAD = Gˆ♯,AD entraˆıne Mˆad =
Mˆ♯,ad. Ainsi, pour s ∈ Z(Mˆ)
ΓF /Z(Gˆ)ΓF , on a a` la fois une donne´e endoscopique G′(s)
de G et une donne´e endoscopique G′♯(s) de G♯. On a une suite exacte
1→ Ξˆ♭ → Gˆ
′(s)→ Zˆ × Gˆ′♯(s)→ 1.
Dualement, on a une suite exacte
1→ Ξ♭ → Z ×G
′
♯(s)
qs
→ G′(s)→ 1.
C’est bien le groupe Ξ♭ qui intervient ici. En effet, Z ×G
′
♯(s) a pour Levi M♭ = Z ×M♯,
tandis que G′(s) a pour Levi M . L’homomorphisme qs se restreint en l’homomorphisme
de de´part M♭ →M , dont le noyau est Ξ♭. Montrons que l’on a l’e´galite´
(1) iM(G,G
′(s)) = iM♯(G♯, G
′
♯(s)).
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Puisque AZ ⊕AG′♯(s) = AG′(s) et AZ ⊕AG♯ = AG, les donne´es G
′(s) et G′♯(s) sont simul-
tane´ment elliptiques ou non. Si elles ne le sont pas, les deux termes ci-dessus sont nuls.
Supposons qu’elles soient elliptiques. Le meˆme argument que ci-dessus fournit l’isomor-
phisme
Z(Mˆ)ΓF /Z(Gˆ′(s))ΓF = Z(Mˆ♯)
ΓF /Z(Gˆ′♯(s))
ΓF .
Le terme iM(G,G
′(s)) est l’inverse du nombre d’e´le´ments du noyau de l’homomorphisme
Z(Mˆ)ΓF /Z(Gˆ)ΓF → Z(Mˆ)ΓF /Z(Gˆ′(s))ΓF .
Le terme iM♯(G♯, G
′
♯(s)) est l’inverse du nombre d’e´le´ments du noyau de l’homomorphisme
Z(Mˆ♯)
ΓF /Z(Gˆ♯)
ΓF → Z(Mˆ♯)
ΓF /Z(Gˆ′♯(s))
ΓF .
Ces homomorpismes s’identifient et (1) en re´sulte.
Soient δ♯ ∈ Dstunip(M♯(F )) ⊗Mes(M♯(F ))
∗ et a♯ ∈ AM♯(F ) en position ge´ne´rale et
proche de 1. Posons δ = ι∗M♯,M(δ♯) et a = q(a♯). Posons
X = σGJ (δ, a)− ι
∗
M♯,M
(σ
G♯
J (δ♯, a♯)).
L’assertion de l’e´nonce´ est que X = 0. On a
σGJ (δ, a) = ρ
G
J (δ, a)−
∑
s∈Z(Mˆ)ΓF /Z(Gˆ)ΓF ,s 6=1,J∈J
G′(s)
M (B)
iM (G,G
′(s))σ
G′(s)
J (δ, a).
On peut appliquer au premier terme la proprie´te´ 3.2(2). Par re´currence, on peut appliquer
le pre´sent lemme aux autres termes. On obtient que σGJ (δ, a) est l’image par ι
∗
M♯,M
de
ρ
G♯
J (δ♯, a♯)−
∑
s∈Z(Mˆ)ΓF /Z(Gˆ)ΓF ,s 6=1,J∈J
G′(s)
M (B)
iM(G,G
′(s))σ
G′♯(s)
J (δ♯, a♯).
Il est clair que J ∈ J G
′(s)
M (B) si et seulement si J ∈ J
G′♯(s)
M♯
(B). Les conside´rations qui
pre´ce`dent transforment l’expression ci-dessus en
ρ
G♯
J (δ♯, a♯)−
∑
s∈Z(Mˆ♯)
ΓF /Z(Gˆ♯)
ΓF ,s 6=1,J∈J
G′
♯
(s)
M♯
(B)
iM♯(G♯, G
′
♯(s))σ
G′♯(s)
J (δ♯, a♯)
ce qui n’est autre que σ
G♯
J (δ♯, a♯). Cela prouve X = 0 et le lemme. 
3.7 Reveˆtement et germes stables
On conserve les meˆmes hypothe`ses. Soit M un Levi de G.
Proposition. (i) Pour δ♯ ∈ Dstge´om,G♯−e´qui(M♯(F ))⊗Mes(M♯(F ))
∗ assez voisin de l’ori-
gine, on a l’e´galite´
SgGM,unip(ι
∗
M♯,M
(δ♯), B) = ι
∗
G♯,G
(Sg
G♯
M♯,unip
(δ♯, B)).
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(ii) Pour δ ∈ Dstge´om,G−e´qui(M(F )) ⊗ Mes(M(F ))
∗ assez voisin de l’origine, on a
l’e´galite´
SgGM,unip(δ, B) = Sg
G
M,unip(δ
′, B),
ou` δ′ = ι∗M♯,M ◦ ι
∗
M,M♯
(δ).
Preuve. Posons δ = ι∗M♯,M(δ♯). On utilise la de´finition de [II] 2.4(1) :
(1) SgGM,unip(δ, B) = g
G
M,unip(δ, B)−
∑
s∈Z(Mˆ)ΓF /Z(Gˆ)ΓF ;s 6=1
iM(G,G
′(s))
transfert(Sg
G′(s)
M,unip(δ, B)).
Fixons s ∈ Z(Mˆ)ΓF /Z(Gˆ)ΓF avec s 6= 1. Comme on l’a dit dans la preuve pre´ce´dente,
on a a` la fois une donne´e endoscopique G′(s) de G et une donne´e endoscopique G′♯(s) de
G♯. On a vu en [II] 1.10 que l’on pouvait choisir comme donne´es auxiliaires pour G
′(s) le
groupe G′(s)1 = G
′(s), le tore C(s)1 = {1} et un plongement ξˆ(s)1 : G ′(s)→ LG
′
(s) de la
forme (x, w) 7→ (xχ(w), w) ou` χ est un cocycle de WF dans Z(Mˆ). On doit fixer de plus
un facteur de transfert ∆(s). On a une projection qˆs : Gˆ
′(s)→ Gˆ′♯(s) qui est e´quivariante
pour les actions galoisiennes. De´finissons ξˆ♯(s)1 : G ′♯(s) →
LG
′
♯(s) par ξˆ♯(s)1(x, w) =
(xqˆs(χ(w)), w). Alors les donne´es G
′
♯(s)1 = G
′
♯(s), C♯(s)1 = {1} et ξˆ♯(s)1 sont des donne´es
auxiliaires pour G′♯(s). Notons qs : G
′
♯(s) → G
′(s) un homomorphisme dual de qˆs. Pour
deux e´le´ments assez re´guliers δ ∈ G′♯(s)(F ) et γ ∈ G♯(F ) qui se correspondent, posons
∆♯(s)(δ, γ) = ∆(s)(qs(δ), q(γ)). On ve´rifie que ∆♯(s) est un facteur de transfert.
Remarque. Ce facteur n’est pas tout-a`-fait l’image re´ciproque de ∆(s). A cause
du noyau Ξ, il y a des couples (δ, γ) d’e´le´ments qui ne se correspondent pas mais pour
lesquels qs(δ) et q(γ) se correspondent. Pour un tel couple, on a ∆(s)(qs(δ), q(γ)) 6= 0
mais ∆♯(s)(δ, γ) = 0.
L’e´le´ment δ appartient au de´part a` l’espace Dstge´om(M(F )) ⊗Mes(M(F ))
∗. Dans la
formule (1), on l’a identifie´ a` un e´le´ment de Dstge´om(M)⊗Mes(M(F ))
∗ en utilisant pour
la donne´e M les donne´es auxiliaires ”triviales”. Une fois fixe´ s, on utilise les donne´es
auxiliaires pour M de´duites par restriction des donne´es auxiliaires pour G′(s). Alors
δ s’identifie de nouveau a` un e´le´ment de Dstge´om(M(F )) ⊗ Mes(M(F ))
∗, qui n’est pas
en ge´ne´ral l’e´le´ment de de´part et que l’on note δ(s). De la meˆme fac¸on, l’e´le´ment δ♯
de´termine un e´le´ment δ♯(s) ∈ D
st
ge´om(M♯(F ))⊗Mes(M♯(F ))
∗. Montrons que
(2) ι∗M♯,M(δ♯(s)) = δ(s).
Pour m ∈ M(F ) assez re´gulier, on a une e´galite´ ∆(s)(m,m) = cχ(m), ou` c est une
constante non nulle et χ est le caracte`re de M(F ) de´duit de χ ( a` moins que ce ne soit
l’inverse, peu importe). Par construction, δ(s) se de´duit de δ par un automorphisme de
Dstge´om(M(F )) ⊗ Mes(M(F ))
∗. Celui-ci envoie l’inte´grale orbitale stable associe´e a` un
e´le´ment m ∈ M(F ) assez re´gulier sur la meˆme inte´grale orbitale stable, multiplie´e par
cχ(m). Le caracte`re χ est localement constant. Il vaut 1 sur les e´le´ments assez voisins
de l’origine. Restreint aux e´le´ments a` support proche de l’origine, l’automorphisme est
donc l’homothe´tie de rapport c. D’ou` δ(s) = cδ. D’apre`s la de´finition de ∆♯(s), on a de
meˆme δ♯(s) = cδ♯ avec la meˆme constante c. L’assertion (2) s’ensuit.
Par de´finition, on a l’e´galite´
Sg
G
′(s)
M,unip(δ, B) = Sg
G′(s)
M,unip(δ(s), B).
38
Puisque s 6= 1, on peut appliquer le pre´sent e´nonce´ par re´currence. Graˆce a` (2), on
obtient
(3) Sg
G′(s)
M,unip(δ, B) = ι
∗
G′♯(s),G
′(s)(Sg
G′♯(s)
M♯,unip
(δ♯(s), B)).
Montrons que
(4) on a l’e´galite´ transfert ◦ ι∗G′♯(s),G′(s)
= ι∗G♯,G ◦ transfert.
Rappelons que nos applications ι∗G′♯(s),G′(s)
et ι∗G♯,G sont de´finies au voisinage de l’unite´.
Conside´rons d’abord un e´le´ment t′♯ ∈ G
′
♯(s;F ) semi-simple assez re´gulier et proche de 1.
Soit t♯ ∈ G♯(F ) un e´le´ment qui lui correspond. On note T ′♯ et T♯ leurs commutants dans
G′♯(s) et G♯. On note t
′ = qs(t
′
♯) et t = q(t♯) les images de t
′
♯ et t♯ dansG
′(s;F ) et G(F ). On
note T ′ et T les commutants de t′ et t dans G′(s) et G. Les tores T ′♯ et T♯ sont isomorphes,
ainsi que les tores T ′ et T . Fixons une mesure de Haar sur T (F ) que l’on transporte en
une mesure sur T ′(F ). On fixe aussi des mesures de Haar sur G(F ) et G′(s;F ). On
en de´duit comme en 3.1 des mesures sur T♯(F ), T
′
♯(F ), G♯(F ) et G
′
♯(s)(F ). Toutes ces
mesures permettent de de´finir les inte´grales orbitales qui interviennnent ci-dessous. En
particulier, on a une inte´grale orbitale stable SG
′
♯(s)(t′♯, .). Le lemme 3.5 montre que son
image par ι∗G′♯(s),G′(s)
est SG
′(s)(t′, .). Utilisons les notations introduites dans la preuve du
lemme 3.5 pour les e´le´ments t♯ et t. L’image par transfert de S
G′(s)(t′, .) est
(5)
∑
x∈X˙
∆(s)(t′, x)IG(x, ω, .).
D’autre part, l’image par transfert de SG
′
♯(s)(t′♯, .) est∑
x♯∈X˙♯
∆♯(s)(t
′
♯, x♯)I
G♯(x♯, .),
ou encore ∑
x∈X˙
∑
x♯∈X˙x
∆♯(s)(t
′
♯, x♯)I
G♯(x♯, .).
En utilisant le lemme 3.1, l’image de cette expression par ι∗G♯,G est∑
x∈X˙
∑
x♯∈X˙x
∆♯(s)(t
′
♯, x♯)c
−1
Tq(x♯)
IG(q(x♯), ω, .).
Pour x♯ intervenant ci-dessus, on a ∆♯(s)(t
′
♯, x♯) = ∆(s)(t, q(x♯)) par de´finition. Puisque
la fonction
y 7→ ∆(s)(t, y)c−1Ty I
G(y, ω, .)
est invariante par conjugaison et puisque q(x♯) est conjugue´ a` x, on peut remplacer q(x♯)
par x dans l’expression ci-dessus. On obtient∑
x∈X˙
c−1Tx |X˙x|∆(s)(t, x)I
G(x, ω, .).
On a vu dans la preuve du lemme 3.5 que cTx = |X˙x|. Alors l’expression ci-dessus devient
(5). Cela prouve l’e´galite´ (4) sur les distributions stables a` support assez re´gulier. Elle se
ge´ne´ralise sans hypothe`se de support par bidualite´. En effet, puisque le transfert d’une
fonction est de´termine´ par ses inte´grales orbitales stables assez re´gulie`res, cela implique
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que la relation duale a` (4) vaut pour les fonctions. Par dualite´, cela entraˆıne l’assertion
(4) sans restriction sur le support des distributions. Cela prouve (4).
En utilisant (3), (4) et la proposition 3.4, on transforme l’expression (1) sous la forme
suivante. Le terme SgM,unip(δ, B) est l’image par ι
∗
G♯,G
de
(5) g
G♯
M♯,unip
(δ♯, B)−
∑
s∈Z(Mˆ)ΓF /Z(Gˆ)ΓF ,s 6=1
iM (G,G
′(s))transfert(Sg
G′♯(s)
M♯,unip
(δ♯(s), B)).
Comme ci-dessus, on a
transfert(Sg
G′♯(s)
M♯,unip
(δ♯(s), B)) = transfert(Sg
G
′
♯(s)
M♯,unip
(δ♯, B)).
Les meˆmes calculs que dans la preuve pre´ce´dente transforment (5) en
g
G♯
M♯,unip
(δ♯, B)−
∑
s∈Z(Mˆ♯)
ΓF /Z(Gˆ♯)
ΓF ,s 6=1
iM♯(G♯, G
′
♯(s))transfert(Sg
G′♯(s)
M♯,unip
(δ♯, B)).
Ou encore, par une formule similaire a` (1), en Sg
G♯
M♯,unip
(δ♯, B). On a ainsi obtenu l’e´galite´
SgGM,unip(δ, B) = ι
∗
G♯,G
(Sg
G♯
M♯,unip
(δ♯, B)).
C’est ce qu’affirme le (i) de l’e´nonce´. L’assertion (ii) s’en de´duit comme en 3.4. 
4 Germes et descente d’Harish-Chandra
4.1 Formule de descente pour les termes ρG˜J
On conside`re un triplet (G, G˜, a) quelconque. Soient M˜ un espace de Levi de G˜ et
η un e´le´ment semi-simple de M˜(F ). Il y a une application naturelle Z(Gˆ) → Z(Gˆη),
e´quivariante pour les actions galoisiennes. La classe de cocycle a de´termine par compo-
sition avec cette application une classe dans H1(ΓF ;Z(Gˆη)), que nous noterons encore
a pour simplifier. Le caracte`re de Gη(F ) qui s’en de´duit est la restriction a` ce groupe
du caracte`re ω de G(F ) de´duit du a initial. En conside´rant Gη comme un espace tordu
sur lui-meˆme, le triplet (Gη, Gη, a) ve´rifie les meˆmes hypothe`ses que notre triplet initial
mais est ”sans torsion”.
Conside´rons un voisinage ouvert Uη de l’origine dans Gη(F ) qui est invariant par
l’action de ZG(η;F ), qui est tel que, pour x ∈ Gη(F ), x appartient a` Uη si et seulement
si la partie semi-simple de x appartient a` Uη et qui est ”assez petit”. La descente d’Harish-
Chandra fournit des applications transpose´es
descG˜η : I(G˜(F ), ω)⊗Mes(G(F ))→ I(Uη, ω)⊗Mes(Gη(F )),
descG˜,∗η : Dge´om(Uη, ω)⊗Mes(Gη(F ))
∗ → Dge´om(G˜(F ), ω)⊗Mes(G(F ))
∗.
Rappelons que la donne´e d’un e´le´ment x ∈ Uη et d’une mesure dh sur (Gη)x(F ) de´finit un
e´le´ment x ∈ Dge´om(Uη, ω)⊗Mes(Gη(F ))∗. C’est l’inte´grale orbitale qui, a` f ∈ C∞c (Uη)
et a` une mesure dg sur Gη(F ), associe l’inte´grale
IGη(x, ω, f ⊗ dg) = DGη(x)1/2
∫
(Gη)x(F )\Gη(F )
f(y−1xy)ω(y) dy,
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ou` dy est de´duite de dg et dh. Si x est assez proche de 1, on a (Gη)x = Gxη et le
couple (xη, dh) de´finit de meˆme un e´le´ment de Dge´om(G˜(F ), ω) ⊗ Mes(G(F ))∗. Alors
descG˜,∗η envoie l’e´le´ment de Dge´om(Uη, ω)⊗Mes(Gη(F ))
∗ de´fini par (x, dh) sur l’e´le´ment
de Dge´om(G˜(F ), ω) ⊗Mes(G(F ))∗ de´fini par (xη, dh). Pour simplifier les notations, on
oubliera le voisinage Uη et on notera
descG˜η : I(G˜(F ), ω)⊗Mes(G(F ))→ I(Gη(F ), ω)⊗Mes(Gη(F ))
et
descG˜,∗η : Dge´om(Gη(F ), ω)⊗Mes(Gη(F ))
∗ → Dge´om(G˜(F ), ω)⊗Mes(G(F ))
∗
les applications ci-dessus. On conside´rera toutefois que, pour f ∈ I(G˜(F ), ω)⊗Mes(G(F )),
les inte´grales orbitales de descG˜η (f) n’ont un sens que dans un voisinage de l’origine et
que, de meˆme, pour γ ∈ Dge´om(Gη(F ), ω), descG˜,∗η (γ) n’est de´fini que si le support de γ
est assez voisin de l’origine.
On note O la classe de conjugaison de η dans M˜(F ) et OG˜ sa classe de conjugai-
son dans G˜(F ). Rappelons que l’on note Dge´om(OG˜, ω) le sous-espace de Dge´om(G˜(F ), ω)
engendre´ par les inte´grales orbitales associe´es a` des e´le´ments γ ∈ G˜(F ) dont les par-
ties semi-simples appartiennent a` OG˜. Il est clair que descG˜,∗η envoie Dunip(Gη(F ), ω)⊗
Mes(Gη(F ))
∗ dans (et meˆme sur) Dge´om(OG˜, ω)⊗Mes(G(F ))∗.
On suppose η elliptique dans M˜(F ), c’est-a`-dire AM˜ = AMη . De cette e´galite´ se
de´duit une injection ΣGη(AMη)→ Σ
G(AM˜). Rappelons que les ensembles J
Gη
Mη
, resp. J G˜
M˜
,
sont des classes d’e´quivalence d’ensembles {α1, ..., αn} forme´s d’e´le´ments line´airement
inde´pendants de ΣGη(AMη), resp. Σ
G(AM˜), tels que n = aMη − aGη , resp. n = aM˜ − aG˜.
Deux ensembles sont e´quivalents s’ils engendrent le meˆme Z-module. L’e´galite´ AM˜ = AMη
e´quivaut a` aMη = aM˜ . Si AG˜ 6= AGη , il n’y a pas de correspondance entre les ensembles
J
Gη
Mη
, resp. J G˜
M˜
et J G˜
M˜
. Mais, si l’on suppose AG˜ = AGη , de l’injection pre´ce´dente se de´duit
une injection J
Gη
Mη
→ J G˜
M˜
que l’on note J ′ 7→ J . Pour de tels J ′ 7→ J , l’espace UJ ′ associe´
a` J ′ est e´gal a` l’espace UJ associe´ a` J .
Lemme. Soient J ∈ J G˜
M˜
, γ ′ ∈ Dunip(Mη(F ), ω) ⊗ Mes(Mη(F ))∗ et a ∈ AM˜(F ) en
position ge´ne´rale et assez proche de 1. Posons γ = descM˜,∗η (γ
′). On a l’e´galite´
ρG˜J (γ, a) =
{
descM˜,∗η (ρ
Gη
J ′ (γ
′, a)), si AG˜ = AGη et J provient de J
′ ∈ J
Gη
Mη
,
0, sinon.
Preuve. Par line´arite´, on peut supposer que γ ′ est une inte´grale orbitale associe´e a`
un e´le´ment unipotent u ∈ Mη(F ). Alors γ est une inte´grale orbitale associe´ a` l’e´le´ment
uη ∈ M˜(F ). On applique la formule de de´finition [II] 3.2(5) :
(1) ρG˜J (γ, a) =
∑
α∈J
m(α, uη)sgn(α, uη)uα(a)γ.
Conside´rons α = {α1, ..., αn} ∈ J . Pour tout i = 1, ..., n, fixons une ”coracine” αˇi que
nous normalisons par la condition < αi, αˇi >= 1 (sic !). Notons m le volume du quotient
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de AG˜[J ]
M˜
par le Z-module engendre´ par ces αˇi, pour i = 1, ..., n. Le terme ρ
G˜(αi, uη)
de´fini en [II] 1.5 est proportionnel a` αˇi. Il re´sulte des de´finitions que
m(α, uη)sgn(α, uη) = m
∏
i=1,...,n
< αi, ρ
G˜(αi, uη) > .
Soit i ∈ {1, ..., n}. Parce que AM˜ = AMη , la de´finition [II] 1.5 entraˆıne que ρ
G˜(αi, uη) = 0
si αi ne provient pas de Σ
Gη
Mη
(AMη), tandis que
ρG˜(αi, uη) = ρ
Gη(α′i, u)
si αi est l’image de α
′
i ∈ Σ
Gη
Mη
(AMη). Si AG˜ 6= AGη ou si AG˜ = AGη mais J ne provient pas
de J
Gη
Mη
, il n’y a aucun e´le´ment α ∈ J qui ve´rifie cette condition pour tout i et on obtient
ρG˜J (γ, a) = 0. Supposons de´sormais que AG˜ = AGη et que J est l’image de J
′ ∈ J
Gη
Mη
. Les
α qui contribuent a` (1) sont exactement les images d’e´le´ments α′ ∈ J ′. Si α provient de
α′, les formules ci-dessus montrent que
m(α, uη)sgn(α, uη) = m(α′, u)sgn(α′, u).
On a aussi uα(a) = uα′(a). On obtient
ρG˜J (γ, a) =
∑
α′∈J ′
m(α′, u)sgn(α′, u)uα′(a)γ.
On a une formule analogue a` (1) :
ρ
Gη
J ′ (γ
′, a) =
∑
α′∈J ′
m(α′, u)sgn(α′, u)uα′(a)γ
′.
Puisque γ = descM˜,∗η (γ
′), on en de´duit
ρG˜J (γ, a) = desc
M˜,∗
η (ρ
Gη
J ′ (γ
′, a)),
ce qui prouve le lemme. 
Variante. Supposons (G, G˜, a) quasi-de´ploye´ et a` torsion inte´rieure. Fixons un syste`me
de fonctions B comme en [II] 1.9. Ce syste`me de´termine une fonction Bη sur le syste`me
de racines de Gη, que l’on notera BO pour simplifier. Ainsi on dispose des ensembles
J G˜
M˜
(BO) et J
Gη
Mη
(Bη). On a une proposition similaire relative a` ces ensembles. En fait, sa
conclusion se simplifie car, avec la de´finition que l’on a donne´e de l’ensemble J G˜
M˜
(BO),
l’injection J
Gη
Mη
(BO) → J G˜M˜(BO) est bijective. L’existence d’un J ∈ J
G˜
M˜
(BO) entraˆıne
donc que AG˜ = AGη et que J provient d’un J
′ ∈ J
Gη
Mη
(BO).
4.2 Descente des germes d’inte´grales orbitales ponde´re´es
On conserve les meˆmes donne´es. On suppose toujours que η est elliptique dans M˜ .
Proposition. On a l’e´galite´
gG˜
M˜,O
◦ descM˜,∗η =
{
descG˜,∗η ◦ g
Gη
Mη ,unip
, si AG˜ = AGη ,
0, sinon.
.
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Les deux termes sont des germes d’applications line´aires de´finies surDge´om,Gη−e´qui(Mη(F ), ω)
au voisinage de l’e´le´ment neutre de Mη(F ). L’assertion n’est qu’une reformulation du
lemme 9.2 de [A2]. Un examen de la preuve de ce lemme montre que l’hypothe`se de
re´gularite´ figurant dans l’e´nonce´ d’Arthur ne sert pas. D’autre part, on a modifie´ les
de´finitions d’Arthur en [II] 1.5 et on doit montrer que cela n’influe pas sur la preuve.
On se rend compte qu’il suffit de prouver que le lemme 8.2 de [A2] reste vrai avec
notre de´finition des fonctions rG˜
M˜
(γ, a). Pre´cise´ment, soit x ∈ Mη(F ) assez proche de 1.
Soit P˜ ∈ P(M˜). Posons Pη = P ∩ Gη. On doit montrer que, pour λ ∈ iA∗M˜ et pour
a ∈ AM˜(F ) ≃ AMη(F ) en position ge´ne´rale et assez proche de 1, on a l’e´galite´
(1) rP˜ (xη, a;λ) = rPη(x, a;λ).
Cela re´sulte de notre de´finition : si on note t la partie semi-simple de x et u sa partie
unipotente, les deux fonctions se de´finissent a` l’aide des meˆmes termes ρGtη(β, u), pour
β ∈ ΣGtη(AMη). 
Variante. Supposons (G, G˜, a) quasi-de´ploye´ et a` torsion inte´rieure. Fixons un syste`me
de fonctions B comme en [II] 1.9. On a
(2) soit γ ∈ Dge´om,Gη−e´qui(Mη(F ), ω)⊗Mes(Mη(F ))
∗ assez proche de l’origine ; alors
on a l’e´galite´
gG˜
M˜,O
(descM˜,∗η (γ), B) =
{
descG˜,∗η (g
Gη
Mη ,unip
(γ, Bη)), si AG˜ = AGη ,
0, sinon.
La preuve est la meˆme. Il y a toutefois une subtilite´. Il ne doit intervenir dans la
preuve que des e´le´ments xη, avec x ∈ Mη(F ), pour lesquels on a l’analogue de (1), a`
savoir
(2) rP˜ (xη, a, B;λ) = rPη(x, a, Bη;λ).
Avec les notations plus haut, la fonction de gauche est de´finie a` l’aide des termes
ρGtη(β, u) pour β ∈ ΣGtη(AMη , Btη) tandis que celle de droite est de´finie a` l’aide des
termes ρGtη(β, u) pour β ∈ ΣGtη(AMη , Bη). Pour x quelconque, il n’y a gue`re de raison
pour que ces termes soient e´gaux. Mais il n’intervient que des x unipotents, pour lesquels
t = 1 et les termes co¨ıncident, et des x qui sont Gη-e´quisinguliers pour lesquels les termes
co¨ıncident aussi car les deux ensembles de racines sont vides.
4.3 Formule de descente pour les termes σJ
Soient (G, G˜, a) un triplet quasi-de´ploye´ et a` torsion inte´rieure, B un syste`me de
fonctions comme en [II] 1.9, M˜ un espace de Levi de G˜ et η un e´le´ment semi-simple de
M˜(F ). On note O la classe de conjugaison stable de η dans M˜(F ) et OG˜ sa classe de
conjugaison stable dans G˜(F ).
La descente d’Harish-Chandra s’adapte aux distributions stables, cf. [I] 4.8. Pour
de´finir correctement les applications de descente, il faudrait introduire comme en 4.1 un
voisinage convenable Uη de l’origine dans Gη(F ). Pour simplifier la notation, on conside`re
comme dans ce paragraphe que l’on a des applications transpose´es
descst,G˜η : SI(G˜(F ))⊗Mes(G(F ))→ SI(Gη(F ))⊗Mes(Gη(F )),
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descst,G˜,∗η : D
st
ge´om(Gη(F ))⊗Mes(Gη(F ))
∗ → Dstge´om(G(F ))⊗Mes(G(F ))
∗.
Mais, pour f ∈ SI(G˜(F )) ⊗Mes(G(F )), les inte´grales orbitales stables de descst,G˜η (f)
n’ont de sens que que dans un voisinage de l’origine. De meˆme, pour δ ∈ Dstge´om(Gη(F ))⊗
Mes(Gη(F ))
∗, descst,G˜,∗η (δ) n’est de´fini que si le support de δ est assez voisin de l’origine.
En particulier, descst,G˜,∗η se restreint en une surjection de D
st
unip(Gη(F ))⊗Mes(Gη(F ))
∗
sur Dstge´om(O
G˜)⊗Mes(G(F ))∗.
Attention. Le diagramme
I(G˜(F ))⊗Mes(G(F ))
descG˜η
→ I(Gη(F ))⊗Mes(Gη(F ))
↓ ↓
SI(G˜(F ))⊗Mes(G(F ))
descst,G˜η
→ SI(Gη(F ))⊗Mes(Gη(F ))
n’est pas commutatif, cf. [I] 5.10.
On suppose η elliptique dans M˜(F ). Le groupe dual Mˆη s’identifie a` un sous-
groupe de Mˆ . Dualement, l’ellipticite´ de η entraˆıne que Z(Mˆ)ΓF est un sous-groupe
d’indice fini de Z(Mˆη)
ΓF . Dans le cas ou` AG = AGη , le groupe Z(Gˆ)
ΓF est aussi un
sous-groupe d’indice fini de Z(Gˆη)
ΓF . L’homomorphisme
Z(Mˆ)ΓF /Z(Gˆ)ΓF → Z(Mˆη)
ΓF /Z(Gˆη)
ΓF
est surjectif et son noyau est fini. On note eG˜
M˜
(η) l’inverse du nombre d’e´le´ments de ce
noyau.
Rappelons que l’on a de´fini en 4.1 une bijection de J
Gη
Mη
(BO) dans J G˜M˜(BO). Pour sim-
plifier, on identifie ces deux ensembles. L’hypothe`se que J G˜
M˜
(BO) est non vide implique
automatiquement que AG = AGη .
Proposition (a` prouver). Soient J ∈ J G˜
M˜
(BO), δ
′ ∈ Dstunip(Mη(F ), ω)⊗Mes(Mη(F ))
∗
et a ∈ AM˜(F ) en position ge´ne´rale et assez proche de 1. Posons δ = desc
st,M˜,∗
η (δ
′). On a
l’e´galite´
σG˜J (δ, a) = e
G˜
M˜
(η)descst,M˜,∗η (σ
Gη
J (δ
′, a)).
4.4 Formule de descente pour les germes des inte´grales orbi-
tales ponde´re´es stables
On conserve les meˆmes hypothe`ses. On suppose η elliptique dans M˜(F ).
Proposition (a` prouver). Soit δ ∈ Dstge´om,Gη−e´qui(Mη(F ))⊗Mes(Mη(F ))
∗ a` support
assez proche de l’origine. Alors on a l’e´galite´
SgG˜
M˜,O
(descst,M˜,∗η (δ), B) =
{
eG˜
M˜
(η)descst,G˜,∗η (Sg
Gη
Mη,unip
(δ, Bη)), si AG = AGη ,
0, sinon.
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5 Descente et endoscopie
5.1 Descente de donne´es endoscopiques
Soient (G, G˜, a) un triplet quelconque et G′ = (G′,G ′, s˜) une donne´e endoscopique
elliptique et relevante.
D’apre`s [I] paragraphe 3, on peut re´aliser les objets duaux de la fac¸on suivante. On
fixe une paire de Borel e´pingle´e Eˆ = (Bˆ, Tˆ , (Eˆα)α∈∆) de Gˆ. On note θˆ l’automorphisme
dual de θ∗ qui conserve cette paire. On modifie l’action galoisienne de sorte que Eˆ soit
stable par cette action. On suppose s˜ = sθˆ avec s ∈ Tˆ . On munit Gˆ′ d’une paire de
Borel e´pingle´e conserve´e par l’action galoisienne sur ce groupe, dont la paire de Borel
sous-jacente est (Bˆ ∩ Gˆ′, Tˆ θˆ,0).
Fixons un diagramme
(ǫ, B, T ′, B, T, η)
cf. [I] 1.10. Le terme η est un e´le´ment semi-simple de G˜(F ) et ǫ est un e´le´ment semi-
simple de G˜′(F ). On suppose que G′ǫ est quasi-de´ploye´. Rappelons que l’homomorphisme
ξ : T → T ′ de´duit du diagramme fixe´ se de´duit de l’homomorphisme compose´
X∗(T ) ≃ X
∗(Tˆ )→ X∗(Tˆ θˆ,0) ≃ X∗(T
′).
Posons (B¯, T¯ ) = (B ∩Gη, T ∩Gη), comple´tons cette paire en une paire de Borel e´pingle´e
de Gη et introduisons l’action galoisienne quasi-de´ploye´e σ 7→ σG¯ sur Gη qui la conserve,
cf. [I] 1.2. Elle est de la forme σ 7→ σG¯ = adu¯(σ) ◦ σG, ou` u¯(σ) ∈ Gη,SC .On note G¯ le
groupe Gη muni de cette action galoisienne quasi-de´ploye´e. Comple´tons de meˆme la paire
de Borel (B, T ) de G en une paire de Borel e´pingle´e et introduisons l’action galoisienne
quasi-de´ploye´e sur G qui conserve celle-ci. Elle est de la forme σ 7→ σG∗ = adu(σ) ◦ σG,
ou` u(σ) ∈ GSC . On a σG¯ = adu¯(σ)u(σ)−1 ◦ σG∗ . Puisque les deux actions intervenant ici
conservent T , l’e´le´ment u¯(σ)u(σ)−1 normalise T . Il s’envoie sur un e´le´ment du groupe de
Weyl W que l’on note ωG¯(σ). En utilisant le fait que adη conserve (B, T ), on ve´rifie que
ωG¯(σ) est fixe par θ, cf. [I] 1.3(3). On peut identifier un tore maximal
ˆ¯T du groupe ˆ¯G
a Tˆ /(1− θˆ)(Tˆ ), muni de l’action σ 7→ ωG¯(σ) ◦ σG∗ (en notant encore σG∗ l’action sur le
groupe Gˆ).
Dans [W1] 3.5, on a de´fini une donne´e endoscopique de G¯SC associe´ a` la donne´e G
′
et au diagramme (ǫ, B, T ′, B, T, η). Notons-la G¯′ = (G¯′, G¯ ′, s¯). Rappelons le point cle´ de
sa de´finition. Par la suite d’homomorphismes
Tˆ → Tˆ /(1− θˆ)(Tˆ ) ≃ ˆ¯T → ˆ¯Tad =
ˆ¯T/Z( ˆ¯G),
l’e´le´ment s s’envoie sur un e´le´ment s¯ ∈ ˆ¯Tad. Le groupe
ˆ¯G′ est la composante neutre du
commutant de s¯ dans ˆ¯GAD. L’action galoisienne sur
ˆ¯G′ est compose´e de celle sur ˆ¯GAD et
d’un cocycle a` valeurs dans ce groupe. On renvoie a` [W1] 3.5 pour une description plus
comple`te. Fixons une paire de Borel (B♭, T ♭) de G′ǫ de´finie sur F et un e´le´ment g
′ ∈ G′ǫ,SC
tel que adg′ envoie cette paire sur (B
′ ∩M ′ǫ, T
′). Fixons une paire de Borel (B¯′, T¯ ′) de G¯′
de´finie sur F . On note T ♭sc, resp. T¯
′
sc, l’image re´ciproque de T
♭ dans G′ǫ,SC, resp. l’image
re´ciproque de T¯ ′ dans G¯′SC. On a la suite d’homomorphismes
T¯ ′sc × Z(G¯
′)0 × Z(G¯)0 → T¯ ′ × Z(G¯)0,
T¯ ′ × Z(G¯)0 → T¯sc × Z(G¯)
0,
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celui-ci provenant du fait que G¯′ est une donne´e endoscopique de G¯SC ,
T¯sc × Z(G¯)
0 → T¯ ,
T¯
ξ
→ T ′
ad−1
g′
→ T ♭,
et l’homomorphisme en sens inverse
T ♭ ← T ♭sc × Z(G
′
ǫ)
0.
Par composition, on en de´duit un isomorphisme d’alge`bres de Lie
j : t¯′sc ⊕ z(G¯
′)⊕ z(G¯) ≃ t♭sc ⊕ z(G
′
ǫ).
On a vu en [W1] 3.5 que cet isomorphisme e´tait e´quivariant pour les actions galoisiennes
et se restreignait en un isomorphisme de t¯′sc sur t
♭
sc et un isomorphisme
(1) z(G¯)⊕ z(G¯′) ≃ z(G′ǫ).
On note j∗ : X∗(T¯
′
sc) ⊗ Q → X∗(T
♭
sc) ⊗ Q l’isomorphisme sous-jacent a` la restriction
de l’homomorphisme j a` t¯′sc. Le triplet (G¯
′
SC, G
′
ǫ,SC, j∗) est un triplet endoscopique non
standard, cf. [W1] 1.7.
Cas particulier. Supposons (G, G˜, a) quasi-de´ploye´ et a` torsion inte´rieure. Alors
les triplets endoscopiques non standard sont triviaux, c’est-a`-dire que G¯′SC = G
′
ǫ,SC. En
fait, dans ce cas, on n’a pas besoin de passer au reveˆtements simplement connexes des
groupes de´rive´s (ce passage sert en ge´ne´ral a` trivialiser le caracte`re ω). Le groupe G′ǫ est
celui d’une donne´e endoscopique de G¯.
Fixons des donne´es auxiliaires G′1, ...,∆1 pour la donne´e G
′. On fixe une image
re´ciproque ǫ1 de ǫ dans G˜
′
1(F ) ainsi qu’une de´composition d’alge`bres de Lie
(2) g′1 = c1 ⊕ g
′.
Notons Y l’ensemble des y ∈ G tels que yσ(y)−1 ∈ Iη pour tout σ ∈ ΓF , ou` Iη = Z(G)
θGη.
Pour tout y ∈ Y , on pose η[y] = y−1ηy. Notons pour plus de clarte´ ψ : Gη → G¯ l’identite´,
qui est un torseur pour les actions galoisiennes de´finies sur ces deux groupes. On a de´fini
la donne´e endoscopique G¯′ de G¯SC . L’application ψ ◦ ady : Gη[y] → G¯ est un torseur
inte´rieur graˆce auquel G¯′ apparaˆıt aussi comme une donne´e endoscopique pour Gη[y],SC .
Supposons que cette donne´e soit relevante. Il s’agit ici d’endoscopie non tordue. De plus,
le groupe Gη[y],SC est simplement connexe. On sait qu’alors on n’a pas besoin de donne´es
auxiliaires, on peut de´finir un facteur de transfert sur G¯′(F ) × Gη[y],SC(F ). On fixe un
tel facteur de transfert ∆(y). Soit Y ∈ g′ǫ(F ) en position ge´ne´rale et assez proche de
0, que l’on identifie par (2) a` un e´le´ment de g′1,ǫ1(F ). On le de´compose en Ysc + Z avec
Ysc ∈ g′ǫ,SC(F ) et Z ∈ z(G
′
ǫ;F ). Via l’isomorphisme (1), on de´compose Z en Z1+Z2, avec
Z1 ∈ z(G¯;F ) et Z2 ∈ z(G¯′;F ). Par endoscopie non standard, Ysc de´termine une classe de
conjugaison stable dans g¯′SC(F ). Fixons Y¯sc dans cette classe. Posons Y¯ = Y¯sc + Z2. Par
endoscopie ordinaire, il peut correspondre ou pas a` Y¯ une classe de conjugaison stable
dans gη[y],SC(F ). Supposons que cette classe existe et fixons un e´le´ment X [y]sc de cette
classe. Puisque G¯ est une forme inte´rieure deGη[y], les espaces z(G¯) et z(Gη[y]) s’identifient
et on peut conside´rer Z1 comme un e´le´ment de z(Gη[y];F ). On pose X [y] = X [y]sc + Z1.
Rappelons le the´ore`me 3.9 de [W1] : il existe d(y) ∈ C× tel que, pour des donne´es comme
ci-dessus, on ait l’e´galite´
(3) d(y)∆(y)(exp(Y¯ ), exp(X [y]sc)) = ∆1(exp(Y )ǫ1, exp(X [y])η[y])
pourvu que X et Y soient assez proches de 0.
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5.2 Transfert des fonctions et des distributions
Fixons des mesures de Haar sur tous les groupes intervenant, auxquelles on imposera
quelques conditions de compatibilite´, cf. remarque (5) ci-dessous. Soient f ∈ I(G˜(F ), ω)
et Y ∈ g′ǫ(F ) comme en 5.1. On utilise pour Y les de´finitions de ce paragraphe. On
de´finit
- le transfert f ′ de f , qui est une fonction sur G˜′1(F ) ;
- l’image f ′ǫ1 de f
G˜′1 par l’application de descente desc
st,G˜′1
ǫ1 ; c’est une fonction sur
G′1,ǫ1(F ) ;
- l’image f ′(Z)sc de la fonction x 7→ f ′ǫ1(exp(Z)x) par l’application ιG′ǫ,SC ,G′1,ǫ1
; c’est
une fonction sur G′ǫ,SC(F ) (on remarque que G
′
ǫ,SC est aussi le reveˆtement simplement
connexe du groupe de´rive´ de G′1,ǫ1).
Soit y ∈ Y . De´finissons
- l’image f [y] de f par l’application de descente descG˜η[y] ; c’est une fonction sur
Gη[y](F ) ;
- l’image f [y, Z1]sc de la fonction x 7→ f [y](exp(Z1)x) par l’application ιGη[y],SC,Gη[y] ;
c’est une fonction sur Gη[y],SC(F ) ;
- le transfert f¯ [y, Z1] de f [y, Z1]sc ; c’est une fonction sur G¯
′(F ) qui est nulle si G¯′
n’est pas relevante pour Gη[y],SC ;
- l’image f¯ [y, Z]sc de la fonction x 7→ f¯ [y, Z1](exp(Z2)x) par l’application ιG¯′SC ,G¯′ ;
c’est une fonction sur G¯′SC(F ).
On pose
c[y] = [Iη[y](F ) : Gη[y](F )]
−1.
Fixons un ensemble de repre´sentants Y˙ de l’ensemble de doubles classes Iη\Y/G(F ).
Avec les notations ci-dessus, le lemme 3.11 de [W1] affirme l’e´galite´
S
G˜′1
λ1
(exp(Y )ǫ1, f
G˜′1) =
∑
y∈Y˙
c[y]d(y)SG¯
′
(Y¯ , f¯ [y, Z1])
pourvu que Y soit assez proche de 0, cette notion e´tant inde´pendante de f . Le terme d(y)
n’a e´te´ de´fini que dans le cas ou` G¯′ est relevante pour Gη[y],SC . Par convention, il est nul
dans le cas contraire (la fonction f¯ [y, Z1] est nulle dans ce cas). D’apre`s les de´finitions,
on a
S
G˜′1
λ1
(exp(Y )ǫ1, f
G˜′1) = SG
′
ǫ,SC(exp(Ysc), f
′(Z)sc),
SG¯
′
(Y¯ , f¯ [y, Z1]) = S
G¯′SC(exp(Y¯sc), f¯ [y, Z]sc).
L’e´galite´ pre´ce´dente devient
(1) SG
′
ǫ,SC(exp(Ysc), f
′(Z)sc) =
∑
y∈Y˙
c[y]d(y)SG¯
′
SC(exp(Y¯sc), f¯ [y, Z]sc).
Remarquons que les termes Ysc et Z jouent le roˆle de variables inde´pendantes. Les
de´finitions des fonctions f ′(Z)sc et f¯ [y, Z]sc conservent un sens pour Z = 0. On note
f ′sc et f¯ [y]sc leurs valeurs en Z = 0. On obtient l’e´galite´
(2) SG
′
ǫ,SC(exp(Ysc), f
′
sc) =
∑
y∈Y˙
c[y]d(y)SG¯
′
SC(exp(Y¯sc), f¯ [y]sc).
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Remarques. (3) Dans [W1], on n’avait pas de constantes d(y) simplement parce
qu’on avait normalise´ les facteurs de transfert de sorte que ces constantes vaillent 1.
(4) La de´finition de la fonction f [y]sc dans [W1] est plus directe que celle ci-dessus. Elle
consiste a` remplacer l’application ιGη[y],SC,Gη[y] utilise´e ici par la simple image re´ciproque.
C’est-a`-dire que l’on ne moyenne pas cette image re´ciproque par l’action adjointe de
Gη[y](F ). Mais la formule 5.1(3) implique que le facteur de transfert ∆(y) est ω-e´quivariant
par cette action. Il en re´sulte aise´ment que les deux de´finitions possibles de f [y]sc donnent
le meˆme transfert f¯ [y].
(5) La formule (2) ne´cessite des compatibilite´s entre les mesures choisies. Notons
TYsc le commmutant de Ysc dans G
′
ǫ,SC et TY¯sc celui de Y¯sc dans G¯
′
SC. Pour de´finir les
inte´grales orbitales stables, on doit fixer des mesures sur TYsc(F ) et TY¯sc . Via l’expo-
nentielle, il revient au meˆme de fixer des mesures sur tYsc(F ) et tY¯sc(F ). Or on est
dans une situation d’endoscopie non standard et ces alge`bres de Lie sont naturelle-
ment isomorphes. On choisit des mesures qui se correspondent par cet isomorphisme.
D’autre part, dans les passages entre groupes et reveˆtements simplement connexes, il est
ne´cessaire de fixer des mesures sur les centres. Pre´cise´ment, on doit fixer des mesures sur
Z(G′ǫ)
0(F ), Z(Gη[y])
0(F ) et Z(G¯′)0(F ). De nouveau, on peut remplacer ces groupes par
les alge`bres de Lie correspondantes. Mais alors la premie`re est naturellement isomorphe a`
la somme directe des deux autres, cf. 5.1(1). On choisit des mesures qui se correspondent
par cet isomorphisme.
Seul compte pour nous le comportement des fonctions f ′sc et f¯ [y]sc dans des voisi-
nages de l’unite´ invariants par conjugaison stable. On peut donc aussi bien descendre ces
fonctions par l’exponentielle et conside´rer qu’elles sont de´finies sur des alge`bres de Lie.
Pour simplifier, on ne change pas leur notation. Alors l’e´galite´ (2) e´quivaut a` l’e´galite´
(6) f ′sc = transfert(
∑
y∈Y˙
c[y]d(y)f¯ [y]sc),
ou` transfert est ici le transfert non standard de G¯′SC a` G
′
ǫ,SC.
Fixons un e´le´ment Z ∈ z(G′ǫ, F ) assez proche de 0, que l’on e´crit Z = Z1+Z2 comme
en 5.1. Soit δSC ∈ Dstge´om(G
′
ǫ,SC(F )) a` support assez proche de 1. On de´finit
- l’image δ(Z) de δSC par la compose´e de l’application ι
∗
G′ǫ,SC ,G
′
1,ǫ1
et de la translation
par exp(Z) ;
- l’image δ(Z)G˜
′
1 de δ(Z) par l’application desc
st,G˜′1
ǫ1 .
C’est une distribution stable sur G˜′1(F ), a` support proche de la classe de conjugaison
stable OG˜1 de ǫ1.
On de´finit :
- l’image δ¯SC de δSC par transfert endoscopique non standard (on doit descendre les
distributions aux alge`bres de Lie pour de´finir ce transfert) ; c’est une distribution stable
sur G¯′SC(F ) ;
- l’image δ¯(Z2) de δ¯SC par la compose´e de l’application ι
∗
G¯′SC ,G¯
′ et de la translation
par exp(Z2) ;
- pour y ∈ Y , l’image δ[y, Z2] de δ¯(Z2) par transfert a` Gη[y],SC(F ), avec la convention
que ce transfert est nul si G¯′ n’est pas relevante pour Gη[y],SC ;
- l’image δ[y, Z] de δ[y, Z2] par la compose´e de l’application ι
∗
Gη[y],SC,Gη[y]
et de la
translation par exp(Z1) ; c’est une distribution sur Gη[y](F ) ;
- l’image δ[y, Z]G˜ de δ[y, Z] par l’application descG˜,∗η[y].
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C’est une distribution sur G˜(F ), a` support proche de la classe de conjugaison stable
OG˜ de η.
A partir de l’e´galite´ (1), un calcul formel conduit a` l’e´galite´
(7) transfert(δ(Z)G˜
′
1) =
∑
y∈Y˙
c[y]d(y)δ[y, Z]G˜.
On supprime de la notation les termes Z dans le cas ou` Z = 0.
5.3 Levi et descente de donne´es endoscopiques
Soient (G, G˜, a) un triplet quelconque, M˜ un espace de Levi de G˜ etM′ = (M ′,M′, ζ˜)
une donne´e endoscopique elliptique et relevante de (M, M˜, a).
D’apre`s [I] paragraphe 3, on peut re´aliser les objets duaux de la fac¸on suivante. On
fixe une paire de Borel e´pingle´e Eˆ = (Bˆ, Tˆ , (Eˆα)α∈∆) de Gˆ. On note θˆ l’automorphisme
dual de θ∗ qui conserve cette paire. On modifie l’action galoisienne de sorte que Eˆ soit
stable par cette action. On suppose que Mˆ est standard et on munit ce groupe de la
paire de Borel e´pingle´e EˆM = (Bˆ ∩ Mˆ, Tˆ , (Eˆα)Mα∈∆). On suppose ζ˜ = ζθˆ avec ζ ∈ Tˆ . On
suppose ζ tel que le cocycle qui intervient dans la de´finition d’une donne´e endoscopique
prenne ses valeurs dans Z(Gˆ). On munit Mˆ ′ d’une paire de Borel e´pingle´e EˆM
′
dont la
paire de Borel sous-jacente soit (Bˆ ∩ Mˆ ′, Tˆ θˆ,0).
Fixons un diagramme
(ǫ, BM
′
, T ′, BM , T, η)
cf. [I] 1.10. Les espaces ambiants sont M˜ ′ et M˜ . Le terme η est un e´le´ment semi-simple de
M˜(F ) et ǫ est un e´le´ment semi-simple de M˜ ′(F ). On suppose que M ′ǫ est quasi-de´ploye´.
Les deux paires de Borel (BM , T ) de M et (Bˆ ∩ Mˆ, Tˆ ) de Mˆ fournissent une iden-
tification X∗(T ) ≃ X∗(Tˆ ), qui transporte l’action de θ = adη en θˆ. On introduit le
groupe de Borel B de G contenant T dont l’ensemble de coracines simples s’identifie a`
l’ensemble des racines simples de Bˆ. Il est clair que les deux paires de Borel (B, T ) de
G et (Bˆ, Tˆ ) de Gˆ fournissent la meˆme identification X∗(T ) ≃ X
∗(Tˆ ) que ci-dessus. On
ve´rifie d’ailleurs que le groupe P engendre´ par B et M est un e´le´ment de P(M) et que
l’ensemble P˜ = Pη est un e´le´ment de P(M˜). De la paire de Borel (Bˆ ∩ Mˆ ′, Tˆ θˆ,0) de Mˆ ′
et de la paire (BM
′
, T ′) de M ′ se de´duit une identification X∗(T
′) ≃ X∗(Tˆ θˆ,0).
Posons (B¯, T¯ ) = (B ∩ Gη, T ∩ Gη), comple´tons cette paire en une paire de Borel
e´pingle´e de Gη et introduisons l’action galoisienne quasi-de´ploye´e sur Gη qui la conserve.
Elle est de la forme σ 7→ σG¯ = adu¯(σ) ◦σG, cf. 5.1. Parce que P ∩Gη est de´fini sur F pour
l’action galoisienne naturelle, on a ne´cessairement u¯(σ) ∈Mη,sc. Donc Mη est stable par
l’action σ 7→ σG¯ et les deux actions galoisiennes co¨ıncident sur Z(Mη). On note G¯, resp.
M¯ , le groupe Gη, resp. Mη, muni de l’action σ 7→ σG¯. Comple´tons de meˆme la paire
de Borel (B, T ) de G en une paire de Borel e´pingle´e et introduisons l’action galoisienne
quasi-de´ploye´e sur G qui conserve celle-ci. Elle est de la forme σ 7→ σG∗ = adu(σ) ◦σG, ou`
u(σ) ∈ GSC . Toujours parce que P est de´fini sur F pour l’action galoisienne naturelle, on
a u(σ) ∈Msc. Donc M est stable par l’action σ 7→ σG∗ et les deux actions co¨ıncident sur
Z(M). On a σG¯ = adu¯(σ)u(σ)−1 ◦ σG∗ . L’e´le´ment u¯(σ)u(σ)
−1 appartient a` Msc. Il s’envoie
donc sur un e´le´ment du groupe de Weyl WM que l’on note ωM¯(σ). Il est fixe par θ. Le
groupe ˆ¯M est le commutant dans ˆ¯G de l’image dans ˆ¯T de Z(Mˆ).
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On peut de´finir comme en 5.1 une donne´e endoscopique de M¯SC associe´e a` la donne´e
M′ et au diagramme (ǫ, BM
′
, T ′, BM , T, η). Mais on peut aussi refaire la meˆme construc-
tion en remplac¸ant le groupe M¯SC par l’image re´ciproque M¯sc de M¯ dans G¯SC . On obtient
une donne´e endoscopique de M¯sc. C’est celle-la` que nous noterons M¯
′ = (M¯ ′,M¯′, ζ¯).
Fixons une paire de Borel (BM
′,♭, T ♭) de M ′ǫ de´finie sur F et un e´le´ment m
′ ∈ M ′ǫ,SC
tel que adm′ envoie cette paire sur (B
M ′∩M ′ǫ, T
′). Fixons une paire de Borel (B¯M¯
′
, T¯ ′) de
M¯ ′ de´finie sur F . Pour une raison qui apparaˆıtra plus loin, on note T ♭M−sc, resp. T¯
′
M ′−sc,
l’image re´ciproque de T ♭ dans M ′ǫ,SC , resp. l’image re´ciproque de T¯
′ dans M¯ ′SC . Comme
en 5.1, on a un isomorphisme d’alge`bres de Lie
j : t¯′M ′−sc ⊕ z(M¯
′)⊕ z(G¯) ≃ t♭M−sc ⊕ z(M
′
ǫ)
qui est e´quivariant pour les actions galoisiennes. On note j∗ : X∗(T¯
′
M ′−sc) ⊗ Q →
X∗(T
♭
M−sc)⊗Q l’isomorphisme sous-jacent a` la restriction de l’homomorphisme j a` t¯
′
M ′−sc.
Le triplet (M¯ ′SC ,M
′
ǫ,SC, j∗) est un triplet endoscopique non standard. On a le diagramme
suivant
z(M)ΓF ,θ = z(M)ΓF ,θ
↓
z(M¯)ΓF ↓
‖ z(M ′)ΓF
z(M¯sc)
ΓF ⊕ z(G¯)ΓF ↓
↓
z(M¯ ′)ΓF ⊕ z(G¯)ΓF ≃ z(M ′ǫ)
ΓF
On suppose de´sormais
(1) ǫ est elliptique dans M˜ ′(F ).
Les fle`ches de droite du diagramme sont des isomorphismes parce que M′ est une
donne´e elliptique de (M, M˜, a) et que ǫ est elliptique dans M˜ ′(F ). Les fle`ches de gauche
sont donc aussi des isomorphismes. Pour la fle`che du haut, cela entraˆıne que η est ellip-
tique dans M˜(F ). Pour celle du bas, cela entraˆıne que M′ est une donne´e endoscopique
elliptique de M¯sc. Rappelons que, dans cette situation non tordue et sur un corps local
non-archime´dien, une telle donne´e est automatiquement relevante.
L’ellipticite´ de η entraˆıne dualement que
(2) l’homomorphisme naturel
Z(Mˆ)ΓF ,θˆ,0 → Z( ˆ¯M)ΓF ,0
est surjectif et de noyau fini.
Puisque Z(Gˆ)ΓF ,θˆ s’envoie e´videmment dans Z(G¯)ΓF et puisque les quotients ci-
dessous sont connexes, on a aussi
(3) l’homomorphisme
Z(Mˆ)ΓF ,θˆ/Z(Gˆ)ΓF ,θˆ → Z( ˆ¯M)ΓF /Z( ˆ¯G)ΓF
est surjectif.
Soit s˜ ∈ ζ˜Z(Mˆ)ΓF ,θˆ/Z(Gˆ)ΓF ,θˆ. Le groupe Gˆ′(s˜) est composante neutre du centrali-
sateur de s˜ dans Gˆ. Il est muni de la paire de Borel (Bˆ ∩ Gˆ′(s˜), Tˆ θˆ,0). De meˆme que
l’on a construit le groupe B, on construit un groupe de Borel B′ de G′(s˜) de sorte que
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l’identification X∗(T
′) ≃ X∗(Tˆ θˆ,0) de´duite des paires (B′, T ′) et (Bˆ ∩ Gˆ′(s˜), Tˆ θˆ,0) soit la
meˆme que celle ci-dessus. De nouveau, le groupe P ′ engendre´ parM ′ et B′ est un e´le´ment
de PG
′(s˜)(M ′). On voit alors que le sextuplet (ǫ, B′, T ′, B, T, η) est encore un diagramme,
avec cette fois pour groupes ambiants G′(s˜) et G, donnant naissance au meˆme homomor-
phisme ξ. A partir du diagramme (ǫ, B′, T ′, B, T, η) et de G′(s˜), on de´finit une donne´e
endoscopique de G¯SC . L’e´le´ment s s’envoie sur un e´le´ment s¯ ∈
ˆ¯Tad, plus pre´cise´ment
s¯ ∈ ζ¯Z( ˆ¯M)ΓF . En conside´rant les de´finitions de [W1] 3.5, on s’aperc¸oit que la donne´e
endoscopique de G¯SC que l’on construit ainsi n’est autre que celle associe´e a` la donne´e
M¯′ du Levi M¯sc et a` cet e´le´ment s¯. Nous la noterons G¯
′(s¯) = (G¯′(s¯), G¯ ′(s¯), s¯). Fixons
un sous-groupe parabolique de G¯′(s¯) de´fini sur F et de composante de Levi M¯ ′. On
note B¯′(s¯) le sous-groupe de Borel de G¯′(s¯) qui est inclus dans ce parabolique et ve´rifie
B¯′(s¯)∩M¯ ′ = B¯M¯
′
. Le couple (B¯′(s¯), T¯ ′) est une paire de Borel de G¯′(s¯) qui est de´finie sur
F . On pose B♭ = ad−1m′ (B
′). Alors (B♭, T ♭) est une paire de Borel de G′(s˜)ǫ de´finie sur F .
On note T ♭sc, resp. T¯
′
sc, l’image re´ciproque de T
♭ dans G′(s˜)ǫ,SC, resp. l’image re´ciproque
de T¯ ′ dans G¯′(s¯)SC . On a un isomorphisme
j : t¯′sc ⊕ z(G¯
′(s¯))⊕ z(G¯) ≃ t♭sc × z(G
′(s˜)ǫ)
qui ve´rifie des proprie´te´s analogues a` celles ci-dessus. C’est le meˆme que plus haut,
modulo les identifications
t¯′sc ≃ t¯
′
M−sc ⊕ z(M¯
′(s¯)sc),
ou` M¯ ′(s¯)sc est l’image re´ciproque de M¯
′ dans G¯′(s¯)SC et
t♭sc ≃ t
♭
M ′−sc ⊕ z(M
′(s˜)ǫ,sc),
ou`M ′(s˜)ǫ,sc est l’image re´ciproque deM
′
ǫ dans G
′(s˜)ǫ,SC. De nouveau (avec un le´ger abus
de notation), on note j∗ : X∗(T¯
′
sc) ⊗ Q → X∗(T
♭
sc) ⊗ Q l’isomorphisme sous-jacent a` la
restriction de l’homomorphisme j a` t¯′sc. Le triplet (G¯
′(s¯)SC, G
′(s˜)ǫ,SC, j∗) est un triplet
endoscopique non standard. Re´sumons les isomorphismes obtenus :
(4)
z(G′(s˜)ǫ) → z(G¯)⊕ z(G¯′(s¯)) z(G¯) → z(G¯)
z(M ′ǫ) → ⊕ ⊕ → ⊕ ⊕
z(M ′(s˜)ǫ,sc) → z(M¯ ′(s¯)sc) z(G¯′(s¯))⊕ z(M¯ ′(s¯)sc) → z(M¯ ′)
Notons S l’ensemble des s˜ ∈ ζ˜Z(Mˆ)ΓF ,θˆ/Z(Gˆ)ΓF ,θˆ tels que G′(s˜) soit elliptique et
AG′(s˜) = AG′(s˜)ǫ . Montrons que
(5) si AGη 6= AG˜, l’ensemble S est vide ;
(6) supposons AGη = AG˜ ; alors S est e´gal a` l’ensemble des s˜ ∈ ζ˜Z(Mˆ)
ΓF ,θˆ/Z(Gˆ)ΓF ,θˆ
tels que la donne´e de´duite G′(s¯) de G¯SC soit elliptique.
Pour s˜ ∈ ζ˜Z(Mˆ)ΓF ,θˆ/Z(Gˆ)ΓF ,θˆ, on a un diagramme similaire a` celui e´crit plus haut
z(G)ΓF ,θ = z(G)ΓF ,θ
↓ ↓
z(G¯)ΓF z(G′(s˜))ΓF
↓ ↓
z(G¯′(s¯))ΓF ⊕ z(G¯)ΓF ≃ z(G′(s˜)ǫ)ΓF
L’e´le´ment s˜ appartient a` S si et seulement si les deux fle`ches de droite sont des isomor-
phismes. C’est e´quivalent a` ce que celles de gauche soient elles-aussi des isomorphismes.
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Que la fle`che du haut a` gauche soit un isomorphisme signifie que AGη = AG˜. Cette condi-
tion est inde´pendante de s˜. Si elle n’est pas ve´rifie´e, l’ensemble S est donc vide. Si elle
est ve´rifie´e, la seule condition est que la fle`che du bas a` gauche soit un isomorphisme, ce
qui e´quivaut a` l’ellipticite´ de G′(s¯).
5.4 Facteurs de transfert et transfert des distributions
Pour fixer les notations, reprenons brie`vement les constructions de 5.1 et 5.2. Soit
s˜ ∈ ζ˜Z(Mˆ)ΓF ,θˆ/Z(Gˆ)ΓF ,θˆ. On fixe des donne´es auxiliaires G′1(s˜), ...,∆1(s˜) pour la donne´e
G′(s˜). On noteM ′1(s˜), resp. M˜
′
1(s˜), l’image re´ciproque deM
′ dansG′1(s˜), resp. de M˜
′ dans
G˜′1(s˜). On fixe une image re´ciproque ǫ1(s˜) de ǫ dans M˜
′
1(s˜;F ), ainsi qu’une de´composition
d’alge`bres de Lie
g′1(s˜) = c1(s˜)⊕ g
′(s˜).
On en de´duit des de´compositions
g′1(s˜)ǫ1(s˜) = c1(s˜)⊕ g
′(s˜)ǫ,
m′1(s˜) = c1(s˜)⊕m
′,
m′1(s˜)ǫ1(s˜) = c1(s˜)⊕m
′
ǫ.
Pour y ∈ Y , on fixe un facteur de transfert sur G′(s¯, F )× Gη[y],SC(F ) que l’on note
∆(s¯, y). Alors il existe d(s˜, y) ∈ C× tel que, pour des donne´es comme en 5.1, on ait
l’e´galite´
(1) d(s˜, y)∆(s¯, y)(exp(Y¯ ), exp(X [y]sc)) = ∆(s˜)1(exp(Y )ǫ1(s˜), exp(X [y])η[y])
pourvu que X et Y soient assez proches de 0.
Pour appliquer la formule 5.2(7) a` la donne´e G′(s˜), on glisse des termes s˜ ou s¯
dans les notations. Fixons un e´le´ment Z ∈ z(G′(s˜)ǫ, F ) assez proche de 0, que l’on e´crit
Z = Z1 +Z2 avec Z1 ∈ z(G¯;F ) et Z2 ∈ z(G¯′(s¯);F ). Soit δ(s˜)SC ∈ Dstge´om(G
′(s˜)ǫ,SC(F )) a`
support assez proche de 1. On de´finit
- l’image δ(s˜, Z) de δ(s˜)SC par la compose´e de l’application ι
∗
G′(s˜)ǫ,SC ,G
′
1(s˜)ǫ1(s˜)
et de la
translation par exp(Z) ;
- l’image δ(s˜, Z)G˜
′
1(s˜) de δ(s˜, Z) par l’application desc
st,G˜′1(s˜)
ǫ1(s˜)
;
- l’image δ¯(s¯)SC de δ(s˜)SC par transfert endoscopique non standard ;
- l’image δ¯(s¯, Z2) de δ¯(s¯)SC par la compose´e de l’application ι
∗
G¯′(s¯)SC ,G¯′(s¯)
et de la
translation par exp(Z2) ;
- pour y ∈ Y , l’image δ[y, Z2] de δ¯(s¯, Z2) par transfert a` Gη[y],SC(F ) ;
- l’image δ[y, Z] de δ[y, Z2] par la compose´e de l’application ι
∗
Gη[y],SC,Gη[y]
et de la
translation par exp(Z1) ;
- l’image δ[y, Z]G˜ de δ[y, Z] par l’application descG˜,∗η[y].
La formule 5.2(7) devient
(2) transfert(δ(s˜, Z)G˜
′
1(s˜)) =
∑
y∈Y˙
c[y]d(s˜, y)δ[y, Z]G˜.
On supprime de la notation les termes Z dans le cas ou` Z = 0.
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On peut remplacer G˜ par M˜ dans les constructions ci-dessus. On ajoute des exposants
M pour indiquer les analogues pour M˜ des termes pre´ce´demment de´finis pour G˜. On
obtient une assertion ou` la donne´e de de´part est un e´le´ment δSC ∈ Dstge´om(M
′
ǫ,SC(F )). On
aura besoin d’une variante ou` le groupe M ′ǫ,SC est remplace´e par le groupe interme´diaire
M ′(s˜)ǫ,sc. Partons ainsi d’un e´le´ment δ(s˜)sc ∈ Dstunip(M
′(s˜)ǫ,sc(F )) (le cas unipotent nous
suffira). On de´finit
- δ(s˜) = ι∗M ′(s˜)ǫ,sc,M ′1(s˜)ǫ1(s˜)
(δ(s˜)sc) ;
- l’image δ(s˜)M˜
′
1(s˜) de δ(s˜) par l’application desc
st,M˜ ′1(s˜)
ǫ1(s˜)
.
C’est une distribution stable sur M˜ ′1(s˜;F ), dont les e´le´ments du support ont des
parties semi-simples dans la classe de conjugaison stable OM˜ ′1(s˜) de ǫ1(s˜).
On de´finit :
- l’image δ¯(s¯)sc de δ(s˜)sc par transfert endoscopique non standard ; c’est une distri-
bution stable sur M¯ ′(s¯)sc(F ) ;
- δ¯(s¯) = ι∗
M¯ ′(s¯)sc,M¯ ′
(δ¯(s¯)sc) ;
- pour y ∈ YM , l’image δ[y] de δ¯(s¯) par la compose´e du transfert a` Mη[y],sc(F ) et de
l’application ι∗Mη[y],sc,Mη[y] ; c’est une distribution sur Mη[y](F ) ;
- l’image δ[y]M˜ de δ[y, ] par l’application descM˜,∗η[y] .
C’est une distribution sur M˜(F ), dont les e´le´ments du support ont des parties semi-
simples dans la classe de conjugaison stable O de η.
On a alors l’e´galite´
(3) transfert(δ(s˜)M˜
′
1(s˜)) =
∑
y∈Y˙M
cM [y]d(s˜, y)δ[y]M˜ .
Cette variante se de´duit facilement de la formule pre´ce´dente. Il suffit d’utiliser la for-
mule 3.7(4) qui permet de permuter un transfert endoscopique avec une application telle
que ι∗M ′ǫ,SC ,M ′(s˜)ǫ,sc
, ainsi qu’une formule analogue concernant le transfert non standard,
laquelle se prouve de la meˆme fac¸on. On laisse les de´tails au lecteur.
5.5 Applications de transition
Notons OM ′ la classe de conjugaison stable de ǫ. Soit δ ∈ Dstge´om(M
′) a` support proche
de OM ′ . Fixons des donne´es auxiliaires M ′1, ...,∆1 pour M
′ et un e´le´ment ǫ1 ∈ M˜ ′1(F )
se projetant sur ǫ. Alors δ s’identifie a` un e´le´ment de Dstge´om,λ1(M˜
′
1(F )). Comme on
l’a dit en [II] 1.10, on a une surjection Dstge´om(M˜
′
1(F )) → D
st
ge´om,λ1
(M˜ ′1(F )). L’action
par translations sur l’espace de de´part d’un e´le´ment c ∈ C1(F ) se traduit sur l’espace
d’arrive´e par la multiplication par λ1(c). Puisque le support de δ est voisin de OM ′ , on
peut donc relever cette distribution en un e´le´ment δ1 ∈ Dstge´om(M˜
′
1(F )) a` support voisin de
la classe de conjugaison stable de ǫ1. C’est l’image par l’application desc
st,M˜ ′1
ǫ1 d’un e´le´ment
de Dstge´om(M
′
1,ǫ1(F )) a` support proche de 1. Un tel e´le´ment est combinaison line´aire de
termes exp(Z)ι∗M ′ǫ,SC ,M ′1,ǫ1
(δǫ,SC), avec Z ∈ z(M ′1,ǫ1;F ) et δǫ,SC ∈ D
st
ge´om(M
′
ǫ,SC(F )), a`
support proche de 1 (le produit par exp(Z) signifie la translation par cet e´le´ment). Pour
simplifier, on suppose que la combinaison line´aire est re´duite a` un seul terme, c’est-a`-dire
que
δ1 = desc
st,M˜ ′1
ǫ1 (exp(Z)ι
∗
M ′ǫ,SC ,M
′
1,ǫ1
(δǫ,SC)).
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Fixons une de´composition
m′1,ǫ1 = c1 ⊕m
′
ǫ.
Les translations par c1(F ) ne comptent pas par le meˆme argument que ci-dessus (d’ailleurs,
le compose´ de λ1 et de l’exponentielle est e´gal a` 1 au voisinage de 0). On peut donc sup-
poser que l’e´le´ment Z appartient a` z(M ′ǫ;F ). Posons alors δǫ = exp(Z)ι
∗
M ′ǫ,SC ,M
′
1,ǫ1
(δǫ,SC).
On peut conside´rer que c’est un e´le´ment de Dstge´om(M
′
ǫ(F )) a` support proche de 1.
Soit s˜ ∈ ζ˜Z(Mˆ)ΓF ,θˆ/Z(Gˆ)ΓF ,θˆ. Utilisons les donne´es auxiliaires introduites au para-
graphe pre´ce´dent, que l’on restreint a` M ′. En remplac¸ant M˜ ′1 par M˜
′
1(s˜), on construit
un autre e´le´ment δ(s˜)ǫ. Les distributions δǫ et δ(s˜)ǫ appartiennent au meˆme espace
Dstge´om(M
′
ǫ(F )) et proviennent par descente d’un meˆme e´le´ment δ ∈ D
st
ge´om(M
′). Mais
elles ne sont pas force´ment e´gales. Rappelons en effet la construction de l’isomorphisme
compose´
SIλ1(M˜
′
1(F )) ≃ SI(M
′) ≃ SIλ1(s˜)(M˜
′
1(s˜;F )).
Il provient d’un isomorphisme
C∞c,λ1(M˜
′
1(F )) ≃ C
∞
c,λ1(s˜)
(M˜ ′1(s˜;F ))
φ 7→ φ(s˜).
Soient δ1 ∈ M˜ ′1(F ) et δ1(s˜) ∈ M˜
′
1(s˜;F ) deux e´le´ments au-dessus d’un meˆme point de
M˜ ′(F ). Alors on a une e´galite´
φ(s˜)(δ1(s˜)) = λ˜(s˜)(δ1, δ1(s˜))φ(δ1),
ou` λ˜(s˜) est une fonction de recollement de´finie en [I] 2.5. Cette fonction de recollement
est localement constante. Parce que l’on travaille dualement avec des distributions, un
de´vissage des de´finitions conduit a` l’e´galite´
(1) δ(s˜)ǫ = d(s˜)δǫ,
ou`
d(s˜) = λ˜(s˜)(ǫ1, ǫ1(s˜))
−1.
On peut calculer ce terme en fixant un e´le´ment Y ∈ m′ǫ(F ) en position ge´ne´rale et
elliptique. Il lui correspond un e´le´ment X ∈ mη(F ) par la construction de 5.1 applique´e
en remplac¸ant G˜ par M˜ et y par 1. A l’aide des de´compositions fixe´es, on peut identifier
Y soit a` un e´le´ment de m′1,ǫ1(F ), soit a` un e´le´ment de m
′
1(s˜)ǫ1(s˜)(F ). D’apre`s [I] lemme
2.5, on a l’e´galite´
(2) d(s˜) =
∆1(exp(Y )ǫ1, exp(X)η)
∆1(s˜)(exp(Y )ǫ1(s˜), exp(X)η)
.
6 Triplets endoscopiques non standard
6.1 Apparition des triplets endoscopiques non standard
Rappelons la notion de triplet endoscopique non standard introduite dans [W1]
1.7. On conside`re deux groupes re´ductifs connexes G1 et G2 de´finis sur F , simplement
connexes et quasi-de´ploye´s. Pour i = 1, 2, soit (Bi, Ti) une paire de Borel de Gi de´finie
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sur F . On introduit l’ensemble Σ(Ti) des racines de Ti dans Gi et l’ensemble Σˇ(Ti) des
coracines. On note α 7→ αˇ la bijection usuelle entre ces ensembles. On suppose donne´es
une bijection τ : Σ(T2) → Σ(T1), une fonction b : Σ(T2) → Q>0 et un isomorphisme
j∗ : X∗(T1) ⊗Z Q → X∗(T2) ⊗Z Q. On note j∗ : X∗(T2) ⊗Z Q → X∗(T1) ⊗Z Q l’isomor-
phisme dual. On impose les conditions suivantes :
- pour α2 ∈ Σ(T2), α2 est positif pour B2 si et seulement si τ(α2) est positif pour B1
(cette condition ne figure pas dans [W1] 1.7 mais peut eˆtre ajoute´e d’apre`s le lemme de
cette re´fe´rence) ;
- j∗ (donc aussi j
∗) est e´quivariant pour les actions galoisiennes ;
- pour tout α2 ∈ Σ(T2), j∗(α2) = b(α2)τ(α2) ;
- pour tout α1 ∈ Σ(T1), j∗(αˇ1) = b(α2)αˇ2, ou` α2 = τ−1(α1).
A ces conditions, on dit que (G1, G2, j∗) est un triplet endoscopique non standard.
De tels triplets interviennent dans nos constructions comme on l’a vu en 5.1. Soit
(G, G˜, a) un de nos triplets comme en [II] 1.1 etG′ = (G′,G ′, s˜) une donne´e endoscopique
elliptique de (G, G˜, a). Soient (ǫ, B′, T ′, B, T, η) un diagramme reliant un e´le´ment semi-
simple ǫ ∈ G˜′(F ) a` un e´le´ment semi-simple η ∈ G˜′(F ). Supposons G′ǫ quasi-de´ploye´. A
l’aide de ces donne´es, on construit une donne´e endoscopique G¯′ = (G¯′, G¯ ′, s¯) de Gη,SC .
Posons G1 = G¯
′
SC et G2 = G
′
ǫ,SC. Alors le couple (G1, G2) se comple`te naturellement
en un triplet endoscopique non standard (G1, G2, j∗). Dans [W1] 1.7, on a classifie´ les
triplets endoscopiques non standard. Conside´rons les triplets e´le´mentaires suivants :
(1) G1 = G2 et j∗ est l’identite´ ;
(2) G1 est de type Bn avec n ≥ 2, G2 est de type Cn et j∗ envoie une coracine courte
sur une coracine longue et envoie la coracine longue sur 2 fois la coracine courte ;
(3) G1 est de type Cn avec n ≥ 2, G1 est de type Bn et j∗ envoie la coracine courte
sur la coracine longue et envoie une coracine longue sur 2 fois une coracine courte ;
(4) G1 et G2 sont de type F4 et j∗ envoie une coracine courte sur une coracine longue
et une coracine longue sur 2 fois une coracine courte ;
(5) G1 et G2 sont de type G2 (sic !) et j∗ envoie une coracine courte sur une coracine
longue et une coracine longue sur 3 fois une coracine courte.
Disons qu’un triplet est quasi-e´le´mentaire s’il se de´duit par restriction des scalaires
d’un triplet e´le´mentaire. Disons que deux triplets (G1, G2, j∗) et (G
′
1, G
′
2, j
′
∗) sont e´quivalents
si, a` isomorphismes pre`s, on a G1 = G
′
1, G2 = G
′
2 et j∗ = cj
′
∗ ou` c est un rationnel stric-
tement positif. Alors tout triplet est isomorphe a` un produit de triplets e´quivalents a` un
triplet quasi-e´le´mentaire.
Pour chacun des triplets e´le´mentaires ci-dessus, on pose N(G1, G2, j∗) = 0 dans le cas
(1), (n+1)(2n+1) dans le cas (2), 4n2− 1 dans le cas (3), 78 dans le cas (4), 28 dans le
cas (5). Pour un triplet quasi-e´le´mentaire (G1, G2, j∗), de´duit par restriction des scalaires
disons de F ′ a` F d’un triplet e´le´mentaire (G′1, G
′
2, j
′
∗), on pose N(G1, G2, j∗) = [F
′ :
F ]N(G′1, G
′
2, j
′
∗). Pour un triplet ge´ne´ral, produit sur i = 1, ..., n de triplets e´quivalents
a` des triplets quasi-e´le´mentaires (G1,i, G2,i, j∗,i), on pose
N(G1, G2, j∗) = supi=1,...,nN(G1,i, G2,i, j∗,i).
Remarque. Pour n = 2, les triplets (2) et (3) sont les meˆmes. Les deux recettes
possibles pour de´finir N(G1, G2, j∗) donnent le meˆme re´sultat.
Lemme. Si un triplet endoscopique non standard (G1, G2, j∗) est issu comme ci-dessus
de couples (η, ǫ), on a N(G1, G2, j∗) ≤ dim(GSC).
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Preuve. Introduisons la forme quasi-de´ploye´e G∗AD de GAD. Fixons-en une paire de
Borel e´pingle´e (B∗, T ∗, (Eα)α∈∆) de´finie sur F . On a sur G
∗
AD une action galoisienne et un
automorphisme θ∗ qui conservent cette paire de Borel e´pingle´e. Soit t ∈ T ∗. On introduit
la composante neutre I(t) = G∗AD,tθ∗ du commutant de tθ
∗ et son groupe dual Iˆ(t). Soit s
un e´le´ment semi-simple de Iˆ(t). On introduit la composante neutre Iˆ(t)s du commutant
de s et son groupe dual. On note R(s, t) le syste`me de racines de ce groupe dual. Il re´sulte
de l’hypothe`se et de [W1] 3.3 qu’il existe t et s de sorte que le syste`me de racines de G1
co¨ıncide avec R(s, t). De l’action galoisienne sur G1 se de´duit une action galoisienne sur
R(s, t). Elle est compose´e de l’action galoisienne sur le syste`me de racines de G∗AD et d’un
cocycle a` valeurs dans W θ
∗
. On de´duit du syste`me de racines R(s, t) un autre syste`me de
racines, notons-le R(t, s) (dans [W1] 3.3, les deux syste`mes sont note´s respectivement Σ2
et Σ1). C’est celui du groupe G2. On a de´compose´ plus haut (G1, G2, j∗) en produit sur
i = 1, ..., n de triplets e´quivalents a` des triplets quasi-e´le´mentaires (G1,i, G2,i, j∗,i). Posons
N = N(G1, G2, j∗) = supi=1,...,nN(G1,i, G2,i, j∗,i). Fixons i tel que N(G1,i, G2,i, j∗,i) = N .
Il suffit de prouver que, s’il existe t et s comme ci-dessus de sorte que le syste`me de
racines de G1,i soit un sous-syste`me de R(s, t) et que le syste`me de racines de G2,i soit
un sous-syste`me de R(t, s), alors N ≤ dim(G∗AD). A ce point, on peut simplifier les
notations en supposant que (G1, G2, j∗) = (G1,i, G2,i, j∗,i) et en abandonnant l’indice i.
Supposons qu’il existe t et s ve´rifiant les conditions ci-dessus. Notons J la compo-
sante neutre du centralisateur du centre de I(t). Il est stable par l’action galoisienne
et par θ∗. Il contient T ∗ et le groupe I(t) co¨ıncide avec la composante neutre du cen-
tralisateur de tθ∗ dans J . Il en re´sulte que les syste`mes de racines R(s, t) et R(t, s)
se de´duisent aussi bien du groupe J , ou mieux de la forme quasi-de´ploye´e J∗AD de son
groupe adjoint. Si l’on prouve l’assertion pour ce groupe, on en de´duit la meˆme asser-
tion pour G∗AD puisque dim(J
∗
AD) ≤ dim(G
∗
AD). Cela nous rame`ne au cas ou` J = G
∗
AD,
ce que l’on suppose de´sormais. On peut de´composer G∗AD en produit de groupes G
∗
j
pour j = 1, ..., m tels que, pour tout j, les composantes irre´ductibles de G∗j forment
une seule orbite pour le groupe de permutations engendre´ par l’action galoisienne et
par θ∗. Les syste`mes de racines R(s, t) et R(t, s) se de´composent conforme´me´nt (y com-
pris en tenant compte de l’action galoisienne). Il existe donc un indice j tel que le
groupe G∗AD,j ve´rifie les meˆmes hypothe`ses que G
∗
AD. De nouveau, si l’on de´montre l’as-
sertion pour ce groupe G∗AD,j, on en de´duit l’assertion pour G
∗. Cela nous rame`ne au
cas ou` les composantes irre´ductibles de G∗AD forment une seule orbite pour le groupe de
permutations engendre´ par l’action galoisienne et par θ∗. Fixons une telle composante
irre´ductible G. Notons c le plus petit entier strictement positif tel que (θ∗)c(G) = G.
Posons G¯ = G × θ∗(G) × ... × (θ∗)c−1(G). Soit F ′′ l’extension de F tel que ΓF ′′ soit le
sous-groupe des σ ∈ ΓF qui conservent G¯. Alors G∗AD est de´duit de G¯ par restriction des
scalaires de F ′′ a` F . Les syste`mes de racines R(s, t) et R(t, s) se de´composent en pro-
duits indexe´s par Gal(F ′′/F ) de syste`mes analogues relatifs a` G¯. Puisqu’on a suppose´
notre triplet (G1, G2, j∗) e´quivalent a` un triplet quasi-e´le´mentaire, on peut supposer qu’il
existe un triplet e´le´mentaire (G0,1, G0,2, j0,∗) et une extension F
′ de F tels que le syste`me
de racines de G0,1, resp. G0,2, soit un sous-syste`me d’un syste`me R(s¯, t¯), resp. R(t¯, s¯),
relatif a` G¯ et que (G1, G2, j∗) soit e´quivalent au syste`me de´duit de (G0,1, G0,2, j0,∗) par
restriction des scalaires. D’apre`s la proprie´te´ rappele´e ci-dessus des actions galoisiennes,
un e´le´ment de ΓF qui conserve (G0,1, G0,2, j0,∗) conserve aussi G¯, autrement dit F
′ ⊂ F ′′.
Notons (G¯1, G¯2, j¯∗) le triplet sur F
′′ de´duit de (G0,1, G0,2, j0,∗) par restriction des scalaires
de F ′ a` F ′′. On voit alors que F ′′, G¯ et (G¯1, G¯2, j¯∗) ve´rifient les meˆmes hypothe`ses que
F , G∗AD et (G1, G2, j∗). Par de´finition, N = [F
′′ : F ]N(G¯1, G¯2, j¯∗) (ce dernier entier e´tant
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relatif au corps de base F ′′) et dim(G∗SC) = [F
′′ : F ]dim(G¯). Il suffit donc de de´montrer
la relation N(G¯1, G¯2, j¯∗) ≤ dim(G¯). En oubliant cette construction, on est ramene´ au
cas ou` toutes les composantes irre´ductibles de G∗AD sont permute´es par le groupe d’au-
tomorphismes engendre´ par θ∗. On fixe comme ci-dessus une composante irre´ductible G
et on note c le plus petit entier strictement positif tel que (θ∗)c(G) = G. Mais alors les
syste`mes de racines R(s, t) et R(t, s) sont exactement les meˆmes que des syste`mes R(s, t)
et R(t, s) de´duits de G, de son automorphisme (θ∗)c et d’e´le´ments convenables t et s. De
nouveau, cela nous rame`ne au cas ou` G∗AD = G, autrement dit, on peut supposer G
∗
AD
irre´ductible.
Il reste a` e´tudier cas par cas chaque syste`me possible pour I(t) (soumis a` la condition
J = I(t)) et chaque triplet quasi-e´le´mentaire possible. On suppose donc que (G1, G2, j∗)
est e´quivalent a` un triplet de´duit par restriction des scalaires de F ′ a` F d’un triplet
(G0,1, G0,2, j0,∗) de type (1) a` (5). On peut exclure le triplet (1) : dans ce cas N = 0 et
l’ine´galite´ N ≤ dim(G∗AD) a` prouver est e´vidente. On peut aussi exclure le cas ou` θ
∗ est
l’identite´. On est alors dans le cas d’endoscopie non tordue et il re´sulte des constructions
de [W1] 3.3 qu’alors le triplet endoscopique non standard est force´ment de type (1).
D’apre`s [L] proposition II.3.2, les possibilite´s pour G∗AD et I(t) sont les suivantes :
(6) G∗AD de type A2m, dim(G
∗
AD) = (2m+ 1)
2 − 1, I(t) de type Bm ;
(7) G∗AD de type A2m−1, dim(G
∗
AD) = 4m
2 − 1, I(t) de type Cm ;
(8) G∗AD de type A2m−1, dim(G
∗
AD) = 4m
2 − 1, I(t) de type Dm ;
(9) G∗AD de type Dm avec m ≥ 4, dim(G
∗
AD) = m(2m− 1), I(t) de type Bm+ ∪Bm− ,
avec m+ +m− = m− 1 ;
(10) G∗AD de type D4, dim(G
∗
AD) = 28, I(t) de type G2 ;
(11) G∗AD de type D4, dim(G
∗
AD) = 28, I(t) de type A2 ;
(12) G∗AD de type E6, dim(G
∗
AD) = 78, I(t) de type F4, C4 ou B3 ∪A1.
Dans le cas ou` (G0,1, G0,2, j0,∗) est de type (4), on peut exclure les cas classiques (6)
a` (9) : des ope´rations consistant a` prendre des commutants ou a` passer au groupe dual
a` partir d’un groupe classique ne sauraient cre´er un groupe de type F4. Les cas (10) et
(11) sont exclus car I(t) y est trop petit pour contenir F4. Il ne reste que le cas (12). La
seule possibilite´ est que I(t) soit lui-meˆme de type F4. Il ne contient e´videmment qu’une
copie de ce syste`me, donc F ′ = F . Mais alors, par de´finition, N = 78 = dim(G∗AD).
Dans le cas ou` (G0,1, G0,2, j0,∗) est de type (5), on peut exclure les cas classiques pour
la meˆme raison que ci-dessus. Un syste`me de type G2 ne peut pas eˆtre contenu dans des
syste`mes de types A2, F4, C4 ou B2. Il ne reste que le cas (10). De nouveau F
′ = F et
N = 28 = dim(G∗AD).
Supposons (G0,1, G0,2, j0,∗) de type (2). On peut exclure les cas (8), (10) et (11) :
un syste`me de type Bn ne peut pas intervenir dans un syste`me de type Dm, G2 ou A2.
Posons d = [F ′ : F ]. Alors N = d(n+ 1)(2n+ 1). On a d syste`mes orthogonaux de type
Bn contenus dans le syste`me de racines de I(t). Donc le rang de I(t) est au moins dn. Il
suffit alors de prouver
- dans le cas (6), l’ine´galite´ m ≥ dn entraˆıne (2m+ 1)2 − 1 ≥ d(n+ 1)(2n+ 1) ;
- dans le cas (7), l’ine´galite´ m ≥ dn entraˆıne 4m2 − 1 ≥ d(n+ 1)(2n+ 1) ;
- dans le cas (9), l’ine´galite´ m− 1 ≥ dn entraˆıne m(2m− 1) ≥ d(n+ 1)(2n+ 1) ;
- dans le cas (12), l’ine´galite´ 4 ≥ dn entraˆıne 78 ≥ d(n+ 1)(2n+ 1).
On laisse au lecteur la ve´rification e´le´mentaire.
Supposons (G0,1, G0,2, j0,∗) de type (3). On peut supposer n ≥ 3 : si n = 2, le cas (3)
se confond avec le cas (2) de´ja` traite´. On peut alors exclure les cas (10) et (11) ou` I(t)
est de trop petit rang. On peut aussi exclure les cas (6), (8) ou (9) : un syste`me Cn avec
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n ≥ 3 n’est pas un sous-syste`me de Bm ou Dm. Dans les cas restants, le meˆme argument
que ci-dessus rame`ne a` prouver
- dans le cas (7), l’ine´galite´ m ≥ dn entraˆıne 4m2 − 1 ≥ d(4n2 − 1) ;
- dans le cas (12), l’ine´galite´ 4 ≥ dn entraˆıne 78 ≥ d(4n2 − 1).
De nouveau, on laisse la ve´rification au lecteur. Cela prouve le lemme. 
6.2 Comple´ments a` propos de l’ensemble Z(G˜)
Soit G un groupe re´ductif connexe de´fini sur F et G˜ un espace tordu sous G. Pour η ∈
G˜, notons Eη l’ensemble des paires de Borel e´pingle´es E de G telles que η ∈ Z(G˜, E), c’est-
a`-dire que adη conserve E . Notons Θ l’ensemble des η ∈ G˜ tels que Eη 6= ∅. Rappelons
les proprie´te´s suivantes, cf. [KS] 1.1. Soient η ∈ Θ et E = (B, T, (Eα)α∈∆) ∈ Eη. On note
W le groupe de Weyl de T dans G et θ = adη. Alors
(1) les sous-groupes ZGAD(η) et (Tad)
θ de GAD sont connexes (ZGAD(η) est le groupe
des points fixes de θ dans GAD) ;
(2) W θ s’identifie au groupe de Weyl de T θ,0 dans Gη.
Montrons que
(3) pour η ∈ Θ, l’ensemble Eη est une classe de conjugaison sous Gη.
Preuve. Il est clair que la conjugaison par un e´le´ment de Gη conserve Eη. Inversement,
soient E , E ′ ∈ Eη. D’apre`s [I] 1.3(2) et (2) ci-dessus, il existe x ∈ Gη tel que E et adx(E ′)
aient la meˆme paire de Borel sous-jacente. Notons (B, T ) cette paire. Il existe alors
t ∈ T de sorte que E = adtx(E ′). Puisque adη conserve E ′ et que x ∈ Gη, adη conserve
adx(E ′). Puisque adη conserve aussi E = adtx(E ′), on a adη(t) ∈ tZ(G). Donc l’image
tad de t dans Tad est fixe par θ. D’apre`s (1), T
θ,0 s’envoie surjectivement dans T θad. On
a donc t ∈ Z(G)T θ,0. Quitte a` multiplier t par un e´le´ment de Z(G), on peut supposer
t ∈ T θ,0 ⊂ Gη. En posant y = tx, on a y ∈ Gη et E = ady(E ′). 
Rappelons que, pour toute paire de Borel e´pingle´e E , on a des applications
(4) Z(G˜, E)→ Z(G˜, E) = Z(G˜, E)/(1− θ)(Z(G)) ≃ Z(G˜).
Pour une autre paire de Borel e´pingle´e E ′, on choisit x ∈ G tel que adx(E ′) = E . Le
diagramme suivant est commutatif
(5)
Z(G˜, E ′)
ց
adx ↓ Z(G˜)
ր
Z(G˜, E)
Pour η ∈ Θ, choisissons E ∈ Eη. Via (4), η s’envoie alors sur un e´le´ment de Z(G˜). La
proprie´te´ (3) et la commutativite´ du diagramme ci-dessus montrent que cet e´le´ment ne
de´pend pas du choix de E . On obtient ainsi une application Θ→ Z(G˜). Il est imme´diat
qu’elle est e´quivariante pour les actions galoisiennes. L’ensemble Θ est invariant par
conjugaison par G. Notons Θ/conj l’ensemble des classes de conjugaison.
Lemme. L’application pre´ce´dente se quotiente en une bijection de Θ/conj sur Z(G˜).
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Preuve. Soient η, η′ ∈ Θ, supposons ces e´le´ments conjugue´s. Fixons x ∈ G tel que
adx(η
′) = η. Fixons aussi E ∈ Eη et E ′ ∈ Eη′ . La paire de Borel e´pingle´e adx(E ′) est
conserve´e par adη. D’apre`s (3), quitte a` multiplier x a` gauche par un e´le´ment de Gη,
on peut supposer adx(E ′) = E . Le diagramme (5) montre alors que η et η′ ont meˆme
image dans Z(G˜). Inversement, soient η, η′ ∈ Θ, supposons que ces e´le´ments ont meˆme
image dans Z(G˜). On fixe E ∈ Eη et E
′ ∈ Eη′ . On fixe x ∈ G tel que adx(E
′) = E . Alors
adx(η
′) = zη, avec z ∈ Z(G). D’apre`s (5), l’image de η′ dans Z(G˜) est aussi celle de zη.
Pour qu’elle soit e´gale a` celle de η, il faut que z appartienne a` (1 − θ)(Z(G)). Ecrivons
z = (θ−1)(z′), avec z′ ∈ Z(G). Alors adz′x(η′) = η et η et η′ sont conjugue´s. Cela prouve
que l’application Θ → Z(G˜) se quotiente en une injection Θ/conj → Z(G˜). Fixons
une paire de Borel e´pingle´e E . Alors Z(G˜, E) est contenu dans Θ et notre application
co¨ıncide sur cet ensemble avec l’application (4). Celle-ci est surjective par de´finition de
Z(G˜). Cela prouve la surjectivite´ de l’application de l’e´nonce´. 
6.3 De´finition de triplets (G, G˜, a) particuliers
Conside´rons un syste`me de racines et un automorphisme θ∗ de ce syste`me. On in-
troduit un groupe re´ductif connexe G sur F , simplement connexe et de´ploye´, dont le
syste`me de racines est celui fixe´. Fixons une paire de Borel e´pingle´e E∗ de G de´finie
sur F . A θ∗ est alors associe´ un automorphisme de G qui conserve E∗, et qui est de´fini
sur F . On le note encore θ∗. On introduit l’espace tordu G˜ = Gθ∗. C’est un espace
principal homoge`ne sous G a` gauche, muni du point marque´ θ∗. L’action de G a` droite
est de´finie par (gθ∗, x) 7→ gθ∗(x)θ∗ et l’action galoisienne fixe θ∗. On voit que la classe
d’isomorphisme du couple (G, G˜) est uniquement de´termine´e par le syste`me de racines
et son automorphisme (plus pre´cise´ment par la classe de conjugaison de ce dernier dans
le groupe d’automorphismes du syste`me de racines). Plus ge´ne´ralement, conside´rons une
extension finie F ′ de F , un syste`me de racines et un automorphisme θ∗ de ce syste`me.
On introduit un couple (GF ′, G˜F ′) de´fini sur F
′ associe´ au syste`me de racines et a` son
automorphisme. On note (G, G˜) le couple sur F de´duit de (GF ′, G˜F ′) par restriction des
scalaires.
Fixons un tel couple (G, G˜). Parce que G est simplement connexe, on a la proprie´te´
supple´mentaire suivante. Soient η ∈ Θ et E = (B, T, (Eα)α∈∆) ∈ Eη. Posons θ = adη.
Alors
(1) ZG(η) et T
θ sont connexes.
Pour η ∈ G˜(F ), notons Eη,F l’ensemble des paires de Borel e´pingle´es E de G de´finies
sur F telles que η ∈ Z(G˜, E). Notons ΘF l’ensemble des η ∈ G˜(F ) tels que Eη,F 6= ∅.
Par construction, l’ensemble ΘF n’est pas vide. On a ΘF ⊂ ΘΓF et l’application de 6.2
se restreint en une application ΘF → Z(G˜)ΓF . L’ensemble ΘF n’a pas de raison d’eˆtre
invariant par conjugaison stable. On peut ne´anmoins introduire la relation d’e´quivalence
dans ΘF : deux e´le´ments sont e´quivalents si et seulement s’ils sont stablement conjugue´s.
On note ΘF/st−conj l’ensemble des classes d’e´quivalence. Remarquons que, d’apre`s (1),
la classe de conjugaison stable d’un e´le´ment η ∈ ΘF est l’intersection de G˜(F ) avec la
classe de conjugaison par G(F¯ ) de η. On en de´duit une injection ΘF/st−conj → Θ/conj.
Montrons que
(2) l’application du lemme 6.2 se restreint en une bijection ΘF/st− conj ≃ Z(G˜)ΓF .
Preuve. Le lemme 6.2 nous dit que cette restriction est injective. Soit e ∈ Z(G˜)ΓF .
Puisque ΘF n’est pas vide, fixons η ∈ ΘF et E = (B, T, (Eα)α∈∆) ∈ Eη,F . On peut
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fixer un e´le´ment z ∈ Z(G) tel que e soit l’image de zη. Puisque e est fixe par ΓF , on a
zσ(z)−1 ∈ (1 − θ)(Z(G)) pour tout σ ∈ ΓF . L’application σ 7→ zσ(z)−1 est un cocycle
de ΓF dans (1 − θ)(Z(G)), que l’on pousse en un cocycle a` valeurs dans (1 − θ)(T ). Il
re´sulte des constructions que T et (1 − θ)(T ) sont de´duits par restriction des scalaires
de tores de´ploye´s sur F ′. Donc (1 − θ)(T ) est induit et H1(ΓF ; (1 − θ)(T )) = {1}. On
peut donc fixer u ∈ T de sorte que zσ(z)−1 = (1 − θ)(uσ(u)−1) pour tout σ ∈ ΓF . En
notant uad l’image de u dans Tad, cette relation implique que uadσ(uad)
−1 ∈ T θad. Donc
σ 7→ uadσ(uad)−1 est un cocycle a` valeurs dans T θad. De nouveau, ce tore est induit et
H1(ΓF ;T
θ
ad) = {1}. On peut donc fixer vad ∈ T
θ
ad de sorte que uadσ(uad)
−1 = vadσ(vad)
−1
pour tout σ. Relevons vad en un e´le´ment v ∈ T θ. Posons t = uv−1. On a alors xad ∈ T
ΓF
ad .
Puisque v ∈ T θ, on a encore l’e´galite´ zσ(z)−1 = (1 − θ)(xσ(x)−1) pour tout σ. Posons
η′ = adx−1(zη) et E
′ = adx−1(E). La relation pre´ce´dente implique que η
′ ∈ G˜(F ). Parce
que xad est fixe par ΓF , E ′ est de´finie sur F . Alors E ′ appartient a` Eη′,F et η′ appartient
a` ΘF . Le diagramme 6.2 (5) montre que l’image de η
′ dans Z(G˜) est la meˆme que celle
de zη, laquelle est e. Cela ache`ve la preuve. 
Puisque G est simplement connexe, Gˆ est adjoint etH1(WF ;Z(Gˆ)) = {1}. Comple´tons
le couple (G, G˜) par l’unique cocycle possible a = 1. Remarquons que, pour toute donne´e
endoscopique G′ = (G′,G ′, s˜) de (G, G˜, a), le choix d’un e´le´ment η ∈ ΘF permet d’iden-
tifier G˜′ a` G′ de la fac¸on suivante. On note e l’image de η dans Z(G˜). Cet e´le´ment est
fixe par ΓF . En se rappelant que G˜
′ = G′×Z(G)Z(G˜), l’application qui, a` x ∈ G′, associe
l’image de (x, e) dans G˜′ identifie G′ a` G˜′.
On fixe comme toujours une paire de Borel e´pingle´e Eˆ = (Bˆ, Tˆ , (Eˆαˆ)αˆ∈∆) de Gˆ,
conserve´e par l’action galoisienne et on note θˆ l’automorphisme habituel qui la conserve.
Introduisons la donne´e endoscopique G′ = (G′,G ′, s˜) ”maximale” de (G, G˜, a) de´finie
par s˜ = θˆ et G ′ = Gˆθˆ ⋊WF . On suppose de´sormais que le syste`me de racines de
de´part ne contient pas de composante de type A2n. On a
(3) les applications naturelles Z(G) = Z(G)/(1 − θ)(Z(G)) → Z(G′) et Z(G˜) →
Z(G˜′) sont bijectives.
Preuve. Puisque les ensembles Z(G˜) et Z(G˜′) sont des espaces principaux homoge`nes
sous respectivement Z(G) et Z(G′), la bijectivite´ de la deuxie`me application re´sulte de
celle de la premie`re. Fixons des paires de Borel (B, T ) de G et (B′, T ′) de G′. Notons Σ(T )
et Σ(T ′) les ensembles de racines de T dans g et de T ′ dans g′. On a un homomorphisme
ξ : T → T ′ qui se quotiente en un isomorphisme T/(1− θ)(T ) ≃ T ′. La description de [I]
1.6 se simplifie puisque, d’apre`s l’hypothe`se sur le syste`me de racines, tous les e´le´ments
de Σ(T ) sont de type 1. On obtient que Σ(T ′) est l’ensemble des Nα pour α ∈ Σ(T ). Soit
t ∈ T tel que ξ(t) ∈ Z(G′). Alors Nα(t) = 1 pour tout α ∈ Σ(T ). Puisque θ permute
la base de X∗(Tad) forme´e des copoids associe´s aux racines simples, on voit que cette
condition implique que l’image tad de t dans Tad appartient a` (1− θ)(Tad). Il en re´sulte
que t ∈ Z(G)(1 − θ)(T ). Alors ξ(t) est aussi l’image par ξ d’un e´le´ment de Z(G). Cela
prouve la surjectivite´ de la premie`re application de (3). Pour prouver son injectivite´, il
suffit de prouver celle de l’application Z(G)/(1−θ)(Z(G))→ T/(1−θ)(T ), ou encore de
prouver que Z(G)∩ (1−θ)(T ) = (1−θ)(Z(G)). Or, soit t ∈ T tel que (1−θ)(t) ∈ Z(G).
Alors tad ∈ T θad. Puisque ce tore est connexe, l’application T
θ → T θad est surjective et on
peut e´crire t = zt′, avec z ∈ Z(G) et t′ ∈ T θ. Alors (1−θ)(t) = (1−θ)(z) ∈ (1−θ)(Z(G)).

Soit η ∈ ΘF . On l’envoie sur un e´le´ment de Z(G˜), puis sur un e´le´ment ǫ ∈ Z(G˜′). On a
ǫ ∈ G˜′(F ). Fixons un e´le´ment E ∈ Eη,F dont on note (B, T ) la paire de Borel sous-jacente
et fixons une paire de Borel (B′, T ′) de G′ de´finie sur F . Le sextuplet (ǫ, B′, T ′, B, T, η)
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est un diagramme. A l’aide de la description des ensembles de racines de [W1] 3.3,
on ve´rifie aise´ment que Gη et G
′ = G′ǫ sont simplement connexes. La correspondance
η 7→ ǫ se quotiente en une bijection entre l’ensemble de classes de conjugaison stable
ΘF/st− conj et l’ensemble des classes de conjugaison stable d’e´le´ments de Z(G˜′)ΓF (ces
dernie`res classes e´tant re´duites a` un e´le´ment). Il est assez clair qu’inversement, une classe
de conjugaison stable dans G˜′(F ) qui correspond a` une classe dans ΘF/st− conj est la
classe de´finie par cette bijection.
Conside´rons un triplet endoscopique non standard quasi-e´le´mentaire (G1, G2, j∗) de´duit
par restriction des scalaires de F ′ a` F d’un triplet de type (2), (3), (4) ou (5). On lui
associe un syste`me de racines et un automorphisme θ∗ de ce syste`me :
- dans le cas (2), le syste`me est Dn+1 si n ≥ 3 et A3 si n = 2 ; θ∗ est d’ordre 2 ;
- dans le cas (3), le syste`me est A2n−1 et θ
∗ est d’ordre 2 ;
- dans le cas (4), le syste`me est E6 et θ
∗ est d’ordre 2 ;
- dans le cas (5), le syste`me est D4 et θ
∗ est d’ordre 3.
Par la construction ci-dessus, ce syste`me, cet automorphisme et l’extension F ′ de´terminent
un couple (G, G˜), que l’on comple`te par le cocycle a = 1. On introduit comme ci-dessus
la donne´e endoscopique maximale G′ = (Gˆ′, Gˆθˆ ⋊WF , θˆ). Soit η ∈ ΘF et ǫ son image
dans G˜′(F ). On ve´rifie que le couple (ǫ, η) donne naissance comme en 5.1 au triplet en-
doscopique non standard (G1, G2, j∗). Les groupes G1 et G2 sont respectivement e´gaux
a` Gη et G
′
ǫ = G
′, ces deux groupes e´tant simplement connexes.
Lemme. Soient G′ = (G′,G ′, s˜) une donne´e endoscopique de (G, G˜, a), η un e´le´ment
semi-simple de G˜(F ) et ǫ un e´le´ment semi-simple de G′(F ) qui se correspondent. Notons
(G′1, G
′
2, j
′
∗) le triplet endoscopique non standard auquel ils donnent naissance. Supposons
que G′ ne soit pas e´quivalente a` la donne´e maximale ou que η ne soit pas stablement
conjugue´ a` un e´le´ment de ΘF . Alors on a l’ine´galite´ N(G
′
1, G
′
2, j
′
∗) < dim(GSC).
Preuve. En vertu du lemme 6.1, il s’agit d’exclure l’e´galite´ N(G′1, G
′
2, j
′
∗) = dim(GSC).
On reprend la de´monstration de ce lemme en e´tudiant les cas ou` les ine´galite´s de rang
peuvent devenir des e´galite´s. On s’aperc¸oit que, si on a e´galite´, l’e´le´ment t de cette
de´monstration est e´gal a` 1 et le triplet (G′1, G
′
2, j
′
∗) est notre triplet (G1, G2, j∗) de de´part.
L’e´galite´ t = 1 signifie que η appartient a` Θ. Puisque η appartient a` G˜(F ), son image e
dans Z(G˜) est fixe par ΓF . D’apre`s (2), il existe η0 ∈ ΘF qui a e pour image. D’apre`s
le lemme 6.2, η est stablement conjugue´ a` η0. On connaˆıt le syste`me de racines de G
′
1 :
c’est l’ensemble Σ2 de [W1] 3.3. Comme on l’a dit, la description de cette re´fe´rence se
simplifie car notre groupe G n’a que des racines de type 1. En supposant s˜ = sθˆ, avec
s ∈ Tˆ , on voit que l’e´galite´ G′1 = G1 = Gη0 entraˆıne que, pour toute racine αˆ de Tˆ , on
a Nαˆ(s) = 1. Par le meˆme argument que dans la preuve de (3), et parce que le groupe
Gˆ est adjoint, cette condition implique s ∈ (1 − θˆ)(Tˆ ). Quitte a` remplacer G′ par une
donne´e e´quivalente, on peut supposer s = 1 et s˜ = θˆ. Puisque Z(Gˆ) = {1}, on a une
relation sθˆ(g)w(s)−1 = g pour tout (g, w) ∈ G ′. Puisque s = 1, cette relation se simplifie
en g ∈ Gˆθˆ. Mais ce groupe est connexe ([KS] 1.1) donc g ∈ Gˆθˆ et G
′ = Gˆ′
θˆ
⋊WF . Alors la
donne´e G′ est e´quivalente a` la donne´e ”maximale”. Mais alors, on est dans la situation
que l’e´nonce´ exclut. 
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6.4 Mise en place des re´currences
On aura a prouver des assertions concernant soit un triplet (G, G˜, a) comme en [II] 1.1,
soit un triplet endoscopique non standard (G1, G2, j∗). Concernant les triplets (G, G˜, a),
on conserve les hypothe`ses de re´currence pose´es en [II] 1.1. Mais il nous faut intercaler
les hypothe`ses concernant ces triplets et celles concernant les triplets endoscopiques non
standard.
Pour de´montrer une assertion concernant un triplet (G, G˜, a) quasi-de´ploye´ et a` tor-
sion inte´rieure, on ne pose aucune hypothe`se concernant les triplets endoscopiques non
standard. Les seuls tels triplets intervenant dans ce cas sont triviaux (du cas (1) de 6.1)
et leurs proprie´te´s sont tautologiques.
Dans les autres cas, on raisonne par re´currence sur un entier N ≥ 0.
Pour de´montrer une assertion concernant l’un des triplets particuliers (G, G˜, a) de´finis
en 6.3 tel que dim(GSC) = N , on suppose connues toutes les assertions concernant
des triplets endoscopiques non standard (G1, G2, j∗) tels que N(G1, G2, j∗) < N (en
plus, naturellement, des hypothe`ses pose´es en [II] 1.1). Pour de´montrer une assertion
concernant un triplet (G, G˜, a) tel que dim(GSC) = N et qui n’est pas l’un des triplets
particuliers de´finis en 6.3, on suppose connues toutes les assertions concernant des triplets
endoscopiques non standard (G1, G2, j∗) tels que N(G1, G2, j∗) ≤ N .
Pour de´montrer une assertion concernant un triplet endoscopique non standard (G1, G2, j∗)
tel que N(G1, G2, j∗) = N , on suppose connues toutes les assertions concernant des tri-
plets endoscopiques non standard (G′1, G
′
2, j
′
∗) tels que N(G
′
1, G
′
2, j
′
∗) < N . On suppose
connues toutes les assertions concernant des triplets (G′, G˜′, a′) quasi-de´ploye´s et a` torsion
inte´rieure tels que dim(G′SC) ≤ N . On suppose connues toutes les assertions concernant
les triplets (G′, G˜′, a′) de´finis en 6.3 tels que dim(G′SC) = N . On suppose connues toutes
les assertions concernant des triplets (G′, G˜′, a′) quelconques tels que dim(G′SC) < N .
En raisonnant ainsi, on a les deux proprie´te´s suivantes :
- quand on travaille avec un triplet (G, G˜, a), il y a au plus un nombre fini de classes
de conjugaison stable d’e´le´ments η ∈ G˜(F ) qui peuvent cre´er des triplets endoscopiques
non-standard dont les proprie´te´s ne sont pas connues ;
- quand on travaille avec un triplet (G1, G2, j∗), on peut le de´composer en produit de
triplets e´quivalents a` des triplets quasi- e´le´mentaires qui, ou bien sont de type (1), auquel
cas on de´montrera directement les proprie´te´s en vue, ou bien sont issus d’un couple (ǫ, η)
provenant d’un triplet (G, G˜, a) dont les proprie´te´s sont de´ja` connues.
6.5 Quelques de´finitions
On conside`re dans ce paragraphe un triplet endoscopique non standard (G1, G2, j∗).
On utilise les notations de 6.1. De j∗ se de´duit une correspondance bijective entre classes
de conjugaison stables dans g1(F ) et g2(F ). Il s’en de´duit un isomorphisme SI(g1(F ))⊗
Mes(G1(F )) ≃ SI(g2(F ))⊗Mes(G2(F )), d’ou`, par dualite´, un isomorphisme
(1) Dstge´om(g1(F ))⊗Mes(G1(F ))
∗ ≃ Dstge´om(g2(F ))⊗Mes(G2(F ))
∗.
L’application j∗ induit une bijection entre Levi standard de G1 et Levi standard de
G2. Soient M1 et M2 deux tels Levi qui se correspondent. On a comme ci-dessus un
isomorphisme
(2) Dstge´om(m1(F ))⊗Mes(M1(F ))
∗ ≃ Dstge´om(m2(F ))⊗Mes(M2(F ))
∗.
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Ces isomorphismes se restreignent e´videmment aux espaces de distributions a` support
nilpotent, note´s Dstnil(g1(F )) etc...
Pour de´finir des inte´grales ponde´re´es, on doit fixer des mesures sur AMi pour i = 1, 2.
De l’application j∗ se de´duit un isomorphisme AM1 ≃ AM2 et on suppose que les mesures
se correspondent par cet isomorphisme.
On doit encore de´finir une certaine constante. Fixons des paires de Borel invariantes
par ΓF des groupes duaux Gˆi, pour i = 1, 2, dont on note les tores Tˆi. Soit n > 0 un
entier tel que nb prenne ses valeurs dans N>0. Alors nj
∗ envoie le re´seau engendre´ par
Σ(T2) dans celui engendre´ par Σ(T1). De nj
∗ se de´duit dualement un homomorphisme
de Tˆ2 dans Tˆ1. On ve´rifie qu’il envoie Z(Mˆ2) dans Z(Mˆ1). Il est e´quivariant et on obtient
un homomorphisme
jˆn : Z(Mˆ2)
ΓF → Z(Mˆ1)
ΓF .
Puisque G1 et G2 sont simplement connexes, leurs groupes duaux sont adjoints et les
groupes ci-dessus sont connexes. Cela entraˆıne que l’homomorphisme est surjectif. Son
noyau est fini. On pose
cG1,G2M1,M2 = n
−aM2 |ker(jˆn)|,
ou`, comme toujours, aM2 est la dimension de AM2. Cela ne de´pend pas du choix de n. En
effet, si l’on remplace n par nm, pour un entier m ≥ 1, on a l’e´galite´ jˆnm = (jˆn)m, donc
le nombre d’e´le´ments du noyau est multiplie´ par m e´leve´ a` la puissance dim(Z(Mˆ2)
ΓF ).
Or cette dimension est e´gale a` aM2 et le terme de´fini ci-dessus ne change pas.
Pour i = 1, 2 soit Bi une fonction sur Σ(Ti) a` valeurs dans l’ensemble Q>0 des
rationnels strictement positifs. On suppose ces fonctions relie´es par la condition suivante :
- pour tout α2 ∈ Σ(T2), B1(τ(α2)) =
B2(α2)
b(α2)
.
Remarquons que cette condition est syme´trique en le sens suivant. Le triplet (G2, G1, j
−1
∗ )
est encore endoscopique non standard. L’analogue de la bijection τ pour ce triplet est
τ−1. L’analogue de la fonction b est la fonction b′ de´finie par b′(α1) = b(τ
−1(α1))
−1. Alors
le couple (B2, B1) ve´rifie encore l’hypothe`se ci-dessus pour ce triplet.
Montrons que
(3) la fonction B1 ve´rifie les hypothe`ses de [II] 1.8 si et seulement si B2 les ve´rifie.
Preuve. D’apre`s la syme´trie remarque´e ci-dessus, on peut supposer que B2 ve´rifie
ces hypothe`ses et on doit montrer que B1 les ve´rifie aussi. Les conditions d’e´quivariance
re´sultent de celles ve´rifie´es par B2 et par la correspondance entre racines. Il faut ve´rifier
que, sur un sous-syste`me irre´ductible de Σ(T1) sur lequel on fixe une norme euclidienne
posse´dant les proprie´te´s usuelles, B1 est soit constante, soit proportionnelle a` la fonction
α1 7→ (α1, α1). Fixons un tel sous-syste`me. L’ensemble des α2 ∈ Σ(T2) tels que τ(α2)
appartient a` ce sous-syste`me forme un sous-syste`me irre´ductible de Σ(T2). On est ramene´
a` ces deux sous-syste`mes irre´ductibles. En oubliant les actions galoisiennes qui ne jouent
plus de roˆle ici, on peut aussi bien supposer Σ(T2) et Σ(T1) irre´ductibles. On a rappele´ en
6.1 tous les cas possibles, a` homothe´tie pre`s (et il est clair que la question est insensible
a` une homothe´tie). Si j∗ est l’identite´, l’assertion est claire. Dans les quatre autres cas,
on constate qu’en munissant nos syste`mes de produits euclidiens comme ci-dessus, il
existe des constantes c1, c2 > 0 telles que, pour tout α2 ∈ Σ(T2), on a les e´galite´s
b(α2) = c2(α2, α2) = c1(α1, α1)
−1, ou` α1 = τ(α2). Si B2 est constante, alors B1 est
proportionnelle a` α1 7→ (α1, α1). Si B2 est proportionnelle a` α2 7→ (α2, α2), alors B1 est
constante. 
Fixons un tel couple de fonctions ve´rifiant les hypothe`ses de [II] 1.8. Fixons deux
Levi M1 et M2 qui se correspondent. L’isomorphisme j∗ de´finit un isomorphisme encore
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note´ j∗ : AM1 → AM2 . Soit α2 ∈ Σ(T2), posons α1 = τ(α2) et, pour i = 1, 2, notons α
′
i
la restriction de Bi(αi)
−1αi a` AMi. Il re´sulte des de´finitions que α
′
2 ◦ j∗ = α
′
1. Donc, par
dualite´, j∗ de´termine une bijection de Σ(AM2 , B2) sur Σ(AM1 , B1). Cette bijection est
compatible aux e´quivalences sur chacun de ces ensembles. On a donc aussi une bijection
de J G2M2 (B2) sur J
G1
M1
(B1). Pour i = 1, 2, soit Ji ∈ J
Gi
Mi
(Bi). On suppose que J1 et J2 se
correspondent par cette bijection. Soit u ∈ UJ2 . Via l’exponentielle, on conside`re que u est
un germe de fonctions de´fini au voisinage de 0 dans aM2(F ). On ve´rifie que la fonction
X1 7→ u(j∗(X1)) sur aM1(F ) appartient a` UJ1. En composant avec l’exponentielle la
de´finition de [II] 3.5, on obtient une application line´aire
σGiJi : D
st
nil(mi(F ))⊗Mes(Mi(F ))
∗ → UJi ⊗ (D
st
nil(mi(F ))⊗Mes(Mi(F ))
∗)/AnnGi,stnil .
En reprenant la preuve du lemme [II] 3.1 , on voit que l’isomorphisme (2) envoie AnnG1,stnil
sur AnnG2,stnil .
Remarquons que J1 est l’e´le´ment maximal de Σ(AM1 , B1) si et seulement si J2 est
l’e´le´ment maximal de Σ(AM2 , B2).
6.6 Les termes σJ
Soient (G1, G2, j∗) un triplet endoscopique non standard, B1 et B2 deux fonctions
comme en 6.6 ve´rifiant toutes deux les hypothe`ses de [II] 1.8 et M1 et M2 deux Levi qui
se correspondent.
Proposition (a` prouver). On suppose que B1 est constante. Pour i = 1, 2, soient Ji ∈
J GiMi (Bi) et δi ∈ D
st
nil(mi(F ))⊗Mes(Mi(F ))
∗. On suppose que J1 et J2 se correspondent
par la bijection entre les ensembles Σ(AMi , Bi) et que δ1 et δ2 se correspondent par
l’isomorphisme 6.5(2). Alors, pour tout X1 ∈ aM1(F ) en position ge´ne´rale et proche de
0, on a l’e´galite´
σG1J1 (δ1, X1) = c
G1,G2
M1,M2
σG2J2 (δ2, j∗(X1)).
Montrons que
(1) cette assertion est ve´rifie´e si, pour i = 1, 2, Ji n’est pas l’e´le´ment maximal de
Σ(AMi , Bi).
Preuve. Pour i = 1, 2, on construit le groupe Gi,Ji. D’apre`s la proposition 1.2(i), on
a l’e´galite´
σGiJi (δi, Xi) = i
Gi
Ji
σ
Gi,Ji
Ji
(δi, Xi).
Notons Mi,sc l’image re´ciproque de Mi dans Gi,Ji,SC. On peut fixer δ
′
i ∈ D
st
nil(mi,sc(F ))⊗
Mes(Mi,sc(F ))
∗ tel que
δi = ι
∗
Mi,sc,Mi
(δ′i).
D’apre`s le lemme 3.6, on a aussi
σGiJi (δi, Xi) = i
Gi
Ji
ι∗Mi,sc,Mi(σ
Gi,Ji,SC
Ji
(δ′i, Xi)).
Notons Ti,sc l’image re´ciproque de Ti dans Gi,Ji,SC. On ve´rifie que j∗ se restreint en un
isomorphisme de X∗(T1,sc) ⊗Z Q sur X∗(T2,sc) ⊗Z Q et que, en notant encore j∗ cette
restriction, le triplet (G1,J1,SC , G1,J2,SC , j∗) est encore endoscopique non standard. Les
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distributions δ′1 et δ
′
2 se correspondent. En supposant que les Ji ne sont pas maximaux,
on a dim(Gi,Ji,SC) < dim(Gi) et on peut appliquer le lemme ci-dessus :
σ
G1,J1,SC
J1
(δ′1, X1) = c
G1,J1,SC ,G2,J2,SC
M1,sc,M2,sc
σ
G2,J2,SC
J2
(δ′2, X2).
Toutes ces e´galite´s conduisent a` l’e´galite´ de l’e´nonce´ pourvu que l’on ait
(2) iG1J1 c
G1,J1,SC ,G2,J2,SC
M1,sc,M2,sc
= iG2J2 c
G1,G2
M1,M2
.
Remarquons que, puisque Gi est simplement connexe pour i = 1, 2, on a simplement
iGiJi = |Z(Gˆi,Ji)
ΓF |−1.
Fixons un entier n assez grand. On a alors un diagramme commutatif
1 1 1
↓ ↓ ↓
1 → A → Z(Gˆ2,J2)
ΓF
jˆn
→ Z(Gˆ1,J1)
ΓF → 1
↓ ↓ ↓
1 → B → Z(Mˆ2)
ΓF
jˆn
→ Z(Mˆ1)
ΓF → 1
↓ ↓ ↓
1 → C → Z(Mˆ2,ad)ΓF
jˆn
→ Z(Mˆ1,ad)ΓF → 1
↓ ↓ ↓
1 1 1
ou`A, B et C sont les noyaux des fle`ches horizontales de droite. Les lignes de ce diagramme
sont exactes. Les deux dernie`res colonnes aussi. Il en re´sulte que la premie`re colonne est
exacte. D’ou` l’e´galite´ |B| = |A||C|. On a
|B| = naM2cG1,G2M1,M2,
|C| = naM2 c
G1,J1,SC ,G2,J2,SC
M1,sc,M2,sc
,
et
|A| = |Z(Gˆ2,J2)
ΓF |Z(Gˆ1,J1)
ΓF |−1 = iG1J1 (i
G2
J2
)−1.
D’ou` (2), ce qui ache`ve la preuve. 
6.7 Germes de Shalika
On conserve les meˆmes donne´es. Pour i = 1, 2, on sait de´finir le germe SgGiMi,unip(Bi)
au voisinage de l’origine dans Mi(F ). Puisqu’il vit au voisinage de l’origine, on peut le
descendre par l’exponentielle en un germe sur l’alge`bre de Lie que l’on note SgGiMi,nil(Bi).
C’est un germe d’application line´aire
Dstge´om,Gi−e´qui(mi(F ))⊗Mes(Mi(F ))
∗ → Dstnil(gi(F ))⊗Mes(Gi(F ))
∗.
Remarquons que la notion d’e´le´ment Gi-e´quisingulier se de´finit dans les alge`bres de Lie
comme dans les groupes, cf. [II] 1.2.
Proposition (a` prouver). On suppose que B1 est constante. Pour i = 1, 2, soit
δi ∈ Dstge´om,Gi−e´qui(mi(F )) ⊗ Mes(Mi(F ))
∗. Supposons que δ1 et δ2 se correspondent
par l’isomorphisme 6.5(2). Alors, si δ1 et δ2 sont assez voisins de l’origine, les termes
SgG1M1,nil(δ1, B1) et c
G1,G2
M1,M2
SgG2M2,nil(δ2, B2) se correspondent par l’isomorphisme 6.5(1).
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6.8 Re´duction des propositions 6.6 et 6.7
Lemme. Supposons que la proposition 6.6, resp. la proposition 6.7, soit ve´rifie´e dans
le cas ou` (G1, G2, j∗) est quasi-e´le´mentaire et B1 est la fonction constante de valeur 1.
Alors la proposition 6.6, resp. la proposition 6.7, est ve´rifie´e.
Preuve. On a besoin de quelques proprie´te´s pre´liminaires. Conside´rons un seul groupe
G re´ductif connexe et simplement connexe de´fini sur F , un Levi M de G et une fonction
B comme en [II] 1.8. Soient δ ∈ Dstge´om,G−e´qui(m(F ))⊗Mes(M(F ))
∗, δnil ∈ Dstnil(m(F ))⊗
Mes(M(F ))∗, H ∈ aM(F ) en position ge´ne´rale et proche de 0 et soit J ∈ J GM(B). On a
de´fini σGJ (δnil, H) et Sg
G
M,nil(δ, B). Ces termes de´pendent de la mesure que l’on a fixe´e
en [II] 1.2 sur AGM . Pour un instant, notons m cette mesure et introduisons-la dans la
notation. Si on remplacem par cm, avec c ∈ R>0, il re´sulte imme´diatement des de´finitions
que
(1)
{
σGJ δnil, H, cm) = cσ
G
J (δnil, H,m),
SgGM,nil(δ, B, cm) = cSg
G
M,nil(δ, B,m).
Oublions cette parenthe`se, la mesure m est maintenant fixe´e.
Soit r ∈ F×. On de´finit deux homomorphismes
C∞c (g(F )) → C
∞
c (g(F ))
f 7→ f [r]
Dge´om(g(F ))⊗Mes(G(F ))∗ → Dge´om(g(F ))⊗Mes(G(F ))∗
γ 7→ γ[r]
de la fac¸on suivante. Rappelons que les donne´es d’un e´le´ment X ∈ g(F ) et d’une mesure
de Haar sur GX(F ) de´finissent un e´le´ment γ ∈ Dge´om(g(F )) ⊗Mes(G(F ))∗. Pour f ∈
C∞c (g(F )) et une mesure de Haar dg sur G(F ), on a
IG(γ, f ⊗ dg) = DG(X)1/2
∫
GX(F )\G(F )
f(ad−1x (X)) dx,
ou` dx est le quotient de dg par la mesure fixe´e sur GX(F ).Conside´rons d’abord un e´le´ment
X ∈ greg(F ), posons T = GX . Munissons t(F ) d’une mesure de Haar. On en de´duit via
l’exponentielle une mesure de Haar sur T (F ). Notons γ l’inte´grale orbitale associe´e. La
multiplication par r envoie X sur rX et transporte la mesure sur t(F ) sur cette mesure
multiplie´e par |r|−dim(T )F . On note γ[r] l’inte´grale orbitale associe´e a` rX et cette nouvelle
mesure. En posant δ(G) = dim(G) + dim(T ) et en de´finissant f [r] par l’e´galite´
f [r](Y ) = |r|δ(G)/2F f(rY )
pour tout Y ∈ g(F ), on voit que
(2) IG(γ[r], f ⊗ dg) = IG(γ, f [r]⊗ dg).
Pour γ quelconque, γ[r] est de´fini par cette relation. Soit X ∈ g(F ) quelconque, fixons
une mesure sur GX(F ) et notons γ l’inte´grale orbitale associe´e. On ve´rifie que γ[r]
est e´gale a` |r|
δ(GXss )/2
F γ
′, ou` Xss est la partie semi-simple de X et γ
′ est l’inte´grale
orbitale associe´e a` rX et a` la meˆme mesure sur GX(F ). En tensorisant avec l’identite´
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de Mes(G(F )), on obtient des transformations de I(g(F ))⊗Mes(G(F )) ou SI(g(F ))⊗
Mes(G(F )). Dualement, l’application γ 7→ γ[r] pre´serve les distributions stables. Soit
s ∈ Z(Mˆ)ΓF /Z(Gˆ)ΓF . De la donne´e endoscopique maximale M de M et de s se de´duit
une donne´e endoscopique G′(s) = (G′(s),G ′(s), s). Notons que, puisqu’on travaille avec
des alge`bres de Lie, l’introduction de donne´es auxiliaires pour la donne´e endoscopique
G′(s) est inutile. Les facteurs de transfert sont normalise´s de sorte qu’ils vaillent 1 sur la
diagonale dans m(F )× m(F ). Fixons s. On a donc un facteur de transfert ∆(s) sur un
sous-ensemble de g′(s;F )×g(F ). Le lemme 3.2.1 de [F] affirme qu’il existe un caracte`re χ
de F× tel que ∆(s)(λY, λX) = χ(λ)∆(s)(Y,X) pour tout couple (Y,X) et tout λ ∈ F×.
En conside´rant un couple Y = X ∈ m(F ), on obtient χ = 1. Par un calcul simple, on en
de´duit
(3)
{
(f [r])G
′(s) = (fG
′(s))[r]
transfert(τ [r]) = (transfert(τ ))[r]
pour tout f ∈ I(g(F ))⊗Mes(G(F )) et tout τ ∈ Dstge´om(g
′(s;F ))⊗Mes(G′(s;F ))∗.
Soit maintenant r ∈ Q>0. On peut appliquer les constructions ci-dessus a` cet e´le´ment.
D’autre part, la fonction rB ve´rifie les meˆmes hypothe`ses que B. L’ensemble Σ(AM , rB)
est forme´ des α/r pour α ∈ Σ(AM , B). On en de´duit une biejction J
G
M(B) ≃ J
G
M(rB).
Notons J/r l’image de J dans ce dernier ensemble. Montrons que
(4)
{
σGJ/r(δnil[r], rH) = (σ
G
J (δnil, H))[r],
SgGM,nil(δ[r], rB) = (Sg
G
M,nil(δ, B))[r].
Pour la premie`re e´galite´, la de´finition [II] 3.5(1) nous rame`ne par re´currence a` prouver
l’assertion analogue pour les termes ρGJ . On peut alors lever l’hypothe`se que δnil est
stable. On peut supposer que δnil est l’inte´grale orbitale associe´e a` un e´le´ment nilpotent
N ∈ m(F ) et une mesure sur MN (F ). Donc δnil[r] est en tout cas une inte´grale orbitale
associe´e a` rN . Alors, d’apre`s [II] 3.2(5), on a l’e´galite´
ρGJ/r(δnil[r], rH) =
∑
α′∈J/r
m(α′, rN)sgn(α′, rN)uα′(rH)δnil[r].
Pour α = {α1, ..., αn} ∈ J , posons α/r = {α1/r, ..., αn/r}. Alors α/r ∈ J/r et la corres-
pondance α 7→ α/r est bijective. Il est clair que uα/r(rH) = uα(H). La formule ci-dessus
se re´crit
ρGJ/r(δnil[r], rH) =
∑
α∈J
m(α/r, rN)sgn(α/r, rN)uα(H)δnil[r].
Pour obtenir la premie`re formule de (4), il reste a` prouver que
m(α/r, rN)sgn(α/r, rN) = m(α,N)sgn(α,N).
En revenant a` la de´finition de ces termes, cf. [II] 3.2, il suffit de prouver que, pour tout
α ∈ Σ(AM , B), on a ρ(α,N,B) = ρ(α/r, rN, rB). Le groupe Gα associe´ a` α en [II] 1.8
est le meˆme que le groupe Gα/r associe´ a` α/r. L’e´galite´ pre´ce´dente re´sulte de la meˆme
e´galite´ pour ce groupe. Cela re´sout le proble`me si Gα 6= G. Supposons Gα = G, donc α
est indivisible. On vient de prouver la relation requise pour nα pour tout n ≥ 2. Alors
la relation [II] 1.8(6) montre qu’il suffit de prouver l’e´galite´ suivante ou` les fonctions B
et rB ont disparu :
ρ(α, rN) = ρ(α,N)
pour tout α ∈ Σ(AL). De nouveau, un de´vissage des de´finitions nous rame`ne a` prouver
que les termes initiaux ρArt(β,N) de´finis par Arthur sont insensibles au remplacement
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de N par rN . Cela vient du fait qu’ils sont de nature ge´ome´trique et que, d’apre`s la
the´orie des SL2-triplets, rN est conjugue´ a` N par un e´le´ment de G(F¯ ). D’ou` la premie`re
assertion de (4).
Pour la deuxie`me assertion, la de´finition [II] 2.4(1) et la formule (3) ci-dessus nous
rame`ne a` prouver l’assertion analogue pour les germes gGM,nil(δ, B). On peut de nouveau
lever l’hypothe`se que δ est stable. On a e´nonce´ en [II] 2.3 la de´finition de ces germes
pour des inte´grales orbitales ponde´re´es invariantes, mais les meˆmes relations valent pour
les inte´grales orbitales ponde´re´es non invariantes, cf. [A2] proposition 9.1. C’est-a`-dire
que pour f ∈ C∞c (g(F ))⊗Mes(G(F )) et pour δ assez proche de 0, on a l’e´galite´
(5) JGM(δ, f) =
∑
L∈L(M)
JGL (g
L
M,nil(δ, B), B, f).
Supposons prouve´e l’assertion suivante :
(6) soient f ∈ C∞c (g(F ))⊗Mes(G(F ) et τ ∈ Dge´om(m(F ))⊗Mes(M(F ))
∗ ; supposons
que les e´le´ments du support de τ sont G-e´quisinguliers ou nilpotents ; alors on a l’e´galite´
JGM(τ [r], rB, f) = J
G
M(τ , B, f [r]).
En remplac¸ant f par f [r] dans (5) et en utilisant (6), on obtient
JGM(δ[r], f) =
∑
L∈L(M)
JGL (g
L
M,nil(δ, B)[r], rB, f).
Par re´currence, on peut utiliser la deuxie`me relation de (4) en y remplac¸ant G par tout
Levi L 6= G. On obtient
JGM(δ[r], f) = I
G((gGM,nil(δ, B))[r], f) +
∑
L∈L(M),L 6=G
JGL (g
L
M,nil(δ[r], rB), rB, f).
En comparant avec (5) applique´e a` δ[r] et a` la fonction rB, on obtient
IG((gGM,nil(δ, B))[r], f) = I
G(gGM,nil(δ[r], rB), f),
ce qui prouve la deuxie`me assertion de (4). Il reste a` prouver (6). Si τ est a` support
G-e´quisingulier, les inte´grales orbitales ponde´re´es sont de´finies par une honneˆte inte´grale
et un simple calcul conduit a` l’e´galite´ cherche´e (c’est essentiellement la meˆme chose
que pour (2), les fonctions poids ne perturbent pas le calcul). Supposons que τ soit
l’inte´grale orbitale associe´e a` un e´le´ment nilpotent N ∈ m(F ) et a` une mesure sur
MN (F ). Conside´rons un e´le´ment X ∈ aM(F ) en position ge´ne´rale, notons τX l’inte´grale
orbitale (dans m(F )) associe´e a` X + N et a` la meˆme mesure sur MX+N (F ) = MN(F ).
On a alors pour tout f ∈ C∞c (g(F ))⊗Mes(G(F )) une formule
(7) JGM(τ , B, f) = limX→0
∑
L∈L(M)
rLM(N,B,X)J
G
L (τ
L
X , f).
Remplac¸ons τ par τ [r], B par rB et X par rX dans les constructions. On ve´rifie sur la
description explicite que l’on a donne´e plus haut que τX est remplace´ par τX [r]. On a
aussi (τX [r])
L = (τLX)[r]. La formule ci-dessus devient
JGM(τ [r], rB, f) = limX→0
∑
L∈L(M)
rLM(rN, rB, rX)J
G
L (τ
L
X [r], f).
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Par (6) applique´ au cas de´ja` prouve´ des e´le´ments a` support G-e´quisingulier, c’est aussi
JGM(τ [r], rB, f) = limX→0
∑
L∈L(M)
rLM(rN, rB, rX)J
G
L (τ
L
X , f [r]).
En comparant avec la formule (7) applique´e a` f [r], on voit que, pour obtenir l’e´galite´ (6),
il suffit de prouver l’e´galite´
rLM(rN, rB, rX) = r
L
M(N,B,X)
pour tout L. Mais la preuve de cette e´galite´ est exactement la meˆme que celle de la
premie`re assertion de (4). Cela prouve la deuxie`me assertion de (4).
Venons-en a` la preuve du lemme. Soit (G1, G2, j∗) un triplet endoscopique non stan-
dard pour lequel on veut prouver la proposition 6.6 ou 6.7. Il est clair que, si le triplet
est produit de triplets (G1,i, G2,i, j∗,i) pour i = 1, ..., m, la proposition pour notre tri-
plet re´sulte de la meˆme proposition pour chaque triplet (G1,i, G2,i, j∗,i). On peut donc
supposer que (G1, G2, j∗) est e´quivalent a` un triplet quasi-e´le´mentaire, autrement dit on
peut fixer d ∈ Q>0 tel que (G1, G2, dj∗) soit quasi-e´le´mentaire. On a fixe´ une mesure
m1 sur A
G1
M1
, dont se de´duit via j∗ une mesure m2 sur A
G2
M2
. La mesure m′2 de´duite
via dj∗ est e´gale a` d
−aM+aGm2, ou` on a pose´ aM = aMi, aG = aGi pour i = 1, 2.
On a fixe´ une fonction constante B1. On note encore B1 la valeur constante de cette
fonction et on note 1 la fonction constante sur Σ(AM1) de valeur 1. Via j∗, on a
de´duit de B1 une fonction B2. Via dj∗, la fonction de´duite de 1 est dB2/B1. On a
construit a` l’aide de j∗ une constante c
G1,G2
M1,M2
, notons-la plus pre´cise´ment cG1,G2M1,M2(j∗) .
On ve´rifie que la constante cG1,G2M1,M2(dj∗) construite a` l’aide de dj∗ est d
aM−aGcG1,G2M1,M2(j∗).
Soient J1 ∈ J
G1
M1
(B1), δ1 ∈ Dstnil(m1(F )) ⊗Mes(M1(F ))
∗ et X1 ∈ aM1(F ) en position
ge´ne´rale. Notons J2 ∈ J
G2
M2
(B2) l’e´le´ment correspondant a` J1. Notons plus pre´cise´ment
transfertj∗ les isomorphismes 6.5(1) et 6.5(2) relatifs a` j∗. Posons δ2 = transfertj∗(δ1).
Pour prouver la proposition 6.6, on doit prouver que
(8) transfertj∗(σ
G1
J1
(δ1, X1, m1)) = c
G1,G2
M1,M2
(j∗)σ
G2
J2
(δ2, j∗(X1), m2).
Les termes B1J1 et B1J2/d appartiennent respectivement a` J
G1
M1
(1) et J G2M2 (dB2/B1).
Ils se correspondent. On ve´rifie sur les de´finitions que transfertdj∗ est le compose´ de
transfertj∗ et de l’application δ 7→ δ[d]. On peut d’ailleurs composer dans l’un ou
l’autre sens car le transfert commute a` l’application δ 7→ δ[r] pour tout r ∈ F×. Donc
transfertdj∗(δ1) = δ2[d] et aussi transfertdj∗(δ1[1/B1]) = δ2[d/B1]. Supposons la pro-
position 6.6 connue pour le triplet quasi-e´le´mentaire (G1, G2, dj∗) et la fonction 1. Elle
implique l’e´galite´
transfertdj∗(σ
G1
B1J1
(δ1[1/B1], X1/B1, m1)) = c
G1,G2
M1,M2
(dj∗)σ
G2
B1J2/d
(δ2[d/B1], dj∗(X1/B1), m
′
2).
D’apre`s (4), on a l’e´galite´
σG1B1J1(δ1[1/B1], X1/B1, m1) = σ
G1
J1
(δ1, X1, m1)[1/B1].
D’apre`s (1) et (4), on a l’e´galite´
σG2B1J2/d(δ2[d/B1], dj∗(X1/B1), m
′
2) = d
−aM+aGσG2J2 (δ2, j∗(X1), m2)[d/B1].
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L’e´galite´ pre´ce´dente devient
transfertdj∗(σ
G1
J1
(δ1, X1, m1)[1/B1]) = c
G1,G2
M1,M2
(j∗)σ
G2
J2
(δ2, j∗(X1), m2)[d/B1].
En vertu des proprie´te´s de´ja` signale´es reliant le transfert aux applications δ 7→ δ[r], cette
e´galite´ est e´quivalente a` (8) que l’on voulait prouver. Cela prouve la proposition 6.6 pour
notre triplet (G1, G2, j∗) et nos fonctions B1 et B2.
L’assertion du lemme concernant la proposition 6.7 se prouve de fac¸on analogue. 
7 Preuves des the´ore`mes [II] 1.10 et [II] 1.16(ii) et
preuve conditionnelle du the´ore`me [II] 1.16(i)
7.1 Les termes ρG˜,EJ
On conside`re un triplet (G, G˜, a) quelconque, un espace de Levi M˜ de G˜ et une donne´e
endoscopique elliptique et relevante M′ = (M ′,M′, ζ˜) de (M, M˜, a).
On suppose donne´ un diagramme (ǫ, BM
′
, T ′, BM , T, η) joignant un e´le´ment ǫ ∈
M˜ ′ss(F ) a` un e´le´ment η ∈ M˜ss(F ). On suppose que M
′
ǫ est quasi-de´ploye´ et que AM ′ǫ =
AM ′. On note O′ la classe de conjugaison stable de ǫ dans M˜ ′(F ) et O la classe de conju-
gaison stable de η dans M˜(F ). Comme on l’a vu, tout e´le´ment s˜ ∈ ζ˜Z(Mˆ)ΓF ,θˆ/Z(Gˆ)ΓF ,θˆ
donne naissance a` un triplet endoscopique non standard (G¯′(s¯)SC , G
′(s˜)ǫ,SC, j∗). On a
de´fini un syste`me de fonctions BG˜ sur G˜′(s˜), dont on de´duit une fonction BG˜O′ sur le
syste`me de racines de G′(s˜)ǫ,SC. Par la construction de 6.5, on en de´duit une fonction
sur le syste`me de racines de G¯′(s¯)SC . On a
(1) cette foncton est constante de valeur 1.
Le syste`me de racines BG˜ a pre´cise´ment e´te´ de´fini pour qu’il en soit ainsi. Pour ve´rifier
cette proprie´te´, il suffit de reprendre la de´finition de [II] 1.11 du syste`me de fonctions
BG˜, celle de 6.5 de la fonction associe´e sur le syste`me de racines de G¯′(s¯)SC et d’utiliser
les descriptions des syste`mes de racines des groupes G′(s˜)ǫ,SC et G¯
′(s¯)SC donne´e en [W1]
3.3.
Suppsons AG′(s˜)ǫ = AG˜. On a un diagramme
J G˜
′(s˜)ǫ
M ′ǫ
(BO′) → J
G˜′(s˜)
M˜ ′
(BO′)
ց
‖ J G˜
M˜
ր
J G¯
′(s¯)
M¯ ′
→ J G¯
M¯
Les fle`ches se de´finissent par endoscopie ou descente, compte tenu du fait que les en-
sembles en question sont insensibles au remplacement d’un groupe par le reveˆtement
simplement connexe de son groupe de´rive´. On ve´rifie que ce diagramme est commutatif.
Toutes les fle`ches sont injectives et, pour simplifier, on conside`re chacun des ensembles
comme un sous-ensemble de J G˜
M˜
. Fixons J ∈ J G˜
M˜
. On conside`re l’hypothe`se suivante
(2) pour chaque triplet (G¯′(s¯)SC , G
′
ǫ,SC, j∗) ci-dessus pour lequel AG′(s˜)ǫ = AG˜ et
J ∈ J G¯
′(s¯)
M¯ ′
, la proposition 6.6 est ve´rifie´e pour cet e´le´ment J .
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Rappelons la proposition [II] 3.8 que nous allons prouver sous ces hypothe`ses.
Proposition. On suppose AM ′ǫ = AM ′ . Pour tout J ∈ J
G˜
M˜
tel que (2) soit ve´rifie´e, tout
δ ∈ DstGe´om(M
′,O′) ⊗Mes(M ′(F ))∗ et tout a ∈ AM˜ (F ) en position ge´ne´rale et proche
de 1, on a l’e´galite´
ρG˜,EJ (M
′, δ, a) = ρG˜J (transfert(δ), a).
Preuve. Si (G, G˜, a) est quasi-de´ploye´ et a` torsion inte´rieure et si M′ = M, l’e´nonce´
est tautologique : le terme σG˜J (δ, a) est de´fini pour qu’il en soit ainsi. On exclut ce cas.
Rappelons la de´finition
(3) ρG˜,EJ (M
′, δ, a) =
∑
s˜∈ζ˜Z(Mˆ)ΓF ,θˆ/Z(Gˆ)ΓF ,θˆ
iM˜ ′(G˜, G˜
′(s˜))
∑
J ′∈J
G˜′(s)
M˜′
(BG˜
O′
);J ′ 7→J
transfert(σ
G′(s)
J ′ (δ, a)).
Expliquons la notation a du membre de droite. L’e´le´ment initial a appartient a` AM˜(F ).
Il est proche de 1, on peut l’e´crire a = exp(H), ou` H ∈ aM˜(F ) est proche de 0. Seules
comptent les valeurs u(a) pour u ∈ UJ , a fortiori seules comptent les valeurs α(H) pour
α ∈ Σ(AM˜). Autrement dit, seule compte l’image de H dans aM˜(F )/aG˜(F ). Pour s˜ ap-
paraissant ci-dessus, avec iM˜ ′(G˜, G˜
′(s˜)) 6= 0 donc G′(s˜) elliptique, on a un isomorphisme
naturel
aM˜(F )/aG˜(F ) ≃ aM ′(F )/aG′(s˜)(F ).
On note encore H un e´le´ment de aM ′(F ) qui a meˆme image que le H initial dans le quo-
tient commun ci-dessus et on note encore a l’e´le´ment exp(H) ∈ AM ′(F ). Une convention
analogue sera utilise´e diverses fois dans la suite du calcul.
On reprend les constructions et notations de la section 5. Apre`s avoir fixe´ des donne´es
auxiliaires M ′1, ...,∆1, on identifie δ a` un e´le´ment δ1 ∈ D
st
ge´om(M˜
′
1(F )) auquel on applique
les conside´rations de 5.5. Ici, les parties semi-simples des e´le´ments du support de notre
e´le´ment δ appartiennent a` O′. Donc les termes Z apparaissant en 5.5 sont nuls. Il existe
donc δǫ,SC ∈ D
st
unip(M
′
ǫ,SC(F )) tel que
δ1 = desc
st,M˜ ′1,∗
ǫ1
◦ ι∗M ′ǫ,SC ,M ′1,ǫ1
(δǫ,SC).
Soit s˜ ∈ ζ˜Z(Mˆ)ΓF ,θˆ/Z(Gˆ)ΓF ,θˆ. L’e´le´ment δ s’identifie aussi a` un e´le´ment δ1(s˜) ∈
Dstge´om(M˜
′
1(s˜)(F )). D’apre`s 5.5, on peut supposer
δ1(s˜) = d(s˜)desc
st,M˜ ′1(s˜),∗
ǫ1(s˜
◦ ιM ′ǫ,SC ,M ′1(s˜)ǫ1(s˜)(δǫ,SC).
Introduisons le groupe interme´diaire M ′(s˜)ǫ,sc, image re´ciproque de M
′
ǫ dans G
′(s˜)ǫ,SC.
L’e´galite´ ci-dessus entraˆıne
δ1(s˜) = d(s˜)desc
st,M˜ ′1(s˜),∗
ǫ1
◦ ι∗M ′(s˜)ǫ,sc,M ′1(s˜)ǫ1(s˜)
(δ(s˜)ǫ,sc),
ou`
δ(s˜)ǫ,sc = ι
∗
M ′ǫ,SC ,M
′(s˜)ǫ,sc(δǫ,SC).
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Supposons que J provienne d’un e´le´ment de J G˜
′(s˜)
M˜ ′
(BG˜O′). Celui-ci est alors unique et,
conforme´ment a` ce que l’on a dit avant l’e´nonce´, on le note encore J . On a
σ
G
′(s˜)
J (δ, a) = σ
G˜′1(s˜)
J (δ1(s˜), a).
Appliquons la proposition 4.3. C’est loisible car dim(G′(s)SC) < dim(GSC). En effet, le
seul cas ou` cette ine´galite´ n’est pas ve´rifie´e est celui ou` (G, G˜, a) est quasi-de´ploye´ et a`
torsion inte´rieure et ou` M′ = M. Or on a exclu ce cas. Rappelons que l’hypothe`se que
J ∈ J G˜
′(s˜)
M˜ ′
(BG˜O′) implique que AG′1(s˜) = AG′1(s˜)ǫ1(s˜), ce qui e´quivaut a` AG′(s˜) = AG′(s˜)ǫ , et
que J provient d’un e´le´ment de J
G′1(s˜)ǫ1(s˜)
M ′1(s˜)ǫ1(s˜)
(BG˜O′) que l’on note encore J . Alors, d’apre`s la
proposition 4.3, on a
σ
G˜′1(s˜)
J (δ1(s˜), a) = e
G˜′1(s˜)
M˜ ′1(s˜)
(ǫ1(s˜))d(s˜)desc
st,M˜ ′1(s˜),∗
ǫ1(s˜)
(σ
G′1(s˜)ǫ1(s˜)
J (ι
∗
M ′(s˜)ǫ,sc,M ′1(s˜)ǫ1(s˜)
(δ(s˜)ǫ,sc), a)).
On a
(4) e
G˜′1(s˜)
M˜ ′1(s˜)
(ǫ1(s˜)) = e
G˜′(s˜)
M˜ ′
(ǫ).
On a un diagramme commutatif
1 1
↓ ↓
1 → Z(Gˆ′(s˜))ΓF → Z(Gˆ′1(s˜))
ΓF → Cˆ1(s˜)ΓF → 1
↓ ↓ ‖
1 → Z(Mˆ ′)ΓF → Z(Mˆ ′1(s˜))
ΓF → Cˆ1(s˜)ΓF → 1
La tore C1(s˜) est induit donc Cˆ1(s˜)
ΓF est connexe. Les dernie`res fle`ches horizontales
sont donc surjectives. Donc les lignes sont exactes. Les colonnes aussi, e´videmment. Il en
re´sulte l’e´galite´
Z(Mˆ ′)ΓF /Z(Gˆ′(s˜))ΓF = Z(Mˆ ′1(s˜))
ΓF /Z(Gˆ′1(s˜))
ΓF .
De meˆme
Z(Mˆ ′ǫ)
ΓF /Z(Gˆ′(s˜)ǫ)
ΓF = Z(Mˆ ′1(s˜)ǫ1(s˜))
ΓF /Z(Gˆ′1(s˜)ǫ1(s˜))
ΓF .
L’e´galite´ (4) re´sulte alors de la de´finition de 4.3.
Appliquons (4) et le lemme 3.6. On obtient
σ
G˜′1(s˜)
J (δ1(s˜), a) = e
G˜′(s˜)
M˜ ′
(ǫ)d(s˜)desc
st,M˜ ′1(s˜),∗
ǫ1(s˜)
◦ ι∗M ′(s˜)ǫ,sc,M ′1(s˜)ǫ1(s˜)
(σ
G′(s˜)ǫ,SC
J (δ(s˜)ǫ,sc, a)).
Posons τ (s˜)sc = σ
G′(s˜)ǫ,SC
J (δ(s˜)ǫ,sc, a) appartient a` D
st
unip(M
′(s˜)ǫ,sc(F )). Avec les notations
de 5.4(3), l’e´galite´ pre´ce´dente devient
(5) σ
G˜′1(s˜)
J (δ1(s˜), a) = e
G˜′(s˜)
M˜ ′
(ǫ)d(s˜)τ (s˜)M˜
′
1(s˜).
Appliquons 5.4(3). On obtient
(6) transfert(τ (s˜)M˜
′
1(s˜)) =
∑
y∈Y˙M
cM [y]d(s˜, y)τ [y]M˜ .
Reprenons la construction de τ [y]M˜ pour y ∈ Y˙M . L’e´le´ment τ¯ (s¯)sc est le transfert non
standard de τ (s˜)sc, c’est-a`-dire de σ
G′(s˜)ǫ,SC
J (δ(s˜)ǫ,sc, a). De l’e´le´ment J de J
G′(s˜)ǫ,SC
M ′(s˜)ǫ,sc
(BG˜O′)
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se de´duit un e´le´ment de J G¯(s¯)SC
M¯ ′(s¯)sc
que l’on note encore J . Notons δ¯SC l’image par transfert
non standard de δǫ,SC. C’est un e´le´ment de D
st
unip(M¯
′
SC(F )). En utilisant l’analogue de
3.7(4) pour le transfert non standard, on obtient que le transfert non standard de δ(s˜)ǫ,sc
est ι∗
M¯ ′SC ,M¯
′(s¯)sc
(δ¯SC). Notons δ¯(s¯)sc cet e´le´ment. Utilisons l’hypothe`se (2). Elle nous dit
que le transfert non standard de σ
G′(s˜)ǫ,SC
J (δ(s˜)ǫ,sc, a) est e´gal a` cσ
G¯′(s¯)SC
J (δ¯(s¯)sc, a), ou`
c = (c
G¯′(s¯)SC ,G
′(s˜)ǫ,SC
M¯ ′(s¯)sc,M ′(s˜)ǫ,sc
)−1.
Autrement dit
τ¯ (s¯)sc = cσ
G¯′(s¯)SC
J (δ¯(s¯)sc, a).
On a τ¯ (s¯) = ι∗
M¯ ′(s¯)sc,M¯ ′
(τ¯ (s¯)sc). En utilisant le lemme 3.6, on obtient
τ¯ (s¯) = cσ
G¯′(s¯)
J (δ¯, a),
ou`
δ¯ = ι∗M¯ ′(s¯)sc,M¯ ′(δ¯(s¯)sc).
Remarquons que l’on a aussi
δ¯ = ι∗M¯ ′SC ,M¯ ′
(δ¯SC).
Cette distribution ne de´pend pas de s¯. Ensuite
τ [y]M˜ = descM˜,∗η[y] ◦ ι
∗
Mη[y],sc,Mη[y]
◦ transferty(τ¯ (s¯))
= c descM˜,∗η[y] ◦ ι
∗
Mη[y],sc,Mη[y]
◦ transferty(σ
M¯ ′
J (δ¯, a)).
On a ajoute´ un indice y pour rappeler qu’il s’agit du transfert de M¯ ′ vers Mη[y]. En
utilisant (5) et (6), on obtient
(7) transfert(σ
G˜′1(s˜)
J (δ1(s˜), a)) =
∑
y∈Y˙M
cM [y]d(s˜, y)e
G˜′(s˜)
M˜ ′
(ǫ)d(s˜)(c
G¯′(s¯)SC ,G
′(s˜)ǫ,SC
M¯ ′(s¯)sc,M ′(s˜)ǫ,sc
)−1
descM˜,∗η[y] ◦ ι
∗
Mη[y],sc,Mη[y]
◦ transferty(σ
G¯′(s¯)
J (δ¯, a)).
Soit Y ∈ m′ǫ(F ) en position ge´ne´rale et elliptique. Il lui correspond par la construction
de 5.1 des e´le´ments Y¯ , X [y]sc et X [y]. Dans le cas y = 1, on note ce dernier terme X .
Normalisons le facteur ∆(s¯, y) par l’e´galite´
(8) ∆(s¯, y)(exp(Y¯ ), exp(Xsc[y])) = ∆1(exp(Y )ǫ1, exp(X [y])η[y]).
On a
(9) d(s˜)d(s˜, y) = 1 pour tout y ∈ Y˙M .
Par 5.4(1), on a
d(s˜, y) =
∆(s˜)1(exp(Y )ǫ1(s˜), exp(X [y])η[y])
∆(s¯, y)(exp(Y¯ ), exp(Xsc[y]))
=
∆(s˜)1(exp(Y )ǫ1(s˜), exp(X [y])η[y])
∆1(exp(Y )ǫ1, exp(X [y])η[y])
.
C’est un rapport de facteurs de transfert pour deux se´ries de donne´es auxiliaires relatives
a` la meˆme donne´eM′ de (M, M˜, a). Ils se transforment de la meˆme fac¸on par conjugaison
stable en la deuxie`me variable. On peut donc remplacer dans le dernier terme l’e´le´ment
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exp(X [y])η[y] par l’e´le´ment stablement conjugue´ exp(X)η. L’e´galite´ (9) re´sulte alors de
5.5(2).
On se rappelle que l’on a suppose´ que J provenait d’un e´le´ment de J G˜
′(s˜)
M˜ ′
(BG˜O′), ce
qui entraˆıne qu’il provient d’un e´le´ment de J
G′1(s˜)ǫ1(s˜)
M ′1(s˜)ǫ1(s˜)
(BG˜O′). Il revient au meˆme de dire
qu’il provient d’un e´le´ment de J G
′(s˜)ǫ
M ′ǫ
(BG˜O′), ou encore, d’apre`s ce que l’on a dit avant
l’e´nonce´, qu’il provient d’un e´le´ment de J G¯
′(s¯)
M¯ ′
. Notons SJ l’ensemble des e´le´ments s˜ ∈
ζ˜Z(Mˆ)ΓF ,θˆ/Z(Gˆ)ΓF ,θˆ tels queG′(s˜) soit elliptique, que AG′(s˜) = AG′(s˜)ǫ et que J provienne
d’un e´le´ment de J G
′(s˜)ǫ
M ′ǫ
(BG˜O′). A l’aide de (7) et (9), l’expression (3) se transforme en
(10) ρG˜,EJ (M
′, δ, a) =
∑
y∈Y˙M
cM [y]descM˜,∗η[y] ◦ ι
∗
Mη[y],sc,Mη[y]
◦ transferty(ξ),
ou`
(11) ξ =
∑
s˜∈SJ
iM˜ ′(G˜, G˜
′(s˜))e
G˜′(s˜)
M˜ ′
(ǫ)(c
G¯′(s¯)SC ,G
′(s˜)ǫ,SC
M¯ ′(s¯)sc,M ′(s˜)ǫ,sc
)−1σ
G¯′(s¯)
J (δ¯, a).
L’ensemble SJ est un sous-ensemble de l’ensemble S de´fini en 5.3. D’apre`s 5.3(5), il est
vide si AG˜ 6= AGη . Supposons AG˜ = AGη . Notons S¯J l’ensemble des s¯ ∈ ζ¯Z(
ˆ¯Mad)
ΓF tels
que la donne´e associe´e G¯′(s¯) soit elliptique et que J provienne d’un e´le´ment de J G¯
′(s¯)
M¯ ′
.
D’apre`s 5.3(6), SJ est l’ensemble des s˜ ∈ ζ˜Z(Mˆ, θˆ)ΓF /Z(Gˆ)ΓF ,θˆ tels que l’e´le´ment associe´
s¯ appartienne a` S¯J . Il est clair que, si J ne provient pas d’un e´le´ment de J G¯M¯ , les deux
ensembles SJ et S¯J sont vides. On obtient
(12) ρG˜,EJ (M
′, δ, a) = 0 si AG˜ 6= AGη ou si AG˜ = AGη et J ne provient pas d’un
e´le´ment de J G¯
M¯
.
Supposons que AG˜ = AGη et que J provient d’un e´le´ment de J
G¯
M¯
. Alors la de´finition
(11) se transforme en
(13) ξ =
∑
s¯∈S¯J
x(s¯)σ
G¯′(s¯)
J (δ¯, a),
ou`
x(s¯) =
∑
s˜∈ζ˜Z(Mˆ)ΓF ,θˆ/Z(Gˆ)ΓF ,θˆ;s˜7→s¯
iM˜ ′(G˜, G˜
′(s˜))e
G˜′(s˜)
M˜ ′
(ǫ)(c
G¯′(s¯)SC ,G
′(s˜)ǫ,SC
M¯ ′(s¯)sc,M ′(s˜)ǫ,sc
)−1.
Soit s¯ ∈ S¯J . Montrons que
(14) x(s¯) = iM¯ ′(G¯SC , G¯
′(s¯)).
Pour s˜ se projetant sur s¯, on a le diagramme commutatif
Z(Mˆ)ΓF ,θˆ/Z(Gˆ)ΓF ,θˆ
ւ ց
Z(Mˆ ′)ΓF /Z(Gˆ′(s˜))ΓF Z( ˆ¯M)ΓF /Z( ˆ¯G)ΓF
‖ ‖
Z(Mˆ ′(s˜)ad)
ΓF Z( ˆ¯Mad)
ΓF
↓ ↓
Z(Mˆ ′(s˜)ǫ,ad)
ΓF Z( ˆ¯M ′)ΓF /Z( ˆ¯G′(s¯))ΓF
↓ ‖
Z( ˆ¯M ′(s¯)ad)
ΓF = Z( ˆ¯M ′(s¯)ad)
ΓF
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La fle`che du bas a` gauche se de´duit de l’homomorphisme Tˆ θˆ,0 → Tˆ /(1−θˆ)(Tˆ ). En utilisant
la description des syste`mes de racines de [W1] 3.3, on voit que l’image re´ciproque par cet
homomorphisme d’une racine de ˆ¯G′(s¯) ou de ˆ¯M ′ est un multiple entier d’une racine de
Gˆ′(s˜)ǫ ou de Mˆ
′
ǫ. Il en re´sulte que cet homomorphisme envoie Z(Gˆ
′(s˜)ǫ)
ΓF dans Z( ˆ¯G(s¯))ΓF
et Z(Mˆ ′ǫ)
ΓF dans Z( ˆ¯M ′)ΓF . Dans le diagramme ci-dessus, tous les quotients sont connexes,
les fle`ches sont donc surjectives. Calculons le nombre d’e´le´ments du noyau de la fle`che
compose´e
Z(Mˆ)ΓF ,θˆ/Z(Gˆ)ΓF ,θˆ → Z( ˆ¯M ′(s¯)ad)
ΓF .
Si on utilise le chemin de gauche, on obtient le produit des nombres d’e´le´ments des noyaux
des trois fle`ches descendantes. Ces nombres sont respectivement e´gaux a` iM˜ ′(G˜, G˜
′(s˜))−1,
e
G˜′(s˜)
M˜ ′
(ǫ)−1 et c
G¯′(s¯)SC ,G
′(s˜)ǫ,SC
M¯ ′(s¯)sc,M ′(s˜)ǫ,sc
. Si on utilise le chemin de droite, on obtient le produit
des nombres d’e´le´ments des noyaux des deux fle`ches descendantes. Ces nombres sont
respectivement e´gaux au nombre d’e´le´ments d de toute fibre de la projection s˜ 7→ s¯ et a`
iM¯ ′(G¯SC, G¯
′(s¯))−1. On en de´duit l’e´galite´
iM˜ ′(G˜, G˜
′(s˜))e
G˜′(s˜)
M˜ ′
(ǫ)(c
G¯′(s¯)SC ,G
′(s˜)ǫ,SC
M¯ ′(s¯)sc,M ′(s˜)ǫ,sc
)−1 = d−1iM¯ ′(G¯SC , G¯
′(s¯)),
puis
x(s¯) = d−1
∑
s˜∈ζ˜Z(Mˆ)ΓF ,θˆ/Z(Gˆ)ΓF ,θˆ;s˜7→s¯
iM¯ ′(G¯SC, G¯
′(s¯)).
Puisque l’ensemble de sommation a d e´le´ments, on obtient (14).
Graˆce a` (14), l’e´galite´ (13) se transforme en
ξ =
∑
s¯∈ζ¯Z( ˆ¯Mad)
ΓF ,J∈J
G¯′(s¯)
M¯′
iM¯ ′(G¯SC, G¯
′(s¯))σ
G¯′(s¯)
J (δ¯, a).
Soit y ∈ Y˙M . En se rappelant la de´finition de [II] 3.8, on obtient
transferty(ξ) = ρ
Gη[y],SC,E
J (M¯
′, δ¯, a).
Ici, les groupes ne sont pas tordus et on peut appliquer la proposition 1.4(ii). Le terme
ci-dessus n’est autre que ρ
Gη[y],SC
J (transferty(δ¯), a). On se rappelle que l’on a suppose´
AG˜ = AGη . C’est e´quivalent a` AG˜ = AGη[y] puisque les deux groupes Gη et Gη[y] sont
formes inte´rieures l’un de l’autre. De meˆme, on a suppose´ que J provenait d’un e´le´ment
de J G¯
M¯
, ce qui e´quivaut a` ce qu’il provienne d’un e´le´ment de J
Gη[y]
Mη[y]
. On utilise 3.2(2) et
le lemme 4.1. On obtient
descM˜,∗η[y] ◦ ι
∗
Mη[y],sc,Mη[y]
(ρ
Gη[y],SC
J (transferty(δ¯), a)) = ρ
G˜
J (τ [y], a),
ou`
τ [y] = descM˜,∗η[y] ◦ ι
∗
Mη[y],sc,Mη[y]
◦ transferty(δ¯).
L’e´galite´ (10) devient
(15) ρG˜,EJ (M
′, δ, a) = ρG˜J (τ , a),
ou`
τ =
∑
y∈Y˙M
cM [y]τ [y].
75
A ce point, on peut lever l’hypothe`se AG˜ = AGη et que J provient d’un e´le´ment de J
G¯
M¯
.
Si elle n’est pas ve´rifie´e, le membre de gauche de (15) est nul d’apre`s (12). Celui de droite
l’est aussi d’apre`s le lemme 4.1.
Des calculs analogues a` ceux effectue´s ci-dessus permettent de de´duire de 5.4(3)
l’e´galite´ transfert(δ) = τ . On peut aussi plus simplement appliquer la relation (15) au
cas G˜ = M˜ et a` J = ∅. Cette relation devient dans ce cas l’e´galite´ pre´ce´dente. Graˆce a`
celle-ci, la relation (15) est l’e´galite´ de l’e´nonce´. 
7.2 Les termes ρG˜,EJ , variante
On conside`re un triplet (G, G˜, a) quasi-de´ploye´ et a` torsion inte´rieure, un syste`me
de fonctions B, un espace de Levi M˜ de G˜ et une donne´e endoscopique elliptique et
relevante M′ = (M ′,M′, ζ˜) de (M, M˜).
On suppose donne´ un diagramme (ǫ, BM
′
, T ′, BM , T, η) joignant un e´le´ment ǫ ∈
M˜ ′ss(F ) a` un e´le´ment η ∈ M˜ss(F ). On suppose M
′
ǫ quasi-de´ploye´. On note O
′ la classe
de conjugaison stable de ǫ dans M˜ ′(F ) et O la classe de conjugaison stable de η dans
M˜(F ).
Proposition. On suppose queAM ′ǫ = AM ′. Pour tout J ∈ J
G˜
M˜
(B), tout δ ∈ Dstge´om(M
′,O′)⊗
Mes(M ′(F ))∗ et tout a ∈ AM(F ) en position ge´ne´rale et proche de 1, on a l’e´galite´
ρG˜,EJ (M
′, δ, a) = ρG˜J (transfert(δ), a).
La preuve est identique. On n’a plus besoin de l’hypothe`se (2) du paragraphe pre´ce´dent
car, dans la situation quasi-de´ploye´e et a` torsion inte´rieure, les triplets endoscopiques non
standard qui apparaissent sont triviaux. Ils ve´rifient e´videmment la proposition 6.6.
7.3 Les termes σJ
On conside`re un triplet (G, G˜, a) quasi-de´ploye´ et a` torsion inte´rieure, un syste`me de
fonctions B, un espace de Levi M˜ de G˜. On conside`re un e´le´ment η ∈ M˜(F ), semi-simple
et tel que Mη soit quasi-de´ploye´. On note O la classe de conjugaison stable de η dans
M˜(F ).
Proposition. On suppose AM = AMη .
(i) Soient J ∈ J G˜
M˜
(BO), δ
′ ∈ Dstunip(Mη(F ), ω) ⊗ Mes(Mη(F ))
∗ et a ∈ AM˜(F ) en
position ge´ne´rale et assez proche de 1. Posons δ = descst,M˜,∗η (δ
′). On a l’e´galite´
σG˜J (δ, a) =
{
eG˜
M˜
(η)descst,M˜,∗η (σ
Gη
J (δ
′, a)), si AG = AGη ,
0, sinon.
(ii) Pour tout J ∈ J G˜
M˜
(BO), σ
G˜
J prend ses valeurs dans
UJ ⊗ (D
st
ge´om(O)⊗Mes(M(F ))
∗)/AnnG˜,stO .
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Preuve. On reprend la preuve de 7.1 dans le cas que l’on avait exclu, a` savoir M′ =
M. On prend pour diagramme un diagramme ”trivial” (η, BM , T, BM , T, η). La relation
7.1(3) devient
(1) ρG˜,EJ (M, δ, a) =
∑
s∈Z(Mˆ)ΓF /Z(Gˆ)ΓF ,J∈J
G˜′(s)
M˜
(B)
iM˜(G˜, G˜
′(s))σ
G˜′(s)
J (δ, a).
Le seul point qui diffe`re de la situation de 7.1 est que l’on ne peut plus utiliser de relation
de descente pour le terme σG˜J (δ, a) correspondant a` s = 1. Mais on peut ne´anmoins appli-
quer cette relation de descente, a` condition d’ajouter a` l’expression obtenue la diffe´rence
entre σG˜J (δ, a) et le terme obtenu par descente. C’est-a`-dire, posons
x =
{
σG˜J (δ, a)− e
G˜
M˜
(η)descst,M˜,∗η (σ
Gη
J (δ, a)), si AG = AGη ,
σG˜J (δ, a), sinon.
Alors le membre de droite de (1) est la somme de x et d’une expression qui se calcule
comme en 7.1. Rappelons que l’hypothe`se (2) de ce paragraphe est automatiquement
ve´rifie´e dans notre situation quasi-de´ploye´e et a` torsion inte´rieure. On obtient finalement
l’e´galite´
ρG˜,EJ (M, δ, a) = x+ ρ
G˜
J (M, δ, a).
Mais, pour la donne´e endoscopique maximale M, on a tautologiquement l’e´galite´
ρG˜,EJ (M, δ, a) = ρ
G˜
J (M, δ, a)
car le terme σG˜J (δ, a) est de´fini pour qu’il en soit ainsi. D’ou` x = 0, ce qu’affirme le (i)
de l’e´nonce´.
Le membre de droite de l’e´galite´ du (i) est par de´finition une distribution stable. Le
(ii) en re´sulte. 
7.4 Preuve conditionnelle des propositions [II] 2.7, [II] 3.8 et
du the´ore`me [II] 1.16(i)
On conside`re un triplet (G, G˜, a) quelconque et un espace de Levi M˜ de G˜. On
conside`re l’hypothe`se
(1) pour tout γ ∈ Dge´om(M˜(F ), ω) ⊗Mes(M(F ))∗ a` support forme´ d’e´le´ments G˜-
fortement re´guliers et pour tout f ∈ I(G˜(F ), ω)⊗Mes(G(F )), on a l’e´galite´
IG˜,E
M˜
(γ, f) = IG˜
M˜
(γ, a).
Proposition. On suppose cette hypothe`se ve´rifie´e.
(i) SoitM′ une donne´e endoscopique elliptique et relevante de (M, M˜, a) et soitO′ une
classe de conjugaison stable semi-simple dans M˜ ′(F ) se transfe´rant en une classe de conju-
gaison stable O de M˜(F ). Pour tout J ∈ J G˜
M˜
, tout δ ∈ Dstge´om(M
′,O′) ⊗Mes(M ′(F ))∗
et tout a ∈ AM˜(F ) en position ge´ne´rale et proche de 1, on a l’e´galite´
ρG˜,EJ (M
′, δ, a) = ρG˜J (transfert(δ), a).
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(ii) Pour tout γ ∈ Dge´om(M˜(F ), ω) ⊗Mes(M(F ))
∗ et pour tout f ∈ I(G˜(F ), ω) ⊗
Mes(G(F )), on a l’e´galite´
IG˜,E
M˜
(γ, f) = IG˜
M˜
(γ, a).
(iii) Pour toute classe de conjugaison stable semi-simple O dans M˜(F ), on a l’e´galite´
gG˜,E
M˜,O
= gG˜
M˜,O
.
Preuve. Conside´rons la situation de (i). Fixons un diagramme (ǫ, BM
′
, T ′, BM , T, η)
reliant un e´le´ment ǫ ∈ O′ tel que M ′ǫ soit quasi-de´ploye´ a` un e´le´ment η ∈ O. Supposons
d’abord que AM ′ǫ 6= AM ′ . Introduisons le commutant R˜
′ de AM ′ǫ dans M˜
′. C’est un
espace de Levi propre. Du diagramme se de´duit un homomorphisme ξ : T θ,0 → T ′ qui
est une isoge´nie et est e´quivariant pour les actions galoisiennes. On a AM ′ǫ ⊂ T
′. La
composante neutre de ξ−1(AM ′ǫ) est un tore de´ploye´. On note R˜ son commutant dans
M˜ . C’est un espace de Levi propre qui correspond a` R˜′. En posant BR
′
= BM
′
∩ R′ et
BR = BM ∩ R, le sextuplet (ǫ, BR
′
, T ′, BR, T, η) est encore un diagramme, avec pour
espaces ambiants R˜ et R˜′. Le Levi R′ se comple`te en une donne´e endoscopique R′ de
(R, R˜, a) qui est elliptique et relevante. On a M ′ǫ = R
′
ǫ par construction. L’application
descst,M˜
′,∗
ǫ est la compose´e de desc
st,R˜′,∗
ǫ et de l’induction de R˜
′ a` M˜ ′. Puisque tout
e´le´ment de Dstge´om(O
′)⊗Mes(M ′(F ))∗ appartient a` l’image de descst,M˜
′,∗
ǫ , tout tel e´le´ment
est l’induit d’un e´le´ment de Dstge´om(OR˜′) ⊗ Mes(R
′(F ))∗, ou` OR˜′ = O
′ ∩ R˜′(F ). Ceci
s’adapte formellement aux donne´es endoscopiques. Donc δ = τM
′
pour un e´le´ment τ ∈
Dstge´om(R
′,OR˜′)⊗Mes(R
′(F ))∗. On a alors
transfert(δ) = (transfert(τ ))M˜ .
Les deux membres de l’e´galite´ du (i) ve´rifient les formules de descente paralle`les [II] 3.10
et [II] 3.12. On voit que cette e´galite´ du (i) re´sulte d’e´galite´s similaires ou` G˜ est remplace´
par des espaces de Levi propres. En vertu de nos hypothe`ses de re´currence, ces e´galite´s
sont ve´rifie´es, d’ou` (i) dans ce cas.
Supposons maintenant AM ′ǫ = AM ′. Comme on l’a explique´ en 6.4, si (G, G˜, a) n’est
pas l’un des triplets de´finis en 6.3, les donne´es endoscopiques non standard qui appa-
raissent en 7.1 ve´rifient toutes les proprie´te´s requises. Donc l’hypothe`se (2) de 7.1 est
ve´rifie´e. L’assertion (i) re´sulte alors de cette proposition 7.1. Supposons que (G, G˜, a) soit
l’un des triplets de´finis en 6.3. Rappelons que G est simplement connexe. Conside´rons
un triplet endoscopique non standard (G¯′(s¯)SC , G
′(s˜)ǫ,SC, j∗) comme en 7.1. D’apre`s le
lemme 6.3, on sait dans quels cas les proprie´te´s de ce triplet ne sont pas connues. Sup-
posons que l’on soit dans un tel cas. Alors la donne´e G′(s˜) est e´quivalente a` la donne´e
maximale G′ = (G′, Gˆθˆ ⋊WF , θˆ) de´finie en 6.3, adη conserve une paire de Borel e´pingle´e
de G et ǫ est l’e´le´ment de Z(G˜′(s˜))ΓF qui correspond a` η par l’application du lemme 6.2.
Montrons que cela entraˆıne
(2)M′ est e´quivalente a` la donne´e endoscopique maximale de (M, M˜, a), adη conserve
une paire de Borel e´pingle´e de M et ǫ est l’e´lement de Z(M˜ ′)ΓF qui correspond a` η.
Avec les notations habituelles, on peut supposer ζ˜ = ζθˆ, avec ζ ∈ Tˆ et on e´crit
s˜ = zζθˆ, avec z ∈ Z(Mˆ)ΓF ,θˆ. Puisque G′(s˜) est e´quivalent a` la donne´e maximale G′, on
peut fixer x ∈ Gˆ tel que xG ′(s˜)x−1 = Gˆθˆ⋊WF et xzζθˆx
−1 = θˆ. En particulier, adx envoie
Gˆ′(s˜) sur Gˆθˆ. Quitte a` multiplier x a` gauche par un e´le´ment de Gˆθˆ, on peut supposer que
adx envoie la paire de Borel (Bˆ ∩ Gˆ′(s˜), Tˆ θˆ) de Gˆ′(s˜) sur la paire de Borel (Bˆ ∩ Gˆθˆ, Tˆ
θˆ)
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de Gˆθˆ. Alors x normalise Tˆ et son image dans W est fixe par θˆ. Or le groupe W
θˆ est
le groupe de Weyl de Gˆθˆ. Quitte a` multiplier encore x a` gauche par un e´le´ment de ce
groupe, on peut supposer que l’image de x dans W est 1, autrement dit que x ∈ Tˆ . Mais
alors x ∈ Mˆ et la conjugaison par x conserve LM . En prenant les intersections avec ce
groupe, la relation xG ′(s˜)x−1 = Gˆθˆ ⋊WF entraˆıne que xM
′x−1 = Mˆθˆ ⋊WF . On a aussi
xζθˆx−1 = s−1θˆ ∈ Z(Mˆ)θˆ. Donc M′ est e´quivalente a` la donne´e maximale de (M, M˜, a).
Soit E0 = (B0, T0, (Eα)α∈∆) une paire de Borel e´pingle´e de G qui est conserve´e par adη.
Puisque η est un e´le´ment semi-simple de M˜ , on peut aussi fixer une paire de Borel (B, T )
de G, pour laquelle M est standard et qui est conserve´e par adη. D’apre`s la preuve de
6.2(3), il existe x ∈ Gη tel que adx(B0, T0) = (B, T ). Alors E = adx(E0) est une paire de
Borel e´pingle´e de G qui est conserve´e par adη. Or M est standard pour cette paire. On
peut donc ”restreindre” celle-ci a` M et on obtient une paire de Borel e´pingle´e EM de M
qui est conserve´e par adη. De plus, il re´sulte des constructions que le diagramme suivant
est commutatif
Z(G˜, E) → Z(G˜′)
↓ ↓
Z(M˜, EM) → Z(M˜ ′)
La dernie`re assertion de (2) en re´sulte. Cela prouve cette assertion.
On a alors G′(s˜)ǫ ≃ G
′ et M ′ǫ =M
′ et la classe de conjugaison stable de ǫ est re´duite
a` ce point. On ve´rifie facilement que l’e´le´ment maximal de J G˜
′(s˜)
M˜ ′
(BG˜{ǫ}) s’envoie sur
l’e´le´ment maximal de J G˜
M˜
. D’apre`s la proprie´te´ 6.6(2), l’assertion de la proposition 6.6
est connue pour un e´le´ment non maximal de J G˜
′(s˜)
M˜ ′
(BG˜{ǫ}). Il en re´sulte que l’hypothe`se
7.1(2) est ve´rifie´e si J n’est pas l’e´le´ment maximal de J G˜
M˜
. La proposition 7.1 nous
dit donc que l’e´galite´ du (i) est ve´rifie´e sauf pour cet e´le´ment maximal. On abandonne
notre J initial et on note Jmax l’e´le´ment maximal. Soit f ∈ I(G˜(F ), ω)⊗Mes(G(F )) et
a ∈ AM˜(F ) en position ge´ne´rale. Posons γ = transfert(δ). Les propositions [II] 3.2 et
[II] 3.9 entraˆınent que le germe en 1 de la fonction
(3) a 7→ IG˜
M˜
(aγ, f)− IG˜,E
M˜
(aγ, f) = IG˜
M˜
(aγ, f)− IG˜,E
M˜
(M′, ξ(a)δ, f)
est e´quivalent a` ∑
L˜∈L(M˜)
∑
J∈J L˜
M˜
IG˜
L˜
(ρL˜J (γ, a)
L˜, f)− IG˜,E
L˜
(ρL˜,EJ (M
′, δ, a)L˜, f).
En vertu de nos hypothe`ses de re´currence, les termes indexe´s par L˜ 6= M˜ et L˜ 6= G˜
s’annulent. Ceux indexe´s par L˜ = G˜ et un J 6= Jmax s’annulent aux-aussi. L’expression
ci-dessus se re´duit a`
(4) IG˜(ρG˜Jmax(γ, a)
G˜ − ρG˜,EJmax(M
′, δ, a)G˜, f)
+IG˜
M˜
(γ, f)− IG˜,E
M˜
(M′, δ, f).
D’apre`s la proposition [II] 2.10, l’hypothe`se (1) entraˆıne la meˆme e´galite´ que dans cette
hypothe`se pour les distributions a` support G˜-e´quisingulier. C’est le cas de la distribution
aγ. Donc l’expression (3) est nulle. Conside´rons (4). Comme fonction de a, le premier
terme appartient a` UJmax et le second est constant. Leur somme est e´quivalente a` 0.
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En utilisant [II] 3.1(3), les deux termes sont nuls (en supposant M˜ 6= G˜ ; si M˜ = G˜,
l’assertion a` prouver est tautologique). La nullite´ du premier pour tout f signifie que
ρG˜Jmax(γ, a)− ρ
G˜,E
Jmax
(M′, δ, a)
modulo AnnG˜. Cela ache`ve la preuve de (i).
Prouvons (ii). Par line´arite´, on peut supposer qu’il existe une donne´e endoscopiqueM′
de (M, M˜, a) elliptique et relevante et un e´le´ment δ ∈ Dstge´om(M
′)⊗Mes(M ′(F ))∗ de sorte
que γ = transfert(δ). Toujours par line´arite´, on peut fixer une classe de conjugaison
stable semi-simple O′ dans M˜ ′(F ) telle que δ ∈ Dstge´om(M
′,O′) ⊗ Mes(M ′(F ))∗. On
peut supposer que cette classe se transfe`re en une classe de M˜(F ), sinon γ = 0 et
l’e´galite´ a` prouver est triviale. On reprend alors le raisonnement ci-dessus. Pour f ∈
I(G˜(F ), ω)⊗Mes(G(F )) et a ∈ AM˜(F ) en position ge´ne´rale, on calcule le de´veloppement
de (3). Maintenant que l’on a prouve´ (i), ce de´veloppement se re´duit a`
IG˜
M˜
(γ, f)− IG˜,E
M˜
(M′, δ, f),
ou encore a`
IG˜
M˜
(γ, f)− IG˜,E
M˜
(γ, f).
Comme ci-dessus, l’hypothe`se (1) entraˆıne que (3) est nul donc aussi cette diffe´rence.
C’est la conclusion de (ii).
Comme on l’a vu ci-dessus, l’hypothe`se (1) entraine que l’hypothe`se du lemme [II]
2.8 est ve´rifie´e pour l’ensemble D = Dge´om,G˜−e´qui(M˜(F ), ω)⊗Mes(M(F ))
∗. Le (i) de ce
lemme aussi d’apre`s l’assertion (ii) du pre´sent e´nonce´. Donc aussi le (ii) de ce lemme,
qui n’est autre que la pre´sente assertion (iii). 
7.5 Preuve du the´ore`me [II] 1.16(ii)
On conside`re un triplet (G, G˜, a) quasi-de´ploye´ et a` torsion inte´rieure, un syste`me de
fonctions B, un espace de Levi M˜ de G˜.
Proposition. (i) Soit M′ une donne´e endoscopique elliptique et relevante de (M, M˜) et
soit O′ une classe de conjugaison stable semi-simple dans M˜ ′(F ) se transfe´rant en une
classe de conjugaison stableO de M˜(F ). Pour tout J ∈ J G˜
M˜
(BO), tout δ ∈ Dstge´om(M
′,O′)⊗
Mes(M ′(F ))∗ et tout a ∈ AM(F ) en position ge´ne´rale et proche de 1, on a l’e´galite´
ρG˜,EJ (M
′, δ, a) = ρG˜J (transfert(δ), a).
(ii) Pour tout γ ∈ Dge´om(M˜(F ), ω) ⊗Mes(M(F ))∗ et pour tout f ∈ I(G˜(F ), ω) ⊗
Mes(G(F )), on a l’e´galite´
IG˜,E
M˜
(γ, B, f) = IG˜
M˜
(γ, B, a).
La preuve est identique a` celle de la proposition pre´ce´dente, en plus simple puisque
notre triplet ne saurait eˆtre l’un de ceux de´finis en 6.3. On n’a plus besoin de l’hypothe`se
(1) de ce paragraphe : elle est ve´rifie´e d’apre`s la proposition 2.9.
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7.6 Preuve des propositions [II] 2.4, [II] 3.5 et du the´ore`me [II]
1.10
On conside`re un triplet (G, G˜, a) quasi-de´ploye´ et a` torsion inte´rieure, un syste`me de
fonctions B, un espace de Levi M˜ de G˜.
Proposition. (i) Soit O une classe de conjugaison stable semi-simple dans M˜(F ). Pour
tout J ∈ J G˜
M˜
(BO), le terme σ
G˜
J prend ses valeurs dans
UJ ⊗ (D
st
ge´om(O)⊗Mes(M(F ))
∗)/Annst,G˜O .
(ii) Pour tout δ ∈ Dstge´om(M˜(F ))⊗Mes(M(F ))
∗, la distribution
f 7→ SG˜
M˜
(δ, B, f)
est stable.
(iii) Soit O une classe de conjugaison stable semi-simple dans M˜(F ), notons OG˜ la
classe de conjugaison stable dans G˜(F ) qui contient O. Alors le germe SgG˜
M˜,O
(., B) prend
ses valeurs dans l’espace Dstge´om(O
G˜)⊗Mes(G(F ))∗.
Preuve. Pour la preuve de (i), on utilise le meˆme argument qu’en 7.4. On sait comment
se comportent nos termes par induction, graˆce a` la proposition [II] 3.11. On se rame`ne
alors au cas ou` la proposition 7.3 s’applique.
Prouvons (ii). Par line´arite´, on peut fixer une classe de conjugaison stable semi-
simple O dans M˜(F ) et supposer que δ ∈ Dstge´om(O)⊗Mes(M(F ))
∗. Soit f ∈ I(G˜(F ))⊗
Mes(G(F )). Supposons que les inte´grales orbitales stables fortement re´gulie`res de f sont
nulles, autrement dit que l’image de f dans SI(G˜(F )) ⊗ Mes(G(F )) est nulle. Soit
a ∈ AM(F ) en position ge´ne´rale. Remarquons que le (i) de´ja` prouve´ assure la validite´ de
la proposition [II] 3.5. La proposition 3.7 (ii) calcule le germe en 1 de la fonction
(1) a 7→ SG˜
M˜
(aδ, f).
Il est e´quivalent a` ∑
L˜∈L(M˜)
∑
J∈J L˜
M˜
(BO)
SG˜
L˜
(σL˜J (δ, a)
L˜, B, f).
L’hypothe`se sur f et nos hypothe`ses de recurrence assurent que tous les termes sont nuls
sauf celui indexe´ par M˜ . L’expression ci-dessus se re´duit a` SG˜
M˜
(δ, B, f). Or (1) est nul
d’apre`s la proposition 2.8. Donc SG˜
M˜
(δ, B, f) = 0. Cette e´galite´ pour tout f d’image nulle
dans SI(G˜(F ))⊗Mes(G(F )) est e´quivalente a` l’assertion (ii).
Le (iii) s’en de´duit comme en 7.4 en utilisant le lemme [II] 2.9. 
7.7 Preuve de la proposition 6.6
On se place sous les hypothe`ses de cette proposition, dont on utilise les notations.
D’apre`s le lemme 6.8, on peut supposer (G1, G2, j∗) quasi-e´le´mentaire et B1 constante
de valeur 1. On introduit le triplet (G, G˜, a) associe´ a` (G1, G2, j∗) comme en 6.3. On fixe
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un e´le´ment η ∈ G˜(F ) qui conserve une paire de Borel e´pingle´e E = (B, T, (Eα)α∈∆) de
G de´finie sur F . De cette paire se de´duit une paire de Borel e´pingle´e de Gη de´finie sur
F . On peut identifier G1 a` Gη de sorte que le Levi M1 devienne un Levi de Gη standard
pour cette paire de Borel e´pingle´e. On note M˜ le commutant dans G˜ du tore AM1 . On a
η ∈ M˜(F ) et M est standard pour E . On introduit les donne´es endoscopiques maximales
G′ = (G′, Gˆθˆ⋊WF , θˆ) de (G, G˜, a) etM
′ = (M ′, Mˆθˆ⋊WF , θˆ) de (M, M˜, a). Remarquons
que G′ est aussi la donne´e G′(θˆ) de´duite de M′ et de l’e´le´ment s˜ = θˆ. Comme en 6.3,
l’e´le´ment η ∈ G˜(F ) de´termine un e´le´ment ǫ ∈ Z(G˜′)ΓF . Si l’on remplace les espaces
ambiants G˜ et G˜′ par M˜ et M˜ ′, on obtient e´videmment le meˆme e´le´ment ǫ. On fixe
un diagramme (ǫ, BM
′
, T ′, BM , T, η), ou` BM = B ∩M . Reprenons les constructions et
notations de 7.1. En particulier, on fixe des mesures pour simplifier. Remarquons que
G¯ = Gη = G1, M¯ =Mη = M1, G2 = G
′
ǫ = G
′ et M2 =M
′
ǫ = M
′.
On dispose d’e´le´ments δ1 et δ2. On peut identifier δ2 a` un e´le´ment de D
st
unip(M
′
ǫ(F )).
On pose
δ = descst,M
′,∗
ǫ (δ2).
La fonction B2 s’identifie a` B
G˜
O′. L’e´le´ment J de l’e´nonce´ de la proposition 6.6, vu comme
un e´le´ment de J G2M2 (B2), s’identifie a` un e´le´ment de J
G′ǫ
M ′ǫ
(BG˜O′), qui s’envoie sur un e´le´ment
de J G˜
M˜
que l’on note encore J . On reprend la preuve de 7.1 pour ces e´le´ments J et δ.
Remarquons que l’homomorphisme
Z(Mˆ)ΓF ,θˆ/Z(Gˆ)ΓF ,θˆ → Z( ˆ¯M)ΓF /Z( ˆ¯G)ΓF ,
se simplifie en
(1) Z(Mˆ)ΓF ,θˆ → Z( ˆ¯M)ΓF
puisque G et G¯ sont simplement connexes, donc leurs duaux sont adjoints. La preuve
marche jusqu’au point ou` on avait utilise´ l’hypothe`se (2) du paragraphe 7.1. Pour un
s˜ ∈ θˆZ(Mˆ)ΓF ,θˆ tel que G′(s˜) n’est pas e´quivalent a` G′, le lemme 6.3 et nos hypothe`ses
de re´currence assurent que cette hypothe`se est ve´rifie´e. Il reste les s˜ tels que G′(s˜) est
e´quivalent a`G′. Notons Z le noyau de l’homomorphisme (1), c’est-a`-dire Z = Z(Mˆ)ΓF ,θˆ∩
(1− θˆ)(Tˆ ). Montrons que
(2) l’ensemble des s ∈ Z(Mˆ)ΓF ,θˆ tels que G′(sθˆ) est e´quivalente a` G′ est e´gal a` Z.
Supposons G′(sθˆ) e´quivalente a` G′. Il existe alors x ∈ Gˆ tel que xG ′(sθˆ)x−1 =
Gθˆ ⋊WF et xsθˆx
−1 = θˆ. Le meˆme argument que dans la preuve de 7.4(2) montre que
l’on peut supposer x ∈ Tˆ . Alors s = (θˆ − 1)(x) ∈ (1− θˆ)(Tˆ ). Donc s ∈ Z. Inversement,
supposons s ∈ Z. Ecrivons s = (θˆ − 1)(x), avec x ∈ Tˆ . On a xsθˆx−1 = θˆ. Cela entraˆıne
xGˆ′(sθˆ)x−1 = Gˆθˆ. Pour g ∈ Gˆ
′(sθˆ) et w ∈ WF , on a xgw(x)−1 = xgx−1xw(x)−1. Le
premier terme xgx−1 appartient a` Gˆθˆ. L’e´galite´ s = (θˆ − 1)(x) et le fait que s est
invariant par ΓF entraˆıne que xw(x)
−1 appartient a` Tˆ θˆ, qui est contenu dans Gˆθˆ. Donc
xgw(x)−1 ∈ Gˆθˆ. Cela prouve que xG
′(sθˆ)x−1 = Gθˆ ⋊WF , donc G
′(sθˆ) est e´quivalente a`
G′. D’ou` (2).
Conside´rons un s˜ tel queG′(s˜) soit e´quivalent a`G′. D’apre`s (2), cela e´quivaut a` s¯ = 1.
Alors G′(s˜)ǫ est isomorphe a` G2, M
′(s˜)ǫ est isomorphe a` M2, G¯
′(s¯) est isomorphe a` G1
et M¯ ′ est isomorphe a` M1. L’e´le´ment note´ δ(s˜)ǫ,sc en 7.1 n’est autre que δ2. L’e´le´ment
δ¯(s¯)sc est e´gal a` δ1. L’e´le´ment τ (s˜)sc est e´gal a` σ
G2
J (δ2, a). On ne peut plus affirmer que
son transfert τ¯ (s¯)sc est e´gal a` (c
G1,G2
M1,M2
)−1σG1J (δ1, a). Mais on peut e´crire ce transfert sous
la forme
(cG1,G2M1,M2)
−1(µ¯+ σG1J (δ1, a)),
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ou`
(3) µ¯ = cG1,G2M1,M2transfert(σ
G2
J (δ2, a))− σ
G1
J (δ1, a).
On peut alors poursuivre le calcul comme en 7.1. Il apparaˆıt des termes supple´mentaires
provenant de µ. On obtient une e´galite´ similaire a` 7.1(10) :
(4) ρG˜,EJ (M
′, δ, a) = µ+
∑
y∈Y˙M
cM [y]descM˜,∗η[y] ◦ transferty(ξ),
ou`
µ = x(1)
∑
y∈Y˙M
cM [y]descM˜,∗η[y] ◦ ◦transferty(µ¯).
Les applications ι∗ de 7.1(10) disparaissent ici car les groupes Gη et G
′
ǫ sont simplement
connexes. Le terme x(1) est le x(s¯) de 7.1 pour s¯ = 1. Le calcul de la somme du membre
de droite de (4) se poursuit comme en 7.1. Cette somme vaut ρG˜J (transfert(δ), a). Mais,
d’apre`s nos hypothe`ses de re´currence, toutes les proprie´te´s sont connues pour le triplet
(G, G˜, a). Donc
ρG˜,EJ (M
′, δ, a) = ρG˜J (transfert(δ), a).
Il en re´sulte que µ = 0.
Soit ϕ¯ ∈ SI(m1(F )) a` support proche de 0. On l’identifie par l’exponentielle a` une
fonction sur M1(F ) = M¯
′(F ). On peut supposer que l’ensemble Y˙M contient l’e´le´ment
y = 1. Pour celui-ci, Mη[1] = Mη est quasi-de´ploye´ et on a M¯
′ = Mη[1]. Modulo cette
identification, le transfert transfert1 est l’identite´. On peut donc conside´rer ϕ¯ comme
un e´le´ment de SI(Mη[1](F )), que l’on rele`ve en un e´le´ment ϕ1 ∈ I(Mη[1](F )). On peut
e´videmment supposer que ϕ1 est a` support proche de l’origine. L’application desc
M˜
η[1] a
pour image le sous-espace des e´le´ments de I(Mη[1](F )) qui sont invariants par l’action de
ZM(η[1];F ). Mais, parce que η[1] = η conserve une paire de Borel e´pingle´e de M et que
T θ est connexe, on a ZM(η[1]) = Mη[1]. L’application de descente est donc surjective et
on peut relever ϕ1 en un e´le´ment ϕ ∈ I(M˜(F )). Toujours parce que ZM(η) est connexe,
l’ensemble Y˙M est un ensemble de repre´sentants des classes de conjugaison par M(F )
dans la classe de conjugaison stable de η. On peut modifier ϕ de sorte que descM˜η[y](ϕ) = 0
pour tout y ∈ Y˙M tel que y 6= 1. Il re´sulte alors de la de´finition de ϕ que l’on a l’e´galite´
IM˜(µ, ϕ) = SM1(µ¯, ϕ¯).
Puisque µ = 0, ceci est nul. Puisque cela est vrai pour tout ϕ¯, on conclut µ¯ = 0. D’apre`s
la de´finition (3), cette nullite´ est l’assertion de la proposition 6.6. 
Attention. On ne doit pas s’abuser : la de´monstration ci-dessus s’appuie sur des
hypothe`ses de re´currence. Elle ne deviendra une ve´ritable de´monstration que quand
toutes les e´tapes de la re´currence auront e´te´ e´tablies.
8 Descente des germes de Shalika endoscopiques
8.1 La proposition [II] 2.7 dans un cas particulier
On conside`re un triplet (G, G˜, a) quelconque, un espace de Levi M˜ de G˜ et une donne´e
endoscopique elliptique et relevante M′ = (M ′,M′, ζ˜) de (M, M˜, a).
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On suppose donne´ un diagramme (ǫ, BM
′
, T ′, BM , T, η) joignant un e´le´ment ǫ ∈
M˜ ′ss(F ) a` un e´le´ment η ∈ M˜ss(F ). On suppose que M
′
ǫ est quasi-de´ploye´ et que AM ′ǫ =
AM ′. On note O′ la classe de conjugaison stable de ǫ dans M˜ ′(F ) et O la classe de conju-
gaison stable de η dans M˜(F ). Comme on l’a vu, tout e´le´ment s˜ ∈ ζ˜Z(Mˆ)ΓF ,θˆ/Z(Gˆ)ΓF ,θˆ
donne naissance a` un triplet endoscopique non standard (G¯′(s¯)SC, G
′(s˜)ǫ,SC, j∗). Du
syste`me de fonctions BG˜ sur G˜′(s˜) se de´duit une fonction BG˜O′ sur le syste`me de ra-
cines de G′(s˜)ǫ,SC, puis, par la construction de 6.5, une fonction sur le syste`me de racines
de G¯′(s¯)SC . C’est la fonction constante de valeur 1 d’apre`s 7.1(1). Les groupes G
′(s˜)ǫ,SC
et G¯′(s¯)SC contiennent des Levi M
′(s˜)ǫ,sc et M¯
′(s¯)sc. On conside`re l’hypothe`se
(1) pour chaque triplet (G¯′(s¯)SC, G
′(s˜)ǫ,SC, j∗) comme ci-dessus tel que AG′(s˜)ǫ = AG˜,
la proposition 6.7 est ve´rifie´e pour ces Levi.
Proposition. On suppose que AM ′ǫ = AM ′ et que l’hypothe`se (1) est ve´rifie´e. Soit
δ ∈ Dst
ge´om,G˜−e´qui
(M′)⊗Mes(M ′(F ))∗, on a l’e´galite´
gG˜,E
M˜,O
(M′, δ) = gG˜
M˜,O
(transfert(δ)),
pourvu que δ soit assez proche de O′.
La preuve occupe les trois paragraphes suivants.
8.2 De´but de la preuve
Si (G, G˜, a) est quasi-de´ploye´ et a` torsion inte´rieure et si M′ = M, l’e´nonce´ est
tautologique : le terme SgG˜
M˜,O
(δ) est de´fini pour qu’il en soit ainsi. On exclut ce cas.
Rappelons la de´finition [II] 2.6(2) :
(1) gG˜,E
M˜,O
(M′, δ) =
∑
s˜∈ζ˜Z(Mˆ)ΓF ,θˆ/Z(Gˆ)ΓF ,θˆ
iM˜ ′(G˜, G˜
′(s˜))transfert(Sg
G′(s˜)
M′,O′(δ, B
G˜)).
On reprend les constructions et notations de la section 5. Apre`s avoir fixe´ des donne´es
auxiliaires M ′1,...,∆1, on identifie δ a` un e´le´ment δ1 ∈ D
st
ge´om(M˜
′
1(F )). Utilisons la des-
cription de 5.5. Par line´arite´, on peut supposer qu’il existe Z ∈ z(M ′ǫ;F ) et δǫ,SC ∈
Dstge´om(M
′
ǫ,SC(F )) tels que
δ1 = desc
st,M˜ ′1,∗
ǫ1
(exp(Z)ι∗M ′ǫ,SC ,M ′1,ǫ1
(δǫ,SC)).
Soit s˜ ∈ ζ˜Z(Mˆ)ΓF ,θˆ/Z(Gˆ)ΓF ,θˆ. D’apre`s 5.5, l’e´le´ment δ s’identifie aussi a` l’e´le´ment
δ1(s˜) = d(s˜)desc
st,M˜ ′1(s˜),∗
ǫ1(s˜)
(exp(Z)ι∗M ′ǫ,SC ,M ′1(s˜)ǫ1(s˜)
(δǫ,SC)) ∈ D
st
ge´om(M˜
′
1(s˜;F ))).
A l’aide de 5.3(4), on de´compose Z en Z1 + Z2(s¯) + Z3(s¯), ou` Z1 ∈ z(G¯;F ), Z2(s¯) ∈
z(G¯′(s¯);F ), Z3(s¯) ∈ z(M¯
′(s¯)sc;F ) ≃ z(M˜
′(s˜)sc;F ). Notons que Z1 + Z2(s¯) ∈ z(G˜
′(s˜)ǫ).
On a alors
δ1(s˜) = d(s˜)desc
st,M˜ ′1(s˜),∗
ǫ1(s˜)
(exp(Z1 + Z2(s¯))ι
∗
M ′(s˜)ǫ,sc,M ′1(s˜)ǫ1(s˜)
(δ(s˜)ǫ,sc)),
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ou`
δ(s˜)ǫ,sc = exp(Z3(s¯))ι
∗
M ′ǫ,SC ,M
′(s˜)ǫ,sc(δǫ,SC).
On a
Sg
G
′(s˜)
M′,O′(δ, B
G˜) = Sg
G˜′1(s˜)
M˜ ′1(s˜),O
′
(δ1(s˜), B
G˜).
Nos hypothe`ses de re´currence autorisent a` utiliser la proposition 4.4. Le terme ci-dessus
est nul si AG′1(s˜) 6= AG′1(s˜)ǫ1(s˜). Cette condition e´quivaut a` AG′(s˜) 6= AG′(s˜)ǫ . Supposons que
AG′(s˜) = AG′(s˜)ǫ . Alors le terme pre´ce´dent vaut
e
G˜′1(s˜)
M˜ ′1(s˜)
(ǫ1(s˜))d(s˜)desc
st,G˜′1(s˜),∗
ǫ (Sg
G˜′1(s˜)ǫ1(s˜)
M ′1(s˜)ǫ1(s˜),unip
(exp(Z1+Z2(s¯))ι
∗
M ′(s˜)ǫ,sc,M ′1(s˜)ǫ1(s˜)
(δ(s˜)ǫ,sc), B
G˜
O′)).
Comme en 7.1(4), on peut simplifier e
G˜′1(s˜)
M˜ ′1(s˜)
(ǫ1(s˜)) en e
G˜′(s˜)
M˜ ′
(ǫ). On applique la proposition
3.7 : on a
Sg
G˜′1(s˜)ǫ1(s˜)
M ′1(s˜)ǫ1(s˜),unip
(exp(Z1+Z2(s˜))ι
∗
M ′(s˜)ǫ,sc,M ′1(s˜)ǫ1(s˜)
(δ(s˜)ǫ,sc), B
G˜
O′) = ι
∗
G′(s˜)ǫ,SC ,G
′
1(s˜)ǫ1(s˜)
(τ (s˜)sc),
ou`
τ (s˜)sc = Sg
G′(s˜)ǫ,SC
M ′(s˜)ǫ,sc,unip
(δ(s˜)ǫ,sc, B
G˜
O′).
Avec les notations de 5.4(2), on obtient
Sg
G˜′1(s˜)
M˜ ′1(s˜),O
′
(δ1(s˜), B
G˜) = e
G˜′(s˜)
M˜ ′
(ǫ)d(s˜)τ (s˜)G˜
′
1(s˜).
Graˆce a` 5.4(2), on a
transfert(τ (s˜)G˜
′
1(s˜)) =
∑
y∈Y˙
c[y]d(s˜, y)τ [y]G˜.
Reprenons la construction des e´le´ments τ [y]. Notons δ¯SC l’image par transfert non stan-
dard de δǫ,SC. C’est un e´le´ment de D
st
ge´om(M¯
′
SC(F )). En utilisant l’analogue de 3.7(4)
pour le transfert non standard, on obtient que le transfert non standard de δ(s˜)ǫ,sc est
δ¯(s¯)sc = exp(Z3(s¯))ι
∗
M¯ ′SC ,M¯
′(s¯)sc
(δ¯SC).
Utilisons l’hypothe`se (1). Elle nous dit que le transfert non standard τ¯ (s¯)sc de τ (s˜)sc est
cSg
G¯′(s¯)SC
M¯ ′(s¯)sc,unip
(δ¯(s¯)sc), ou`
c = (c
G¯′(s¯)SC ,G˜
′(s˜)ǫ,SC
M¯ ′(s¯)sc,M˜ ′(s˜)ǫ,sc
)−1.
En utilisant le lemme 3.7, l’e´le´ment τ¯ (s¯) = ι∗
G¯′(s¯)SC ,G¯′(s¯)
(τ¯ (s¯)sc) est e´gal a` cSg
G¯′(s¯)
M¯ ′,unip
(δ¯),
ou`
δ¯ = exp(Z2(s¯))ι
∗
M¯ ′(s¯)sc,M¯ ′
(δ¯(s¯)sc).
Remarquons que l’on a aussi δ¯ = exp(Z2)ι
∗
M¯ ′SC ,M¯
′(δ¯SC), ou` Z2 = Z2(s¯)+Z3(s¯) ∈ z(M¯ ′;F ).
Ces termes Z2 et δ¯ sont inde´pendants de s¯. Ensuite
τ [y]G˜ = descG˜,∗η[y] ◦ ι
∗
Gη[y],SC,Gη[y]
◦ transferty(τ¯ (s¯))
= c descG˜,∗η[y] ◦ ι
∗
Gη[y],SC ,Gη[y]
◦ transferty(Sg
G¯′(s¯)
M¯ ′,unip
(δ¯)).
85
On obtient
transfert(Sg
G˜′1(s˜)
M˜ ′1(s˜),O
′
(δ1(s˜), B
G˜)) =
∑
y∈Y˙
c[y]d(s˜, y)e
G˜′(s˜)
M˜ ′
(ǫ)d(s˜)(c
G¯′(s¯)SC ,G˜
′(s˜)ǫ,SC
M¯ ′(s¯)sc,M˜ ′(s˜)ǫ,sc
)−1
descG˜,∗η[y] ◦ ι
∗
Gη[y],SC ,Gη[y]
◦ transferty(Sg
G¯′(s¯)
M¯ ′,unip
(δ¯)).
On se rappelle que l’on a suppose´ AG′(s˜) = AG′(s˜)ǫ . Comme en 5.3, notons S l’ensemble
des s˜ tels que G′(s˜) soit elliptique et que cette e´galite´ soit ve´rifie´e. Pour tout y ∈ Y˙ et
tout s¯ ∈ Z( ˆ¯Mad)ΓF , posons
x(s¯, y) =
∑
s˜∈S,s˜7→s¯
iM˜ ′(G˜, G˜
′(s˜))d(s˜, y)e
G˜′(s˜)
M˜ ′
(ǫ)d(s˜)(c
G¯′(s¯)SC ,G˜
′(s˜)ǫ,SC
M¯ ′(s¯)sc,M˜ ′(s˜)ǫ,sc
)−1.
Posons
(2) ξ[y] =
∑
s¯∈Z( ˆ¯Mad)
ΓF
x(s¯, y)Sg
G¯′(s¯)
M¯ ′,unip
(δ¯).
Alors les calculs ci-dessus transforment l’expression (1) en
(3) gG˜,E
M˜,O
(M′, δ) =
∑
y∈Y˙
c[y]descG˜,∗η[y] ◦ ι
∗
Gη[y],SC,Gη[y]
◦ transferty(ξ[y]).
D’apre`s 5.3(5), l’ensemble S est vide si AGη 6= AG˜. Cela entraˆıne
(4) gG˜,E
M˜,O
(M′, δ) = 0 si AGη 6= AG˜.
Dans la suite, on suppose AGη = AG˜. Alors, d’apre`s 5.3(6), S est l’image re´ciproque
de l’ensemble des s¯ tels que G′(s¯) soit elliptique. Notons Z le noyau de l’homomorphisme
Z(Mˆ)ΓF ,θˆ/Z(Gˆ)ΓF ,θˆ → Z( ˆ¯M)ΓF /Z( ˆ¯G)ΓF .
Pour s˜ ∈ S, on a l’e´galite´
e
G˜′(s˜)
M˜ ′
(ǫ)iM˜ ′(G˜, G˜
′(s˜)) = |Z|−1c
G¯′(s¯)SC ,G˜
′(s˜)ǫ,SC
M¯ ′(s¯)sc,M˜ ′(s˜)ǫ,sc
iM¯ ′(G¯SC, G¯
′(s¯)).
On a vu cette e´galite´ dans la preuve de 7.1(14) (ou` |Z| e´tait note´ d). Graˆce a` elle et a` la
description de S, on transforme la de´finition de x(s¯, y) en
(5) x(s¯, y) = |Z|−1iM¯ ′(G¯SC, G¯
′(s¯))
∑
s˜∈ζ˜Z(Mˆ)ΓF ,θˆ/Z(Gˆ)ΓF ,θˆ,s˜7→s¯
d(s˜)d(y, s˜).
8.3 Calcul de x(y, s¯)
Rappelons que l’on note YM l’analogue de Y quand on remplace G˜ par M˜ , c’est-a`-
dire l’ensemble des y ∈ M tels que yσ(y)−1 ∈ IMη , ou` I
M
η = Z(M)
θMη. On a fixe´ un
ensemble Y˙ de repre´sentants du quotient Iη\Y/G(F ). On fixe de meˆme un ensemble Y˙M
du quotient IMη \Y
M/M(F ). Le lemme [I] 5.11 nous autorise a` supposer que Y˙M est un
sous-ensemble de Y˙.
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Proposition. Soient s¯ ∈ ζ¯Z( ˆ¯Mad)ΓF et y ∈ Y˙ . Alors on peut normaliser le facteur de
transfert ∆(s¯, y) de sorte que l’on ait l’e´galite´
x(y, s¯) =
{
iM¯ ′(G¯SC , G¯
′(s¯)) si y ∈ Y˙M ,
0, sinon.
Preuve. On peut suppposer G′(s¯) elliptique, sinon les deux membres sont nuls. Sup-
posons d’abord y ∈ Y˙M . On normalise le facteur ∆(s˜, y) par l’e´galite´ 7.1(8). Cela entraˆıne
d(s˜)d(s˜, y) = 1 d’apre`s 7.1(9). L’e´galite´ de l’e´nonce´ re´sulte alors directement de la formule
8.2(5).
Supposons maintenant y 6∈ Y˙M . Fixons s˜ ∈ ζ˜Z(Mˆ)ΓF ,θˆ/Z(Gˆ)ΓF ,θˆ se projetant sur
s¯. L’ensemble des e´le´ments de ζ˜Z(Mˆ)ΓF ,θˆ/Z(Gˆ)ΓF ,θˆ qui se projettent sur s¯ est alors
l’ensemble des zs˜ pour z ∈ Z. On cherche a` de´montrer l’e´galite´∑
z∈Z
d(zs˜)d(zs˜, y) = 0.
On peut supposer que Y˙M contient l’e´le´ment 1. Comme on vient de le voir, la fonction
z 7→ d(zs˜)d(zs˜, 1) est constante de valeur 1. On peut donc aussi bien de´montrer l’e´galite´
(1)
∑
z∈Z
d(zs˜, y)d(zs˜, 1)−1 = 0.
Effectuons les constructions de 5.2 dans un sens diffe´rent. On fixe un sous-tore maximal
elliptique R¯′ de G¯′(s¯). Parce qu’il est elliptique, il se transfe`re en un toreR♮sc deGη,SC et en
un toreR♮[y]sc deGη[y],SC . On noteR
♮, resp. R♮[y], leurs tores associe´s dansGη, resp.Gη[y],
et R, resp. R[y], les commutants de ces tores dans G. Pour z ∈ Z, le tore R¯′sc se transfe`re
par endoscopie non standard en un tore R′(z)sc de G
′(zs˜)ǫ,SC. On note R
′(z) le tore
associe´ dans G′(zs˜)ǫ, qui est aussi un sous-tore maximal de G
′(zs˜). On fixe X ∈ rθ(F ) =
r♮(F ) en position ge´ne´rale et proche de 0, que l’on e´crit X = Xsc+Z1, avec Xsc ∈ r♮sc(F )
et Z1 ∈ z(Gη;F ) ≃ z(G¯;F ) (on oublie le temps de cette de´monstration les termes Z1
etc... de 8.2). On tranfe`re Xsc en un e´le´ment Y¯ ∈ r¯′(F ) que l’on e´crit Y¯ = Y¯sc + Z2,
avec Y¯sc ∈ r¯
′
sc(F ) et Z2 ∈ z(G¯
′(s¯);F ). On transfe`re Y¯sc en un e´le´ment Ysc(z) ∈ r
′(z)sc(F ).
Modulo les meˆmes identifications qu’en 5.2, on pose Y (z) = Ysc(z) + Z1 + Z2. C’est un
e´le´ment de R′(z)(F ). On transfe`re aussi Y¯ en un e´le´ment X [y]sc de r
♮[y]sc(F ) et on pose
X [y] = X [y]sc + Z1, modulo l’isomorphisme z(G¯;F ) ≃ z(Gη[y];F ). La de´finition 5.4(1)
donne
d(zs˜, y)∆(s¯, y)(exp(Y¯ ), exp(X [y]sc)) = ∆1(zs˜)(exp(Y (z))ǫ1(s˜), exp(X
′[y])η[y]),
d(zs˜, 1)∆(s¯, 1)(exp(Y¯ ), exp(Xsc)) = ∆1(zs˜)(exp(Y (z))ǫ1(s˜), exp(X)η).
Donc
d(zs˜, y)d(zs˜, 1)−1 = cχ(z),
ou`
c = ∆(s¯, 1)(exp(Y¯ ), exp(Xsc))∆(s¯, y)(exp(Y¯
′), exp(Xsc[y]))
−1,
χ(z) = ∆(zs˜)1(exp(Y (z))ǫ(s˜)1, exp(X [y])η[y])∆(zs˜)1(exp(Y (z))ǫ(s˜)1, exp(X)η)
−1
=∆(zs˜)1(exp(Y (z))ǫ(s˜)1, exp(X [y])η[y]; exp(Y (z))ǫ(s˜)1, exp(X)η).
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L’e´galite´ (1) est e´quivalente a`
(2)
∑
z∈Z
χ(z) = 0.
Fixons z ∈ Z et calculons χ(z). Le tore R♮ est un transfert de R♮[y] par l’automorphisme
inte´rieur ady. Quitte a` multiplier y a` gauche par un e´le´ment de Iη, ce qui ne change rien
au proble`me, on peut supposer que ady(R
♮[y]) = R♮ et que ady se restreint en un isomor-
phisme de´fini sur F de R♮[y] sur R♮. Ces proprie´te´s se prolongent automatiquement : ady
se restreint en un isomorphisme de´fini sur F de R[y] sur R. On calcule χ(z) en utilisant
les formules de [I] 2.2. Les tores T et T sont remplace´s par R[y] et R. Du coˆte´ dual, on
peut identifier les tores Rˆ[y] et Rˆ. Les constructions sont les meˆmes pour les deux tores.
Le cocycle Vˆ1 de [I] 2.2 est donc de la forme Vˆ1(w) = (VˆR1(w), VˆR1(w), 1) (on a remplace´
la lettre T de [I] 2.2 par R par souci de cohe´rence) et l’e´le´ment de H1,0(WF ; Sˆ1
1−θˆ
→ Uˆ) est
(Vˆ1, zs), ou` zs = (zscssc, zscssc). Du coˆte´ des groupes sur F , on doit faire un peu atten-
tion. On peut identifier les tores R et R[y] par l’automorphisme ady. Mais les cocycles
ne s’identifient pas exactement. On a des cocycles VR[y] et VR de´finis par des formules
VR[y](σ) = rR[y](σ)nE(ωR[y](σ))uE(σ),
VR(σ) = rR(σ)nE(ωR(σ))uE(σ),
en adaptant les notations de [I] 2.2 a` la pre´sente situation. Fixons une de´composition
y = yscd, avec ysc ∈ GSC et d ∈ Z(G). On a de´fini uE(σ) par uE(σ) = yscuE(σ)σ(ysc)−1.
On ve´rifie alors que l’on a l’e´galite´
y−1VR(σ)y = VR[y](σ)σ(ysc)
−1ysc.
De meˆme, on a pose´ exp(X ′[y])η[y] = νe et exp(X ′)η = νe. On a exp(X ′)η = ady(exp(X
′[y])η[y]),
mais e = adysc(e). On en de´duit ν = dθ(d)
−1ady(ν). En identifiant maintenant les deux
tores via ady, on obtient que le cocycle V est de la forme V (σ) = (VR[y](σ), VR[y](σ)
−1y−1sc σ(ysc))
et que l’e´le´ment ν1 est de la forme (ν1, ν
−1
1 θ(d)d
−1). Pour σ ∈ ΓF , posons τ(σ) =
σ(ysc)
−1ysc. Alors τ est un cocycle a` valeurs dansR[y]sc. On ve´rifie que le couple (τ, θ(d)
−1d)
est un cocycle qui de´finit un e´le´ment de H1,0(ΓF ;R[y]sc
1−θ
→ (1 − θ)(R[y])). On a un ho-
momorphisme naturel
j : H1,0(ΓF ;R[y]sc
1−θ
→ (1− θ)(R[y]))→ H1,0(ΓF ;U
1−θ
→ S1)
(via les secondes composantes, cf. les formules ci-dessus). On peut de´composer le cocycle
(V,ν1) ∈ Z1,0(ΓF ;U
1−θ
→ S1) en le produit de l’image naturelle de l’inverse du cocycle
pre´ce´dent et du cocycle (V0,ν0) de´fini par V0(σ) = (VR[y](σ), VR[y](σ)
−1) et ν0 = (ν1, ν
−1
1 ).
On a alors
χ(z) =< (V,ν1), (Vˆ1, zs) >
−1=< (V0,ν0), (Vˆ1, zs) >
−1< (τ, θ(d)−1d), j∗(Vˆ1, zs) >,
ou` j∗ est l’homomorphisme dual de j. On reconnaˆıt le premier terme du membre de
droite : c’est
∆1(zs˜)(exp(Y
′(z))ǫ1(s˜), exp(X
′[y])η[y]; exp(Y ′(z))ǫ1(s˜), exp(X
′[y])η[y]),
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et on sait que ce facteur vaut 1. L’e´le´ment j∗(Vˆ1, zs) appartient a`H
1,0(WF ; Rˆ[y]/Rˆ[y]
θˆ,0 1−θˆ→
Rˆ[y]ad). On voit que c’est le couple (Y (z), zadsad), ou` Y (z) est l’image dans Rˆ[y]/Rˆ[y]
θˆ,0
du cocycle tR[y] construit en [I] 2.2 et zad et sad sont les images de z et s dans GˆAD. On
a ajoute´ un z dans la notation Y (z) parce qu’il de´pend en effet de z et parce que cela va
nous eˆtre utile. On obtient
χ(z) =< (τ, θ(d)−1d), (Y (z), zadsad) >,
d’ou`
(3) χ(z) = χ(1) < (τ, θ(d)−1d), (Y (1)−1Y (z), zad) > .
Calculons Y (1)−1Y (z). On ajoute des indices z ou 1 dans les notations pour distinguer
les termes relatifs a` G′(zs˜) de ceux relatifs a` G′(s˜). La de´finition de [I] 2.2 donne, pour
w ∈ WF ,
tR[y],z(w) = rˆR[y](w)nˆ(ωR[y](w))gz(w)
−1nˆG′(zs˜)(ωR[y],G′(zs˜)(w))
−1rˆR[y],G′(zs˜)(w)
−1.
Pour simplifier les notations, on pose
uˆz(w) = rˆR[y],G′(zs˜)(w)nˆG′(zs˜)(ωR[y],G′(zs˜)(w)).
Donc Y (1)−1(w)Y (z)(w) est la projection de
uˆ1(w)g1(w)gz(w)
−1uˆz(w)
−1.
On se rappelle que gz,w = (gz(w), w) est un e´le´ment de G ′(zs˜) tel que adgz,w ◦ wG agisse
comme wG′(zs˜) sur Gˆ
′(zs˜). On introduit de meˆme un e´le´ment mw = (m(w), w) ∈ M′ tel
que admw ◦ wM agisse comme wM ′ sur Mˆ
′. Puisque G ′(zs˜) = Gˆ′(zs˜)M′ par de´finition,
les e´le´ments gz,w et mw appartiennent tous deux a` G
′(zs˜) et conservent la meˆme paire
de Borel (celle que l’on a fixe´e pour laquelle Mˆ ′ est un Levi standard). Il en re´sulte
que gz(w) ∈ Tˆ θˆ,0m(w). Donc g1(w)gz(w)−1 ∈ Tˆ θˆ,0. Les e´le´ments uˆz(w) et uˆ1(w) norma-
lisent ce tore. Puisqu’on projette dans Tˆ /Tˆ θˆ,0, on peut aussi bien supprimer le terme
g1(w)gz(w)
−1 et on obtient que Y (1)−1(w)Y (z)(w) est la projection de uˆ1(w)uˆz(w)
−1.
Les deux e´le´ments uˆz(w) et uˆ1(w) se rele`vent naturellement dans GˆSC . De´finissons une
cochaˆıne Y : WF → Rˆ[y]sc/Rˆ[y]θˆsc ainsi : Y (w) est la projection dans Rˆ[y]sc/Rˆ[y]
θˆ
sc de
uˆ1(w)uˆz(w)
−1, vu comme un e´le´ment de Rˆ[y]sc. L’e´le´ment z appartient par de´finition a`
Z(Mˆ)ΓF ,θˆ/Z(Gˆ)ΓF ,θˆ. On a de´ja` dit plusieurs fois que ce tore n’est autre que Z(Mˆad)
ΓF ,θˆ.
Il est connexe. On peut donc relever zad en un e´le´ment zsc ∈ Z(Mˆsc)ΓF ,θˆ,0. Ce groupe est
un sous-groupe de Rˆ[y]sc. Montrons que
(4) le couple (Y , zsc) appartient a` Z
1,0(WF ; Rˆ[y]sc/Rˆ[y]
θˆ
sc
1−θˆ
→ Rˆ[y]sc).
On note w 7→ wR l’action galoisienne sur Rˆ[y] (ou les tores relie´s tels que Rˆ[y]sc
etc...). On a les e´galite´s wR = aduˆz(w) ◦ wG′(zs˜) = aduˆz(w) ◦ adgz(w) ◦ wG. Remarquons que
wR n’agit que sur Rˆ mais le dernier ope´rateur s’etend a` tout Gˆ. Pour w,w
′ ∈ WF , on a
Y (w)wR(Y (w
′)) = Y (w)uˆz(w)gz(w)wG(Y (w
′))gz(w)
−1uˆz(w)
−1.
C’est la projection dans Rˆ[y]sc/Rˆ[y]
θˆ
sc de
uˆ1(w)gz(w)wG(uˆ1(w
′))wG(uˆz(w
′))−1gz(w)
−1uˆz(w)
−1
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= uˆ1(w)gz(w)wG(uˆ1(w
′))gz(w)
−1gz(w)wG(uˆz(w
′))−1gz(w)
−1uˆz(w)
−1
= uˆ1(w)gz(w)wG(uˆ1(w
′))gz(w)
−1wG′(zs˜)(uˆz(w
′))−1uˆz(w)
−1.
On a vu ci-dessus que gz(w)g1(w)
−1 appartenait a` Tˆ θˆ,0. En relevant l’image de cet e´le´ment
dans GˆAD en un e´le´ment de Tˆ
θˆ
sc, on obtient qu’il existe t ∈ Tˆ
θˆ
sc tel que adgz(w) = adt ◦
adg1(w). Donc
gz(w)wG(uˆ1(w
′))gz(w)
−1 = tg1(w)wG(uˆ1(w
′))g1(w)
−1t−1 = twG′(s˜)(uˆ1(w
′))t−1.
On obtient que Y (w)wR(Y (w
′)) est la projection dans Rˆ[y]sc/Rˆ[y]
θˆ
sc de
uˆ1(w)twG′(s˜)(uˆ1(w
′))t−1wG′(zs˜)(uˆz(w
′))−1uˆz(w)
−1.
Comme plus haut, les e´le´ments uˆz(w) etc... normalisent le tore Tˆ
θˆ
sc, donc les e´le´ments t
de la formule ci-dessus disparaissent par projection. Il reste
uˆ1(w)wG′(s˜)(uˆ1(w
′))wG′(zs˜)(uˆz(w
′))−1uˆz(w)
−1.
Or, d’apre`s la construction de Langlands et Shelstad, les applications uˆ1, resp. uˆz, sont
des cocycles (a` valeurs dans Gˆ′(s˜), resp. Gˆ′(zs˜)). Le terme ci-dessus est donc e´gal a`
uˆ1(ww
′)uˆz(ww
′)−1. Sa projection est Y (ww′). Cela prouve que Y est un cocycle. Pour
w ∈ WF , on a l’e´galite´
(1− θˆ)(Y (w)) = uˆ1(w)uˆz(w)
−1θˆ(uˆz(w)uˆ1(w)
−1).
Fixons un rele`vement ssc de sad dans GˆSC . On peut remplacer θˆ par adzscssc ◦ θˆ puisque
le terme auquel on applique cet ope´rateur commute a` zscssc : il appartient a` Tˆsc. Parce
que uˆz(w) ∈ Gˆ′(zs˜)sc, ce terme est fixe par adzscssc ◦ θˆ. La formule se simplifie en
(1− θˆ)(Y (w)) = uˆ1(w)zscsscθˆ(uˆ1(w)
−1)s−1sc z
−1
sc .
Pour la meˆme raison que ci-dessus, uˆ1(w) est fixe par adssc ◦ θˆ. On obtient
(1− θˆ)(Y (w)) = uˆ1(w)zscuˆ1(w)
−1z−1sc .
L’e´le´ment zsc appartient a` Z(Mˆsc)
ΓF ,θˆ,0. A fortiori, wG(zsc) = zsc. On a vu ci-dessus
que g1(w) ∈ Tˆ θˆ,0m(w), donc g1(w) ∈ Mˆ . Puisque zsc ∈ Z(Mˆsc), ces deux e´le´ments
commutent, d’ou` adg1(w)wG(zsc) = zsc, c’est-a`-dire wG′(s˜)(zsc) = zsc. Mais alors
aduˆ1(w)(zsc) = wR(zsc).
On obtient
(1− θˆ)(Y (w)) = wR(zsc)z
−1
sc ,
ce qui prouve que (Y , z−1sc ) est un cocycle. Cela de´montre (4).
Il y a un homomorphisme naturel
H1,0(WF ; Rˆ[y]sc/Rˆ[y]
θˆ
sc
1−θˆ
→ Rˆ[y]sc)→ H
1,0(WF ; Rˆ[y]/Rˆ[y]
θˆ,0 1−θˆ→ Rˆ[y]ad).
Le cocycle (Y (1)−1Y (z), zad) est l’image par cet homomorphisme de (Y , zsc). Notons τad
l’image de τ dansR[y]ad. Puisque d ∈ Z(G), l’image de (τ, θ(d)
−1d) dansH1,0(ΓF ;R[y]ad
1−θ
→
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(1− θ)(R[y]ad)) par l’homomorphisme dual du pre´ce´dent est (τad, 1). Graˆce a` (3), on ob-
tient
χ(z) = χ(1) < (τad, 1), (Y , zsc) > .
Rappelons que R[y]θad est connexe. Le fait que (τad, 1) soit un cocycle implique que τad
prend ses valeurs dans ce tore. On a un homomorphisme naturel
H1,0(ΓF ;R[y]
θ
ad → {1})→ H
1,0(ΓF ;R[y]ad
1−θ
→ (1− θ)(R[y]ad))
et (τad, 1) est l’image du meˆme cocycle, vu comme un e´le´ment du premier groupe. L’image
de (Y , z−1sc ) dans H
1,0(WF ; {1} → Rˆ[y]sc/(1− θˆ)(Rˆ[y]sc)) par l’homomorphisme dual du
pre´ce´dent est (1, z¯sc), ou` z¯sc est l’image de zsc dans Rˆ[y]sc/(1− θˆ)(Rˆ[y]sc). D’ou`
χ(z) = χ(1) < (τad, 1), (1, z¯sc) >,
le produit e´tant celui sur
H1,0(ΓF ;R[y]
θ
ad → {1})×H
1,0(WF ; {1} → Rˆ[y]sc/(1− θˆ)(Rˆ[y]sc)).
En appliquant [KS] A.3.14, cela se simplifie en
χ(z) = χ(1) < τad, z¯sc >,
le produit e´tant celui sur
H1(ΓF ;R[y]
θ
ad)×H
0(WF ; Rˆ[y]sc/(1− θˆ)(Rˆ[y]sc)).
Transfe´rons le tore R[y]θ,0 de Gη[y] en le tore R
θ,0 de Gη. Cela remplace τad par τ
′
ad de´fini
par τ ′ad(σ) = ady(τad(σ)) pour tout σ ∈ ΓF . On note
ˆ¯R le tore dual de Rθ,0. On peut
conside´rer que c’est un sous-tore de ˆ¯G. On a une suite
Gη → Gη,ad → Gη,AD,
ou` Gη,ad est l’image de Gη dans GAD. On a une suite similaire pour les formes quasi-
de´ploye´es
G¯→ G¯ad → G¯AD
et une suite duale
ˆ¯GSC →
ˆ¯Gsc →
ˆ¯G.
En notant ˆ¯Rsc l’image re´ciproque de
ˆ¯R dans ˆ¯Gsc, le produit ci-dessus devient celui sur
H1(ΓF ;R
θ
ad)×H
0(WF ;
ˆ¯Rsc).
Puisque z ∈ Z, l’image de z dans ˆ¯R appartient a` Z( ˆ¯G). Il en re´sulte que z¯sc ∈ Z(
ˆ¯Gsc).
On a une dualite´ sur
H1(ΓF ;Gη,ad)× Z(
ˆ¯Gsc)
ΓF /Z( ˆ¯Gsc)
ΓF ,0
qui est compatible au produit pre´ce´dent. Pour simplifier, nous ne changerons pas les
notations : on a encore
(5) χ(z) = χ(1) < τ ′ad, z¯sc >,
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ou` cette fois, τ ′ad est vu comme un e´le´ment du premier groupe ci-dessus et z¯sc comme un
e´le´ment du second. On a choisi le rele`vement zsc mais la formule obtenue montre que le
membre de droite ci-dessus ne de´pend pas de ce choix. Pour deux e´le´ments z, z′ ∈ Z,
on peut choisir zscz
′
sc comme rele`vement de zz
′. On voit alors que, a` la constante χ(1)
pre`s, χ(z) est la valeur en z d’un caracte`re de Z. Pour obtenir la relation de nullite´ (2),
il reste a` prouver que ce caracte`re n’est pas trivial. On a un homomorphisme
(6) Z( ˆ¯Gsc)
ΓF /Z( ˆ¯Gsc)
ΓF ,0 → Z( ˆ¯Msc)
ΓF /Z( ˆ¯Msc)
ΓF ,0,
ou` ˆ¯Msc est ici l’image re´ciproque de
ˆ¯M dans ˆ¯Gsc. Montrons que
(7) tout e´le´ment du noyau de (6) est de la forme z¯sc pour un choix convenable de
z ∈ Z et de rele`vement zsc ∈ Z(Mˆsc)
ΓF ,θˆ,0.
Soit x ∈ Z( ˆ¯Gsc)
ΓF relevant un e´le´ment du noyau. Alors x ∈ Z( ˆ¯Msc)
ΓF ,0. On a la
meˆme relation que 5.3(2) au niveau du groupe GˆSC, c’est-a`-dire que l’homomorphisme
Z(Mˆsc)
ΓF ,θˆ,0 → Z( ˆ¯Msc)
ΓF ,0
est surjectif. On peut donc relever x en un e´le´ment zsc ∈ Z(Mˆsc)ΓF ,θˆ,0. Notons z son
image dans Z(Mˆ)ΓF ,θˆ. L’image naturelle de z dans Z( ˆ¯M)ΓF est e´gale a` celle de x. Or
x appartient a` Z( ˆ¯Gsc)
ΓF . Donc cette image appartient a` Z( ˆ¯G)ΓF . Par de´finition de Z,
cela entraˆıne que z ∈ Z. Bien suˆr, l’image de x dans Z( ˆ¯Gsc)ΓF /Z(
ˆ¯Gsc)
ΓF ,0 est z¯sc. Cela
de´montre (7).
D’apre`s (5) et (7), χ ne peut eˆtre constant que si le caracte`re de Z( ˆ¯Gsc)
ΓF /Z( ˆ¯Gsc)
ΓF ,0
de´fini par τ ′ad annule le noyau de (6). On a un diagramme
H1(ΓF ;Gη,ad) × Z(
ˆ¯Gsc)
ΓF /Z( ˆ¯Gsc)
ΓF ,0
↑ ↓
H1(ΓF ;Mη,ad) × Z(
ˆ¯Msc)
ΓF /Z( ˆ¯Msc)
ΓF ,0
qui est compatible aux dualite´s. Alors τad annule le noyau de (6) si et seulement s’il
provient d’un e´le´ment de H1(ΓF ;Mη,ad). Rappelons qu’au de´part, on avait τ(σ) =
σ(ysc)
−1ysc pour tout σ ∈ ΓF . Puisque ysc ∈ yZ(G), on a simplement τad(σ) = σ(yad)−1yad.
D’ou` τ ′ad(σ) = yadσ(yad)
−1. Autrement dit, c’est le cocycle provenant naturellement du
torseur inte´rieur ady−1 : Gη → Gη[y]. Si ce cocycle provient d’un e´le´ment deH
1(ΓF ;Mη,ad),
alors le groupe de Levi Mη de Gη se transfe`re a` Gη[y]. C’est interdit par notre hypothe`se
y 6∈ Y˙M et le lemme [I] 5.11. Cela ache`ve la preuve de (2) et de la proposition. 
8.4 Fin de la preuve de la proposition 8.1
On normalise les facteurs ∆(s¯, y) de sorte que la proposition pre´ce´dente soit ve´rifie´e.
En utilisant cette proposition et la formule 8.2(3), on a ξ[y] = 0 si y 6∈ Y˙M . Supposons
y ∈ Y˙M . Alors
ξ[y] =
∑
s¯∈Z( ˆ¯M
ΓF
ad
iM¯ ′(G¯SC , G¯
′(s¯))Sg
G¯′(s¯)
M¯ ′,unip
(δ¯).
Par de´finition
transferty(ξ[y]) = g
Gη[y],SC,E
Mη[y],sc,unip
(M¯′, δ¯).
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ici, les groupes ne sont pas tordus. On peut utiliser le corollaire 1.5 : le terme ci-dessus
vaut g
Gη[y],SC
Mη[y],sc,unip
(δ[y]sc), ou`
δ[y]sc = transferty(δ¯).
En utilisant la proposition 3.4, on a
ι∗Gη[y],SC,Gη[y](g
Gη[y],SC
Mη[y],sc,unip
(δ[y]sc)) = g
Gη[y]
Mη[y],unip
(δ[y]),
ou`
δ[y] = exp(Z1)ι
∗
Mη[y],sc,Mη[y]
(δ[y]sc).
On a identifie´ ici Z1 a` un e´le´ment de z(Gη[y];F ). Enfin, on se rappelle que l’on a suppose´
AGη = AG˜, ce qui e´quivaut a` AGη[y] = AG˜ puisque Gη[y] est une forme inte´rieure de Gη.
D’apre`s la proposition 4.2, on a donc
descG˜,∗η[y](g
Gη[y]
Mη[y],unip
(δ[y])) = gG˜
M˜,O
(descM˜,∗η[y] (δ[y])).
La formule 8.1(3) devient
(1) gG˜,E
M˜,O
(M′, δ) = gG˜
M˜,O
(τ ),
ou`
τ =
∑
y∈Y˙M
c[y]descM˜,∗η[y] (δ[y]).
A ce point, on peut lever l’hypothe`se que AGη = AG˜. Si elle n’est pas ve´rifie´e, le membre
de gauche de (1) est nul d’apre`s 8.2(4). Celui de droite l’est d’apre`s la proposition 4.2.
Il est facile de reprendre tous ces calculs en remplac¸ant l’espace G˜ par M˜ pour
calculer transfert(δ). C’est d’ailleurs le meˆme calcul qu’en 7.1, aux translations pre`s
par l’e´le´ment central Z qui est e´videmmment inoffensif. On n’obtient pas tout-a`-fait
l’e´galite´ transfert(δ) = τ . Le remplacement de G˜ par M˜ conduit a` l’e´galite´
transfert(δ) =
∑
y∈Y˙M
cM [y]descM˜,∗η[y] (δ[y]).
Mais on a
(2) cM [y] = c[y] pour tout y ∈ Y˙M .
Pour simplifier la notation, on peut supposer y = 1. On doit prouver que l’application
naturelle
Mη(F )\I
M
η (F )→ Gη(F )\Iη(F )
est bijective. L’injectivite´ re´sulte de l’e´galite´ Gη ∩ M = Mη (un e´le´ment de Gη ∩ M
commute a` AM˜ = AMη donc appartient a` Mη). Soit u ∈ Iη(F ). On e´crit u = gz avec
g ∈ Gη et z ∈ Z(G)θ. On de´finit un cocycle ξ sur ΓF par ξ(σ) = z−1σ(z) = gσ(g)−1.
Cette formule montre qu’il prend ses valeurs dans Z(Gη) et qu’il est cohomologiquement
trivial dans Gη. C’est donc un e´le´ment du noyau de H
1(ΓF ;Z(Gη))→ H1(ΓF ;Gη). Cette
application se factorise en
H1(ΓF ;Z(Gη))→ H
1(ΓF ;Mη)→ H
1(ΓF ;Gη).
La deuxie`me application est injective car Mη est un Levi de Gη. Donc ξ appartient au
noyau de la premie`re application. On peut donc trouverm ∈ Mη tel que ξ(σ) = mσ(m)
−1
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pour tout σ ∈ ΓF . Posons v = mz. Alors v ∈ I
M
η[y]. On a u = gm
−1v et les relations
ξ(σ) = mσ(m)−1 = gσ(g)−1 entraˆınent que gm−1 appartient a` Gη(F ). Donc l’image de u
dans Gη(F )\Iη(F ) est e´gale a` celle de v, ce qui de´montre la surjectivite´ cherche´e et (2).
Donc transfert(δ) = τ et la formule (1) devient
gG˜,E
M˜,O
(M′, δ) = gG˜
M˜,O
(transfert(δ)).
Cela prouve la proposition 8.1. 
8.5 Egalite´ de germes et de germes endoscopiques
On conside`re un triplet quelconque (G, G˜, a), un espace de Levi M˜ et une classe de
conjugaison stable semi-simple O ⊂ M˜(F ).
Il y un cas particulier que nous devons exclure. C’est celui ou` (G, G˜, a) est l’un des
triplets de´finis en 6.3 et ou` O est la classe de conjugaison stable d’un e´le´ment η ∈ M˜(F )
qui conserve une paire de Borel e´pingle´e de G de´finie sur F .
Proposition. On suppose que l’on n’est pas dans le cas particulier ci-dessus. Soit
γ ∈ Dge´om,G˜−e´qui(M˜(F ), ω)⊗Mes(M(F ))
∗. On suppose que les e´le´ments du support de
γ sont G˜-e´quisinguliers et proches de O. Alors on a l’e´galite´
gG˜
M˜,O
(γ) = gG˜,E
M˜,O
(γ).
Preuve. Par line´arite´, on peut fixer une donne´e endoscopique M′ = (M ′,M′, ζ˜) de
(M, M˜, a), elliptique et relevante, et un e´le´ment δ ∈ Dstge´om(M
′)⊗Mes(M ′(F ))∗ de sorte
que γ = transfert(δ). On peut aussi fixer une classe de conjugaison stable semi-simple
dans M˜ ′(F ) se transfe´rant sur O et supposer δ proche de O′. Soit ǫ ∈ O′. Supposons
d’abord AM ′ǫ 6= AM ′. Alors, comme dans la preuve de 7.4, les deux membres de l’e´nonce´
sont calcule´s par des formules de descente, a` savoir celles des propositions [II] 2.11 et [II]
2.12. Par re´currence, on en de´duit l’e´galite´ de l’e´nonce´. Supposons AM ′ǫ = AM ′. D’apre`s
nos hypothe`ses de re´currence et le lemme 6.3, l’hypothe`se (1) de 8.1 est ve´rifie´e sauf dans
le cas particulier que l’on a exclu. On peut donc appliquer la proposition 8.1 qui conclut.

8.6 Preuve de la proposition 4.4
On renvoie a` 4.4 pour l’e´nonce´ de cette proposition. Ici, le triplet (G, G˜, a) est quasi-
de´ploye´ et a` torsion inte´rieure, muni d’un syste`me de fonctions B. La preuve de la
proposition est similaire a` celle de la proposition 7.3. On reprend la preuve de 8.1 dans
le cas M′ =M que l’on avait exclu. Elle conduit a` une e´galite´
gG˜,E
M˜,O
(M, δ, B) = x+ gG˜
M˜,O
(transfert(δ), B),
ou` x est la diffe´rence entre les deux membres de l’e´galite´ que l’on veut prouver. Mais
gG˜,E
M˜,O
(M, δ, B) est ici tautologiquement e´gal a` gG˜
M˜,O
(transfert(δ), B), ce qui entraˆıne
x = 0.
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8.7 Preuve de la proposition 6.7
L’argument est le meˆme qu’en 7.7. Graˆce au lemme 6.8, on peut supposer (G1, G2, j∗)
quasi-e´le´mentaire. On introduit le triplet (G, G˜, a) qui lui est associe´ comme en 6.3. On
introduit les meˆmes donne´es η, M˜ , M′ et ǫ qu’en 7.7. On reprend la preuve de 8.1 pour
ces donne´es. On obtient une e´galite´
gG˜,E
M˜,O
(M′, δ) = µ+ gG˜
M˜,O
(transfert(δ)),
ou` µ est un cetain terme comple´mentaire. Par nos hypothe`ses de re´currence, on connaˆıt
l’e´galite´
gG˜,E
M˜,O
(M′, δ) = gG˜
M˜,O
(transfert(δ)).
D’ou` µ = 0. En choisissant convenablement δ, on en de´duit l’assertion cherche´e concer-
nant notre triplet (G1, G2, j∗). On laisse les de´tails au lecteur.
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