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FINITE VOLUME APPROXIMATION OF THE EFFECTIVE
DIFFUSION MATRIX: THE CASE OF INDEPENDENT BOND
DISORDER
PIETRO CAPUTO AND DMITRY IOFFE
Abstract. Consider uniformly elliptic random walk on Zd with independent jump rates
across nearest neighbour bonds of the lattice. We show that the infinite volume effective
diffusion matrix can be almost surely recovered as the limit of finite volume periodized
effective diffusion matrices.
1. Introduction
Consider the following model of random walk in random environment: Given c > 1, the
space of environments
Ω = {ξ(b) ∈ [1/c, c] , b ∈ Zd∗} ,
is specified by the jump rates across the nearest neighbour bonds b ∈ Zd∗. We consider the
product measure µ = µ⊗Z
d∗
0 on Ω obtained from a probability measure µ0 supported on
[1/c, c]. For every fixed realization ξ ∈ Ω of the environment we denote X(t, ξ) the nearest
neighbour continuous time random walk on Zd which jumps according to ξ(b) rates. The
symbol Eξx stands for expectation over this process when the walk starts at x ∈ Zd. This
is the quenched regime.
In the annealed regime the initial random environment is sampled from µ. In the
uniformly elliptic case we consider here the infinite volume annealed homogenization result
is well known [14],[11],[10],[3], and the effective diffusion matrix D of X(t) = X(t, ξ) is
defined by
∀v ∈ Rd (Dv, v) =
d∑
i,j=1
viD
ijvj = lim
t→∞
1
t
EµE
ξ
0 ((X(t, ξ), v))
2 . (1.1)
We shall briefly recall the Kipnis-Varadhan theory and the variational formula for (Dv, v)
in Subsection 2.1. Meanwhile let us proceed with describing the finite volume approxima-
tion for the random environment. This is done in a straightforward fashion: Let N ∈ Z+
and denote by πNξ the periodized bond configuration
(πN ξ)i(x) = ξi(x˙) , x ∈ Zd , x˙ ∈ TN ∆= Zd/2NZd . (1.2)
Here x˙ ∈ {−N, . . . ,N − 1}d , x = x˙ + 2Nz , z ∈ Zd, and πNξ is a periodic configuration
which coincides with ξ on the bonds belonging to the torus TN . We consider the process
X(t, πN ξ) describing a particle moving in Z
d according to the rates πNξ. As we shall
recall in the beginning of Section 3, the finite volume homogenization result for X(t, πN ξ)
is, actually, a much simpler statement than the infinite volume one. In particular, there
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is essentially no difference between the quenched and annealed regimes, and ∀ξ ∈ Ω the
finite volume effective diffusion matrix DN (ξ) is well defined and given by
∀v ∈ Rd (DN (ξ)v, v) =
d∑
i,j=1
viD
ij
N (ξ)vj = limt→∞
1
t
E
πNξ
0 ((X(t, πN ξ), v))
2 .
Notice that in general the value of DN = DN (ξ) depends on the realization of the peri-
odized environment πN ξ.
Our main result here asserts that the finite volume effective diffusivities are rapidly
self-averaging and, furthermore, the sequence {DN (ξ)} converges to the annealed infinite
volume diffusivity D.
Theorem 1.1. There exists a power ν = ν(c, d) > 0, such that:
µ
(∣∣∣DijN (ξ)− EµDijN (ξ)∣∣∣ > N−ν) < e−Nν , (1.3)
for all N sufficiently large. Furthermore,
lim
N→∞
EµDN (ξ) = D (1.4)
Of course, as an immediate consequence of the above theorem we obtain that µ-almost
surely,
lim
N→∞
DN (ξ) = D. (1.5)
Our proof of Theorem 1.1 strongly relies on specific properties of the environment mea-
sure µ: the concentration type result (1.3) relies on the independence of the jump rates
ξ(b), whereas the proof of (1.4) makes use of the exchangeability of the joint distribution
of ξ(b)-s. Apparently, using the dual variational description of the inverse matrices D−1N
and D−1, the convergence result (1.5) could be established in the general context of er-
godic jump rates [17]. The finite volume estimate (1.3) should, of course, require more
stringent assumptions on the mixing properties of the ξ-field. Also, as we shall explain in
Subsection 4.5, our proof has an additional advantage of giving a natural interpretation
of the translation covariant states for a harmonic interface in a random environment in
terms of the Funaki-Spohn states [5].
We would like to mention that approximation results of the type (1.4) or (1.5) go beyond
the general spectral analysis of the Kipnis-Varadhan approach as developed in [10] or [3].
This issue is briefly addressed in Subsection 4.4. Similar approximation results have been
recently derived in [12] in a much more delicate case of the self-diffusion coefficient of the
tagged particle in the exclusion process.
Our main motivation for this work came from the theory of massless gradient fields on
Z
d. These are specified by the formal Hamiltonian
H(φ) =
∑
x
d∑
i=1
U (∇iφ(x)) =
∑
x
d∑
i=1
U (ηi(x)) ,
where ∇i is the discrete lattice gradient; ηi(x) = ∇iφ(x) = φ(x + ei) − φ(x). In the
uniformly elliptic case, 1/c 6 U ′′(·) 6 c, the infinite volume gradient states exist in any
dimension d > 1, and, as it has been established in the paper by Funaki and Spohn [5],
any translation invariant infinite volume gradient state is decomposable into the convex
combination of the extremal states (the so called Funaki-Spohn states), which can be
constructed as limits of finite volume periodized measures with appropriately tilted slopes.
3The very same approximation by the periodized states leads [5] to a meaningful definition
of the (slope-dependent) surface tension. The latter is known to be strictly convex [4],[7].
On the mesoscopic level, the integral of the surface tension happens to be precisely the
large deviation rate function for the appropriately scaled height field [4], and it has been
conjectured in [7] that the Hessian of the surface tension governs the equilibrium fluctua-
tions in the corresponding Funaki-Spohn state. In view of the random walk representation
developed in [4], this conjecture would follow from an approximation result along the lines
of Theorem 1.1, but for a different type of environment. We refer to [7] for further details.
To the best of our knowledge this is still an open problem.
The paper is organized as follows: In Section 2 we briefly recall the variational formula
for the infinite volume effective diffusion matrix and express it in terms of the corrector
field. The relevant properties of the corrector field are listed in Proposition 2.1 and, other
way around, we show that for every v ∈ Rd the corrector field ψv is uniquely determined
by these properties. Subsequently, ψv is recovered as the L
2(µ) limit of the periodized
corrector fields ψ˜N,v in Proposition 3.1 of Section 3. This already leads to the convergence
of the averaged finite volume effective diffusivities EµDN (ξ), Corollary 3.1. In Section 4
we show that DN (ξ) concentrates around its expected value EµDN (ξ). The concentration
estimates of Subsection 4.3 prove the main claim in Theorem 1.1. The key ingredient of
the proof is an a-priori Lp estimate of Subsection 4.1, which is used to derive appropriate
bounds on the Hamming distance in Subsection 4.2. By Meyers argument such Lp estimate
follows from discrete version of Calderon-Zygmund inequality. Since we could not find
direct references to the latter, the proof is sketched in the Appendix.
2. Diffusivity in the infinite medium
2.1. The variational formula. We will denote ξi(x), i = 1, . . . , d, x ∈ Zd, the rate ξ(b)
at the bond b = (x, x+ ei), with ei the unit vector in the i-th direction. When we write ξi
only we mean ξi(0). τyξ denotes the shifted configuration (τyξ)i(x) = ξi(x− y), x, y ∈ Zd,
i = 1, . . . , d. We also use the notation, for any f : Ω→ R,
Dif(ξ) = f(τ−eiξ)− f(ξ) , D∗i f(ξ) = −Dif(τeiξ)
In the above notation the associated process of the environment ξt = τX(t)ξ seen from the
particle (see [10], [3]) is a Markov process with generator
Lf(ξ) = −
d∑
i=1
D∗i (ξiDif) (ξ) , f : Ω→ R .
By translation invariance µ is a reversible measure for this process and L is self adjoint in
L2(µ).
It is well known [3] that the annealed effective diffusion matrix D in (1.1) can be
recovered from the variational formula:
(Dv, v) = 2 inf
f∈L2(µ)
d∑
i=1
Eµ
(
ξi(vi +Dif)
2
)
(2.1)
2.2. Corrector field. In general, the above variational problem cannot be solved for f .
However the next proposition shows that if we only look at “gradients” of f the problem
has a unique solution.
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Proposition 2.1. For every v ∈ Rd we have
(Dv, v) = 2
d∑
i=1
viEµξi
(
vi + ψ
i
v
)
= 2
d∑
i=1
Eµξi
(
vi + ψ
i
v
)2
(2.2)
where ψiv, i = 1, . . . , d are the unique elements of L
2(µ) such that
• Eµψiv = 0 ,
• ∑di=1D∗i [ξi (vi + ψiv(ξ))] = 0 , µ- a.s. ,
• Dkψiv = Diψkv , µ- a.s. , i, k = 1, . . . , d .
Proof. For any vector v ∈ Rd we define the local drift or current along v as
ϕv(ξ) =
d∑
i=1
vi (ξi(0)− ξi(−ei)) = −
d∑
i=1
viD
∗
i ξi(0) (2.3)
Let us now define the functions
χλv = (−L+ λ)−1ϕv , λ > 0 , v ∈ Rd , (2.4)
or, in terms of the process:
χλv (ξ) = E
ξ
0
∫ ∞
0
e−λtϕv(τX(t)ξ) dt .
Following Kipnis and Varadhan [10], Theorem 1.3 - see also [16] - one can use the spectral
resolution of the non-negative operator −L on L2(µ) to prove
λEµ(χ
λ
v )
2 → 0 , λ→ 0 . (2.5)
Moreover one can prove that there exist functions ψiv ∈ L2(µ), i = 1, . . . , d such that
d∑
i=1
Eµξi(Diχ
λ
v − ψiv)2 → 0 , λ→ 0 , (2.6)
which in turn by the ellipticity of ξ implies strong convergence of Diχ
λ
v to ψ
i
v in L
2(µ). In
particular, we have
Eµ
(
ϕv(−L)−1ϕv
)
= lim
λ→0
Eµϕvχ
λ
v = − lim
λ→0
d∑
i=1
viEµξiDiχ
λ
v = −
d∑
i=1
viEµξiψ
i
v .
Since (2.1) is equivalent to
(Dv, v) = 2
d∑
i=1
Eµ(ξi)v
2
i − 2Eµ
(
ϕv(−L)−1ϕv
)
, (2.7)
we obtain the first identity in (2.2).
To prove the second one we observe that
d∑
i=1
Eµξi(ψ
i
v)
2 = −
d∑
i=1
viEµξiψ
i
v . (2.8)
5This follows from (2.5) and the convergence of Diχ
λ
v to ψ
i
v (2.6) since
d∑
i=1
Eµξi(ψ
i
v)
2 = lim
λ→0
d∑
i=1
Eµξi(Diχ
λ
v )
2 = lim
λ→0
Eµ
(
χλv (−L)χλv
)
= lim
λ→0
{
Eµχ
λ
vϕv − λEµ(χλv )2
}
= −
d∑
i=1
viEµξiψ
i
v .
Next we show that the functions ψv satisfy the three properties in the statement. The
first property is obvious since ψiv is the L
2(µ)-limit of a gradient and µ is translation
invariant. To prove the second identity recall that, in view of (2.5)
lim
λ→0
Eµ(f(−L)χλv ) = Eµ(fϕv) , f ∈ L2(µ) .
Therefore for any f ∈ L2(µ) we have
d∑
i=1
EµfD
∗
i
[
ξi
(
vi + ψ
i
v(ξ)
)]
= −Eµ(fϕv) + lim
λ→0
Eµ(f(−L)χλv ) = 0 .
The third identity follows in a similar fashion from DkDiχ
λ
v = DiDkχ
λ
v , λ > 0.
Finally, to prove uniqueness we adapt the argument of Theorem 2 in [18] and of Propo-
sition 3 in [2]: In the language of [2] the field ψv(ξ) = (ψ
1
v(ξ), . . . , ψ
d
v (ξ)) is, by the third of
the properties in (2.2), an L2(µ)-cocycle. A straightforward modification of the proof of
Proposition 3 in [2] reveals that any L2(µ)-cocycle (u1(ξ), . . . , ud(ξ)) is, in fact, an L2-limit
of gradients: There exists a sequence gγ ∈ L2(µ), γ > 0, with
Eµ(Dkgγ − uk)2 → 0 , γ → 0 , k = 1, . . . , d . (2.9)
Uniqueness of ψv is an easy consequence. Indeed, fix v and let u
k = ψk1,v − ψk2,v, with
ψ1,v, ψ2,v both satisfying the required conditions. We then have
d∑
k=1
Eµξku
kDkf = 0 , f ∈ L2(µ) . (2.10)
Choosing f = gγ in (2.10), with gγ as in (2.9), we obtain
d∑
k=1
Eµξk(u
k)2 = lim
γ→0
d∑
k=1
Eµξku
kDkgγ = 0 ,
which, by the ellipticity of ξ, implies uk = 0 µ-a.e., k = 1, . . . , d.
Remark 1. Using the linearity in v implicit in the definition (2.4) we may define the
functions ψij = ψiej , i, j = 1, . . . , d, so that
ψiv = (Ψv)i
∆
=
d∑
j=1
ψijvj . (2.11)
The diffusivity D is then given by the matrix
D = 2EµΛ (1 + Ψ) (2.12)
with Λ denoting the diagonal matrix Λij = ξiδij . The functions ψ
ij are often called the
corrector fields and Ψ the stream matrix.
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Remark 2. The diffusion constant D has an explicit expression if d = 1. Indeed, for any
v ∈ R, ξ(v + ψv(ξ)) must be constant µ-a.s. and normalizing we have
ψv(ξ) = v
[
ξ−1
(
Eµξ
−1
)−1 − 1] , D = (Eµξ−1)−1 . (2.13)
By ellipticity we see that the corrector field ψv is uniformly bounded in this case. The
situation is different if d > 2. There is no longer an expression for ψv and all we know
apriori is that ψ ∈ L2(µ) . For d = 2 this has been upgraded in [1] to ψ ∈ L2+ǫ(µ) for
some ǫ > 0, which (in two dimensions) leads to an almost sure homogenization result. In
the sequel, c.f. the remark following Theorem 4.1, we shall establish that ψ ∈ L2+ǫ(µ) in
any dimension d > 2.
3. Diffusivity in the periodic medium
In the case of the periodized environment (1.2), the process of the environment seen
from the particle is equivalent to the projected random walk X˙(t, πN ξ) on TN , i.e. an
irreducible Markov chain with finite state space and unique invariant measure ρN defined
by
EρN f =
1
|TN |
∑
x∈TN
f(x) , f : TN → R . (3.14)
Then, introducing the periodic function
ϕNv (x) = ϕv(τ−xπNξ) ,
where ϕv is defined by (2.3), we arrive as in (2.7) at the expression
(DN (ξ)v, v) = 2
d∑
i=1
EρN ((πN ξ)i)v
2
i − 2EρN
(
ϕNv (−LN )−1ϕNv
)
, (3.15)
where the generator LN describes the jumps on TN , i.e. for any periodic function f on Zd
LNf(x) = (πNξ)i(x) [f(x+ ei)− f(x)] + (πNξ)i(x− ei) [f(x− ei)− f(x)] .
Alternatively, identifying periodic functions with functions on TN we may write
LNf(x) = −
d∑
i=1
∇˜∗i
(
(πN ξ)i(x)∇˜if(x)
)
, f : TN → R ,
where ∇˜ are the discrete gradients on the torus TN . We then have the variational principle
(v,DN (ξ)v) = 2 inf
f :TN→R
d∑
i=1
EρN
(
(πN ξ)i(vi + ∇˜if)2
)
. (3.16)
In this finite-dimensional setting the above problem may be solved directly without the
approximation procedure outlined in the proof of Proposition 2.1. Namely, define
χN,v(x) = (−LN )−1ϕNv (x) , x ∈ Zd (3.17)
and observe that χN,v is a bounded periodic function for each N . Boundedness follows
from the exponential mixing properties of the process generated by LN , since EρNϕNv = 0.
As in the previous section we then have
(v,DN (ξ)v) = 2
d∑
i=1
viEρN (πN ξ)i
(
vi + ψ
i
N,v
)
= 2
d∑
i=1
EρN (πNξ)i
(
vi + ψ
i
N,v
)2
(3.18)
7where ψiN,v, i = 1, . . . , d are defined by
ψiN,v(x) = χN,v(x+ ei)− χN,v(x) = ∇˜iχN,v(x) (3.19)
Clearly ψiN,v are periodic functions. The dependence on ξ becomes explicit in the notation
ψiN,v(x, ξ) = ψ
i
N,v(x) = ψ
i
N,v(0, τ−xπNξ) .
3.1. Convergence. From now on ψiN,v will be regarded as a function of ξ, by setting
ψ˜iN,v(ξ) = ψ
i
N,v(0, ξ) , i = 1, . . . , d . (3.20)
Proposition 3.1. For each v ∈ Rd, ψ˜N,v → ψv in L2(µ), as N → ∞, where ψv is the
field defined in Proposition 2.1
Proof. Notice that, as in (2.8)
d∑
i=1
EρN (πNξ)i(ψ
i
N,v)
2 = −
d∑
i=1
viEρN (πN ξ)iψ
i
N,v . (3.21)
Then by ellipticity and using Schwarz’ inequality we obtain
max
i
EρN (ψ
i
N,v)
2
6 c2|v|2. (3.22)
Now we observe that since the bond variables ξ are exchangeable under µ, the distribution
of πNξ coincides with that of τxπN ξ for any x ∈ Zd. In particular we see that
Eµ(ψ˜
i
N,v)
2 =
1
|TN |
∑
x∈TN
Eµ(ψ
i
N,v(0, τxπNξ))
2 = EµEρN (ψ
i
N,v(·, ξ))2 (3.23)
and (3.22) provides a uniform bound on the L2(µ)-norm of ψ˜iN,v, which implies weak
convergence along subsequences. Next we show that any weak limit point must satisfy the
conditions of Proposition 2.1, thus establishing the weak convergence of ψ˜N,v to ψv . Let
ψ˜i∞,v be a weak limit of ψ˜
i
N,v. Eµψ˜
i
∞,v = 0 is a consequence of Eµψ˜
i
N,v = 0, which in turn
follows from exchangeability. To check the second condition we show that for any local
function f ∈ L2(Ω) we have
d∑
i=1
Eµ
[
Difξi
(
vi + ψ˜
i
∞,v(ξ)
)]
= 0 . (3.24)
From the definition of ψiN,v, writing out (3.17) explicitly we have
d∑
i=1
∇˜∗i
(
(πNξ)i(x)ψ
i
N,v(x, ξ)
)
= ϕNv (x) , x ∈ TN .
At x = 0 this yields
d∑
i=1
[
(τeiξ)i
(
vi + ψ˜
i
N,v(τeiπNξ)
)
− ξi
(
vi + ψ˜
i
N,v(πNξ)
)]
= 0 . (3.25)
If f ∈ L2(Ω) is local, then f(ξ) = f(πNξ) and f(τ±ejξ) = f(τ±ejπNξ) when N is large,
and by the exchangeability we have∫
Ω
µ( dξ)f(πNξ)(τeiξ)iψ˜
i
N,v(τeiπNξ) =
∫
Ω
µ( dξ)f(τ−eiπNξ)ξiψ˜
i
N,v(ξ) .
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Multiplying (3.25) with f and integrating we see that when N is large
d∑
i=1
Eµ
[
Difξi
(
vi + ψ˜
i
N,v
)]
= 0 ,
and the claim (3.24) follows from weak convergence. The last condition in Proposition 2.1
is proven by similar reasoning, using also
∇˜iψkN,v = ∇˜i∇˜kχN,v = ∇˜k∇˜iχN,v = ∇˜kψiN,v .
By the orthogonality relations (2.8) and (3.21) we, using again exchangeability as in
(3.23), infer:
lim
N→∞
d∑
i=1
Eµξi
(
ψ˜iN,v
)2
=
d∑
i=1
Eµξi
(
ψiv
)2
.
In view of the uniform ellipticity condition, ξi > 1/c > 0, this implies that ψ˜
i
N,v converge
strongly in L2(µ).
An immediate corollary of the above results is the mean convergence of the diffusion
constants {DN (ξ)}:
Corollary 3.1. For every v ∈ Rd,
lim
N→∞
Eµ (v,DN (ξ)v) = (v,Dv) .
Proof. Follows from the representation formulas (2.2) and (3.18), exchangeability and the
L2(µ) convergence of ψ˜iN,v to ψ
i
v.
4. Almost sure convergence of DN
In this section we show that the periodized finite volume effective diffusion matrices
DN (ξ) converge to the infinite volume effective diffusivity D almost surely in the environ-
ment, that is (1.5) holds. Lp bounds on the gradients ∇˜χN,v of the solutions to (3.17) set
up stage for an application of Talagrand’s concentration estimates, which imply that for
every v ∈ Rd:
µ− a.s lim
N→∞
|(DN (ξ)v, v) − Eµ (DN (ξ)v, v)| = 0. (4.1)
In the sequel we shall use χξN,v instead of χN,v, just in order to stress the dependence
of solutions of (3.17) on a particular realization ξ ∈ [1/c, c]TN = ΩN of the periodized
environment.
4.1. Lp estimates. The equation (3.17) is uniformly elliptic in N ∈ N and ξ ∈ ΩN .
Theorem 4.1. There exists a power p = p(c) > 2 and a constant α = α(c) < ∞, such
that uniformly in v ∈ Rd, N ∈ N and ξ ∈ ΩN ,
‖∇˜χξN,v‖N,p =

 1
|TN |
∑
x∈TN
∣∣∣∇˜χξN,v(x)∣∣∣p


1
p
6 α|v|. (4.2)
9Remark. By the exchangeability of the ξ-environment, (4.2) implies
sup
N
Eµ
∣∣∣ψ˜N,v∣∣∣p < ∞,
where ψ˜N,v has been defined in (3.20). Since the infinite volume corrector field could
be obtained as an almost sure limit of ψ˜Nk ,v along a subsequence {Nk}, it follows that
ψv ∈ Lp(µ) for every v ∈ Rd.
Because of the uniform ellipticity of LN the inequality (4.2) follows by Meyers argument
[15] (see also Step 1 in Subsection 3.3 in [4] for the discrete case) once the corresponding
Lq estimate holds for the Poisson equation
d∑
i=1
∇˜∗i ∇˜iu(x) = −
d∑
i=1
∇˜∗i fi(x) (4.3)
for some q > 2. Namely, we have to show that there exists β = β(q) < ∞, such that for
any N ∈ N and every vector field ~f = (f1, . . . , fd) on TN solutions u of (4.3) satisfy:
‖∇˜u‖qN,q =
1
|TN |
∑
x∈TN
|∇˜u|q 6 β(q)‖~f‖qN,q. (4.4)
(4.4) is a discrete version of Calderon-Zygmund inequality. We could not find a direct
reference which would cover the case we consider here. For the convenience of the reader,
a brief sketch of the proof is given in the appendix.
4.2. Bounds on the Hamming distance. For ξ, ξ′ ∈ ΩN let us define the Hamming
distance
dHam,N
{
ξ, ξ′
}
=
∑
x∈TN
d∑
i=1
δξi(x)6=ξ′i(x).
Set q = p/(p − 2) < ∞, where p = p(c) > 2 is as in the statement on Theorem 4.1. We
claim that uniformly in v and in ξ, ξ′ ∈ ΩN ,
∣∣(DN (ξ)v, v) − (DN (ξ′)v, v)∣∣ 6 c1|v|2
[
1
|TN |dHam,N
{
ξ, ξ′
}]1/q
. (4.5)
Indeed, by (3.16) and (3.18),
1
2
(DN (ξ)v, v) = min
f :TN 7→R
1
|TN |
∑
x∈TN
d∑
i=1
ξi(x)
(
vi + ∇˜if
)2
=
1
|TN |
∑
x∈TN
d∑
i=1
ξi(x)
(
vi + ∇˜iχξN,v
)2
,
(4.6)
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for every v ∈ Rd and ξ ∈ ΩN . Consequently, in view of the a-priori estimate (4.2), we
infer:
1
2
∣∣(DN (ξ)v, v) − (DN (ξ′)v, v)∣∣
6
1
|TN |
∑
x∈TN
d∑
i=1
∣∣ξi(x)− ξ′i(x)∣∣
[(
vi + ∇˜iχξN,v(x)
)2
+
(
vi + ∇˜iχξ
′
N,v(x)
)2]
6 c2|v|2

 1
|TN |
∑
x∈TN
d∑
i=1
∣∣ξi(x)− ξ′i(x)∣∣q


1/q
.
Obviously, ∑
x∈TN
d∑
i=1
∣∣ξi(x)− ξ′i(x)∣∣q 6 cqdHam,N {ξ, ξ′} ,
uniformly in ξ, ξ′ ∈ ΩN , and the bound (4.5) follows.
4.3. Concentration of DN (ξ). By (4.6);
0 6 (DN (ξ)v, v) 6 c|v|2,
for every v ∈ Rd and for each realization of the environment ξ ∈ ΩN . Thus, given ǫN > 0
one can find a value D¯N (v) ∈ [0, c|v|2], such that µ (AN (v)) > 2ǫN/(c|v|2), where we
define the set AN (v) ⊂ ΩN as:
AN (v) =
{
ξ ∈ ΩN :
∣∣(DN (ξ)v, v) − D¯N (v)∣∣ < ǫN} .
Every ξ′ ∈ ΩN such that ∣∣(DN (ξ′)v, v) − D¯N (v)∣∣ > 2ǫN ,
certainly satisfies
min
ξ∈AN (v)
∣∣(DN (ξ)v, v) − (DN (ξ′)v, v)∣∣ > ǫN .
By (4.5) we arrive to the following bound on such ξ′ in terms of the Hamming distance:
dHam,N
{
ξ′, AN (v)
}
= min
ξ∈AN (v)
dHam,N
{
ξ′, ξ
}
> c4
(
ǫN
|v|2
)q
Nd.
We are now in position to use the concentration estimate (5.2) in [19]:
µ
(
ξ′ : dHam,N
{
ξ′, AN (v)
}
> c4
(
ǫN
|v|2
)q
Nd
)
6
1
µ(AN (v))
exp
{
−c5
ǫ2qN
|v|4q N
d
}
6
c|v|2
2ǫN
exp
{
−c6(|v|)ǫ2qN Nd
} (4.7)
It remains to choose ǫN =
√
N−(d−∆)/q for some ∆ > 0: Since the sequence of random
variables (DN (ξ)v, v) is uniformly bounded, we readily infer from (4.7) that∣∣Eµ (DN (ξ)v, v) − D¯N (v)∣∣ < 3ǫN
for all large enough values of N , and the assertion (1.3) of Theorem 1.1 follows with
ν = min{∆, (d−∆)/2q}.
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4.4. Spectral measures of the local drift ϕv. We would like to stipulate the implica-
tion of (1.5) for the spectral properties of the local drifts ϕv as compared to the information
which could be extracted from the general Kipnis-Varadhan approach:
In the notation of Section 3 let us introduce the empirical measures
µN = µ
ξ
N =
1
|TN |
∑
x∈TN
δτ−xπN ξ.
For every ξ ∈ Ω fixed or, equivalently, for each πNξ ∈ ΩN fixed there is an obvious
correspondence between the spaces L2(TN , ρN ) and L
2(ΩN , µN ). By (2.7) and (3.15) the
limiting relation (1.5) could be written as
µ− a.s. lim
N→∞
EµN
(
ϕv(−LN )−1ϕv
)
= Eµ
(
ϕv(−L)−1ϕv
)
. (4.8)
Fix now v ∈ Rd. Let ν and, respectively, νN = νξN be the spectral measures of ϕv relative
to the operator (−L) on L2(Ω, µ) and, respectively, relative to the operator (−LN ) on
L2(ΩN , µ
ξ
N ). Both −L and all of −LN are self-adjoint and bounded on the respective
spaces. Let K be a common upper bound on the spectral radiuses. In terms of spectral
measures the limit in (4.8) reads as
µ− a.s. lim
N→∞
∫ K
0
νξN (dr)
r
=
∫ K
0
ν(dr)
r
. (4.9)
Kipnis-Varadhan approach is based on the fact that
∫K
0
ν(dr)
r (or, respectively,
∫ K
0
νξN (dr)
r in
the case of the periodized environment) is bounded above. We claim that our convergence
result (4.9) is equivalent to the µ-a.s. uniform integrability of the family
{
νξN (dr)/r
}
.
Such equivalence would follow if, for example, we are able to show that µ-almost surely
the sequence
{
νξN
}
weakly ∗ converges to ν. The latter is a consequence of
Lemma 4.1.
lim
N→∞
∫ K
0
e−nrνξN (dr) =
∫ K
0
e−nrν(dr), (4.10)
µ-a.s for all n ∈ N.
Proof. The claim of the lemma essentially follows from the strong law of large numbers:
Since the local drift ϕv is bounded,∫ K
0
e−nrνξN (dr) (4.11)
=
1
[2(N −M)]d
∑
x∈{−N+M,...,N−M−1}d
ϕv(τ−xξ)E
ξ
xϕ
N
v (X˙(n, πN ξ)) + O
(
M
N
)
,
where X˙(n, πNξ) is the wrapping round the torus TN of the random walk X(n, πN ξ)
moving in the periodic environment πNξ and P
ξ
x denotes the law of such random walk
with the starting point X˙(0, πN ξ) = x. Since the jump rates of X(t, ξ) are, uniformly in
ξ ∈ Ω, bounded above by c,
max
x∈TN
sup
ξ∈Ω
P
ξ
x
(
max
0 6 t 6 n
|X(t, ξ)− x| > M
)
6 c5e
−c6M2/n.
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Consequently,
E
ξ
xϕ
N
v (X˙(n, πNξ)) = E
ξ
xϕv(X(n, ξ)) + O
(
e−c6M
2/n
)
, (4.12)
uniformly in x ∈ {−N+M, . . . ,N−M−1}d. Substituting (4.12) into (4.11) and choosing
M =M(N) =
√
N , we arrive to the claim of the lemma.
4.5. Some remarks on a massless Gaussian field with bond disorder. An har-
monic interface in the quenched random environment ξ ∈ Ω is described by the formal
Hamiltonian
H(φ) = 1
2
∑
x
d∑
i=1
ξi(x)(∇iφ(x))2 . (4.13)
We shall see below how the corrector fields introduced in previous sections can be used to
characterize an interesting class of Gibbs measures for the interaction (4.13).
In order to localize the interface in d = 1, 2 we may consider the field pinned at the
origin, i.e. we impose φ(0) = 0. Since the interaction (4.13) is quadratic a full description
of the set Gξ of infinite-volume Gibbs measures for a given typical realization ξ ∈ Ω is
available ([6], chap. 13). Namely, it is well known that the set of extremal elements of Gξ,
denoted extGξ, coincides with the set of Gaussian fields on RZd with a ξ−harmonic mean
vector χ : Zd → R satisfying∑
i
∇∗i (ξi(x)∇iχ(x)) = 0 , x ∈ Zd ; χ(0) = 0 , (4.14)
and covariance Gξ(x, y) given by the Green function of the random walk in the ξ-environment
killed upon hitting the origin. extGξ is thus characterized by solutions to (4.14).
To study the tilted states associated to (4.13) it is convenient to work directly with the
gradient field ηi
∆
= ∇iφ. This is no loss of information in view of the condition φ(0) = 0.
In particular, with the correspondence σi = ∇iχ, (4.14) is equivalent to∑
i
∇∗i (ξi(x)σi(x)) = 0 , ∇kσi(x) = ∇iσk(x) , i, k = 1, . . . , d , x ∈ Zd , (4.15)
and extGξ is characterized by solutions to (4.15), so that ν ∈ extGξ is a Gaussian measure
on (Rd)Z
d
with mean σ satisfying (4.15) and covariance
Cξij(x, y)
∆
= covν(ηi(x), ηj(y))
= Gξ(x+ ei, y + ej) +G
ξ(x, y)−Gξ(x+ ei, y)−Gξ(x, y + ej) .
Translation covariance and tilted states. A random Gibbs measure is a measurable map
ν : Ω→ {Gξ, ξ ∈ Ω} such that νξ ∈ Gξ for every ξ ∈ Ω. The map ν · is called translation
covariant when νξ ◦ θx = ντxξ for every ξ ∈ Ω, x ∈ Zd, where θx denotes the action
of translation group and τx is the environment shift. We define the tilted states for our
interface in random environment as the set of translation covariant random Gibbs measures
ν · such that νξ ∈ extGξ. It is not difficult now to use Proposition 2.1 to give a full
characterization of tilted states. Indeed, since Cξij is translation covariant, we only have
to characterize the translation covariant maps ξ → σξ with σξ obeying (4.15). For every
v ∈ Rd we know that
σξv(x)
∆
= v + ψv(τ−xξ)
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has the right properties. On the other hand if we additionally require that σξ(0) is in
L2(Ω, µ) then the uniqueness statement in Proposition 2.1 allows to conclude that σξv,
v ∈ Rd are the only maps with these properties. In other words, for every v ∈ Rd the
Gaussian measure νξv with covariance Cξ and mean σ
ξ
v is the unique tilted state such that
Eµ[ν
ξ
v(η(0))] = v and Eµ[ν
ξ
v(|η(0)|2)] < ∞. The above measures are the analogue in our
setting of Funaki-Spohn states for translation invariant massless gradient fields ([5]).
Tilted states on the torus and surface tension. To carry this analogy a little further here
we mimic the construction of [5] to describe tilted states as the infinite volume limit of
tilted measure on the torus TN .
Define ΓN as the set of η˜ ∈ (Rd)TN such that η˜ = ∇˜φ for some φ ∈ RTN , ∇˜ being as
usual the discrete gradient on the torus. Consider the probability measure on ΓN defined
by
ν˜ξN,v( dη˜) =
1
ZξN,v
exp
(− 1
2
∑
x∈TN
∑
i
(πNξ)i(x)(η˜i(x) + vi)
2
)
mN ( dη˜) (4.16)
where mN ( dη˜) stands for the image of Lebesgue measure under the map φ→ ∇˜φ. Notice
that by symmetry E
ν˜ξN,0
(η˜(x)) = 0, x ∈ TN . Thus when v = 0, ν˜ξN,0 is the centered
Gaussian measure on ΓN with covariance C
ξ
N,ij given by the gradients of the Green function
GξN (x, y) of the periodized random walk on TN with killing upon hitting the origin ([4]).
Now, the linear tilt v only affects the mean in (4.16) and it remains to compute the mean
E
ν˜ξN,v
(η˜(x)). We may proceed as follows.
E
ν˜ξN,v
(η˜(0)) =
∫ 1
0
d
dt
E
ν˜ξN,tv
(η˜(0)) dt .
But
d
dt
E
ν˜ξN,tv
(η˜i(0)) = −covν˜ξN,tv
(
η˜i(0),
∑
x∈TN
∑
j
(πN ξ)j(x)(η˜j(x) + vj)vj
)
= −
∑
x∈TN
∑
j
(πNξ)j(x)vjCN,ij(0, x) = χN,v(ei)− χN,v(0) = ψiN,v(0, ξ)
where in the last line we used the identities (3.17) and (3.19) .
Now for every v ∈ Rd let νξN,v be the probability measure induced by ν˜ξN,v on the
field η
∆
= η˜ + v. The above computation shows that νξN,v is the Gaussian measure with
covariance CξN,ij and mean vector
E
νξN,v
(η(x)) = v + ψN,v(x, ξ) . (4.17)
From the convergence of CξN,ij we then infer, by Proposition 3.1, that at least along a
subsequence N ′ →∞, νξN ′,v µ−almost surely converges weakly to the v−tilted state νξv .
A last observation is a simple identity connecting the diffusion coefficient to surface
tension. This type of relation was discussed in [5, 7] in the context of translation invariant
massless fields. Recalling (4.16) we define the surface tension on TN under tilt v ∈ Rd as
σξN (v) =
1
|TN | log
ZξN,0
ZξN,v
.
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By performing the Gaussian integrals and using identities (3.17) and (3.15) one obtains
the sought relation
σξN (v) =
1
4
(DN (ξ)v, v) . (4.18)
An immediate corollary of Theorem 1.1 is then the a.s. convergence of σξN (v) to
1
4 (Dv, v).
As we have already mentioned, the corresponding problem raised in [7] in the context of
an-harmonic models remains open.
5. Appendix
The proof of Theorem 4.1 is a straightforward adjustment to the discrete Poisson equa-
tion (4.3) on TN of the arguments employed in Chapter 9 of [8]: Given N ∈ N and a vector
field ~g on TN define the distribution function ηN,~g of ~g as:
ηN,~g(t) =
1
|TN |# {x ∈ TN : |~g(x)| > t} .
By the Marcinkiewicz interpolation theorem applied for the solution map T : ~f 7→ ∇˜u it
would be enough to check that there exist constants c1 and c2 such that for every t > 0
ηN,∇˜u(t) 6 c1
‖~f‖N,1
t
, (5.1)
and,
ηN,∇˜u(t) 6 c2
‖~f‖2N,2
t2
, (5.2)
Since ‖∇˜u‖N,2 6 ‖~f‖N,2, the second estimate trivially follows from Markov inequality
(with c2 = 1). It remains to check (5.1)
To facilitate the exposition we shall consider only the dyadic case N = 2n. Also, it is
enough to derive the bound only for the vector fields ~f of the form ~f(x) = f(x)~e1.
For every k = 0, 1, . . . , n − 1 define the decomposition
TN =
∨
x∈KTN/K
Bkx
of the torus TN into the lattice boxes B
k
x = x+ {0, . . . , 2k − 1}d of the linear size K = 2k.
The boxes on different k-scales are naturally ordered by the inclusion: we say Bly is a
predecessor of Bkx if l > k and B
k
x ⊂ Bly. By definition TN is a predecessor of any of the
boxes Bkx on any of the k-scales. Let us fix a number t > ‖f‖N,1. We say that a box Bkx
is correct if
1
|Bkx|
∑
y∈Bkx
|f(y)| = 1
Kd
∑
y∈Bkx
|f(y)| 6 t.
By the choice of t the common ancestor TN is always correct. An incorrect box B
k
x is
called marked if it is incorrect, but all his predecessors are correct. By construction,
t <
1
|Bkx|
∑
y∈Bkx
|f(y)| 6 2dt, (5.3)
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for every marked box Blx. Since all the marked boxes are disjoint, the first of the inequal-
ities in (5.3) implies that the total marked volume
1
|TN |
∑
(k,x):Bkx is marked
|Bkx | 6
‖f‖N,1
t
. (5.4)
Let us renumber all the marked boxes as B1, . . . , Bl and decompose f as
f(x) = f(x)1ITN\∪Bi(x) +
l∑
i=1
f(x)1IBi(x)
∆
= f0(x) +
l∑
i=1
f i(x).
Accordingly, we decompose solutions u of (4.3) as u = u0 +
∑l
1 u
j , where
d∑
i=1
∇˜∗i ∇˜iuj(x) = −∇˜∗1f j(x), (5.5)
for j = 0, 1, . . . , l. Evidently,
ηN,∇˜u(2t) 6 ηN,∇˜u0(t) + ηN,∇˜
∑l
1
ui(t).
Since |f0| is bounded above by t, it follows from (5.2) that
ηN,∇˜u0(t) 6
‖f0‖2N,2
t2
6
‖f0‖N,1
t
. (5.6)
The bulk of the work is, thus, to derive the L1 estimate on the distribution function
ηN,∇˜
∑l
1
ui corresponding to the irregular part
∑l
1 f
l of the vector field ~f = f~e1. The
equation (5.5) feels the right hand side f i only inside the box Bi. For Bi = B
k
x let us
define the enlargement B¯i = B¯
k
x via
B¯i = B¯
k
x =
⋃
y∈KTN/K :‖y−x‖∞ 6K
Bky .
In other words, B¯kx is the union of B
k
x with all the ∗-contiguous boxes on the k-th scale.
By (5.4),
1
|TN |
l∑
i=1
|B¯i| 6 3d ‖f‖1
t
. (5.7)
In order to estimate ηN,∇˜ui outside B¯i write:
∇˜jui(x) =
∑
y∈Bi
∇˜1∇˜jGN (x− y)f i(y) ∆=
∑
y∈Bi
∇˜21,jGN (x− y)f i(y) (5.8)
where
∇˜21,jGN (z) =
∞∑
m=0
∇˜21,jpm(z),
and pm is the m-step transition function of the simple random walk on TN .
There is no loss to assume that f i has zero average:∑
y∈Bi
f i(x) = 0.
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Thus, for Bi = B
k
y0 , we can rewrite (5.8) as
∇˜jui(x) =
∑
y∈Bi
(
∇˜21,jGN (x− y)− ∇˜21,jGN (x− y0)
)
f i(y). (5.9)
By Theorem 1.5.5 in [13] (d > 3) or by Theorem 1.6.5 in [13] (d = 2),∣∣∣∇˜21,jGN (x− y)− ∇˜21,jGN (x− y0)∣∣∣ 6 c3(d) K|x− y0|d+1 .
It follows that ∑
x∈TN\B¯i
∣∣∣∇˜ui∣∣∣ 6 c4 ∑
y∈Bi
|f(y)|,
for all i = 1, . . . , l. Since the marked boxes B1, . . . , Bl are disjoint,
∑
x∈TN\∪B¯i
∣∣∣∣∣∇˜
l∑
i=1
ui
∣∣∣∣∣ 6
∑
y∈TN
|f(x)|.
As a result,
1
|TN |#
{
x ∈ TN \ ∪B¯i :
∣∣∣∣∣∇˜
l∑
i=1
ui
∣∣∣∣∣ > t
}
6 c4
‖f‖N,1
t
,
which, by (5.7), leads to the desired estimated on the distribution function of the ∇˜∑l1 ui
part:
ηN,∇˜
∑l
1
ui(t) 6 c5
‖f‖N,1
t
.
The proof of Theorem 4.1 is concluded.
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