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ABSTRACT
The purpose of this dissertation is to analyze the momentum source model, for
generating synthetic vortical disturbance field in numerical simulaitions of unsteady
fluid-structure interactions, access limitations of this approach, to find requirements
for the computational domain, space and time resolution, and apply this model to
investigate selected physical problems. For this reason a comprehensive parametric
study of volume-force based method of generating spectral synthetic turbulence
inside the computational domain is conducted first. The method is then extended to
synthesize turbulence with arbitrary energy spectrum. The synthetic turbulence is
generated through momentum source terms in Navier-Stokes equations, and the
developed numerical procedure is shown to reproduce any desired energy spectrum.
Additionally, the approach is extended to be applicable to boundary layer type of
flows. Then, selected applications of the momentum source model are considered
including: gust-airfoil unsteady interactions, turbulence-airfoil unsteady
interactions, Analysis of the turbulence effect on acoustic radiation of a novel airfoil
design with an embedded cross-flow fan, the effect of turbulence intensity on wake
vortex evolution.
In particular the effects of oblique vortical gust modes on airfoil unsteady
aerodynamic and acoustic responses due to its interaction with an impinging 3D
time-harmonic gust and turbulence are addressed first. Several analytical
gust-airfoil interaction models are reviewed and extended to address 3D inviscid
gust responses. The results of numerical simulations performed using ANSYS
Fluent software are compared against analytical solutions. Additionally, the
turbulence-airfoil aerodynamic and aeroacoustic response is analyzed.
Next, noise signature of a wing with an embedded Cross-Flow Fan (CFF) in
turbulent air is investigated. Comparative large-scale 2D simulations are performed
for 4 cases including a baseline NACA 65(3)-221 airfoil with the Fowler flap, and
the same airfoils with embedded stationary and rotating CFF, as well as, rotating
CFF in turbulent air.
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Lastly, the uniform flow momentum source model is implemented in OpenFOAM
and simulation process is specified in order to obtain stationary decaying
turbulence. Effect of turbulence intensity on wake vortex evolution is studied with
the use of the momentum source model.
11. Introduction
Vibrations induced on the structure due to the flow are of interest to the
researchers in recent years due to the tendency to use materials to their limit. Many
problems require investigation of the interaction of the turbulent flow field with
solid structures. Example of such problems could be an investigation of unsteady
loading and sound radiation due to turbulent flow hitting different parts of the
airplane. Such studies help to enhance passenger comfort during flight by reducing
noise and giving insight into the loads experienced by the airplane. In addition,
wind imposes unsteady loads on buildings and bridges. These loads are of interest
to civil engineers who desire to build constructions capable of withstanding natural
winds and to avoid unbounded oscillations. Another problem that requires
turbulence modeling is wake vortex evolution in turbulent atmosphere. Studies of
the wake decay can help to reduce the time between take-off of the airplane on
runways and, thus, airport capacities can be increased.
There are different ways to investigate turbulent flow fields: observations of
fluid motion in nature (in-situ and LIDAR measurements); wind tunnel
experiments; and numerical experiments (CFD). Each approach provides valuable
information and offers its’ unique benefits. For example, observation of atmospheric
turbulence gives an insight into the spatial and temporal scales as well as
dissipation and production rates inherent to the real flows. Wind tunnel tests are a
source of accurate data in a controlled environment under specific conditions set by
a researcher. This approach allows a more detailed investigation of a particular flow
2or phenomenon. However, in the case of turbulent flows, a slight change in initial
conditions influences flowfield greatly.
Numerical simulations offer ways to produce exactly the same flow each time
simulation is launched (given initial turbulent properties kept constant). Another
benefit of the numerical approach in comparison with experimental one is its’
relatively low cost. However, none of the above-mentioned approaches are superior
to each other in all the areas of the research, rather, they can be used together or
interchangeably where it is possible in order to achieve the most accurate results
within reasonable time frame. This work employs a numerical approach to
turbulence modeling and investigation.
Computational fluid dynamics offers a variety of approaches to solving
Navier-Stokes governing equations. Solving turbulent flow fields using averaging of
governing equations (RANS) simplifies the problem, but introduces additional terms
into the equations that require modeling of the relevant scales (turbulence-closure).
Some turbulent models rely on empirical assumptions or wind tunnel data and have
restrictions and limitations in terms of applicability to a wide range of problems.
Nonetheless, the method is popular in the industry due to its computational
efficiency and relatively good accuracy.
An alternative to RANS is a Large Eddy Simulation (LES) which separates the
flow into grid scales (GS) and sub-grid scales (SGS). In classical LES sub-grid scales
are modeled, while in implicit LES no modeling is provided (Tabor &
Baba-Ahmadi, 2010). While LES gives better accuracy and allows for a more
reliable prediction of aerodynamic and aeroacoustic applications, adopting this
3method is linked with some difficulties. Particularly, in many applications, turbulent
fluctuations at an inlet contribute greatly into turbulence within the domain.
Recently, other approaches such as zonal/embedded LES and DES have
emerged that combine the benefits of LES and RANS. The application of DES is
found in massively separated flows, where it is not required to resolve turbulence in
the attached boundary layer. As for the zonal/embedded LES, this approach is used
for attached and mildly separated flows and similar to LES requires a prescription
of artificial turbulence at the RANS-LES interface. The last approach discussed
here is Direct Numerical Simulation (DNS), which is capable of resolving all the
length scales. This method gives the most reliable predictions, but unfortunately
currently is prohibitively computationally expensive for many flowfields. With the
advent of technology DNS might become more widely used, however, as of now, it is
limited to low to moderate Reynolds numbers (Dhamankar et al., 2017).
Advancement of computational resources will eventually reduce simulation times
and allow for better resolution, nonetheless, for some of the methods mentioned
above, high-quality turbulent disturbance introduced into the flow plays a crutial
role. Thus, a procedure for injecting stochastic fluctuations, that possess properties
similar to turbulent ones, is in high demand.
The essential feature of turbulent inflow is seemingly random motion in space
and time. This complex fluid motion is usually modeled numerically by
pseudo-random fluctuations which can be introduced into the mean flow. These
fluctuations can be inserted on the inflow boundary or forced at some location in
the numerical domain. Turbulent perturbations introduced to the flow should
4possess certain qualities as described in the literature. Namely, apart from satisfying
Navier-Stokes equations, the fluctuations should possess certain spectral properties,
be correlated in space and time and represent turbulent fluctuations as closely as
possible.
Numerous techniques for generating inflow turbulent fluctuations were
developed and are readily available in the literature. According to Shur et al.
(2014a), these methods could be classified into five categories: 1) precursor DNS or
LES; 2) turbulence recycling; 3) synthetic turbulence; 4) artificial forcing or volume
source terms; and 5) vortex generating devices. Other classifications are possible as
numerous techniques were developed and methods from the categories above can
possess properties in common. For example Dhamankar et al. (2017) divided the
methods into three groups: 1) classic library-based methods; 2)
recycling-rescaling-based approaches; and 3) synthetic turbulence generators.
Regardless of classification, a viable method should satisfy many requirements.
It must be computationally effective in terms of CPU execution time, avoid
introducing spurious noise into the flowfield, require a reasonable amount of storage
and be applicable to a variety of flow fields. Surely not all the approaches available
satisfy above-mentioned criteria and the choice of the particular technique is usually
contingent on the resources available and problem at hand. No method is superior
to the others in all the aspects and every application. Each one offers certain
benefits at a cost of limited accuracy or high computational and storage resources.
For example, precursor DNS or LES produces realistic perturbations, but is
restricted to simple flows with relatively low Reynolds number due to lack of
5self-sufficiency. It relies on an outside source (database or a library) which is created
as a normalized or rescaled perturbations from a precursor DNS or well-resolved
LES of some well-known flow (Shur et al., 2014a).
Two groups of the methods of interest in this work are synthetic turbulence
generators and artificial forcing. The first group is synthetic turbulence generators,
that do not require massive libraries of turbulent flows and are relatively
self-sufficient. Numerous techniques were used to generate turbulence including
simple ones such as injecting random noise into flow field and ranging to complex
methods that can account for spectral properties, anisotropy, spatial and temporal
correlations and eventually produce realistic coherent eddies across the needed
spatial scales. The particular interest here is in the methods that produce velocity
fluctuations as a sum of Fourier modes also called Fourier transform-based. Such
methods could also be subdivided into groups, one such group consists of methods
that are based on Kraichnan’s (1970) spectral approach.
The major advantages of the methods derived from Kraichnan’s method are
the divergence-free nature of perturbation created, the ability to create spatial
anisotropy and reduction of adaptation distance (adaptation distance is as small as
2-4 boundary layer thicknesses). Kraichnan investigated diffusion in the presence of
isotropic turbulence. Turbulence was represented as a sum of harmonic waves,
where wave vectors were uniformly distributed over a sphere and amplitudes of the
modes were computed randomly.
Further development of the method was performed in (Li et al., 1994; Bechara
et al., 1994; Fung et al., 1992; Smirnov et al., 2001; Huang et al., 2010; Batten et
6al., 2004; Saad et al., 2016; Adamian & Travin, 2011) and other publications.
Effectiveness of the methods led to their use in commercial and open-source CFD
software. For instance, synthetic turbulence method of Saad et al. (2016) was
implemented in open-source CFD solver OpenFOAM.
Moreover, Smirnov’s (2001) random flow generation (RFG) technique was
implemented in commercial software ANSYS Fluent and is readily available as an
inflow boundary condition for LES. In Smirnov’s approach, the random isotropic
velocity field was first created with specified time and length scale and then, after
rescaling and orthogonal transformation, the anisotropic turbulent field was
obtained. Smirnov’s model is capable of generating fluctuating velocity fields
corresponding to the Gaussian spectrum, which models only the energy-containing
subrange.
In the method of Batten et al. (2004) more realistic anisotropy is produced by
elongating wavenumbers in the direction of larger Reynolds stresses (Huang et al.,
2010). Later Huang et al. (2010) extended Smirnov’s method for an arbitrary
spectrum, for example, von Karman one which is capable of approximating inertial
subrange. Considering inertial subrange is crucial for many problems since this
subrange contains energy transferred from large scales to the small scales (Lumley
& Panofsky, 1964). Huang compared the performance of his method known as
discretizing and synthesizing random flow generation (DSRFG) procedure with RFG
(Smirnov et al., 2001) for the wind engineering problem of an unsteady loads on a
building in an atmospheric boundary layer. He showed that in the RFG method
inflow turbulence intensity decreases due to lack of inertial subrange simulation in
7the Gaussian spectrum and insufficient spatial correlation. Huang’s approach was
capable of predicting wind-induced loads more accurately then RFG when both
were compared against experimental data. Further, in (Castro & Paz, 2013)
temporal correlation was added into the DSRFG formulation and called the new
method modified discretizing and synthesizing random flow generation MDSRFG.
Adamian and Travin (2011) proposed a method which required characteristics
available from RANS (such as turbulent kinetic energy and eddy dissipation rate) as
input and allowed to produce turbulent perturbations with realistic anisotropy.
Their method is also known by the abbreviation STG (synthetic turbulence
generator).
The second group of turbulence production, which received less attention is the
artificial forcing. One example of such a method was developed by Gritskevich and
Garbaruk (Gritskevich & Garbaruk, 2012). They designed volume source terms
within RANS-LES overlapping region and aimed to recreate turbulence same as
STG method. The approach was tested for the simulation with the source region
width of one cell.
1.1 Objectives
Current work is dedicated to an in-depth study of an approach of forcing
turbulent perturbation into the flow field by means of adding source terms in the
momentum equations (momentum volume source method). The perturbations are
injected at the rectangular region and then are propagated by mean flow field. The
approach was first introduced by Golubev et al. (2011), and at that time turbulent
velocity field was produced by random flow generation method (RFG) (Smirnov et
8al., 2001). The objective of the current study is to carry out a parametric study and
to investigate limitation, capabilities, and requirements of the momentum source
method and ensure the most accurate representation of the turbulent flow field
generated by RFG in the computational domain.
One of the advantages of the momentum source method is independence of grid
type, thus it can be used in LES or hybrid RANS-LES calculations without a need
for introducing a special interface. Moreover, turbulent perturbations can be
injected anywhere in the flow i.e. directly upstream of the wing where the grid is
sufficiently fine, which helps to reduce the dissipation of small scales. Additionally,
this dissertation focuses on extending original formulation for wider range of flows
and for more realistic turbulence spectrum. In the original formulation, volume
source method was capable of reproducing turbulent perturbations corresponding to
Gaussian spectrum and could be used only for uniform free stream velocity.
Originally, the volume source method was meant to facilitate investigation of
fluid-structure interaction problems in uniform flow and was not readily applicable
to the wall-bounded flows. However, in this dissertation, new source terms are
derived for the case of a velocity that depends on the coordinate perpendicular to
the free-stream direction U∞(y). Thus, we can study flows in the presence of a
boundary layer or shear.
Finally, another objective is to analyse the method applicability to different
turbulence-structure interaction problems and to propose procedure of its usage for
each problem. Several applications of the method are proposed and discussed.
91.2 Structure
This dissertation is devided into five chapters. First chapter gives an
introduction to the topic and highlights its importance. Second chapter is devoted
to the description of the numerical approach used in this dissertation. This is
followed by detailed validation of the momentum source approach in third chapter.
In chapter four several applications of the momentum source model are considered.
Finally, chapter five summarises this work, draws important conclusions and gives
suggestions for future work.
Parts of this dissertation were published and the list of publication is given
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Turbulence-Airfoil Interaction Responses. AIAA Scitech 2019 Forum, San
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• Kazarina, M., Parikh, S., Nguyen, L. D., Golubev, V. V., & Visbal, M. R.
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Dynamics Conference, Denver, Colorado, USA, 5-9 June 2017.
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2. Numerical Approach
Volume - Force Momentum Source Approach for Synthetic Turbulence
Generation
2.0.1 Momentum Source in Uniform Flow
For the numerical implementation of a spectral turbulence model (Golubev et
al., 2011) a source term in momentum equation is used to generate fluctuating
velocity field. This source is localized in a square zone upstream of the
fluid-structure interaction region and generates a divergence-free disturbance
convected downstream by the mean flow. The prescribed field is a sum of Fourier
harmonics (gusts) as is shown in equation 2.1.
ui(xj, t) =
N∑
n=1
(ani cos[k
n
j xj − ωnt] + bni sin[knj xj − ωnt]) (2.1)
The fluctuating flow field synthesized in such manner has perturbation
frequency ωn which is related to the mode wavenumber k
n
1 by ωn = u∞k
n
1 .
Additionally, the incompressibility assumption is made during source term
derivation which leads to the divergence-free requirement. This requirement can be
described in the following relation between amplitudes and wavenumbers:
anj k
n
j = b
n
j k
n
j = 0 (2.2)
The governing momentum equations then can be written in the following form:
∂ui
∂t
+ U∞
∂ui
∂x1
= Si (2.3)
Where Si are the momentum source terms that are derived in a way to produce
needed perturbation waves (Golubev et al., 2011).
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By solving the inverse problem Golubev et al. (2011) showed that the
momentum source terms needed for producing harmonic waves should be in the
following form:
Si(xj, t) =

∑∞
n=1 ωnKng(x1)(b
n
i sinσn − ani cosσn)λ(x2) for i = 1,∑∞
n=1 U∞Kng
′(x1)(bni sinσn + a
n
i cosσn)λ(x2) for i = 2, 3.
(2.4)
Where in Equation (2.4), Kn is given as:
Kn =
(
kn1
2pi
∆s
)2
− 1
sin
(
kn1
2
∆s
) (2.5)
∆s is the source width equal to the half of a wave length and g(x1) is the
limiter function given by:
(a)
−2 −1 0 1 2 3 4 5 6 7 8−2,000
−1,500
−1,000
−500
0
500
1,000
1,500
2,000
X1
S
2
k1 = 0.5
k1 = 1
k1 = 2
k1 = 3
(b)
Figure 2.1. Illustration of source region and mode superposition for Xs = 5; a)
Sketch of source region; b) Mode superposition. Term S2 in Equation 2.4.
g(x1) =

1
2
(
1 + cos
[
2pi
∆s
(x1 − x1s)
])
for |x1 − x1s| ≤ ∆s2
0 for|x1 − x1s| ≤ ∆s2
(2.6)
g′(x1) = dg/dx1, and σ = ωnt− kn1x1s − kn2x2 − kn3x3.
The momentum source terms Equation (2.4) are thus specified in an upstream
region centered at x1 = x1s. In the numerical procedure, all the modes with different
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wavelengths are superimposed at the downstream boundary of the source region,
Xs = x1s + ∆s/2 (Figure2.1). The momentum source requirements to achieve a
proper resolution of the imposed synthetic disturbance fields are discussed below in
section Results of Vallidation Studies Using ANSYS Fluent.
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Figure 2.2. Simulation of 1-D gust, Xs = −5; a) Z vorticity contours; b) Window
function λ(x2).
λ(x2) =
tanh(P (x2 +H/2))− tanh(P (x2 −H/2))
2
(2.7)
In x2 direction, a window function λ(x2)(Equation 2.7), shown below, is used
to localize the momentum source region (a similar function may be employed in the
x3 direction for 3D computations). The function is equal to unity in the region of
interest and gradually decays at the source vertical boundaries. Profile of the
function is depicted in Figure 2.2. The rate of decay of λ(x2) is dependent on
parameter P which should be selected carefully (particularly for aeroacoustic
simulations) since the hydrodynamic pressure field generated at the edges of the
source region is affected by it.
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2.0.2 Momentum Source in Non-Uniform Flow
Momentum source model in the formulation above is readily applicable to
problems of disturbance - structure interaction given free stream velocity is kept
constant across the inlet. However, numerous applications require some kind of
velocity profile on the inlet boundary. For example, Huang et al. (2010) considered
unsteady loads arising on the tall building due to turbulent flow. He used a velocity
profile corresponding to the experimental data by Reinhold (1977). Huang used
turbulence statistical parameters corresponding to a wind tunnel test and compared
the obtained spectrum with the measured one. The formulation of the momentum
source for uniform flow is incapable of operating with non-uniform velocity, as this
would violate assumptions made in derivation. However, if some adjustments are
made, the method can be extended for a non-uniform velocity profile case.
The adjustment of derivation is illustrated in two-dimensional space as the Z
momentum equation does not change for non-uniform flow. The differential form of
Euler equations after decomposing velocity into free-stream and disturbance
(u = U∞ + ug, v = vg) and neglecting small terms can be written in the following
form:
∂ug
∂t
+ U∞(y)
∂ug
∂x
+ vg
∂U∞(y)
∂y
= Q˜u
∂vg
∂t
+ U∞(y)
∂vg
∂y
= Qv
(2.8)
Where Q˜u is a source term for general case of a free-stream velocity being a
function of y coordinate, Qu and Qv are source terms for the case of
∂U∞(y)
∂y
= 0 If
U∞ is constant, then the last term in X momentum equation disappears, the
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momentum equations become decoupled and it is possible to find source terms
Q = (Qu, Qv), producing a disturbance u = (ug, vg). However, when U is a function
of y, this term links X momentum equation to Y momentum. In this scenario, one
needs to first solve for vg and then substitute it into X momentum equation. The
first equation can be rearranged and written in terms of a previously derived source
term Qu as follows :
∂ug
∂t
+ U∞(y)
∂ug
∂x
= Q˜u − vg ∂U∞(y)∂y
Q˜u = Qu + vg
∂U∞(y)
∂y
(2.9)
Where Qu and Q˜u are equal if
∂U∞(y)
∂y
= 0. The term Qu is given earlier in the this
chapter.
The momentum source model formulation requires turbulent constants such as
wavenumbers and amplitudes of the harmonic modes. These constants should
realistically reproduce turbulent flow field. For that reason, existing Fourier based
synthetic turbulence models RFG and STG are used.
2.1 Coupling with Random Flow Generation Procedures
In the current work, two spectral methods of synthetic turbulence generation
(RFG and STG) are employed and compared to produce divergence-free unsteady
disturbance field for generally non-homogeneous, incompressible, convected
turbulence. Both methods input turbulent length scales, time scales, and Reynolds
stress tensor components to prescribe the fluctuating field with an equally low
computational cost. In RFG, a set of wavenumbers is created as a normal
distribution with mean 0 and standard deviation 0.5, with amplitudes calculated
based on these numbers. Thus, the RFG procedure is able to synthesize fluctuating
16
velocity that corresponds only to the Gaussian spectrum. On the contrary, the STG
method allows the use of any spectrum function with the amplitudes calculated
based on an arbitrary spectrum function E(k). These methods provide the
statistical data required for generating the convected turbulent flowfield with a
particular energy spectrum using the volume-force method, as described below.
2.1.1 RFG Model
The random Flow Generation technique (RFG) proposed by Smirnov et al.
(2001) is derived from method of Kraichnan (1970). The procedure consists of
several steps and the resulting flow field corresponds to the Gaussian spectrum 2.10.
Eg(k
n
j ) = 16
(
2
pi
)1/2
(knj )
4exp(−2(knj )2) (2.10)
Turbulent length and time scales should be provided as input and can be obtained
either experimentally or from RANS simulations. The procedure formulation is
given below as it was stated in (Smirnov et al., 2001):
amianjrij = δmnc
2
(n)
aikakj = δij
(2.11)
vi(x˜j, t˜) =
√
2
N
N∑
n=1
(pni cos[k˜
n
j x˜j − ωnt˜] + qni sin[k˜nj x˜j − ωnt˜]),
x˜j =
xj
L
, t˜ = t
τ
, k˜ni = k
n
j
|c|
cj
,
pni = ijmζ
n
j k
n
m, q
n
i = ijmξ
n
j k
n
m,
ζnj , ξ
n
j , ω ∈ N(0, 1), knj ∈ N(0, 1/2),
(2.12)
wi(x˜j, t˜) = civi(x˜j, t˜), (2.13)
ui(xj, t) = aikwk(x˜j, t˜) (2.14)
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where L and τ are the turbulent length and time scales respectively, N(M,σ) is the
normal distribution with mean M and standard deviation σ, ijm is the permutation
tensor.
Smirnov et al. (2001) stated that, this method generated divergence-free
perturbation velocity field in case of homogeneous turbulence and nearly
divergence-free in case of inhomogeneous one.
(a) (b)
Figure 2.3. RFG generated Gaussian spectrum and time history of velocity; a)
Time history of velocity fluctuating flow field generated by RFG; b) Spectrum
generated by RFG.
2.1.2 STG Model
The current work employs a synthetic turbulence generation (STG) model
wherein an upstream turbulent flow field is synthesized using a three-dimensional
Fourier spectrum for perturbation flow velocity which matches prescribed energy
spectrum with given turbulence integral scales. As described by Adamian and
Travin (2011) and Shur (2014b) the procedure to generate a synthetic turbulent
field u′(r, t) matching target spectrum involves several steps. First, the Cholesky
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decomposition of the Reynolds stress tensor Rˆ is used to ensure that second
moment tensor < u′iu
′
j > is equal to Rˆ.
Aˆ = {aij} =

√
R11 0 0
R21/a11
√
R22 − a221 0
R31/a11 (R32 − a21a31)/a22
√
R33 − a231 − a232
 (2.15)
Rˆ = AˆT Aˆ (2.16)
Fluctuating velocity u′(r, t) is expressed via the components of the tensor Aˆ:
u′(r, t) = aijv′i(r, t) (2.17)
The auxiliary vector of fluctuating velocity v′(r, t) should satisfy conditions in
Equation (2.18) and is defined as a superposition of Fourier modes Equation (2.19).
< v′iv
′
j >= δij and < v
′
i >= 0 (2.18)
v′(r, t) =
√
6
N∑
n=1
√
qn
(
σncos[knj d
nr + ψn + ωnt]
)
, (2.19)
where
• N is the number of modes;
• qn is the amplitude of a single mode n (defined by the chosen energy spectrum
E(kn) and normalized as shown in Equation (2.21), definition of E(k) is given
by Equations (2.10) and (2.23);
• kn is the amplitude of the wave number;
• kn = kndn wavenumber vector;
• σn is a unit vector it must be normal to dn;
• ψn is the phase of the mode n;
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• dn a random unit vector, that defines direction of a wavenumber. The vector
is distributed uniformly on a unit sphere that ensures isotropy of generated
flow field.
(a) (b)
Figure 2.4. Directions of modes and wavenumbers in STG; (a) Shell of a sphere on
which wavenumbers are distributed (Davidson & Billson, 2004); (b) Geometry of
the mode n (Davidson & Billson, 2004).
dn1 = sinθ
ncosφn
dn2 = sinθ
nsinφn
dn3 = cosθ
n
σn1 = cosφ
ncosθncosαn − sinφnsinαn
σn2 = sinφ
ncosθncosαn + cosφnsinαn
σn3 = −sinθncosαn
(2.20)
All the wavenumbers and mode amplitudes are generated only once because
they should be constant for every time iteration. The geometry of the mode n is
depicted in Figure 2.4. Probability distributions of random numbers required for
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turbulence generation are given in Table 2.1. Directions of wavenumber vector and
mode directions are given by Equation (2.20)(Davidson, 2011).
qn =
E(kn)∆kn
N∑
n=1
E(kn)∆kn
,
N∑
n=1
qn = 1 (2.21)
Table 2.1
Probability Distribution of Random Numbers φn, ψn, θn, αn (Davidson & Billson,
2004)
p(φn) = 1/(2pi) 0 ≤ φn ≤ 2pi
p(ψn) = 1/(2pi) 0 ≤ ψn ≤ 2pi
p(θn) = (1/2)sinθ 0 ≤ θn ≤ pi
p(αn) = 1/(2pi) 0 ≤ αn ≤ 2pi
(a) (b)
Figure 2.5. STG generated Gaussian spectrum and time history of velocity; a) Time
history of velocity fluctuating flow field generated by STG; b) Spectrum generated
by STG.
The wave number amplitudes in Equation (2.19) defining auxiliary fluctuating
velocity field are chosen as a geometric series. The number of modes required for
generation of synthetic turbulence field is reduced due to the usage of such
distribution of wave numbers instead of uniform one.
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kn = kmin(1 + α)n−1, n = 1, 2, ..., N ; 0.01 < α ≤ 0.05
kmin = βke
kmax = 1.5kcut
(2.22)
where ke is the wavenumber that corresponds to the maximum energy-containing
mode. The number of modes N is the maximum integer for which condition
kN ≤ kmax is satisfied, kcut = 2pi/lcut, where lcut is the minimum wavelength that can
be resolved with the grid. In the source model, the perturbation velocity is
rewritten in the form of Equation (2.12) where ani =
√
6qni σ
n
i cosφ
n
i and
bni = −
√
6qni σ
n
i sinφ
n
i . Note that the STG procedure allows to use an arbitrary
turbulence energy spectrum. In the current work, Von Karman (2.23) and Gaussian
(2.10) spectra are utilized for analysis and validation.
(a) (b)
Figure 2.6. STG generated Von Karman spectrum and time history of velocity; a)
Time history of velocity fluctuating flow field generated by STG; b) Spectrum
generated by STG.
Evk(k
n) =
55
9
u2rms
(kn/ke)
4
(1 + 2.4(kn/ke)2)17/6
(2.23)
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3. Results of Validation Studies Using ANSYS Fluent
3.1 Momentum Source for Uniform Flow
The current work employs the ANSYS Fluent code for numerical analysis and
validation studies of the previously developed gust and turbulence momentum
source methods (Golubev et al., 2011) further advanced in the current work.
Numerical simulations are conducted using pressure-based solver in transient mode
with second-order implicit time marching. The analysis employed SIMPLE
pressure-velocity coupling scheme, with second-order spatial discretization for
derivative terms. The momentum source model is introduced through the
implemented user-defined function (UDF).
The herein discussed approach of introducing the turbulent perturbation
implies superposition of multiple vortical unsteady flow velocity modes (gusts).
Each gust velocity amplitudes and wavenumbers are selected to satisfy the
divergence-free condition, valid for the incompressible unsteady flow disturbance
field. To compare imposed vs. generated unsteady flowfields, the evolutions of
modal velocity and vorticity are traced along particular coordinate lines to generate
line plots extracted from ANSYS Fluent simulations. During the parametric study,
various aspects of the momentum source implementation are investigated. First, it
is found that on average 25 points per wavelength in time and space domains are
sufficient to resolve the prescribed modes. This number was found by performing a
parametric study with the same frequency and a variable number of cells per
wavelength. Sample of such study is shown in Figure 3.1. Also, the parametric
study varied the height H and the width W of the source region to determine the
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effect of the source dimensions. The obtained line plots are illustrated in Figures 3.2
(a) and 3.2 (b), where the blue line is imposed parameter and the magenta, green
and cyan lines correspond to parameters extracted from simulated flowfield. In
Tables 3.1 - 3.2 and in Figures 3.2 (a) and 3.2 (b) , the comparison is presented in a
more qualitative form using Matlab’s ”goodness-of-fit” function defined as
normalized root mean square error. The output value of the function can vary from
−∞ (poor fit) to 1(perfect fit).
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Figure 3.1. Comparison of imposed and generated line plots. Blue lines: prescribed
perturbation, green, red and cyan: generated; a) 10 cells per wave; b) 20 cells per
wave; c) 25 cells per wave; d) 40 cells per wave.
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Table 3.1
Goodness of Fit Between Prescribed and Obtained Perturbation
source width, W Parameter goodness of fit, δf
λx/2 U 0.94808
λx/2 V 0.91469
λx/2 ωz 0.89338
λx/4 U 0.92754
λx/4 V 0.92355
λx/4 ωz 0.90112
λx/8 U 0.84803
λx/8 V 0.88377
λx/8 ωz 0.80614
λx/16 U 0.74202
λx/16 V 0.79105
λx/16 ωz 0.53943
(a) (b)
Figure 3.2. Line plots along X for different source widths. Blue line: prescribed
perturbation; (a) Magenta, red, cyan and green: generated for source widths
λx/2, λx/4, λx/8, λx/16 correspondingly; (b) Magenta, red, cyan and green:
generated for source heights 2λy, 1.5λy, λy, 0.5λy correspondingly.
The comparison is made in the region of interest not too far downstream from
the source and between two black vertical lines in Figure 3.2 between X = 0 and
X = 2. To test the performance of the momentum source model with different
source widths, 4 case studies are implemented. Namely, W is chosen to be
le .
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λx/2, λx/4, λx/8, λx/16, where λx = 2pi/k1. The results show that W could be as
small as λx/4 without significant loss of accuracy. As for the height, case studies are
conducted with H being equal to 2λy, 1.5λy, λy, 0.5λy. Figure ?? along with Table
3.2 prove that H has to be not less then one wavelength in that direction. All the
results presented below for convected synthetic gusts and turbulence are obtained
for the uniform mean flow with Mach number M=0.5.
Table 3.2
Goodness of Fit Between Prescribed and Obtained Perturbation
source height, H Parameter goodness of fit, δf
2λy U 0.94808
2λy V 0.91469
2λy ωz 0.89338
1.5λy U 0.94637
1.5λy V 0.92538
1.5λy ωz 0.89691
λy U 0.9331
λy V 0.89192
λy ωz 0.88961
0.5λy U 0.67391
0.5λy V 0.87474
0.5λy ωz 0.8445
3.1.1 Synthetic Gust
1-D Gust
A single mode with nonzero upwash velocity and streamwise wavenumber
components is defined as 1-D (transverse, or Sears) gust. In the current simulations,
the imposed disturbance is enforced through momentum source prescribed at
Xs = −5.
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Figure 3.3. Simulation of 1-D gust with k1 = 2, k2 = k3 = 0, a2 = 17, a1 = a3 = 0,
b1 = b2 = b3 = 0, Xs = −5; (a) Z vorticity contours of 1-D gust; (b) Comparison of
line plots of X, Y velocities and Z vorticity along X coordinate at Y = 0 for 1-D
gust. Blue line: prescribed perturbation, green one: generated.
The line plots (Figure 3.3) show that the generated upwash V-component of
the gust velocity very slightly diverges from the prescribed one. At the same time, a
small (around 3% of free stream velocity amplitude), but the non-zero U-component
is still generated downstream of the source.
2-D Gust
As part of the validation study, 2D gusts are generated with different phase
front angles. Examples in Figures 3.4 (a) and 3.5 (a) illustrate vorticity contours for
modes with phase front angles of 20◦ and 45◦, respectively. The line plots in Figures
3.4 (b) and 3.5 (b) show very good comparison between prescribed and generated
gust velocity and vorticity components.
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Figure 3.4. Simulation of 2-D gust with wave front at 20◦ k1 = 2, k2 = 0.7279,
k3 = 0, a1 = −5.8143, a2 = 15.9748, a3 = 0, b1 = b2 = b3 = 0, Xs = −5; (a) Z
vorticity contours; (b) Comparison of line plots of X, Y velocities and Z vorticity
along X coordinate at Y = 0. Blue line: prescribed perturbation, green one:
generated.
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Figure 3.5. Simulation of 2-D gust with wave front at 45◦ k1 = 2, k2 = 2, k3 = 0,
a1 = −12.0208, a2 = 12.0208, a3 = 0, b1 = b2 = b3 = 0, Xs = −5; (a) Z vorticity
contours; (b) Comparison of line plots of X, Y velocities and Z vorticity along X
coordinate at Y = 0. Blue line: prescribed perturbation, green one: generated.
3-D Gust
Figure 3.6 illustrates Y -vorticity contours for three-dimensional disturbance
convected downstream from the source region specified with Xs = −7. Note that
since the source terms for both Z and Y momentum equations are similar, the
correspondingly generated vorticity components appear to be nearly identical.
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Figure 3.6. Y vorticity contour of 3-D gust with k1 = 1, k2 = 1, k3 = 1, a1 = 12,
a2 = −6, a3 = −6, b1 = 12, b2 = −6, b3 = −6, Xs = −7.
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Figure 3.7. Comparison of line plots of velocities and vorticities of 3-D gust with
k1 = 1, k2 = 1, k3 = 1, a1 = 12, a2 = −6, a3 = −6, b1 = 12, b2 = −6, b3 = −6,
Xs = −7. Blue line: prescribed perturbation, green one: generated; a) X, Y and Z
velocities along X for 3-D gust. Y = 0, Z = 6.5; b) X, Y and Z vorticities along X
for 3-D gust. Y = 0, Z = 6.5.
On the other hand, no windowing function is applied in the Z direction as the
source region extends to the boundaries of the computational domain with imposed
periodic boundary conditions. Such topology of the source region would be
applicable, e.g., in 3D ILES simulations of the gust or turbulence interaction with
the airfoil. The results indicate that there are slight vorticity distortions near the
periodic boundaries, but the effect is localized. No reflections were observed. A
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good comparison of imposed vs generated 3D gust perturbation components is
further illustrated through line plots in Figures 3.7, 3.8 and 3.9
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Figure 3.8. Comparison of line plots of velocities and vorticities of 3-D gust with
k1 = 1, k2 = 1, k3 = 1, a1 = 12, a2 = −6, a3 = −6, b1 = 12, b2 = −6, b3 = −6,
Xs = −7. Blue line: prescribed perturbation, red one: generated; a) X, Y and Z
velocities along Y for 3-D gust. X = −2, Z = 6.5; b) X, Y and Z vorticities along Y
for 3-D gust, X = −2, Z = 6.5.
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Figure 3.9. Comparison of line plots of velocities and vorticities of 3-D gust with
k1 = 1, k2 = 1, k3 = 1, a1 = 12, a2 = −6, a3 = −6, b1 = 12, b2 = −6, b3 = −6,
Xs = −7. Blue line: prescribed perturbation, magenta one: generated; a) X, Y and
Z velocities along Z for 3-D gust. X = 0, Y = 0; b) X, Y and Z vorticities along Z
for 3-D gust. X = 0, Y = 0.
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3.1.2 Synthetic Turbulence
2-D Turbulence
Two dimensional homogeneous isotropic turbulence case studies are performed
with the use of the RFG (Figures 3.10-3.12) and STG (Figures 3.13-3.15 for
Gaussian spectrum and Figures 3.16-3.18 for Von Karman spectrum) procedures.
The computational parameters are the same in all three cases, and certain
(non-dominating in energy spectra) modes with the smallest and largest
wavenumbers are removed from the input in order to save the computational cost.
The resulting imposed RFG spectrum consisted of 66 harmonics, while STG
Gaussian spectrum is assembled with 65 modes and STG Von Karman spectrum,
with 98 modes. The turbulence intensity is selected with I = 0.07. The results
indicate an overall very good comparison of generated vs imposed turbulence energy
spectra in both directions.
Figure 3.10. Contours of Z vorticity and streamlines at t = 7.4103 sec for RFG
generated 2-D turbulence with Gaussian spectrum.
31
(a) (b)
Figure 3.11. Comparison of imposed and generated one-dimensional spectra for
RFG generated Gaussian spectrum. Blue line: prescribed perturbation, green one:
generated; a) One-dimensional spectrum; b) One-dimensional spectrum.
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(b)
Figure 3.12. Comparison of imposed and generated properties for STG generated
Gaussian spectrum. Blue line: prescribed perturbation, green one: generated,
Xs = 0; a) Time history of X and Y velocities; b) Lineplots in X direction at Y = 0.
The plotted turbulence energy spectra Eu, Ev, Ew are based on modal
amplitudes for corresponding velocity perturbation components. The differences
observed for the particular turbulence velocity components in line plots are
discussed further below. Note that the vorticity contours for the generated Von
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Karman spectrum (Figure 3.16) contain much smaller blobs of vorticity since the
modal energy spectrum is not decaying as fast as Gaussian.
Figure 3.13. Contours of Z vorticity and streamlines at t = 3.0444 sec for STG
generated 2-D turbulence with Gaussian spectrum.
(a) (b)
Figure 3.14. Comparison of imposed and generated one-dimensional spectra for
STG generated Gaussian spectrum. Blue line: prescribed perturbation, green one:
generated; a) One-dimensional spectrum; b) One-dimensional spectrum.
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Figure 3.15. Comparison of imposed and generated properties for STG generated
Gaussian spectrum. Blue line: prescribed perturbation, green one: generated,
Xs = 0; a) Time history of X and Y velocities; b) Lineplots in X direction at Y = 0.
Figure 3.16. Contours of Z vorticity and streamlines at t = 0.9214 sec for STG
generated 2-D turbulence with Von Karman spectrum.
(a) (b)
Figure 3.17. Comparison of imposed and generated one-dimensional spectra for
STG generated Von Karman spectrum. Blue line: prescribed perturbation, green
one: generated; a) One-dimensional spectrum; b) One-dimensional spectrum.
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Figure 3.18. Comparison of imposed and generated properties for STG generated
Von Karman spectrum. Blue line: prescribed perturbation, green one: generated; a)
Time history of X and Y velocities; b) Lineplots in X at Y = 0, Xs = 0.
3-D Turbulence
Finally, the results of comparison for the RFG generated three-dimensional
turbulence with Gaussian energy spectrum is shown in Figures 3.20 - 3.23.
Figure 3.19. Iso-surface of Q criterion Q = −6 for three-dimensional turbulence
forced through momentum source for RFG generated Gaussian spectrum.
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Notably, the generated 3D turbulence indicates a much smaller discrepancy (as
observed both in spectra and line plots) against the prescribed perturbation field, as
compared to 2D simulations.
(a) (b)
(c) (d)
Figure 3.20. Comparison of imposed and generated one-dimensional spectra (a-c)
and time history(d) for RFG generated Gaussian spectrum. Blue and dashed blue
lines: prescribed perturbation, green one: generated; a) One-dimensional spectrum
in X; b) One-dimensional spectrum in Y; c) One-dimensional spectrum in Z; d)
Time-history of X, Y and Z velocity perturbations at X = 53, Y = 0, Z = 0,
Xs = 52.1.
This is due to the fact that in the two-dimensional case the divergence-free
condition (assumed in source derivation) is not satisfied exactly for the imposed 2D
turbulence modes. Overall, the results confirm the successful implementation of the
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developed numerical procedure for generating spectral synthetic turbulence using
the momentum source technique.
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Figure 3.21. Comparison of line plots of velocities and vorticities of 3-D turbulence,
Xs = 52.1. Blue line: prescribed perturbation, green one: generated; a) X, Y and Z
velocities along X. Y = 0, Z = 0; b) X, Y and Z vorticities along X. Y = 0, Z = 0.
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Figure 3.22. Comparison of line plots of velocities and vorticities of 3-D turbulence,
Xs = 52.1 for RFG generated Gaussian spectrum. Blue line: prescribed
perturbation, red one: generated; a) X, Y and Z velocities along Y . X = 53, Z = 0;
b) X, Y and Z vorticities along Y . X = 53, Z = 0.
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Figure 3.23. Comparison of line plots of velocities and vorticities of 3-D turbulence,
Xs = 52.1 for RFG generated Gaussian spectrum. Blue line: prescribed
perturbation, magenta one: generated; a) X, Y and Z velocities along Z. X = 53,
Y = 0; b) X, Y and Z vorticities along Z. X = 53, Y = 0.
3.2 Validation of Momentum Source for Non-Uniform Flows
The source term method for non-uniform flow is implemented in ANSYS
Fluent using a c++ user-defined function (UDF). This approach is referred to as
“source” down below in this section. For validation, two other approaches are
employed to compare the flowfield pictures and the transient behavior of the flow.
One approach is to introduce the same disturbance (u = (ug, vg)) on the inlet
and let it propagate downstream with the free stream velocity profile (referred to as
“inlet”). The second method is to employ several sources for uniform flow along the
y-direction, thus injecting a disturbance as a piecewise function (referred to as
“piecewise”). Illustration of the above three methods is given in Figure 3.24. When
the turbulent mode is superimposed on the inflow velocity profile, it can be seen in
the flow right from the boundary, however, piecewise and source methods inject
disturbance at the right boundary of the momentum source at some distance from
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the inlet. The onset of disturbance propagation is schematically shown with a red
line in Figure 3.24.
Figure 3.24. Illustration of different approaches of one turbulent mode generation.
From tob to bottom: source; piecewise; and inlet.
All the cases (source, piecewise, inlet) are calculated on the same two-dimensional
structured rectangular grid with 40× 120 cells corresponding to cell size 0.25.
Boundary conditions are no-slip wall (bottom boundary) and non-reflective far-field
pressure (Figure 3.25) with Mach number set through UDF function corresponding
to velocity profile (Equation 3.1).
M =
M∞(y + b)
1
2√
2b
, (3.1)
where M∞ is the Mach number on the top boundary of the grid, b is equal to
|ymin| = 10 in current analysis.
The pressure based inviscid solver is utilized and the SIMPLE scheme is
employed with the least-squares cell-based spatial discretization of a gradient. The
pressure is discretized spatially with a second-order discretization, and a
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second-order Upwind scheme is chosen for momentum, density, and energy. The
transient formulation is second-order implicit.
Figure 3.25. Computational domain with boundary conditions specified.
The gust is injected with amplitude 12m/s and frequency k1 = k2 = 0.5, with
wavefront thus propagating at 45 degrees to horizontal axis. The source region
extended all the way from the bottom to top in the y-direction, along, X source is
located from -26.3 to -20 (6.3 is half of the wavelength).
Flow contours of X and Y velocities and Z vorticity are shown in Figures 3.26 -
3.28 and the methods are compared. X and Y velocities are plotted along a line in
Figure 3.29. Flow pictures look similar in all three cases, absence of perturbation at
the X locations less then 26.3 is due to the source being placed within the domain.
Thus, on the line plots (Figure 3.29) disturbances must be compared starting at
locations X = -20 for piecewise and source methods and at the left boundary for the
inlet one. There is a singularity in the source formulation which appears in the
flowfield (near Y = -5 for current frequency). This singularity can be avoided if the
source is carefully introduced in a specified region of computational domain away
from the boundaries. However, in current simulation the source region specified over
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the entire extent of the grid and source terms are set to zero in the regions of
singularities.
Figure 3.26. X component of velocity in the presence of 2D gust superimposed on
velocity profile. From top to bottom: source; piecewise; and inlet.
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Figure 3.27. Y component of velocity in the presence of 2D gust superimposed on
velocity profile. From top to bottom: source; piecewise; and inlet.
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Figure 3.28. Z component of vorticity in the presence of 2D gust superimposed on
velocity profile. From top to bottom: source; piecewise; and inlet.
Vorticity contours (Figure 3.28) of piecewise are less smooth due to the discrete
nature of the disturbance injection. Line plots show a similar rate of dissipation
between all the methods, however, the amplitude of momentum source for
non-uniform flows is underpredicting the value produced by the other two methods.
Next step in the validation of the approach would be to apply it to a flowfield with
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a boundary layer profile. For example, wind engineering problem of unsteady loads
on a building in atmospheric boundary layer previously examined by Huang et al.
(2010) would be appropriate for the future follow-up study.
(a) y = 5 (b) y = 0
Figure 3.29. U and V velocity line plots for vertical line. Piecewise and source are
taken at the right boundary of the source for valid comparison with the inlet.
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4. Applications
The momentum source model can be utilized in numerical investigations of
numerous problems as an alternative to turbulent inflow boundary conditions, as
well as, a tool for introducing selected vortical disturbance modes of certain
amplitude and phase in computational analyses.
One possible application of the momentum source model is the interaction of
an airfoil and upstream disturbances such as gust or turbulence. Unsteady loading,
as well as noise generated by gust-airfoil interaction, has been of interest for many
years. Numerous analytical and semi-analytical solutions with various restrictions
and simplifications have been developed. The problem of unsteady lift generated by
the interaction of a flat plate at zero incidence with incompressible transverse
one-dimensional gust was solved by Sears (1941) as early as in 1941.
An extension to this solution was proposed later by Goldstein and Atassi
(1976) who took into account the gust distortion effect due to small incidence and
camber of an airfoil and considered two-dimensional gust with transverse and
longitudinal components. This theory was further elaborated by Hamad and Atassi
(1980) to include the effect of airfoil thickness. Unsteady loads produced by a
three-dimensional compressible gust interacting with a flat plate were found by
(Graham, 1970).
The acoustic response was analyzed by (Atassi et al., 1993). Recently, Ayton et
al. (2015) have developed a theoretical solution for high-frequency gust-airfoil
interaction acoustic and aerodynamic responses. Each of the aforementioned
theories has its constrains due to various employed assumptions. Here, we employ
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our validated numerical approach to compare and estimate accuracy of several
proposed analytical modeles. In particular, predictions of unsteady lift as well as
sound generation are carried out and results are compared with existing analytical
solutions.
Firstly, the unsteady lift produced by impinging of one dimensional, two
dimensional and three-dimensional gusts on the airfoil are compared to the
analytical predictions described in (Sears, 1941; Goldstein & Atassi, 1976; Graham,
1970). Next, an analytical formula predicting unsteady lift response due to
turbulence-airfoil interaction is proposed as a superposition of lift responses due to
single modes impinging on an airfoil. Another aspect of the problem is the acoustic
response. Directivity and surface root mean square pressure in case of a single gust
impingement is compared with benchmark solutions (Dahl, 2000). In 3D the case of
gust-airfoil interaction according to the analytical solution proposed by Graham
(1970), only certain gust modes, called supercritical, interacting with airfoil, will
produce sound. This phenomenon is analyzed numerically. Further, identification of
supercritical and subcritical modes in impinging turbulence spectrum is performed
and correlated with predicted unsteady response.
Next, we apply the developed momentum source method to the
turbulence-airfoil interaction problem. As discussed in Chapter 2 possible to
simulate a turbulent velocity field using a superposition of random Fourier modes.
Indeed, this assumption is employed in many synthetic turbulence methods. Such
Fourier modes can be looked at as gust modes with certain amplitudes and
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wavenumbers and, thus, the turbulence-airfoil response may be predicted by means
of superposition of existing analytical solutions from gust-airfoil interaction problem.
Numerically, turbulence perturbations can be introduced through the inflow
boundary condition. However, as the grid is usually stretched at the far-field, such
approach may lead to dissipation of perturbations before they reach a body.
Another way to create turbulence in the computational domain is through forcing
perturbations at some distance upstream of the body and let it convect with the
mean flow, as was proposed by (Golubev et al., 2011). Turbulence perturbations in
this model were produced as a superposition of harmonic Fourier modes to generate
Gaussian spectrum. An extension of the aforementioned application may include an
analysis of unsteady cascade response in non-uniform flow.
In the current work we consider one more example of flow-structure interaction
problem focusing on a noise estimation study for an Extremely Short Take-Off and
Landing (ESTOL) aircraft concept incorporating wing with embedded cross-flow fan
(Karpuk et al., 2018). In particular, we examine airfoil with embedded CFF
operating in turbulent flow conditions, and investigate the resulting noise directivity
comparison with uniform flow conditions.
Additionally, the momentum source model is utilized in a study of the effect of
turbulence on the wake vortex evolution. Wake vortices induce a strong rolling
moment that is dangerous for aircraft that enter the wake. The strength of the wake
vortex impact on the following aircraft depends not only on the parameter of the
aircraft generator but also on the environmental conditions. The effect of turbulent
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intensity on wake vortex evolution is studied with the use of the momentum source
model.
Another possible application is the study of unsteady loads on a tall building in
an urban boundary layer. New corrected source terms derived in the previous
chapter for non-uniform flow are able to reproduce disturbance under the condition
of velocity profile applied at the inflow. Turbulent loads on a building may be
compared with experimental and CFD results presented by (Huang et al., 2010).
4.1 Gust-Airfoil Interaction
4.1.1 Analytical Models
Flat Plate in a Transverse 1-D Gust
An unsteady potential theory for the flat-plate pressure and lift fluctuations
due to an impinging transverse gust was derived in detail in (Sears, 1941) where the
gust-induced lift fluctuation was found to be:
L′(k1) =
1
2
ρcUωeiωtS (4.1)
where k1 is nondimensional reduced frequency, c is chord length and S is Sears
function,
S = 2pi[(J0(k1)− iJ1(k1))C(k1) + iJ1(k1)] (4.2)
The vector diagram of the Sears function is shown in Figure 4.1. Sears theory
accounts only for effect of transverse component of gust and does not take into
consideration effect of geometry or compressibility.
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(a) (b)
Figure 4.1. Gust-airfoil interaction; a) Flat plate in 3D gust (Atassi, 1994); b) The
vector diagram of Sears function.
Flat Plate in Oblique 3-D Gust
A sinusoidal gust (with only an upwash velicity component) acting on an
infinite span wing was considered by (Graham, 1970). The flow was compressible
and the wing was at subsonic speed U . This problem was reduced to
two-dimensional Helmholtz equation (Atassi, 1994):
∂2φ
∂x
+
∂2φ
∂y
+ (K21 −K23)φ = 0 (4.3)
Where K3 = k3/β and K1 = ω/(β
2c) . Graham showed that this equation is
hyperbolic in nature if parameter K21 −K23 is positive and elliptic if it is negative.
In the hyperbolic case, the far field consists of outwardly propagating acoustical
waves and the flow is called supercritical. On the other hand, for the elliptic
equation far field decays exponentially and the flow regime is called subcritical.
Every solution depends on three parameters: Mach number M ; reduced frequency
k1; and spanwise wavenumber k3. Graham (1970) showed that there is a subset of
solutions of each type that differ by a constant.
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Thus, knowing any member of one group it is possible to find other members in
the group. He constructed a set of rules, called ‘similarity rules’ and proved that all
the members in the subcritical case are similar to an incompressible oblique
problem. At the same time, all the members in the supercritical case are similar to
the compressible two-dimensional problem. In addition, Graham (1970) derived
similarity rule between sub- and supercritical solutions. Consequently, solution for
only one case is needed to find all possible combinations of parameters M ,k1,k3.
In general, to find the loading coefficient per unit upwash it is required to solve
an integral equation for either case. The physical meaning of the parameter
K21 −K23 is explained in (Graham, 1970).
(a)
(b)
Figure 4.2. Interaction of a wing and a oblique gust; (a) Response function for the
various k3 and M = 0.8; (b) Transition line between subcritical and supercritical
region.
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It can be seen in Figure 4.2 that solution switches from subcritical to
supercritical at certain k1 = (k3β)/M , where β is Prandtl-Glauert compressibility
correction. The regions corresponding to sub- and supercritical solutions are shown
for all parameters k1,k3 and M , where variation of k1 and k3 is accounted for with
parameter Λ. This parameter is an angle that the gust front forms with the airfoil
span direction,
Λ = tan−1
k3
k1
(4.4)
Lifting Airfoil in 2-D Gust
The unsteady effects of gust distortion induced by the airfoil non-zero
thickness, camber, and angle of attack were studied by Goldstein and Atassi (1976)
who developed a second-order unsteady aerodynamic theory for a thin airfoil in
unsteady flow. In their model, the gust has both transverse and streamwise
components, as shown in Figure 4.3.
Figure 4.3. 2D time-harmonic gust.
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The 2D gust interacts with the cambered airfoil placed at a small angle of
attack to the upstream mean flow. The fluctuating lift expansion then consists of
two parts: the lift based on the flat-plate Sears response, and the lift due to the gust
distortion affected by the geometry of the airfoil (Equation 4.5).
L′ =
k1
2pi
√
k21 + k
2
2
S(k1) + L
′
1, (4.5)
where  denotes a small parameter.
This model is linear and splits contributions due to the camber, angle of attack
and thickness, as follows:
L′1(k1, k2, α,m, θ) = αL
′
1α(k1, k2) +mL
′
1m(k1, k2) + θL
′
1θ(k1, k2) (4.6)
where β is angle of attack, θ is the airfoil thickness, and m is the airfoil camber. In
the original formulation of the theory only solutions for angle of attack L′1α(k1, k2)
and camber L′1m(k1, k2) effects were provided.
Figure 4.4. Correction of unsteady lift for airfoil thickness (Hamad & Atassi, 1980).
In (Hamad & Atassi, 1980) the theory developed in (Goldstein & Atassi, 1976)
was used to account for the effect of the airfoil thickness L′1θ(k1, k2) term in
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equation (4.6). In Figure 4.4, this effect is illustrated as it was originally presented
by the authors.
In (Horlock, 1968) another approximate analytical solution to the problem of
2D gust interacting with a flat plate was proposed. The flow was linearized about a
uniform parallel flow. His euristic theory includes both transverse and chordwise
gust components. The unsteady lift was found in the form Equation 4.7
L′(k1, α, βm) = S(k1)− βT (k1)cotβm, (4.7)
where function T (k1) is aerodynamic responce due to chordwise velocity
fluctuations.
T (k1) = X(k1) + iY (k1) (4.8)
where X(k1) = (2− a)J0(k1)− bJ1(k1), Y (k1) = (a+ 1)J1(k1)− bJ0(k1), J0 and J1
are Bessel functions.
Finally, Chiang and Fleeter (1988) developed their own first-order model to
analyze real airfoil responce to 2D gust. Their model does not provide an explicit
expression for the lift responce. To obtain unsteady lift, one need to numerically
solve discrete algebraic equations which describe flow field at individual grid cells.
The equations are obtained from locally analytical solution. Chiang and Fleeter
(1988) accounted for the angle of attack, camber and thickness and carried out
calculations for a series of airfoils and flow configurations.
Comparison of 2D Analytical Solutions
In Figure 4.5, the three different theories mentioned above are compared for
prediction of complex unsteady lift response function. The plots show imaginary
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and real part of unsteady gust-airfoil lift response. Modified sears solution is drawn
as a reference. Hamad and Atassi (1980), as well as, Horlock (1968) derived explicit
analytical expressions for the unsteady lift, while Chang and Fleeter’s (1988) results
are extracted from the published solutions. It is worth noting, that the trend of
unsteady lift behavior differs between the theories. According to Hamad and Atassi
(1980), the effect of thickness is the most prominent in the high-frequency region,
while Chang and Fleeter’s results contradict this trend. Moreover, the latter results
show that thickness slightly changes unsteady lift, in contrast with the formerthat
exhibits a significant discrepancy between results for airfoils with various
thicknesses. Note that both theories considered Joukovski airfoill.
(a) (b)
Figure 4.5. Comparison of unsteady lift predictions for impinging two-dimensional
gust with 45 degrees gust front. Solid line is the theory of Goldstein and Atassi
(1976), round markers - Chiang and Fleeter (1988), dashed line with triangles -
Horlock (1968); (a) Thickness effect; (b) Angle of attack effect.
In the case of angle of attack impact on unsteady lift, all three theories agree
on the fact that the effect is the most important on low frequencies. However, in the
low frequency region the theories of Chiang and Fleeter (1988) and Horlock (1968)
show an increase in lift response as the angle of attack is increased. Hammad and
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Atassi’s (1980) solution exhibits the opposite trend. However, at a high frequencies
theories show close prediction for selected angles of attack. Note that, for unloaded
airfoil (symmetric at zero angle of attack) in 2D gust, all theories agree with each
other. Thus, it is effects of angle of attack and thickness which are accounted for in
a different manner in each theory, rather than the influence of the second gust
component.
Lifting Airfoil in 3-D Gust
In (Ayton, 2015) a problem of three-dimensional gust-airfoil interaction by
means of matched asymptotic expansions have been recently solved. According to
the method, the flow around the airfoil is split into several asymptotic regions:
leading inner region; outer region; transition region; trailing inner region; and
trailing edge transition region Figure 4.6 and Figure 4.7. Euler equations are
linearised about background flow (Ayton, 2015) and solved in potential-streamline
space(φ, ψ). Ayton’s solution is derived under assumptions of small thickness,
camber and angle of attack and high frequency of the incident gust (k1  1) and
strictly valid for M > 0.6. The solution gives pressure on the far-field but surface
pressure can be approximated as well. The expressions for the acoustic field and
surface pressure is lengthy and can be found in (Ayton, 2015).
Figure 4.6. Airfoil in (x, y) space (Ayton, 2015).
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Figure 4.7. Airfoil in (φ, ψ) space (Ayton, 2015).
4.1.2 Lifting Airfoil-Gust Response
In the current work, we propose an approach to analytically predict real airfoil
responce to three-dimensional gust by combining Graham’s compressible solution
for three-dimensional oblique gust acting on flat plate with Goldstein and Atassi’s
(1976) solution for real airfoil responce to two-dimensional gust. Such superposition
can be lift represented by means of the lift responce function as follows:
L′ =
S(k1, k3,M)
2pi
+ L′1(k1, k2, α,m), (4.9)
where S(k1, k3,M) denotes Graham’s (1970) solution.
Contributions due to the camber and angle of attack are found according to solution
described in (Goldstein & Atassi, 1976):
L′1(k1, k2, α,m) = αL
′
1α(k1, k2) +mL
′
1m(k1, k2) (4.10)
4.1.3 Numerical Set-Up
Several 2D and 3D grids are employed in numerical simulations. 2D O-grids
are built around NACA0001, NACA0006, NACA0012, and Joukowski 12 %-thick
airfoils with 111 points in circumferential and 261 points in the radial directions.
The above mentioned grid was selected upon conducting sensitivity study and
refining grid 2 times in each direction in the region of interest and by satisfying
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requirement of having 25 cells per gust wave length. The grid extends up to 50
chords away from the airfoil. Total number of cells is 28,600 (Figure 4.8). For 3D
simulations involving 3D gust, the above-mentioned grid is uniformly extruded by pi
in the spanwise direction with 54 points.
For acoustic analysis, the acoustic pressure is recorded at the locations of 36
monitor points equidistantly placed on a circle. The results are computed using
ANSYS Fluent R.17 pressure-based solver. For spatial discretization, the 2nd order
upwind scheme is chosen, with the transient formulation using the 2nd order
implicit solver. The boundary conditions are chosen, as follows: pressure far-field;
slip wall condition on the airfoil surface; and periodic conditions on the endplates in
3D computations.
(a) (b)
Figure 4.8. (a) Computational domain; (b) Computational domain near solid wall.
First, steady-state convergence is reached, then the transient simulations are
enabled with gust or turbulence switched on. After the statistically steady-state
solution is obtained, the solver’s built-in Ffowcs-Williams and Hawkings’ (FWH)
acoustic prediction model is enabled and acoustic sampling is started.
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4.1.4 Results
The inviscid flow regime with M=0.5 and Joukowski airfoil is selected to match
the benchmark problem (Dahl, 2000) conditions for 2D gust-airfoil interaction cases,
in order to validate the numerical procedure. In addition, NACA airfoil geometries
are included in computations, as explained below.
Aerodynamic Gust Response
(a) (b)
Figure 4.9. Unsteady lift comparison; (a) Comparison of Sears (1941) lift
predictions with results from ANSYS Fluent. k2 = k3 = 0. Green line is Sears
function, red stars - CFD. The plot is nondimensionalized for 0.5ρV a; (b) Effect of
thickness in 2D. Comparison of analytical unsteady lift predictions by Chiang and
Fleeter (1988) with results from ANSYS Fluent. M = 0.1, k1 = k2, k3 = 0,
a1 = −a2 = 0.014, α = 0. All the plots are nondimensionalized for 0.5ρV a.
First, the unsteady lift coefficients for 1D gust response are computed and
compared with theoreitcal predictions of Sears (Sears, 1941). Lift is normalized by
the gust upwash amplitude, as in Equation (4.11).
cl =
1
2pi
L
0.5ρV a2c
, (4.11)
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where a2 is the upwash amplitude. Then, inviscid 2D CFD calculations are
performed in order to investigate the effect of thickness and angle of attack in 2D
gust-airfoil interaction lift response. In Figure 4.10 effect of thickness shown for four
different angles of attack. In accordance with analytical findings, of Hamad and
Atassi (1980) the most prominent difference between airfoils with various
thicknesses are observed in the high-frequency region. However, CFD calculations
show a decrease of unsteady lift as thickness is increased. Moreover, theoretical
solutions exhibit a peak lift around k1 = 3 which is not observed in the numerical
solution. In the low-frequency region. (k1 < 1) comparison of analytics and
numerical results is good.
In Figure 4.9 (b), comparison is done with theory described in (Chiang &
Fleeter, 1988). Modified Sears function (Smodified(k1) = S(k1)
k1√
k21+k
2
2
) is plotted as a
reference point. Overall, agreement with results obtained in (Chiang & Fleeter,
1988) is better than agreement with results obtained in (Hamad & Atassi, 1980) for
the thickness impact on the unsteady lift curve. Unsteady lift curves are digitized
from the results published in (Chiang & Fleeter, 1988) and converted from the
complex domain. The range of the k1 is the same as in the original publication,
while CFD computations are not performed for k1 lower than 0.55 and higher than
4.5.
The series of graphs shown in Figures 4.11, 4.12, and 4.13 are essentially the
same as Figure 4.10, however, curves are combined in a way to highlight the effect
of angle of attack rather than the effect of thickness. Comparison is done with
following theories: (Hamad & Atassi, 1980; Goldstein & Atassi, 1976; Horlock,
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1968). Since Horlock (1968) did not account for the thickness, the comparison is
performed only for the thinnest airfoil NACA0001.
(a) (b)
(c) (d)
Figure 4.10. Effect of thickness in 2D. Comparison of analytical unsteady lift
predictions with results from ANSYS Fluent. M = 0.1, k1 = k2, k3 = 0,
a1 = −a2 = 0.014. All the plots are nondimensionalized for 0.5ρV a. Analytical
theory of Goldstein and Atassi (1980); (a) α = 0; (b) α = 1; (c) α = 2; (d) α = 3.
In Figures 4.11, 4.12 and 4.13 all three theories are compared on a different
plots for better readability. For the thinnest airfoil NACA0001 (Figure 4.11) all the
theories are in accordance with CFD in the region of high frequencies, except for the
bump around k1 = 3 in CFD solution. This bump is not observed for thicker airfoils
and can be attributed to numerical error. As thickness is increased (Figures 4.12
and 4.13 ), the discrepancy between the analytical solution of Hamad and Atassi
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(1980) growths. It is clear, that the theory of Goldstein and Atassi, which does not
include the effect of thickness, aligns better with CFD.
(a) (b) (c)
Figure 4.11. Effect of angle of attack in 2D. Comparison of analytical unsteady lift
predictions with results from ANSYS Fluent. M = 0.1, k1 = k2, k3 = 0,
a1 = −a2 = 0.014, θ = 1%. All the plots are nondimensionalized for 0.5ρV a; (a)
Analytical theory of Hamad and Atassi (1980); (b) Analytical theory of Goldstein
and Atassi (1976); (c) Analytical theory of Horlock (Horlock, 1968).
Effect of camber is shown in Figures 4.14 and 4.15. Unsteady lift solution
corresponding to theory described in (Chiang & Fleeter, 1988) were extracted for
published cases and compared with solutions described in (Goldstein & Atassi,
1976) and CFD. The graphs show that CFD and analytical solutions agree for low
thicknesses and cambers. With the increase of the camber solution of Goldstein and
Atassi (1976) peaks near k1 = 2. CFD results exhibit same trend, but with much
smaller peak amplitude (Figure 4.14).
For the 3D case of an oblique gust interaction 4.16 (a), the gust frequency
range is chosen in order to to cover the transitional region from subcritical to
supercritical flow. Thus x component of gusts’ wavenumbers are
k1 = [2.6, 3, 3.4, 3.6, 3.9, 4.2, 4.5, 4.9], while transition predicted in Graham’s (1970)
theory should be expected at k1tr = 3.42. Frequencies corresponding to above
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mentioned wavenumbers are : f = [70.38, 81.21, 92.0497.45, 105.57,
113.69, 121.82, 132.64] and the transition frequency is ftr = 92.57. The spanwise
component of wavenumber is 2 in order to have one wavelength equal to the span
length.
(a) (b)
Figure 4.12. Effect of angle of attack in 2D. Comparison of analytical unsteady lift
predictions with results from ANSYS Fluent. M = 0.1, k1 = k2, k3 = 0,
a1 = −a2 = 0.014, θ = 6%. All the plots are nondimensionalized for 0.5ρV a; (a)
Analytical theory of Hamad and Atassi (1980); (b) Analytical theory of Goldstein
and Atassi (1976)
(a) (b)
Figure 4.13. Effect of angle of attack in 2D. Comparison of analytical unsteady lift
predictions with results from ANSYS Fluent. M = 0.1, k1 = k2, k3 = 0,
a1 = −a2 = 0.014, θ = 12%. All the plots are nondimensionalized for 0.5ρV a; (a)
Analytical theory of Hamad and Atassi (1980); (b) Analytical theory of Goldstein
and Atassi (Goldstein & Atassi, 1976).
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(a) (b)
(c) (d)
(e) (f)
Figure 4.14. Effect of camber in 2D. Comparison of analytical unsteady lift
predictions with results from ANSYS Fluent with NACA airfoil (1% thickness,
variable camber located 0.4c of leading edge). M = 0.1, k1 = k2, k3 = 0, a1 = −a2.
All the plots are nondimensionalized for 0.5ρV a; (a) m = 0%; (b) m = 1%; (c)
m = 2%; (d) m = 4%; (e) m = 6%; (f) m = 10%.
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(a) (b)
(c) (d)
Figure 4.15. Effect of camber in 2D. Comparison of analytical unsteady lift
predictions with results from ANSYS Fluent with NACA airfoil (1% thickness,
variable camber located 0.4c of leading edge). M = 0.1, k1 = k2, k3 = 0, a1 = −a2.
All the plots are nondimensionalized for 0.5ρV a; (a) m = 0% Θ = 1%; (b)
m = 20% Θ = 1%; (c) m = 0% Θ = 20%; (d) m = 20% Θ = 20%.
(a) (b)
Figure 4.16. Comparison of analytical unsteady lift prediction with results from
ANSYS Fluent. 3-D gust: M = 0.5 k2 = 0, k3 = 2. All the plots are
nondimensionalized for 0.5ρV a; (a) Angle of attack effect. Analytical theory is
superposition of Graham (1970) and Goldstein and Atassi (1976) solutions. For
CFD calculations airfoil has 1% thickness; (b) Thickness effect. Analytical theory of
Graham (Graham, 1970).
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Solution described in (Graham, 1970) is obtained by solving integral equation with
callocation method. Curves in Figure 4.16 (a) are calculated using 41 points, while
theoretical curve in Figure 4.16 (b) is calculated using 201 points. The discrepancy
between theory and CFD for thin symmetrical airfoil at zero incidences appears
more pronounced in 3D case, as the solver underpredicts the lift response with
respect to the numerical solution of the integral equation and indicates the
transition from subcritical to supercritical regime happening at a slightly lower
reduced frequency.
The effect of angle of attack is studied and compared with the superposition of
three-dimensional solution for flat plate (Graham, 1970) and twodimensional
solution for loaded airfoil (Goldstein & Atassi, 1976). Figure 4.16 (a) shows that
both theory and analytical solution predict increase of unsteady lift as angle of
attack in increased.
Additionally, the effect of thickness on the unsteady lift is considered by
performing calculations with three airfoils with different thicknesses, namely
Θ = 12%,Θ = 6%,Θ = 1%. It is shown in Figure 4.16 (b) that, for most frequencies,
the lift coefficient increases when the thickness is reduced approaching analytical
solution.
Acoustic Gust Response
Validation Analysis for 2-D Gust Response
To ensure accurate prediction of acoustic pressure on the far-field the near-field
acoustics and surface pressure distributions are calculated and compared with
benchmark solutions (Dahl, 2000).
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(a) (b)
Figure 4.17. Flowfield for 2-D gusts with M = 0.5 k1 = k2 = 0.1 k3 = 0 a2 = 2.4,
a1 = a3 = 0, b1 = b2 = b3 = 0, Xs = −1.5; (a)Vorticity contours showing gust
dissipation in the stretched grid region; (b)Vorticity contours near the airfoil.
(a) (b)
Figure 4.18. Flowfield for 2-D gusts with M = 0.5 k1 = k2 = 0.1 k3 = 0 a2 = 2.4,
a1 = a3 = 0, b1 = b2 = b3 = 0, Xs = −1.5; (a)Fluctuating pressure; (b)Dilatation.
(a) (b)
Figure 4.19. Flowfield for 2-D gusts with M = 0.5 k1 = k2 = 0.1 k3 = 0 a2 = 2.4,
a1 = a3 = 0, b1 = b2 = b3 = 0, Xs = −1.5; (a)Mean pressure; (b)Prms.
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Figure 4.20. Surface pressure distribution for 2-D gusts with M = 0.5 k1 = k2 = 0.1
k3 = 0 a2 = 2.4, a1 = a3 = 0, b1 = b2 = b3 = 0, Xs = −1.5; (a)Prms; (b)Mean
pressure.
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Figure 4.21. Acoustic radiation for 2-D gusts with M = 0.5 k1 = k2 = 0.1 k3 = 0
a2 = 2.4, a1 = a3 = 0, b1 = b2 = b3 = 0, Xs = −1.5; (a) R = 1c; (b)R = 2c.
(a) (b)
Figure 4.22. Flowfield for 2-D gusts with M = 0.5 k1 = k2 = 1, k3 = 0, a2 = 2.4,
a1 = a3 = 0, b1 = b2 = b3 = 0, Xs = −1.5; (a)Vorticity contours; (b)Vorticity
contours near the airfoil.
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The benchmark problem included the interaction of two-dimensional gust with
wavefront at 45 degrees to horizontal with Joukowski 12% thickness symmetrical
airfoil. Benchmark solution was calculated by unsteady aerodynamic code GUST3D
(Scott & Atassi, 1995). The code employs the frequency domain approach and
second-order central differencing. Far-field is modeled with Sommerfeld radiation
condition.
In Figures 4.17 - 4.19 and 4.22 - 4.24, the flowfield properties are shown for
gusts with reduced frequencies 0.1 and 1, with the momentum-source downstream
boundary located 0.25 chords upstream of Joukowsky airfoil. The gust is introduced
in the flowfield by the source in the momentum equations and convected
downstream with a freestream velocity corresponding to Mach number 0.5.
Comparing Z vorticity contours (Figure 4.17 (a) and Figure 4.22 (a)) it can be
seen that gust wavefront for gust with wavenumber k1 = k2 = 0.1 covers full
computational domain, while gust with k1 = k2 = 1 does not extend towards the
boundaries. This effect is due to the choice of the source region height. Based on
numerical experiments, this parameter should be equal to at least one gust’s
wavelength in order to correctly replicate gust velocities in the numerical domain.
In addition, one can see that gust with k1 = 1 dissipates downstream, unlike the
gust with k1 = 0.1. This is explained by the requirement of having 25 grid cells per
wavelength. Gust with k1 = 1 quickly dissipates as the grid cells are stretched
towards the far-field boundary. However, the accuracy of the acoustic response
calculated is not compromised as long as the grid is fine enough in the vicinity of
the airfoil and the grid is not stretched significantly far enough downstream.
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The same behavior is seen in the instantaneous pressure contours in Figure
4.23 (a), where acoustic waves are dissipating beyond certain radial distance. Note
that near the leading edge (Figure 4.17 (b) and Figure 4.22 (b)), the gust distortion
is clearly observed. The distortion is due to the nonzero thickness of the airfoil.
It can be seen in Figures 4.18 and 4.23 that there are no wave reflections from
the boundaries that could affect the numerical accuracy. Furthermore, conducted
parametric study demonstrates that far-field boundary can be placed as close as 25
chords away from the airfoil without losing accuracy in the acoustic computations
as long as the domain is large enough to encompass the needed vertical source
dimension.
(a) (b)
Figure 4.23. Flowfield for 2-D gusts with M = 0.5 k1 = k2 = 1, k3 = 0, a2 = 2.4,
a1 = a3 = 0, b1 = b2 = b3 = 0, Xs = −1.5; (a) Fluctuating pressure; (b) Dilatation.
For both frequencies, the steady pressure distribution on the airfoil surface
differs from the benchmark solutions by approximately 2% everywhere away from
the leading edge. The unsteady pressure matches the benchmark distribution except
near the leading edge where it is slightly underpredicted for smaller reduced
frequency. For the higher frequency, the discrepancy is observed not only at the
leading edge, but the difference in the computations is not too large.
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(a) (b)
Figure 4.24. Flowfield for 2-D gusts with M = 0.5 k1 = k2 = 1, k3 = 0, a2 = 2.4,
a1 = a3 = 0, b1 = b2 = b3 = 0, Xs = −1.5; (a) Mean pressure; (b) Prms.
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Figure 4.25. Surface pressure distribution for 2-D gusts with M = 0.5 k1 = k2 = 1,
k3 = 0, a2 = 2.4, a1 = a3 = 0, b1 = b2 = b3 = 0, Xs = −1.5; (a) Prms; (b) Mean
pressure.
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Figure 4.26. Acoustic radiation for 2-D gusts with M = 0.5 k1 = k2 = 1, k3 = 0,
a2 = 2.4, a1 = a3 = 0, b1 = b2 = b3 = 0, Xs = −1.5; (a) R = 1c ; (b) R = 2c.
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The acoustic directivities (Figures 4.21, 4.26 ) are plotted based on Prms
pressure calculated directly from the numerical solution. Values of Prms are
extracted from interpolated solutions on circles with different radii in Tecplot. The
acoustic signal is collected for at least 10 gust periods with timestep small enough
to resolve the given frequency in time (at least 25 points per period). Overalll, the
comparison with benchmark solutions appears to be satisfactory.
3-D Gust Response
Once the unsteady lift response to a single 3D gust as well as the surface
pressure distribution and near-field response for a single 2D gust are validated, the
unsteady response of NACA 0001 airfoil to a superposition of 3D (oblique) qusts is
now considered. The gust frequencies are chosen to be the same as in previous
section (see Figure 4.16). The obtained lift response is validated against numerical
solution of the integral equation (Figure 4.28 (a)). Overall, the comparison is very
good.
Investigation of the sub/supercritical behavior is first carried out by recording
instantaneous pressures at two circumferential locations at θ = 20 degrees and
θ = 160 degrees and 4 radial locations (1c, 1.5c, 2c, 2.5c). Then FFT is applied to
the recorded signal to obtain the response spectrum. In Figure 4.27, the amplitude
of the acoustic pressure normalized by q∞ = 0.5ρV 2 is shown for 8 frequencies
corresponding to gust wavenumbers. Notably, frequencies obtained by FFT vary
slightly from the introduced gust frequencies due to the numerical error.
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(a) (b)
Figure 4.27. Near-field unsteady pressure amplitudes for peak frequencies at 4
radial positions corresponding to 3-D gusts with M = 0.5 k1 = 1 k2 = 0, k3 = 2; (a)
Reciever locations at θ = 20 degrees; (b) Reciever location at θ = 160 degrees.
The lowest 3 frequencies correspond to the subcritical regime in which the
near-field unsteady pressure response cannot propagate to the far-field. The
remaining supercritical gust frequencies correspond to the acoustic waves
propagating to the far-field.
The FWH method is then employed to compute the acoustic radiation in the
far-field. The airfoil surface is taken as the control surface. The directivity of
acoustic pressure is recorded at 36 monitor points located at radius r = 100c on a
circle with the circumferential step of 10 degrees and shown in Figure 4.28(b). The
directivities are shown for two frequencies by deducing the amplitude of each
frequency from FFT analysis. Frequency k1 = 2.6217 exhibits the dipole behavior,
while the directivity for k1 = 4.5364 shows quadrupole features attributed to the
non-compactness of the acoustic source at high gust frequencies. Comparing the
amplitudes, it is clear that the subcritical frequency produces much less radiation,
though it remains non-zero. This could be attributed to real airfoil effects and
numerical artifacts.
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(a) (b)
Figure 4.28. Peak frequencies corresponding to 3-D gusts with M = 0.5 k1 = 1
k2 = 0, k3 = 2; (a) Comparison of lift coefficient with theoretical solution; (b)
Directivity plot for frequencies k1 = 2.6217 and k1 = 4.5364.
4.1.5 Conclusions
The inviscid effects of the oblique vortical gust modes in 3D gust-airfoil
interaction are studied numerically using ANSYS Fluent software. A subsonic
inviscid mean flow with Mach number 0.5 around symmetric Joukowski and selected
NACA airfoils is considered. First, the numerical procedure is validated against
benchmark (Scott & Atassi, 1995) by comparing steady and unsteady pressures on
the airfoil surface as well as the nearfield acoustic solution. The impinging gusts are
generated using the momentum-source method. Unsteady lift responses are
compared against analytical solutions (Sears, 1941; Goldstein & Atassi, 1976;
Graham, 1970). It was also shown that, in agreement with theoretical predictions,
the modes corresponding to the supercritical reduced frequencies dominated the
unsteady aerodynamic and acoustic airfoil responses to oblique gust modes.
Furthermore, it was confirmed that the unsteady aerodynamic response is greatly
affected in the region of the sub/supercritical transition. This is clearly observed in
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the case of the superposition of 3D gust modes with fixed spanwise wavenumber
(k3).
4.2 Turbulence-Airfoil Interaction
Lifting Airfoil-Turbulence Response
We now investigate the aerodynamic responce of an airfoil to impinging
turbulence. Additionally, such response can be calculated as a superposition of lift
responses due to single gust modes with various amplitudes and frequencies
Equation (4.12).
L′ = piρcU∞
N∑
n=1
eiω
ntR(k1, k2, k3, α,m,M)
(√
qn1
2 + qn2
2 + i
√
pn1
2 + pn2
2
)
, (4.12)
where R(k1, k2, k3, α,m,M) is the analytical lift response function developed in this
work as a combination of solution for flat-plate 3D oblique gust response (Graham,
1970) and solution for 2D gust response of real airfoil (Goldstein & Atassi, 1976).
Results are further compared against the current numerical study.
We now consider numerical problem of the interaction of the
upstream-generated synthetic turbulence with NACA 0001 airfoil wing section. The
imposed turbulence corresponds to von Karman spectrum with length scale 0.05
(non-dimensionalized by the chord) and turbulence intensity 2.5%. In order to
reduce the computational time, the wavenumbers that could not be resolved or
introduced correctly are filtered out from the spectrum before imposing the
synthetic turbulence. In total, 228 modes are used to generate the synthetic
turbulence field. This number of modes approximates well chosen spectrum. Note
that only waves that can be correctly represented by the source model are utilized.
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The timestep is chosen to be dt = 6.69× 10−5 seconds in order to resolve the
targeted highest frequency.
The generated synthetic turbulence corresponds to a superposition of different
(gust) 3D modes. Each mode has a unique set of generated wave vector
components. The mode is called supercritical if k1 > k3
√
1−M2
M
, in which case the
modal reduced frequency is supercritical. In the Figures, the red diamonds
correspond to such supercritical modes that are expected to produce the airfoil
acoustic radiation in the far-field.
4.2.1 Numerical Set-Up
(a) (b)
Figure 4.29. (a) Computational domain; (b) Computational domain near solid wall.
First, 2D O-grids is built around NACA0001 airfoil. The region near the airfoil
is filled with unstructured cells to increase the number of cells in the area of
momentum source. Away from the airfoil the structured grid is employed with
stretching towards the far-field (Figure 4.29). Then the 2D grid is uniformly
extruded by the distance of 3 chords and the total number of cells is 25 million. The
mesh extended up to 50 chords away from the airfoil. Boundary conditions used are
pressure far-field on the outer grid edge and slip wall on the airfoil. Pressure based
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inviscid solver is utilized and the SIMPLE scheme is employed with the
least-squares cell-based spatial discretization of a gradient. The pressure is
discretized spatially with second-order and second-order Upwind is chosen for
momentum, density, and energy. The transient formulation is second-order implicit.
4.2.2 Results
Unsteady lift is shown in Figure 4.30 in the form of time history and spectrum
and compared with analytical prediction. The predicted results correlate well with
the adjusted analytical model from Equation (4.12).
(a) (b)
Figure 4.30. (a) Time history of midspan lift coefficient; (b) Spectrum of midspan
lift coefficient.
The acoustic directivity of Prms obtained using the FWH method and based on
the unsteady pressure input from the airfoil surface is shown in Figure 4.33. Figures
4.31 and 4.32 show, correspondingly, the spectra of the (far-field) acoustic pressure,
and the near-field unsteady pressure calculated for different radial distances from
the airfoil mid-chord, all obtained for the maximum acoustic radiation angle based
on the above directivity plot.
76
Figure 4.31. Spectrum of acoustic pressure collected at r = 100c and maximum
radiation angle θ = 50 deg. Acoustic pressure is calculated by FWH.
Figure 4.32. Spectrum of acoustic pressure collected at 4 different radial locations
and maximum radiation angle θ = 50 deg. Acoustic pressure is calculated directly
on the computational grid.
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Acoustic pressure in Figure 4.31 is normalized by amplitudes of modes with
corresponding frequencies. Frequencies of supercritical modes are marked with red
diamonds beneath the spectrum. The results demonstrate the important
contribution of the supercritical oblique vortical modes to the acoustic radiation
resulting from the turbulence-airfoil interaction.
Figure 4.33. Directivity of root mean square pressure (Prms).
4.2.3 Conclusions
The inviscid effects of the 3D turbulence-airfoil interactions were studied
numerically using commercial software ANSYS Fluent. A subsonic inviscid mean
flow with Mach number 0.5 around symmetric NACA 0001 airfoil was considered.
The impinging turbulence was generated using the momentum-source method.
Unsteady lift response was compared with the analytical solution being a
superposition of Goldstein and Atassi and Graham ones. It was also shown that, in
agreement with theoretical predictions, the modes corresponding to the supercritical
reduced frequencies dominated the unsteady aerodynamic and acoustic airfoil
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responses to oblique gust modes. In the previous section, it was shown that the
unsteady aerodynamic response is greatly affected by the sub/supercritical
transition. For turbulence, such effect is less transparent as the spectrum contains a
random distribution of spanwise (k3) and chordwise (k1) wavenumbers.
4.3 Acoustic Signature of a Conceptual Airfoil Design with Leading-Edge
Embedded Cross-Flow Fan
The Cross-Flow Fan (CFF) technology, first patented in 1893 by Mortier, is
actively used for heating, ventilation, and air conditioning. Over nearly four last
decades, it has also been discussed as a potential active flow-control,
distributed-propulsion, high-lift, and VTOL device. The flow physics of CFF when
the fan is embedded in the airfoil was considered in (Kummer & Dang, 2006;
Chawla, 1984; Lin, 1986; Nieh, 1988). Kummer and Dang (2006) also considered
CFF as a novel propulsion device that could improve the aircraft performance in
order to reduce the fuel burn and decrease the operational cost of the aircraft.
Numerical and experimental investigations showed a significant increase in the
airfoil lift and increase of the stall angle of attack. In addition, Kummer and Dang
(2006) demonstrated the thrust capabilities of the fan embedded close to the wing
trailing edge by building a number of scaled UAV prototypes. Furthermore, using
CFF as a VTOL device was studied by Gossett (2000) and included the conceptual
design of a VTOL aircraft.
Application of CFF to a commercial aircraft was studied by Kramer et al.
(2016) and showed a promising result. It was determined that an optimized
Goldschmied wing with the fan embedded at the trailing edge for the transonic
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commercial aircraft could reduce fuel consumption by 12% compared to Boeing’s
SUGAR aircraft. The research on using CFF as a high-lift device was further
conducted by Goland et al. (2009) and Phan (Phan, 2015). The same fan
configuration was used in (Kummer & Dang, 2006) to investigate the power
requirements of the fan for a commercial regional STOL aircraft. Although the
model was not optimized, the CFF showed potential as a high-lift device for
commercial aircraft. Phan (2015), on the other hand, investigated a different
configuration, with CFF embedded into the leading edge of the wing. He applied his
results to examine flight performance data based on a Piper PA-18 aircraft. The
results demonstrated a reduction in take-off run by 50%. In addition,
three-dimensional CFD analysis was performed on a wing featuring CFF embedded
along the entire span.
While significant work has been done regarding the CFF physics and its
aerodynamic performance as a part of the aircraft wing design, no multi-disciplinary
feasibility analysis of the CFF-based high-lift technology was performed in the past.
To this end, Karpuk et al. (2018) investigated using the wing-embedded CFF as a
high-lift device for extremely short take-off or landing (ESTOL) aircraft, and
determined based on the scaling analysis that such active circulation control (ACC)
technology would be most beneficial for a small-to-medium size aircraft. This
section extends this study to investigate the sound generated by an airfoil with
wing-embedded CFF. In particular, numerical investigations are conducted to
compare the noise generated by a baseline NACA 65(3)-221 NLF airfoil with the
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Fowler flap, and the same airfoil with the addition of the embedded, stationary or
rotating, CFF (Figure 4.34) and with upstream turbulence imposed downstream.
Two-dimensional numerical simulations are conducted to examine the unsteady
flow around the baseline and fan-wing NACA 65(3)-221 airfoils with free stream
velocity of 20 m/s, which corresponds to the take-off or landing conditions when the
ACC device would be employed. The corresponding free stream Mach number
M=0.06, Reynolds number Re=2.3× 106, and the airfoil is considered at 0 deg
incidence. The flap-to-chord ratio is 30% and the flap deflection is equal to 15 deg.
(a)
(b)
Figure 4.34. Studied NACA 65(3)-221 wing configurations; a) Fowler flap only; b)
Fowler flap and CFF device.
Per a suggestion from (Karpuk et al., 2018), the CFF rotational speed is set at
the optimal value of 400 rad/s, which offers a good compromise between the power
consumption and the gain in aerodynamic performance. The slot gap is equal to 6%
for the baseline airfoil and reduced to 1% for the fan-wing airfoil to ensure
attachment of the jet flow escaping from the fan enclosure. All the characteristics of
the airfoil are summarized in Table 4.34 below.
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4.3.1 Numerical Set Up
As part of the preliminary investigation, both the Unsteady
Reynolds-Averaged Navier Stokes (URANS) and the large-scale two-dimensional
simulations are performed for the baseline and CFF-off cases using (ANSYS, 2009)
Fluent v17, in order to determine the numerical approach that would be most
beneficial for the accurate acoustic predictions.
The computational C-grid around the airfoil is generated using Pointwise V18
software. The boundary conditions included the velocity inlet upstream and the
pressure outlet downstream (shown in Figure 4.35). In the inlet and outlet
conditions formulation, these boundaries are prescribed as non-reflecting. The
no-slip wall condition is selected on the airfoil surface. Several porous surfaces
Table 4.1
Fan - Wing Airfoils Characteristics
Airfoil NACA 65(3)-221
Chord length (m) 1.708
Flap-to-chord ratio 0.3
Fan diameter-to-chord ratio 0.11
Fan gap-to-diameter ratio 0.1
Number of blades 36
Fan blade-to-diameter ratio 0.1
Fan gap clearance (% diameter) 5
Slat deflection (deg) 15
around airfoils are created with interior boundary conditions, to be used as control
surfaces in FW-H method. The minimal distance from the wing to the domain’s
boundaries is nearly 50 chords in the upstream direction. The distance is selected
based on previously conducted numerical experiments.
 .
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(a) (b)
(c) (d)
(e) (f)
Figure 4.35. Views of the grid used for the fan-wing cases; a) Boundary conditions
and cell volume used for the fan-wing airfoil cases; b) Grid around the fan-wing
airfoil; c) Trailing edge of the flap; d) Flap cavity; e) Details of the fan grid; f) Grid
refinement near the blades surface.
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Table 4.2
Variables of FW-H Method
ui fluid velocity component in the xi direction
un fluid velocity component normal to the surface
vi surface velocity component in the xi
vn surface component normal to the surface
δ(f) Dirac function
H(f) Heaviside function
ni unit normal vector pointing to the exterior region
a0 speed of sound in the far field
p0 ambient mean pressure in the far field
The employed unstructured mesh is refined in the near field (500,000 cells
within 2 chords from the airfoil surface). The near-field cell sizes are chosen so that
the spectral response frequencies could be correctly resolved with 20 points per
wavelength, to give a sufficient indication of the comparative spectral levels. For the
fan-wing cases, a refined mesh region is superimposed for up to 12 chords around
the airfoil and 50 chords downstream, to accurately resolve the unsteady flow
including the turbulent wake and wall jet flow generated by operating CFF
(Figure 4.35). T-rex meshing tool available in Pointwise allowed to generate up to
40 layers of refined structured quad mesh to resolve the boundary layer on the wing.
The wall-adjacent grid cell size is set to ∆s = 1.5 · 10−5 m to ensure y+ ≈ 1. The
near-boundary grid size growth factor is set at 1.02 to achieve a high-resolution
mesh around the airfoil in order to resolve the complex boundary-layer dynamics
and separated flow. Overall, the grid for the fan-wing cases contained 1.68 million
cells, with around 1.33 million located in the region encircling the airfoil and its
wake. The details of the fan and the trailing-edge grid are shown in Figure 4.35.
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Furthermore, the baseline grid is refined to 1.4 million points for large-scale
simulations.
As discussed further below, the comparison with the experimental study
(Manoha et al., 2018) for the noise from high-lift devices indicated that large-scale
simulation provided with better predictions compared to URANS model, and
therefore is employed in the current study to investigate acoustic radiation from the
fan-wing airfoil. The pressure-based solver with 2nd order transient formulation is
employed, with PISO model used as the pressure-velocity coupling model for more
stable results. The pressure is discretized using Fluent’s PRESTO! scheme for
better accuracy, for momentum, bounded central difference scheme is chosen. For
turbulent kinetic energy and density second-order upwind is chosen. The time step
size is set at 10−4 s. In the numerical procedure, the flow field is first calculated
until a sufficient convergence of lift and drag is reached, followed by the time sample
collection for statistical and acoustic post-processing. The Ffowcs Williams &
Hawkings (FW-H) method implemented in Fluent is used to calculate the acoustic
signal in the far field. The employed formulations utilizes 3D FW-H equation,
1
a20
∂2p′
∂t2
−∇2p′ = ∂
2
∂xi∂xj
(TijH(f))−
∂
∂xi
([Pijnj + ρui(un − vn)]δ(f))+
∂
∂t
([ρ0vn + ρ(un − vn)]δ(f))
(4.13)
where Pij is the compressive stress tensor, and Tij is the Lighthill stress tensor
expressed as follows,
Tij = ρuiuj + Pij − a20(ρ− ρ0)δij (4.14)
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where δij is the Kronecker symbol.
The solution to Equation (4.13) is obtained using the free-space Green function
and consists of surface integrals that represent the contributions from monopole and
dipole sources, and volume integral that represent quadrupole sources.
Figure 4.36. Control surfaces used for calculation.
Using the 3D formulation of FW-H method requires a spanwise correlation
length over which the FW-H integrals are evaluated assuming the unsteady flow is
perfectly correlated. An empirical correlation length of 0.15c obtained from
measurements on a 1
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th scale wing section model was proposed in (Takeda et al.,
2004). This assumption is later employed by Kanjere et al. (2010) to compute the
far-field acoustics of an airfoil with the slat and flap deployed. This correlation
length is also adopted in the current paper to predict the far-field sound pressure
levels. The “porous” control surfaces located 1, 1.5 and 2 chords away from airfoil
are selected to examine the sensitivity of the acoustic predictions, as shown in
Figure 4.36 below. The input quantities for FW-H method are collected on the
control surfaces over 30,000 time steps. The far-field pressure signals are then
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calculated at 36 monitor points distributed equidistantly on a circle with the radius
of approximately 60 chords from the airfoil mid-chord.
4.3.2 Results
Selection of Numerical Model
Since no experimental acoustic data is available for the baseline NACA
65(3)− 221 airfoil, the comparison of different numerical models is conducted
against the results of the experimental study by Manoha et al. (2018) for the
high-lift SWAHILI airfoil, which configuration included the deflected slat and flap.
Note that the geometry of the SWAHILI airfoil has some similarity especially with
the fan-wing flapped airfoil configuration (Figure 1).
The compared far-field calculations are based on URANS analyses using
Spalart-Allmaras and Transitional SST turbulence models, and large-scale
simulations. The control surface for the FW-H predictions is taken one chord away
from the airfoil mid chord (Figure 4.36), which is justified by the surface position
sensitivity analysis noted further below. Certain empirical assumptions are made in
the attempt to match the experimental conditions as close a possible in terms of the
distance to the observer position and flow velocity.
First, while the far-field pressure is predicted using FW-H method for the
observers located at 100 m (60 chords) from the airfoil, Manoha et al. (2018)
measured noise using a microphone located at the wind tunnel ceiling at a distance
from the airfoil that could be estimated at 0.9 m, according to the wind tunnel
section geometry. With the sound pressure inversely proportional to the distance
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from the source (p′ ∝ 1
R
), the calculated sound pressure levels are scaled
correspondingly for the comparison.
SPL30m/s ≈ SPL20m/s + 8 dB (4.15)
(a) (b)
Figure 4.37. Comparison of predicted vs measured (Manoha et al., 2018) acoustic
spectra for the baseline and CFF-off fan-wing cases; a) Baseline case; b) CFF off.
Secondly, the free-stream velocity also differed as CFD results are calculated
for 20 m/s, whereas Manoha et al. (2018) investigated a range of velocities between
30 m/s and 70 m/s. They also indicated that the growth rate in the Sound Pressure
Level (SPL) with increase in the flow velocity. To this end, the measured differences
in SPL levels recorded for different velocities are employed to obtain an estimate of
about +8 dB added to the calculated SPL (for 20 m/s) to match SPL measured for
a free stream velocity of 30 m/s.
The results of the adjusted comparison are shown in Figure 4.37 for the SPL
spectra of baseline and CFF-off configurations. The observer position is above the
airfoil in both measured and predicted data. The calculated signals are divided into
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10 blocks, with Hanning windowing applied before performing the Fast Fourier
Transformation (FFT).
It can be seen that calculations using URANS approach fail to predict
comparable with experiment SPL levels in both airfoil configuration cases. As noted
above, with the current grid resolution, the computations are more accurate at low
frequencies where it appears that the airfoil with embedded CFF has closer SPL
levels than the baseline case, based on large-scale predictions. This is expected since
the configuration of the CFF airfoil is closer to the experimental airfoil with both
slat and flap. Overall, based on the comparison of the numerical approaches against
experimental data, all subsequent analysis is performed using large-scale simulations.
Near Field
Streamlines, z-vorticity, and root mean squared (RMS) pressure contours for all
3 airfoil configuration cases are shown in Figures 4.38, 4.39, and 4.40 below. It can
be seen that the Fowler flap in all cases generates a vortex localized in the slot
cavity.
The case of the fan-wing airfoil with stationary fan reveals a massive flow
separation at the edge of the fan enclosure slat, followed by the strong suction-side
vorticity dynamics and its subsequent interaction with the flap. The essentially
stalled airfoil produces a drastic drop in the aerodynamic performance, which is
revealed in Table 4.3 comparing predicted lift and drag for all 3 airfoil
configurations.
Finally, the airfoil with rotating fan generates a strong wall jet on the suction
side, which forces the flow to re-attach and develop an intensive boundary-layer
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vorticity and wake dynamics, as can be seen in Figures 4.39 and 4.40. The wall jet
greatly enhances the airfoil circulation resulting in the lift increase by approximately
44% compared to the baseline configuration (Table 4.3), and also induces a negative
drag coefficient indicating its expected propulsive effect. Note that such gain in
aerodynamic performance was previously examined by (Karpuk et al., 2018).
Table 4.3
Comparison of Lift and Drag Coefficients
Case Lift coefficient Drag coefficient
Baseline 2.12 0.03
Fan off 0.72 0.09
Fan on 2.92 -0.26
Figure 4.38. Comparison of streamlines for 3 cases (from top to bottom: baseline;
CFF off; CFF on; and CFF on with turbulence).
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Figure 4.39. Comparison of z-vorticity for 3 cases (from top to bottom: baseline;
CFF off; CFF on; and CFF on with turbulence).
Figure 4.40. Comparison of RMS pressure for 3 cases (from top to bottom:
baseline; CFF off; CFF on; and CFF on with turbulence).
Far Field
To compare the far-field acoustic directivities predicted at the distance of
about 60 chords from the airfoil, FW-H approach is employed with the unsteady
input calculated on the control surface located 1 chord away from the airfoil. This
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choice is justified in Figure 4.41 that reveals all 3 control surfaces tested for the
fan-off configuration producing very similar results. In calculations, the acoustic
signal is divided into 10 blocks for averaging the spectra, with Hanning windowing
employed for each block. Figure 4.42 shows a comparison of SPL spectra at the
monitor point located above the airfoil, which corresponds to the direction of the
near-maximum acoustic radiation according to the directivity lobes. The resolved
frequencies of interest are located on the left side of the vertical separator (below
200 Hz). In the observed frequency range, the fan-wing airfoil generates close to 20
dB, 45 dB increase in top SPL levels for fan-off and fan-on cases, correspondingly,
compared to the baseline airfoil.
Figure 4.41. Comparison of FW-H results for different control surfaces (CFF off).
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Figure 4.42. Comparison of spectra for monitor point above the airfoil.
(a) (b)
(c) (d)
Figure 4.43. Far-field SPL directivities; a) Baseline (plot range: 25 - 35 dB); b)
CFF off (plot range: 37- 47 dB); c) CFF on (plot range: 45 - 70 dB); d) CFF on
(plot range: 63 - 71 dB).
In Figure 4.43, the SPL directivities are shown first in separate plots for
specified ranges of SPL levels, to illustrate the dipole directivity characteristics
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observed in each case. The comparison of all directivities in a single plot is shown in
Figure 4.44, which confirms the previous observations related to the contribution of
the wall-jet vorticity scattering at the flap and trailing edges to the greatly
enhanced fan-wing noise levels.
Figure 4.44. Comparison of SPL directivities in the far field (plot range: 25 - 75
dB).
4.3.3 Conclusions
A comparative computational study of acoustic radiation from the airfoil with
wing-embedded cross-flow fan proposed as an active circulation control design is
implemented. Large-scale simulations were conducted to resolve the unsteady flow
in the near field, with Ffowks Williams & Hawkings method employed to calculate
the far-field acoustics. The comparison of noise SPL levels for fan-off and fan-on
configurations is made against a baseline airfoil, with the Fowler flap added as an
additional high-lift device for each case. The results showed that using CFF
technology in addition to the Fowler flap during a slow approach or take-off would
increase the sound levels (observed at a distance of nearly 60 chords from the
airfoil) by nearly 45 dB for the flow speed of 20 m/s and fan rotational velocity
corresponding to 400 rad/s. At the same time, such fan-wing design would produce
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a gain of nearly 44% in lift coefficient compared to the baseline design. Imposed
upstream turbulence did not significantly increase noise level produced by the
configuration with a rotating fan. Future work should include 3D analysis using
large-scale simulations for accurate capturing of broadband noise components.
4.4 Effect of Decaying Turbulence on Wake Vortex Evolution
Wake vorticity is generally modelled by two counter-rotating vortices that are
formed by an aircraft as a consequence of a generated lift. These vortices are a
major concern for airports as the presence of wake-induced turbulence limits the
landing/departure capacity of airports. When an aircraft encounters the wake, a
strong rolling moment is induced and can endanger the safety of the crew and
passengers. A number of accidents occurred due to the small follower aircraft
getting into the wake of a greater leader aircraft. It is also known, that the
counter-rotating vortices can persist for a long time before a significant decay occurs
when their strength no longer poses a threat to other aircraft. In recent years,
major efforts have been made to predict the behavior of the wake turbulence and
avoid their encounter with aircraft. The approaches to the problem can be classified
into two major categories: probabilistic and deterministic. Models such as APA
(Robins & Delisi, 2002) and TDAWP (Proctor et al., 2006) developed by NASA and
D2P/P2P (Holzapfel, 2003) developed by DLR or WVSS (Golubev et al., 2015) can
predict in-situ strength and position of a wake vortex. These models were developed
based on the experimental data as well as high-fidelity simulation predictions.
For successful development of low fidelity models mentioned above, one needs
to perform high-fidelity simulations which take into account all the aspects of the
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wake vortex evolution and decay in realistic ambient conditions. Wake vortex
behavior is greatly dependent on the atmospheric conditions as well as the landscape
of an airport. Complex nonlinear effects change the behavior of the vortices due to
the production of the secondary vorticity during final approach to the ground or
departure. An extensive investigation of the wake evolution mechanism near a solid
ground was performed (Proctor et al., 2000; Robins & Delisi, 1993; Barker & Crow,
1977; Holzapfel & Steen, 2007). Later, a comparative study of the wake vortex
evolution and decay in the vicinity of a solid surface, forest canopy, and the water
surface was carried out by Kazarin and Golubev (Kazarin & Golubev, 2017). Wang
et al. (2016) analyzed the effect of a solid obstacle on the wake vortex evolution.
Another crucial aspect of wake vortex safety control is the analysis of the effect of
atmospheric parameters on wake evolution. Visscher et al. (2013) examined a wake
vortex behavior in stably stratified and weakly turbulent atmospheres.
In this chapter, we apply the developed volume force turbulence generation
approach to the problem of turbulence-wake interaction to investigate the effect of
turbulence intensity on wake evolution.
4.4.1 Numerical Set-Up
The simulation region represented by a box with dimensions 7b0 × 3b0 is chosen
for the preliminary study focusing on the selection of appropriate numerical
parameters. Further, detailed simulations employ 7b0 × 10b0 domain for better
capturing the wake evolution features. Cell size was chosen based on the
requirement of having 6 cells per vortex core. It was previously shown that the
momentum source model can accurately represent each mode of the turbulent
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flowfield provided there is sufficient spatial and temporal resolution (Kazarina et al.,
2017). For all simulations, OpenFOAM computational fluid dynamics software
previously employed for high fidelity wake vortex evolution studies by Kazarin and
Golubev (2017) is used. This also provided an opportunity to test and validate the
volume-force synthetic turbulence method in another open-source OpenFOAM CFD
software. The software is used with Swak4FOAM library employed for initialization
of the wake vortex flow field. The OpenFOAM solver employs a finite volume
approach with second-order discretization in time and space. An implicit-backward
time marching scheme with central-difference spatial discretization is selected. The
transient solver for incompressible, turbulent flow based on PIMPLE (merged
PISO-SIMPLE) algorithm is used. Equation 4.16 describes Navier-Stokes equations
with source momentum source term.
∂
∂t
(γρui) + uj
∂
∂xj
(ρui) = − ∂p
∂xj
+ µ
∂τij
∂xj
+ Sij, (4.16)
Where Si is a momentum source term described above. The source term is zero
everywhere except for the region of the generation of the turbulence disturbance
upstream of the counter-rotating vortex pair.
The wake vortex velocity field is initialized using Burnham-Hallock’s model to
simulate a pair of fully rolled-up vortices. The model is widely used for Large Eddy
Simulation’s initialization of wake vortices and is based on LIDAR (Light Detection
and Ranging) data. Tangential velocity according to the model is given by
Equation 4.17,
vθ(r) =
Γ0
2pir
r2
r2 + r2c
(4.17)
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Where Γ0 is initial circulation, rc is wake vortex core radius. Initial vertical velocity
of the wake V0 = Γ0/(2pib0). Initialized velocity flowfield is later superimposed on
the disturbance velocity flowfield generated by the momentum source terms.
The velocity superposition is performed only once and the resulting flow-field is
considered to be the initial condition for all simulations. After the superposition,
the vortex pair is allowed to freely evolve.
The quantity referred to as circulation Γ5−15 is an important parameter that
indicates the wake vortex evolution. It is computed according to Equation 4.18
below, where Γ(r) is a flux of vorticity through the surface of radius r. Γ5−15 is
somewhat smaller than total circulation, however, it is considered to be a good
indication of the vortex hazard as it contains roughly 90% of total circulation,
Γ5−15 =
1
( b
4
− b
12
)
∫ b
4
b
12
Γ(r)dr (4.18)
All the circulation values in this chapter are normalized by the circulation of the left
vortex at nondimensional time t∗ = 1. The position of the wake vortex is a vertical
location of the vortex core. A post-processing script is tracking the point of
minimum pressure in the pressure field.
4.4.2 Selection of Numerical Procedure
Side Wind
At first, the vortex pair is superimposed on a flowfield generated by the
momentum source. The latter field has a constant free-stream X component and the
vortex is carried away downstream as it is descending. The pressure boundary
condition is chosen as zero gradients on all the boundaries.
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(a) (b)
(c) (d)
(e) (f)
(g) (h)
Figure 4.45. Vorticity contours of two counter-rotating vortices in the presence of
one harmonic of turbulent field; a) t = 0 sec; b) t = 2 sec; c) t = 4 sec; d) t = 6 sec;
e) t = 8 sec; f) t = 10 sec; g) t = 12 sec; h) t = 14 sec.
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The velocity boundary conditions are set as follows: top and bottom
boundaries are slip walls; the left boundary is velocity inlet; and the right boundary
is a non-reflecting outlet. Boundary value is defined by the Equation 4.20
Dφ
Dt
=
∂φ
∂t
+ U(x, t) · ∇φ = 0 (4.19)
Where U(x,t) is advection velocity assumed to be normal to the boundary
(U ≈ Un), thus:
Dφ
Dt
≈ ∂φ
∂t
+ Un · ∇φ = 0 (4.20)
A sample solution for the wake vortex propagation is shown in Figure 4.45 where
one harmonic of the turbulence spectrum (gust/Fourier mode) is produced and
superimposed with initialized vortex pair in terms of quasi-3D simulations. For this
sample simulation, the initial circulation strength is chosen to be 400 m2/s. The
wake vortex core radius is 1.8m (6% of b0). The initial wake vortex spacing b0 is
chosen to be 30m, which corresponds to G500 business jet. The momentum source
region is set to 5m from the inlet. The gust disturbance is generated upstream and
convected with the side wind of 1 m/s to cover the simulation region. The
free-stream velocity value is chosen from the range of typical values observed near
the runways (vsidewind = 0.7− 1.2m/s). When the gust disturbance is propagated to
the outlet boundary, the simulation is stopped and the generated unsteady velocity
field is further used for superposition with the vortex pair. In Figure 4.45, the
vortices’ position is convecting towards the right boundary due to the side wind.
The downward motion is due to the self-induced velocity field. Distortions of the
gust vorticity field near the vortices can be clearly observed.
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Stationary Disturbance Field
While side wind does not change the dynamics of the wake vortex, it does
introduce several restrictions. First of all, the computational domain should be large
enough so that vortex stays within the domain for the time needed, consequently,
the free-stream velocity should be kept as small as possible. Secondly, the
momentum source method is derived under the assumption that the disturbance is
small in comparison with the free stream (under 10% amplitude). Thus, the
free-stream velocity cannot be chosen too small, otherwise the disturbance is not
strong enough to affect the vortex. It is possible, however, to avoid such problems
by having a stationary disturbance field.
In the employed procedure, the turbulent modes are injected in the flow and
are allowed to propagate to the right boundary. Next, the mean flow is substracted
and the vortex pair is superimposed. In this manner, the domain size in the X
direction is not dictated by the free-stream velocity, and any required intensity of
the disturbance can be chosen.
A sample of the stationary field’s time evolution is shown in Figures 4.46 - 4.47.
There are two obvious problems with the boundary conditions for the stationary
flow. First, the outlet boundary produces spurious reflections that contaminate the
flowfield. Second, as time progresses, the gust disturbance is deteriorating due to
the effect of the boundary conditions on the top and the bottom boundaries.
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(a) (b)
(c) (d)
(e) (f)
(g) (h)
Figure 4.46. Vorticity contour of two counter-rotating vortices in the presence of one
harmonic of turbulent field. a), c), e), g) BC inlet and outlet; a), c), e), g) BC cyclic;
a) and b) t = 5 sec; c) and d) t = 10 sec. e) and f) t = 15 sec; g) and h) t = 18 sec.
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(a) (b)
(c) (d)
(e) (f)
(g) (h)
Figure 4.47. Vorticity contour of two counter-rotating vortices in the presence of
one harmonic of turbulent field; a), c), e), g) BC slip wall; a), c), e), g) BC cyclic; a)
and b) t = 5 sec; c) and d) t = 10 sec; e) and f) t = 15 sec; g) and h) t = 18 sec.
Both problems are solved by specifying the cyclic boundary condition on all
four boundaries. Figure 4.46 shows a comparison of the flowfields with the
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inlet/outlet versus cyclic conditions on the left and right boundaries. Figure 4.47
illustrates the flowfields with the slip walls and cyclic boundary conditions on the
top and bottom boundaries.
4.4.3 Results
(a) (b)
(c) (d)
Figure 4.48. Vorticity contour of two counter-rotating vortices in the presence of
quasi 3D turbulent field. I3 = 0.006; a) t = 4 sec; b) t = 22 sec; c) t = 33 sec; d) t
= 50 sec.
Based on the chosen numerical parameters high-fidelity simjulations are
performed for the three different intensities. In Figure 4.48 decaying turbulent
vorticity contours with vortex superimposed are illustrated. Note, that for the
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simulation with intensity I = 0.006 the circulation Γ5−15 cannot be calculated
because two vortices come in close proximity of one another and the integration
contour for each vortex will interfere with another vortex (Figure 4.48).
Figure 4.49 does not reveal significant circulation decay and does not show a
significant effect on the wake evolution. It is expected since coherent structures are
not created in two-dimensional space. Moreover, Figure 4.48 shows fast decay of the
turbulent field due to violation of divergence-free condition, required by the
momentum source method. Thus, three-dimensional behavior of the vortex in the
turbulent field will be much different due to three factors: inherent
three-dimensionality of turbulence; violation of the divergence-free condition; and
three-dimensionality of wake vortex.
(a) (b)
Figure 4.49. Wake vortex behaviour in presence of quasi 3D turbulent field. L and
R in legend denote left and right vortex correspondingly; a) Wake vortex
circulation; b) Wake vortex vertical position.
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4.4.4 Conclusions
The momentum source method was applied to a problem of turbulence-vortex
interaction. The momentum source was implemented in OpenFOAM and procedure
of it’s application to a problem with stationary flow field was developed. For this
application the turbulent flow field was first initialized with momentum source and
then was allowed to freely develop and decay. The wake vortex was separately
initialized and velocity flow fields are then superimposed. Note, that the simulation
presented in this chapter were quasi 3D. Three-dimensional vortex dynamics is
much different then quasi 3D and for realistic investigation of the effect of
turbulence on the wake vortex behavior full three-dimensional simulation is needed.
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5. Conclusions and Future Work Recommendations
In this dissertation, an approach to introduce a three-dimensional,
divergence-free, convected turbulence by prescribing a momentum source in an
arbitrary region of the computational domain upstream of a body proposed by
Golubev et al. (2011) was studied and extended. Several applications were
considered and the method was modified for each application according to the
problem requirements. The outcome of the study is discussed below.
First, the method was implemented as UDF in ANSYS Fluent. Then, a
detailed parametric study was conducted to find the optimal source parameters to
allow reproducing the flow perturbation with good accuracy. It was shown, that the
method was able to recreate an arbitrary turbulence spectrum with prescribed
characteristics. The grid sensitivity study showed that for frequency k1 = 1, 25 grid
cells per wavelengths were required to reproduce the wave’s amplitude with high
accuracy. Source height should be at least one wavelength, disturbance amplitude
should be small in comparison to free-stream velocity, imposed disturbance should
be divergence-free.
Secondly, the momentum source model was extended to reproduce an arbitrary
turbulent energy spectrum. Existing synthetic turbulence methods were analyzed
and the most suitable technique developed by Adamian and Travin (2011) was
chosen. Method of Adamian and Travin (2011) allows using any desired energy
spectrum, in the current work Von Karman spectrum was chosen.
Then, new momentum source terms were derived to extend the application of
the method to the flows with non-uniform velocity profile. The new formulation was
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validated against piecewise representation of the source for uniform flow and against
disturbance introduced at the inflow boundary. It was shown that the new source
terms produce disturbance of the desired phase and amplitude. Future work should
be focused on the validation of the new formulation on the application with the
boundary layer or shear flow. Particularly, investigation of the unsteady loads due
to turbulence-building interaction.
Later, the momentum source method was applied to investigate the effects of
imposed gusts and turbulence on the aerodynamic and aeroacoustic airfoil
responses. CFD results obtained with the use of the momentum source were
compared against existing analytical solutions. Effect of airfoil camber, angle of
attack and thickness on the unsteady lift was investigated in two-dimensional space.
Then, noise predictions were validated against three benchmark cases (Dahl, 2000).
Also, noise generated by three-dimensional oblique gusts was studied and
sub/supercritical transition was observed on the unsteady lift curve. Theories of
Graham (1970) and Goldstein and Atassi (1976) were combined to approximate
three-dimensional gust interaction with lifting airfoil. The performance of the
proposed formula was compared with CFD prediction for selected frequencies. Then,
the noise produced by turbulence-airfoil interaction was investigated and subcritical
and supercritical modes were identified in the resulting spectrum. Future work may
include investigation of sub/supercritical noise production with another method
instead of Ffowcs Williams Hawkings. For example, a direct stimulation may be
carried out to verify the low noise produced by subcritical gust-airfoil interaction.
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Next, the momentum source approach was used to create turbulent flow field
upstream of an airfoil with a cross-flow fan embedded on the leading edge. The
large-scale simulation was performed to estimate sound level produced by several
configurations: airfoil with a flap; airfoil with stationary cross-flow fan; airfoil with
rotating cross-flow fan; and airfoil with rotating cross-flow fan in the turbulent flow
field. The noise was estimated with Ffowcs-Williams Hawking’s formulation
embedded in ANSYS Fluent. Future work should include three-dimensional
Detached Eddy Simulation study with a small span as well as the experimental
study of the wing with embedded cross-flow fan technology.
Finally, the momentum source method was implemented in OpenFOAM CFD
software. The procedure for wake vortex interaction with turbulence flow field was
proposed. The momentum source model produces a perturbation velocity field that
is convected with the non zero free-stream velocity. For the application of the
momentum source model to wake vortex, steady velocity was subtracted from the
unsteady velocity field initially created. The resulting stationary turbulent field was
then superimposed on the wake vortices velocity field. To investigate how turbulent
intensity effects wake vortex evolution three values of intensity was chosen. The
simulation was conducted in quasi three-dimensional space and circulation decay
obtained does not reflect the real behavior of the vortex. For the future work, it is
recommended to investigate the effect in three-dimensional space with appropriate
length in the third dimension. This will allow coherent structures to be formed
around the vortex core.
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6. Appendix A
Example of user Defined Function for z momentum equation for uniform flow.
DEFINE SOURCE(TurbZ , c e l l , thread , dS , eqn )
{
f l o a t GVEL=171.5;
f l o a t chord = 1 ;
f l o a t PI =3.14159;
i n t nHarm ;
f l o a t XGS= −5∗chord ;
f l o a t YGS=3.6249∗ chord ;
f l o a t BGS = 0/ chord ;
f l o a t dts =0.0 ;
f l o a t dth =10000.0;
f l o a t GALF;
f l o a t GBET;
f l o a t GGAM;
f l o a t GFUN=0;
f l o a t GFUNX=0;
f l o a t GTFUN=0;
f l o a t GCOMF=0;
f l o a t WTERM=0;
f l o a t x l o c ;
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f l o a t y l o c ;
f l o a t z l o c ;
f l o a t PHASE;
f l o a t GEPS = 0 . 1 ;
f l o a t GOMEGA;
f l o a t RHO;
f l o a t flowTime ;
f l o a t c en t r o id [ 3 ] ;
f l o a t source =0;
flowTime=CURRENT TIME;
i f ( flowTime>=dts && flowTime<=dth )
{
C CENTROID( centro id , c e l l , thread ) ;
nHarm=0;
whi l e (nHarm<1)
{
GALF=GKX[ nHarm ] ;
GBET=GKY[ nHarm ] ;
GGAM=GKZ[ nHarm ] ;
GOMEGA = GALF∗GVEL;
BGS = 2 ∗ GALF;
XGS = −1.5 ∗ chord − PI / BGS;
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RHO=C R( c e l l , thread ) ;
x l o c=cen t r o i d [ 0 ] ;
y l o c=cen t r o i d [ 1 ] ;
z l o c=cen t r o id [ 2 ] ;
PHASE=GOMEGA∗( flowTime−dts)−GBET∗ y loc−GGAM∗ z l o c−GALF∗XGS;
i f ( f abs ( x loc−XGS)<PI/BGS)
{
GFUN=0.5∗(1+ cos (BGS∗( x loc−XGS) ) ) ;
GFUNX=−0.5∗BGS∗ s i n (BGS∗( x loc−XGS) ) ;
GTFUN=0.5∗( tanh (3∗ ( y l o c+YGS))− tanh (3∗ ( y loc−YGS) ) ) ;
GCOMF=(pow(GALF,2)−pow(BGS, 2 ) ) / ( pow(BGS, 2 )
∗ s i n (GOMEGA∗PI/GVEL/BGS) ) ;
//VTERM=GVEL∗GCOMF∗GTFUN∗GFUNX∗(GAY[ nHarm]∗
s i n (PHASE)+GBY[ nHarm]∗ cos (PHASE) ) ;
//UTERM=−GOMEGA∗GCOMF∗GTFUN∗GFUN∗(GAX[ nHarm]∗
cos (PHASE)−GBX[ nHarm]∗ s i n (PHASE) ) ;
WTERM=GVEL∗GCOMF∗GTFUN∗GFUNX∗(GAZ[ nHarm]∗
s i n (PHASE)+GBZ[ nHarm]∗ cos (PHASE) ) ;
source=source+RHO∗WTERM;
dS [ eqn ]=0;
}
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nHarm++;
}
}
e l s e
{
source =0;
dS [ eqn ]=0;
}
r e turn source ;
}
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7. Appendix B
Example of user Defined Function for x momentum equation for non-uniform
flow.
#inc lude ” udf . h”
#inc lude ”GH1. h”
DEFINE SOURCE(TurbX , c e l l , thread , dS , eqn )
{
f l o a t GVEL=170;
f l o a t chord = 1 ;
f l o a t PI =3.14159;
i n t nHarm ;
f l o a t XGS= −20∗chord ;
f l o a t YGS=5∗chord ;
f l o a t BGS = 0/ chord ;
f l o a t dts =0.0 ;
f l o a t dth =10.0;
f l o a t Vg ;
f l o a t dUvel ;
f l o a t a= GVEL/ s q r t ( 2 0 ) ;
f l o a t b=10;
f l o a t U;
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f l o a t G1 ;
f l o a t GALF;
f l o a t GBET;
f l o a t GGAM;
f l o a t GFUN=0;
f l o a t GFUNX=0;
f l o a t GTFUN=0;
f l o a t GCOMF=0;
f l o a t UTERM=0;
f l o a t x l o c ;
f l o a t y l o c ;
f l o a t ZP;
f l o a t PHASE;
f l o a t k ;
f l o a t GEPS = 0 . 1 ;
f l o a t GOMEGA;
f l o a t RHO;
f l o a t flowTime ;
f l o a t c en t r o id [ 3 ] ;
f l o a t source =0;
f l o a t adaptAMP ;
flowTime=CURRENT TIME;
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i f ( flowTime>=dts && flowTime<=dth )
{
C CENTROID( centro id , c e l l , thread ) ;
nHarm=0;
whi l e (nHarm<1)
{
GALF=GKX[ nHarm ] ;
GBET=GKY[ nHarm ] ;
GGAM=GKZ[ nHarm ] ;
GOMEGA = GALF∗115 ;
BGS = 2 ∗ GALF;
XGS = −20 ∗ chord − PI / BGS;
RHO=C R( c e l l , thread ) ;
x l o c=cen t r o i d [ 0 ] ;
y l o c=cen t r o i d [ 1 ] ;
z l o c=cen t r o id [ 2 ] ;
ZP=0;
PHASE=GOMEGA∗( flowTime−dts)−GBET∗ y loc−GGAM∗ z l o c−GALF∗XGS;
U=a∗ s q r t ( y l o c+b ) ;
adaptAMP=U/GVEL;
i f ( f abs ( x loc−XGS)<PI/BGS)
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{
GFUN=0.5∗(1+ cos (BGS∗( x loc−XGS) ) ) ;
GFUNX=−0.5∗BGS∗ s i n (BGS∗( x loc−XGS) ) ;
GTFUN=0.5∗( tanh (100∗( y l o c+YGS))− tanh (100∗( y loc−YGS) ) ) ;
G1=−U/GOMEGA∗pow(BGS, 2 ) / ( pow(GOMEGA/U,2)−pow(BGS, 2 ) ) ∗
s i n (GOMEGA∗PI/U/BGS) ;
UTERM=U/G1∗GTFUN∗GFUN∗(adaptAMP∗GAX[ nHarm]∗ cos (PHASE)−
adaptAMP∗GBX[ nHarm]∗ s i n (PHASE) ) ;
// in y source func t i on VTERM i s used in s t ead o f UTERM
// in z source func t i on WTERM i s used which i s
// s i m i l a r to VTERM
//VTERM=−pow(U, 2 ) /GOMEGA/G1∗GTFUN∗GFUNX∗(adaptAMP∗
GAY[ nHarm]∗ s i n (PHASE)
+adaptAMP∗GBY[ nHarm]∗ cos (PHASE) ) ;
dUvel = a /(2∗ s q r t ( y l o c+b ) ) ;
Vg=(adaptAMP∗GAY[ nHarm]∗ cos(−GOMEGA∗( flowTime−dts )+GBET∗ y l o c+
GGAM∗ZP+GALF∗ x l o c )+adaptAMP∗GBY[ nHarm]∗
s i n (−GOMEGA∗( flowTime−dts )+GBET∗ y l o c+
GGAM∗ZP+GALF∗ x l o c ) ) ;
source=source+RHO∗UTERM+RHO∗Vg∗dUvel ;
dS [ eqn ]=0;
}
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k=1;
whi l e (k<7)
{
i f ( f abs ( y loc−pow(GOMEGA/( a∗k∗BGS) ,2)+b)<0.01)
{
source = 0 ;
}
k++;
}
nHarm++;
}
}
e l s e
{
source =0;
dS [ eqn ]=0;
}
r e turn source ;
}
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8. Appendix C
Example of code for OpenFOAM solver.
s c a l a r GVEL=170;
s c a l a r Pi = constant : : mathematical : : p i ;
s c a l a r chord = 1 ;
l a b e l nHarm ;
s c a l a r XGS;
s c a l a r YGS;
s c a l a r BGS = 0/ chord ;
s c a l a r dts = 0 ;
s c a l a r dth = 1000 ;
s c a l a r GALF;
s c a l a r GBET;
s c a l a r GGAM;
s c a l a r GFUN = 0 ;
s c a l a r GFUNX = 0 ;
s c a l a r GTFUN=0;
s c a l a r GCOMF=0;
s c a l a r UTERM=0;
s c a l a r VTERM=0;
s c a l a r WTERM=0;
s c a l a r x l o c ;
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s c a l a r y l o c ;
s c a l a r z l o c ;
s c a l a r ZP;
s c a l a r PHASE;
s c a l a r GKX[ 1 ] = {0 . 3} ;
s c a l a r GKY[ 1 ] = {0 . 3} ;
s c a l a r GKZ[ 1 ] = {0} ;
s c a l a r GAX[ 1 ] = {1} ;
s c a l a r GAY[ 1 ] = {−1};
s c a l a r GBX[ 1 ] = {0} ;
s c a l a r GBY[ 1 ] = {0} ;
s c a l a r GAZ[ 1 ] = {0} ;
s c a l a r GBZ[ 1 ] = {0} ;
s c a l a r GOMEGA;
s c a l a r RHO = 1 ;
s c a l a r c en t r o id [ 2 ] ;
s c a l a r source x = 0 ;
s c a l a r source y = 0 ;
s c a l a r s o u r c e z = 0 ;
s c a l a r flowTime=runTime . va lue ( ) ;
i f ( flowTime>=dts && flowTime<=dth )
{
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f o r A l l ( mesh .C( ) , c e l l i )
{
vec to r Ci = mesh .C( ) [ c e l l i ] ;
nHarm=0;
whi l e (nHarm<1)
{
GALF=GKX[ nHarm ] ;
GBET=GKY[ nHarm ] ;
GGAM=GKZ[ nHarm ] ;
GOMEGA = GALF∗GVEL;
BGS = 2 ∗ GALF;
XGS = 5 ∗ chord − Pi / BGS;
YGS = 1000 ;
x l o c=Ci . x ( ) ;
y l o c=Ci . y ( ) ;
z l o c=Ci . z ( ) ;
ZP=0;
PHASE=GOMEGA∗( flowTime−dts)−GBET∗ y loc−GGAM∗ z l o c−GALF∗XGS;
i f ( f abs ( x loc−XGS)<Pi/BGS)
{
GFUN=0.5∗(1+Foam : : cos (BGS∗( x loc−XGS) ) ) ;
GFUNX=−0.5∗BGS∗Foam : : s i n (BGS∗( x loc−XGS) ) ;
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GTFUN=0.5∗(Foam : : tanh (100∗( y l o c+YGS))−Foam : : tanh (100∗
( y loc−YGS) ) ) ;
GCOMF=(Foam : : pow(GALF,2)−Foam : : pow(BGS, 2 ) ) / ( Foam : : pow(BGS, 2 )∗
Foam : : s i n (GOMEGA∗Pi/GVEL/BGS) ) ;
UTERM=−GOMEGA∗GCOMF∗GTFUN∗GFUN∗(GAX[ nHarm]∗
Foam : : cos (PHASE)−GBX[ nHarm]∗Foam : : s i n (PHASE) ) ;
source x=RHO∗UTERM;
VTERM=GVEL∗GCOMF∗GTFUN∗GFUNX∗(GAY[ nHarm]∗
Foam : : s i n (PHASE)+GBY[ nHarm]∗Foam : : cos (PHASE) ) ;
source y=RHO∗VTERM;
WTERM=GVEL∗GCOMF∗GTFUN∗GFUNX∗(GAZ[ nHarm]∗
Foam : : s i n (PHASE)+GBZ[ nHarm]∗Foam : : cos (PHASE) ) ;
s o u r c e z=RHO∗WTERM;
}
nHarm++;
}
dimensionedVector SSS1 (” SSS1 ” , dimAcce lerat ion ,
vec to r ( source x , source y , s o u r c e z ) ) ;
dimensionedVector SSS2 (” SSS2 ” , dimAcce lerat ion , vec to r ( 0 , 0 , 0 ) ) ;
SSS [ c e l l i ]=SSS1 . va lue ( ) ;
}
}
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e l s e
{
source x =0;
source y =0;
s o u r c e z =0;
}
Corrected source code of solver (file UEqn.H).
MRF. correctBoundaryVeloc i ty (U) ;
tmp<fvVectorMatrix> tUEqn
(
fvm : : ddt (U) + fvm : : div ( phi , U)
+ MRF.DDt(U)
+ turbulence−>divDevReff (U)
==
SSS
) ;
fvVectorMatr ix& UEqn = tUEqn . r e f ( ) ;
UEqn . r e l a x ( ) ;
fvOptions . c on s t r a i n (UEqn ) ;
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i f ( pimple . momentumPredictor ( ) )
{
s o l v e (UEqn == −f v c : : grad (p ) ) ;
fvOptions . c o r r e c t (U) ;
}
