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En esta tesis se presentan varios controladores basados en la técnica
conocida como DPC (por sus siglas en inglés, Control Directo de Potencia). Esta
técnica partió por semejanza de los Controles Directos de Par (en inglés DTC)
aplicados al control de motores AC. Todo lo aplicado a los motores con el DTC,
tiene su equivalente en DPC adaptado a un convertidor de potencia conectado a
red. La única diferencia evidente es que en los primeros se controla par y en los
segundos se controla potencia.
En el capítulo 1 se realiza una introducción al control de convertidores
conectados a red. Se describe el estado actual del control de convertidores con
técnicas de tensión, corriente y potencia.
En el capítulo 2 se detalla el modelo del convertidor trifásico de dos
niveles usado en esta tesis.
En los capítulos 3, 4 y 5 de la tesis se presentan tres controladores DPC.
El primero de ellos se detalla en el apartado 3. Se trata de un DPC basa-
do en controladores clásicos PI, que fue el primero desarrollado en los laboratorios
en la bancada de pruebas. Se ha realizado todo el desarrollo de las ecuaciones del
control y un ajuste del mismo. El principal problema de este controlador es el
desconocimiento exacto de los parámetros básicos de la máquina (valores de in-
ductancias, resistencias y condensadores) de los que se tiene un valor aproximado
pero en ningún caso exacto (algunos valores son más o menos fáciles de medir,
pero sin embargo otros son realmente complicados de obtener mediante medida
directa, como por ejemplo la resistencia que incluye tanto el valor resistivo de las
inductancias como la de los transistores en conducción).
En el capítulo 4 se mostrará un controlador DPC con parámetros adapta-
v
vi
tivos, el cual mejora significativamente el comportamiento, ajustándose en mayor
medida al controlador diseñado. Lo que se trata es de encontrar una expresión
que permita la estimación de los parámetros del sistema (R y L). La estimación
de los parámetros se produce de forma continua para adaptarse a los posibles
cambios de los parámetros durante el funcionamiento de la máquina. Este con-
trolador ha sido publicado con el desarrollo de las ecuaciones y comparándolo con
el controlador PI. Sin embargo, el ajuste se diseñó posteriormente a la publicación
y se recoge en esta tesis.
Finalmente, en el capítulo 5 se tiene un controlador DPC basado en con-
trolador repetitivo. El motivo de la inclusión del control repetitivo es debido a que
ante situaciones de red desbalanceada y/o distorsionada, muchas de las ecuacio-
nes desarrolladas en los controladores anteriores no tienen validez, y por tanto, en
estas condiciones adversas (pero desgraciadamente, muy comunes en la realidad)
dichos controladores no funcionan correctamente del todo. Especialmente grave
es el caso en el que haya distorsión (armónicos) en la tensión de la red. El contro-
lador repetitivo es ideal para estas situaciones ya que actúa en varios armónicos
simultáneamente, y resulta equivalente a tener un controlador DPC resonante
para cada armónico. Este controlador también fue publicado con el desarrollo de
las ecuaciones.
Como se desprende de lo anterior, tanto en el controlador PI, como en el
Adaptativo se han desarrollado las ecuaciones para un ajuste del controlador. Sin
embargo, el ajuste del control DPC repetitivo no se detalla ya que aún no ha sido
realizado (queda como tema pendiente y se propondrá como trabajo futuro).
En el capítulo 6 se describe el diseño del control la tensión DC del equipo,
y es común para todos los controladores de potencia (también para los contro-
ladores de corriente). Este controlador casi en la mayoría de la literatura, está
implementado con un control PI, el cual proporciona o una potencia de referen-
cia (caso de los DPC) o el módulo de una corriente de referencia (caso de los
controladores de corriente).
Como apunte final, destacar que en el capítulo 7 se desarrolla una técnica
de sincronismo con la red eléctrica ante situaciones de red distorsionada y desba-
lanceada. Dicha técnica es de aplicación a todos los controladores DPC estudiados
en esta tesis y mejora el comportamiento de los mismos.
vii
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PLL Técnica de bucle de seguimiento de fase
PWM Técnica de modulación por anchura de pulso
SFR-PLL Técnica de bucle de seguimiento de fase en ejes síncronos
SVM Algoritmo de control basado en técnica PWM
VSI Inversor de Fuente de Tensión
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Capítulo 1
Introducción al control de convertidores conectados
a red
1.1. Introducción
En la actualidad los convertidores de potencia basados en modulación por
anchura de pulso (PWM, del inglés Pulse Width Modulation) dominan la amplia
mayoría de aplicaciones industriales tales como son la integración de fuentes de
energía renovables, sistemas de almacenamiento de energía, variadores de veloci-
dad de motores, etc. [1, 2, 3, 4, 5, 6].
En esta tesis se ha usado un convertidor bidireccional AC/DC conectado
a red (tiene la capacidad de entregar y recibir potencia de la red) y dispone de un
modulador PWM para el control de los transistores de potencia. Normalmente a
este tipo de convertidor se les conoce comunmente como “rectificadores síncronos”
debido a su aplicación más común que es la de tomar corriente AC de la red eléc-
trica y convertirla en corriente DC. Técnicamente su denominación más correcta
es la de “inversor de fuente de tensión” (VSI, del inglés Voltage-Source Inverter),
ya que su aplicación no es sólo la de rectificar (AC/DC) sino que también es capaz
de invertir (DC/AC). Es más, se suele usar la misma topología tanto en rectifica-
dores como en inversores cuando éstos se conectan “espalda contra espalda” (del
inglés “back to back”) formando un convertidor AC/DC/AC.
Las características deseables de todo VSI son:




Control del factor de potencia.
Regulación del bus DC.
Hay muchísimas técnicas para desarrollar una ley de control que abarquen estos
tres principales objetivos. Probablemente el número de técnicas aparecidas en la
literatura sea del orden del número de distintos autores que han escrito sobre
ello, pero todas ellas siempre van buscando la simplicidad (en gran parte porque
hasta la aparición de los microcontroladores con gran capacidad de proceso de
señales digitales DSP/DSC no existía la posibilidad de realizar algoritmos muy
complejos), la eficiencia (cada vez se quiere ser tener menos pérdidas en los con-
vertidores) y la robustez (también relacionado con la seguridad e integridad del
equipo).
Actualmente, la concienciación medioambiental es también un factor muy
a tener en cuenta, y dado que las energías renovables están en pleno crecimiento,
ha sido necesario el desarrollo de ciertas técnicas de control que han sido lleva-
das a los convertidores de potencia conectados a red. Las técnicas MPPT para
la obtención de la máxima potencia de paneles fotovoltaicos [7], o el control de
ángulo de incidencia del viento en la palas de un aerogenerador [8], son ejemplos
claros de cómo las técnicas de control de convertidores de potencia han ido evolu-
cionando para adaptarse a nuevas aplicaciones. Sin embargo, estas evoluciones y
cambios, pueden entenderse como adaptaciones o servicios auxiliares (conocidos
en inglés como “ancillary services”), ya que por debajo de ellos, siguen existiendo
los mismos tipos de controladores básicos diseñados desde hace décadas basados
en control de la tensión, de la corriente, o de la potencia.
Estos controladores básicos se describen a continuación en los apartados
1.2, 1.3 y 1.4. Hay que aclarar que aún cuando la denominación del convertidor
como VSI (inversor de fuente de tensión) pueda llevar a pensar que el control del
mismo es realizado en tensión, realmente la mayoría de controladores está basado
en el control de la corriente.
En el apartado 1.2 se verán controladores basados en tensión, pero real-
mente carecen de interés para esta tesis (ya que están pensados para otras apli-
caciones distintas de las desarrolladas aquí, como por ejemplo serian varias UPS
en paralelo, en las que el control realmente se hace en la tensión AC de salida).
En el apartado 1.3 se describen controladores basados en corriente, que
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representan la gran mayoría de aplicaciones aparecidas en la literatura. Se basan
principalmente en un bucle de control realimentando la corriente del equipo, para
finalmente alcanzar unas potencias iguales a unas potencias de referencia.
Y finalmente en el apartado 1.4 se verán los controladores en los que
se centra esta tesis. Son muy parecidos a los basados en corriente, sólo que en
vez de controlar corriente, controlan la potencia directamente. Evidentemente,
necesitan de las mismas medidas de corriente que los controladores de corriente,
pero las acciones de control no se basan en dichas medidas de corriente sino en
las potencias calculadas con las tensiones y corrientes instantáneas.
1.2. Revisión de controladores basados en control de
tensión
Este tipo de controlador basado en tensión, principalmente tiene su apli-
cación en controladores del tipo denominado “droop”. Deben su nombre a la
característica de tensión (voltage droop) de la que disponen los generadores sín-
cronos para poderse acoplar en paralelo. Todo generador síncrono dispone de una
característica de tensión (normalmente una caída de tensión en función de la po-
tencia reactiva entregada) y de frecuencia (una caída de frecuencia en función
de la potencia activa entregada) de manera que cuando se ponen dos o más en
paralelo, se realiza un reparto de la potencia activa y reactiva entre todos los
generadores de manera proporcional a su característica.
De manera similar, a un convertidor controlado en tensión (funcionando
como inversor DC/AC) se le puede aportar una característica droop a su control
de manera que pueda ser puesto en paralelo con otros equipos, repartiéndose la
carga de manera proporcional a su potencia nominal [9]. Todos estos controladores
suponen que el equipo va a generar una tensión AC de salida, sin embargo, en
esta tesis sólo nos centramos en convertidores conectados a red. Es por ello que
este tipo de controladores no serán más profundizados.
Sin embargo, existen otras soluciones adoptadas para convertidores co-
nectados a red, como la presentada en [10]. Si bien es cierto que propone un
novedoso sistema de control sin necesidad de sensores de corriente (el control es
completamente en tensión), su pricipal desventaja es que presenta una respuesta
dinámica muy lenta, ya que para el control se usa la tensión DC: se va cambian-
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do el índice de modulación en función del error de tensión DC, generando unas
tensiones de referencia basadas en ese índice de modulación.
Por todo lo expuesto, y dado que no es punto de interés de esta tesis, se
pasará a continuación a revisar otros controladores con los que si se compite con
los diseñados en esta tesis, que son los basados en control de corriente.
1.3. Revisión de controladores basados en control de
corriente
En la literatura existente se han aportado multitud de controladores de
corriente. Aquí se revisarán algunas de las técnicas más conocidas, y nos cen-
traremos en las que usan técnicas PWM dado que son las que presentan mejores
prestaciones (si se comparan con las anteriores técnicas de frecuencia no fija, como
por ejemplo, las técnicas de control por histéresis de corriente por citar alguna).
Una de las técnicas más clásicas se basan en controladores lineales del
tipo PI [11]. Estos controladores tienen la ventaja de que son relativamente senci-
llos de ajustar, pero no son muy adecuados para el seguimiento de una referencia
senoidal (tienen error de seguimiento). Una alternativa para resolver esta des-
ventaja es la de usar un controlador PID, pero al ser la corriente conmutada
normalmente la medida tiene mucho contenido de alta frecuencia y por lo tanto
la parte derivativa no es demasiado efectiva). Una estrategia que verdaderamente
mejora el seguimiento es la de realizar un PI pero en ejes síncronos [12], sin em-
bargo, por la matriz de giro el controlador resultante ya no es lineal. Relacionado
con éste último controlador, también es muy usado el controlador PR [13], en el
cual se sustituye la parte integral del PI por un control resonante. Dicho control
resonante presenta una ganancia infinita en la frecuencia de resonancia, la cual
está ajustada de manera que coincide con el primer armónico de la tensión de red.
Con este control resonante se consigue un seguimiento adecuado de la referencia
de corriente.
Otro tipo de controlador resonante es el denominado repetitivo [14], el
cual resulta de la aplicación de una serie de controladores resonantes (cada uno
a una frecuencia distinta, normalmente coincidiendo con los armónicos de orden
superior).
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Aplicando un controlador “deadbeat” basado en modelo como se puede
ver en la referencia [15], el cual se basa en una predicción de la corriente, se consi-
guen unos buenos resultados. Sin embargo, este sistema depende en gran medida
de la incertidumbre en los parámetros del sistema (habitualmente se tiene una
idea más o menos acertada de los valores de inductancias, resistencias y condensa-
dores pero nunca serán exactas). De forma general, estos sistemas están basados
en la linealización de pequeña señal alrededor de un punto de operación, y es pre-
cisamente esto lo que no garantiza el buen funcionamiento ante perturbaciones
grandes, o en todo el rango de funcionamiento del convertidor.
Hay también muchas referencias relativas a otros controladores no linea-
les, como el control adaptativo no lineal de la referencia [16], el control basado
en pasividad de [17], el control predictivo basado en modelo de [18], y el control
sliding-mode (SMC) de las referencias [19, 20, 21, 22].
1.4. Revisión de controladores basados en control de
potencia
La estrategia de control DPC fue introducida en la referencia [23] y el
control se llevaba a cabo sólo con los valores de la potencia instantánea activa y
reactiva, sin ningún bucle de control interno para el control de las corrientes. La
idea básica del control DPC fue la de escoger el mejor estado de los interruptores
de potencia de entre los 8 posibles para así mantener constante la tensión del
DC-Link, y conseguir un factor de potencia igual a la unidad. La selección del
vector de conmutación se hacía por medio de una tabla (LUT, del inglés Look up
Table) en la cual, las variables de entrada son el vector de la tensión de red y los
errores de la potencia activa y reactiva instantáneas.
La principal desventaja de este sistema es la gran ganancia resultante
del controlador (se trata realmente de un controlador bang-bang) y como conse-
cuencia, se necesitan valores de inductancia muy grandes para limitar el rizado
de corriente (por ejemplo, es usual una inductancia del orden de 10mH para un
equipo de 10 kW). Todo redundará en incremento del coste, tamaño y peso del
equipo.
Para disminuir estos valores de inductancias, en las referencias [24, 25]
se propone hacer uso de filtros LCL a la salida del convertidor. Esta solución
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tiene un problema, y es que se debe tener mucha precaución con la frecuencia de
resonancia del sistema, ya que con la ganancia tan alta de este tipo de controlador,
es muy fácil excitar dichas frecuencias. Todos estos controladores DPC propuestos
en [23, 24, 25] no tienen una frecuencia constante de conmutación, ya que en cada
periodo de muestreo se elige el mejor vector y en dos muestreos consecutivos es
posible, y más que probable, que el mejor vector sea el mismo que en el ciclo
anterior (se cambiaría de vector una vez cada 60 ◦ de giro de la red).
Por contra, en las referencias [26, 27, 28, 29] se definen unos vectores
de referencia que se aplican mediante una técnica de modulación de frecuencia
constante, como por ejemplo PWM o SVM (del inglés Space Vector Modulation).
En esta tesis se ha trabajado con este tipo de modulación de frecuencia constante
(concretamente PWM). Aun cuando estos controladores funcionan correctamente,
presentan un par de desventajas que merece la pena destacar. La primera de ellas
es que las constantes de control no son fácilmente ajustables y se requiere de
un procedimiento de ajuste basado en el ensayo y error. La segunda desventaja
es que principalmente están basados en controladores clásicos proporcional P, o
proporcional más intergral PI. Esto limita la respuesta dinámica del algoritmo
DPC, y presentan un comportamiento bastante pobre si se comparan con los
controladores de corriente más avanzados.
Como alternativa, han ido apareciendo distintas variaciones del control
DPC muy relacionadas con las técnicas de control de corriente vistas en el apar-
tado anterior 1.3. Entre tales técnicas se encuentran los controladores predictivos
basado en modelo (del inglés MPC) en los que se resuelve un problema de con-
trol óptimo sobre un horizonte finito de predicción [30, 31]. Otros controles de
aplicación también aquí, al igual que en los controladores de corriente, serían los
resonantes del tipo PR o los repetitivos.
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Capítulo 2
Modelo del Convertidor Trifásico
2.1. Revisión de modelos de convertidores trifásicos de dos
niveles
Los modelos matemáticos de los convertidores trifásicos de dos niveles,
se han basado habitualmente en los modelos matemáticos de sus componentes.
Los elementos pasivos (resistencias, bobinas y condensadores) disponen de ecua-
ciones sencillas (a lo sumo ecuaciones diferenciales de primer orden) que una vez
recogidas como un sistema de ecuaciones, describen el comportamiento global
del equipo. Sin embargo, los modelos de los interruptores de potencia introducen
discontinuidades en dichos modelos, ya que sus modelos matemáticos suelen con-
sistir en circuito abierto o cerrado. Es muy habitual salvar estas discontinuidades
haciendo valores medios de tensiones y corrientes en un ciclo de conmutación.
Para simplificar el análisis, dichos valores medios se suelen asumir como
valores continuos en el tiempo, dado que la frecuencia de conmutación normal-
mente es muy alta si se compara con la dinámica de las corrientes y tensiones de
la red eléctrica. Por ejemplo, se podrían comparar los 50 Hz de red (en Europa)
frente a 10kHz de frecuencia de conmutación que suele ser un orden de magnitud
habitual en convertidores de potencia.
Además se suele recurrir a realizar la hipótesis de tensiones de red ba-
lanceadas con el fin de simplificar el cálculo de los controladores. También, muy
habitual, es suponer el valor de las resistencias despreciables. Como ejemplo de
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Figura 2.1: Esquema del convertidor trifásico de dos niveles usado en esta tesis
Si se hace un análisis más profundo de las ecuaciones, tal y como se ha
hecho en esta tesis, no es necesario ni suponer tensiones de red balanceadas, ni
despreciar las resistencias con el fin de encontrar un modelo manejable desde el
punto de vista del control.
Finalmente estos modelos basados en las ecuaciones matemáticas de sus
componentes básicos, se están usando también para la realización de controles
predictivos basados en modelo. Sin embargo, en esta tesis no se ha abordado
ningún control predictivo. El modelo que se presenta a continuación se ha usado
para el diseño y ajuste de los controladores desarrollados en esta tesis.
2.2. Modelo del Convertidor Trifásico usado
En la figura 2.1 se muestra el esquema del convertidor trifásico de dos
niveles usado en esta tesis y que va a ser objeto de estudio en este capítulo.
Dicho convertidor se conecta a red mediante tres inductancias independientes
(monofásicas) de valor nominal L, y por otro lado, se conecta al bus de continua
(o DC-Link) de capacidad C y a una carga resistiva de valor RL.
El modelo incluye las pérdidas del convertidor modeladas como una re-
sistencia R en serie con cada una de las inductancias de conexión a red. Todos
estos parámetros junto con las variables que definen al convertidor de potencia
se describen en la tabla 2.1.
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Variable Descripción
vabc = {va vb vc}T Vector de tensión de entrada fase-neutro
iabc = {ia ib ic}T Vector de corriente de entrada
sabc = {sa sb sc}T Vector de señales de control (rango [0, 1])
δabc = {δa δb δc}T Vector de señales de control (rango [−1, 1])
L Inductancia de conexión a red
C Capacidad total del bus de continua
RL Carga Resistiva DC
Vdc Tensión del bus de continua
R Resistencia de pérdidas en las inductancias
Tabla 2.1: Parámetros y variables del convertidor
2.3. Ecuaciones de la dinámica de las corrientes de red
Las ecuaciones que describen la dinámica de las corrientes de las induc-
tancias pueden ser obtenidas con las técnicas realizadas en las referencias [2, 3].







2 δabc + VON (2.1)
donde el vector δabc representa las señales de control1 (es decir, el estado
de los transistores: ’1’ transistor superior ’ON’, ’-1’ transistor inferior ’ON’), y
donde VON es la tensión existente entre el punto “O” (punto medio del bus de
continua) y el punto “N” (neutro de la red eléctrica). Por otro lado, se supone
en este modelo que la tensión total de condensadores Vdc es siempre positiva.
En las referencias [2, 3] se hace la suposición de red balanceada y simé-
trica, asumiendo que va + vb + vc = 0, o dicho de otro modo, se supone que la
red tiene tensión homopolar nula vo = 0. Esta suposición no es necesaria como se
demuestra más adelante (apartado 2.5) cuando el sistema se expresa en ejes esta-
cionarios αβ, extendiendo la validez del modelo a tensiones de red no balanceadas
y/o asimétricas.
1Al término discreto Vdc2 δabc se le denomina “acción de control” y para el desarrollo analítico
de controladores se suele sustituir por un vector continuo uabc, asumiendo que el valor medio
de Vdc2 δabc durante un ciclo de conmutación es aproximadamente igual a dicho vector de
tensión uabc. En este caso es conveniente expresar la acción de control en términos de δabc,
mientras que en otros casos, también por conveniencia, se hará uso de las señales equivalentes
sabc.
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En el desarrollo de las ecuaciones, se parte de la expresión (2.1), sumando
las tres ecuaciones correspondientes a cada coordenada (a, b y c), obteniéndose:
va + vb + vc = L
d(ia + ib + ic)
dt
+R (ia + ib + ic) +
Vdc
2 (δa + δb + δc) + 3VON (2.2)
Ahora, dado que el sistema dispone de únicamente tres hilos, aplicando
la primera ley de Kirchhoff, la suma de las tres corrientes es nula ia + ib + ic = 0.
Es por ello que la ecuación (2.2) queda en la forma:
va + vb + vc =
Vdc
2 (δa + δb + δc) + 3VON (2.3)
De esta expresión se puede obtener el valor VON despejando:
VON =
1




2 (δa + δb + δc) (2.4)
Introduciendo este valor en el modelo del convertidor anterior, ecuación
(2.1), dicho modelo queda en la forma:
vabc −
1









2 (δa + δb + δc) (2.5)
Agrupando términos, y expresando de nuevo el modelo en forma matri-
cial, se obtiene la expresión de la dinámica de las corriente de red:





2 B δabc (2.6)








2.4. Ecuaciones de la dinámica de la tensión de
condensadores
Las ecuaciones que describen la dinámica de la tensión de condensadores
se pueden obtener analizando las corrientes en uno de los nudos de los condensa-
dores de continua (ver figura 2.1):
iC = iConv − iR (2.8)
El término iC se puede expresar en función de la derivada de tensión Vdc










Para desarrollar la expresión de la corriente iConv conviene expresar los
estados de los interruptor con una nueva variable denominada sx que define el
estado del interruptor x:
sx =
1 cerrado0 abierto (2.11)
con x = {a, b, c}. Se puede observar en el figura 2.1 que los interrup-
tores superiores son nombrados como sa, sb y sc, mientras que los interruptores
inferiores son los negados sa, sb y sc.
De esta forma, es fácil expresar la corriente iConv en función de estas
nuevas variables, de la siguiente forma:
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iConv = saia + sbib + scic (2.12)
que en forma matricial se puede expresar como:
iConv = sTabc iabc (2.13)
Aunque esta notación de las señales de conmutación sabc (cuyos valo-
res son 1/0, cerrado/abierto) es correcta, con idea de unificar la notación, nos
conviene expresar esta última ecuación en función de las señales δabc definidas
anteriormente (cuyos valores son +1/-1, cerrado el transistor de arriba/cerrado
























2(δaia + δbib + δcic) +
1
2(ia + ib + ic) (2.16)
Como la suma de las corrientes es cero ia + ib + ic = 0, y expresando en




















En esta última expresión como se puede observar, aparece el término
1
2 δabc, pero conviene que aparezca en su lugar
Vdc
2 δabc, que representa la “acción
de control” y se suele modelar como una fuente de tensión uabc para el análisis y
diseño del controlador. Para que aparezca dicho término, basta con multiplicar la
última expresión por Vdc. Agrupando términos se obtiene la ecuación del modelo






















Se puede apreciar en esta última ecuación que sus términos se expresan
en unidades de potencia, por lo tanto esta ecuación se puede interpretar como la
potencia absorbida por el convertidor, que pasa de ser una potencia activa instan-













potencia activa = potencia en condensadores + potencia en carga
(2.21)
Hay que hacer notar que el término de potencia uabc iabc, no es igual a
la potencia cedida por la red, la cual sería vabc iabc. La diferencia es debida a las
bobinas de conexión a red.
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2.5. Ecuaciones del modelo completo en ejes estacionarios
αβ
Como se ha visto en los apartados 2.3 y 2.4, el sistema viene determinado
por las ecuaciones (2.6) y (2.19):


















Además, como la conexión a red del sistema descrito es de tan sólo 3
hilos, se cuenta con una ecuación adicional que implica que las tres corrientes no
son independientes:
ia + ib + ic = 0 (2.22)
Dado que este conjunto de ecuaciones conforman un sistema de 5 ecua-
ciones y 4 incógnitas (3 corrientes ia, ib e ic, y una tensión Vdc), es evidente que
se trata de un sistema de ecuaciones sobredeterminado.
Es habitual realizar una transformación (un cambio de ejes) a estas ecua-
ciones en forma matricial, con el fin de convertir las ecuaciones a un sistema de-
terminado. Dicha transformación es conocida como transformada de Clarke [4],
la cual transforma los ejes abc, en unos nuevos ejes estacionarios denominados























Cualquier vector en coordenadas abc (tensión vabc, corriente iabc y control
δabc), pueden expresarse en los ejes de coordenadas αβγ y viceversa, mediante las
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expresiones:
Xαβγ = T Xabc
Xabc = T T Xαβγ
(2.24)
donde T , es la matriz definida en la ecuación (2.23). Como principales
características de esta transformada cabe destacar que tiene inversa (se dice que
es invertible: det(T ) 6= 0), y que dicha inversa coincide con la traspuesta (se dice
que es ortogonal: T T T = I).
Si se aplica esta transformada de Clarke a la ecuación (2.6) , multipli-
cando por la izquierda por T , se obtiene:





2 T B δabc (2.25)
Nótese que al tratarse T de una matriz de coeficientes constantes, ésta
puede ser introducida dentro del término de la derivada de las corrientes iabc.

























donde se ha hecho notar con ’0’ la componente γ de los vectores v y δ
para remarcar que esos términos son nulos. La ecuación correspondiente a esta
componente γ es:
0 = L diγ
dt
+R iγ + 0 (2.28)
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Sin embargo, como la suma de las tres corrientes es cero ia+ib+ic = 0, al
aplicar la transformación T , la corriente en la coordenada γ es cero (iγ = 0), por
lo que esta ecuación (2.28) es trivial (0 = 0), y como resultado se puede eliminar
dicha ecuación.
Habitualmente, como esto ya es conocido, no se aplica la transformada
de Clarke T , sino una versión más reducida que transforma de ejes abc a ejes
αβ, dando por sentado que la componente γ no aporta nada a las ecuaciones del














la cual, evidentemente no tiene la propiedad de ser invertible, pero se
sigue cumpliendo que AAT = I y AT A = I, por lo que se puede utilizar AT
como inversa generalizada (también conocida como pseudo-inversa).
De manera análoga a la transformada T , cualquier vector en coordenadas
abc (tensión vabc, corriente iabc y control δabc), pueden expresarse en los ejes de
coordenadas αβ y viceversa, mediante la expresiones:
Xαβ = A Xabc
Xabc = AT Xαβ
(2.30)
donde A, es la matriz definida en la expresión (2.29).
Con esta matriz el modelo del sistema quedaría:





2 AB δabc (2.31)
Por otro lado, transformar la ecuación correspondiente a la tensión de
condensadores Vdc, es muy sencillo ya que tan sólo hay que multiplicar por el









































Aplicando ahora la transformación (2.30) a las ecuaciones (2.31) y (2.34),




















Se llega al mismo modelo que las referencias [2, 3]. Sin embargo, en ambas
referencias, se parte de una hipótesis que en este estudio no se ha hecho. Se trata
de la hipótesis de que las tensiones son balanceadas (va + vb + vc = 0), que hace
que la componente γ de la tensión vγ sea 0 cuando se aplica la transformada T
a las ecuaciones (2.6). Esto junto a la hipótesis correcta de suma de corrientes
igual a cero (ia + ib + ic = 0), se llega a que la ecuación en componente γ es la
trivial (0 = 0), llegándose a las mismas ecuaciones presentadas en este estudio.
Así se demuestra que el sistema queda completamente definido por las
ecuaciones (2.35) y (2.36), pero sin asumir el balanceo de las tensiones. Dicho de
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Diseño y Ajuste del Controlador DPC basado en PI
3.1. Introducción
El modelo que se usará para el diseño y ajuste del Control DPC Adap-
tativo será el desarrollado en el capítulo 2.
El control del sistema completo consiste en dos bucles anidados, denomi-
nados bucle interno y bucle externo (la idea básica de dos bucles se repite en la
literatura, como se puede ver en la referencia [1]). El bucle interno es el encargado
del control de las potencias activa y reactiva instantáneas, mientras que el bucle
externo está destinado al control de la tensión del DC-Link.
En la figura 3.1 se representa el diagrama de bloques del control DPC
basado en PI. Están remarcados los bloques constituyentes del control, entre los
que se encuentran los citados bucles externo e interno. A su vez se muestran las
entradas y salidas de cada bloque, entre los que cabe destacar las referencias de














Figura 3.1: Diagrama de bloques del control DPC basado en PI
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p∗ es calculada en el bloque de bucle externo, la referencia de potencia reactiva
q∗ se podría considerar en principio una referencia constante. Dependiendo de
los requerimientos que se dispongan para el uso de la máquina (por ejemplo
STATCOM) esta referencia podría ser calculada en otro control externo (en esta
tesis no se ha realizado ningún control para dicha referencia).
También hay que destacar que las entradas Ld y Rd son los valores de los
parámetros de diseño de las inductancias y resistencias del sistema (que podrán
ser aproximados, pero casi siempre no exactos) necesarios para el control.
En este capítulo se detallará el bucle interno, mientras que en el capí-
tulo 6 se aborda el control del bucle externo, el cual es común para todos los
controladores detallados en esta tesis.
3.2. Diseño del Controlador DPC basado en PI. Bucle
interno
El diseño del controlador DPC se basa en el desarrollo de las expresiones
de las derivadas de las potencias activas y reactivas instantáneas, partiendo del




















Como se ha comentado anteriormente, es habitual sustituir en el modelo
la “acción de control” Vdc2 δαβ por una fuente de tensión denominada uαβ para
poder desarrollar el controlador.
La expresión matricial del cálculo de la potencia activa es la siguiente:
p = vTαβ iαβ (3.1)
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No se tiene en cuenta la componente γ ya que la corriente iγ es nula.
De manera análoga, la expresión matricial de la potencia reactiva es:
q = vTαβ J iαβ (3.2)





Estas expresiones de la potencia activa y reactiva instantáneas se han
tomado de la Teoría de la Potencia Instantánea Modificada (referencia [2]), sin
embargo, el mismo autor las modificó posteriormente (cambiando el signo a la
matriz J, adoptando finalmente la expresión (3.3)) para corregir el signo de la
potencia reactiva.
3.2.1. Ecuaciones de las dinámicas de la potencia activa y reactiva
A continuación se expresará la derivada de la potencia activa p (multi-
plicada por el valor de las inductancias L de las bobinas de conexión a red, por






(vTαβ iαβ) = L
d
dt




Ahora bien, suponiendo que la red es senoidal y balanceada (es decir,
que no tiene contenido de armónico distinto del fundamental, y las tres tensiones
suman 0) la expresión de la derivada de las tensiones se puede poner como:
d
dt
(vαβ) = ω J vαβ
d
dt
(vTαβ) = (ω J vαβ)T = ω vTαβ JT = −ω vTαβ J
(3.5)
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donde ω es la frecuencia de la tensión de red expresada en rad/s.
La expresión de la derivada de la corriente se puede obtener de la ecuación









= −Lω vTαβ J iαβ + vTαβ (vαβ −R iαβ − uαβ) (3.7)
Ahora bien, teniendo en cuenta las expresiones de p (3.1) y de q (3.2),
y reordenando, se obtiene la expresión de la derivada de p en función de las




= |vαβ|2 − Lω q −Rp− vTαβ uαβ (3.8)






(vTαβ J iαβ) = L
d
dt









= −Lω vTαβ J J iαβ + vTαβ J (vαβ −R iαβ − uαβ) (3.10)
Ahora bien, dado que J J = −I, y que vTαβ J vαβ = 0, se obtiene la
expresión de la derivada de q en función de las potencias p y q, la tensión de red





= Lω p−Rq − vTαβ J uαβ (3.11)
3.2.2. Ecuaciones de control de la potencia activa
Una vez definidas las ecuaciones de las dinámicas de las potencias activa
y reactiva instantáneas, se pasará a continuación al desarrollo del control.
El objetivo del control consiste en llevar las potencias p y q, a unas
referencias previamente establecidas denominadas p∗ y q∗, respectivamente.
Partiendo de la ecuación de la derivada de la potencia activa p (3.8),








± kp p̃± kip
∫
p̃ dt = |vαβ|2 − Lω q −Rp±Rp∗ − vTαβ uαβ (3.12)
donde se define el error de potencia activa p̃ como:
p̃ , p− p∗ (3.13)











p̃ dt = |vαβ|2−Lω q−Rp∗−vTαβ uαβ
(3.14)
Usando el hecho de que la referencia de potencia p∗ es constante, o muy
lentamente variable1, se propone que la acción de control uαβ sea:
1Se recuerda que en este bucle de control interno, la referencia p∗ es una entrada que proviene
del control externo del DC-Link (ver figura 3.1), con lo que se puede suponer que será















donde se ha usado una variable genérica k1 junto con un vector unitario
en cuadratura con la tensión de red vαβ. Su utilidad se verá más adelante y aquí
se ha incluido para dar más generalidad al controlador, pero no tiene ninguna
repercusión en el control ya que dicho término se hará nulo al sustituir.
Haciendo la sustitución de uαβ en la ecuación anterior, se obtiene la




+ (kp +R) p̃+ kip
∫
p̃ dt = 0 (3.16)
Ajustando los valores de las constantes de control kp y kip, se puede
asegurar que el error de potencia p̃ tiende a 0 con el tiempo. Es precisamente el
ajuste del tiempo lo que se detallará en el apartado 3.3.
3.2.3. Ecuaciones de control de la potencia reactiva
A continuación se realizará el mismo desarrollo realizado para la potencia
activa p en el apartado anterior, pero para la potencia reactiva q.
Partiendo de la ecuación de la derivada de la potencia reactiva q (3.11),







± kq q̃ ± kiq
∫
q̃ dt = Lω p−Rq ±Rq∗ − vTαβ J uαβ (3.17)
donde se define el error de potencia reactiva q̃ como:
q̃ , q − q∗ (3.18)
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− kq q̃− kiq
∫
q̃ dt = Lω p−Rq∗− vTαβ J uαβ
(3.19)
Usando también el hecho de que la referencia de potencia q∗ es constante2,
se hará que la acción de control uαβ sea:
uαβ , −
(










donde esta vez se ha usado una variable genérica k2 junto con un vector
unitario colineal con el vector de la tensión de red vαβ, ya que dicho término será
nulo al sustituir.
Haciendo la sustitución de uαβ en la ecuación anterior, se obtiene la




+ (kq +R) q̃ + kiq
∫
q̃ dt = 0 (3.21)
Ajustando los valores de las constantes de control kq y kiq, se puede
asegurar que el error de potencia q̃ tiende a 0 con el tiempo. El ajuste de este
tiempo se detallará en el apartado 3.3.
2En este caso, la referencia q∗ es una entrada al bucle interno (ver figura 3.1) con lo que se
podrá suponer que es una constante interna. Si con este sistema se quisiera desarrollar por
ejemplo una aplicación de STATCOM, esta referencia vendría dada por un algoritmo o bucle
de control externo de compensación de potencia reactiva. En cualquier caso se puede suponer
constante siempre que la escala de tiempo del bucle interno sea muy pequeña comparada
con la escala de tiempo de dicho control externo.
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3.2.4. Ecuaciones de control simultáneo de las potencias activa y
reactiva
Como se ha visto hasta ahora, se han propuesto dos controles indepen-
dientes para controlar la potencia activa p y la potencia reactiva q, correspon-
dientes con las ecuaciones (3.15) y (3.20).
Dado que dichas ecuaciones resultan ser vectores que están en cuadratura
(son perpendiculares en el plano αβ) las variables genéricas k1 y k2 pueden ser
sustituidas por las expresiones:
k1 , −
(












consiguiendo que los dos controles converjan en un sólo controlador:
uαβ ,
(






− (Lω p−Rq∗ + kq q̃ + kiq
∫


























|vαβ|2 − Lω q −Rp∗
) vαβ
|vαβ|2















































Figura 3.2: Diagrama de bloques detallado del control DPC basado en PI
Esta tensión de equilibrio representa el vector de control en régimen
permanente, es decir, el valor de la tensión de control para la cual los errores de
potencia activa y reactiva son nulos (p̃ = 0 y q̃ = 0). O dicho de otro modo, es
la tensión de control para la que se alcanzan las referencias de potencia activa y
reactiva (p = p∗ y q = q∗).
La ecuación (3.25) representa la acción de control con la que se podrá
determinar la evolución temporal de las potencias activa y reactiva. Con las cons-
tantes de control kp, kip, kq y kiq, se podrá ajustar el tiempo de establecimiento
de las potencias a sus referencias.
Finalmente, en la figura 3.2, se muestra el diagrama de bloques detallado
incluyendo todas las ecuaciones de control aquí desarrolladas.
3.3. Ajuste del Controlador DPC basado en PI
La acción de control que se ha visto en el apartado anterior 3.2.4, re-
presentada por la ecuación (3.25), consta de dos constantes de ajuste (kp y kip)
para la dinámica de la potencia activa p, y otras dos constantes (kq y kiq) para
la dinámica de la potencia reactiva q.
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Sin embargo, en la ecuación (3.25) aparecen dos parámetros de la má-
quina que son la inductancia L y la resistencia R 3 de las bobinas de conexión a
red, y aunque puedan ser conocidos sus valores nominales, normalmente se tiene
incertidumbre sobre el valor exacto. Por ahora, el ajuste del controlador se va a
realizar suponiendo plena exactitud en el conocimiento de estos valores L y R.
Será más adelante, en el apartado 3.4 cuando se estudie qué ocurre en los casos
en los que haya una imprecisión en dichos valores.
Para ajustar el controlador, se usarán las ecuaciones del bucle cerrado




+ (kp +R) p̃+ kip
∫




+ (kq +R) q̃ + kiq
∫
q̃ dt = 0 (3.21)
Estas ecuaciones determinan la evolución temporal de los errores de po-
tencia activa y reactiva (p̃ y q̃), en función de los parámetros del controlador
kp, kip, kq y kiq. Se van a resolver estas ecuaciones para determinar el ajuste del
controlador con idea de parametrizar el tiempo de establecimiento de las poten-
cias.
Se usarán unos cambios de variables para transformar las ecuaciones
(3.16) y (3.21). Se busca transformar dichas ecuaciones en un sistema de ecua-













+ np x = 0 (3.29)
3Se recuerda que en el modelo se ha incluido en este valor de R, la resistencia equivalente de







+ nq y = 0 (3.30)

















Se puede observar que las ecuaciones que resultan, son ecuaciones dife-
renciales lineales de segundo orden y de coeficientes constantes, cuya solución











donde se han usado dos variables genéricas m y n, de manera que la
solución para la potencia activa p se corresponden con mp y np, mientras que la
solución para la potencia reactiva q se corresponden con mq y nq, respectivamen-
te.
Dependiendo de los valores de m y n, se puede dar el caso de que re-
sulte un sistema oscilante o lo que sería más grave un sistema no amortiguado,
situaciones ambas que se van a evitar. Por tanto, siempre se debe cumplir con la
siguiente restricción:
m2 − 4n ≥ 0 (3.37)
y por lo tanto está asegurado que las raíces son números reales λ1ε<
y λ2ε< , dando sistemas críticamente amortiguados y sobreamortiguados. Estos
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sistemas se estudiarán a continuación.
3.3.1. Sistema críticamente amortiguado
El sistema de ecuaciones de la dinámica de las potencias (ecuaciones
(3.29) y (3.30)) se transforma en un sistema críticamente amortiguado si se toma
la solución del sistema dada por:
m2 − 4n = 0 (3.38)
En este caso, las raíces del polinomio característico serían ambas iguales
a:
λ1 = λ2 = −
m
2 (3.39)
Con esto, las evoluciones temporales de los errores de potencias queda-
rían:








donde p̃0 y q̃0 son los valores iniciales de los errores de potencia.
Es posible encontrar los valores de diseño a partir de estas ecuaciones
(3.40) y (3.41), seleccionando un tiempo de establecimiento determinado.
Por ejemplo, si se quiere calcular el tiempo de establecimiento Tsp y Tsq
que tardan los errores de potencia p̃ y q̃ en disminuir el 99% (el error será el 1%
del valor inicial de la referencia), se calcularía como:








Figura 3.3: Representación gráfica de las soluciones del parámetro M







Las ecuaciones (3.42) y (3.43), se pueden escribir como:
− 0,01 = (1−M) e−M (3.44)
donde M será igual a mp2 Tsp en el caso de la potencia activa, y
mq
2 Tsq en
el caso de la potencia reactiva, de manera que M se puede interpretar como una
medida del tiempo de establecimiento.
Hay que hacer notar que el signo introducido en el valor del 1% (−0, 01)
es debido a la forma de la función como se puede observar en la figura 3.3.
También se puede observar que existen dos soluciones (la curva (1−M) e−M
pasa por −0,01 en dos puntos). Las soluciones a dicha ecuación se pueden encon-
trar numéricamente y son:
{1,027953390 ; 6,266544674}
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Tan sólo la segunda solución M = 6,266544674 es la buscada (sólo a
partir de este valor, el error es menor del 1%), y representa el valor de M (que
por definición es una medida del tiempo de establecimiento) para que el error de
potencia sea igual al 1% del valor de referencia inicial. Una vez obtenido este
valor de M , se pueden calcular los valores de las constantes de control (kp, kip,

















siendo M = 6,266544674, y siendo L y R los parámetros de las induc-
tancias del equipo.
En la figura 3.4 se muestra la evolución de p ante un escalón en la re-
ferencia p∗ para varios valores del tiempo de establecimiento Tsp. Como puede
observarse en la figura, el valor máximo que alcanzará la potencia es constante e
independiente del tiempo de establecimiento, y puede calcularse hallando el valor







































Figura 3.4: Escalón de p∗ en el caso críticamente amortiguado














p̃max = −p̃0 e−2 (3.52)
Esta es la expresión del máximo del error de potencia, pero es más in-
teresante, desde el punto de vista del dimensionamiento del equipo, la expresión
del incremento de potencia debido al incremento de referencia. A continuación se
va a desarrollar esta expresión (3.52) en función de incrementos de potencia.
Usando la definición (3.13) del error de potencia p̃, los términos de error
de la ecuación (3.52) se pueden expresar como:
p̃max = pmax − p∗ (3.53)
p̃0 = p0 − p∗ (3.54)
Se puede obtener la expresión del valor del incremento de la potencia
4pmax = pmax − p0, sustituyendo las ecuaciones (3.53) y (3.54) en la ecuación
(3.52)





Además, se va a introducir el término de incremento de potencia de
referencia 4p∗ definido como:
4p∗ = p∗ − p∗0 (3.56)
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donde p∗0 es la referencia de potencia anterior, y p∗ es la nueva referencia
de potencia. Así, la ecuación (3.55) queda:









donde se ha definido 4p0 = p0 − p∗0 como el error previo de potencia
(previo al cambio de referencia de potencia).
En el caso de partir en condiciones previas nulas (4p0 = 0), el valor del
incremento de potencia se puede calcular como:
4pmax = 4p∗(1 + e−2) ' 1,1354p∗ (3.58)
Es decir, que es de esperar que la potencia tenga una sobreoscilación
del 13,5 %, valor que se puede usar para el dimensionamiento del equipo, de
manera que se opere siempre dentro de los límites de forma segura. Hay que
hacer notar que, ya que las expresiones (3.40) y (3.41) para la potencia activa
y reactiva son análogas, todo el cálculo para la potencia máxima reactiva qmax
resulta exactamente igual al de la potencia activa pmax, motivo por el cual no se
repetirá aquí.
3.3.2. Sistema sobreamortiguado
El sistema de ecuaciones de la dinámica de las potencias (ecuaciones
(3.29) y (3.30)) se transforma en un sistema sobreamortiguado si cumple la con-
dición dada por:
m2 − 4n > 0 (3.59)













Con esto, las evoluciones temporales de los errores de potencias queda-
rían:
p̃ = p̃01− k
(
eλ1p t − k ek λ1p t
)
(3.60)
q̃ = q̃01− k
(
eλ1q t − k ek λ1q t
)
(3.61)
donde p̃0 y q̃0 son los valores iniciales de los errores de potencia, y donde
se ha definido el parámetro k de manera que λ2 = k λ1, es decir, como la relación
entre λ2 y λ1. Así, como se puede observar en las expresiones (3.60) y (3.61),
existen dos exponenciales que definen la evolución temporal de los errores de las
potencias. La primera de las exponenciales tiene como constante de tiempo −1/λ1
mientras que la segunda tiene −1/(k λ1), es decir, la primera exponencial tiene
una constante de tiempo k veces mayor que la segunda exponencial.
Se considerará que el valor de k es muy grande (k  1) y por lo tanto
la primera exponencial será la dominante, de manera que el efecto de la segunda
exponencial se extinguirá mucho más rápido que el efecto de la primera exponen-
cial. Con esta consideración, es posible encontrar los valores de diseño a partir
de las ecuaciones (3.60) y (3.61), seleccionando un tiempo de establecimiento
determinado.
Por ejemplo, si se quiere calcular el tiempo de establecimiento Tsp y Tsq
que tardan los errores de potencia p̃ y q̃ en disminuir el 99% (el error será el 1%
del valor inicial de la referencia), se calcularía como:




eλ1p Tsp − k ek λ1p Tsp
)
' p̃01− k e
λ1p Tsp (3.62)
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eλ1q Tsq − k ek λ1q Tsq
)
' q̃01− k e
λ1q Tsq (3.63)
Las ecuaciones (3.62) y (3.63), se pueden escribir como:
− 0,01 = 11− k e
λ1 Ts (3.64)
donde Ts y λ1 serán igual a Tsp y λ1p en el caso de la potencia activa, e
igual a Tsq y λ1q en el caso de la potencia reactiva. De esta expresión, se puede
obtener el valor de λ1 en función del tiempo de establecimiento elegido Ts y del




ln (0,01 (k − 1)) (3.65)
En principio se puede usar cualquier valor de k, con la única condición
de que sea k  1, pero existe un valor óptimo que se puede calcular relacionando
las dos exponenciales de las ecuaciones (3.60) y (3.61):
f (k) , e
λ1 Ts
k ek λ1 Ts
(3.66)
Usando el valor calculado en (3.65) para λ1, la función f(k) queda:
f (k) = 1
k
(0,01 (k − 1))(1−k) (3.67)
La función f(k) se representa en la figura 3.5, donde se puede observar que
tiene un máximo en el valor k = 36,802 (valor que puede ser obtenido derivando
la ecuación (3.67) e igualando a 0).
Se comprueba por tanto que el valor de k calculado es muy superior a la
unidad (k  1), y por consiguiente, se tendrá que la dinámica de los errores de
la potencia vendrán dados por los tiempos de establecimiento diseñados.
Una vez conocidos los valores de k y de λ1, los valores de las constantes
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ln (0,01 (k − 1)) (3.68)
kp = − (1 + k) λ1p L−R (3.69)




ln (0,01 (k − 1)) (3.71)
kq = − (1 + k) λ1q L−R (3.72)
kiq = k λ21q L (3.73)




















Figura 3.6: Escalón de p∗ en el caso subamortiguado
(a) Escalón de p∗ en t = 0,050s, para varios valores de Tsp, (b) Detalle del
escalón de p∗
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En la figura 3.6 se muestra la evolución de p ante un escalón en la re-
ferencia p∗ para varios valores del tiempo de establecimiento Tsp. Como puede
observarse en la figura, al igual que ocurría en el caso críticamente amortiguado,
el valor máximo que alcanzará la potencia es constante e independiente del tiem-
po de establecimiento, y puede calcularse hallando el valor máximo de la ecuación



















Simplificando y usando la expresión de λ1p y el valor de k = 36,802, el
tiempo tmax para el cual se alcanza el máximo será:
tmax =
ln (k2) Tsp
ln (0,01 (k − 1)) (1− k) w 0,196Tsp (3.79)
Sustituyendo el valor tmax en la ecuación (3.60), se obtiene el valor má-
ximo para p̃:
p̃max = p̃ (t = tmax) =
p̃0
1− k
e ln(k2)1−k − k ek ln(k2)1−k
 (3.80)
p̃max = −p̃0 k−
k+1
k−1 (3.81)
Esta es la expresión del máximo del error de potencia, pero es más in-
teresante, desde el punto de vista del dimensionamiento del equipo, la expresión
del incremento de potencia debido al incremento de referencia. A continuación se
va a desarrollar esta expresión (3.81) en función de incrementos de potencia.
Usando la definición (3.13) del error de potencia p̃, los términos de error
de la ecuación (3.81) se pueden expresar como::
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p̃max = pmax − p∗ (3.82)
p̃0 = p0 − p∗ (3.83)
Se puede obtener la expresión del valor del incremento de la potencia
4pmax = pmax − p0, sustituyendo las ecuaciones (3.82) y (3.83) en la ecuación
(3.81):
4pmax = pmax − p0 = p∗ − (p0 − p∗) k−
k+1







Además, se va a introducir el término de incremento de potencia de
referencia 4p∗ definido como:
4p∗ = p∗ − p∗0 (3.85)
donde p∗0 es la referencia de potencia anterior, y p∗ es la nueva referencia
de potencia. Así, la ecuación (3.84) queda:













donde se ha definido 4p0 = p0 − p∗0 como el error previo de potencia
(previo al cambio de referencia de potencia).
En el caso de partir en condiciones previas nulas (4p0 = 0), el valor del
incremento de potencia se puede calcular como:
4pmax = 4p∗(1 + k−
k+1
k−1 ) ' 1,0224p∗ (3.87)
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donde se ha usado el valor óptimo de k = 36,802.
Por lo tanto, es de esperar que la potencia tenga una sobreoscilación del
2,2 %, valor que se puede usar para el dimensionamiento del equipo, de manera que
se opere siempre dentro de los límites de forma segura. Hay que hacer notar que,
las expresiones (3.60) y (3.61) para la potencia activa y reactiva son análogas, y
por lo tanto, el cálculo para la potencia máxima reactiva qmax resulta exactamente
igual al de la potencia activa pmax.
3.4. Estudio de la incertidumbre de los parámetros del
sistema
Hasta ahora se ha supuesto que los valores de la inductancia L y la
resistencia R utilizados en el diseño del controlador son exactamente iguales a
los valores reales. Sin embargo, realmente nunca se tendrán estos valores sino
una estimación de ellos, por lo que en este apartado se estudiará la influencia de
errores en los valores de la inductancia L y la resistencia R.
Para ver como influyen las diferencias entre los parámetros reales del
sistema y los de diseño, se supondrá que estos son distintos y se evaluará como
queda la dinámica del sistema en bucle cerrado cuando se aplica el controlador.
Se definen las diferencias entre los parámetros de diseño (Ld y Rd) y los reales (L
y R) como 4R y 4L. De esta forma:
Rd = R +4R (3.88)
Ld = L+4L (3.89)










= Lω p−Rq − vTαβ J uαβ (3.91)






















|vαβ|2 − Ld ω q −Rd p∗
) vαβ
|vαβ|2




Sustituyendo estas ecuaciones de control en las dinámicas de las potencias




+ (kp +R) p̃+ kip
∫




+ (kq +R) q̃ + kiq
∫
q̃ dt = −4Lω p+4Rq∗ (3.95)
Comparando estas expresiones con las obtenidas en (3.16) y (3.21), puede
deducirse que el proceso de diseño seguido para obtener una respuesta predefinida,
sólo será valido si 4R << 1 y 4L << 1. Es decir, que la respuesta del sistema
será acorde con lo estudiado anteriormente sólo si los valores usados en el diseño
son muy cercanos a los reales, y esto en la mayoría de casos no es posible.
Si se toman los valores de kp = kq = k, kip = kiq = ki, lo que equivale a
decir que los tiempos de diseño para p y q son iguales Tsp = Tsq = T , condición que






























p̃ dt = 4L
L



































ω p∗ + 4R
L
q∗ (3.101)
Como se puede observar k1 y k2 son dos constantes, las cuales no pro-
vocarán error en régimen permanente (dada por la solución particular de las
ecuaciones) ya que se dispone un término integral en el control. Los términos
en 4L y 4R no supondrían mayor problema que la desviación de los tiempos
diseñados para el control, a excepción de los términos cruzados (4L
L
ω q̃ en la
primera ecuación y -4L
L
ω p̃ en la segunda), los cuales provocan unos transitorios
no deseados cuando los parámetros de diseño no son exactamente iguales a los
reales.
Se analizarán las ecuaciones para determinar cómo influyen las desvia-





en las ecuaciones (3.98) y (3.99).
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+ n y = −c dx
dt
+ k2 (3.105)




















Para resolver ahora el sistema de ecuaciones conviene aplicar un cambio
de variables de manera que el sistema se transforme en un sistema de cuatro























Cabe destacar que dado que las soluciones finales buscadas son los erro-
res de potencia activa y reactiva p̃ y q̃, del vector z sólo interesan conocer las
expresiones de las componentes z2 y z4.












= −c z2 − n z3 −mz4 + k2
(3.110)
Expresando lo mismo pero de forma vectorial:
ż = Az + b (3.111)
donde A es la matriz:
A =

0 1 0 0
−n −m 0 c
0 0 0 1
0 −c −n −m
 (3.112)








La solución del sistema homopolar es del tipo:
zh(t) = et AC (3.114)
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Este vector C será resuelto con las condiciones iniciales del sistema.
Por otro lado, una solución particular de este sistema será un vector










La solución completa será la suma de la homopolar y la particular de
manera que se obtiene:
z(t) = et AC + zp (3.117)
Finalmente se podrían obtener las expresiones de p̃ y q̃ deshaciendo cam-
bios de variables, pero a la vista de la definición del vector z (ecuación (3.109)),
es fácil obtener las expresiones de p̃ y q̃:
p̃ = z2 (3.118)
q̃ = z4 (3.119)
El principal problema que ahora se plantea es la obtención analítica de
la matriz et A que es la exponencial de la matriz A multiplicada por t. Aunque
su obtención es posible, no resulta viable (y mucho menos representable) debido
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a su gran longitud, y además de no aportar información realmente útil en este
estudio (es fácil perderse entre las decenas de páginas de una de las expresiones
obtenidas). Tampoco resulta de mucha ayuda el obtener la forma canónica de
Jordan de la matriz A para simplificar las expresiones, ya que si bien la matriz de
Jordan resulta sencilla de manejar, no lo es la matriz de paso P para transformar
la matriz A en la de Jordan (J = P−1 AP ), y por tanto obtendríamos la misma
dificultad a la hora de resolver y analizar la respuesta del sistema original.
Con idea de salvar este contratiempo, se hará a continuación lo que se
suele hacer en muchos casos prácticos, y no es más que resolver numéricamente
las ecuaciones para unos valores de los parámetros reales y analizar los resultados
obtenidos.
En la figura 3.7 se puede observar la evolución de la potencia activa p y el
acoplamiento producido en la potencia reactiva q, para un salto en la potencia de
referencia p∗ de 10 kW (la potencia de referencia reactiva q∗ permanece en todo
momento igual a 0). Se han utilizado 3 valores de 4L
L
, y se ha tomado 4R
L
= 0
(ajuste perfecto Rd = R):
4L
L
= 1 ⇒ Ld = 2L
4L
L
= 0 ⇒ Ld = L
4L
L
= 0,5 ⇒ Ld = 0,5L
(3.120)
El tiempo de diseño se ha tomado como T = 10ms y los valores del siste-
ma m y n se han tomado de las expresiones (3.106) y (3.107) respectivamente.
Se puede observar en la figura 3.7 (b) que el tiempo de establecimiento
de T = 10ms sólo se alcanza para la curva 4L
L
= 0 (ajuste perfecto Ld = L),
mientras que en los otros casos el tiempo aumenta o disminuye. También se ve
afectado el pico de sobreoscilación. Es decir, que el tiempo diseñado no se va
a cumplir a menos que se haga Ld = L. Esto como ya se ha comentado, es
a veces imposible de medir con exactitud y además no es posible adaptarse al
envejecimiento del equipo ni a cambios de temperatura (que evidentemente se
producirán al cambiar de régimen de potencia el equipo).
Pero donde se ve el efecto más negativo es en el acoplamiento de las
potencias como se puede observar en la figura 3.7 (c). Salvo ajuste perfecto, el
sistema presentará transitorios en la potencia reactiva, al cambiar la referencia de
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la potencia activa p∗. No se ha representado, porque se ve innecesario, los cambios
en la referencia q∗, que a su vez provocarían acoplamientos en la potencia activa,





Figura 3.7: Escalón de p∗ para un tiempo de establecimiento de T = 10ms y





(a) Evolución de la potencia activa p, (b) detalle de la evolución de p, y (c)
detalle del acoplamiento de la potencia reactiva q.
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Por otro lado, en la figura 3.8 se puede observar la evolución de la potencia
activa p, para un salto en la potencia de referencia p∗ de 10 kW (la potencia de
referencia reactiva q∗ permanece en todo momento igual a 0). Se han utilizado 3
valores de 4R
L
, y se ha tomado 4L
L





⇒ Rd = 0
4R
L





⇒ Rd = 2R
(3.121)
En este caso se tendría que dar valores numéricos a R y L para poder
obtener R
L
, pero se analizará un caso extremo para así obtener el peor comporta-
miento esperable del sistema: en el diseño de las inductancias de los inversores,
siempre se busca que la resistencia sea lo menor posible (con criterios económicos
en los que se sopesa el coste del cobre frente a las pérdidas con las que contará el
equipo), y la inductancia L viene diseñada por el rizado máximo de conmutación.
Un caso muy desfavorable sería que los valores en ohmios de R y de L (ω L siendo
ω = 2 π f con f = 50Hz) fueran del orden unidad. En este caso R
L
∼ ω. Es por
este motivo por el que en las gráficas se han usado los siguientes valores:
4R
L
= −ω ⇒ Rd = 0
4R
L
= 0 ⇒ Rd = R
4R
L
= ω ⇒ Rd = 2R
(3.122)
El tiempo de diseño se ha tomado también como T = 10ms y los valores
del sistema m y n se han tomado de las expresiones (3.106) y (3.107) respectiva-
mente.
Se puede observar en la figura 3.8 (b) que el tiempo de establecimiento
de T = 10ms sólo se alcanza para la curva 4R
L
= 0 (ajuste perfecto Rd = R),
mientras que en los otros casos el tiempo aumenta o disminuye. También se ve
afectado el pico de sobreoscilación. Es decir, aquí tampoco se va a cumplir el
tiempo diseñado a menos que se haga Rd = R. Al igual que en el caso anterior, no
es posible adaptarse al envejecimiento del equipo ni a cambios de temperatura. Sin
embargo, como puede observarse en la figura 3.8 (c), no existe acoplamiento en la
potencia reactiva. Si se analizan las ecuaciones del sistema (3.104) y (3.105), en el
caso de ajuste perfecto del valor de inductancia Ld = L (4LL = 0) el coeficiente c es
nulo y por lo tanto desaparecen los términos cruzados, no existiendo acoplamiento
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Figura 3.8: Escalón de p∗ para un tiempo de establecimiento de T = 10ms y





(a) Evolución de la potencia activa p, (b) detalle de la evolución de p, y (c)
detalle del “no acoplamiento” de la potencia reactiva q.
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A la vista de estos resultados, el diseño se llevará a cabo con las siguientes
recomendaciones:
Se recomienda sobreestimar el valor de la inductancia L, de manera que Ld
sea siempre superior a la L real. Esto hará que el tiempo de establecimiento
sea menor que el diseñado, pero por contrapartida siempre se tendrán so-
breoscilaciones menores, estando por tanto siempre del lado de la seguridad
del equipo.




Esto tendrá como consecuencia evoluciones del tipo sobreamortiguado. El
tiempo diseñado no se cumplirá, aumentando dicho tiempo según la relación
entre los valores de las R y L reales.
Dada toda esta problemática de la incertidumbre en los parámetros, se debe-
rá modificar el control para que se contemple la posibilidad de estimar dichos
parámetros. Esto se realiza en el capítulo 4.
3.5. Resultados experimentales
Con idea de mostrar el controlador propuesto, en esta sección se mostra-
rán resultados experimentales realizados en un prototipo real. Se hizo uso de un
convertidor de potencia trifáisco de dos niveles, el cual se muestra en la figura
3.9.
Este equipo está provisto de una tarjeta basada en el DSP de Texas
Instruments TMS320VC33 que cuenta con un reloj de 50MHz. Los experimentos
han consistido en provocar una serie de escalones de carga en el DC-Link, desde
vacío hasta la potencia nominal (9,375 kW ). La tensión de referencia del DC-Link
se estableció en 750V y las cargas resistivas usadas han sido de 60Ohms (figura
3.10).
La tabla 3.1 muestra los valores de los parámetros eléctricos del converti-
dor de potencia, la tensión de referencia del bus de continua, y las frecuencias de
conmutación y muestreo, usados en los experimentos. En la figura 3.11 se mues-
tran las medidas de la tensión del bus de continua, las tensiones y corrientes de
fase, el contenido armónico de las corrientes, la potencia activa y reactiva, y el
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Figura 3.9: Prototipo de laboratorio: Convertidor trifásico de dos niveles.
Figura 3.10: Cargas resistivas de 60Ohms.
Parámetro Descripción Valor
vabc,n Tensión fase-neutro 230V
L Inductancia de conexión a red 0,8mH
C Capacidad total del bus de continua 7050µF
RL Carga Resistiva DC 60 Ω
Vdc Tensión del bus de continua 750V
Fsw Frecuencia de Conmutación 11,2 kHz
Fm Frecuencia de Muestreo 22,4 kHz
Tabla 3.1: Parámetros y variables del convertidor
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factor de potencia. La referencia de potencia reactiva es cero, mientras que la re-
ferencia de potencia activa está calculada en el bloque de control del DC-Link. La
medida del bus de continua fue tomada con un osciloscopio Tektronics, mientras
que el resto de medidas fueron tomadas con un analizador de red Fluke 434.
Se puede observar en la figuras 3.11 (b) y (f), que aun siendo en este caso
la referencia de potencia reactiva nula, la fase de las corrientes está entorno a 4
ó 5 grados con respecto a las tensiones, y que hay una potencia total reactiva de
1, 14 kVAr. Esto es debido a que los valores usados de R y L no son totalmente
exactos.
Destacar que la tensión DC sólo disminuye 15V ante el choque de carga, y
la referencia se alcanza a los 0, 6 s después, así que se asegura una buena regulación
de la tensión DC (el control externo encargado de la regulación de la tensión de
continua se detalla en el capítulo 6).
También cabe destacar que aunque el control diseñado es realizado di-
rectamente en potencia, se obtiene una baja distorsión armónica en la corriente,
siendo el THD en corriente del 3, 0 %.
Las capturas presentadas en la figura 3.11, se corresponden con una me-
dida en régimen permanente, a excepción de la figura (a), la cual se corresponde
con un choque de carga del DC-Link (se conectó una resistencia de 60 ohmios en
el DC-Link).
A continuación, en la figura 3.12 se muestran capturas de transitorios an-
te cambios en la referencia de potencia reactiva q∗. Estas capturas se han realizado
en base a las medidas realizadas por el DSP, las cuales han sido finalmente post-
procesadas (filtradas en Matlab) para tratar de reducir el ruido de conmutación.
Se puede observar que al producirse el cambio de referencia en q∗, la referencia
de p∗ también aumenta. Esto es debido a las pérdidas del equipo por conducción
de los dipositivos de potencia, las cuales se ven incrementadas en unos 400 W.
En cuanto la potencia reactiva baja a 10 kVAr, la potencia de referencia vuelve
a los 600 W, aproximadamente. Aclarar que en vacío se obtiene una potencia de
referencia P igual a unos 300 W (este dato no se ve en las gráficas).
Se puede observar en dicha figura el transitorio debido a un cambio de
referencia de potencia reactiva entre 10 y 20 kVAr. Se han fijado unos valores de





Figura 3.11: Resultados experimentales del controlador DPC basado en PI
(a) Evolución del bus de continua ante un choque de carga (0 a 10 kW),
(b) Diagrama fasorial de las tensiones y corrientes de red,
(c) Detalle de la tensión y corriente de fase,
(d) Corrientes trifásicas,
(e) Armónicos de las corrientes trifásicas,













































































































Se puede apreciar que los tiempos de establecimiento no se ven cumplidos (se
tarda del orden de 1 segundo o más en alcanzar el 99% del salto de referencia,
cuando el tiempo establecido es de Ts = 0.1 s). Además se ve que la referencia de
potencia activa (que proviene del control del DC-Link) tiene sobreoscilaciones al
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Capítulo 4
Diseño y Ajuste del Controlador DPC Adaptativo
4.1. Introducción
El controlador DPC Adaptativo desarrollado en esta tesis, surge de la
dificultad del ajuste correcto del controlador DPC basado en PI, el cual se ha
desarrollado en el capítulo 3. Como se ha visto en dicho apartado, la dificultad
radica en el desconocimiento exacto de los parámetros del convertidor.
Para el diseño y ajuste del Control DPC Adaptativo se usará el modelo
desarrollado en el capítulo 2. Las ecuaciones del modelo en ejes estacionarios αβ




















El control del sistema completo consiste en dos bucles anidados, denomi-
nados bucle interno y bucle externo. El bucle interno es el encargado del control
de la potencia instantánea mientras que el bucle externo está destinado al control
de la tensión del DC-Link.
En la figura 4.1 se representa el diagrama de bloques del control DPC




















Figura 4.1: Diagrama de bloques del control DPC Adaptativo
que se encuentran los citados bucles externo e interno, y la ley adaptativa que
se diseñará para obtener unos parámetros estimados (X̂ = ω L̂, y R̂) con los que
se podrán obtener unos resultados aceptables sin la necesidad de conocer con
exactitud los valores reales de dichos parámetros.
En este capítulo se detallará el bucle interno, mientras que en el capítulo
6 se aborda el control del bucle externo.
4.2. Diseño del control del sistema. Bucle interno
El diseño del control del bucle interno adaptativo, a diferencia de lo
realizado en el controlador PI descrito en el capítulo 3, se basará en el uso de
consideraciones geométricas en el plano de control αβ. Este diseño aporta más
claridad al concepto de punto de equilibrio.
En la figura 4.2 se muestran los posibles estados de los transistores de
potencia en coordenadas αβ, y en la tabla 4.1 se muestran dichos estados con los
valores numéricos.
Haciendo uso de los estados posibles de los transistores, el control deberá
realizar una serie de acciones con idea de mantener la tensión DC y las potencias
del convertidor dentro de unos límites determinados. A continuación se describen
los objetivos de control, que son concretamente dos:












































Tabla 4.1: Valores de los diferentes estados de los transistores
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seguir a sus referencias p∗ y q∗ respectivamente.
La tensión del DC-Link debe seguir a su referencia V ∗dc.
De este modo, los objetivos de control se pueden resumir en:
p −→ p∗ (4.3)
q −→ q∗ (4.4)
Vdc −→ V ∗dc (4.5)
Dada la naturaleza y dinámica de las variables en juego, el control pro-
puesto para el sistema (4.1) y (4.2) se compone de dos bucles de control anidados.
El bucle de control interno (o rápido) es en el que intervienen el control de la po-
tencia, mientras que el bucle de control externo (o lento) es el encargado de
mantener controlada la tensión del DC-Link Vdc. Éste último bucle externo se
detalla en el capítulo 6 y es común a todos los controladores realizados en esta
tesis.
4.2.1. Control de la potencia instantánea
Dadas las potencias instantáneas de referencia p∗ y q∗, el objetivo de
este control es el de llevar las potencias instantáneas p y q, a dichas referencias,
respectivamente. Se supondrá que la dinámica de la tensión de continua Vdc es
muy lenta comparada con la dinámica de las tensiones y corrientes de red (y por
consecuencia de las potencias activa y reactiva), de manera que la tensión de
continua se puede considerar constante.
Se hará uso de las expresiones de p y q ya definidas en el apartado 3.2:
p = vTαβ iαβ (4.6)
q = vTαβ J iαβ (4.7)
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Al igual que se ha realizado en el apartado 3.2, se van a relacionar las
ecuaciones (4.6) y (4.7), con las ecuaciones del sistema (4.1) y (4.2). Para ello se
parte de las derivadas de las potencias también desarrolladas en el apartado 3.2








= Lω p−Rq − vTαβ J uαβ (4.9)




















J vαβ − uαβ
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(4.11)
El lugar geométrico de los puntos en el plano de control en coordenadas
αβ, en los que se cumple que estas derivadas son constantes (L dp
dt
= m1 y L dqdt =
























J vαβ + c2 vαβ (4.13)
donde c1 y c2 son constantes arbitrarias con las que se generan unas
rectas que dividen el plano de control en unas zonas o subespacios, denominados
ORS (del inglés Output Regulation Subspaces, que fueron presentados en [1]).
Por tanto las zonas ORS dividen el plano αβ en cuatro cuadrantes teniendo en
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cuenta el signo de la primera derivada de las potencias instantáneas activa y
reactiva [2].
La ecuación (4.12) describe la recta cuyos puntos son de derivada de
potencia activa instantánea constante (L dp
dt
= m1). De igual forma, la ecuación
(4.13) describe los puntos de la recta en los que la derivada de potencia reactiva
instantánea es constante (L dq
dt
= m2).
En régimen permanente, cuando las potencias p y q hayan alcanzado a sus
referencias p∗ y q∗ (suponiendo constantes o lentamente variantes éstas últimas)
existe un punto de equilibrio que se puede calcular haciendo cero las constantes
m1 ym2, e igualando las expresiones (4.12) y (4.13) (se trata por tanto de resolver













J vαβ + c2 vαβ (4.14)
Dado que esta expresión está compuesta por vectores perpendiculares
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Figura 4.3: Lugar geométricos de los puntos en los que las derivadas de las po-
tencias son constantes.
En la figura 4.3 se muestran los lugares geométricos de los puntos en los
que las derivadas de las potencias p y q son constantes. A su vez, en la figura 4.4
se muestra el punto de equilibrio y las zonas o subespacios de control (ORS), en
los de que las derivadas de las potencias poseen signos positivos o negativos.
Si se reordena la ecuación (4.17), se pueden observar algunos detalles del














































Figura 4.4: Punto de equilibrio y subespacios de control (ORS)
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El primer término es la propia tensión de la red vαβ. Esto resulta obvio
en el caso de funcionamiento en vacío, en el que las potencias p y q son cero. El
punto de equilibro en este caso sería evidentemente la tensión de red vαβ para
que no circule corriente por las bobinas del equipo, y de ese modo las potencias
serían nulas.
El segundo término es un vector colineal con la tensión de red vαβ, cuyo
módulo es proporcional a la caída de tensión en la inductancia debida a la co-
rriente reactiva y a la caída de tensión en la resistencia de pérdidas debida a la
corriente activa.
Y por último, el tercer término es dual al anterior, es decir, un vector en
cuadratura con la tensión de red vαβ, cuyo módulo es proporcional a la caída de
tensión en la inductancia debida a la corriente activa y a la caída de tensión en
la resistencia de pérdidas debida a la corriente reactiva.
Una vez establecida la expresión del punto de equilibrio, mediante la
ecuación (4.17), y determinadas las cuatro zonas de control denominadas A1,
A2, A3 y A4 en la figura 4.4, se detalla a continuación la elección del vector de
conmutación para que se cumpla el objetivo del control. Para ello se definen los
errores de potencia como:
p̃ , p− p∗ (4.19)
q̃ , q − q∗ (4.20)
El estado de los transistores deberá ser elegido de entre los posibles es-
tados que estén en el interior del subespacio definido por el signo de los errores
de potencia. En la tabla 4.2 se muestra el subespacio en función de los errores de
potencia, mientras que en la figura 4.5 se muestran los estados de los transistores
disponibles para cada subespacio en un instante determinado.
Este algoritmo básico presenta algunas desventajas, cuando se dan ciertos
casos:
No siempre hay un único estado de los transistores disponible. Por ejemplo,
en la figura 4.5 el subespacio A2 dispone de 5 estados posibles (U0, U3, U4,
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p̃ q̃ Subespacio
> 0 < 0 A1
< 0 < 0 A2
< 0 > 0 A3
> 0 > 0 A4






































Figura 4.5: Estados de los transistores disponibles para cada subespacio
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p̃ q̃ Subespacio Vector de referencia
> 0 < 0 A1 uαβ = ueqαβ + k1 vαβ + k2 J vαβ
< 0 < 0 A2 uαβ = ueqαβ − k1 vαβ + k2 J vαβ
< 0 > 0 A3 uαβ = ueqαβ − k1 vαβ − k2 J vαβ
> 0 > 0 A4 uαβ = ueqαβ + k1 vαβ − k2 J vαβ
Tabla 4.3: Vector de referencia en función de los errores de potencia
U5 y U7).
Es posible que no haya ningún estado de los transistores disponible. Por
ejemplo, en la misma figura 4.5 el subespacio A4 no dispone de ningún
estado.
Con idea de solventar estos inconvenientes, se ve la necesidad de definir un vector
de referencia (que será combinación de varios estados) que garantice en cualquier
condición la elección correcta del subespacio. Esto se realizará usando una técnica
de modulación PWM o SVM. El vector de referencia uαβ se calculará a partir
del punto de equilibrio ueqαβ , al que se le sumarán un vector proporcional a vαβ y
otro vector proporcional a J vαβ. En función del subespacio, estos vectores serán
sumados o restados al punto de equilibrio ueqαβ para obtener el vector de referencia
uαβ.
Como ejemplo se va a desarrollar el caso del subespacio A1. En este caso,
para asegurar que el vector de referencia sigue estando en el mismo subespacio
A1, se definen dos coeficientes positivos k1 y k2 que sumarán unos vectores al
punto de equilibrio de la siguiente forma:
uαβ = ueqαβ + k1 vαβ + k2 J vαβ (4.21)
En la figura 4.6 se muestra como se construye el vector de referencia uαβ
y se puede observar que dicho vector siempre estará en el subespacio A1 si está
definido como se ha descrito en la ecuación (4.21).
Siguiendo el mismo concepto, se pueden definir los vectores de referencia
uαβ para cada uno de los subespacios. En la tabla 4.3 se detallan los vectores de
referencia para cada uno de los cuatro subespacios.

































Figura 4.6: Vector de referencia para el subespacio A1
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conceptual) si se atiende a los signos de los errores de potencia y los signos que
acompañan a las valores k1 y k2. En efecto, el signo que acompaña a k1 es el mismo
que el signo del error de potencia activa p̃, mientras que el signo que acompaña
a k2 es el contrario que el signo del error de potencia reactiva q̃. Por tanto, si se









siendo kp y kq dos constantes positivas, las expresiones del vector de
referencia de la tabla 4.3, se reducen a:







estando ueqαβ definida por la ecuación (4.18).
De esta forma queda determinado el vector de referencia uαβ que se de-
berá modular con alguna técnica de modulación (PWM o SVM).
Sustituyendo el vector de referencia dado por la ecuación (4.24) en las








= − kq q̃ (4.26)
En el caso del régimen permanente se supondrá que las referencias de



















= −kq q̃ (4.30)
Estas ecuaciones (4.29) y (4.30) ponen de manifiesto que los errores de
potencia activa y reactiva tienden a cero con el tiempo.
4.2.2. Ley adaptativa
El control planteado en el apartado 4.2.1 viene determinado por el cálculo
del vector de referencia como:






q̃ J vαβ (4.24)
siendo







donde se ha usado la definición X , Lω.
Atendiendo a estas expresiones, para el cálculo del vector de referencia
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es necesario conocer exactamente los valores X y R. Con idea de hacer al sistema
insensible al valor exacto de los parámetros X y R, se va a proponer una ley
adaptativa para la estimación de dichos parámetros.
En vez de la expresión (4.18), se usará:
ueqαβ = vαβ −
X̂ q + R̂ p
|vαβ|2
vαβ −
X̂ p− R̂ q
|vαβ|2
J vαβ (4.31)
donde se han definido X̂ y R̂ como los valores estimados de los parámetros
X y R.
Por lo tanto, sustituyendo (4.31) en (3.8) y (3.11), las expresiones de las








= −kq q̃ − X̃ p+ R̃ q (4.33)
donde se han definido los errores de los parámetros como:
X̃ , X̂ −X (4.34)
R̃ , R̂−R (4.35)
Para la estimación de los parámetros se propone la siguiente función H
definida positiva de Lyapunov:
H = 12 L p̃









R̃2 > 0 (4.36)




= L p̃ dp̃
dt





















como dos constantes de ajuste positivas.
Sustituyendo las expresiones de las dinámicas de los errores de las po-
tencias (4.32) y (4.33):
dH
dt
= −kp p̃2−kq q̃2+X̃
(






















p̃ q − q̃ p





p̃ p+ q̃ q
p∗2 + q∗2 (4.40)
la ecuación (4.38) quedaría como:
dH
dt
= −kp p̃2 − kq q̃2 ≤ 0 (4.41)
Por el teorema de Lasalle, si una función es definida positiva (H > 0), y
su derivada es semidefinida negativa (dH
dt
≤ 0), entonces la función H es asintó-
ticamente estable. Dado que kp y kq son constantes positivas y la derivada de H
tiende a cero dH
dt
→ 0 por ser asintóticamente estable, se concluye que los errores
de las potencias deben tender a cero p̃→ 0 y q̃ → 0. Con esto, de las expresiones




→ 0 ⇒ X̃ = cte (4.42)
dR̃
dt
→ 0 ⇒ R̃ = cte (4.43)
Además, de las ecuaciones (4.32) y (4.33), si se hace p̃ → 0 y q̃ → 0,
se obtiene que los errores de los parámetros también tienden a cero X̃ → 0 y
R̃→ 0.
Finalmente, si se toma en consideración que los parámetros X y R son
















p̃ q − q̃ p





p̃ p+ q̃ q
p∗2 + q∗2 (4.47)
Hay que hacer notar que estas expresiones de los estimadores no tienen
validez cuando las dos referencias son iguales a cero (p∗2 + q∗2 = 0). Justo en el
arranque del equipo, las referencias son cero o muy pequeñas, y por tanto para
esos primeros instantes de funcionamiento, hay que tener la precaución de limitar
el resultado las expresiones de los estimadores.
Finalmente, en la figura 4.7 se puede observar todo el control descrito en























X̂ q + R̂ p
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Figura 4.7: Diagrama de bloques detallado del control DPC Adaptativo
4.3. Ajuste del bucle interno
Como se ha visto en los apartados 4.2.1 y 4.2.2, el controlador propuesto
consta de cuatro constantes de diseño, dos para las dinámicas de los errores de






Para el ajuste es necesario considerar las dinámicas de los errores en
los parámetros estimados (4.46) y (4.47), y las dinámicas de los errores en las






p̃ q − q̃ p





p̃ p+ q̃ q









= −kq q̃ − X̃ p+ R̃ q (4.33)
Se ha usado el hecho de que los parámetros reales de la máquina serán











Las ecuaciones (4.46), (4.47), (4.32) y (4.33) forman un sistema de ecuaciones
diferenciales de primer orden no lineal, cuya solución analítica plantea una gran
dificultad. Para obtener un ajuste lo más preciso posible, se planteará en primer
lugar una linealización de las ecuaciones y se estudiará el rango de validez que esto
supone. Posteriormente se propondrá un mejora con idea de extender el rango de
precisión de las ecuaciones aproximadas.
4.3.1. Linealización del sistema de ecuaciones
Dadas las ecuaciones (4.46), (4.47), (4.32) y (4.33), se usarán las expre-
siones de p̃ = p−p∗ y q̃ = q−q∗, y se aplicarán pequeños incrementos a las cuatro
incógnitas:
X̃ = X̃0 +4X̃ (4.50)
R̃ = R̃0 +4R̃ (4.51)
p̃ = p̃0 +4p̃ (4.52)
q̃ = q̃0 +4q̃ (4.53)
donde X̃0, R̃0, p̃0 y q̃0 son los valores de equilibrio y 4X̃, 4R̃, 4p̃ y
4q̃ son los incrementos de las variables. Dado que las cuatro incógnitas X̃, R̃, p̃
y q̃ representan errores, sus valores iniciales previos al cambio de referencia los
supondremos nulos (X̃0 = 0, R̃0 = 0, p̃0 = 0 y q̃0 = 0).
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4p̃ (4q̃ + q∗)−4q̃ (4p̃+ p∗)





4p̃ (4p̃+ p∗) +4q̃ (4q̃ + q∗)








= −kq4q̃ −4X̃ (4p̃+ p∗) +4R̃ (4q̃ + q∗) (4.57)
Ahora bien, para linealizar el sistema los productos entre incrementos se




















= −kq4q̃ − p∗4X̃ + q∗4R̃ (4.61)
Este sistema ya tiene solución analítica, pero todavía resulta bastante
complicada. Si se hace que las constantes de control para las potencias y estima-
dores sean iguales (kq = kp y γX = γR), lo cual es muy habitual además de ser
lógico ya que normalmente se querrán que las dinámicas de la potencia activa y
reactiva sean iguales, la solución se simplifica significativamente:
4p̃ = 4p∗ k2 e
− k2
L






4q̃ = 4q∗ k2 e
− k2
L



































donde 4p∗ y 4q∗ son los incrementos de las potencias de referencias (las










k2p − 4 γR L
2 (4.67)
k1 y k2 están relacionadas con las constantes de tiempo de las exponen-
ciales de la solución. Ambas constantes son reales y positivas, siempre y cuando
se cumpla la condición:
k2p > 4 γR L (4.68)
lo cual nos da una primera restricción a la hora de elegir las constantes kp
y γ
R
. Además, dadas las expresiones de k1 y k2, y dada la restricción anterior, se
deduce fácilmente que k1 > k2. Definamos una constante real positiva denominada
n ∈ R de forma que n > 1:
k1 = n k2 (4.69)



























































donde c1 se ha definido como la constante positiva c1 = 1n−1 . A partir de
ahora y a la vista de estas soluciones, todo el estudio que se haga para la potencia
activa p también será de aplicación para la potencia reactiva q.
Se observa en las soluciones que existen dos exponenciales decrecientes,
y se ha dispuesto de forma que la primera de ellas es n veces más lenta que
la segunda. El ajuste se realizará precisamente con la más lenta que es la que
dominará durante la evolución de la potencia. Así pues, para alcanzar en un
tiempo t = T2 = nT1, un error de potencia activa p̃ del 1% del salto producido
en la referencia 4p∗, se cumple:
4p̃ ≈ 4p∗ c1 e−
k1
nL
T2 = 0,014p∗ (4.74)
















L (4,6 + ln (c1))
nT1
= 4,6 + ln (c1)
T2
L (4.76)
Si se despejan kp y γR en función de k1 y k2 de las expresiones (4.66) y
(4.67):
kp = k1 + k2 = (n+ 1)














Se puede observar que una vez definido el tiempo de establecimiento T2,
y sabiendo que T1 será n veces más pequeño que T2 se obtienen las constantes
de control kp y γR . La constante n se ha definido mayor que 1, pero su límite
superior viene dado por el 1%: obsérvese en las ecuaciones anteriores que kp es
positiva sólo si n < 101.
También es necesario destacar el hecho de que las constantes de control
kp y γR dependen del parámetro L. Por supuesto ese valor inicialmente será
desconocido y se tendrá que hacer uso de su valor estimado L̂ = X̂
ω
, el cual
deberá ser inicializado a un valor cercano al real para que desde el arranque el
sistema cumpla con el ajuste aquí diseñado.
Falta por definir el criterio para elegir un valor concreto de n. Para ello
se muestra en la figura 4.8 una serie de soluciones numéricas para observar la
influencia de n sobre la evolución del error de potencia. Se ve que según va
aumentando n el valor de la sobreoscilación es menor, y llega un momento en el
que la sobreoscilación es inferior al 1% y por lo tanto deja de tener validez todo
este ajuste. Por lo tanto, el límite efectivo para los valores de nes:
1 < n < 90,42 (4.79)
Este valor máximo de n ha sido calculado hallando el valor que hace que
la sobreoscilación sea exactamente el 1%.
Por otro lado, en la figura 4.9 se representan los valores de sobreoscilación
SO en función del valor de n. La sobreoscilación SO se representa en tanto por
1 del salto de referencia 4p∗.
Visto que este ajuste es factible y da bastante información sobre el com-
portamiento del sistema, se tratará ahora de estimar el rango de funcionamiento
aceptable de la aproximación lineal realizada. Para ello, se comparará la solución
aportada por la aproximación con la solución numérica.
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Figura 4.8: Resultado de simulación para varios valores de n, y un salto de refe-
rencia de potencia activa de 1000 a 1010W en t = 0 s, siendo cero la
referencia de potencia reactiva. T1 = 0,1 s, L = 1mH.
Figura 4.9: Valor de la sobreoscilación SO en tanto por 1 del salto de referencia,
en función de n. En gris las zonas no válidas.
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Tabla 4.4: Valores de las constantes para simulación
4.3.2. Comparativa entre el sistema linealizado y el sistema real
En este apartado se estudiará el rango de validez del sistema linealizado
para poder usarse como ajuste del control. Se mostrarán una serie de simula-
ciones comparando los resultados obtenidos mediante simulación numérica con
los obtenidos a partir de la linealización realizada en el apartado anterior. Para
todas las simulaciones se han tomado los valores de la tabla 4.4, y además en el
instante t = 1 s se produce un cambio de referencia (cada figura consta de saltos
de referencia distintos).
En la figuras 4.10 y 4.11 se puede apreciar el comportamiento del sistema
simulado y la aproximación lineal frente a un salto de referencia de potencia
activa desde 10 kW a 11 kW y desde 10 kW a 20 kW, respectivamente, mientras la
referencia de potencia reactiva se mantiene a 0. Como conclusión, ante un cambio
del 10% de la referencia, la aproximación lineal es bastante aceptable en este caso
y el tiempo ajustado tiene un error del 2, 5 %. Por otro lado, ante un cambio del
100 % de la referencia, la aproximación lineal presenta un error del 16,5 % en el
tiempo ajustado.
Analicemos otro caso, muy parecido al anterior. Se provoca el mismo
cambio en la referencia de potencia, pero ahora la referencia de potencia reactiva
no es cero, sino que será igual a 10 kVAr. El resultado se puede observar en la figura
4.12. Todo sigue igual, tenemos una buena aproximación, pero hay un detalle
destacable: aparece un acoplamiento en el error de la potencia reactiva p̃ que la
aproximación lineal no contempla. Es cierto que se trata de un error muy pequeño,
ya que q̃ es en todo momento menor de 1W frente a los 10 kVAr de referencia
(se produce un error menor del 0, 01 %). Este hecho, es el que provoca diferencias
mayores de las esperadas cuando se dan saltos simultáneos de referencia activa y
reactiva, como se hace en la figura 4.13.
En dicha figura 4.13 se realiza un cambio simultáneo de referencia: se
pasa de p∗ = 10 kW y q∗ = 10 kVAr, a p∗ = 11 kW y p∗ = 20 kW. Las variables
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Figura 4.10: Comparativa ante un salto de potencia activa de 10 kW a 11 kW en
t = 1 s, siendo cero la referencia de potencia reactiva.
Figura 4.11: Comparativa ante un salto de potencia activa de 10 kW a 20 kW en
t = 1 s, siendo cero la referencia de potencia reactiva.
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Figura 4.12: Comparativa ante un salto de potencia activa de 10 a 11 kW en
t = 1 s, siendo la referencia de potencia reactiva igual a 10 kVAr.
se estiman razonablemente bien excepto el error de potencia activa p̃. El salto
producido en la potencia reactiva q es tal que provoca una cancelación total de
la sobreoscilación en la potencia activa p.
Esto no puede ser explicado con la aproximación lineal, y por este motivo
en el siguiente apartado se ha querido desarrollar una mejora a la solución de las
ecuaciones.
4.3.3. Mejora de la aproximación del modelo de diseño
Tomando como base el modelo lineal, se exponen a continuación una
serie de casos, en los que progresivamente se va complicando el modelo y se va
verificando el ajuste del sistema en distintas condiciones (distintos cambios de
referencias tanto de p∗ como de q∗).
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Figura 4.13: Comparativa ante un salto de potencia activa de 10 a 11 kW y un
salto de potencia reactiva de 10 a 20 kVAr en t = 1 s.
4.3.3.1. Caso 1: Salto desde cero en una de las referencias.
En la figura 4.14 se muestran las variables bajo estudio X̃, R̃, p̃ y q̃
ante un cambio en la referencia de la potencia activa p∗, para la aproximación
lineal vista en el apartado 4.3.1. Destacar que en esta ocasión la referencia de la
potencia reactiva q∗ es igual a cero en todo el intervalo, y además el valor previo
de p∗ también es nulo (por tanto en este caso 4p∗ = p∗).
Lo primero destacable es que el modelo lineal no es demasiado exacto en
este supuesto (se observa un error del 40 % en el ajuste del tiempo requerido).
El problema reside en el punto de equilibrio para hacer la linealización que es el
valor previo al cambio de referencia, que en este caso es cero.
A la vista de las figuras, la forma de la onda si parece estar de acuerdo
con la simulación, pero no así su amplitud. El modelo inicial que se propondrá









Figura 4.14: Resultado de la aproximación lineal y de simulación para un salto
de referencia de potencia activa de 0 kW a 10 kW en t = 1 s, siendo




−k′1 t − (1 + c1) e−k1 t
)
(4.81)
donde 4p∗ = p∗ − p∗0 y 4q∗ = q∗ − q∗0 representan el incremento de
referencia de p∗ y q∗, y donde c1, k1 y k
′
1, son unas nuevas constantes que per-
mitirán ajustar los resultados de simulación a los resultados obtenidos por estas
ecuaciones propuestas.
Las constantes k1 y k
′
1, ajustan los tiempos de evolución de las exponen-
ciales, mientras que c1 ajusta la amplitud de la evolución de p y q. Aclarar que en
principio estas constantes no serán las mismas que las calculadas en el apartado
anterior donde se hizo la linealización.
Para simplificar el número de constantes y el cálculo de las mismas, al
igual que se hizo en el modelo lineal, se define un nuevo parámetro denominado n
de tal forma que k1 = n k
′
1. Adicionalmente, se supondrá que n será mucho mayor
que la unidad n 1, haciendo por tanto que la evolución de la exponencial que
contiene k1 sea mucho más rápida que la que contiene k
′
1. Esto es muy importante
para obtener una expresión sencilla de las constantes de control, dado que se
despreciarán las exponenciales más rápidas frente a las más lentas, cuando se
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haga la sustitución de las ecuaciones (4.80) y (4.81), en las ecuaciones del sistema
(4.46), (4.47), (4.32) y (4.33).
Esta última suposición, tiene como principal implicación sobre el control,
que la evolución temporal de las potencias, será determinada por la dinámica de
la estimación de los parámetros R y X. La evolución de la potencia por tanto,
contendrá una parte rápida que está relacionada con el cambio de referencia, y
también contendrá una parte lenta, que será n veces más lenta que la evolución
rápida. Lo que se hará para poder diseñar el tiempo de establecimiento, será ob-
viar la evolución rápida, y se tomará sólo la evolución lenta, que será la dominante
para tiempos superiores.
Todo esto se basa en el hecho de que los parámetros reales de la máquina
X y R van a ser invariantes, o a lo sumo en el caso de la resistencia, lentamente
variable. Por tanto la evolución de los parámetros estimados debe ser mucho más
lenta que la evolución de las potencias.
Se usarán las siguientes constantes de tiempo, que están relacionadas con




















1 será el tiempo de diseño buscado. Finalmente, se recuerda que se diseña con
tiempos de establecimiento iguales para p y para q, para que salgan expresiones
relativamente sencillas.
























El proceso que sigue a continuación es muy laborioso y muy tedioso de
realizar, y sobretodo de detallar. En todos los casos que se van a estudiar se
trata de hacer siempre el mismo método. Se detallan a continuación los pasos a
seguir:
1. Sustituir las ecuaciones (4.84) y (4.85), en las ecuaciones del sistema (4.46),
(4.47). Se usarán la expresiones p̃ = p̃0 +4p̃ y q̃ = q̃0 +4q̃, suponiendo
que el valor inicial del error es nulo (p̃0 = 0 y q̃0 = 0, por lo tanto se usará
p̃ = 4p̃ y q̃ = 4q̃).
2. Integrar para obtener las expresiones de X̃ y R̃. Usar como condición inicial









una serie de términos con diversas exponenciales temporales, y un término
constante.
3. Calcular c1 de manera que el término constante sea cero (de las simulaciones
se sabe que los valores de los errores de X̃ y R̃ tienden a cero con el tiempo).
4. Despreciar términos y quedarse tan sólo con los términos más lentos (los
términos exponenciales cuyas constantes de tiempo están definidas por T ′1).
5. Introducir las expresiones obtenidas para X̃ y R̃ en las ecuaciones (4.32)
y (4.33), e identificando términos exponenciales, obtener las expresiones de
kp y γR (se debe considerar kq = kp y γX = γR) en función de T1, d1, L y n.
6. Finalmente, de las expresiones (4.84) y (4.85), despreciando los términos
más rápidos, obtener la relación entre las constantes c1 y d1, para que en el
instante t = T ′1 se obtenga un error de p del 1%.
Para el caso concreto que nos ocupa, en el que hay un salto de referencia en p,
mientras que q = q∗ = 0 , se obtienen las siguientes expresiones para ajustar el





c = − ln (0,01) ' 4,6
d1 = c+ ln (c1)










Figura 4.15: Resultado de simulación y aproximación para un salto de referencia
de potencia activa de 0 a 10 kW en t = 1 s, siendo cero la referencia
de potencia reactiva. T1 = 0,1 s, n = 20
Una vez definido el tiempo T1 sólo queda escoger un valor para n y con las
expresiones anteriores se podrá realizar el control del sistema ajustado al tiempo
deseado. Destacar que para el cálculo de kp es necesario elegir un valor para L,
que será obtenido del valor del estimado de L̂ = X̂
ω
.
En la figura 4.15 puede observarse la evolución temporal de p̃, q̃, R̃ y
X̃. Como se observa, si se compara con el resultado de la aproximación lineal
obtenido en la figura 4.14, el resultado es muy satisfactorio.
Se han usado los mismos valores que en la figura 4.14 (T1 = 0,1 s, y
n = 20, con lo que T ′1 = nT1 = 2 s). El salto de referencia se produce en t = 1 s.
En t = 3 s se alcanza un valor del error de potencia activa del 1%: p̃(t = 3) =
0,01 · 10 kW = 100W. Puede además observarse que el ajuste de la estimación a
la simulación numérica es razonablemente buena (error del orden del 5 %).
Por otro lado, en la figura 4.16 se muestra la evolución del error de
potencia p̃ en función del valor de n. Se observa que según n va creciendo la
sobreoscilación se hace más pequeña. Los errores de potencia pasan por el 1%
(= 100W) en t = 2 s, t = 3 s y t = 4 s, para los valores n = 10, n = 20 y
n = 30 respectivamente. Es decir, tal y como se ha diseñado, ya que T1 = 0,1 s y
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Figura 4.16: Resultado de simulación para varios valores de n, y un salto de re-
ferencia de potencia activa de 0 a 10 kW en t = 1 s, siendo cero la
referencia de potencia reactiva. T1 = 0,1 s
p∗ = 10 kW.
Si se sigue aumentando n llega un momento en el que el error potencia
pasará por debajo del 1%, invalidando todo el proceso de ajuste. Es por ello que
el valor de n tiene que estar limitado a un valor concreto de nmax = 41, 68, ya que
para valores de n superiores a éste, la curva pasará por debajo del 1%. Este valor
puede ser obtenido analíticamente calculando el máximo de la ecuación (4.84) e
igualando al 1%. Destacar que este valor nmax es independiente de los valores de
T1, de p∗ y de cualquier parámetro numérico de la máquina o del algoritmo (sólo
se usa el valor 0.01 como valor de cálculo del 1% pero sin aplicar a ningún valor
concreto de potencia).
A continuación se analizará un caso más genérico, en el que se provoca
un salto en la referencia de p pero sin partir de referencia nula, mientras que la
referencia de q sigue siendo es nula.
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4.3.3.2. Caso 2: Salto desde valor distinto de cero en una de las
referencias.
En este caso, se estudia la evolución de las variables ante cambio en la
referencia de la potencia activa p∗ al igual que en el caso 1, pero esta vez se
realizará desde un valor previo de p∗ no nulo. Como en el caso 1, la referencia de
la potencia reactiva q∗ es igual a cero.
Como ya se vio en el estudio lineal el comportamiento de las variables es
muy similar al caso 1 y es por ello que se propone una evolución aproximada de










−k′1 t − (1 + c1) e−k1 t
)
(4.88)
donde p0 y q0 son los valores de p y q previos al salto de referencia, que en
este caso se suponen no nulas, donde 4p∗ = p∗− p∗0 y 4q∗ = q∗− q∗0 representan
el incremento de referencia de p∗ y q∗, y donde c1, k1 y k
′
1 son constantes que
permitirán ajustar los resultados de simulación a los resultados obtenidos por
estas ecuaciones propuestas.
Las constantes k1 y k
′
1 ajustan los tiempos de evolución de las exponen-
ciales, mientras que c1 ajusta la amplitud de la evolución de p̃ y q̃.
El procedimiento para el ajuste es muy similar al detallado en el caso 1,
y no se va a repetir aquí.
De igual forma, se define un parámetro denominado n de tal forma que
k1 = n k
′
1 siendo n 1. Y se usarán también las siguientes constantes de tiempo:
T1 = d1k1 , T
′
1 = d1k′1 , siendo d1 una nueva constante.
Evidentemente se cumple que T ′1 = nT1. T
′
1 será el tiempo de diseño
o tiempo de establecimiento buscado para p̃ y q̃. Este tiempo será n veces más
grandes que T1 , que representa el tiempo de evolución rápida de p̃ y q̃ ante un
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cambio de referencia.























Realizando el mismo proceso a las ecuaciones que en el caso 1, se obtienen
las siguientes expresiones para ajustar el tiempo de establecimiento T ′1 cuando se












n+ 1− (n+ 1)
))
c = − ln (0,01) ' 4,6
d1 = c+ ln (c1)
kp = L d1T1
γ
R
= kp d1 (n−1)
T1 n2
(4.91)
La novedad en este caso 2 con respecto al caso 1, es que la constante
c1 ya no depende tan sólo de n, sino que además depende de los valores de la
referencia de potencia p∗ y del incremento de la referencia de la potencia 4p∗.
Esto tiene como implicación directa sobre el control: lo que hasta ahora
hemos denominado como constantes de control (kp, kq, γX y γR), ahora no se trata
de constantes con un valor numérico concreto, sino que deberán ser calculadas en
cada ciclo de muestreo en función de los valores de referencia requeridos.
En la expresión de c1 (4.91), se puede observar que si se hace que el valor











Figura 4.17: Comparativa ante un salto de potencia activa de 10 a 11 kW en
t = 1 s, siendo nula la referencia de potencia reactiva.
y por lo tanto, este caso 2 se convierte exactamente en el caso 1, dando
validez general a las ecuaciones (4.91).
En la figura 4.17 puede observarse la evolución temporal de las señales
bajo estudio.
Se han usado valores de T1 = 0,1 s, y n = 20, con lo que T
′
1 = nT1 = 2 s.
El salto de referencia se produce en t = 1 s. En t = 3 s se alcanza un valor del
error de potencia activa igual al 1% del salto de referencia: p̃(t = 3) = 0,014p∗ =
0,01 · 1 kW = 10W. Puede además observarse que el ajuste de la estimación a
la simulación numérica es razonablemente buena (error del ajuste de tiempo del
3%).
En la figura 4.18 se muestra la evolución del error de potencia p̃ en función
del valor de n para los valores de referencia de p estudiados en este caso. Al igual
que en el caso anterior, se observa que según n va creciendo la sobreoscilación se
hace más pequeña. Los errores de potencia pasan por el 1% (= 10W) en t = 2 s,
t = 4 s y t = 7 s, para los valores n = 10, n = 30 y n = 60 respectivamente. Es
decir, tal y como se ha diseñado, ya que T1 = 0,1 s y p∗ = 11 kW.
Si se sigue aumentando n llega un momento en el que el error potencia
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Figura 4.18: Resultado de simulación para varios valores de n, y un salto de re-
ferencia de potencia activa de 10 kW a 10 kW en t = 1 s, siendo cero
la referencia de potencia reactiva. T1 = 0,1 s
pasará por debajo del 1%, invalidando todo el proceso de ajuste. Es por ello que
el valor de n tiene que estar limitado a un valor concreto de nmax = 85,95, ya que
para valores de n superiores a éste, la curva pasará por debajo del 1%. Este valor
puede ser obtenido analíticamente calculando el máximo de la ecuación (4.89) e
igualando al 1%. Destacar que en este caso 2, por contrario al caso 1, el valor
nmax depende de la referencia de potencia p∗.
A continuación se analizará un caso más genérico y más cercano al fun-
cionamiento en aplicaciones reales, en el que la referencia de potencia activa se
cambia a la vez que la referencia de potencia reactiva tiene un valor no nulo.
4.3.3.3. Caso 3: Salto en una referencia mientras la otra es no nula.
En este caso, se estudia la evolución de las variables ante cambio en la
referencia de la potencia activa p∗ al igual que en el caso 2, pero esta vez se
realizará con la referencia de la potencia reactiva q∗ igual a un valor distinto de
cero.
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Como ya se vio en el estudio lineal, el comportamiento de las variables
es muy similar al caso 1 y 2 excepto que se producen acoplamientos entre las
potencias. Por ello que se propone una evolución aproximada de las variables p̃ y




















−k′2 t − c2 e−k2 t
)
(4.94)
donde p0 y q0 son los valores de p y q previos al salto de referencia,
que en este caso se suponen no nulas, donde 4p∗ = p∗ − p∗0 y 4q∗ = q∗ − q∗0
representan el incremento de referencia de p∗ y q∗, y donde c1, k1, k
′
1, k2 y k
′
2 son
constantes similares a los casos anteriores y que permitirán ajustar los resultados
de simulación a los resultados obtenidos por estas ecuaciones propuestas. Destacar
que en este caso 3 se han usado constantes de tiempo distintas para la potencia
activa y para la potencia reactiva (k1 y k
′
1, y, k2 y k
′
2, respectivamente). Por
último, c2 es una nueva constante con la que se modelarán los acoplamientos
entre las potencias p y q.
Las constantes k1, k
′
1, k2 y k
′
2 ajustan los tiempos de evolución de las
exponenciales, mientras que c1 y c2 ajustan la amplitud de la evolución de p̃ y
q̃.
De igual forma a lo que se hizo en casos anteriores, se define un pará-
metro denominado n de tal forma que k1 = n k
′
1 y k2 = n k
′
2 siendo n  1.
Adicionalmente, se usarán las siguientes constantes de tiempo: T1 = d1k1 , T
′
1 = d1k′1 ,
T2 = d1k2 , T
′
2 = d1k′2 siendo d1 y d2 unas nuevas constantes.
El procedimiento para el ajuste es muy similar al detallado en el caso 1,
y no se va a repetir aquí.
También, se cumple que T ′1 = nT1 y T
′
2 = nT2. En este caso T
′
1 será
el tiempo de diseño o tiempo de establecimiento buscado para p̃ y q̃ (se tomará
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por simplicidad T ′1 = T
′
2). Este tiempo será n veces más grandes que T1 , que
representa el tiempo de evolución rápida de p̃ y q̃ ante un cambio de referencia.











































Realizando el mismo proceso a las ecuaciones que en el caso 1, se obtienen
las siguientes expresiones para ajustar el tiempo de establecimiento T ′1 cuando se
da un error de p igual al 1%:
c1 = 1n−1
(














n+ 1− (n+ 1)





1 + h p∗4p∗
)






kp = L d1T1
kq = L d1T1
γ
R




= kq d1 (n−1)
T1 n2
(4.97)
La novedad en este caso 3 con respecto al caso 2, es la complicada ex-
presión obtenida para c1 y c2, las cuales dependen de n y de los valores de la
referencia de potencia p∗ y q∗, y del incremento de la referencias de la potencia
activa 4p∗. Sin embargo se pueden reordenar y agrupar términos para llegar a
una expresión más manejable (desde el punto de vista de implementación en có-
digo de un DSP). Se trata de agrupar los términos con exponenciales comunes a
c1 y c2:
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La forma de las ecuaciones (4.98) y (4.99) ha sido intencionadamente
dispuesta para observar los distintos términos que aportan dinámica al sistema.
En primer lugar se encuentra un término negativo con el incremento de referencia




t y −4q∗ e−
d1
T1
t) se corresponde a la solución del sistema
en el caso de que no hubiera estimadores y que se conocieran exactamente los












∗) que se corresponde con la solución del sistema linealizado




∗) que es la
corrección a la solución linealizada para extender su rango.
En las expresiones de c1 y c2 (4.97), se puede observar que si se hace que








)2n+ 1− (n+ 1)

 (4.100)
c2 = 0 (4.101)
y por lo tanto, este caso 3 se convierte exactamente en el caso 2, dando
validez general a las ecuaciones (4.97).
En la figura 4.19 puede observarse la evolución temporal de las señales
bajo estudio.
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Figura 4.19: Comparativa ante un salto de potencia activa de 10 a 11 kW en
t = 1 s, siendo la referencia de potencia reactiva constante e igual a
10 kVAr.
Se han usado valores de T1 = 0,1 s, y n = 20, con lo que T
′
1 = nT1 = 2 s.
El salto de referencia se produce en t = 1 s. En t = 3 s se alcanza un valor del
error de potencia activa igual al 1% del salto de referencia: p̃(t = 3) = 0,014p∗ =
0,01 · 1 kW = 10W. Puede además observarse que el ajuste de la estimación a
la simulación numérica es razonablemente buena (error del ajuste de tiempo del
3%). Si se comparan estos resultados con los obtenidos en el caso lineal (ver figura
4.12) se puede comprobar como ahora si se tienen en cuenta los acoplamientos
entre la potencia activa y reactiva, cosa que en el estudio lineal no se tenía en
cuenta.
En la figura 4.20 se muestra la evolución del error de potencia p̃ en función
del valor de n para los valores de referencia de p estudiados en este caso. Al igual
que en el caso anterior, se observa que según n va creciendo la sobreoscilación se
hace más pequeña. Los errores de potencia pasan por el 1% (= 10W) en t = 2 s,
t = 4 s y t = 7 s, para los valores n = 10, n = 30 y n = 60 respectivamente. Es
decir, tal y como se ha diseñado, ya que T1 = 0,1 s y p∗ = 11 kW.
Si se sigue aumentando n llega un momento en el que el error potencia
pasará por debajo del 1%, invalidando todo el proceso de ajuste. Es por ello que
el valor de n tiene que estar limitado a un valor concreto de nmax = 87,97, ya que
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Figura 4.20: Resultado de simulación para varios valores de n, y un salto de re-
ferencia de potencia activa de 10 a 11 kW en t = 1 s, siendo la refe-
rencia de potencia reactiva constante e igual a 10 kVAr. T1 = 0,1 s
para valores de n superiores a éste, la curva pasará por debajo del 1%. Este valor
puede ser obtenido analíticamente calculando el máximo de la ecuación (4.95)
e igualando al 1%. Destacar que en este caso 3, al igual que en el caso 2, el
valor nmax depende de la referencia de potencia activa p∗, pero además también
depende del valor de la referencia de potencia reactiva q∗.
A continuación se analizará el caso más genérico posible, en el que las
referencias de potencia activa y reactiva se cambian a la vez.
4.3.3.4. Caso 4: Salto en ambas referencias de potencia.
En este caso, se estudia la evolución de las variables ante cambios en la
referencia de la potencia activa p∗ y en la referencia de la potencia activa q∗.
Se propone la misma evolución aproximada de las variables p̃ y q̃ diseñada
en el caso 3, pero con tiempos distintos en las exponenciales:
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donde 4p∗ = p∗ − p∗0 y 4q∗ = q∗ − q∗0 representan el incremento de refe-
rencia de p∗ y q∗, y donde d1 es la misma constante definida en el caso anterior, a
la que se añade d2 para la potencia reactiva. d1 y d2 permitirán ajustar los resul-
tados de simulación a los resultados obtenidos por estas ecuaciones propuestas.
Siguiendo un procedimiento similar al realizado en los casos anteriores,
las expresiones para ajustar el tiempo de establecimiento T ′1 cuando se da un error
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kp = L d1T1
kq = L d2T1
γ
R




= kq d2 (n−1)
T1 n2
(4.104)
La novedad en este caso 4 con respecto al caso 3, es que ahora existen
dos constantes c′1 y c
′
2 las cuales dependen de n y de los valores de la referencia
de potencia p∗ y q∗, y de los incrementos de las referencias de las potencias 4p∗
y 4q∗. Cuando una de estas constantes c′1 y c
′
2 es negativa (dados unos valores
arbitrarios a p∗, q∗, 4p∗ y 4q∗), no existe solución. En ese caso, la potencia no
pasa por el 1% de la referencia y por lo tanto es imposible el ajuste, quedando
la evolución de la potencia determinada por la parte que hemos denominado
“rápida”.
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Figura 4.21: Comparativa ante un salto de potencia activa de 10 a 11 kW, y de
reactiva de 10 kVAr a 20 kVAr, en t = 1 s.
En la figura 4.21 puede observarse la evolución temporal de las señales
bajo estudio.
Se han usado valores de T1 = 0,1 s, y n = 20, con lo que T
′
1 = nT1 = 2 s.
El salto de referencia se produce en t = 1 s. En t = 3 s se alcanza un valor del error
de potencia reactiva igual al 1% del salto de referencia: q̃(t = 3) = 0,014q∗ =
0,01·10 kW = 100W. La potencia activa se observa que cumple que pase por el 1%
de su referencia. Esto es debido al acoplamiento con la evolución de la potencia
reactiva. Si se evalúa el valor de la constante c′1 resulta un valor negativo y por
lo tanto, no existe solución (la curva no pasará por el 1%) quedando la evolución
de la potencia determinada por la exponencial más rápida.
Puede además observarse que el ajuste de la estimación a la simulación
numérica es razonablemente buena teniendo en cuenta la complejidad que aporta
los acoplamientos entre la potencia activa y reactiva. Si se comparan estos resulta-
dos con los obtenidos en el caso lineal (ver figura 4.13) se puede comprobar como
ahora si se tienen en cuenta los acoplamientos entre la potencia activa y reactiva,
cosa que en el estudio lineal no se tenía en cuenta, y además la aproximación es
más ajustada a la simulación.
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4.4. Resultados experimentales
En la figura 4.22 se muestran las medidas de la tensión del bus de con-
tinua, las tensiones y corrientes de fase, el contenido armónico de las corrientes,
la potencia activa y reactiva, y el factor de potencia. La referencia de potencia
reactiva es cero, mientras que la referencia de potencia activa está calculada en
el bloque de control del DC-Link. La medida del bus de continua fue tomada con
un osciloscopio Tektronics, mientras que el resto de medidas fueron tomadas con
un analizador de red Fluke 434. Los detalles de la máquina usada están descritos
en el apartado 3.5.
Se puede observar en la figuras 4.22 (b) y (f), que en este caso, siendo
la referencia de potencia reactiva nula, la fase de las corrientes está entorno a 0
ó 1 grado con respecto a las tensiones, y que hay una potencia total reactiva de
0, 30 kVAr. Si se comparan estos valores obtenidos con los obtenidos en el caso del
DPC basado en PI (ver apartado 3.5), podemos concluir que el control adaptativo
es mucho más adecuado que el control PI, por el hecho de estimar los parámetros
R y L.
Destacar que la tensión DC, ante el mismo choque de carga que el pro-
ducido con el control PI, produce una idéntica respuesta transitoria con el control
adaptativo (el control externo encargado de la regulación de la tensión de continua
se detalla en el capítulo 6).
También cabe destacar que el THD en corriente obtenido es del 3, 2 %,
valor ligeramente superior al obtenido con el control PI.
Las capturas presentadas en la figura 4.22, se corresponden con una me-
dida en régimen permanente, a excepción de la figura (a), la cual se corresponde
con un choque de carga del DC-Link (se conectó una resistencia de 60 ohmios en
el DC-Link).
A continuación, en la figura 4.23 se muestran capturas de transitorios an-
te cambios en la referencia de potencia reactiva. Estas capturas se han realizado
en base a las medidas realizadas por el DSP, las cuales han sido finalmente post-
procesadas (filtradas en Matlab) para tratar de reducir el ruido de conmutación.
Se puede observar que al producirse el cambio de referencia en q∗, la referencia de





Figura 4.22: Resultados experimentales del controlador DPC Adaptativo
(a) Evolución del bus de continua ante un choque de carga (0 a 10 kW),
(b) Diagrama fasorial de las tensiones y corrientes de red,
(c) Detalle de la tensión y corriente de fase,
(d) Corrientes trifásicas,
(e) Armónicos de las corrientes trifásicas,
(f) Medidas de las Potencias Activa, Reactiva, Aparente, Factor de Potencia y
Coseno de φ.
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los dipositivos de potencia, las cuales se ven incrementadas en unos 400 W. En
cuanto la potencia reactiva baja a a 10 kVAr, las potencia de referencia vuelve
a los 600 W, aproximadamente. Aclarar que en vacío se obtiene una potencia de
referencia P igual a unos 300 W (este dato no se ve en las gráficas).
Se puede observar en dicha figura el transitorio debido a un cambio de
referencia de potencia reactiva entre 10 y 20 kVAr. Un detalle del transitorio de
10 a 20 kVAr puede verse en la figura 4.24, el que se han puesto marcadores
para medir el tiempo de establecimiento. El programado ha sido de Ts = 0.1 s,
mientras que el medido aproximado ha sido de 1-0.895 = 0.105 s, es decir que se
ha producido un exceso de tiempo de tan sólo el 5%.
En la figura 4.24 se muestra el detalle del transitorio de 20 a 10 kVAr,
para demostrar una curiosidad. El tiempo medido aproximado es de 3.22-3.145
= 0.075 s. ¿Qué ha ocurrido para que no se cumpla el tiempo de establecimiento
programado de 0,1 s? (¿o para que se cumpla con un error del 25%?) Simplemente
es que para esta prueba, no se cambiaron los valores de kp, kq, γR ni γX . Se
calcularon para el paso de 10 a 20 kVAr, y dichos valores no son válidos para un
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Capítulo 5
Diseño del Controlador DPC bajo condiciones de
tensiones de red desbalanceadas y/o distorsionadas
5.1. Introducción
En los capítulos 3 y 4, se desarrollaron unos controladores DPC, basados
en PI y en control adaptativo, asumiendo que la red es balanceada y sin con-
tenido armónico. En este capítulo, en el que se considera las tensiones de red
desbalanceadas y/o distorsionadas, no se puede aplicar la simplificación realizada
en aquellos capítulos. Dicha simplificación se basaba en el cálculo de la derivada
de la tensión, la cual se podía calcular como:
d
dt
(vαβ) = ω J vαβ
d
dt
(vTαβ) = (ω J vαβ)T = ω vTαβ JT = −ω vTαβ J
(3.5)
En este capítulo no se aplicará dicha simplificación y se diseñará un
controlador repetitivo que consiga alcanzar los objetivos del diseño.
El control del sistema completo, al igual que los controles desarrollados
anterioremente, consiste en dos bucles anidados denominados bucle interno y bu-
cle externo. El bucle interno es el encargado del control de la potencia instantánea
mientras que el bucle externo está destinado al control de la tensión del DC-Link.





















Figura 5.1: Diagrama de bloques del control DPC Adaptativo
Repetitivo. Están remarcados los bloques constituyentes del control, entre los que
se encuentran los citados bucles externo e interno, y el término que implementa
el control repetitivo que se diseñará para obtener unas señales estimadas (φ̂, y ϕ̂)
con las que se podrán obtener unos resultados aceptables aún cuando las tensiones
de red no sean balanceadas o con contenido armónico.
A continuación se detallará el bucle interno, mientras que en el capítulo
6 se aborda el control del bucle externo, el cual es común para todos los controles
DPC desarrollados.
5.2. Diseño del control del sistema. Bucle interno
5.2.1. Ecuaciones de las dinámicas de la potencia activa y reactiva
Las siguientes ecuaciones describen la dinámica de la potencia activa y






(vTαβ iαβ) = L
d
dt









(vTαβ J iαβ) = L
d
dt





La expresión de la derivada de la corriente se puede obtener de la ecuación del




= vαβ −R iαβ − uαβ (5.1)













(vTαβ) J iαβ + vTαβ J (vαβ −R iαβ − uαβ) (5.3)
Ahora bien, teniendo en cuenta las expresiones de p (3.1) y de q (3.2), y




= |vαβ|2 + L
d
dt






(vTαβ) J iαβ −Rq − vTαβ J uαβ (5.5)
5.2.2. Ecuaciones de control de la potencia activa
Una vez definidas las ecuaciones de las dinámicas de las potencias activa
y reactiva instantáneas, se pasará a continuación al desarrollo del control.
El objetivo del control consiste en llevar las potencias p y q, a unas
referencias previamente establecidas denominadas p∗ y q∗, respectivamente.
Partiendo de la ecuación de la derivada de la potencia activa p (5.4),








± kp p̃ = |vαβ|2 + L
d
dt
(vTαβ) iαβ −Rp±Rp∗ − vTαβ uαβ (5.6)
donde se define el error de potencia p como:
p̃ , p− p∗ (5.7)




+ (kp +R) p̃+ L
dp∗
dt
− kp p̃ = |vαβ|2 + L
d
dt
(vTαβ) iαβ −Rp∗ − vTαβ uαβ (5.8)
Matizar que en este capítulo, al suponer que las tensiones pueden ser des-
balanceadas y/o distorsionadas, la referencia de potencia p∗ no se puede suponer






(vTαβ) iαβ − L
dp∗
dt








donde se ha usado una variable genérica k1 junto con un vector unitario en
cuadratura con la tensión de red vαβ, ya que dicho término será nulo al sustituir.
Haciendo la sustitución de uαβ en la ecuación anterior, se obtiene la




+ (kp +R) p̃ = 0 (5.10)
Ajustando el valor de la constante de control kp, se puede asegurar que
1Si las tensiones no son balanceadas y/o disponen de contenido armónico, para obtener una
potencia constante, es muy probable que se necesite que la referencia de potencia no sea
constante (por la propia definición de la potencia como producto entre tensiones y corrien-
tes).
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el error de potencia p̃ tiende a 0 con el tiempo.
5.2.3. Ecuaciones de control de la potencia reactiva
Se realizará a continuación el mismo desarrollo realizado para la potencia
activa p, para la potencia reactiva q.
Partiendo de la ecuación de la derivada de la potencia reactiva q (5.5),







± kq q̃ = L
d
dt
(vTαβ) J iαβ −Rq ±Rq∗ − vTαβ J uαβ (5.11)
donde se define el error de potencia q como:
q̃ , q − q∗ (5.12)




+ (kq +R) q̃ + L
dq∗
dt
− kq q̃ = L
d
dt
(vTαβ) J iαβ −Rq∗ − vTαβ J uαβ (5.13)
De nuevo matizar que en este capítulo, al suponer que las tensiones pue-
den ser desbalanceadas y/o distorsionadas, la referencia de potencia q∗ no se






(vTαβ) J iαβ − L
dq∗
dt








donde esta vez se ha usado una variable genérica k2 junto con un vector
unitario colineal con el vector de la tensión de red vαβ, ya que dicho término será
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nulo al sustituir.
Haciendo la sustitución de uαβ en la ecuación anterior, se obtiene la




+ (kq +R) q̃ = 0 (5.15)
Ajustando el valor de la constante de control kq, se puede asegurar que
el error de potencia q̃ tiende a 0 con el tiempo.
5.2.4. Ecuaciones de control simultáneo de las potencias activa y
reactiva
Como se ha visto hasta ahora, se han propuesto dos controles indepen-
dientes para controlar la potencia activa p y la potencia reactiva q, correspon-
dientes con las ecuaciones (5.9) y (5.14).
Dado que dichas ecuaciones resultan ser vectores que están en cuadratura
(son perpendiculares en el plano αβ) las variables genéricas k1 y k2 pueden ser






(vTαβ) J iαβ − L
dq∗
dt








(vTαβ) iαβ − L
dp∗
dt
−Rp∗ + kp p̃
)
(5.17)
consiguiendo que los dos controles converjan en un sólo controlador:
uαβ ,
(
|vαβ|2 + L ddt(v
T
αβ) iαβ − Ldp
∗
dt








(vTαβ) J iαβ − Ldq
∗
dt
















siendo ueqαβ el valor de la acción de control uαβ de equilibrio (o régimen







− ϕ J vαβ
|vαβ|2
(5.20)















La ecuación (5.19) representa la acción de control con la que se podrá
determinar la evolución temporal de las potencias activa y reactiva. Con las cons-
tantes de control kp y kq, se podría ajustar el tiempo de establecimiento de las
potencias a sus referencias. Sin embargo, el desconocimiento absoluto de las ex-
presiones de φ y de ϕ (sobretodo de los valores de L y R, pero también de las
derivadas de las tensiones y de las referencias de potencia), nos conduce a crear
un estimador de dichas expresiones para que el controlador se pueda ajustar.
5.3. Diseño
El diseño del control se basará en la expresión (5.19) desarrollada ante-

















− ϕ̂ J vαβ
|vαβ|2
(5.24)








ρTk ϕ̂k, H = {0, 2, 4, ...,∞} (5.26)















Puede observarse en la expresiones estimadas de φ̂ y de ϕ̂, que se han
tomado armónicos pares Hpar = {2, 4, ...,∞} y la componente de continua (H0 =
0). Esto se justifica por el hecho de que las potencias son productos entre tensiones
y corrientes, y que ambas contendrán fundamentalmente armónicos impares, y por
lo tanto su producto serán armónicos pares y una componente de continua.
Con esta ley de control expresada mediante las ecuaciones (5.23) - (5.29),

















donde se han definido los errores de las estimaciones como:
φ̃k , φ̂k − φk (5.32)
ϕ̃k , ϕ̂k − ϕk (5.33)
Para la estimación de los parámetros se propone la siguiente función H
definida positiva de Lyapunov:
H = 12 L p̃











ϕ̃Tk ϕ̃k > 0 (5.34)
donde se han definido γk y ξk como constantes de ajuste positivas.
















Sustituyendo en la expresión de H (ecuación (5.34)):
H = 12 L p̃



























Derivando la función H, se obtiene:
dH
dt




















2 ϕ̃rk ˙̃ϕrk + 2 ϕ̃ik ˙̃ϕik
]
(5.38)
Sustituyendo las expresiones de las dinámicas de los errores de las po-

















































Si se usan las siguientes expresiones:
dφ̃k
dt
= γk p̃ ρTk (5.41)
dϕ̃k
dt
= ξk q̃ ρTk (5.42)
la ecuación (5.40) quedaría como:
dH
dt
= −kp p̃2 − kq q̃2 ≤ 0 (5.43)
Por el teorema de Lasalle, si una función es definida positiva (H > 0), y su
derivada es semidefinida negativa (dH
dt
≤ 0), entonces el sistema es asintóticamente
estable, concluyendo que los errores de las potencias tienden a cero p̃→ 0 y q̃ → 0.
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Con esto, de las expresiones (5.41) y (5.42) se puede obtener que:
dφ̃k
dt
→ 0 ⇒ φ̃k = cte (5.44)
dϕ̃k
dt
→ 0 ⇒ ϕ̃k = cte (5.45)
Además, de las ecuaciones (5.30) y (5.31), si se hace p̃ → 0 y q̃ → 0,
se obtiene que los errores de los parámetros también tienden a cero φ̃k → 0 y
ϕ̃k → 0.
Finalmente, si se toma en consideración que los parámetros φk y ϕk son













con lo que las expresiones de los estimadores quedarían como:
dφ̂k
dt
= γk p̃ ρTk (5.48)
dϕ̂k
dt
= ξk q̃ ρTk (5.49)
Hay que recordar que estas expresiones representan un estimador para
cada armónico par k. Estas expresiones de los estimadores pueden ser expresadas






k J φ̂k (5.51)
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Derivando se obtiene:
ψ̇rk = ρ̇Tk φ̂k + ρTk
˙̂
φk (5.52)
ψ̇ik = ρ̇Tk J φ̂k + ρTk J
˙̂
φk (5.53)
Operando y sustituyendo las expresiones (5.48) y (5.49):
ψ̇rk = −k ω ρTk J φ̂k + ρTk γk p̃ ρTk (5.54)
ψ̇ik = −k ω ρTk J J φ̂k + ρTk J ξk q̃ ρTk (5.55)
Simplificando y haciendo uso de las expresión de ψrk y ψik:
ψ̇rk = γk p̃− k ω ψik (5.56)
ψ̇ik = k ω ψrk (5.57)
Pasando a dominio de Laplace:
s ψrk = γk p̃− k ω ψik (5.58)
s ψik = k ω ψrk (5.59)
Sustituyendo la segunda expresión en la primera:
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Despejando la expresión de ψrk queda:
ψrk =
γk s
s2 + k2 ω2 p̃ (5.61)








s2 + k2 ω2 p̃, H = {0, 2, 4, ...,∞} (5.62)








s2 + k2 ω2 q̃, H = {0, 2, 4, ...,∞} (5.63)
Obtenemos por tanto unos controladores resonantes para cada armónico
par.
Si se definen los coeficientes γk y ξk de una forma determinada, se puede








































































Figura 5.2: Diagrama de bloques detallado del control DPC Repetitivo










donde krp es una constante de ajuste del control repetitivo.
Finalmente, en la figura 5.2 se puede observar todo el control descrito
en este apartado junto con las ecuaciones usadas en cada uno de los bloques.
Recalcar que en la implementación del control en el DSP, el control repetitivo no
realiza cálculos con la cotangente hiperbólica que aparece en las ecuaciones. Estas
expresiones se ha implementado con las técnicas de discretización habituales, las
cuales proporcionan un filtro digital muy sencillo de implementar, y por supuesto,
resulta mucho más rápido en ejecución si se compara con la implementación de
varios controles resonantes (haría falta implementar uno por cada armónico).
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5.4. Resultados experimentales
Dado que el ajuste del controlador no ha sido diseñado (será una de las
cosas a realizar en un futuro), las constantes del control DPC repetitivo fueron
ajustadas de manera experimental, probando inicialmente con las mismas cons-
tantes usadas en las simulaciones. Una vez ajustado el controlador se observa
un comportamiento bastante bueno. En la figura (5.3) se muestra el transitorio
producido al conectar una carga de 60 ohmios en el DC-Link. En la figura (5.3a)
se muestra la evolución temporal de las potencias activa y reactiva. Se puede ob-
servar que en un tiempo aproximado de 0,1 segundo, la potencia alcanza el valor
final. En la figura (5.3b) se observa el transitorio producido en las corrientes (da-
do que lo representado en las figuras ha sido capturado por el propio DSP, en las
medidas se puede apreciar los efectos del submuestreo usado 1/25). Finalmente
en la figura (5.3c) se representa la caída de tensión del DC-Link producida por
la conexión de la carga de 60 ohmios, que aproximadamente son 50 voltios.
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Figura 5.3: Resultados experimentales DPC Repetitivo: (a) Potencias, (b) Ten-
sión y corriente fase R, (c) Tensión DC-Link
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Diseño y Ajuste del Control de la tensión del
DC-Link
Este capítulo se ha separado del resto de los controladores ya que es co-
mún a todos ellos. Aquí se mostrará el diseño y ajuste del bucle de control externo
(o lento) que se encarga de generar la referencia de potencia activa necesaria para
mantener cargados los condensadores de DC a un valor constante marcado por
una referencia.
En la literatura habitualmente este controlador se basa en un PI, cuya
entrada es el error de tensión DC. Sin embargo, es conveniente usar las tensiones
DC al cuadrado, ya que en las ecuaciones obtenidas del modelo aparecen las
tensiones al cuadrado, proporcionando un controlador más fácil de ajustar (de
hecho se obtiene un sistema de primer orden usando las tensiones al cuadrado).
[1]
6.1. Bucle externo. Control de la tensión del DC-Link
Dada la tensión dc de referencia V ∗dc, el objetivo de este bucle es la de
llevar la tensión dc Vdc a dicha referencia.
















en la cual se incluirá la definición de acción de control Vdc2 δαβ = uαβ, y
la expresión del vector de referencia (4.24):






q̃ J vαβ (4.24)
ueqαβ = vαβ −
X̂ q + R̂ p
|vαβ|2
vαβ −
X̂ p− R̂ q
|vαβ|2
J vαβ (4.31)
Asumiendo que este bucle de control es lento en comparación con el bucle
de control de la potencia, se puede establecer que:
p ' p∗ ⇒ p̃ = 0
q ' q∗ ⇒ q̃ = 0
X̂ = X
R̂ = R






































































La interpretación física de la ecuación (6.4) es un simple balance de
potencia: la potencia activa p absorbida por el inversor, minorada por las pérdidas
del equipo R |iαβ|2, se destina a alimentar la carga de continua RL y a la carga












donde se aprecia que la nueva variable z es la tensión de dc Vdc al cuadrado
y dividida por dos. Además se usará la siguiente definición del error de esta nueva
variable z:
z̃ = z∗ − z (6.6)
donde z∗ es la referencia de tensión dc V refdc , también al cuadrado y
dividida por dos. Simplemente sustituyendo estas dos definiciones en la ecuación











6.2. Ajuste del bucle externo
Como se puede observar en la ecuación (6.7), la dinámica de la tensión dc
es una ecuación diferencial de primer orden no homogénea (el lado derecho de la
igualdad es distinto de cero). Dado que la dinámica de la tensión de condensado-
res se ha supuesto mucho más lenta que la dinámica de las potencias, el término
homogéneo se puede tratar como constante, siempre y cuando la resistencia de
carga RL también sea constante, lo cual será cierto en régimen permanente. Sin
embargo, aún siendo constante el término homogéneo, dado que en general se
desconoce el valor de RL, para eliminar el error en régimen permanente es nece-
sario incluir en el controlador un término integral. Así pues, el controlador que
se propone es un simple controlador PI:
p∗ = kp z̃ + ki
∫
z̃ dt (6.8)
donde p∗ es la potencia de referencia que será la salida del bucle ex-
terno.









+ ki ỹ (6.10)
Ahora bien, una vez que se ha supuesto que la dinámica de la tensión de
condensadores es muy lenta en comparación con la dinámicas de las potencias,
se puede establecer la igualdad entre la potencia activa medida y la potencia
activa de referencia, es decir, que se hará p∗ = p. Con esto, y sustituyendo (6.10)






















Como se puede observar, en esta ocasión se obtiene una ecuación dife-
rencial de segundo grado no homogénea.
La solución a la ecuación homogénea, se corresponde con las raíces del




















Atendiendo a los valores de m y n, se podrá conseguir un sistema su-
bamortiguado, críticamente amortiguado y sobreamortiguado. A continuación se
realizará el ajuste para los sistemas no oscilantes, es decir, para los casos crítica-
mente amortiguados y sobreamortiguados, que serán los únicos casos de interés.
6.2.1. Sistema críticamente amortiguado
En este caso se cumple que m2 − 4n = 0, con lo que las raíces serán
ambas iguales a:




y la solución homogénea de la ecuación (6.11) será:
ỹh = (c1 + c2 t) e−
m
2 t (6.17)
siendo c1 y c2 dos constantes que se elegirán con las condiciones inicia-
les.








de manera que la solución general será del tipo:
ỹ = ỹh + ỹp = (c1 + c2 t) e−
m






Aplicando condiciones iniciales, se obtiene:
ỹ = z̃0 t e−
m






donde z̃0 es el valor inicial del error de la tensión de condensadores.











Se puede observar que la parte de la solución particular ha desaparecido
al tratarse aquella de una constante.
Es posible encontrar los valores de diseño a partir de esta ecuación (6.21),
seleccionando un tiempo de establecimiento determinado.
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Por ejemplo, si se quiere calcular el tiempo de establecimiento Ts que
tarda el error de tensión z̃ en disminuir el 99% (el error será el 1% del valor
inicial de la referencia), se calcularía como:







Al igual que ocurrió con las potencias (se obtiene el mismo tipo de ex-
presión (3.42)), si se define M como:
M = m2 Ts (6.23)
la expresión anterior queda en la forma:
− 0,01 = (1−M) e−M (6.24)
y su representación gráfica se corresponde con la misma figura 3.3, y por
lo tanto el valor de dicho parámetro M será igual a M = 6,266544674. También
se obtiene el mismo máximo expresado en la ecuación (3.52):
z̃max = −z̃0 e−2 (6.25)
Se pueden expresar las constantes de control kp y ki en función del valor











Como puede observarse, la constante ki depende linealmente de la ca-
pacidad de los condensadores C, e inversamente al cuadrado del tiempo de es-
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tablecimiento Ts. Sin embargo, para mantener el comportamiento críticamente
amortiguado del sistema, la constante kp no sólo depende de C y de Ts, sino
también del valor de la resistencia de carga RL. Esto supone un problema en el
ajuste ya que en general, el valor de RL puede ir cambiando y su valor no es
conocido por el control. Es más, habitualmente en el arranque del equipo no se
tiene conectada la resistencia de carga, con lo que inicialmente RL = ∞, y una
vez arrancado el equipo se conectará la resistencia tomando un valor finito de
RL.
En el diseño del control se deberá por tanto elegir un valor fijo de kp, y
precisamente se tomará suponiendo la resistencia de carga desconectada RL =∞.









Introduciendo estos valores de diseño en la ecuación del sistema (6.11),






























Como se puede observar, el nuevo valor del parámetro m′ será siempre
mayor o igual que el parámetro m, y estrictamente mayor si RL tiene un valor
determinado (distinto de ∞). Por otro lado, los parámetros n y n′ son iguales.
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Se deduce por tanto, que si RL tiene un valor finito, con estos nuevos
valores de m′ y n′ se obtiene un sistema sobreamortiguado, el cual se estudia en
la siguiente sección 6.2.2. Para comprobarlo basta relacionar las nuevas constantes
m′ y n′, de la siguiente forma:
m′2 − 4n′ = m′2 − 4n > m2 − 4n = 0 (6.33)
Por lo tanto, cuando haya carga RL siempre se tendrá un sistema sobre-
amortiguado, ya que:
m′2 − 4n′ > 0 (6.34)
Si por el contrario, en lugar de haber elegido kp por la ecuación (6.28), se
hubiera tomado la anterior (6.26) para un valor cualquiera de RL = R∗L, entonces
en el caso de que se desconectara la resistencia de carga (RL =∞), no se puede
asegurar que el sistema resultante sea críticamente amortiguado o sobreamorti-
guado, y por lo tanto se descarta esta elección.
Como conclusión, el sistema aunque sea diseñado para trabajar como crí-
ticamente amortiguado en el caso de vacío (resistencia de carga infinita RL =∞),
el comportamiento será sobreamortiguado cuando se conecte una resistencia de
carga determinada, por lo que se recomienda que desde un principio el sistema se
diseñe como sobreamortiguado (como se detalla en el siguiente apartado 6.2.2).
6.2.2. Sistema sobreamortiguado
En este caso se cumple que m2 − 4n > 0, con lo que las raíces de la












y la solución de la ecuación homogénea, será:
ỹh = c1 eλ1 t + c2 eλ2 t (6.37)
siendo c1 y c2 dos constantes que se elegirán con las condiciones inicia-
les.
Al igual que en el apartado anterior 6.2.1, se propone como solución








de manera que la solución general será del tipo:







Aplicando condiciones iniciales, se obtiene:
ỹ = z̃0








donde z̃0 es el valor inicial del error de la tensión de condensadores (al
cuadrado y dividida por dos).






λ1 t − λ2 eλ2 t
λ1 − λ2
(6.41)
Se puede observar que la parte de la solución particular ha desaparecido
al tratarse aquella de una constante.
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Definiendo el parámetro k de manera que λ2 = k λ1, es decir, como la
relación entre λ2 y λ1, la ecuación (6.41) queda:
z̃ = z̃01− k
(
eλ1 t − k ek λ1 t
)
(6.42)
Como se puede observar en la expresión (6.42), existen dos exponenciales
que definen la evolución temporal del error de tensión dc. La primera de las
exponenciales tiene como constante de tiempo −1/λ1 mientras que la segunda
tiene −1/(k λ1), es decir, la primera exponencial tiene una constante de tiempo
k veces mayor que la segunda exponencial.
Se considerará que el valor de k es muy grande (k  1) y por lo tanto
la primera exponencial será la dominante, de manera que el efecto de la segunda
exponencial se extinguirá mucho más rápido que el efecto de la primera exponen-
cial. Con esta consideración, es posible encontrar los valores de diseño a partir de
la ecuación (6.42), seleccionando un tiempo de establecimiento determinado.
Por ejemplo, si se quiere calcular el tiempo de establecimiento Ts que
tarda el error de tensión z̃ en disminuir el 99% (el error será el 1% del valor
inicial de la referencia), se calcularía como:




eλ1 Ts − k ek λ1 Ts
)
' z̃01− k e
λ1 Ts (6.43)
Simplificando:
− 0,01 = 11− k e
λ1 Ts (6.44)
De esta expresión, se puede obtener el valor de λ1 en función del tiempo




ln (0,01 (k − 1)) (6.45)
En principio se puede usar cualquier valor de k, con la única condición
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de que sea k  1, pero existe un valor óptimo que se puede calcular relacionando
las dos exponenciales de la ecuación (6.42):
f (k) .= e
λ1 Ts
k ek λ1 Ts
(6.46)
Usando el valor calculado para λ1 en (6.45), la función f(k) queda:
f (k) = 1
k
(0,01 (k − 1))(1−k) (6.47)
La función f(k) es idéntica a la que se obtuvo al diseñar las potencias y
se representa en la figura 3.5, donde se puede observar que tiene un máximo en
el valor k = 36,802.
También se obtiene el mismo máximo expresado en la ecuación (3.81):
z̃max = −z̃0 k−
k+1
k−1 (6.48)
Se pueden expresar las constantes de control kp y ki en función del valor




ln (0,01 (k − 1)) (6.49)




ki = k λ21 C (6.51)

















Al igual que sucedía en el apartado (6.2.1) (caso críticamente amortigua-
do), la constante ki depende linealmente de la capacidad de los condensadores
C, e inversamente al cuadrado del tiempo de establecimiento Ts. Sin embargo, la
constante kp no sólo depende de C y de Ts, sino también del valor de la resis-
tencia de carga RL. En general, el valor de RL puede ir cambiando y su valor es
desconocido por el control. Habitualmente en el arranque del equipo no se tiene
conectada la resistencia de carga, con lo que se puede suponer inicialmente que
RL = ∞, y una vez arrancado el equipo se conectará la resistencia tomando un
valor finito de RL.
En el diseño del control se deberá por tanto elegir un valor fijo de kp, y
precisamente se tomará suponiendo la resistencia de carga desconectada RL =∞.






































que serán los valores que determinen la dinámica del sistema cuando RL
sea de valor finito. Se puede relacionar estos nuevos valores con los originales:
m′2 − 4n′ = m′2 − 4n > m2 − 4n = 0 (6.60)
de lo que se deduce que si se toman las constante de control definidas
por (6.55) y (6.56), se dará siempre el sistema sobreamortiguado.
6.3. Resultados experimentales
En la figura 6.1 se muestran los resultados experimentales obtenidos du-
rante un cambio de referencia de 15 voltios. Dado que la capacidad total del
DC-Link es de C = 7050µF , las constantes de control se ajustaron siguiendo el
caso sobreamortiguado mediante las ecuaciones (6.55) y (6.56) con un tiempo de
establecimiento de Ts = 1 s, resultando ser kp = 0,27 y ki = 0,27.
La figura 6.1a se corresponde al DPC basado en PI, y la figura 6.1b
se corresponde al DPC Adaptativo. En ambos casos se puede comprobar que el
tiempo de establecimiento es prácticamente el mismo y algo superior al progra-
mado (sobre 1,07 s, obteniendo un error de tan sólo un 7%). En ambas gráficas se
representan la tensión de referencia (en la que se aprecia un salto de 15 voltios),
la tensión medida y finalmente, la tensión filtrada mediante postprocesado en
Matlab.
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Figura 6.1: Respuesta del sistema experimental del Control DC-Link: (a) DCP
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La sincronización de un convertidor de potencia con la red eléctrica tiene
una gran importancia en la mayoría de aplicaciones de inversores y rectificadores.
En los controladores del tipo DPC, la sincronización juega un papel fundamental
y es de vital importancia en la obtención de la frecuencia de la red, parámetro
necesario para la mayoría de controladores descritos en este documento. Con-
cretamente, en las ecuaciones de la tensión de equilibrio del controlador tipo PI
(3.26) y del controlador tipo adaptativo (4.18), se debe conocer con exactitud el
valor de la frecuencia de la red ω. En el controlador repetitivo la frecuencia ω
está incluida dentro de los estimadores φ̂ y ϕ̂ de la ecuación (5.24), jugando en
este caso un papel crítico, ya que un mínimo error de estimación de la frecuencia
de la red ω, se ve multiplicado por el índice del armónico, causando un desajuste
en el controlador y la imposibilidad de que éste funcione correctamente a altas
frecuencias.
7.1.1. Revisión de las técnicas para la descomposición de las tensiones de
red en secuencias positiva y negativa
Los nuevos reglamentos de conexión a red establecen que los convertidores
de potencia deben permanecer conectados y apoyar a la red, incluso si la tensión
en el punto de conexión está distorsionada o desbalanceada. En este sentido, los
convertidores de potencia deben estar convenientemente sincronizados con la red.
Por lo tanto, la exactitud del algoritmo de sincronización desempeña un papel
157
158
fundamental en el rendimiento alcanzado por las estrategias de control. La tarea
principal de este algoritmo es proporcionar sincronización con la tensión del punto
de conexión a red ante cualquier circunstancia.
Se pueden utilizar varias estrategias para sincronizar el convertidor de
potencia con la red. La más convencional es la basada en tecnología PLL (del
inglés Phase-Locked Loop) [1, 2, 3]. Esta técnica se ha usado considerablemente
tanto en sistemas monofásicos como trifásicos, basándose en unos ejes de referen-
cia síncronos (SRF-PLL) [4]. La mayor desventaja de las técnicas SRF-PLL es
que su funcionamiento se degrada bajo condiciones de distorsión o desbalanceo
de las tensiones de red. Esto hace que dichas técnicas no se usen en convertidores
de potencia bajo los requerimientos de los nuevos reglamentos de conexión a red
[5].
A lo largo del tiempo, se han propuesto varias técnicas para solventar es-
te defecto de las técnicas basadas en PLL, tales como usar dos ejes de referencia
síncronos SRF y una red de desacoplo para separar los efectos de las compo-
nentes positiva y negativa de la tensión [6, 7], o el uso de tres PLL monofásicos
combinados con un extractor de secuencia positiva sin usar ningún SRF [8].
Otro enfoque consiste en utilizar el concepto de “frequency-locking loop”
(FLL) para sincronizar. La principal ventaja del FLL es que estima la frecuencia
de la red, y dicha estimación no se ve afectada por cambios súbitos en la red y
por tanto es más conveniente que el método de seguimiento de ángulo de fase en
el que se basan los PLL [9].
En la referencia [10] se presenta un sistema de sincronización basado
en múltiples integradores de segundo orden generalizados los cuales van restando
componentes a un FLL (MSOGI-FLL). La principal ventaja de esto es que permite
un análisis en tiempo real de la señal de entrada, proporcionando una buena
estimación de cada uno de los armónicos de la tensión de red.
Por otro lado, también se encuentran soluciones basadas en la aplicación
de filtros adaptativos tipo notch (adaptive notch filters, ANF) para estimar el
contenido armónico en tiempo real. En la referencia [11] se presenta un esquema
monofásico, y que posteriormente se extiende a sistemas trifásicos aplicando tres
sistemas monofásicos de sincronización basándose en un algoritmo de estimación
directa de la frecuencia [12, 13].
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Entre otros métodos de sincronización consultados destacables, cabe men-
cionar un esquema basado en la cancelación realimentada y retrasada de la señal
de entrada como el mostrado en [14], o el uso de filtros vectoriales como los pro-
puestos en [15, 16, 17], en los cuales se usan filtros pasabanda de coeficientes
complejos para extraer las secuencias positiva y negativa de los distintos armóni-
cos.
En el apartado 7.2 se describe el diseño de un nuevo sistema de sincro-
nización para detectar las secuencias positiva y negativa de cada armónico para
sistemas trifásicos. La técnica se basa en el uso de múltiples filtros vectoriales
adaptativos y es por ello que se le ha denominado MAVF-FLL (del inglés “mul-
tiple adaptive vectorial filters”). Estos filtros vectoriales adaptativos (FVA, o en
inglés AVF) ya han sido usados previamente por el autor de esta tesis para el
control de filtros activos de potencia con excelentes resultados [18].
Comparando la técnica propuesta MAVF-FLL, con la técnica MSOGI-
FLL descrita anteriormente, la principal diferencia reside en la forma de llegar
a las expresiones de los filtros FVA. El nuevo método se basa en un enfoque
vectorial, en el que la medida del eje β está influenciada por la componente filtrada
del eje α, y viceversa. Por otro lado, la técnica MSOGI-FLL es más bien un filtro
pasa banda particular que puede ser aplicado tanto a sistemas monofásicos, como
trifásicos representados en unos ejes de referencia estáticos (ejes abc o ejes αβ).
En el caso de sistemas trifásicos, las propiedades trifásicas de las señales no se
tienen en consideración hasta que las señales filtradas se usan para la separación
de las secuencias.
Sin embargo, el método MAVF-FLL presentado en esta tesis está intrín-
secamente relacionado con las propiedades trifásicas de las señales en ejes αβ,
y por lo tanto está específicamente adaptado a sistemas trifásicos. Sin embargo,
también es posible usarlo en sistemas monofásicos considerando este caso como
una red trifásica muy desbalanceada [15].
Si se compara con los métodos PLL de cancelación de señal [14], en la
estrategia MAVF-FLL se usan filtros con coeficientes complejos. Sin embargo en
[14], se aplica la teoría de las componentes simétricas para extraer la secuencia
positiva del armónico fundamental empleando para ello filtros FIR para atenuar
el resto de armónicos y componentes.
Y por último, comparado con otros algoritmos con filtros de coeficientes
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complejos [15, 16, 17], la estrategia MAVF-FLL se basa en propiedades vectoriales
de los sistemas trifásicos para obtener los coeficientes complejos de los filtros. En
este sentido, el método propuesto mejora a los anteriores ya que, al estar basado
en las propiedades vectoriales, se aprovecha de ello para facilitar el ajuste de
las constantes de diseño. La principal ventaja del método MAVF-FLL es que
dichas constantes se pueden elegir para obtener unos tiempos de establecimiento
definidos a priori, tal y como se verá en el apartado 7.3.
A parte de todas estas ventajas, el método propuesto se ha implemen-
tado con satisfacción en un DSP de bajo coste, con baja carga computacional
permitiendo la estimación en tiempo real del contenido armónico de la señal de
entrada.
7.2. Diseño del Filtro Vectorial Adaptativo
Para diseñar el Filtro Vectorial Adaptativo (FVA), se supondrá un vector
de entrada al filtro aαβ definido en los ejes estacionarios αβ como:
aαβ = Ap
 cos (ω t)
sin (ω t)
 (7.1)
Se supondrá que la frecuencia de la red ω es constante o que varía lenta-
mente. Esta suposición se puede considerar válida ya que se trata de sincronizarse
con la tensión de la red eléctrica, y ésta no va a sufrir cambios bruscos. Esto po-
sibilita el cálculo de la derivada con respecto al tiempo del vector de entrada aαβ
de la siguiente forma:
d aαβ
dt
= ω J aαβ (7.2)






Se supondrá a su vez, que el vector de salida del filtro FVA es bαβ. Las
expresiones del producto escalar sp y del producto vectorial vp de los vectores
aαβ y bαβ, son las siguientes:
sp = bTαβ aαβ (7.4)
vp = bTαβ J aαβ (7.5)
Se calculará ahora las expresiones de las derivadas con respecto al tiempo
















+ ω bTαβ J
)
J aαβ (7.7)
El objetivo principal del filtro FVA es el de reconstruir el vector aαβ
a partir de bαβ, y por lo tanto, se buscará que los vectores de entrada y salida
tengan el mismo módulo y la misma fase. Así, el producto escalar entre la entrada
y la salida será igual al módulo al cuadrado del vector de entrada, y el producto
vectorial entre la entrada y la salida será cero.
sp→ sp∗ = aTαβ aαβ (7.8)
vp→ vp∗ = 0 (7.9)
Manipulando las expresiones (7.6) y (7.7) se puede obtener la expresión
que debe tener bαβ para cumplir los objetivos marcados por (7.8) y (7.9).
Definiendo el error del producto escalar como:
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s̃p , sp− sp∗ (7.10)





















+ ω bTαβ J
)
aαβ (7.12)
la expresión (7.11) quedará reducida a:
d s̃p
dt
+ ksp s̃p = 0 (7.13)
Esta expresión representa un sistema lineal de primer orden, por lo que el
error del producto escalar s̃p tenderá exponencialmente a cero siempre y cuando
la constante ksp elegida sea mayor estricta que cero (ksp > 0).
De esta forma, la condición representada por (7.8) podrá ser alcanzada.
Finalmente, la expresión (7.12) se puede simplificar haciendo uso de la
expresión del producto escalar (7.4), y teniendo en cuenta que sp∗ se puede con-







+ ω bTαβ J + ksp bTαβ
)
aαβ (7.14)
con lo que la dinámica de bαβ debe seguir la siguiente expresión:
d bTαβ
dt
+ ω bTαβ J + ksp bTαβ = ksp aTαβ + k1 J aTαβ (7.15)
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donde se ha tomado k1 como valor genérico que define los vectores en
cuadratura con aαβ.
Haciendo un análisis similar con la derivada del producto vectorial ex-
presado en (7.7), se define el error del producto vectorial como:
ṽp , vp− vp∗ (7.16)





















+ ω bTαβ J
)
J aαβ (7.18)
la expresión (7.17) quedará reducida a:
d ṽp
dt
+ kvp ṽp = 0 (7.19)
Igualmente como ocurrió con el producto escalar, esta expresión repre-
senta un sistema lineal de primer orden, por lo que el error del producto vectorial
ṽp tenderá exponencialmente a cero siempre y cuando la constante kvp elegida
sea mayor estricta que cero (kvp > 0). De esta forma, la condición representada
por (7.9) también podrá ser alcanzada.
La expresión (7.18) se puede simplificar haciendo uso de la expresión del






+ ω bTαβ J + kvp bTαβ
)
J aαβ (7.20)
con lo que la dinámica de bαβ debe seguir la siguiente expresión:
d bTαβ
dt
+ ω bTαβ J + kvp bTαβ = k2 aTαβ (7.21)
donde se ha tomado k2 como valor genérico que define los vectores coli-
neales con aαβ.
Dado que las condiciones (7.8) y (7.9) deben cumplirse simultáneamente,
se debe elegir unos valores adecuados para las constantes ksp, k1, kvp y k2.
Dichos valores adecuados son:
ksp = kvp = k2 = ω kf (7.22)
k1 = 0 (7.23)
Con estos valores, las expresiones (7.15) y (7.21) se consolidan como una




= ω J bαβ + ω kf (aαβ − bαβ) (7.24)
Hay que aclarar que esta expresión se puede usar para reconstruir una
señal de una frecuencia ω determinada. En caso de que dicha frecuencia sea
desconocida, la expresión (7.24) se puede hacer adaptativa como se mostrará en
el apartado 7.4.
Finalmente se muestra representado en la figuras 7.1 y 7.2 el diagrama
de bloques del FVA (en notación escalar y vectorial respectivamente).
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Figura 7.1: Diagrama de bloques de la estructura del FVA en notación escalar
AVF
Figura 7.2: Diagrama de bloques de la estructura del FVA en notación vectorial
En la figura 7.1 se puede observar el acoplamiento existente entre los
ejes α y β, indicando que las señales del eje β están influenciadas por las señales
filtradas del eje α, y viceversa.
El FVA puede analizarse mediante su función de transferencia, y para
ello conviene expresar (7.24) en la siguiente forma:
 bα
bβ
 = ω kf
(s+ ω kf )2 + ω2
 s+ ω kf −ω






Aαβ = aα + j aβ (7.26)
Bαβ = bα + j bβ (7.27)
la función de transferencia que se obtiene es:
H(s) = Bαβ
Aαβ
= ω kf (s+ ω kf + j ω)
(s+ ω kf )2 + ω2
(7.28)
La figura 7.3 muestra el diagrama de Bode de la función de transferen-
cia del FVA para 50 Hz y diferentes valores de ganancia. Para cualquier valor
de kf , la ganancia y fase del FVA es cero para la frecuencia ω. Para cualquier
otra frecuencia, la señal de salida será atenuada y desfasada con respecto a la
señal de entrada. Este comportamiento es el que hace que se pueda extraer la
componente deseada de la señal de entrada y no otra. Además se puede observar
que disminuyendo la constante kf el filtro se vuelve más selectivo, sin embargo,
como se verá en el apartado 7.3 al disminuir la constante kf el filtro se volverá
más lento, y por lo tanto, será necesario llegar a un compromiso entre velocidad
y selectividad.
7.3. Ajuste del Filtro Vectorial Adaptativo
Para ajustar la constante kf del FVA se tomarán en consideración las
expresiones del bucle cerrado (7.13) y (7.19), y haciendo ksp = kvp = ω kf . Supo-
niendo que ω es constante o lentamente variable, la solución de esas expresiones
queda en la forma:



































Figura 7.3: Diagrama de Bode del FVA para 50 Hz y diferentes valores de ganan-
cia
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ṽp = ˜vp0 e−ω kf t (7.30)
Se puede elegir la constante kf para definir un cierto tiempo de estable-
cimiento Ts. Por ejemplo, si se quiere alcanzar en un tiempo Ts un error del 1%





Otra forma más conveniente de expresar Ts es en función del número de
periodos de la señal de entrada. Así pues, para un número de ciclos igual a N:









Las figuras 7.4 y 7.5 muestran la respuesta del FVA ante unas señales de
entrada de 50 Hz y 250 Hz, respectivamente. Las simulaciones se han realizado
usando la implementación discreta de (7.24). El tiempo de muestreo es de 10
kHz y el número de periodos para reconstruir la señal de entrada se ha elegido
como N = 1. Se puede observar como en ambos casos efectivamente la señal se
reconstruye correctamente en un periodo de la señal de entrada.
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Figura 7.4: Respuesta del FVA para una señal de entrada de 50 Hz




























Figura 7.5: Respuesta del FVA para una señal de entrada de 250 Hz
7.4. Bucle Adaptativo de Frecuencia
El conocimiento exacto de la frecuencia ω es crítico en el FVA a la hora
de reconstruir la señal de entrada. Como se observa en la figura 7.3, si la señal de
entrada tiene una frecuencia distinta de la ajustada como parámetro en el FVA,
entonces la señal de salida se verá atenuada y por lo tanto no podrá alcanzar el
valor deseado. Por este motivo es necesario desarrollar un bucle adaptatitvo de
frecuencia que permita calcular el valor correcto de la frecuencia ω.
Supongamos que el valor de la frecuencia del FVA es ω̂. Bajo esta hipó-
tesis la ecuación (7.24) quedaría como:
d bαβ
dt
= ω̂ J bαβ + ω̂ kf (aαβ − bαβ) (7.34)
170
Introduciendo esta expresión en (7.17):
d ṽp
dt
+ kf ω̂ ṽp = ω̃ sp (7.35)
donde se ha definido el error de frecuencia ω̃ como:
ω̃ , ω̂ − ω (7.36)
Para estimar ω̂ se usará una función de Lyapunov W semidefinida posi-
tiva:
W = 12 ṽp
2 + 12 γ ω̃
2 (7.37)
donde γ > 0 es una constante de diseño usada en esta ley adaptativa. La
derivada con respecto al tiempo de la función W :







la cual se hace siempre negativa si es escoge:
d ω̃
dt
= −γ sp ṽp (7.39)
quedando:
Ẇ = −kf ω̂ ṽp2 (7.40)
La estabilidad y convergencia de la ley adaptativa propuesta se puede
demostrar usando Lasalle: dado que W ≥ 0 y Ẇ ≤ 0 entonces se cumple que el
sistema es asintóticamente estable y por tanto, por la ecuación (7.40) y dado que
kf y ω son valores positivos, se tiene que ṽp tiende a cero con el tiempo. Con
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esto, por medio de (7.35), se concluye que ω̃ tiende a cero, demostrando que la
estimación de la frecuencia ω̂ tiende al valor real de la frecuencia ω.








quedando la expresión final del estimador de frecuencia como:
d ω̂
dt
= −γ sp ṽp (7.42)
7.5. Ajuste del bucle Adaptativo de Frecuencia
El ajuste de la constante γ del estimador de frecuencia (7.42) no es in-
mediato por su característica no lineal. Como aproximación, considerando las
expresiones del producto escalar y vectorial (7.4) (7.5), del error del producto
vectorial (7.16), y teniendo en cuenta que vp∗ = 0, se llega a:
sp = |aαβ| |bαβ| cos θ (7.43)
ṽp = |aαβ| |bαβ| sin θ (7.44)
donde θ es el ángulo entre los vectores de entrada y salida a y b.






donde ξ es una nueva constante de diseño. La ventaja de esta expresión
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es que se eliminará la dependencia del módulo de los vectores de entrada y salida
a y b. Para calcular el valor de ξ se considerará el valor en régimen permanente
de (7.43) y de (7.35), asumiendo en este caso que θ y ṽp son pequeños:





donde ω̂∞ es el valor alcanzado por el estimador en régimen permanente.






Esta expresión se corresponde con un sistema de primer orden lineal cuya
solución es:




Con esto es fácil ajustar ξ para obtener un tiempo de establecimiento Tω.
Si se quiere por ejemplo que en un tiempo Tω se tenga el 1% del error inicial,
entonces:
ξ = 4,6 kf ω̂∞
Tω
(7.50)
Asumiendo que la frecuencia ω varía lentamente o es aproximadamente
constante, se puede tomar ω̂∞ = ω̂, y por lo tanto se tomará como expresión final








Figura 7.6: Diagrama de bloques del bucle de adaptación de frecuencia
siendo ξ igual a:
ξ = 4,6 kf ω̂
Tω
(7.52)
En la figura 7.6 se presenta como diagrama de bloques el bucle de adap-
tación de frecuencia.
La figura 7.7 muestra el esquema propuesto para la sincronización, inclu-
yendo el filtro FVA y el bucle de adaptación de frecuencia.
Las figuras 7.8 y 7.9 muestran la respuesta dinámica del bucle de adap-
tación ante saltos abruptos de frecuencia. Se puede observar en ambas figuras que
se cumple el tiempo de establecimiento Tω diseñado, corroborando la validez de
las aproximaciones realizadas. También se puede destacar en ambas figuras que
para tiempos Tω cercanos a los tiempos de establecimientos del filtro FVA ambas
dinámicas interactúan y se produce una sobreoscilación. Para estos valores de Tω
las aproximaciones realizadas no son correctas, por lo que la expresión (7.49) no
es válida y todo este análisis tampoco tiene validez.
Además como se puede ver en las figuras 7.10 y 7.11, el correcto funcio-
namiento de la adaptación de frecuencia, también se ve influenciado por saltos en
la fase y magnitud de la señal de entrada, cuando el tiempo Tω es del orden del
tiempo de establecimiento del FVA. En estas figuras, aparte de provocar saltos
de frecuencia entre 50 Hz y 45 Hz, se ha provocado un cambio en la señal de






Figura 7.7: Diagrama de bloques del bucle de adaptación de frecuencia













































Figura 7.8: Respuesta dinámica del bucle de adaptación de frecuencia ante un
salto entre 50 Hz y 55 Hz, para distintos valores de Tω
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Figura 7.9: Respuesta dinámica del bucle de adaptación de frecuencia ante un
salto entre 50 Hz y 45 Hz, para distintos valores de Tω






































Figura 7.10: Respuesta dinámica del bucle de adaptación de frecuencia ante un
salto entre 50Hz y 45Hz, además un salto en fase y magnitud, para
distintos valores de Tω


































Figura 7.11: Respuesta dinámica del filtro FVA ante un salto entre 50Hz y 45Hz,
además un salto en fase y magnitud, para distintos valores de Tω
176

















































Figura 7.12: Respuesta del FVA ante tensiones desbalanceadas. (a) Frecuencia
estimada. (b) Tensiones de salida de secuencia directa
Por lo tanto, el ajuste del filtro FVA con adaptación de frecuencia, con-
sistirá en elegir primero un tiempo de establecimiento para el filtro FVA, y pos-
teriormente elegir un tiempo de establecimiento de la adaptación de frecuencia,
mayor que el tiempo del FVA.
7.5.1. FVA con tensiones desbalanceadas
Se estudiará en este apartado cómo se comporta el FVA descrito en los
apartados anteriores cuando las tensiones de red se encuentran desbalanceadas.
En la figura 7.12 se representa la respuesta del FVA ante un cambio en
el instante t = 0,1 s, en el cual se pasa de un vector de tensión 100∠0o con 50







Figura 7.13: Sistema de sincronización propuesto para tensiones desbalanceadas
inversa, y una frecuencia de 45 Hz. Los parámetros de diseño han sido kf = 0,73
y Tω = 0,1 s. Como se puede observar el comportamiento dista mucho de ser
aceptable: en (a) la frecuencia no se estima correctamente ya que oscila alrededor
de la frecuencia real, mientras que en (b) se ve que la tensión de secuencia directa
tampoco se estima con exactitud.
También hay que aclarar que el método FVA sólo extrae la secuencia
directa de la señal de entrada, por lo que finalmente se puede concluir que el
diseño adoptado hasta ahora no es de aplicación en sistemas desbalanceados.




1er armónico secuencia directa 50∠− 30o
1er armónico secuencia inversa 25∠110o
5o armónico secuencia inversa 20∠0o
7o armónico secuencia directa 20∠0o
11o armónico secuencia inversa 20∠0o
Tabla 7.1: Parámetros de las tensiones desbalanceadas y distorsionadas
En este nuevo esquema se usan dos FVA uno para la secuencia directa
y otro para la secuencia inversa. Además se añade una realimentación cruzada
de las señales de salida, que consiste básicamente en restar las componentes no
deseadas en la entrada de cada FVA. Cabe destacar que tan sólo hace falta un
bucle de adaptación de frecuencia, ya que para el FVA de secuencia inversa se
utiliza −ω̂.
En la figura 7.14 se muestra el mismo caso descrito en la figura 7.12, pero
en este caso con el sistema de sincronización adaptado a tensiones desbalancea-
das.
7.5.2. FVA con tensiones desbalanceadas y distorsionadas
Habitualmente siempre se contará con una tensión de red algo desbalan-
ceada además de distorsionada. Ya se ha visto como afrontar el caso de tensiones
desbalanceadas, y ahora el diseño se va a modificar para el caso de que las ten-
siones presenten armónicos. Cuando se tienen armónicos en la tensión, de nuevo,
el sistema de sincronización desarrollado tiene problemas para alcanzar sus obje-
tivos: hay errores en la estimación de la frecuencia y de la tensión.
Se propone un nuevo esquema general en el que se añade un FVA para
cada armónico y secuencia, y una realimentación cruzada de todas las señales
de salida de cada uno de los FVA. En la figura 7.15 se muestra el sistema de
sincronización completo más general, apto para tensiones desbalanceadas y dis-
torsionadas.
Para los valores de tensión descritos en la tabla 7.1, se obtiene una for-
ma de onda como el de la figura 7.16. El resultado de aplicar esta tensión tan
distorsionada se puede observar en la figura 7.17.
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Figura 7.14: Respuesta del FVA propuesto para tensiones desbalanceadas. (a)
Frecuencia estimada. (b) Tensiones de salida de secuencia directa.









Figura 7.15: Sistema de sincronización propuesto para tensiones desbalanceadas
y distorsionadas
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Figura 7.16: Tensiones desbalanceadas y distorsionadas usadas para probar el
sistema de sincronización


























































































































































































Figura 7.17: Respuesta del sistema simulado: (a) frecuencia estimada, (b) Ten-
siones de salida 1er armónico secuencia positiva, (c) Tensiones de
salida 1er armónico secuencia negativa, (d) Tensiones de salida 5o
armónico secuencia negativa, (e) Tensiones de salida 7o armónico
secuencia positiva, (f) Tensiones de salida 11o armónico secuencia
negativa
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Como puede observarse, los resultados son completamente satisfacto-
rios.
7.6. Resultados Experimentales
Para comprobar el buen funcionamiento del algoritmo de sincronización
descrito en los apartados anteriores, se ha hecho uso de un banco de ensayos
real. Dicho banco de ensayos está compuesto de un prototipo de convertidor de
potencia, y de una fuente de tensión trifásica programable. Concretamente el con-
vertidor consiste en un convertidor trifásico cascada de dos celdas por fase (cada
celda constituida de un puente en H). El esquema se corresponde al mostrado en















































Figura 7.18: Esquema del convertidor trifásico cascada usado para los resultados
experimentales del filtro de sincronización
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Parámetro Valor
Inductancia de conexión a red L = 1mH
Capacidad de los buses de continua C = 2200µF
Tensión de red (previo a la falta) V = 100V
Sistema de control DSP TMS320F28335
Frecuencia de muestreo fs = 10 kHz
Tabla 7.2: Parámetros y variables del convertidor
En la figura 7.19 puede observarse una imagen del prototipo de converti-
dor cascada usado. Se usa una tarjeta basada en el DSP TMS320F28335 de Texas
Instruments, en la que el algoritmo de sincronización propuesto ha sido codificado
usando la transformación discreta bilineal de Tustin con la modificación de fre-
cuencia “pre-warping”, la cual se adapta mejor a las distintas frecuencias de los
armónicos (sobretodo en los armónicos altos, dado que según va aumentando el
número de armónico nos acercamos más a la frecuencia de Nyquist). Hay que acla-
rar que durante los experimentos ni se conectó ninguna carga ni el convertidor de
potencia estaba conmutando, sólo se ha registrado y depurado el funcionamiento
























Figura 7.19: Fotografías del convertidor trifásico cascada usado para los resulta-
dos experimentales del filtro de sincronización. (a) Convertidor de
Potencia Cascada. (b) Tarjetas de Control, Adquisición y Disparo.
El algoritmo de sincronización se ha sometido al mismo transitorio des-
crito en el apartado anterior 7.5.2: se ha considerado un vector de tensión previo
a la falta de 100∠0o con 50 Hz, y se pasa a un vector de tensión compuesto por
varios armónicos con diferentes secuencias las cuales están recogidas en la tabla
7.1. Además, se ha incluido también un salto súbito en la frecuencia pasando de
50 Hz a 45 Hz. La tensión resultante de entrada al algoritmo puede verse en la
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figura 7.20.
Figura 7.20: Tensiones desbalanceadas y distorsionadas usadas para probar el
sistema de sincronización
Igualmente, se han usado cinco filtros FVA, uno para cada armónico y
secuencia. Esto incluye el 1er armónico positivo, 1er armónico negativo, 5o armó-
nico negativo, 7o armónico positivo y 11o armónico negativo. La frecuencia de
muestreo se ajustó a 10 kHz, y las ganancias de los filtros FVA se han ajustado a
kpf,1 = 0,3, knf,1 = 0,15 y knf,5 = k
p
f,7 = knf,11 = 0,1. Finalmente, el ajuste del tiempo
del bucle de adaptación de frecuencia fue de Tω = 0.1 s.
En las figuras 7.21 y 7.22 se muestran las variables internas obtenidas
por el DSP y que se muestran para comprobar el comportamiento del algoritmo
(ya que tal y como se ha dicho anteriormente, el equipo sólo muestrea y ejecuta el
algoritmo con lo que no hay señales externas que se puedan medir). La respuesta
del algoritmo de sincronización frente al transitorio es como se esperaba de los
resultados de simulación.
La figura 7.21 confirma que el bucle de adaptación de frecuencia funcio-
na correctamente, cumpliéndose aproximadamente el tiempo de establecimiento
esperado de 100 ms.
Con respecto a la reconstrucción de los diferentes armónicos y compo-
nentes de secuencias, se puede observar en la figura 7.22 que el algoritmo presenta
un buen funcionamiento. La figura 7.22a muestra las tensiones de entrada sam-
pleadas por el DSP. Se observa que la falta se produce aproximadamente a los 16
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Figura 7.21: Transitorio de la frecuencia estimada experimental
ms. La detección de las secuencias positiva y negativa del armónico fundamen-
tal se muestran en las figuras 7.22b y 7.22c, respectivamente. Se observa que la
reconstrucción de estas señales es casi perfecta. La tabla 7.3 muestra los valores
de simulación y experimental del tiempo de establecimiento y el THD de ambas
formas de onda. Se observa que en la práctica los resultados reales concuerdan
con los estudiados anteriormente en las simulaciones. La pequeña diferencia es
debida al bucle de adaptación de frecuencia, ya que el filtro FVA se ha diseñado
considerando una frecuencia constante o lentamente variable. Para comprobar la
robustez del algoritmo se ha impuesto un salto de frecuencia, aunque esto en la
realidad no es muy usual.
Finalmente, las figuras 7.22d, 7.22e y 7.22f muestran el comportamiento
del sistema de reconstrucción de los armónicos 5o negativo, 7o positivo y 11o
negativo. Se observa que el sistema propuesto es capaz de detectar adecuadamente
cada una de dichas componentes.
Armónico Tiempo de respuesta THDSimulación Experimental
1o secuencia positiva 54,1 ms 66,3 ms 0,57%
1o secuencia negativa 108,1 ms 110,2 ms 0,61%
Tabla 7.3: Tiempo de respuesta y THD
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Figura 7.22: Respuesta del sistema experimental: (a) Tensiones de entrada, (b)
Tensiones de salida 1er armónico secuencia positiva, (c) Tensiones
de salida 1er armónico secuencia negativa, (d) Tensiones de salida
5o armónico secuencia negativa, (e) Tensiones de salida 7o armónico
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Capítulo 8
Conclusiones
Durante el desarrollo de esta tesis, cabe mencionar como resultados ob-
tenidos, el diseño de tres tipos de controladores DPC y de un sistema de sincro-
nización de red.
1. En el capítulo 3 se demuestra cómo se ha diseñado y ajustado el control
DPC basado en PI, y se constata el hecho de que se necesita el pleno y exac-
to conocimiento de los valores de los parámetros del sistema, tales como las
inductancias y resistencias del equipo. En los resultados experimentales se
demuestra que, si bien el controlador funciona, las potencias nos se ajus-
tan perfectamente a sus referencias, y los tiempos de establecimiento no se
ajustan a lo programado.
2. Una vez demostradas las carencias del controlador DPC PI, se busca en el
apartado 4 un controlador DPC con técnica adaptativa que produzca unos
buenos resultados ante el desconocimiento o el cambio de los parámetros
del sistema. Así, se ha desarrollado un controlador que estima los valores
de las inductancias y resistencias, necesarias para el buen funcionamiento
del equipo. En dicho apartado, aparecieron nuevas complicaciones a la hora
del ajuste, ya que éste depende de los valores antes y después de un cambio
de las referencias de potencia. Los resultados experimentales corroboran el
funcionamiento adecuado del controlador, tanto en el seguimiento de las
referencias como en el ajuste de los tiempos programados.
3. Cuando la red está desbalanceada o tiene contenido armónico, el contro-
lador anterior no se comporta como debería, ya que todo el desarrollo de
las ecuaciones se basa precisamente en que las tensiones son equilibradas y
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sin armónicos. En el capítulo 5 se realiza un controlador que no se sustenta
en esas hipótesis y por tanto es válido ante tensiones desbalanceadas y dis-
torsionadas. Los resultados experimentales demuestran que es una técnica
perfectamente válida.
4. Por último, en el capítulo 7 se presenta un sistema de sincronización que
si bien se ha usado para la estimación de frecuencia de la red en los con-
troladores DPC, es también de aplicación con otros sistemas de control.
Los reslutados experimentales concuerdan con los resultados obtenidos en
simulación, dando validez a todo el diseño y ajuste aquí realizado.
Todos estos resultados han dado lugar a la realización de publicaciones de los con-
troladores DPC Adaptativo, del DPC Repetitivo, y del sistema de sincronización
de red.
1. El control DPC Adaptativo se publicó en la revista IEEE Transactions on
Industrial Electronics [1] en el año en el año 2008. En esta publicación se
hizo una comparativa entre los controladores Adaptativo y no adaptativo
(basado en PI).
2. El control DPC Repetitivo fue publicado también en la revista IEEE Transac-
tions on Industrial Electronics [2] en el año 2009. En esta publicación sólo
se mostraron resultados de simulación.
3. El sistema de sincronicación de red también fue publicado en la revista
IEEE Transactions on Industrial Electronics [3] en el año 2014.
Como conclusión general de los controladores DPC presentados, el Adaptativo
y el Repetitivo ponen de manifiesto que los controladores DPC necesitan de la
estimación de los parámetros del equipo (inductancias y resistencias) para que
desempeñen bien sus funciones (seguimiento de las referencias de potencia). Los
algoritmos de control son relativamente sencillos de implementar en microcontro-
ladores y DSP de bajo coste. Sin embargo, el ajuste no resulta nada sencillo a
priori.
Finalmente el sistema de sincronización desarrollado da muy buenos re-
sultados ante tensiones desbalanceadas y muy distorsionadas, proporcionando no
sólo una buena estimación de las componentes de la tensión sino también de la
frecuencia de la red.
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Como novedades presentadas en esta tesis, y que no han sido publicadas
en los artículos de revista anteriormente mencionados, cabe destacar el ajuste de
los estimadores del controlador DPC Adaptativo.
Para líneas o trabajos futuros que no ha abarcado esta tesis, se pueden
indicar los siguientes aspectos:
1. Realizar el ajuste del controlador DCP Repetitivo. La idea y el desarrollo
del ajuste del controlador DPC Adaptativo presentado en esta tesis, pue-
de ser un buen punto de partida, ya que los estimadores adaptativos son
sustituidos por estimadores repetitivos.
2. Realizar resultados experimentales con tensiones muy desbalanceadas y muy
distorsionadas, usando por ejemplo una fuente tensión trifásica programa-
ble, ya que los resultados experimentales aquí proporcionados se realizaron





[1] S. Vazquez, J. A. Sanchez, J. M. Carrasco, J. I. Leon, and E. Galvan. A
model-based direct power control for three-phase power converters. IEEE
Transactions on Industrial Electronics, 55(4):1647–1657, April 2008.
[2] S. Vazquez, J. A. Sanchez, J. M. Carrasco, E. Galvan, J. I. Leon, E. Domin-
guez, and O. Martinez. Direct power control for three-phase power converters
under distorted input voltages. In 2009 IEEE International Conference on
Industrial Technology, pages 1–6, Feb 2009.
[3] S. Vazquez, J. A. Sanchez, M. R. Reyes, J. I. Leon, and J. M. Carrasco.
Adaptive vectorial filter for grid synchronization of power converters under
unbalanced and/or distorted grid conditions. IEEE Transactions on Indus-
trial Electronics, 61(3):1355–1367, March 2014.
196
