Abstract-Sleep quality is highly significant for the people's overall health. A standard diagnosis for sleep-related syndromes and illnesses is Polysomnography (PSG) or a sleep test in a controlled laboratory. However, PSG requires a sleep specialist to interpret bio-signals collected. It is a time consuming procedure. One of the fundamental step in the PSG is Sleep Stage Classification (SSC). In this study, we propose an investigation of Automatic Sleep Stage Classification (ASSC) using data mining techniques as an alternative to the PSG in order to reduce the time necessary for accurately diagnosing sleep quality. We studied 2,535 subjects' polysomnographic data with 14 channels of biomedical signals from the Sleep Heart Health Study (SHHS) Dataset. Subsequently, four data mining techniques including Decision Trees, Random Forests, Neural Network, and k-Nearest Neighbors were selected to compare the classification performances. The classification results in k-Nearest Neighbors achieved the greatest accuracy at 83.76%.
INTRODUCTION
Non-Communicable Diseases (NCDs) are chronic conditions or diseases that cannot be transmitted to others such as hypertension, hyperlipidemia, diabetes, cancers, heart disease, chronic respiratory diseases, etc. In recent years, people with NCDs are increasing dramatically. The causes of NCDs are primarily from various lifestyle and environmental factors including improper dietary intakes, uncommon sleep patterns, and unhealthy air conditions. According to World Health Organization (WHO), 48% of death worldwide in 2015, or 40 million over 56 million of global death, were categorized into NCDs and a large proportion of these deaths occurred before the age of 70. The magnitude of these diseases continues to rise, especially in low and middle income countries [1] .
Sleep quality reflects the state of body and mind, as poor sleep quality and insufficient sleep relate to increasing risks of NCDs. Sleep problems can be in various forms and severity levels [2] . In medical practice, sleep quality and problems can be analyzed by Polysomnography (PSG) or a sleep test. PSG is considered to be the gold standard for evaluating sleep stages and analyzing sleep quality.
PSG records at least 12 biological signal channels including Electrooculography (EOG), Electroencephalography (EEG), Electromyography (EMG), Electrocardiography (ECG), Airflow [3] . A sleep specialist interprets the collected PSG signals and analyzes individual sleep patterns and symptoms. The classification of sleep stages has been performed based on visual interpretations in every 30-second PSG epoch, according to the Rechtschaffen and Kales (R&K) sleep scoring recommendation. The R&K sleep scoring manual was developed to be a standard American Academy of Sleep Medicine (AASM). The sleep stages include wake (W), stage1 (S1), stage2 (S2), stage3 (S3), stage4 (S4), and Rapid Eye Movement (REM) [3] .
THEORY
The CRISP-DM is a cross-industry process for data mining. The CRISP-DM methodology provides a structured approach to planning a data mining project. It is a robust and well-proven methodology. It contains the phases of a project, their respective tasks, and the relationships between these tasks. At this description level, it is not possible to identify all relationships could exist between any data mining tasks depending on the goals, the background, and the interest of the user-and most importantly-on the data. The life cycle of a data mining project consists of six phases, the sequence of the phases is not rigid. Moving back and forth between different phases is always required. This initial phase focuses on understanding the project objectives and requirements from a business perspective, then converting this knowledge into a data mining problem definition and a preliminary plan designed to achieve the objectives. The data preparation phase covers all activities needed to construct the final dataset data that will be fed into the modeling tool(s) from the initial raw data. Data preparation tasks are likely to be performed multiple times and not in any prescribed order. Tasks include table, record, and attribute selection, as well as transformation and cleaning of data for modeling tools. In the modeling phase, various modeling techniques are selected and applied, and their parameters are calibrated to optimal values. Typically, there are several techniques for the same data mining problem type. Some techniques have specific requirements on the form of data. Therefore, going back to the data preparation phase is often necessary. At the evaluation phase in the project, you have built a model (or models) that appears to have high quality from a data analysis perspective. Before proceeding to final deployment of the model, it is important to thoroughly evaluate it and review the steps executed to create it, to be certain the model properly achieves the business objectives. A key objective is to determine if there is some important business issue that has not been sufficiently considered. At the end of this phase, a decision on the use of the data mining results should be reached. Creation of the model is generally not the end of the project. Even if the purpose of the model is to increase knowledge of the data, the knowledge gained will need to be organized and presented in a way that the customer can use it. It often involves applying "live" models within an organization's decision making processes for example, real-time personalization of Web pages or repeated scoring of marketing databases. Depending on the requirements, the deployment phase can be as simple as generating a report or as complex as implementing a repeatable data mining process across the enterprise. In many cases, it is the customer, not the data analyst, who carries out the deployment steps. However, even if the analyst will carry out the deployment effort, it is important for the customer to understand up front what actions need to be carried out in order to actually make use of the created models [4] . Human sleep has been described as a succession of six recurring stages (including awaking). Sleep stage transition is characterized by abrupt changes in frequencies and amplitudes of the EEG signal. The first four sleep stages are defined as a "Non-Rapid Eye Movement" (NREM) sleep and the fifth stage is defined as a "Rapid Eye Movement" (REM) sleep. The NREM and REM sleep alternate in 90-100 minute cycles. A normal sleep pattern begins at about 80-90 minutes of NREM sleep, followed by an REM period for about 10-20 minutes. This cycle repeats about 4-6 times during the sleep [5] .
The EEG signal is the most important signal in sleep stage classification but physicians more frequently make use of use other biological signals such as EMG, EOG and ECG in manual sleep stage classification. At the wakefulness state the EEG pattern alternates between two main wave forms as the beta wave that has fast activity of 13-26 Hz and low voltage of 10-30 µV, the alpha wave that has higher voltage of 20-40 µV and slower activity of 8-12 Hz. The NREM sleep occurs for 75-80% of total sleep time and it is characterized by low frequency and high voltage wave activity that correspond to increasing depths of sleep. According to the American Academy of Sleep Medicine (AASM) the NREM sleep can be divided into four separate stages (stage 1 to stage 4). The stage 1 can be defines as a gateway state between the awake state and sleep state, the duration is about 5-10 minutes, This stage is characterized by relative low EEG voltage and slow movements of eye rolling, the alpha waves (8-13 Hz) had seen in the awake state and are replaced by theta waves (4-7 Hz). The stage 2 takes approximately 45-55% of the total sleep, it is characterized by a lack of eye movement, sleep spindles and K-complexes (A sleep spindles is a burst of brain activity visible on EEG, it consists of 11-15 Hz waves that occur for 0.5-1.5 seconds. A K-complexes is a sudden, brief, high amplitude waveform of EEG. It consists of a brief high-voltage peak, and lasts for longer than 0.5 seconds). The stage 3 refers to a deep sleep and happens for 35-45 minutes after falling asleep, it is characterized by 20-40% of delta (slow) wave and high amplitude (>75 µV). Additionally, a K-complex and sleep spindle can appear at this stage. The stage 4 refers to a very deep sleep, it is very similar to stage 3 in some cases and it is characterized by delta waves. The REM sleep refers to dream occurs, therefore a burst of prominent rapid eye movement appears in EEG, a mixed frequency and low voltage with occasional bursts of saw-tooth waves [6] .
BACKGROUND
Data mining techniques can be categorized by purposes including association rule mining prediction, classification, clustering, and discovering new and useful patterns in particular problems. Problems usually comprise of large datasets with some degree of complexities. In classification problems, it is usually supervised learning techniques that classify data items into predefined class labels. Data mining projects are generally followed steps in the cross-industry standard process so called CRISP-DM. It consists of six major phases including Application Understanding, Data Understanding, Data Preparation, Modeling, Evaluation, and Deployment [4] .
In CRISP-DM modeling step, a single or multiple data mining techniques are selected. There are a number of well-known data mining techniques such as Decision Tree (DT), k-Nearest Neighbor (k-NN), Neural Network (NN), Random Forest (RF), etc. DT is one of the most commonly used in classification problems. A DT is created by recursively selecting the best attributes to split the data and expanding the leaf nodes of the tree until a predefined stopping criteria is met. The splitting process is based on a gain ratio calculation, which automatically give weights to each of the studied attributes. The k-Nearest Neighbors (k-NN) is a non-parametric method created by assigning weights to the contributions of the neighbors. Nearer neighbors contribute more to the average than more distant ones. The Neural Network (NN) is typically organized in layers, created by using a number of interconnected call nodes. An activation function is identified and interacts with one or more hidden layers where the actual processing is done via a system of weighted connections, which then link to an output layer with the answer. Random Forest (RF) is an ensemble learning method used in various classifications. It is constructed by multiple decision trees at the training time.
Over the years, a number of automatic sleep stage classification (ASSC) techniques have been presented. A novel audio-based method was proposed to estimate four sleep stages as wake, light sleep, deep sleep and Rapid Eye Movement (REM) from nocturnal audio signals. The method consisted of three steps, breathe/snore detection based on Adaptive Vertical Box (AV-Box), nonlinear feature and sleep pattern feature extraction, and sleep stage classification utilizing a decision tree classifier. A seven hours long nocturnal audio signals were recorded for one healthy male subject with PSG in a sleep laboratory at Nanjing University of Science and Technology. Performance evaluations of six types of decision tree classifiers was conducted using the kfold cross validation technique. The average prediction accuracy is 74.3% [7] . Another research work was observing a sleep stage classification from EEG. It investigated ASSC from EEG using complexity science methods that applied fuzzy entropy and permutation entropy as kernels of multi-scale entropy analysis. A combination of signals from three sources including a current epoch, the preceding of the current epoch, and the following of the current epoch were selected for analysis. Combining the entropy and spectral edge frequency features extracted from one EEG channel, a multi-class support vector machine (SVM) was able to classify 93.8% of the 5 sleep stages for 8 subjects in the Sleep EDF database. The sensitivity of S1 stage was 49.1% [8] . However, these research works were limited by a small number of studied subjects. A further expansion of studied subjects will ideally conclude the work. Another research of sleep stages classification using
Performance of the proposed method is studied using three publicly available databases, the Sleep-EDF, Sleep-EDFX and ISRUC-Sleep databases consisting of 8, 20 and 10 subjects respectively. The proposed method outperforms the state-of-the-art EOG based techniques in accuracy. In addition, its performance is shown to be on par or better than those of various single channel EEG based methods. An important limitation of existing sleep detection methods is the low accuracy of the S1 sleep stage classification for which the proposed method using the RUSBoost classifier gives a superior accuracy as compared to those of EOG and EEG based techniques. SVM and RF have overall higher accuracy, RUSBoost performs consistently better to classify S1 sleep stage with satisfactory accuracy while giving comparable overall accuracy value. It suggests that the classification accuracy of most prior sleep stage classification methods is heavily influenced by the imbalance of the dataset. About 53.04% and 68% of the data of Sleep-EDF and Sleep-EDFX belong to the Awake (W) class. This is important since, for example for 6-class classification, a significant high accuracy is achieved for the Awake class where the accuracy of the S1 class is relatively low. Thus, the overall accuracy is basically determined by the accuracy of the Awake class. In our experiment, we have used the ISRUC-Sleep database which is more balanced Notice that with a relatively balanced database, SVM and RF still performs poorly to classify the S1 sleep stage. However, RUSBoost consistently produces a satisfactory performance [9] .
In this work, we use multi biological signal for 14 channel such as EOG, EEG, EMG, ECG, PR etc. it decomposed into time-frequency domain components using various statistical features are then extracted from the decomposed signals such as maximum, minimum, standard division, average and kurtosis. Finally, classification of the features is carried out using three widely known machine learning algorithms as Random forest (RF), Support Vector Machine (SVM). We used publicly available dataset were Sleep Heart Health Study (SHHS) consisting of 2,535 patients respectively are used to study the accuracy of detection of individual sleep stages as well as 6 class sleep stage classification accuracy.
MATERIAL AND METHOD

A. Dataset
A PSG recording dataset, named the Sleep Heart Health Study (SHHS) Dataset, was used in this study. It was collected using a multi-center cohort study of the National Heart Lung & Blood Institute to determine the cardiovascular and other consequences of sleep disorders. Sleep-related breathing data associated with increased risks of coronary heart disease, stroke, all-cause mortality, and hypertension were collected. Data were obtained from 2,535 of the participants aged 40 years and older were enrolled between January 2001-June 2003 [5] . All recordings included 14 channels of biomedical signals are shown in Table I . Fig. 1 and The data from xml contain hypnogram data of sleep stages in total sleep time that shown in Fig. 2 . After extracting data from the dataset as shown in Fig. 3 , we selected representative features including maximum, minimum, average, kurtosis, and standard deviation from the extracted signals in different epochs. The followings were the selected feature used in this study. 
B. Data Preprocessing
In addition, due to the vast different between the selected features, the statistical normalization was performed to compromise the difference and measure between 0 and 1. After the normalization, it was combined hypnogram data with each epoch from xml annotation file. And it was converted to a CSV file by each epoch as a record until the end of the epoch for each subject.
C. Classification Model and Model Evaluation
In a machine learning workflow, after feature extraction and feature reduction, different classification algorithms are employed to classify the data. In this paper, we have considered four widely used algorithms for this study including Decision Trees (DT), Random Forest (RF), K-Nearest Neighbors (k-NN), and Neural Network (NN). A thorough comparison of these classification models was performed. Technically, the sci-kit-learn library package was employed in Python programming language for the implementation. The model evaluation required a preparation of a training set and testing set by using random sample selection. The k-fold cross-validation that splits our data into different k-subsets (or folds). We used k-1 subsets to train our data and leave the last subset (or the last fold) as a test set. Subsequently, we tested it against the test set. Testing results were done with subject dependent, as shown in Fig. 5 [8] .
For the performance evaluation, measurements have been selected each of the techniques according to the sleep stages. The measurements include Accuracy, Precision, Recall, Specificity and F-Measure. The accuracy is a simple ratio of correctly predicted observation to the total observations. Precision shows the ratio of correctly predicted positive observations to the total predicted positive observations. On the other hand, Recall represents the ratio of correctly predicted positive observations to all observations in an actual class. The specificity represents the proportion of actual positive case which are correctly identified. Finally, the F-Measure represents the weighted average of Precision and Recall, which is one of the standard comparative measurements. These selected measurements can be calculated from incremental counts of True Positive (TP), True Negative (TN), False Positive (FP) and False Negative (FN) in confusion matrices.
D. Method
In this study, we had EDF and XML from SHHS for 2,535 files. Then used python to extract biological signal data from files by separate signal to epoch 10, 15, 30 seconds of each channel and used statistical for extract features from 14 channel biomedical signals including maximum, minimum, average, kurtosis, and standard deviation according in data preprocessing section. After data preprocessing, we had convert the processed data to csv file. Then split the data as 2 sets are training set for train the data with classification model (DT, RF, KNN, NN) and testing set for evaluation the data after train with classification model. In training set, we use k-fold cross-validation to estimate the classification model on unseen data by selected 10-fold. After train with k-fold we will evaluation of training set and compare evaluation of testing set. In Fig. 2 shown the overall investigation design of this study. This section, the experimental results and the significance of our findings are presented. 
