Abstract. Let T be an ergodic measure-preserving transformation on a nonatomic probability space (X, Σ, µ). We prove uniform extensions of the WienerWintner theorem in two settings:
Introduction
Let T be an ergodic invertible measure-preserving transformation on a nonatomic probability space (X, Σ, µ), and denote by T its Koopman operator given by (T f )(x) := f (T x). The study of pointwise convergence of averages formed from the iterates {T n } began in 1931 with the classical pointwise ergodic theorem of Birkhoff [3] :
   converge µ-a.e. to the space mean X f dµ.
This result was extended to more general polynomial averages in the late eighties by Bourgain, who proved the following celebrated theorem [8] : Theorem 1.2. Let P be a polynomial with integer coefficients. For any f ∈ L p (X), p > 1, the averages
   converge µ-a.e.. Prior to Bourgain's polynomial ergodic theorem, another generalization of Birkhoff's theorem was announced by Wiener and Wintner [35] , see Assani [1] for more information and various proofs (here and throughout the paper, e(t) := e 2πit denotes the exponential): Remark 1.4. Bourgain [9] observed that for f orthogonal to eigenfunctions (i.e., to the Kronecker factor) of T the above averages converge uniformly in θ to zero. In addition, if (X, T ) is uniquely ergodic and f is continuous, then convergence is uniform in x ∈ X too, see Assani [1] .
This result was in turn generalized to polynomial weights by Lesigne in [27] :
Theorem 1.5 (Wiener-Wintner theorem for polynomial weights). For every f ∈ L 1 (X) there exists a subset X ′ ⊂ X of full measure so that the weighted averages    1 N n≤N e(P (n))T n f (x)    converge for all x ∈ X ′ and all real polynomials P ∈ R [·] .
Although this list is by no means comprehensive, we remark that Lesigne's result has been further generalized and "uniformized" by Frantzikinakis [13] , Host, Kra [18] , and Eisner, Zorin-Kranich [11] . We also mention here that the corresponding characteristic factor for Lesigne's averages, the Abramov factor, is induced by generalized eigenfunctions of T and is larger than the Kronecker factor; in particular, the limit of Lesigne's averages can be non-zero for functions which are orthogonal to the Kronecker factor.
There are two main aims of this paper. We first extend Lesigne's result to weights coming from Hardy field functions (see §2 below for the precise definition and references). As the weights come from Hardy field functions which are "far" from polynomials (defined below) the corresponding weighted ergodic averages always converge to zero -unlike in the case of polynomial weights. More precisely, our main result in this direction can be stated as follows. Remark 1.7. The requirement of invertibility is not used (or needed) in the proof of this theorem.
Our second aim is to study weighted averages with polynomial powers, i.e., a combination of the Wiener-Wintner and Bourgain averages. Specifically, we consider pointwise convergence of weighted averages of the form
where θ ∈ [0, 1] and P is a polynomial with integer coefficients. We state our main result in this direction in the case of the squares.
Theorem 1.8. Let 0 < c < 1 and E = E c ⊂ [0, 1] be a set of c-badly approximable numbers with upper Minkowski dimension strictly less than 1/16. Then for every f ∈ L 2 (X) there exists a subset X ′ ⊂ X of full measure so that
We recall that a number, θ, is said to be c-badly approximable if for all p q reduced fractions, we have the lower bound
(Note that by Dirichlet's principle we automatically have 0 < c < 1.) A natural follow-up question concerns the behavior of the twisted square means in the case where θ is not badly-approximable. We provide a new (see the remark below), elementary proof of the following Theorem 1.9. Let P be as above, and θ ∈ [0, 1] be arbitrary. For any f ∈ L p (X), p > 1, there exists a subset X ′ ⊂ X of full measure so that the averages
Remark 1.10. By Bourgain's L p -maximal inequality for polynomial ergodic averages [8, §7] , the set of functions for which convergence holds is closed in L p , for each p > 1. Since Bourgain's [7, Theorem 6] establishes the theorem for L 2 -functions, this result is already known (this argument was also recently recovered as a corollary of Mirek and Trojan [28] ). However, Bourgain's (and Mirek and Trojan's) argument is based off a study of Z 2 -actions, and transference to R 2 ; the novelty of our approach is that we conduct our analysis entirely in the one-dimensional setting.
The paper is organized as follows: In §2 we recall relevant definitions of Hardy field functions and develop the machinery to prove Theorem 1.6; In §3 we prove a quantitative estimate on Weyl sums, which we then combine with a metric-entropy argument to prove Theorem 1.8; and In §4 we prove Theorem 1.9.
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Notation.
We let e(t) := e 2πit denote the exponential. We will make use of the modified Vinogradov notation. We use X Y , or Y X to denote the estimate X ≤ CY for an absolute constant C. If we need C to depend on a parameter, we shall indicate this by subscripts, thus for instance X p Y denotes the estimate X ≤ C p Y for some C p depending on p. We use X ≈ Y as shorthand for Y X Y . We also make use of big-O notation: we let O(Y ) denote a quantity that is Y , and similarly O p (Y ) a quantity that is p Y . Finally, we let O(Y ) denote a quantity which is ≤ Y .
Wiener-Winter Convergence and Hardy Fields
In this section we prove our (uniform) Wiener-Wintner type Theorem 1.6 for weights which come from a Hardy field sequence. We begin with a few preliminary definitions and tools. Definition 2.1. We call a set A of uniformly bounded complex sequences a set of (uniform) Wiener-Wintner weights if for every ergodic measure-preserving system (X, µ, T ) and every f ∈ L 1 (X, µ) there is X ′ ⊂ X with µ(X ′ ) = 1 such that the averages
converge (uniformly) for every x ∈ X ′ and every {a n } ∈ A.
Recall further that for an ergodic measure-preserving system (X, µ, T ), a point x ∈ X is called generic for a function f ∈ L 1 (X, µ) if it satisfies the assertion of Birkhoff's ergodic theorem, i.e.,
In order to be able to restrict ourselves to a dense subclass of functions we will need the following approximation lemma. Lemma 2.2 (A Wiener-Wintner type Banach Principle). Let A be a set of uniformly bounded sequences {a n } ⊂ C. Then for every ergodic measure-preserving system (X, µ, T ), the set of functions f ∈ L 1 (X, µ) so that for almost every x ∈ X, the averages (1) converge for every {a n } ∈ A is closed in L 1 -norm. The same holds for uniform convergence in {a n }.
Proof. Denote C := sup{ {a n } ∞ , {a n } ∈ A} and take (X, µ, T ) an ergodic measure-preserving system and f ∈ L 1 (X, µ). Observe first that
. Assume now that there is a sequence of functions
so that for every g j there is a set X ′ j ⊂ X with full measure such that for every x ∈ X ′ j , the averages 1 N n≤N a n T n g j converge for every x ∈ X ′ j (uniformly) for every {a n } ∈ A. Define
we then have µ(X ′ ) = 1. Now, for every x ∈ X ′ and j ∈ N we use the triangle and the genericity assumption to majorize
Letting j → ∞ finishes the proof.
Remark 2.3. By an inspection of the above argument and the fact that Birkhoff 's averages converge uniformly in x for uniquely ergodic systems and continuous functions, one has the following variation of Lemma 2.2. Let A be a set of uniformly bouded sequences {a n } ⊂ C and let (X, µ, T ) be uniquely ergodic. Then the set of all continuous functions for which the averages (1) converge uniformly in x ∈ X and {a n } ∈ A is closed in the L 1 -norm.
We will also need the following classical inequality, see e.g. Montgomery [29] .
Lemma 2.4 (Van der Corput's inequality). Let N ∈ N and u 1 , . . . , u N ⊂ C be with |u n | ≤ 1 for every n = 1, . . . , N . Then for every H ∈ {1, . . . , N } the following inequality holds.
We now introduce Hardy fields and some of their properties. We refer the reader to Boshernitzan [4] , Boshernitzan, Wierdl [6] , Boshernitzan, Kolesnik, Quas, Wierdl [5] , Frantzikinakis, Wierdl [17] and Frantzikinakis [14, 15] for further discussion of Hardy field functions and their applications to ergodic theory.
We call two real valued functions of one real variable that are continuous for large values of x ∈ R equivalent if they coincide for large x ∈ R. Here and later, we say that a property holds for large x if it holds for every x in an interval of the form [x 0 , ∞). The equivalence classes under this relation are called germs. The set of all germs we denote by B which is a ring. One can show that every maximal Hardy field contains the class L of logarithmicoexponential functions of Hardy, i.e., the class of functions which can be obtained by finitely many combinations of real constants, the variable x, log, exp, summation and multiplication. Thus, for example, it contains functions the form x α , α ∈ R. Another property of Hardy fields is that each Hardy field is totally ordered with respect to the order < ∞ defined by
Since the class L belongs to every maximal Hardy field, we conclude that every element of U is comparable to every logarithmico-exponential function. In particular, we can define the type of a function p ∈ U to be t(p) := inf{α ∈ R : p(x) < x α for large x}.
We say that p is subpolynomial if t(p) < ∞, i.e., if p is dominated by some polynomial. In particular, for subpolynomial p with finite type there is α ∈ R such that for every ε there is an x 0 so that
In the following we will work with subpolynomial elements of U with positive non-integer type, such as for example p(x) = 5x π + x log x. More precisely, we will work with following classes. Definition 2.6. For δ ∈ (0, 1/2), M ≥ 1 and m ∈ N 0 denote by M δ,M,m the set of all p ∈ U so that there exist α ∈ [δ, 1 − δ], k ≤ m and ε < min{(α − δ)/3, 1 − α − δ} with We begin our study of the classes M δ,M,m in the case where m = 0; this special case will anchor the inductive proof of our Theorem 1.6.
Proof. Analogously to Kuipers, Niederreiter [26, Example 2.4] we use Euler's summation formula
converging to 0 uniformly in p. We also clearly have
To estimate the first summand on the right hand side of (3) observe
and therefore I converges to 0 uniformly in p. Moreover,
The assertion follows.
Remark 2.9. As pointed out to us by Boshernitzan and follows from [4] , for p ∈ U, there are three different types of behaviour of 1 N n≤N e(p(n)).
1)
Assume that there is a rational polynomial q such that p − q is bounded (or equivalently, has a finite limit) at ∞. Then one has
which exists but does not necessarily equal 0. 2) Assume that there is a rational polynomial q so that (p − q)(x)/ log x is bounded (or, equivalently, has finite limit) at ∞, but p − q is unbounded. In this case the limit does not exist. Hence e(p(n)) is not a good weight even for the mean ergodic theorem. In particular this is the case for p with negative type. 3) For all other p one has lim N →∞ 1 N n≤N e(p(n)) = 0. We now allow functions to have any positive non-integer type (i.e. we allow any m ≥ 0), and prove our Theorem 1.6, restated below:
converges to 0 for every x ∈ X ′ . Moreover, if (X, µ, T ) is uniquely ergodic and f ∈ C(X), then one has
In particular, the weights {e(p(n)} are uniform Wiener-Wintner weights for p ∈ M δ,M,m and Wiener-Wintner weights for p ∈ U being a subpolynomial with positive non-integer type.
Proof. We will argue by induction on m and first discuss the case m = 0. Take p ∈ M δ,M,0 , i.e., assume that (2) holds for some
Let (X, µ, T ) be an ergodic measure-preserving system. Recall the von Neumann decomposition
For constant f , the averages (4) converge uniformly to 0 by Lemma 2.8. By (5) and Lemma 2.2, it remains to show the assertion for functions of the form
∞ (X, µ) with f ∞ ≤ 1 and observe by the telescopic sum argument
Take x with |T n f (x)| ≤ 1 for every n ∈ N. Then in the above, the first term is bounded by 2/N and the second by (6) 1
By the mean value theorem and the assumption on p one has
and therefore (6) is bounded by
The uniform convergence to 0 follows. The last assertion of the theorem follows analogously again using the fact that for a uniquely ergodic system (X, µ, T ) and f ∈ C(X), Birkhoff's ergodic averages converge uniformly in x and Remark 2.3.
After having established the case m = 0, assume that the theorem holds for m ∈ {1, . . . , k − 1} and we will show the assertion for m = k. Assume that p satisfies (2) for m = k. By Lemma 2.2 we can assume without loss of generality that f ∞ ≤ 1 and take x with |T n f (x)| ≤ 1 for every n ∈ N. We are going to use the van der Corput trick from Lemma 2.4 for
By Taylor's formula and the assumption on p we have
and observe that q h ∈ M δ,M,k−1 for someM depending on δ, M and h. Thus we have
By Lemma 2.4, we thus have, for some constant C M,k depending only on M an k, and arbitrary H, N ∈ N with
Now take x for which additionally the assertion of the theorem is satisfied for functions T n f · f for every n ∈ N as well as δ, m = k − 1 andM . Such x form a full measure set by the induction hypothesis and we conclude that for every H ∈ N lim sup
.
Letting H → ∞ finishes the argument.
Wiener-Wintner Convergence of Twisted Square Means
In this section we present a Wiener-Wintner type result for weighted polynomial averages for a subclass of badly approximable numbers θ.
It is well-known that the set of badly approximable numbers (i.e., numbers which are badly approximable for some c > 0) build a perfect compact subset of [0, 1] with zero Lebesgue measure and Hausdorff dimension 1, see Hutchinson [20] . Moreover, θ is badly approximable if and only if its coefficients in the continued fraction expansion are bounded. We recall that the sequence {a j } ∈ N is called the continued fraction expansion of θ ∈ (0, 1) if
holds. There is the following relation between the constant c and the bound of the continued fraction expansion coefficients M := sup{a j , j ∈ N}: Lemma 3.1 (Weyl). Let P be a polynomial of degree d with leading coefficient α, and let p, q be relatively coprime with |α − p/q| < 1/q 2 . Then for every ε > 0 and
We have the following quantitative estimation of Weyl's sums for square polynomials with non-leading coefficient being c-badly approximable, see [16, Lemma A.5] for the case of the golden ratio. The proof is a quantification of the argument in [16] . 
Since c < 1, the assertion is proved for such q.
Thus we may assume from now on that q < N 1/16 . Again the Dirichlet principle applied to qθ implies the existence of t, u relatively prime with u ≤ N 1/2 such that
By the assumption on θ we have on the other hand Take M ∈ N with N 1−1/16 ≤ M ≤ N . We now show that the sums
where α is replaced by its rational approximation p/q, satisfy
e((qk + j)θ) .
By Weyl's Lemma 3.1 using |qθ − t/u| ≤ 1/(N 1/2 u) ≤ 1/u 2 , the sum inside satisfies for every ε > 0
This together with (8) proves (7).
We finally estimate the desired exponential sums using the "rational" sums S(M ) and summation by parts. Observe 
Since the discrete derivative of e(n 2 γ) satisfies
summation by parts and (7) implies Recall that the upper Minkowski (or box) dimension of a set E ⊂ R is given by
where N (ε) is the minimal number of intervals with length ε needed to cover E. The upper Minkowski dimension of a set is always bigger than or equal to its Hausdorff dimension. It is well-known that one can replace N (ε) in the above definition by the so-called ε-metric entropy number, i.e., the cardinality of the largest ε-net in E, where an ε-net is a set with distances between any two different elements being larger than or equal to ε. See Tao [32, Section 1.15] for basic properties of the (upper) Minkowski dimension. We are ready for our uniform Wiener-Wintner type result for subsets of c-badly approximable numbers with small Minkowski dimension. We restate our result below for the reader's convenience: For every f ∈ L 2 (X) there exists a subset X f ⊂ X of full measure so that the averages
Proof. We first prove the result for f being a simple function, i.e., a finite linear combination of characteristic functions of measurable sets. By the boundedness of f and Rosenblatt, Wierdl [30, Lemma 1.5], it is enough to prove that for any lacunary constant ρ > 1
holds for almost every x ∈ X. Note that for a fixed N , the function defined by
is again a simple function and hence measurable. By the Borel-Cantelli lemma, it is enough to show that
this will be accomplished by showing that, provided dim box (E) < 1/16, we have
Assume without loss of generality that f ∞ ≤ 1. Note first that for a fixed θ ∈ E, the spectral theorem implies
for the corresponding spectral measure µ f on [0, 1]. Thus by Proposition 3.2 we have
To show (9), suppose γ < 1 is such that dim box (E) = γ/16 < 1/16, and choose β > 1 but so near to it that γβ =: κ < 1. Now, let ∆ N be a maximal 1 10N β -net in E, i.e., a set of maximal cardinality of points in E with distance between any two distinct points being larger than 1 10N β . Since dim box (E) = γ/16, we remark that for all N sufficiently large
Now, take x ∈ X such that |T n 2 f (x)| ≤ f ∞ ≤ 1 holds for every n ∈ N; note that the set of such x has full µ-measure. The polynomial p N defined by
satisfies |p N (θ)| ≤ 1 and by inspection (or Bernstein's polynomial inequality [2] ) p ′ N ∞ ≤ 2πN. Take now θ ∈ E and denote by τ the nearest element to θ from ∆ N . By the maximality of ∆ N we have
By the mean-value theorem we may therefore estimate
replacing the l ∞ -norm with the larger l 2 -norm.
We may consequently estimate using (10) and (11)
Choosing ε < 1−κ 32 finishes the proof of (9). This concludes the argument in the case where f is a simple function. To extend the result to all of L 2 (X), we observe that the maximal function satisfies
where the maximal function for squares on the right hand side is L 2 -bounded by the celebrated result of Bourgain [7] .
Take now f ∈ L 2 (X) is arbitrary, and g a simple function. For any ǫ > 0, we have the containment
by the previous considerations for simple functions. We thus have by Bourgain's maximal inequality the upper estimate
Since the last quantity can be made as small as we wish (independent of ǫ) the result follows. 
Pointwise Convergence of the Twisted Polynomial Means
In this section we consider the behavior of the twisted means corresponding to more general polynomial shifts. We also relax our badly approximable hypothesis and now allow θ to be arbitrary. Although establishing a Wiener-Wintner type theorem for arbitrary θ seems very difficult under these general assumptions, we are able to establish pointwise convergence for such means. Specifically, we prove the following Theorem 4.1. For any measure-preserving system, (X, µ, τ ), any θ ∈ [0, 1], and any polynomial P (n) with integer coefficients, the twisted means
4.1. Strategy. Our strategy is as follows: As previously remarked, using the majorization
we see that the set of functions in L p , p > 1 for which µ-a.e. convergence holds is closed, since Bourgain's square polynomial maximal function M P is bounded on L p [8] .
Consequently, in proving convergence we may work exclusively with bounded f ∈ L ∞ . For such functions, it suffices to prove that for any ρ > 1, the means r-variation, r < ∞, is enough to imply pointwise convergence, there are collections of functions which converge, but which have unbounded r variation for any r < ∞. (e.g. {(−1) i 1 log i+1 }) To prove that the V r (M θ t f ) < ∞ converges almost everywhere, we will show that they are bounded operators on L 2 (X). In particular, we will prove the following Proposition 4.3. There exists an absolute C r,ρ,θ,P so that
By the transference principle of Calderón [10] , this result will follow from the analogous one on the integer lattice: Proposition 4.4. Suppose r > 2. Then there exists an absolute constant C r,ρ,θ,P so that for any f ∈ l 2 (Z),
is the discrete convolution operator.
Remark 4.5. For notational ease, we have chosen to work with the above convolution kernels; by replacing θ and P with −θ, −P , we prove an analogous result forK
which may be transferred appropriately.
It is this proposition to which we now turn.
4.2.
Preliminaries. Fix throughout 0 < δ ≪ 1. Let ρ > 1 be a temporarily fixed lacunarity constant, and set
we will enumerate such elements using capital N, M, K, etc. This is an L 2 problem, so we will use the Fourier transform. Our strategy will be to replace the twisted multipliers
with increasingly tractable families of multipliers which remain L 2 -close.
1
The arithmetic properties of θ figure centrally in this approximation, so to organize our approach we introduce N -θ rational approximates; their significance is that the so-called N -major boxes for K N (α) (introduced below) only appear "arithmetically near" such approximates. 
Some remarks are in order: For many N there need not exist N -θ rational approximates, but -for sufficiently large N -such N -θ approximates are unique if they exist: if x/y, p/q were distinct N -θ approximates, we would have
for the desired contradiction. Many N may share the same N -θ rational approximate; for example, if θ is very close to 0, then 0/1 will serve as an N -θ approximate many times over.
To make matters clearer, we enumerate the distinct N -θ rational approximates { xN j yN j : j} according to the size of pertaining N j . Note that if θ is rational, or more generally badly approximable, there are only finitely many distinct N -θ rational approximates.
Moreover, distinct N -θ approximates are necessarily sparsely spaced. Suppose N < N j ; then arguing as above we see
and thus N 1−2δ
we define the N -major box
By Bourgain's [8, Lemma 5.6], we know that if (α d , . . . , α 1 ) does not lie in some major box, there exists some (small) κ > 0 so that
In our present context, this means that
is O(N −κ ) unless there exist some tuple
The first point means that there exists some 0
which in turn forces
and thus, for 2
for N sufficiently large. Since the left side of the foregoing has a priori denominator ≤ m d N δ , while the right side has denominator ≤ N δ , we in fact must have
Turning to the i = 1 term: we have on the one hand
while on the other hand
This forces (for N sufficiently large)
Since the left hand side of the above expression has denominator of size ≤ m d N δ , it must be ≡ x N /y N mod 1, i.e. we must have
This forces
The upshot is that, beginning with the assumption that
for some major box, with
we have deduced the relationship
Remark 4.6. If θ is badly approximable, so there are only finitely many N -major boxes, then for all N large we see that the twisted polynomial means are O(N −κ ). By arguing as in the previous section, uniform Wiener-Wintner theorems can be proven for the twisted polynomial means for badly approximable θ which live in sets of upper Minkowski dimension < 2κ. We will not focus on attaining the best possible numerical constant κ in our present context.
In fact, a little more is true:
using the above determined structure, i.e. α ≡
We're now ready for a working characterization of our major boxes. For a/b ∈ Q ∩ [0, 1] in reduced form, define by equivalence mod 1
(these sets are possibly empty) and set
If we define
then we have shown that the union of the major boxes Proof. Seeking a contradiction, suppose there existed some N k < N l so that
This means we may find some a/b ∈ A j N so that
which forces y N l = y M m d 2 t , which means we have
But this contradicts the sparsity condition, N
1−2δ
P y N l , and completes the proof.
4.5. The Multiplier on Major Arcs. We now proceed to describe the shape of the twisted multiplier
we remark that Define further the oscillatory (twisted) "pseudo-projection"
and observe that
by the mean-value theorem, while
by van der Corput's estimate on oscillatory integrals [31, §8] .
We have the following approximation lemma: 
then in light of the previous lemma we have
and thus
. By Parseval's inequality, the square sum has l 2 norm ρ 1, so we need only l 2 -bound
The following transference lemma, essentially due to Bourgain [8, Lemma 4 .4] will allow us to view our operators as acting on the real line R: Lemma 4.9. Suppose r > 2, and {m N } are uniformly bounded multipliers on
as well. 
We define, again via the Fourier transform, the more tractable approximate operators
The claim is that
assuming this result, a square function argument as above will reduce the problem to bounding
Viewing α as fixed, we expand the foregoing as
, by our twisted "pseudo-projective" estimates. We majorize the previous sum:
Nj for any ν < 1/d, which converges by our sparsity condition on the {y Nj }. The claim is proved. We now majorize
The second sum is majorized
; we use Parseval to estimate
where we used the trivial bound |ω Nj | ≤ 1. We now estimate the L 2 norm of 
Using a square function argument and Bourgain's [8, Lemma 3.28], we have that
Nj f L 2 . Since this is square-summable in j, the result is proved. |R N,t − T N,t | 2 (α).
To do so, we fix α, set
where In this case we may estimate the above maximum by By arguing as above, we have that
By [25, Lemma 3.7] , we may further estimate V r (B N,t * g t : N m(t) ≤ N < N l(t)+1 )
Since this is summable in t, the proof is complete.
