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Preface
It seems to be a law of nature that when you are really having fun, then time is up. This
always happened to me in kindergarten when my mother picked me up at the time of the
best play, and it still happens today when I have to finish my PhD thesis and end this
project.
It has been three years of joy and frustration, excitement and anger working with
ultrasound. There have been times when all my scripts crashed, and the scanner seemed
to have its own will and just ignored me. But ultrasound has also been an exciting topic to
work with and it has always been a great pleasure to work in a field where new diagnostic
tools were invented. Tools which potentially could make a big difference to other people.
Jesper Udesen
Kgs. Lyngby.
December 2005
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Abstract
In this PhD thesis a method for 2-D blood velocity estimation called the transverse oscil-
lation method (TO) is investigated.
The thesis is divided into two parts. In the first part the basic principles in conventional
1-D flow estimation are described, and the state of the art for 2-D velocity estimation
is discussed. The TO method is introduced, and the basic theory behind the method is
explained. This includes the creation of the acoustic fields, beamforming, echo-canceling
and the velocity estimator.
In the second part of the thesis the eight papers produced during this PhD project are
presented. Here the TO method is tested both in simulations using the Field II program
and in flow phantom experiments using the RASMUS scanner. Both simulations and flow
phantom experiments indicate that the TO method can estimate the 2-D vector velocity
with an acceptable low bias and standard deviation when the angle between the blood and
the ultrasound beam is above 50◦. Furthermore, the TO method is tested in-vivo where
the scannings are performed by skilled sonographers. The in-vivo scannings resulted in a
sequence of 2-D vector CFM images which showed 2-D flow patterns in the bifurcation
of the carotid artery.
Dansk resume´
Denne afhandling er en undersøgelse af en metode kaldet the transverse oscillation
method (TO) til bestemmelse af blodets 2-D hastighed ved hjælp af ultralyd. Afhan-
dlingen er inddelt i to dele. I den første del introduceres de grundlæggende principper i
konventionel 1-D blodhastighedsestimering ved hjælp af ultralyd. Dernæst introduceres
nye teknikker til 2-D estimering af blodets hastighed, og TO metoden præsenteres. I den
anden del af afhandlingen præsenteres de otte artikler, som er skrevet under dette PhD
projekt. I fem af artiklerne undersøges TO metoden ved hjælp af simuleringer med Field
II og ved hjælp af den eksperimentelle ultralydsskanner RASMUS. Ba˚de simuleringer
og eksperimenter indikerer, at TO metoden kan estimere hastigheden med en lav bias
og standardafvigelse, na˚r vinklen mellem blodflowet og ultralydsstra˚len er større end ca.
50◦. Endeligt er TO metoden testet in-vivo, hvor skanningerne er foretaget af erfarne
sonografer. In vivo skanningerne resulterede i en sekvens af 2-D vektor CFM billeder,
som viste flowmønstre i bifurkationen af carotis.
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CHAPTER
ONE
Introduction
Diagnostic ultrasound imaging has become one of the most successful methods to display
the interior of the human body. Without any risk for the patient, images of tissue structures
and blood flow within the body can be shown real-time on a (relatively) small portable
scanner, which furthermore is significantly less expensive than other image modalities like
MRI and CT. Due to this combination of low-cost, portability, and real-time performance,
the ultrasound scanner has become one of the leading diagnostic tools for cardiovascular
diseases.
Even though diagnostic ultrasound used for blood flow estimation has proven to be a
highly successful tool, there are still challenges to face. One of the basic problems is the
fact that the estimated blood velocity is not the full 3-D vector velocity of the blood, but
only the vector velocity projected onto the ultrasound beam. This is illustrated in Fig. 1.1
which shows the blood flow in the jugular vein that leads the blood from the brain back
to the heart. Even though the volume flow in the vein is constant throughout the image,
different colors appear along the vessel, and at the center of the image the scanner fails
to detect any blood flow at all. One might argue that this problem only has relevance for
the engineer looking for esoteric challenges and not for the medical doctor who is skilled
in working with ultrasound scanners. This might also be the case for many applications
where it is possible to angle the transducer or the ultrasound beam. However, if a blood
vessel, where different flow directions are present, is to be scanned, even a skilled medical
doctor will not be able to gain the full information of the blood flow - information which
potentially could be important for a correct diagnosis of the patient.
As an example of such a blood vessel the bifurcation of the carotid artery at the time of
the peak systole is shown in Fig. 1.2. To the left the conventional CFM image is depicted.
It is easy too see that different flow directions are present within the bifurcation, and the
result is a confusing image, where the true flow is hidden. To the right in Fig. 1.3 a 2-D
vector velocity image obtained with the method to be discussed in this thesis is shown.
A big vortex is now seen in the internal carotid artery and information concerning the
direction of the flow can now be acquired.
One might ask why 2-D estimation methods are not implemented in all commercial scan-
ners when the improvement compared to 1-D techniques are so significant as illustrated in
Fig. 1.2 and 1.3. The answer is mainly that the 2-D methods introduce complicated signal
processing compared to 1-D techniques. They are therefore more expensive in terms of
computational power, electronics and thus money. However, this problem is not signifi-
cant for all the 2-D methods and especially one of the 2-D methods is nearly as fast and
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Figure 1.1: Conventional CFM image of the flow in the jugular vein of the author.
The image was acquired with a B-K medical 2102 scanner and a linear array BK-8804
transducer. The change in color and intensities in the blood vessel illustrates one of the
fundamental problems with conventional flow estimation techniques.
simple as a conventional 1-D method.
During the last 9 years a 2-D blood estimation technique titled the transverse oscillation
(TO) method has been developed at the Center for fast Ultrasound (CFU) at the Technical
University of Denmark. Two journal papers [1, 2] have been published and one master
project [3] and one PhD project [4] have successfully been completed, all with the purpose
of investigating the TO method. The conclusion of the previous investigations was that the
TO method has the potential to be implemented in an ultrasound scanner, since the method
is both fast and reliable. The problem, so far, has been the lack of a suitable scanner at
CFU for the implementation of the TO method. This has changed due to the development
of the experimental RASMUS scanner [5] which was completed in 2001.
1.1 The purpose of the PhD project
The main objective of the project behind this thesis has been to investigate, optimize and
implement the TO method into the RASMUS scanner for both flow-phantom measure-
ments and clinical scannings. This has been done in three steps:
• The ultrasound simulation tool Field II [6, 7] has been used to investigate and op-
timize the TO method in a simulated environment, where different simple blood
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Figure 1.2: The bifurcation in the
carotid artery obtained with a conven-
tional CFM technique
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Figure 1.3: Same as Fig. 1.2 but ob-
tained with the 2-D vector estimation
method to be discussed in this thesis.
vessel geometries were simulated.
• The TO method has been tested and optimized in flow phantom experiments using
the experimental RASMUS scanner.
• A clinical investigation has been performed using the RASMUS scanner, whith all
scannings performed by experienced medical doctors.
It has been the intention that if these three goals could be successfully met, the TO method
should be implemented into a commercial ultrasound scanner from the company B-K
Medical - a work which has turned into a master project.
1.2 Structure of the thesis
During this PhD project a number of journal and conference papers have been written to
document the research done throughout the project, and the core of this thesis consists of
these papers. The thesis should therefore not be seen as a comprehensive book introducing
all that is relevant to know about ultrasound used for blood velocity estimation. It is
merely a document written to introduce the papers.
To achieve a readable form of the thesis, it is divided in two major parts. The first part
(chapter 2,3,4) contains an introduction to the papers and the last part (chapter 5) contains
the papers themselves. The structure of the thesis is thus:
Chapter 2 gives a short introduction to conventional ultrasound imaging used for blood
velocity estimation. The state of the art of 2-D velocity methods is also presented in this
9
chapter.
Chapter 3 introduces the TO method. This is the introduction to the two journal papers
and three conference papers. Furthermore the future perspectives for work with the TO
method is discussed.
Chapter 4 introduces the additional two conference papers and one working paper which
are not related to the TO method.
Chapter 5 contains the papers:
Udesen, J. , Jensen, J. A. , Investigation of Transverse Oscillation Method, IEEE Trans-
actions on Ultrasonics, Ferroelectrics and Frequency Control, 2005. Accepted for publi-
cation.
Udesen, J. Nielsen, M. B. , Nielsen, K. R. , Jensen, J. A. , Examples of in-vivo blood
vector velocity estimation, submitted to Ultrasound in medicine and biology in December
2005.
Udesen, J. , Jensen, J. A. , Experimental investigation of transverse flow estimation using
transverse oscillation, In Proceedings IEEE Ultrason. Symp., pp 1586-1589, 2003
Udesen, J. , Jensen, J. A. , An In-vivo investigation of transverse flow estimation, Pro-
ceedings of SPIE Medical Imaging meeting, Ultrasonic Imaging and Signal Processing,
pp 307-314, 2004
Udesen, J. , Nielsen, M. B. , Nielsen, K. R. , Jensen, J. A. , Blood vector velocity es-
timation using an autocorrelation approach: In vivo Investigation., IEEE International
Ultrasonics Symposium 2005.
Udesen, J. , Nikolov, S. , Jensen, J. A. , A simple method to reduce aliasing artifacts in
color flow mode imaging., IEEE International Ultrasonics Symposium 2005.
Udesen, J. , Gran, F. , Jensen, J. A. , Fast color flow mode imaging using plane wave exci-
tation and temporal encoding, Proceedings of SPIE Medical Imaging meeting, Ultrasonic
Imaging and Signal Processing, pp 427-436, 2005.
Udesen, J. , Gran, F. , Jensen, J. A. , A frequency splitting method for blood flow estima-
tion., Working paper. To be submitted in 2006.
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CHAPTER
TWO
Ultrasound used for blood flow
estimation
Ultrasound used for blood flow estimation is now common practice in all modern hospi-
tals. This development in ultrasound technology has occurred during less than 50 years,
and (as this thesis hopefully may prove) important research is still carried out to extend
the current methods even further.
In this chapter an introduction to the amazing history of ultrasound as a diagnostic tool
for blood velocity estimation will be given as well as a discussion of the different tech-
niques for axial 1-D blood velocity estimation. One of these techniques, the phase shift
estimator, will be the subject for further investigation when a simple model of the physics
behind the technique is developed. Also a description of the signal processing involved
in the implementation of the estimator is given. Finally, the discussion of 1-D estimation
techniques will be extended to the 2-D case, when a review of the state-of-the-art for 2-D
velocity estimation techniques is given.
2.1 A brief review of ultrasound used for blood velocity esti-
mation
The first ultrasound system for blood velocity estimation was developed in 1957 by Sato-
mura, who used a simple continuous wave scanner working at 1 MHz [8, 9]. The method
was based upon the well known Doppler effect, where a frequency change fp between
the center frequency f0 of the emitted and received signal is observed, when the blood
has a velocity component vz along the ultrasound beam direction. The Doppler effect is
governed by the relation
fp = 2vz
c
f0 (2.1)
where c is the speed of sound (∼ 1540 m/s in human tissue). Using vz = 1 m/s as a
typical value for the blood velocity, this gives a frequency shift on the order of 1 kHz, i.e.
frequencies detectable by the human ear. Playing the Doppler signal in a loudspeaker thus
gave the medical doctor valuable information about the blood flow, and the method has
proven to be so succesfull that it is still implemented in most modern scanners. However,
one of the drawbacks of the continuous wave system is the lack of ability to determine the
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axial position of the blood vessel under investigation. As a result of this, the pulsed wave
systems emerged in the early 1970’s [9].
The pulsed wave (PW) system uses a short (∼ 1 µs) excitation pulse usually consisting of
4-8 oscillations of a sinusoid, instead of a continuous sinusoidal signal. The time differ-
ence between emission and reception at the transducer scales with the distance traveled by
the pulse and the PW system therefore has the ability to determine the depth of the blood
vessel under investigation. However, the method also has drawbacks compared to the
continuous wave system, since the pulse repetition frequency ( fpr f ) introduces aliasing
effects which limits the velocity range[10].
Different ways to estimate the blood velocity is possible within the family of PW systems.
The sonogram (or Doppler mode) estimates the power spectrum as a function of time for
consecutive pulses sampled at the depth of interest. This method is used when the medical
doctor needs a quantitative measure of the blood velocity.
Another PW method which gives only a qualitative measure of the blood flow, is the
Power Doppler (PD) method. The PD method does not estimate the velocity of the blood,
but determines the power of the received signals after the contribution from tissue has
been removed. When averaging of the power estimates is done over a certain time period,
the presence of blood vessels can be determined. Furthermore the PD method usually
superimposes a B-image of the tissue upon the blood image, thus allowing the medical
doctor to see the positions of the blood vessels relative to the tissue. The result is an image
easier to interpret than most other display modes.
The most sophisticated of the commonly used PW method is the color flow mapping
(CFM) technique, which emerged in the early 1980’s. This method, like the PD method,
also superimposes a B-image of the tissue onto an image of the blood vessels, but the
colors in the CFM images relate to the axial velocities in the blood vessels. The CFM
method therefore combines both the quantitative measurements of the Sonogram with
the 2-D performance of the PD method. However, the CFM method is only in principle
quantitative in the sense that colors in the CFM image depict the axial velocity. In practice
it is difficult to get a precise velocity estimate. This is illustrated in Fig. 2.1 which shows
a CFM image of the carotid artery. The user has to relate the colors in the blood vessel to
the colors in the color-bar from which the velocity can be read.
The CFM technique uses a so called phase shift estimator to derive the axial velocity.
The basic physical concepts governing this phase shift estimator are in the literature often
referred to as the “Doppler effect”1 due to the presence of an equation in the estimator
similar to (2.1). However, as it now will become apparent, the Doppler effect does not
play a significant role in the physics governing a phase shift estimator.
2.2 A simple model of a phase shift system
The model is based on the assumption of linearity of the ultrasound transducer as well
as linearity of the propagation of ultrasound in the medium. If the linearity criteria is
satisfied, the received signal from a collection of red blood cells can be regarded as the
1See e.g. [11]
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Figure 2.1: A CFM image showing the blood flow in the carotid artery and the jugular
vein. Blue color indicates flow towards the transducer and red color indicates flow away
from the transducer.
sum of the received signals from individual scatters. Instead of having a model with N
scatters where N À 1 it is possible to formulate the model with only one moving scatter.
Due to the principle of linearity the model will then also be valid for N scatters [9].
Assume that a red blood cell is positioned at a point R = (0,0,z0)T in space and moving
with velocity V = (vx,vy,vz)T as shown in Fig. 2.2. The task is now to formulate a model
which determines vz as a function of known variables.
y
Transducer
x
z0
v
z
Figure 2.2: The geometry of the model. A red blood cell is positioned at depth z0 and
moving with velocity v = (vx,vy,vz)T
An ultrasound transducer is situated at origo from where it emits consecutive focused
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ultrasound pulses along the z-axis with a time interval 1/ fpr f between pulses. The center
frequency of each pulse is f0 and the time duration T . The emitted signal e(t) will then
be given by,
e(t) = B(t;T )sin(2pi f0t), (2.2)
where B is the Boxcar function which is one in the time interval 0 < t < T and zero else-
where. For the purpose of simplicity B(t;T ) will be ignored in the following derivation.
A part of the energy of each emitted pulse is reflected from the red blood cell and received
by the transducer at time t0. After reception the signals are delay-and-sum beamformed,
and one signal trace is constructed from each pulse emission. This is shown in Fig. 2.3,
where each horizontal signal corresponds to one beamformed line.
One received beamformed signal from the red blood cell can be written as2,
r(t) = asin(2pi f ′0(t− t0)), (2.3)
where a is a scaling constant, which will be ignored in this model. Since the depth z of
the beamformed signal is related to the time of arrival of the echo by the relation3
2z
t
= c, (2.4)
where c is speed of sound, (2.3) can be expressed in the spatial domain as
r(z) = sin
(
2pi f ′0
2(z− z0)
c
)
. (2.5)
Note that the emitted pulse had a center frequency f0, which is changed to f ′0 in equation
2.5. This is due to the Doppler effect, which relates the difference between the emitted
frequency and the received frequency through 2.1.
When the blood cell is moving towards or away from the transducer, i.e. |vz| > 0, the
echo from the blood cell will be received at different times at the transducer. E.g. if the
blood cell is moving away from the transducer the signals will be shifted in space with an
amount given by4 ∆z = vz/ fpr f . The n’th received signal will therefore be given by
rn(z) = sin
(
2pi f ′0
2(z− z0+n∆z)
c
)
(2.6)
= sin
(
2pi f ′0
(
2(z− z0)
c
+n
2vz
c fpr f
))
. (2.7)
2This signal is often called the fast time signal due to the sampling frequency fs which usually is ∼ 50
MHz in a typical scanner.
3The scaling with “2” is due to the sound which has to travel back and forth between the transducer and
the blood cell.
4The effect of movement in the other two directions (|vx| > 0, |vy| > 0) will generally be much less
significant due to lack of oscillations in the ultrasound pulse in these directions - an issue which will be
discussed in the next chapter.
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Sampling of this signal at depth z0 results in a signal5 pz0(n)
pz0(n) = sin
(
2pi f ′0
(
2(z0− z0)
c
+n
2vz
c fpr f
))
(2.8)
= sin
2pi 2vzc f ′0︸ ︷︷ ︸
fp
1
fpr f n
 , (2.9)
where the oscillation frequency fp of pz0(n) will be
fp = 2vz
c
f ′0. (2.10)
Equation 2.10 relates the axial velocity vz to the frequency of the sampled signal pz0(n).
It is similar to the famous “Doppler relation” for waves (equation 2.1). However, the
Doppler effect does not play any role in the derivation of equation 2.10 except for the
scaling of f0, which is changed to f ′0. It is important to understand that it is not this
change in frequency due to the Doppler effect that is measured in a pulsed echo ultrasound
system, but the change in phase of the received signal.
If the scaling of f0 due to the Doppler effect were to be measured, it would indeed be a
very difficult task. Typical values for the Doppler shift in blood velocity estimation are
(as mentioned in the previous section) on the order of 1/1000 of f0. Frequency depen-
dent attenuation does also shift the frequencies by a comparable value [9], and it would
therefore be nearly impossible to distinguish between these two effects.
Zo
Ti
m
e 
(sa
mp
lin
g a
t 1
/fp
rf)
Depth
Figure 2.3: The received and beamformed signals from a red blood cell starting at
depth z0 and moving away from the transducer. The sampling frequency of the ultrasound
system is fs ∼ MHz, and the time between each pulse firing is 1/ fpr f where fpr f ∼ kHz
5This signal is often called the slow time signal due to the sampling frequency fpr f which is approxi-
mately 10−3 of the scanners sampling frequency fs.
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2.3 Implementation and performance of a phase shift system
The simple model of the phase shift system illustrates the basic physics involved. How-
ever, in a real ultrasound scanner different kinds of signal processing algorithms have to
be applied to improve the velocity estimates6:
• The signals from individual channels of the scanner are matched filtered with the
transmitted pulse to improve signal-to-noise-ratio (SNR).
• To identify the direction of the flow (towards or away from the transducer) an ana-
lytical signal is constructed by Hilbert transforming the fast time signal. The imagi-
nary part of the signal will then be 90◦ phase shifted in the axial direction compared
to the real part.
• To seperate stationary tissue from moving blood the slow time signals are echo
canceled using an appropriate high pass filter.
• An estimator algorithm is applied to the echo canceled slow time data to find the
axial velocity. Depending on the type of scanning mode (i.e. power Doppler, CFM
imaging or sonogram) different types of algorithms exists. For CFM imaging the
autocorrelation method [12] is mostly used. The autocorrelation method finds the
mean velocity from the slow-time signal by estimating the phase of the lag one
autocorrelation value of the slow-time signal [9].
If these signal processing steps are carefully implemented in the ultrasound scanner, the
autocorrelation algorithm will yield velocity estimates which can be used for diagnostic
purposes. To get an impression of the performance of such a scanner the velocity was
estimated in a circulating flow rig using the RASMUS scanner together with a linear array
transducer from B-K medical and the autocorrelation algorithm. All relevant parameters
concerning the setup can be found in Table 2.1.
The mean axial velocity profile and the corresponding standard deviation is shown in Fig.
2.4, where the thick black curve represents the theoretical parabolic profile. Two numbers
which (to some extent) can be used to characterize the performance are the scaled mean
standard deviation over the vessel σ˜vz and the scaled mean absolute bias ˜Bvz . The two
non-dimensional numbers are defined as
σ˜vz =
1
v0(z2− z1)
Z z2
z1
√
1
M
M
∑
i=1
(
vˆiz(z)− v¯z(z)
)2dz (2.11)
˜Bvz =
1
v0(z2− z1)
Z z2
z1
|v¯z(z)− vz(z)|dz (2.12)
where vˆiz(z) is the i’th velocity estimate at a certain depth z, v¯z(z) is the mean of the
velocity estimates, and vz(z) is the actual parabolic velocity. z1 and z2, respectively, are
the depth to the beginning of the vessel and the end of the vessel, and M is the number
6It is out of the scope of this thesis to give a comprehensive description of these methods. The interested
reader can find such in Jensen(1996)[9] or Evens(1989)[10]
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Table 2.1: Experimental setup for RASMUS scanning.
Parameter Value
Transducer Linear array
Active number of elements 64
Pitch 0.208 mm
Kerf 0.035 mm
Center frequency 8 MHz
Number of cycles pr. pulse 8
fpr f 4 KHz
Sampling frequency 40 MHz
Transmit and receive apodization Hanning
Focus in transmit 40 mm
Focus in receive Dynamic
Artificial blood vessel heat shrinking material
Radius of vessel 6.0 mm
Vessel axial center position 42 mm
Angle between beam and vessel 70◦
Type of flow parabolic
Center velocity 0.4 m/s
Reynolds number < 2000
Shots per velocity estimate 16
Velocity estimates 12
Echo canceling Mean value subtraction
34 36 38 40 42 44 46 48 50
−0.15
−0.1
−0.05
0
Depth [mm]
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 [m
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Mean estimate
True velocity
± 1 std.
Figure 2.4: An example of the performance of the autocorrelation estimator using the
RASMUS scanner when 16 pulse emissions are used for each velocity estimate. The thick
black curve is the theoretical parabolic profile. The thick blue curve is the mean of the 12
estimates, and the thin red curves indicate ±1 standard deviation.
of velocity estimates vˆiz(z) used to calculate σ˜vz and ˜Bvz . For the measurement presented
in Fig. 2.4 these numbers are σ˜vz = 1.5% and ˜Bvz = 1.2%. When other measurements
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are presented later in this thesis, it will be apparent that these values characterize a good
performance at this angle of flow.
2.4 Previous work on estimating the 2-D vector velocity
So far the discussion has been limited to the case in which only the axial velocity along
the beam direction has been estimated, i.e. the estimation is said to be 1-dimensional. But
for the rest of this thesis the focus will be on estimating the 2-D vector velocity, i.e. the
components (vx,vz) shown in Fig. 2.2. Such estimation techniques have been the subject
of investigation for many authors during the years, and it is the purpose of this section to
give a brief review of their work.
2.4.1 The crossing beam method
The 2-D vector method first proposed by Fox et al.[13] is perhaps the 2-D method that
mostly resembles the 1-D case. The original idea was to use two crossing transmit beams
and one receive beam to estimate the velocity at the point of the beam crossing. This
approach is not very flexible, and only a relative small angle between the beams can be
obtained. However, other variants of the crossing beam method are possible. If a larger
angle between the two beams is desired, the transmitting apertures can also be used in
receive, so that the transducer works in a phased array fashion, with crossing beams. Then
the velocity is estimated at the position of the beam crossings. However, this approach is
still cumbersome since a large number of pulse emissions has to be performed to cover
the whole region of interest.
Alternatively one transmit aperture and two receive apertures can be used [14]. This
method is more flexible, since the rotation of the pulse-echo field is done solely in the
receive beamforming. The method can therefore (in principle) estimate the 2-D vector
velocity in the region of interest from the same number of pulse emissions as the conven-
tional 1-D method. Furthermore, the process of removing stationary echoes originating
from tissue (echo-canceling) is significantly more simple for this method compared to
most other 2-D methods, since the echo-canceling can be performed separately on each
received beam.
One of the major drawbacks of the crossing beam method (whether the crossing beams
are constructed in transmit or receive beamforming) is the fact that the performance de-
pends on the angle between the two beams, and the angle is limited by the width of the
transducer. If a blood vessel deep inside the body is to be scanned, the angle thus becomes
small, and the 2-D velocity estimates will degrade significantly. However, even with this
limitation, which in some way is present in all 2-D methods, it is the author’s opinion that
the basic principle in the crossing beam method is healthy. The physics behind the method
is simple and echo-canceling can easily be applied - properties which are not present in
all of the 2-D methods.
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2.4.2 Spectral width estimation
Newhouse et al. [15] proposed a 2-D method in which the spectral width of the Doppler
spectrum was used to determine the lateral component vx of the velocity. The method
uses the fact that the lateral component of the pulse-echo field at the focal point is ap-
proximately a scaled version of the Fourier transform of the convolution between the
transmit and receive apodization; a property which will be extensively discussed in the
next chapter. The method is very interesting from a signal processing point of view due
to the beautiful mathematics involved. But unfortunately the core of the method relies on
several weaknesses. First of all the method is absolute in the sense that the width of the
spectrum has to be determined. If noise is present, this estimation might be difficult, since
it has to be decided at which amplitude level the width of the spectrum should be esti-
mated. Furthermore, if large velocity gradients are present within the resolution volume
of the system, e.g. when a small vessel is scanned, the Doppler spectrum will be broad
even in cases where no lateral velocity component is present.
2.4.3 Speckle tracking
A more fruitful approach is 2-D speckle tracking first proposed by Trahey et al. [16].
The idea is to obtain a number of consecutive B-mode images of the region of interest.
After echo-canceling of the B-mode images the 2-D velocity vector can be found by 2-D
cross correlating the B-mode images. The spatial displacement is then proportional to the
position of the maximum lag of the correlation. Dividing this displacement with the time
between images then gives the magnitude of the 2-D vector velocity.
This method is simple and has a higher axial resolution than other 2-D methods based
on phase shift estimation due to the lower number of oscillations in the emitted pulse.
However, as it is the case with most 2-D methods, severe drawbacks are also present.
First of all it is not a straight forward task to do echo canceling on a broad band slow-
time signal, since the tissue component and the blood component will overlap at small
velocities. Furthermore, the echo-canceling is complicated by the asymmetry of the pulse
echo field - a problem present in most 2-D methods [17, 18].
Another problem of the speckle tracking method is the acquisition speed of the B-mode
images to be correlated. If e.g. the heart is to be scanned with this method, the blood
speckle pattern in one of the B-mode images will be blurred in lines following the blood
motion and the velocity estimates will consequently be poor. Finally, the problem of com-
putation time also has to be considered. The 2-D cross-correlation involves significantly
more computations than e.g. an 1-D autocorrelation estimator - an issue that might not
concern the research minded engineer. But the company producing scanners will most
likely find this issue a major limitation to the method.
It should be noted that a qualitative 2-D method called B-flow or BMI has been suc-
cessfully implemented in commercial scanners [19]. The method is basicly the same as
the speckle tracking methods only without the final velocity estimation step. The echo-
canceled B-mode images are displayed, so an impression of the blood movement is ob-
tained by the user.
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2.4.4 Directional beamforming
An interesting 2-D method close to the speckle tracking approach just discussed is the
method of directional beamforming proposed by Jensen [20]. The method is based on
beamformed lines along the flow direction, and uses 1-D cross-correlation on consecutive
lines to find the spatial displacement. Dividing this displacement with the time between
each beamformed line then gives the velocity. The problem here is, of course, that the
angle of flow must be known in advance before the velocity can be estimated. This ob-
stacle has been solved by correlating lines at different angles. The angle along the flow
direction will then be characterized by having the highest correlation coefficient.
This method has been successfully implemented for both focussed beams [21] and syn-
thetic aperture flow [22]. The resulting velocity estimates has a standard deviation and
bias significantly lower than the corresponding values from the TO method described in
this thesis. However, also the directional beamforming method has limitations. The corre-
lation length of each line is∼ 1 mm, which causes problems around vessel borders, where
the lines will cross the tissue. Also the echo-canceling is difficult due to the asymmetry
of the point spread function. Last but not least it imposes heavy computational demands
on the beamformation.
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CHAPTER
THREE
The TO method
This chapter presents the TO method for 2-D velocity estimation. The method is basicly
an extension of the 1-D phase shift system using an autocorrelation estimator to the 2-D
case, and the basic idea is therefore to create
1. a pulse echo field, which oscillates in both the lateral and the axial direction.
2. in-phase and quadrature signals each 90◦ phase shifted both in the axial and lateral
direction.
3. an echo-canceling filter which is applied on the slow-time signals to remove signals
originating from stationary tissue.
4. a velocity estimator based on the autocorrelation technique which calculates the
axial velocity vz and the lateral velocity vx from the two complex slow-time signals.
The TO method is thus seen to consist of seperate parts, which together form the complete
method. These parts are discussed separately in the following sections1.
3.1 The pulse-echo field
One of the basic results from theoretical ultrasound states, that the pulse-echo field can
be described as the product of two seperate fields: the transmit field and the receive field
[8]. The main difference between these two fields is that the receive field is much more
flexible, due to the fact that the focus and apodization can be adjusted dynamically. This
flexibility is not present in the transmit field, where only a fixed focus and fixed apodiza-
tion can be applied.
Due to the flexibility of the receive field the double oscillation in the pulse echo field of
the TO method is solely constructed by manipulating the receive field. It should therefore
be emphasized that the transmitted field of the TO method is exactly the same as a
conventional transmitted field for an ultrasound system using an 1-D autocorrelation
estimator.
1A method very similar to the TO method called spatial quadrature has been developed by Anderson.
The spatial quadrature method will not be discussed in this thesis, but the interested reader can find a
comprehensive description in the papers [23, 24]
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3.1.1 A simple model of the transverse oscillation
The basic principle behind the double oscillating receive field can be observed if two
stones are dropped simultaneously into a pond. Two spherical waves will propagate out-
wards and interfere with each other creating a pattern like the one shown in Fig. 3.1. At
the region of inteference between the two waves, an oscillation is present both in the axial
and lateral direction.
The curious experimentor will observe some interesting properties of the waves if the
experiment is repeated. The lateral oscillation wavelength of the inteference pattern can
be controlled by changing the distance between the two stones. If the lateral distance
between the two stones is small the observed lateral wave length will be large and visa
versa. Furthermore, if the two stones has small diameters the lateral oscilation will be
well defined i.e. the lateral frequencies will be narrow band, and visa versa if the stones
are large.
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Figure 3.1: Illustration of the interfer-
ence field from two stones dropped in a
pond. The two blue dots indicate the po-
sitions of the stones.
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Figure 3.2: The receive apodization
used to create a double oscillating field.
Even though this two-stones-in-a-pond model does not involve ultrasound waves, it can
be directly used in an ultrasound context. If the receive apodization2 function of the
ultrasound transducer is divided into two disconnected parts as shown in Fig. 3.2, each
part will resemble the stone in the pond, and the resulting pulse echo field will oscillate
both in the axial and lateral direction.
So far these considerations have been solely qualitatively and only based upon Fig. 3.1.
To give the two-stones-in-a-pond model a more solid ground it is therefore necessary to
give a quantitative derivation of the model.
Assume that two point sources are separated a distance L in space, and that each point
source emits a spherical wave with angular frequency ω and k-vector k. The task is now to
derive a simple expression for the pressure P at a certain point in space and time (R,θ, t),
2The apodization is the sensitivity along the transducer surface.
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where (R,θ) is the cylindrical coordinates of the point and t is time. The geometry of the
problem is depicted in Fig. 3.3.3 If both point sources are emitting spherical waves in
−L/2 L/2 x
z
P(R,θ,t)
R1
R2
R
θ
θ
θ
r1r1
Figure 3.3: The pressure P from two point sources is derived at the point (R,θ).
phase with an amplitude A, the complex pressure at time t at the spatial position (R,θ) is
given by
P(R,θ, t) = A
R1
e j(ωt−kR1)+
A
R2
e j(ωt−kR2). (3.1)
This expression is an exact description of the pressure but also far too complicated in
terms of the number of variables involved. However, it can be simplified further by using
some geometric approximations on R1, R2 and θ.
Assume that the point of interest is situated far from the two point sources, so that RÀ L
and furthermore θ¿ 1. The error made by exchanging R1 and R2 with R in the denomina-
tors of (3.1) will then be small compared to the actual pressure at point (R,θ, t). However,
this approximation cannot be used for R1 and R2 in the exponentials of (3.1), since the
phase can chance rapidly over small distances and time intervals. In the exponentials of
(3.1) the following approximations are made
R1 ≈ R+ r1
= R+
L
2
sinθ (3.2)
3This section describes a special case of “the continuous line source” which is derived in [25]
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R2 ≈ R− r1
= R− L
2
sinθ. (3.3)
Substituting these expressions into 3.1 yields
P(R,θ, t) = A
R
e j(ωt−kR−k
L
2 sinθ)+
A
R
e j(ωt−kR+k
L
2 sinθ) (3.4)
=
A
R
e j(ωt−kR)
[
e− j(k
L
2 sinθ)+ e j(k
L
2 sinθ)
]
(3.5)
=
2A
R
e j(ωt−kR) cos
kLsinθ
2
, (3.6)
where the complex definition of the cosine function has been used. Since it was assumed
that θ¿ 1, it follows that
sinθ≈ tanθ = x
z
, (3.7)
where (x,z) are the Cartesian coordinates of the point (R,θ). Furthermore we have that
k = 2pi/λ, where λ is the wave length of the emitted pressure field. The pressure can then
be written as
P(x,z, t) ≈ 2A
R
e j(ωt−kR) cos2pi
L
2λz︸︷︷︸
1/λx
x. (3.8)
The first term in this expression is simply the pressure field from one point source situated
at R = 0 having a field strength equal to twice the strength of each point sources. The
cosine term in (3.8) describes the lateral oscillation in the field resulting from the two
point sources, and the spatial oscillation wave length λx will be given by
λx = 2λ
z
L
. (3.9)
This relation gives valuable informations about how to adjust the position of the two point
sources to get a desired oscillation at the field point (x,z). To get a small oscillation length
λx in the lateral field, the distance L between the two point sources has to be large. Hence,
a wide ultrasound transducer has to be used if such a field is desired.
3.1.2 An advanced model
The simple model just derived is in fact only a part of a much more general principle
from theoretical acoustics and optics. This principle states, that the Fourier transform4 of
the apodization function a(x) gives the lateral component of the field in the focal point
(0,0,z0) and in the far field. This relation is known as the Fraunhofer diffraction pattern
4It should be noted that the Fourier integral in (3.10) is preceded by a quadratic phase factor also in-
volving the x20. The relation can therefore only be interpreted as a Fourier transform for small values of
x20/z0.
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and is given by [26]
P(x0,z0) =
e
jpix20
z0
jλz0
Z
∞
−∞
a(x)e−
j2pixx0
λz0 dx (3.10)
=
e
jpix20
z0
jλz0 F
{
at
(
x
λz0
)}
(3.11)
The result from (3.8) could therefore also have been derived using (3.10), and the two
point sources would have corresponded to an apodization function a(x) consistent of two
delta functions. Taking the Fourier transform of two delta functions yields a cosine - a
result which is seen to be equivalent with (3.8).
3.1.3 The resulting pulse-echo field
So far the discussion has been limited to the receive field, but (3.10) applies equally well
for both the transmit Pt and the receive Pr ultrasound field at the focal point. Denoting the
transmit apodization function by at , the receive apodization function by ar and the lateral
component of the pulse-echo field at the focal point by Ptr yields [27, 8]
Ptr = PtPr
= F {at}F {ar}
= F {at ∗ar}
= F {atr} , (3.12)
where F denotes the Fourier transform, and atr = at ∗ ar is called the effective aperture.
It follows directly from (3.12), that if
at(x) = δ(x), ar(x) = δ(x− xc)+δ(x+ xc), (3.13)
where xc denotes the position on the transducer of the delta function, the lateral compo-
nent of the pulse-echo field will be a cosine, and the oscillation length will be given by
(3.9).
In practice delta functions are not realizable as apodization functions on an ultrasound
transducer due to the low SNR, which would result from using only two elements, and
also because the focusing would be poor. Instead Hanning functions are used as depicted
in Fig. 3.2. This results in a less well defined lateral oscillation frequency, but SNR
increases, and receive focusing is possible. The resulting pulse-echo field can easily be
investigated with the simulation program Field II. Using the setup from Table 3.1, where
the transmit apodization is a Hanning function covering 18 elements, and the receive
apodization is two half Hanning function each 32 elements wide as shown in Fig. 3.2,
gives the double oscillating pulse-echo field shown to the left in Fig. 3.4. Note that this
setup of transducer and scanner is the same as used for the in-vivo investigation of the TO
method.
Taking the 2-D FFT (fast Fourier transform) of the pulse-echo field yields the amplitude
spectrum shown to the right in Fig. 3.4. Here four peaks are positioned at ±5 MHz and
∼ ±1 mm−1. The peaks at 5 MHz are a result of the center frequency of the emitted
pulse, and the peak at ±1 mm−1 is a result of the receive apodization function.
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Table 3.1: Setup for the TO method. These parameters are also used for the in-vivo
investigation of the TO method.
Parameter Value
Transducer Linear array
Active number of elements 64
Pitch 0.300 mm
Kerf 0.035 mm
Center frequency 5 MHz
Number of cycles per pulse 8
fpr f 6 KHz
Sampling frequency 40 MHz/100 MHz
Transmit apodization Hanning
F-number in transmit 3.3
Focus in transmit 18 mm
Receive apodization two Hanning windows
Width of each Hanning in receive 32 el.
Lateral wave length at focus 0.96 mm
Focus in receive Dynamic
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Figure 3.4: Left: The pulse echo field (PSF) for the TO method. Right: the 2D-Fourier
transform of the pulse-echo field. Note that the shape of the lateral component of the
spectrum is the same as the effective aperture - a result which is of great importance for
the TO method and subject for further discussions in the following sections.
3.2 The in-phase and the quadrature signals
The double oscillating pulse-echo field shown in Fig. 3.4 will result in a slow-time signal
where an oscillation is present if the blood is moving. This will be the case even if the
angle between the beam and the flow is 90◦. However, it will not be possible to determine,
whether an oscillation in the slow time signal is a result of axial or lateral movement of
the blood.
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This can be illustrated by assuming that one blood scatterer travels with velocity v =
(vx,vz) through the pulse-echo field. Assuming monocromatic spatial frequencies the
resulting slow time signal r(n) can then be modeled as
r(n) = cos
(
2pi
vx
λx fpr f n
)
cos
(
2pi
vz
λz fpr f n
)
, (3.14)
where λz = λ/2 is the axial wave length. This equation has two unknowns (vx and vz),
and it is therefore insolvable unless some further information is gathered.
One way to gather further information to the model is to use the method of in-phase and
quadrature signals, which is also applied in a conventional phase shift system, where the
two signals are 90◦ phase shifted with respect to each other usually by applying a Hilbert
transform. If the two velocity components in the TO method are to be uniquely estimated
(within the aliasing limit), four in phase and quadrature signals have to be constructed so
that,
ra(n) = cos
(
2pi
vx
λx fpr f n
)
cos
(
2pi
vz
λz fpr f n
)
rb(n) = sin
(
2pi
vx
λx fpr f n
)
cos
(
2pi
vz
λz fpr f n
)
rc(n) = cos
(
2pi
vx
λx fpr f n
)
sin
(
2pi
vz
λz fpr f n
)
rd(n) = sin
(
2pi
vx
λx fpr f n
)
sin
(
2pi
vz
λz fpr f n
)
. (3.15)
In practice the four slow-time signals ra,rb,rc,rd are constructed by focusing two beams
in receive, where the lateral displacement between the beams corresponds to λx/4 i.e a
90◦ phase shift. The resulting two fast-time signals are thereafter Hilbert transformed to
yield the phase shift in the axial direction, and finally the signals are sampled at the depth
of interest. The procedure is illustrated in Fig. 3.5.
3.3 Echo canceling
Before the four slow-time signals ra,rb,rc and rd can be used to estimate the vector ve-
locity, the contribution from slowly moving tissue has to be removed from the signals,
i.e. echo-canceling has to be performed. This is necessary since the amplitude of signals
originating from tissue can be up to 40 dB higher than the amplitude of the blood signals
[9]. In a conventional phase shift system echo-canceling is usually done by applying a
highpass filter on the slow-time signal [9], but other more advanced approaches have also
been suggested [28, 29].
Echo-canceling for 2-D velocity estimation is significantly more complex than in the con-
ventional 1-D case [17, 18]. This can be illustrated with an example. Assume that a blood
scatterer travels through the pulse-echo field shown in Fig. 3.4 with velocity v0 = 0.225
m/s, fpr f = 6 kHz, and the angle between flow and beam is varied between 0◦ and 90◦.
The corresponding slow-time signals can be found by sampling the pulse-echo field, and
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Figure 3.5: The receive focusing of the TO method. The dotted line indicates the cen-
ter line of the transmit beam, and the conventional in-phase and quadrature signals are
sampled at rI and rQ.
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Figure 3.6: The amplitude spectrum of the slow-time (Doppler) signal as a function of
flow angle.
the amplitude spectrum of the slow-time signals is shown in Fig. 3.6.
A number of interesting conclusions can be drawn from Fig. 3.6. At 90◦ flow the ampli-
tude spectrum is seen to consist of two peaks which have the same shape as the effective
aperture. This observation can be confirmed by taking the Fourier transform with respect
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to spatial distance of (3.12). This yields [26]
F {Ptr(x0)} = F
e
jpix20
z0
jλz0
Z
∞
−∞
atr(x)e
− j2pixx0λz0 dx
 (3.16)
= (Aλz)atr(−λz fx). (3.17)
where A is a scaling constant. This result is illustrated in Fig. 3.7 where the curves for
the apodization functions at ,ar and the effective aperture atr are shown. For compari-
son also the Fourier transform of the PSF with respect to lateral distance is shown when
the spatial frequency variable fx has been multiplied with λz. The shapes of atr(x) and
F {Ptr(x0)}|λz fx are nearly identical although there is a bias of ∼ 15% between the po-
sition of the peaks for atr(x) and F {Ptr(x0)}|λz fx . It should be expected that this bias
will show up as an under estimation of the lateral velocity. From Fig. 3.6 it can be seen
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Figure 3.7: The apodization functions on the transducer shown together with F {Ptr(x)}
where the frequency variable fx has been multiplied with λz.
that the center frequency of the slow-time signal at 90◦ is approximately 200 Hz. This
implies that a conventional highpass filter would remove both the tissue content and the
blood. At flow angles of ∼ 82◦ the center frequency of the slow-time signal is seen to be
∼ 0 Hz with two peaks at ∼ 500 Hz, i.e. a significant amount of the blood signal would
be removed by using conventional echo-canceling. At flow angles less than 80◦ the axial
oscillation is seen to dominate and the spectrum attains the shape of a cosine function
with a value of ∼ 1500 Hz at an angle of 0◦.
The 0 Hz center frequency at 82◦ is a result of the scatter traveling through the pulse echo
field at an angle where the contribution from the axial oscillation of the field is the same
as the lateral oscillation of the field. The amplitude spectrum will then attain the shape
of the Fourier spectrum of a squared cosine. I.e. a high center peak at 0◦ surrounded by
two smaller peaks of half the amplitude. This phenomenon is a general feature of the TO
method and will always be present in the amplitude spectrum of the slow-time signal. The
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angle where it takes place can be shifted by changing the lateral oscillation frequency, but
this would not remove the problem of echo-canceling.
Another problem which makes echo-canceling at angles close to 90◦ even more challeng-
ing, is the fact that artery vessel walls also oscillate in a direction perpendicular to the
blood flow [30]. At blood flow angles close to 90◦ the vessel wall movement will there-
fore mainly be along the ultrasound beam axis, and the vessel will give rise to a slow-time
signal with a frequency component which can be higher than the frequency of the blood
signal. However, this phenomenon is also present in a conventional 1-D system.
To reduce the problems of echo-canceling the TO method generally uses a simple mean
subtraction algorithm. I.e. the mean value of the slow-time signal is subtracted from each
sample in the signal. This corresponds to removing the center frequency of the slow-
time signal, which is illustrated in Fig. 3.8 where the amplitude spectrum from Fig. 3.6
has been echo-canceled with the mean-subtraction filter. This filter also corresponds to
subtracting a zero order polynomial from the slow time data. In cases where high blood
velocities are present, it can be useful to use a filter with a larger stop band. In these cases
first or second order regression filters have been used.
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Figure 3.8: The amplitude spectrum of the slow-time (Doppler) signal as a function of
angle after mean-subtraction echo-canceling.
It should be noted that the general problem of echo-canceling at angles near 90◦ has not
been solved by using the mean-subtraction filter. The problem has been reduced since the
filter only removes a relative small part of the spectrum, but in many cases it is expected
that a significant amount of the tissue signal will remain after echo-canceling and reduce
the performance of the velocity estimator.
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3.4 Velocity estimation
After the slow time signals have been echo-canceled, the TO method uses an extended
autocorrelation estimator to find the two velocity components vx and vz. The estimator5 is
based on a model where the four slow-time signals can be expressed as in equation (3.15),
i.e. it is assumed that the two spatial frequencies are monocromatic.
The starting point for deriving the estimator is the four real slow-time signals
ra(n),rb(n),rc(n) and rd(n), which have been sampled at the depth of interest. The task
is now to express the vector velocity vx and vz as a function of known variables.
To ease the notation, the four slow-time signals are first expressed as two complex signals
rˆeven(n) = ra(n)+ jrc(n)
= cos(θx(n))e jθz(n) (3.18)
rˆodd(n) = rb(n)+ jrd(n)
= sin(θx(n))e jθz(n), (3.19)
where the signals for simplicity are assumed to have unit amplitude, and the phase factors
θx(n) and θz(n) are given by
θz(n) = 2pi fz nfpr f (3.20)
= 2pi
2vz
c
f0 nfpr f (3.21)
θx(n) = 2pi fx nfpr f (3.22)
= 2pivx
1
λx
n
fpr f . (3.23)
From (3.18) and (3.19) two new signals are now formed
r1(n) = rˆeven(n)+ jrˆodd(n)
= e j(θz(n)+θx(n)) = e jθ1(n) (3.24)
r2(n) = rˆeven(n)− jrˆodd(n)
= e j(θz(n)−θx(n)) = e jθ2(n). (3.25)
The phase difference ∆θ1(n) = θ1(n+ 1)− θ1(n) and ∆θ2(n) = θ2(n+ 1)− θ2(n) be-
tween each pulse emission for the signals in (3.24) and (3.25) can be estimated using a
conventional phase shift estimator [12]. This yields
∆θz(n)+∆θx(n) = ∆θ1(n)
= arctan
ℑ{R1(1)}
ℜ{R1(1)} (3.26)
∆θz(n)−∆θx(n) = ∆θ2(n)
= arctan
ℑ{R2(1)}
ℜ{R2(1)} , (3.27)
5The estimator is derived in [2]
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where R(1) is the complex autocorrelation for lag 1
R1(1) =
1
N−1
N−1
∑
i=0
r∗1(n)r1(n+1)
R2(1) =
1
N−1
N−1
∑
i=0
r∗2(n)r2(n+1), (3.28)
with N being the number of samples used for each velocity estimate. Rewriting equation
(3.20) and (3.23) into the form
∆θz(n) = θz(n+1)−θz(n)
=
4pi f0vz
c fpr f (3.29)
∆θx(n) = θx(n+1)−θx(n)
=
2pivx
λx fpr f (3.30)
and substituting them into equation (3.29) and (3.30) yields two equations with two un-
knowns. This finally gives6
vx =
λx fpr f
4pi
[
atan
(ℑ{R1(1)}
ℜ{R1(1)}
)
− atan
(ℑ{R2(1)}
ℜ{R2(1)}
)]
=
λx fpr f
4pi
×
atan
(ℑ{R1(1)}ℜ{R2(1)}−ℑ{R2(1)}ℜ{R1(1)}
ℜ{R1(1)}ℜ{R2(1)}+ℑ{R1(1)}ℑ{R2(1)}
)
(3.31)
vz =
c fpr f
8pi f0
[
atan
(ℑ{R1(1)}
ℜ{R1(1)}
)
+ atan
(ℑ{R2(1)}
ℜ{R2(1)}
)]
=
c fpr f
8pi f0 ×
atan
(ℑ{R1(1)}ℜ{R2(1)}+ℑ{R2(1)}ℜ{R1(1)}
ℜ{R1(1)}ℜ{R2(1)}−ℑ{R1(1)}ℑ{R2(1)}
)
. (3.32)
The model described by equation (3.18) and (3.19) is valid for a single scatter. However,
assuming that the acoustics of the medium is linear, the received signal trace from a col-
lection of scatterers passing through the region of interest will be a sum of the signals
from each individual blood scatterer. The model will therefore also be valid for a collec-
tion of scatterers. A schematic illustration of the velocity estimator is shown in Fig. 3.9,
where the boxes represent the operations performed by the estimator.
3.5 Display methods
When a full 2-D velocity map has been estimated over the region of interest, there are
still decisions to make concerning the way the velocity is displayed on the monitor for
6Here the relation tan(a+b) = tan(a)+tan(b)1−tan(a) tan(b) has been used.
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Figure 3.9: The block diagram shows data flow from transducer (left) to estimated veloc-
ities (right). For simplicity the echo canceling and matched filtration is not shown. The
box “Hilbert transform” represents (3.19), the box “Auto Correlation” represents (3.28)
and the box “Velocity Estimator” represents (3.31) and (3.32)
the medical doctor. The TO method is well suited for CFM imaging, so in most cases
this would be the choice of display mode. However, it is not a simple matter to display a
2-D vector field on top of a B-mode image on a 2-D screen without introducing confusing
information. In this project basicly three methods have been tried:
1. Displaying the magnitude of the 2-D vector velocity using a simple color bar (Fig.
3.10, left).
2. Displaying the magnitude of teh 2-D vector velocity using a simple color bar with
an overlay of vector arrows indicating the direction and speed of the flow (Fig. 3.10,
center).
3. Using a circular color map where the direction of flow is indicated by the specific
color, and the speed of the flow is given by the intensity of the color (Fig. 3.10,
right).
In general the optimal display method depends on the scanning situation. When no tur-
bulence is present in the flow and the geometry of the vessel is simple, all three methods
give velocity images which can be easily interpreted.
3.6 Perspectives of the TO method
The TO method is one of the few vector velocity methods in ultrasound which has suc-
cessfully resulted in in-vivo CFM imaging. There is therefore a huge potential for using
the TO method in a comprehensive in-vivo study on the vascular system. So far only the
carotid artery of a few healthy volunteers has been studied, but a comprehensive study
could involve
• Scanning and identification of stenosed carotid arteries. The TO method could
potentially be an important diagnostic tool for stenosis identification.
• Scanning of bifurcations in the vascular system. In these areas the flow has a turbu-
lent structure, and the conventional CFM method yields a confusing impression of
the flow (see e.g. page 9). So far simulations and MRI are the only tools to visualize
the vector flow in these regions, and ultrasound could be an important supplement.
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Figure 3.10: The carotid artery and the jugular vein. Left: Only the 2-D blood speed is
shown. Center: Same as the leftmost figure, but with additional arrows indicating speed
and direction. Right: A 2-D color map is used to indicate speed and direction.
• Comparison with other 2-D methods. These could e.g. be: Synthetic aperture flow,
2-D speckle tracking or dual beam methods.
• Other display methods (e.g. vectors, 2-D color maps). A number of medical doctors
should determine the optimal display method for a given application.
• Estimating tissue motion using the TO method.
There is also the possibility of combining the TO method with the frequency splitting
method discussed in the working paper [31]. This method uses a chirp which is divided
into narrow frequency bands in receive from which the velocity is found and averaged for
each frequency band. This could potentially improve performance of the TO method for
scannings deeper than the 30 mm, which currently is the maximum scanning depth. The
ultimate goal must be to image the vector flow in the heart which is located at a depth
of 10-15 cm. This would require a large transducer if a high lateral frequency is to be
attained.
A comprehensive discussion of the TO method can be found in the papers:
Udesen, J. Nielsen, M. B. , Nielsen, K. R. , Jensen, J. A. , Clinical investigation of a blood
vector velocity estimation method, submitted to Ultrasound in medicine and biology in
December 2005.
Udesen, J. , Jensen, J. A. , Investigation of Transverse Oscillation Method, IEEE Trans-
actions on Ultrasonics, Ferroelectrics and Frequency Control, 2005. Accepted for publi-
cation.
Udesen, J. , Jensen, J. A. , An In-vivo investigation of transverse flow estimation, Pro-
ceedings of SPIE Medical Imaging meeting, Ultrasonic Imaging and Signal Processing,
pp 307-314, 2004
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Udesen, J. , Jensen, J. A. , Experimental investigation of transverse flow estimation using
transverse oscillation, In Proceedings IEEE Ultrason. Symp., pp 1586-1589, 2003
Udesen, J. , Nielsen, M. B. , Nielsen, K. R. , Jensen, J. A. , Blood vector velocity es-
timation using an autocorrelation approach: In vivo Investigation., IEEE International
Ultrasonics Symposium 2005.
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CHAPTER
FOUR
Additional projects
During this PhD study a number of minor projects not related to the TO method have been
completed. Two of these projects have resulted in conference papers and a third paper is
nearly completed for submission in 2006. This chapter introduces the three papers.
4.1 Plane wave imaging
One of the major limitations in conventional CFM- and B-Mode imaging is the relatively
slow frame-rate. A typical CFM frame is made by emitting ∼ 500 pulses with a fpr f
which depends on the depth of interest. If e.g. the heart (situated at z ∼ 0.1 m) is to be
scanned, the maximum fpr f is
fpr f = c2z
=
1540 m/s
2 ·0.1 m = 7.7 kHz (4.1)
which results in a frame-rate of 7700/500 Hz=15.5 Hz. The blood flow produced by the
heart has temporal variations much faster than 15.5 Hz at e.g. the heart valves. If these
fast temporal details are to be imaged, it is therefore necessary to consider other methods
to increase the frame rate.
Another application which demands an even higher number of pulses to generate one
CFM- or B-mode frame is 3-D ultrasound imaging. Instead of having a typical num-
ber of 65 scanlines per B-mode image, the 3-D B-mode image needs 652 = 4225 pulse
emissions. If 3-D flow is to be estimated the necessary number of pulses is even higher.
One way to overcome the frame rate limitation is to use each emitted pulse to illuminate
the whole region of interest by e.g. a plane wave. Focusing is then solely done in the
receive beamforming which degrades contrast compared to conventional CFM imaging.
However, the resolution of the plane wave method is comparable to conventional CFM
imaging due to the larger active aperture which can be used for a given transducer. If
e.g. a 128 element transducer is used, the plane wave method uses all 128 elements to
illuminate the region of interest in each pulse emission. The conventional CFM method
will typically use a sliding aperture of 64 elements in both transmit and receive. The result
is that the plane wave method has worse transmit focusing but better receive focusing than
conventional CFM imaging.
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Plane wave illumination with a conventional pulse results in poor SNR, and therefore
a chirp is used as excitation pulse. Due to the duration of the chirp which typically is
∼ 20µs, data from the first ∼ 15 mm cannot be acquired. However, in most cases this
is not a problem since the chirp is intended for scanning of deeper laying structures. As
described in the included paper the chirp results in a SNR comparable with conventional
CFM imaging.
To estimate the velocity of the blood, different approaches can be used. If the emitted
chirp is narrow band, a conventional auto correlation estimator can be used. Another
approach is to use a broad band chirp and apply a time shift estimator. This estimator
uses cross correlation to find the spatial shift in position of the blood scatters between
consecutive images. Dividing this spatial shift with the time between the pulses (1/ fpr f )
then gives the blood velocity.
In the included paper a 1-D cross correlation technique has been used where data are
cross correlated along flow lines. This means that the angle of flow has to be known
in advance from e.g. the B-mode images if the 2-D vector velocity is to be estimated.
Another approach to find the angle of flow could be to use the directional beamforming
method [21, 22]. However, due to the poor contrast of the plane wave method, this might
not be possible especially at angles close 90◦ flow. This, however, has to be confirmed by
future investigations.
A comprehensive discussion of the plane wave method can be found in the paper:
Udesen, J. , Gran, F. , Jensen, J. A. , Fast color flow mode imaging using plane wave exci-
tation and temporal encoding, Proceedings of SPIE Medical Imaging meeting, Ultrasonic
Imaging and Signal Processing, pp 427-436, 2005.
4.2 Anti aliasing estimator
It is a well known problem in conventional CFM imaging that aliasing phenomena occur
when the axial blood velocity vz exceeds a value of
vmaxz =
c fpr f
4 f0 (4.2)
If the velocity exceeds the aliasing limit the resulting CFM image will contain false ve-
locity estimates as shown in Fig. 4.1. One way to overcome the aliasing limit is to use a
variable sampling frequency. I.e. the fpr f becomes a function of time. In the most simple
form this can be done by having a sequence of N1 pulses emitted with pulse repetition fre-
quency fpr f . After a time interval of 3/(2 fpr f ) another sequence of N2 pulses are emitted
with pulse repetition frequency 3/(2 fpr f ). This transmit sequence is illustrated in Fig.
4.2. It can shown that this sequence shifts the aliasing limit to a value of 2vmaxz
A comprehensive discussion of the anti aliasing method can be found in the paper:
Udesen, J. , Nikolov, S. , Jensen, J. A. , A simple method to reduce aliasing artifacts in
color flow mode imaging., IEEE International Ultrasonics Symposium 2005.
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Figure 4.1: Aliasing in the carotid artery. The image is obtained with the RASMUS
scanner using tilted beams for the velocity estimation.
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Figure 4.2: The shot sequence for the method. First N1 pulses are emitted from the
transducer at a pulse repetition time Tpr f followed by N2 pulses at 1.5 ·Tpr f
4.3 Frequency splitting flow estimation
When blood flow is estimated deep inside the body the quality of the estimates will often
be poor. This is due to the relatively small number (∼ 4−10) of pulses which can be used
for each estimate if an acceptable frame-rate is to be obtained. It is therefore desirable to
improve performance when using only few pulses.
Performance can be improved by using a broad band chirp as excitation pulse. The chirp
has superior SNR compared to a conventional narrow band pulse, but the broad band chirp
is not suited for an autocorrelation estimator.
The basic idea in the Frequency splitting method (FSM) is to use broad band chirps as
pulses instead of narrow band pulses as in conventional CFM imaging. By appropriate
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filtration, the returned signals can be divided into a number of narrow band signals which
are approximately disjoint. After echo canceling the velocity is found from each fre-
quency band using a conventional autocorrelation estimator, and finally the velocities are
averaged to obtain an improved velocity estimate.
Another approach which has not been investigated, is to shift each frequency band to
the same center frequency and estimating the lag 1 value of the complex autocorrelation
function. The phase of this value is then proportional to the axial velocity1.
A discussion of the frequency splitting method can be found in the working paper:
Udesen, J. , Gran, F. , Jensen, J. A. , A frequency splitting method for blood flow estima-
tion., Working paper. To be submitted in 2006.
1This is the basic principle of an autocorrelation estimator [12]
40
CHAPTER
FIVE
Papers
In this chapter the reader will find the papers which have been produced during this PhD
project. The presentation order of the papers are:
Journal papers related to the TO method:
Udesen, J. , Jensen, J. A. , Investigation of Transverse Oscillation Method, IEEE Trans-
actions on Ultrasonics, Ferroelectrics and Frequency Control, 2005. Accepted for publi-
cation.
Udesen, J. Nielsen, M. B. , Nielsen, K. R. , Jensen, J. A. , Examples of in-vivo blood
vector velocity estimation, submitted to Ultrasound in medicine and biology in December
2005.
Conference preceedings related to the TO method:
Udesen, J. , Jensen, J. A. , Experimental investigation of transverse flow estimation using
transverse oscillation, In Proceedings IEEE Ultrason. Symp., pp 1586-1589, 2003
Udesen, J. , Jensen, J. A. , An In-vivo investigation of transverse flow estimation, Pro-
ceedings of SPIE Medical Imaging meeting, Ultrasonic Imaging and Signal Processing,
pp 307-314, 2004
Udesen, J. , Nielsen, M. B. , Nielsen, K. R. , Jensen, J. A. , Blood vector velocity es-
timation using an autocorrelation approach: In vivo Investigation., IEEE International
Ultrasonics Symposium 2005.
Additional papers not related to the TO method:
Udesen, J. , Gran, F. , Jensen, J. A. , Fast color flow mode imaging using plane wave exci-
tation and temporal encoding, Proceedings of SPIE Medical Imaging meeting, Ultrasonic
Imaging and Signal Processing, pp 427-436, 2005.
Udesen, J. , Nikolov, S. , Jensen, J. A. , A simple method to reduce aliasing artifacts in
color flow mode imaging., IEEE International Ultrasonics Symposium 2005.
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Udesen, J. , Gran, F. , Jensen, J. A. , A frequency splitting method for blood flow estima-
tion., Working paper. To be submitted in 2006.
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Investigation of Transverse Oscillation Method
Jesper Udesen and Jørgen Arendt Jensen Senior Member, IEEE,
Abstract— Conventional ultrasound scanners can only display
the axial component of the blood velocity vector, which is a
significant limitation when vessels nearly parallel to the skin
surface are scanned. The transverse oscillation method (TO)
overcomes this limitation by introducing a transverse oscillation
and an axial oscillation in the pulse echo field. The theory
behind the creation of the double oscillation pulse echo field
is explained as well as the theory behind the estimation of the
vector velocity. A parameter study of the method is performed,
using the ultrasound simulation program Field II. A virtual linear
array transducer with center frequency 7 MHz and 128 active
elements is created, and a virtual blood vessel of radius 6.4 mm
is simulated.
The performance of the TO method is found around an initial
point in the parameter space. The parameters varied are: flow
angle, transmit focus depth, receive apodization, pulse length,
transverse wave length, number of emissions, signal to noise ratio,
and type of echo canceling filter used.
Using the experimental scanner RASMUS, the performance
of the TO method is evaluated. An experimental flowrig is used
to create laminar parabolic flow in a blood mimicking fluid and
the fluid is scanned under different flow-to-beam angles. The
relative standard deviation on the transverse velocity estimate is
found to be less than 10% for all angles between 50◦ and 90◦.
Furthermore the TO method is evaluated in the flowrig using
pulsatile flow which resembles the flow in the femoral artery.
The estimated volume flow as a function of time is compared to
the volume flow derived from a conventional axial method at an
flow-to-beam angle of 60◦. It is found that the method is highly
sensitive to the angle between the flow and the beam direction.
Also the choice of echo canceling filter affects the performance
significantly.
I. INTRODUCTION
Today ultrasound scanners can display an image of the
interior of the human body with a blood velocity image super-
imposed. However, the scanner do not yield the magnitude of
the vector velocity, but only the vector velocity projected onto
the axis of the ultrasound beam direction. This causes a severe
problem when the angle between the ultrasound beam and the
flow is close to 90◦ since in this case the blood velocity is
not detected. Many authors have addressed this issue, and
different methods for calculating the two dimensional vector
velocity have been suggested[1], [2], [3], [4], [5].
One promising method for calculating the two dimensional
vector velocity has been suggested by Jensen and Munk [6],
[7], [8] (Transverse Oscillation(TO)) and Anderson [9], [10]
(Spatial Quadrature). The method introduces two double oscil-
lating point spread functions (PSFs) each 90◦ transverse phase
shifted in space, and it uses an autocorrelation estimator to
find the velocity. In terms of computation time, the method is
Jesper Udesen and Jørgen Arendt Jensen are with department Ørsted•DTU,
Bldg. 348, Technical University of Denmark, DK-2800 Kgs. Lyngby, Denmark
(e-mail: ju@oersted.dtu.dk).
superior to existing cross correlation approaches, e.g. speckle
tracking, since only two beamformers in receive are needed.
We have previously shown that the TO method is capable of
estimating the velocities in simulations, experiments and under
in-vivo conditions, when the angle between the ultrasound
beam and the blood velocity vector is approximately 90◦ [11],
[12]. In order to estimate the vector velocity of the blood, the
TO method should be able to give velocity estimates with low
bias and standard deviation for any angle. However, a full
evaluation of the method has not yet been performed, and a
systematic parameter analysis in simulations and experiments
still needs to be caried out.
This paper evaluates the TO method. A systematic param-
eter analysis is performed using the ultrasound simulation
program Field II [13], [14] and the the experimental scanner
RASMUS [15].
A brief introduction to the method is presented in Section
II where the theory for the field generation is explained and
the autocorrelation velocity estimator is introduced. In Section
III the parameter analysis of the TO method is presented. This
is done using the Field II program which is used to simulate
signals from a virtual blood vessel. Nine independent param-
eters are then varied around a fixed point in the parameter
space, and the relative standard deviation and relative bias
on the estimated transverse velocity vx are calculated. The
RASMUS scanner and the flowrig are presented in Section
IV along with the other used experimental equipment and the
parameters used to perform the experiments. The TO method
is then evaluated under different angles of flow where the
flow is laminar, has a parabolic velocity profile, and does not
accelerate. The results for this experiment will be discussed
in Section V. Finally, in Section VI, the TO method will
be evaluated under more realistic conditions where the flow
resembles the blood velocity in the femoral artery.
Transducerξ
z0
v
x
x
v
z
v
z
Fig. 1. A conventional ultrasound system will only estimate the axial velocity
component vz of a single blood scatterer situated at a depth z0 and moving
with velocity vector v. The TO method estimates both vx and vz . The ξ-axis
is parallel to the x-axis.
II. THEORY
In a conventional ultrasound system for blood velocity
estimation, the pulse echo field only oscillates in the axial
direction, i.e. along the axis of the ultrasound beam. Blood
scatterers passing through the field of interest will produce a
signal with a frequency component fz proportional to the axial
velocity vz and no knowledge is gained about the transverse
velocity component vx. This is illustrated in Fig. 1 where
the ultrasound beam propagates along the z-axis and only the
velocity component vz along the z-axis can be estimated. To
overcome this limitation, a new pulse echo field has to be
created.
A. Field generation
The basic idea in the TO method is to create a pulse echo
field with an oscillation present both in the axial and transverse
direction. Blood scatterers traveling through the region of
interest will, thus, produce a signal where two frequency
components fx and fz are present. The frequencies fx and
fz are related to the velocity components vx and vz by the
equations [6], [7].
fz =
2vz
c
f0 (1)
fx =
vx
λx
, (2)
where c is speed of sound, f0 is the center frequency of the
emitted pulse and λx is the wave length in the transverse
direction of the pulse echo field. The fundamental acoustic
property of grating lobes is used to create the transverse
oscillation in the pulse echo field. This is done by adjusting
the apodization of the receive aperture in such a way that the
whole aperture resembles two point sources. Two point sources
separated in space will give rise to a field where grating
lobes are present, and thereby the grating lobes creates the
transverse oscillation. Note that this can be done in the receive
beamforming, so that the emitted beam in the TO method
is similar to the emitted beam in a conventional velocity
estimation system.
If the transverse field is assumed to be known, a formal
expression for the apodization function can be derived. This
is due to the fact that a Fourier relation exists between the
apodization function r(ξ) and the transverse field R(x) at the
focal point z0. Here, x is transverse distance at the focal point
and ξ is the distance from the center of the transducer as shown
in Fig. 1. The Fourier relation is then [16]
R(x) = k1
∫ ∞
−∞
r(ξ) exp
(
−j 2pi
λzz
xξ
)
dξ
= k1F ′{r(ξ)}. (3)
where F ′ is the Fourier transform in which the kernel function
uses a spatial frequency variable 1/(λzz). Here λz is the
spatial axial wave length, and z is depth.
In the following the constant of proportionality k1 in (3) is
omitted. A transversely oscillating field R(x) with a spatial
wave length λx and a lateral width L
R(x) = rect(L) cos(2pi
x
λx
), (4)
thus yields an apodization function r(ξ) given by
r(ξ) = F ′−1{R(x)}
= F ′−1{rect(L)} ∗ F ′−1{cos(2pi x
λx
)}
=
L
2zλz
{
sinc
(
pi
(
ξ
zλz
+
1
λx
)
L
)
+
sinc
(
pi
(
ξ
zλz
− 1
λx
)
L
)}
. (5)
Here the operator ∗ denotes spatial convolution. The two Sinc
functions in (5) have maxima located at
ξ
zλz
= ± 1
λx
, (6)
so the peak position is at
ξp = ±zλz
λx
. (7)
The distance D = |2ξp| between the main-lobes of the two
Sinc functions is then related to the transverse wave length λx
by the relation
λx =
2λzz
D
(8)
The implementation of (5) into the transducers apodization
function will yield a pulse echo field where an oscillation is
present in both the axial and transverse direction. The trans-
verse wave length of the pulse echo field can then be adjusted
by changing the distance between the mainlobes of two Sinc
functions as stated by (8). To ensure that the transverse wave
length λx is constant at any depth, the apodization function
should be dynamic.
Other apodization functions can be used to create the
transverse oscillation. Two delta functions, seperated by a
distance D, will give the most narrow banded transverse field,
but the signal to noise ratio (SNR) will be poor due to the
extensive loss of acoustic energy from only using a small
part of the aperture. On the other hand, two wide Gaussian
functions seperated a distance D would yield a good SNR,
but the transverse wave length λx would be poorly defined.
Different apodization functions will be investigated further in
the next Section.
In a conventional flow system the beamformed in-phase RF
signals are phase shifted 90◦ in the axial direction to yield
the quadrature signals. Thereby it is possible to determine the
sign of the axial velocity which could not be derived from
the in-phase signals alone. The TO method makes use of two
90◦ phase shifts in space; one for each spatial direction. This
is needed because two frequency components are present in
the signals, and hence the phase shift has to be performed in
both the axial direction and in the transverse direction. The
axial phase shift is created using a Hilbert transformation,
and the 90◦ phase shift in the transverse direction can be
accomplished by having two parallel beamformers in receive.
The two receive beams are steered so that the transverse
distance between each beam is λx/4 which corresponds to
a 90◦ phase shift in space. This is illustrated in Fig. 2 where
the PSF from each beamformer is shown together with the
corresponding spectrum.
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Fig. 2. The two double oscillating PSFs (top) and their corresponding
spectrum (bottom) created with the Field II program for a point at 27 mm
using a linear array transducer with a center frequency of 7 MHz. The
amplitude spectrum is calculated by taking the 2D Fourier transform of
PSFeven + jPSFodd. Note that the PSFs are 90◦ phase shifted with respect to
each other and that the amplitude spectrum is therefore one-sided.
B. Velocity estimation
When a single blood scatterer travels through the acoustic
field with velocity v = (vx, vz), the two beamformers in the
TO method acquire two signals1. Assuming that the signals
are sampled at a certain depth with pulse repetition frequency
fprf , the signals reven(n) and rodd(n) from each beamformer
can ideally be modeled as
reven(n) = cos(θx(n)) cos(θz(n)) (9)
rodd(n) = sin(θx(n)) cos(θz(n)), (10)
where the signals for simplicity are assumed to have unit
amplitude. The phase factors θx(n) and θz(n) are given by
θz(n) = 2pifz
n
fprf
(11)
= 2pi
2vz
c
f0
n
fprf
(12)
θx(n) = 2pifx
n
fprf
(13)
= 2pivx
1
λx
n
fprf
(14)
with f0 being the center frequency, c the speed of sound
and the index n the pulse emission number. The factor θz(n)
is the phase experienced due to a shift in position between
the received signals. The phase factor θx(n) is the phase
of the received signal from a point scatterer sampled with
temporal frequency fprf and traveling with transverse velocity
vx through an oscillating field with spatial wavelength λx.
Taking the Hilbert transform over the axial distance of (9)
1This discussion of the velocity estimator follows the one given in Jensen
(2001)[8]
and (10) yields
rˆeven(n) = cos(θx(n))ejθz(n) (15)
rˆodd(n) = sin(θx(n))ejθz(n). (16)
From (15) and (16) two new signals are now formed
r1(n) = rˆeven(n) + jrˆodd(n)
= ej(θz(n)+θx(n)) = ejθ1(n) (17)
r2(n) = rˆeven(n)− jrˆodd(n)
= ej(θz(n)−θx(n)) = ejθ2(n) (18)
The phase difference ∆θ1(n) = θ1(n + 1) − θ1(n) and
∆θ2(n) = θ2(n + 1) − θ2(n) between each pulse emmisions
for the signals in (17) and (18) can be estimated using a
conventional phase shift estimator[17]. This yields
∆θz(n) + ∆θx(n) = ∆θ1(n)
= arctan
={R1(1)}
<{R1(1)} (19)
∆θz(n)−∆θx(n) = ∆θ2(n)
= arctan
={R2(1)}
<{R2(1)} , (20)
where R(1) is the complex autocorrelation for lag 1
R1(1) =
1
N − 1
N−1∑
i=0
r∗1(n)r1(n+ 1)
R2(1) =
1
N − 1
N−1∑
i=0
r∗2(n)r2(n+ 1), (21)
with N being the number of samples used for each velocity
estimate. Rewriting equations (11) and (14) into the form
∆θz(n) = θz(n+ 1)− θz(n)
=
4pif0vz
cfprf
(22)
∆θx(n) = θx(n+ 1)− θx(n)
=
2pivx
λxfprf
(23)
and substituting them into equations (22) and (23), yields two
equations with two unknowns. This finally gives2
vx =
λxfprf
4pi
×
atan
(={R1(1)}<{R2(1)}+ ={R2(1)}<{R1(1)}
<{R1(1)}<{R2(1)} − ={R1(1)}={R2(1)}
)
(24)
vz =
cfprf
8pif0
×
atan
(={R1(1)}<{R2(1)} − ={R2(1)}<{R1(1)}
<{R1(1)}<{R2(1)}+ ={R1(1)}={R2(1)}
)
(25)
The model described by equation (9) and (10) is valid for
a single scatter. However, assuming that the acoustics of the
medium is linear, the received signal trace from a collection
of scatterers passing through the region of interest will be a
sum of the signals from each individual blood scatterer. The
2Here the relation tan(a+ b) = tan(a)+tan(b)
1−tan(a) tan(b) has been used.
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model will therefore also be valid for a collection of scatterers.
A schematic illustration of the velocity estimator is shown in
Fig. 3 where the boxes represents the operations performed by
the estimator.
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Fig. 3. The block diagram shows data flow from transducer (left) to estimated
velocities (right). For simplicity the echo canceling and matched filtration
is not shown. The box “Hilbert transform” represents (16), the box “Auto
Correlation” represents (21) and the box “Velocity Estimator” represents (24)
and (25)
III. PARAMETER VARIATION
To optimize the TO method to give the best possible
estimate of the velocity vector, a parameter analysis will be
presented in this Section. The TO method is evaluated by
examining the standard deviation and the bias of the estimated
velocity. Since the axial velocity can be estimated using a
conventional auto correlation algorithm the focus is on the
estimated transverse velocity.
A. The set-up
The ultrasound simulation program Field II was used to
emulate a virtual transducer and blood vessel as seen in Fig.
4. The vessel was placed at a fixed depth of 40 mm and
had a radius of 6.4 mm. It was modeled using 36,255 point
scatterers, which were moved with a parabolic velocity profile
v(r) given by
v(r) = v0
(
1−
( r
R
)2)
. (26)
Here v0 is the velocity at the center of the vessel, r is the
distance from the center of the vessel to the scatterer moving
with velocity v(r) and R is the radius of the vessel. The
geometry of the vessel and the peak velocity of the blood are
within normal physiological range, e.g. the common carotid
artery. However, the parabolic velocity profile is chosen to
limit the complexity of the model and can not be found in
the human body. The transducer used in the simulations was
a linear array transducer with 128 active elements in transmit
and receive and the set-up parameters can be seen in Table
I. The vessel was scanned using 1000 repetitions of the same
beam originating from the center of the transducer (the z-
axis in Fig. 4). After reception of the data, beamforming was
performed off-line on a 32 CPU Linux cluster yielding a
computation time of approximately one week. The different
parameters used in the simulations were grouped into two sets:
those with fixed values (Table I and II) and those with values
which were varied during the parameter analysis (Table III).
All received data were matched filtered before beamforming
and RF averaging was performed [8]. Echo canceling was
applied using a simple mean subtraction filter which removes
Fig. 4. The set-up for the simulations using Field II. The velocity profile in
the blood vessel was parabolic, i.e. described by (26).
TABLE I
TRANSDUCER SET-UP
Parameter Value
Transducer Linear array
Number of elements 128
Pitch 0.208 mm
Kerf 0.035 mm
Center frequency 7 MHz
Sampling frequency 100 MHz
Apodization in transmit Hamming
the zero frequency component in the signal. The filtered signal
y(n) is thus
y(n) = x(n)− 1
N
N∑
i=1
x(i), (27)
where x(n) is the input signal of length N .
The TO method is evaluated using the relative standard
deviation σ˜vx and relative bias B˜vx of the estimated transverse
velocity. The non dimensional parameters σ˜vx and B˜vx are
defined as
σ˜vx =
1
v0(z2 − z1)
∫ z2
z1
√√√√ 1
M
M∑
i=1
(vˆix(z)− v¯x(z))2dz (28)
B˜vx =
1
v0(z2 − z1)
∫ z2
z1
|v¯x(z)− vx(z)| dz (29)
where vˆix(z) is one velocity estimate at a certain depth z,
v¯x(z) is the mean of the velocity estimates and vx(z) is the
actual velocity described by (26). z1 and z2, respectively, are
the depth to the beginning of the vessel and the end of the
TABLE II
PARAMETERS WHICH HAD FIXED VALUES IN THE SIMULATIONS
Parameter Value
Pulse repetition frequency 8 kHz
Speed of sound 1540 m/s
Max. velocity of blood v0 1 m/s
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TABLE III
PARAMETERS WHICH WERE VARIED IN THE SIMULATIONS. VALUES
MARKED WITH BOLD FACE FORMS THE INITIAL POINT IN THE PARAMETER
SPACE. FOR THE SNR THE INITIAL POINT IS ∞.
Parameter Value
Transmit focus [30,40, 50, 60] mm
Angle of the blood vessel [40, 50, 60,70, 80, 90]◦
No. transmit cycles in pulse [4,8, 12, 16]
Transmit focus [30,40, 50, 60] mm
Transverse wavelength λx [0.8, 1.1, 1.4, 1.7] mm
Width of each mainlobe [24,32, 48, 64] Transducer el.
Signal to noise ratio (SNR) [−30,−24,−18,−12,−6,∞] dB
Pulses per velocity estimate [4, 8, 16, 24,32, 40]
vessel, and M is the number of velocity estimates vˆix(z) used
to calculate σ˜vx and B˜vx .
B. The initial point
A number of initial conditions were used to form an initial
point, which is indicated with bold face in Table III. During
the entire parameter analysis the initial conditions were kept
constant except for the parameters which were investigated.
Hereby it is ensured that only information concerning the
variation of a single parameter at a time was determined.
The receive apodization used at the initial point is not the
two sinc functions described by (5) but instead two Hanning
functions are used. The Hanning function h(ξ) is defined as
h(ξ) = cos2
(
piξ
2a
)
,−a ≤ ξ ≤ a (30)
where a is the width of the Hanning function. The peaks of the
two Hanning functions are placed at the positions of the peaks
of the sinc functions and the width of each Hanning function
is 32 transducer elements which corresponds to 6.7 mm. In
the discussion of the receive parameters it will be shown that
the shape of the two peaks is not crucial for the performance.
For the initial point the relative standard deviation is σ˜vx =
0.061, the relative bias is B˜vx = 0.037 and the corresponding
velocity profile can be seen to the left in Fig. 5. The estimated
transverse velocities for the initial point should be compared
with the estimated axial velocity using a conventional axial
autocorrelation estimator and the parameters for the initial
point. Here the relative standard deviation is σ˜vz = 0.0134
and B˜vz = 0.0068 and the corresponding velocity plot can be
seen to the right in Fig. 5. Thus, at an flow angle of 70◦ the
conventional axial estimator estimates vz approximately six
times better than the TO method estimates vx.
C. Variation of transmit parameters
The transmit parameters are related to the transmit of the ul-
trasound pulse from the transducer. Three transmit parameters
have been investigated:
• Angle between the flow and the ultrasound beam.
• Focus depth of the transmitted ultrasound beam.
• Number of cycles in the transmitted pulse.
The angle between the ultrasound beam and the flow direction
was varied between 90◦ and 40◦ in intervals of 10◦, and the
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Fig. 5. Left: Estimated transverse velocity for the initial point in the
parameter space. Right: estimated axial velocity for the initial point in the
parameter space using a conventional axial estimator. The thick line is the
mean of the velocity estimates. The thin line is the actual parabolic profile
and the thin dotted lines are ±1 standard deviation.
corresponding relative standard deviation and relative bias of
the transverse velocity were estimated and can be seen in Fig.
6. For purely transverse flow (90◦) both the standard deviation
and the bias have a minimum, which is expected, since only
one frequency component is present in the beamformed signals
reven(n) and rodd(n) at this angle. For angles less than 60◦
the bias rises to above 0.08 and at 40◦ the estimated velocity
profile differs significantly from the true profile.
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Fig. 6. Left: The relative standard deviation and relative bias as a function of
flow angle. The points marked with ∗ is the initial position in the parameter
space. Right: The estimated transverse velocity and standard deviation at a
flow angle of 40◦. The thin line indicates the true velocity as a function of
depth. The thick line is the estimated mean transverse velocity, and the two
dashed lines are the mean transverse velocity ±1 standard deviation.
The focus depth of the transmitted beam was varied between
30 mm and 60 mm in intervals of 10 mm, which can be seen
in Fig. 7. Relative standard deviation and relative bias have
a minimum when the beam is focused at 60 mm and 50 mm
respectively, i.e. behind the vessel. This suggests that the TO
method performs best when the beam has a relative broad
transverse extend and hence the transverse spatial frequency
1/λx is well defined and forms a narrow peak in the spectrum.
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However, focusing the emitted energy in a large area also
decreases the returned signal and hence decreases the signal
to noise ratio, which will increase the bias and the standard
deviation. Positioning the focus near the center of the vessel
or slightly behind will therefore yield the best performance.
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Fig. 7. Left: The relative standard deviation and relative bias as a function
of transmit focus depth. The initial position in the parameter space is marked
with ∗. Right: The estimated transverse velocity and standard deviation at a
transmit focus depth of 60 mm. The thin line indicates the true velocity as a
function of depth. The thick line is the estimated mean transverse velocity, and
the two dashed lines are the mean transverse velocity ±1 standard deviation.
The number of cycles in the transmitted pulse has been
investigated with the number of cycles ranging from 4 to 16
in intervals of 4 cycles. The corresponding relative standard
deviation and relative bias can be seen in Fig. 8. The perfor-
mance of the TO method is not very sensitive to the number
of transmitted cycles. However, the received signal amplitude
will scale with the number of transmitted cycles and hence
the SNR in a real scanning situation will increase for a high
number of transmitted cycles. The drawback of having a high
number of transmitted cycles is on the other hand that the
axial resolution decreases. A compromise could be to use 12
cycles in the transmitted pulse. This corresponds to an axial
extend of 2.6 mm which is approximately the same size as the
transverse extent of the PSF.
D. Variation of receive parameters
The receive parameters characterize the process from the
recording of the ultrasound pulse at the transducer to the
estimation of the velocity. Six receive parameters have been
investigated
• Number of transducer elements used to generate each of
the two Hanning functions in the receive apodization.
• Transverse wavelength generated in the pulse echo field.
• Type of echo canceling filter used.
• Number of pulse firings used to make one velocity
estimation.
• Type of receive apodization used.
• Signal-to-noise ratio of received signal.
The width of the two Hanning functions used in receive
apodization was varied with the values (24, 32, 48, 64) trans-
ducer elements (Fig 9). Changing the width of each Hanning
5 10 15
0
0.02
0.04
0.06
0.08
0.1
0.12
0.14
No. transmit cycles
Relative bias
Relative std
30 35 40 45 50
0
0.2
0.4
0.6
0.8
1
Depth [mm]
Ve
lo
ci
ty
 [m
/s]
No. transmit cycles 16
Fig. 8. Left: The relative standard deviation and relative bias as a function
of number of transmit cycles. The points marked with ∗ is the initial position
in the parameter space. Right: The estimated transverse velocity and standard
deviation for a 16 cycle transmitted pulse. The thin line indicates the true
velocity as a function of depth. The thick line is the estimated mean transverse
velocity, and the two dashed lines are the mean transverse velocity ±1
standard deviation.
function seems to have insignificant influence on the relative
standard deviation, but increases the relative bias nearly lin-
early. This might be due to the fact that a broad Hanning will
yield a PSF where the transverse component is broad banded
due to the Fourier relation (3), and hence the velocity estimate
will degrade. This effect seems, however, only to be present
in the relative bias and not in the relative standard deviation.
When the two Hanning functions are broad the transmitted
energy will be large and hence the SNR in a real scanning
situation will increase. A further study of the optimal width
of each Hanning should therefore be conducted in a noisy
environment, e.g. using a real scanner.
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Fig. 9. Left: The relative standard deviation and relative bias as a function
of the width of each Hanning functions used in the receive apodization. The
points marked with ∗ is the initial position in the parameter space. Right: The
estimated transverse velocity and standard deviation when each Hanning is
64 transducer elements in width. The thin line indicates the true velocity as a
function of depth. The thick line is the estimated mean transverse velocity, and
the two dashed lines are the mean transverse velocity ±1 standard deviation.
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The transverse wavelength λx was varied from 0.8 mm to
1.7 mm in intervals of 0.3 mm and the effect of the relative
standard deviation and relative bias can be seen to the left in
Fig. 10. Only the relative standard deviation is significantly
effected by the variation in the wavelength, which is a result
of the general properties of the autocorrelation estimator.
The autocorrelation estimator is unbiased and the standard
deviation is inversely proportional to the wavelength [18]. In
principle the relative standard deviation could be decreased
below 0.06 if a transverse wavelength shorter that 0.8 mm
was used. However, a short wavelength for a fixed depth z and
fixed center frequency f0 can only be created by increasing the
distance D between the two peaks in the receive apodization
function (8). Since the transducer has a fixed width of 26.6
mm, this sets a lower limit to the transverse wavelength.
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Fig. 10. Left: The relative standard deviation and relative bias as a function
of the transverse wave length. The initial position in the parameter space
is marked with ∗. Right: The estimated transverse velocity and standard
deviation for a transverse wavelength of 1.7 mm. The thin line indicates the
true velocity as a function of depth. The thick line is the estimated mean
transverse velocity, and the two dashed lines are the mean transverse velocity
±1 standard deviation.
Different types of echo canceling filters were tested on the
received signal and the result can be seen to the left in Fig. 12.
Stationary tissue with a scattering strength 100 times stronger
than the blood signal, has been added in these simulations, in
order to make the data more realistic. No echo canceling has
been performed in filter a) and filter b) is the mean subtraction
filter described by (27). Filter c) has the transfer function
H(z) = 1 − z−1 which implies that the filtered signal is
simply the result of subtracting consecutive lines. Filter d) has
the transfer function H(z) = (1 − 1.5z−1 + 0.5z−3)/3. This
filter has a more well-defined cut-off frequency than filter c)
which can be seen in Fig. 11.
Since tissue has been modeled in the Field II simulation, the
result of having no echo canceling yield a velocity estimate
with significant bias. Applying the mean subtraction filter
(filter b) described by (27), removes the stationary component
and no distortion on the signals originating from the blood is
performed. This filter therefore has the lowest relative bias.
The relative bias increases for filter c) and filter d) which is a
result of the distortion of the frequency spectrum performed
by these filters.
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Fig. 11. The frequency characteristics of the echo canceling filters c) and
d). Filter c) is defined by the transfer function H(z) = 1− z−1 and filter d)
is defined by H(z) = 1/3(1− 1.5z−1 + 0.5z−3)
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Fig. 12. Left: The relative standard deviation and relative bias as a function
of different echo canceling filters. Filter a) corresponds to no echo canceling.
Here the corresponding bias is 0.63. Filter b) is the mean subtraction echo
canceling described by (27). c) is the filter with the transfer function H(z) =
1−z−1 and d) has the transfer function H(z) = 1/3(1−1.5z−1+0.5z−3).
Right: The estimated transverse velocity and standard deviation for the filter
d) with the transfer function H(z) = 1/3(1− 1.5z−1 + 0.5z−3). The thin
line indicates the true velocity as a function of depth. The thick line is the
estimated mean transverse velocity, and the two dashed lines are the mean
transverse velocity ±1 standard deviation.
The number of pulse firings used for each velocity estimate
has been varied between 8 and 40 in intervals of 8 firings.
Also 4 firings for each estimate have been investigated. The
result can be seen to the left in Fig. 13. The performance
of the TO method degrades rapidly as the number of firings
per estimate decreases. To obtain a reasonable low bias on
the velocity estimate the number of firings should be at least
8. This is comparable to the number of firings used in most
commercial scanners.
The type of receive apodization has been varied, and the
relative standard deviation and relative bias have been mea-
sured and are shown to the left in Fig. 14. Apodization type
a) is two Hanning functions h(ξ − ξp) + h(ξ + ξp) each
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Fig. 13. Left: The relative standard deviation and relative bias as a function of
number of samples pr. velocity estimate. The initial position in the parameter
space is marked with ∗. Right: The estimated transverse velocity and standard
deviation for 8 samples pr. estimate. The thin line indicates the true velocity as
a function of depth. The thick line is the estimated mean transverse velocity,
and the two dashed lines are the mean transverse velocity ±1 standard
deviation.
having the width of 32 transducer elements and center position
in ξp. Apodization type b) uses two Hamming functions.
Apodization type c) is two Blackman functions. Apodization
type d) is two Gaussian functions, and apodization type e)
is two Sinc functions as described by (5). Type f) focus the
beam from each of the two receive beamformer along the
same line, and uses two different apodization functions on each
beamformer. On the even beamformer two Hanning functions
h(ξ − ξp) + h(ξ + ξp) are used and on the odd beamformer
the apodization given by h(ξ − ξp)− h(ξ + ξp) is used. This
is the apodization functions suggested by Anderson [9]. The
two apodization functions shifts the pulse echo field 90◦ with
respect to each other in the transverse direction.
The performance of the TO method does not seem to be
effected significantly by the type of apodization. However,
since the the energy in the received signal will scale with
the area under the apodization function, it is advisable to use
the functions which have the largest area.
The influence of noise on the performance has been tested.
Zero mean white Gaussian noise n(t) was added to the
received signals s(t) before beamforming, i.e. the noise was
added to the signal from each transducer element. The SNR
on each element was determined by
SNReldB = 10 log10
E{s2(t)}
E{n2(t)} . (31)
After beamforming and matched filtration the SNR is [19]
SNRbeamdB = 10 log10

∣∣∣∣∣
N∑
k=1
a(k)
∣∣∣∣∣
2
N∑
k=1
|a(k)|2
+ SNRmatdB + SNReldB , (32)
where a(k) is the receive apodization on element k, N is the
number of tranducer elements which is 128 and SNRmatdB is
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Fig. 14. Left: The relative standard deviation and relative bias as a function of
the receive apodization type. a) is two Hanning functions. b) is two Hamming
functions. c) is two Blackman functions. d) is two Gaussian functions and e)
is two Sinc functions as described by equation 5. Type f) is the apodization
functions suggested by Anderson. The points marked with ∗ is the initial
position in the parameter space. Right: The estimated transverse velocity
and standard deviation for the two Sinc apodization in receive. The thin line
indicates the true velocity as a function of depth. The thick line is the estimated
mean transverse velocity, and the two dashed lines are the mean transverse
velocity ±1 standard deviation.
the improvement in SNR due to matched filtration. Using two
Hanning functions as receive apodization, each with a width
of 32 tranducer elements, yields
SNRbeamdB = 29.2 + SNReldB (33)
where the contribution from the beamforming on the SNR is
16.4 dB and 12.8 dB from the matched filtration. The influence
of SNReldB between -30 dB and 0 dB was investigated in
intervals of 6 dB and is shown in Fig. 15. The performance of
the TO method only degrades significantly when the SNReldB
is below -18 dB which is due to averaging of the noise
in the beamforming and the matched filtration. Also the
influence of noise on the velocity estimator presented by
Anderson [10] has been investigated. The estimator uses the
multiplication of the two signals rˆeven(n) and rˆodd(n) from
(15) and (16) to obtain two signals, which only depends on
the axial velocity and the transverse velocity respectively. It
is tempting to split the received signal into a signal which
depends on the axial velocity, and a signal which depends
on the transverse velocity. Echo canceling can be applied
on each signal and the frequencies originating from the axial
movement of the tissue can be removed without destroying
the frequencies originating from the transverse movement of
the blood. However, multiplying two stochastic signals is not
in general advisable, and the relative standard deviation and
relative bias rise significantly, when noise is present, which
can be seen in Fig. 15.
IV. THE EXPERIMENTAL SET-UP
The TO method was evaluated on a circulating flowrig,
which pumps blood mimicking fluid around a closed circuit.
To avoid entrance effects in the flow, the fluid was first led
through a 1.2 m long inflow pipe with radius R = 6.4 mm.
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Fig. 15. Left: The relative standard deviation and relative bias as a function of
SNR for white Gaussian noise added to the channel data before beamforming.
The dotted line marked with ”o” is the relative standard deviation on the
velocity estimates using the TO velocity estimator and the thick line marked
with ”o” is the corresponding relative bias. The dotted line marked with
”∇” is the relative standard deviation on the velocity estimates using the
velocity estimator described by Anderson [10] and the thick line marked with
”∇” is the corresponding relative bias. The initial position in the parameter
space is marked with ∗. Right: The estimated transverse velocity and standard
deviation for the TO estimator with a SNR of 0 dB. The thin line indicates
the true velocity as a function of depth. The thick line is the estimated mean
transverse velocity, and the two dashed lines are the mean transverse velocity
±1 standard deviation.
At the end of the inflow pipe the fluid was led through a heat
shrink tube submerged in a water container and scanned. The
tube had a internal radius of 6.4 mm and the walls were 0.5
mm thick. The fluid volume flow Q was measured using a
Danfoss MAG 1100 flow meter, which was situated after the
heat shrink tube.
For the experiments, where the fluid velocity was constant
over time, a Cole Parmer (Vernon Hills, IL) 75211-60 cen-
trifugal pump was used. In this case the blood mimicking fluid
consisted of water, glycerol, orgasol, Triton x-100, NaBenzoat
and K2EDTA diluted 10 to 1 with demineralized water. The
blood mimicking fluid had viscosity µ = 2.6 · 10−3 kg/(m s),
density ρ = 103 kg/m3, and the temperature during scanning
was T0 = 24◦C.
For the experiments where the flow resembled the human
femoral artery, a programable Compuflow1000 flow pump
from Shelley (Toronto, Ontario) was used. In this case the
blood mimicking fluid is described in [20], and the temperature
during scanning was T0 = 24◦C.
To avoid turbulence in the fluid, the Reynolds number
should be kept below approximately 2000 [21]. For flow in
a pipe the Reynolds number Re is defined as
Re =
2Rρ
µ
v (34)
where v is the mean velocity in the tube. Since v was kept
below 0.4 m/s in all measurements, it was ensured that no
turbulence was present in the flow.
A 7 MHz linear array transducer characterized by the
parameters in Table IV was used to scan the blood mim-
icking fluid. The emitted pulse had a center frequency of
7 MHz. The pulse was focused at 40 mm at the center of
the vessel, and Hamming apodization was applied on the
transmit aperture in order to decrease sidelobe levels. The
scanner used was the experimental scanner RASMUS which
has 128 transmit channels and 64 receive channels with 2:1
multiplexing in receive. The sampling frequency is 40 MHz,
and the dynamic range is 12 bits for each channel. Channel
data were beamformed offline using a 32 CPU cluster system
running Matlab (Mathworks, Inc., Natick, MA) under Linux.
To acquire data from 128 elements in receive, two consecutive
TABLE IV
TRANSDUCER SET-UP
Parameter Value
Transducer Linear array
Elevation focus 25 mm
Number of elements 128
Pitch 0.208 mm
Kerf 0.035 mm
Center frequency 7 MHz
Sampling frequency 40 MHz
Apodization in transmit Hamming
Number of cycles 8
shots were used. Each sampled on the left and right halfs of the
transducer, respectively, and thereafter the data were combined
to form a complete data set of 128 elements. The success of
this interleaving procedure relies on the fact that the blood
scatters moves a distance smaller than the width of the point
spread function during two firings. Consecutive signals from
the scatters can therefore be added, but the effective fprf will
be decreased by a factor 2.
The transverse oscillation in the pulse echo field was
introduced by manipulating the receive apodization function
as described in section II . Two Hanning functions, each with
a width of 32 transducer elements, were used to create the
receive apodization. The distance between the peaks of the
two Hanning functions were adjusted so that the transverse
oscillation length λx in the pulse echo field was kept constant
λx = 1 mm for the entire scanned area. Two beams were
then beamformed, each separated a transverse distance of
λx/4 = 0.25 mm using dynamic focusing. The beamforming
was performed using a sound speed of c = 1480 m/s equal to
the speed of sound in water. Echo canceling was applied on
all beamformed data using the mean subtraction filter given
by (27).
A. Measurement of lateral oscillation length
To verify that the TO method can produce a pulse-echo
field where an oscillation is present in the transverse direction,
a wire phantom was scanned using the RASMUS scanner
and the linear array transducer described in Table IV. An
active aperture consisting of 64 elements was moved over
the transducer surface in steps of one element and a B-mode
image was acquired without envelope detection. The wire was
located in water at a depth of 40 mm and the distance between
the maxima of the the two Hanning functions in the receive
apodization function was adjusted to give a constant transverse
wavelength λx = 1.4 mm.
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The resulting PSFs for each beamformer can be seen in the
top row of Fig. 16. Since the distance between each transducer
element was 0.208 mm, the lateral resolution is poor, however,
the transverse oscillation is clearly visible.
In the bottom of Fig. 16 the 2D-FFT power spectrum for
the two PSFs is shown. The two clearly defined peaks on
the y-axis is the center frequency of the emitted pulse. The
center frequency on the x -axis corresponds to the transverse
oscillation in the pulse-echo field. From the power spectrum
the mean lateral wavelength is calculated to be λx = 1.6 mm,
which is 16% more than the theoretical value of λx = 1.4 mm.
Since the transverse velocity scales with the transverse spatial
frequency 1/λx, it is therefore expected that the velocity
estimates will be slightly biased.
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Fig. 16. Top: The PSFs from each beamformer. Bottom: the 2D power
spectrum of PSFeven + j PSFodd.
V. RESULTS FOR CONSTANT VOLUME FLOW
The first set of measurements was performed on a flow
where no acceleration was present. The volume flow rate Q
was fixed at 23.6 ml/s, and since
Q = vA (35)
where A = piR2 is the area of the cross section of the pipe, it
follows from (34) that the Reynolds number is approximately
900. The flow can therefore be assumed laminar, and the flow
velocity v as a function of distance r from the center of the
pipe can be described by (26). The maximum velocity v0 at
the center of the pipe was, thus, v0 = 0.367 m/s.
Five experiments were performed where the angle between
the ultrasound beam and the flow velocity vector was varied
between 50◦ and 90◦ in steps of 10◦. The fprf used was
4 kHz and the number of shots fired was 2000. Due to the
interleaving procedure described in the previous section, this
gives an effective fprf of 2 kHz and 1000 beamformed lines,
where 32 lines were used for each velocity estimate. In Fig.
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Fig. 17. The velocity as a function of depth for different angles of flow.
The thick solid line is the theoretic parabolic velocity profile described by
(26). The thin solid line is the mean of all the velocity estimates and the two
dotted lines are the mean profile plus/minus 1 standard deviation. No attempt
has been made to suppress false velocity estimates at the vessel wall and in
the surrounding water.
17 the transverse velocity profiles and standard deviation as
a function of depth are shown for the measured angles of
flow. It can be seen that the estimated transverse velocities
are approximately parabolic down to a flow angle of 60◦. At
50◦ no parabolic velocity profile can be seen, even though the
standard deviation still remains relatively small. The increase
in bias at this angle is in agrement with the simulated results.
For comparison, the estimated axial velocity for 80◦ is also
shown in Fig. 17 where the estimate is based on a conventional
axial auto correlation estimator. The angle of 80◦ is the
smallest of the measured angles where no aliasing occur in the
axial estimate using fprf = 2 kHz. It should be noted that the
conventional axial estimate is based on the same channel data
as the transverse velocity estimate at the same angle. Only the
beamforming is different since no transverse oscillation in the
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Fig. 18. The relative standard deviation and relative bias on the estimated
velocity for different angles of flow.
pulse echo field has been introduced. Hamming apodization
was used to suppress sidelobes in the receive beamforming,
and 32 beamformed lines were used for each velocity estimate.
To quantitively compare the different velocity measure-
ments, the relative standard deviation σ˜vx and relative bias
B˜vx were estimated. In Fig. 18 σ˜vx and B˜vx are shown, and
it can be seen that both B˜vx and σ˜vx remains approximately
constant between 60◦ and 90◦. The two measurements at 80◦,
which are not connected by a line, are the relative bias and
relative standard deviation for the axial velocity estimate at
this angle. Their values are σ˜vz = 0.01 and B˜vz = 0.01, i.e.
approximately five times smaller than the corresponding σ˜vx
and B˜vx for the transverse velocity at the same angle. This is
in agreement with the corresponding simulations for constant
flow.
VI. RESULTS FOR PULSATILE FLOW
Since the blood flow in the human body is not generally
constant, the TO method has been tested for a pulsatile flow,
which resembles flow in the femoral artery. The transverse
flow velocity was estimated as a function of depth and time
for 1.44 seconds of flow, and since the cycle period of the
pump was 0.84 seconds, the measurements captured nearly
two cycles of flow. At an fprf of 6 kHz, 10080 beams were
emitted from the transducer. Due to the interleaving procedure
this gives an effective fprf = 3 kHz and 5040 beamformed
lines. The lines were divided into segments of 100 lines where
consecutive segments had an overlap of 90%. The segments
were then echocanceled using (27) and passed to the transverse
velocity estimator.
In Fig. 19 the transverse velocity as a function of depth
and time is shown for the angles 60◦ and 90◦. Also the axial
velocity estimated at 60◦ is shown. The axial estimate at 60◦
is derived using a conventional axial estimator, and the data
used are the same as the transverse velocity estimate at 60◦
is based on. Even though the transverse velocity estimates at
90◦ or 60◦ does not become as good and detailed as the axial
estimate at 60◦, the transverse estimates still show the same
overall flow.
The measurements can be more easily compared by deriving
the corresponding volume flow as a function of time, by
integrating the velocity over the vessel cross section area. Here
the velocity profile is assumed circular symmetric around the
center of the pipe. The volume flow rate is shown as a function
of time in Fig. 20. When derived from the axial velocity, the
measured volume flow at 60◦ clearly shows the characteristic
profile of the flow in the femoral artery. Here a large positive
peak in the flowrate is followed by a smaller negative peak and
an even smaller positive peak. This pattern is also seen when
the flow rate is derived from the transverse velocity profiles.
The relative error between the two flowrate profiles at 60◦ is
found to be 13.4%. The relative error between the flowrate
derived from the transverse velocities at 90◦ and the flowrate
derived from the axial velocity at 60◦ is found to be 27.8%.
Here the relative error α between the two volume profiles
Qref (n) and Q(n) of length N is defined as
α =
N∑
n=1
|Qref (n)−Q(n)|
N∑
n=1
|Qref (n)|
(36)
where the reference flowrate Qref (n) is the flowrate derived
from the axial velocity estimate at 60◦.
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Fig. 19. Velocity as a function of time and depth. Top: Axial velocity at 60◦
flow angle. Center: Transverse velocity at 60◦ flow angle. Bottom: Transverse
velocity at 90◦ flow angle. The flow resembles the flow in the human femoral
artery. No attempt has been made to suppress false velocity estimates at the
vessel wall and in the surrounding water.
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Fig. 20. The volume flow rate derived from the transverse velocity at 90◦,
the transverse velocity at 60◦ and the axial velocity at 60◦.
VII. DISCUSSION
A parameter study of the TO method has been performed
and the resulting relative standard deviation and relative bias
have been calculated for a number of points in the parameter
space. The parameter study shows that the TO method is
sensitive to the angle between the ultrasound beam and the
flow direction. At angles more than approximately 45◦ the TO
method can produce relatively good estimates of the transverse
velocity. It is thus possible to estimate blood velocities at
angles where a conventional scanner fails to detect any velocity
at all.
Furthermore, it has been shown that the TO method is ca-
pable of measuring the transverse velocity in an experimental
setup for angles between 60◦ and 90◦ for both constant and
pulsatile flow. Parabolic velocity profiles are easily detectable
down to an angle of 60◦ with a relative standard deviation
and relative bias of approximately 10%. For pulsatile flow the
characteristic profile of the flow in the femoral artery can be
seen at both 90◦ and 60◦.
Future work should concentrate on the important issue of
optimizing the echo-canceling filter. For small blood vessels
the clutter signal will dominate the blood signal even in
the center of the vessel, and the mean subtraction filter will
presumably not be sufficient to remove all the clutter signal.
Also a clinical evaluation of the TO method has to be
performed by an experienced sonographer. Different represen-
tative blood vessels have to be scanned and a reliable reference
velocity estimate can be obtained by tilting the ultrasound
beam. The TO method can then be evaluated by comparing
the reference 1-D velocity to the 2-D vector estimate.
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I. ABSTRACT
In this paper examples of in-vivo blood vector velocity
images of the carotid artery are presented. The transverse
oscillation (TO) method for blood vector velocity estimation
has been used to estimate the vector velocities and the method
is first evaluated in a circulating flowrig where performance as
function of flow angle is found. At 90◦ beam to flow angle the
TO method can estimate the transverse velocity with a mean
standard deviation of 2.8 % and with a mean absolute bias of
11.8 %.
A carotid artery is scanned in-vivo at three different posi-
tions by experienced sonographers. The scanning regions are:
1) The common carotid artery at 88◦ beam to flow angle, 2)
The common carotid artery and the Jugular vein at∼ 90◦ beam
to flow angle and 3) The bifurcation of the carotid artery. The
resulting velocity estimates are displayed as vector velocity
images where the velocity vector is superimposed on a B-
mode image showing the tissue structures.
The volume flow is found for case 1) and when compared
with MRI from the literature, a bias of approximately ∼ 20%
is found. The maximum flow velocities within the carotid
artery is found to be 0.8 m/s, which is normal for a healthy
person. In case 3) the estimated vector velocities are compared
with numerical simulations. Qualitatively the same flow pat-
tern can be seen in both simulations and in the vector velocity
images. Furthermore a vortex is identified in the carotid sinus
at the deceleration phase after the peak systole. This vortex is
seen in all of the three acquired cardiac cycles.
II. INTRODUCTION
It is a well known limitation of conventional ultrasound
scanners, that only the axial (i.e. towards or away from the
transducer) velocity component of the blood can be estimated.
This is a severe limitation especially in regions where blood
vessels are curved or where different flow directions are
present in e.g. bifurcations. In such regions the resulting
CFM image will have a confusing appearance, since the axial
velocity does not scale with the true speed of the blood. This
is illustrated in Fig. 1, which shows the blood flow in the
jugular vein, that carries the blood from the brain back to
the heart. Even though the volume flow in the vein is constant
throughout the image, different colors appear along the vessel,
and at the center of the image the scanner fails to detect any
blood flow at all. This is due to the angular dependence of the
velocity estimates.
Fig. 1. Conventional CFM image of the flow in the Jugular vein acquired
with a B-K medical 2102 scanner and a linear array BK-8804 transducer.
The change in color and intensities in the blood vessel illustrates one of the
fundamental problems with conventional flow estimation techniques.
Many authors have addressed the issue of extending the
axial velocity estimate to a vector estimate, where both the
speed and direction of the blood are found. Fox et al. [1]
suggested a method where two transducers angled with re-
spect to each other were used to find two independent axial
velocity estimates from which the 2-D vector velocity could
be found. Another variant of this method was suggested by
Overbeck et al. [2]. Here the two angled ultrasound beams
were constructed by having one transmitting aperture and two
receiving apertures. The problem with both methods is that
the angle between the two crossing beams decreases with
depth. This implies that the standard deviation and bias on
the vector estimates increases significantly for deeper lying
vessels. Newhouse et al. [3] proposed a 2-D method where the
spectral width of the Doppler spectrum was used to determine
the lateral component of the velocity. For smaller vessels,
where large velocity gradients are present within a resolution
volume, this method breaks down, since the lateral width
of the spectrum also scales with the velocity spread within
the volume. Trahey et al. [4] used 2-D cross-correlation on
B-mode images of the blood flow to determine the vector
velocity. This method is effective, especially close to the
transducer where a high frame rate on the B-mode images
can be obtained, but expensive in terms of computation power.
Another method uses beamforming along the flow direction
[5], [6], [7]. Here a normally focused ultrasound field is
emitted and the data is beamformed along the direction of the
flow. The acquired signals are then cross-correlated to find
the shift in position and divided by the time between pulse
emissions gives the velocity. The flow direction must, thus, be
known before beamforming, or it can be determined by the
method suggested by Kortbek and Jensen [8]. The directional
beamforming method has also been employed in synthetic
aperture flow imaging [9].
One promising method for finding the 2-D vector velocity is
the method suggested by Jensen and Munk (Transverse Oscil-
lation (TO)) [10], [11], [12] and by Anderson (Heterodyned
Spatial Quadrature (HSQ)) [13], [14], [15]. The basic idea
in both methods, is to introduce an additional oscillation in
the lateral direction of the pulse-echo field and use an auto-
correlation estimator to find the velocity. The TO method has
been tested in both simulations and flow phantom experiments
with promising results and preliminary in-vivo measurements
have been performed at 90◦ beam to flow angle [16], [17].
This paper presents both experimental and clinical results
from the TO method. First, in Section III, a brief discussion
of the basic principle in the TO method is given. In Section
IV the TO method is tested in a circulating flow rig scanned
by the experimental scanner RASMUS [18], where the beam
to flow angles are varied between 90◦ − 50◦. In Section V,
clinical results are presented. Here the RASMUS scanner is
used to scan the carotid artery at three different positions: 1)
The common carotid artery at 88◦ beam to flow angle, 2) The
common carotid artery and the Jugular vein at ∼ 90◦ beam
to flow angle and 3) The bifurcation of the carotid artery.
Finally, in Section VI, the perspectives of the TO method are
discussed.
III. METHOD
Ultrasound scanners for conventional Color Flow Map
(CFM) imaging has a point spread function (PSF)1 where a
well defined oscillation is present along the ultrasound beam
direction (the axial direction). This is illustrated in Fig. 2
which shows a simulation of a PSF for conventional CFM
imaging2. Here the colors indicates the pressure received by
the transducer. A well defined oscillation in the pressure along
1The PSF is basicly an image of a single point scatterer as seen by the
scanner.
2The PSF has been obtained using the ultrasound simulation program Field
II [19], [20] where a 5 MHz linear array transducer and a point scatterer at a
depth of 18 mm has been simulated.
the axial direction can clearly be seen and the PSF has the
shape of a bell curve along the lateral direction.
When blood scatterers are moving with an axial velocity
vz through the region of interest, the sampled signal recorded
by the scanner3 will oscillate with a frequency proportional to
the axial velocity of the blood. The velocity is then found by
estimating the mean frequency fp in the sampled signal and
the axial velocity can finally be found from
vz =
c
2f0
fp (1)
where c = 1540 m/s is the speed of sound in the human body
and f0 is the center frequency of the signal received by the
transducer.
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Fig. 2. A PSF obtained with a
conventional CFM method using
the Field II simulation program and
the setup parameters given in Table
II.
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Fig. 3. A PSF where the TO
method has been used to create an
additional oscillation in the field
transverse to the beam direction.
The reason why the conventional method fails to estimate
the lateral component vx of the velocity, is simply that the
PSF does not oscillate in this direction but has the shape
of a bell curve. When blood scatterers are moving along the
lateral direction the resulting sampled signal has a frequency
of fp = 0 Hz and hence the the velocity is found from (1) to
be vz = 0 m/s. If the lateral component vx of the velocity is to
be found, it is therefore necessary to introduce an additional
lateral oscillation in the PSF transverse to the beam direction
as illustrated in Fig. 3.
The basic idea in the TO method is to create an addi-
tional oscillation in the PSF transverse to the beam direction.
Qualitatively, this double oscillation field can be understood
by the analogy of dropping two stones simultaneously into a
pond as shown i Fig. 4. When the two wave patterns from
each stone move outwards into the pond, they interfere with
each other and at the region of interference the resulting wave
pattern will oscillate in both the axial and lateral direction.
The distance between the two stones will determine the lateral
oscillation frequency and the size of the stones will determine
the amplitude of the interference pattern and the bandwidth of
the lateral frequency.
This principle can easily be applied on a ultrasound
transducer. The sensitivity across the transducer surface (the
apodization) can be adjusted, so that two distinct peaks resem-
bling the two stones in the pond, are present, as illustrated
3This signal is often called the Doppler signal or the slow-time signal
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in Fig. 5. The resulting PSF will then oscillate both axially
and laterally. The frequency of oscillation can be controlled
by changing the distance between the two peaks and the
bandwidth of the lateral oscillation can be controlled by the
width of each peak4.
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Fig. 4. The principle behind the
creation of the double oscillating
PSF can be understood by the anal-
ogy of dropping two stones simul-
taneously into a pond. The interfer-
ence wave pattern in the pond will
oscillate in two dimensions.
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Fig. 5. The receive apodization
function used to create the double
oscillating PSF shown in Fig. 3.
In the TO method the apodization function shown in Fig.
5 is applied during reception of the ultrasound signals from
the tissue and blood. The double oscillating field is there-
fore solely constructed in the receive beamforming and the
transmitted signals from the transducer in the TO method
is therefore identical to the transmitted signals from the
conventional method for axial velocity estimation.
A schematic overview of the differences and similarities
between the conventional method and the TO method is given
in Table I and a comprehensive discussion about the theory
behind the TO method can be found in [11], [12].
TABLE I
COMPARISON BETWEEN THE PROPERTIES OF THE CONVENTIONAL CFM
METHOD AND THE TO METHOD.
Conventional
CFM method
TO
method
Pulse-echo
field
only axial
oscillation
lateral and axial
oscillation
Beams one in transmit
one in receive
one in transmit
two in receive
In phase and
quadrature signals two four
Echo canceling FIR filter polynomial regression[22], [23] of order 0-2
Velocity estimator autocorrelation
method [24]
extended auto-
correlation method [12]
IV. SIMULATIONS AND EXPERIMENTS
The particular setup used for the in-vivo scanings presented
in this paper, was evaluated in simulations and flow phantom
experiments.
4The relation between the apodization and the lateral field component at
the focal point is formally described by a Fourier transform [21]. This relation
makes it possible to precisely shape the PSF by manipulating the apodization
function of the transducer.
A. Resolution simulation
Due to the shape of the apodization function, one might
expect a poor resolution of the PSF for the TO method
compared to the conventional CFM method. This has been
investigated using the Field II simulation program [19], [20]
where a linear array transducer was simulated with the param-
eters given in Table II. This setup describes the transducer and
scanner for all simulations, experiments, and in-vivo scannings
performed in this paper. The axial and lateral resolution was
found for both method (Fig. 6 and 7) using Hanning receive
apodization on the conventional method. It can be seen that the
axial resolution is identical for both methods. The apodization
function for the TO method only affects the lateral intensity
significantly in a 3 mm interval around the center of the PSF.
TABLE II
SCANNER AND TRANSDUCER SETUP USED FOR ALL EXPERIMENTS
Parameter Value
Transducer Linear array
Number of elements 128
Active number of elements 64
Pitch 0.3 mm
Kerf 0.035 mm
Center frequency 5 MHz
Number of cycles pr. pulse 8
fprf in flow rig 0.6 kHz
fprf in clinical scannings 6 kHz
Sampling frequency Field II 100 MHz
Sampling frequency RASMUS 40 MHz
Lateral wave length λx 1.0 mm
Apodization in transmit Hanning
Apodization in receive Two Hannings
Focus in transmit 18 mm
Focus in receive Dynamic
F-number in transmit 3.3
F-number in receive 0.8
Number of firings pr. vel. est. 64
Lateral distance between velocity est. 4 pitch
Ispta·is 293 mW/cm2
MI 1.07
TIS 1.65
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Fig. 6. The axial intensity for the
conventional CFM method com-
pared to the axial intensity for TO
method. Simulation using the Field
II program.
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Fig. 7. The lateral intensity for the
conventional CFM method com-
pared to the lateral intensity for TO
method.
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B. Flow phantom experiments
The TO method was tested in a circulating flow rig scanned
by the experimental scanner RASMUS [18] and a linear array
transducer.
The function of the flow rig was to pump blood mimicking
fluid around a closed circuit. Here all relevant parameters,
like volume flow and ultrasound beam-to-flow angle, could be
controlled. To avoid entrance effects in the flow, the fluid was
first led through a 1.2 m long inflow pipe with radius R = 6.0
mm. At the end of the inflow pipe the fluid entered a heat
shrink tube submerged in a water container. Here the scannings
were performed. The tube had a internal radius of 6.0 mm and
the walls were 0.5 mm thick. The fluid volume flow Q was
measured using a Danfoss MAG 1100 (Sønderborg, Denmark)
flow meter, which was situated after the heat shrink tube. A
Cole Parmer (Vernon Hills, IL) 75211-60 centrifugal pump
was used to pump the fluid around in the circuit at constant
flow rate. The blood mimicking fluid consisted of water, glyc-
erol, orgasol, Triton x-100, NaBenzoat and K2EDTA diluted
10 to 1 with demineralized water. Temperature was 24◦C and
the viscosity was 2.6 · 10−3 kg/(ms) (compared to 4 · 10−3
kg/(ms) for blood).
The experimental scanner RASMUS was used for all exper-
iments and the transmit setup was copied from a commercial
scanner with a similar front end. This was done to ensure
the optimal transmit pulse, in terms of both performance and
the restrictions from the food and drug administration (FDA).
Receive beamforming was done off-line in Matlab, and a
lateral oscillation wavelength of 1 mm was applied in receive
beamforming. All relevant parameters for the scanner and the
transducer can be found in Table II.
Due to the geometry of the flow rig and the viscosity of
the fluid, it was not possible to obtain velocities of more than
∼ 0.3 m/s and still maintain laminar flow. I.e. the velocities
were significantly less than the velocities in the carotid artery.
To test the TO method at velocities comparable to the carotid
artery, the maximum velocity in the flow rig was set to 0.1 m/s
and the pulse repetition frequency (fprf ) was decreased from
6 kHz to 0.6 kHz. This gives a Reynolds number of 227 and
hence the flow can be regarded as laminar [25]. Theoretically,
the velocity profile through the tube can then be described by
a parabola and the performance of the TO method is expected
to be comparable to running at 1 m/s and fprf = 6 kHz.
The distance from the transducer to the tube was adjusted,
so that all fluid was situated less than 30 mm from the
transducer surface. Due to the extend of the transducer,
this results in a minimum beam-to flow angle of 50◦. The
angle between the ultrasound beam and the flow was varied
between 51.5◦−89.9◦ in steps of approximately 10◦. 64 pulse
transmissions were used to find one velocity estimate and
a total of 30 independent velocity estimates were found for
each angle. The angle between the beam and the flow was
found precisely from B-mode images acquired together with
the velocity transmissions.
For each beam-to-flow angle, the mean velocity as a func-
Fig. 8. The experimental RASMUS scanner. RASMUS has 128 transmitting
channels and 64 receiving channels with 2:1 multiplexing. Arbitrary wave-
forms can be transmitted and the individual received channel data can be
recorded for later processing.
tion of depth was found for both axial (vz) and lateral (vx)
velocity estimates. The standard deviation on the estimates
was found and the resulting curves can be seen in Fig. 9
together with curves for the theoretical parabolic profiles. The
lateral velocity vx is systematicly underestimated for all angles
by approximately 10-20 %. Hence, compensation could be
applied by multiplying the estimates with ∼ 1.15. At flow
angles of 51.5◦ and 61.8◦ aliasing is present in the axial flow
estimates. In principle this could easily be removed by using
a higher fprf , but for the particular setup used the fprf can
not be raised above 6 KHz.
To quantitatively validate the performance of the TO
method, the relative mean standard deviation σ˜vx and relative
mean bias B˜vx was calculated over the vessel for the estimates
shown in Fig. 9. The non dimensional parameters σ˜vx and B˜vx
are defined as
σ˜vx =
1
v0(z2 − z1)
∫ z2
z1
√√√√ 1
M
M∑
i=1
(vˆix(z)− v¯x(z))2dz (2)
B˜vx =
1
v0(z2 − z1)
∫ z2
z1
|v¯x(z)− vx(z)| dz (3)
where v0 = 0.1 m/s is the velocity in the center of the tube,
vˆix(z) is one velocity estimate at a certain depth z, v¯x(z) is the
mean of the velocity estimates and vx(z) is the actual parabolic
velocity profile. z1 and z2, are the depths to the beginning of
the vessel and the end of the vessel, and M = 30 is the
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number of velocity estimates vˆix(z) used to calculate σ˜vx and
B˜vx . The resulting values can be found in Table III. It is seen
that both the standard deviation and bias on the vx estimate
decreases with increasing angle and have a minima at 89.9◦.
The axial performance is more difficult to evaluate due to the
presence of aliasing at 51.5◦ and 61.8◦. For angles > 61.8◦
axial standard deviation is approximately 2− 4 times smaller
than lateral standard deviation and axial bias is approximately
10-20 times smaller than lateral bias. To solve the problems
with low performance on the lateral velocity estimates, the TO
method uses 64 pulse emissions for each velocity estimate.
This is significantly higher than the number of emissions used
in a conventional scanner for axial velocity estimation. Note
that σ2x is inversely proportional to the number of emissions
N , and N can be lowered if a higher standard deviation can
be accepted.
TABLE III
MEAN STANDARD DEVIATION σ˜ AND MEAN BIAS B˜ OVER THE TUBE FOR
THE vz AND vx VELOCITY COMPONENTS IN PERCENT.
51.5◦ 61.8◦ 71.3◦ 80.0◦ 89.9◦
σ˜vx 4.8 4.6 4.3 3.0 2.8
B˜vx 14.4 15.0 20.3 13.8 11.8
σ˜vz 3.2 10.7 1.1 0.9 1.0
B˜vz 48.6 15.9 1.6 1.0 1.0
V. CLINICAL SCANNINGS
To clinically evaluate the performance of the TO method,
the carotid artery was scanned at three different positions.
This was done with the TO method used in a CFM fashion,
where a vector velocity image (VVI) was superimposed on a
conventional B-mode image.
A. Vector velocity image (VVI) setup
The RASMUS scanner and a linear array transducer de-
scribed by the parameters from Table II was used for all clin-
ical scannings. Since 64 pulse transmissions are used for each
vector velocity estimate the frame-rate will be unacceptably
low, if a full VVI is acquired at fprf = 6 kHz. To increase
frame-rate further, the TO method uses the time between
emissions in a certain direction to transmit three other pulses at
other spatial positions. This increases the actual fprf to 24 kHz
while maintaining the effective fprf at 6 kHz. The result is that
additional three velocity estimates can be acquired. However,
the maximal scanning depth d will be limited by the time of
flight for each pulse so that
d =
c
2fprf
=
1540m/s
2 · 24 kHz = 32 mm (4)
The used setup is therefore limited to depths less than 32 mm.
The vector velocities are found at 16 axial lines which are
used to construct one VVI. This gives a lateral resolution
of 1.2 mm on the velocity estimates and a frame-rate F of
independent VVIs given by
F =
24 kHz
64 · 16 + 65 = 22 Hz, (5)
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Fig. 9. The mean velocity (thick blue and red curves) and three times the
standard deviation (thin blue and red curves) as a function of depth for flow
angle 51.5◦, 61.8◦, 71.3◦, 80.0◦, 89.9◦. The theoretical parabolic velocity
profiles (black dotted curves) are shown for comparison.
where the last term in the denominator is the number of
emissions in the B-mode image, which is updated for each
VVI. The scanner setup for B-mode emissions is identical to
the setup for CFM emissions except for the number of cycles
in each pulse, which is 1 for the B-mode emission. It should
be noted that no filtering or averaging is performed on the
VVI frames except from up-sampling to a size equal to the
B-mode frames.
To differentiate between blood and tissue in each VVI frame
a special technique is developed. A low resolution B-mode
image is constructed from each B-mode image by first median
filtering the image using a 1.5×0.5 mm kernel and thereafter
low-pass filtering the image by convolving with a 3.8×0.5 mm
square. All intensities below a certain threshold value in the
low resolution B-mode image are then considered to be blood,
where the velocity estimates are displayed. An example of this
process is shown in Fig. 10 and 11.
B. The carotid artery at 88◦ beam to flow angle.
The carotid artery of a healthy 34 year old male was scanned
for 1.81 seconds and data from approximately one and a
half cardiac cycles was acquired. The beam-to-flow angle was
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Fig. 10. B-mode image of the
bifurcation of the carotid artery.
Dynamic range is 40 dB.
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Fig. 11. Same as Fig. 10 but with
areas with potential blood presence
colored in dark red. The threshold
value is -29 dB.
found from the B-mode images to be approximately 88◦, i.e.
an angle where a conventional CFM method would not detect
any movement of the blood. The B-mode sequence showed a
clear intima, which indicates that the optimal scanning plane
of the carotid artery was obtained.
To illustrate performance of the TO method when scanning
the carotid artery, a number of VVI frames are shown in Fig.
13, 14 and 15. The acquisition time of each frame is illustrated
by red circles in Fig. 12. It is seen that homogeneous vector
estimates can be obtained and that the vector arrows follows
the vessel walls in all frames. The maximum velocity at the
time of peak systole is approximately 0.8 m/s. According to
Evans et. al. [26] this is a normal value for a healthy person.
To further evaluate performance, the volume flow as a func-
tion of time was found. From each VVI frame the positions
of the carotid vessel walls were automaticly identified. The
velocity was integrated up over the vessel cross section area
assuming circular symmetry. This was done in a 5 mm lateral
wide strip in the center of the image to yield the volume
flow. When averaging these estimates, the mean volume flow
through the vessel as a function of time could be found
as shown in Fig. 12. For comparison the data obtained by
Marshall et. al. [27] using MRI is also depicted. There is a
significant bias between the two measurements especially at
the time of the first peak systole. A certain bias is expected
since the flow rig measurements in Section IV showed a
systematic under estimation of the theoretical lateral velocity
of approximately 10-20 %. It should be noted that the volume
flow from Marshall et. al. was based on measurements from
14 carotid arteries, where two of these showed abnormal flow-
rates.
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Fig. 12. The estimated volume flow as a function of time. For comparison
the data obtained by Marshall et. al. [27] using MRI is also shown. The red
circles indicates the acquisition time for the VVI frames shown in Fig. 13-15
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Fig. 13. The vector flow in the carotid artery at the time of the peak systole.
C. The carotid artery and jugular vein at 90◦ beam to flow
angle.
A VVI sequence of 3.18 seconds using the TO method was
acquired of the carotid artery and jugular vein. The volunteer
was 30 year old and presumed healthy. A VVI frame at the
time of the peak systole is shown in Fig. 16. The different
directions of the blood velocity in the vein and the artery is
clearly visible and the maximum velocity within the artery
is approximately 0.8 m/s, i.e. a realistic value for a healthy
person.
D. The bifurcation of the carotid artery
The bifurcation posses a challenge to the TO method due
to the geometry of the vessels and hence the complicated flow
pattern. This is especially the case at the time of the peak
systole, where numerical simulations [28], [27], [29] have
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Fig. 14. The vector flow in the carotid artery at the time of the end systole.
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Fig. 15. The vector flow in the carotid artery at the time of the end diastole.
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Fig. 16. The vector flow in the carotid artery and jugular vein at the time
of the peak systole.
shown that a complicated flow pattern is present.
The carotid artery bifurcation of a healthy 30 year old
male was scanned for 3.18 seconds yielding a sequence of
68 VVI frames covering three peak systoles. Fig. 17 shows
the vector flow at the time of the second peak systole. Here
a characteristic lack of flow is seen to be present in the
lower part of the carotid sinus and a strong blood current is
concentrated in the external carotid artery and the upper part
of the internal carotid artery. This observation is confirmed by
numerical studies [28], [27], [29] from where one simulated
velocity image obtained from [29] is shown in Fig. 18. The
same overall flow pattern is seen even though the geometry of
the bifurcation in the simulation is significantly different from
the ultrasound scanning bifurcation.
Numerical simulations predicts that a region with reversed
flow will be present at the lower part of the carotid sinus
shortly after peak systole. This is confirmed by the TO method.
In Fig. 19 the vector flow 5 ms after peak systole is seen and
a strong vortex can easily be identified in the lower part of
the carotid sinus. This vortex is present in all of the three
VVI frames obtained 5 ms after the three peak systoles. The
corresponding simulation frame obtained from [29] is shown
in Fig. 20. Here the vortex is not that dominant even though
reversed flow can be seen in the lower part of carotid sinus.
This vortex can also be seen on the axial velocity estimate
obtained with the conventional axial CFM technique. In Fig.
21 the axial velocity is shown. Each axial velocity estimate
is found from 64 pulse emissions to obtain maximum perfor-
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mance. The region with reversed flow is clearly visible as well
as a region at the upper part of the carotid sinus with strong
downwards flow.
Aliasing could potentially be confused with regions with
reversed flow, but it is obvious from Fig. 21 that no axial
aliasing is present even at flow angles of ∼ 45◦. Axial aliasing
will happens when the Nyquist sampling theorem is violated,
i.e. at axial velocities vmaxz larger than
vmaxz =
c fprf
4f0
=
1540 m/s · 6000 Hz
4 · 5 · 106 Hz = 0.46 m/s (6)
Lateral aliasing will occur at purely transverse flow velocities
vmaxx larger than
vmaxx =
λx
2
fprf =
0.001 m
2
6000 Hz = 3 m/s (7)
It is, therefore, expected that no aliasing phenomenon will
occur, when using the TO method on the carotid artery for
this measurement setup.
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Fig. 17. The vector flow in the bifurcation of the carotid artery at the time
of the peak systole.
VI. DISCUSSION
When comparing the VVI frame in Fig. 19 with the conven-
tional CFM frame in Fig. 21 it is evident that there is a huge
potential in the TO method. The correct velocity magnitude
and direction of the flow is displayed with the TO method.
This is in contrast to the conventional CFM method, where
only the axial component of the velocity is found.
Information which shows complicated vortex structures in
the flow, can be gathered at regions where plaque might build
Fig. 18. A simulation of the vector flow in the bifurcation of the carotid
artery at the time of the peak systole (reprinted with permission from Marshall
et al. [29]).
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Fig. 19. The vector flow in the bifurcation of the carotid artery shortly after
the peak systole.
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Fig. 20. A simulation of the vector flow in the bifurcation of the carotid
artery at the time of the end systole (reprinted with permission from Marshall
et al. [29]). In the lower part of carotid sinus a region with reversed flow is
present (flow from right to left).
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Fig. 21. The axial (towards or away from the transducer) velocity. The time
instance is the same as for Fig. 19.
up. This could potentially lead to an early detection of stenosis.
Further studies of the TO method should therefore concentrate
on such regions, and the scannings should be performed on
both healthy and stenosed carotid arteries. An experiment
could then be performed, where a number of medical doctors
should compare conventional CFM frames and VVI frames,
and then determine which of the two methods would be
preferable for detection of stenosis.
The draw back of using the TO method is the relative high
number of pulses used for each velocity estimate. In the VVI
frames presented in this paper the number of pulses used
for each estimate was 64, which is ∼ 6 times higher than
what is used in most scanners for conventional CFM imaging.
However, a lower number of pulses can be used, if a higher
standard deviation and bias can be accepted.
The TO method could also be used for tissue motion
estimation or elasticity imaging. When used on tissue, the
signal-to-noise ratio will be ∼ 40 − 60 dB higher than when
used on blood. Consequently performance will be increased
significantly.
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Experimental Investigation of Transverse Flow Estimation using
Transverse Oscillation
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Abstract - Conventional ultrasound scanners can only dis-
play the blood velocity component parallel to the ultrasound
beam. Introducing a laterally oscillating field gives signals
from which the transverse velocity component can be esti-
mated using 2:1 parallel receive beamformers. To yield the
performance of the approach, this paper presents simulated
and experimental results, obtained at a blood velocity angle
transverse to the ultrasound beam.
The Field II program is used to simulate a setup with a
128 element linear array transducer. At a depth of 27 mm a
virtual blood vessel of radius 2.4 mm is situated perpendicu-
lar to the ultrasound beam. The velocity profile of the blood
is parabolic, and the speed of the blood in the center of the
vessel is 1.1 m/s. An extended autocorrelation algorithm is
used for velocity estimation for 310 trials, each containing
32 beamformed signals. The velocity can be estimated with
a mean relative bias of 6.3 % and a mean relative standard
deviation of 5.4 % over the entire vessel length.
With the experimental ultrasound scanner RASMUS the
simulations are reproduced in a experimental flow phantom
using a linear array transducer and vessel characteristics as
in the simulations. The flow is generated with the Compu-
flow1000 programmable flow pump giving a parabolic veloc-
ity profile of the blood mimicking fluid in the flow phantom.
The profiles are estimated for 310 trials each containing of
32 data vectors. The relative mean bias over the entire blood
vessel is found to be 10.0 % and the relative mean standard
deviation is found to be 9.8 %.
With the Compuflow1000 programmable flow pump a
color flow mode image is produced of the experimental setup
for a parabolic flow. Also the flow of the human femoralis is
reproduced and it is found that the characteristics of the flow
can be estimated.
I INTRODUCTION
In conventional ultrasound scanners the point spread function
(PSF) only has an axial oscillation, and hence blood scatterers
travelling through the acoustic field only gives signals from
which the axial velocity of the blood can be determined. This
is a severe limitation, since most blood vessels are parallel
to the skin surface, and it is therefore a problem to achieve
a sufficiently small angle between the flow and the beam.
One way to overcome this problem is the introduction of two
PSF’s each with an oscillation both in the axial and in the lat-
eral direction and each PSF transverse phase shifted 90◦ from
each other (Fig. 2). This method has been suggested both by
Jensen and Munk (Transverse Oscillation (TO)) [1, 2, 3] and
by Anderson (Heterodyned Spatial Quadrature (HSQ)) [4, 5].
The major differences between the two methods is the way
the two PSF’s are constructed. Anderson is using two differ-
ent apodizations in receive, where Jensen and Munk are using
axicon focus in receive to create the 90◦ phase modulation.
Furthermore the applied velocity estimators are different.
This paper investigates the performance of the TO method.
The performance is determined using the ultrasound simula-
tion program Field II [6], and phantom experiments using an
experimental scanner and a flow phantom attached to a flow
pump.
II SIMULATED SETUP AND RESULTS
The Field II program is used to simulate a 128 element linear
array transducer and a cylindrical blood vessel perpendicular
to the beam direction. The acoustic field emitted from the
transducer resembles that of a conventional Doppler system
i.e hamming apodization and quadratic focusing is applied.
The received signals are beamformed using axicon focusing
and two sinc functions as apodization (see Fig. 1). This gives
a PSF with an oscillation in both the axial and transverse di-
rection. To have two PSF’s, which are 90◦ transverse phase
shifted from each other, two beamformers are applied, and
the 90◦ phase modulation is created with two different axicon
focuses. The exact setup parameters can be found in Table 1
and Table 2 and a detailed description of the theory for the
transducer setup and the beamforming can be found in [2].
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The corresponding PSF’s can be seen in Fig. 2.
To make the simulation as simple as possible, and hence
decrease computation time, no tissue was introduced around
the vessel i.e. the only scatterers present in the simulation
were the blood scatterers. They were moved transverse to the
beam direction with a parabolic velocity profile v given by
v = v0
(
1− ( rR)2), where R is the radius of the vessel, r is
the distance from the axis of the vessel, and v0 is the maxi-
mum velocity. Since the vessel had a finite length, scatterers
passing the end of the vessel were introduced in the other end.
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Figure 1: The delay times (top) and the apodization (bottom)
used for the beamforming.
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Figure 2: The two PSF’s used for transverse velocity estima-
tion and their corresponding spectra. The point scatterer is
situated at a depth of 27mm.
The velocity estimation was performed using an extended
Transducer Linear array
Number of elements 128
Pitch 0.208 mm
Kerf 0.035 mm
Center frequency 7 MHz
Number of cycles pr. pulse 8
fprf 8 kHz
Sampling frequency 100 MHz
Transverse wave length 1.2 mm
Apodization in transmit Hamming
Apodization in receive Two sinc’s
Focus in transmit 54 mm
Focus in receive Axicon at 27 mm
Table 1: Transducer setup
Depth to vessel 27 mm
Radius of vessel 2.4 mm
Length of vessel 20 mm
Number of scatterers 12,387
Maximum blood velocity 1.1 m/s
Blood velocity Parabolic
Table 2: Parameters for the simulated blood vessel.
autocorrelation algorithm for lag 1 described in [3]. For stan-
dard deviation estimation 310 data ensembles were used each
containing 32 beamformed received signals. Echo canceling
was applied using a highpass filter with a cut off frequency
at f = 80 Hz and RF averaging over one pulse length was
applied.
Since the velocity is scaled with the lateral oscillation
length λx, a correct value for λx is desirable. In theory
λx can be derived from the Fraunhofer approximation to be
λx = z/(λzξ), where λz is the axial wave length, z is the depth
and ξ is the spatial distance between the peaks of the two sinc
functions used for the receive apodization [2, 7]. Since the
Fraunhofer approximation is based on a number of assump-
tions, which are only approximately satisfied, a more correct
estimate for λx can be derived using the PSF’s for the trans-
ducer setup. Taking a 2D FFT of the PSF’s and thereafter
finding the mean value of the transverse frequencies gives a
more correct value for λx, which then can be used in the ve-
locity estimator. Typical the deviation between the theoreti-
cal value for λx and the one derived from the PSF’s is around
10%. The resulting mean transverse velocity profile with cor-
responding standard deviations can be seen in Fig. 3. The
velocity deviates from the theoretical velocity profile with a
mean relative bias of 6.3 % and a relative mean standard de-
viation of 5.4 %, taken over the entire vessel profile relative
to the maximum blood velocity. Near the vessel wall there
is a significant deviation between the velocity estimate and
the theoretical parabolic profile. This is because the PSF’s
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Figure 3: The mean velocity profile and corresponding stan-
dard deviation for the simulation using Field II.
have an axial extend of approximately 1 mm, (see Fig. 2),
and since every velocity estimate is an average over the ve-
locities present inside the area of the PSF, the estimates will
be “smooth” near the vessel walls.
III EXPERIMENTAL SETUP AND RESULTS
A commercial linear array transducer with 128 elements was
used to scan a flow phantom (SMI140 from Shelley Medical
Imaging Technologies, London, Ontario, Canada) with blood
mimicking fluid attached to a Shelley Compuflow1000 flow
pump. The same setup parameters was used as in the simu-
lation (see Table 1 and Table 2) except that matched filtering
was performed on the acquired RF data to reduce noise. Fur-
thermore the sampling frequency was decreased to 40 MHz,
and tissue was present between the transducer and the ves-
sel. The attenuation of the tissue was 0.7 dB/cm/MHz at 5
MHz and the blood mimicking fluid is described in [8]. The
Reynolds number for the flow was approximately 103, hence
the flow can be regarded as laminar with a parabolic velocity
profile similar to the one in the simulation.
The scanner used for data acquisition was the experimen-
tal scanner RASMUS [9], which has 128 channels in trans-
mit and 64 channels in receive. To acquire 128 elements in
receive, two consecutive received data sets was sampled, re-
spectively on the left hand side and the right hand side of
the transducer and thereafter superimposed to each other (see
Fig. 5). Again 310 data ensembles were acquired each con-
taining 32 beamformed signals. The same echo canceling fil-
ter and velocity estimator was used as in the simulation, and
the resulting mean velocity profile can be seen in Fig. 4. The
velocity deviates from the theoretical velocity profile with a
relative mean bias of 10.0 % and a relative mean standard de-
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Figure 4: The mean velocity profile and corresponding stan-
dard deviation for the flow phantom experiment.
viation of 9.8 % taken over the entire vessel profile, where the
values are relative to the maximum velocity. As mentioned in
the previous section the velocity is scaled with λx, and hence a
wrong choice of λx will result in a biased estimate. Therefore
we believe, that the bias is a result of the choice of transverse
oscillation length λx, which is determined from the 2D FFT
of the PSF’s.
Received signals
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Delay and sum
Beamformer
Transducer
....1/fprf.....
Transducer
  yy
64 active elements64 active elements
Figure 5: In order to acquire data from 128 elements in re-
ceive, signals from the left and right part of the aperture from
two emissions are combined.
To demonstrate the algorithms capability of making color
flow mode (CFM) images, the flow phantom was scanned us-
ing an aperture containing 64 transmitting and receiving ele-
ments, which moved across the transducer. The same trans-
67
ducer setup as in the simulation was used, except for the fpr f
which was decreased to 4 kHz, in order to compensate for the
reduction of the active number of transducer elements. Also
the lateral wavelength λx was increased to λx = 1.4 mm. The
resulting CFM image with a B mode image superimposed can
be seen in Fig. 6. Only the velocities inside the vessel area
have been shown. Some noise in the estimates is present,
which presumably is a result of the echo canceling filter im-
plemented.
In order to test the TO methods ability to work in dynamic
conditions, the flow phantom was scanned when a pulsating
flow resembling the human femoralis was present. The same
setup parameters and velocity estimator was used as in the
simulation, except that now the fpr f was set to 7 kHz. 10,000
beamformed signals were acquired, and 100 beamformed sig-
nals were used for each velocity estimation. The velocity es-
timates can be seen in Fig. 7. It is seen that the characteristics
of the pulsatile flow can be estimated.
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Figure 6: Transverse CFM image of the flow phantom. The
dynamic range in the Bmode image is 45 dB.
IV CONCLUSION
The bias and standard deviation of the measured velocities
was comparable with standard deviation and bias for con-
ventional axial Doppler estimation. Therefore, it has been
demonstrated that the method can estimate the blood velocity
of a purely transverse flow in simulations and in flow phan-
tom experiments.
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ABSTRACT
Conventional ultrasound scanners are restricted to display the blood velocity component in the ultrasound
beam direction. By introducing a laterally oscillating field, signals are created from which the transverse velocity
component can be estimated. This paper presents velocity and volume flow estimates obtained from flow phantom
and in-vivo measurements at 90◦ relative to the ultrasound beam axis.
The flow phantom experiment setup consists of a SMI140 flow phantom connected to a CompuFlow1000
programmable flow pump, which generates a flow similarly to that in the femoral artery. A B-K medical 8804
linear array transducer with 128 elements and a center frequency of 7 MHz is emitting 8 cycle ultrasound pulses
with a pulse repetition frequency of 7 kHz in a direction perpendicular to the flow direction in the phantom. The
transducer is connected to the experimental ultrasound scanner RASMUS, and 1.4 seconds of data is acquired.
Using 2 parallel receive beamformers a transverse oscillation is introduced with an oscillation period 1.2 mm.
The velocity estimation is performed using an extended autocorrelation algorithm. The volume flow can be
estimated with a relative standard deviation of 13.0 % and a relative mean bias of 3.4 %. The in-vivo experiment
is performed on the common carotid artery of a healthy 25 year old male. The same transducer and setup is used
as in the flow phantom experiment, and the data is acquired using the RASMUS scanner. The peak velocity of
the carotid flow is estimated to 1.2 m/s and the volume flow to 290 ml/min. This is within normal physiological
range.
Keywords: Blood velocity, Doppler ultrasound, transverse velocity
1. INTRODUCTION
Over the past 30 years, extensive research has been carried out in the field of blood velocity estimation using
ultrasound scanners. Today most scanners can display an image of the interior human body with a blood velocity
image superimposed. The blood velocity image is calculated by determining the movement of the red blood cells
in the direction of the ultrasound beam. The distance moved by the red blood cells, is calculated for each pulse
emissions and dividing this distance by the time between pulse emissions, gives the velocity projected onto the
ultrasound beam direction.1 This method is illustrated in Fig. 1, where the blood supply to the brain is shown.
The colors indicate the velocity of the blood projected onto the ultrasound beam, and the gray colors indicate
the presence of the tissue in the neck. In the area near the dashed green line the angle between the ultrasound
beam and the flow is close to 90◦ and the scanner fails to detect any movement of the red blood cells in the
direction of the beam. Therefore no blood velocity is detected in this area. This lack of information about the
blood velocity, when the angle between the ultrasound beam and the flow is close to 90◦, is a severe limitation to
conventional ultrasound systems. Many authors have addressed this issue, and different methods for calculating
the vector velocity, has been suggested.2–5
One promising method for estimation of the full velocity vector, which has the potential of being implemented
in a commercial scanner for realtime estimation, is the introduction of two double oscillating point spread
functions (PSF), where an oscillation is present both in the transverse and the axial direction. This method
has been suggested by both Jensen and Munk (Transverse Oscillation (TO))6–8 and by Anderson (Heterodyned
Spatial Quadrature).9, 10 It has previously been verified that the TO algorithm can estimate the transverse
velocity in simulations as well as in flow phantom experiments, when the flow is steady and the flow is purely
transverse, i.e. where the angle between the ultrasound beam and the flow is 90◦.8, 11 The aim of this paper is
to evaluate the performance of the TO algorithm for an accelerated purely transverse flow. This is first done in
a flow phantom for a flow resembling the human femoral artery. Finally the algorithm is tested in-vivo, where
the common carotid artery of a healthy 25 year old male is scanned.
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Figure 1. Conventional Color flow mode image of the blood supply to and from the brain. The upper blood vessel is
the jugular vein leading the blood from the brain to the heart. The lower vessel is the common carotid artery leading the
blood from the heart to the brain. Near the green dashed line the scanner fails to measure any movement of the blood
between pulse emissions, and hence no velocity is detected (from Munk and Jensen, 1998).12
2. FIELD GENERATION
In a conventional ultrasound system the PSF only oscillates in the axial direction, i.e. along the direction of
the ultrasound beam. Scatterers traveling through the acoustic field therefore produce a signal with a frequency
proportional to their axial velocity. Hence, no information is acquired about the transverse velocity of the
scatterers. The basic principle in the TO algorithm is the construction of a PSF, where an oscillation is present
in both the axial and the transverse direction. Scatterers traveling through the acoustic field will thus produce
a signal, where two frequency components are present; one for their axial velocity and one for their transverse
velocity.
The double oscillating PSF is created using receive focusing and apodization. The receive apodization is
related to the transverse field by a Fourier relation which states that the Fourier transform of the transducers
apodization function r(ξ) is proportional to the transverse field R(x) in the focus point and the far field. Here
x is transverse distance at the focus point, and ξ is the distance from the center of the transducer. The Fourier
relation is then13
R(x) = k1F{r(ξ)}. (1)
In the following the constant of proportionality k1 is omitted. A transversely oscillating field with a spatial
frequency of fx and a lateral width L
R(x) = rect(L) sin(2pifxx), (2)
thus yields an apodization function given by
r(ξ) = F−1{R(x)}
= F−1{rect(L)} ∗ F−1{sin(2pifxx)}
=
L
2zλ
{
sinc
(
pi
(
ξ
zλ
+ fx
)
L
)
+ sinc
(
pi
(
ξ
zλ
− fx
)
L
)}
. (3)
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Figure 2. The two double oscillating PSF’s (top) and their corresponding spectrum (bottom) created with the Field II
program14 for a point at 27 mm using the transducer defined in Tab. 1. The amplitude spectrum is calculated by taking
the 2D Fourier transform of PSFeven + jPSFodd. Note that the PSF’s are 90
◦ phase shifted with respect to each other
and that the amplitude spectrum therefore is one sided.
Here the operator ∗ denotes spatial convolution, and the sinc(y) and the rect(L) functions are defined as
sinc(y) =
{
1 for y = 0
sin(y)
y otherwise
(4)
rect(L) =
{
1 for − L/2 < y < L/2
0 otherwise (5)
The implementation of (3) into the transducers apodization function will, thus, yield a PSF, where an oscillation
is present, both in the axial direction and in the transverse direction. To ensure that the transverse frequency
fx is constant at any depth, the apodization function should be dynamic.
In a conventional system the sign of the velocity is determined using a Hilbert transformation. The Hilbert
transformation shifts the phase of the received RF signal with 90◦ in the axial direction and thus permits the
construction of a complex signal whose frequency spectrum is one sided. The same strategy is applied in the
TO algorithm, but now the 90◦ phase shift has to be applied both in the axial and transverse direction in
order to separate the two frequency components. This is done by having two beamformers in receive. Each
beamformer creates a double oscillating field using the apodization function given by (3), and each beamformer
has a conventional quadratic dynamic focus in receive. The focus points for each beamformer are then separated
a transverse distance corresponding to a 90◦ phase shift.7 This is illustrated in the top of Fig. 2, where the
two PSF’s, PSFeven and PSFodd, corresponding to the two beamformers are shown. In the bottom of Fig.
2 the amplitude spectrum of the two PSF’s is shown. It is calculated by taking the 2D Fourier transform of
PSFeven + jPSFodd. Since the two PSF’s are 90
◦ phase shifted in the transverse direction, the amplitude
spectrum is one sided.
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Transducer Linear array
Number of elements 128
Pitch 0.208 mm
Kerf 0.035 mm
Height 4.5mm
Center frequency 7 MHz
Elevation focus 25.0 mm
Number of cycles pr. pulse 8
Sampling frequency 40 MHz
Table 1. Parameters for the transducer used in the experiments.
3. FLOW PHANTOM EXPERIMENTAL SETUP
To reveal the TO algorithms performance for a pulsatile flow, an experiment was conducted using a calibrated
pulsatile flow pump. A flow phantom SMI140 (Shelley Medical Imaging Technologies, London, Ontario, Canada)
containing blood mimicking fluid15 was attached to a Shelley Compuflow1000 flow pump. The attenuation of
the phantom was 0.7 dB/cm/MHz at 5 MHz. The cylindrical tube containing the blood mimicking fluid had a
radius of 2.4 mm and was situated at a depth of 26.5 mm in the phantom.
The pump was programmed to produce a flow, which resembled the human femoral artery with a peak volume
flow of 10 ml/s. A laminar parabolic peak flow of 10 ml/s gives a Reynolds number of approximately 103, hence
the flow can be regarded as laminar.1
At the phantom surface a B-K medical 8804 transducer(Table 1) was placed, emitting 8 cycle 7 MHz ultra-
sound pulses perpendicular to the direction of the flow in the tube. A direction where a conventional ultrasound
system would not be able to estimate any velocity. The transmit focus for the emitted pulses was set to 50mm -
twice the depth to the center of the vessel. The transducer was attached to the RASMUS experimental scanner.16
RASMUS has 128 channels in transmit and 64 channels in receive. It it thus possible to excite 128 transducer
elements with different signals and to sample data from 64 transducer elements simultaneously. To acquire data
from 128 elements in receive, two consecutive received data sets was sampled, respectively on elements 1-64 and
65-128 using two-to-one multiplexing. The two sets of data were thereafter combined, so the received data could
be focused using 128 receive elements.
4. FLOW PHANTOM EXPERIMENTAL RESULTS
Data from the flow phantom was acquired for 1.43 seconds using a pulse repetition frequency of 7 kHz, thus
yielding 10, 000 received signals, which was beamformed oﬄine. The transverse oscillation length in the field was
set to 1.2 mm and was created in the receive beamforming. The received signals were matched filtered to reduce
noise. Stationary echo canceling was applied using a filter which fitted a straight line to the sampled data and
subtracted this line from the data.17 Selections of 100 consecutive signals were used in the velocity estimator,
and the overlap between each selection was 50 %. The velocity was estimated using an extended autocorrelation
algorithm which separates the frequency components in the signals and estimates the corresponding velocities.
RF averaging was applied.8
In Fig. 3 the estimated velocities as a function of depth and time are shown, and the cyclic nature of the
flow can clearly be recognized with a period of approximately 0.9 seconds.
In order to compare the velocity estimate with the true flow produced by the flow pump, the estimated
velocities was integrated over the cross section of the vessel area to yield the volume flow. This is shown in Fig.
4, where the estimated volume flow is compared with the actual volume flow produced by the flow pump. The
standard deviation is 1.30 ml/s, and the mean bias 0.34 ml/s, which gives a relative standard deviation of 13.0
% and a mean relative bias of 3.4 %, when scaled with the peak volume flow of 10 ml/s produced by the pump.
72
Time [s]
D
ep
th
 [m
m]
0 0.2 0.4 0.6 0.8 1 1.2 1.4
20
22
24
26
28
30
32
Ve
lo
ci
ty
 [m
/s]
 −0.7
−0.35
    0
 0.35
  0.7
Figure 3. M-mode image of the estimated velocities as a function of depth and time for the flow phantom experiment.
The gray colors indicates the presence of the vessel wall and the colors indicates the velocity.
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Figure 4. The estimated volume flow for the flow phantom experiment compared with the actual flow produced by the
pump.
5. IN-VIVO EXPERIMENT
The common carotid artery of a healthy 25 year old male was scanned using the same transducer and experimental
scanner as in the flow phantom experiment. To ensure that the blood flow was purely transverse to the emitted
beam, a B-mode image was first acquired (Fig. 5). The transmit focus was set to 40 mm and 8 cycle ultrasound
pulses were emitted with a center frequency of 7 MHz. The transverse oscillation length was set to 1.7 mm,
the pulse repetition frequency was set to 5 KHz, and 2 seconds of data were acquired yielding 10,000 received
signals, which were matched filtered and beamformed off line. Selections of 100 consecutive received signals with
a overlap between each selection of 90 % were echo canceled. The echo canceling filter multiplied each selection
of signals with a hamming window and thereafter zero padded them to a total length of 200 samples, which
were transformed into the frequency domain using a fast Fourier transform. In the frequency domain the signals
were band pass filtered with cutoff frequencies at 200 Hz and 1500 Hz and thereafter transformed back into the
time domain using an inverse fast Fourier transform. Finally, the extended autocorrelation velocity estimator
described in the previous section was applied.8
In Fig. 6 the velocity estimates in the common carotid artery as a function of time and depth are shown as
a color image together with a gray scale image of the vessel walls. The vessel diameter is approximately 8 mm
depending on where in the cardiac cycle it is measured. For a healthy person the diameter of the common carotid
artery is 2-8 mm.1 The pulsatile nature of the blood flow can be recognized with a period of approximately 0.9
seconds, and it is seen that the velocity is nearly symmetric around the center of the vessel.
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In Fig. 7 the velocity in the center of the vessel is shown, and it is seen that the maximum velocity present
in the flow is approximately 1.2 m/s. The peak velocity was also found to be approximately 1.2 m/s, when a
commercial scanner (2102 from BK-Medical) in spectral Doppler mode with tilted beam, was used on the same
volunteer.
The corresponding volume flow of the blood in the common carotid artery is calculated assuming a circular
cross section of the vessel. The volume flow is shown in Fig. 8, where the maximum value is approximately
30 ml/s and the integrated volume flow is 290 ml/min. In the literature the corresponding value for a healthy
person is 387 ml/min.18 Note that the volume flow is approximately positive at all times during the scanning,
which is characteristic for the flow in the common carotid artery.18
Scan line
Figure 5. B mode image of the common carotid artery scanned for the in-vivo experiment using a commercial scanner
(2102 BK-Medical). The transverse velocity was estimated along the white line.
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Figure 6. M-mode image of the estimated velocities in the common carotid artery at purely transverse flow. The gray
colors indicates the presence of the vessel wall and the colors indicates the velocity. Red colors indicates velocities towards
the brain.
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6. CONCLUSION
The TO method has been evaluated on a flow phantom for a purely transverse flow, and the method estimated
the volume flow with a relative standard deviation of 13.0 % and a mean relative bias of 3.4 %. Furthermore,
the method has been tested on the common carotid artery of a healthy male for purely transverse flow. The
estimated peak velocity of 1.2 m/s agreed with the value measured in a commercial scanner using spectral Doppler
estimation. Furthermore the integrated volume flow of 290 ml/min is within normal physiological range.
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2−0.5
0
0.5
1
1.5
Time [s]
Ve
lo
ci
ty
 [m
/s]
Figure 7. The velocity in the center of the common carotid artery as a function of time.
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Figure 8. The estimated volume flow in the common carotid artery as a function of time.
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Blood vector velocity estimation using an
autocorrelation approach:
In vivo Investigation.
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Abstract— In conventional techniques for blood velocity esti-
mation, only the axial component of the velocity vector is found.
We have previously shown that it is possible to estimate the 2-D
blood velocity vector both in simulations and in flow phantom
experiments using a fast and inexpensive method (the transverse
oscillation (TO) method) based on an autocorrelation approach.
The TO method makes use of a double oscillating pulse-echo
field which is created by manipulating the receive apodization
function. Two receive beams are beamformed, where the lateral
distance between the two beams corresponds to a 90◦ phase shift
in the lateral direction. The TO method works at angles where
conventional methods fails to estimate any blood movement, i.e.
when the angle between the ultrasound beam and the velocity
vector is approximately 90◦. In this paper the first in-vivo color
flow map (CFM) images are presented using the TO method. A
128 element 5 MHz linear array transducer was used together
with the experimental ultrasound scanner RASMUS operating
at a sampling frequency of 40 MHz with a pulse repetition
frequency of 24 kHz. After sampling the received channel data
were beamformed off-line, and a transverse oscillation period of
1 mm was created in the lateral pulse-echo field by manipulating
the receive apodization function. Echo-canceling was performed
by subtracting a line from the sampled data, where the line was
a linear fit to the sampled data. Three different scan areas were
selected: 1) The common carotid artery, 2) the common carotid
artery and the jugular vein, 3) the bifurcation of the common
carotid artery. In all three cases the angle between the ultrasound
beams and the blood velocity vector is larger than 60◦ i.e. the
conventional Doppler velocity estimator degrades significantly in
terms of standard deviation and bias. The velocity direction and
magnitude could be estimated for all cases and it was found that
the blood flow is within the values given by the literature.
I. INTRODUCTION
In conventional ultrasound scanners the pulse echo field
only has an axial oscillation, and hence blood scatterers
traveling through the acoustic field gives signals from which
only the 1-D axial velocity of the blood can be determined.
Many authors have addressed the problem of extending the 1-
D velocity estimator to a 2-D vector velocity estimator which
potentially could give valuable information about the blood
flow One promising method for finding the 2-D vector velocity
is the method suggested by Jensen and Munk (Transverse
Oscillation (TO)) [1], [2], [3] and by Anderson (Heterodyned
Spatial Quadrature (HSQ)) [4], [5]. The basic principle in
both methods is to use the receive apodization function to
create a lateral oscillation in the pulse echo field and use an
autocorrelation estimator to find the 2-D vector velocity.
This paper presents the first in-vivo color flow map (CFM)
images using the TO method. The experimental scanner RAS-
MUS has been used to scan the carotid artery at three different
positions: 1) The carotid artery at transverse flow, 2) The
carotid artery and the Jugular vein at transverse flow, 3) The
bifurcation of the carotid artery.
II. METHOD
The basic principle in the TO method is the extension
of the conventional 1-D autocorrelation method [6] to 2-D1.
Since the 1-D method makes use of an axial oscillation in
the pulse echo field, an additional oscillation in the lateral
direction is implemented in the TO method by manipulating
the receive apodization function. This is possible since a
Fourier relationship exists between the apodization function
and the lateral component of the pulse echo field in the focal
point [7]. To distinguish between forward and backward flow,
the conventional 1-D method makes use of a quadrature signal
which is a 90◦ phase shifted version in the axial direction of
the in-phase signal. This principle is also implemented in the
TO method but in both the axial and lateral direction. This can
be done by having two receive beams each shifted a lateral
distance in space, which corresponds to a 90◦ phase shift. Echo
canceling is done by removing the mean value of the slow-
time samples, and velocity vectors are found from an extended
autocorrelation estimator [3].
The performance of the TO method has previously been
tested in simulations using Field II, and in flow-phantom
experiments using the RASMUS scanner [8], [9]. It has been
found that acceptable vector velocities could be estimated
when the angle between the blood flow and the ultrasound
1A complete discussion of the TO method is given in [2], [3]
beam was within the interval 90◦− 50◦. To increase perfor-
mance and get velocity estimates with a diagnostic value, the
TO method uses a larger number of transmitted pulses pr.
velocity estimate than conventional 1-D estimation. This can
be done if the pulse repetition frequency fpr f is increased to
its maximum value, which for a scanning depth of 30 mm is
fpr f = 24 kHz. In all the cases presented in this paper aliasing
only occurs when fpr f is below 6 kHz. It is therefore possible
to transmit consecutive pulses in four different direction at
fpr f = 24 kHz before returning to the initial direction. It should
be noted that the scanning sequence used in all measurements
is within the limits of the Food and Drug Administration
(FDA). A complete description of the measurement setup can
be found in Table I.
TABLE I
TRANSDUCER SETUP
Parameter Value
Transducer Linear array
Number of elements 128
Active number of elements 64
Pitch 0.3 mm
Kerf 0.035 mm
Center frequency 5 MHz
Number of cycles pr. pulse 8
fprf 24 kHz
Sampling frequency 40 MHz
Transverse wave length 1.0 mm
Apodization in transmit Hanning
Apodization in receive Two Hannings
Focus in transmit 18 mm
Focus in receive Dynamic
F-number in transmit 3.3
F-number in receive 0.8
Number of firings pr. vel. est. 64
Lateral distance between velocity est. 4 pitch
Ispta·is 293 mW/cm2
MI 1.07
The scanner used for all experiments was the RASMUS
scanner [10] which can store 16 GB of data for off-line
processing. Data was beamformed off-line using MATLAB,
and a CFM movie was constructed over the entire scanning
sequence. The frame rate of the movie was 20.8 Hz, which is
comparable to CFM frame rates on most commercial scanners.
All scannings were performed by the author and by two
experienced medical doctors and the human volunteers were
all healthy and below the age of 40 years.
To compare the TO method to conventional CFM images, B-
mode images were also acquired during the scanning. The B-
mode images were resized using a lateral sampling of λ/5 and
bicubic interpolation in Matlab, and the velocity images were
resized to the same size as the B-mode images. To differentiate
between blood and tissue, low resolution B-mode images were
constructed by median filtering the B-mode images using
a 1.5× 0.5 mm kernel and thereafter low-pass filtering the
images by convolving with a 3.8× 0.5 mm square. Values
under a certain threshold value in the low resolution B-mode
images were considered to be blood and all other values
were considered to be tissue. This approach gives a smooth
appearance of the blood vessels and work well especially for
larger vessels.
III. RESULTS
A. The common carotid artery
The common carotid artery of a healthy 34 year old male
was scanned for 1.81 s, where the angle between the flow
and the ultrasound beam was found from the B-mode image
to be approximately 88◦, i.e. an angle where a conventional
axial velocity estimator would not detect any blood movement.
Fig. 1 shows the 2-D vector velocity at the time shortly after
peak systole where the velocity is most homogeneous over the
vessel. It is seen that the maximum velocities occurs in the
center off the vessel and that the whole vessel area is detected
as blood by the discriminator. The maximum peak velocity
over the scanning period was approximately 0.8 m/s, which is
a normal value for a healthy person [11]. For each CFM frame
the mean volume flow over lateral distance was estimated from
the vector velocity assuming circular symmetry of the vessel,
and the resulting mean volume flow as a function of time is
shown in Fig. 2. The maximum value of approximately 300
ml/min is a normal value for a healthy person [11].
B. The common carotid artery and jugular vein
The common carotid artery and jugular vein of a healthy
30 year old male was scanned for 3.18 seconds with an angle
between the flow and the ultrasound beam of approximately
90◦ for both vessels. Fig. 3 shows the flow at the time of the
peak systole in the carotid artery, where the maximum flow
in the carotid artery is approximately 0.8 m/s. The flow in the
artery is moving in opposite direction of the flow in the vein
and again the maximum velocities are found at the center of
both vessels. Due to the positions of the vessels compared to
the scanning plane, the maximum velocity occurs around the
lateral center of all the CFM image.
C. The bifurcation of the common carotid artery.
The carotid artery bifurcation of a healthy 30 year old male
was scanned for 3.18 seconds yielding data from three peak
systoles. The vector flow at the time of the second peak systole
in the CFM movie can be seen in the top of Fig. 4 together
with the corresponding axial velocity image estimated from
the same data (Fig. 4 bottom). The vector velocity image is
clearly seen to contain information about the turbulent nature
of the flow which is not present in the conventional image. In
particular, a large eddie is seen to be present in the internal
carotid artery.
IV. DISCUSSION
The CFM images presented in this paper are the first 2-
D blood vector velocity estimates using the TO method, and
the velocity estimates are, according to the literature, within
acceptable limits. The estimated vector velocities have previ-
ously been shown to have low bias and standard deviation in
flow phantom experiments where a precise reference velocity
exists. However, further research should concentrate on getting
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Fig. 1. The vector velocity in the carotid artery shortly after the peak systole.
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Fig. 2. The mean volume flow in the common carotid artery estimated using
the TO method. The vector flow in Fig. 1 is estimated at the time indicated
by the red circle.
a precise in-vivo reference velocity obtained with a indepen-
dent method, e.g. speckle tracking so that the performance of
the TO method can be more precisely evaluated during in-vivo
scanning.
The TO method gives the ability to show blood flow
information which is not present in conventional flow imaging.
This huge amount of information introduces the challenge of
choosing an optimal way to show the velocity, and the 2-D
vector arrows used in the images in this paper is only one way
to do this. Another way to display the vector velocity is to use
a 2-D color-map, where the colors indicates the direction of
flow and the intensity indicates the speed. Seeking optimal
ways to present the velocity is subject for further research.
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Fig. 3. The vector velocity in the carotid artery (bottom) and jugular vein
(top) at the time of the peak systole.
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Fig. 4. Top: The vector velocity in the bifurcation of the carotid artery at
the time of the peak systole. Bottom: The axial velocity estimated from the
same data.
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Abstract— It is a well known limitation in conventional blood
velocity estimation using a phase estimation approach, that
aliasing artifacts are present, when the blood velocities exceed
a value determined by half the pulse repetition frequency (the
Nyquist frequency). This paper proposes a simple anti-aliasing
discriminator (AAD) method based on using two different pulse
repetition frequencies to increase the aliasing limit to twice the
Nyquist frequency. The method is evaluated in simulations using
the Field II program. The axial velocity in a virtual blood
vessel is found along one axial line, where N=10 emissions are
used for each velocity estimate. Mean standard deviation and
mean absolute bias are 4.9% and 23.8%, respectively, when
no attempt is done to suppress the aliasing. When the AAD
is used the corresponding values are 3.4% and 1.0%. When
median filtering is applied, the values are 1.1% and 0.6%. The
method is evaluated experimentally using the ultrasound scanner
RASMUS and a circulating flowrig with parabolic flow. The mean
standard deviation and mean absolute bias are 4.0% and 20.3%,
respectively, when no attempt is done to suppress the aliasing.
When the anti-aliasing discriminator is used the corresponding
values are 3.6% and 1.2%. The values are 1.0% and 0.8%, when
median filtering is performed.
I. INTRODUCTION
One of the drawbacks of conventional ultrasound imaging
used for blood flow estimation, is the presence of aliasing
in the velocity estimates, when the slow-time frequency fp
exceeds half the pulse repetition frequency 1/(2Tpr f ). This
problem becomes most pronounced, when both the blood
velocity and the pulse repetition time Tpr f is high, e.g. when
scanning the human heart. Here false velocity estimates will
often create a confusing velocity image with a variety of
different colors, and medical doctors may potentially loose
important information about the real blood flow. One way to
overcome the aliasing problem is to use a time shift technique
where consecutive received signals are cross-correlated [1].
However, this method is expensive in terms of computation
power and even though aliasing will not occur, a similar
problem may be seen especially if the emitted pulse is too
narrow banded. Another way to overcome the aliasing problem
is to use multiple transmit frequencies [2] or use continuity
constraints on the spatial and temporal velocity [3]. However,
these method are all expensive in terms of computer power.
This paper proposes a simple anti-aliasing discriminator
(AAD), which can raise the aliasing frequency to twice the
Nyquist frequency for a system using a phase shift estimator.
The AAD method is evaluated in computer simulations using
the Field II program [4], [5], where a virtual blood vessel
is scanned. Furthermore the method is tested in a circulating
flowrig which is scanned by the experimental RASMUS
scanner [6].
II. METHOD
The basic idea in the AAD method is to use two different
pulse repetition times Tpr f and 1.5Tpr f to acquire two data
sequences. The first sequence sampled at Tpr f is used to
estimate the velocity from an autocorrelation estimator [7] and
the second sequence is used to raise the aliasing limit in the
velocity estimate to twice the Nyquist frequency. This can be
done even though aliasing is present in both sequences.
Assume that N1 narrow band ultrasound pulses have been
emitted from an ultrasound transducer focused into a blood
vessel, and that each pulse has center frequency f0, and the
time between consecutive pulses is Tpr f . After 1.5Tpr f N2 sim-
ilar focused pulses are emitted towards the blood vessel with
a pulse repetition time 1.5Tpr f resulting in a shot sequence
as shown in Fig. 1. When all the echo signals are received
by the transducer, they are delay-and-sum beamformed. In-
phase and quadrature signals are then constructed to form
analytical signals from which it is possible to distinguish
between forward and backward flow.
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Fig. 1. The shot sequence for the AAD method. First N1 pulses are emitted
from the transducer at a pulse repetition time Tpr f followed by N2 pulses at
1.5 ·Tpr f
Let the N =N1+N2 analytical beamformed signals sampled
at the position of the focal point be denoted by r(n), where n
enumerates the emitted pulse, and assume that the analytical
signals are monocromatic and have unit amplitude. I.e.
r(n) =
{
e j2pi fpTpr f n n = 1,2, ..,N1
e j2pi fpTpr f (
3
2 n− 12 N1) n = N1+1, ..,N
(1)
where the frequency fp is related to the axial velocity vz
through the relation [1],
fp = 2vz f0
c
, (2)
with c being the speed of sound in the medium. The problem
is now to determine the axial velocity of the blood without
aliasing from the signal r(n).
The mean phase difference between the first N1 samples
separated Tpr f in time will be the phase of the vector P1 given
by the autocorrelation in lag 1 of r(n) for n = 1,2, ..,N1. I.e.,
P1 =
1
N1−1
N1−1∑
n=1
r∗(n)r(n+1)
= e j2pi fpTpr f , (3)
where ∗ denotes complex conjugation. This is the vector whose
phase is estimated in a conventional autocorrelation estimator
[7], where aliasing is present, when the phase becomes less
than −pi or larger than pi.
The phase difference between the last N2 + 1 samples in
r(n) separated 1.5Tpr f in time will be given by the phase of
the vector P2,
P2 =
1
N2
N−1
∑
n=N1
r∗(n)r(n+1)
= e j2pi fpTpr f 3/2, (4)
and the phase difference between P1 and P2 will, thus, be
given by the phase to the vector P3,
P3 = P1∗P2
= e j2pi fpTpr f /2 (5)
From (3) and (5) it follows that
P1 = P32, (6)
and the phase of P1 will, thus, always be double the phase
of P3. Therefore the sign of the phase of P3 can be used as
a discriminator to determine the direction of the flow even
though aliasing is present in the first N1 samples of r(n).
Now let the phase θ1 and θ3 to P1 and P3 be determined by
an arctan operator as it is done in a real scanner and note that
both θ1 and θ3 are bounded by the interval between ±pi. Due
to signal noise (6) will generally never be satisfied. Instead
the weaker formulation can be used:
Aliasing is present in r(n), n = 1,2, ..,N1
m
The signs of θ1 and θ3 are opposite and |θ1−θ3|> pi/2
The first constraint “The signs of θ1 and θ3 are opposite” is
basicly a weaker formulation of (6). The last constraint “|θ1−
θ3|> pi/2” handles the special case where θ1 is close to zero
and θ3 therefore is likely to change sign, if noise is present in
the signal r(n).
When the discriminator discovers aliasing in r(n), the sign
of the aliased velocity is changed and the velocity magnitude
is corrected. The discriminator is valid until the phase of P3
exceeds the aliasing limit at ±pi, where all information of the
flow direction is lost. This happens when fp = 1/Tpr f , i.e. at
twice the frequency of a normal autocorrelation estimator. The
method is illustrated in Fig. 2, where an example of the vectors
P1,P2,P3 is shown.
P1
P2
P3
Re
Im
P1
P2
P3
Re
Im
Fig. 2. Examples of the complex vectors P1,P2,P3 where thick blue arrows
indicates no-aliasing and thin red arrows indicates aliasing. Left: here no
aliasing is present in the first N1 samples of r(n), hence P1 has not crossed
the border at pi. Right: Here aliasing is present and P1 has crossed the border
at pi. However, the angle to P3 has not crossed the border at pi and the sign
of the phase of P3 can be used to determine the direction of flow eventhough
aliasing is present.
To improve signal-to-noise ratio, it is necessary to perform
RF-averaging on r(n), i.e the complex value of the vectors
P1,P2,P3 are found as a mean value over one pulse length in
the axial direction. Median filtering can also be applied on the
velocity estimates, since single aliased velocity estimates are
likely to pass through the discriminator, if noise or turbulence
is present. Filtering makes good sense from a physical point
of view, since the blood flow will not allow large velocity
gradients unless full turbulence is present in the flow.
In all ultrasound systems for blood velocity estimation,
signals from stationary tissue have to be removed before the
velocity can be estimated. Usually this is done by using a high
pass filter on r(n). However, since the last N2 samples have
been acquired at a different sampling frequency compared to
the rest of r(n), this approach is not straight forward. Instead
a simple mean value removal algorithm can be implemented,
which simply subtracts the mean value of r(n) from each
value in r(n). Another approach could be to use a line fitting
algorithm [8], which approximates a straight line to all the
data in r(n) taking into account that the last N2 samples are
acquired with a sampling time of 1.5Tpr f .
III. SIMULATION
The Field II ultrasound simulation program [4], [5] was
used to simulate a M-mode scan of a virtual blood vessel.
All the relevant parameters concerning the transducer, the
beamforming, and the blood vessel can be found in Table I.
The velocity was chosen so that aliasing would occur in
the center of the vessel within a radius of 3.15 mm, when a
conventional autocorrelation estimator was used. Using N = 10
emissions and a conventional autocorrelation estimator with
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RF-averaging, 24 estimates of the axial velocity through the
virtual vessel was obtained. From the same data the velocity
was found using the AAD method and the anti-aliased es-
timates were median filtered over axial depth and estimate
number (time), with a 3× 3 pixel kernel to remove false
estimates. The mean axial velocity and the standard deviation
as a function of depth for all three cases can be seen in Fig.
3. To quantify the performance into single numbers the mean
standard deviation and mean absolute bias over the vessel was
calculated. The mean standard deviation and mean absolute
bias are 4.9% and 23.8%, respectively, when no attempt is
made to suppress the aliasing. When the AAD is used the
corresponding values are 3.4% and 1.0%. When 3×3 median
filtering is performed, the values are 1.1% and 0.6%. It is seen
that the AAD method significantly improves the estimates.
TABLE I
FIELD II SIMULATION SETUP
Parameter Value
Transducer Linear array
Number of elements 128
Active number of elements 64
Pitch 0.208 mm
Kerf 0.035 mm
Height 5 mm
Center frequency 7 MHz
Number of cycles pr. pulse 8
Tpr f 0.5 ms
Sampling frequency 100 MHz
Transmit and receive apodization Hanning
Focus in transmit 40 mm
Focus in receive Dynamic
Blood vessel straight tube
Length 10 mm
Radius 6.752 mm
Axial center position 40 mm
Angle between beam and vessel 70◦
Type of flow parabolic
Center velocity 0.4 m/s
Number of scatters pr. m3 9.4 ·1010
Number of shots used to est. P1 N1 = 8
Additional shots used to est. P2 N2 = 2
IV. EXPERIMENTAL INVESTIGATION
The experimental ultrasound scanner RASMUS [6] was
used to scan a tube with blood mimicking fluid in a circu-
lating flow-rig. The Reynolds number of the flow in the tube
was below 1000, hence the flow was assumed laminar and
parabolic. The same setup parameters were used as in the
simulation except from the scanner sampling frequency, which
was 40 MHz and the axial distance to the center of the tube
containing the blood was 42.5 mm (compared to 40 mm in
the simulations). The mean velocity from 24 estimates together
with the corresponding curves for ±1 standard deviation can
be seen in Fig. 4. The mean standard deviation and mean
absolute bias are 4.0% and 20.3%, respectively, when no
attempt is made to suppress the aliasing. When the AAD is
used without the median filtering the corresponding values are
3.6% and 1.2%. When 3×3 median filtering is performed the
values are 1.0% and 0.8%. As in the simulations it is seen
that the AAD significantly improves the estimates.
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Fig. 3. Simulation using Field II. The axial velocity in a virtual blood
vessel as a function of depth is estimated. The dotted black curve is the true
velocity, the thick blue curve is the estimated mean velocity and the thin red
curves indicate ±1 standard deviation on the estimates. Top: axial velocity
for a conventional estimator. Center) axial velocity using AAD. Bottom: the
same as the center figure, but with 3×3 median filtering.
V. DISCUSSION
The AAD method has been seen to perform well in simula-
tions as well as flow phantom experiments using additional
N2 = 2 emissions to compensate for aliasing. For a full
evaluation of the method the next step is to test it under in-
vivo conditions. Here it must be expected that a worse signal-
to-noise ratio will demand additional emissions to compensate
for aliasing, which for some applications could be problematic.
However, the axial velocity could also be estimated from the
additional N2 emissions, i.e., from the phase of the vector P2,
so that the total number of emissions is kept the same as a
conventional estimator and, at the same time, aliasing in the
estimates is removed.
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1. ABSTRACT
In conventional ultrasound color flow mode imaging, a large number (∼ 500) of pulses have to be emitted in
order to form a complete velocity map. This lowers the frame-rate and temporal resolution. A method for color
flow imaging in which a few (∼ 10) pulses have to be emitted to form a complete velocity image is presented.
The method is based on using a plane wave excitation with temporal encoding to compensate for the decreased
SNR, resulting from the lack of focusing. The temporal encoding is done with a linear frequency modulated
signal. To decrease lateral sidelobes, a Tukey window is used as apodization on the transmitting aperture. The
data are beamformed along the direction of the flow, and the velocity is found by 1-D cross correlation of these
data. First the method is evaluated in simulations using the Field II program. Secondly, the method is evaluated
using the experimental scanner RASMUS and a 7 MHz linear array transducer, which scans a circulating flowrig.
The velocity of the blood mimicking fluid in the flowrig is constant and parabolic, and the center of the scanned
area is situated at a depth of 40 mm. A CFM image of the blood flow in the flowrig is estimated from two pulse
emissions. At the axial center line of the CFM image, the velocity is estimated over the vessel with a mean
relative standard deviation of 2.64% and a mean relative bias of 6.91%. At an axial line 5 mm to the right of the
center of the CFM image, the velocity is estimated over the vessel with a relative standard deviation of 0.84%
and a relative bias of 5.74%. Finally the method is tested on the common carotid artery of a healthy 33-year-old
male.
2. INTRODUCTION
In conventional ultrasound imaging used for blood flow estimation (CFM) an image of the flow velocities is
formed by focusing a number (∼ 500) of beams. Each beam has a certain time of flight, since the sound has to
travel forward and back through the tissue. Hence, the frame rate of a conventional CFM system is often low
(∼ 10 Hz) and the temporal resolution in the velocity estimates is therefore poor. The problem becomes even
more significant, when structures deep in the human body (e.g. the heart) are scanned. Here, fine temporal
details in the blood flow will not be estimated due to the low frame rate. It is therefore of interest to develop
methods, which combine a high frame rate with a relatively good performance in terms of bias and standard
deviation on the velocity estimates.
The limiting factors on the frame rate can mainly be divided into two types. The first type is the factors
connected to the electronics of the scanner. Here, the problem is the trade off between having fast expensive
electronics and at the same time producing a scanner which is competitive on the scanner market. The second
type of limitations, is the factors connected to the physics of the method implemented in the scanner. This paper
addresses the latter type of limitations.
The method called plane wave excitation (PWE) presented in this paper uses different techniques to achieve
a high frame rate (∼ fprf/10) and a good performance on the velocity estimates.
• A chirp is used as excitation pulse to increase the signal to noise ratio (SNR)
• A plane wave is transmitted from the transducer. One image of the speckle pattern in the region of interest
(ROI) is constructed from each transmitted plane wave. This method has previously been suggested for
elastography,1 but has not been used for blood velocity estimation. Mo et al.2 have suggested a technique
where a zone based imaging is performed, but this method does not use a single planewave in transmit,
and the velocity estimation is performed using an autocorrelation method.
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• Blood velocities are estimated using cross correlation along the lines of flow. This method has previously
shown promising results for conventional and synthetic aperture flow.3–5
The paper is organized as follows: In Section 3 the theory behind the PWE method is introduced. In Section
4 the spatial resolution for the method is investigated and also the performance in terms of the intensities of
the beamformed signals is compared to conventional focused flow imaging. In Section 5 the method is tested
using the ultrasound simulation program Field II,6, 7 where a virtual blood vessel with a parabolic velocity
profile is scanned. In Section 6 the PWE method is tested on a circulating flowrig using the experimental
ultrasound scanner RASMUS.8 Finally, in Section 7 the method is tested in-vivo on the carotid artery of a
healthy 33-year-old male.
3. THEORY
3.1. Excitation
The fundamental idea in the PWE method is to acquire an image of the whole ROI using only one transmission.
This can be done, if the transmitted field is generated by a plane wave, where all transducer elements are excited
at the same time. The acoustic energy will then be spread out in the tissue rather than be focused in one specific
point. This enables the beamformation over several lines per transmission, but lowers the signal to noise ratio
(SNR). To compensate for this degradation of SNR, a linear frequency modulated signal (chirp) is used which
increases the (peak) SNR. The theoretical gain in SNR after matched filtration (in dB) is given by9
G = 10 log10
(Echirp
Eref
)
, (1)
where Echirp is the energy of the chirp and Eref is the energy of the waveform which is used as a reference. The
theoretical gain calculated from (1) will be 20.8 dB. However, due to tapering of the chirp and the compression
filter the actual gain will be 14 dB.10 The excitation waveform is defined as
s(t) = a(t) sin
{
2pi(f0 − B2 )t+ 2pi
B
2T
t2
}
, 0 ≤ t ≤ T. (2)
where a(t) is a temporal weighting function, f0 is the center frequency, B is the bandwidth, and T is the duration
of the excitation waveform. The center frequency is 7 MHz, the bandwidth is 75% of the center frequency and
the duration is 20 µs. The temporal weighting function is chosen to be a Tukey window with 10% tapering.
The compression filter is the corresponding matched filter version of the excitation waveform mismatched using
a Chebyshev window with relative sidelobe attenuation of 70 dB. The temporal window applied to derive the
mismatched filter is used in order to suppress axial sidelobes.9
To decrease lateral sidelobe level, apodization is applied on the transmitting aperture. A Tukey apodization
with 70% tapering is used in order to get an acceptable contrast.
3.2. Receive beamforming
The basic principle in the receive beamforming is to beamform every point as a weighted sum of the received
echoes. The echoes are delayed such that the delay for a specific receiving element corresponds to the shortest
distance from the transducer surface to the point of interest and back to the receiving element. The beamforming
principle can be seen in Fig. 1. The beamformed signal to a specific point for an array with Q receiving elements
is given by
H(~rp) =
Q∑
q=1
wqsq(tq), (3)
where sq(t) is the received echo on the q:th receiving element and wq is the applied weighting function (apodiza-
tion) on this element. The sample chosen from the filtered received signals corresponds to the time tq which is
given by
86
xz
Point of interest
k
RCV no: q
r
ap
rq
rp
Figure 1. The principles of the beamforming method.
Note that the applied delay for a specific received echo
for a point in the image, is the shortest distance from the
array to the point (which corresponds to the depth of the
point) and back to the receiving element in question.
tq =
||~rap||
c
+
||~rp − ~rq||
c
, (4)
where c is the speed of sound in the propagating medium, ~rp − ~rq is the vector from the q:th receiving element
and out to the field point. The vector ~rap is the vector which corresponds to the shortest distance from the array
to the point. This vector is parallel to the wavevector ~k of the generated plane wave.
3.3. Velocity Estimation
Echo canceling is performed using a mean subtraction algorithm over a number of the acquired images. To
estimate the velocity, the data are beamformed along the direction of the blood flow in the ultrasound plane. It
has previously been shown that it is possible to find the direction of the flow automatically using one dimensional
cross correlation.5 It is therefore assumed, that the angle of the flow is known. The blood velocity is estimated
using a one dimensional cross correlation method,3 which estimates the velocity of the flow in the direction
chosen. The number of plane wave beams used for one velocity frame is two for the simulations and flow rig
experiments and 11 for the in-vivo experiments. It is thus possible to estimate a whole frame of independent
velocity estimates with a rate of ∼ fprf/10 Hz.
4. RESOLUTION AND MAXIMUM INTENSITIES
Due to the broad lateral extend of the transmitted field, it is expected that the PWE method will perform worse
than conventional flow imaging in terms of resolution. To quantify the resolution a simulation was performed
using the ultrasound simulation program Field II.6, 7 A 7 MHz linear array transducer was simulated with 128
elements and the excitation pulse was a plane wave chirp as described in the previous section. The data for the
transducer setup can be found in Table 1. The position of the transducer relative to the coordinate system is
defined in Fig. 2 In Fig. 3 a point spread function for the PWE method is shown for a point at depth z = 40 mm
and at lateral position x = 0 mm. The lateral and axial widths of the point spread functions are determined by
estimating the maximum intensities in the lateral and axial directions. For comparison the corresponding PSF
was simulated using a conventionally focused linear array approach (Fig. 4) with a one cycle pulse excitation,
and the resolution was calculated. For the conventional linear array PSF the transmit and receive apodizations
were changed to a boxcar function, and the transmit focus was situated at 40 mm. The number of elements used
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Figure 2. Definition of xyz-coordinate system.
Parameter Value
Transducer Linear array
Number of elements 128
Pitch 0.208 mm
Kerf 0.035 mm
Height 4.5 mm
Center frequency 7 MHz
Sampling frequency simulation 100 MHz
Sampling frequency experiments 40 MHz
Apodization in transmit Tukey
Apodization in receive Hamming
Table 1. Transducer set-up
for the conventional case are 64. In Fig. 4 it can be seen that the lateral width of the mainlobe is approximately
the same for the PWE method compared to the conventional scan.
To get a quantitative measure of the resolution at different depths, the simulation was repeated for point
scatters placed at depth between 5 mm and 100 mm, where consecutive points were separated by 2.5 mm. The
lateral positions of the points were respectively x = −5 mm and x = 0 mm. Lateral and axial widths of the
3 dB contours were then determined by estimating the maximum intensities in the lateral and axial directions.
The resolution for the PWE method was then compared to a conventional scan with transmit focus at 40 mm,
dynamic receive focus and boxcar apodization. The result can be seen in Fig. 5. It can be seen that the lateral
resolution is decreased by approximately a factor two at all depths when transmit focusing is not present, i.e.
when using the PWE method. However, the axial resolution does not seem to be affected by the lack of transmit
focusing in the PWE method.
Due to the broad lateral extend of the transmitted beam in the PWE method it is expected that the maximum
intensities in the beam will be significantly lower compared to a focused beam. To quantify the intensities of the
PWE method a simulation was performed using the transducer setup from Table 1, but with a one cycle sinusoid
as excitation pulse. The maximum intensities in the resulting PSFs were compared to the corresponding case,
when the beam was focused in transmit at the point of interest. In Fig. 6 the intensities for the two cases are
shown. It is seen that the intensities are approximately 15 dB lower for the PWE method at 40 mm. However,
when a chirp is used as excitation pulse in the PWE the intensities will be increased by 14 dB. It should therefore
be expected that the signal intensities, and hence the signal to noise ratio, in the PWE method is comparable
to normal focused imaging, when a chirp is used as excitation pulse.
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method. Dynamic range is 60 dB.
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Figure 4. Point spread function (PSF) for conventional
focused imaging. Dynamic range is 60 dB.
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5. FLOW SIMULATIONS
A cylindrical virtual blood vessel situated at a depth of 40 mm with a length of 45 mm and radius of 5 mm was
simulated using the Field II program6, 7 and the transducer described in Table 1. The number of point scatters
used to model the vessel was 66,384, to ensure fully developed speckle signals. A beamformed B-mode image of
the vessel using the PWE method is shown in Fig. 8. Note that this is acquired using only one pulse emmision.
All scatters were moved between consecutive pulse emissions with fprf = 8 kHz using a parabolic velocity profile
with maximum velocity of 0.5 m/s in the center of the vessel (Fig. 7). The flow angle with respect to the emitted
beam was 45◦. Two images were acquired using the beamforming described in Section 3.2 and the resulting
images were divided into a grid of 250 × 250 points. At these points cross correlation was performed along the
lines of flow, where each line to be cross corelated had a length of 10 times the wavelength of the emitted pulse
at the center frequency. The spatial sampling interval was 0.1 times the wavelength of the emitted pulse at the
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Figure 7. The setup of the virtual blood vessel.
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Figure 8. B-mode image of 66,384 point scatters using
the Field II program and a single transmission (PWE
method).
center frequency, i.e each line to be correlated consisted of 100 samples. The resulting CFM image is shown in
Fig. 9 and the velocity at the line x = 0 mm is shown in Fig. 10 . Note that these images are acquired using
only two pulse emissions.
6. FLOW PHANTOM EXPERIMENTS
The PWE method was evaluated on a circulating flowrig, which pumps blood mimicking fluid around a closed
circuit. To avoid entrance effects in the flow, the fluid was first led through a 1.2 m long inflow pipe with radius
R = 6.4 mm. At the end of the inflow pipe the fluid was led through a heat shrink tube submerged in a water
container and scanned. The tube had an internal radius of 6.7 mm and the walls were 0.5 mm thick. The fluid
volume flow Q was measured using a Danfoss MAG 1100 flow meter, which was situated after the heat shrink
tube.
To drive the fluid around the closed circuit, a Cole Parmer (Vernon Hills, IL) 75211-60 centrifugal pump was
used. The blood mimicking fluid consisted of water, glycerol, orgasol, Triton x-100, NaBenzoat and K2EDTA
diluted 10 to 1 with demineralized water. Viscosity was µ = 2.6 · 10−3 kg/(m s), density ρ = 103 kg/m3, and
temperature during scanning was T0 = 24◦C.
The experimental ultrasound scanner RASMUS8 and a 7 MHz linear array transducer characterized by the
parameters in Table 1 and fprf = 2 kHz, was used to scan the blood mimicking fluid and store the data for
off-line processing. The Reynolds number of the flow was below 2000, hence the flow was assumed laminar and
parabolic.11 The maximum velocity in the center of the pipe was 0.32 m/s.
The blood vessel was situated at a depth of 40 mm at an angle of 60◦ with respect to the ultrasound beam.
For each pulse emission a beamformed image of the ROI was created and echo canceling was performed by
subtracting the mean value of all the 50 images acquired. The echo canceled images were divided into 150× 150
points where the velocity was estimated at each point using 1D cross correlation along the direction of flow.
Each line to be cross correlated had a spatial sampling interval of 0.15 times the wavelength of the emitted pulse
at the center frequency and a length of 15 times the wavelength of the emitted pulse at the center frequency.
Using two echo canceled images a CFM mode image was created (Fig. 11). Due to the low number of
correlated data (two images), false peaks are present in the CFM image. The image can be improved by using
more pulse transmissions. In Fig. 12 the CFM image is made from 11 pulse transmissions.
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To verify that the derived CFM image is in agreement with the actual flow in the pipe, the velocity was
estimated at two cross sections through the scanned area, where the lateral position x was x = 0 mm and x = 5
mm. 50 CFM images were used to find the mean velocity and standard deviation. The resulting mean velocity
profile and standard deviation for x = 0 mm is shown in Fig. 13 together with the theoretical parabolic velocity
profile. The velocity is estimated over the vessel with a mean relative standard deviation of 2.64% and a mean
relative bias of 6.91%.
In Fig. 14 the profiles for x = 5 mm are shown. The velocity is estimated over the vessel with a relative
standard deviation of 0.84% and a relative bias of 5.74%. This performance is comparable to conventional flow
imaging.12
7. IN VIVO MEASUREMENT
An in vivo experiment was performed on a healthy 33-year-old male using the RASMUS scanner connected to
the transducer defined by the parameters from Table 1 and with a pulse repetition frequency of fprf = 2 kHz.
The common carotid artery was scanned for two seconds and data were saved for off-line beamforming.
Echo canceling was performed by subtracting the mean value from 11 consecutive images. The echo canceled
images were then divided into 150 × 150 points where the velocity was estimated at each point using 1D cross
correlation along the direction of flow. Each line to be cross correlated had a spatial sampling interval of 0.3
times the wavelength of the emitted pulse at the center frequency and a length of 15 times the wavelength of the
emitted pulse at the center frequency. To decrease the standard deviation on the estimates 11 lines were cross
correlated and averaged before the maximum was estimated. This means that completely independent velocity
images of the artery are acquired every 11/fprf = 5.5 ms.
In Fig. 15 the resulting CFM image is shown when data are acquired at the peak systolie. The B-mode image
is estimated from one plane wave pulse transmission and no filtration of the velocity image has been performed.
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Fig. 11. Two pulse emissions used for each estimate.
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Figure 14. The mean velocity and standard deviation as
a function of depth for the line defined at x = 5 mm from
Fig. 11. Two pulse emissions used for each estimate.
8. DISCUSSION
It has been verified in simulations and experiments, that it is possible to obtain a CFM-mode image using less
than 12 pulse emissions, when plane wave chirps are used as excitation pulses. If fast accelerating flow (e.g. in
the heart) is to be estimated, the PWE method, thus, has the potential of showing temporal variations in the
flow, which could not be estimated using a conventional method.
Furthermore, we believe that the PWE method also has potentials for 3D flow estimation using a 2D linear
array transducer. Conventional methods for 3D flow based on focused transmit beams will have to compromise
performance if a high frame rate is desired. This is due to the high (> 100) number of beams needed to cover the
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Figure 15. In vivo measurement of the common carotid
artery of a healthy 33-year-old male at the time of the
peak systolie. The velocity image is estimated from 11
plane wave pulse transmissions and the B-mode image
is estimated from one plane wave pulse transmission.
The B-mode image has a dynamic range of 40 dB and
no filtration of the velocity data has been performed
other than echo canceling. The velocity is only estimated
within the green dashed line.
whole 3D ROI. The PWE method can cover the 3D ROI in only one pulse emission and in principle maintain
the same performance as in the 2D case.
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A frequency splitting method for blood flow estimation.
Jesper Udesena,b, Fredrik Grana and Jørgen Arendt Jensena
aCenter for Fast Ultrasound Imaging, Ørsted •DTU, Bldg. 348, Technical University of
Denmark, DK-2800 Kgs. Lyngby, Denmark
bB-K Medical, Mileparken 34, DK-2730 Herlev, Denmark
1. ABSTRACT
A new method for axial blood velocity estimation is introduced that uses a linear frequency modulated signal
(chirp) as excitation pulse. In receive, the channel signals are matched filtered to compress the chirp, and
then delay-and-sum beamformed. The resulting broad band signal is separated into narrow band signals using
appropriate band pass filters. Each narrow band signal is then used in an conventional autocorrelation estimator
to find one velocity estimate for each frequency band. Finally the velocity estimates are averaged to find an
improved axial velocity estimate.
The method is tested in simulations using the program Field II where a significant improvement is found
on the standard deviation compared to a conventional autocorrelation method. Furthermore the method is
tested in the experimental RASMUS scanner using a linear array 7 MHz transducer on a circulating flowrig.
Compared to a conventional autocorrelation method, the standard deviation is found to decrease with a factor
of approximately two for the proposed method.
2. INTRODUCTION
In conventional blood velocity estimation using ultrasound, a number of consecutive pulses are transmitted from
the transducer. After a number of transmissions (usually > 3) the axial velocity can be estimated along a line
perpendicular to the transducer surface. The process can thereafter be repeated for other directions and finally
a whole color flow image of the blood velocity can be constructed.
The bias and standard deviation on the velocity estimates decreases with the number of transmissions used
for each estimate. To obtain high quality blood velocity images, it is therefore necessary to have as many
transmissions as possible for each velocity estimate. However, due to the time of flight for each ultrasound pulse,
this is often not possible, if vessels deep in the human body is to be scanned. It is therefore of interest to develop
methods, which have low bias and standard deviation, even when only a few transmissions are used for each
velocity estimate.
Currently the two main methods for color flow map (CFM) imaging are
1. The cross-correlation approach (or time shift estimation) is based on the transmission of broad band pulses
with good time resolution. Consecutive beamformed signals are cross correlated to find the lag of maximum
correlation from which the velocity is estimated. This method has good performance in terms of standard
deviation and bias, but it is very expensive in terms of computation power and does not perform well
when the signals are corrupted with noise. The SNR problem can, however, be significantly reduced if a
frequency modulated signal (chirp) is used as excitation pulse.
2. The autocorrelation approach (or phase shift estimation) developed by Kasai [1] is implemented in nearly
all commercial scanners. This method is based on the transmission of narrow banded pulses with good
resolution in the frequency domain. An axial velocity estimate is found by calculating the mean phase shift
in the slow-time domain. The method is very fast and robust but does not perform as good as the cross
correlation method in terms of standard deviation on the velocity estimates. Also it is not possible to use
a chirp, since the signals have to be narrow band.
The frequency band method presented in this paper uses some of the advantages from both methods to
improve the conventional autocorrelation approach. In Section 3, the method will be explained. In Section
4 simulated results will be presented together with flow phantom experiments obtained with the experimental
RASMUS scanner.
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3. METHOD
The basic principle of the frequency band method introduced in this paper is as follows:
• A linear chirp is used as excitation signal.
• The beamformed received signals are compressed using matched filtration. After filtration the signals are
still broad banded.
• Each broad band signal is divided into a number of narrow band signals by filtering with a number of
narrow band filters.
• Each narrow band signal is echo canceled and the velocity is estimated with a conventional autocorrelation
approach.
• Finally the velocity estimates from each narrow-band signals are averaged to form a single improved
estimate.
Each step of the transmission, filtration and estimation process will now be discussed.
3.1. The chirp
A linear chirp is used for transmission. This improves the SNR compared to using a single oscillation pulse while
maintaining resolution. The theoretical gain in SNR after matched filtration (in dB) is given by [2]
G = 10 log10
(Echirp
Eref
)
, (1)
where Echirp is the energy of the chirp and Eref is the energy of the waveform, which is used as a reference.
The excitation waveform is defined as
s(t) = a(t) sin
{
2pi(f0 − B2 )t+ 2pi
B
2T
t2
}
, 0 ≤ t ≤ T. (2)
where a(t) is a temporal weighting function, f0 is the center frequency, B is the bandwidth, and T is the duration
of the excitation waveform. The center frequency is 7 MHz, the bandwidth is 75% of the center frequency and the
duration is 20 µs. The temporal weighting function is chosen to be a Tukey window with 10% tapering. It should
be noted that the chirp is a broad band signal compared to the signals used in an conventional autocorrelation
approach.
The theoretical gain calculated from (1) will be 20.8 dB when the reference waveform is a single oscillation
pulse. However, due to tapering of the chirp and the compression filter the actual gain will be 14 dB [3].
3.2. Receive filtration
After the signals have been received by the transducer, each channal signal is matched filtered using the excitation
waveform mismatched with a Chebyshev window with relative sidelobe attenuation of 70 dB. The temporal win-
dow applied to derive the mismatched filter is used in order to suppress axial sidelobes [2]. In theory the matched
filtration has to be performed before beamforming. However, it has been shown that no significant degeneration
of resolution and contrast results from doing the matched filtering after the delay and sum beamforming [4].
After matched filtration the broad band signals are divided into a number of narrow band signals. This can
be done in numerous ways. If the implementation has to be simple and fast, an easy way is to convolve the signal
with a filter y(n) given by
ym,pm(n) = cos(2pin
fm
fs
), n = 1, 2, ...., pm
fs
fm
(3)
where fm is the center frequency of each frequency band, fs is the sampling frequency and pm determines the
width of each frequency band.
96
To decrease side-lobe levels further the filter ym,p is shaped by a Hanning window and the resulting filter is
convolved with itself. Since the bandwidth of each frequency band determines the axial resolution, special care
should be taken such that each band does not become to narrow. For all results presented in this paper the axial
resolution of the frequency band method is comparable to the axial resolution of a 7 MHz 8 cycle pulse.
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Figure 1. The principle of the method. Blue curve: the amplitude spectrum of the received beamformed chirp signal
from a flow rig. Red curve: the frequency bands used to split the broad band spectrum of the chirp into narrow band
signals.
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Figure 2. The filters for the 6MHz and 9MHz band.
For the chirp given by (2) used on a 7 MHz 60% bandwidth transducer (B-K 8804) fm can be chosen to be
fm ∈ {6 MHz,7 MHz,8 MHz,9 MHz} and the corresponding pm is pm ∈ {7, 8, 9, 10}. After Hanning windowing
and convolution, these values gives frequency bands of approximately 1 MHz of width. It should be noted that
the frequency bands do not have to be disjoint. If overlap occurs between the bands the velocity estimates will not
be independent and the standard deviation and bias on the estimates will increase, but the filters implemented
will be much more simple to construct. The frequency bands which corresponds to (3) can be seen in Fig. 1 and
two of the band-pass filters are shown in Fig. 2.
3.3. Velocity estimation
So far the filtration of the signals has been performed in the so called fast time domain, where the sampling
frequency is fs. When consecutive pulse transmissions are performed, data can be sampled at a certain depth
with a sampling frequency of the pulse repitetion frequency (fprf ). The data is then sampled in the so called
slow time domain. When no aliasing is present the transformation between the fast time (f0) domain and the
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slow time (fp) frequency domain is given by
fp =
2vz
c
f0, (4)
where vz is the velocity of the blood, c is the speed of sound in the tissue, and f0 is the center frequency of the
narrow band signal.
After filtration the signals from each frequency band is echo canceled in the slow time domain. For optimal
echo canceling the cut-off frequency of the echo canceling filter should change with the frequency band of each
signal. This is due to the fact that the frequency fp of the tissue signal will scale with the center frequency f0
of each band according to (4). So that for a frequency band signal with a center frequency of 10 MHz the tissue
will be located at twice the frequency as for the tissue signal from a 5 MHz band signal.
When echo canceling is performed an axial velocity estimate can be found for each frequency band signal
using an conventional autocorrelation estimator [1]. Finally these velocity estimates are averaged to find an
improved axial velocity estimate. Alternatively the individual velocity estimates could be scaled with the energy
in the respective frequency band, thereby reducing noise.
4. RESULTS
Two set of results are presented in this section: one set of simulated results using the Field II program and one
set of measured results using the RASMUS ultrasound scanner. In both cases the same transducer (B-K 8804)
is used.
4.1. Simulation
The Field II ultrasound simulation program [5, 6] was used to simulate the ultrasound response from a virtual
blood vessel situated at a depth of 30 mm at an angle of 45◦ with respect to the ultrasound beam. The transducer
used was a 7 MHz virtual linear array B-K 8804 transducer where 64 elements were used in transmit and receive.
The number of transmissions was 120 using a chirp given by (2) and 120 transmissions using a 7 MHz 8 cycle
sinusoid. Pulse repetition frequency (fprf ) was 10kHz.
White Gaussian noise was added to each received signal. The mean SNR was 0 dB over the vessel for the 8
cycle pulse and noise with the same power was added to the received chirp signals. The received echos from the
chirp signal was matched filtered, beamformed and divided into frequency bands according to (3). However the
band at center frequency of 9 MHz was omitted due to high attenuation by the transducer at these frequencies.
Also the received signals from the 8 cycle pulse were matched filtered.
The resulting velocity estimates for 2 and 4 transmissions respectively, can be seen in Fig. 3 and 4. It is seen
that the standard deviation is significantly lower for the frequency band method compared to a conventional 8
cycle pulse.
4.2. Experiment
The experimental ultrasound scanner RASMUS [7] was used together with a B-K Medical 8804 transducer to
scan a circulating flowrig with a tube radius of 6.725 mm. The flow in the flowrig was assumed to be laminar,
since the Reynolds number was kept at approximatelly 2000. The number of transmit and receive elements was
64, the pulse repetition frequency was fprf=4 kHz and 400 transmissions were acquired using either a chirp, a
6 MHz 8 cycle pulse, a 7 MHz 8 cycle pulse or a 8 MHz 8 cycle pulse.
In receive, each channel signal was matched filtered and delay-and-sum beamformed. The received signal
from the chirp was separated into frequency bands as described in the previous section and the velocity was
found for each frequency band and averaged. It should be noted that no echo canceling or rf-averaging [8] was
performed on the signals.
The resulting velocity estimates for 2 and 4 transmissions respectively, can be seen in Fig. 5 and 6. Again it is
seen that the standard deviation is significantly lower for the frequency band method compared to a conventional 8
cycle pulse. Also the mean standard deviation is calculated over the vessel and scaled with the maximum velocity
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Figure 3. The mean velocity and standard deviation as
a function of depth simulated with Field II and a virtual
B-K 8804 transducer. The angle between the flow and
the ultrasound beam was 45◦ and the maximum velocity
was 0.5 m/s. Two pulse emissions used for each estimate
and different transmission pulses. Left: estimates from
a 8 cycle pulse at 7 MHz. Right: estimates from the
frequency band method described in this paper.
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Figure 4. Same as Fig. 3 but with four transmissions
for each estimate.
and shown in Table 1. It is seen that the mean standard deviation on the velocity estimates from the frequency
band method, is approximately half of the mean standard deviation of the conventional method.
The reference curve for the true velocity is calculated from 400 transmissions with a 7 MHz 8 cycle pulse.
After reception each beamformed signal was rf-averaged and the axial velocity was estimated in a conventional
autocorrelation estimator. The reference velocity is shown as a black curve in all plots in Fig. 5 and 6.
2 transmissions 4 transmissions
6 MHz pulse 10.89 5.52
7 MHz pulse 9.79 4.73
8 MHz pulse 10.47 4.64
Frequency bands 5.19 2.64
Chirp 10.84 8.45
Table 1. Mean standard deviation in percent relative to the center velocity.
5. CONCLUSION
A frequency band method for estimating blood velocity using ultrasound has been presented. In terms of mean
standard deviation on the velocity estimates the frequency band method outperforms conventional autocorrela-
tion methods. We believe that further investigations should focus on the emitted energy in the chirp compared to
the FDA limits. Also improved performance using more advanced filters to divide the signals into frequency bands
as well as weighting the velocity estimates from each band, could be an area of investigation. Further more we
believe that the frequency band method has potentials for other flow estimators, which uses the autocorrelation
technique, e.g. the TO vector velocity estimator for 2D blood velocity estimation.
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