Abstract-Today, organizations are beginning to realize the importance of using as much data as possible for decision-making in their strategy. The finding of relevant patterns in enormous amount of data requires automatic machine learning algorithms, among them, a popular option is the mixture-of-experts that allows to model data using a set of local experts. The problem of using typical learning algorithms over Big Data is the handling of these large datasets in primary memory. In this paper, we propose a methodology to learn a mixture-of-experts in a distributed way using PETUUM platform. Particularly, we propose to learn the parameters of mixture-of-experts by adapting the standard stochastic gradient descent in a distributed way. This methodology is applied to people detection with standard real datasets considering accuracy and precision metrics among other. The results show a consistent performance of mixture-of-experts models where the best number of experts varies according to the particular dataset. We also evidence the advantages of the distributed approach by showing the almost linear decreasing of average training time according to the number of processors. In a future work, we expect to apply this methodology to mixtureof-experts with embedded variable selection.
I. INTRODUCTION
Nowadays large volumes of information are available thanks to the large number of sensors installed and the falling cost of the associated hardware. Some examples of areas which have benefited from this enormous wealth of data are astronomy [1] , business intelligence [2] , pattern recognition [3] and biology [4] . In all of these, machine learning applied to large volumes of data has allowed solutions to be found to problems that in the past were intractable.
Techniques for processing large volumes of data by machine learning can be grouped into two classes. Big Data processing occurs when the database contains a very extensive number of records, while Big Model processing occurs when the data in the database has a high degree of dimensionality. The former is more common. Specialised Big Data techniques improve efficiency in processing large volumes of data. When Big Data techniques are used, machine learning algorithms make it possible to find important information hidden in large volumes of data; these techniques are therefore used in modern organizations.
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Although using Big Data has been very beneficial for many areas of human knowledge, it is very difficult to process with typical machine learning algorithms in a processor due to the size of the databases. For example, consider the case of a database containing 2 Terabytes of information; it is too big to store in the typical primary memory of a standard computer today. Distributed computing offers a solution to this problem by using multiple processors which can process all the data in large databases by working together [5] .
Any machine learning algorithm can be applied to large volumes of data. Mixture-of-Experts is an interesting model which has the advantage of modelling complex patterns through a set of local experts. This technique also allows probabilistic interpretation of the results. Unfortunately, the typical training implementation for the set of parameters in mixture-of-experts is non-distributed by nature due to use of the EM (Expectation-Maximization) algorithm.
In this work we propose a training methodology for mixtureof-experts using PETUUM, a platform designed for distributed algorithm programming. We will apply this methodology to the implementation of a people detector. The most crucial part of the method for using this application is modelling and implementation of the distributed parameter training for the mixture-of-experts. We will show the use of this methodology in a Big Data scenario.
In particular, the proposed methodology allows the mixtureof-experts model to be trained using a specialist distributed programming platform for machine learning. The learning algorithms were adapted to obtain computing benefits from the use of the PETUUM distributed platform. The rest of this paper is organised as follows: Section 2 describes the mixture-of-experts concept, the use of distributed architectures for machine learning and the PETUUM platform. Section 3 shows the methodology used in this work; and finally Section 4 shows the results of the experiments carried out using mixtureof-experts in the PETUUM platform.
II. THEORETICAL FRAMEWORK A. Mixture-of-Experts
The mixture-of-experts (MoE) model is a mixture model which seeks to solve problems using the divide and rule strategy; i.e. by breaking complex problems down into simple sub-problems [6] . At the same time the model naturally supports integrated variable selection [7] .
It involves a set of approach functions or experts whose combined decisions use a set of gate functions to enable it to adapt different regions. The idea is that the input data are divided into multiple regions, in which the gate function for each sub-region estimates a set of weightings to weight the importance of the experts.
The learning of the mixture-of-experts model may be seen as a parameter estimation problem, which consists in maximizing the likelihood function by optimization algorithms such as stochastic gradient descent [8] . The advantage of gradient descent is that it can be adapted to a parallel structure, allowing accelerated learning of the model's parameters.
Considering the input data
with the labels y = {y 1 , .., y N } with y i ∈ {1, 2, .., C} where N is the number of input data, D is the dimensionality of the data and C is the number of classes assuming M gates, an outcome y can be associated with a particular input x using mixture-of-experts with the following formula:
The rationale is to combine the conditional probabilities of input data x and expert j, φ j (y/x) with weights g j (x). Specifically, g(x) is the gate function, applied to the input data using the following formula:
The variable v i is the parameter vector of gate i, where V i ∈ R D ; therefore the whole set of v has dimensionality MxD. Note that the gate function is a probability function, since it is normalised using the soft-max function. The local expert function φ(y/x) is given by the following conditional multinomial:
Where w y j is the parameter vector of gate j and class y, thus the complete set w presents a dimensionality of MxCxD.
Finally, the posteriori probability used to optimize the parameters for the model is calculated as:
Considering the a posteriori probability to be fixed, gradient descent can be applied. First defining a learning rate η, the parameter for gate function j is updated, calculating the difference between gate function j and posteriori π j , multiplying by the input data.
And for the case of the network of experts, considering learning rate η, we calculate the difference between y as the objective value and s as the outcome of gate j given by the application of vector w j to the input data. Then the a posteriori probability π is diagonalised for gate j, and finally the input data are applied as follows:
Distributed architectures in Machine Learning
The use of databases with a large number of records has contributed in different areas to progress in understanding the human environment, for example in biology and astronomy. One problem that has arisen with the massive use of data is that centralised management is very complicated, since these databases are too big to be managed individually by a single machine. Distributed computing [9] offers a solution to this problem, making it possible to manage large amounts of data in multiple nodes; in this way each machine in the distributed architecture can work on a portion of the data, so that finally the whole database is used.
Options exist today for developing applications in distributed architectures. Below we present some of the tools available. Two paradigms for programming parallel applications are OpenMP [10] and MPI [11] where the difference is the form of communication of cores. Respect to platforms, HPCC (High Performance Computing Cluster) [12] is a platform offering an intensive computing system for open code data. HPCC architecture includes two different processing environments which are used independently to process data in parallel. The first environment is a data refinery; its general object is general processing of large volumes of data. The second environment offers parallel processing of enquiries using an optimized execution environment and filing system for high performance on-line processing.
MapReduce [13] is a programming model for the processing and generation of large datasets, and supports parallel computing. This platform consists of two main functions, in which the Map() function processes a key/value pair to generate an intermediate set of key/value pairs, and the Reduce() function combines all the intermediate values associated with the same intermediate key. MapReduce is used in the practical solution of some algorithms which can be parallelized [14] .
Hadoop [15] is an open code platform for the development and execution of distributed applications which process large quantities of data considering MapReduce model. Hadoop is a versatile tool for new users who are starting to use distributed computing. Hadoop uses distributed storage, and transfers code instead of data. In this way it avoids the costly transmission stage when working with large datasets. Furthermore, data redundancy allows Hadoop to recover a failed node.
C. PETUUM
PETUUM is a distributed machine learning framework programmed in C++, the object of which is to provide an interface for generic algorithms and large-scale automatic learning systems. It also simplifies the distributed implementation of machine learning programmes, allowing the user to concentrate on the Big Data improvement and analysis model [16] . PETUUM functions efficiently at the scale of research groups and cloud computing groups such as Amazon EC2 and Google CME.
PETUUM offers distributed programming tools which are essential for meeting the challenges of directing machine learning on the scales of Big Data (samples with large volumes of data) and Big Models (large number of parameters and variable intermediate spaces). Unlike general purpose distributed programming platforms, PETUUM is specifically designed for machine learning algorithms. This means that PETUUM exploits data correlations and other statistical properties to maximize the performance of machine learning algorithms.
The implementation of PETUUM for machine learning algorithms can work with larger models than those generated by other platforms, since PETUUM stores the programme variables in a light form in the server parameters and in its design. Machine learning programmes which do not have distributed orientation can be implemented using PETUUM, and good scaling can be achieved if the number of machines is increased [17] .
Zeng [18] proposes the implementation of a Lasso regression [19] using distributed machine learning algorithms in the GraphLab, Spark and Petuum platforms. Although it requires a longer learning curve and a larger number of lines of code for implementation, Petuum achieves the best results in terms of algorithm performance. It also presents a better execution time for this algorithm.
We chose PETUUM because in this work we explore the adaptation of a particular machine learning technique, mixture-of-experts, from a typical non-distributed architecture to distributed architecture. Another alternatives as MapReduce are note designed to implement this kind of algorithms.
III. PROPOSED METHODOLOGY
In a typical mixture-of-experts, parameter training is usually carried out with the EM algorithm or gradient descent. In the case of the EM algorithm, the responsibilities must be calculated, i.e. the expected values of the a posteriori probabilities of the experts based on the data (expectation stage); then the optimum parameters are estimated considering the responsibilities, both for the experts and for the gates. This algorithm requires sequential processing in both stages. In the case of gradient descent, similar stages exist but the maximization is replaced by an iterative parameter estimation procedure. It is in this gradient descent procedure that we observe that parameter updating can be parallelized by dividing the data into blocks. For this reason our proposal is based on parallelization of the gradient descent procedure. We will demonstrate the methodology which we propose for use with this platform with an example from the PETUUM library. Figure 1 shows the implementation of MoE using the PETUUM tool. First the data to be used are defined. Then the script is created which will be responsible for executing the application using the MoE for people detection, defining the parameters such as the number of experts and programme threads. Thirdly the entity is defined for determining and configuring the PETUUM parameters and applying the mixtureof-experts (1) . Then the entity is defined for managing the mixture-of-experts in general terms, defining and initialising the parameters to allow application of the algorithm (2). Finally functions are proposed for model application and parameter optimization. The diagram shows that the functions of the mixture-of-experts are used by entity (2), which applies the algorithm; this entity in turn is used by entity (1). Algorithm 1 shows the calculation of important elements for training the mixture-of-experts. The first step is to establish the configuration of PETUUM and the various tables used. Then the network of experts and the network of gates are initialized. The data are divided into portions when they are loaded to apply parallelization of the records. Then the algorithm is applied to the data in each portion, and the parameters are updated. Finally functions are proposed for model application and parameter optimization. The diagram shows that the functions of the mixture-of-experts are used by entity (2), which applies the algorithm; this entity in turn is used by entity (1). The probabilities of the experts are normalized for the classes. The probability of the gate function is normalized for the gates. The conditional density should be applied which will allow the network of experts to be modified for the correct outcomes of the mixture. The results of the two networks are used to estimate the a posteriori probability of each gate, knowing the input data and their class. The a posteriori probability is used directly to optimize the parameters of this model. Algorithm 2 Calculation of the a posteriori probability and optimization in distributed mixture-of-experts.
Algorithm 1
for j in each expert do for r in each record do posteriori jr ← g jr * φ jr /sum i (g ir * φ ir ) end for end for
After these parameters have been calculated, the a posteriori probability is estimated, as shown in Algorithm 2, which takes the elements from the network of experts and the gate network. Each value corresponding to the record for each expert is multiplied as required by both networks, normalizing the sum of this value for all the experts. In the final stage of training, the weighting of each network is updated; in the case of the experts, the weighting is updated for the difference between the predicted outcome and the record object. Then it is multiplied by the diagonal matrix of the record of the posteriori corresponding to the expert, and subsequently by the input data corresponding to the thread. The gate network is updated for the difference between the value predicted by the network and the posteriori value, which is then applied to the input data for the thread. In both cases a constant learning rate is applied. In order to validate the training, we applied the mixture-ofexperts model to the test data using the procedure shown in Algorithm 3. The first step is to apply both models to the test data corresponding to each thread, using the same procedure as in training; both results are applied to the a posteriori probability calculation for each class; assuming c to be the number of classes used by the model, we have c results. To apply the assessment measurements we looked for the class corresponding to the highest a posteriori probability among the results for all the experts, and this was compared to the values for each test record, whether the image corresponded to the predicted person or not.
IV. RESULTS
This section presents the results of the experiments carried out using the mixture-of-experts in the PETUUM platform for people detection. The studies carried out were a study of variation in the number of experts in the model and a study of the time needed to train the model when the number of threads in the application is varied and when the number of experts is increased. The experts were trained on the databases used during the work, namely INRIA, CVC, NICTA and Daimler; the images were employed directly for training and classification. The assessment measurements are the mean values with standard deviation of the accuracy, precision, sensitivity and F value, using crossed validation with 10 portions.
A. Datasets
The databases of images were selected under various criteria in order to analyse the behaviour of the proposed algorithm. All these databases are designed for people detection, and therefore contain 2 classes. All the images were redimensioned to 40 pixels wide by 80 pixels long. These datasets are detailed in Table I:   Name of dataset Instances  INRIA  5219  CVC  5100  NICTA  5100  Daimler  3200   TABLE I  DATABASES OF REAL IMAGES USED IN THE 
B. B. Study of variation in the number of experts
The object of varying the number of experts is to find the configuration of this parameter in mixture-of-experts which gives the best results. Below we present the results of the variation in the number of experts, using 2, 3, 4 and 5 experts in each database. Table II shows the results of the study of the variation in the number of experts for the INRIA database. The use of three experts is shown to obtain the best values in the assessment measurements. The difference between two and three experts is quite big, although it diminishes as the number of experts increases -except in the sensitivity measurement, which increases with the number of experts as can be seen in the cases of four and five experts. For the CVC database, Table III shows that the use of two experts produces the best results for the study of variation in the number of experts in the mixture-of-experts model. Although the precision presents an increase when more experts are added to the model, the improvement is not so significant when all four assessment measurements are taken into account. This result is surprising, since it was expected that the performance would improve; we therefore suspect that there may have been overfitting in the model training. Table IV shows the study of the variation in the number of experts for the model. It can be seen that the best result is obtained using three experts, although with four experts there is a great increase in the precision measurement, but this was not sufficient to make four experts the best result in the general assessment. In this case the improvement is quite significant, with an F value more than 10% above the closest result. Table V shows the results of the study of the variation in the number of experts for the Daimler database, and also the result for the use of images in the classifier. It can be seen that all the measurements increase as the number of experts increases, although the increase to 5 experts is not so significant. In this case the improvement is shown in the accuracy, with a result around 4% above the closest. The results suggest that a model with a larger number of experts could be applied. 
C. Study of variation in the number of threads for experiments
An important aspect for the application of a distributed model is the time taken for training and testing. We therefore studied the variation in the time taken considering the number of experts used and the time taken for execution of the application in each database with 1 , 2 , 3 and 4 threads. The times were measured during training and testing of the first portion in each experiment in variation in the number of experts in the 4 databases studied. The results show the execution time in seconds. Table VI shows the study of the time measurements in model training for the variation in the number of threads against the variation in the number of experts. It can be seen that as the number of experts increases, the time diminishes considerably with any increase in the number of threads. When fewer experts are used, the gain in time is not significant due to the synchronization between the application threads. 1 Thread  391  551  676  812  2 Threads  302  368  457  483  3 Threads  277  354  384  438  4 Threads  254  316  368  409  TABLE VI  STUDY OF TRAINING TIMES (MEASURED IN SECONDS) FOR VARIATION IN  THE NUMBER OF THREADS FOR MIXTURE-OF-EXPERTS IN THE INRIA   DATABASE The variation in threads can also be seen in the CVC database. Table VII shows that increasing the number of experts allows a considerable acceleration to be achieved by increasing the number of threads. No significant gain in time results from using fewer experts. 5 Experts  1 Thread  403  538  659  792  2 Threads  300  379  409  471  3 Threads  285  331  383  427  4 Threads  260  317  367  405  TABLE VII  STUDY OF TRAINING TIMES (MEASURED IN SECONDS) FOR VARIATION IN  THE NUMBER OF THREADS FOR MIXTURE-OF-EXPERTS IN THE CVC   DATABASE The same scenario is found for NICTA, as shown in Table  VIII where we observe a greater diminution in time by increasing the number of threads when the number of experts in the MoE model is increased. As in the other experiments, it is seen that the time reduction achieved by using more threads for the application is less significant when the number of experts is reduced. 1 Thread  422  528  643  767  2 Threads  306  344  399  456  3 Threads  282  331  381  417  4 Threads  265  309  352  395  TABLE VIII  STUDY OF TRAINING TIMES (MEASURED IN SECONDS) FOR VARIATION IN  THE NUMBER OF THREADS FOR MIXTURE-OF-EXPERTS IN THE NICTA   DATABASE   Table IX shows the result of the study of the variation in the number of threads in the Daimler database when the number of experts in the MoE application is modified. As in the other cases, a significant improvement is achieved by increasing the number of threads when the number of experts in the application is increased. When the number of experts is reduced, the time diminution achieved by increasing the number of threads is not as significant as with five experts. 1 Thread  416  540  676  784  2 Threads  365  354  422  483  3 Threads  282  329  386  422  4 Threads  272  302  364  411  TABLE IX  STUDY OF TRAINING TIMES (MEASURED IN SECONDS This work successfully modelled the implementation of a mixture-of-experts application with a stochastic descent gradient using the PETUUM distributed programming platform. Our implementation proved the usefulness of parallel processing in the learning algorithm of the mixture-of-experts model when applied to data divided into portions. Our model enabled us to accumulate the partial results of each portion and synchronize them in the programme's global parameters, resulting in more efficient training.
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Turning to the use of experts in the experiments, there is no optimum number across the four databases used, and cases were found in which two, three and five experts produced the best results; the characteristics of the data may influence these results. When we analysed the variation in the number of threads in the context of increased numbers of experts in the application, we found that the acceleration increased when the number of experts rose.
Given the success of this proposal, this model is applicable in a Big Data environment, since the work can be divided into portions, making training manageable. A proposal for future work is the use of a massive quantity of images of people, applied in a dedicated multi-processing server. Another work in view is training mixture-of-experts models with embedded variable selection.
