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a b s t r a c t
Some modifications of the secant method for solving nonlinear equations are revisited
and the local order of convergence is found in a direct symbolic computation. To do
this, a development of the inverse of the first order divided differences of a function
of several variables in two points is presented. A generalisation of the efficiency index
used in the scalar case to several variables is also analysed in order to use the most
competitive algorithm.
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1. Introduction
Let F : D ⊂ Rm −→ Rm be a nonlinear function and F ≡ (F1, F2, . . . , Fm)with Fi : D ⊆ Rm → R, i = 1, 2, . . . ,m, where
D is an open convex domain in Rm, so that we are interested in approximating a solution α of the equation
F(x) = 0. (1)
An approximation of α is usually obtained bymeans of iterativemethods. Awell-known iterativemethod for approximating
α is the secant method, which is defined by the algorithm:
x0, x−1 given in D,
xn+1 = Φ(xn−1, xn) = xn − [xn−1, xn; F ]−1F(xn), n ≥ 0, (2)
where [u, v; F ] : D ⊂ Rm −→ Rm is a first order divided difference on D, given by the matrix [u, v; F ] = ([u, v; F ]ij)mi,j=1 ∈
L(Rm,Rm), where
[u, v; F ]ij = 1uj − vj

Fi(u1, . . . , uj−1, uj, vj+1, . . . , vm)− Fi(u1, . . . , uj−1, vj, vj+1, . . . , vm)

,
i, j = 1, 2, . . . ,m, with u = (u1, u2, . . . , um) and v = (v1, v2, . . . , vm), and L(Rm,Rm) denotes the set of bounded linear
functions (see [1]).
According to [1], [u, v; F ] ∈ L(Rm,Rm) is called the divided difference of first order for the function F on u and v (u ≠ v)
if
[u, v; F ](u− v) = F(u)− F(v), u, v ∈ D,
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is satisfied. Moreover, if F is differentiable, we can define the divided difference as
[u, v; F ](u− v) = F(u)− F(v) =
 u
v
F ′(z) dz. (3)
More representations of the divided difference can also be seen in [1].
An important feature ofmethod (2) is that derivatives of the function F are not used in the algorithm, so thatwe can apply
(2) to solve (1) if the function F is not differentiable. Another important feature of (2) is that it has superlinear convergence,
since the local order of convergence is 1+
√
5
2 , [1].
Many variations of method (2) are analysed in the classical book by Ortega and Rheinboldt [2]. After [2], practical quasi-
Newton methods, which are usually defined as
xn+1 = xn − B−1n F(xn), n ≥ 0, (4)
for solving nonlinear systems have been extensively introduced and studied for many years. Special emphasis is given to
the methods that satisfy the secant equation
Bn+1sn = F(xn+1)− F(xn), n ≥ 0, (5)
for sn ∈ Rm, at every iteration, which are usually called secant methods (see [3]). In the interesting paper [4], a family of
methods is reviewed that includes Broyden’s method, structured quasi-Newton methods, methods with direct updates of
factorisations, row-scaling methods and column-updating methods.
According to [4], the name ‘‘quasi-Newton’’ was used after 1965 to describe methods of the form given by (4), where the
matrices Bn are intended to be approximations of the Jacobian, such that Eq. (5) is satisfied (see [3]). Following [5], most
authors call secant methods those methods that satisfy Eq. (5). Practical and theoretical perspectives of this area are also
discussed in [4].
Notice that the divided difference given in (2) is fixed and only changes where it is evaluated, so that it is a prefixed
matrix, while the sequence of matrices Bn in quasi-Newton methods is built in an iterated way and satisfying (5). This last
situation is not considered in the methods studied in this paper, where the divided differences are prefixed in advance.
The main aim of this paper is to construct new iterative methods by modifying the method (2) with better efficiency
and without using derivatives of the function F in the algorithms. To measure the efficiency of the methods, we consider
a generalisation of the efficiency index in the scalar case [6], taking also into account the computational efficiency studied
for systems of equations [7]. To do this, we use the order of convergence, the number of evaluations of functions and the
operational cost needed in each step of the iterative methods.
We present a different way to compute the local order of convergence for iterative methods that use first order divided
differences instead of derivatives. Two new algorithms are analysed and applied to solve some nonlinear systems of
equations. Furthermore, we use a multi-precision arithmetic in the computations of the sequences and the approximated
computational order of convergence (ACOC). The numerical result of ACOC , for each one of the iterative methods, confirms
that the order of the methods is well deduced.
Finally, we present an application of the new iterative methods, where a solution of a nonlinear integral equation of
mixed Hammerstein type is approximated.
2. Construction of modifications of method (2)
To obtain efficient modifications of method (2) we consider two arguments which are usually used to improve iterative
methods, as we can see in [6]. When it comes to improving the efficiency of an iterative method we usually increase the
order of convergence, reduce the number of evaluations of functions required in the algorithm and reduce its operational
cost.
Initially, we can increase the order of convergence by composing iterative methods. In this case, if we consider yn =
Φ(xn−1, xn), we can do the following ‘‘pseudo-composition’’:x0, x−1 given in D,
yn = Φ(xn−1, xn),
xn+1 = Φ(xn, yn), n ≥ 0,
(6)
whereΦ is defined in (2). We say ‘‘pseudo-composition’’ as a consequence of (6) depends on two points and, consequently,
we cannot compose as in one-point iterative methods [8].
Another way, which has already been used by Traub [6], consists of freezing the first order divided difference, as in the
following algorithm:x0, x−1 given in D,yn = Φ(xn−1, xn),xn+1 = yn − [xn−1, xn; F ]−1F(yn), n ≥ 0, (7)
whereΦ is defined in (2).
In the next section, we give a development of the inverse of the first order divided difference for a function of several
variables, that allows obtaining the local orders of convergence of both methods later.
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3. A development of the inverse of the first order divided differences of a function of several variables
Let [−,−; F ] : D×D −→ L(Rm,Rm)with [y, x; F ](y−x) = F(y)−F(x), for all x, y ∈ D. Observe that if F is differentiable,
from (3) we have that
[y, x; F ](y− x) = F(y)− F(x) =
 y
x
F ′(z) dz =
 1
0
F ′(x+ t(y− x)) dt (y− x),
so that, for F sufficiently differentiable in D and h = y− x, we can write:
[y, x; F ] =
 1
0
F ′(x+ th) dt =
 1
0

4
j=1
1
(j− 1)! F
(j)(x)(th)j−1 + w3(x, th)

dt
=
4
j=1
1
j!F
(j)(x)hj−1 +
 1
0
w3(x, th) dt, (8)
wherew3 : D×D −→ L(Rm,Rm)with ∥w3(x, th)∥ = o
∥th∥3; i.e. limth→0 ∥w3(x,th)∥∥th∥3 = 0. The development of the divided
difference operator (8) has been first used in [9].
On the other hand, by denoting e = x− α, it follows that
F ′(x) = F ′(α)

I +
4
k=2
kAkek−1

+ w3(α, e),
F (i)(x) = F ′(α)
4
k=i
k!
(k− i)!Ake
k−i + w4−i(α, e), i = 2, 3, 4,
where Ak = 1k! [F ′(α)]−1F (k)(α) ∈ L

Rm×
k
˘· · · ×Rm,Rm

= Lk (Rm,Rm) and wj : D × D −→ L4−j (Rm,Rm) with
∥wj(α, e)∥ = o
∥e∥j and j = 0, 1, 2, 3.
Next, by replacing the last in (8) and denoting e˜ = y− α, we obtain
[y, x; F ] = F ′(α)
4
i=1

4
k=i

k
k− i

Akek−i(e˜− e)i−1

+
3
j=0
wj(α, e)(e˜− e)3−j +
 1
0
w(x, t(e˜− e)) dt,
and consequently,
[y, x; F ] = F ′(α)

I +
4
k=2
Ak
k
i=1

k
i

ek−i(e˜− e)i−1

+W (x, e, e˜− e)
where W (x, e, e˜ − e) = 3j=0wj(α, e)(e˜ − e)3−j +  10 w(x, t(e˜ − e)) dt with W : D × D × D −→ L(Rm,Rm). Note that∥W (x, e, e˜− e)∥ = o(∥e∥p∥e˜∥q), where p, q = 0, 1, 2, 3 and such that p+ q = 3.
Now,
[y, x; F ] = F ′(α)

I +
3
k=1
Sk + [F ′(α)]−1W (x, e, e˜− e)

with
Sk = Ak+1
k+1
i=1

k+ 1
i

ek+1−i(e˜− e)i−1 ∈ L(Rm,Rm).
By developing and arranging conveniently each Sk, we write the last divided difference as
[y, x; F ] = F ′(α)

I +
3
k=1
Tk + [F ′(α)]−1W (x, e, e˜− e)

(9)
with
Tk = Ak+1
k
i=0
ek−i e˜i ∈ L(Rm,Rm)
and ∥[F ′(α)]−1W (x, e, e˜− e)∥ = o(∥e∥p∥e˜∥q), where p, q = 0, 1, 2, 3 and such that p+ q = 3.
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As a consequence, from the last expression for the divided difference, if we take y = xn−1 and x = xn, then we obtain the
expression of [xn−1, xn; F ] in terms of en−1 = xn−1 − α and en = xn − α. Expanding in formal power series of en−1 and en
and taking into account that [xn−1, xn; F ]−1[xn−1, xn; F ] = I , the inverse of the divided difference given in (9) is:
[xn−1, xn; F ]−1 =

I − A2(en−1 + en)− L1(e2n−1)− L2(e3n−1)− L3(en−1en)+ · · ·
 [F ′(α)]−1, (10)
where
L1(e2n−1) = (A3 − A22)e2n−1,
L2(e3n−1) = (A4 − A2A3 − A3A2 + A32)e3n−1,
L3(en−1en) = A3en−1en − A2en−1A2en − A2enA2en−1.
Analogously, if y = xn and x = yn, we have
[xn, yn; F ]−1 =

I − A2(en + e˜n)− L1(e2n)− L2(e3n)− L3(ene˜n)+ · · ·
 [F ′(α)]−1,
where en = xn − α, e˜n = yn − α and L1, L2 and L3 are as above with the corresponding modifications.
Note that we have denoted above (A2en−1)q by Aq2e
q
n−1, q ∈ N. Notice that Eq. (10) is written explicitly until the 3rd
degree in en−1, while in each concrete circumstance it will be adapted and reduced to the necessary terms with effective
contribution to the computation of the local order of convergence.
4. Analysis of methods (2), (6) and (7)
To compare the efficiency of the two new methods with regard to method (2), we first need to know the R-order of
convergence [1] of the three methods. To do this, we use the developments obtained in the previous section for the divided
difference. Moreover, from the algorithms of the methods, we also count the evaluations of functions and analyse the
operational cost needed to apply the three iterative methods.
First of all we give some notations that we use later. We denote by ai(m), i = 0, 1, 2, the number of evaluations of
functions corresponding tomethods (2), (6) and (7), respectively. The number of products and divisions needed per iteration
is pi(m), i = 0, 1, 2, if the method considered is (2), (6) or (7), respectively.
Moreover, we also denote the complementary terms in the following way: wj(α, e) when ∥wj(α, e)∥ = o(∥e∥j) and
wj,k(α, e, e˜)when ∥wj,k(α, e, e˜)∥ = o(∥e∥j∥e˜∥k), j, k ∈ N.
4.1. Method (2)
By subtracting the root α from both sides of (2), we deduce
en+1 = xn − α = en − (I − A2(en−1 + en)+ w1(α, en−1)) [F ′(α)]−1F ′(α)

en + A2e2n + w2(α, en)

= A2en−1en + w1,1(α, en−1, en),
and taking norms it follows ∥en+1∥ ≤ ∥A2∥ ∥en−1∥ ∥en∥, whose associated equation is t2 − t − 1 = 0 [7,6], which has only
one positive real root, 1+
√
5
2 , that indicates the R-order of convergence of method (2).
On the other hand, observe that method (2) can be written asx0, x−1 given in D,
[xn−1, xn; F ]δn = −F(xn), n ≥ 0,
xn+1 = xn + δn,
so that when (2) is applied to solve nonlinear systems ofm equations, the method requires to be evaluated per iteration the
m functions Fi, i = 1, 2, . . . ,m, and the m(m − 1) evaluations of functions in the divided difference matrix; namely, m2
evaluations of functions, so that a0(m) = m2. Moreover, method (2) requires m2 divisions to compute [xn−1, xn; F ], (m3 −
m)/3 products and divisions in the decomposition LU and m2 products and divisions for solving two triangular linear
systems. Therefore p0(m) = m3

m2 + 6m− 1.
4.2. Method (6)
If we consider method (6), it suffices to prove that
en+1 = e˜n −

I − A2(e˜n + en)+ w1(α, en)
+ [F ′(α)]−1F ′(α) e˜n + w1(α, e˜n)
= A2ene˜n + w1,1(α, en, e˜n) = A2enA2en−1en + w1,2(α, en−1, en)
for obtaining super-quadratic convergence, since taking norms we have ∥en+1∥ ≤ ∥A2∥2∥en−1∥ ∥en∥2, whose associated
equation is t2 − 2 t − 1 = 0, so that the R-order of convergence is the positive real root 1+√2.
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If we now write method (6) as
x0, x−1 given in D,
[xn−1, xn; F ]δn = −F(xn), n ≥ 0,
yn = xn + δn,
[xn, yn; F ]γn = −F(yn),
xn+1 = xn + δn + γn,
we obtain a1(m) = a0(m) + m2 = 2m2, since a new divided difference is considered; and p1(m) = 2p0(m) =
2m
3

m2 + 6m− 1, since two triangular linear systems have to be solved.
4.3. Method (7)
Iterative method (7) is a two-step iterative method with memory. By proceeding as above, the error equation is
en+1 = xn+1 − α = e˜n − (I − A2(en−1 + en)+ w1(α, en−1)) [F ′(α)]−1F ′(α)

e˜n + w1(α, e˜n)

= A2en−1A2en−1en + w2,1(α, en−1, en),
and then ∥en+1∥ ≤ ∥A2∥2∥en∥ ∥en−1∥2. Hence the R-order of convergence of the method is the unique positive root of its
associated polynomial equation, t2− t−2 = 0. In this case, the R-order is at least two. Therefore, this method is a quadratic
method where the divided difference is computed once and this is the reason why we call it the frozen divided difference
method.
From (7) we write
x0, x−1 given in D,
[xn−1, xn; F ]δn = −F(xn), n ≥ 0,
yn = xn + δn,
[xn−1, xn; F ]ζn = −F(yn),
xn+1 = xn + δn + ζn,
andwe can easily see that a2(m) = a0(m)+m = m2+m, where a new evaluation of the function F is considered. Taking into
account that the linear systems to solve are the same, the decomposition LU is already made and only two more triangular
linear systems have to be solved, and consequently p2(m) = p0(m)+m2 = m3

m2 + 9m− 1.
5. Optimal computational efficiency
We study in this section the efficiency of iterative methods (2), (6) and (7). We define, respectively, the computational
efficiency index (CEI) of the three iterative methods as
CEI i(µ,m) = ρ
1
Ci(µ,m)
i , i = 0, 1, 2,
where ρi is the R-order of convergence of the corresponding method and Ci(µ,m) the computational cost of the
corresponding method, which is given by
Ci(µ,m) = ai(m)µ+ pi(m), i = 0, 1, 2, (11)
where µ is the ratio between products (and divisions) and evaluations of functions that are required to express Ci(µ,m) in
terms of products (and divisions).
The CEI is a useful index to compare iterativemethods, since the product is used as a unit of measurement of an iteration,
trying to count the real or equivalent products needed for an iteration of the method to study. For this, we have to take into
account all the operations carried out and to know, for example, the number of products equivalent in time to calculate a
specific function. Naturally, the cost of an iteration of a method, as well as its efficiency, will depend on the function, the
dimension of the system and the arithmetic used. As a consequence, we can say that there is no iterative method that is
always better than another.
Taking into account the last, from the last section, we obtain
C0(µ,m) = m2 µ+ m3

m2 + 6m− 1 , ρ0 = 1+√52 ;
C1(µ,m) = 2m2 µ+ 2m3

m2 + 6m− 1 , ρ1 = 1+√2;
C2(µ,m) =

m2 +m µ+ m
3

m2 + 9m− 1 , ρ2 = 2.
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We can compare the corresponding CEI using the following expressions
Rij = log CEI ilog CEI j =
log ρi
log ρj
Cj
Ci
, i, j = 0, 1, 2,
and we have the following theorem
Theorem 5.1. If m = 2, then CEI2 > CEI0 > CEI1, for µ ≤ 1.696, and CEI0 > CEI2 > CEI1, for µ > 1.696. If m ≥ 3, then
CEI2 > CEI0 > CEI1.
Proof. In the case (i, j) = (1, 0) it is clear that R10 = log ρ1log ρ0 12 = 0.9158 < 1, for allm ≥ 2, and CEI0 > CEI1 in all situations.
For (i, j) = (2, 1), we have
R21 = 2 log ρ2log ρ1
3mµ+m2 + 6m− 1
(3m+ 1)µ+m2 + 9m− 1 > 1, ∀m ≥ 2 and ∀µ > 0.
We can conclude that CEI2 > CEI1. Finally, we obtain
R20 = log ρ2log ρ0
3mµ+m2 + 6m− 1
(3m+ 1)µ+m2 + 9m− 1 > 1, ∀m ≥ 3 and ∀µ > 0.
Form = 2, R20 > 1 if µ ≤ 1.696, and R20 < 1 if µ > 1.696. The proof is now complete. 
6. Numerical results
The numerical computations listed in the tables have been performed on the MAPLE computer algebra system with a
multi-precision arithmetic (Digits:=1024). The classical stopping criterion ∥eI∥ = ∥xI −α∥ < 0.5 ·10−ε , with ε = 1024,
is replaced by
EI = ∥eˆI∥∥eˆI−1∥ < 0.5 · 10
−η,
where eˆI = xI − xI−1 and η = ρ−1ρ2 ε. Notice that this criterion is independent of the knowledge of the root
(see [10]). Furthermore, in all computations we have substituted the computational order of convergence (COC) [11] by
an approximation (ACOC) denoted by ρˆI [10] and defined as follows
ρˆI = ln EIln EI−1 .
According to the definition of the computational cost given in (11), an estimation of the factor µ is claimed. To do this,
we express the cost of the evaluation of elementary functions in terms of products [12,13], which depends on the machine,
the software and the arithmetic used. In Table 1 an estimation of the cost of the elementary functions in product units is
shown, where the running time of one product is measured in milliseconds.
In general, notice that the value ofµ in (11) is of several units for polynomial functions, while it is increased considerably
for transcendental and trigonometric functions, since it is easily of several tens or hundreds.
We present three examples where nonlinear systems are given, corresponding to the three situations considered in
Theorem 5.1. Tables 2–4 show the results obtained for iterative methods (2), (6) and (7). In each table we can read the
necessary iteration number I , the computational cost C, the computational efficiency index CEI , the computational time of
MAPLE execution τ in seconds, and an error’s higher bound of ACOC computation,1ρˆI , where ρ = ρˆI ±1ρˆI . To do this,µ is
calculated by counting the number of products (and divisions) plus the computational cost needed to evaluate the functions
which appear in the nonlinear systems divided by the number of equations.
Case 1. We begin with the system defined by
x2 + y2 = 1,
x2 − y2 = 0.5.
We test the convergence of the methods towards the root α =

1/2,
√
3/2

, where the initial values are x−1 =
(0.1, 0.1) and x0 = (0.4, 0.8). Note that µ = (1 + 1)/2 = 1. The results shown in Table 2 confirm then the first assertion
of Theorem 5.1. Namely, for m = 2 and µ ≤ 1.696, CEI attains its maximum when we use (7) and, as a consequence, this
method spends minimum time in the computation of the numerical solution.
Case 2. The second example involves the computation of the complex root of the equation ez = zwith the smallest imaginary
part, α = (0.3181 . . . , 1.3370 . . .). Here we solve the nonlinear system of equations
ex cos y = x,
ex sin y = y,
that is obtained by considering the real and the imaginary parts of the original equation ex+iy = x+ iy.
2072 J.A. Ezquerro et al. / Computers and Mathematics with Applications 64 (2012) 2066–2073
Table 1
Estimation of computational cost of elementary functions computed with MAPLE 13
and using a processor Intel(R) Core(TM)2 Duo CPU P8800 (32-bit machine) Microsoft
Windows 7 Professional, where x = √3− 1 and y = √5.
Digits x ∗ y x/y √x exp(x) ln(x) sin(x) cos(x) arctan(x)
1024 0.0403 ms 1 5 45 10 90 90 90
Table 2
Numerical results for case 1, where (m, µ) = (2, 1).
I C CEI τ 1ρˆ
Method (2) 15 14 1.03497 0.0880 1.4 · 10−5
Method (6) 9 28 1.03198 0.0865 6.0 · 10−6
Method (7) 11 20 1.03526 0.0805 7.6 · 10−3
Table 3
Numerical results for case 2, where (m, µ) = (2, 113.5).
I C CEI τ 1ρˆ
Method (2) 14 464 1.001038 0.5285 7.4 · 10−2
Method (6) 8 928 1.000950 0.5754 2.6 · 10−2
Method (7) 10 695 1.000998 0.5555 3.1 · 10−2
Table 4
Numerical results for case 3, where (m, µ) = (3, 53.7).
I C CEI τ 1ρˆ
Method (2) 14 509.3 1.00095 0.5495 5.0 · 10−6
Method (6) 8 1018.6 1.00087 0.5856 7.1 · 10−6
Method (7) 10 679.4 1.00102 0.5428 5.3 · 10−4
We apply the methods defined in previous sections with x−1 = (0.2, 1.1) and x0 = (0.3, 1.3). The results are shown in
Table 3. In this system,µ = (45+ 2+ 2 · 90)/2 = 113.5. Form = 2 andµ > 1.696, the method (2) presents the maximum
value of CEI and the minimum τ .
Case 3. The next example involves the following system with three nonlinear equationssin x+ y
2 + ln z = 7,
3x+ 2y − 1/z3 = −1,
x+ y+ z = 5.
We analyse the convergence of the methods towards the root
α = (−2.2154 . . . , 2.4997 . . . , 4.7157 . . .).
The initial values are x−1 = (−2.0, 2.0, 5.1) and x0 = (−2.2, 2.4, 4.7). In this case, we have µ = ((90 + 1 + 10) + (1 +
56+3)+ (0))/3 = 53.66, supposing that MAPLE does 2y = exp(y · ln 2). Form ≥ 3, we see in Table 4 that themost efficient
iterative method is (7) in both CEI and τ .
7. Application
In this section we present an application of the above-mentioned method to the following nonlinear integral equation
of mixed Hammerstein type
x(s) =
 1
0
G(s, t)
|x(t)| + x(t)2 dt, s ∈ [0, 1], (12)
where x ∈ C[0, 1], t ∈ [0, 1], and the kernel G is G(s, t) =

(1− s)t, t ≤ s,
s(1− t), s ≤ t . To do this, we first use a process of discretisation
to transform Eq. (12) into a system of eight nonlinear equations. After that, we approximate a solution of the system by
iterative methods (2), (6) and (7), and verifiy Theorem 5.1 (casem ≥ 3).
To approximate numerically a solution of (12), we approach the integral by a Gauss–Legendre quadrature formal with
eight nodes, the abscissas tj and the weights cj are determined form = 8, and we have 1
0
ϕ(t) dt ≃
8
j=1
cjϕ(tj).
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Table 5
Numerical results for applications, where (m, µ) = (8, 9).
I C CEI τ 1ρˆ
Method (2) 13 872 1.00055 1.125 2.9 · 10−4
Method (6) 7 1744 1.00050 1.159 3.8 · 10−4
Method (7) 9 1008 1.00069 1.064 2.9 · 10−2
If we denote the approximations of x(ti) by xi, i = 1, 2, . . . , 8, we obtain the following nonlinear system:
xi =
8
j=1
aij
|xj| + x2j  , i = 1, 2, . . . , 8, (13)
where
aij =

cjtj(1− ti) if j ≤ i,
cjti(1− tj) if j > i.
System (13) can now be written as x = A(xˆ+ x¯), or
F : R8 −→ R8, F(x) ≡ x− A(xˆ+ x¯) = 0,
where x = (x1, x2, . . . , x8)t , A = (aij)8i,j=1, xˆ = (|x1|, |x2|, . . . , |x8|)t and x¯ = (x21, x22, . . . , x28)t .
If we choose the starting points
x−1 = (0.6, 4.0, 7.0, 10.0, 10.0, 7.0, 4.0, 0.6)t , x0 = (0.5, 2.0, 6.0, 9.5, 9.5, 6.0, 2.0, 0.5)t
for methods (2), (6) and (7), we obtain the non-trivial numerical solution
α ≈ (0.560852, 2.868186, 6.524344, 9.820322, 9.820322, 6.524344, 2.868186, 0.560852)t
of F(x) = 0, after thirteen, seven and nine iterations, respectively, and using 1024 significant figures in the computations.
Note that if we calculate the computational efficiency index, CEI , we get the results shown in Table 5. We corroborate
the results obtained from Theorem 5.1. Method (7) is more efficient than methods (2) and (6), since the time τ of methods
(2), (6) and (7) are 1.125 ms,1.159 ms and 1.064 ms respectively.
8. Concluding remarks
In the first part of the paper we revisit the local order of convergence used in iterative methods for solving nonlinear
systems of equations, where shorter alternative analytic proofs of the order based on developments of the inverse of the
first order divided differences are shown. Moreover, we analyse a generalisation of the efficiency index used in the scalar
case to several variables. Themain result of this paper is the presentation of amodified iterativemethod for solving nonlinear
systems of equations whose efficiency index is higher than those of other well-known competitivemethods such asmethod
(2) and method (6). We finish the paper with some numerical examples that illustrate and confirm the theoretical results
presented in this work.
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