Link Streams were proposed as a model of temporal networks. We seek to understand topological and temporal properties of those objects through efficiently computing the distances, latencies and lengths of shortest fastest paths. We develop different algorithms to compute those values. One purpose of this study is to help compute centrality functions on link streams such as the betweenness and the closeness.
I. INTRODUCTION
Many real networks vary over time. Different models of temporal networks have been suggested, among which the Link Streams of Latapy et al. [1] that captures the network evolution in continuous time. Paths and metrics are fundamental to the study of link streams. Kempe et al. [2] mention the use of timerespecting paths to study aspects of temporal networks such as the spread of a virus. Human interactions form temporal networks as has been observed by Tang et al. [3] . Interactions in social networks have durations that have to be taken into account. Studies have emerged from the SocioPatterns Collaboration that includes datasets on face-to-face contacts [4] , [5] with temporal labels which are valuable to investigate aspects of social networks [6] and highlight the practical value of link streams. Latapy et al. present shortest fastest paths, shortest among fastest paths, that gather temporal as well as structural information. This is used to define a betweenness centrality [1] and it appears other centrality functions could be so defined as well. A social network can thus be analyzed through different perspectives: using the distance to measure how the connectivity of a group varies over time, the latency to measure how quickly an information can spread and the length of a shortest fastest path to measure how efficiently this information is relayed.
We propose here to compute metrics of shortest (fastest) paths in a link stream with two different algorithms. Defini- tions are presented in section II, followed by a state of the art on section III, our methods in section IV, experiments in section V and we conclude in section VI.
II. BACKGROUND
A link stream L is a tuple L = (T, V, E) where T ⊆ R is a set of time instants, V is a set of nodes, E ⊆ T × V ⊗ V is a set of edges and V ⊗ V the set of ordered pairs of nodes. An element (t v , v) ∈ T × V is a temporal node. An edge of E is a tuple (t, uv). We write (I, uv) ⊆ E, I ⊆ T , to mean all edges (t, uv) ∈ E such that t ∈ I. An edge (I, uv) ⊆ E is maximal if there exists no other edge (J, uv) ⊆ E such that I ⊂ J. The set Ω of event times of T contains the times when a maximal edge starts or ends. Elements of Ω × V are called event nodes. We let
We say that P starts at t 0 (the starting time), arrives at t k (the arrival time), has length k + 1 and duration t k − t 0 . We say P is shortest if it has minimal length, called the distance d ((α, u), (ω, v)). Similarly, P is fastest if it has minimal duration, called the latency l ((α, u), (ω, v)). Finally, P is shortest fastest if it is shortest among all fastest paths from (α, u) to (ω, v). We call its length, d f ((α, u), (ω, v)), the sf-metric. Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than the author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org.
III. RELATED WORK
This work is close to the study of Wu et al. [7] . These authors developed separate algorithms to compute latencies and distances in single passes over a temporal network. Our main contribution is to compute sf-metrics, distances and latencies in a single pass over a dataset. Each separate output of [7] is insufficient to compute centralities such the betweenness of [1] , while combining them to produce sf-metrics is not efficient as it requires multiple passes over the dataset. We also output information on the starting and arrival times of shortest (fastest) paths that are valuable about connectivity. This study was instigated to compute the betweenness centrality [1] . Tang et al. [8] also define a betweenness centrality on temporal networks, but with fastest shortest paths. Fastest paths were studied by Xuan et al. [9] in an all-pairs setting that inspired Algorithm 2, which is useful to compute centralities. Casteigts et al. [10] wrote distributed methods to compute shortest and fastest paths. Casteigts et al. [11] offer a survey of temporal networks with applications of shortest and fastest paths. Such paths can be used to study the reachability of a temporal node from another and the sf-metric summarizes that in a single metric. Foremost paths are also used [10] to study temporal reachability and we expect our algorithms can be extended to output metrics about shortest foremost paths. All our results also fit into the Time-Varying Graph framework [11] .
IV. MULTIPLE-TARGETS SHORTEST FASTEST PATHS

ALGORITHMS
Due to lack of space, proofs of the results along with more details can be found in [12] . Programs are found online [13] .
We present Algorithms 1 and 2 that compute the distances, latencies and sf-metrics from one source event node to all other event nodes. Algorithm 2 builds on the first method to compute those values for all pairs of event nodes. The strategy for both methods is essentially the same: we compute the distances from any temporal node (
, then this distance is the sf-metric from the former to the latter. Otherwise, this latency must have been computed at a time earlier than t v and is saved in memory. The algorithms we present compute what we call reachability triples that contain information about the lengths of shortest paths from one temporal node to another as well as the starting and arrival times of those paths.
Definition IV.1 (Reachability triples). Let (t s , s) be an event node. If there exists a shortest path of length l from (t s , s) to the event node (t y , y) that starts on a largest starting time t ∈ Ω, then (t, t y , l) is a reachability triple from (t s , s) to y.
We write R v for the dictionary of reachability triples from a fixed source event node to a node v. We assume this dictionary is implemented in such a way that R v holds keys
Algorithms 1 and 2 compute distances from largest starting times only. Those distances are contained in dictionaries R v for each v ∈ V as part of reachability triples. Note that if a link stream reduces to a network, that is if T is a singleton, then each R v will contain the usual distances from a fixed source to v. The temporal nature of a link stream forces us to take starting and arrival times into account when looking for shortest paths. Moreover, reachability triples could also be defined without the constraint that starting times are largest, however the algorithms would require more operations.
Wu et al. [7] showed that shortest paths are prefix-shortest. We say a path P (ts,s)(tu,u) from a temporal node (t s , s) to another temporal node (t u , u) is a prefix of another path
Let (t s , s) and (t, v) be two temporal nodes. We define the outer distance from (t s , s) to (t, v), d ((t s , s), (t − , v)), as either lim t0→t − d ((t s , s), (t 0 , v)), when t > t s , or d ((t s , s), (t, v)), when t s = t. Lemma IV.2 suggests it suffices to compute distances in induced graphs G t for any time t to deduce the distances between two temporal nodes.
Lemma IV.2. Let (t s , s) be a source temporal node and (t y , y) be a temporal node reachable from the source by a non-empty shortest path. Then, there exists t s ≤ t ≤ t y and a connected component
A. A single-source method
We present Algorithm 1 that computes the distances, latencies and sf-metrics from a source event node (t s , s) to all other reachable event nodes. This algorithm mixes iterations on the induced graphs G t with all-pairs distances methods on their connected components. The distance and latency from the source to (t, v) is deduced from iteration on pairs (s v , d v ) of starting time and outer distance. This method uses a set D that is assumed sorted in lexicographic order. Sorting D helps lower the temporal complexity, but is not fundamental to understand the algorithm.
Proposition IV.3. Algorithm 1 correctly computes the latencies and sf-metrics from a source event node to all other reachable event nodes as well as the set of dictionaries
ations in the worst case.
The sets V, E Ω and Ω are used as parameters for our methods' complexities since Ω represents the time dimension while E Ω is a surrogate for E.
B. A multiple-sources method
Suppose Ω starts on time a. Algorithm 2 returns a set of dictionaries of sf-metrics D uv for each pair of nodes (u, v) ∈ V 2 of dictionary D uv [s uv ] = (a uv , d uv ) such that l ((s uv , u), (a uv , v)) = a uv − s uv and d ((s uv , u), (a uv , v)) = d uv . During its execution, it updates a dictionary D 0 such that D uv [t] = (a uv , d uv ) and t ∈ R v , (a uv , d uv ) ∈ R v [t] from (a, u) ∈ T × V . This dictionary helps in computing D and in constructing R v from any source. It also returns a set of dictionaries F uv of latencies. 
Proposition IV.4. Algorithm 2 returns the latencies, sf-metrics and dictionaries R v between all pairs of nodes in at most O |Ω||V | 2 (|V | + |Ω|) log |Ω| + |V ||E Ω | operations.
Algorithm 1 needs only be called |V | times in order to deduce all sf-metrics from any source to any destination, since it discovers all starting times from each source. Complexities of both methods are affected mostly by G t . In subsection V-A, we will see that complexities decrease drastically on cases such as γ-paths with γ > 0.
V. EXPERIMENTS
We compared a special case of Algorithm 1 (referred as SSMD γ ) with the single-source shortest path method from Wu et al. (referred as [7] ). Then, we compared the running times of our two methods on synthetic link streams. All experiments were run on a single machine with 2.6 GHz Intel Core i7 processor and 16 Gb of RAM. All methods, including [7] , were implemented in C++ with standard libraries.
Algorithm 2: MSMD sf-metric
Input: L = (T, V, E) a link stream, Ω the set of event times Output: F a dictionary of latencies, D 0 a dictionary of reachability triples, D a dictionary of sf-metrics The method [7] is the most efficient method known to return distances in temporal networks, yet it works only on γ-paths with γ > 0. A γ-path [1] is such that t i ≥ t i−1 + γ for all 1 < i ≤ n. When γ > 0, we can remove the dependency on the induced graphs G t and deduce Algorithm SSMD γ [12] from Algorithm 1. We wrote the complexity of [7] with link stream parameters and found that it makes at most O(|V | + |E Ω | log|Ω|) operations in the worst case. This is the same complexity as SSMD γ .
We are not aware of methods exactly comparable to Algorithms 1 and 2, so this is our comparison with the literature. Algorithm 2 was inspired by Xuan et al.'s fastest paths method that does not return distances. Comparing the two methods would be unfair against ours.
We ran experiments on link streams of various sizes, as measured with |V |, |Ω| and |E Ω |. We used the same datasets 1 as Wu et al., randomly chose 100 different sources from each and ran both methods one after the other. The full results (in seconds) can be found in Table I . The running times of method [7] are either comparable or significantly less than that of SSMD γ . However, our method does more operations since it must compute all metrics. All datasets are heterogenous, which explains the variability in running times which is yet to be explained with any link stream parameter. The dictionaries R v are sensitive to the number of arrival times from the source and we suspect that this explains problems in some datasets. 
B. Comparison between algorithms 1 and 2
Algorithm 1 and 2 were run on a set of randomly generated link streams of size |V | ∈ {100, 105, . . . , 165} and repeated 5 times. The link streams were constructed by generating Erdös-Renyi graphs G(n, p) with n = |V | and p = 0.7. For each edge (u, v), we drew a time instant t ∈ {0, 1, . . . , 7} uniformly at random and added both directed edges (t, u, v) and (t, v, u) to E. Table IIa shows the mean running times (over repetitions) of each algorithms. We observe that, as the number of nodes involved increases, the amount of time taken by Algorithm 1 grows significantly faster than that of Algorithm 2.
Next, we generated a set of link streams where for each edge (t, u, v), t is drawn in [0, 10] and the duration is drawn in [0, 10−t]. We let |V | ∈ {10, 12, . . . , 68, 70}. The results are presented in Table IIb of Algorithm 2 as function of both |V | and |Ω| in order to extrapolate the runtime of this method for larger values of |V | and |Ω|. Extrapolating, we obtain the values below the horizontal line that suggest scalability might be an issue.
VI. CONCLUSION We presented algorithms to compute metrics between pairs of event nodes. Algorithm 1 works from a fixed source. Our experiments show this method is in general slower than the state of the art method to compute only distances, however this is expected as it has to make more operations and work with bigger data structures. The focus of this study was to compute all metrics at once most efficiently, not to beat the state of the art distance method. We noted some odd behaviour in the ratio of running times that should be inspected. Algorithm 2 is generally faster than its counterpart. Scalability is still an issue. We suggest learning to extrapolate the metrics. Not having to recompute the connected components and the all-pairs distances at every time would also improve both methods.
