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We study a nonlinear one dimensional heat equation with nonmonotone pertur-
bation and with mixed boundary conditions that can even be discontinuous. We
show that we can balance these two main difficulties in order to obtain existence
of globally defined strong solutions for this class of problems. The main tools used are
the Theory of Monotone Operators and the Galerkin Method.  1997 Academic Press
I. INTRODUCTION AND STATEMENT OF THE PROBLEM
This paper is concerned with the nonlinear one dimensional heat equation
ut&uxx+G(u)= f; 0<x<l, t>0, (1.1)
with mixed boundary conditions given by
{u(t, 0)=0,ux (t, l )=\(u(t, l )). (1.2)
Here f is an external term, \: R  R is a bounded and nonincreasing
function, and G is an operator from H1, 0 into L2(0, l ), that is not
necessarily local. H1, 0 denotes the Hilbert space of all functions u # H 1(0, l )
such that u(0)=0.
In the case where \ is not continuous, we will understand \(x0), at
a point of discontinuity x0 , as being the whole interval [\(x0+0),
\(x0&0)]. In this case \ will be a multi-valued function and the ‘‘equal
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sign’’ in the second equations of (1.2) will be changed to a ‘‘belong sign.’’
So, the boundary condition at x=l will be written as
ux (t, l ) # \(u(t, l )).
Our problem has two main difficulties: the nonmonotone perturbation G,
and the nonlinear boundary condition. We will balance these two difficulties
by considering, in the case where \ is continuous, G satisfying
(G1) |G(u)|L2(0, l )a&u&H1, 0+b, a, b constants,
(G2) G is weakly continuous in the following sense: if un  u strong
in H1, 0 , then G(un) ( G(u) weak in L2(0, l ).
In the case where \ can be discontinuous, G will be lipschitz continuous.
This kind of problem appears in many applications. The motivation to
study it came mainly from the Sucker Rod Pumping Systems. The equations
used to model these kind of mechanisms are the type (see [2] and [3])
utt&uxx&utxx= g(t, x), 0<x<l, t>0
{u=0, in x=0, (1.3)ux+utx= \(ut), in x=l,
where \=1&H, and H is the Heaviside function.
Suppose we have a solution (u, v) of (1.3) in the phase space
H1, 0_L2(0, l ), where v=ut . Consider the change of variables
w(t, x)=u(t, x)+v(t, x)&u(t, l ) .(x),
where .(x) is a smooth function satisfying .(0)=0, .(l )=1 and .$(l )=0,
One can see that w satisfies the problem (1.1)(1.2), with G(w)=w(l ).
and f (t, x)=u(t, l ) ."(x)+v(t, x)+g(t, x). Therefore, we have a relation
between a Strongly Damped Wave Equation and a Heat Equation that can
be used, in particular, to prove that all the solutions of (1.3) are in fact
strong solutions.
We will study the problem (1.1)(1.2), by showing existence, uniqueness
and regularity of globally defined solutions. The main tools used to obtain
the results are the well known Theory of Maximal Monotone Operators
(see for example [4]) and the Galerkin Method (see for example [6]).
We will show that the unperturbed problem (when G=0), can be
considered as an abstract evolution equation, where the operator is
Maximal Monotone, and moreover, it is a sub differential of a convex
and lower semi-continuous functional. For the perturbed problem, we use
the Galerkin Method to obtain a solution when \ is continuous. The
case where \ can be discontinuous is solved by approximating, in an
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appropriate way, the graph of the discontinuous function \ by graphs of
lipschitz continuous functions.
This problem can be considered in the class of evolution equations with
nonmonotone perturbations studied for example by Hirano [7] and
Ahmed and Xiang [1]. But the results of existence of solutions obtained by
these authors cannot be applied in a straightforward manner to our case,
since we do not have necessarily (G(u), u) bounded below, and also since
our continuity assumption on G is weaker than the one asked in those
papers.
We can also consider our problem with the boundary condition (1.2)
inverted. Indeed doing the change of variables x W l&x, we will obtain an
equivalent problem with the mixed boundary condition at the left-hand
side. In this case the function \ will be nondecreasing.
The equation (1.1) written as
u
t
+

x {F(u)&
u
x== f (t, x)
can be considered as a simplified one dimensional porous medium model,
where u represents the saturation of water; see for example [5]. If at the
endpoint x=0 there is injection of a constant flow of water, we will have
the boundary condition:
F(u)&
u
x
=1.
Since in these models the flow function F is increasing, we have here
boundary conditions of the same type considered above.
We will start by studying the unperturbed problem G=0.
II. THE UNPERTURBED PROBLEM
Consider the problem
ut&uxx= f (t, x); 0<x<l, t>0,
{u(t, 0)=0, (2.1)ux (t, l ) # \(u(t, l )),
where f # L2(0, T ; L2(0, l ) and \: R  R is a bounded and nonincreasing
function.
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Defining the graph of \ as being the set
1=[(u, u$) # R2: \(u+0)u$\(u&0)] (2.2)
and the space
H1, 0=[u # H 1(0, l ): u(0)=0],
we have that H1, 0 is a Hilbert space with the inner product
(u1 , u2)=|
l
0
u$1 u$2 dx
and the problem (2.1) can be rewritten as the abstract evolution problem
in L2(0, l )
u* +Au= f, (2.3)
where A: D(A)/H1, 0  L2(0, l ) is the operator given by
Au=&u" (2.4)
on the domain
D(A)=[u # H1, 0 & H 2(0, l ): (u(l ), u$(l )) # 1 ]. (2.5)
Concerning the operator A we have the following lemmas:
Lemma 2.1. The operator A is strictly monotone and maximal.
Proof. If u, v # D(A), we have integrating by parts that
(Au&Av, u&v) =&(u$(l )&v$(l ))(u(l )&v(l ))+|
l
0
(u$&v$)2 dx.
Since the graph 1 is nonincreasing, we have
(u$(l )&v$(l ))(u(l )&v(l ))0.
Then, using the Poincare inequality, we obtain
(Au&Av, u&v)&u&v&2H1, 0
2
l 2
|u&v| 2L2(0, l ) , \u, v # D(A). (2.6)
Therefore, the operator A is strictly monotone in L2(0, l ).
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We will prove that A is maximal by showing that R(I+A)=L2(0, l ). In
fact, if g # L2(0, l ) our problem is to find u # H2(0, l ) such that
u&u"=g, u(0)=0 and (u(l ), u$(l )) # 1. (2.7)
Setting v=u$, one can see that the solution of (2.7), with initial condition
(0, ’) we are looking for must satisfy
\u(l )v(l )+=’ \
sinh(l )
cosh(l )++|
l
0
eM(l&s) \ 0&g(s)+ ds, (2.8)
where M is the matrix
\0 11 0+ .
Since the right-hand side of (2.8) is a straight line in plane with angular
coefficient coth(l )>0, we have a unique ’ that gives us the intersection
with the graph 1. Therefore, we have a unique solution u, and the lemma
is proved.
Let .: L2(0, l )  R _ [+] be a function defined by
.(u)={p(u(l ))+
1
2 
l
0 u$(x)
2 dx, if u # H1, 0
+, otherwise,
(2.9)
where
p(x)=|
x
0
&\(s) ds. (2.10)
We have the following result.
Lemma 2.2. The function . is proper, convex and lower semi-continuous
(lsc). Moreover A=..
Proof. It is easy to see that . is proper and convex. We will start by
proving that . is lsc. Taking a sequence un  u in L2(0, l ) we have to prove
.(u)lim infn   .(un)=L. If L=+, the inequality is obviously true.
Therefore, without loss of generality, we can suppose un # H1, 0 , for every
n1, and .(un)  L, as n  .
Since |\(s)| is bounded (by a positive constant k) we have
p(un(l ) &k |un(l )|=&k } |
l
0
u$n(x) dx } &k |
l
0
|u$n(x)| dx
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and then
|
l
0
( 14 u$n(x)
2&k2) dx|
l
0
( 12u$n(x)
2&k |u$n(x)| ) dx.(un).
The last inequality implies [un] bounded in H1, 0 , therefore there is a
subsequence of [un], that we keep denoting [un], that converges weakly to
u in H1, 0 . For this subsequence we have, from the lower semi-continuity of
the norm, that
&u&2H1, 0lim infn  
&un&2H1, 0 , (2.11)
and, from the continuity of p and the fact of the functional u # H1, 0 
u(l ) # R is linear continuous, that
p(un(l ))  p(u(l )), as n  . (2.12)
We can conclude from (2.11) and (2.12) that . is lsc.
It remains to show that A=. or only A/., since we already proved
that A is maximal monotone. Indeed, for u # D(A) we have to prove that
.(v)&.(u)(Au, v&u) , \v # L2(0, l ).
We can suppose v # D(.)=H1, 0 , otherwise the inequality is trivially
satisfied. Therefore we obtain integrating by parts
(Au, v&u)= &u$(l )(v(l )&u(l ))+|
l
0
(u$v$&u$2) dx
 &u$(l )(v(l )&u(l ))+ 12 |
l
0
v$(x)2 dx& 12 |
l
0
u$(x)2 dx
Now observing that (u(l ), &u$(l )) # p we have
p(!)&p(u(l )) &u$(l )(!&u(l )), \! # R.
Therefore, setting !=v(l ), we obtain
(Au, v&u) .(v)&.(u),
which proves the lemma.
Now we will state the definition of strong solution of (2.3).
Definition 2.1. A function u # C([0, T]; L2(0, l )) is a strong solution
of (2.3), if u satisfies:
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1. u is AC on every compact set of the interval (0, T ) (therefore,
there exists the derivative u* (t) for almost every t # (0, T )),
2. u(t) # D(A), \t # (0, T ),
3. u* (t)+Au(t)=f (t), ae. on (0, T ).
Using the Theory of Maximal Monotone Operators (see, for example
Bre zis [4, p. 72] Brezis) we state the following result:
Theorem 2.1. If u0 # L2(0, l ) and f # L2(0, T ; L2(0, l )), then there exists
a unique strong solution u # C([0, T]; L2(0, l )) of (2.3), such that u(0)=u0 ,
and moreover
1. - t u(t) # L2(0, T ; L2(0, l )).
2. .(u(t)) # L1(0, T ), and it is Absolutely Continuous on intervals
[$, T ], for every $ # (0, T ) with
}dudt }
2
+
d
dt
.(u)= f, dudt .
3. If u0 # D(.)=H1, 0 then u* # L2(0, T, L2(0, l )), .(u) is AC on
[0, T] and we have:
d
dt
.(u(t))=(Au(t), u* (t)) (2.13)
and
_|
T
0 }
du
dt }
2
dt&
12
_|
T
0
| f (t)| 2 dt&
12
+- .(u0).
We will finish this section with the following maximum principle:
Proposition 2.1. If f=0 and 0 # \(0), then 0u0M implies that the
solution u(t, u0) of (2.1), with initial condition u0 , also satisfies 0uM.
Proof. Setting =&u&, we have, multiplying ut&uxx=0 by  and
integrating by parts, that
1
2 |
l
0
d
dt
|| 2 dx+|
l
0
|$| 2 dx=ux (l ) (l ), (2.14)
since =0, at x=0.
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But, ux(l ) (l )0. In fact, if u(l )>0 then ux(l ) (l )=0, since (l )=0;
if u(l )0 then (l )=u(l )0 and ux(l ) # \(u(l ))0, then ux(l )(l )0.
Therefore (2.14) implies =0 and then u0.
On the other hand, setting =(u&M)+, we have =0 for x=0, and
one can prove that  also satisfies (2.14).
In this case, if u(l )M then (l )=0, and if u(l )M then ux(l )0.
That is, we also have ux(l ) (l )0. Therefore (2.14) implies =0 and
then uM, which proves the proposition.
III. THE PERTURBED PROBLEM: EXISTENCE
AND REGULARITY OF SOLUTIONS
Throughout of this section we will consider the perturbed problem
ut&uxx+G(u)= f ; 0<x<l, t>0,
{u(t, 0)=0, (3.1)ux (t, l )=\(u(t, l )),
where f # L2(0, T ; L2(0, l )), the function \: R  R is bounded, non-
increasing and continuous, and G: H1, 0  L2(0, l ) satisfies the assumptions
(G1) and (G2).
For simplicity, hereafter we will denote by | } | and & }& the norms of
L2(0, l ) and H1, 0 , respectively; by ( , ) the inner product of L2(0, l ); and
by ( , ) the inner product of H1, 0 .
Now we are able to give the definitions of solutions of (3.1), and, under
the hypotheses above, state the main results of the section.
Definition 3.1. A function u # L2(0, T ; H1, 0), with u* # L2(0, T ; L2(0, l )),
is a generalized solution of (3.1), if u satisfies
(u* (t), v)+(u(t), v)&v(l ) \(u(t, l ))+(G(u(t)), v) =( f (t), v) ,
for every v # H1, 0 and for almost every t # [0, T ].
Remark. The generalized solution u belongs to C([0, T]; L2(0, l )),
since
[u # L2(0, T ; H1, 0): u* # L2(0, T ; L2(0, l ))] / C([0, T ]; L2(0, l )).
See, for example, Dautray and Lions [6].
Definition 3.2. A function u # C([0, T ]; L2(0, l )) is a strong solution
of (3.1), if u satisfies:
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1. u is AC on every compact set of the interval (0, T ),
2. u(t) # D(A), \t # (0, T),
3. u* (t)+Au(t)+G(u(t))= f (t), ae. on (0, T ).
Theorem 3.1 (Existence). If u0 # H1, 0 , then problem (3.1) has a
generalized solution u satisfying u(0)=u0 .
Proof of Theorem 3.1. We will use the Galerkin Method to prove the
theorem, and the proof will be divided in 3 steps as follows:
1st Step: The Approximating Problems. Let [e1 , e2 , ...] be an orto-
normal Schauder basis of H1, 0 . We will denote by Vn the sub space of H1, 0
generated by [e1 , ..., en], and we will consider a sequence [u0n], such that
u0n # Vn , and u0n  u0 in H1, 0 , as n  . Under these conditions we can
prove:
Lemma 3.1. For each n1 there exists an absolutely continuous function
un : [0, T ]  Vn such that u* n # L2(0, T ; Vn) and un satisfies
(u* n(t), ej) +(un(t), ej)&ej (l ) \(un(t, l ))+(G(un(t)), ej)=( f (t), ej)
un(0)=u0n
for any j=1, ..., n.
Proof. Set
un(t)= :
n
i=1
ain(t)ei and xn=(ajn)n_1.
We will consider the ordinary initial value problem
x* n= g(t, xn), xn(0)=x0n , (3.2)
where g: [0, T ]_Rn  Rn is given by g(t, !)=A&1(b(t)&!&F(!)),
A=((ei , ej) )n_n , b(t)=(( f (t), ej) )n_1,
F(!)=F(!1 , ..., !n)
=\_&\ \ :
n
i=1
!i ei (l )+& ej (l )+G \ :
n
i=1
!iei+ , ej+n_1
and
x0n # Rn are the coordinates of u0n in Vn .
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If xn is a solution of (3.2), then one can see that the corresponding func-
tion un will satisfy the Lemma 3.1. But, \ is continuous and G satisfies (G2),
therefore g is a Caratheodory function, and then (3.2) has a local solution.
The a priori estimates that will be proved, in the next step, will imply
that this solution can be extended to the interval [0, T ], for any T>0, and
then the proof will be completed.
2nd Step: A Priori Estimates.
Lemma 3.2. The sequence [un], of functions given by Lemma 3.1, is
bounded in L(0, T ; H1, 0), and [u* n] is bounded in L2(0, T ; L2(0, l )).
Proof. Multiplying the equation in Lemma 3.1 by ajn(t) and summing
from j=1 to j=n, we obtain after an integration
1
2 |un(t)|
2+|
t
0
&un(s)&2 ds (3.3)
= 12 |u0n|
2+|
t
0
un(s, l ) \(un(s, l )) ds (3.4)
&|
t
0
(G(un(s)), un(s)) ds+|
t
0
( f (s), un(s)) ds. (3.5)
We will estimate each term in lines (3.4) and (3.5).
The first term, line (3.4), is uniform bounded, since [u0n] is a convergent
sequence. For the second one, we observe that \ is a bounded, and for
functions u in H1, 0 we have
|u(l )| R= } |
l
0
u$(x) dx }R- l &u&.
Then, we obtain for =>0, that
|
t
0
un(s, l ) \(un(s, l )) ds
k1
=
+k2= |
t
0
&un(s)&2 ds
for some positive constants k1 , k2 .
For the first term, of the line (3.5), we use the CauchySchwarz
inequality and assumption (G1) to obtain
&|
t
0
(G(un(s)), un(s)) dsk3=+k4= |
t
0
&un(s)&2 ds+
k5
= |
t
0
|un(s)| 2 ds
for some positive constants k3 , k4 and k5 .
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Finally, the last term is estimated using the CauchySchwarz and
Poincare inequalities
|
t
0
( f (s), un(s)) ds
k6
=
+k7= |
t
0
&un(s)&2 ds
for some positive constants k6 , k7 .
Therefore, grouping the equivalent terms in (3.3)(3.5) and choosing a
convenient value for =, we obtain
|un(t)| 2+|
t
0
&un(s)&2 dsc1+c2 |
t
0
|un(s)| 2 ds (3.6)
for some positive constants c1 , c2 .
Inequality (3.6) implies in particular
|un(t)| 2c1+c2 |
t
0
|un(s)| 2 ds.
Therefore, from Gronwall inequality, we obtain
|un(t)| 2c1 ec2T, \t # [0, T ],
that is, the sequence [un] is bounded in L(0, T ; L2(0, l )).
Now, going back to (3.6), we obtain also [un] bounded in
L2(0, T ; H1, 0).
Similarly, multiplying the equation in Lemma 3.1 by a* jn(t), we obtain
|
t
0
|u* n(s)| 2 ds+ 12 &un(t)&
2
= 12 &u0n&2+|
t
0
u* n(s, l ) \(un(s, l )) ds (3.7)
&|
t
0
(G(un(s)), u* n(s)) ds+|
t
0
( f (s), u* n(s)) ds. (3.8)
Here we have also to estimate the terms in lines (3.7) and (3.8).
Let P be a primitive of \, P(s)=s0 \(s) ds. Then P is lipschitzian and we
can estimate the second term in (3.7) as
|
t
0
u* n(s, l ) \(un(s, l )) ds=P(un(t, l ))&P(un(0, l ))
c1 |un(t, l )&u0n(l )| Rc1 - l &un(t)&u0n&,
where c1 is the lipschitz constant of P.
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Since un is uniform bounded in L2(0, T ; H1, 0), we have, using Cauchy
Schwarz and (G1), that
&|
t
0
(G(un(s)), u* n(s)) dsc2 &u* n&L1(0, T ; L 2(0, l ))
c3
=
+= |
t
0
|u* n(s)| 2 ds
for some constant c3 and for every =>0.
Estimating the other terms in a similar way, we obtain, choosing an
appropriate value for =, that
1
2 |
t
0
|u* n(s)| 2 ds+ 14 &un(t)&
2c (3.9)
for some constant c
This inequality implies that [u* n] is bounded in L2(0, T ; L2(0, l )) and
[un] is bounded in L(0, T ; H1, 0), which proves the lemma.
3rd Step: Passage to the Limit. Given v # H1, 0 , we will consider a
sequence vn # Vn such that
vn  v strong in H1, 0 , as n  .
We have, from Lemma 3.1, that un satisfies
(u* n(t), vn) +(un(t), vn)&vn(l ) \(un(t, l ))+(G(un(t)), vn) =( f (t), vn)
(3.10)
and
un(0)=u0n .
To pass the limit in equation (3.10), we will consider the subsequence
that we will keep denoting [un], satisfying the conditions below (3.11) to
(3.14):
From Lemma (3.2), &un&L(0, T ; H1 , 0) and &u* n&L2(0, T ; L2(0, l )) are uniformly
bounded. Therefore we can consider
un ( u weak in L2(0, T ; H1, 0),
(3.11)
u* n ( u* weak in L2(0, T ; L2(0, l )), as n  .
Also, from (G1), we have G(un) uniform bounded in L2(0, T ; L2(0, l )),
so, there exists ; # L2(0, T ; L2(0, l )), such that
G(un) ( ; weak in L2(0, T ; L2(0, l )), as n  . (3.12)
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Moreover, since the inclusion H1, 0 / H 34(0, l ) is compact, we can use
the Aubin-Lions lemma [8, Theorem 5.1, p. 58] to obtain that [un] is
relatively compact in L2(0, T ; H 34(0, l )). Therefore,
un  u strong in L2(0, T ; H 34(0, l )), as n  . (3.13)
In particular, un(t)  u(t) in H 34(0, l ) for almost every t # [0, T ].
Now, from the Sobolev imbedding H 34(0, l ) / C([0, l]) we have
un(t, l )  u(t, l ), for almost every t # [0, T ]. Therefore, from continuity of
\ and the Bounded Convergence Theorem, we have
|
T
0
vn(l ) \(un(s, l )) ds  |
T
0
v(l ) \(u(s, l )) ds, as n  . (3.14)
Multiplying (3.10) by a function , integrating in t # [0, T ], and passing
to the limit as n  , we conclude that u must satisfy
|
T
0
[(u* (t), v) +(u(t), v)&v(l ) \(u(t, l ))+( ;(t), v)] (t) dt
=|
T
0
( f (t), v) (t) dt. (3.15)
As (3.15) is true for every v # H1, 0 , we have that u is a generalized
solution of
ut&uxx+;= f ; 0<x<l, t>0,
{u(t, 0)=0, (3.16)ux (t, l )=\(u(t, l )).
It remains to be proved, to complete the proof of the theorem, that
;=G(u) and u(0)=u0 . We claim initially that un(T ) ( u(T) weak in
L2(0, l ). In fact considering a smooth function  such that (T ){0 and
=0, we obtain integrating by parts
|
T
0
(u* n(t), v) (t) dt=(un(T), v) (T )&|
T
0
(un(t), v) 4 (t) dt
and
|
T
0
(u* (t), v) (t) dt=(u(T), v) (T )&|
T
0
(u(t), v) 4 (t) dt.
Thus, passing to the limit, (un(T ), v)  (u(T ), v) , for every v # H1, 0 ,
which proves our initial claim.
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With a similar argument, considering the function  with (0){0 and
(T )=0, one can see that u(0)=u0 .
Next we claim that
un  u, strong in L2(0, T ; H1, 0). (3.17)
Indeed, if Xn is defined by
Xn= 12 |un(T )&u(T)|
2+|
T
0
&un(t)&u(t)&2 dt
we can rewrite Xn as
Xn= 12 |un(T )|
2+|
T
0
&un(t)&2 dt+Yn , (3.18)
where
Yn=&(un(T ), u(T ))+ 12 |u(T )|
2&2 |
T
0
(un(t), u(t)) dt+|
T
0
&u(t)&2 dt.
Then, one can see that
lim
n  
Yn=& 12 |u(T )|
2&|
T
0
&u(t)&2 dt (3.19)
On the other hand, taking vn=un(t) in (3.10) and integrating, we obtain
that
1
2 |un(T )|
2+|
T
0
&un(t)&2 dt= 12 |u0n|
2+|
T
0
un(t, l ) \(un(t, l )) dt
&|
T
0
(G(un(t)), un(t))+|
T
0
( f (t), un(t)) dt.
Therefore,
lim
n   _ 12 |un(T )| 2+|
T
0
&un(t)&2 dt&
= 12 |u0|
2+|
T
0
u(t, l ) \(u(t, l )) dt&|
T
0
( ;(t), u(t)) +|
T
0
( f (t), u(t)) dt
= 12 |u(T )|
2+|
T
0
&u(t)&2 dt.
We have used in the last equality that u is a generalized solution of (3.16).
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Thus, we have from (3.18) and (3.19) that limn   Xn=0, and therefore
(3.17) is justified.
Finally, from (3.17) we have that un(t)  u(t) strong in H1, 0 , as n  ,
for almost every t # [0, T ]. Therefore from (G2), G(un(t))  G(u(t)) weak
in L2(0, l ), for almost every t # [0, T ]. But then, the Lebesgue Convergence
Theorem implies that G(un) ( G(u) weak in L2(0, T, L2(0, l )), as n  ,
and therefore ;=G(u) by the uniqueness of the weak limit. The theorem
is proved.
Using the preceding section, we are able to prove a result of regularity
for the solutions of (3.1). The idea is consider the term G(u) on the right-
hand side of the equation and then use the Theorem 2.1. More specifically:
Theorem 3.2 (Regularity). The solutions u of (3.1) given by Theorem
3.1, are in fact strong solutions of (3.1), satisfying
u* # L2(0, T ; L2(0, l )) and .(u) AC on [0, T ],
where . is the function defined by (2.9) and (2.10).
Proof. Let u be a solution given by Theorem 3.1, such that u(0)=
u0 # H1, 0 . We have that u satisfies
(u* , v)+(u, v)&v(l ) \(u(t, l ))+(G(u), v)=( f, v) , (3.20)
for every v # H1, 0 and for almost every t # [0, T ].
On the other hand, assumption (G1) implies that f&G(u) # L2(0, T ;
L2(0, l )). Therefore Theorem 2.1 implies that there exists a unique strong
solution w of
w* +Aw= f &G(u), w(0)=u0 .
An integration by parts gives us
(w* , v)+(w, v)&v(l ) \(w(t, l ))=( f &G(u), v), \u # H1, 0 . (3.21)
Subtracting the equalities (3.20)(3.21), and setting v=u&w, we obtain
1
2
d
dt
|u&w| 2+&u&w&2=(u(l )&w(l )) [ \(u(l ))&\(w(l ))]0,
since \ is a nonincreasing function. Therefore u=w and the theorem is
proved.
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IV. THE PROBLEM WITH LIPSCHITZ PERTURBATION
Consider the problem
ut&uxx+G(u)= f ; 0<x<l, t>0,
{u(t, 0)=0,ux (t, l )=\(u(t, l )),
written as an abstract evolution problem
u* +Au+G(u)= f. (4.1)
We will assume that G : H1, 0  L2(0, l ) is Lipschitz continuous, that is,
there exists a positive constant C such that
|G(u)&G(v)|C &u&v&, \u, v # H1, 0 .
With this stronger hypothesis we will have uniqueness, we will be able to
consider the case where \ is discontinuous and also the initial condition in
L2(0, l ).
We will start with the following lemmas:
Lemma 4.1. If \: R  R is a bounded and nonincreasing function, then,
given =>0 there exists a bounded nonincreasing and Lipschitz continuous
functions \= , such that the 1= graph(\=), as a subset of R2, satisfies
dist(1= , 1 )<=, (4.2)
where 1 is the graph of \ defined in (2.2).
Proof. Given =>0, we will set
\ (x)=
\(x&0)+\(x+0)
2
and the points Pn=(xn , \ (xn)) # R2, where xn=n=, n # Z.
Defining \= as being the function, which the graph is the polygonal
through the points Pn , we have that \= is bounded, nonincreasing, and also
Lipschitz continuous, since the slops of the segments are uniform bounded.
Moreover, as the graph 1 is contained in the rectangles [xn , xn+1]_
[ \ (xn+1), \ (xn)] of width =, and the graph of \= is formed by the
diagonals of these rectangles, therefore we have (4.2) satisfied and the
lemma proved.
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Using this lemma, we can consider a sequence [ \n] of bounded, non-
increasing and lipschitz continuous functions, such that their graphs 1n
converge to 1=graph( \), as subsets of R2. Also, we will consider the
corresponding operators An and A, given by (2.4), on the domains given by
(2.5). This sequence of functions \n will be used in the proof of the next
lemma and the next theorem.
Lemma 4.2. If *>0 and h # L2(0, l ), then
(I+*An)&1 h  (I+*A)&1 h,
in H1, 0 , as n  .
Proof. Setting un=(I+*An)&1h and u=(I+*A)&1h we have that
(un&u) must satisfy
(un&u)&*(un&u)"=0, (un&u)(0)=0.
Therefore, multiplying this equation by un&u and integrating by parts,
we obtain
|un&u| 2+* &un&u&2=*(un(l )&u(l )) [u$n(l )&u$(l )]. (4.3)
Observing, see Lemma 2.1, that
\un(l )u$n(l )+ and \
u(l )
u$(l )+
are given by the intersection of the straight line of positive angular
coefficient, written in a parametric form as
’elM \01+&
1
* |
l
0
eM(l&s) \ 0h(s)+ ds, ’ # R; M=\
0
1*
1
0+ ,
with, respectively, the graphs 1n and 1. Since 1n  1, we have
\un(l )u$n(l )+ \
u(l )
u$(l )+ , as n  .
Therefore the right-hand side of (4.3) tends to zero, which proves the
lemma.
Theorem 4.1. If f # L2(0, T ; L2(0, l )), \: R  R is bounded and nonin-
creasing, and G : H1, 0  L2(0, l ) is Lipschitz continuous. Then, given u0 #
L2(0, l ), the problem (4.1) has a unique strong solution u # C([0, T ];
L2(0, T ; H1, 0), such that u(0)=u0 .
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Proof. We start by considering u0 # H1, 0 . In this case we have from the
previous section that there exists a strong solution un , satisfying
{u* n+Anun+G(un)= fun(0)=u0 ,
where u* n # L2(0, T ; L2(0, l )).
We claim there exists a subsequence of [un] that converges to u, as
n  , in C([0, T ], L2(0, l )) and in L2(0, T ; H1, 0). The proof uses the
same kind of computation we have used before. We will give a sketch of it.
Multiplying by u* n , using the condition 3 of Theorem 2.1, and integrating
from 0 to t # [0, T ], we obtain
|
t
0
|u* n(s)| 2 ds+.n(un(t))
=.n(u0)+|
t
0
( f (s), u* n(s)) ds&|
t
0
(G(un(s)), u* n(s)) ds, (4.4)
where .n is the corresponding function defined by (2.9) and (2.10), with \n
instead of \.
From this equality one can estimate
1
2 |
t
0
|u* n(s)|2 ds+.(un(t))c1+c2 |
t
0
&un(s)&2 ds,
and, from the definition of .n ,
&un(t)&2k1+k2.n(un(t)),
where ci and ki , i=1, 2 are positive constants.
The Gronwall inequality implies that .(un(t)) is uniform bounded, for
every n1 and t # [0, T ]. Therefore, &un(t)& and &u* n&L2(0, T ; L2(0, l )) are also
uniform bounded, for every n1 and t # [0, T ].
Thus, from the AubinLions lemma, taking subsequence if necessary,
we have un  u strong in L2(0, T ; H 34). Therefore, using the equation, we
obtain
1
2
d
dt
|un(t)&um(t)| 2+&un(t)&um(t)&2
=[ \n(un(t, l ))&\m(um(t, l ))] (un(t, l ))&(um(t, l ))
&(G(un(t))&G(um(t)), un(t)&um(t)).
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By integrating and using the hypotheses \n uniform bounded and G
Lipschitz, one can obtain the estimate
|un(t)&um(t)| 2+|
t
0
&un(s)&um(s)&2 ds
c &un&um&L2(0, T ; H 34)+k |
t
0
|un(s)&um(s)| 2 ds, (4.5)
where c and k are positive constants. Therefore again by the Gronwall
inequality we obtain
&un&um&2C([0, T ]; L2(0, l ))c &un&um&L2(0, T ; H 34) ekT.
The inequality (4.5) gives us also that
&un&um&2L2(0, T ; H1 , 0)c &un&um&L2(0, T ; H 34)+kT &un&um&
2
C([0, T ]; L2(0, l )) .
Then the proof of the claim is completed.
The function u is the solution of our problem in the case where u0 # H1, 0 .
When u0 # L2(0, l ), we take a sequence [u0n]/H1, 0 converging to u0 in
L2(0, l ). From what we have just proved, there exists, for each n, a strong
solution un(t) of (4.1) such that un(0)=u0n .
In this case the estimate takes the following form:
|um(t)&un(t)| 2+|
t
0
&um(s)&un(s)&2 ds
c |u0m&u0n| 2+k |
t
0
|um(s)&un(s)| 2 ds, \t # [0, T ].
Then we can proceed as before to conclude that un  u in C([0, T ];
L2(0, l )) and in L2(0, T ; H1, 0), as n  .
We finish the proof of the theorem by observing that the solution u is the
unique solution given by Theorem 2.1, when G(u) # L2(0, T ; L2(0, l )) is
considered in the right-hand side of the equation. This can be seen using
Lemma 4.2 and Theorem 3.16, pp. 103, of Bre zis [4].
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