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Abstract
In this paper, we classify all simple jet modules for the Neveu-Schwarz algebra k̂ and
its contact subalgebra k+. Based on these results, we give a classification of simple
Harish-Chandra modules for k̂ and k+.
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1. Introduction
We denote by Z,Z+,N,C and C
∗ the sets of all integers, non-negative integers, posi-
tive integers, complex numbers, and nonzero complex numbers, respectively. All vector
spaces and algebras in this paper are over C. We denote by U(L) the universal envelop-
ing algebra of the Lie (super)algebra L over C. Also, we denote by δi,j the Kronecker
delta. Throughout this paper, by subalgebras, submodules for Lie superalgebras we mean
subsuperalgebras and subsupermodules respectively.
Superconformal algebras have been widely studied in mathematical physics. The
simplest examples are the Virasoro algebra, the central extension of the Witt algebraW ,
and its subalgebraW+. An important class of modules for the Virasoro algebra andW+
are the so-called quasifinite modules (or Harish-Chandra modules), the weight modules
with finite dimensional weight spaces, which were classified by Mathieu in [18].
After the Virasoro algebra (corresponding to N = 0), we have the N = 1 supercon-
formal algebras, also known as the super-Virasoro algebras: the Neveu-Schwarz algebra
and the Ramond algebra. Weight modules for the super-Viraoro algebras have been
extensively investigated (cf. [5, 8, 9]), for more related results we refer the reader to
[3, 6, 10–13, 16–20, 22] and references therein.
Based on the classification of simple jet modules introduced by Y. Billig in [1] (see
also [6]), the authors gave a complete classification of simple Harish-Chandra modules for
Lie algebra of vector fields on a torus with the so-called A cover theory in [2]. Recently,
with the study of jet modules, a classification of simple Harish-Chandra modules for
generalized Heisenberg-Virasoro, the Witt superalgebras, etc., were given, see [14, 15, 24]
and references therein.
A complete classification for the N = 1 superconformal algebra was given in [21].
However, the complicated computations in the proofs maike it difficult to follow. Re-
cently, with the theory of the A-cover, a new approach to classify all simple Harish-
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Chandra modules for the N = 1 Ramond algebra s was given in [4]. However, it is more
difficult to classify such modules for the Neveu-Schwarz algebra.
A superversion of W and W+ are the Lie superalgebras of contact vector fields on
the supercircle S1|1 and the superspace C1|1, say k (also known as the centerless Neveu-
Schwarz algebra) and k+. In this paper, we classify simple jet modules for k+. As
a consequence, we give a classification of simple jet modules for k. Then based on
these results, with the A cover theory we classify simple Harish-Chandra modules for
the Neveu-Schwarz algebra k̂ and its contact subalgebra k+, which is a super version of
Mathieu’s results on the Virasoro algebra and its subalgebra W+ in [18]. This also gives
a new approach for Su’s results in [21].
The paper is organized as follows. In Section 2, we collect some basic results for
our study. Simple jet modules are classified in Section 3. Finally, we classify all simple
Harish-Chandra modules for the Neveu-Schwarz algebra and its contract subalgebra in
Section 4.
2. Preliminaries
The Neveu-Schwarz algebra k̂ is the Lie superalgebra overC with a basis {Ln, Gr, C |n ∈
Z, r ∈ Z+ 12} satisfying the commutation relations
|Ln| = 0¯, |Gr| = 1¯, |C| = 0¯;
[Lm, Ln] = (n−m)Lm+n + δm+n,0
m3 −m
12
C;
[Lm, Gr] = (r −
m
2
)Gm+r;
[Gr, Gs] = −2Lr+s +
1
3
δr+s,0(r
2 −
1
4
)C.
k̂ is a 12Z-graded Lie superalgebra with k̂i = CLi+δi,0CC, ∀i ∈ Z and k̂j = CGj , ∀j ∈
1
2+Z.
Let k = k̂/CC. Then k is also a 12Z-graded Lie superalgebra. For p ∈
1
2Z, set k≥p =
∑
i≥p
ki.
Then k≥−1 and k≥p(p ∈
1
2Z+) are Lie supersubalgebra of k. In particular, k
+ = k≥−1 is
also a subalgebra of k̂, called the contact subalgebra of k̂, and k≥p is an ideal of k≥0 for
any p ∈ 12Z+.
Let A = C[t, t−1] ⊗ Λ(1), where Λ(1) is the Grassmann algebra in one variable ξ.
This algebra is Z2-graded with |t| = 0¯, |ξ| = 1¯. A is naturally a k-module: for all
x ∈ A, i ∈ Z,m ∈ Z+ 12 ,
Li ◦ x = t
i+1∂t(x) +
1
2
(i+ 1)tiξ∂ξ(x),
Gm ◦ x = t
m+ 1
2 ξ∂t(x)− t
m+ 1
2 ∂ξ(x),
here ∂t =
∂
∂t
, ∂ξ =
∂
∂ξ
. Hence, we have the extended Neveu-Schwarz algebras k˜ =
k⋉A, k˜+ = k+⋉A and k˜++ = k+⋉A+, with A and A+ being abelian Lie superalgebras,
where A+ = C[t]⊗ Λ(1).
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On the other hand, k (k+, respectively) has a natural module structure over the
abelian superalgebra A (A+, respectively):
tiLj = Li+j , t
iGm = Gm+i, ξLj =
1
2
Gj+ 1
2
, ξGm = 0. (2.1)
And k (k+, respectively) is a k˜ (˜k++) module with adjoint k (k+, respectively) actions and
A (A+) acting as (2.1). To see this, we only need to verify
v(ax) − (−1)|v||a|a(vx) = [v, a]x = (v ◦ a)x,
for all homogeneous x, v ∈ k (k+, respectively) and a ∈ A (A+, respectively). In fact, we
have
[Lm, t
iLn]− t
i[Lm, Ln] = [Lm, Ln+i]− (n−m)t
iLm+n = iLm+n+i = it
m+iLn,
[Lm, ξLn]− ξ[Lm, Ln] =
1
2
[Lm, Gn+ 1
2
]− (n−m)ξLm+n =
m+ 1
4
Gm+n+ 1
2
=
m+ 1
2
tmξLn,
[Lm, t
iGr]− t
i[Lm, Gr] = [Lm, Gr+i]− (r −
m
2
)tiGm+r = iGm+r+i = it
m+iGr,
[Lm, ξGr]− ξ[Lm, Gr] = 0,
[Gr, t
iLn]− t
i[Gr, Ln] = [Gr, Ln+i] + (r −
n
2
)tiGr+n =
i
2
Gr+n+i = it
r+i− 1
2 ξLn,
[Gr, t
iGs]− t
i[Gr, Gs] = [Gr, Gs+i] + 2t
iLr+s = 0,
[Gr, ξLn] + ξ[Gr, Ln] =
1
2
[Gr, Gn+ 1
2
]− (r −
n
2
)ξGr+n = −Lr+n+ 1
2
= −tr+
1
2Ln,
[Gr, ξGs] + ξ[Gr, Gs] = −2ξLr+s = −Gr+s+ 1
2
= −tr+
1
2Gs.
An Ak (Ak+, A+k+, respectively) module is a k˜ (˜k+, k˜++, respectively) module with
A (A,A+, respectively) acting associatively. Let U = U(K˜), U+ = U(K˜+), U++ =
U(K˜++) and I (I+, I++, respectively) be the left ideal of U (U+, U++, respectively)
generated by ti · tj − ti+j , t0 − 1, ti · ξ − tiξ and ξ · ξ for all i, j ∈ Z (Z,Z+, respectively).
Then it is clear that I (I+, I++ respectively) is an ideal of U (U+, U++ respectively).
Let U = U/I, U
+
= U+/I+, U
++
= U++/I++. Then the category of Ak (Ak+, A+k+
respectively) modules is naturally equivalent to the category of U (U
+
, U
++
respectively)
modules.
Let g be any of k, k+, k˜, k˜+, k˜++, k̂, k≥0. A g module M is called a weight module if the
action of L0 on M is diagonalizable. Let M be a weight g module. Then M =
⊕
λ∈C
Mλ,
where Mλ = {v ∈M |L0v = λv}, called the weight space of weight λ. Supp(M) := {λ ∈
C |Mλ 6= 0} is called the support of M . A cuspidal (uniformly bounded) g module is a
weight module M such that the dimension of weight spaces is uniformly bounded, that
is there is N ∈ N with dimMλ < N for all λ ∈ Supp(M). Clearly, if M is simple, then
Supp(M) ⊆ λ+ 12Z for some λ ∈ C.
Let (g,A) be (k, A), (k+, A) or (k+,A+). A jet g module associated to A is a weight
Ag module with a finite dimensional weight space. Denote the category consisting of all
jet g modules associated to A by J (g,A). Clearly, any simple module in J (k, A) and
J (k+, A) is cuspidal.
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Let σ : L → L′ be any homomorphism of Lie superalgebras or associative super-
algebras, and M be any L′-module. Then M become an L-module, denoted by Mσ,
under x · v := σ(x)v, ∀x ∈ L, v ∈ M . Denote by T the automorphism of L defined
by T (x) := (−1)|x|x, ∀x ∈ L. For any L-module M , Π(M) is the module defined by a
parity-change of M .
A module M over an associative superalgebra B is called strictly simple if it is a
simple module over the associative algebra B (forgetting the Z2-gradation).
We need the following result on tensor modules over tensor superalgebras.
Lemma 2.1 ([23, Lemma 2.1, 2.2]). Let B,B′ be associative superalgebras, and M,M ′
be B,B′ modules, respectively.
1. M ⊗M ′ ∼= Π(M)⊗Π(M ′T ) as B ⊗B′-modules.
2. If in addition that B′ has a countable basis and M ′ is strictly simple, then
(a) M ⊗M ′ is a simple B ⊗B′-module if and only if M is a simple B-module.
(b) If V is a simple B ⊗ B′-module containing a strictly simple B′ = C ⊗ B′
module M ′, then V ∼=M ⊗M ′ for some simple B-module M .
The subalgebra of k spanned by {Lk | k ∈ Z} is isomorphic to the Witt algebra W .
Denote by W+ the subalgebra of W spanned by {Lk | k ∈ −1 + Z+}. The following
results for W modules and W+ modules will be used.
Lemma 2.2. Let Ω
(m)
k,s =
m∑
i=0
(−1)i
(
m
i
)
Lk−iLs+i.
1. ([2, Corollary 3.7]) For every ℓ ∈ N there exists m ∈ N such that for all k, s ∈ Z,
Ω
(m)
k,s annihilate every cuspidal W -module with a composition series of length ℓ.
2. ([24, Corollary 4.4]). For every r ∈ N there is an m ∈ N such that for all k, s ∈
Z+, Ω
(m)
k+m−1,s−1 annihilates every cuspidal W
+ module V with dimVλ ≤ r for all
λ ∈ Supp(V ).
3. Jet modules
In this section, we will classify all simple jet modules in J (k, A),J (k+, A) and
J (k+, A+). First, we have
Lemma 3.1. Let M ∈ J (k, A) be simple. Then M is also a simple module in J (k+, A),
and the Ak module structure is uniquely determined by the Ak+ module structure.
Proof. Following from Lemma 2.2, on M we have
0 =
1∑
i=0
2∑
j=0
(−1)i+j
(
2
j
)
[tr+i−j ,Ω
(m)
k+1−i,s−1+j ] =
m+2∑
i=0
(−1)i
(
m+ 2
i
)
tr+k+1−i · Ls−1+i,
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where r, k, s ∈ Z. So A ·
n∑
i=0
(−1)i
(
n
i
)
tk−i · Ls+iM = 0 for all k, s ∈ Z, n ≥ m+ 2. Hence,
on M we have
0 =[
m+3∑
i=0
(−1)i
(
m+ 3
i
)
tk−i · Ls−1+i, Gp+1]− [
m+3∑
i=0
(−1)i
(
m+ 3
i
)
tk−i · Ls+i, Gp]
=
m+3∑
i=0
(−1)i
(
m+ 3
i
)
(p+
3− i− s
2
)tk−i ·Gp+s+i −
m+3∑
i=0
(
m+ 3
i
)
(k − i)tp+k−i+
1
2 ξ · Ls−1+i
−
(m+3∑
i=0
(−1)i
(
m+ 3
i
)
(p−
i+ s
2
)tk−i ·Gp+s+i −
m+3∑
i=0
(
m+ 3
i
)
(k − i)tp+k−i−
1
2 ξ · Ls+i
)
=
3
2
m+3∑
i=0
(−1)i
(
m+ 3
i
)
tk−i ·Gp+s+i,
where k, s ∈ Z, p ∈ Z + 12 . So A ·
n∑
i=0
(−1)i
(
n
i
)
tk−i · Gp−iM = 0 for all n ≥ m + 3, k ∈
Z, p ∈ Z + 12 . Therefore, the actions of Li(i ∈ Z), Gp(p ∈ Z +
1
2 ) are determined by the
actions of Li(−1 ≤ i ≤ m), Gp(−
1
2 ≤ p ≤ m+
1
2 ). And hence lemma follows.
Thus, to determine all simple modules in J (k, A), it suffices to determine all simple
modules in J (k+, A).
For n ∈ Z+, let
L′n :=
n+1∑
i=0
(−1)i+1
(
n+ 1
i
)
tn−i+1 · Li−1 +
n+ 1
2
n∑
i=0
(−1)i
(
n
i
)
tn−iξ ·Gi− 1
2
,
G′
n− 1
2
:=
n∑
i=0
(−1)i
(
n
i
)
(tn−i ·Gi− 1
2
− 2tn−iξ · Li−1).
Then we have
n∑
k=0
(−1)k
(
n+ 1
k + 1
)
tn−k · (L′k −
k + 1
2
ξ ·G′
k− 1
2
) + tn+1 · L−1
=
n∑
k=0
k+1∑
i=0
(−1)k+i+1
(
n+ 1
k + 1
)(
k + 1
i
)
tn−i+1 · Li−1 + t
n+1 · L−1
=
n∑
j=0
n∑
k=j
(−1)k+j
(
n+ 1
k + 1
)(
k + 1
j + 1
)
tn−j · Lj +
n+1∑
j=0
(−1)j
(
n+ 1
j
)
tn+1 · L−1
=
n∑
j=0
(−1)j
(
n+ 1
j + 1
) n∑
k=j
(−1)k
(
n− j
k − j
)
tn−j · Lj
=Ln, (3.1)
and
n∑
k=0
(−1)k
(
n
k
)
tn−k · (G′
k− 1
2
− 2ξ · L′k−1) =
n∑
k=0
k∑
i=0
(−1)k+i
(
n
k
)(
k
i
)
tn−i ·Gi− 1
2
5
=n∑
i=0
n∑
k=i
(−1)k+i
(
n
i
)(
n− i
k − i
)
tn−i ·Gi− 1
2
= Gn− 1
2
. (3.2)
Let T be the supersubspace of U
+
with a basis B = {L′n, G
′
m− 1
2
|n ∈ Z+,m ∈ N}.
Clearly, T is also a supersubspace of U
++
. We have
Lemma 3.2. 1. B˜ = B ∪ {G− 1
2
, L−1} is a basis of the free left A (A
+, respectively)
module A · k+ (A+ · k+, respectively).
2. T = {x ∈ A · k+ | [x,A] = [x,G− 1
2
] = 0} = {x ∈ A+ · k+ | [x,A+] = [x,G− 1
2
] = 0}.
Thus, T is a Lie supersubalgebra of U
+
as well as a Lie supersubalgebra of U
++
.
Proof. 1. The A-linear independence of B˜ is easy to check. And the first statement
follows from (3.1) and (3.2).
2. For the second statement, first we have
[G− 1
2
, L′n]
=[G− 1
2
,
n+1∑
i=0
(−1)i+1
(
n+ 1
i
)
tn−i+1 · Li−1 +
n+ 1
2
n∑
i=0
(−1)i
(
n
i
)
tn−iξ ·Gi− 1
2
]
=
n+1∑
i=0
(−1)i+1
(
n+ 1
i
)
((n− i+ 1)tn−iξ · Li−1 +
i
2
tn−i+1 ·Gi− 3
2
)
+
n+ 1
2
n∑
i=0
(−1)i
(
n
i
)
(−tn−i ·Gi− 1
2
+ 2tn−iξ · Li−1) = 0,
[L′n, t
k]
=
n+1∑
i=0
(−1)i+1
(
n+ 1
i
)
tn−i+1 · [Li−1, t
k] +
n+ 1
2
n∑
i=0
(−1)i
(
n
i
)
tn−iξ · [Gi− 1
2
, tk]
=
n+1∑
i=0
(−1)i+1
(
n+ 1
i
)
tn−i+1 · ktk+i−1 +
n+ 1
2
n∑
i=0
(−1)i
(
n
i
)
tn−iξ · kti+k−1ξ = 0,
[L′n, t
kξ]
=
n+1∑
i=0
(−1)i+1
(
n+ 1
i
)
tn−i+1 · [Li−1, t
kξ] +
n+ 1
2
n∑
i=0
(−1)i
(
n
i
)
tn−iξ · [Gi− 1
2
, tkξ]
=
n+1∑
i=0
(−1)i+1
(
n+ 1
i
)
tn−i+1 · (ktk+i−1ξ +
i
2
tk+iξ)−
n+ 1
2
n∑
i=0
(−1)i
(
n
i
)
tn−iξ · ti+k
=0,
[G− 1
2
, G′
n− 1
2
]
=
n∑
i=0
(−1)i
(
n
i
)
[G− 1
2
, tn−i ·Gi− 1
2
− 2tn−iξ · Li−1]
6
=n∑
i=0
(−1)i
(
n
i
)
((n− i)tn−i−1ξ ·Gi− 1
2
− 2tn−i · Li−1 + 2t
n−i · Li−1 + it
n−iξ ·Gi− 3
2
)
=
n∑
j=1
(−1)j+1
(
n− 1
j − 1
)
ntn−jξ ·Gj− 3
2
+
n∑
i=1
(−1)in
(
n− 1
i− 1
)
tn−iξ ·Gi− 3
2
= 0,
[G′
n− 1
2
, tk]
=
n∑
i=0
(−1)i
(
n
i
)
(tn−i · [Gi− 1
2
, tk]− 2tn−iξ · [Li−1, t
k])
=− k
n∑
i=0
(−1)i
(
n
i
)
tn+k−1ξ = 0,
[G′
n− 1
2
, tkξ]
=
n∑
i=0
(−1)i
(
n
i
)
(tn−i · [Gi− 1
2
, tkξ]− 2tn−iξ · [Li−1, t
kξ])
=−
n∑
i=0
(−1)i
(
n
i
)
tn+k = 0.
That is T ⊆ T1 = {x ∈ A · k
+ | [x,A] = [x,G− 1
2
] = 0}. On the other hand, let
x =
∑
fi · xi + x
′ ∈ T1 with fi ∈ A, xi ∈ B, x
′ ∈ A · {G− 1
2
, L−1}. Then
0 = [G− 1
2
, x] =
∑
[G− 1
2
, fi] · xi + [G− 1
2
, x′]
implies that fi ∈ C and x
′ = a(G− 1
2
− 2ξ · L−1) + bL−1 for some a, b ∈ C. And
[x, f ] = [x′, f ] = 0 for all f ∈ A implies that a = b = 0, that is x′ = 0. So T1 ⊆ T
and hence T = T1.
Lemma 3.3. We have the associative superalgebra isomorphism
ι :K ⊗ U(T )→ U
+
, ι(x ⊗ y) = x · y,
where K = C[t±1, ξ, ∂t, ∂ξ] is the Weyl superalgebra, and x ∈ K, y ∈ U(T ). Moreover,
the restriction of ι to K+ ⊗ U(T ) is an isomorphism from K+ ⊗ U(T ) to U
++
, where
K+ = A+[∂t, ∂ξ].
Proof. Consider the map ι′ : A[G− 1
2
] ⊗ U(T ) → U
+
, ι(x ⊗ y) = x · y. Since T is a
Lie supersubalgebra of U
+
and A[G− 1
2
] is an associative supersubalgebra of U
+
, the
restrictions of ι′ on A[G− 1
2
] and U(T ) are well-defined. From Lemma 3.2, in U , ι′(U(T ))
and ι′(A[G− 1
2
]) are super commutative, hence ι′ is a well-defined homomorphism of
associative superalgebras. Let L = A⊗T +(A[G− 1
2
]+A)⊗C ⊆ A[G− 1
2
]⊗U(T ). Equations
(3.1) and (3.2) tell us that ι′|L : L→ A · k
++A is a Lie superalgebra isomorphism. Thus,
we have a Lie superalgebra homomorphism η : k˜+
(ι′|L)
−1
−−−−−→ L ⊆ A[G− 1
2
]⊗ U(T ) with
η(tnξr) =tnξr ⊗ 1, n ∈ Z, r = 0, 1;
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η(Ln) =
n∑
k=1
(−1)k
(
n+ 1
k + 1
)
(tn−k ⊗ L′k −
k + 1
2
tn−kξ ⊗G′
k− 1
2
) + (n+ 1)tn ⊗ L′0
−
n+ 1
2
tnξ ·G− 1
2
⊗ 1 + tn+1 · L−1 ⊗ 1, n ≥ −1;
η(Gn− 1
2
) =
n∑
k=1
(−1)k
(
n
k
)
(tn−k ⊗G′
k− 1
2
− 2tn−kξ ⊗ L′k−1) + t
n ·G− 1
2
⊗ 1− 2tnξ · L−1 ⊗ 1.
So we have the associative superalgebra homomorphism η˜ : U+ → A[G− 1
2
]⊗ U(T ) with
η˜|
K˜+
= η and I+ ⊆ Kerη˜. Therefore, we have the induced associative superalgebra
homomorphism η¯ : U
+
→ A[G− 1
2
] ⊗ U(T ) with η¯ = ι′−1. Hence ι′ is an isomorphism
and lemma follows from the fact that A[G− 1
2
] is isomorphic to K.
Lemma 3.4. We have the Lie superalgebra isomorphism T ∼= k≥0.
Proof. Consider the linear map ψ : T → k≥0 defined by ψ(L
′
n) → (−1)
nLn, ψ(G′
n+ 1
2
) =
(−1)n+1Gn+ 1
2
. Then clearly ψ is an isomorphism of vector superspaces. From (3.1) and
(3.2), we have k≥0 ⊆ m·L−1+m1 ·G− 1
2
+A+ ·T , where m = A+t and m1 = m+Cξ. Hence,
we have the Lie superalgebra homomorphism ω : mk+ ⊆ m · L−1 +m1 ·G− 1
2
+A+ · T →
(m ·L−1 +m1 ·G− 1
2
+A+ · T )/(m · L−1 +m1 ·G− 1
2
+m1 · T )→ (A
+ · T )/(m1 · T )→ T .
More precisely, we have ω(Ln) = (−1)
nL′n, ω(Gn+ 1
2
) = (−1)n+1Gn+ 1
2
. So ψ = ω−1 and
ω is a Lie superalgebra isomorphism, so is ψ.
The following results on simple weightKmodules and simple weightK+ = C[t, ξ, ∂t, ∂ξ]
modules, on which t∂t acts diagonalizable, is needed.
Lemma 3.5. 1. Up to a parity change, any simple weight K module is isomorphic to
some strictly simple K module A(λ) := tλC[t±1, ξ] for some λ ∈ C.
2. Up to a parity change, any simple weight K+ module is isomorphic to one of the
following strictly simple K+ module:
tλC[t±1, ξ],C[t, ξ],C[t±1, ξ]/C[t],
where λ ∈ C \ Z.
Proof. The first statement is just Lemma 3.5 in [23]. For the second statement, it is
easy to check the giving modules are strictly simple K+ modules. Now let V be a
simple weight K+ module with λ ∈ Supp(V ). For a fixed nonzero homogeneous element
v ∈ Vλ, since V
′ = C[∂ξ]v is finite dimensional with ∂ξ acting nilpotently, we can find a
nonzero homogeneous element v′ ∈ V ′ such that ∂ξv
′ = 0. Then C[ξ, ∂ξ]v
′ = C[ξ]v′ is
a strictly simple C[ξ, ∂ξ] module. So lemma follows from Lemma 2.1 and the facts that
K+ ∼= C[t, ∂t] ⊗ C[ξ, ∂ξ] and any simple weight C[t, ∂t] module is isomorphic one of the
following (cf. [7]): tλC[t±1],C[t],C[t±1]/C[t].
Now for any k≥0 module, we have the Ak
+ module Γ(λ, V ) := (A(λ) ⊗ V )ϕ, where
ϕ : U
+ ι−1
−−→ K⊗U(T )
id⊗ψ
−−−→ K⊗U(k≥0) and the A
+k+ modules F(P, V ) = (P ⊗V )ϕ|U++
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with P a simple weight K+ module. More precisely, Γ(λ, V ) = A⊗V (F(P, V ) = P ⊗V ,
respectively) with actions
x · (y ⊗ v) =xy ⊗ v,
Ln · (y ⊗ v) =
n∑
k=1
(
n+ 1
k + 1
)
(tn−ky ⊗ Lk · v −
k + 1
2
tn−kξy ⊗Gk− 1
2
· v)
+ (n+ 1)tny ⊗ L0 · v +
n+ 1
2
tnξ∂ξ(y)⊗ v + t
n(t∂t(y) + λy)⊗ v,
Gn+ 1
2
· (y ⊗ v) =
n+1∑
k=1
(
n+ 1
k
)
(tn+1−ky ⊗Gk− 1
2
· v − 2tn+1−kξy ⊗ Lk−1 · v)
− tnξ(t∂t(y) + λy)⊗ v − t
n+1∂ξ(y)⊗ v,
where x ∈ A (A+, respectively), y ∈ A (P , respectively), n ∈ Z≥−1 and v ∈ V .
Lemma 3.6. 1. For any λ ∈ C and any simple k≥0 module V , the Ak
+ module
Γ(λ, V ) is simple.
2. For any simple weight K+ module P and any simple k≥0 module V , the A
+k+
module F(P, V ) is simple.
3. Any simple module in J (k+, A) is isomorphic to some Γ(λ, V ) for some λ ∈ C
and some simple weight k≥0 module V .
4. Any simple module in J (k+, A+) is isomorphic to some F(P, V ) for some simple
weight K+ module P and some simple weight k≥0 module V .
Proof. Statement 1 and 2 follow from Lemma 3.5 and Lemma 2.1. Now let M ∈
J (k+, A) (J (k+, A+), respectively) be simple with dimMλ <∞ for some λ ∈ Supp(M).
ThenMϕ
−1
is a simple K⊗U(k≥0) (K
+⊗U(k≥0), respectively) module. IfM ∈ J (k+, A),
we can find a common eigenvector v for t∂t and L0 such that (t∂t − λ)v = ∂ξv = 0, and
hence Kv ∼= A(λ) or Kv ∼= Π(A(λ)). From Lemma 2.1, there exists a simple U(k≥0)
module V such that Mϕ
−1 ∼= A(λ) ⊗ V or Mϕ
−1 ∼= Π(A(λ)) ⊗ V ∼= A(λ) ⊗ Π(V ). The
fact that the adjoint action of L0 on K ⊗ U(k≥0) is diagonalizable tells us that V and
Π(V ) is a simple weight k≥0 module.
For Statement 4, we can find a nonzero element u such that (t∂t−λ)·u = ∂ξ ·u = 0(λ /∈
Z) or ∂t ·u = ∂ξ ·u = 0 or t ·u = ∂ξ ·u = 0, and hence K
+u ∼= tλC[t±1, ξ] or K+u ∼= C[t, ξ]
or K+u ∼= C[t±1, ξ]/C[t]. And again by Lemma 2.1, Mϕ
−1
= (K+⊗U(k≥0))u ∼= K
+u⊗V
for some simple U(k≥0) module V . Moreover, since the adjoint actions of t∂t and L0 on
K+ ⊗ U(k≥0) is diagonalizable, L0 is diagonalizable on M
ϕ−1 , and hence V is a simple
weight k≥0 module.
Lemma 3.7. Suppose V is a simple weight k≥0 module. Then k≥ 1
2
V = 0. Thus, V can
be regarded as a simple weight k≥0/k≥ 1
2
module. Moreover, V = Cv is one dimensional
with L0v = bv for some b ∈ C, and Liv = Gi− 1
2
v = 0, ∀i ≥ 1.
Proof. Let V be a simple weight k≥0 module and 0 6= v ∈ Vλ for some λ ∈ Supp(V ).
Then V = U(k≥0)v and Supp(V ) ⊆ λ +
1
2Z+. On the other hand, k≥ 12V is a submodule
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of V with support λ+ 12N so that v /∈ k≥ 12 v. Therefore, from the simplicity of V , we have
k≥ 1
2
V = 0.
Corollary 3.8. Let P be a simple weight K (K+, respectively) module and V be a simple
weight k≥0/k≥ 1
2
module. Then F(P, V ) is a cuspidal Ak+ (A+k+, respectively) module.
Remark 3.9. Clearly, any Γ(λ, V ) is an A+k+ module. It is easy to check as Γ(λ, V ) is
simple as A+k+ module if and only if λ /∈ Z. And any simple module in J (k+, A+) is a
quotient of some Γ(λ, V ). In particular, any simple module in J (k+, A+) is cuspidal.
Now we can classify all simple modules in J (k, A),J (k+, A) and J (k+, A+).
Theorem 3.10. 1. Any simple module in J (k, A) as well as in J (k+, A) is isomor-
phic to the module Γ(λ, b) = A for some λ, b ∈ C with actions: for all n, k ∈ Z,
x · y = xy, ∀x, y ∈ A, (3.3)
Ln · t
k = (λ + k + b(n+ 1))tn+k, (3.4)
Ln · t
kξ = (λ+ k + (n+ 1)(b+
1
2
))tn+kξ, (3.5)
Gn+ 1
2
· tk = −(k + λ+ 2b(n+ 1))tn+kξ, (3.6)
Gn+ 1
2
· tkξ = −tn+k+1. (3.7)
2. Any simple module in J (k+, A+) is isomorphic to one of the following
(a) Γ(λ, b) for some λ ∈ C \ Z and b ∈ C;
(b) The A+k+ submodule Γ+(0, b) := A+ of Γ(0, b) for some b ∈ C;
(c) The A+k+ quotient module Γ−(0, b) := Γ(0, b)/Γ+(0, b).
4. Main results
In this section, we will classify all simple weight k̂ modules and k+ modules with
finite dimensional weight spaces. First of all, from the representation theory of Virasoro
algebra, we know that C acts trivially on any simple cuspidal k̂ module, and hence the
category of simple cuspidal k̂ modules is naturally equivalent to the category of simple
cuspidal k modules.
The following result is well-known
Lemma 4.1. Let M be a weight module with finite dimensional weight spaces for the
Virasoro algebra with supp(M) ⊆ λ + Z. If for any v ∈ M , there exists N(v) ∈ N such
that Liv = 0, ∀i ≥ N(v), then supp(M) is upper bounded.
Lemma 4.2 tells us that classification of simple cuspidal modules is an important step
in classifying all simple Harish-Chandra modules over k̂ and k+.
Lemma 4.2. 1. Any simple weight k̂ module with finite dimensional weight spaces
which is not cuspidal is a highest/lowest weight module.
2. Any simple weight k+ module with finite dimensional weight spaces is cuspidal.
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Proof. 1. For a simple weight k̂ moduleM , fix a λ ∈ Supp(M). SupposeM is not cus-
pidal, then there exists a k ∈ 12Z such that dimM−k+λ > 2(dimMλ+dimMλ+ 12 +
dimMλ+1). Without lost of generality, we may assume that k ∈ N. Then there
exists a nonzero element w ∈ M−k+λ such that Lkw = Lk+1w = Gk+ 1
2
w = 0.
Therefore Liw = Gi− 1
2
w = 0, ∀i ≥ (k + 1)2.
Since M ′ = {v ∈ M |Liv = Gi− 1
2
v = 0, ∀i≫ 0} is a nonzero submodule of M , we
know M =M ′. And hence by Lemma 4.1, Supp(M) is upper bounded, that is M
is a highest weight module.
2. Let M be a simple weight k+ module with finite dimensional weight spaces. First
we show that if M is not cuspidal, then M is a highest weight module or a lowest
weight module. If the action of G− 1
2
is not injective, then there exists v ∈M such
that G− 1
2
v = 0, and clearly M is a lowest weight module. So we may assume
that G− 1
2
acts injectively on M , then we have dimMi− 1
2
≥ dimMi. Consider the
restricted dual M∗ :=
⊕
λ∈Supp(M)
HomC(Mλ,C). Then M
∗ is a k+ module with
support −Supp(M) under
(x · f)(v) := −(−1)|x||f |f(xv), ∀x ∈ (K+)i, v ∈Mλ+j , f ∈ HomC(Mλ+i+j ,C).
More precisely, (M∗)−λ = HomC(Mλ,C). Hence, dim(M
∗)−λ = dimMλ. Since M
is not cuspidal, there exists µ such that dimMµ− 1
2
> dimMµ and hence the action
of G− 1
2
on M∗ is not injective. Therefore, M∗ is a lowest weight module, that is
−Supp(M) is lower bounded. So Supp(M) is upper bounded.
To complete the proof, it remains to show any simple highest weight k+ module
is cuspidal. This is clear since from the PBW theorem, as vector spaces, M ∼=
C[G− 1
2
]v, which is cuspidal with dimMλ ≤ 1 for all λ ∈ Supp(M).
Now let (g,A) be (k, A) or (k+, A+) and M be a cuspidal g module. Consider g as
the adjoint g module. Then the tensor product g⊗M becomes an Ag module under
x · (y ⊗ u) = (xy)⊗ u, ∀x ∈ A, y ∈ g, u ∈M.
Denote K(M) = {
∑
i
xi ⊗ vi ∈ g ⊗ M |
∑
i
(axi)vi = 0, ∀a ∈ A}. Then it is easy to
see that K(M) is an Ag submodule of g ⊗ M . And hence we have the Ag module
M̂ = (g⊗M)/K(M). Also, we have a g module epimorphism defined by
π : M̂ → gM ;x⊗ y + K(M) 7→ xy, ∀x ∈ g, y ∈M.
M̂ is called the A-cover of M if gM =M .
Let M be a cuspidal k module. Then M is a cuspidal W module and hence there
exists m ∈ N such that for all k, p ∈ Z, Ω
(m)
k,p M = 0. Therefore [Ω
m
k,p, Gj ]M = 0, ∀k, p ∈
Z, j ∈ 12 + Z. Then, on M we have
0 =[Ω
(m)
k,p−1, Gj+1]− 2[Ω
(m)
k,p , Gj ] + [Ω
(m)
k,p+1, Gj−1]− [Ω
(m)
k+1,p−1, Gj ]
+ 2[Ω
(m)
k+1,p, Gj−1]− [Ω
(m)
k+1,p+1, Gj−2]
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=[
m∑
i=0
(−1)i
(
m
i
)
Lk−iLp−1+i, Gj+1]− 2[
m∑
i=0
(−1)i
(
m
i
)
Lk−iLp+i, Gj ]
+ [
m∑
i=0
(−1)i
(
m
i
)
Lk−iLp+1+i, Gj−1]− [
m∑
i=0
(−1)i
(
m
i
)
Lk+1−iLp−1+i, Gj ]
+ 2[
m∑
i=0
(−1)i
(
m
i
)
Lk+1−iLp+i, Gj−1]− [
m∑
i=0
(−1)i
(
m
i
)
Lk+1−iLp+1+i, Gj−2]
=
m∑
i=0
(−1)i
(
m
i
)(
(j + 1−
k − i
2
)Gk−i+j+1Lp−1+i + (j + 1−
p− 1 + i
2
)Lk−iGp+i+j
− 2(j −
k − i
2
)Gk−i+jLp+i − 2(j −
p+ i
2
)Lk−iGp+i+j + (j − 1−
k − i
2
)Gk−i+j−1Lp+i+1
+ (j − 1−
p+ i+ 1
2
)Lk−iGp+i+j − (j −
k − i+ 1
2
)Gk−i+j+1Lp+i−1
− (j −
p+ i− 1
2
)Lk−i+1Gp+i+j−1 + 2(j − 1−
k − i+ 1
2
)Gk−i+jLp+i
+ 2(j − 1−
p+ i
2
)Lk−i+1Gp+i+j−1 − (j − 2−
k − i+ 1
2
)Gk−i+j−1Lp+i+1
− (j − 2−
p+ i+ 1
2
)Lk+1−iGp+i+j−1
)
=
3
2
m∑
i=0
(−1)i
(
m
i
)
(Gk−i+j+1Lp+i−1 − 2Gk−i+jLp+i +Gk−i+j−1Lp+i+1)
=
3
2
m+2∑
i=0
(−1)i
(
m+ 2
i
)
Gk−i+j+1Lp+i−1.
Similarly, replacing k by k+m−1 with k, p ∈ Z+, we know that any cuspidal k
+ module
is annihilated by
m∑
i=0
(−1)i
(
m+2
i
)
Gm+k−i+jLp+i−1 for some m ∈ N and for all k, p ∈ Z+.
That is we have
Lemma 4.3. 1. Any cuspidal k module is annihilated by
m∑
i=0
(−1)i
(
m
i
)
Gk−iLp+i for
some m ∈ N and for all k ∈ 12 + Z, p ∈ Z.
2. Any cuspidal k+ module is annihilated by
m∑
i=0
(−1)i
(
m
i
)
Gm+k−i−1Lp+i−1 for some
m ∈ N and for all k ∈ 12 + Z+, p ∈ Z+.
Lemma 4.4. Let g be k or k+. For any simple cuspidal g module M , M̂ is cuspidal.
Proof. It is obvious if M it trivial. Now suppose M is nontrivial. Then gM = M
and Supp(M) ⊆ λ + 12Z. Suppose dimMµ ≤ r, ∀µ ∈ Supp(M). For g = k (k
+, re-
spectively), from Lemma 2.2 and Lemma 4.3, there exists m ∈ N, such that such that
m∑
i=0
(−1)i
(
m
i
)
Lj−iLp+iv =
m∑
i=0
(−1)i
(
m
i
)
Gj−i+ 1
2
Lp+iv = 0, ∀j ∈ Z(Z++m, respectively), p ∈
12
Z(Z+, respectively), v ∈M . Hence,
m∑
i=0
(−1)i
(
m
i
)
Lj−i ⊗ Lp+iv,
m∑
i=0
(−1)i
(
m
i
)
Gj−i+ 1
2
⊗ Lp+iv ∈ K(M). (4.1)
Let S = span{Lk, Gk+ 1
2
| 0 ≤ k ≤ m}. Then dimS = 2(m+ 1) and S ⊗M is a CL0
submodule of g⊗M with
dim(S ⊗M)µ ≤ 2(m+ 1)r, ∀µ ∈ λ+
1
2
Z.
We will prove that g⊗M = S ⊗V +K(M), from which we know M̂ is cuspidal. Indeed,
we will prove by induction that for all u ∈Mµ,
Ln ⊗ u,Gn+ 1
2
⊗ u ∈ S ⊗M.
We only prove the claim for n > m, the proof for n < 0 is similar. Since L0 acts on
Mµ with a nonzero scalar, we can write u = L0v for some v ∈ Mµ. Then by (4.1) and
induction hypothesis, we have
Ln ⊗ L0v =
m∑
i=0
(−1)i
(
m
i
)
Ln−i ⊗ Liv −
m∑
i=1
(−1)i
(
m
i
)
Ln−i ⊗ Liv ∈ S ⊗M + K(M),
Gn+ 1
2
⊗ L0v =
m∑
i=0
(−1)i
(
m
i
)
Gn−i+ 1
2
⊗ Liv −
m∑
i=1
(−1)i
(
m
i
)
Gn−i+ 1
2
⊗ Liv
∈ S ⊗M + K(M).
Now we can classify all simple cuspidal k modules and all simple cuspidal k+ modules.
Theorem 4.5. Let (g,A) be (k, A) or (k+, A+). Then up to a parity change, any non-
trivial simple cuspidal g module is isomorphic to a simple quotient of a simple cuspidal
Ag module. More precisely, we have, up to a parity change,
1. any nontrivial simple cuspidal k module is isomorphic to a simple quotient of Γ(λ, b)
for some λ, b ∈ C;
2. any nontrivial simple cuspidal k+ module is isomorphic to a simple quotient of
Γ(λ, b), Γ+(0, b) or Γ−(0, b) for some λ, b ∈ C.
Proof. LetM be any nontrivial simple cuspidal g module. Then gM =M and there is an
epimorphism π : M̂ →M . From Lemma 4.4, M̂ is cuspidal. Hence M̂ has a composition
series of Ag submodules:
0 = M̂ (0) ⊂ M̂ (1) ⊂ · · · ⊂ M̂ (s) = M̂
with M̂ (i)/M̂ (i−1) being simple Ag modules. Let k be the minimal integer such that
π(M̂ (k)) 6= 0. Then we have π(M̂ (k)) = M, M̂ (k−1) = 0 since M is simple. So we have
an g-epimorphism from the simple Ag module M̂ (k)/M̂ (k−1) to M .
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It is straightforward to check that as a k̂ module, Γ(λ, b) has a unique nontrivial
sub-quotient which we denote by Γ′(λ, b). More precisely, we have
Proposition 4.6. 1. As a k̂ module, Γ(λ, b) is simple if and only if λ /∈ Z or λ ∈ Z
and b 6= 0, 12 .
2. As k̂ modules, Γ(λ1, b1) ∼= Γ(λ2, b2) if and only if λ1 − λ2 ∈ Z, b1 = b2 or λ1 /∈
Z, λ1 − λ2 ∈ Z, b1 =
1
2 , b2 = 0.
3. Γ′(0, 0) ∼= Π(Γ′(0, 12 )), where Γ
′(0, 0) = Γ(0, 0)/C1,Γ′(0, 12 ) = span{t
i, tkξ | i, k ∈
Z, k 6= −1}.
4. For any b ∈ C, Γ(λ, b)(λ /∈ Z),Γ+(0, b) and Γ−(0, b) are simple k+ modules.
Combining Lemma 4.2, Theorem 4.5 and Proposition 4.6, we can get the following
result, which is a super version of the classical result for the Virasoro algebra and its
subalgebra W+ (cf. [18]). The result of k̂ was also given in [21] by much complicated
calculations.
Theorem 4.7. 1. Any simple k̂ module with finite dimensional weight spaces is a
highest weight module, lowest weight module, or is isomorphic to Γ′(λ, b),Π(Γ′(λ, b))
for some λ, b ∈ C (which is called a module of the intermediate series).
2. Up to a parity change, any simple k̂+ module with finite dimensional weight spaces
is isomorphic to Γ(λ, b), Γ+(0, b), or Γ−(0, b) for some λ ∈ C \ Z, b ∈ C.
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