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A dynamical quantum phase transition can occur during time evolution of sudden quenched quantum systems
across a phase transition. It corresponds to the nonanalytic behavior at a critical time of the rate function
of the quantum state return amplitude, analogous to nonanalyticity of the free energy density at the critical
temperature in macroscopic systems. A variety of many-body systems can be represented in momentum space
as a spin-1/2 state evolving on the Bloch sphere, where each momentum mode is decoupled and thus can be
simulated independently by a single qubit. Here, we report the observation of a dynamical quantum phase
transition in a superconducting qubit simulation of the quantum quench dynamics of many-body systems. We
take the Ising model with a transverse field as an example for demonstration. In our experiment, the spin
state, which is initially polarized longitudinally, evolves based on a Hamiltonian with adjustable parameters
depending on the momentum and strength of the transverse magnetic field. The time evolving quantum state
is read out by state tomography. Evidence of dynamical quantum phase transitions, such as paths of time
evolution states on the Bloch sphere, non-analytic behavior of the dynamical free energy and the emergence
of Skyrmion lattice in momentum-time space, is observed. The experimental data agrees well with theoretical
and numerical calculations. The experiment demonstrates for the first time explicitly the topological invariant,
both topologically trivial and non-trivial, for dynamical quantum phase transitions. Our results show that the
quantum phase transitions of this class of many-body systems can be simulated successfully with a single qubit
by varying certain control parameters over the corresponding momentum range.
I. INTRODUCTION
Quantum simulation can provide insight into quantum and
topological phases of matter, the role of entanglement, and
quantum dynamics [1–19]. It also constitutes one of the basic
building blocks of quantum information processors. Systems
of high dimension or many-body systems can be simulated by
the quantum processors with many coherently coupled qubits
[3, 4]. By increasing the number of qubits, the simulation
may outperform classical machines, and demonstrate quan-
tum advantage. On the other hand, a variety of many-body
systems with a large number of spin-1/2 states can be stud-
ied in momentum space by a two-band model with decoupled
momentum modes, which is equivalent to a single spin-1/2
state evolving on the Bloch sphere for each mode. This fact
also provides a route of quantum simulation with one qubit
and variables sweeping over momentum space, by means of
coordinate momentum transformation.
In this Letter, we emulate the dynamical quantum phase
transition (DQPT) of the many-body systems by a single su-
perconducting qubit. The DQPT is a phenomenon occurring
in evolving quantum states [20–22] for isolated quantum sys-
tems far from equilibrium [23]. It is characterized by the non-
analyticity in dynamical free energy density at a critical time
t = tc, which is analogous to traditional phase transitions oc-
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curring at critical temperature. The DQPT is intimately re-
lated to quantum phase transitions in many-body systems [20–
22, 24–36].
Recently, experimental explorations of DQPT have been
performed in ion-trap systems [3, 5] and cold atom sys-
tems [4, 6] with dozens of individual addressable qubits or a
cloud of fermionic atoms. Our experiment follows the DQPT
simulation approach by emulating a corresponding two-band
model separately for each momentum mode with a single
qubit. By ranging over the Brillouin zone of momentum
space, the results are equivalent to that of simulating many-
body systems in space. The finite size effect can be ob-
served for a finite number of momenta implemented experi-
mentally. Our experimental system consists of superconduct-
ing Xmon qubits, which is one of the most promising plat-
forms for quantum simulation and quantum computation [37–
41]. We provide concrete evidence that the DQPT is success-
fully simulated. In particular, we demonstrate experimentally
the topological invariant in DQPT, which was studied recently
in Refs.[24, 33], and have obtained quantitatively the dynam-
ical free energy and Skyrmion lattice.
II. THE MODEL AND SCHEME FOR SIMULATION
We begin with a two-band model with Hamiltonian written
in momentum space as
H =
∑
k
Ψ
†
kh(k)Ψk, (1)
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2where Ψk denotes a spinor, which is a 2-dimensional column
vector formed by the fermion operators. The “first quantized”
Hamiltonian h(k) for k momentum mode takes the form
h(k) = d0(k) + d(k) · σ, (2)
where σ = (σx, σy, σz) is a vector of Pauli matrices and k is in
the Brillouin zone. This model can describe a variety of phys-
ically different many-body systems [42–45], see appendix for
details.
To study the quench dynamics, we first prepare the sys-
tem in the ground state of the initial Hamiltonian hi(k), i.e.
ρi(k) = |φi(k)〉〈φi(k)| = 12
[
1 − dˆi(k) · σ
]
. Then with a sudden
quench to the final Hamiltonian h f (k), which determines d f (k)
by Eq.(2), the state evolves as
ρ(k, t) = |φ(k, t)〉〈φ(k, t)| = 1
2
[
1 − dˆ(k, t) · σ
]
, (3)
where
dˆ (k, t) · σ = e−itd f (k)·σ
(
dˆi (k) · σ
)
eitd f (k)·σ. (4)
This is simply the spin precession on the Bloch sphere, that is,
dˆi(k) rotating around dˆ f (k) with period pi|d f (k)| .
Now we introduce the rate function of the dynamical free
energy,
f (t) = − 1
N
∑
k
log |〈φi(k)|e−ith f (k)|φi(k)〉|2. (5)
The nonanalytic behavior of f (t) corresponds to DQPT, which
is associated with zeros of 〈φi(k)|e−ith f (k)|φi(k)〉 for at least one
critical momentum k∗ at critical time tc. From the spin preces-
sion picture, it is clear that spin vector di (k∗) is perpendicular
to the rotation axis d f (k∗), where di (k∗) , 0, d f (k∗) , 0, and
tc repeats with period pi|d f (k∗)| .
In this Letter, without loss of generality, we will investigate
experimentally the DQPT of the Ising model with a transverse
field, but the approach is applicable to other similar phenom-
ena of many-body systems. The Hamiltonian of the transverse
field Ising model is
HIsing = −
N∑
i=1
(
σxiσ
x
i+1 + gσ
z
i
)
, (6)
where g is the strength of the field in the Z direction, and the
periodic boundary condition is assumed. There are two phases
for this model, the ferromagnetic phase for g < 1, and the
paramagnetic phase for g > 1; the phase transition critical
point is gc = 1. It is proved that DQPT occurs if and only
if the initial Hamiltonian with a gi field and the quenching
Hamiltonian with a g f field belong to different phases [20].
The scheme for simulating DQPT in experiment is as fol-
lows. We first prepare the initial qubit state |φi(k)〉 determined
by parameter gi for each mode k. By the sudden quench,
state |φi(k)〉 evolves as |φ(k, t)〉 according to the Hamiltonian,
h f (k) = (g f − cos k)σy + sin kσx, which depends on param-
eter g f , i.e., the spin vector dˆi(k) rotates around axis dˆ f (k)
on the Bloch sphere, see appendix for details. The time evo-
lution state |φ(k, t)〉 will be read out experimentally by state
tomography. By ranging over the Brillouin zone of momen-
tum space for each mode k, we can obtain the rate function in
Eq. (5). The occurrence of DQPT can be observed when the
rotation path of |φ(k, t)〉 is a great circle on the Bloch sphere
for mode k = k∗. In this case, |φ(k∗, t)〉 is orthogonal to the
initial state at time tc, 〈φi(k∗)|φ(k∗, tc)〉 = 0, resulting in a non-
analytic point of the rate function. For the full regime of k in
the Brillouin zone, the time evolutions of states |φ(k, t)〉 will
cover the full Bloch sphere when there exists DQPT, other-
wise only less than one half of the Bloch sphere is covered,
as recently pointed out by our co-authors [24, 33]. This phe-
nomenon is observed, for the first time in experiment, as one
of the signatures in identifying the occurrence of DQPT. It is
actually a direct observation of the topological invariant.
FIG. 1. Photography of qubit chip and external circuitries. (a) is the
microscopic photography of our Xmon qubit chip. The red part is the
Xmon qubit. Its frequency can be adjusted by applying DC current
through its Z control line. Transmission line coupled to the readout
cavity is to measure the qubit state. Basic information of qubit are
listed in the table. The experiment data of the energy relaxation time
T1, dephasing time T2∗ and spin echo dephasing time T2se are also
shown. (b) is the sketch of our experiment circuit setup, the blue part
is for Z bias, the green part is for XY control, and the brown part is
for readout. (c) The qubit parameters are presented in the table.
III. EXPERIMENTAL SETUP
In the experiment we use a single qubit to simulate the dy-
namics of the model. Figure 1 is the microscopic photograph
of the superconducting Xmon qubit chip [37], the external
circuitries and qubit parameters. In experiment, the Xmon
qubit is biased at its maximum frequency of 6.203 GHz, –
also known as the sweet-spot. The measured anharmonicity
is about −236 MHz, the measured energy relaxation time T1
about 8.3 µs, dephasing time T2∗ about 6.8 µs and spin echo
3(a) 0k = (b) 0.2k p= (c) 0.4k p= (d) 0.6k p= (e) 0.8k p= (f) k p= (g)
(h) 0k = (i) 0.2k p= (m) k p= (n)(j) 0.4k p= (k) 0.6k p= (l) 0.8k p=
FIG. 2. Evolution of states on the Bloch sphere. The state evolves depending on a fixed momentum. The data of evolving path are presented
on the Bloch sphere. Here gi = 0.2 is fixed, cases with g f = 1.5 are presented in (a)-(g) in upper panel, cases of g f = 0.5 are presented in
(h)-(n) in lower panel. The momenta are chosen to be k = 0, 0.2pi, 0.4pi, 0.6pi, 0.8pi, pi, presented respectively on up-down pairs of sub-figures,
(a,h), (b,i), (c,j),(d,k), (e,l), (f,m). Data for two different cases are summarized together in (g) for g f = 1.5, and (n) for g f = 1.5, respectively.
We can find that the whole Bloch sphere in (g) is covered, in contrast in (n), only partial region of the Bloch sphere is covered. We emphasize
that the initial state is always prepared on the equator of the Bloch sphere in X-axis.
dephasing time T2se about 11.7 µs. The readout cavity fre-
quency is about 6.793 GHz, which falls in the dispersive cou-
pling regime. The frequency dispersive shift of the readout
cavity is κ/2pi = −0.697 MHz.
The energy gap of the qubit can be adjusted by an exter-
nal flux bias. The Xmon qubit is capacitively coupled to a
λ/4 coplanar waveguide (CPW) resonator that is coupled to a
CPW transmission line. In this device, the qubit state is read
out by the dispersive method via the λ/4 resonator. The op-
tical micrograph of this sample is shown in Fig. 1(a). The
details of chip fabrication and the circuitry are presented in
appendix.
IV. TIME EVOLUTION PATHS ON THE BLOCH SPHERE
FOR DQPT
Following our experimental scheme, we first prepare the
initial state as the ground state of the Hamiltonian hi(k) for
a fixed mode k, then suddenly quench the system to the final
Hamiltonian h f (k). For convenience, we actually always pre-
pare the initial state as |φi〉 = (|0〉 + |1〉)/
√
2, consequently
the quenched Hamiltonian is changed accordingly. This is be-
cause we can perform a rotation to both Hamiltonians, hi(k)
and h f (k), without changing the DQPT results.
The quenched quantum state will be read out at a sequence
of time points to obtain the time dependent density matrix
ρ(k, t). For a full rotation period, we can obtain a circular
evolution path of the state on the Bloch sphere. The same
procedure repeats by changing momentum k in the Brillouin
zone.
In the experiment, we let gi = 0.2, which is in the ferro-
magnetic phase regime. The system is suddenly quenched to
the final Hamiltonian h f (k). Here two different strengths of
the field are chosen, g f = 0.5 and g f = 1.5, corresponding to
the ferromagnetic and paramagnetic phases, respectively.
The qubit is first rotated about the Y-axis by a pi/2 mi-
crowave pulse to the superposed state |φi〉 = (|0〉 + |1〉)/
√
2.
For a fixed k, a unitary operation based on the final Hamilto-
nian is applied to the initial state |φi〉 as the quantum quench
procedure. We then sweep mode k in the Brillouin zone from
0 to 2pi with step length 2pi/30.
For each value of k, the state will be rotated for two cy-
cles on the Bloch sphere, representing time evolution for two
periods. The rotation axis is determined by the quench Hamil-
tonian h f (k). The path of the state time evolution is presented
in Fig. 2, where only one cycle of data is presented. In the
figure, each dot represents the evolving state at a fixed time
point read out experimentally by state tomography. For exam-
ple, Figs. 2(a) and (h) represent k = 0 for different quenched
Hamiltonians. We can find that the initial state always stays
at its original position, because the rotation axis is the X-
direction determined by the corresponding Hamiltonian.
Figure 2(a-g), 7 sub-figures in the upper panel, represent the
system is suddenly quenched to g f = 1.5, and the state evo-
lutions on the Bloch sphere for k = 0, 0.2pi, 0.4pi, 0.6pi, 0.8pi, pi
are presented in the first 6 sub-figures, respectively. All data
for this case are presented together in Fig. 2(g), where those
k modes are for k ∈ [0, pi] constituting a half region in the
Brillouin zone. For each mode k, the state starts from |φi〉 in
the original position and evolves like a circle on the Bloch
sphere. In each cycle of time period, we take 70 time points
for state tomography readout. The experimental data are pre-
sented as dots on the Bloch sphere, where each dot represents
4average value of 5000 single-shot measurement results. Each
step of time evolution lasts 15 nanoseconds. Then one circle
of period takes 1.05 µs, two circles are also performed exper-
imentally, they are within the coherence time. We have also
taken a normalization, | < |φ(k, t)|φ(k, t) > |2 = 1, at each time
point, implying pure states are assumed for time evolution,
Trρ2(k, t) = 1. We take total 30 different momenta k in the
Brillouin zone in experiment, the evolution paths are given in
Fig. 2(g).
Figure 2(h-n), 7 sub-figures in the lower panel, represent
the case that the system is suddenly quenched to g f = 0.5.
Similar conventions are used as those in upper panel.
The occurrence of DQPT can be directly observed in Fig. 2.
It is obvious that in upper panel of the figure, Fig. 2(a-g), the
full Bloch sphere is covered by states time evolution paths
shown explicitly in Fig. 2(g). This case is that g f = 1.5 and
gi = 0.2 are located in two different phases, so DQPT hap-
pens. Since the full Bloch sphere is covered, it is apparent
that there exists a k∗, the path of the evolving state is a great
circle resulting in that state |φ⊥i 〉 = (|0〉 − |1〉)/
√
2, located in
the opposite direction of X-axis on the Bloch sphere, can be
reached at a critical time tc, shown in Fig. 2(b). The orthogo-
nality leads to zero for overlap between the evolving state |φ⊥i 〉
with the initial state |φi〉, leading to non-analyticity for loga-
rithm in the rate function (5). These results demonstrate the
occurrence of DQPT at a critical time tc. In contrast, when
gi = 0.2 is quenched to g f = 0.5 but without going across the
critical point gc = 1, we can observe in Fig. 2(h-n) that only
less than one half of the Bloch sphere is covered for k in the
Brillouin zone, as summarized in Fig. 2(n). Then no DQPT
can happen.
V. THE RATE FUNCTION, FINITE SIZE EFFECT AND
THE SKYRMION LATTICE
Quantitatively, we can obtain the evolution of dynamical
free energy defined in Eq.(5). Figure 3(a) presents the time
dependent rate functions for different g f , all with initial pa-
rameter gi = 0.2. The experimental data are shown as dots,
the theoretical results are presented as lines. We can find
that the rate functions f (t) have sharp peaks at the critical
time tc for g f = 3.5, 2.5, 1.5, which lead to discontinuity for
derivative of f (t) at tc. This phenomenon corresponds to the
DQPT. In comparison, it is obvious that the rate functions for
g f = 0.9, 0.8, 0.7 are different from cases when g f > 1. The
curves are much more smooth and no sharp peak appears, so
no discontinuity is expected for derivative of the rate func-
tions. Thus no DQPT will happen. The results agree well
with theoretical calculations.
Figure 3(b) shows the results of different number N of
modes for k, corresponding to size N of the Ising model. So
experiments are performed for N equally separated momenta
for k ∈ [0, 2pi]. Here gi = 0.2 and g f = 1.5 are fixed. It can be
found that if t is far away from tc, the dynamical free energy
f (t) is quite close to theoretic value (pink curve) of N → ∞.
Near the critical time tc, f (t) is nearly smooth if the size is
small, demonstrating finite size effect. As N increases, it ap-
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FIG. 3. The dynamical free energy. (a) Dynamical free energies
for different g f s are presented, while gi = 0.2 is fixed. We take 70
time points for each period. Error bar represents the deviation of
the average value of 5000 single-shot measurements from the fitting
value for the evolution path of 70 points on the Bloch sphere, see
appendix for details. (b) The dynamical free energies near the critical
time τc for different number of momenta implemented in experiment
are given, corresponding to different sizes. The exact results for N →
∞ are presented as solid line. Here we take gi = 0.2 and g f = 1.5.
proaches to the theoretical value for N → ∞ and demonstrates
non-analytic behavior.
Figure 4 shows the emergence of Skyrmion lattice in
momentum-time space for DQPT. We define the expectation
value as, 〈dˆ(k, t)〉 = 〈φ(k, t)|dˆi|φ(k, t)〉, see also appendix. We
consider two different cases, g f = 1.5 in Fig. 4(c) and
g f = 0.5 in Fig. 4(d), both start from the initial condition
gi = 0. The rate functions are presented respectively on
Fig. 4(a,b) for comparison. We find that when gi = 0 and
g f = 1.5 lie in different phases, the emergence of Skyrmion
lattice in momentum-time space can be seen obviously in Fig.
4(c), which indicates the nontrivial dynamical Chern number
implying the occurrence of DQPT. The time coordinates of
the center of Skyrmion is just the critical time tc. While if
gi = 0 and g f = 0.5 lie in the same phase, the configuration
of Skyrmion lattice does not appear as shown in Fig. 4(d), the
corresponding dynamical Chern number is trivial. There is no
DQPT as shown Fig. 4(b).
VI. CONCLUSION AND DISCUSSION
In summary, we simulate successfully the two-band model
of DQPT for the transverse field Ising model by a single su-
perconducting qubit. The DQPT is shown by state evolution
paths on the Bloch sphere, the dynamical free energy and the
Skyrmion lattice. The critical time of DQPT is quantitatively
identified. This approach is applicable in investigating various
physical phenomena of the class of free fermionic many-body
systems. The similar experimental scheme can be applied to
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FIG. 4. Skyrmion and DQPT. (a) and (b) are respectively dynamical
free energies for g f = 1.5 and g f = 0.5, both with gi = 0. The
number of momenta is N = 30. For each momentum mode k, states
at 2 × 70 = 140 time points are read out. Error bar is deviation of
the average value from the fitting value, see appendix for details. (c)
and (d) are expectation values of the initial spin operator about the
evolving state |φ(k, t) >. The Skyrmion are shown obviously in (c),
while no Skyrmion appears in (d).
simulate temporal topological phenomena by demonstrating
that a single qubit is driven by two elliptically polarized peri-
odic waves [45].
In our scheme, phenomena of many-body system are sim-
ulated by a single qubit at the expenses of repeating exper-
iments by ranging over the momentum space. On the other
hand, besides the two-level system, it is known that the super-
conducting Josephson junction can have controllable multiple
energy levels. Then, this platform is promising for more sim-
ulating applications, such as the PT-symmetric physics, geo-
metric quantum logic gates for quantum computation. Also,
the superconducting qubit or multi-level system can be cou-
pled to bosonic modes by a resonator or cavity, simulations
such as spin-boson phenomena, quantum random walks and
quantum statistical models are expected. So, our results pave
the way for more applications of the superconducting quan-
tum platform.
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APPENDIX A: THE QUBIT DEVICE AND EXTERNAL
CIRCUITRIES
The sample was fabricated using a process involving
electron-beam-lithography (EBL) and double-angle evapora-
tion. In brief, a 100 nm thick Al layer was firstly deposited
on a 10 × 10 mm sapphire substrate by means of electron-
beam evaporation, followed by EBL and wet etching to pro-
duce large structures such as microwave coplanar-waveguide
resonators/transmission lines, capacitors of Xmon qubit and
electric leads. The EPL resist used was ZEP520 and wet etch-
ing process was carried out using Aluminum Etchant Type A.
In the next step, the Josephson junctions of qubits were fabri-
cated using the double-angle evaporation process. In this step,
the under cut structure was created using a PMMA-MMA
double layer EBL resist following a process similar to that re-
ported in Ref. [37]. During the evaporation, the bottom elec-
trode was about 30 nm thick while the top electrode was about
100 nm thick with intermediate oxidation.
In the measurements, the sample was mounted in an alu-
minum alloy sample box which is fixed on the mixing cham-
ber stage of a dilution refrigerator. The temperature of the
mixing chamber was below 15 mK during measurements. The
readout input microwave lines and qubit XY control lines are
heavily attenuated. Lines for qubit dc bias control are filtered
using filters (RLC ELECTRONICS F-10-200-R) that func-
tions as combination of low-pass filter and copper powder fil-
ter. The microwave output signal from the transmission line is
amplified (≈ 39 dB) by a cryogenic HEMT amplifier mounted
at the 4 K stage and a room temperature amplifier (≈ 38 dB)
before being measured by a home-built heterodyne acquisition
system shown in Fig. 1(b) in the main text.
APPENDIX B: PHYSICAL DESCRIPTION OF THE
SUPERCONDUCTING QUBIT
In the past decades, there has been a great progress in the
field of superconducting qubits. The main aims are to achieve
better control and longer coherent time for qubit or qubits.
As a result, many types of superconducting qubits have been
developed, each of which has its own advantages and lim-
its. There are three main categories of the quantum supercon-
ducting qubit working in different regimes according the ratio
of the Josephson energy EJ to the charging energy EC [46–
49]: 1) charge qubit with EJ/EC ∼ 0.1; 2) flux qubit with
EJ/EC ∼ 50; and 3) phase qubit EJ/EC ∼ 106. By adding
a large capacitor CS parallel to the superconducting quantum
interference device (SQUID) and thus shunting the later (cf.
Fig. 5(a)), the transmon qubit works in the parameter regime
of EJ/EC being the order of several tens or several hundreds.
It gains the advantage of exponentially suppressing the sen-
sitivity to the charge noise at the expense of polynomial re-
6duction of the anharmonicity [38, 46–49]. Notice that anhar-
monicity describes the variation of the energy level spacing
which ensures the possibility of addressing the lowest energy
levels of the platform. The Hamiltonian of an isolated trans-
mon qubit is
Hˆ0 = 4EC nˆ2 − EJ cos φˆ. (7)
where nˆ is the operator corresponding to the number of
Cooper pair tunneled through the Josephson junctions and φˆ
denotes the gauge-invariant phase difference operator across
the Josephson junctions. They are mutually conjugate and
satisfy the commutation relation [φˆ, nˆ] = i. The charg-
ing energy EC = e2/2CΣ depends on the total capacitance
CΣ = CS + Cg + CJ of the shunt capacitor CS , gate capacitor
Cg and the Josephson junction capacitance CJ . The Joseph-
son energy EJ = ~IC/2e is determined by the critical current
of the DC-SQUID, which is modulated by the external mag-
netic flux. In the transmon regime, CS is very large such that
20.EJ/EC.100, its `-th eigenenergy level should be [38, 46–
49]
E` ' −EJ +
√
8EJEC(` + 1/2) − 12EC[`(` + 1) + 1/2]. (8)
The anharmonicity is big enough for the addressability of the
two lowest energy levels and thus constitutes a qubit
Hˆ0 =
1
2
~ωσˆz (9)
withω = 2(
√
8EJEC−EC)/~ and σˆz = |e〉 〈e|−|g〉 〈g|. Here |g〉
is the ground state of the transmon while |e〉 is its first excited
eigenstate.
The quantum platform we employed is a superconducting
Xmon qubit, which is designed on the basis of coplanar trans-
mon. Essentially it is equivalent to a grounded transmon, see
Fig. 5. Embedded in an uninterrupted ground plane, the Xmon
qubit can prolong the coherent time by further employing
coplanar waveguide made with high-quality material. Better
connectivity can be accomplished via a cross-shaped capaci-
tor [37, 46–49]. The driving microwave applied as shown in
Fig. 5(b) is the following
Vg = V cos(ωt + φ0). (10)
The frequency of the microwave is chosen to match the reso-
nant frequency of the isolated qubit in Eq.(9). As a result, the
Hamiltonian of the Xmon is
Hˆ = 4EC nˆ2 +
VgCgnˆe
CΣ
− EJ cos φˆ. (11)
The two-level qubit Hamiltonian via truncating all the higher
energy levels is thus
Hˆ =
1
2
~ (ω + ωΦ) σˆz +
ACge
CΣ
cos(ωt + φ0)σˆx, (12)
where ωΦ is the energy level shift caused by the external mag-
netic flux Φext controlled by varying Iext. Moving to the inter-
action picture with respect to Hˆ0, we would have
Hˆr = ~ωΦσˆz +
ACge
CΣ
(
cos φ0σˆx + sin φ0σˆy
)
. (13)
By varying the amplitude A and phase φ0 of the driving volt-
age Vg which is applied through the gate capacitor Cg, we
would have full control of the rotations of the qubit along the
X as well as the Y direction. The Z-direction control is exerted
via the change control current Iext which adjusts the external
magnetic flux Φext thrusting through the SQUID loop.
APPENDIX C: THE MANY-BODY SYSTEMS AND THE
TWO-BAND MODEL
The Hamiltonian of a two-band model is written as,
H =
∑
k
Ψ
†
kh(k)Ψk (14)
where Ψk denotes a spinor, h(k) takes the form
h(k) = d0(k) + d(k) · σ, (15)
where σ = (σx, σy, σz) is a vector of Pauli matrices, as al-
ready presented in the main text. This model can describe a
variety of physically different many-body systems. For exam-
ples, the Su-Schrieffer-Heeger (SSH) model [42] describes the
simplest one-dimensional topological insulator. We have that
Ψ
†
k = (c
†
kA, c
†
kB) with A and B referring two sub-lattices, d(k) =
[(t+ δt) + (t− δt) cos k, (t− δt) sin k, 0)], with (t± δt) being the
hopping amplitudes in the unit cell and between the adjacent
cells, respectively. Another example is p-wave Kitaev chain
[43] which describes a one-dimensional topological supercon-
ductor. For this case, we have that Ψ†k = (c
†
k , c−k) and d(k) =
[0,∆ sin k, (−µ/2−t cos k)], where ∆ denotes the pairing poten-
tial, µ the chemistry potential, t the hopping amplitude. When
t = ∆, it corresponds to the transverse field Ising model [44]
after mapping to the free fermions by Jordan-Wigner transfor-
mation. Here, we have d(k) = [0, sin k, (g−cos k)]. The details
are as follows.
The SSH model is the simplest two-band model describing
polyacetylene, which is a one-dimensional topological insula-
tor. The Hamiltonian reads
HS SH =
∑
l
(t + δt)c†A,lcB,l + (t − δt)c†A,l+1cB,l + h.c.
(16)
A and B refer to two sublattices. The hopping amplitude in the
unit cell is t+ δt while that between adjacent unit cell is t− δt.
Performing the Fourier transformation ckA = 1√N
∑
l e−iklcA,l
and ckB = 1√N
∑
l e−iklcB,l, where N is the number of sites, we
obtain
HS SH =
∑
k (t + δt)(c
†
kAckB + h.c.)
+ (t − δt)(eikc†kAckB + h.c.). (17)
Introducing the spinor Ψ†k = (c
†
kA, c
†
kB), the Hamiltonian can
be written in a compact form,
HS SH =
∑
k Ψ
†
k[((t + δt) + (t − δt) cos k)σx
+ (t − δt) sin kσy]Ψk, (18)
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FIG. 5. Equivalent circuits of (a) the isolated transmon circuit and (b) its Xmon variety with control.
where d(k) = [(t+δt)+(t−δt) cos k, (t−δt) sin k, 0)] referring to
Eq.(15). The system is topologically nontrivial when |t+ δt| <
|t − δt|. Otherwise it is topologically trivial.
The p-wave Kitaev chain is a one-dimensional topological
superconductor introduced by Kitaev [43]. The Hamiltonian
reads,
HK =
∑
l
− t(c†l cl+1 + h.c.) − ∆(c†l c†l+1 + h.c.)
− µ(c†l cl −
1
2
) (19)
t is the hopping amplitude; ∆ is the p-wave superconductor
pairing potential and µ is the chemical potential. Performing
the Fourier transformation ck = 1√N
∑
l e−iklcl and introducing
the spinor Ψ†k = (c
†
k , c−k), we obtain,
HK =
∑
k
Ψ
†
k[∆ sin kσy + (−µ/2 − t cos k)σz]Ψk, (20)
where d(k) = [0,∆ sin k, (−µ/2− t cos k)] referring to Eq.(15).
This model is mathematically equivalent to the transverse field
Ising model when t = ∆, and it is topologically nontrivial
when 2|t||µ| > 1.
The transverse field Ising model is described as,
HIsing = −
∑
l
σxlσ
x
l+1 + gσ
z
l . (21)
g is the transverse field strength. The spin model can be
mapped to the free-fermion model by using Jordan-Wigner
transformation
σzl = 1 − 2c†l cl, σxl =
∏
j<l
(1 − 2c†jc j)(cl + c†l ). (22)
The Hamiltonian changes to,
HIsing = −
∑
l
(c†l cl+1 + c
†
l c
†
l+1 + h.c.) + g(1 − 2c†l cl).
(23)
Again, by using Fourier transformation and introducing the
spinor Ψ†k = (c
†
k , c−k)), we obtain,
HIsing =
∑
k
Ψ
†
k[sin kσy + (g − cos k)σz]Ψk, (24)
where d(k) = [0, sin k, (g − cos k)], which is used in the main
text. It is well known that the model is in ferromagnetic phase
when g < 1 and in paramagnetic phase when g > 1.
For Hamiltonian (14), see also (1) in the main text, one can
find that each k mode is decoupled, so we can investigate each
mode separately. The eigenvalues of h(k) are given by
±(k) = d0(k) ± |d(k)|. (25)
The corresponding eigenvectors are denoted by |φ±(k)〉, or
written as density matrices
ρ±(k) = |φ±(k)〉〈φ±(k)| = 12
[
1 ± dˆ(k) · σ
]
, (26)
where dˆ(k) = d(k)|d(k)| corresponding to a unique vector on the
Bloch sphere.
To study the quench dynamics, we first prepare the system
in ground state of the initial Hamiltonian hi(k), i.e. ρi(k) =
|φi(k)〉〈φi(k)| = 12
[
1 − dˆi(k) · σ
]
, corresponding to the minus
eigenvector in (26). Then taking a sudden quench to the final
Hamiltonian h f (k), which determines d f (k). The state evolves
as |φ(k, t)〉 = e−ith f (k)|φi(k)〉. A more enlightening picture can
be presented as density matrix form,
ρ(k, t) = |φ(k, t)〉〈φ(k, t)| = 1
2
[
1 − dˆ(k, t) · σ
]
, (27)
where
dˆ (k, t) · σ = e−itd f (k)·σ
(
dˆi (k) · σ
)
eitd f (k)·σ. (28)
It is simply the spin precession on the Bloch sphere, that is,
dˆi(k) rotates around dˆ f (k) with period pi|d f (k)| .
APPENDIX D: EXPERIMENTAL SCHEME
Experimentally, we prepare the initial state and control its
evolution by the corresponding Hamiltonian, see Fig. 6 for the
schematic description. The evolving state is read out by state
tomography. Our simulation focuses on the case of the trans-
verse field Ising model (21,24). In general, the initial state
should be prepared as |φi(k)〉 depending on the initial Hamil-
tonian hi(k). Without loss of generality, we always prepare the
initial state in experiment as
|φi〉 = 1√
2
(|0〉 + |1〉). (29)
At the same time, the quenched Hamiltonian should be
changed correspondingly. Considering that the prepared ini-
tial state |φi〉 in Eq.(29) is an eigenvector of σx, σx =
8FIG. 6. Experiment control sequence. The initial state is prepared at the state initialization period by control quantity A0 cos(ωt + ϕ0). The
state is prepared as |φi〉. Then for a quantum quench, by controlling ϕk depending on momentum k, we adjust the direction of the rotation axis,
shown in Eq.(13).
U†hi(k)U, which corresponds to hi(k) by a unitary transforma-
tion U. Then for a quantum quench, the applied Hamiltonian
takes the form U†h f (k)U.
Now, let us show how to realize a qubit rotation in experi-
ment. In the Hamiltonian of a qubit Eq.(13), the two terms in
the parentheses represent a rotation with axis in the XY plane.
The direction can be adjusted by controlling the parameter φ0
in Eq.(13), which depends on momentum k. Experimentally
as shown in Fig. 6, by controlling ϕk in Ak cos(ωt + ϕk), we
can realize the control of axis direction in the XY plane for a
rotation. Explicitly in Fig.2 in the main text, we can find that
the rotation axes are in the XY plane.
Our simulation scheme can be applied to general two-band
models. For example as shown in Ref.[45], the temporal topo-
logical phenomena can be simulated by a qubit subjected to a
two-frequency drive. The Hamiltonian takes the form,
Htemp. = v1 cos(ω1t + ϕ1)σx + v2 sin(ω2t + ϕ2)σy
+[m − b1 cos(ω1t + ϕ1) − b2 cos(ω2t + ϕ2)]σz,
(30)
where the notations and the implication of this model can be
found in Ref.[45]. This Hamiltonian corresponds to Eq.(13),
and can be realized by a superconducting qubit. The rotation
axis should be in arbitrary direction. The topological phenom-
ena are described by whether the whole Bloch sphere of the
corresponding states are covered or not, which is similar with
our experiment performed.
APPENDIX E: RELATION BETWEEN DYNAMICAL
QUANTUM PHASE AND DYNAMICAL CHERN NUMBER
In Ref. [50], it is shown that the Loschmidt amplitude of a
two-band system can be written as
G(t) =
∏
k
[cos(|d f (k)|t) + idˆi(k) · dˆ f (k) sin(|d f (k)|t)], (31)
where di(k) and d f (k) correspond to the pre- and post-quench
Hamiltonians, respectively. The dynamical quantum phase
transition (DQPT) occurs when the Loschmidt amplitude
reaches zero at a critical time tc. As we see from Eq. (31),
the existence of zeroes of G(t) requires that there are at least
one critical momentum k∗ satisfying
dˆi(k∗) · dˆ f (k∗) = 0, (32)
i.e., the vector dˆi(k) is perpendicular to dˆ f (k) at the critical
momentum k∗, and the DQPT occurs at
tc =
pi
|d f (k)| (n +
1
2
), n = 0, 1, 2, . . . , (33)
and the Bloch vector satisfies dˆ(k∗, tc) = −dˆi(k∗) [24]. For
clarity, we employ the Ising model to elucidate the condition
of DQPT. One has,
di(k) · d f (k) = sin2 k + cos2 k − (gi + g f ) cos k + gig f
= 0. (34)
The solution exists when
| cos k| =
∣∣∣∣∣∣1 + gig fgi + g f
∣∣∣∣∣∣ < 1. (35)
One can obtain sgn[(1 − |gi|)(1 − |g f |)] = −1, i.e. DQPT oc-
curs if and only if the initial Hamiltonian and the final Hamil-
tonian belong to different phases for the Ising model, and
k∗ = ± arccos 1+gig fgi+g f .
We also know from Refs. [24] and [26] that a dynamical
Chern number can be defined in momentum-time space in a
quench process. First we should find the fixed points km that
satisfying dˆi(km) is parallel and anti-parallel to dˆ f (km). Here
we just focus on the transverse field Ising model, there are
only two fixed points k = 0 and k = pi. Then the dynamical
Chern number is defined as
Cdyn =
1
4pi
∫ pi
0
dk
∫ pi
0
dt′(dˆ × ∂t′ dˆ) · ∂kdˆ (36)
where t′ = td f is the rescaled time.
For the fixed point k = 0, we have dˆ(0) = (0, sgn(g − 1), 0),
and for the fixed point k = pi, we have dˆ(pi) = (0, sgn(g+1), 0).
The dynamical Chern number is calculated,
Cdyn =
1
2
(cos θk=0 − cos θk=pi), (37)
9where θk is the induced angle between dˆi(k) and dˆ f (k). In our
experiment, we first choose gi = 0.2 and g f = 1.5, hence
dˆi(0) · dˆ f (0) = −1 and dˆi(pi) · dˆ f (pi) = 1, the dynamical Chern
number is Cdyn = −1. As a result the Bloch sphere is fully
covered as shown in Fig. 2(g) in the main text. From the
continuity of the function dˆi(k) · dˆ f (k), there must be a critical
momentum k∗ between 0 and pi satisfying dˆi(k∗)·dˆ f (k∗) = 0, so
we can draw a conclusion that the nontrivial dynamical Chern
number ensures the occurrence of DQPT.
We also choose gi = 0.2 and g f = 0.5, we have dˆi(0) ·
dˆ f (0) = dˆi(pi) · dˆ f (pi) = 1, and hence the dynamical Chern
number Cdyn = 0. In this case the Bloch sphere is not fully
covered as shown in Fig. 2(n) in the main text, and the DQPT
would not occur.
The nontrivial dynamical Chern number indicates the emer-
gence of Skyrmion lattice in the momentum-time space. If
gi = 0.2 and g f = 1.5, the dynamical Chern number is non-
trivial, we consider the expectation value
〈dˆ(k, t)〉 ≡ 〈φ(k, t)|dˆ · σ|φ(k, t)〉 = −dˆ(k, t) · dˆi(k). (38)
At k = k∗ and t = tc, 〈dˆ(k, t)〉 reaches the minimum −1 and
(k, t) = (k∗, tc) is the center in the texture of pseudospin as
shown in Fig. 4(c). It forms a lattice during the time evolution
with the lattice spacing is just the period of DQPT pi|d f (k)| . In
the case gi = 0.2 and g f = 0.5, the DQPT would not occur,
the dynamical Chern number is trivial and Skyrmion lattices
would not appear as shown in Fig. 4(d) in the main text.
APPENDIX F: ERROR BAR SHOWN IN THE FIGURES
The dynamical free energy can be expressed in terms of
dˆi(k) and dˆ(k, t)
f (t) = − 1
N
∑
k
log
1 + dˆi(k) · dˆ(k, t)
2
, (39)
In our experimental setup, dˆi(k) is a fixed unit vector. To es-
timate the experimental error of f (t), we need only to esti-
mate the fluctuation of dˆi(k). Given a specific k, we have ob-
tained 70 state tomography data dˆ(k, t) corresponding to dif-
ferent time points on the evolution path on the Bloch sphere.
Each of these tomography data dˆ(k, t) is an average of 5000
raw data. We estimate the fluctuation of dˆ(k, t) by estimating
the fluctuation of the radius of the evolution path traced on the
Bloch sphere. For each path, we choose three equally sepa-
rated state points dˆ(k, t) and calculate the radius determined.
Thus for k, we obtain 22 estimation of the evolution path. The
magnitude
∥∥∥∆dˆ(k)∥∥∥ of the fluctuation of dˆ(k, t) is evaluated by
the standard deviation of the 22 estimation of the radius. The
error of the dynamical free energy is hence
∆ f (t) =
1
N
∑
k
∥∥∥∆dˆ(k)∥∥∥
1 + dˆi(k) · dˆ(k, t)
. (40)
Those error bars are indicated in the Fig. 3 and Fig. 4 in the
main text.
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