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Abstract 
Reconstructions of past climates are based on the calibration of available proxy data. This 
calibration is usually achieved by means of linear regression models. In the recent paleo-
climate literature there is an ongoing discussion on the validity of highly resolved (annual 
time scales) climate reconstructions. The reason for this is that the proxy data are noisy, i.e. in 
addition to the variability that is related to the climate variable of interest, they contain other 
sources of variability. Inadequate treatment of such noise leads to a biased estimation of 
regression slopes, resulting in a wrong representation of the real amplitude of past climate 
variations. Methods to overcome this problem have had a limited success so far. Here, we 
present a new approach – SINOMA – for noisy serial data streams (e.g. time series, spatial 
transects) that are characterized by different spectral characteristics of signal and noise. 
SINOMA makes use of specific properties of the data streams’ temporal/spatial structure and 
by this is able to deliver a precise estimate of the true regression slope and, simultaneously, of 
the ratio of noise variances present in the predictor and the predictand. The paper introduces 
the underlying mathematics as well as a general description of the presented algorithm. The 
validity of SINOMA is illustrated with two test data sets. Finally, we address methodological 
limitations and further potential applications. 
 
 
 
 
Keywords: palaeoclimate reconstruction, unbiased model slope estimation, error noise ratio, 
variance matching 
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1 General introduction 
Estimating a linear relationship between two variables that are both disturbed by noise is a 
common problem in many scientific fields, e.g. in climate sciences (e.g. Allen and Stott, 
2003), ecology (e.g., McArdle, 1988; Carpenter et al., 1994), econometrics (e.g., Hausman, 
2001), or astronomy (e.g., Akritas and Bershady, 1996). Particularly, the issue has been 
vigorously discussed over the last decade in the context of paleo-climate reconstruction 
methodology (e.g., Esper et al., 2002; Zorita et al., 2003; von Storch et al., 2004; Moberg et 
al., 2005; Hegerl et al., 2007; Riedwyl et al., 2009; Christiansen et al., 2009; Tingley and 
Huybers, 2010a,b; Christiansen 2011; Christiansen and Ljungqvist, 2011; Kutzbach et al., 
2011; Moberg and Brattström, 2011; Christiansen 2012; Christiansen and Ljungqvist, 
2012a,b; Moberg, 2012; Tingley and Li, 2012; Tingley et al., 2012). For reasons of simplicity, 
we will focus the discussion of the presented new approach on its implications for the 
reconstruction of paleo-climatic time series. Nevertheless, the new methodology will also be 
applicable for many other scientific fields dealing with relationships between noisy serial data 
streams (e.g. also spatial transects). 
For the non-climatologist reader, a short introduction into the paleo-climate reconstruction 
problem shall be given here: The reconstruction of past climates is based on the assumption 
that natural environmental archives – like tree-rings, coral skeletons or ocean and lake 
sediments – reach back beyond instrumental records and thus contain information that can be 
used as proxies (“approximations of”) for certain target climatic quantities (e.g. summer air 
temperature) that influenced the proxy during its formation. Although the relation between the 
proxy and the target climatic quantity might be complex, the simplifying assumption of a 
stationary linear relationship between the proxy and the climatic target quantity is commonly 
adopted (Sachs et al., 1977; Fritts et al., 1990; National Research Council, 2006; Kutzbach et 
al., 2011; Moberg and Brattström, 2011). Accordingly, the effects of secondary environmental 
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controls and disturbances have to be minimized by careful site and tree selection, so that their 
overall effect can be characterized as white noise disturbing the effect of the target climatic 
variable. The linear relationship is then used to predict (i.e. reconstruct) the target climatic 
quantity over the past using the proxy time series as predictor variable. However, despite the 
multitude of published paleo-climate reconstruction studies, the central question is still 
controversially debated: How to best estimate/calibrate the parameters of the linear model that 
describes the relationship between the proxy and the target climatic quantity (e.g., National 
Research Council, 2006; Christiansen, 2011; 2012; Christiansen and Ljungqvist, 2011, 
2012a,b; Moberg, 2012; Tingley et al., 2012).  
Direct ordinary least squares (OLS) regression with the proxy as the predictor variable and the 
target climatic quantity as the predictand variable has traditionally been the most often applied 
approach (National Research Council, 2006). But it is now widely acknowledged that direct 
OLS regression – due to the basic assumption of a noise-free proxy variable – will lead to 
biased model parameter estimates and underestimated amplitudes of the reconstructed climate 
time series at all frequencies (e.g., Hegerl et al., 2007; Riedwyl et al., 2009; Christiansen and 
Ljungqvist, 2011; Moberg and Brattström, 2011). Some authors argue for inverse OLS (INV) 
regression, thereby neglecting the noise in the target climatic quantity time series (Coelho et 
al, 2004; Christiansen, 2011, 2012; Christiansen and Ljungqvist, 2011, 2012a,b). In this 
context, we argue that both the proxy time series and the target climatic quantity time series 
have to be considered as contaminated with noise (Jones et al., 1997; Brohan et al., 2006) 
agreeing in this aspect with e.g. Ammann et al. (2010), Moberg and Brattström (2011), 
Moberg (2012), and Tingley and Li (2012). If the target climatic quantity is noisy, the INV 
model would lead to overestimated amplitudes at all frequencies (Kutzbach et al., 2011; 
Moberg and Brattström, 2011; Tingley and Li, 2012). 
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A solution for this more general case where both predictor and predictand measurements 
contain noise is known as the 'Errors-In-Variables' model (EVM) (e.g., Fuller, 1987; Cheng 
and van Ness, 1999). Although its application should be very common, this model is in 
practice rarely applied within the paleo-climatology community (but see e.g. Hegerl et al., 
2007; Amman et al., 2010; Moberg and Brattström, 2011). The main constraint of the EVM 
approach is that information on either the noise variance of the predictand variable, the noise 
variance of the predictor variable, or on the ratio of these noise variances is needed, which 
seldom is available (Kutzbach et al., 2011; Christiansen 2011, 2012; Moberg and Brattström, 
2011).  
The early statistical literature has already shown that the parameters of the EVM model are 
not identifiable without a priori information if the predictor and predictand variables and the 
noise processes are jointly normal independent random variables with zero expected value 
and unknown variances (Frisch, 1934; Kendall and Stuart, 1973; Söderström, 2007). 
However, if the predictor and predictand variables have non-normal distributions (Reiersøl, 
1950; Deistler and Anderson, 1989) and/or are characterized by serial correlation (Mehra, 
1976; Söderström, 1980, 2007; Solo, 1986, Castaldi and Soverini, 1996; Agüero and 
Goodwin, 2008), as is the case in many of the applications mentioned above, the model 
theoretically is identifiable. 
With this paper, we introduce the Sequential Iterative NOise Matching Algorithm (SINOMA) 
which recently has been designed to derive consistent estimates of the parameters of a linear 
relationship between two noisy time series and of their respective error variances. SINOMA 
makes use of the fact that the undisturbed predictor and predictand variables in many 
applications of interest are time series that have a fixed order in time, serial correlation and 
low-frequency fluctuations that dominate the power spectrum. On the other hand, we assume 
that the noise processes that disturb the variables are approximately white. Therefore, the 
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spectral properties of the undisturbed variables and the noise processes, respectively, are 
assumed to be different. Two time-varying variables which have a linear relationship are 
expected to have parallel low-frequency fluctuations of proportional amplitudes. This feature 
allows for separation of the co-varying undisturbed variables from the disturbing, statistically 
independent white noise processes of these time series when analyzed together. While others 
used spectral techniques to analyze the identifiability of dynamic EVM models (e.g., 
Söderström, 1980; Anderson and Deistler, 1984; Stoica and Nehorai, 1987), SINOMA is 
working in the time domain.  
SINOMA splits the two noisy time series into short sequences which are defined by the order 
of local extreme values and for which local means and variances can be estimated. The 
variability of the local means is dominated by the lower-frequency components of the 
undisturbed, noise-free variables, whereas the local variances are composed of the high-
frequency fluctuations of the disturbing noise and the undisturbed variables, respectively. 
SINOMA relies on the assumption that the highest-frequency fluctuations of the time series – 
and therefore the definition of the sequences with their local variances – are dominated by 
white noise. SINOMA is based on a group of structural similarity indices called Explanatory 
Powers (EP) that have been designed to simultaneously evaluate to which extent two time 
series on average have equal local means and equal local variances. With these EP indices, it 
becomes possible to evaluate the ratio of the error variances of the two noisy serial data 
streams. Specifically, the EP indices allow to estimate whether the error variances conform 
with reduced major axis (RMA) regression conditions (i.e., ratio of the error variances (λ) 
equals the square of the slope, thus λ = c²) or deviates from RMA conditions in the direction 
of OLS conditions (λ  ∞) or in the direction of INV conditions (λ  0). SINOMA 
iteratively adds numerically realized white noise of varying variance magnitude to both of the 
two serial data streams until valid error conditions for RMA regression are reached. When 
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RMA conditions are met, the consistent estimates of the model parameters (offset and slope) 
of the linear relationship between the non-noisy variables can be calculated e.g. by applying 
the RMA regression. Furthermore, the error variances of the noise processes originally 
disturbing the predictand and predictor variables, respectively, are identifiable.  
In section 2 we will give a short review on general model approaches and introduce three 
datasets that shall accompany the reader along the theoretical explanations of SINOMA. 
Section 3 introduces the Explanatory Powers EP indices. Section 4 describes the features of 
the EP indices within the range of EVM and how these are used to identify RMA conditions, 
which is the central procedure within SINOMA. In section 5 SINOMA is validated on a 
pseudo-proxy dataset. Finally, in section 6 we discuss the applicability, constraints and 
possible future applications of SINOMA. An overview on the nomenclature used throughout 
the manuscript is given in the Appendix (Table A1). 
 
2. OLS, INV, RMA and general EVM conditions 
2.1 Theoretical background and terminology 
For simplicity, our paper will focus on a linear one-dimensional model between the predictor 
variable x and the predictand variable y where the unknown parameters  and  are to be 
determined: 
  =  ∙  +           (1a) 
The predictor variable x and the predictand variable y are both time series that have a fixed 
order in time and serial correlation, i.e. they have spectral characteristics deviating from white 
noise. Both variables are not directly observable. Their observations are prone to errors 
leading to the series x' and y' which are disturbed by pair-wise independent noise terms ε and 
δ: 
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  =  + 	 ,	 =  +         (1b) 
Here, we suppose that both time series ε and δ are independent temporal sequences of 
identically distributed random variables with zero mean and series-specific constant variances 
 and , respectively. Consequently, both series represent perfect time-discrete white noise 
processes. Furthermore, we suppose that the errors ε and δ should be uncorrelated with the 
true values x and y:  
( ) ( ) ,var,var,0 22 δε δεδε SSEE iiii ====  for all i = 1,...,N (2a) 
( ) ( ) ,,0,cov,cov jijiji ≠== δδεε .      (2b) 
( ) ( ) ( ) ( ) ( ) jiyyxx jijijijiji ,all0,cov,cov,cov,cov,cov ===== δεδεδε  (2c) 
For finite samples these assumptions will however not be ideally fulfilled and in reality 
correlations between noise and signal of various strengths are likely to occur. These effects 
will of course influence the accuracy of SINOMA as they would do for all regression models 
(but see section 6.2).  
Since we assume a linear relationship between the real values x and y, the predicted values ŷ' 
are defined through estimates ĉ and ̂ as a linear function of observations x': 
  = ̂ ∙  + ̂         (3) 
According to our assumptions about the error noise we have 
 ̅′ = ̅    ,  =  =  ∙ ̅ +     ,   = ̂ ∙ ̅ + ̂  and  (4a) 
  =  +    ,  =  +  ,    =  ∙  =  ∙ ( − )   (4b) 
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where empirical means and variances are calculated for the corresponding time series. If the 
noise variance in either the x'- or y'- variable is known, the resulting EVM (= Errors-in-
Variables Model) slope can be achieved by:  
 ̂ = ′ ′′!"#$! =
 ′!"%!
′ ′         (5) 
However, if the noise variances are not known, equation (5) cannot be used. Only under 
additional assumptions explicit analytical estimates can be derived for the unknown 
parameters c and  (slope and intercept, see e.g. Fuller, 1987, Hartung, 1999, Kutzbach et al., 
2011). The most important case is the situation where the noise ratio λ is known with  
 &: = %!#! ,         (6) 
Slope and intercept are then given by the general EVM formula 
̂ =  
! "(∙!
∙  +
)( ! "(∙! )!*+∙(∙( )!
∙  =: ̂(&)    (7a) 
̂,-. =  − ̂ ∙ ̅,         (7b) 
where the slope is the larger solution of the quadratic equation 
 ∙ ̂ + /& ∙  −  0 ∙ ̂ − & ∙  = 0 .    (8) 
In this manuscript, ̂ is always related to equation (7a) and considered as a function of λ. 
Through the rest of the paper it will be convenient to assume (without loss of generality) that 
the slope is always positive, hence Sx'y' > 0. 
Three special cases exist for which the expression of equation (7a) simplifies remarkably to 
common approaches mentioned in the literature (see Table 1): 
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(a) For noiseless x' = x data λ tends to infinity and (7a) simplifies to the Ordinary Least 
Squares model (OLS, the most frequently considered assumption in the literature): 
 ̂23 =  !           (9a) 
(b) If λ equals the square of the slope c, then  ⁄ =  ⁄  and (7a) simplifies to the 
Reduced Major Axis model (RMA, aka variance matching model): 
 ̂56 = 7&56 =          (9b) 
(c) For noiseless y' = y data λ becomes zero, and (7a) simplifies to the inverse OLS model 
(INV): 
 ̂89 =  
!
           (9c) 
Referring to these definitions, data will be called 'between OLS and RMA' for ′ ′⁄ <
	 ⁄  and 'between RMA and INV' for ′ ′⁄ >  ⁄ . From the well-known relation 
 ≤  ∙  it can be easily derived that the inequality 
 ̂23 ≤ ̂56 ≤ ̂89        (10) 
holds (please see Table 1 and Kutzbach et al. (2011) for details). This means that if both x and 
y are noisy the OLS model will underestimate the true slope, the INV model will overestimate 
the true slope for noise in x and y data, and the RMA model will over- or underestimate the 
true slope if λ is smaller or larger than ′ ′⁄ 	, respectively. 
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Table 1: Three special solutions of equation (7a) based on either OLS, INV or RMA assumptions regarding the 
type of error noise in the data, and the respective variance ratio of model and observation.  
model OLS RMA INV 
valid for noise ratio λ = ∞ ′ ′⁄   0 
estimated slope ̂(&)  ̂23 =  ⁄  ̂56 =  ⁄  ̂89 =  =  
variance ratio ,-. /   R² 1 1/R² 
 
In most cases, there is no knowledge on the single noise intensities or about the noise ratio λ 
which is needed to calculate equation (7a). So far, the common procedure to treat such 
datasets was to either assume OLS, RMA, or INV data and accordingly calculate (9a-c). 
Modeled time series data ŷ' obtained by these approaches will be denoted 'OLS model', 'RMA 
model' and 'INV model' data, respectively. As shown, the parameters of these models are only 
consistent for particular noise ratios λ, while the estimate of ̂ from equation (7a), for 
known λ is always a consistent estimator of the true slope (Kutzbach et al., 2011). 
Using the Pearson correlation coefficient R between x' and y', the following relations between 
(9a-c) will be useful in later calculations: 
 
?
5 ∙ ̂23 = ̂56 = @ ∙ ̂89       (11) 
From (11) we immediately see that ̂89 = ̂23/@², hence the maximal underestimation of 
the real slope occurs for the OLS model under INV conditions and equals R². In contrast, the 
maximal overestimation (INV model in case of OLS conditions) is 1/R². However, the real 
error in slope estimates depends on how the noise, contributing to a certain R value, is 
distributed between both series. 
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Equation (8) can uniquely be solved for λ as a function of the slope estimate ĉ because ĉ(λ) is 
strictly decreasing in λ. Interestingly, this solution may be expressed in a rather simple form 
by using the particular model slope estimates from (9a-c) and the Pearson correlation 
coefficient R as abbreviations: 
 & = AB̂C-"A,̂-.( DEFGH	"	 DE,-.) =
EI.JI 	"A,̂-.
( DEFGH	"	
D
E,-.)
=
EFGH
I! 	"A,̂-.
( DEFGH	"	
D
E,-.)
     (12) 
This property will be of interest in section 4.  
For conceptual reasons we will keep the dash in the symbol K of predicted value to 
emphasize that our predictions (3) are based on the noisy values K although we will not use 
the estimated values K = ̂ ∙ K + ̂ calculated at the true values xi. It should be noted that 
since  = ̂ ∙   (as a consequence of (4a), see (A2) in appendix AI), the variance ratio of 
estimated K (based on proper λ) and observed ′iy  can easily be calculated under general EVM 
conditions and written as (cf. Table 1 and appendix AI for deductions of equations 9-13): 
 
 L,-.!
 ! = ̂ ∙
!
 ! = ̂ ∙
5!
AF̂GH!  .     (13) 
2.2 Example datasets 
To visualize the described mathematical relationships, we introduce three datasets, which 
represent almost OLS, RMA and INV conditions. The true x data were generated as one 
complete period of a time-discrete sine function, while the true y data were defined as the 
same sine function multiplied with the particular constant c = 2.1 (i.e. intercept zero): 
 
2
: sin=i
i
x
N
π
  ,  
2
: sin= ⋅ = ⋅i i
i
y c x c
N
π
   ,  i = 1,...,128  c = 2.1      (14) 
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The time series of observations ′ = +i i ix x ε , ′ = +i i iy y δ  used later on were obtained by 
adding independent, uniformly distributed random error values ε and δ of known variances 
2Sε  and 
2Sδ  and zero mean (i.e. ‘white noise’, Shumway and Stoffer, 2011). Random number 
generation was done according to the ‘Mersenne-Twister’ algorithm (Matsumoto and 
Nishimura, 1998). The corresponding λ were defined to meet nearly OLS, RMA or INV 
conditions. Particular numerical realizations of these three cases are visualized in Fig. 1 while 
the corresponding numerical values are given in Table 2. Since the structure of the noise in 
these datasets is known, it enables us to test the applicability of our methods introduced later. 
All calculations based on these datasets were done in ‘R’ (Version 3.0.1, R Foundation for 
Statistical Computing, Vienna, Austria). 
Table 2: Noise ratios used in the introduced model datasets and empirical sample estimates of R2. For technical 
reasons of the method introduced later a very small noise was added to x in OLS conditions and to y in INV 
conditions.  
conditions OLS RMA INV 
  2.2 0.860 0.00022 
 0.00005 0.195 0.5 
λ =  ⁄  44100 4.41 (= 2.1•2.1) 0.00044 
empirical R2 0.49 0.50 0.50 
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Fig. 1 upper panels: The three introduced sinusoidal model datasets representing either OLS, RMA, or INV 
conditions: x' data are plotted in black, y' data in grey. For details on the data properties please see Table 2. 
Lower panel: correct EVM model estimates ŷ' (black), achieved from equation (3) with the model parameter 
estimates (c0 and c) derived from (7), plotted together with measured y' (grey) for the three example datasets  
From Table 3 it can be seen that with decreasing noise ratio λ (i.e. increasing noise in x) the 
slope estimate ̂23 achieved by equation (9a) strictly decreases whereas the variance ratio 
,-. /  from (13) strictly increases. Further, the variance of best estimated model data 
derived from (7a) is smaller, equal to, or larger than the variance of the measured data for 
OLS, RMA, and INV data, respectively. Thus, in case of OLS conditions, the modeled ŷ' data 
will give the impression of "underestimating" the variability of the measured y' data. 
However, in this particular case, they truly represent the correct linear transformation of the 
noiseless measured x data. Contrary for INV data, the INV-modeled ŷ' data appear to 
"overestimate" the variability of the measured y data because they are obtained as a linear 
transformation of noisy x' data. In this case, the true slope is estimated by the INV equation as 
well as in the OLS case (~2.1), but the noise in the x' data (which is absent in x' for the OLS 
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case) then affects the model estimate ŷ' leading to the observed high variability. Finally, in the 
case of RMA data the EVM-modeled ŷ' data reproduce the noisy measured y' (but not the 
noiseless y) data very well (Fig. 1 lower panels). 
Table 3: Slope estimates from equations (7a) and (9a-c) (OLS, RMA, INV and general EVM model) for the three 
example datasets. The commonly applied model estimates (i.e. OLS, RMA and INV) are close to the true slope 
(2.1) only if the noise-ratio matches the requirements of the respective models. The general EVM model 
estimates with known λ in equation (7a) are always close to the true slope. 
 OLS-data RMA-data INV-data 
̂23 formula 2.07 (1.50) (1.08) 
̂56 formula (2.95) 2.11 (1.48) 
̂89 formula (4.20) (2.97) 2.08 
̂(&) formula 2.07 2.10 2.07 
,-. /   0.49 1.00 1.97 
range of  , y' (-2.1, 2.1) , (-4.4, 4.3) (-3.5, 3.2) , (-3.4, 3.5) (-4.3, 4.3) , (-2.1, 2.1) 
 
3.  The new approach: Structural comparisons of sequential data 
3.1 General description 
The new approach to EVM which we introduce by this paper aims at the comparison of 
structural properties of the two time series (or more general, sequential data): series  ≡
(K)KN?9  of observed values (i.e. response variable) and series  ≡ (K)KN?9  of predicted 
response values based on observations x’ and slope ̂ and intersection ̂ estimates 
achieved by particular solutions of (7a) and (7b). An important prerequisite of the underlying 
noiseless x and y data is that their spectral characteristics is different from pure white noise, 
i.e. not all of their periodic components are present with equal amplitude (Shumway and 
Stoffer, 2011). Basic structural properties are, among others, the particular temporal order of 
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the data pairs (K, K) and the 'local' means and 'local' variances, calculated for suitably small 
time intervals (later called 'elementary fluctuations') around an arbitrary target point i in time. 
From this we define 'areas of equi-amplitude' for the y' and ŷ' data and calculate the average 
local overlap between both series as a measure of congruence (see also Thees et al., 2009). By 
iterative changes of the properties of the two observed time series x' and y' (achieved by 
addition of extra noise) and, consequently, of the modeled time series ŷ', we are able to arrive 
at a special situation with a maximum of structural similarity of both series, resembling RMA 
conditions. This allows us to specify both an unbiased estimate of the true slope ĉ as well as 
of the variances of the original noise components in both series (and thus λ). 
3.2 Sequential structures of 'elementary fluctuations' 
In our approach, the local oscillations of K and K	series are split into sequences of so-called 
'elementary fluctuations' (indexed by s). Each fluctuation's range is defined from one local 
maximum to the next (or minimum to minimum, if necessary) and, therefore, consists of at 
least Ns ≥ 3 sequential values of the time series (see Fig. 2, left). For both series the 
arrangement of all local maxima leads to a specific partitioning of the discrete time axis i = 1, 
... , N into a finite number of M' (or PQ , respectively) intervals. By definition, the i-values of 
local maxima themselves belong to two neighboring elementary fluctuations.  
For each of the fluctuations (s = 1, ..., M') we define a symmetric interval RS around the local 
fluctuation’s mean ′sy  with a vertical length – called bandwidth – ′′ ≡s sA ( y ) A  of two times 
the local fluctuation’s standard deviation ′syS  of the ′iy  values within this fluctuation (Fig. 3, 
right). In a similar way we define the bandwidths for the s = 1, ... , Mˆ  fluctuations of 
modeled series ŷ' based on ′syˆ  and ′syˆS . By this, two sequences (
′
sA ) and (Âs) of local 
bandwidths are achieved as a structural representation of the single point data ( ′iy ) and (ŷi). 
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Our basic assumption thus is that the local bandwidths primarily represent the local noise 
intensities of the series, i.e. the occurrence of local maxima and minima is mainly driven by 
the noise. Therefore, it is crucial that the arrangement of the sequence boundaries (defined by 
the local extremes) mainly occurs due to the high frequency variations and thus the local 
extremes of the noise. As real world signals also contain high frequency variations, the 
arrangement will in reality possibly be affected by the high frequency variations of the signal, 
this depending on the spectral properties of the noiseless signal. If the spectrum of the 
noiseless signal comes close to that of white noise, the interactions between the high 
frequency variations of signal and noise will distort the arrangement of sequences in a way 
that the local sequences in average will not reflect the noise intensities. For such datasets 
SINOMA will not work. However, for signals with spectra different from white noise, the 
sequence’s standard deviations will reflect the noise intensities, but this depending on the 
departure of the respective spectrum from a white noise spectrum. This is in line with other 
authors who stated that it is theoretically possible to estimate the EVM parameters if the 
noiseless data have serial correlations that differ from the coincidential serial correlations of 
white noise (e.g. Mehra, 1976; Söderström, 1980, 2007). As a consequence, it becomes 
necessary to determine how ‘white’ the spectrum of the signal is to gather information on the 
suitability of the dataset for SINOMA. For this purpose, ad hoc tests based on filtered data 
have been developed, which will be presented soon (but see also section 6.2). 
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Fig. 2 Left: Adjustment of the elementary fluctuations, here following the local maxima (dots). Right (margins 
correspond with the black rectangle in the left image): An arbitrary fluctuation, here consisting of Ns = 5 points 
(i = 53, ... , 57), has been enlarged. The solid horizontal line indicates ′sy , the dashed lines indicate the upper and 
lower boundaries of ′As  defined as ′sy  ± ′syS . 
Due to the independent action of noise, both time series y' and ŷ will generally not express 
synchronously arranged local maxima nor minima (i.e. they will not oscillate ‘in phase’). 
Therefore, the comparison of all fluctuation bandwidths ′sA  and Âs will be carried out on a 
finer partition, defined through the joint intersections of all y' and ŷ' fluctuations (Fig. 3). If, 
for instance, the first fluctuation 1
′A  of the y' data is derived from six values and the first two 
fluctuations Â1,  Â2 of ŷ' are derived from three values each, 1′A  has to be compared both to Â1 
and Â2. In this way we obtain a partition of the discrete time axis i = 1, ..., N into a larger 
number of M intervals tied together. These are the smallest ones, where either the left or the 
right end point belongs at least to a local maximum in one of the time series. 
We define the local overlap of the time series as the length ′≡s s sO O( A ,Â )of the 
intersections of the range intervals of both contributing fluctuations. The definitions so far can 
be summarized as 
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 : [ ]′ ′′ ′ ′= − +s ss s y s yI y S , y S   ,    s = 1, ..., M' 
 : [ ]′ ′′ ′ ′= − +s sˆ ˆs s y s y
ˆ ˆ ˆI y S , y S   ,    s = 1, ..., Mˆ  
 2 ′′ = ⋅ ss yA : S  ,  2 ′= ⋅ sˆs yÂ : S   ,    s = 1, ..., M      (15a) 
 ( ): max min max 0′ ′ ′ ′′ ′ ′ ′ ′ ′= ∩ = + + − − −s s s sˆ ˆs s s s y s y s y s yˆ ˆ ˆO | I I | ( y S , y S ) ( y S , y S ) ,   , (15b) 
where, by definition, 0 ′≤ ≤s s sO A ,A  holds (with a corresponding relabeling of s according to 
M). 
Expressions (15) have to be calculated for each subset of the joint intersection of all 
fluctuations (indexed by s = 1, ..., M). Figure 3 visualizes the respective time series’ 
bandwidth variability along the fluctuations as two 'bands' around the local mean with an 
'amplitude' reflecting the local variability of each series as well as the overlap of the 
respective bandwidths over time. 
 
Fig. 3 Left: Fluctuation bandwidths TS  (solid line) and Âs (dashed line) as ‘bands’ along the respective time 
series y' (grey points) and ŷ (black points). The area shaded in grey indicates the overlapping areas Os of the 
respective fluctuations. The black rectangle indicates the margins of the right image which shows a subsequence 
of the fluctuation bandwidths at a higher resolution  
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3.3 Matching sequential structures 
A reasonable measure for the congruence between measured and predicted time series 
theoretically should be obtained by a comparison of the overlap Os to the arithmetic mean of 
the bandwidths ( ′sA +Âs)/2. On the other hand a comparison of Os to either ′sA or Âs indicates 
to which extent the overlap is explained by either ′sA or Âs.Therefore, for given time series y' 
and ŷ' ,  we define the local 'explanatory power' EPs as well as the 'partial explanatory power' 
indices UVS and UVWS as 
 UVS ≡ UVS(, ) ≔ 2$(6Y$*6$)/,     UVS ≔
2$
6$      UVWS ≔
2$
6Y$  .  
  (16) 
If, under 'ideal' conditions (i.e. ignoring unavoidable, but small random sample deviations), 
the local means ′sy  and ′syˆ  and the local bandwidths ′sA  and Âs are equal and, therefore, ′sI  
and ′sIˆ  coincide, the explanatory power EPs (as well as UVS and UVWS) reaches the maximal 
value 1 (i.e. 100% of local variability is mutually explained). In general the respective 
intervals ′sI  and ′sIˆ  will overlap only partly (or not at all), hence all explanatory power 
values satisfy 
 0 ≤ sEP  ≤ 1  ,    0 ≤ 	UVS ≤ 1  ,   0 ≤  UVWS ≤ 1   .     (17) 
The values of bandwidths ′sA  and Âs as well as the overlap Os vary along the sequence of 
elementary fluctuations, giving rise to a sequence 1=
M
s s( EP )  of varying values of local 
explanatory power. Thus it seems to be meaningful to define the arithmetic averages along the 
sequence, 
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UV ≡ UV(, ) ≔ ? ∙ ∑ UVS(, )SN?  ,      (18) 
as the "overall explanatory power" of the reconstruction and in a similar manner for the partial 
explanatory powers UVWand UV′. Although UV is not used in the algorithm it can be used to 
separate the spectral characteristics of the noiseless x and y variables from white noise as 
discussed in section 6.2. Specific characteristics of UVW	and UV′	are used to estimate λ between 
	and	′ which will be explained in detail in the following chapter. 
4.  Sequential Iterative NOise MAtching - SINOMA 
4.1 Behavior of 	^_′ and ^_Wover the possible EVM range of λ 
If analyzing the behavior of UV′ and UVW	over the possible EVM range of λ in (7a) from 
infinity to zero (i.e. varying ̂ from ̂23 to ̂89), UVW	will show its maximum either at or in 
proximity to ̂23, while UV′ shows its maximum either at or in proximity to ̂89. This is 
because for ̂23 the fluctuations of  data will mostly be encompassed by the fluctuations of 
y’. By increasing the slope towards ̂89, the fluctuations of  will successively enlarge and 
finally reach a point at which they become larger than those of y’. At ̂89 y’ fluctuations will 
thus mostly be encompassed by  (see Fig. 4 for examples). Therefore we introduce the 
following terms: 
UV89 = UV(̂89); UVW23 = UVW(̂23)       (nn) 
as characteristic values needed for further model identification. 
Depending on the error noise in the data, UVW23 will either be higher (for OLS conditions), 
equal to (for RMA conditions), or lower (for INV conditions) than UV89 . This is because the 
error noise in the data affects their local standard deviations and thus T’S and TaS. For a lower 
noise on x (tendency towards OLS conditions), this means that regarding the behavior of UV′ 
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and UVW over a range from ̂23 to ̂89,  fluctuations will still be mainly encompassed by y’ 
fluctuations for ̂23. In contrast for ̂89 y’ fluctuations will only marginally be encompassed 
by  fluctuations. This is because the latter show much lower local amplitudes due to the 
lower noise on x (see Fig. 4, upper panels). For a lower noise on y (tendency towards INV 
conditions), this means that  fluctuations will only marginally be encompassed by y’ 
fluctuations for ̂23 but for ̂89 y’ fluctuations will completely be encompassed by  
fluctuations. In this case, the latter show much higher amplitudes due to the higher noise on x 
(see Fig. 4, lower panels). Finally, if the noises of x and y match RMA conditions, UVW23 and 
UV89  should theoretically be identical, although in practice small differences will occur due 
to finite sample effects (Fig. 4 central panels). To visualize this Fig. 5 shows the behavior of 
UV′ and UVW over the range of ̂ slopes for the three example datasets. For a more 
theoretical explanation of this feature we refer to the appendix (AII). 
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Fig. 4 Visualization of the local overlaps of the bandwidths Ta′S and T′S. Each row belongs to a particular data 
structure (OLS, RMA, INV), each column represents a different model (formulas (9a-c)). The values of UVW23  
and UV89   are given to demonstrate their dependence on ̂ (see also Fig. 5) 
 
Fig. 5 UVW (dashed) and UV′ (solid) for model data over the range of EVM-model slopes for the three example 
datasets. For OLS data we have UVW23  > UV89 , for the RMA data UVW23  ≈ UV89 , and for the INV data UVW23  < 
UV89  
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4.2 QEP and ∆EP as criteria for estimating λ within SINOMA 
Due to the described behavior, we define the ratio between the independently maximized 
mean values, 
QEP = 
	bWFGH
	bBC-         (19) 
as an indicator of the size of the unknown noise ratio λ relative to RMA conditions with 
QEP > 1 indicating a lower signal to noise ratio of the y series (i.e. more noise on y),  
QEP ≈ 1 indicating (close to) RMA conditions, and 
QEP < 1 indicating a lower signal to noise ratio of the x series (more noise on x). 
QEP can be used to estimate the noise ratio through formula (A13, see appendix AIII), which 
then allows for an estimate of the true slope by (7a). A rough estimate of ĉ is provided by 
̂cd = ̂89 ∙ ?"d,e	 +)̂56 ∙ fb + ̂89 ∙ (?"d,e
! )!
+     (20) 
Another measure of the prevalence of RMA conditions is the difference 
∆EP = (UV′89) – (UVW23) ,       (21) 
with ∆EP < 0 indicating a lower signal to noise ratio of the y series (more noise on y),  
∆EP ≈ 0 indicating (close to) RMA conditions, and 
∆EP > 0 indicating a lower signal to noise ratio of the x series (more noise on x), 
 with the range -1 < ∆EP < 1. 
The sign and value of ∆EP allows for a slope estimate ĉ for small ∆EP (i.e. close to RMA 
conditions) by a simple linear interpolation: 
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̂c∆ = h̂56 + (̂89 − ̂56) ∙ ∆b						ij	∆b≥ 0̂56 + (̂23 − ̂56) ∙ ∆b						ij	∆b< 0      (22) 
We want to stress that the values ̂cd and ̂c∆ from (20) and (22), respectively, can only be 
considered as rough estimates for data representing noise conditions in proximity to either 
OLS or INV data. This is because a QEP of ∞ or 0 (i.e. ∆EP of -1 or 1 respectively) cannot be 
reached as the overlap never is ideal due to random sample deviations. However, towards 
RMA conditions this error diminishes, wherefore equations (20) and (22) will theoretically 
deliver precise slope estimates if RMA conditions prevail. 
4.3 Generation of pseudo-RMA conditions within SINOMA 
Therefore, to achieve a best estimate of the true slope, it will be necessary to superimpose the 
original x' or y' data with artificial, independent, computer-generated random errors (which 
ideally meet the general assumptions mentioned in section 2) until RMA conditions are 
reached, indicated by QEP ≈ 1 and/or ∆EP ≈ 0. For reasons of simplicity, we only refer to QEP 
as a measure of deviation from RMA conditions in the following description of the algorithm. 
Equivalently, it also is possible to use ∆EP as such a measure. 
SINOMA was specifically developed to iteratively approximate RMA conditions for any kind 
of initial serial dataset (x', y'). In SINOMA, the nature of the error-noise ratio (larger, equal to 
or smaller than RMA ratio) is estimated by calculating QEP. Depending on the result, either 
the x' data (in case of a stronger noise in the y' data, i.e. QEP > 1) or the y' data (in case of a 
stronger noise in the x' data, QEP < 1) are superimposed with an independent, artificial "white" 
noise 	l  or l of strong intensity parameterized by its variances. The complementary variable 
is also superimposed with an artificial noise, but of very weak intensity. This is only done to 
assure a minimum number of elementary fluctuations in case that the observed variable really 
was noiseless and only expressed low frequency oscillations (as e.g. the sine waves used as 
examples). The modified series have the structure 
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 a,:′′ = + +i i i ix x ε ε   ,    a,:′′ = + +i i i iy y δ δ   ,    i = 1, ..., N   ,    (23) 
where all values (εa,i) and (δa,i) are mutually independent, identically and uniformly 
distributed random numbers with zero mean and variances 
a
2Sε  and a
2Sδ , respectively. 
QEP is calculated for the new series x'' and y''. In case the relation of QEP to 1 (being either > 
or <) remains unchanged, the added noise was too weak to generate RMA conditions. In this 
case an even stronger artificial noise is superimposed to the same data set as before (either x' 
or y'). In case the relation of QEP to 1 changes the superimposed noise was too strong and the 
RMA point has been passed. Then the noise strength is reduced a little until the relation of 
QEP to 1 again changes. Each time when the relation of QEP to 1 changes (forth and back), a 
new preliminary slope estimate ̂c can be calculated by equation (20). This procedure is 
iteratively repeated until QEP values are obtained being close enough to one (e.g. |fb 	−
	1| < 0.01). In practice it is however very unlikely that QEP becomes exactly one because of 
the unavoidable variations of finite elementary fluctuation samples and, hence, violations of 
the general assumptions. In our test runs, the value of QEP finally fluctuated erratically around 
one. As a break criterion for the iteration, we therefore demanded that the difference of ̂c from 
(20) to the slope ̂56 in (9b) becomes less than a certain threshold (e.g. 0.01). At this point 
we claim that the modified data set has reached pseudo-RMA conditions. Then, the slope 
estimates (20) can be interpreted as a very small correction to the ̂56  value of this noise-
specific dataset. In Table 4 we present some numerical results derived from the application of 
the SINOMA algorithm to the example data sets.  
From the final slope estimate ̂ = ̂ ≈  the original noise ratio EVM ′ ′≡ ( x , y )λ λ  can be 
calculated according to (8) or, more directly, using (12). Then, by definition of the RMA case, 
the noise ratio λ'' of the modified time series (x'', y'') with mutually independent extra noise 
contributions q  and q   is calculated as 
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2 2 22
EVM
RMA 2 22 2
+ ⋅ +
′′ ′′ = =
+ +
a a
a a
S S S S
'' ( x , y )
S S S S
εδ δ δ
ε εε ε
λ
λ      (24) 
and should be equal to ̂56  (cf. (9b)). This equation can be solved for  which finally gives 
     
2 2
RMA2
RMA EVM
− ⋅
=
−
a a
S '' S
S
''
δ ε
ε
λ
λ λ
 , 
2 2
EVM= ⋅S Sεδ λ      (25) 
as the best estimates of the (formerly unknown) noise variances   and   embedded in the 
original observations x' and y'. Given (5), it now becomes possible to estimate the standard 
deviations Sx and Sy of the noiseless data.  
Table 4: Numerical values of QEP and ̂c according to (20) and (21) after the first step of the algorithm and after 
50 iterations, generating nearly RMA conditions for the three (iteratively modified) example datasets. The first 
slope estimate ̂c  based on (20) is too high (or too low) for OLS (or INV) data, while the slope estimate for the 
RMA example already is very close to the true slope. After 50 iterations of the algorithm ̂c estimates nearly the 
true value of 2.1 in all three cases. 
dataset first estimate of QEP first estimate of ̂c  from (20) SINOMA estimate of ̂c 
OLS data 2.948 2.14 2.06 
RMA data 1.001 2.09 2.09 
INV data 0.578 1.88 2.15 
 
5. Validation of SINOMA 
To test the validity of SINOMA on a data set that better represents real time series, it was 
applied to a pseudo-proxy dataset. Here, the noisy x’ and y' data were respectively generated 
by adding two different artificial noises to a temperature series obtained from a climate 
simulation with an atmosphere-ocean general circulation model covering the past 1000 years 
(von Storch et al., 2004). These data reflect the simulation of annual mean temperatures of 
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one grid cell representative for the subpolar region of Northern Europe in the period 1890-
1990 (mean: 1.232 °C, sd: 1.092 °C; see Fig. 8) and were subsequently normalized to a 
standard deviation of one. The relationship between (noiseless) x and y was simply put as
1= ⋅y x  (i.e. c = 1, c
0
 = 0). The noise intensities were thereby selected in a range that the 
coefficient of determination R² of classical OLS calculations was approximately 0.3. This R² 
value is comparable to what frequently is achieved in terms of climatological reconstructions 
from tree-rings (e.g. Fritts, 1976).  
 
Fig. 6 Annual mean near-surface air temperature simulated in coupled atmosphere-ocean simulation with the 
climate model ECHO-G in a model grid-cell located in the Artic region. The model was driven by variable 
realistic external climate forcing  (von Storch et al., 2004) 
 To reflect the possible variety of the error noises, ten different pseudo-proxy data sets with 
different noise ratios were generated (cf. Table 5). The EVM slope estimates through formula 
(7a) from these pseudo-proxy datasets were always close to the true slope and, of course, 
better than the estimates simply achieved by the OLS, RMA and INV formula, respectively. 
They were, however, never exactly equal to 1, because unavoidable small ‘errors’ were caused 
by the violation of the general assumptions through covariances of the superimposed noise 
data (covariances in the range of ±0.001 to ±0.1). But these noise covariances can also be 
taken as more representative for realistic conditions, as the ‘noise’ in many cases is, to some 
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extent, either correlated with one of the variables and/or the respective other noise. SINOMA 
was then applied ten times (with 40 iterations each) to an arbitrary, randomly selected pseudo-
proxy dataset, namely E1_Test4 (see Tables 5 and 6). A ten-fold replication of the algorithm 
was carried out, because in each iterative step the unavoidable violations of the ideal 
assumptions on the noise terms (being independent, centered, no covariance etc.) caused small 
fluctuations of the numerical slope estimates around the optimal estimate. However, on 
average SINOMA achieved very accurate slope estimates (close to the true value 1) which 
were always much better than the estimates derived from simple OLS, RMA or INV models. 
While the sinus-like data in chapter 4 represent a rather smooth signal disturbed by noise, the 
latter example shows that also seemingly "irregular" time series like the ERIK data can be 
successfully processed with SINOMA. The accuracy is as good as the empirical slope 
estimates based on known noise ratio and formula (7a), but our algorithm works without any 
information about the noise component in the observed variables. Besides obtaining the slope 
estimate, SINOMA allows for estimating the standard deviations of the noiseless x and y data 
and the respective error noises by applying (5) and (25) (see Table 6). A comparison of tables 
5 and 6 shows that even for this rather irregular dataset, the average λEVM of 0.229 obtained 
by ten calculations is in good proximity to the true error noise ratio of 0.182. Also the 
standard deviations of the noiseless x and y data are well estimated  (1.144 and 1.069, 
respectively, compared to 1.092). 
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Table 5: Data set ERIK_grid 1 (N = 101) from von Storch et al., (2004) superimposed with computer-generated 
random errors with predetermined noise ratio λ. The slope ĉEVM (λ) was calculated by equation (7a). For 
computer-generated random noise realizations the empirical range of covariances among each other and to the 
variables was typically ±0.001 to ±0.1. 
data set λ R2 true c ĉOLS ĉRMA ĉINV ĉEVM(λ) 
E1_Test1 0.096 0.314 1.0 0.331 0.591 1.053 0.873 
E1_Test2 0.118 0.275 1.0 0.364 0.695 1.326 1.108 
E1_Test3 0.142 0.335 1.0 0.458 0.791 1.366 1.176 
E1_Test4 0.182 0.295 1.0 0.394 0.726 1.335 1.048 
E1_Test5 0.715 0.277 1.0 0.486 0.922 1.752 0.997 
E1_Test6 1.481 0.271 1.0 0.558 1.071 2.057 0.953 
E1_Test7 2.972 0.285 1.0 0.733 1.375 2.577 1.138 
E1_Test8 9.790 0.260 1.0 0.758 1.488 2.921 0.899 
E1_Test9 10.500 0.337 1.0 0.931 1.603 2.762 1.092 
E1_Test10 16.700 0.324 1.0 0.955 1.679 2.951 1.070 
mean cˆ        1.035 
st. dev. Sĉ       0.102 
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Table 6: Test data set E1_Test4 (from Table 5), ten times superimposed with additional computer-generated noise 
of different intensities (denoted by suffixes AN1–10). The slope estimate ĉSNM was calculated by the SINOMA 
algorithm proposed in chapter 4. The standard deviations of the noiseless x' and y' data and the respective error 
noises were achieved by (5) and (30).  
data set ĉSNM 
 
S
εa
 
 
S
δa  
λEVM  
Sε   
Sδ   
S
x   
Sy  
E1_Test4+AN1 1.004 0.028 1.112 0.215 1.248 0.579 1.127 1.074 
E1_Test4+AN2 0.956 0.028 0.951 0.255 1.171 0.591 1.207 1.068 
E1_Test4+AN3 0.976 0.028 1.031 0.237 1.218 0.593 1.160 1.067 
E1_Test4+AN4 1.022 0.028 1.110 0.214 1.185 0.548 1.193 1.090 
E1_Test4+AN5 1.023 0.028 1.182 0.200 1.285 0.575 1.085 1.077 
E1_Test4+AN6 0.996 0.028 1.146 0.221 1.305 0.613 1.061 1.055 
E1_Test4+AN7 0.987 0.028 1.057 0.229 1.224 0.586 1.153 1.071 
E1_Test4+AN8 0.930 0.028 0.924 0.277 1.204 0.634 1.174 1.043 
E1_Test4+AN9 0.959 0.028 0.989 0.252 1.210 0.608 1.167 1.058 
E1_Test4+AN10 1.036 0.028 1.189 0.190 1.265 0.551 1.108 1.089 
mean 0.990   0.229 1.232 0.588 1.144 1.069 
st. dev. 0.034   0.027 0.043 0.027 0.047 0.015 
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6.  Discussion and Conclusion 
6.1 The potential of SINOMA 
In this paper, we have introduced a new approach (SINOMA) to derive an unbiased 
estimation of the true slope of a linear relationship between serially realized, noisy x and y 
data without any extraneous knowledge on the noise variance ratio of these variables. 
SINOMA is able to estimate the noise variances of both noisy variables and the respective 
noise variance ratio directly from the two noisy serial data streams. This is possible because 
the two serial data streams have a linear relation and thus a common sequential structure 
allowing the separation of signal and noise. It is essential for our novel approach that, in 
contrast to standard regression procedures such as OLS, RMA and INV models, the 
estimation of the model slope is not only based on the simple comparison of single pairs (x', 
y') of noisy measurements. Additionally, local ‘bandwidths’ of ‘elementary fluctuations’ in 
the sequential realizations of the K and K data are compared, thereby evaluating the 
structural similarity between the two serial data streams. The ‘best’ slope estimate ĉ is 
iteratively determined by I) artificially generating RMA conditions (validated by QUVmax ≈ 1) 
through adding white noise and II) extracting the slope estimate at this special point by either 
the cRMA slope estimate which is appropriate under these conditions or application of the error 
noise estimates to (20).  
To our knowledge, the approach of SINOMA is completely new, as noisy (x', y') data so far 
could only be handled correctly if either the error variance of the predictor variable or the 
error variance of the predictand variable or the error noise ratio of both was known, or at least 
good estimates of these noise measures were available (e.g. Kutzbach et al., 2011; Moberg 
and Brattström, 2011). However, in most cases, there is no extraneous knowledge about the 
noise of the x and y data available. Hegerl et al. (2007) and Ammann et al. (2010) proposed 
other possibilities for empirically estimating the error variances directly from two noisy time 
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series in the context of paleo-climate reconstruction. Hegerl et al. (2007) estimate the proxy 
(predictor) error variance by varying it over a wide range and selecting the error variance that 
produced the lowest deviations between reconstructed and observed climatic time series 
(evaluated by an F-test). In our view, this approach should lead to a systematic preference for 
low proxy error variances since the model evaluation is again based on the comparison of 
single pairs (x', y') of noisy measurements and noisy reconstructed values. However, the 
residuals between the noisy calibration and reconstructed data pairs should be minimized per 
definition by OLS regression (which will on the other hand deliver attenuated slope 
estimates). The approach of Ammann et al. (2010), who proposed estimating the proxy error 
variance by minimizing the bias between predicted (reconstructed) and independent validation 
datasets, (by cross-validation) appears to us more reasonable. However, the authors did not 
express how the validation bias should be evaluated, which is in our view the central question 
(see discussion above). As statistical measures that directly compare single pairs (x', y') of 
noisy measurements are inappropriate, lowpass filtering would be required; however, then the 
question arises as to whether the calibration time series of the instrumentally measured 
climatic variable is long enough (has enough degrees of freedom for a fivefold cross-
validation as suggested by Ammann et al. (2010).  
As our approach is able to estimate the error variances only from the two noisy data streams, 
we are convinced that the proposed approach will substantially contribute to many research 
fields dealing with the identification of linear relationships between pairs of serially realized 
data, such as paleo-climatology, dendrochronology, and remote sensing. With the examples 
given in this manuscript, we were able to show that SINOMA is able to estimate the true 
slope of a linear relationship between noisy data with a high accuracy. The estimates are 
numerically equal to those obtained from OLS, RMA and INV models if the error-related 
requirements of these model approaches are fulfilled. They are (within random deviations) 
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much better than those other models in the cases in which their underlying assumptions are 
not fulfilled. 
 6.2 Constraints of SINOMA 
Even though SINOMA estimates model slopes with a high accuracy, we want to stress that for 
all but true OLS conditions (noiseless x data) the modeled data ŷ' will still be erroneous – in 
the sense that they will be disturbed by noise. This is because the modeled data (apart from 
exact OLS conditions) have to be calculated from noisy x' data. In case of RMA conditions 
(variance matching) the comparison of modeled and measured y data will give the impression 
that the model output represents the measured series fairly well since the variance of the 
(noisy) calibration data and the data reconstructed from the noisy predictor data using the 
RMA model are by definition equal. However, this is only true for the noisy measured y' data, 
while they do not directly represent the noiseless y data (see also Fig 1 lower central panel). 
The larger the noise in the x' data, the larger the error variance of the modeled (predicted, 
reconstructed) data becomes – despite a high accuracy of the slope estimate. It is important to 
note that the “inflated” high-frequency noise variance of the predicted data of errors-in-
variables approaches compared to OLS (and probably often also RMA) approaches (National 
Research Council, 2006; Tingley and Li, 2012) should not be seen as a problem because it is 
unavoidable when the correct model (in terms of unbiased parameters) is chosen and applied 
to noisy predictor (proxy) data (see also Christiansen 2012). This statement implies that the 
suitability of  traditional measures for model performance RMSE, r², RE and CE (see National 
Research Council (2006) for their definitions) is not a general property but rather  depends on 
the particular goal of the analysis. 
An approach to solve this problem is to 'smooth' the data by application of lowpass filters. 
Under white-noise conditions, in particular the high-frequency oscillations of the serial data 
are affected by noise. Therefore, lowpass filtering of the data will allow for a comparison of 
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the y' and ŷ' data with a weaker influence of the white noise on this comparison. This will 
however decrease the temporal (or spatial, depending on the nature of the serial data streams) 
resolution of the filtered model data, i.e. the specific change after one time-step will be 
blurred due to the filtering. But in contrast, the low-frequency oscillations of the target 
variable will be represented with a high accuracy regarding its absolute, noiseless amplitudes, 
thus allowing for more precise reconstructions. For instance, if climate variables are 
reconstructed from noisy proxies at an annual resolution, it will not be possible to calculate 
the absolute values with a high, annual resolution. In contrast the low-frequency climate 
fluctuations – which anyway are more interesting in terms of climate reconstructions – will be 
reliably reconstructed.  
It is important to stress that SINOMA will only deliver reliable slope estimates if the 
arrangement of elementary fluctuations occurs due to the high-frequency structures present in 
the noise. This will only occur if the noiseless signal has different spectral characteristics than 
white noise. Due to this, it becomes necessary to apply ad-hoc tests to the data before using 
SINOMA. These tests should evaluate whether the spectral properties of the data differ from 
white noise. Therefore, parallel to the development of SINOMA, we have developed an ad-
hoc test which is based on the overall explanatory power (UV) calculated for filtered data 
along a gradient of different filter lengths. This procedure allows to I) separate white noise 
processes from other processes and II) to identify filter lengths which are suited best to 
express possible low frequency structures of the signal behind the noise. By this it then also 
becomes possible to choose adequate filters in order to acquire noiseless low-frequency 
reconstructions of the target variable as claimed in the previous paragraph. 
Another constraint of SINOMA is that a certain minimum of fluctuations (each for y' and ŷ' 
data) is required to provide a reliable slope estimate. This is because the white noise 
assumption will be violated to a certain degree for all of the elementary fluctuations due to the 
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low sample size within each fluctuation. In theory however, these violations will be evened 
out by averaging over several fluctuations. As for consistent estimators, the precision of the 
estimate increased with sample size. Through numerous test runs with a variety of data we 
came to the conclusion that six elementary fluctuations are the minimum requirement for 
successful slope estimates.  
Another prerequisite of SINOMA is that the true slope ĉ must be in proximity to one, 
otherwise the contribution of a low error noise variance could be overwhelmed by the steep 
deterministic change of the non-noisy variables x and y even within one elementary 
fluctuation. This problem (characterized by ĉOLS ≫ 1) can be avoided if the y' data are 
divided by ĉOLS lowering the slope in a way to let the error noise related fluctuations become 
dominant. For convenience, SINOMA assumes that the slope relating both time series is 
positive. If the x' and y' data were negatively correlated, a simple change of the sign of y' 
series will make the slope positive. 
Further critical issues are related to the general EVM assumptions (see also section 2). Since 
SINOMA works with noisy serial data, the noise terms of the predictor and predictand 
variables are likely to be serially correlated with themselves and/or with the predictor and 
predictand variables. Thus, the assumption of independence of the errors will often be 
violated in reality (Robinson 1986; Christiansen et al., 2009; Moberg and Brattström, 2011). It 
will therefore be important to investigate more in detail the behavior of SINOMA under 
violated error assumptions. Buras et al. (submitted) have undertaken a first approach to 
investigate the behavior of SINOMA for 4400 pseudo-proxy datasets which have correlations 
of differing strengths between noise and signal (i.e. ‘red noise’). They could show that all 
regression models (OLS, RMA, INV, EVM and SINOMA) were affected by red noise, 
however the strength of effect did not differ significantly between EVM and SINOMA. This 
37 
 
indicates that even under red noise conditions SINOMA is competitive with the theoretically 
most precise approach (EVM).    
In conclusion, SINOMA will work reliably as indicated by several numerical tests (here and 
by Buras et al., submitted) as long as the described requirements are fulfilled. These are: 
- a signal with spectral characteristics different from white noise,  
- at least six elementary fluctuations, 
- low covariances between the variables and their noise errors, 
- a positive, not too steep slope. 
6.3 Outlook 
As next important steps, SINOMA should be evaluated against other recently proposed errors-
in-variables methods using pseudoproxy approaches and “real-world” tests. Of highest 
interest in the scope of the paleoclimate reconstruction debate would be a thorough 
comparison of SINOMA with the methodologies outlined by Ammann et al. (2010), 
Christiansen (2010), Tingley et al. (2010a, b) and Moberg and Brattström (2011), respectively. 
Special emphasis should be put on the effects of serially auto- and co-correlated errors and 
empirical analysis of naturally occurring error properties of frequently studied serial noisy 
data streams. A first approach into this direction has been undertaken by Buras et al. 
(submitted). Since SINOMA is able to empirically estimate the noise variances of two noisy 
measured variables, it offers new interesting opportunities to study these noise processes, e.g. 
by comparison with independent (extraneous) noise estimates like replicate measurements or 
ensemble variability analyses (e.g. Kutzbach et al., 2011; Moberg and Brattström, 2011). A 
user-friendly program and a package for the statistical programming language 'R' will be 
available soon, in order to supply the scientific community with this new modeling tool, this 
allowing for an open discussion within the palaeo-climate community (amongst others). 
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6.4 Conclusions 
In conclusion, this manuscript introduces a new approach (SINOMA) to model linear 
relationships between two noisy variables, realized as serial data. The examples provided 
reveal that SINOMA is able to estimate the slope between the variables of interest with a high 
accuracy and much better than the commonly applied OLS, INV or RMA models. Further, 
SINOMA allows for estimating the standard deviations of the noiseless variables as well as 
the error noise ratio of the data. The application of SINOMA to already published climate 
reconstructions based on serially realized noisy data will likely result in different amplitudes 
of those reconstructions. SINOMA thus has the potential to reframe our knowledge that is 
based upon those climate reconstructions. 
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Appendix 
Table A1: Overview on the nomenclature of variables used within the manuscript. Further 
explanations are given in the text. 
i =1, …, N sample index for x, y, x', y', ŷ', ... in sequences of N points 
xi , yi true values of explanatory and response variable of ith observation 
K,	K observed values disturbed by noise 
	K,	 K random error values ('noise') related to x and y ( ix′  = xi +  ε i , K = yi +  δi ) 
K predicted value of response variable estimated from explanatory value x'  
 ,  	,  series variance of the noisy x' and y' values and their respective noises 
 series covariance of the noisy x' and y' values 
& =  ⁄  noise ratio (ratio of the variances of the error-noises) 
@ ≔ 

 ∙   coefficient of determination (i.e. explained variance in OLS regression) 
̂, ̂ estimated values of the true (unknown) intercept slope c and intercept c0 
s Elementary fluctuation index for sequences y' and  
M', PQ , M 
number of elementary fluctuations in sequences y' and ŷ' and in joint 
partition of time axis 
TS ≡ TS(), 
TaS ≡ TS() 
local area of equi-amplitude, defined by subsequent local extrema in the y’ 
and ŷ' series, respectively 
rS ≡ r(TS , TaS)  local area of overlap with respect to equal number of points i = 1, …, M 
EPs , UVS, UVWS (partial) Explanatory Power of the respective overlap rS ≡ r(TS , TaS) 
UV, UV, UVW  
average of EPs values for or all overlaps, i.e. overall explanatory power of 
the modeled data series compared to observations 
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 AI: Deduction of equations (9) – (13) 
The expression (9c) for the INV slope immediately follows by putting λ = 0 in equation (8). 
Dividing (8) by λ first and considering the limit λ → ∞ similarly gives expression (9a) for the 
OLS slope. For the special RMA condition & = ²′/²′  equation (8) simplifies to ̂² = & 
which gives (9b) as its positive root. 
Equation (11) directly follows from (9a-c) using Pearson's correlation coefficient @ =
/( ∙ ) as abbreviation. For 0 ≤ R < 1 the set of inequalities (10) is obtained directly 
from (11), while for R = 1 all three expressions in (10) are equal. 
The general slope ĉEVM(λ) ≡ ĉ expressed in (7a) is the positive solution of equation (8); 
according to our assumption Sx'y' > 0 the other solution is always negative. Equation (8) can 
then be eliminated for λ which gives (after canceling  ̂ ∙ 	 in numerator and denominator) 
 
2
2 2
INV
2 2 1 11
′
′ ′′ ′ ′
′ ′′ ′
′ ′
−
⋅ − ⋅ −
= = =
⋅ − −−
y
x yy x y
x yx x
OLSx y
S
cˆ
ˆ ˆc S c S S ˆ ˆc c
cˆ S S S ( )
ˆ ˆc cˆS c
λ
      (A1) 
as the first part of equation (12). The second and third part can be obtained by replacing ĉINV 
by ĉRMA or ĉOLS with the help of equation (11). 
The variance of the modeled time series ŷ' as the average sum of squares of deviation from the 
series mean is given as 
 
2 22 2 2 2 2
0 0
1 1 1
:′ ′
= = =
′ ′ ′ ′ ′= − = ⋅ + − ⋅ + = ⋅ − = ⋅∑ ∑ ∑
N N N
i i iyˆ x
i i i
ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆS ( y y ) ( c x c ( c x c )) c ( x x ) c S     (A2) 
where we used the series properties from (4) as well as  = ′ , hence for the overall ratio of 
modeled to observed variance we get 
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2 22 2
2 2 2
RMA
′ ′
′ ′
⋅
= =
yˆ x
y y
S cˆ S cˆ
ˆS S c
             (A3) 
as equation (13). One can immediately see that for fixed variances of x' and y' the variance 
ratio of ŷ' and y' is strictly increasing in ĉ from minimal value ĉOLS to maximal value ĉINV and 
is smaller than one for noise ratios below RMA and larger than one above. It should be 
remarked that equation (A3) is also valid for any subsection of the time series, if means and 
variances are calculated accordingly. 
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AII: Properties of the partial EP-ratio QEP in dependence of elementary fluctuations  
Independent from the error noise conditions in the data it holds: 
̂56 = ̂23/@ = ̂89 ∙ @ thus ̂23 ≤ ̂56 ≤ ̂56 
and: @ = FGH/; 	1/@ = BC- ⁄ ,  
wherefore the following equation is valid:   
5
5 =
 LBC- ∙ LFGH
 !
= 1                 (A4)                
leading to: ≡ BC- ∙ FGH   
Under RMA conditions (i.e. λ =  / ) the following equation becomes valid:  
1 = BC- ∙ FGH =
̂89 ∙  ∙ ̂23 ∙ 
 ≔
̂89 ∙  ∙ ̂23 ∙ 
 =
̂56 ∙ 
 =
Q
 = 1 
The ratio 
fb ≔ bW (AF̂GH)b(AB̂C-)  with UVW(̂23) =
2FGH
∙AF̂GH∙    ,    UV′(̂89) =
2BC-
∙   
can theoretically be determined for any part of the data (independent from the local extreme 
values), where the overlaps OINV and OOLS can also be expressed using the factors (j89, j23) 
as functions of  and  respectively with 1 ≥ (j89, j23) ≥ 0: 
UVW(̂23) = ∙uFGH∙ ∙AF̂GH∙  (A5a),     UV′(̂89) =
∙uBC-∙∙AB̂C-
∙     (A5b) 
It follows: 
fb = bW (AF̂GH)b(AB̂C-) =
uFGH
uBC- ∙
 ∙ 
AF̂GH∙∙AB̂C-∙ =
uFGH
uBC- ∙
 !
 LFGH ∙ LBC-
   (A6) 
 
49 
 
Due to: 1 ≥ @ = Lrv ⁄ , ̂23 ∙  ≤  holds for all data conditions wherefore the 
bandwidths corresponding with ̂23 ∙  always will be encompassed by the respective 
bandwidths of . It follows that UVW(̂23)=1 and therefore in (A5a)	j23 = @.  In analogy 
hereto it follows for (A5b) and UV′(̂89): j89 = @. Thus QEP (A6) always has to be 1 if  
̂23 and ̂89 of the respective dataset are used for the calculation of UV′ and UVW , for instance 
over the complete length of the series and as long as EVM conditions (white noise) are 
fulfilled. 
 
If now considering the elementary fluctuations under the assumption that the noiseless signal 
has different spectral characteristics than white noise, the arrangement of the sequences along 
the local extremes of the data will mainly occur due to the extremes of the noise (see also 
section 3.1). Then, for each sequence s=1,…,M the ratio   
( UVW(̂23)UV(̂89))S = (
jrvjRwx ∙

̂23 ∙ ̂89 ∙  )S = (
jrvjRwx ∙
j ∙ 
̂56 ∙ j ∙ )S 
 
will be an approximated local representation of  λ (see also A9). In contrast to a calculation of 
the ratio over the complete length of the compared series (A5), this ratio will only become 1 
under RMA conditions because only under these conditions ̂56 ∙  = . This means, that 
any deviation from one will reflect the deviation from RMA error noise conditions. Due to the 
small sample size of each fluctuation which results in local violations of white noise 
conditions, the local ratios will have a certain error, but averaged over all fluctuations these 
errors should theoretically diminish wherefore QUVmax should be a good estimate on the 
deviation from RMA conditions.  
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Even if the contributions of the local standard deviations from the noiseless data (j and j)  
distort the amplitudes of the elementary fluctuations these distortions would diminish in 
direction of RMA conditions (with j = j at the RMA point) if assuming a linear 
deterministic relationship between x and y and as long as the arrangement of the elementary 
fluctuations mainly occurs due to the structures of the error noise.  
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AIII: Using Q^_max to estimate c 
The ratio QUVmax = yl(bW)z{|	(b) from equation (19) can be used to estimate the ratio λ of noise 
variances and therefore to provide an estimate ̂cd  of the slope. According to definition (15a) 
in each (short) fluctuation it holds that 
2 2′′ = ⋅ ≈ ⋅ss yA : S Sδ    ,   2 2′= ⋅ ≈ ⋅ ⋅sˆs y ˆÂ : S c Sε    ,   s = 1, ..., M   .    (A6) 
Putting this into the definitions (16) of the partial explanatory powers, we get   
bW$(Â)
b$(Â) ∙ ̂ =
6$
6Y$ ∙ ̂ =
∙%
∙Â∙# ∙ ̂ = √& = const       (A7) 
for any ̂ = ̂K  applied in the iteration. It means, that the ratio (A7) stays constant with ĉ 
within the formal variation of ĉ from ĉOLS to ĉINV under idealized EVM conditions, because 
the error noises in the data do not vary. This holds for each elementary fluctuation, as long as 
the noiseless data are not completely random values. Close to RMA conditions both 
numerator and denominator in the quotient of the left term in (A7) can be replaced by the 
maximum values taken for the extreme slopes ĉOLS and ĉINV, respectively, while ĉ is being 
replaced by ĉRMA. If averaged over all sequences s, this gives the approximation  
& ≈ ̂56 ∙ bW (AF̂GH)b(AB̂C-
 ≈ ̂56 ∙ fUVyl       (A8) 
which becomes unbiased for the RMA case. 
Hence QUVmax → 1 can also be used as convergence criterion to RMA conditions. If we put 
the abbreviations (9a-c) into equation (7a) we directly get 
̂cd = ̂89 ∙ ?"dbq! +)̂56 ∙ fUVyl + ̂89 ∙ (?"db
q! )²
+    (A9) 
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as an estimate (20) of the slope via QUVmax. Of course, putting QUVmax = 1 in equation (20) 
gives ̂cd = ̂56  , while QUVmax = 0 gives ̂cd = ̂89   and QUVmax → ∞ gives  ̂cd = ̂23   . 
 
 
 
