Although the intellectual merits of computational modelling across various length and time scales are generally well accepted, good illustrative examples are often lacking. One way to begin appreciating the benefits of the multiscale approach is to first gain experience in probing complex physical phenomena at one scale at a time. Here we discuss materials modelling at two characteristic scales separately, the atomistic level where interactions are specified through classical potentials and the electronic level where interactions are treated quantum mechanically. The former is generally sufficient for dealing with mechanical deformation at large strain, whereas the latter is necessary for treating chemical reactions or electronic transport. We will discuss simulations of defect nucleation using molecular dynamics, the study of water-silica reactions using a tight-binding approach, the design of a semiconductor-oxide interface using density functional theory, and the analysis of conjugated polymer in molecular actuation using Hartree-Fock calculations. The diversity of the problems discussed notwithstanding, our intent is to lay the groundwork for future problems in materials research, a few will be mentioned, where modelling at the electronic and atomistic scales are needed in an integrated fashion. It is in these problems that the full potential of multiscale modelling can be realized.
will be discussed in Sections 1 and 2, starting with the question of how materials strength and deformation can be investigated at the atomistic level in terms of concepts of structural instability and the dynamical response to critical loading in nano-indentation. Then we consider the use of reaction pathway sampling to study how a crack front advances in ductile and brittle fracture. The same technique is used again in modelling the hydrolysis reaction between a silica nanorod and a water molecule, where the tight-binding approximation, a low-level quantum chemical method, is applied to treat the interaction. In the last two problems the electronic degrees of freedom are taken into account by applying density functional theory and Hartree-Fock calculations, one dealing with designing an oxide layer as interface with silicon in semiconductor devices, and the other concerning the use of electron-phonon coupling effects in conjugated polymers for molecular actuation.
This diverse sample of applications shows how different materials research problems require distinct levels of modelling capability and accuracy. Each problem plays a role toward contributing the groundwork for future studies where modelling at the electronic and atomistic scales are needed in an integrated fashion. In Section 3, we outline some of the major challenges in integrating different modelling and simulation levels in a true multiscale framework. To realize the benefits of multidisciplinary participation it is important that applied mathematicians, materials researchers and computer scientists are all involved.
Mining atomistic simulations: mechanical behavior
and environmental effects
Theoretical strength of materials
The theoretical basis for describing the mechanical stability of a crystal lattice lies in the formulation of stability conditions which specify the critical level of external stress that the system can withstand. Lattice stability is one of the most central issues in elasticity; it is fundamental to understanding structural transformations in solids, such as polymorphism, amorphization, fracture or melting. Born [4, 5] has shown that by expanding the internal energy of a crystal in a power series in the strain and requiring positivity of the strain energy, one obtains a set of conditions on the elastic constants of the crystals that must be satisfied to maintain structural stability. Born's original derivation considered the case of no external stress, the results could be applied to thermoelastic behavior such as melting at zero pressure. To discuss stress-driven instability one would need to consider the elastic stiffness coefficients [53] B ijkl = C ijkl + Λ ijkl (1) where C ijkl is the elastic constant tensor, and
with δ ij being the Kronecker delta symbol and τ ij being the applied stress tensor. The general condition for the loss of stability is [54] det |A| = 0
where A ijkl = 1 2 (B ijkl + B klij ). In the absence of an external stress the elastic constants, which are intrinsic properties of the material, are sufficient to determine lattice stability, as equation (3) then becomes the Born criteria. Conversely, one can say that at finite stress material strength is no longer an intrinsic property of a material. The origin of the second term in equation (1) is seen to be the work done on the system by the external stress. In the case of a cubic crystal under hydrostatic loading, the stability conditions are particularly simple,
where P < 0 (> 0) denotes compression (tension). The first condition in (4) defines stability in cohesion (nonvanishing bulk modulus), while the second and third inequalities imply positive tetragonal and rhombohedral Figure 1 . Typical load-displacement curve in a nano-indentation measurement (load control) [19] . Continuous increase of indentation depth with indenter force shows elastic deformation interspersed with horizontal jumps. These "bursts" are interpreted as the onset of dislocation activity, each jump corresponding to a local instability somewhere in the system (not necessarily immediately under the indenter).
shear moduli respectively (shear instability). These rather simple criteria have been helpful in elucidating simulation results on structural phase stability [28, 54] . Further discussions of the stability criteria may be found in the literature [40, 54, 55, 59] . In the following we confine our attention to intrinsic or ideal behavior of homogeneous deformation of a defect-free the crystal, conditions achievable only in simulation.
Instability in nano-indentation
We consider the specific case of observing dislocation nucleation in a nano-indentation experiment as shown in Figure 1 [19] . The variation of the compressive stress with depth of indentation shows a continuous increase of depth versus load, as expected in an elastic deformation, interrupted by intermittent discontinuous jumps which indicate loss of local structural stability. These jumps have been interpreted as onsets of plastic deformation, associated with dislocation nucleation and multiplication events.
The elastic stability criteria (4) apply to a perfect crystal under homogeneous deformation. For inhomogeneous deformation such as the case of nano-indentation, one expects local defects to be nucleated at certain sites in the system (the weak spots) when the system is driven to a saddle point. A continuum-level description of homogeneous nucleation was first explored by Hill [21] in the concept of discontinuity of "acceleration waves". Later Rice [45] treated shear localization in much the same spirit and derived a formal criterion characterized by a tensor L playing the same role as the stiffness tensor B. This formalism can be taken to the discrete-particle level to obtain a spatially-dependent nucleation criterion for practical implementation [27, 52, 60] . Consider a representative volume element (RVE) undergoing homogeneous deformation at finite strain to a current configuration x. Expanding the free energy F to second order in incremental displacement u(x), one obtains
where D ijkl = C ijkl + τ jl δ ik , τ ij being the internal (Cauchy) stress, and u i,j ≡ ∂u i (x)/∂x j . Applying a plane wave perturbation, u i (x) = w i e ik·x , one arrives at the stability condition for the RVE,
In contrast to the stiffness tensor B, Λ is site-dependent, while just as before the sign of Λ reflects the concavity of F . If a pair of w, k exists such that Λ is negative, then homogeneity of this RVE cannot be maintained and defect singularities will form internally. In other words, the elastic stability of the RVE can be determined by minimizing Λ with respect to the polarization vector w and the wave vector k. The minimum value of Λ, Λ min , is therefore a measure of the local micro-stiffness; an instability is predicted at the spatial position where Λ min vanishes. We regard equation (6) to be an energy-based criterion, and minimization of Λ at a material point clearly reflects the local environment. Notice that the Helmholtz form of the free energy has been used rather than the Gibbs form. This is because we are applying the plane wave perturbation in a system with periodic boundary condition, so no external work is involved [28] . Equation (6) has been applied to analyze MD simulation results on nano-indentation [27, 45] . The first few predictions of instability according to the Λ criterion were found to correspond closely with jumps in the simulated load-displacement curve, as shown in Figure 2 . Because the simulations were performed at increments of fixed strain (displacement control mode), discontinuities appear as vertical jumps in contrast to Figure 1. 
Probing crack front extension through reaction pathway sampling
Is it possible to study how a sharp crack propagates in a crystal lattice without actually driving the crack front to the point of instability? By this we have in mind finding the pathways of a crack front while the lattice resistance against its displacement is still finite. Although many molecular dynamics (MD) simulations on crack tip propagation have been reported (e.g., see [7] ), this particular question has not been addressed until recently. We have implemented a method of following crack front evolution which involves using reaction pathway sampling to probe the minimum-energy path (MEP) [23] for the crack front to advance by one atomic lattice spacing, while the imposed load on the system is below the critical threshold. Here we compare the results for a metal (Cu) [60] and a semiconductor (Si) [61] to illustrate how ductility or brittleness of the crystal lattice can manifest in the mechanics of crack-front deformation at the nanoscale.
We begin by applying a mode-I (uniaxial tensile) load in incremental steps to a 3D atomically straight crack front as shown in Figure 3a . Initially the crack would not move spontaneously because the driving force is not sufficient to overcome the intrinsic lattice resistance. Imagine a final configuration, a replica of the initial configuration with the crack front translated by an atomic lattice spacing in the direction of crack advancement. At low loads, e.g. K I as shown in Figure 3b , the initial configuration (open circle) has a lower energy than the final configuration (closed circle). They are separated by an energy barrier which represents the intrinsic resistance of the lattice. As the loading increases, the crack will be driven toward the final configuration. One can regard the overall energy landscape as being tilted toward the final configuration with a corresponding reduction in the activation barrier, see Figure 3b . As the load increases further the biasing becomes stronger. As long as the barrier remains finite, the crack will not move out of its initial configuration without additional activation, such as from thermal fluctuations. When the loading reaches the point where the lattice-resistance barrier disappears altogether, the crack is then unstable at the initial configuration; it will move without any thermal activation. This is the athermal load threshold, denoted by K Iath in Figure 3b . In our simulation, we study the situation where the applied load is below this threshold, thereby avoiding the problem of a fast moving crack that is usually over-driven. The cracks in Cu and Si that we will compare are both semi-infinite cracks in a single crystal, with the crack front lying on a (111) plane and running along the [110] direction. The simulation cells consist of a cracked cylinder cut from the crack tip, with a radius of 80Å. The atoms located within 5Å of the outer surface are fixed according to a prescribed boundary condition, while all the remaining atoms are free to move. To probe the detailed deformation of the crack front, the simulation cell along the cylinder is taken to be as long as computationally feasible, 24 (Cu) and 20 (Si) unit cells. Periodic boundary condition is imposed along this direction. For interatomic potentials we use a many-body potential of the embedded atom method type for Cu [39] , and a well-known three-body potential model proposed by Stillinger and Weber (SW) for Si [49] .
Next, we compare studies of Cu [60] and Si [61] in terms of MEP profiles and atomic displacement distributions. Figure 4 (blue line) shows the MEP for the nucleation of a dislocation loop from the crack front in Cu, loaded at K I = 0.87K Iath . Notice that at this loading the final state is strongly favored over the initial state. Figure 4 shows clearly the presence of a lattice-resistance barrier at the particular loading. To visualize the atomic configurations along the MEP, we turn to displacement distributions along the crack front. Figure 5 shows the saddle-point configuration of a partial dislocation loop along the crack front, the loop being delineated by atoms which have coordination number different from that of atoms in the bulk crystal. These are the atoms in the dislocation core. Figure 6a is a contour plot of the shear displacement distribution.
One can see clearly the shape of a dislocation loop bowing out. It is evident that the distribution represents the development of an embryonic dislocation loop. The profile of b/2 shear displacement is a reasonable representation of the locus of dislocation core, slips between atom pairs across the slip plane of one b. Also this is an indication that the enclosed portion of the crack front has been swept by a fully formed dislocation. Besides shear displacement, normal, or opening displacement, in the direction along x 3 , [111], is also of interest. The corresponding distribution is shown in Figure 6b . One sees that large displacements are not at the center of the crack front. In Figures 6a and 6b we have a detailed visualization of the crack front evolution in three dimensions. The largest displacements are indeed along the crack front but they are not of the same character; the atoms move in a shear mode in the central region and in an opening mode on the two sides. Figure 7 shows the opening displacement distribution in Si at the Griffith load K IG = 0.646 MPa √ m. We see a new feature in the outline of displacements of intermediate magnitude (blue line). In the region ahead of the crack front the distribution of these displacements has the shape of a rectangular wedge protruding in the direction of crack front advancement. The presence of a wedge shape suggests a kink mechanism of crack advancement, namely, nucleation of a local kink distortion followed by spreading across the entire crack front. It is significant that this behavior is not seen in Figure 6b . Taking Cu to be a prototypical ductile material, we see that while the crack opening still occurs at the front, the large normal displacements lie outside the central region enclosed by the emerging dislocation loop. We attribute this feature to a mode-switching, or sheartension coupling, process. The initially large opening displacements in the region swept by the emerging loop are relaxed by giving way to large shear displacements, which are then carried away by the emitted dislocation loop.
It is relevant to interpret the behavior of atomic displacements at the transition state in Cu and Si on the basis of the nature of interatomic bonding in these two materials. One expects that the crack front response in Cu should reflect delocalized metallic bonding while that in Si should correspond to directional, localized covalent bonding. In terms of characteristic features of the energy landscape along the reaction path, we see in Cu a rather smooth MEP with a single major nucleation barrier, indicating that crack advancement involves a concerted motion of atoms to overcome this barrier by thermal activation. In contrast MEP in Si reveals the existence of significant secondary barriers (cusps in Fig. 8 ) which should be a general feature of covalently bonded crystals. In this case crack extension proceeds via individual bond breakings, a series of thermally activated events of kink-pair formation and lateral kink migration along the front. It is of interest to point out the crack front mobility is not only controlled by kinks at the atomic size scale as demonstrated in this work, acoustic emission and fractographic measurements have indicated the crack advancement at the mesoscopic scale is also governed by the kink mechanism which involves a process of unzipping along the crack front (W.W. Gerberich, private communication [29] ). The fact that a kink mechanism appears to play a central role in crack front mobility raises an interesting question of the implications of structural similarity between the crack front, acting as the core of a sharp crack, and the core of a dislocation, both being "line defects" in a crystal lattice. It is rather well known that dislocation mobility in a directionally bonded crystal like Si is governed by thermal activation of nucleation and migration of kink pairs [8] . The present results showing that a similar mechanism also operates in crack front advancement reinforces the notion that mobility fundamentally depends on crystal structure and chemical bonding. From this perspective the appearance of kink-like structure in Figure 7 is perhaps to be expected. Since dislocation mobility and crack-tip extension are both active topics for modelling and simulation, recognition of their underlying connections could lead to a broader appreciation of the role of structure and bonding [41] in controlling both phenomena.
Water-silica reaction
Chemical reaction rates in solids are known to depend on mechanical stress levels, an effect generally characterized through the variation of the activation energy barrier in the presence of stress. A typical phenomenon is the stress corrosion of silica glass by water; the strength of the glass decreases with time when subjected to a static load in an aqueous environment [56] . From a microscopic viewpoint [38] it is believed that the intrusive water molecules chemically attack the strained siloxane (Si-O-Si) bonds at the crack tip, causing bond rupture and formation of terminal silanol (Si-OH) groups which repel each other at the conclusion of the process. Given the capability described above for visualizing atomic displacements (motions) in a nanometer-sized region, we can imagine the water-silica reaction can be studied using this "atomic-resolution microscope". Figure 9 shows a nanostructure of silica in the form of a rod composed of 108 atoms of Si and O, arranged as a stack of four rings of corner-sharing silica tetrahedra capped at the ends by two rings of edge-sharing tetrahedra. The resulting structure is a stoichiometric silica nanorod which is free of dangling bonds. The energy of the system was calculated using the semiempirical molecular orbital method PM5 [48] .
To prepare the nanorod structure in a strained state we subject it to quasi-static tension. In each deformation step all the atomic positions are scaled to impose the desired strain. Then the silicon atoms in the two end rings are held fixed, while all the other atoms in the system are allowed to relax to minimize the energy. This procedure corresponds to a quasi-static strain controlled experiment at 0 K.
Next a water molecule is brought to within 5Å of the nanorod, and full system relaxation is performed using PM5. Three distinct stages of reactive response are observed, as shown in Figure 10 . The first is physisorption of the water molecule (Fig. 10a) , which persists up to a critical strain level whereupon the oxygen in the water molecule chemically bonds to the nearest silicon atom (Fig. 10b) , the bond length being the same as the Si-O bonds in the nanorod. With further deformation the siloxane (Si-O-Si) bond is broken (Fig. 10c) . At this point, the water molecule abruptly dissociates and two stable silanol (Si-OH) groups are formed. The hydrolyzed nanorod is still able to continue its deformation until stress concentration causes eventual failure.
This sequence of responses, revealed by energy minimization, allows us to identify three distinct metastable steps in the water-assisted failure of the nanorod. Due to the quasi-static nature of the simulation, each stage occurs when the activation barrier vanishes. However, because these are metastable states, we are unable to observe directly the reaction pathway. As in the previous section, we use a method known as the Nudged Elastic Band (NEB) [23] to determine the minimum energy path (MEP) for the water-silica nanorod reaction, and thereby reveal the mechanisms and the corresponding activation barriers between the metastable states.
The minimum energy path for hydrolysis of the nanorod depends on the stress state, as seen in the simulations above. While keeping the strain constant, the NEB method allows us to induce the system to go over activation barriers toward the hydrolyzed state, simultaneously allowing us to observe the intermediate transition states. Figure 11 shows the main steps in the hydrolysis reaction at one third of the critical stress needed to hydrolyze the nanorod. Starting with a water molecule near the nanorod (Fig. 11a) , we observe its movement toward the nanorod until it reaches the physisorbed state (Fig. 11b) . Going over the first activation barrier, we can see the saddle-point state (Fig. 11c) before the molecularly adsorbed (chemisorbed) state (Fig. 11d) . This is in contrast with the direct simulation, where we could not observe the intermediate state. Continuing in the reaction path, the system goes through another activation barrier, with a second saddle point (Fig. 11e) . At this point, we can see the proton transfer from the water molecule to the neighboring oxygen atom in the siloxane bond that is being broken. This activated state was not accessible through the quasi-static simulation. Finally, the reaction ends at the hydrolyzed state (Fig. 11f) , where the siloxane bond is broken and silanol groups are formed.
The energy profile for this minimum energy path is shown in Figure 12 , which also displays the effect of stress level on the reaction. As the stress increases, the activation barriers are lowered and the hydrolyzed state becomes more favorable.
Electronic structure effects in nanoscience

Computational design of semiconductor interfaces
A particularly effective use of electronic structure techniques in multiscale modelling and simulation is the study of chemical reactions at materials interfaces. As a result of the continuing miniaturization of electronic devices, around a billion transistors are currently packed into one square centimeter, each being a composite of semiconducting, insulating, and metallic materials [22] . The presence of different types of bonding, from covalent to ionic to metallic, means that reliable simulation of the device structures, properties and performance will have to deal explicitly with electronic effects across interfaces between different materials.
Consider the problem of introducing transition metal oxides, so-called high-k dielectrics, as the insulating layer between silicon and the metallic gate electrode. Because silicon and the oxides have fundamentally different bonding behavior (covalent vs. mostly ionic), it is a challenge to avoid having broken bonds at the interface which have a strong detrimental effect on the electronic properties. A way to solve this problem is to first understand the process of oxide growth on silicon through metal deposition and oxidation. Electronic structure calculations can be used to investigate how metal atoms can bond with silicon during deposition to form equilibrium structures at the surface. In this way electronic defects such as broken bonds can be identified. The interface involving silicon (Si) and strontium titanate (SrTiO 3 ) [37] is the example that has been recently studied [2, 16] . It was found that a specific coverage of one half monolayer of Sr atoms will chemically saturate the silicon substrate (leaving no dangling bonds), as the left panel of Figure 13 . Besides ensuring no broken bonds at the interface, there is also the problem of alignment of the band structure (the electronic states) between the oxide and silicon. An offset of the conduction states acts as an electron injection barrier, resulting in an insulating behavior of the oxide layer. For many high-k oxides this offset is found to be too small. To solve this problem simulations have predicted that one can introduce a dipole at the interface by selectively oxidizing the interfacial Si atoms (compare right panel of Fig. 13 ). This dipole shifts the electrostatic potential and thus also the band structure in the oxide and results in an acceptable value for the band offset. The effect is visualized in Figure 14 .
Using this specific interface as an example we have demonstrated that the explicit calculation of the electronic structure of the interface is crucial to make viable predictions. Neither the chemically saturated interface nor the dependence of the insulating behavior on the stoichiometry at the interface could have been addressed using classical, interatomic potentials. Further discussions may be found in references [2, 16, 17 ].
Molecular actuation: mechanics driven by the quantum nature of electrons
In the previous sections, we discussed simulation studies which involve (1) mechanical behavior that can be fully described by atomistics (homogeneous nucleation of the first dislocation); (2) crack front extension analyzed by a reaction pathway analysis, still involving only atomistics; (3) water-silica interactions and reactions treated with a combination of atomistics and semi-empirical quantum mechanics; and (4) the design of semiconductorsoxide interfaces which requires full electronic structure calculations. For the final topic in this perspective, we consider a problem where the nature of materials mechanics at the macroscale is governed by the quantum wave nature of electrons. We start from the theory that explains the fascinating electrical conductivity of conjugated polymers, show how the theory can be extended to describe fast mechanical deformations, and conclude with implications for biological macromolecules.
Scientific interests in low-dimension materials have grown rapidly since the feasibility of an organic superconductor at temperatures above room temperature was reported [33] . While superconductivity has not yet been realized, precise controls of doping levels allow macroscopic films of quasi-one-dimensional conjugated polymers at room temperatures to cover virtually the whole conductivity spectrum of all known materials, from insulators such as diamond (10 −14 S·cm −1 ) to conductors such as copper (10 5 S·cm −1 ) [36, 46] . That this conductivity range is possible is due to the creation of highly mobile charge carriers called solitons [20] , which are strongly coupled electrons and phonons.
In three-dimensional metals, there is no band gap within the partially filled conduction band. Therefore, electrons of Fermi energy (ε F in Fig. 15a ) can move freely among occupied and unoccupied states that are continuous in energy. In one-dimensional metals, however, free Fermi electrons are trapped due to strong scattering by phonons of the same Fermi frequency, for example π/(2a) in the half filled band as illustrated in Figure 15 , where a is the lattice constant of the 1D crystal. The phonon trapping of Fermi electrons is inevitable in one-dimension because for any infinitesimal lattice distortion u, electronic energy decrease, which is proportional to u 2 ln u, dominates over the increase of lattice elastic energy increase, which is proportional to u 2 . The net effect is to lower the energies of the occupied states and raise the energies of unoccupied states around the Fermi level (Fig. 15b) , thereby opening a gap ∆ at the Fermi level (Fig. 15c) , with ∆ proportional to u. This means that conventional metals do not exist in one-dimension, a result known as the Peierls distortion [43] . For the chain trans-polyacetylene, t-PA, -(-CH-) n -, the prototype of conjugated polymer, the band gap ∆ is about 1.5 eV.
The beauty of the physics of one-dimensional systems follows immediately after the creation of electrons (or holes) in the Peierls distorted structure. Upon photo-excitation or chemical doping, holes (similarly for electrons) will be injected into the occupied states (shaded in Fig. 15 ) below the Fermi energy. In conventional solids, this newly added hole/electron is completely localized at low temperatures because of the finite gap. We label it as the maximally localized state in Figure 16 . Having an energy that differs from ε F by only one half of the small band gap ∆ (∼ 1.5 eV), this state is still subject to strong electron-phonon coupling. Therefore, lattice is distorted again to lower the electronic energy against a penalty of increased lattice elastic energy. A soliton is formed when the energy lowering and increase are balanced. Additionally, the induced lattice distortion causes the charge carried by the hole/electron to be a partially localized state (Fig. 16) .
Because it is coupled to the phonons, the hole is neither a delocalized electron as in metals, nor a tightlybound electron as in insulators. In π-conjugated polymers, such a phonon-dressed hole can be highly mobile along the 1D conjugated carbon backbone because of its localized distribution. It is estimated by semi-empirical arguments that the soliton contains a half-width of 7 CH sites in t-PA [50] . Our ab initio quantum mechanics computations indicate a similar spatial distribution of the soliton wavefunction, as shown in Figure 17 [30] . The nodal structures (zero possibility of finding electrons locally) between the alternating + (red lobes) and − (green lobes) phases indicate the charge density wave nature of solitons. From transition state sampling methods, we estimated the energy costs to move a soliton in the Peierls distorted 1D carbon backbone is equivalent to 10 −13 K, three orders of magnitude below the lowest temperatures ever achieved in laboratory [26] . Moreover, Figure 16 . Schematic representation of electron spatial distributions of different localization states in t-PA: maximal delocalized state for the homogeneous metallic state (Fig. 15a) , maximal localized state for the Peierls distorted state (Fig. 15b and Fig. 15c) . Formation of the soliton state (Fig. 15d) can be viewed as compensation between the metallic delocalization and Peierls localization, equilibrated at a minimum energy cost.
the effective mass of solitons is estimated to be roughly the same order as electrons [32, 50] . The negligible barrier height and small effective mass make solitons the ideal charge carriers for 1D systems. Despite the fact that the essential physics lies in 1D, we find soliton to behavior to be even more remarkable when the 3D nature of the conjugated polymer chains is taken into account. Besides the C-C stretching modes, the dynamics now involves C-C-C bending and C-C-C-C torsional modes. The original soliton theory can be extended to include these new modes via an extended Hubbard model [30] . By coupling to these new degrees of freedom, solitons play a central role in controlling the bending and torsional conformations in trans-and cis-polyacetylene, respectively. In polypyrrole, which is used in many practical applications, soliton-controlled conformations can reversibly switch the polymer chain between a helical reduced state and a localized straight state (Fig. 18) . Accompanying the conformation changes, significant strain and stress are generated at a high speed (∼ 10 3 m/s), which could lead to a new generation of molecular actuators [30, 31, 58] . Following similar ideas, efforts have been made to understand the electrical conductance of DNA [1, 15] , which also contains helical structures. Figure 19 shows the wavefunction of a polaron, the soliton-anti-soliton pair, in poly(dA)-poly(dT) DNA molecule. The existence of small polaron in the conjugated π stacks of DNA is a necessary condition to achieve a high level conductance, because 1D conventional metal does not exist and DNA backbone is completely saturated. The significance of having highly conducting DNA is two fold. From the biology side, charge injections are often associated with damage, mutation, and repair processes in DNA; from the materials side, conducting DNA wires are building blocks for nanoscale quantum computation devices.
The challenge of multiscale materials modelling
We have discussed several problems, using our own studies as examples, where atomistic simulation and electronic structure calculations lead to a better understanding of materials properties and behavior. Each problem required a trade-off between the level of modelling accuracy and the length and time scales of the simulation, since more physically accurate models increase the computational cost and are therefore restricted to small length and short time scales. The vision of multiscale materials modelling is to avoid this trade-off by linking the modelling concepts and simulation methods across several length and time scales. In this paradigm electronic structure would be treated by quantum mechanical calculations, atomistic processes by molecular dynamics or Monte Carlo simulations, mesoscale microstructure by methods such as finite-element, dislocation dynamics, or kinetic Monte Carlo, and continuum behavior by field equations well known in fluid and solid mechanics. Comprehensive overviews of the various methods and models that have been developed by the community of multiscale modelling have appeared [9, 11, 25, 34, 42, 44, 57] , and more contributions of this type can be expected in the rapidly expanding literature. There are two major approaches for linking simulation levels, namely sequential and concurrent multiscale methods. In the sequential approach, each level is simulated in isolation, keeping the other scales as fixed inputs. This is easier to implement, since existing codes for each level can be employed with few changes, and it is therefore much more widespread in the literature (e.g. [10] ). However, it is better suited to problems where the different levels are weakly coupled, for example due to separate time scales, and can be decoupled on the simulation. The main challenge is to match the inputs of the each scale to the outputs of the others. For example, coupling between continuum and atomistic scales require translation between continuum stresses/strains and interatomic forces/positions. Mathematical methodologies and challenges are discussed in references [12] and [13] .
The concurrent approach, in which all scales are simulated simultaneously, is more general but much harder to employ, and fewer illustrations can be found in the literature (e.g. [6, 35] ). When the simulation scales are strongly coupled, it is necessary to solve a full set of equations that involve all multiscale degrees of freedom. In most problems, it is possible to decompose the system in domains that require different levels of accuracy. Since each isolated scale is well understood, the main modelling challenge is to obtain the interaction energy between scales, which requires handshaking between the domains, while avoiding the creation of unphysical boundaries. Besides domain partitioning, there are also intrinsically multiscale methods such as the quasicontinuum method [51] and coarse grained molecular dynamics [47] , which do not reduce to single scale models but have similar mathematical properties.
Challenges for applied mathematicians arise when distinct physical models are coupled, since the resulting simulations have numerical properties that affect the performance of the solution methods. A simple example is the minimization of the energy of the multiscale system (or finding a saddle point), which becomes a very ill-conditioned problem. A second example is the time integration of the unified set of time evolution equations. The set of ordinary differential equations is extremely stiff, requiring very small time steps to correctly resolve the high frequency vibration modes associated with the smaller scales. This severely limits the length of time that can be simulated, which is already a challenge for atomic-scale methods and becomes critical for multiscale simulations. Rare events are therefore hard to observe, and alternative methods are required, such as reaction pathway sampling [3] . The challenge is to solve, in an efficient and robust way, the variational problem of minimizing the energy of a path in configuration space. The NEB method [23] used in Sections 1.3 and 1.4 has been developed primarily using physical principles. As a consequence, the objective function being minimized is unknown and may not exist [24] . Input from applied mathematicians has provided a new perspective in the form of the string method [14] . This illustrates the benefits of cross fertilization between traditionally different areas of physical science, a development serving the interest of everyone in the community.
