Visual stimuli are encoded in the activity patterns of neocortical neuronal populations. Trial-13 averaged neuronal activity is selectively modulated by particular visual stimulus parameters, such as the 14 direction of a moving bar of light, resulting in well-defined tuning properties. However, a large number of 15 neurons in visual cortex remain unmodulated by any given stimulus parameter, and the role of this untuned 16 population is not well understood. Here, we use two-photon calcium imaging to record, in an unbiased 17 manner, from large populations of layer 2/3 excitatory neurons in mouse primary visual cortex to describe 18 co-varying activity on single trials in populations consisting of tuned and untuned neurons. Specifically, we 19 summarize pairwise covariability with an asymmetric partial correlation coefficient, allowing us to analyze 20 the population correlation structure with graph theory. Using the graph neighbors of a neuron, we find that 21 the local population, including tuned and untuned neurons, are able to predict individual neuron activity on 22 a single trial basis and recapitulate average tuning properties of tuned neurons. We also find that a specific 23 functional triplet motif in the graph results in the best predictions, suggesting a signature of informative 24 correlations in these populations. Variance explained in total population activity scales with the number of 25 neurons imaged, suggesting larger sample sizes are required to fully capture local network interactions. In 26 summary, we show that unbiased sampling of the local population can explain single trial response 27 variability as well as trial-averaged tuning properties in V1, and the ability to predict responses is tied to the 28 occurrence of a functional triplet motif.
Single trial responses to gratings showed a high degree of variability, even in strongly tuned 137 neurons, manifesting as occasional strong responses to null-directions and weak or absent responses to 138 preferred directions ( Fig 1C, 2A) . On average, tuning curves described average response strength of tuned 139 neurons well (0.70+/-0.20 R 2 ). Responses across single trials in tuned neurons, however, were not well-140 described by their tuning curves. The mean fluorescence for each direction only explained a small fraction 141 of the total trial-to-trial variance ( Fig 2B) . This finding matches earlier results in awake, mouse V1 [30] . We 142 computed the distribution of response strength (mean fluorescence across a grey or grating presentation) 143 within single trials, z-scoring to account for neurons with different activity levels. Single trial response 144 distributions were skewed, with most responses weaker than the mean ( Fig 2C) . Tuned neurons showed 145 slightly stronger responses during gratings, as compared to untuned neurons which had nearly identical 146 response distributions in grey and grating trials. Tuned response distributions were strongly overlapping, 147 however, consistent with the hypothesis that individual neuron activity is not solely driven by tuning 
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To further describe population activity, we computed the time-varying activity during the presentation 161 of a grating and its preceding and following grey presentations. For each trial, we removed neurons that 162 were silent (defined as no fluorescence change 2*S.D. above baseline), and computed the time-varying z-163 scored fluorescence across neurons ( Fig 3A) . Despite the long duration of stimulus presentations, 164 adaptation effects were minimal in these L2/3 neurons, as tuned neurons showed sustained activity 165 throughout the 5 second stimulus presentation. Untuned neurons have weak modulation to the onset and 166 offset of the stimulus, and are equally active during the grey period. However, these effects are small in 167 comparison to variability across trials, as indicated by strong overlap between the activity of the two 168 subpopulations. In the awake animal, running speed is known to strongly influence spike rates [32], and we 169 similarly observe that periods of high population activity are very likely to occur during periods of running 170 ( Fig 3B, anecdotally in 1B). However, mice did not preferentially run during grating or grey presentations 171 (probability of running 9.7+/-7.7% during gratings; 10.0+/-7.4% during greys; p=0.278 paired t-test). While 172 we used changes in fluorescence for all other analysis, we expanded our comparison of both 173 subpopulations by estimating spike rates using a spike-inference from calcium fluorescence algorithm [33].
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We found that untuned neurons exhibited an identical firing rate distribution to tuned neurons. Therefore, 175 differences between subpopulation dynamics cannot be explained by differences in firing-rates. . We therefore used the following 227 partial-correlation analysis that accounts for stimulus-driven responses as well as population-wide co-228 fluctuations in order to study pairwise noise correlations within and between subpopulations.
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Gratings were presented in 5-minute blocks, each block contained three repetitions of each 230 direction in pseudo-random order, and this order is maintained between blocks. We computed a partial 231 correlation coefficient in each block between the activity of every pair of neurons, controlling for stimulus 232 responses and population co-activity ( Fig 5A) . For each pair of neurons, the average activity across all 233 remaining blocks represent the two stimulus-dependent responses capturing tuning properties, if present.
The mean within-block population activity of all remaining neurons captures population-wide cofluctuations, 235 for example running-speed effects. The mean partial-correlation across blocks is taken as the final 236 correlation strength. Additionally, we added directionality to the partial-correlation by examining the mean 237 cross-correlogram across blocks for the neuron pair. If the peak value occurs at lag 0 (i.e. within the same 238 imaging frame), the edge was bidirectional, otherwise the edge was in the direction of positive lag. Lags 239 greater than 500ms were thrown out and correlations set to zero. Though we interpret these partial-240 correlations as equivalent to noise correlations, the correlation matrices are different from traditional noise 241 correlations in two important ways. First, many pairs of neuron correlations are exactly zero (51.7+/-7.2%),
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and second, non-zero correlations are asymmetric ( Fig 5B) . This allows us to analyze these matrices from 243 a graph-theoretic perspective representing the matrix as a weighted, directed graph. Graph representations 244 of pairwise edges allow us to analyze population-wide statistical features of the correlation structure.
245
Overall, partial-correlation strengths were long-tailed, centered slightly above zero ( Fig 5C) , similar to 
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Graph structure of partial-correlations
The graphs exhibit dense correlations with varying strengths among subpopulations ( Fig 6A) . To analyze 264 biases in edge strengths, we thresholded the matrices at increasing values, setting all edges below each 265 threshold to zero. Among all edges, within-tuned connections are more likely, while within-untuned and 266 between-subpopulations are slightly less common ( Fig. 6B ; within-tuned 54.2+/-8.6%, within-untuned 267 44.1+/-6.0% between 43.9+/-6.2%). Between-subpopulation connections remain the least likely at higher 268 thresholds, but among the strongest edges, within-untuned connections are the most likely. We then 269 recomputed partial-correlation matrices, exclusively using frames during the grey condition or during 270 grating condition to see how correlation strengths were affected, despite controlling for mean stimulus- 
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Notably, the decay in connection probability is slower within tuned neurons compared to within untuned 282 neurons ( Fig 6D) . Between-population decay lies in the middle. If the spatial structure of untuned 283 correlations is exclusively driven by local connectivity, then bottom-up sensory drive is the most likely 284 source for the longer range of functional correlations among tuned neurons. Furthermore, the mean lag 285 (delay of the cross-correlogram peak used to determine edge directionality) is greater over longer distances 286 and accumulated evenly across subpopulation connection type ( Fig 6E) . Assuming a linear change in lag 287 over space, these data suggest the speed of functional correlations in this preparation is roughly 25 mm/s.
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As a function of edge strength, zero-lag edges (i.e. bidirectional edges) are more prominent within-289 subpopulations, and are strongly biased toward the strongest weights ( Fig 6F) . Thresholding at increasing 290 edge strengths sparsifies the matrices, so we normalized the bidirectional edge counts by the probability of 291 bidirectional edges assuming connections are placed randomly. Among all edges, bidirectional edges occur 292 less often than random. The strongest edges, however, are roughly 5 times more likely to be bidirectional 293 than random. Overall, zero-lag connections are less frequent between tuned and untuned neurons, 294 suggesting a transmission or propagation of information, rather than simultaneous representation of the 295 same information between subpopulations. 
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Modeling trial-to-trial variability from local population activity 308 Because trial-averaged tuning poorly captures trial-to-trial responses we asked whether information 309 in the local population could better explain V1 trial-to-trial response variability. Pairwise correlations have 310 been shown to capture a significant portion of the complexity in population activity [17] . We tested whether 311 the activity of a neuron could be modeled from the activity of its neighbors that had a non-zero correlation.
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Since correlation coefficients capture the linear relationship between neuron coactivity, we used a simple a 313 linear combination of the input neuron activity with partial-correlation coefficients (edge strengths) as 314 weights. This model gave a time-varying prediction of the fluorescence of a given neuron, which was then 315 rescaled by an offset and a gain to account for different numbers of input neurons ( Fig 7A) . In many cases, 316 this model resulted in highly accurate predictions of activity. Mean squared error of the reconstruction was 317 small, and often near optimal compared to weights estimated by regression ( Fig 7B) . Tuned neurons were slightly better-modeled on average than untuned neurons (tuned MSE 0.014 median, 0.037 inter-quartile 319 range; untuned MSE 0.017 median, 0.046 inter-quartile range), possibly because of the additional stimulus-320 dependent information captured by other tuned inputs. We selectively removed either tuned or untuned 321 input neurons to evaluate the relative contributions to model predictions. Reconstruction error increased 322 more when removing within-subpopulation inputs, but the effect is weak and distributions across neurons 323 strongly overlap ( Fig 7C) . Correlations between tuned and untuned neurons contribute substantially to 324 predicting their time-varying activity. We next asked whether our model based on local population activity 325 could also predict trial-averaged tuning properties. For tuned neurons, we used the modeled fluorescence Fig 8A) . Interestingly, randomly removing edges maintains a nonlinear profile, suggesting possible 351 synergistic effects between edges. Accounting for the cumulative weight removed, we still saw worse 352 performance when removing the strongest edges first, and removing half of the total weight using only the 353 weakest edges has minimal effect on reconstruction error (Fig 8B) . Normalizing for the total weight 354 removed reveals a nearly-linear increase in reconstruction error when removing the strongest weights,
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suggesting that these neurons may hold independent information from the remaining input pool.
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To address the possibility of synergistic or redundant information between input neurons, we analyzed 357 connections between triplets of neurons termed 'motifs' in graph theory literature. Triplet connection motifs 358 represent higher-order connectivity patterns that cannot be captured by individual edges, and can have 359 strong implications for computation and information propagation within graphs [27] . We looked at the 360 clustering of triplet motifs for each type of triangle that can be formed with directed edges (Fig 8C) [40].
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Clustering is a measure of how many motifs are present among a neuron's neighbors given its input and with different levels of variance explained. Neurons with the best reconstruction showed higher clustering of 371 middle-man motifs and lower cycle clustering, relative to other neurons in the population (Fig 8D) . Total 372 clustering, as well as fan-in and fan-out (not shown for clarity), had weak, positive correlation with variance explained. Together, these relationships map directly onto the overall prevalence of the graph motifs, 374 suggesting that the graph structure has an important function in representing population information.
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Because the motif with the highest mean clustering was also most indicative of model performance,
376
we hypothesized that the partial-correlation structure might underlie our ability to predict neuron activity 377 from its local population. Interestingly, across fields of view, the total variance explained in the population 378 increased with number of neurons imaged (Fig 8E; r=0.58 ). This effect suggests that, in addition to motifs, 379 total neurons sampled in the population determines our ability to measure a neurons' single trial 380 dependence on its local population. Moreover, the linear trend had no discernible plateau, so representing 381 the local population may require recording from more than 300 neurons simultaneously. We sought to describe the interrelationships within local populations of V1 neurons, including tuned 397 and untuned neurons, as they relate to single-trial responses to grating stimuli. We used two-photon 398 imaging to record from L2/3 excitatory populations constitutively expressing calcium indicator GCaMP6s.
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Neurons with similar response properties showed stronger co-variability on average, but across the entire 400 population there was a broad distribution of correlations driven by a confluence of sensory drive and activity 401 in the local population. The functional correlations in the recorded populations were sufficient to predict 402 activity in individual neurons, far surpassing predictions from tuning characteristics alone. The dependence 403 on local population activity reinforces theories of layer 2/3 acting under strong modulation with sparse 404 activity and weaker dependence on sensory drive than layer 4 [41] . We summarized the structure of 405 correlations as directed, sparse matrices in order to analyze population dynamics from a graph theoretic 406 perspective. We demonstrate that a simple population model capable of predicting single-trial neural 407 responses is also able to accurately predict trial-averaged tuning responses, a key feature of V1 function.
408
We found a specific triplet connectivity motif that correlated with our ability to predict activity on single-trials.
409
This result could not have been observed from only studying pairwise correlations and motivates the 410 continued use of graph theory to study neural population dynamics.
411
The single-neuron response properties in our data replicate imaging and electrophysiological 
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We found that the spatial organization of the network is a strong determinant of correlation structure 424 with correlations decaying over distance, consistent with paired patch clamp recordings [8] and the 425 correlation structure of activity in isolated preparations [44] . Correlation matrices were computed as an 426 asymmetric partial correlation coefficient, accounting for stimulus and population effects, to allow the 427 incorporation of untuned neurons into traditional noise correlation analyses. While this approach differs 428 from standard noise correlation estimates, the magnitude of correlations and dependence on tuning similarity replicate previous results employing noise correlations [36] . For this reason, we interpret the 430 partial correlations as measuring trial-to-trial covariability, equivalent to noise correlations. Tuned neurons, 431 which combine feedforward sensory inputs with recurrent inputs, show a slower spatial decay of greater than the mean response across all grey periods by Dunnett-corrected one-way ANOVA (alpha = 541 0.01). In these analyses, each trial response is the mean fluorescence across the entire grating 542 presentation, or the last half of the grey presentation to allow for fluorescence from grating responses to 543 decay. Responsive neurons were then tested for statistically significant orientation-or direction-tuned 544 responses according to the trial vectors in orientation or direction spaces ([55] for more detailed methods].
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For significantly tuned responses, tuning curves were then fit with an asymmetric-circular Gaussian to 546 significantly tuned neurons. Tuning curve parameters (baseline, tuning width, peak amplitudes, and 547 preferred direction) were fit repeatedly using randomized initial conditions. The parameter set that 548 minimized mean-squared error was maintained. Here, a movie is the 5-minute block of grating presentations that was repeated in each experiment. The 563 first two variables are the mean response of the two neurons in all other movies, accounting for the 564 stimulus-driven responses. This is equivalent to normalizing by the mean response as in traditional noise correlation estimates. The within-movie mean fluorescence of all other neurons was also included to control 566 for population-wide covariability, for example running speed effects. Furthermore, the mean cross-567 correlogram across movies was used to compute directionality of the correlation. The time-lag of the cross-568 correlogram global maximum determined the direction and lag of the edge. If the lag was zero, the 569 correlation was bidirectional. If the lag was greater than 500ms (roughly 14 imaging frames), no edge was 570 included.
571
Graph analysis
572
The partial-correlation matrix could equivalently be analyzed as a directed, weighted graph. Open source 573 software (Gephi) was used for visualization, with node layout determined by the Yifan-Hu algorithm and 574 tuned by hand. Edge weights less than 0.05 were set to zero for visualization clarity. Erdos-Reyni (ER) null 575 graphs were generated for each graph to match the mean connection probability. The mean directed 576 clustering coefficient across nodes was calculated across 50 ER graphs and averaged for comparison with 577 data. Clustering coefficients were computed with binary matrices (nonzero weights set to one). 
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R2016a implementation. The maximum regularization parameter (λ) whose mean-squared error did not 600 exceed the standard error of the minimum MSE was used to find the set of optimal weights. 601 602
