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Abstract
A recursive approach for adaptation of fuzzy rule-based model structure has been
developed and tested. It uses on-line clustering of the input–output data with a recur-
sively calculated spatial proximity measure. Centres of these clusters are then used as
prototypes of the centres of the fuzzy rules (as their focal points). The recursive nature
of the algorithm makes possible to design an evolving fuzzy rule-base in on-line mode,
which adapts to the variations of the data pattern. The proposed algorithm is instru-
mental for on-line identiﬁcation of Takagi–Sugeno models, exploiting their dual nature
and combined with the recursive modiﬁed weighted least squares estimation of the
parameters of the consequent part of the model. The resulting evolving fuzzy rule-based
models have high degree of transparency, compact form, and computational eﬃciency.
This makes them strongly competitive candidates for on-line modelling, estimation and
control in comparison with the neural networks, polynomial and regression models. The
approach has been tested with data from a fermentation process of lactose oxidation.
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1. Introduction
Recently, fuzzy rule-based models of the so-called Takagi–Sugeno (TSK)
type [10] have been widely used in modelling and control applications of
complex systems, because of their computational eﬃciency, transparency and
ﬂexibility [1,2]. The main reason for this is their dual, quasi-linear nature: they
are non-linear in general and thus suitable for complex systems, but they can
also be treated as partially linear in respect to sub-models of the consequent. In
fact, TSK models are multi-model construct [14] with fuzzily deﬁned regions of
validity of the local models. They have close nature to other types of models,
which use superposition of local models, such as Gabor–Kolmogorov’s
Gaussian polynomials [17], group method of data handling [18], radial-basis
function neural networks [19], generalised regression neural networks [3],
quantum states and von Neumann lattice [4] etc. The main advantage of the
TSK models is that since the local regions are fuzzily deﬁned, the resulting
global model can be non-linear (of high order) while the local models can be as
simple as necessary. While, in general, the local sub-models can be non-linear,
usually linear (ﬁrst-order) or singleton (zero-order) sub-models are considered
[10,12]. The original formulation of TSK models [10] assumes linear sub-
models and in this paper we will make the same assumption, without loss of
generality.
The design problem for such models can, in general, be solved by two dif-
ferent approaches:
1. Directly solving the non-linear optimisation problem, which constitutes the
problem of identiﬁcation of parameters of the fuzzy membership functions
and the structure of the fuzzy rule-based models (unless it is assumed that
it is known or it is supplied by experts) [15,16].
2. Decomposing the identiﬁcation problem into two separate tasks:
(a) Identiﬁcation of the regions of interest (the regions of validity of the lo-
cal sub-models), which in some control applications could be viewed as
regimes’ or operating modes’ [14];
(b) Identiﬁcation of the parameters of the output (consequent part) of the
model.
Since the problem of the design of fuzzy rule-based models, which is a
structure (rule-base) and parameter (of the membership functions) identiﬁca-
tion problem, is a non-linear one in its nature, the ﬁrst approach can lead to a
near-optimal solution (subject to the Kuhn–Taker conditions of optimality
[15]). The second approach ensures a sub-optimal solution only, because of the
decomposition. The ﬁrst approach is computationally more involved and not
readily suitable for on-line applications [1,5–8,12]. The second approach, in the
opposite, have large potential for real-time and on-line applications, because of
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the eﬀective de-coupling of the identiﬁcation of the antecedent and consequent
parts of the fuzzy rule-based models. This approach will be considered in the
present paper.
The regions of interest (task (a)) can be deﬁned by input–output data space
clustering [5–8]. The second task (b) can be solved by using recursive least
squares estimation technique [5–8,11].
The problem of model identiﬁcation has, normally, several stages, the last
being model validation [11]. In reality, however, there is no guarantee that a
model or controller based on such model will perform satisfactory even if the
validation has been successful [5]. There could be diﬀerent reasons, the main
being possible changes in the object of modelling/control or the environment in
which this object exists. Internal changes could be due to development of a
fault, ageing or simply due to dynamic processes not represented in the training
and validation data. External changes could have diﬀerent nature, very often of
seasonal character. Adaptation of parameters only has limited eﬀect. More
interesting is the case when the model structure itself can be adapted, is
evolving [5–8]. If consider on-line mode and suppose an evolving model
structure, then the task (a) is modiﬁed/complicated to on-line clustering with an
option for evolution of the cluster centres (and parameters). The task (b) will
not be considered in this paper. More details about it can be found in [6,8].
Existing clusters (used as prototypes of the fuzzy rules) can be replaced with
the new ones based on ranking using the information measure based on the
distance between all of the data samples. In this way, the rule-base structure
can evolve by inheriting the bulk of the previous structure (all but one rules)
and updating, when new informative data become available, rather then being
retrained from the scratch [5,6].
The approach has been tested with data from a fermentation process of
lactose oxidation, which is characterised as highly non-linear and non-
stationary [5].
2. Oﬀ-line identiﬁcation of the fuzzy rule-base
Considerations in the rest of the paper are exempliﬁed by TSK fuzzy rule-
based model without loss of generality. While the oﬀ-line clustering approach
can be applied to identiﬁcation of other fuzzy rule-based models, the full eﬀect
of the application of the on-line clustering approach, presented in this paper is
evident in the on-line identiﬁcation of TSK models [8]. TSK model is a rule-
based model with fuzzy antecedents and functional (usually linear) conse-
quence [10]:
Ri : IFðx1 is @i1ÞAND . . .ANDðxn is @inÞ
THENðyi ¼ p0 þ pi1x1 þ pi2x2 þ    þ pinxnÞ; i ¼ 1; 2; . . . ;R
ð1Þ
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where Ri denotes the ith fuzzy rule; R is the number of fuzzy rules; x is the
input vector; x ¼ ½1; x1; x2; . . . ; xnT; @ij denotes the antecedent fuzzy sets,
j ¼ 1; 2; . . . ; n; yi is the output of the ith linear subsystem; pil are its parameters,
l ¼ 0; 1; . . . ; n.
Each fuzzy rule has a degree of ﬁring, which is proportional to the level of
contribution of the corresponding sub-model to the overall output of the TSK
model:
si ¼ li1ðx1Þ  li2ðx2Þ      linðxnÞ ¼
\n
j¼1
lijðxjÞ
lij ¼ eakxjx

i k; i ¼ 1; 2; . . . ;R; j ¼ 1; 2; . . . ; n
ð2Þ
where a ¼ 4=r2 and r is a positive constant, which deﬁnes the spread of the
antecedent and the zone of inﬂuence of the ith model; xi is the focal point
(centre) of the ith fuzzy rule antecedent.
The TS model output is calculated by weighted averaging of individual
rules’ contributions [10,13]:
y ¼
XR
i¼1
kiyi ¼
XR
i¼1
kixTpi ð3Þ
where ki ¼ si=
PR
j¼1 sj is the normalized ﬁring level of the ith rule; yi represents
the output of the ith linear sub-model; pi ¼ ½pi1pi2 . . . pinT; i ¼ 1; 2; . . . ;R, is the
vector of parameters of the ith linear sub-model.
Generally, the problem of identiﬁcation of TSK model can be divided into
two sub-tasks [5–10,13]:
(a) Identiﬁcation of the antecedent part of the model (1); this consists of deter-
mination of the centres of the clusters, which are prototypes of the fuzzy
rules (xi ; i ¼ 1; 2; . . . ;R) and spreads (r) of the respective membership func-
tions.
(b) Estimation of the parameters of the sub-models (pij; i ¼ 1; 2; . . . ;R; j ¼
1; 2; . . . ; n) of the consequent part.
First sub-task, the antecedent parameters oﬀ-line learning, when all the in-
put–output data are available, can be solved by clustering the input–output
data space (z ¼ ½xT; yT), for example by subtractive clustering [9]. It uses the
data points as candidate prototype cluster centres and ranks them by their
potential to be a cluster centre. It is a measure of the spatial proximity between
a particular point zi and all other data points (the value of the potential is
higher for a data point that is surrounded by a large number of close data
points).
One can use diﬀerent functions to express the potential, but they should be
monotonic and inversely proportional to the distance between all of the data
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points. The distance can be Euclidean (then the clusters are circular [5–9],
Mahalonobis (then the clusters are ellipsoids) [4] etc. In this paper so-called
Cauchy type function is used:
Pi ¼ 1
1þ 1N
PN
j¼1
Pnþ1
l¼1 ðdlijÞ2
; i ¼ 1; 2; . . . ;N ð4Þ
where dlij ¼ zli  zlj, denotes projection of the distance between two data points
(zli and z
l
j) on the axis z
l; l ¼ 1; 2; . . . nþ 1.
This form of the potential is also monotonic and inversely proportional to
the distance as the exponential Gaussian one, but, as it will be demonstrated in
the next section, it makes possible recursive calculation of the potential.
The procedure of the subtractive clustering includes the following steps [9]:
i(i) The ﬁrst cluster centre is established at a point with the highest potential:
P 1 :¼ max
N
i¼1
Pi ð5Þ
where P 1 denotes the potential of the ﬁrst centre.
(ii) The potential of all other data points is reduced by an amount propor-
tional to the potential of the chosen point and inversely proportional to
the distance to this centre:
Pi :¼ Pi  P k ebkziz

kk
2
; i ¼ 1; 2; . . . ;N ð6Þ
where P k denotes the potential of the kth centre; k ¼ 1; . . . ;N .
b ¼ 4
r2
b
; where rb is a positive constant, determining the radius of the neigh-
borhood that will have measurable reductions in the potential because of
the closeness to an existing centre; recommended value of rb is rb ¼ 1:5r [9].
The next centre is found also as the data point with the highest (after this
subtraction) potential.
(iii) The procedure is repeated until the potential of all data points is reduced
below certain threshold, determined as a function of the maximal potential
called the reference’ potential (P ref ): eP ref .
(iv) Similarly, a lower threshold is deﬁned (eP ref ). If the potential of a point
lies between the two thresholds (eP ref and eP ref ), the shortest of the dis-
tances (dmin) between the new candidate to be a cluster centre (zk) and all
previously found cluster centres is decisive [9]. The following inequality,
express the trade-oﬀ between the potential value and the closeness to the
previous centres:
dmin
r
þ P

k
P 1
P 1 ð7Þ
This approach has been used for initial estimation of the antecedent pa-
rameters in identiﬁcation of the fuzzy rule-based TSK model and the resulting
cluster centres deﬁne the centres of the rules of the model [9].
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The second sub-task, estimation of the parameters of the consequent linear
sub-models can be solved as least squared problem for ﬁxed antecedent pa-
rameters [6,8].
3. On-line adaptation of the evolving fuzzy rule-base
The previous approach is suitable for a ﬁxed set of data supplied in batch
mode and under the assumption that the model structure (rule-base) remains
unchanged. When the training data are collected continuously, some of them
will reinforce and conﬁrm the information contained in the previous data, but
the other could bring new information [5]. This new information could concern
a change in operating conditions, development of a fault or simply more sig-
niﬁcant change in the dynamic of the process. They may content enough new
information to form a new rule or to modify an existing one. The value of the
information they bring is closely related to the information, which is possessed
in the data collected so far. In cases when the new data are more informative,
than the data used as prototypes for forming the antecedent part of the rules an
adaptation or evolution of the model structure (rule-base) is necessary. It is
based on the on-line clustering of the input–output data space with gradually
evolving (shifting) regions of interest. For development of on-line clustering
procedure (applicable in real-time) the two main potentials have to be calcu-
lated recursively:
(a) Potential of the new data sample.
(b) Potential of the existing centres have to be updated recursively.
The potential of the new data sample can be calculated by (4). This formula
requires, however, the distances, and hence the co-ordinates of all of the pre-
vious data points. It can be re-arranged expressing the distances as follows:
Pi ¼ 1
1þ 1N
PN
j¼1
Pnþ1
l¼1 ðdlijÞ2
¼ 1
1þ 1N
PN
j¼1
Pnþ1
l¼1 ðzliÞ2  2zli zlj þ ðzljÞ2
  ; i ¼ 1; 2; . . . ;N ð8Þ
This expression for the potential of a data sample at the moment k using all
of the previous data samples available at this moment can be represented as:
PkðzkÞ ¼ 1
1þ ðk  1Þbk  2hk þ gk
k  1
¼ k  1ðk  1Þð1þ bkÞ  2hk þ gk ;
k ¼ 2; 3; . . . ð9Þ
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where PkðzkÞ denotes the potential of the data point ðzkÞ calculated at the
moment k;
bk ¼
Xnþ1
j¼1
ðzjkÞ2; gk ¼
Xk1
i¼1
Xnþ1
j¼1
ðzjiÞ2; hk ¼
Xnþ1
j¼1
zjkp
j
k; p
j
k ¼
Xk1
i¼1
zji
Parameters bk and hk are calculated from the current data point zk, while p
j
k
and gk are recursively updated by gk ¼ gk1 þ
Pnþ1
j¼1 ðzjk1Þ2; pjk ¼ pjk1 þ zjk1.
The newly collected data inﬂuence the potentials of the established centres of
the clusters (zi , i ¼ 1; 2; . . . ;R), because by deﬁnition the potential depends on
the distance to all of the data points, including the new ones. The potential of a
centre of a cluster (zi ) at the moment k can be calculated from (8) or (9) as:
Pkðzi Þ ¼
1
1þ 1k1
Pk1
j¼1
Pnþ1
l¼1 ðdlijÞ2
; k ¼ 2; 3; . . . ð10Þ
where Pkðzi Þ is the potential of the at the moment k of the cluster, which is a
prototype of the ith rule.
Similarly, for k  1 we have:
Pk1ðzi Þ ¼
1
1þ 1k2
Pk2
j¼1
Pnþ1
l¼1 ðdlijÞ2
; k ¼ 3; 4; . . . ð10aÞ
The potential of the cluster/rule centre can be expressed recursively from the
value at the previous moment (before the new data sample is available) as:
Pkðzi Þ ¼
ðk  1ÞPk1ðzi Þ
k  2þ Pk1ðzi Þ þ Pk1ðzi Þ
Pnþ1
j¼1 ðdjiðk1ÞÞ2
ð11Þ
The following procedure for on-line clustering is considered [6,8]:
1. We establish the ﬁrst data point as the centre of the ﬁrst cluster. Its co-ordi-
nates are used to form the antecedent part of the fuzzy rule and its potential
is equal to 1.
2. Starting from the next data point onwards the potential of each new data
point is calculated recursively by (9).
3. The potentials of the existing centres are recursively updated by (11).
4. Potentials of the new data points are compared to the updated potential of
the centres of the existing clusters.
(a) If the potential of the new data point is higher than the potential of the
existing centres then the new data point is added as a new centre and a
new rule is formed (R :¼ Rþ 1; xR ¼ xk). The condition to have higher
potential is a very strong one, which restricts form an excessively large
rule-base being formed.
(b) If in addition to the previous condition the new data point is close to an
old centre then the new data point ðzkÞ replaces this centre (zj :¼ zk).
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This on-line clustering approach ensures an evolving rule-base by dynam-
ically upgrading and modifying it while inheriting the bulk of the rules (R 1
of the rules are preserved even when a modiﬁcation or an upgrade take
place).
Assumed that the rule-base is gradually evolving the number of rules as well
as the parameters of the antecedent part will vary. Then weighted recursive
least squares estimation [8] could be used to solve the second sub-task: to
identify parameters of these loosely coupled linear sub-models [8].
The procedure for the on-line rule-base adaptation (Fig. 1) can be sum-
marised as follows:
1. Initialisation of the rule-base structure (antecedent part of the rules).
2. Reading the next data sample at the next time step.
3. Recursive calculation of the potential of each new data sample by (9).
4. Recursive update of the potentials of the established centres by (11) because
of the inﬂuence of the new data.
5. Possible modiﬁcation or innovation of the rule-base structure based on the
comparison between the potential of the new datasample and the potential
of the existing rules’ centres.
The algorithm continues for the next time step from step 2.
4. Experimental results
On-line modelling the fermentation of Kluyveromyces marxianus var. lactis
MC 5 in lactose oxidation [5] is considered as an example of the application of
the adaptive rule-base approach. Biotechnological processes (an important part
of which is fermentation processes) are characterised by uncertainties, highly
non-stationary dynamics, non-reproducibility (uniqueness), existing of non-
quantiﬁed factors, such as smell, taste, colour, morpho-physiological speciﬁcs
etc. The basic source of diﬃculties in modelling biotechnological processes is the
lack of adequate knowledge and information about the complex intimate nature
of these processes, involving complex metabolite pathways. Practically, each
cell is a living organism, and it should be considered as a separate multi-com-
ponent, self-organising system, being in a constant energetic and metabolite
exchange with the environment. The relation between the product synthesis and
the metabolism is not always clear and obvious. The level and precision of
sensors, especially of cell mass, substrates and product concentrations is far
from the level of classical’ temperature or pH sensors. Each run of fermentation
diﬀers by the type of used species, tanks etc. Strongly speaking, if we change the
strain, tank or inoculate, the process is yet a new one.
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The model of this particular process includes the dependence between
concentrations of the cell mass (X ) and the basic energetic substrates: lactose
(S) and dissolved oxygen concentration (DO). In very general terms, the fol-
lowing ﬁrst principles model based on mass- and energy-balance can be for-
mulated, but the complexity is hidden in this form in the speciﬁc rates, which
are highly non-linear, non-stationary functions of many factors [5]:
Begin
1. Initialise the rule-base
2. Read the next data sample
3. Recursively calculate the 
potential of the next data sample
High potential of the 
new data sample
yes
4. Recursively up-date the 
potential of the established centres
New data close to
an existing centre 
Replace the existing 
centre with the new data
yes
Add new rule around
the new data sample
Next time step 
k=:k+1
Fig. 1. Flow chart of the on-line clustering algorithm.
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dX
dt
¼ lX ðS;DO; T ; pH ; n; . . .ÞX
dS
dt
¼ qSðS;DO; T ; pH ; n; . . .ÞX
dDO
dt
¼ qCOðS;DO; T ; pH ; n; . . .ÞX
ð12Þ
where X denotes cell mass concentration, lX denotes speciﬁc growth rate, qS
denotes speciﬁc lactose consumption rate, qDO denotes speciﬁc DO consump-
tion rate, n denotes the rotation speed, T denotes the temperature.
There is no a general mathematical model of the microbial synthesis because
of the extreme complexity and great variety of living activity of the micro-
organisms, although various models of diﬀerent parts of the whey fermentation
exist.
In our experiment (Fig. 2), six independent batch runs of fermentation
where carried out in aerobic cultivation of Kluyveromyces lactis using a labo-
ratory bioreactor ABR 02M with capacity 2 l [5].
The lactose concentration (S) is modelled on-line using data for the cell mass
concentration (X ) and the dissolved oxygen concentration (DO):
ykþ1 ¼ Skþ1;
xkþ1 ¼ fXkþ1;DOkþ1g
ð13Þ
where y denotes the output vector; x denotes the inputs vector.
The design of the TSK model started with the ﬁrst data point established as
a centre for the ﬁrst rule. Then, in on-line mode reading each new data sample
the decision to upgrade (or modify) the existing rule-base is taken as described
in the previous section. In this way the model structure (rule-base) has evolved,
and ﬁnally it contains eight rules. The parameters of the consequents (local
linear sub-models) has been updated recursively by Kalman ﬁltration. Their
evolution is illustrated in Figs. 5 and 6. The values of the parameters of the
Fig. 2. Schematic representation of a fermentation process in a stirred tank reactor.
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antecedent part (rule centres) are tabulated in Table 1. The model ﬁnally looks
as follows:
R1: IF (X is Extremely Low) AND (DO is Extremely High)
THEN S ¼ a10 þ a11X þ a12DO
R2: IF (X is Low) AND (DO is Rather High)
THEN S ¼ a20 þ a21X þ a22DO
R3: IF (X is Very Low) AND (DO is Very High)
THEN S ¼ a30 þ a31X þ a32DO
R4: IF (X is Medium) AND (DO is High)
THEN S ¼ a40 þ a41X þ a42DO
R5: IF (X is Medium) AND (DO is Very Low)
THEN S ¼ a50 þ a51X þ a52DO
R6: IF (X is Very High) AND (DO is Very Low)
THEN S ¼ a60 þ a61X þ a62DO
R7: IF (X is Extremely High) AND (DO is Low)
THEN S ¼ a70 þ a71X þ a72DO
R8: IF (X is High) AND (DO is Extremely Low)
THEN S ¼ a80 þ a81X þ a82DO
The RMS error in prediction of the lactose concentration is 3.85 g/l (Fig. 4).
Having in mind that the range of values for this concentration is 0–50 g/l and
Fig. 3. On-line modelling lactose concentration (six fermentations).
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the practical diﬃculties with measuring cell mass concentrations, this level is
satisfactory. Moreover, the results from all of the six diﬀerent fermentations
indicate that the model ﬁts well the real experimental data (Fig. 3), which
compares favourably with the oﬀ-line modelling [5], where for at least one or
two fermentation runs the results are signiﬁcantly poorer.
Fig. 4. Absolute error in prediction the cell mass concentration.
Fig. 5. Evolution of the parameters of the sub-models 1–4.
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5. Conclusion
A recursive approach for adaptation of fuzzy rule-based model structure has
been developed and tested. It uses on-line clustering of the input–output data
with a recursively calculated spatial proximity measure. Centres of these
clusters are then used as prototypes of the centres of the fuzzy rules. The re-
cursive nature of the algorithm makes possible to design an evolving fuzzy rule-
base in on-line mode, which adapts to the variations of the data pattern.
The proposed algorithm is instrumental for on-line identiﬁcation of TSK
models, exploiting their dual nature and combined with the recursive modiﬁed
weighted least squares estimation of the parameters of the consequent part of
the model. The resulting evolving fuzzy rule-based models have high degree of
Fig. 6. Evolution of the parameters of the sub-models 5–8.
Table 1
Centres of the antecedent part of the rules
Centre Xk g=l DOk –
Linguistic label Value Linguistic label Value
x1 Extremely Low 3.2 Extremely High 5.59
x2 Low 6.5 Rather High 2.54
x3 Very Low 5.8 Very High 4.04
x4 Medium 11.6 High 2.80
x5 Medium 11.4 Very Low 0.13
x6 Very High 18 Very Low 0.14
x7 Extremely High 21.9 Low 0.18
x8 High 15.8 Extremely Low 0.07
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transparency, compact form, and computational eﬃciency. This makes them
strongly competitive candidates for on-line modelling, estimation and control
in comparison with the neural networks, polynomial and regression models.
The approach has been tested with data from a fermentation process of lactose
oxidation.
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