We show that the results from searching 2D images or a video sequence, with a 3D head model can be improved by using detailed sub-models. These parts are initialised with the full model result and are allowed to search independently of that model, and of each other, using the same algorithm. The final results for the sub-models can be reported exactly, or optionally fed back into the full model to be constrained by its parameter space. In the case of a video sequence this can then be used in the initialisation of the next frame. We tested various data sets, constrained and unconstrained, including a variety of lighting conditions, poses, and expressions. Our investigation showed that using the submodels improved on the original full model result on all but one of the data sets.
Introduction
Head and facial feature tracking can provide important information in various environments with respect to the activity and attitude of the subject. For example, in a driving scenario, head orientation alone can indicate attentiveness. Feature localisation and subsequent behaviour analysis can give a detailed picture of the driver's state and possible intent. This could identify critical or dangerous situations. Recently, 2D models have been used with great success to localise and analyse features of the face, 1-4 however in some unconstrained scenarios with large pose variation this approach may be limited. Multiple 2D models and detectors may be required for different views. 5, 6 There is also the additional problem of view-based occlusion. As a consequence, authors have been experimenting with augmented 2D 7, 8 and 3D. 9 Due to pose invariance, a 3D model requires less training data than its 2D counterpart, and is able to report critical pose information directly without additional calculation. In Ref. 10 we showed that our 3D method outperformed an established 2D approach on out of plane rotations and in Ref. 11 we extended this by integrating some limited facial actions for preliminary behaviour more detail in the next sections. Each 3D point in a model searches for a target independently of the others and then the model is simultaneously fitted to all points subject to its shape constraints. This is described in more detail in Sections 2.4 and 2.5.
Identity model
The identity model was built from 923 head meshes, each having 4923 vertices. Each mesh was created from a manual markup of photographs of an individual. The front and profile shots of each person were marked in detail and the two point sets were combined to produce a 3D representation for that subject (Figure 1, top left) .
A generic mesh, with known correspondence to the 3D points, was warped 21 to fit the markup giving a mesh for each individual (Figure 1, bottom) . Since the same mesh was used in each case the vertices are automatically corresponded across the set. Therefore, any subset of vertices from this mesh can be used to build a sparse 3D shape model of the type described above.
Although it is possible to build and use a shape model incorporating all the vertices of the mesh it proved cumbersome in practice. Searching with 4923 vertices was time consuming and computationally expensive, and there is a great deal of redundancy in much of the face, e.g. forehead, cheeks. We therefore chose to use 238 points ( Figure 1 ) which are close to features of interest such as eyes, nose, mouth, etc.
Two 2D manual markups are combined to 3D
A neutral mesh is warped to the 3D points 238 sparse feature points Fig. 1 . The front and profile markups are combined to create a 3D point set (top left). Using known correspondences between the markup and a generic head mesh, an individual mesh can be created for each subject (bottom). Only a subset of the mesh vertices are used to build the statistical shape model (right).
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Facial actions model
It is difficult to obtain corresponded 3D head data for a spectrum of emotions, so we chose to build a more versatile model of basic facial actions. Only 8 examples were used to build the model: Mouth open; Eyes closed; Smile; Mouth turned down; Brow raised; Brow lowered; Grimace; and neutral ( Figure 2 ). These were all created by modifying the same neutral head mesh used to generate the examples in the identity model ( Figure 1 ). This meant that they were automatically corresponded with those examples as well as each other. Using a single example of each facial action assumes that they are transferrable between individuals. After construction utilising 99.5% of the variance in the data, the model had 5 modes of variation which, by observation, had the primary functions: mouth open; brow raise/lower; smile; grimace; and eyes close.
Combining the models
Unlike other approaches, which use a combined model strategy, 22, 23 these two models are used in an alternating process to localise the features of the face and to provide a basic representation of some simple behaviours. 11 This is done by substituting the results from the ID model into the actions model, and vice-versa, when matching to the target points. Therefore, at each iteration of the algorithm, both models are fitted in sequence to the same target before moving on to the next iteration. This is represented in the following equations:
Neutral
Blink Smile Mouth Down Brow Up Brow Down Grimace Mouth Open Using Detailed Independent 3D Sub-Models
(2) k k = ID ID ID x x + P b (5) Where k(1) and k(2) refer to the 1st and 2nd fit at each iteration k, (5) is the current identity result and is used as the action model mean, (3) is devised from the current action result and is used as the identity model mean, and 0 A b is the zero vector. Notice that the action model mean, , A x is not used since this has no meaning in this context.
Obtaining target points
Most of the target points are located using an independent local template matching at each model point. There are 238 points in the model and each can search with a small (5 × 5) view based texture patch using normalised correlation to find the best location in a local neighbourhood (9 × 9 increasing on each side by 2 at each resolution). This has the advantage of providing some robustness to illumination variation over the face and between images. Each patch is extracted from a mean texture generated from 913 subjects. The individual examples are in the form of faces "unfolded" from the meshes described in Section 2.1. Because all the vertices of the meshes have the same (UV) coordinates into the texture, all the unwrapped examples correspond directly pixel for pixel and it is easy to obtain the mean ( Figure 3 ).
Variation in the texture was not modelled for these experiments. Each patch is always the same size and shape throughout the matching process but changes content at every iteration. It is updated based on the surface normal of the point and the current orientation of the model, and represents the view of the texture at that point ( Figure 4 ). It is assumed for this purpose that the head is a globe and the texture lies tangential to the surface at each point with its major (UV) axes aligned to the lines of latitude and longitude. This is 
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different to approaches such as that of Gu & Kanade where reference patches are stored in only a subset of views. 24 However, searching using only the patches does not take advantage of important image information from the occluding boundaries. Therefore, those points at approximately 90 degrees to the viewpoint do not use the template matching technique but search along the surface normal for the strongest edge. These points are easily identified because the surface normal of the mesh and the current pose are known. The length of the profile is increased as the search resolution is increased. Since the target point is on the strongest edge, the "match value" is the normalised edge strength. Using this information can keep the model from rotating instead of changing shape, and helps to maintain scale, preventing mismatches such as the mouth to the nose. 25 The search is conducted at multiple resolutions, starting at the lowest, and is completed at each resolution before moving onto the next. The number of iterations at each level is set to a minimum of 10 but can continue, if there are still large matching differences between the model patches and the image, to a maximum of 100.
Model fitting
Once the target points are established the whole model is fitted using the active shape model fitting method in Ref. 26 extended to 3D, assuming an orthogonal projection. An equation of the form in (6) is minimised to find the new model point positions.
T represents the camera transform (in this case orthogonal) and pose with parameters t, W is the diagonal weighting matrix, and x obs is the observed, or target, set of points. The weights in W are derived from the normalized distances between the current points and the target points of the model, which was found to be a useful weighting scheme. 25 The model fitting is a two-stage process. Firstly, the points are rigidly aligned to minimise the sum of squared distances between matched points, then the shape model parameters, b, are updated using a least squares approximation. The global fit has the advantage of minimising the effect of badly matched or occluded points. Initialisation is achieved using the Viola-Jones (V-J) face detector. 27 For the video sequences this occurs once at the start and again only when the search fails during the sequence. Failure is determined by comparing the average match value of the template patches to some threshold (0.2). If the match does not fail, the search on the next frame is initialised using the latest result. For still images the V-J detector is used on each example.
Sub-Models
Fitting the model to the target using global constraints, as outlined above, has the advantage of keeping all of the areas of the model in their expected place, as well as having a neutralising effect on rogue matches, such as those found at occluded points. However, once this process is completed, it may be expected that the final result will also suffer, since un-correlated movements of the individual sub-parts may be lost as noise. Plus, individual quirks, such as a crooked smile, cannot be localised unless they are specifically included in the training set.
To provide the added flexibility necessary we propose extending the method by allowing sub-models to continue searching independently, after the full model search has completed. In addition, because the sub models will cover a much smaller area of the face we can afford to use all the vertices in the selected area rather than the sparse subset used for the full face, which was chosen to reduce computation time and redundancy. Since large areas of the face have little or no movement, we concentrated on the areas around the eyes and mouth. These are the most expressive, mobile, and informative areas when considering a face tracking and analysis system. We thus built two sub-models from the areas shown in Figure 5 . As with the full face models, an identity and an actions model were constructed for each sub-part. 
Sub-Model Search
The full model search is conducted over a series of three increasing image/texture resolutions. The search is completed at each resolution before continuing to the next. For the sub-models we use exactly the same search method except that searching always begins at the penultimate resolution. Experiments indicated that results were improved if two resolutions were used but there appeared to be no advantage to using all three. When the full model search is complete the sub-models are initialised in their respective positions (Figure 7 ). Since the sub-models have many more points than the full model an initialisation target is constructed for each sub-part from just those points in the full face model which are common to both. To do this the common points have a weighting of 1 whereas all other points have weight 0. The sub-models are then fitted to the sparse model result using same method used in the image search (section 2.5), i.e. the 3D extension of that in Ref. 26 . The identity and action sub-models are fitted to this target alternately using equations (2)- (5) . After this initialisation, each sub-part is allowed to search the image independently of the other and of the full model (Figure 7) . Algorithm 1 outlines the search process.
Currently the original full model search method 11 has been optimized to run in real-time on multiple processors (up to 24 fps on a quad core PC at ~ 40% CPU usage), however the sub-model search has not yet been integrated into this online system and the offline search for each frame can take just over 3 seconds on a single processor. Since we used code optimization and multiple processors to improve the original offline search from a time of ~ 0.4 seconds up to real-time, with CPUs under capacity, we are confident that the time for the parts search can also be reduced to allow real-time performance in the future. 
Feedback and reporting strategies
Once the results from the sub-models are obtained there are several ways that they can be integrated with the full model results for analysis. The most obvious is to use the parts to replace all the points in the full model that are common to the sub-models. We refer to this as "Exact Parts". The alternative is to feed back (FB) the common points into the full model by fitting it to the Exact Parts result. This fitting follows the same iterative alternating process described above for the sub-model initialisations. Normally, when analysing a video stream, the result of each frame is used to initialise the search on the next. This means that if the sub-model results are fed back into the full model these will influence subsequent frames. For a series of still images this will have no effect. 
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Therefore for still images we report these methods: "NoParts" (results from the full model search); "NFBExact" (exact parts substituted); and "FB" (feedback -i.e. full model fitted to parts results). For video data, method "FB" will affect future results and there is an additional combination: "FBExact" (feedback affects future results but exact parts reported). Each sequence is 2000 frames but only a subset of each was used for evaluation: 150, 156, and 136 frames. There is a great deal of lighting variation, within and between frames, and there is a wider variation in poses than in the still images. • Artificial driver short sequences. 10 This publicly available dataset was devised to assess the ability of search methods to deal with large poses. It comprises of a series of images of 20 synthetic subjects in known poses. The subjects were arranged against a real in-car background ( Figure 6 ). Each sequence starts at zero rotations and runs in a single direction. The sequences are as follows: Heading +/-90º; Pitch +/-60º; and Roll +/-90º. Fig. 8 . The points used in the performance assessment. 12 points around the eyebrows, eyes, and mouth.
Data Sets
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Results
The available annotations for the different data sets do not mark the same features. Due to this, and the differences between the annotations and the model points, only a subset of 12 points was used for point to point error evaluation (Figure 8 ). The points chosen are located on the better defined features, common to all sets: the ends of the eyebrows; the corners of the eyes; the corners of the mouth; and the top and bottom of the mouth. On the still image databases the search is initialised using the V-J detector on every image. Since the method relies on initialisation in the area of the face, we assessed the detector's performance by comparing the 12 points of interest to the box it returned. If any manually marked points fell outside the box the detection was considered a failure. It Figure 11 for more extreme corrections.
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was found that the detector failed on 8% of the BioID data set. These examples were therefore excluded from the analysis.
Feature location
The generic model can handle a variety of challenges including: occlusion; pose variation; and variable lighting. 11 This includes real-world driving situations where the lighting is changing rapidly between frames and where there are areas of strong shadow on the face (Figure 10, top right) . It is able to do this because the points locate their targets independently and use normalised texture patches.
In many cases the sub-models will make only a small correction ( Figure 10 ). However, Figure 11 illustrates the ability of the sub-parts to correct poorer results 
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from the full model. If this is very inaccurate, sometimes only one part can recover (top row, column 2) and sometimes recovery is not possible (top row, column 3). The middle left image of Figure 11 illustrates the ability of the method to adapt to nonstandard configurations, in this case the mouth is not symmetric with the face. Normally this would need to be included in a training set to be handled by a full face model of this kind. Figure 12 shows the cumulative error proportion plotted against average point-topoint (P2P) distance for each dataset. In most cases this is a percentage of the interocular distance (IOD). This normalises for the fact that the head size can vary across the data set, which is particularly true of the BioID images. For the artificial data the errors are presented as pixels because of the large pose variation. However, the head size is fairly constant on all images and IOD on the frontal faces is ~100 pixels.
Generally, including the parts improves on the original "NoParts" result. However, examining the cumulative error curve for Video 1 up to the 15% threshold, we observed that performance got worse when the parts were introduced. Extending the curve to show errors beyond 15% revealed that, although the errors were increased the proportion of failures was reduced albeit at larger thresholds (shown in Figure 12 ). Examining the results for different parts of the face revealed that the mouth area was much improved even at the lower thresholds (also shown in the figure). This indicates that the mouth model was able to correct many of the failures thus pushing the curve higher. For the other data sets the eyes showed the best performance. Figure 9 shows the superimposed results from all datasets broken down by face area. The eye corners and mouth generally fall into well-defined areas of the graph but the eyebrow curves show a great deal of variation. This is unsurprising since the corners of the eyes are the most easily located when marking ground truth on the data and the eyebrows are the most difficult to mark. The eyes are therefore likely to produce the lowest errors in a model search and the eyebrows are likely to produce the highest and most variable. The variant giving the best results for the eye corners is therefore shown on the graphs of Figure 12 . For the artificial data the results of using a 2D CLM 2,10 are included for comparison.
In a further breakdown, Figure 13 shows the comparative median average point to point errors for the four different categories in the Expressions database versus the 4 different face areas. The width of the bubble represents the comparative error value. Since some of the values were quite similar, a baseline of 5.4% IOD was subtracted to emphasise the relative performance. Three methods are shown: No parts; Exact parts; and the Feedback results. From this figure we can see that the eyes generally perform well and the eyebrows badly, as already noted. There is indication that the eye area, in particular, seems to benefit from the introduction of parts. The best performance under expression seems to be frowning and it also displays the best improvement using the method. Notice that the exact parts method can make the result worse, whereas in every combination but one (closed eyes and eyebrow area) the feedback method improves the result. This would indicate that this is the best method, certainly on this database, however it is less clear with the videos whether this is the case. , except for the artificial data which is shown in pixels. The number of images in the data set is given in brackets. The best local result is also shown, which is the eyes for all but Video 1.
2D CLM results are also given for the artificial data and an extended error plot is shown for Video 1.
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1360017-15 Figure 14 shows the P2P errors broken down by rotation angle for the artificial images. Also shown are the errors on the estimated pose. Here the pose is reported as a quaternion, which represents a rotation about an axis vector. We examined the error on both the angle and the axis. The latter is calculated as the rotation angle between the 
Pose estimation
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known and estimated axes. Since the pose is not affected when using "Exact" methods only the original and FB methods are shown. There are no axis results for 0 degrees rotation because of the high level of uncertainty on the rotation axis at that point. As with Figure 12 , including the sub-parts has had a generally beneficial effect. For heading, the improved P2P errors are below 8 pixels for angles between +/-50 degrees, and the estimated angle error is 5 degrees or less for the same range. For pitch the P2P error is below 13 pixels as far as +60 degrees and below 8 for -60 degrees. The angle estimation error is no more than 9 degrees for the entire range. Since the results for roll (i.e. in plane rotations) were consistent over all angles and methods they are not shown. The median average P2P error varied between 4.75 and 7.7 pixels. The angle estimation error was consistently less than 2.9 degrees.
Discussion
The easiest data sets in this group are XM2VTS and BioID and, as might be expected, the overall performance (all methods) is relatively better on these sets, closely followed by the expressions and the artificial data. The real-world videos obviously present the greatest challenge and the relative performance reflects this. If we allow that Video 1 was improved in one area only, the mouth, then there is an overall improvement on every other data set from adding in the subparts. The other two videos and the artificial data show the most obvious improvements which implies that using sub-models has the most beneficial effect when used in the more difficult situations, as might be hoped, since it is a corrective technique. For the still images it seems that the best improvement is when the full model is re-fitted to the parts result (FB). This implies that the ability of the parts to correct the full model and deal with nonstandard examples has aided the method but a final regularisation step is still needed. However, in the case of the sequence data this is less clear cut. For Videos 2 & 3 and the artificial data, "NoParts" is the worst performer but whether exact or corrected parts should be reported needs further investigation.
When compared to state-of the-art 2D systems such as Refs. 1, 3, 4, our method does not perform as well on the common BioID data set. However, in Refs. 3 and 4 the authors use near frontal faces only and in Ref. 1 state that their experimental data set, acquired from the internet, does not have profile or near profile images and that all faces were detected by an off the shelf face detector. This will tend to exclude not only extreme poses but also unusual lighting and some occlusions. We have shown that our method deals with large rotations, occlusion, a wide variety of data types and conditions and, in addition, can provide an estimate of pose, for those gaze-critical applications.
Conclusions
We have presented an extension to 3D model search which allows refinement of the results using independent 3D sub-parts. From Figures 12-14 it can be seen that, for all data sets but Video 1, including the sub-parts has had a clearly positive effect. Even in the Using Detailed Independent 3D Sub-Models 1360017-17 case of Video 1, when breaking down the errors between parts of the face, it can be seen that the mouth area is vastly improved. However, there is uncertainty as to whether reporting the exact parts points or refitting the model gives the best individual result. This requires further study and implies that an iterative approach, alternating between the full and parts models, may yield even more improvements.
