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FIRST ORDER CONSTRAINED OPTIMIZATION ALGORITHMS
WITH FEASIBILITY UPDATES
C.H. JEFFREY PANG
Abstract. We propose first order algorithms for convex optimization prob-
lems where the feasible set is described by a large number of convex inequalities
that is to be explored by subgradient projections. The first algorithm is an
adaptation of a subgradient algorithm, and has convergence rate 1/
√
k. The
second algorithm has convergence rate 1/k when (1) one has linear metric
inequality in the feasible set, (2) the objective function is strongly convex,
differentiable and has Lipschitz gradient, and (3) it is easy to optimize the ob-
jective function on the intersection of two halfspaces. This second algorithm
generalizes Haugazeau’s algorithm. The third algorithm adapts the second
algorithm when condition (3) is dropped. We give examples to show that the
second algorithm performs poorly when the objective function is not strongly
convex, or when the linear metric inequality is absent.
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1. Introduction
Let f : Rn → R and fj : Rn → R, where j ∈ {1, . . . ,m}, be convex functions.
Let Q ⊂ Rn be a closed convex set. The problem that we study in this paper is
min f(x) (1.1)
s.t. fj(x) ≤ 0 for j ∈ {1, . . . ,m}
x ∈ Q.
If m is large, then it might be difficult for an algorithm to find an x satisfying the
stated constraints, let alone solve the optimization problem. We now recall material
relevant with our approach for trying to solve (1.1).
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1.1. Projection methods for solving feasibility problems. For finitely many
closed convex sets C1, . . . , Cm in R
n, the Set Intersection Problem (SIP) is stated
as:
(SIP): Find x ∈ C :=
m⋂
j=1
Cj , where C 6= ∅. (1.2)
The SIP is also referred to as feasibility problems in the literature. When m is
large, the Method of Alternating Projections (MAP) is a reasonable way to solve
the SIP. As its name suggests, the MAP finds the sequence {xk}∞k=1 by projecting
onto the Cj cyclically, i.e., xk+1 = PCk′ (xk), where k
′ is the number in {1, . . . ,m}
such that m divides k − k′. We refer the reader to [BB96, BR09, ER11], as well as
[Deu01, Chapter 9] and [BZ05, Subsubsection 4.5.4], for more on the literature of
using projection methods to solve the SIP.
The convergence rate of the MAP is linear under the assumption of linear reg-
ularity. The notion was introduced and studied by [Bau96] (Definition 4.2.1, page
53) in a general setting of a Hilbert space. See also [BB96] (Definition 5.6, page
40). Recently, it has been studied in [DH06a, DH06b, DH08]. The connection with
the stability under perturbation of the sets Cj is investigated in [Kru04, Kru06]
and other works.
Another problem closely related to the SIP is the Best Approximation Problem
(BAP), stated as
(BAP): min
x∈X
1
2
‖x− x0‖2 (1.3)
s.t. x ∈ C :=
m⋂
j=1
Cj .
In other words, the BAP is the problem of finding the projection of x0 onto C. The
BAP follows the template of (1.1) when f(x) = 12‖x−x0‖2, fj(x) = d(x,Cj) for each
j ∈ {1, . . . ,m}, and Q = Rn. Dykstra’s algorithm [Dyk83, BD85] is a projection
algorithm for solving the BAP. It was rediscovered in [Han88] using mathematical
programming duality. Another algorithm is Haugazeau’s algorithm [Hau68] (see
[BC11]). The convergence rate of Dykstra’s algorithm has been analyzed in the
polyhedral case [DH94, Xu00], but little is known about the general convergence
rates of Dykstra’s and Haugazeau’s Algorithms.
For more on the background and recent developments of the MAP and its vari-
ants, we refer the reader to [BB96, BR09, ER11], as well as [Deu01, Chapter 9] and
[BZ05, Subsubsection 4.5.4].
1.2. First order algorithms and algorithms for (1.1). First order methods
in optimization are methods based on function values and gradient evaluations.
Even though first order methods have a slower rate of convergence than other
algorithms, the advantage of first order algorithms is that each iteration is easy to
perform. For large scale problems, algorithms with better complexity require too
much computational effort to perform each iteration, so first order algorithms can
be the only practical method. Classical references include [NY83, Nes83, Nes84,
Nes89], and newer references include [Nes04, JN11a, JN11b]. See also [BT09].
As far as we are aware, the problem (1.1) where projections are used to address
the feasibility of solutions are studied in [Ned11, WB15]. In both papers, the
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approach is to use random projection methods, while the second paper focuses on
the generalized setting of variational inequalities.
1.3. Contributions of this paper. In Section 3, we modify the subgradient algo-
rithm in [Nes04, Section 3.2.4] for solving (1.1) so that the new algorithm is more
suitable for solving the problem (1.1) when m is large. When the functions {fj}mj=1
satisfy the linear metric inequality property in Definition 2.4, we show that projec-
tion methods can be used instead. The algorithms in this section have O(1/
√
k)
convergence rate to the optimal objective value, just like the subgradient algorithm.
The convergence of projection algorithms for the SIP (1.2) is linear when a linear
metric inequality condition is satisfied. Furthermore, the convergence of first order
algorithms for strongly convex functions with Lipschitz gradient to the objective
value and the unique optimal solution is linear. It is therefore natural to look at
the convergence rate of (1.1) when
(1) the functions {fj}mj=1 satisfy linear metric inequality, and
(2) f(·) is strongly convex, differentiable and has Lipschitz gradient.
In Section 4, we generalize Haugazeau’s algorithm to obtain a first order algorithm
to solve (1.1) for the case when (1) and (2) are satisfied, and
(3) f(·) is structured enough to optimize over the intersection of two halfspaces.
Our algorithms have a O(1/k) convergence rate to the optimal objective value and
O(1/
√
k) convergence to the optimizer. We believe that such a convergence rate
for Haugazeau’s algorithm is new.
In Section 5, we propose a first order algorithm to solve (1.1) when (1) and (2)
are satisfied, but not (3). The convergence rate to the optimal objective value and
to the optimizer are slightly worse than the algorithms in Section 4.
In Section 6, we show that in the case where the dimension and number of
constraints are large, then a (1/k) convergence rate is best possible for strongly
convex problems in a model generalizing Haugazeau’s algorithm, while an arbitarily
slow convergence rate applies when there is convexity but no strong convexity in
the objective function.
In Section 7, we show that the O(1/k) rate of convergence of Haugazeau’s al-
gorithm to the objective value occurs even for a very simple example. We give a
second example to show that Haugazeau’s algorithm converges arbitrarily slowly in
the absence of linear metric inequality.
2. Preliminaries
In this section, we recall some results that will be necessary for the understanding
of this paper. We start with strongly convex functions.
Definition 2.1. (Strongly convex functions) We say that f : Rn → R is strongly
convex with convexity parameter µ if
f(y) ≥ f(x) + 〈f ′(x), y − x〉+ µ
2
‖x− y‖2 for all x, y ∈ Rn.
Denote the set S1,1µ,L to be the set of all functions f : Rn → R such that f(·) is
strongly convex with parameter µ and f ′(·) is Lipschitz with constant L.
We recall some standard results and notation on the method of alternating pro-
jections that will be used in the rest of the paper.
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Lemma 2.2. (Attractive property of projection) Let C ⊂ Rn be a closed convex
set. Then PC : X → X is 1-attracting with respect to C:
‖PC(x) − x‖2 ≤ ‖x− y‖2 − ‖PC(x) − y‖2 for all x ∈ Rn and y ∈ C.
Definition 2.3. (Fejér monotone sequence) Let C ⊂ Rn be a closed convex set
and let {xk} be a sequence in Rn. We say that {xk} is Fejér monotone with respect
to C if
‖xk+1 − c‖ ≤ ‖xk − c‖ for all c ∈ C and i = 1, 2, . . .
Consider the SIP (1.2) and the method of alternating projections described
shortly after. The 1-attractiveness property leads to the Fejér monotonicity of the
sequence {xk}∞k=1 with respect to C = ∩mj=1Cj . The Fejér monotonicity property
will be used in the proof of Theorem 3.5.
A stability property that guarantees the linear convergence of the MAP is defined
below.
Definition 2.4. (Linear metric inequality) Let fj : R
n → R be convex functions
for j ∈ {1, . . . ,m}. Let C := {x : max1≤j≤m fj(x) ≤ 0}. Let x ∈ Rn. If fj(x) > 0,
then choose any g¯j ∈ ∂fj(x) and let the halfspace Hj be
Hj := {y : fj(x) + 〈g¯j , y − x〉 ≤ 0}.
Otherwise, let Hj = R
n. We say that {fj(·)}mj=1 satisfies linear metric inequality
with parameter κ > 0 if
d(x,C) ≤ κ max
1≤j≤m
d(x,Hj) for all x ∈ Rn. (2.1)
In the case where fj(x) = d(x,Cj) for some closed convex set Cj , then ∂fj(x) ={
x−PCj (x)
‖x−PCj (x)‖
}
and ‖x−PCj (x)‖ = d(x,Cj) (This fact is well known. See for example
[BC11, Proposition 18.22].). So d(x,Hj) = d(x,Cj), and (2.1) reduces to the well
known linear metric inequality (which is sometimes referred to as linear regularity)
for collections of convex sets. A local version of the linear metric inequality is often
defined for the local convergence of projection algorithms. But for this paper, we
shall use the global version defined above to simplify our analysis.
2.1. Using quadratic programming to accelerate projection algorithms.
One way to accelerate projection algorithms for solving the SIP (1.2) is to collect the
halfspaces produced by the projection process and use a quadratic program (QP)
to project onto the intersection of these halfspaces. See [Pan15] for more on this
acceleration. The material in this subsection can be skipped in understanding the
main contributions of the paper. But we feel that a brief mention of this acceleration
can be useful because it shows how developments in projection methods for solving
the SIP can be incorporated in the algorithms of this paper.
A QP can be written as
min
1
2
‖x− x0‖2
s.t. x ∈ ∩mi=1Hi,
where Hi are halfspaces. If m is small, then the optimal solution can be found
with an efficient QP algorithm once the QR factorization of the normals of Hi are
obtained.
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If m is large, then trying to solve the QP would defeat the purpose of using first
order algorithms. We suggest using the dual active set QP algorithm of [GI83].
The kth iteration updates a solution xk and an active set Sk ⊂ {1, . . . ,m} such
that xk ∈ ∂Hi for all i ∈ Sk and xk = P∩i∈SkHi(x0). The algorithm of [GI83] has
two advantages:
(1) Each iteration involves relatively cheap updates of the QR factorization of
the normals of the active constraints and solving at most |Sk| linear systems
of size at most |Sk|.
(2) The distance d(x0,∩i∈SkHi) = ‖x0−xk‖ is strictly increasing till it reaches
d(x0,∩mi=1Hi).
So if the QP were not solved to optimality, each iteration gives a halfspace H¯k =
{x : 〈x0−xk, x−xk〉 ≤ 0} such that H¯k ⊃ ∩mi=1Hi and d(x0, H¯k) = d(x0,∩i∈SkHi),
which is strictly increasing by property (2). The size of the active set |Sk| can
reduced if some of the halfspaces are aggregated into a single halfspace, just like in
the generalized Haugazeau’s algorithm in Section 4.
To accelerate an alternating projection strategy, the QR factorization of the
normals of the halfspaces containing x, (the point where one projects from) can be
used to find a separating halfspace that is further away from x at the cost of an
iteration of the algorithm in [GI83].
3. A subgradient algorithm for constrained optimization
In this section, we look at how to adapt [Nes04, Theorem 3.2.3] to treat the case
where the number of constraints is large. We begin by describing our algorithm.
Algorithm 3.1. (Subgradient algorithm with feasibility updates) Let f : Rn → R
and fj : R
n → R (where j ∈ {1, . . . ,m}) be convex functions. Let Q ⊂ Rn be a
closed convex set, and R > 0 be such that ‖x− y‖ ≤ R for all x, y ∈ Q. Let
Cj := {x : fj(x) ≤ 0} (3.1)
and C := {x : fj(x) ≤ 0, j = 1, . . . ,m} = ∩mj=1Cj .
This algorithm seeks to solve
min{f(x) : x ∈ Q, fj(x) ≤ 0, j = 1, . . . ,m}. (3.2)
01 Step 0. Choose x0 ∈ Q and sequence {hk}∞k=0 by
hk =
R√
k + 0.5
.
02 Step 1: kth iteration (k ≥ 0). Use either Step 1A or Step 1B to find xk+1:
03 Step 1A. (Supporting halfspace from xk).
04 Find g¯j,k ∈ ∂fj(xk) for all j ∈ {1, . . . ,m}.
05 Define the halfspace Hj,k by
Hj,k :=
{
{x : fj(xk) + 〈g¯j,k, x− xk〉 ≤ 0}. if fj(xk) ≥ 0
R
n otherwise
06 If max1≤j≤m d(xk, Hj,k) < hk, then find gk ∈ ∂f(xk) and set
xk+1 = PQ
(
xk − hk‖gk‖gk
)
. (3.3)
07 Otherwise there is a halfspace Hk
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08 such that ∩mj=1Hj,k ⊂ Hk and d(xk, Hk) ≥ hk. Set
xk+1 = PQ ◦ PHk(xk). (3.4)
09 Step 1B. (Alternating projection strategy)
10 Let x0k = xk.
11 For j = {1, . . . ,m}
12 Find g¯j,k ∈ ∂fj(xj−1k ).
13 Define the halfspace Hj,k by
Hj,k :=
{
{x : f(xj−1k ) + 〈g¯j,k, x− xj−1k 〉 ≤ 0} if f(xj−1k ) ≥ 0
R
n otherwise.
14 Set Sj,k to be a subset of {1, . . . , j} such that j ∈ Sj,k.
15 Set xjk = P∩l∈Sj,kHl,k(x
j−1
k ).
16 End For.
17 If at any point
∑j
l=1 ‖xlk − xl−1k ‖2 ≥ h2k, then set xk+1 = PQ(xjk).
18 Otherwise, choose gk ∈ ∂f(xmk ) and set
xk+1 = PQ
(
xmk −
hk
‖gk‖gk
)
. (3.5)
We make a few remarks about Algorithm 3.1. Algorithm 3.1 is adapted from
[Nes04, Theorem 3.2.3] so that if m is large, then one may only need to evaluate a
few of fj(xk) and g¯j,k, where j ∈ {1, . . . ,m}, in the kth iteration to find xk+1.
Remark 3.2. (Using quadratic programming to accelerate projection algorithms)
The set Sj,k in Step 1B can be chosen to be Sj = {j}, and Step 1B would correspond
to an alternating projection strategy. But if the size |Sj,k| is small, then each step
can still be carried out quickly. Depending on the orientation of the sets Cj (see
(3.1)), choosing a larger set Sj,k can accelerate the convergence of the algorithm
as the intersection of more than one of the halfspaces Hj,k would be a better
approximate of the set C than a set of the form Cj . The strategies outlined in
Subsection 2.1 can be applied.
In order to accelerate convergence, we can take xk+1 = P∩l∈SkHl,k ◦ PQ(yk) in
(3.3) and (3.5), where Sk ⊂ {1, . . . ,m} and yk is the formula in PQ(·). A halfspace
separating PQ(yk) from ∩ml=1Hl,k can be found with the strategies in Subsection
2.1.
Remark 3.3. (Choices of xk+1 in Step 1A) In Step 1A of Algorithm 3.1, it is possible
that max1≤j≤m d(xk, Hj,k) < hk and there is a halfspace Hk such that ∩mj=1Hj,k ⊂
Hk and d(xk, Hk) ≥ hk. The halfspace Hk satisfying the required properties can
be found (by the strategies outlined in Subsection 2.1 for example) before all the
distances d(xk, Hj,k), where j ∈ {1, . . . ,m}, are evaluated, so one would carry out
the step (3.4) in such a case.
Remark 3.4. (Order of evaluating fj(·)s) In both Steps 1A and 1B, we do not
have to loop through the functions {fj(·)}mj=1 in the sequential order. The func-
tions {fj(·)}mj=1 can be handled in any order that goes through all the indices in
{1, . . . ,m}. If j ∈ {1, . . . ,m} is such that fj(x∗) < 0 for all optimal solutions x∗,
then fj(·) shall be evaluated infrequently. One can also incorporate ideas in [HC08]
to find a good order to cycle through the indices {1, . . . ,m}.
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Step 1B describes an extended alternating projection procedure to find a point
that is close to C. In view of studies in alternating projections, one is more likely to
achieve feasibility by projecting from the most recently evaluated point xjk instead
of xk.
Theorem 3.5. (Convergence of Algorithm 3.1) Consider Algorithm 3.1. Let x∗ be
some optimal solution. Let f(·) be Lipschitz continuous on B(x∗, R) with constant
M1 and let M2 be
M2 = max
1≤j≤m
{‖g‖ : g ∈ ∂fj(x), x ∈ B(x∗, R)}.
(a) If Step 1A was carried throughout, then for any k ≥ 3, there exists a number
i′, 0 ≤ i′ ≤ k such that
f(xi′)− f∗ ≤
√
3M1R√
k − 1.5 and max{fj(xi′ ) : j ∈ {1, . . . ,m}} ≤
√
3M2R√
k − 1.5 . (3.6)
(b) Recall the definition of C in (3.1). If Step 1B was carried throughout, Q = Rn
and the linear metric inequality condition is satisfied for some constant κ <∞, then
there exists a number i′, 0 ≤ i′ ≤ k such that
f(xmi′ )− f∗ ≤
√
3M1R√
k − 1.5 and d(x
m
i′ , C) ≤
κ
√
3mR√
k − 1.5 . (3.7)
Proof. We first prove for Step 1A. Let k′ = ⌊k/3⌋ and
Ik =
{
i ∈ [k′, . . . , k] : xk+1 = PQ
(
xk − hk‖gk‖gk
)}
.
When i /∈ Ik, we have ‖xk+1 − x∗‖2 ≤ ‖xk − x∗‖2− h2k from the 1-attractiveness of
the projection operation. When i ∈ Ik, we have
‖xi+1 − x∗‖2 ≤
∥∥∥∥
[
xi − hi‖gi‖gi
]
− x∗
∥∥∥∥
2
(3.8)
≤ ‖xi − x∗‖2 + h2i − 2hi
〈
gi
‖gi‖ , xi − x
∗
〉
.
Summing up these inequalities for i ∈ [k′, . . . , k] gives
‖xk+1 − x∗‖2 ≤ ‖xk′ − x∗‖2 −
∑
i∈Ik
[
2hi
〈
gi
‖gi‖ , xk − x
∗
〉
− h2i
]
−
∑
i/∈Ik
h2i .
Let vi = 〈 gi‖gi‖ , xi−x∗〉. Seeking a contradiction, assume that vi ≥ hi for all i ∈ Ik.
Then
k∑
i=k′
h2i =
∑
i∈Ik
h2i +
∑
i /∈Ik
i∈[k′,...,k]
h2i ≤ ‖xk′ − x∗‖2 ≤ R2,
which gives
1 ≥ 1
R2
k∑
i=k′
h2i =
k∑
i=k′
1
i+ 0.5
≥
∫ k+1
k′
dτ
τ + 0.5
= ln
2k + 3
2k′ + 1
≥ ln 3.
This is a contradiction. Thus Ik 6= ∅ and there exists some i′ ∈ Ik such that
vi′ < hi′ . Clearly, for this number we have vi′ ≤ hk′ . Lemma 3.2.1 in [Nes04] shows
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that f(xi′ )− f(x∗) ≤M1max{0, vi′}. So
f(xi′ )− f(x∗) ≤M1hk′ , (3.9)
which implies the first part of (3.6).
We now prove the second part of (3.6). Since i′ ∈ Ik, we have d(xi′ , Hj,i′) ≤ hi′
for all j ∈ {1, . . . ,m}. We can calculate that d(xi′ , Hj,i′) = fj(xi′)‖g¯j,i′‖ . Therefore,
fj(xi′)
‖g¯j,i′‖ ≤ hi′ , which gives fj(xi′ ) ≤ ‖g¯j,i′‖hi′ ≤ M2hk′ . It remains to note that
k′ ≥ k3 − 1, and therefore hk′ ≤
√
3R√
k−1.5 . This ends the proof of (a).
We now go on to prove the result if Step 1B had been used throughout the
algorithm. Once again, let k′ = ⌊k/3⌋ and
Ik =
{
i ∈ [k′, . . . , k] : xk+1 = PQ
(
xmk −
hk
‖gk‖gk
)}
.
If i /∈ Ik, we still have ‖xi+1 − x∗‖2 ≤ ‖xi − x∗‖2 − h2i . If i ∈ Ik, we have
‖xmi − x∗‖ ≤ ‖xi − x∗‖, and we can use arguments similar to (3.8) to get
‖xi+1 − x∗‖2 ≤ ‖xmi − x∗‖2 + h2i − 2hi
〈
gi
‖gi‖ , x
m
i − x∗
〉
.
Define vi = 〈 gi‖gi‖ , xmi − x∗〉. By the same reasoning as before, there is some i′ ∈ Ik
such that vi′ < hi′ ≤ hk′ . By the reasoning in (3.9), we have
f(xmi′ )− f(x∗) ≤M1hk′ .
To obtain the other inequality, we note that d(xj−1k , Cj) ≤ ‖xjk − xj−1k ‖ for any
j ∈ {1, . . . ,m}. Thus for any j ∈ {1, . . . ,m}, we have
d(xi′ , Cj) ≤
m∑
l=1
‖xli′ − xl−1i′ ‖ ≤
√
m
√√√√ m∑
l=1
‖xli′ − xl−1i′ ‖2 <
√
mhi′ .
In view of linear metric inequality, we thus have
d(xi′ , C) ≤ κ max
j∈{1,...,m}
d(xi′ , Cj) ≤ κ
√
mhi′ .
By Fejér monotonicity, we have d(xmi′ , C) ≤ κ
√
mhi′ . Like before, hi′ ≤ hk′ ≤√
3R√
k−1.5 . Our proof is complete. 
4. Convergence rate of generalized Haugazeau’s algorithm
One method of solving the BAP (1.3) is Haugazeau’s algorithm. In this section,
we show that a generalized Haugazeau’s algorithm has O(1/k) convergence to the
optimal value and O(1/
√
k) convergence to the optimal solution when the linear
metric inequality assumption is satisfied.
Algorithm 4.1. (Generalized Haugazeau’s algorithm) Let f : Rn → R be in S1,1µ,L,
where µ > 0. For a point x0 and several continuous convex functions fj : R
n → R,
where j ∈ {1, . . . ,m}, we want to find the minimizer of f(·) on
C := ∩mj=1{x : fj(x) ≤ 0}.
Suppose the linear metric inequality assumption is satisfied.
(A choice of f(·) is f(x) := 12‖x− x0‖2, where x0 is some point in Rn.)
01 Step 0: Let H◦0 = R
n.
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02 Let x0 be the minimizer of f(·) on Rn.
03 For iteration k = 0, 1, 2, . . .
04 Step 1 (Find a halfspace of largest distance from xk):
05 For j ∈ {1, . . . ,m},
06 Find g¯j,k ∈ ∂fj(xk)
07 Let Hj,k be the set
Hj,k :=
{
{x : fj(xk) + 〈g¯j,k, x− xk〉 ≤ 0} if fj(xk) ≥ 0
R
n otherwise.
08 Let j¯ ∈ {1, . . . ,m} be such that d(xk, Hj¯,k) = maxj d(xk, Hj,k).
09 Let H+k := Hj¯,k.
10 end for
11 Step 2:
12 Find the minimizer xk+1 of f(·) on H◦k ∩H+k
13 Let H◦k+1 = {x : 〈−f ′(xk+1), x− xk+1〉 ≤ 0}.
14 End for
The halfspace H◦k+1 in Step 2 is designed so that xk+1 is the minimizer of f(·)
on H◦k+1. Finding the index j¯ such that d(xk, Hj¯,k) = maxj d(xk, Hj,k) in Step 1
can be prohibitively expensive if m is large, so the alternative algorithm below is
more reasonable.
Algorithm 4.2. (Alternative algorithm) For the same setting as Algorithm 4.1,
we propose a different algorithm.
01 Step 0: Let H◦0 be R
n, and let x0 be the minimizer of f(·) on Rn.
02 Let k = 0.
03 Step 1: Set x0k = xk and H
◦
0,k = H
◦
k .
04 For j = 1, . . . ,m
05 Find g¯j,k ∈ ∂fj(xk) and set
H+j,k :=
{
{x : fj(xj−1k ) + 〈g¯j,k, x− xj−1k 〉 ≤ 0} if fj(xj−1k ) ≥ 0
R
n otherwise.
06 Find the minimizer xjk of f(·) on H◦j−1,k ∩H+j,k.
07 Let H◦j,k = {x : 〈−f ′(xjk), x− xjk〉 ≤ 0}.
08 end for
09 Step 2: Set xk+1 = x
m
k
10 Set k ← k + 1 and go back to Step 1.
Remark 4.3. (Quadratic case in Algorithm 4.1) We discuss the particular case when
f(x) := 12‖x − x0‖2. In other words, the optimization problem is the BAP (1.3).
In this case, Algorithm 4.1 reduces to Haugazeau’s algorithm. The problem of
minimizing f(·) on the intersection of two halfspaces is easy enough to solve ana-
lytically. Note that throughout Algorithm 4.1, the halfspaces H◦k and H
+
k contain
the set C. One can choose to keep more halfspaces containing C and in Step 2,
find the minimizer of f(·) on the intersection of a larger number of halfspaces. The
convergence would be accelerated at the price of solving larger quadratic programs.
One can also apply the strategies in Subsection 2.1.
The lemma below is useful in the proof of Theorem 4.8.
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Lemma 4.4. (Convergence rate of a sequence) Suppose {δk}k ⊂ R is a sequence
of nonnegative real numbers satisfying
δk+1 ≤ δk − ǫ1
[
1−
√
1− ǫ2δk
]2
+
α
k2
,
where ǫ1, ǫ2 > 0, α ≥ 0 and ǫ2δ1 < 1. Let ǫ¯ = 14ǫ1ǫ22.
(a) The convergence of {δk}k to zero is O(1/k).
(b) If α = 0 and δk > 0 for all k, then {δk}k is strictly decreasing, and
δk ≤ 11
δ0
+ ǫ¯k
for all k ≥ 0,
Proof. We first prove (a). Suppose the values r > 0 and ǫ˜ > 0 are small enough
so that δ1 ≤ 1r , ǫ˜ ≤ ǫ¯, δ1 ≤ 12ǫ˜ and r2α¯ + r ≤ ǫ˜. Suppose δk ≤ 1rk . Then by the
monotonicity of the function δ 7→ δ − ǫ˜δ2 in the range δ ∈ [0, 12ǫ˜ ] , we have
δk+1 ≤ δk − ǫ¯[δk]2 + α¯
k2
≤ δk − ǫ˜[δk]2 + α¯
k2
≤ 1
rk
− ǫ˜ 1
r2k2
+
α¯
k2
=
rk − ǫ˜+ r2α¯
r2k2
≤ rk − r
r2k2
≤ 1
r(k + 1)
.
Thus {δk}k ∈ O(1/k) as needed.
We now prove (b). Like in (a), we have δk+1 ≤ δk− 14ǫ1ǫ22δ2k = δk− ǫ¯δ2k. It is clear
that {δk}k is a strictly decreasing sequence if all terms are positive. Let θk = 1ǫ¯δk
so that δk =
1
ǫ¯θk
. Then
δk+1 ≤ δk − ǫ¯δ2k =
1
ǫ¯θk
− 1
ǫ¯θ2k
=
θk − 1
ǫ¯θ2k
≤ 1
ǫ¯(θk + 1)
=
1
1
δk
+ ǫ¯
.
In other words, 1δk+1 ≥ 1δk + ǫ¯. The conclusion is now straightforward. 
Lemma 4.5. (Distance to supporting halfspace) Suppose f : Rn → R is a dif-
ferentiable strongly convex function with parameter µ. Let x¯, x ∈ Rn be such that
f(x) < f(x¯) and f ′(x¯) 6= 0. Define the halfspace H¯ by H¯ := {x : 〈f ′(x¯), x−x¯〉 ≥ 0}.
Then the following hold:
(a) d(x, H¯) ≥ 1µ
[
‖f ′(x¯)‖ −√‖f ′(x¯)‖2 − 2µ[f(x¯)− f(x)]].
(b) If 〈f ′(x), x¯ − x〉 ≥ 0, then ‖x− x¯‖ ≤
√
2
µ [f(x¯)− f(x)].
Proof. We first prove (a). We look to solve
miny
〈 −f ′(x¯)
‖f ′(x¯)‖ , y − x¯
〉
s.t. f(x¯) + 〈f ′(x¯), y − x¯〉+ µ
2
‖y − x¯‖2 ≤ f(x)
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For any y ∈ Rn, a lower bound on f(y) is f(x¯) + 〈f ′(x¯), y − x¯〉 + µ2 ‖y − x¯‖2 by
strong convexity. Thus if y is such that f(y) = f(x), it must satisfy the constraint
of the above problem. The objective value is d(y, H¯). So this optimization problem
finds a lower bound to the distance to the halfspace H¯ provided that the objective
value is at most f(x).
We rewrite the constraint to get
f(x¯) + 〈f ′(x¯), y − x¯〉+ µ
2
‖y − x¯‖2 ≤ f(x)
1
2
µ
∥∥∥∥y − x¯+ 1µf ′(x¯)
∥∥∥∥
2
≤ f(x)− f(x¯) + 1
2µ
‖f ′(x¯)‖2.
The feasible set of the optimization problem is thus a ball with center x¯− 1µf ′(x¯).
The optimization problem can be solved analytically by finding the t with smallest
absolute value such that x = x¯ + tf ′(x¯) lies on the boundary of the ball. In other
words,
f(x¯) + 〈f ′(x¯), [x¯ + tf ′(x¯)]− x¯〉+ µ
2
‖[x¯+ tf ′(x¯)]− x¯‖2 = f(x)
1
2
t2µ‖f ′(x¯)‖2 + t‖f ′(x¯)‖2 + f(x¯)− f(x) = 0.
So
t =
−‖f ′(x¯)‖2 + ‖f ′(x¯)‖√‖f ′(x¯)‖2 − 2µ[f(x¯)− f(x)]
µ‖f ′(x¯)‖2
= − 1
µ
+
√‖f ′(x¯)‖2 − 2µ[f(x¯)− f(x)]
µ‖f ′(x¯)‖ .
The distance of x to H¯ is thus at least 1µ
[‖f ′(x¯)‖ −√‖f ′(x¯)‖2 − 2µ[f(x¯)− f(x)]]
as needed, which concludes the proof of (a).
Next, we prove (b). By strong convexity and the given assumption, we have
f(x¯) ≥ f(x) + 〈f ′(x), x¯ − x〉+ µ
2
‖x− x¯‖2 ≥ f(x) + µ
2
‖x− x¯‖2.
A rearrangement of the above gives the conclusion we need. 
Before we prove Theorem 4.8, we need the following definition.
Definition 4.6. (Triangular property) Consider the function fj : R
n → R in
Algorithm 4.2 for some j ∈ {1, . . . ,m}. We say that fj : Rn → R has the triangular
property if for and y, z ∈ Rn and any gy ∈ ∂fj(y) and gz ∈ ∂fj(z), we have
d(y,Hy) ≤ ‖y − z‖+ d(z,Hz), (4.1)
where
Hy :=
{
{x : fj(y) + 〈gy, x− y〉 ≤ 0} if fj(y) > 0
R
n if fj(y) ≤ 0,
and Hz is defined similarly.
If fj : R
n → R is defined by fj(x) = d(x,Cj) for a closed convex set Cj ⊂ Rn,
then gy =
y−PCj (y)
d(y,Cj)
, gz =
z−PCj (z)
d(z,Cj)
, d(y,Hy) = d(y, Cj) and d(z,Hz) = d(z, Cj),
so (4.1) obviously holds. However, the triangular property need not hold for any
convex function.
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Example 4.7. (Failure of triangular property) Let fj : R → R be defined by
fj(x) = max{x, 2x− 1}. If y = 0.9 and z = 1.1, we can check that d(y,Hy) = 0.9,
d(z,Hz) = 0.6 and ‖y − z‖ = 0.2, which means that (4.1) cannot hold.
We now prove the convergence of Algorithms 4.1 and 4.2.
Theorem 4.8. (Convergence rate of Algorithm 4.1) Consider the setting in Algo-
rithm 4.1. Suppose the linear metric inequality is satisfied. Let x∗ be the optimal
solution to min{f(x) : x ∈ C}, and assume that f ′(x∗) 6= 0.
(a) In Algorithm 4.1, the convergence of {f(xk)}∞k=1 to f(x∗) satisfies
f(x∗)− f(xk) ≤ 11
f(x∗)−f(x0) + ǫ¯k
,
where ǫ¯ = µ2κ2‖f ′(x∗)‖3 , and the convergence of {xk}∞k=1 to x∗ satisfies
‖x∗ − xk‖ ≤
√
2
µ
[f(x∗)− f(xk)]. (4.2)
Thus the convergence of {f(xk)}∞k=1 to f(x∗) is O(1/k), and the convergence of
{xk}∞k=1 to x∗ is O(1/
√
k).
(b) Suppose in addition that the triangular property holds. In Algorithm 4.2, the
convergence of {f(xk)}∞k=1 to f(x∗) satisfies
f(x∗)− f(xk) ≤ 11
f(x∗)−f(x0) +
ǫ¯
mk
,
where ǫ¯ is the same as in (a), and the convergence of {xk}∞k=1 to x∗ satisfies (4.2).
Proof. We first prove part (a). Consider the halfspace
H∗ := {x : 〈−f ′(x∗), x− x∗〉 ≤ 0}.
The halfspace H∗ contains C, and contains x∗ on its boundary. It is clear that
{f(xk)}∞k=1 is an increasing sequence such that limk→∞ f(xk) = f(x∗).
By Lemma 4.5(a), we have
d(xk, H
∗) ≥ 1
µ
[
‖f ′(x∗)‖ −
√
‖f ′(x∗)‖2 − 2µ[f(x∗)− f(xk)]
]
. (4.3)
By linear metric inequality, we can find a separating halfspace from xk to C that
is of distance 1κµ [‖f ′(x∗)‖ −
√‖f ′(x∗)‖2 − 2µ[f(x∗)− f(xk)]] from xk. Thus
‖xk+1 − xk‖ ≥ 1
κµ
[
‖f ′(x∗)‖ −
√
‖f ′(x∗)‖2 − 2µ[f(x∗)− f(xk)]
]
.
The next iterate xk+1 lies in the set H
◦
k ∩H+k , so 〈f ′(xk), xk+1 − xk〉 ≥ 0. By the
µ-strong convexity of f , we have
f(xk+1) ≥ f(xk) + 〈f ′(xk), xk+1 − xk〉+ µ
2
‖xk+1 − xk‖2 (4.4)
≥ f(xk) + µ
2
‖xk+1 − xk‖2
⇒ f(xk+1)− f(xk) ≥ 1
2κ2µ
[
‖f ′(x∗)‖ −
√
‖f ′(x∗)‖2 − 2µ[f(x∗)− f(xk)]
]2
.
Let δk = f(x
∗)− f(xk). From the above, we have
δk+1 ≤ δk − ǫ1
[
1−
√
1− ǫ2δk
]2
,
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where ǫ1 =
‖f ′(x∗)‖
2κ2µ and ǫ2 =
2µ
‖f ′(x∗)‖2 . Applying Lemma 4.4(b) gives the first part
of our result. Next, note that x∗ lies in the halfspace through xk with outward
normal −f ′(xk), so this gives 〈f ′(xk), x∗ − xk〉 ≥ 0. We use Lemma 4.5(b) to get
(4.2).
We now prove part (b). Like before, Lemma 4.5(a) applies to give (4.3). By
linear metric inequality with parameter κ, there is an index j¯ ∈ {1, . . . ,m} such
that for any s ∈ ∂fj¯(xk), the halfspace Hj¯ := {x : fj¯(xk) + 〈s, x− xk〉 ≤ 0} is such
that d(xk, Hj¯) ≥ d¯, where
d¯ :=
1
κµ
[
‖f ′(x∗)‖ −
√
‖f ′(x∗)‖2 − 2µ[f(x∗)− f(xk)]
]
.
(Note the difference between Hj¯ and H
+
j,k.)
Since xj−1k minimizes f(·) onH◦j,k and xjk ∈ H◦j,k, we have 〈f ′(xj−1k ), xjk−xj−1k 〉 ≥
0. Therefore, just like in (4.4), we have
f(xjk)− f(xj−1k ) ≥ 〈f ′(xj−1k ), xjk − xj−1k 〉+
µ
2
‖xjk − xj−1k ‖2 ≥
µ
2
‖xjk − xj−1k ‖2.
The triangular property implies that d(xj¯−1k , H
+
k,j¯
) + ‖xj¯−1k − x0k‖ ≥ d(x0k, Hj¯) ≥ d¯.
Therefore,
j¯∑
j=1
‖xjk − xj−1k ‖ ≥ ‖xj¯k − xj¯−1k ‖+ ‖xj¯−1k − x0k‖
= d(xj¯−1k , H
+
k,j¯
) + ‖xj¯−1k − x0k‖
≥ d¯.
Then
f(xj¯k)− f(x0k) ≥
µ
2
j¯∑
j=1
‖xjk − xj−1k ‖2
≥ µ
2j¯
[
j¯∑
j=1
‖xjk − xj−1k ‖
]2
≥ µ
2j¯
d¯2 ≥ µ
2m
d¯2.
Let δk := f(x
∗)− f(xk). We have f(xk+1)− f(xk) ≥ f(xj¯k)− f(x0k) ≥ µ2m d¯2, so
δk+1 ≤ δk − µ
2m
d¯2
= δk − 1
2κ2µm
[
‖f ′(x∗)‖ −
√
‖f ′(x∗)‖2 − 2µ[f(x∗)− f(xk)]
]2
≤ δk − ‖f
′(x∗)‖
2κ2µm
[
1−
√
1− 2µ‖f ′(x∗)‖δk
]2
.
Applying Lemma 4.4(b) gives us the result we need. Lemma 4.5(b) still applies to
give (4.2). 
One would expect Algorithm 4.2 to be better than Algorithm 4.1 and converge
faster than the conservative estimate of the convergence rate in Theorem 4.8.
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5. Constrained optimization with strongly convex objective
Consider the strategy of using Algorithm 4.1 to solve (1.1), where f ∈ S1,1µ,L,
and {fj(·)}mj=1 satisfies the linear metric inequality. A difficulty of Algorithm 4.1
is in Steps 0 and 2, where one has to minimize f(·) over the intersection of two
halfspaces. A natural question to ask is whether an approximate minimizer would
suffice, and how much effort is needed to calculate this approximate solution. In
this section, we show how to get around this difficulty by using steepest descent
steps to find an approximate minimizer of f(·) on the intersection of two halfspaces,
leading to an algorithm that has a convergence rate comparable to Algorithm 4.1.
We first recall the constrained steepest descent of functions in S1,1µ,L constrained
over a simple set and recall its convergence properties to the minimizer.
Algorithm 5.1. (Constrained gradient algorithm) Consider f : Rn → R in S1,1µ,L
and a closed convex set Q ⊂ Rn. Choose x0 ∈ Q. The constrained gradient algo-
rithm to solve
min{f(x) : x ∈ Q}
runs as follows:
At iteration k (where k ≥ 0), xk+1 = xk − hPQ(xk − 1Lf ′(xk)).
Associated with the steepest descent algorithm is the following result. See for
example [Nes04, Theorem 2.2.8].
Theorem 5.2. (Linear convergence to optimizer of gradient algorithm) Consider
Algorithm 5.1. Let x∗ be the minimizer. If h = 1/L, then
‖xk+1 − x∗‖2 ≤
(
1− µ
L
)
‖xk − x∗‖2.
Actually, the optimal algorithm of [Nes04] gives a better ratio of (1 −√ uL ) in
place of (1 − uL ), but the ratio (1 − uL) is sufficient for our purposes. In problems
whose main difficulty is in handling a large number of constraints rather than
the dimension of the problem, algorithms which converge faster than first order
algorithms can be used instead. A different choice of algorithm would however not
affect our subsequent analysis.
We now state our algorithm.
Algorithm 5.3. (Constrained optimization with objective in S1,1µ,L) Consider f :
R
n → R in S1,1µ,L, and let fj : Rn → R, where j ∈ {1, . . . ,m}, be linearly regular
convex functions.
01 Separating halfspace procedure:
02 For a point x ∈ Rn, a separating halfspace H+ is found as follows:
03 For j ∈ {1, . . . ,m},
04 Find some g¯j ∈ ∂fj(x)
05 Let
Hj :=
{
{x′ : fj(x) + 〈gj , x′ − x〉 ≤ 0} if fj(x) ≥ 0
R
n otherwise.
06 end for
07 Let H+ = Hj¯, where j¯ = argmax1≤j≤m d(x,Hj).
01 Main Algorithm:
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02 Let H◦1 = R
n and H+1 = R
n and let x◦1 be a starting iterate. Let α > 0.
03 For k = 1, . . .
04 Let x∗k be the minimizer of f(·) on H◦k ∩H+k
05 Starting from x◦k, perform constrained gradient iterations (Algorithm 5.1)
06 for solving min{f(x) : x ∈ H◦k ∩H+k } to find xk such that
07 (1) ‖xk − x∗k‖ ≤ αk2 , and
08 (2) d(xk, H
+
k+1) ≥ 2‖xk − x∗k‖, where H+k+1 is a halfspace obtained
09 from the separating halfspace procedure with input xk.
10 If H◦k 6= Rn and H+k 6= Rn (i.e., both H◦k and H+k are proper halfspaces)
11 Combine halfspaces H◦k and H
+
k to form one halfspace H
◦
k+1:
12 If ∂H◦k ∩ ∂H+k = ∅ or d(xk, ∂H◦k ∩ ∂H+k ) > αk2
13 Let H◦k+1 = H
+
k
14 else
15 Project −f ′(xk) onto cone({n◦k, n+k }) to get v ∈ Rn,
16 where n◦k and n
+
k are the outward normal vectors of H
◦
k and H
+
k .
17 Project xk onto ∂H
◦
k ∩ ∂H+k to get x˜k.
18 Let H◦k+1 := {x : 〈v, x− x˜k〉 ≤ 0}
19 end if
20 else
21 Let H◦k+1 = H
+
k
22 end if
23 end for
Algorithm 5.3 is actually a two stage process. We refer to the iterations of finding
{xk}, {H◦k} and {H+k } as the outer iterations, and the iterations of the constrained
steepest descent algorithm to find xk as the inner iterations.
We didn’t mention the starting iterate x◦k for the constrained steepest descent
algorithm. We can let x◦k = xk−1 for k > 1, but setting x
◦
k = x
◦
1 is sufficient for our
analysis.
Throughout the algorithm, the points x∗k are not found explicitly. The distance
‖xk − x∗k‖ can be estimated from Theorem 5.2.
We make a few remarks about Algorithm 5.3. At the beginning of the algorithm,
the sets H+1 and H
◦
1 equal R
n, but after some point, they become proper halfspaces.
It is clear from the construction of H◦k+1 that H
◦
k ∩H+k ⊂ H◦k+1, and that H+k are
designed so that C ⊂ H+k , so C ⊂ H◦k .
Assume that H◦k and H
+
k are proper halfspaces. Then the sets ∂H
◦
k and ∂H
+
k
are affine spaces with codimension 1. In order for ∂H◦k ∩ ∂H+k = ∅, the normals of
the halfspaces have to be in the same direction. The condition
d(xk, ∂H
◦
k ∩ ∂H+k ) >
α
k2
≥ ‖xk − x∗k‖
implies that x∗k cannot be on ∂H
◦
k ∩ ∂H+k , so x∗k has to lie only on either ∂H◦k or
∂H+k , but not both. By the workings of Algorithm 5.3, x
∗
k cannot lie on ∂H
◦
k , and
must lie on ∂H+k . This explains why H
◦
k+1 = H
+
k in the situations specified.
Theorem 5.4. (Convergence of Algorithm 5.3) Consider Algorithm 5.3. We have
(1) {f(x∗)− f(x∗k)}∞k=1 ∈ O(1/k).
(2) {‖x∗k − x∗‖} ∈ O(1/
√
k).
(3) {f(x∗)− f(xk)} ∈ O(1/k), and {‖xk − x∗‖} ∈ O(1/
√
k).
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Proof. From strong convexity, we have
f(x∗k+1)− f(x∗k)−
µ
2
‖x∗k+1 − x∗k‖2 ≥ 〈f ′(x∗k), x∗k+1 − x∗k〉. (5.1)
Recall that n◦k and n
+
k are the outward normals of the halfspaces H
◦
k and H
+
k
respectively. The optimality conditions imply that −f ′(x∗k) ∈ cone({n◦k, n+k }).
When k = 1 or 2, the halfspace H◦k equals R
n, so H◦k+1 equals H
+
k . In the
case when d(xk, ∂H
◦
k ∩ ∂H+k ) > αk2 , we also have H◦k+1 = H+k . In these cases,
H◦k+1 = {x : 〈f ′(x∗k), x− x∗k〉 ≥ 0}. The inequality (5.1) reduces to
f(x∗k+1)− f(x∗k)−
µ
2
‖x∗k+1 − x∗k‖2 ≥ 0. (5.2)
We now address the other case where H◦k and H
+
k are both proper halfspaces
and d(xk, ∂H
◦
k ∩ ∂H+k ) ≤ αk2 . Since v = Pcone({n◦k,n+k })(−f
′(xk)) and −f ′(x∗k) =
Pcone({n◦
k
,n+
k
})(−f ′(x∗k)), the nonexpansivity of the projection onto the convex set
cone({n◦k, n+k }) and the assumption that f ′(·) is Lipschitz with parameter L gives
us
‖f ′(x∗k)− (−v)‖ ≤ ‖f ′(x∗k)− f ′(xk)‖ ≤ L‖x∗k − xk‖. (5.3)
The halfspace H◦k+1 equals {x : 〈v, x − x˜k〉 ≤ 0}. We must have x∗k+1 ∈ H◦k+1,
which gives
〈−v, x∗k+1 − x˜k〉 ≥ 0. (5.4)
Before we prove (5.6), we note that
‖xk − x˜k‖ ≤ d(xk, ∂H◦k ∩ ∂H+k ) ≤
α
k2
, (5.5)
and that ‖xk − x∗k‖ ≤ αk2 is a requirement in Algorithm 5.3. We continue with the
arithmetic in (5.1) to get
f(x∗k+1)− f(x∗k)−
µ
2
‖x∗k+1 − x∗k‖2 (5.6)
≥ 〈f ′(x∗k), x∗k+1 − x∗k〉
= 〈−v, x∗k+1 − x˜k〉+ 〈−v, x˜k − x∗k〉+ 〈f ′(x∗k) + v, x∗k+1 − x∗k〉
≥ 0− ‖v‖‖x˜k − x∗k‖ − ‖f ′(x∗k) + v‖‖x∗k+1 − x∗k‖ (by (5.4))
≥ −‖v‖[‖xk − x∗k‖+ ‖xk − x˜k‖]− L‖xk − x∗k‖‖x∗k+1 − x∗k‖ (by (5.3))
≥ − α
k2
[2‖v‖+ L‖x∗k+1 − x∗k‖] (by (5.5)).
Next, since v is the projection of f ′(xk) onto cone({n◦k, n+k }), which is a convex set
containing the origin, we have ‖v‖ ≤ ‖f ′(xk)‖. Note that ‖xk − x∗k‖ ≤ αk 2 ≤ α. So
‖v‖ ≤ ‖f ′(xk)‖
≤ ‖f ′(x∗k)‖+ ‖f ′(xk)− f ′(x∗k)‖
≤ ‖f ′(x∗k)‖+ L‖xk − x∗k‖
≤ max{‖f ′(x)‖ : f(x) ≤ f(x∗)} + Lα.
Since f(x∗k) ≤ f(x∗) and f(x∗k+1) ≤ f(x∗), the strong convexity of f(·) implies that
x∗k and x
∗
k+1 both lie in a bounded set. (See Lemma 5.5.) Therefore, there is a
constant α¯ > 0 such that α[L‖x∗k+1 − x∗k‖ + 2‖v‖] ≤ α¯. Continuing from (5.6), we
have
f(x∗k+1)− f(x∗k)−
µ
2
‖x∗k+1 − x∗k‖2 ≥ −
α¯
k2
. (5.7)
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Since x∗k+1 ∈ H+k+1, we have ‖x∗k+1 − x∗k‖ ≥ d(x∗k, H+k+1). We now prove that
d(x∗k, H
+
k+1) ≥ 13κd(x∗k, C). We get 1κd(xk, C) ≤ d(xk, H+k+1) from linear met-
ric inequality. From 2‖xk − x∗k‖ ≤ d(xk, H+k+1) and the triangular inequality
d(xk, H
+
k+1) ≤ ‖xk−x∗k‖+d(x∗k, H+k+1), we have ‖xk−x∗k‖ ≤ d(x∗k, H+k+1). Together
with the fact that κ ≥ 1, we have
1
κ
d(x∗k, C) ≤
1
κ
‖xk − x∗k‖+
1
κ
d(xk, C)
≤ ‖xk − x∗k‖+ d(xk, H+k+1)
≤ 2‖xk − x∗k‖+ d(x∗k, H+k+1)
≤ 3d(x∗k, H+k+1).
We then have
‖x∗k+1 − x∗k‖ ≥ d(x∗k, H+k+1) (5.8)
≥ 1
3κ
d(x∗k, C)
≥ 1
3κµ
[
‖f ′(x∗)‖ −
√
‖f ′(x∗)‖2 − 2µ[f(x∗)− f(x∗k)]
]
.
(The third inequality comes from Lemma 4.5(a).)
Let ǫ1 =
‖f ′(x∗)‖
3κµ and ǫ2 =
2µ
‖f ′(x∗)‖ . Putting (5.8) into formulas (5.2) and (5.7)
gives
f(x∗)− f(x∗k+1) ≤ f(x∗)− f(x∗k)−
µǫ1
2
[
1−
√
1− ǫ2[f(x∗)− f(x∗k)]
]2
+
α¯
k2
⇒ δ∗k+1 ≤ δ∗k −
µǫ1
2
[
1−√1− ǫ2δ∗k
]2
+
α¯
k2
,
where δ∗k := f(x
∗)− f(x∗k). Part (1) now follows from Lemma 4.4(a).
The optimality conditions on x∗k implies that the point x
∗ must lie in the halfs-
pace {x : 〈f ′(x∗k), x− x∗k〉 ≥ 0}. Lemma 4.5(b) then implies
‖x∗ − x∗k‖ ≤
√
2
µ
[f(x∗)− f(x∗k)].
The claim in (2) follows immediately from the above inequality and (1).
To see (3), note that since f(·) is locally Lipschitz at x∗, we have
lim sup
k→∞
|f(xk)− f(x∗k)|
‖xk − x∗k‖
<∞.
Since {‖xk − x∗k‖} ∈ O(1/k2), we have {|f(xk) − f(x∗k)|} ∈ O(1/k2). Next, since
{|f(x∗) − f(x∗k)|} ∈ O(1/k), we have {|f(x∗) − f(xk)|} ∈ O(1/k) as needed. The
other inequality {‖xk − x∗‖} ∈ O(1/
√
k) can also be proved with these steps. 
Lemma 5.5. (Estimate of x∗k) In Algorithm 5.3, the points x
∗
k satisfy∥∥∥∥x∗k − x∗ + 1µf ′(x∗)
∥∥∥∥ ≤
∥∥∥∥ 1µf ′(x∗)
∥∥∥∥ .
Proof. From the µ-strong convexity of f(·) and the fact that f(x∗k) ≤ f(x∗), we
have f(x∗) + 〈f ′(x∗), x∗k − x∗〉 + µ2 ‖x∗k − x∗‖2 ≤ f(x∗k) ≤ f(x∗), from which the
conclusion follows. 
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5.1. Computational effort of Algorithm 5.3. We now calculate the amount
of computational effort that Algorithm 5.3 takes to find an iterate xk such that
|f(xk) − f(x∗)| ≤ ǫ. The number of outer iterations needed to find the iterate xk
is, by definition, k. It therefore remains to calculate the number of inner iterations
corresponding to each outer iteration.
Consider the case when ‖x∗k−x∗‖ is small (or even zero) for the final iteration k.
Even though it means that the outer iterations in Algorithm 5.3 have done well to
allow us to get a good x∗k once the required number of inner iterations are performed,
the number of inner iterations needed to satisfy d(xk, H
+
k+1) ≥ 2‖xk − x∗k‖ can
be excessively large. In view of this difficulty, we leave out the number of inner
iterations associated with the last outer iterate. Nevertheless, when d(xk, H
+
k+1)
and ‖xk−x∗k‖ are small, we have the following estimates on f(x∗)−f(x∗k), ‖x∗k−x∗‖,
and hence |f(x∗)− f(xk)| and ‖xk − x∗‖ in (5.10a) of Theorem 5.6 from quantities
that are calculated throughout Algorithm 5.3.
Theorem 5.6. (Performance estimates) Consider Algorithm 5.3. Let H∗ be the
halfspace {x : 〈f ′(x∗), x− x∗〉 ≥ 0}. We have
(1) 0 ≤ f(x∗)− f(x∗k) ≤ ‖f ′(x∗)‖d(x∗k, H∗).
(2) ‖x∗k − x∗‖ ≤
√
2‖f ′(x∗)‖d(x∗k, H∗).
Suppose {fj(·)}mj=1 satisfies κ linear metric inequality and an iterate xk of the
minimization subproblem is such that
d¯ := [‖xk − x∗k‖+ κd(xk, H+k+1)].
Then
d(x∗k, H
∗) ≤ d¯. (5.9)
Hence if f(·) is Lipschitz with constant M in a neighborhood U of x∗ and both xk
and x∗k lie in U , then
|f(xk)− f(x∗)| ≤ ‖f ′(x∗)‖d¯+M‖xk − x∗k‖, (5.10a)
and ‖xk − x∗‖ ≤ ‖xk − x∗k‖+
√
2µ‖f ′(x∗)‖d¯. (5.10b)
Proof. Recall that x∗ is the solution to the original problem. Since f(x∗k) < f(x
∗),
then either d(x∗k, H
∗) > 0 or x∗k = x
∗. When x∗k = x
∗, all the conclusions in our
result would be true, so we only look at the first case. It is clear that d(x∗k, H
∗) =
〈− f ′(x∗)‖f ′(x∗)‖ , x∗k − x∗〉. By the convexity of f(·), we have
f(x∗)− f(x∗k) ≤ 〈−f ′(x∗), x∗k − x∗〉 = ‖f ′(x∗)‖d(x∗k, H∗). (5.11)
Next, we find an upper bound for ‖x∗k − x∗‖. Lemma 5.5 states that x∗k lies in a
ball with radius ‖ 1µf ′(x∗)‖, center z := x∗ − 1µf ′(x∗), and has the point x∗ on its
boundary. See Figure 5.1. The furthest point x in this ball from x∗ that satisfies
d(x,H∗) ≤ d(x∗k, H∗) has to be such that d(x,H∗) = d(x∗k, H∗) and x being on the
boundary of this ball.
Finding an upper bound for ‖x∗k − x∗‖ is now an easy exercise in trigonometry.
Let θ be the angle that the line through x and x∗ makes with ∂H∗. We thus have
∠xzx∗ = 2θ. So cos 2θ = ‖f
′(x∗)‖−µd(x∗k,H∗)
‖f ′(x∗)‖ . Making use of cos 2θ = 1 − 2[sin θ]2,
we have
sin θ =
√
µd(x∗k, H∗)
2‖f ′(x∗)‖ .
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x*
d2d1
z
2θ
θ
x
Figure 5.1. Diagram used in the proof of Theorem 5.6. The
distances d1 and d2 equal ‖ 1µf ′(x∗)‖ and ‖ 1µf ′(x∗)‖ − d(x∗k, H∗)
respectively.
An upper bound for ‖x∗k − x∗‖ is thus d(x∗k, H∗)/ sin θ, so
‖x∗k − x∗‖ ≤ d(x∗k, H∗)/ sin θ =
√
2µ‖f ′(x∗)‖d(x∗k, H∗). (5.12)
We have
d(x∗k, H
∗) ≤ d(x∗k, C) ≤ ‖xk − x∗k‖+ d(xk, C) ≤ ‖xk − x∗k‖+ κd(xk, H+k+1) = d¯.
(5.13)
To get (5.10a), we make use of (5.11), (5.9) and the assumption that f(·) is Lipschitz
with constant M to get
|f(xk)− f(x∗)| ≤ |f(x∗)− f(x∗k)|+ |f(x∗k)− f(xk)|
≤ ‖f ′(x∗)‖d¯+M‖xk − x∗k‖.
Formula (5.10b) follows easily from (5.12). 
We now calculate the number of inner iterations needed for outer iterations
j ∈ {1, . . . , k − 1} so that |f(xk) − f(x∗)| ≤ ǫ. As seen in Theorem 5.4, the
convergence rate of |f(xk) − f(x∗)| is O(1/k), or in other words, O(1/ǫ) outer
iterations would ensure that |f(xk)− f(x∗)| ≤ ǫ.
To ensure that ‖xj−x∗j‖ ≤ αj2 for j ∈ {1, . . . , k−1}, we needO(log(j2)) iterations.
Since the number of iterations k is O(1/ǫ), we need at least O(log(1/ǫ2)) iterations
for the (k − 1)th inner subproblem. We now proceed to find how the condition
d(xk, H
+
k+1) ≥ 2‖xk − x∗k‖ affects the number of inner iterations in each outer
iteration. We have the following inequalities.
Remark 5.7. If ‖xk − x∗k‖ ≤ 13κd(x∗k, C), then linear metric inequality, the fact that
κ ≥ 1, and the triangular inequality implies
d(xk, H
+
k+1) ≥
1
κ
d(xk, C)
≥ 1
κ
d(x∗k, C)−
1
κ
‖xk − x∗k‖
≥ 3‖xk − x∗k‖ − ‖xk − x∗k‖
≥ 2‖xk − x∗k‖.
Remark 5.7 implies that in the jth outer iteration, the number of inner iterations
it takes to get d(xj , H
+
j+1) ≥ 2‖xj−x∗j‖ is at most the number of iterations it takes
to get ‖xj − x∗j‖ ≤ 13κd(x∗j , C).
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Proposition 5.8. We continue the discussion of this subsection. Suppose f(·) is
Lipschitz with constant M . If d(x∗k, C) ≤ ǫ‖f ′(x∗)‖+M , and d(xk, H+k+1) ≥ 2‖xk −
x∗k‖, then |f(xk)− f(x∗)| ≤ ǫ.
Proof. We first prove that d(xk, H
+
k+1) ≥ 2‖xk− x∗k‖ implies ‖xk− x∗k‖ ≤ d(x∗k, C).
We have
d(x∗k, C) ≥ d(xk, C)− ‖xk − x∗k‖ ≥ d(xk, H+k+1)− ‖xk − x∗k‖ ≥ ‖xk − x∗k‖.
Finally, making use of Theorem 5.6(1), we have
|f(xk)− f(x∗)| ≤ |f(x∗)− f(x∗k)|+ |f(xk)− f(x∗k)|
≤ ‖f ′(x∗)‖d(x∗k, C) +M‖xk − x∗k‖
≤ ‖f ′(x∗)‖d(x∗k, C) +Md(x∗k, C)
≤ ǫ.

So we must have d(x∗j , C) >
ǫ
‖f ′(x∗)‖+M for all j ∈ {1, . . . , k − 1}. For the outer
iterations j ∈ {1, . . . , k−1}, Remark 5.7 imposes that the number of inner iterations
needs to allow us to get ‖xj−x∗j‖ ≤ ǫ3κ[‖f ′(x∗)‖+M ] . So the number of inner iterations
for outer iterate j ∈ {1, . . . , k − 1} needs to be at least O(log(1/ǫ)), which is less
than the O(log(1/ǫ2)) obtained earlier. So the total number of inner iterations in
outer iterations j ∈ {1, . . . , k − 1} that is needed to get |f(xk) − f(x∗)| ≤ ǫ is
O(1ǫ log(1/ǫ
2)). The corresponding number of inner iterations to get ‖xk − x∗‖ ≤ ǫ
can be similarly calculated to be O( 1ǫ2 log(1/ǫ
4)).
6. Lower bounds on effectiveness of projection algorithms
In this section, we derive a lower bound that describes the absolute rate conver-
gence of first order algorithms where one projects onto component sets to explore
the feasible set. Let f : Rn → R be a convex function. When (1.1) is restricted
to the case where fj(x) is an affine function and Q = R
n, we have the following
problem
min f(x) (6.1)
s.t. x ∈ ∩mj=1Hj
x ∈ Rn,
where Hj are halfspaces. In the case where m and n are large, only first order
algorithms are capable of handling the large size of the problems. So absolute
bounds rather than asymptotic bounds are more appropriate for the analysis of the
speed of convergence of the algorithms. Motivated by the analysis in [Nes04], we
consider the following algorithm.
Algorithm 6.1. (Algorithm to analyze (6.1)) Suppose in (6.1), we have the fol-
lowing algorithm. Let x0 be a starting iterate.
01 Set S0 = ∅.
02 For iteration k ≥ 1
03 Find ik ∈ {1, . . . ,m}\Sk−1, and set Sk = Sk−1 ∪ {ik}.
04 Find objective value fk of min{f(x) : x ∈ ∩j∈SkHj}.
05 End for.
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A lower bound on the absolute rate of convergence of Algorithm 6.1 would give
an absolute bound on how algorithms that explore the feasible set by projection
can converge.
We look in particular at the problem
min ‖e1 − x‖pp (6.2)
s.t. 〈[e1 + ǫej+1], x〉 ≤ 0 for j ∈ {1, . . . , n− 1}
x ∈ Rn,
where ‖·‖p is the usual p norm defined by ‖x‖pp =
∑n
i=1 x
p
i , and ei are the elementary
vectors with 1 on the ith component and 0 everywhere else. We also restrict p to
be a positive even integer, so that the objective function is seen to be convex.
First, we prove that the constraints satisfy the linear metric inequality.
Proposition 6.2. (Linear metric inequality in (6.2)) The sets in the constraints
of (6.2) satisfy the linear metric inequality.
Proof. The unit normals of each halfspace is 1√
1+ǫ2
[e1+ǫej+1] for each j ∈ {1, . . . , n−
1}. The distance from the origin to the convex hull of these unit normals is at least
1√
1+ǫ2
. We can make use of the results in [Kru06] for example, which contain
what we need. (In fact, much more than what we need.) In the notation of that
paper, linear metric inequality follows from establishing ϑˆ > 0 given η > 0. The-
orems 1(i) and 2(ii) there give ϑˆ = θˆ and η ≤ θˆ
1−θˆ respectively. These imply
ϑˆ = θˆ ≥ η1+η > 0. 
When Algorithm 6.1 is applied to (6.2), the symmetry of the problem implies
that we can take Sk = {1, . . . , k}. We now calculate the objective value when k of
the constraints in (6.2) are considered.
Proposition 6.3. (Calculating fk) In (6.2), let p be any positive even integer p.
Let fk be the optimal value of (6.2) when only k of the n− 1 constraints are taken
into account. We have
fk =
kθ[
1 + (kθ)1/(p−1)
]p−1 , where θ = ǫ−p.
Proof. The function x 7→ ‖e1−x‖pp is seen to be strictly convex, so there is a unique
minimizer. Let x¯ be the minimizer of the kth subproblem. The symmetry of the
problem implies that the second to (k + 1)th component of x¯ have the same value,
say β, and the (k+2)th to nth component of x¯ are zero. Moreover, all the inequality
constraints are tight. Let the first component have the value α. We now see that
fk equals the objective value of the following problem
fk = min(α,β) (1− α)p + kβp
s.t. α+ ǫβ = 0.
We have β = − 1ǫα. Let θ˜ = kθ. We have
fk = min
α
(1− α)p + θ˜αp.
The derivative of the above function with respect to α equals
p(1− α)p−1 + θ˜pαp−1.
FIRST ORDER OPTIMIZATION METHODS WITH FEASIBILITY 22
Setting the above to zero gives us(
α− 1
α
)p−1
= θ˜
1− α
α
= θ˜1/p−1
α(1 + θ˜1/p−1) = 1
α =
1
1 + θ˜1/p−1
.
This gives us
fk = (1− α)p + θ˜αp
=
(
θ˜1/p−1
1 + θ˜1/p−1
)p
+ θ
(
1
1 + θ˜1/p−1
)p
=
θ˜p/(p−1) + θ˜[
1 + θ˜1/p−1
]p
=
θ˜[
1 + θ˜1/p−1
]p−1
which is what we need. 
One easy thing to see is that as k → ∞, we have fk = 1. This also means that
if we make n arbitrarily large, the objective value converges to 1. By the binomial
theorem, we can calculate that the leading term of 1− fk is
(p− 1)(kθ)(p−2)/(p−1)[
1 + (kθ)1/(p−1)
]p−1 .
This leading term converges to zero at k →∞ at the rate of Θ( 1
k1/(p−1)
), while the
other terms converge to zero at a faster rate.
Two conclusions can be made with the example presented in this section.
• The case of p = 2 gives a convergence rate of O( 1k ) for the objective value.
This suggests that the methods presented for strongly convex objective
functions in Section 4 are the best possible up to a constant, that the
methods in Section 5 are close to the best possible.
• The case of p being an arbitrarily large even number gives a convergence rate
of O( 1
k1/(p−1)
). This suggests that if the objective function is not strongly
convex, it would be more sensible to use the subgradient algorithm (Algo-
rithm 3.1) to solve (6.1) instead.
7. Lower bounds on rate of Haugazeau’s algorithm
In this section, we give two examples in separate subsections to show the behavior
of Haugazeau’s algorithm. The first example shows the O(1/k) convergence rate of
the objective value in the case of the intersection of two halfspaces. This suggests
that the convergence rate of O(1/k) is typical. The second example shows that
Haugazeau’s algorithm converges arbitrarily slowly in a convex problem when the
linear metric inequality is not satisfied.
The lemma below will be used for both examples.
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Lemma 7.1. (Lower bound of convergence of a sequence) Let p ≥ 1. Suppose
{αk}∞k=1 is a strictly decreasing sequence of real numbers converging to zero, and
there is some γ > 0 such that αk+1 ≥ αk(1 − γαpk) for all k. Then we can find a
constant M2 ≥ 0 such that αk ≥ 1p√2pγ(k+M2) for all k ≥ 1.
Proof. By Taylor’s Theorem on the function f(x) := (1 − x)p, we can choose M2
large enough so that[
1− 1
2p(k +M2)
]p
≥ 1− p+ 1
2p(k +M2)
for all k ≥ 0. (7.1)
We can increase M2 if necessary so that
(1) (k +M2 + 1)(k +M2 − p+12p ) ≥ (k +M2)2 for all k ≥ 0,
(2) α1 ≥ 1p√2pγ(1+M2) , and
(3) the map α 7→ α(1−γαp) is strictly increasing in the interval [0, 1
p
√
2pγ(1+M2)
].
We now show that αi ≥ 1p√2pγ(k+M2) implies αi+1 ≥
1
p
√
2pγ(k+M2+1)
for all k ≥ 1,
which would complete our proof. Now, making use of the fact that {αk} is strictly
decreasing and (3), we have
αk+1 ≥ αk(1 − γαpk) ≥
1
p
√
2pγ(k +M2)
[
1− 1
2p(k +M2)
]
.
Combining (7.1) and (1) gives
(k +M2 + 1)
[
1− 1
2p(k +M2)
]p
≥ (k +M2 + 1)
[
1− p+ 1
2p(k +M2)
]
≥ k +M2.
A rearrangement of the above inequality gives
αk+1 ≥ αk(1 − γαpk) ≥
1
p
√
2pγ(k +M2)
[
1− 1
p(k +M2)
]
≥ 1
p
√
2pγ(k +M2 + 1)
,
which is what we need. 
7.1. The case of two halfspaces. Let θ ∈ R be such that 0 < θ < π/2. Consider
the problem of projecting the point x0 = (1, 0) ∈ R2 onto H+ ∩H−, where H+ and
H− are halfspaces in R2 defined by
H± := {(u, v) ∈ R2 : ±v ≥ u/ tan θ}.
See Figure 7.1. It is clear that PH+∩H−(x0) = (0, 0). We let 0 := (0, 0) to simplify
notation. Haugazeau’s algorithm would be able to discover the two halfspaces in
two steps and solve the problem by quadratic programming. But suppose that
somehow we have an iterate x1 that lies on the boundary of H+ that is close to
0. A similar situation arises in projecting a point onto the intersection of many
halfspaces for example. An analysis of this modified problem gives us an indication
of how Haugazeau’s algorithm can perform for larger problems.
For our modified problem, the iterates xi would lie on the boundary of either
H+ or H−. For the iterate xk, let αk be the distance ‖xk − (0, 0)‖. This is marked
on Figure 7.1. The cosine rule gives us the following equations.
‖xk − xk+1‖2 = α2k + α2k+1 − 2αkαk+1 cos 2θ (7.2a)
‖x0 − xk‖2 = α2k + 1− 2αk cos θ (7.2b)
‖x0 − xk+1‖2 = α2k+1 + 1− 2αk+1 cos θ. (7.2c)
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θ 0x =(1,0)
Figure 7.1. Illustration of example in Subsection 7.1.
Pythagoras’s theorem gives us ‖xk−xk+1‖2+‖x0−xk‖2 = ‖x0−xk+1‖2. Together
with the above equations, we have
α2k − 2αkαk+1 cos 2θ − 2αk cos θ = −2αk+1 cos θ
αk+1[cos θ − αk cos 2θ] = −α2k + αk cos θ
αk+1 = αk
cos θ − αk
cos θ − αk cos 2θ
= αk
(
1− αk 1− cos 2θ
cos θ − αk cos 2θ
)
.
Since {αk} is a strictly decreasing positive sequence which converges to zero, we
have αk ≥ αk(1 − αkγ) for all k large enough, where γ = 1−cos 2θ2 cos θ . By Lemma 7.1,
the convergence of {‖xk − PH+∩H−(x0)‖} to zero is at best O(1/k).
Let fk = ‖x0 − xk‖2. To see the rate of how fk converges to 1, we note from
(7.2b) that 1 − fk = 2αk cos θ − α2k. Then the convergence rate of fk to 1 is of
Θ(1/k).
7.2. The case of no linear metric inequality. Let p ≥ 1 be some parameter.
Consider the problem of projecting the point (1, 0) ∈ R2 onto the intersection of
the sets C+ ∩ C−, where
C± = {(u, v) ∈ R2 : ±v ≥ |u|p}.
The diagram for this problem is similar to that of the one in Subsection 7.1. The
linear metric inequality is not satisfied in this case. It is clear that the projection
of (1, 0) onto C+ ∩ C− is (0, 0). We try to show that the parameter p can be
made arbitrarily large, so that the convergence of the iterates xk to 0 = (0, 0) is
arbitrarily slow. We let xk = (uk, vk).
Proposition 7.2. The iterates xk satisfy
xk /∈ int(C+) ∪ int(C−). (7.3)
Proof. This is easily seen to be true for k = 1. We now prove that (7.3) holds
for all k by induction. Without loss of generality, suppose that for iterate xk,
its second coordinate vk is positive. The next iterate xk+1 is the intersection of
the line passing through xk perpendicular to x0 − xk and a supporting hyperplane
of C−. It is therefore clear that xk+1 /∈ int(C−). We also see that uk+1 < ui.
From the convexity of C+, if a point x = (u, v) is such that v > 0, u < u1 and
x /∈ int(C+), then ∠x0x0 > π/2. Given that ∠x0xk0 > π/2 and xk /∈ int(C+), we
have xk+1 /∈ int(C+) as well. 
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Next, we bound the rate of decrease of uk.
Proposition 7.3. Continuing the discussion in this subsection, we have uk+1 ≥
uk
(
1− 2u
2p−1
k
1−uk+u2p−1k
)
.
Proof. We assume without loss of generality that xk = (uk, vk) is such that vk > 0.
By Proposition 7.2, we have vk ≤ upk.
Consider the point x¯k+1 defined by the intersection of the line through xk per-
pendicular to xk − x0 and the line passing through 0 and (uk,−upk). One can use
geometrical arguments to see that uk+1 ≥ u¯k+1, where uk+1 is the first coordinate
of xk+1 and u¯k+1 is the first coordinate of x¯k+1. We now bound u¯k+1 from below.
The point x¯k+1 is of the form λ(uk,−upk). From [xk−x0] ⊥ [xk− x¯k+1], we have
〈(uk − 1, upk − 0), (uk − λuk, upk + λupk)〉 = 0
λuk(1− uk) + λu2pk + (uk − 1)uk + u2pk = 0
λ(1 − uk + u2p−1k ) = 1− uk − u2p−1k .
This gives
uk+1 ≥ u¯k+1 = λuk = uk 1− uk − u
2p−1
k
1− uk + u2p−1k
= uk
(
1− 2u
2p−1
k
1− uk + u2p−1k
)
,
which ends our proof. 
We now make an estimate of how ‖xk − x0‖2 converges to the optimal objective
value of 1 by analyzing 1− ‖xk − x0‖2. We have
(1− uk)2 ≤ ‖xk − x0‖2 ≤ (1− uk)2 + u2pk
⇒ 1− (1− uk)2 − u2pk ≤ 1− ‖xk − x0‖2 ≤ 1− (1 − uk)2
⇒ 2uk − u2k − u2pk ≤ 1− ‖xk − x0‖2 ≤ 2uk − u2k.
This means that {1−‖xk−x0‖2} converges to zero at the same rate {2uk} converges
to zero. By Lemma 7.1 and Proposition 7.3, the convergence of {uk} to zero is
seen to be at best ( 1
2p−1
√
k
). This means that as we make p arbitrarily large, the
convergence of Haugazeau’s algorithm can be arbitrarily slow in the absence of the
linear metric inequality. It appears that enforcing the condition
C+ ∩ C− ⊂ {x : 〈x0 − xk, x− xk〉 ≤ 0}
makes Haugazeau’s algorithm perform slower than the subgradient algorithm.
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