Abstract. Human longevity is changing; but at what rate? Insurance claims are increasing; but at what rate? Are the trends that we glean from data true or illusionary? The shocking fact is that true trends might be quite different from those that we actually see from visualized data. Indeed, in some situations the upward trends (e.g., inflation) may even look decreasing (e.g., deflation). In this paper, we discuss this 'trends in disguise' phenomenon in detail and offer a way for estimating true trends.
Introduction
Trends of human longevity are changing (cf., e.g., Bebbington, Lai, and Zitikis, 2011; Green and Bebbington, 2013 ; references therein). Very likely, they are increasing, and might be even more increasing than we have thought so far (cf., e.g., Ediev, 2011 Ediev, , 2013 ).
Non-life insurance claims are increasing, and perhaps faster than we have observed them (e.g., Brazauskas, Jones, and Zitikis, 2009; Fackler, 2011) .
Health care costs are increasing too, and at much higher rates than the general inflation (e.g., Committee on Post-Employment Benefit Plans, 2012).
Due to their importance, these issues have been actively researched and discussed by academics and practitioners (e.g., Brickmann, Forster, and Sheaf, 2005; Gesmann, Rayees, and Clapham, 2013). The current consensus is that the problem of estimating such trends with any degree of certainty is quite challenging. To illustrate the ongoing discussion, next is a quote from Brickmann, Forster, and Sheaf (2005) that eloquently summarizes the challenge:
Claims inflation is one of the key assumptions used by non-life actuaries. An appreciation of claims inflation rates is needed in virtually all the areas that non-life actuaries get involved, including reserving, pricing, planning and capital modelling. For reserving, an understanding of historical rates of claims inflation is of primary importance, whereas for planning, and capital modelling, the actuary needs to understand the expected future rates. For pricing, both the past and future rates are needed -the former in order to restate the past years on a comparable basis to the current year, and the latter in order to project the results into the next policy year. Like it or not, non-life actuaries cannot get away from claims inflation! Which is a bit of a problem since it can be very difficult to measure. It is hard to accurately gauge the level claims inflation has been running at in each past year. This is because the truth is hidden in the claims data which is distorted by lots of other factors such as changes in the mix of business, changes in limits, deductibles and policy terms, and changes in settlement patterns. And, however difficult it is to put figures on past inflation rates, it is even harder to estimate the future level of claims inflation.
Indeed, the shocking fact is that in various phenomena the true underlying trends, which we cannot always observe, can be quite different from those that we actually see even when observations are affected by simple 'filters' such as truncation, in which case we only see an outcome if it is above a certain threshold (e.g., an insurance deductible) and do not see it otherwise. Think also of layers such as 'infant mortality' and 'senescent mortality' that have been of particular interest in the literature (e.g., Green and Bebbington, 2013; references therein). We indeed find many layer-based considerations in diverse research areas, such as demography, finance, insurance, reliability engineering, and survival analysis.
To illustrate the phenomenon, in Figure 1 .1 we have produced six plots: the three lefthand panels depict the yearly means and medians of true-but-unobserved insurance losses, and the three right-hand panels depict the corresponding yearly means and medians of observed insurance losses, that is, which are above a certain deductible. In Section 2 we shall give details on the underlying distributions, their parameters, and deductible values.
At the moment, we only note that the assumed 'true' inflation rate is 10% per year (three left-hand panels) whereas the observed inflation rates are 0.76%, 0%, -1.05% (mean based), and 0.58%, 0%, -0.53% (median based), which are depicted in the three right-hand panels from top to bottom. Notice that the third inflation rate, which corresponds to the bottom right-hand panel, is even negative, let alone zero as is the case in the middle right-hand panel.
To gain additional preliminary intuition on the distributions used in Figure 1 .1, in The purpose of this paper is to discuss the aforementioned 'trends in disguise' phenomenon, and to also offer a practical and efficient way for estimating the true underlying trends, such as the true inflation rate of insurance claims. We have organized the rest of the paper as follows. In Section 2 we shall provide three distributions that illustrate different scenarios of trends in disguise. In particular, for a positive underlying trend, we shall explore the cases when (i) the observed trend is positive but smaller than the actual one, (ii) the observed trend is zero, and (iii) the observed trend is negative. Furthermore, in Section 3 we shall introduce a model and a statistical technique for finding the true trend, derive the likelihood function for estimating unknown parameters, and present a numerical example that deals with losses of an employee group under a prescription drug coverage. In Section 4 we shall summarize the findings of this paper and offer a few concluding remarks. 2 How much can the true trends be disguised by the observed ones?
The immediate answer to the question posed in the title is that true and observed insurance losses (or whatever variables we might be analyzing) might exhibit trends that are comonotonic with different rates, or even exhibit anticomonotonic trends. Indeed, trends in observed variables can look slower than in the true ones (Subsection 2.1), may even completely disappear (Subsection 2.2), and most disturbingly, while trends in true unobserved variables might be positive, the trends of observed variables can be negative (Subsection 2.3). Moreover, as we shall see in the following three subsections, the loss models which our illustrations are based upon are attractive and practically sound parametric distributions of insurance claims.
Inflation can look diminished
Suppose that during each year j ∈ {1, . . . , J} for J consecutive years, we observe insurance claims that follow the folded-t distribution, which has been successfully used by Kleefeld (2011, 2014) and Scollnik (2014) to model insurance data. In particular, the authors have demonstrated that this distribution well captures the highlyskewed and heavy-tailed nature of insurance claims. The survival function of the folded-t distribution is given by
where
dt is the survival function of Student's t distribution with ν degrees of freedom, and its density f t(ν) is defined by
where Γ denotes the gamma function. (Note that ν > 0 is not required to be integer.)
As follows from Brazauskas and Kleefeld (2011, Section 2), the mean and the median of
is the quantile function of Student's t distribution with ν degrees of freedom. Now we are ready to provide our first bit of information about Furthermore, for the truncated (at d) and limited (at u) folded-t random variable, the survival function can be derived as follows:
where the indicator 1{x < u} is equal to 1 when x < u and 0 when x ≥ u. (Note that
To derive formula for the mean of the truncated-and-limited
ft(ν, σ) , we use expression (2.4), integration by parts, and straightforward simplifications:
And expression for the median of the truncated-and-limited folded-t random variable
ft(ν, σ) follows directly from (2.4):
In particular, when u = ∞, then we call X ft(ν, σ) can be derived from equations (2.5) and (2.6) by simply setting the parameter u to ∞, in which case we obtain the following equations: 
Inflation can become invisible
Suppose that during each year j ∈ {1, . . . , J} for J consecutive years, we observe insurance claims that follow the classical Pareto distribution of the first kind, also known as a singleparameter Pareto distribution in actuarial literature, which has the survival function 
Hence, the corresponding mean and median are 
Inflation can look even like deflation
Suppose that during each year j ∈ {1, . . . , J} for J consecutive years, we observe insurance
claims that follow what we call the polynomial Pareto (PP) distribution, which has the survival function 
Note 2.5 The hazard rate function of the polynomial Pareto distribution is
which can be viewed as a polynomial of the standard Pareto hazard rate function 1/x, and this explains why we have decided to call this distribution 'polynomial Pareto.' Note also that h pp is a special case of the class of rational hazard rate functions (cf., e.g., Bebbington, Lai, Murthy, and Zitikis, 2010).
Similarly to the previous subsection, the truncated (at d) and limited (at u) polynomial
Pareto random variable has the survival function
Unlike in the previous sections, the mean and the median of this distribution cannot be reduced to simple closed-form expressions, and thus we have to evaluate them numerically. 
Estimating the true inflation
The results and discussions of the previous sections show that we cannot rely on eyeballing graphs for determining the true inflation rate -a model needs to be developed and appropriate statistical tools used. Bellow, we shall suggest an effective method for gleaning out true underlying inflation rates from data extracted from layers, such as those above a deductible or, more generally, above a specified threshold.
Model
Suppose that during each year j ∈ {1, . . . , J} for J consecutive years, random variables can think of the lower limit d j as an insurance deductible and of the upper limit u j as an insurance policy limit. Hence, we observe the random variables Denote the distribution of the counts N j by P j = {P j (n), n = 0, 1, 2, . . . }. These integer-valued random variables N j are not observable; only M j 's are observable. Denote the distribution of M j by Q j = {Q j (m), m = 0, 1, 2, . . . }, which is given by the formula
The following examples (cf., e.g., Klugman, Panjer, and Willmot, 2008) illustrate the distributions P j and Q j :
(1) If P j (n) = Poisson(n | λ j ) for all n = 0, 1, 2, . . . , where λ j > 0 is a parameter, then
(2) If P j (n) = NB(n | α j , θ j ) for all n = 0, 1, 2, . . . , where α j > 0 and θ j > 0 are parameters, and NB stands for the negative binomial distribution, then 1, 2, . . . , where G j is the cdf of a random variable, then
Note 3.1 When G j is degenerate at the point λ j > 0, then (3) reduces to (1) , and when G j is the gamma distribution with parameters α j > 0 and θ j > 0, then (3) reduces to (2) .
Assume that all the underlying random variables Y j,k are independent, have densities, and let, for each year j ∈ {1, . . . , J}, the densities of the random variables Y j,1 , Y j,2 , . . . be f j . The dependence of the density f j on j stems from the underlying problem. Namely, we assume that there is a certain trend σ = (σ 1 , . . . , σ J ) from year to year (think of inflation) and thus there is an underlying cumulative distribution function (cdf) F 0 such that the cdf of Y j,k is equal to F 0 (y/σ j ), and thus
where f 0 is the density of F 0 . We also assume that
is, the claim severities are independent of the frequencies. This is a common assumption in the classical actuarial literature (cf., e.g., Klugman, Panjer, and Willmot, 2008), but there are of course many research papers that depart from it (cf., e.g., Sendova and Zitikis, 2012; Li and Sendova, 2014; and references therein). Our task is to estimate the trend σ, keeping in mind that we observe only X j,k 's, but not Y j,k 's.
Estimation
To estimate the trend σ = (σ 1 , . . . , σ J ), we use the maximum likelihood technique and thus need to derive the complete likelihood, which is
where S j (y) = 1 − F j (y), and m j is the number of observed y j,k 's, that is, all of those
While the second equation of (3.1) is a simple rearrangement of the terms in the previous expression, the first equation needs some explanation. We begin by noting that, conditionally on the number M j = m j of observations, the inside product on the right-hand side of the first equation multiplies the likelihoods of all the observed values:
if a value y j,k has been recorded, then its conditional on being above d j likelihood is
, but if the value u j has been recorded, then we do not know the actual value of the corresponding loss y j,k , except that it is somewhere on or above u j , and thus the conditional likelihood becomes S j (u j )/S j (d j ). Since the entire inside product is the conditional likelihood upon M j = m j , we turn it into an unconditional likelihood by multiplying it by the probability Q j (m j ) of M j = m j . Since the losses over the J years are independent by assumption, we obtain the complete likelihood by multiplying the individual j = 1, . . . , J likelihoods. This leads us to the complete likelihood given by formula (3.1).
Since we observe the random variables
We shall use formula (3.2) in our illustrative example below.
Example
We illustrate the above ideas by considering losses of an employee group under a prescription drug coverage. Specifically, we investigate losses during the five consecutive years 2008-2012 for drugs prescribed to treat cancer. The data set is confidential, and we thus do not elaborate here on its source, nor provide further details, except that we do provide the necessary summary statistics that are sufficient for our following analysis and also for the appreciation of results.
We proceed as follows. Even though our data set is complete, and we do use it to check the accuracy of our findings based on the above described methodology, we start our considerations by first constructing a new data set by artificially imposing a deductible of 1,000 dollars on the original data. Table 3 .1 provides summaries of the complete as well as of the truncated data that result from imposing the noted deductible. We see that there are roughly 50,000 life-years of exposure in each calendar year, meaning that approximately 50,000 individuals are covered by the prescription drug insurance coverage. While the number of cancer drug losses seems high, we must recognize that a given individual may have multiple prescription drug losses in a year. Notice that a fairly small fraction of losses exceed 1,000, and that the average loss among losses above 1,000
is large due to the long tail of the loss distribution.
Histograms of the losses in each calendar year are given in the five panels of Figure 3 .1,
where we have found that it is more informative to examine histograms of the logarithms While the histograms provide information about the loss distributions, it is difficult to glean any information about the trend in loss amounts. We can calculate crude estimates of the inflation rate using the averages shown in Table 3 .1 by the formula r crude = average loss in 2012 average loss in 2008
Using the averages of all loss amounts, the crude inflation rate estimate is 0.0450, but if we assume that we observe only the losses above 1,000, then the crude inflation rate estimate becomes 0.0757. We know, however, that this estimate is not an appropriate estimate because it does not correctly allow for the truncation.
In order to improve upon our estimate while still using only the observed losses that exceed 1,000, we employ the model developed above. Namely, we assume that in each year j = 2008, . . . , 2012, the number of losses follows the Poisson distribution with the mean λ j = λe j , where e j is the exposure in the year j (see Table 3 .1). Then the number of losses above 1,000 in the year j has a Poisson distribution with the mean λ j S j (1, 000).
We further assume that losses in each year j are independent and identically distributed, and follow the folded-t distribution with parameters ν and σ j = σ(1 + r) j−2008 . We have four parameters to estimate: λ, r, ν, and σ. Using the likelihood technique described above, we obtain the estimates reported in Table 3 .2. A few comments follow. First, note that the model-based estimate 0.0411 of the true inflation rate is close to the 'true' crudely estimated rate 0.0450 which is based on the entire data set. Note also that the other crude estimate 0.0757, which is based on the truncated data, is quite different from the model-based estimate.
Of course, we should bear in mind that estimates depend on how well our model describes the loss distribution for each year. We can check this for losses above 1,000.
Having said this, we want to point out that given the complete data set that we actually have, we do know the loss amounts even below 1,000, but in general we would not normally have any information about the losses below the deductible. Hence, our conclusions about loss trends would depend on some aspects of the model that may not be verifiable.
Next, our data on losses above 1,000 provide information about the product λS j (1, 000), but not about λ and S j (1, 000) individually. Hence, our estimates of λ and S j (1, 000) may be quite poor even if our estimates of the rate at which losses above 1,000 occur and of the conditional distribution of losses above 1,000 happen to be quite good.
Finally, it would appear at least in our real-life illustrative example that having data for five years is not enough to obtain a very good estimate of the trend: the year-to-year variation in the loss distribution is too great. Nevertheless, the illustrative example has successfully demonstrated that with good care of the matter, one can nevertheless extract a reasonably accurate estimate of the true inflation rate even from data layers, such as that above deductible.
Concluding notes
In this paper, we have studied the 'trends in disguise' effect that is caused by data truncation. In particular, it was shown that depending on the underlying probability distribution, the actual and observed trends can exhibit comonotonic (but with different rates) as well as anticomonotonic patterns. In addition, we have constructed a model and derived its likelihood function that can be successfully used for estimating the true underlying trends. A numerical illustration of the proposed methodology has been provided using a data set of losses of an employee group under a prescription drug coverage.
The paper also suggests several avenues for future research. For example, it would be of interest to examine large-sample asymptotic as well as small-sample based properties of the maximum likelihood estimator of the underlying trend, as well as of other parameters of interest. Sensitivity of the proposed model to the distributional assumptions should also be explored. Furthermore, it would be useful to develop robust model-fitting procedures, and to evaluate their performance. Answering these and other related questions, however, has been beyond the scope and space of the current paper, due to the inevitable technical complexity of considerations.
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