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The problem of finding the complete asymptotic expansions for some of 
the solutions of the nonlinear nonhomogeneous differential equation 
n-1 *,i 
y(n) -+ c c gij(t)[y(yi = h(t), y(i) 
ho j==o 
= 2 ) 
will be considered in this article. The motivation for the results obtained 
here is that differential equation (1) can be regarded as a perturbation of 
the simple differential equation 
y(m) = h(t). (2) 
Such perturbation problems have been considered by Hale and Onuchic [2], 
Hallam [3], [5], [6], Hartman and Onuchic [7J, Kiguradze [8], Locke [9], 
and Waltman [IO], [II]. In [6], a complete asymptotic expansion was 
developed for the “dominant” solution (as indicated by equation (2)) of the 
perturbed equation (1) with the forcing term having a known arbitrary 
asymptotic expansion. The method used in [6] was analytical in nature but 
does not yieId the best information about the subdominant solutions of (1) 
as motivated by equation (2). In fact, as indicated by the work of Hale and 
Onuchic [2] and Kiguradze [8] in the homogeneous case, there exist 
conditions yielding the subdominant behavior which are, in general, weaker 
than the conditions used to develop the asymptotic expansion of the dominant 
solution. 
* This research was supported in part by the National Science Foundation under 
grant CP 7457. 
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The following results are closely related to Theorem 2 of [2] and Theorem 1 
of [S]. However, there are several important differences. We consider a 
nonhomogeneous differential equation, as opposed to the homogeneous 
equations of [2] and [S]. We give a constructive proof using a singular 
integral equation instead of using a fixed point theorem. Also, we derive 
the complete asymptotic expansions for the subdominant solutions of (I), 
extending the asymptotic representations obtained in [Z] and [S]. The 
results in [2] are obtained by prescribing initial values and a terminal value; 
we obtain similar asymptotic behavior by assigning one more initial value 
and no terminal value. Here, we shall consider only the subdominant cases, 
as determined by equation (2), since the asymptotic expansions for the 
dominant solutions are given in [6]. 
The following lemmas are useful in our arguments. 
LEMMA 1. Let b(t) > 0 for t > to , $z b(t) dt < a~ and p be a positive 
number. Then, 
t-p -t 
J 
s”b(s) ds 
to 
approaches zero as t approaches infinity. 
LEMMA 2. Let b(t) > 0 for t > to and SC spb(s) ds < co where p > 0; 
then 
tp 
s 
m b(s) a’s 
t 
approaches zero as t approaches injnity. 
LEMMAS. ~~falbl,lbl,<l,andr~l,then 
1 a’ - 6” 1 < r 1 a - b j. 
Lemma 1 has been used previously; see, for example, [4] or [A. The 
proof of Lemma 2 is obvious. The proof of Lemma 3 is now given. 
The following requirements will be imposed on the functions appearing 
in equation (1). Namely, we assume that 
gij(t) and h(t) are continuous for t > T, > 1, and rij > 1, 
i = 0, l)...) n - 1, j = 0, l)...) rni . (3) 
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Since we are going to expand the solutions of (1) in terms of asymptotic 
power series it is convenient to impose some structure on the forcing term k(t) 
For an arbitrary point to 3 T denote by H,-,(t; ts) the K-fold integral of k(t); 
that is, 
fL-?&;Ql) =rI.S$‘-.-SI:~D)didt,...dtr_,, ?2=5,1,..,,n; 
then, in terms of the asymptotic sequence ((t - to)“>:+, we require that 
Htz--k(t; to) possess the asymptotic expansion 
Nk 
HJt; t,,) = (t - top-” C && - to)-{ + R,(t; to)\ 
I (4) i=ll 
where RNk(t; ts) = o(t- Nk as -+ coandolisagiveninteger,O ,< 01 <n - 1. ) t 
All order reIations considered in this paper are as t - CO and such 
qualification will be henceforth omitted. 
The next lemma was suggested by a problem, page 154, in [I]. Let the 
constants ci , i = 1, 2 ,..., a! + 1 (a as given in equation (4)) and dj , 
j = 5, l,..., ra - a! - 2 be given by the array 
n-a-2 
cl= c 
dj 
i=. oc!(n -j - cd - l)! 
n-a-2 
c2 G z. (a - l)! (2-j - a)! 
- cp 
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n--a-z 
ci= z (&+1)!(2j-~-2++)! 
_ g cj . (a -j + l:a(n--$-f -j + 1) 
n-c-2 CC-1 
c,= c j=. (n -i”- 2)! - z 4~ -i + 1) 
(5) 
LEMMA 4. Let a, , p = 0, l,..., 0: be given real constants and let ci , di be 
given by (5). If y(t) is a solution of the singular integral equations 
p’(t) = pgk (p ?@! (t - tpk + Hk(C &I) 
a+l-k 
+ c c,(a - p + l)(a -9) m-0 (a - p - k + 2)(t - tJ=+-k+l 
Zl=l 
m-1 % 
. 1, (s - &)n--n+8-2 0 -c h G 3 
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and for 0 < k .<, n - 1 - 01, 
then y(t) is a soZution of (1) such that yCi)(tO) = a,, i = 0, l,..., a. 
The proof follows by direct verification. 
We now state the theorem which gives the asymptotic representation for 
some of the solutions of equation (1). 
THEOREM 1. Let (3) and (4) hold f or a given integer 01, 0 < (y. < n - 1. 
Suppose 
s 
m 
in--o--l+(a-i)‘ij ( gij(t) / & < 00, j = 0, l,..., mi , (3 
TO 
i = 0, l,..., n - 1 and a, , a, ,..., aor are given constan&. Then, there exists a 
T > To such that if to > T, there exists a solution ,y(t) of (1) such that 
y’i’(t,) = a.i , i = 0, I,..,, 01, and which possesses the asymptotic behaaior 
where 
y’“‘(t) - bio(t - toy i = 0, l,..., 71 - 1 (8) 
boo = 3 + Boo + cl Jrn (s - tO)n-a-l 5’ $ gfj(s)[y’i’(s)]r’j ds 
to i-0 j=o 
. Cm (5 - t,)-l 5’ 2 g,i(s)[y’“‘(s)]rij ds. 9 = 1 t 2 ,..*, a 
v to i=o j=o 
bci+i,o = iho ; z = 1, 2 )...) n - 1 - 01. (9) 
Proof. We will consider the integral equations (6) and establish the 
existence of a solution $(t; t,,) of (6) such that 
1 #i)(t; to)1 < Bi+; B, constants, i = 0, l,..., n - 1. f 10) 
Then using (10) we will establish the asymptotic behavior. 
505/6/I-g 
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First, note that (10) together with (7) implies that the coefficients bi,, are 
well defined since the following inequality is satisfied. 
II 
co 
s ~+‘--l 
to 
z; j$ gij(s)[y(i)(s)]‘“j ds j 
It will be seen that the B, depend only on (4) and the initial conditions 
a, , p = 0, I,..., 01. Therefore by choosing to sufficiently large and keeping 
the a, bounded, the right side of inequality (11) can be made arbitrarily 
small. Hence, the asymptotic expansion is meaningful for large initial time to . 
Now, we proceed with the proof of the theorem. Choose T 3 To such that 
1 R (t* t )I ik’k 9 0 < +rNk , t 2 T, K = 0, l)..., n. (12) 
and 
where c p , dD are given by (5) and 
&I = max[l, maxi &] 
with 
Bo=-+ 
j=o i! 
+; lBoil+l; 
i=o 
NCMC 
B at-k = z. I Pz+k.i I 4 l; k = 1, 2 )..., 12 - 1 - oi. 
(14) 
We will use the method of successive approximations to exhibit a solution 
4 of the singular integral equations (6) which satisfies (10) with the Bi in 
(10) taken as the Bi of (14). For t 3 to 9 ’ T we define successive approxima- 
tions as follows: 
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The initial approximations are to be given by 
(b*“@; to) = i. 2 (t - W-P + &J(t; to); 
$4)yc to> =&f& (t - fo)“--@ + wt; to), k = 1, 2,..., a; 
&+yt; to) = fc+&; to) K = 1, z,..., n - 1 - ,X, (15) 
Inductively, we define for 7 = I,&... 
,,*--&--a: 
+:+l(t; fo) = Fv:(t; to> + z. @ -p 2, + l>! (t - fo)n-P-7z-r 
- 1” (s - to)” 5’ z gir(s)[$i(s; tO)rij ds 
t iso j&l 
or+14 
+ c Cp(fx-p + l)(ol-p) ***(z-P-k + 2)(t-t,)“-fi-h‘+l 
p=1 
n--a--k--l 
+;“;t;(t; to> =. $Q*yt; t,) + c (t _ tO)n-a-P--ii-l 
p=o (72 - z -:- k - i)! 
- I y (s - to)’ 5’ z gij(sj[$,i(s; toj]‘ij ds, i=o j=o 
k = 1, 2 )...) 71 - 1 - CL 
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For t > T we have 
I boo& GJI< i !Jd iFp + IH&t; to)1 p=o P! 
G [Ii y + go I Poi I + ;] t= 
p=o 
For 0 < K < 01, 
140k(C toll < [ik (p’ ““h)! + i I Pki I+ ;] Fk 
< Bkta-k* , 
andforO<K<n-l-a, 
1 &+k(t; tO)l d (z” 1 &k,i 1 + ;] t-” 
i=o 
Hence, if j $nk(t; to)1 < BktCLmk,  = 0, I,..., n - 1 then we shall show that 
1 #,“+I(& to)t < &ta-k, K = 0, l,..., n - 1. 
First, for K = 0, from the definition of $kl(t; to) in (16) and by the choice 
of T we obtain 
n-z-a 
I && toI d I AlTc too)1 + c p=. (n 1 :L l)! F; go t” 
m 
S la-Or--l / g,,(s)] j +,i(s; t,)(‘i‘ij ds 
t 
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From (17) for K = 1,2,..., 01 we have 
Similarly for k = 1,2,..., n - 1 - 01 we obtain from (18) 
In order to establish the existence of a solution $(t; to) of the integral 
equation (6) we will now show that 
I &+1(c to) - ?L‘v; toI < g * (19) 
For t > to , 7 = 0, 1,2 ,... . It is easily verified that (19) is true for 7 = 0, 
k = 0, l,..., n - 1. We now assume that (15a) is true for the integer 71 and 
all k = 0, l,..., n - 1. Again, the conclusion is obtained in three cases as 
necessitated by the equations (6). First, we consider the case k = 0; from 
(6) and Lemma 3 we have 
n-2-a 
zzz jc *=o (n -:- l)! 
(t - to)--1 ,y (s - top 
([#(s; t,)]‘jj - &(s; to)-jrij} ds 1 
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Proceeding in a similar manner, it can be shown that the inequalities 
I4iT+1(C 43) - 4nk(C CJl d g , K = 1, 2,..., “; 
and, 
k = 1, 2 ,..., n - 1 - a. 
hold for all r) = 0, I,2 ,... . 
Therefore, lims_, $Wnk(t; t,) exists uniformly on compact subintervals of 
[t,, , co); the limit functions @“)(t; t,,) satisfy the integral equations (6); and 
[ +‘k’(t; to)1 < BBrk, k = 0, l,..., n - 1. (20) 
It remains to demonstrate that the desired asymptotic representation holds. 
In order to accomplish this we now derive some inequalities and order 
relations which will be used. 
For p = 0, l,..., n - 2 - JI we have from Lemma 2 and (20) 
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From (20) and Lemma 1 we obtain for p = 2, 3,..., a: -t 1 
By using (6), the results of (21) and (22) lead to 
= 00’ I3 
Similarly, one can establish the behavior 
Tkis concludes the proof of Theorem 1. 
The nest result derives the complete asymptotic expansions for the 
solutions whose asymptotic representations are given above. The conclusion 
of the theorem is stronger than that of Theorem 1, but the hypotheses are 
also stronger. 
THEOREPI 2. Let (4) alld (5) kold *for a given integer Z, 8 ,< a! < E - 1. 
Suppose 
s 
cl3 p-a-I+L-i)T,iM2 1 g&)i dt < CO (23) 
3‘0 
j = 0, I,..,, m, , i .=: 0, I,..., 7% --- 1 
for SOW@ &Ii 6 Art , i = 0, I,..,, n - 1. If a, , a, ,..., au are giw32 am.stants, 
then fhere exist a T > TO such that if to > T there exists a so2utio~ y(t) @ (1) 
sudz thuat y(Q(to) = ai , i = 0, I,..., a, and whicbz possesses tkp asymptotic 
expansion 
M; 
p(t) - c b&t - top-i-k, i = 0, I)..., a, 
k=O 
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where for i = 0, l,..., a! 
6~k = +':;y +pOk + ck+l 
s 
OD (s _ tO)n-&k-l 
t0 
- z. ~g,(s)[y(“(~)]‘~j ds, h = 0, 1,-v MO ;
n-1 “i 
. ;(s _ toy--a+i-1 go z. gi,Nb%P ds, 
h = 0, l)..., n/ri , i = 1, 2 ,..., a. 
For i = 1,2 ,..., n - 1 - LX:, 
y(=+i)(t) - ; /3a+i,k(t - to)-k-i. 
k=O 
Proof. The proof is inductive in nature; for Mi = 0 the conclusion of 
the theorem is given by Theorem 1. We assume that the result is valid for 
the integer pe’ < Mi and show that the theorem follows. It is convenient to 
consider certain cases in the proof; first, we investigate 0 < p. < CL 
From equation (6) and the form of b,, as given by the induction hypothesis, 
y(t) - gzq b&& - tOyk 
(t - to)“-“o-l 
= p=$+1 3 (t - t0)-9+Pof1 
0 
NO 
+ c /To& - to)-D+po+l + R,(Cto>@ - to)po+l 
B=uo+l 
* 
s 
; (s - to)"gij(s)[y("'(s)]'" ds 
+ pto cp+l ;c; z. (t -to)-P+Uo+l 1; (s - to)"-"+"-'gii(s)[y(~)(s)]~'i ds 
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Applying Lemmas 1 and 2 with (23) yields the order relation 
This establishes the induction for the solution of (1) when 0 < p. < CY; 
the first 01 derivatives have asymptotic expansions which can be established 
similarly. It remains to consider ,ui > 01, i = 0, l,..., n - 1; as above we 
will develop the expansion for y(t) since the development for the derivatives 
is similar. 
Using (23) along with Lemmas 1 and 2 we obtain 
y(t) - g:, 60& - toy-” 
(t - to)~-b-l 
n--8--a 
+ p;. (n -:- 1) 
(t _ to)*+kr=--3J 
- 
s 
r (s - to) F1 z gij(s)[y(i)(s)r’j fis 
i=o j=o 
+ 5 c&t - top+- 1; (s - toya+e-* 
n-1 9 
p---o go ~ogi.4~)[y”‘W~~ ds 
This completes the induction. 
Remark. Similar results to those above may be derived for a nonhomo- 
geneous differential equation with forcing term iz(t) and its integrals expanded 
in terms of a more general asymptotic sequence rather than the asymptotic 
power sequence which we use. The results compare with those in [6]. 
We will now investigate the converse of Theorem 1 in the case that the 
differential equation (1) is homogeneous; as we shall see below, it is also 
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necessary to require that certain coefficients gJt> be zero. Hence, consider 
the differential equation 
(24) 
wherein q ,< n - 1, gii(t) are all to be of the same sign and continuous for 
t 3 T, , and rij are each the quotient of two odd integers, j = 0, I,..., mi 
i = 0, l,..., 17. 
The next theorem shows, in certain instances, that the integrability 
condition (7) is both necessary and sufficient for the asymptotic behavior (8). 
It generalizes Theorem 1 of [8]; the case 01 = n - 1 is known, see [PI. 
THEOREM 3. Under the above hypothesis, if there exists a solution y(t) of __ 
(24) which possesses the asymptotic behavior 
y’“‘(t) N &p-” k=O,l,..., a, b,rfO, 
tym(t) N 0 k = a + 1, a + 2,..., n - 1 
where 01 is a nonnegative integer satisfying the inequality 7 < 01 
the integral 
s 
cc 
t n---l+(a--i)rij 1 g<j(t)l & 
to 
converges fey alli = 0, I,..., na, , i = 0, I,..., 7. 
< 
(25) 
n - 1 then 
@? 
Proof. If y(t) is a solution of (24) then -y(t) is also a solution of (24); 
therefore, we can assume that b, in (25) is positive for K = 0, I,..., 01. Hence, 
ify(t) satisfies (25) then for large t, say t > T,, , theny(“)(t) > 0, k = 0, I,..., 01. 
We shall consider the case where gii(t) are all nonnegative for all i and j; 
the argument is essentially the same if gij(t) are nonpositive. First, the 
following order relation will be established for the given solution y(t) which 
satisfies (25). 
(t - 
tO)n--a-k y’“-yto) 
f 
- & jIo (to - 4-l z. ~o~ij(s)b(i)(s)l”’ “1 
= o(l), k = 1, 2 ,..., 1z - 01 - 1. 
NONHOMOGENEOUS DIFFERENTIAL EQUATIONS 139 
From equation (24) an integration leads to 
(f - ~O)n--a-l yen-l)(t) 
= (t - toy--a--l f y’““‘(t,) - s” i : g,,(s)[y(qs)p ds/. 
to i=O j-4 
Since t”-a-lyin-l)(t) = o(l) (from (25)), we have 
hence, (27) holds for k = 1. Assume that (27) is valid for the integers 
k = 1, 2,..., p - 1 < II - 01 - 1; then, it will be estabhshed that (27) holds 
for k = p. Integrating (24) p times and multiplying by (t - t,,)n-+g yields 
the equation 
Using the induction hypothesis, we obtain 
(t - ~O)R-a-uy(n-d(~) 
Combining (25) and (28) the induction is completed and (27) is established. 
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Using the order relations (27) we shall now complete the proof of the 
theorem. From (24), integration leads to 
y'"'(Z) = 1 -Y’“:‘l(~o) (t _ to) 
v=o 
- (n _ f _ l)! “z; (” - ; - ‘) (t - toy--l--v s” (to - s) 
to 
By virtue of (27) and (25) it follows that 
Using the facts that gij(t) > 0, y@)(s) > 0, and (to - s)++-l is of fixed 
sign, it follows that the integrals 
converges for all j = 0, l,..., mi, i = 0, l,..., 7. Since q < 01, for all 
i = 0, 1,“‘) 7, y(i)(t) N 6ita-i with bi > 0; hence, by the limit comparison 
test the integrals 
00 
I‘ 
to f-1-t(~--h gu(t) &, j = 0, l,..., Wz{j ; i = 0, l,..., 71 
converge. This completes the proof of the theorem. 
Remark. If, in equation (24), the condition 7 < 01 is not satisfied (i.e., 
if higher order derivatives appear in the differential equation than the 
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desired asymptotic power of a solution) then the integrability condition (26) 
need not hold for any of the coefficients. 
The following examples illustrate this remark. The differential equations 
Y”I+yn+(l+et)y’+y=O, 
y”” + y” + et(l + t) y” + y’ + y = 0, 
have, respectively, y = 1 + eUt and y = t + e-t as solutions. 
The authors would like to thank the referee for his suggestions and observations. 
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