With the current reliance on high-precision vertex detectors to provide very accurate information about the primary and secondary vertices in an event, the accuracy and eciency of the assignment of vertex detector hits to tracks has become crucial. This paper discusses new software written for ALEPH which attempts to make this assignment in a global manner using integer programming techniques.
Introduction
Much of the physics being done at LEP relies heavily on nding primary and secondary vertices in an event. This procedure requires accurately knowing the positions of tracks near the interaction point. Large errors can be made if tracks are assigned the wrong vertex detector hits. Currently, ALEPH performs the pattern recognition via an algorithm which deals with only one track at a time. An e ort has been underway for the past year to write a new algorithm which attempts to determine the optimal assignment over the whole event.
The ALEPH Detector is described in detail in 1]; only a brief description of the relevant tracking elements will be given here. The tracking system consists of a large time projection chamber (TPC), a cylindrical drift chamber (ITC), and a high-resolution silicon strip vertex detector (VDET). The VDET features two layers of 300 m thick silicon wafers at average radii of 6.3 and 10.8 cm. The spatial resolution for r{ coordinates is 12 m and varies between 12 and 22 m for z coordinates.
Sequential Algorithm
The sequential algorithm currently used by ALEPH to perform the pattern recognition for the VDET starts with the tracks found in the TPC and ITC. The tracks are extrapolated to the VDET and are ordered by their extrapolation footprints in the r{ direction. Then, working from smallest to biggest footprint, the best combination for each track is found. The measure used is the 2 of the track t, with a penalty of 15 for each missing hit. Hits can be used more than once provided their pulse height is large enough, but no e ort is made to optimize the assignment over more than one track.
This algorithm in fact works quite well because of the favourable conditions of ALEPH. There are less than 0.034 radiation lengths of material and about 5 cm in radius between the innermost wire of the ITC and the outer layer of the VDET.
Ordering the tracks by their extrapolation footprint allows the tracks which typically experience the least multiple scattering, and therefore are the best measured, to get hits rst.
Global Model
The model used is again based on the 2 of the track t. The \cost coe cient" for track i is given by O i = 2 i + P N ;i + P 1D N 1D;i ;
where 2 i is the increase in track t 2 due to the VDET hits, N is the number of missing hits, N 1D is the number of hits which do not have a matching hit in the other view, and P and P 1D are the associated penalties. Currently, best values of the penalties seem to be
This maintains the penalty of the sequential algorithm (i.e. 15) to drop a hit which is matched with a hit in the other view, but makes it somewhat easier to drop a hit which is not matched. For a given assignment, the \objective function" to be minimized is simply the sum of O i over the tracks. The minimization is done with a number of constraints on the use of the hits. Most hits can only be assigned to one track. However, if the hit's pulse height, normalized by the angle of the track crossing the VDET wafer, is larger than a given threshold, it may be assigned twice. In addition, when a double assignment is attempted, the pulse height of the double hit must be larger than either matching hit in the other view.
Global Algorithm
The input to the VDET pattern recognition is the set of tracks previously found in the TPC plus ITC. Prior to the start of the pattern recognition, searches are made for V 0 s, kinks (decays in ight), and nuclear interactions. Tracks which have a high probability of having originated outside the VDET are agged and only considered for hit assignment after the pattern recognition for the other tracks has been completed.
The rst step of the pattern recognition is to nd all likely patterns of hits for each track. Each track is extrapolated to the two VDET layers and lists are made of all hits which fall within a 5 road. Various steps are used to nd all physical patterns with a reasonable value for the objective function. The nal step is to t each remaining pattern using ALEPH's track tter, based on a Kalman lter.
Patterns are saved if their objective function is within 30 of the best pattern found for the track; the pattern with no hits assigned to the track is always saved as a backup. Typical tracks have only a few reasonable patterns, but some can have over 100 patterns. The next step is to divide the event into sets of tracks (\components") which are in con ict for hits. Any two tracks are in con ict if they share any hit in their list of possible combinations. Therefore, in terms of determining the assignment of hits to tracks, each component is logically independent from all others and can be solved by itself. Unfortunately, it was found that directly solving components as just de ned did not provide good solutions. Tracks with very large extrapolation footprints have a large number of possible patterns and very small 2 for many combinations, allowing them to \steal" hits from tracks with small footprints. This problem re ects a lack of understanding about the correct function to minimize. The current solution is to remove tracks from a component if their footprint is more than 3 times larger than the smallest in the component. The removed tracks are left to get hits in the next round of the pattern recognition. Work is continuing to nd a more sophisticated component generating algorithm.
Roughly 80{90% of the components inevents consist of only one or two tracks and can be easily solved by exhaustive search. Some components, however, can have up to 10 tracks and billions of possible combinations. These are solved by a \branch and bound" algorithm, described below. The algorithms nd the \best" solution plus a small number of solutions which are possibly ambiguous with the best.
Branch and Bound Algorithm
The key to this pattern recognition method is the branch and bound algorithm, taken from Integer Programming 2 , which is used to solve the large combinatorial problems. The technique is described in detail in reference 3]. The problem is to determine the optimal assignment between a set of tracks, I, and four disjoint sets of hits, J, K, L, and M, and is therefore called a \5D assignment problem". The problem is expressed as a function to be minimized and a set of constraints O(x ijklm ) = X ijklm C ijklm x ijklm with x ijklm = 0; 1 X jklm x jklm = 1 for all tracks i X iklm x iklm = 1 (single hits) 1; 2 (otherwise) for all hits j (3) with similar constraints on the other sets of hits. The values C ijklm are given by equation 1. The variables x ijklm are called the \assignment variables"; a value of x ijklm = 1 means that track i is assigned hits j, k, l, and m, while a value of 0 indicates no assignment. A track 0 and hits 0 (with no constraints applied) are added to absorb noise hits and allow missing hits in the assignment. The branch and bound algorithm proceeds by building a binary tree. As the tree is built, upper and lower limits on the optimal value of the objective function are maintained. At each node of the tree, the current problem is solved with the variables x ijklm continuous on the interval 0; 1] using a linear program (LP) solver. 4 Based on the solution, the node is either \pruned" (i.e. no more leaves added) or more leaves are added to the tree. If the solution of the LP is entirely integer, then this is a valid solution of the assignment problem, and the objective value obtained gives a new upper limit on the optimal value. If the solution of the LP contains some non-integer values, the solution of the LP gives a lower limit on the best solution to be found in this branch. The algorithm proceeds by generating two branches o some node, one with x ijklm = 1, the other x ijklm = 0, for some choice of i, j, k, l, and m. The branch and bound is complete when all nodes of the tree have been pruned or evaluated, and the solution is the best of the valid solutions found.
Good commercial and free software exists for solving linear programs, 5 but the commercial packages are signi cantly better for integer programming. These packages use various techniques to reduce the time needed to solve the many LPs, but reducing the number of LPs solved is much more important. The branch and bound algorithm is not guaranteed to complete within any reasonable bound on time. However, since one has an upper and lower limit on the objective function, the algorithm can be terminated once some limit on accuracy or compute time has been reach. This is usually not a loss, as most of the CPU time is spent proving the optimality of a solution found early in the algorithm. between the exhaustive search and branch and bound algorithms is clearly visible at 10 5 combinations. No component seen so far has taken more than about 1 CPU second to solve. The entire VDET pattern recognition takes about 6 CPU seconds on average forevents, about 80% of which is spent tting hits to determine the 2 for each pattern. Figure 2 shows the rates of (a) correct and (b) incorrect assignment of hits to tracks as a function of the separation between a track and its nearest neighbour at either layer of the VDET. Figure 2(c) shows the improvement of the error rate for the global algorithm with respect to the sequential one. The gures clearly show that, while the e ciency has increased by a small amount, the error rate has been reduced by about 20%. Tests have been performed on ALEPH data using vertex ts and impact parameter resolution. These tests indicate an improvement of around 10%.
7 Conclusion A global algorithm to perform the pattern recognition for ALEPH's VDET has been successfully implemented. A branch and bound algorithm, taken from integer programming, is used to solve the large combinatorial problems encountered, allowing all problems to be solved to optimality. Monte Carlo and data show evidence for a 10{20% decrease in the error rate, but work is continuing on re ning the minimization function.
