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This paper introduces a new time-dependent learning effect model into a single-machine
scheduling problem. The time-dependent learning effect means that the processing time
of a job is assumed to be a function of total normal processing time of jobs scheduled in
front of it. In most related studies, the actual job processing time is assumed to be a func-
tion of its scheduled position when the learning effect is considered in the scheduling prob-
lem. In this paper, the actual processing time of a job is assumed to be proportionate to the
length and position of the already scheduled jobs. It shows that the addressed problem
remains polynomially solvable for the objectives, i.e., minimization of the total completion
time and minimization of the total weighted completion time. It also shows that the short-
est processing time (SPT) rule provides the optimum sequence for the addressed problem.
 2010 Elsevier Inc. All rights reserved.1. Introduction
In classical scheduling problems, the processing times of jobs are assumed to be ﬁxed values. However, in many realistic
situations, the actual processing time of a job can be more or less than its normal processing time if it is scheduled later. The
phenomenon where the actual processing time of a job is shorter if it is scheduled later, rather than scheduled earlier in the
sequence is known as the ‘‘learning effect’’ in literature. Although the learning effect has been applied to industry for more
than 60 years, it has been adopted in the scheduling ﬁeld just in the recent years. After extensive survey of the literature
related to learning effects in scheduling problems [1–15], Biskup [3] proposed a learning effect model into a single machine
scheduling problem with a common due date. He proved that the problem is polynomially solvable if the objective is to min-
imize the deviation of job completion times or minimize the sum of job ﬂow times. Mosheiov [5] introduced the learning
effect into single-machine and identical parallel machine scheduling problems with the objective of minimization of ﬂow
time. Their results demonstrate that both problems have a polynomial time solution. Mosheiov and Sidney [6] extended
the job-dependent learning curve, and proposed a more realistic learning model into a single or unrelated parallel machines
scheduling problem. They proved a single machine problem with minimization of makespan and a total ﬂow time of objec-
tives that remain polynomially solvable, and an unrelated parallel machines problem with a minimization of total ﬂow time
objective as well. Lee and Wu [13] proposed a heuristic algorithm to solve a two-machine ﬂow shop problem by minimizing
the total completion time objective. Lee and Wu [14] pointed at the single-machine scheduling problem by minimizing the
makespan with the total completion time objectives remaining polynomially solvable under their proposed learning effect
model. Yin et al. [15] considers a single-machine scheduling with past-sequence-dependent setup times and a general
learning effect. They proved a single machine problemwith minimization of makespan and the sum of the kth power of com-. All rights reserved.
31; fax: +886 5 5312073.
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solvable.
Recently, there is a growing interest in the literature to study scheduling problems with a time-dependent learning effect.
The time-dependent learning effect of a job is assumed to be a function of total normal processing time of the previous (r1)
jobs schedules, i.e., the actual processing time of a job is affected by the total actual processing time of the previous job’s
schedules. The time-dependent learning effect has been widely seen in certain situations such as in car repair or mainte-
nance. This projections based on learning curves should be regarded as approximations of actual time and treated accord-
ingly. Because time estimates are based on the time for the ﬁrst unit, considerable care should be taken to ensure that
the time is valid. It may be desirable to revise the base time as later times become available. It is often necessary to estimate
the time for the ﬁrst unit prior to production. For instance, if a portion of manufacturing operation required the sequence of
cutting, sanding, and painting, the appropriate pieces of equipment would be arranged in that same sequence. Hence, in real-
istic situations, the learning effect is due to the jobs experience. This also means that learning depends on the actual total
processing time of jobs. Koulamas and Kyparisis [1] developed a sum-of-processing-time-based learning model for single-
machine and two-machine scheduling problems. The results proved that both problems are polynomially solvable and that
the SPT sequence is the optimal schedule for the objectives of minimizing the makespan and the total completion time.
Wang [7] considered a single-machine scheduling problem with a sum-of-processing-times-based learning effect and
proved that the shortest processing time (SPT) rule can provide an optimum schedule for the minimization of the sum of
square completion time objective. Kuo and Yang [9,10] considered a single-machine scheduling problem with a time-depen-
dent learning effect. In their study, the time-dependent learning effect of a job is assumed to be a function of the total normal
processing time of the jobs scheduled in front of it. Their results show that the SPT-sequence is optimal for the objective of
minimization of total completion time. Kuo and Yang [11] considered a single-machine group scheduling problem with a
time-dependent learning effect. They showed that a single-machine group scheduling problemwith a time-dependent learn-
ing effect remains polynomially solvable for the objectives of minimizing the makespan and total completion time.
Although machine scheduling problems with learning effects consideration have received increasing attention in the re-
cent years, most studies assume the actual processing time of a job is a function of its scheduled position or the length of the
already scheduled jobs. Having surveyed much literature related to learning effects in scheduling, we found that, thus far,
none of them take both learning effect models into account simultaneously. Thus, in this paper, two learning effects models,
one, assuming the actual processing time of a job is proportionate to the length and two, the position of the already sched-
uled jobs, are taken into account for a single machine scheduling. The optimal sequences for the objectives of minimization
of the total completion time and the total weighted completion time are developed. The rest of the paper is organized as
follows. The learning effect model applied in this study is fully described in the next section. In Section 3, we develop the
optimal job sequence for minimizing the makespan and the total completion time objectives. In Section 4, the problem
for minimizing the total weighted completion time is discussed. The last section presents the conclusions.
2. Notations and problem description
In this section, a learning effect model which takes the length and the position of the already scheduled jobs into the
scheduling consideration is proposed. Let pi denote the normal processing time of job i. In addition, let p[k] denote the normal
processing time of a job if it is scheduled in the kth position in a sequence. For the proposed learning effect model, the actual
processing time of a job j which is scheduled in the position r in a sequence, pj[r], is presented aspj½r ¼ pj 1
Pr1
i¼1p½iPn
i¼1pi
 !a
bðr1Þ ¼ pj
Pn
i¼rp½iPn
i¼1pi
 !a
bðr1Þ; j; r ¼ 1;    ;n; ð1Þwhere both a(aP 1) and b(0 < b < 1) are learning effect indexes. The ﬁrst part mentioned above
pj 1
Pr1
i¼1 p½iPn
i¼1pi
 a
¼ pj
Pn
i¼rp½iPn
i¼1pi
 a
is traditionally the expression of learning effect promotion as a result of the accumulated
experience presented by an increase of processing time. The second part b(r1) presents the learning effect of a job that is
affected by the position in the processing sequence.
3. The total completion time criterion
In this section, we consider a single machine scheduling problem with the objective of minimizing the total completion
time. We show that when the proposed learning effect model is introduced for each job, the problem 1=LE=
Pn
i¼1Ci can be
scheduled optimally by the SPT rule.
Before proving Theorem 1, two lemmas are presented as follows:
Lemma 1. 1ax(1x)a1b(1x)ab > 0, for 0 < x 6 1, aP 1, 0 < b < 1.Proof. Let f(x) = 1ax(1x)a1b(1x)ab. Then we have
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Hence, f(x) is increasing on 0 < x 6 1, aP 1, 0 < b < 1. Since f(x)P f(0) = 1b > 0, for 0 < b < 1. Thus, the proof is
completed. hLemma 2. (1kx)abk(1x)ab + k1 > 0, for kP 1, 0 < x 6 1, aP 1, 0 < b < 1.Proof. Let g(k) = (1kx)abk(1x)ab + k1. Then we have
g0ðkÞ ¼ axð1 kxÞa1b ð1 xÞabþ 1andg00ðkÞ ¼ aða 1Þx2ð1 kxÞa2b:
Since kP 1, aP 1, 0 < b < 1 and 0 < x 6 1, then the value of g0 0(k) is a non-negative number. That is, g0 0(k)P 0. This implies
that g0(k) is an increasing function. In addition, from Lemma 1, we haveg0ð1Þ ¼ axð1 xÞa1b ð1 xÞabþ 1P 0:
Therefore, g0(k)P g0(1)P 0 for kP 1, aP 1, 0 < b < 1 and 0 < x 6 1.
Hence, g(k) is an increasing function for kP 1, aP 1, 0 < b < 1 and 0 < x 6 1. Since g(k)P g(1) = 0, it implies that
(1kx)abk(1x)ab + k1 > 0, for kP 1, aP 1, 0 < b < 1 and 0 < x 6 1. Thus, the proof is completed. h
Theorem 1. For the minimization of total completion time on a single machine scheduling problem 1=LE=
Pn
i¼1Ci, there exists an
optimal schedule that is obtained by sequencing jobs in non-decreasing order of pj.Proof. For two adjacent jobs Ji and Jj, assuming the processing time pi 6 pj. Let S1 = [A, Jh, Ji, Jj,. B] and S2 = [A, Jh, Jj, Ji, B] be two
job schedules. Where the difference between S1 and S2 is a pairwise interchange of two adjacent jobs Ji and Jj. A and B are
partial schedules and A or B may be empty. We assume that there are (r1) jobs in S1. Thus, jobs Ji and Jj are at the positions
rth and (r + 1)th in S1. In other words, Jj and Ji are at the positions rth and (r + 1)th in S2. Let Ck(S1) and Ck(S2) denote the com-
pletion time of the job Jk in the sequence S1 and S2, respectively. In order to prove the 1=LE=
Pn
i¼1Ci the problem is minimized
by sequencing the jobs in a SPT order, sufﬁcient to show that (a) Cj(S1) 6 Ci(S2) and (b) Ci(S1) + Cj(S1) 6 Cj(S2) + Ci(S2).
First, the proof of part (a) is given as follows:CjðS1Þ ¼ ChðS1Þ þ pi
Pn
i¼rp½iPn
i¼1pi
 !a
bðr1Þ þ pj
Pn
i¼rp½i  piPn
i¼1pi
 !a
br ð2ÞandCiðS2Þ ¼ ChðS2Þ þ pj
Pn
i¼rp½iPn
i¼1pi
 !a
bðr1Þ þ pi
Pn
i¼rp½i  pjPn
i¼1pi
 !a
br; ð3Þwe haveCiðS2Þ  CjðS1Þ ¼ ðpj  piÞ
Pn
i¼rp½iPn
i¼1pi
 !a
bðr1Þ  pj
Pn
i¼rp½i  piPn
i¼1pi
 !a
br þ pi
Pn
i¼rp½i  pjPn
i¼1pi
 !a
br : ð4ÞBy substituting t ¼
Pn
i¼rp½iPn
i¼1pi
; x ¼ piPn
i¼rp½i
and k ¼ pjpi, then Eq. (4) is equivalent to
CiðS2Þ  CjðS1Þ ¼ pitabðr1Þfðk 1Þ  kð1 xÞabþ ð1 kxÞabg:From Lemma 2. We have Ci(S2)Cj(S1)P 0. That is, Cj(S1) 6 Ci(S2) if pi 6 pj.
Note the proof of part (a) also shows that the makespan is minimized by the SPT rule.
Furthermore, the proof of part (b) is given as follows:CiðS1Þ þ CjðS1Þ ¼ ChðS1Þ þ pi
Pn
i¼rp½iPn
i¼1pi
 !a
bðr1Þ þ ChðS1Þ þ pi
Pn
i¼rp½iPn
i¼1pi
 !a
bðr1Þ þ pj
Pn
i¼rp½i  piPn
i¼1pi
 !a
br ð5ÞandCjðS2Þ þ CiðS2Þ ¼ ChðS2Þ þ pj
Pn
i¼rp½iPn
i¼1pi
 !a
bðr1Þ þ ChðS2Þ þ pj
Pn
i¼rp½iPn
i¼1pi
 !a
bðr1Þ þ pi
Pn
i¼rp½i  pjPn
i¼1pi
 !a
br ; ð6Þwe have
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Pn
i¼rp½iPn
i¼1pi
 !a
bðr1Þ þ ðpj  piÞ
Pn
i¼rp½iPn
i¼1pi
 !a
bðr1Þ þ pi
Pn
i¼rp½i  pjPn
i¼1pi
 !a
br
 pj
Pn
i¼rp½i  piPn
i¼1pi
 !a
br :Since pjpiP 0 and
Pn
i¼rp½iPn
i¼1pi
 a
> 0, the ﬁrst term is non-negative. From (a), the sum of the second to the fourth terms are
non-negative as well. Therefore, this implies thatCjðS2Þ þ CiðS2ÞP CiðS1Þ þ CjðS1Þ:
This completes the proof of (b) and thus of the theorem. h
Hence, the optimal job-sequence of the single machine scheduling problem 1=LE=
Pn
i¼1Ci can be obtained by an algorithm
which sequences the jobs in a SPT order. That is, the problem 1=LE=
Pn
i¼1Cican be solved in polynomial time. We demonstrate
the result of the theorem in the following example.
Example 1. Consider a 5-job single machine scheduling problem. The normal processing time for each job is given as n = 5,
p1 = 7, p2 = 3, p3 = 5, p4 = 4, p5 = 6, respectively. The learning indexes are a = 1.2 and b = 0.5. The optimal job-sequence is
(2, 4, 3, 5, 1) which is scheduled according to the SPT rule. In addition, the total completion time is calculated as follows:X5
i¼1
Ci ¼
X5
i¼1
Xi
r¼1
p½r
P5
k¼rp½kP5
k¼1pk
 !a
bðr1Þ ¼ 3þ 4:72þ 8:56þ 16:62þ 32:99 ¼ 65:89;where p[1] = p2, p[2] = p4, p[3] = p3, p[4] = p5, and p[5] = p1.
4. The total weighted completion time problem
For the problem to minimize the total weighted completion time, we show that an optimal solution if the processing
times and the weights are agreeable, i.e., pi 6 pj implies wiP wj for all the jobs Ji and Jj. The result is stated in the following
theorem. Before proving Theorem 2, two lemmas are introduced as follows:
Lemma 3. 1k2(1x)abk1ax(1x)a1bP 0, for aP 1, 0 < k2 6 k1 6 1, 0 < x 6 1, 0 < b < 1.Proof. Obviously, 1k2(1x)abk1ax(1x)a1bP 1k1(1x)abk1ax(1x)a1b, for 0 < k2 6 k1 6 1. h
Let f(x) = 1k1(1x)abk1ax(1x)a1b. Then we havef 0ðxÞ ¼ k1aða 1Þxð1 xÞa2bP 0 for aP 1;0 < k1 6 1;0 < x 6 1 and 0 < b < 1:
Hence, f(x) is increasing on the value of x. Since f(x)P f(0) = 1k1P 0, for 0 < k1 6 1.
This completes the proof. h
Lemma 4. ða 1Þ þ k1ð1 axÞab k2að1 xÞabP 0, for 0 < k2 6 k1 6 1;0 < x 6 1;aP 1, aP 1 and 0 < b < 1.Proof. Let f ðaÞ ¼ ða 1Þ þ k1ð1 axÞab k2að1 xÞab. Then we havef 0ðaÞ ¼ 1 k1axð1 axÞa1b k2ð1 xÞab
andf 00ðaÞ ¼ k1aða 1Þx2ð1 axÞa2bP 0:
Since aP 1;0 < k2 6 k1 6 1;aP 1;0 < x 6 1 and 0 < b < 1, the value of f0 0(a) is a non- negative number. That is, f ’’ðaÞP 0. It
implies that f0(a) is an increasing function. In addition, from Lemma 3, we havef 0ð1Þ ¼ 1 k1axð1 xÞa1b k2ð1 xÞabP 0:
Therefore, f ’ðaÞP f ’ð1ÞP 0 for aP 1;0 < k2 6 k1 6 1;aP 1;0 < x 6 1 and 0 < b < 1.
Hence, f(a) is an increasing function for aP 1;0 < k2 6 k1 6 1;aP 1;0 < x 6 1 and 0 < b < 1. Also, f ðaÞP f ð1Þ ¼
ðk1  k2Þð1 xÞabP 0, for aP 1; 0 < k2 6 k1 6 1;aP 1;0 < x 6 1 and 0 < b < 1.
Thus, the proof is completed. h
Theorem 2. For minimization of the total weighted completion time on a single machine scheduling problem 1=LE=
Pn
i¼1wiCi, if
the jobs have agreeable weights, i.e., pi 6 pj implies wi P wj for all the jobs Ji and Jj, where an optimal schedule is obtained by
sequencing jobs in a non-decreasing order pi/wi.
1950 C. Low, W.-Y. Lin / Applied Mathematical Modelling 35 (2011) 1946–1951Proof. Since pi 6 pj, is observed from Theorem 1 where Cj(S1) 6 Ci(S2). We only need to show that wiCi(S1) +wjCj(S1) 6
wjCj(S2) + wiCi(S2). From Eqs. (5), (6), we haveX
wkCkðS2Þ 
X
wkCkðS1Þ
P wj ChðS2Þ þ pj
Pn
i¼rp½iPn
i¼1pi
 !a
bðr1Þ
" #
þwi ChðS2Þ þ pj
Pn
i¼rp½iPn
i¼1pi
 !a
bðr1Þ þ pi
Pn
i¼rp½i  pjPn
i¼1pi
 !a
br
" #
wi ChðS1Þ þ pi
Pn
i¼rp½iPn
i¼1pi
 !a
bðr1Þ
" #
wj ChðS1Þ þ pi
Pn
i¼rp½iPn
i¼1pi
 !a
bðr1Þ þ pj
Pn
i¼rp½i  pjPn
i¼1pi
 !a
br
" #
¼ ðwi þwjÞðpj  piÞ
Pn
i¼rp½iPn
i¼1pi
 !a
bðr1Þ þwipi
Pn
i¼rp½i  pjPn
i¼1pi
 !a
br wjpj
Pn
i¼rp½i  piPn
i¼1pi
 !a
br : ð7ÞBy substituting k1 ¼ wiwiþwj ; k2 ¼
wj
wiþwj ; t ¼
Pn
i¼rp½iPn
i¼1pi
; x ¼ piPn
i¼rp½i
and a ¼ pjpi then Eq. (7) is equivalent toP P
wiCiðS2Þ  wiCiðS1Þ
ðwi þwjÞta P b
ðr1Þpi½ða 1Þ þ k1ð1 axÞab k2að1 xÞabFrom Lemma 4, we have
P
wkCkðS2Þ 
P
wkCkðS1ÞP 0. That is,
wjCjðS2Þ þwiCiðS2ÞP wiCiðS1Þ þwjCjðS1ÞThus, the proof is completed. h
Hence, the optimal job-sequence of the scheduling problem 1=LE=
Pn
i¼1wiCi can be obtained by an algorithm which se-
quences the jobs in a SPT order. That is, the problem of 1=LE=
Pn
i¼1wiCi can be solved in polynomial time. We demonstrate
the result of the theorem in the following example.
Example 2. Consider a 5-job single machine scheduling problem. The normal processing time for each job is given as p1 = 7,
p2 = 3, p3 = 5, p4 = 4 and p5 = 6. The weight of each job is w1 = 6, w2 = 10, w3 = 8, w4 = 9 and w5 = 7. The learning indexes are
a = 1.2 and b = 0.5. The optimal job-sequence is (2, 4, 3, 5, 1) which is scheduled according to the SPT rule. In addition, the
total weighted completion time is calculated as follows:X5
i¼1
wiCi ¼
X5
i¼1
w½i
Xi
r¼1
p½r
P5
k¼r
p½k
P5
k¼1
pk
0
BBB@
1
CCCA
a
bðr1Þ ¼ 30þ 42:48þ 68:48þ 116:34þ 197:94 ¼ 455:24;where p[1] = p2, p[2] = p4, p[3] = p3, p[4] = p5, p[5] = p1 and w[1] = w2, w[2] =w4, w[3] = w3, w[4] = w5, w[5] =w1.
5. Conclusion
In this study, we proposed a new learning effect model to a single machine scheduling problem. In the proposed learning
effect model, the actual processing time of a job is assumed to be proportionate to the length and position of the already
scheduled jobs. The addressed problem with two objectives, i.e., minimization of the total completion time and total
weighted completion time, are studied. We proved that the SPT rule can provide the optimal schedule for both the total com-
pletion time and total weighted completion time objectives. We also show that the total completion time problem remains
polynomially solvable, and that the total weighted completion time problem is as well, under certain agreeable conditions.
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