Abstract-As the salient objects extraction is of great importance in computer vision and multimedia information retrieval, this paper concentrates on the problem of salient object recognition using local features. Considering the rotational invariance performance of circular region is much better, we exploit a circular region to replace the rectangular region. To implement the salient object detection, the visual object classes should be constructed from training image dataset through SIFT features clustering. Furthermore, for a test image, the object class which the test image belonged to can be detected by interest points matching. Afterwards, the SIFT features clustering and local features matching process can be implemented through the proposed hybrid SVM-QPSO model. To promote the quality of parameter selection in SVM, we utilize the quantum behaved particle swarm optimization technique to select suitable SVM parameters. Finally, experiments are conducted to make performance evaluation using the MSRC dataset. Experimental results show that compared with other methods, the proposed algorithm can effectively detect salient objects in both object detecting precision and computing efficiency.
INTRODUCTION
Object detection refers to a computer technology which is related to computer vision and multimedia information retrieval. High quality object detection aims to solve the problem of detecting instances of semantic objects of a certain class (such as animals, plants, or humans) in images and videos. In object detection research field, face detection and pedestrian detection are discussed mostly in recent years. Furthermore, object detection has applications in many research fields in computer vision, including multimedia information retrieval and video surveillance [1] [2] .
As is well known that object recognition is one of the most important problems in computer vision research field. Detecting salient object from images and videos is usually an important part in many multimedia applications such as object-based coding, object-based image/ video retrieval, image/video editing and manipulation, smart video surveillance, and human computer interaction et al [3] .
As is an important research field in object detection, salient object detection [6] [7] [8] [9] [10] is one of the important issues in computer vision(CV), which have obtained many attentions in recent years. Particularly, visual saliency refers to the capability to detect the relevant object in an image fastly and accurately. The main works in salient object detection lie in that each pixel in the host image is given a measure of relevance score. The above process can be conducted by giving higher values to the important image regions and lower values to other image regions. On the other hand, the problem of salient object detection aims to provide a suitable solution to many complex real-time cases, including surveillance systems to track vehicle [4] . Furthermore, salient object recognition is also exploited in the application of automatic target detection, which includes 1) Finding traffic signs along the road or military vehicles in a savanna, 2) Finding salient objects in the environment as navigation landmarks in robotics.
To the best of our knowledge, the traditional studies about salient object recognition mainly focus on the global visual features of images, such as color features, shape features and texture features. However, it is an effective way to describe the salient objects using local features. Different from the traditional methods, in this paper, we focus on salient objects detecting with SIFT features, which refers to an algorithm in computer vision to detect and describe local features in images. Particularly, SVM was initially published by David Lowe in 1999.
On the other hand, classification problem is of great importance in Machine Learning, and SVM is a powerful computing tool box in it. SVM belongs to a kind of supervised learning models utilizing related learning algorithms which can analyze data or recognize patterns. Supposing there is a set of training examples, in which each one is annotated with the category name. Furthermore, the SVM training process refers to construct a model which can allocate new examples into one class or not, and then construct a non-probabilistic binary linear classifier. Intuitively, the main idea of SVM can be described as that example is represented as points in the space, and then these points are mapped. The optimization objective of SVM is to separate the examples into different classes with a clear gap which is as wide as possible. Afterwards, new examples are then mapped into that same space, and which class the example is belonged to can be predicted depending on which side of the gap this example fall in.
However, the performance of SVM heavily depends on the parameter selection. Based on the above analysis, we focus on the method of parameter selection for SVM in this paper. In this paper, we aim to detect salient objects in digital images with high accuracy and efficiency using modified SVM [5] , and the local features are used to describe the visual content of images. Particularly, the innovations of this paper are mainly lie in the following aspects:
(1) We propose a novel approach to use a circular region to replace the rectangular region and we assume that the affine and scale normalized regions have been extracted in advance.
(2) To represent visual contents of the host image more accurately, we design a hybrid QPSO-SVM model through which the SIFT features clustering process and local features matching process can be implemented.
(3) To tackle the problem that the performance of SVM algorithm is greatly influenced by the quality of parameter selection, we utilize the quantum behaved particle swarm optimization (QPSO) technique to choose suitable SVM parameters through analyzing the convergence of particle swarm optimization and quantum system (4) In the proposed method, salient objects can be detected efficiently by integrating QPSO and SVM together through image segmentation and interest points matching.
The rest of the paper is organized as the following sections. Section 2 introduces the related works of salient object detecting. Section 3 illustrates the proposed scheme for salient object recognition. In section 4, experiments are conducted to make performance evaluation with comparison to other existing methods. Finally, the whole paper is concluded in section 5.
II. RELATED WORKS
In this section, we will introduce the related works of this paper by three aspects. Firstly, salient objects extraction from a digital image is a very hot topic, the reasons lie in that salient objects include a lot of useful applications, such as image compression, content-based multimedia retrieval and so on.
Liu et al. proposed an approach to improve the performance of object extraction, and then illustrate a two phase salient objects extraction method by image segmentation technology and saliency detection process. Furthermore, in phase 1, the host images are segmented and then the saliency map for this image is distinguished through saliency detection algorithm. Moreover, for a given region, image visual features are extracted by Support Vector Machine to classify this chosen region as a background region of the host image [11] .
Chen et al. proposes an efficient approach for automatic salient object detection, and then the authors made up a reliable saliency map to evaluate the image composition. Afterwards, the local energy feature is integrated with a simple biologically inspired model to promote the integrity of the object in the saliency map. Furthermore, pixels of minimal intensity are deleted from the host image and then the entropy of the resulting images are calculated [12] .
Jing et al. propose a new threshold-free salient object detection algorithm combining saliency density and edge response. The authors illustrate a global optimal window which includes a salient object. This algorithm is efficiently located through the proposed saliency density and edge response based on branch-and-bound search. To detect the salient object with a well-defined boundary, the Grab Cut algorithm is implemented, and this algorithm is initialized through the located window [13] .
Secondly, to effectively find salient objects in digital images local features have been widely utilized. As is well know that the detection and description of local features can help in the work of object detection. Particularly, SIFT features are local and based on the appearance of the object at particular interest points, and are invariant to image scale and rotation, and the following parts will illustrate the related works of applications of local features.
Zhang et al. illustrated a new image classification algorithm via Harr-like transformation of local features. In this paper, Harr-like transformation on local features is used to integrate the spatial information and the correlations of local features. Particularly, the Harr-like transformed local features are encoded utilizing the technology of non-negative sparse coding [14] . Bai et al. described an image fusion algorithm based on the extracted local image features through multi-scale top-hat by reconstruction operators. Firstly, the authors proposed a multi-scale local feature extraction method based on multi-scale top-hat and reconstruction operators. Secondly, the image visual features for image fusion are extracted by using the extracted multi-scale local features obtained from several images [15] .
Li et al. proposed a new framework which is named iSearch, and tem global-local matching of local features are integrated together to promote the performance image retrieval quality. In this paper, Li et al. extracted multiple local features (such as scale-invariant feature transform, regional color moments and object contour fragments) to effectively represent the visual appearances of items. On the other hand, global and local matching of large-scale image dataset is permitted. Finally, the authors presented a contour fragments encoding and indexing algorithm [16] .
Thirdly, Support Vector Machine algorithm has been used in object detection, because it can effectively detect the salient objects from the complex background from the large-scale digital images.
Zhao et al. proposed a new video object retrieval system framework. This system is design using a SpatioTemporal data representation, a dedicated kernel design and a statistical learning toolbox. Using the kernel similarity, both supervised and active learning strategies embedded in Support Vector Machine framework are proposed in this paper. Furthermore, a multi-class classification framework dealing with unbalanced data is proposed as well [17] .
Song et al. give six different voxel selection approaches to determine which voxels of fMRI data can be included in Support Vector Machine classifiers utilizing linear and RBF kernels. Next, the overall performances of voxel selection and classification methods are made comparison. Furthermore, this paper presented the first empirical result of linear and RBF Support Vector Machine in classification of fMRI data, integrated with voxel selection approach [18] .
III. PROPOSED SCHEME As local features are more suitable to detect salient objects in images, we use SIFT descriptors to represent the interesting keypoints of the objects. The SIFT algorithm can extract features which are invariant to scaling, orientation, affine transforms and illumination changes. For each keypoint, users can calculate a local feature descriptor based on the local image gradient, transformed to compute orientation invariance. Afterwards, a SIFT feature vector can be modeled as the following equation. In this paper, we utilize a circular region to replace the rectangular region, because the rotational invariance performance of circular region is much better. Supposing that the affine and scale normalized regions have been extracted. To calculate the local descriptor, the derivatives 1 x I and 2 x I of the specific region () Ix could be obtained as follows.
Afterwards, the magnitude and orientation of the host image can be calculated for a specific image region as follows. 
To implement the salient object detection, the object classes should be constructed from training image dataset using SIFT features in advance. As is shown in Fig. 1 , several image of the object class "Car", "Face" and "Computer" are chosen, and the SIFT features are extracted from the training images. Afterwards, these SIFT features are clustering. Furthermore, given a test image, after SIFT features extracting, the class which the test image belonged to can be found by SIFT features matching. In this paper, the SIFT features clustering process and local features matching are implemented through the following hybrid QPSO-SVM model.
To make the salient object detection more effectively, we use SVM to classify local features of the host images. Supposing there are a set of training images which are 
To compute the parameter i y for i x , the constrained optimization problem should be calculated (shown in Eq.6). Particularly, for the linear separable problem, SVM algorithm is designed based on the following condition. 
Although SVM is a powerful computing tool, the quality of parameter selection is SVM could influence the system performance greatly. Therefore, in this section we will how to choose suitable SVM parameters using the quantum behaved particle swarm optimization(QPSO) technique, which is designed by analyzing the convergence of particle swarm optimization and quantum system. In QPSO, the state of quantum is represented as the function ( , ) xt  , and exploiting the Monte Carlo approach, the position of each particle is obtained by Eq. 11.
where the value of  is equal to 0.5 or -0.5, and t ij p refers to the local attractor which is defined as follows.
(1 ) L is calculated as follows.
In Eq. 14, parameter  is used to adjust the convergence speed. Afterwards, the position can be updated by the following equation. 
The center of pbest positions for a specific swarm is computed by the following equation. 
, , ,
Based on the above analysis, the position of particle could be updated as follows. 1 
ln
Combining the QPSO and SVM together, host images can be segmented effectively and the interest points can be matched accurately, and then salient objects are extracted from host images.
IV. EXPERIMENTS
In this paper, the a series of experiments are design and implemented to make performance evaluation using different datasets, and other related research works are compared with ours.
A. Datasets and Performance Evaluation Metric
The dataset used for salient object detection we chosen is provided from paper [19] . In paper [19] , the task of salient object detection is implemented by finding a bounding box around the most salient object in the digital image. This dataset is made of five thousand images with manually labelled rectangles near the most salient object drawn by different experts. To achieve the ground truth, we ask some experts to give a bounding rectangle to represent the object. The proposed salient object detection provides a rectangle on the salient object which is detected. Particularly, the ground truth is determined by select the rectangle around the salient object using the majority agreement of all the experts we chosen. The salient objects are represented by the bounding box with red color.
The dataset we used is made up of a large-scale image database with 130,099 digital images from several categories, and mostly of them are selected from the Web. Afterwards, we choose 60,000 digital images, in which each image includes at least one salient object. To make performance evaluation more objectively, another 20,840 images are selected which include an unambiguous object of interest to help for constructing the ground truth. Particularly, the salient objects we select are different in diversity, including "category", "color", "shape", "size" et al.. On the other hand, to show the performance of the proposed salient object detection approach, MSRC dataset [20] is also utilized which have many different object categories.
Furthermore, the performance evaluation metric we used are precision, recall, and F-measure. Precision/recall can represent the area ratio of detected object and the ground truth salient object region.   (19) where P and R denotes Precision and Recall respectively. Afterwards, F-measure refers to the weighted harmonic mean of the metric Precision and Recall as follows.
where F  denotes the F-measure with a noonegative parameter  , and in this paper the parameter  is equal to 0.5.
B. Experimental Resutls and Related Analysis
In order to make performance evaluation, other computing models are compared with the proposed SVM-QPSO model, such as SVM-PSO, SVM, ANN, and ARMA. SVM-PSO means integrating the standard SVM and Particle Swarm Optimization, and ANN and ARMA denotes artificial neural networks and Auto-Regressive and Moving Average Model respectively.
Particle Swarm Optimization(PSO) was designed by Eberhart and Kennedy, the idea of PSO lies in the social behavior of animals such as bird flocking, fish schooling, and the swarm theory and so on. Different from the genetic algorithm, PSO has some features and in many research fields and has been proved to be efficient. Artificial neural network(ANN) denotes the computational models inspired by animals' central nervous systems which are capable of machine learning and pattern recognition. Autoregressive moving average model(ARMA) represents a parsimonious description of a weakly stochastic process based on two polynomials, of which the first one is used for the auto-regression and the other one is used for the moving average.
As is shown in Table I , the proposed SVM-QPSO model performs better than other traditional methods when using the Precision, Recall and F-measure metric. Compared with ANN, ARMA, SVM and SVM-PSO, the F-measure of the proposed SVM-QPSO model promotes 3.4%, 4.24%, 21.02% and 9.42% respectively. Our SVM-QPSO model performs than other methods, because QPSO can choose the optimal parameters for SVM to promote the detection accuracy. Moreover, integrating SVM algorithm and QPSO has made the proposed SVM-QPSO model to perform better than other methods. The standard SVM performs poorly, and the reason lies in that the parameters of standard SVM could not be selected properly. To illustrate the performance of each method more detailedly, the Precision-Recall curve are utilized, and the image categories "face", "car", "dog" and "book" are chosen(shown in Fig. 2-Fig. 5 ). It can be seen from Fig. 2-Fig. 5 that the proposed salient object detection algorithm performs better that other four methods, especially for the category "car" and "dog", because the visual diversity of "car" and "dog" are less that other categories, and SIFT features is more suitable for detect these categories. Although the salient object detecting precision is of great importance, the computing efficiency is a key issue as well. In the following section, we will test the computing efficiency for each algorithm. From Fig. 6 , we can see that computing time per image of the proposed algorithm performs better than ARMA and ANN, however, less than SVM-PSO and standard SVM. However, salient object detection precision of SVM-PSO and standard SVM is much less than ours. Combining the all the above experimental results together, our proposed algorithm can effectively detect salient objects both in detect precision and in computing efficiency.
From the examples in table II, we can see that the proposed algorithm can accurately locate the salient objects in host images through the red color bounding box, and the keypoints of each image are detected accurately by the SIFT features.
V. CONCLUSIONS
In this paper, we propose a novel salient object recognition approach using local features. Firstly, the visual object classes are constructed from training image dataset via SIFT features clustering. Secondly, for a given test image, the object can be found through interest points matching. Thirdly, the SIFT features clustering and local features matching are achieved by the hybrid SVM-QPSO model. Fourthly, we exploit the quantum behaved particle swarm optimization technique to promote the accuracy of parameter selection for SVM. 
