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a b s t r a c t
In this paper, we consider the problem of testing for variance changes in the linear
autoregressive processes including AR(p) processes when there are autoregressive
parameter shifts. In performing a test, we employ the conventional residual CUSUM
of squares test (RCUSQ) statistic. The RCUSQ test is based on the subsampling method
introduced by Jach and Kokoszka (2004) [16] to eliminate the influence caused by
autoregressive parameter shifts. It is shown that under regularity conditions, the test
statistic behaves asymptotically the function of a standard Brownian bridge. We establish
the asymptotic validity of this method and assess its performance both theoretically and
numerically.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
The presence of change-points in key macroeconomics and finance in developed economies appears to be relatively
commonbecause amyriad of political and economic factors can cause the relationships among economic variables to change
over time. Since the early work of Page [23], Chow [10], Quandt [27] and Brown et al. [9], numerous studies have been
undertaken with an upsurge of interest in various models with an unknown change-point. With respect to the problem of
testing for structural breaks, recent contributions include [7,1,2,20,19,21,17,18] as well as the monograph by Csörgő and
Horváth [11]. Issues about the distributional properties of the estimates, in particular those of break-date, have also been
considered by Bai [4,3]. These tests and inference issues have been addressed in the context of multiple structural breaks by
Bai and Perron [5].
Owing to the works of Perron [24,25] and Hendry and Neale [15], it is now well recognized in the literature that unit
root tests should be designed to have power against the alternative hypothesis that allows for a break in the mean. The
conventional unit tests that ignore the break under the alternative can spuriously fail to reject the unit root null hypothesis.
Therefore, Perron [25] proposed a unit root test that is specifically designed to have power against the alternative that allows
for a one time break in the mean, occurring at a known break-date.
In this article, special attention is paid to the ergodic stationary processes including linear autoregressive (LAR) time series
since they accommodate important linear time series models, such as AR(p), which have been central to the analysis of data
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with linear characteristics. For references, see [14,12,22] and the papers cited therein. For AR(p) models, there are p + 2
parameters, the mean, the variance of the white noise and the p autoregressive parameters. A change in any of these over
time is a sign of disturbance that is important to detect. Gombay [13] used maximum likelihood function to test for changes
in any one of these p+2 parameters separately, or in any collection of them. Unfortunately, he did not consider the influence
caused by autoregressive parameter shifts, if we just want to test for variance changes. Since the residual subsampling based
test conventionally discards correlation effects and enhances the performance of the test, the goal of this paper is to illustrate
that the RCUSQ test based on subsampling methodology of [16] can be used to analyze the autoregressive models where
the variance of white noise exhibits a change, while the autoregressive parameter shifts occur.
The organization of this paper is as follows. In Section 2, we present the regular conditions under which the RCUSQ test
statistic based on subsampling convergesweakly to the function of a standard Brownian bridge. In Section 3, as an illustration
we consider the variance changes problem in the presence of autoregressive parameter shifts. Simulation results related to
AR(1) process and a empirical application are reported in Section 4. We provide brief concluding remarks in Section 5.
2. Assumptions and models
We consider the following models:
yt = µ+ ξt ,
ξt = α1ξt−1 + α2ξt−2 + · · · + αpξt−p + εt , (1)
where p is a finite positive integer. Assume θ = (α1, . . . , αp) and the innovations processes εt satisfy Eεt = 0 and
Var(εt) = σ 21 .
We test the null hypothesis
H0 : y1, . . . , yT is a sample for some σ1,
against the variance changes alternative under autoregressive parameter shifts
H1 : ∃ σ1, σ2 satisfying σ1 6= σ2, (θ 6= θ∗)
where θ∗ = (α∗1 , . . . , α∗p ). Such that the sample y1, . . . , yT has the form
yt = µ+ ξt ,
ξt =
{
α1ξt−1 + α2ξt−2 + · · · + αpξt−p + εt , t ≤ k∗;
α∗1ξt−1 + α∗2ξt−2 + · · · + α∗pξt−p + ε∗t , t > k∗, (2)
where the innovations post the change-point satisfy Eε∗t = 0 and Var(ε∗t ) = σ 22 . We assume that k∗ = [Tτ ∗], 0 < τ ∗ < 1
is a fixed and known break-date.
We state the assumptions which are needed to prove asymptotic validity of our approach.
Assumption 2.1. The independent identical distribution (i.i.d.) innovations εt satisfy E|εt |4+δ <∞, where δ > 0.
Assumption 2.2. All of the roots of 1− α1z − α2z2 − · · · − αpzp = 0 lie out of the unit circle.
Remark 2.1. The last assumption can ensure ξt = ∑∞j=0 ϕjεt−j. Beveridge and Nelson [6] decomposed that T−1∑Tt=1 ξt =
ϕ(1) · T−1∑Tt=1 εt + op(1), where ϕ(1) = ∑∞j=0 ϕj < ∞. This shows that the rate of convergence for T−1∑Tt=1 ξt and
T−1
∑T
t=1 εt are the same.
Our approach also relies on the following results.
Lemma 2.1. If Assumption 2.1 holds, then
T 1/2(θˆ − θ) has a proper, nondegenerate limiting distribution,
where θˆ is least squares estimators.
Remark 2.2. The results can be obtained from [8] and indicate that |αˆi − αi| = Op(T−1/2). Since εt are not observable, our
test is based on residuals εˆt instead of εt , which are obtained via estimating the unknown autoregressive parameters.
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3. Asymptotic under autoregressive parameter shifts
In this section, we will get the asymptotic distribution under the parameter shifts.
Theorem 3.1. Assume the Assumptions 2.1 and 2.2 hold. Set
ΞT = max
q+1≤k≤T
√
T
∣∣∣∣∣∣∣∣∣
k∑
t=q+1
εˆ2t
T∑
t=q+1
εˆ2t
− k− q
T − q
∣∣∣∣∣∣∣∣∣ ,
then under H0
ΞT
P−→ γ
σ 21
max
0≤v≤1
|BB(v)|,
where γ 2 = Eε41 − σ 41 and σ 21 = Eε21 . BB(v) is a standard Brownian bridge.
Remark 3.1. In practice, we can replace the unknown parameters γ 2 and σ 21 by γˆ
2 = 1T
∑T
t=1 εˆ4t − σˆ 41 and σˆ 21 = 1T
∑T
t=1 εˆ2t
respectively and consider q be equal to [(log T )]ζ , ζ > 1. When there are no autoregressive parameter shifts, we can
presume the residuals εˆt behave like εt and construct the RCUSQ test statistic. However, the simulation results in Section 4
indicate that the test statistic is obviously unreliable in the presence of autoregressive parameter shifts. Hence, we want
to find a method to eliminate the influence caused by autoregressive parameter shifts and reconstruct the new RCUSQ test
detecting for variance changes. To overcome the problem, we resort to the subsampling methodology and constitute the
steps as following:
Step 1: Compute the least squares residuals from the regression of yt on an intercept: ξˆt = yt − µˆ, µˆ = T−1∑Tj=1 yj, t =
1, 2, . . . , T .
Step 2: Compute the least squares estimator of the parameters αˆ1, . . . , αˆp based on ξˆ1, . . . ξˆ[T (τ∗−λ)]; αˆ∗1 , . . . , αˆ∗p based
on ξˆ[T (τ∗+λ)], . . . , ξˆT , where the given λ is a positive in [0, 0.05].
Step 3: Compute the estimator of innovations εˆt = ξˆt − αˆ1ξˆt−1 − αˆ2ξˆt−2 − · · · − αˆpξˆt−p, t = 1, . . . , [T (τ ∗ − λ)];
εˆt = ξˆt − αˆ∗1 ξˆt−1 − αˆ∗2 ξˆt−2 − · · · − αˆ∗p ξˆt−p, t = [T (τ ∗ + λ)] + 1, . . . , T .
Step 4: Compute the centered residuals ε0t = εˆt − [T (τ ∗ − λ)]−1
∑[T (τ∗−λ)]
j=1 εˆj, t ≤ [T (τ ∗ − λ)]; ε0t = εˆt+[2Tλ] − [T (1−
τ ∗ − λ)]−1∑[T (1−2λ)]j=[T (τ∗−λ)]+1 εˆj+[2Tλ], [T (τ ∗ − λ)] + 1 ≤ t ≤ [T (1− 2λ)].
Step 5: Set ε1i = ε0i+q, i = 1, . . . , [T (1 − 2λ)] − q. Fixed an integer b < T and construct [T (1 − 2λ)] − b − q
processes of length b which satisfy the null hypothesis. For l = 1, . . . , [T (1 − 2λ)] − b − q, the l-th process is defined
by: y0(l) = 0, y1(l) = ε1l , y2(l) = ε1l+1, . . . , yb(l) = ε1l+b−1.
Step 6: Analogous to ΞT , we construct Ξ 1b,l based on y0(l), y1(l), . . . , yb(l). Denote by Ξ
1
b (α) the (1 − α)-th quantile of
the empirical distribution of the [T (1− 2λ)] − b− q valueΞ 1b,l, whereΞ 1b,l is defined by:
Ξ 1b,l = max0≤v≤1
√
b
∣∣∣∣∣∣∣∣∣
l+[(b−1)v]∑
i=l+q
ε12i − [bv−q]b−q
l+(b−1)∑
i=l+q
ε12i
l+b∑
i=l+q
ε12i
∣∣∣∣∣∣∣∣∣ .
Remark 3.2. As a result, we can assure the residuals ε1t will not be affected by the autoregressive parameter shifts and
calculate the new critical values, viz,Ξ 1b (α) showed in Table 2.
Let
Ξ 1T = max1≤k≤[T (1−2λ)]−q
√[T (1− 2λ)] − q
∣∣∣∣∣∣∣∣∣
[T (1−2λ)]−q∑
i=1
ε12i
k∑
i=1
ε12i
− k[T (1− 2λ)] − q
∣∣∣∣∣∣∣∣∣ . (3)
We can accept the alternative hypothesis there being variance changes ifΞ 1T > Ξ
1
b (α), since the efficacy of new RCUSQ test
Ξ 1T with autoregressive parameter shifts is equivalent to the efficacy of RCUSQ test ΞT without autoregressive parameter
shifts.
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Table 1
Critical value of RCUSQ test without autoregressive parameter shifts, α = 0.1.
T α∗ Percentiles
0.01 0.025 0.05 0.1 0.9 0.95 0.975 0.99
500 0.1 0.587 0.640 0.691 0.763 1.692 1.869 2.037 2.223
800 0.583 0.640 0.700 0.764 1.667 1.860 2.014 2.207
1000 0.589 0.648 0.701 0.771 1.681 1.879 2.036 2.231
Table 2
Critical value of new RCUSQ test with autoregressive parameter shifts, α = 0.1.
T b Percentiles
α∗ 0.01 0.025 0.05 0.1 0.9 0.95 0.975 0.99
500 80 0.4 0.572 0.612 0.673 0.744 1.668 1.859 1.998 2.136
800 150 0.574 0.616 0.663 0.747 1.651 1.866 1.995 2.128
1000 180 0.591 0.624 0.674 0.752 1.659 1.862 2.002 2.177
500 80 0.7 0.566 0.631 0.677 0.741 1.610 1.852 1.991 2.141
800 150 0.565 0.632 0.685 0.750 1.644 1.868 1.995 2.097
1000 180 0.588 0.636 0.688 0.751 1.651 1.864 2.008 2.183
500 80 0.8 0.571 0.637 0.687 0.745 1.649 1.860 2.007 2.128
800 150 0.568 0.632 0.692 0.759 1.647 1.868 1.998 2.162
1000 180 0.591 0.637 0.692 0.751 1.650 1.867 2.007 2.213
500 80 0.9 0.575 0.635 0.694 0.741 1.648 1.859 1.997 2.183
800 150 0.573 0.639 0.681 0.756 1.649 1.853 2.002 2.137
1000 180 0.593 0.642 0.695 0.754 1.658 1.861 2.009 2.184
Denote
Gb(x) = 1[T (1− 2λ)] − b− q
[T (1−2λ)]−b−q∑
l=1
I{Ξ 1b,l ≤ x}, (4)
and
G(x) = P
(
γ
σ 21
max
0≤v≤1
|BB(v)| ≤ x
)
. (5)
Theorem 3.2. Assume the autoregressive parameter shifts occur and all the assumption s hold. Let b→∞ and (q/b+b/T )→ 0
as T →∞, then for every x > 0,
Gb(x)
P−→ G(x).
Remark 3.3. Theorem 3.2 implies that subsampling testΞ 1b,l has the same asymptotic distribution asΞT and the new critical
values calculated fromΞ 1b,l are valid even in the presence of autoregressive parameter shifts.
4. Simulation and empirical application
4.1. Simulation
In the section, we present the results of a simulation study intended to assess the performance of the subsampling test
procedures in Section 3. The independent identically distributioned random variables εt are N(0, 1). All simulations were
based on 5000 replications. Since the following test is affected by a choice of b for fairly large samples, subsample size b is
considered approximately equal to anything between 15% and 20% of the sample size T .
In order to evaluate the performance of the RUCSQ test, we consider following model:
yt = µ+ ξt , ξt = α1ξt−1 + εt
where α = 0.1 and µ = 0. We consider k∗ = [0.7T ] for a reasonable choice. Firstly, upper tail and low tail critical values of
the limit processes of the RCUSQ test statistic are provided and calculated via a direct simulation, using the same sample sizes
and replications as forΞT . The figures in Table 1 present critical values generated in Theorem 3.1. If there are autoregressive
parameter shifts, we do the procedures showed in Section 3 and compute the new critical values in Table 2. As might be
anticipated the discrepancy of these two critical values between Tables 1 and 2 is negligible.
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Table 3
Sizes and powers of RCUSQ test without autoregressive parameter shifts, α = 0.1.
T α∗ κ
1 1.2 1.3 1.4 1.5 2
500 0.1 0.047 0.241 0.448 0.669 0.833 0.999
800 0.048 0.377 0.667 0.873 0.962 1.000
1000 0.047 0.437 0.751 0.927 0.989 1.000
Table 4
Sizes and powers of RCUSQ test with autoregressive parameter shifts, α = 0.1.
T α∗ κ
1 1.2 1.3 1.4 1.5 2
500 0.4 0.045 0.191 0.378 0.582 0.765 0.998
800 0.051 0.337 0.622 0.834 0.947 1.000
1000 0.052 0.397 0.714 0.915 0.980 1.000
500 0.7 0.057 0.072 0.151 0.288 0.469 0.968
800 0.087 0.097 0.248 0.466 0.684 0.998
1000 0.103 0.117 0.314 0.573 0.805 1.000
500 0.8 0.156 0.047 0.070 0.132 0.234 0.866
800 0.258 0.051 0.092 0.198 0.361 0.977
1000 0.319 0.051 0.097 0.235 0.452 0.992
500 0.9 0.545 0.178 0.101 0.066 0.076 0.566
800 0.778 0.283 0.130 0.071 0.088 0.763
1000 0.863 0.331 0.143 0.076 0.091 0.847
Table 5
Sizes and powers of new RCUSQ test autoregressive with parameter shifts, α = 0.1.
T b α∗ κ
1 1.2 1.3 1.4 1.5 2
500 80. 0.4 0.046 0.285 0.489 0.722 0.887 1.000
800 150. 0.048 0.397 0.715 0.891 0.973 1.000
1000 180. 0.051 0.492 0.811 0.954 0.994 1.000
500 80. 0.7 0.043 0.288 0.486 0.669 0.867 1.000
800 150. 0.048 0.391 0.702 0.898 0.978 1.000
1000 180. 0.050 0.487 0.814 0.948 0.997 1.000
500 80. 0.8 0.052 0.292 0.442 0.675 0.822 0.999
800 150. 0.049 0.401 0.713 0.903 0.972 1.000
1000 180. 0.047 0.484 0.809 0.958 0.994 1.000
500 80. 0.9 0.045 0.253 0.444 0.653 0.842 1.000
800 150. 0.053 0.408 0.712 0.891 0.977 1.000
1000 180. 0.052 0.491 0.817 0.950 0.997 1.000
When study the empirical sizes and powers of RCUSQ testΞT and new RCUSQ test Ξ 1T , we consider the samemodel above,
allowing variance changes and autoregressive parameter shifts simultaneously. Hence, theData Generating Processes satisfy
yt = 2+ ξt , ξt =
{
α1ξt−1 + εt , t ≤ k∗;
α∗1ξt−1 + ε∗t , t > k∗
where α∗ = (0.1, 0.4, 0.7, 0.8, 0.9). The processes ε∗t satisfy N(0, κ) and κ can stand for variance ratio post and pre the
known break-date. As many earlier work, we restrict ourselves to report empirical rejection frequencies of the tests with
T = (500, 800, 1000) for tests run at 5% critical value in various combinations.
We now discuss the main conclusions that can be drawn from our simulation. (1) The results summarized in Tables 3
and 5 show that, in the presence of parameter shifts, new RCUSQ test Ξ 1T have almost the same sizes and powers as RCUSQ
test ΞT . Both these two tests produce good sizes and the powers increase as either the difference between σ1 and σ2 or T
increase. The empirical powers can reach 1 as κ = 2. It is meaning that our procedures indeed can eliminate the influence
caused by autoregressive parameter shifts. (2) As seen in the Table 4, the RCUSQ test under the autoregressive parameter
shifts produces obvious size distortions (oversize). It might be unfair to say that new RCUSQ test Ξ 1T outperforms the CUSUM
of squares tests perfectly taking into consideration the size distortions. (3) We observe that, for Table 4, the RCUSQ test also
produces very poor powers in many cases except for α∗ = 0.4. It is also noted that when there are no variance changes, the
RCUSQ test insensitive to the parameter shifts and the power is acceptable only α∗ = 0.9. (4) Assume the variance changes
and autoregressive parameter shifts take place simultaneously, for Table 4, the powers can increase as T increase but the
conditions vary severely for κ and α∗. (i) α∗ = 0.7, the power do not lose somuch and increases as κ increases. (ii) α∗ = 0.8,
the power is less than 0.1 with κ = 1.2, 1.3 and cannot reach 0.5 even κ = 1.5. (iii) α∗ = 0.9, the conditions is opposite
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Fig. 1. The original stock price of SLDC.
Fig. 2. The return rate of SLDC.
that the power decreases from κ = 1 to κ = 1.5. Comparison to α∗ = 0.4, 0.7, 0.8, the power of α∗ = 0.9 is the lowest
with κ = 2. Hence, the simulation evidence is still strongly in favors of using our approach to test for variance changes for
AR(p) processes in the presence of autoregressive parameter shifts.
4.2. Empirical application
In this section, we analyze a group of series of daily stock price on financial assets, containing a real estate series with
SLDC (SHANGHAI LUJIAZUI FINANCE & TRADE ZONE DEVELOPMENT CO., LTD). The stock price in this group are observed
from March 1, 2000 until January 22, 2002 with samples of 445 observations. Data used in this analysis can be found in
http://stock.business.sohu.com.
Firstly, we get the return rate pi from the original stock price (p): pit = (pt − pt−1)/(pt−1). For Figs. 1 and 2, there is
a visible fluctuation in return rate pre and post November 13, 2000 (k∗ = 165), and we want to know whether there are
variance changes. For tests the null of no variance changes is rejected in favor of H1 at the 5% level. If we ignore there being
autoregressive parameter shifts and find the value directly calculated fromRCUSQ test is less than critical value fromTable 1,
viz 1.672 < 1.869. However, computing the new RCUSQ test statistic gives a anticipating result that, for the return rate of
SDLC, the considered period contains variance changes (2.165 > 1.819). The results indicate that there are not only variance
changes, but also the autoregressive parameter shifts occur.
5. Concluding remarks
In this paper, the RCUSQ test for variance changes in autoregressive processes including AR(p) is proposed. We have
derived the asymptotical distribution of the RCUSQ test statistic is the function of a standard Brownian bridges. However, the
test statistic is unreliable when there are autoregressive parameter shifts. To overcome the problem, we adopt an approach
based on subsampling which is a variation on the subsampling methodology of [16] and construct the new RCUSQ test. The
results in simulation show that the new RCUSQ test produce good sizes and powers. As most nonparametric methods, our
procedure also depends on a choice of ‘‘bandwidth parameter’’ in our case the subsample size b. In concluding, the RCUSQ
test based on subsampling constitute a functional tool for testing for variance changes in autoregressive time series in the
presence of autoregressive parameter shifts.
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Appendix. Mathematical proofs
Throughout the section we use the notation introduced in Sections 2 and 3. We now present a number of technical
lemmas which will be needed in the proof.
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Proof of Theorem 3.1. Observe that
ΞT = max
q+1≤k≤T
√
T
∣∣∣∣∣∣∣∣∣
k∑
t=q+1
εˆ2t
T∑
t=q+1
εˆ2t
− k− q
T − q
∣∣∣∣∣∣∣∣∣
= max
0≤v≤1
1√
T
∣∣∣∣∣ [Tv]∑t=q+1 εˆ2t − [Tv]−qT−q T∑t=q+1 εˆ2t
∣∣∣∣∣
1
T
T∑
t=q+1
εˆ2t
.
Split εˆ2t into ε
2
t +
∑5
i=1 Vi,T
ξˆt = ξt + (µ− µˆ) = εt + (µ− µˆ)+ α1ξt−1 + · · · + αpξt−p,
εˆ2t = (ξˆt − αˆ1ξˆt−1 − · · · − αˆpξˆt−p)2
= ε2t + (µ− µˆ)2 +W 2T + 2εt(µ− µˆ)+ 2WTεt + 2WT (µ− µˆ) = ε2t +
5∑
i=1
Vi,T , (6)
whereWT =∑pk=1 αkξt−k −∑pk=1 αˆkξˆt−k and µˆ = T−1∑Tt=1 yt .
We first want to claim that
Ri,T =: 1√
T
max
0≤v≤1
∣∣∣∣∣ [Tv]∑
t=q+1
Vi,T − [Tv] − qT − q
T∑
t=q+1
Vi,T
∣∣∣∣∣ = op(1), i = 1, 2, 3, 4, 5. (7)
Since the invariance principle for strong mixing process (cf. [26]), we have
1√
T
max
1≤k≤T
∣∣∣∣∣ [Tv]∑
t=q+1
ξtεt − v
T∑
t=q+1
ξtεt
∣∣∣∣∣ = Op(1). (8)
First, we handle with R1,T and R3,T . By Lemma 2.1 and Assumption 2.2
ξˆt − ξt = µˆ− µ = 1T
T∑
t=1
ξt = ϕ(1) 1T
T∑
t=1
εt + op(1) = Op(T−1/2),
which implied that
1√
T
max
0≤v≤1
∣∣∣∣∣ [Tv]∑
t=q+1
V1,T − [Tv] − qT − q
T∑
t=q+1
V1,T
∣∣∣∣∣ ≤ 2 1√T
∣∣∣∣∣ T∑
t=q+1
(µ− µˆ)2
∣∣∣∣∣ = Op(T−1/2) = op(1),
and
1√
T
max
0≤v≤1
∣∣∣∣∣ [Tv]∑
t=q+1
V3,T − [Tv] − qT − q
T∑
t=q+1
V3,T
∣∣∣∣∣ ≤ 2 1√T |µ− µˆ| max0≤v≤1
∣∣∣∣∣ [Tv]∑
t=q+1
εt
∣∣∣∣∣ = Op(T−1/2) = op(1).
Note that
WT =
p∑
k=1
αkξt−k −
p∑
k=1
αˆkξˆt−k
=
p∑
k=1
(αk − αˆk)ξt−k +
p∑
k=1
αˆk(ξt−k − ξˆt−k) = W1,T +W2,T .
To show R4,T = op(1), it is suffice to prove
1√
T
max
0≤v≤1
∣∣∣∣∣ [Tv]∑
t=q+1
εtWi,T − [Tv] − qT − q
T∑
t=q+1
εtWi,T
∣∣∣∣∣ = op(1), i = 1, 2. (9)
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Therefore by Lemma 2.1 and (8), then
1√
T
max
0≤v≤1
∣∣∣∣∣ [Tv]∑
t=q+1
εtW1,T − [Tv] − qT − q
T∑
t=q+1
εtW1,T
∣∣∣∣∣
= 1√
T
max
0≤v≤1
∣∣∣∣∣ p∑
k=1
(αk − αˆk)
( [Tv]∑
t=q+1
εtξt−k − [Tv] − qT − q
T∑
t=q+1
εtξt−k
)∣∣∣∣∣
= Op(T−1/2 · p) = op(1),
and
1√
T
max
0≤v≤1
∣∣∣∣∣ [Tv]∑
t=q+1
εtW2,T − [Tv] − qT − q
T∑
t=q+1
εtW2,T
∣∣∣∣∣
= 1√
T
max
0≤v≤1
∣∣∣∣∣ p∑
k=1
αˆk
( [Tv]∑
t=q+1
εt(ξt−k − ξˆt−k)− [Tv] − qT − q
T∑
t=q+1
εt(ξt−k − ξˆt−k)
)∣∣∣∣∣
= 1√
T
max
0≤v≤1
∣∣∣∣∣ p∑
k=1
αk
∣∣∣∣∣+ op(1) = Op(T−1/2 · p) = op(1).
The proof of R5,T = op(1) essential is the same as R4,T = op(1) and omitted for brevity.
To complete the proof, we must verify R2,T = op(1). SinceWT = W1,T +W2,T , we want to proveW 21,T satisfies
1√
T
max
0≤v≤1
∣∣∣∣∣ [Tv]∑
t=q+1
W 21,T −
[Tv] − q
T − q
T∑
t=q+1
W 21,T
∣∣∣∣∣
= 1√
T
max
0≤v≤1
∣∣∣∣∣∣
(
p∑
k=1
αk − αˆk
)2 ( [Tv]∑
t=q+1
ξ 2t−k −
[Tv] − q
T − q
T∑
t=q+1
ξ 2t−k
)∣∣∣∣∣∣
= Op(T−1/2) · Op(T−1T · p2) · Op(T 1/2) = op(1).
One also can verify the negligibility ofW 22,T in a similar fashion to prove that ofW
2
1,T . Combining these results, we have
1√
T
max
0≤v≤1
∣∣∣∣∣ [Tv]∑
t=q+1
εˆ2t −
[Tv] − q
T − q
T∑
t=q+1
εˆ2t
∣∣∣∣∣ = 1√T max0≤v≤1
∣∣∣∣∣ [Tv]∑
t=q+1
ε2t −
[Tv] − q
T − q
T∑
t=q+1
ε2t
∣∣∣∣∣+ op(1).
Since 1√
T
∑k
t=1
(
ε2t − Eε2t
) d−→ γ ·W (v), kT · 1√T ∑Tt=1 (ε2t − Eε2t ) d−→ γ · vW (1) and the CMT (Continuous Mapping
Theorem), we can prove
ΞT = 1√
T
max
0≤v≤1
∣∣∣∣∣∣∣∣∣
[Tv]∑
t=q+1
ε2t
T∑
t=q+1
ε2t
− [Tv] − q
T − q
∣∣∣∣∣∣∣∣∣
=
1√
T
max
0≤v≤1
∣∣∣∣∣ [Tv]∑t=q+1 ε2t − [Tv−q]T−q T∑t=q+1 ε2t
∣∣∣∣∣
1
T
T∑
t=q+1
ε2t
=
1√
T
max
0≤v≤1
∣∣∣∣∣ [Tv]∑t=q+1 (ε2t − Eε2t )− [Tv−q]T−q T∑t=q+1 (ε2t − Eε2t )
∣∣∣∣∣
1
T
T∑
t=q+1
ε2t
P−→ γ
σ 21
sup
0≤v≤1
|BB(v)| .
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Finally, wewant to show that σˆ 21
P→ σ 21 and γˆ 2 P→ γ 2 = Var(ε21) = Eε41−σ 41 . Note that the proof proved above indicates
that Vi,T satisfies
1
T − q
T∑
t=q+1
Vi,T = op(1) and 1T − q
T∑
t=q+1
V 2i,T = op(1). (10)
Thus in the view of εˆ2t = ε2t +
∑5
i=1 Vi,T and (10)
1
T − q
T∑
t=q+1
(εˆ2t − ε2t )2 =
1
T − q
T∑
t=q+1
(
5∑
i=1
Vi,T
)2
≤ 5
T − q
T∑
t=q+1
5∑
i=1
V 2i,T = op(1).
Hence
1
T
T∑
t=1
εˆ2t
P−→ Eε21 = σ 21 . (11)
Note that
1
T − q
T∑
t=q+1
(εˆ2t + ε2t )2 =
1
T − q
T∑
t=q+1
(εˆ2t − ε2t )2 +
4
T − q
T∑
t=q+1
ε2t εˆ
2
t
≤ 2
T − q
T∑
t=q+1
(εˆ2t − ε2t )2 +
8
T − q
T∑
t=q+1
ε4t = Op(1)
and ∣∣∣∣∣ 1T − q
T∑
t=q+1
εˆ4t −
1
T − q
T∑
t=q+1
ε4t
∣∣∣∣∣ ≤
(
1
T − q
T∑
t=q+1
(εˆ2t − ε2t )2
) 1
2
(
1
T − q
T∑
t=q+1
(εˆ2t + ε2t )2
) 1
2
= op(1) · Op(1) = op(1).
We can obtain
1
T − q
T∑
t=q+1
εˆ4t
P−→ 1
T − q
T∑
t=q+1
ε4t = Eε41.
This together with (11) yield γˆ 2
P→ γ 2. Hence, we complete the proof of the theorem. 
Before the proof of Theorem 3.2, we need introduce some notation, when 1 ≤ i ≤ [T (τ ∗ − λ)] − q, ui = εi+q;
[T (τ ∗ − λ)] − q+ 1 ≤ i ≤ [T (1− 2λ)] − q, ui = εi+[2Tλ]+q,
Cb,l(v) =
l+[(b−1)v]∑
i=l+q
u2i , l = 1, . . . , [T (1− 2λ)] − b− q,
C1b,l(v) =
l+[(b−1)v]∑
i=l+q
ε12i , l = 1, . . . , [T (1− 2λ)] − b− q,
Ab,l = 1b1/2
(
Cb,l(v)− [bv − q]
(b− q) Cb,l(1)
)
, Bb,l = 1bCb,l(1), (12)
A1b,l =
1
b1/2
(
C1b,l(v)−
[bv − q]
(b− q) C
1
b,l(1)
)
, B1b,l =
1
b
C1b,l(1). (13)
It is obviously thatΞ 1b,l = max0≤v≤1
|A1b,l|
|B1b,l|
.
Lemma A.1. If the condition of Theorem 3.2 hold, then
ε12t − u2t = op(1), t = 1, . . . , [T (1− 2λ)] − q.
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Proof. Noting that when t = 1, . . . , [T (τ ∗ − λ)] − q
ε12t − u2t = ε02t+q − ε2t+q = εˆ2t+q − ε2t+q + op(1).
In according to the proof of Theorem 3.1 that εˆ2t = ε2t +
∑5
i=1 Vi,T , we have
V1,T = (µ− µˆ)2 = Op(T−2) = op(1),
V3,T = 2εt(µˆ− µ) = Op(µˆ− µ) = Op(T−1/2) = op(1),
V4,T = εtWT = Op(WT ),
V5,T = WT (µ− µˆ) = Op(WT ) · Op(T−1/2),
V2,T = Op(W 2T ).
It remains to prove Op(WT ) = op(1). ByWT = W1,T +W2,T , it is easy to show that
W1,T =
p∑
k=1
(αk − αˆk)ξt−k = Op(T−1/2 · p) = op(1),
W2,T =
p∑
k=1
αˆk(ξt−k − ξˆt−k) =
p∑
k=1
αk(ξt−k − ξˆt−k)+ op(1) = Op(T−1/2 · p) = op(1).
The proof is the same and omitted for brevity, when t = [T (τ ∗ − λ)] − q+ 1, . . . , [T (1− 2λ)] − q. 
Lemma A.2. Set m = 1− 2λ, then
lim
T→∞
1
[Tm] − b− q
[Tm]−b−q∑
l=1
P{Ξ 1b,l ≤ x} → G(x).
Proof. Using the notation introduced in (12)–(13) define
RAb,l = |A1b,l| − |Ab,l|, RBb,l = |B1b,l| − |Bb,l|.
Observe thatΞ 1b,l ≤ x is equivalent to
|Ab,l| + RAb,l ≤ x|Bb,l| + xRBb,l. (14)
Notice that (14) yields for every  > 0 and x > 0
P{Ξ 1b,l ≤ x} ≤ P{|Ab,l| ≤ x|Bb,l| + 2} + P{RAb,l(v) ≤ −} + P{xRBb,l ≥ },
and
P{Ξ 1b,l ≤ x} ≥ P{|Ab,l| ≤ x|Bb,l| − 2} − [P{RAb,l(v) ≥ } + P{xRBb,l ≤ −}].
It is obviously that P{|Ab,l| − x|Bb,l| ≤ 2} and P{|Ab,l| − x|Bb,l| ≤ −2} have the same limits distribution G(x), as  → 0. It
remains to prove that for every  > 0
lim sup
T−→∞
max
1≤l≤[Tm]−b−q
P{|RAb,l| ≥ } = 0
and that the same relation holds for xRBb,l.
We will outline the argument for |RAb,l| ≤ |A1b,l − Ab,l|, where
|A1b,l − Ab,l| =
1
b1/2
∣∣∣∣∣l+[(b−1)v]∑
i=l+q
(ε12i − u2i )−
[bv − q]
(b− q)
l+[(b−1)]∑
i=l+q
(ε12i − u2i )
∣∣∣∣∣
which is op(1) since Lemma A.1. Hence, we can complete the proof. 
Lemma A.3. Set m = 1− 2λ, then
Var[Gb(x)] P−→ 0.
Proof. The proof of Lemma A.3 can immediately obtained from [16]. 
Proof of Theorem 3.2. To show the Gb(x)
p−→ G(x), it suffices to verify that EGb(x) → G(x) and Var[Gb(x)] → 0. Thus
Theorem 3.2 follows immediately from Lemmas A.2 and A.3. 
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