Chaos and Sector-specific Externalities by David R. Stockman
 
WORKING PAPER SERIES* 
DEPARTMENT OF ECONOMICS 
ALFRED LERNER COLLEGE OF BUSINESS & ECONOMICS 
UNIVERSITY OF DELAWARE 
 
WORKING PAPER NO. 2007-17 
 
CHAOS AND SECTOR-SPECIFIC EXTERNALITIES 
 














.© 2007 by author(s). All rights reserved. 







Benhabib and Farmer (1996) explore the possibility of local indeterminacy in a two-
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struct sunspot equilibria where extrinsic uncertainty matters. In this paper, I provide
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11 Introduction
Benhabib and Farmer (1996) explore the possibility of local indeterminacy in a two-sector
model with sector-specic externalities. They nd that with very small sector-specic ex-
ternalities, the steady state is locally indeterminate and consequently sunspot equilibria are
possible.1 This is an important paper for at least two reasons, both of which address crit-
icism of Benhabib and Farmer (1994). First, Benhabib and Farmer (1994) require a high
degree of increasing returns to scale have been deemed empirically implausible, whereas the
two-sector model requires only mild externalities. the ndings addresses one of the impor-
tant issues in the local indeterminacy literature, namely are the parameter values needed for
local indeterminacy are empirically reasonable. Second, the condition needed for indetermi-
nacy in Benhabib and Farmer (1994) is for the labor demand curve to slope upwards more
steeply than the labor supply curve. The two-sector model can deliver indeterminacy with
conventional downward sloping labor demand curves.2
In this paper, I perform a global analysis of Benhabib-Farmer model and nd that Euler
equation branching exists for every parameterization of the model where the labor demand
curves are downward sloping (the externality is not too large). The existence of Euler
equation branching implies (generically) the existence of regime switching equilibria with
cycles and chaotic behavior. Moreover, these equilibria occur whether the steady state is
\locally" a saddle, sink or source.
This paper joins the literature that has stressed the importance of global analysis in
exploring possible equilibria in dynamic general equilibrium models.3 Benhabib and Perli
(1994) illustrate the possibility of global indeterminacy with multiple balanced-growth paths
in the endogenous growth model of Lucas. They extend the model to include a labor-leisure
choice and illustrate that there are two balanced-growth paths for a given a level of physical
and human capital, and the choice of labor can put the economy on either of these two equi-
librium paths. Boldrin et al. (2002) develop a method for characterizing the global dynamics
in the two-sector growth model. They nd that global indeterminacy can arise and that the
growth rate along an equilibrium trajectory can uctuate chaotically. In a one-sector growth
model with a production externality, Christiano and Harrison (1999) illustrate the possibility
of deterministic and stochastic regime switching equilibria along with equilibria that appear
chaotic. Furthermore, they discuss how a stabilization tax policy can support the ecient
1See Benhabib and Farmer (1999) for a survey of the literature in macroeconomics on local indeterminacy
and sunspots.
2For more on externalities as a source of indeterminacy in a two-sector model, see Harrison (2001),
Harrison and Weder (2002), Harrison (2003) and Herrendorf and Valentinyi (2006).
3In addition to the papers discussed here, see also Hommes and de Vilder (1995), Michener and Ravikumar
(1998), Benhabib et al. (2001), Guo and Lansing (2002), Coury and Wen (2002) and Medio and Raines (2007).
2equilibrium allocation. Raines and Stockman (2007) provide necessary and sucient condi-
tions for the existence of Euler equation branching in a one-sector model with a production
externality. They also provide sucient conditions for the existence of chaos in models with
Euler equation branching and prove that these conditions are almost always satised near
a steady state equilibrium. Stockman (2007) extends the work of Schmitt-Groh e and Uribe
(1997) and illustrates that a balanced-budget rule induces aggregate instability regardless of
the determinacy of the steady state. In particular, he provides sucient conditions for Euler
equation branching to be a generic quality under a balanced-budget rule. Consequently,
regime switching equilibria involving cycles and chaotic behavior are possible.
In the next section I briey describe the model of Benhabib and Farmer (1996). I demon-
strate Euler equation branching always occurs for this model in section 3. I discuss chaos
for dynamic models in the plane with Euler equation branching in section 4 and apply these
results to the two-sector model. In section 5, I consider two variants of Benhabib-Farmer
model: sector-specic externalities from Harrison (2001) and imperfect investment substi-
tutes from Herrendorf and Valentinyi (2006). I provide necessary and sucient conditions
for Euler equation branching to occur in the model of Harrison (2001) and illustrate that
such branching will occur for reasonable parameter values. I also show that Euler equation
branching does not occur in the model of Herrendorf and Valentinyi (2006). This result rein-
forces the important role of substitutability in generating multiple equilibria in the two-sector
model.
2 Model
The model is the two-sector model in Benhabib and Farmer (1996), hereafter BF.4 Let K
and L denote economy-wide aggregate capital and labor and K and L denote the fractions
of K and L used in the consumption sector. There are two sectors in this economy. One
produces a consumption good and the other an investment good. The technologies in each
of these sectors are given by
Ct = At(KKt)
a(LLt)
b; It = Bt[(1   K)Kt]
a[(1   L)Lt]
b; (1)
where a;b > 0 and a + b = 1. As BF note, with factor intensities identical across both
sectors, the factor intensities can be shown to be equal, so we let  = K = H. The scaling
coecients At and Bt are taken to be exogenous by the individual rms in each sector, but
may depend on both aggregate and sector-specic factor inputs in the following way:




b; B = [(1    K)  K]




4The discussion here is brief. See BF for more details.
3A bar over the variable indicates an economy-wide average (a value taken as given by the
individual rm). The parameter  captures the sector-specic externality and  and 
represent the aggregate externality.
Output in the two sectors can be combined to give the following production possibilities
frontier:




t =: Yt: (3)











where v := (1 + )  1,  := a(1 +  + ) and  := b(1 +  + ). When v = 1 there are no
sectoral externalities (v > 1 implies a sectoral externality). In solving the model, it is useful











which represents the reciprocal of the fraction of aggregate capital and labor going to the













with  < 0 < . The evolution of capital is standard
_ K = I   K; (7)
where 0 <  < 1 is the depreciation rate. Benchmark parameter values are in Table 1.
Table 1: Benchmark parameter values.
Parameter: a b    
Value: 0:3 0:7 0:1 0:05 0:0 0:0
4Equilibrium Conditions

























along with the transversality condition limt!1 e ttKt = 0.
As shown in BF, the steady state for this model is unique and can be solved for recursively:
 S =
 + 
 + (1   a)
; (13)
 L = (b S)
1=(1+); (14)
 K =







 S ; (16)
  =
 S   1
  K
: (17)
3 Euler Equation Branching
Given K and , one uses (8){(10) to solve for C, S, and L. Note that (11) and (12) give a




Equations (8){(10) can be reduced to
~ bK
 = H(S) := S
 =(1+)(S   1)
1 ; (18)
where ~ b := b=(1+). Given K and  one uses (18) to solve for S.
Proposition 1. Assume  = 0, a + b = 1, a;b > 0,  > 1,   0 and  < 1. Then there
exists a unique 1 < S < 1 with H0(S) = 0 given by S = (1 +    b)=(1 +    ).
Furthermore, H0(S) < 0 for S 2 (1;S), H0(S) > 0 for S 2 (S;1), limS#1 H(S) = +1
and limS!1H(S) = +1.
5Proof. Given H : (1;1) ! R, direct calculation gives
H
0(S) = [   =(1 + )]H(S)=S + (1   )H(S)=(S   1):
Note that for S > 1, H(S) > 0. Setting H0(S) = 0, one gets
[   =(1 + )](S   1) = (   1)S;











and H(S) > 0 for S 2 (1;1), it is clear that H0(S) < 0 if and only if S 2 (1;S) and
H0(S) > 0 if and only if S 2 (S;1).
Given  > 1,   0 and  < 1, it follows that limS!1(S   1)1  = +1. Since
limS!1 S =(1+) = 1 it follows that limS!1 H(S) = +1. Since    =(1 + ) >    1, it
follows that limS!1 H(S) = +1.
Proposition 2. In this model, under the parameter restrictions given in Proposition 1, for
a given value of K and  there exists typically 0 or 2 solutions for S, i.e., Euler equation
branching occurs.
Proof. Proposition 1 implies that Hj(1;S] is monotonic and onto [H(S);1) and Hj[S;1)
is monotonic and onto [H(S);1). Therefore, for any (K;) satisfying ~ bK > H(S), there
are exactly two solutions for S satisfying H(S) = ~ bK. If ~ bK < H(S), there are no
solutions. If ~ bK = H(S), there is only one solution.
The intuition for Euler equation branching can be found in how the price of the invest-
ment good A=B changes as more resources are shifted from the consumption good to the
investment good. Due to the sector specic externality, as S increases, the price of the
investment good A=B = (S   1)1  decreases. So the Frisch demand for the consumption
good C = (A=B)(1=) is decreasing in S (note that when  = 1 (no externality) A=B is
constant so the Frisch demand for the consumption good does not depend on S). Typically,
we will have the supply of the consumption good decreasing as S increases (more resources
are being devoted to investment) will result in less of the consumption good, i.e., the supply
of the consumption good is decreasing in S as well. Two decreasing curves can cross multiple
times. See Figure 1. Note that none of this would be possible if A=B were constant ( = 1).
Of course, the fact that both curves are downward sloping does not imply that they must
cross multiple times. However, in the BF model, for S close to 1, there is excess demand
6Figure 1: Market for the consumption good.
















for the consumption good and as S ! 1 there is excess demand again implying that if the
curves cross at all, they will cross multiple times.
It is important to note that the existence of Euler equation branching does not depend
on the \local" determinacy properties of the (unique) steady state in the model.
4 Chaos and Cycles
For all t, in equilibrium it must be that H(S)  ~ bK
t t. There are two cases to consider:
1. H(S) = ~ bK
t t. In this case there is a unique equilibrium value for St = S.
2. H(S) < ~ bK
t t. In this case there are two equilibrium values for S with
1 < S1t < S
 < S2t < 1:
7Given the existence of Euler equation branching, the dynamics in this two-sector model when





Here I give some denitions for a MVDS. Let the state space X be a metric space with
metric d and T := [0;1) our time index. The space of all possible orbits on X is denoted
by W := f j  : T ! Xg. Let F : X ! 2X be a set-valued function. A dynamical system
on X generated by F is a subset of W given by
D := f 2 W j _  2 F()g:
Denition 1. D has a periodic orbit of length m > 0 if there exists an orbit  2 D with
(t) = (t +m) for all t 2 T and there does not exist an n 2 (0;m) with (t) = (t +n) for
all t 2 T. D has a periodic orbit of length m = 0 if there exists an orbit  2 D with (t) =  
for all t 2 T.
Denition 2. D has sensitive dependence on initial conditions if there exists a sensitivity
constant  > 0 such that for any given x 2 X and neighborhood N(x), there exists orbits
; 2 D and m  0 such that (0) = x, (0) 2 n(x) and d((m);(m)) > .
Denition 3. D has a dense set of periodic points if for any given x 2 X and neighborhood
N(x), there exists a periodic orbit  2 D with (0) 2 N(x).
Denition 4. D is topologically transitive if for any (nonempty) open sets U;V  X, there
exists an orbit  2 D and n 2 T with (0) 2 U and (n) 2 V .
Denition 5. D is chaotic in the sense of Devaney (2003) if D is topologically transitive,
has a dense set of periodic points and has sensitive dependence on initial conditions.
To develop some intuition for why a MVDS will often exhibit chaotic behavior, consider
the following example of a MVDS from Stockman (2007) generated by a linear function and
a constant function.
Example 1. Let X := R2 and H(x) := fAx;bg, where A is a 2  2 matrix with no purely
imaginary eigenvalues and b 2 X.
Stockman (2007) shows that such simple building blocks for a MVDS can generate rich
dynamical behavior. He considers three cases for x = 0 2 X under A: (1) saddle, (2) sink
with complex eigenvalues and (3) sink with real eigenvalues. In all of these cases, there will
typically exist an invariant closed set with a non-empty interior on which H will be chaotic.
The next two theorems are from Stockman (2007).
8Theorem 1 (saddle). Let X := R2 and H(x) := fAx;bg where b 2 X and A is a 2  2
matrix with real eigenvalues 2 < 0 < 1 and eigenvectors e1 and e2. Without loss of
generality, assume that A is diagonal and e1 and e2 are the canonical basis vectors. Then
provided b 6= e1 and b 6= e2, then the dynamical system generated by H restricted to one
of the orthants of R2 is chaotic.
Theorem 2 (sink or source { complex root). Let X := R2 and H(x) := fAx;bg where
b(6= ~ 0) 2 X and A is a 22 matrix with complex eigenvalues 1 and 2 satisfying Re (i) 6= 0.
Then the dynamical system generated by H is chaotic on R2.
Proof. See Stockman (2007) for the sink case. A similar argument can be made for a source
with complex roots by simply reversing time.
For the intuition on the saddle result, see Figure 2. Assume that the vertical axis and
the horizontal axis are the unstable and stable manifolds of A (respectively) and the ow
from b is running from \northwest" to \southeast." The importance of the vector b not
being a scalar multiple of either eigenvector is so that an integral curves generated by b will
intersect those generated by A typically twice (or not at all). This system is chaotic on the
\northeast" quadrant. Sensitive dependence of initial conditions is easy to see since every
open set in this quadrant has a point with an orbit that diverges to (0;+1) along with an
orbit that converges to (0;0). To get to (0;+1) simply follow the integral curves generated
by A. To get to (0;0) simply follow the integral curve generated by b to the stable manifold
of A and then follow the stable manifold to (0;0). A dense set of periodic points follows since
every point in the interior of this quadrant is part of a cyclic orbit. To see this, note that
one can construct cyclic orbits that look like \half moons" using integral curves of A and
the integral curves of b. In fact, there is an orbit connecting any two points in the interior
of this quadrant. From this, topological transitivity follows.
Next, I extend Stockman's treatment of a sink with real roots to include repeated roots
and for the weaker restrictions on the eigenvectors.
Theorem 3 (sink or source { real root). Let X := R2 and H(x) := fAx;bg where
b 2 X and A is a 2  2 matrix with real eigenvalues 1 < 2 < 0 or 0 < 1 < 2 and
eigenvectors e1 and e2. Without loss of generality, assume that A is diagonal and e1 and e2
are the canonical basis vectors. Then provided b 6= e1 and b 6= e2, the dynamical system
generated by H restricted to a cone in R2 is chaotic. If b = e1 or b = e2 or 1 = 2 6= 0,
then the dynamical will be chaotic on a ray emanating from the origin.
Proof. For the sink case with 1 < 2 and b 6= e1 and b 6= e2, see Stockman (2007). The
source case with with 1 < 2 and b 6= e1 and b 6= e2 is similar. See Figure 3 for integral
curves from this system.
9Figure 2: Saddle: integral curves from the MVDS given by _ x 2 fAx;bg.












Suppose  := 1 = 2 or b = e1 or b = e2. In any of these cases, the system will
be chaotic on the ray R := fb j   0g if  < 0 or the ray R := fb j   0g if  > 0.
Consider the case where  < 0 (the other case is similar).
First, I show there is a periodic orbit containing any two points in R. Let x = 1b 2 R
and y = 2b with 2 > 1. Then let  be the orbit running from x to y using the ow
generated by b and then running from y to x using the ow generated by Ax. Thus there is a
periodic orbit in R containing x and y. Topological transitivity follows immediately as well
as a dense set of periodic points (all points are periodic). Let  > 1. Let x 2 R, N(x)  R
be a neighborhood of x and y 2 N(x). Then follow the integral curve  from x generated
by A. Note limt!1 (t) = 0. Next, follow the integral curve  from y generated by b. Note
that limt!0 jj(t)jj = 1. Therefore, there exists M < 1 such that d((M);(M)) > .
This simple family of MVDSs is useful as a way of understanding the behavior of non-
linear MVDSs as well. To see this, suppose one has a non-linear system _ x 2 fM(x);N(x)g
with M(x) = 0 and N(x) 6= 0. Suppose further that x is a hyperbolic point of M, i.e.,
DM(x) has no purely imaginary eigenvalues. Then in a neighborhood of x, M(x) behaves
like Ax where A = DM(x) and N(x) behaves like b where b = N(x). For this reason, one
can expect that most non-linear MVDSs near a steady state will be chaotic as well. In fact,
Raines and Stockman (2007) prove the following theorems about non-linear MVDSs.
Let _ x 2 ff(x);g(x)g where f;g : R2 ! R2 are continuous. Let T := [0;1) and dene
  := f : T ! R
2 j _ (t) 2 ff((t));g((t))g:
10Figure 3: Sink or source with real roots: integral curves from the MVDS given by _ x 2 fAx;bg.












Let x 2 R2 with f(x) = 0 and g(x) 6= 0. Let A = Df(x) with eigenvalues 1;2.
Theorem 4 (sink or source). Suppose there exists  > 0 such that x is a sink (asymp-
totically stable) or a source (asymptotically unstable) for f on B(x). Then there is a close
invariant R such that  jR is chaotic.
Theorem 5 (saddle). Suppose 1 < 0 and 2 > 0 with g(x) 6= e1 and g(x) 6= e2 for
all ; 2 R. Then there is a close invariant R such that  jR is chaotic.
I now turn to the non-linear MVDS from the model and consider two cases for the steady
state: local determinacy and local indeterminacy. We will see that in both cases the model
can exhibit chaotic behavior.
Example 2 (Local Indeterminacy). Let parameter values be set at baseline values (see
Table 1) with  = 1 and  = 1:25. The steady state and eigenvalues from the log-linearization
around the steady state are given by K = 1:4503,  = 1:7238, L = 0:9354, C = 0:8204, S =
1:2500, Y = 1:0255, P = 1:4142, eigenvalues 1 =  0:0179+0:2922i, 2 =  0:0179 0:2922i.
We see the steady state is locally a sink.
The integral curves from the non-linear system are plotted in Figure 4. From this gure
it is clear that on a signicant region around the steady state the dynamics are chaotic.
Example 3 (Local Determinacy). Let parameter values be set at baseline values (see
Table 1) with  = 2:0 and  = 1:10. The steady state and eigenvalues from the log-
linearization around the steady state are given by K = 2:1026,  = 1:1890, L = 0:9565,
11Figure 4: The steady state is locally a sink. Plotted are integral curves from both the low-S
and high-S branches. The plotted integral curves from the high-S branch ow from the top
left to the bottom right. The plotted integral curves for the low-S branch are owing counter
clockwise.
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12C = 0:9661, S = 1:2500, Y = 1:2076, P = 1:1487, eigenvalues 1 = 0:3922, 2 =  0:2985.
We see the steady state is locally a saddle.
The integral curves from the non-linear system are plotted in Figure 5. We see a similarity
to the integral curves depicted in Figure 2 generated by a linear function and a constant
function. From this gure it is clear that on a signicant region near the steady state
the dynamics are chaotic. Figure 6 contains the stable/unstable manifold of the linear
approximation around the saddle steady state along with the direction of the vector eld of
the low-S branch at the steady state. The stable/unstable manifold divides the state space
into four quadrants (Q1{Q4). From the linear approximation, chaos is expected in Q1 and
this is exactly what one sees for the non-linear system in Figure 5. This illustrates how,
in the case of a saddle, one can use information from the linear approximation not only to
establish the existence of chaos, but to numerically locate a region of chaos for the nonlinear
model as well.
13Figure 5: The steady state is locally a saddle. Plotted are integral curves from both the low-S
and high-S branches. The plotted integral curves from the high-S branch (those associated
with the local saddle) ow from the top left to the bottom right. The plotted integral curves
for the low-S branch are owing from the bottom right to the top left.
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14Figure 6: Stable/unstable manifold from the linear approximation around the steady state.
Included is the direction of the ow on the low-S branch. The stable/unstable manifold
divides the state space into four quadrants labeled Q1{Q4. Given the direction of the ow
on the low-S branch and the position of the stable/unstable manifolds, chaos is expected in
Q1.
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In this section, I explore two extensions of the BF model: (1) sector-specic externalities
with more general preferences and (2) investments in each sector are imperfect substitutes.
5.1 Sector-Specic Externalities
Harrison (2001) explores the role of sector-specic externalities in generating indeterminacy
in a two-sector model. She does this by allowing (1) dierent degrees of externalities in the
consumption sector and the investment sector (BF set these equal to each other) and (2)
more general preferences over consumption (BF consider only log utility). Here, I briey
describe a continuous-time version of her model.

















with ; > 0 and  < 0 (with utility of consumption given by log(C) for  = 1). The
evolution of capital is standard. The budget constraint is given by Ct + ptIt  rtKt + wtLt.
The household seeks to maximize (19) subject to
_ Kt = (1=pt)[wtLt + rtKt   Ct]   Kt:















t = t=pt; (20)
L

t = twt=pt; (21)
_ t = t( +    rt=pt); (22)
along with a transversality condition limt!1 e ttKt = 0.











where lower-case letters denote rm values and upper-case letters denote economy-wide av-


























Aggregate factor inputs must satisfy
KC;t + KI;t = Kt;
LC;t + LI;t = Lt:
In equilibrium, taking into account that the rm level of inputs must equal the economy-
































Combining the equilibrium conditions, an equilibrium in the model must satisfy the following
conditions (in addition to the transversality conditions):
L
1+









































With Kt as the state and t as the co-state, one uses equations (29){(31) to solve for Lt, pt
and t. Let  := 1 +    (1 + I). Assuming  6= 0, one can use (29) to solve for L as a




I= =: l(K;)(1   )
I=;
17where l(K;) := [K(1+I)]1=. Using equation (30), one can solve for P as a function of






Substituting for L(K;;) and simplifying gives
P(K;;) := p(K;)
1+C









Using P(K;;) and L(K;;) in equation (31) one gets
P(K;;) =
C






















1 + C   C












We see there is Euler equation branching in this model i given K > 0 and  > 0 there
exists more than one solution to  satisfying equation (34).











Denition 6. The function M is single-caved if there exists a unique  2 (0;1) such that
M0() = 0 and either (1) M0(1) < 0 and M0(2) > 0 or (2) M0(1) > 0 and M0(2) < 0
for all 1 2 (0;) and 2 2 (;1). It is single-caved up if it is single-caved with M0() < 0
for  2 (0;). It is single-caved down if it is single-caved with M0() > 0 for  2 (0;).
Lemma 1. M() dened in (34) is single-caved on (0;1) if and only if a;b > 0 or a;b < 0,
otherwise M is monotonic. Moreover, if a;b > 0, M is single-caved down and if a;b < 0
then M is single-caved up.
18Proof. Suppose M is single-caved. Then there exists a unique  2 (0;1) such that M0() =
0. This implies a= = b=(1   ). Since ;(1   ) > 0, it must be that either a;b > 0
or a;b < 0. Now assume a;b > 0 or a;b < 0. In this case, there is a unique solution to
M0() = 0 given by 0 <  := a=(a + b) < 1. If a;b > 0 then M0() > 0 for  2 (0;)
and M0() < 0 for  2 (;1), so M is is single-caved down If a;b < 0 then M0() < 0
for  2 (0;) and M0() > 0 for  2 (;1), so M is single-caved down. If a  0 and
b  0, then H0()  0 and so is monotonic. If a  0 and b  0, then H0()  0 and so is
monotonic.
If the function M is single-caved, then it also satises the following properties.












The following proposition follows from Lemmas 1 and 2.
Proposition 3. Let a and b be dened by equation (35). There is Euler equation branching
in this model i ab > 0.
Discussion. The externality in the investment sector is essential since b = 0 if I = 0.
However it is not sucient. To see this, let C > 0 and  > (1 + C)=C so a < 0. Then
b > 0 for all I > 0 if and only if (   1   )= < a. If 0 < C < (1 +    )=, then this





C + (   1   )=
:
Note that in BF, we have  = 1 and C = I. With the added restriction that (1+) < 1
(conventional downward sloping labor demand curves), one has a > 0 and b > 0, so Euler
equation branching exists.
Consider the case a;b > 0. If I = 0, then b = 0, so we must have I > 0. If C = 0, then









There are two cases to consider:  > 0 and  < 0. If  > 0, then b > 0. If  < 0, then b > 0
if and only if C > (1 +    )= and
1 + C
C + (   1   )=
< : (37)






C + (   1   )=
< 
for a;b > 0 with  < 0, which is impossible.
Now, consider the case a;b < 0. Again, if I = 0, then b = 0, so we must have I > 0.
If C = 0, then a > 0, so we must have C > 0. If C > 0 then a < 0 if and only if
 > (1+C)=C. For b < 0 there are again two cases:  > 0 and  < 0. Suppose  > 0, then
b < 0 i C > (1+ )= and (37) holds. Suppose  < 0, then b < 0 i C  (1+ )=
or C > (1 +    )= and
 <
1 + C
C + (   1   )=
: (38)





C + (   1   )=
is possible.
These results are summarized in the next proposition.
Proposition 4. There is Euler equation branching in this model if and only if the model
parameters , , , C and I satisfy:
(P1) I > 0;
(P2) If C > 0, then  < (1 + C)=C;
(P3)  := 1 +    (1 + I) > 0;
or
(N1) I > 0;
(N2) C > 0 and  > (1 + C)=C;
(N3) If  := 1 +    (1 + I) > 0, then (37) and C > (1 +    )=;
(N4) If  := 1 +    (1 + I) < 0 and C > (1 +    )=, then (38).
We see (P1){(P3) will be satised for modest externalities in the consumption sector,
plausible values of  and conventional downward-sloping labor demand curves ((1+I) < 1).
If there is no externality in the consumption sector (C = 0), then (1+I) < 1 will guarantee
Euler equation branching for any ;I > 0.
205.2 Imperfect Substitutes
Herrendorf and Valentinyi (2006) study a variation of the two-sector model where investment
in the consumption sector is an imperfect substitute for investment in the investment sector.
They show analytically that the steady state is locally determinate for every plausible pa-
rameterization of the model. Note that these results are essentially the opposite of the model
analyzed by Benhabib and Farmer (1996). Euler equation branching will also be sensitive
to this attribute of the model. In particular, I will show that there is no Euler equation
branching near the steady state in this model.
Preferences are given by




where C is consumption and Lc and Lx represent labor devoted to the consumption and
investment sectors. The household's budget constraint is given by
Ct + PctXct + PxtXxt = ct + xt + wctLct + wxtLxt + rctKct + rxtKxt:
Production in the consumption sector is given by Atka
ctl
1 a
ct . Production in the investment
sector is given by Btkb
xtl
1 b
xt . This investment good is then allocated to either the consumption






where f is C2, non-negative, homogeneous degree 1, increasing in both arguments and strictly
quasi-convex. The laws of motion for the capital stocks are
_ Kct = Xct   cKct and _ Kxt = Xxt   xKxt:
It is assumed that Xct;Xxt  0 so that installed capital is sector specic. Externalities in










with x;c  0. Let 1 := (1 + c)a, 2 := (1 + c)(1   a), 1 := (1 + x)b and 2 :=
(1 + x)(1   b). The household's rst order conditions are
Pct=Ct = ct; (39)
Pxt=Ct = xt; (40)
wct=Ct = (Lct + Lxt)
; (41)
wxt=Ct = (Lct + Lxt)
; (42)
_ ct  ct( + c)   rct=Ct; (43)
_ xt  xt( + x)   rxt=Ct; (44)






















Proposition 5. In this model, near the steady state there is no Euler equation branching.
Proof. Given the state [Kct;Kxt] and co-state [ct;xt] all that needs to be shown is that
the other endogenous variables are uniquely determined. This is done in a way similar to
Herrendorf and Valentinyi (2006).
The household FOCs imply Pct=Pxt = ct=xt. This condition along with the investment
good rm's FOCs imply fc=fx = ct=xt. Since f is strictly quasi-convex and homogeneous,
one can use this condition to solve for the ratio of the investment goods as a function of the
ratio of these multipliers:
xct=xxt = g(ct=xt):
In the consumption sector, since C = AKa
cL1 a
c and labor receives its marginal product,
we have wct = (1   a)Ct=Lct. This condition along with the household's FOC for labor in
the consumption sector gives
Lct(Lct + Lxt)
 = (1   a): (48)























Note that Lxt is increasing in Lct (assuming 0 < 2 < 1). From this expression we can




With  > 0, the right-hand side is strictly decreasing in Lct and approaches +1 as Lct # 0
and approaches 0 as Lct ! +1. Therefore there is a unique equilibrium Lct. This pins
down Lxt and the other endogenous variables as well.
22This proposition reinforces the main point of Herrendorf and Valentinyi (2006), namely
that the ability of the two-sector model to generate multiple equilibria depends critically on
whether or not the investments in each sector are perfect substitutes.
6 Conclusion
In this paper, I show that Euler equation branching occurs in the two-sector model of Ben-
habib and Farmer (1996) and Harrison (2001), but not in the model of Herrendorf and
Valentinyi (2006). However, when such branching occurs, there will typically exist regime
switching equilibria with chaotic behavior that occur whether the \local" dynamics are de-
terminate or indeterminate.
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