Theory and empirical evidence recognize interactions between capital and risk. This paper analyzes the effect of reinsurance, as a new endogenous decision variable, on this policy mix using simultaneous equations model. Empirical results obtained from a sample of U.S. property-liability insurance firms reveal significant interactions between capital, risk, and reinsurance. The relationship between risk and capital is positive, highlighting the effectiveness of regulatory mechanisms. Reinsurance is negatively associated with capital, for which it appears to act as a substitute. These results are strongly sensitive to the level of capital held in excess of the regulatory minimum requirements. Weakly capitalized firms adjust their reinsurance and risk levels more extensively and try to rebuild an appropriate capital buffer. Unlike other decision variables, the capital ratio converges toward a target level.
1

Introduction
Insurance firms have always been subject to various constraints with respect to risk-taking and capital holding. Since its introduction in 1994, the risk-based capital (RBC) system has steadily consolidated the interdependence between these two decisions (Cheng and Weiss, 2012) . Capital adjustments are generally made through earning retention or new shares issuance. Hoerger et al. (1990) and Garven et al. (2003) demonstrate that reinsurance indirectly affects these adjustments by reducing risk and acting as contingent capital. Wells et al. (1995) find that mutual insurers use reinsurance to reduce funding difficulties. Moreover, the broad adoption of the Enterprise Risk Management (ERM) framework further strengthens the links between risk-taking, capital, and reinsurance (Nocco and Stulz, 1996) . Similarly, recent regulatory changes are more amenable to defining capital requirements in terms of certain qualitative aspects of reinsurance (Holzmüller and Eling, 2008 and Scordis and Steinorth, 2012) . Understanding the interactions between capital, risk and reinsurance is of great relevance, particularly for regulators, who must craft prudential rules for regulating insurers' behavior 1 . Shareholders are also concerned by the possible transmission of shocks to capital, resulting from unanticipated losses. Negative shocks often entail forced liquidations of assets, which adversely affect the firm value.
Among the relationships between the three decision variables considered here, those between capital and risk are by far the most studied in the literature. Several hypotheses related to moral hazard, agency costs and regulatory pressures have been advanced to explain the interactions between them. A first hypothesis, based on agency costs and buffer capital theory, predicts a positive relationship between capital and risk. An alternative hypothesis, based on information asymmetry regarding the activation of the guarantee fund in case of bankruptcy, predicts a negative relationship. The conflicting predictions of these hypotheses have led to active empirical research. Shrieves and Dahl (1992) were the first to examine this issue for U.S. banks. In a subsequent paper, Cummins and Sommer (1996) investigate the issue for non-life insurance firms, providing empirical support for a positive relationship between capital and risk. Baranoff and Sager (2002) empirically explore these interactions in the case of life insurance, finding a positive (negative) relationship between capital and asset (liability) risk. Recent studies, such as Shim (2010) and Cheng and Weiss (2012) , also confirm a positive relationship between these variables.
Although this relationship between capital and risk has been extensively studied in the literature, few papers to date have explored the relationship between risk and reinsurance and even less, the interactions between capital and risk with reinsurance. There are several reasons to believe that reinsurance is endogenously influenced by the choice of capital and risk and vice versa. MacMinn (1987) and Plantin (2006) find that reinsurance is determined jointly with capital structure. Dionne and Triki (2004) document a strong positive relationship between leverage as a risk indicator and reinsurance demand. Shiu (2011) focuses on the endogenous nature of reinsurance and finds that the latter is positively related to leverage, and vice versa. All of these results support the hypothesis of interdependence between reinsurance, capital, and risk.
This study analyzes capitalization policy and its relationship to risk-taking and reinsurance. More specifically, we aim to determine the nature of adjustments between these decision variables and whether they converge toward target levels. To this end, we use a simultaneous equation system, which considers their potential endogeneity. The contribution of this paper to the existing literature is twofold: First, we try to fill in the gap in the literature by examining the interactions among these three decision variables instead of studying them in pairs. We believe that much is to be gained through a joint analysis of the three decision variables. The second motivation of the paper is that most of previous studies (e.g. Cole et al. 2011; Shim, 2010 , Shiu, 2011 argue that interactions differ according to several transversal variables such as the size, the organizational form and the group affiliation. This led us to perform a subsample analysis in the second part of the paper.
Our empirical results confirm this hypothesis and show that the capital, risk and reinsurance interact in both directions. The subsample analysis shows that weakly capitalized insurers try to build an adequate capital buffer by increasing capital and reducing risk. In contrast, those with large capital buffers tend to increase both risk and reinsurance demand. We provide empirical evidence that the capital ratio converges slowly toward a target level.
This paper is organized as follows. Section 2 sketches the theoretical underpinnings of the potential interactions between risk-taking, capitalization, and reinsurance and develops a set of hypotheses. Section 3 identifies and discusses the main determinants of each decision. Section 4 presents our econometric model specification and estimation techniques. Section 5 describes our sample and provides summary statistics. Section 6 analyzes our empirical results and provides some robustness checks. Section 7 provides some concluding remarks.
Theoretical background and research hypothesis
In this section, we briefly outline the theoretical literature that highlights the interactions between capital, reinsurance, and risk-taking and posit the hypotheses used in our empirical analysis.
Interactions between capital and risk
Interactions between capital and risk have been the focus of active research, particularly in the banking sector. The introduction of RBC appears to reinforce the interdependence between these two decisions which are interconnected under the influence of several factors, such as agency costs, moral hazard, and regulatory pressure. The literature makes contradictory predictions regarding the nature of such interactions. A first hypothesis predicts a negative relationship between risk and capital, reflecting insurers' incentives to exploit guarantee fund in case of failure, given that insolvency costs will be borne by guaranty fund members. When contribution in the fund is not correlated with actual risk, i.e. flat rather than risk-based premiums, this opportunity can create adverse incentives in insurance markets and encourage insurers to increase risk and reduce capital and thus, take advantage of the moral hazard posed by the guaranty fund system (Cummins, 1988; Horiuchi and Shimizu, 2001, Cheng and Weiss, 2012) . However, the relevance of this hypothesis is tempered by the fact that the coverage of the guarantee fund is less complete than in the banking sector and by the growing effectiveness of supervisory mechanisms and market discipline (Cheng and Weiss, 2012) . Therefore, the incentive to take excessive risk for non-life insurers is restrained. Another explanation for a negative relationship between capital and risk for U.S insurers may be due to flaws in the RBC formula. Cheng and Weiss (2012) argue that some types of risk are overweighting, while others are underweighting. This encourages insurers to rearrange their portfolios by choosing assets or lines of business with low weights. Then insurer risk would have increased while capital requirements would have decreased, resulting in a negative relationship.
A second hypothesis suggests a positive relationship between these two variables. According to capital buffer theory, insurers hold an excess capital above the regulatory minimum as a guarantee against unanticipated extreme losses and in order to avoid regulatory costs (Shim, 2010) . This relationship between capital and risk is more pronounced in the short run than in the long run (Jokipii and Milne, 2011) and it also depends on capital level. Specifically, insurers with acceptable levels of capital may not respond to the RBC requirements and may even increase their risk level. 3 However, those with relatively low capital levels try to build a capital buffer by raising capital or reducing risk and respond strongly to regulatory pressure and market discipline. Fonseca and Gonzalez (2010) argue that market discipline can further affect the recapitalization decision. Thus, insurers exposed to strong market discipline are incentivized to adjust their capital more quickly. Therefore, our first hypotheses are as follows: H 1A : Capital and risk adjustments are positively related.
H 1B : Weakly-capitalized insurers adjust their capital and risk more quickly than highly-capitalized insurers.
Interactions between capital and reinsurance
Shiu (2011) argues that there is a relationship in both directions between reinsurance and capital structure and thus, they might be jointly determined. Under the renting capital hypothesis, reinsurance is typically viewed as a substitute for capital (Armstrong and Dror, 2007) . Stulz (1996) and Adiel (1996) demonstrate that reinsurance affects solvency and can function as off-balance sheet capital. In addition, reinsurance increases the insurer's surplus and strengthens its underwriting capacity (Graham and Rogers, 2002 Aunon-Nerin and Ehling, 2008 , Zou and Adams, 2008 , Bartram, Brown and Fehle, 2009 . Transferring risk to a reinsurer relaxes capital restrictions for an insurer and allows expanding its capacity to issue new policies. Thus, this risk transfer means reduces the required capital on the insurer's balance sheet by enabling it to use capital 'rented' from the reinsurer. Using traditional sources of capital, such as corporate debt, contingent capital, or new equity, in response to a shock is typically an expensive and difficult operation. Thus, Insurers prefer using reinsurance than holding more capital as it allows them to maintain an acceptable level of solvency. On the other side, according to the bankruptcy-cost argument, highly leveraged insurers are more exposed than others to risk of insolvency. Thus, reinsurance protects them against unexpected losses and reduces the risk of insolvency (Shiu, 2011) . Thus, our third hypothesis is as follows:
There is a negative relationship between capital and reinsurance in both directions.
Interactions between reinsurance and risk
One way to reduce volatility, insolvency and/or specific risk and thus capital requirements is to use reinsurance, especially when risk level moves closer to solvency constraints (Adams, 1996) . Agency theory suggests a positive relationship between risk-taking and reinsurance. Excessive risktaking limits the ability of insurers to retain projects with positive net present value. Reinsurance is thus a way of mitigating this problem by transferring part of the risk to reinsurers. In addition, reinsurance can play the same role as the guarantee fund and encourage insurers to take on more risk or reduce capital. Because reinsurers have an incentive to monitor the underwriting risk of the insurers with whom they do business (Cole et al. (2011) , this relationship between risk and reinsurance is more pronounced for affiliated rather than for nonaffiliated reinsurers due to the costs of monitoring which are more important for the latter.
Thus, we formulate the following hypothesis: 
Impact of transversal factors Size
The neoclassical theory of the firm identifies several factors that may affect the main financial decisions of insurers. Within this context, size plays an important role in influencing the insurer's risk appetite through its effect on investment opportunities, the firm's demand for reinsurance, and the firm's access to capital. Large firms are generally subject to low information asymmetry between managers and potential investors, which reduces the cost of capital (Smith, 1977) . Moreover, they are likely to have a better qualitative and geographical allocation of risks and hold proportionally less capital than small firms. Due to economies of scale in risk management and the greater ability of large firms to raise capital in the short run, large firms are expected to require less capital to operate and can take on larger risk (Titman and Wessels, 1988; Aggarwal and Jacques, 2001 ).
Numerous studies indicate that firm size negatively affects the demand for reinsurance (Hoerger et al., 1990; Adams, 1996 and Powell and Sommer, 2007) . Small insurers depend more on reinsurance use because they do not have economies of scale and scope, and they have higher financing costs when raising external funds for at least two main reasons (Adams, 1996) . First, the direct costs of financial failure are not proportional to the size of a company (Warner, 1977) . Second, raising capital in financial markets is an expensive undertaking. Cole and McCullough (2006) view size as an inverse measure of bankruptcy costs and find a negative relationship between this variable and the demand for reinsurance. Thus, large insurers will be less dependent on reinsurance for expansions of their underwriting capacity. We formulate the following hypothesis:
: Large firms hold less capital and reinsurance than small firms. The inverse effect is observed with risk
Organizational form
There are two main forms of organization in the insurance industry: stock firms, which are owned by shareholders, and mutual firms, which are owned by policyholders. The managerial discretion hypothesis suggests that stock insurers tend to undertake relatively more complex and risky projects (Mayers and Smith, 1990) . However, shareholders have more control over managers in such firms than in other organization forms. The implications of pecking order theory will vary, depending on organizational form. Stock firms have greater access to the financial markets. Mutual firms have more difficulties in raising capital than stock insurers. In addition, agency costs vary depending on a firm's organizational form. Conflicts between shareholder and policyholders may impact the choice of capital level. Harrington and Niehaus (2002) find that mutual insurers tend to hold more capital than stock insurers. Cummins et al. (2001) predict that managers of mutual firms are more risk averse because of their specific organization and other difficulties in diversifying their wealth. Thus, such firms are more likely to manage risk through reinsurance. Indeed, Cole and McCullough (2006) note that mutual firms, which have less access to capital markets in cases of catastrophic loss, use more reinsurance. Thus, we formulate the following hypothesis:
There is a negative (positive) relationship between stock firms and reinsurance or capital (risk-taking).
Affiliated vs nonaffiliated insurers
An extensive literature has focused on capital transfer within financial groups (Stein, 1997; Campello, 2002) . Affiliated insurers generally hold less capital and have incentives to take more risk, as they have access to internal resources provided by other affiliates. It is also easier for them to obtain capital injections from parent firms when their capital levels become insufficient. Powell et al. (2008) investigate whether or not internal capital markets are active within insurance groups.
They find evidence that they play a significant role in the investment behavior of affiliated insurers, and that capital is allocated to subsidiaries with the best expected performance.
Like capital and risk, reinsurance transactions can also be grouped into reinsurance with affiliates and reinsurance with nonaffiliated. According to Mayers and Smith (1990) and Powell and Sommer (2007) , this decision can be regarded as an internal capital market transaction. Reinsurance can transfer income within the group and reduce the overall tax burden (Mayers and Smith, 1990 ). In addition, it allows affiliated insurers to take advantage of risk diversification through intra-group reinsurance (Cole and McCullough, 2006) . This is confirmed by Powell and Sommer (2007) , who argue that transactions into group have lower asymmetric information costs than those with nonaffiliates and thus it implies lower monitoring costs. Accordingly, we posit the following hypothesis:
Control variables
The empirical literature identifies several factors that may affect the endogenous variables. Here, we present the most important factors in the empirical model developed below.
Determinants of Capital Performance
Firms with high profitability generally have sufficient internal funds that may be transformed into capital. According to pecking order theory, firms prefer internal to external financing (i.e., debt or new equity) due to the costs of issuing new equity or debt. Alternatively, in the presence of asymmetric information, the use of external funding may convey negative information to the market about the firm's value. If the behavior of insurers is consistent with pecking order theory, we expect performance to positively affect capital levels. Following Titman and Wessels (1988) and Fama and French (2002) , we use return on assets as an indicator of profitability.
Cost of capital
The cost of holding capital is an important determinant of capital levels (Estrella, 2004) . Various costs, such as agency and information asymmetry costs, are related to the use of capital, and the level of capital is expected to be inversely related to such costs. The cost of holding capital is difficult to measure in practice. Similarly to (Ayuso et al., 2004 and Milne, 2008) , we approximate this cost as the average of positive returns on equity (ROE) over the last five years.
Information asymmetry
Signal theory suggests that information asymmetry and the opacity of the insurance industry are important determinants of capital levels (Pottier and Sommer, 2006 and Morgan, 2002) . Insurers with volatile incomes are likely to use retained earnings rather than external capital to address future losses or cope with shocks. Insurers can overcome information asymmetry by building a capital stock in periods of high profitability. We use the volatility of ROE as a measure of information asymmetry Nini, 2002 and Grubisic and Leadbetter, 2007) .
Exposure to extreme risk
Exposure to extreme risks is also likely to influence the level of capital. Zanjani (2002) illustrates that companies that insure heavily against natural disasters have higher capital levels than those that are less exposed to such events. The level of exposure to extreme risk is measured in our model as a percentage of total premiums written in the earthquake line of business (Cummins and Song, 2008) .
Liquidity risk
Insurers with a large share of liquid assets are more likely than others to face regulatory constraints. The low risk associated with these assets allows for easy adjustments to capital levels. 6 Therefore, insurers with more liquid assets are expected to have less capital and take greater risk. De Ceuster (2003) finds that the major source of illiquidity is asset-liability mismatch, which may encourage insurance firms to hold more capital. In this study, liquidity risk is measured by the ratio of liabilities to liquid assets. Hughes and Moon (1995) emphasize the importance of analyzing the impact of inefficiency on capital, establishing a negative relationship between these two variables. For instance, Altunbas et al. (2007) note that the cost inefficiency of European banks is due to their high capital levels and moderate risk-taking. This factor is generally estimated using non-parametric methods. However, some studies argue that financial ratios are very simple estimates of cost inefficiency. For simplicity, this variable is measured in this study as the ratio of operating expenses to net income.
Cost inefficiency
Deficit
Deficits reflect the need for external financing when internal cash flows are exhausted. This variable is used to test for the existence of a preference ordering among funding sources for insurers. According to pecking order theory, this factor, which is measured hereafter by the level of investment plus changes in working capital minus internal cash flow, has a positive impact on the level of capital (De Bie and De Haan, 2007) .
Growth opportunities
Insurers with better growth opportunities are expected to hold more capital. The literature uses the book-to-market ratio or changes in R&D expenses to measure this variable. However, due to a lack of data, we use an alternative measure, as in Carayannopoulos and Kelly (2005), namely, the past growth (over five years) in premiums.
Determinants of risk-taking
Existing theoretical and empirical work suggests that risk-taking will be affected by various factors, including the following.
Leverage
Empirical work in the insurance industry (e.g., Borde et al., 1994) confirms the relevance of firm leverage and argues that risk-taking can be influenced by this factor, which tends to amplify returns and/or losses. A high debt ratio worsens the underinvestment problem, the risk of insolvency, and bankruptcy costs. Thus, we expect a negative relationship between risk-taking and leverage. Therefore, we expect a negative relationship between risk taking and leverage. In the empirical model below, this variable is approximated by the ratio of liabilities to surplus.
Cost inefficiency
Cost inefficiency can also have an effect on risk-taking. For the banking sector, Berger and DeYoung (1997) and Williams (2004) introduce the "bad management" hypothesis and demonstrate that a decline in costs or revenue efficiency temporally precede increases in risktaking. Thus, we expect a positive relationship between inefficiency and risk-taking.
Business mix
The business mix is the degree of centering on a firm's core business. Previous research has found that differences in risk across a firm's various lines of business positively affect reinsurance levels. Thus, we expect a positive relationship between the degree of centering and risk-taking.
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This variable is approximated by the Herfindahl index of the four major branches of non-life insurance business, namely, short-and long-term personal insurance and short-term and long-term commercial insurance.
Geographic and line of business diversification
An insurer may reduce its overall risk by holding a portfolio whose components are not perfectly correlated across regions and/or activities. Empirical studies find that in the banking sector, diversification is associated with moderate risk-taking (Hughes, Lang and Mester, 1996 and Deng et al., 2007) , a hypothesis based on the benefits of cost reduction and income synergy (Saunders and Cornett, 2007) . Alternatively, diversification may be associated with higher risktaking because of the agency problem and competition. The degree of diversification is measured by the Herfindahl index percentages of direct premiums written by line of business and geographical area.
Determinants of reinsurance
Researchers have documented that reinsurance can be affected by several firm-specific factors.
Performance Adams et al. (2008) predict that the poorest-performing insurance companies tend to use more reinsurance than profitable companies, which have more resources to cope with financial risk and thus lower probabilities of bankruptcy. This performance is measured by the return-on-assets ratio.
Loss volatility
Reinsurance is generally used to stabilize underwriting profits. When the loss ratio is highly volatile, the insurer has less certainty of future value losses and thus greater incentive to use reinsurance. According to Hoerger et al., (1990) , an increased volatility of claims gives rise to increased reinsurance demand. This factor is approximated by the standard deviation of the loss ratio over the last three years. Lee and Urrutia (1996) find that the liquidity ratio is an important indicator of solvability. An insurer with relatively liquid assets has more stable finances and is thus expected to use less reinsurance. Conversely, insurance companies with insufficient liquidity are likely to use more reinsurance (Plantin, 2006) . Cole and McCullough (2006) explore the impact of reinsurance prices on reinsurance demand, finding a negative correlation between the costs of the use of reinsurance and demand for this risk management tool. This price is approximated by the ratio of premiums ceded minus losses to claims recovered from reinsurers.
Liquidity risk
Reinsurance price
Inefficiency
The impact of inefficiency on reinsurance adjustment is similar to that of performance in the sense that less efficient insurers tend to use more reinsurance than other firms. The relationship between inefficiency and the level of reinsurance is expected to be negative. Mayers and Smith (1990) examine the effects of the composition of a firm's portfolio of activities on the demand for reinsurance. They observe that an increased concentration of activities increases the volatility of cash flows and the risk of bankruptcy. Reinsurance could be a solution to the risk of insolvency arising from this source. Moreover, Shortridge et al. (2004) and Cole et al. (2006) demonstrate that this factor reflects the degree of centering on the core business. In 8 contrast, the economic benefits of specialization can reduce the demand for reinsurance. We predict a negative relationship between the degree of specialization and the demand for reinsurance.
Business Mix
Line-of-Business and geographic concentration
A high concentration of premiums in certain lines of business exposes insurers to significant risk. However, high concentration may also reflect specialization and better risk pricing. Thus, the effect of concentration on the demand for reinsurance is not clearly defined. In contrast, geographical concentration reflects the degree of diversification of an insurer across states. Cole and McCullough (2006) find a negative relationship between geographic concentration and reinsurance and between lines-of-business concentration and reinsurance. Garven and LammTenant (2003) and Mayers and Smith (1990) also find a negative relationship using a different measure of diversification. These variables are measured by the Herfindahl index of the percentage of direct premiums written by lines of business and geographic area, respectively.
Methodology
Model
In this section, we investigate the short-run relationships between capital, reinsurance, and risk using simultaneous equations. Importantly, the observed variations of these variables are both discretionary and caused by factors exogenous to the insurer (Shrieves and Dahl, 1992; Jacques and Nigro 1997; Cummins and Sommer, 1996; Baranoff et al., 2007; Shim, 2010) . To account for this behavior, we introduce lagged variables as partial adjustment components (cf. appendix 1). The model has the following specification: 
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, 0 Cap, Reins, and Risk denote the capital ratio, reinsurance ratio, and risk level, respectively. The definitions and descriptions of various control variables are reported in Table 1 . Time effects are included in the model to consider systematic events and high losses associated with man-made and natural disasters.
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Variables construction
Capital (Cap):
As most of the insurers in our sample are not listed, it is not possible to determine their market values. Similar to Aggarwal and Jacques (2001) , Cummins and Sommer (1996) , and Shim (2010), we proxy the capital ratio by the book value of the surplus divided by the total value of assets.
Reinsurance (Reins):
This variable is given, for each insurer, by the ratio of total reinsurance premiums ceded to total business premiums (Garven and Lamm-Tennant, 2003; Cole and McCullough, 2006; and Powell and Sommer, 2007) .
Risk (Risk):
Based on portfolio theory, we measure total risk by the volatility of the asset-to-liability ratio. According to Cummins and Sommer (1996) and Shim (2010), an insurer's asset volatility can be expressed as follows:
where A  and L  are the volatility measures of the insurer's assets and liabilities, respectively, and , AL  is the covariance of the logarithms of the assets and liability values. Let us denote the proportion of assets of asset type (i) in the investment portfolio by x i and the proportion of liabilities from business line (j) by y j . The respective volatilities of the asset and liability portfolios and the covariance of the logarithms of the liability and asset returns are given as follows:  reflects the correlation between the log of the i th asset and the log of the liabilities in the j th business line, whereas N is the number of asset categories and M is the number of lines of business. To measure risk using this measure of volatility, one must first define different lines of activities and asset categories. Following Shim (2010), we aggregate each insurer's lines of business into 12 categories: homeowners/farm-owners, auto physical damage, auto liability, commercial multiple peril, special property, fidelity/surety, accident, health, and financial guaranty, medical malpractice, workers' compensation, other liability, special liability, and miscellaneous liability. The types of assets are classified into seven categories: stocks, government bonds, corporate bonds, real estate, mortgages, cash and other invested assets, and non-invested assets. A second risk measure used to assess the robustness of our results is the RBC ratio, introduced by the National Association of Insurance Commissioners (NAIC). This measure offers an alternative way of accounting for the risk of insurers (Chang and Weiss, 2012 b ). More specifically, it reflects the minimal capital level required of insurers. All else equal, an insurer's capital requirement must be higher as more risk is taken on.
Estimation methodology
In capturing interactions between capital, risk, and reinsurance, simultaneous equation models have shown better performance than estimating the equations individually, as the latter approach ignores the problem of endogeneity and may violate the condition of no correlation between exogenous variables and error terms (Baltagi, 2005) . To address this problem in the relationship between the key variables and to avoid biased OLS estimates, we employed the three-stage leastsquares (3SLS) technique (Shim, 2010; Rime, 2001; Nigro, 1997 and Aggarwal and Jacques, 1998) . We used instrumental variables, checking their validity using the Sargan Hansen test. In the first step, we estimate the model using the OLS and 3SLS methods, comparing the results using the Durbin-Wu Hausman test. As we find significant differences in the estimates, the endogeneity problem is confirmed. Regarding the choice of instruments, we use the risk and reinsurance variables (lagged two periods), the economic growth rate, and the ratio of unrealized gains (with no lag and lagged one period). All of the other predetermined variables are used as instruments in the structural estimation. Prior to estimation, we attempt to verify whether the time series are stationary based on the Levin-Lin-Chu test. 
Risk1
Volatility of the asset to liability ratio (+) (+) .
Risk2
Ratio of RBC to total admitted assets (+) (+) .
Exogenous variables
Reg 1 if firm's net premium to surplus ratio = or >300%, 0 Otherwise . . .
Perf
Return on assets ratio (+) () .
Cost_cap Average of positive ROE over the last five years () . .
Catastrophe
Proportion of direct premiums written in earthquake line of business (+)
. .
Roe_vol
The standard deviation of the firm's ROE over the last five years (+) . .
Cost_ineff
Ratio of total expenses to net earnings (+) (+) (+)
Reinsprice Ratio of reinsurance premiums minus ceded-reinsurance commission earned to claims recovered from reinsurers . 
() .
Mix
Data
Sample
The data used in this study are collected from the National Association of Insurance Commissioners (NAIC) annual statement database for U.S. property-liability insurers from 1999 to 2008. The sample is limited to solvent insurers reporting positive values of admitted assets, gross and net premiums written, equity capital, and ceded reinsurance premiums. We retain only active insurers with no regulatory actions in process. After applying these sample screens, our final sample consists of 11,929 year-firm observations. It accounts for 81% (84%) of the entire U.S. property-liability market in terms of total assets in the year 1999 (2008) . We use an unbalanced data panel to allow for a comprehensive evaluation of the property-liability market. The sample includes firms that entered or left the market during the study period. In addition to the NAIC database, we also collected data from DataStream to estimate asset returns. Table 2 presents descriptive statistics of all variables used in this study. The mean and median of the capital ratio are approximately 38% and 42%, respectively. These statistics are (39%, 34%) and (0.026, 0.004), respectively, for the reinsurance ratio and risk level. These values exceed those reported in Garven and Lamm-Tennant (2003) , suggesting a significant increase in reinsurance demand over the last decade. The distributions of the two risk measures are positively skewed. With regard to the diversification profiles measured by the two Herfindahl indices (Higeo and Hibl), we note small variations across insurers. Approximately 73% of insurers are stock firms, and 70% are affiliated. Before conducting the regression analysis, we first considered the possibility of multi-collinearity among independent variables, which may lead to biased estimates. Table 3 reports the Pearson correlation between the variables included in the regression model. Table 3 indicates that the correlation between capital and risk is positive, confirming the hypothesis that insurers adjust their capital levels upward following increases in risk. The relation between risk and reinsurance is negative, which is in line with the view of reinsurance as a guarantee fund. Another interesting result reported in Table 3 is the low correlation between the two risk measures. 4 The Spearman nonparametric correlation between these two risk measures (not reported here) is statistically significant at the 1% level and is equal to 0.1. Interestingly, cost inefficiency correlates significantly with all key variables. Consistent with standard econometric practice, for each equation, we assess the degree of multi-collinearity among the independent variables using the variance inflation factor (VIF). All VIF values reported in Table 4 range between 1.01 and 2.2. Thus, no multi-collinearity was observed among the independent variables. 12 
Descriptive statistics and correlation analysis
Results
This section discusses the empirical results. The system of equations is estimated under two specifications, which alternatively exclude and include the regulatory pressure mechanisms. We estimate the model for the full sample and for various subgroups, reflecting the level of capital, size, and organizational form of firms. Finally, we perform several robustness tests.
Full sample
Equation of capital
The main hypothesis tested in this paper concerns the existence of interconnections between risk-taking, capital, and reinsurance. Table 5 reports the 3SLS estimation of the simultaneous equations using volatility as a risk measure. The Hansen and Sargan test shows the validity of the selected instrumental variables used in the first step of the estimation process. A closer look at the individual equations' coefficients indicates that most key variable estimations are in line with expectations.
The first column of Table 5 reports the results for the capital equation. Overall, the coefficients are significant, except for that on exposure to extreme risks. The risk variable is positive and statistically significant, a result that is consistent with the capital buffer hypothesis, suggesting that an increase in portfolio risk leads to positive adjustments of capitalinsurers as a guaranty against unanticipated extreme losses (Jokipii and Milne, 2011) .
Second, the negative sign of the Reins adjustment variable supports the original hypothesis regarding the substitutability between these two variables. This result is consistent with the findings of Stulz (1996) and Armstrong and Dror (2006) , who argue that reinsurance can serve as offbalance sheet capital that reduces capital requirements and allows the insurer to expand its capacity to issue new policies.
Concerning the main control variables, the table shows that the partial adjustment factor, a measure of convergence toward the desired long-run capital ratio, which is captured by the lagged endogenous variable, is low (0.0519). This result can be explained by the presence of various adjustment costs.
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Performance appears to have a significant and positive effect on capital, confirming pecking order theory and suggesting that profitable firms prefer internal financing and rely heavily on retained earnings to raise capital because of the costs of external funds. The cost of capital variable is negative and significant, which highlights the important costs related to the use of capital. Moreover, an increase in information asymmetry, measured by the volatility of ROE, drives insurers to hold more capital. This variable reflects the level of risk to some extent and thereby confirms the positive relationship between these two variables. Economic inefficiency is positively related to capital adjustment. The coefficient on this variable is significantly and negatively associated with liquidity. We also note the presence of significant temporal effects, which may be explained by the impact of various macroeconomic shocks or extreme losses of capital.
The introduction of regulatory pressure mechanisms in the second specification (first column of the right-hand side of the table) slightly alters the estimation results. For the most part, the coefficients of the new variables are statistically significant. The estimates of the capital equation provide support for the hypothesis that undercapitalized insurers bearing more risk seek to avoid regulatory intervention. Only the coefficient on
is positive and statistically significant. These results indicate that highly leveraged companies in the previous period tend to increase their levels of reinsurance to adjust their capital levels to avoid regulatory costs. Table 5 also presents the estimation results for the equation of the ratio of reinsurance. The chisquare statistic is significant at the 1% level, illustrating the validity of the estimation. Positive adjustments of risk-taking or capital generate an increase in the ratio of reinsurance. Unlike the inverse effect, we find that capital is not a substitute for reinsurance. This result can be explained by the fact that the marginal cost of reinsurance per unit of risk is less than that for capital, creating an asymmetric relationship. Another explanation may lie in the imperfect substitutability between the two mechanisms in the sense that reinsurance can play the same role as capital, whereas the reverse is not the case. For example, capital does not reduce the volatility of losses.
Equation of reinsurance
Moreover, the results show that the partial adjustment factor is not significant and illustrate that the reinsurance policy does not converge toward a long-run target level.An increase in inefficiency positively affects the level of reinsurance. Consistent with the findings of Cole and McCullough (2006) , diversified firms use less reinsurance. Moreover, stock firms appear to use less reinsurance than mutual firms. This result supports the idea that stock firms have easier access to external funding and are less risk averse than mutuals. The size variable, which can be associated with diversification, is significant and negative. Accordingly, large firms tend to have better risk allocation and use less reinsurance. The introduction of regulatory pressures does not change the pattern of results.
Equation of Risk
The last part of Table 5 presents the estimation results for the risk equation. The chi-square statistic is significant at the 0.001 level. A positive capital adjustment leads to lower risk. We also note the asymmetric relationship between capital and risk adjustment, which can be explained by the lagged effect of capital on risk.
Moreover, we note that a positive adjustment of reinsurance increases this risk. This finding is consistent with the view of Shiu (2011) and Aunon-Nerin and Ehling (2008) , who report that the heavy use of reinsurance leads to high risk-taking. The partial adjustment factor is not significant, indicating that risk-taking does not converge to a long-run target. The Mix and Hibl variables, which reflect the degree of concentration of the main underwriting branches and lines of business, are positive and significant. As the activities of the company become more concentrated, the company's risk-taking increases in the short term. Insurers with a low level of efficiency are more prone to high risk-taking than insurers with greater cost efficiency. As expected, size encourages risk-taking, which is more prevalent among stock firms than among mutual firms. 
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Sub-sample estimation
To reduce the effect of sample heterogeneity and the aggregation bias that it implies, we divided the overall sample into several sub-samples. The first sub-sample is based on the level of capital held beyond the regulatory minimum. We first estimate a new regression using a sample of the bottom third of firms in terms of the ratio of capital to the regulatory minimum. The threshold obtained for the first sub-sample was 2.41. Thus, this sub-sample includes all insurers that have almost 2.5 times the minimum capital requirement. The estimation results, reported in Table 6 , illustrate that the relationship between capital adjustment and risk remains positive. The coefficient is significant with a relatively high value, indicating a high sensitivity of the ratio of capital to risk. Adjustments to the level of reinsurance appear to have a greater impact on capital. Reinsurance is a perfect substitute for capital for these companies. The capital ratio is the only variable that converges to a long-term level, with the speed of adjustment in this sub-sample greater than that observed in the overall sample. The second part of the table shows the top third of most capitalized insurers, with a threshold of 5.65. We observe a positive fit in the relationship between capital and risk, although it is less than that observed for small-cap companies. Partial adjustment factors of the endogenous variables are all significant. These results can be explained by the fact that insurers have significant flexibility in their funding sources, which allows them to achieve their goals through different financial policies. The sample is divided into two sub-groups by the value of assets corresponding to the top and bottom thirds. The results presented in Table 7 generally confirm those obtained with the total sample, except for the relationship between capital and risk for major insurance companies, a relationship that is negative in both directions. A final estimation is performed by dividing the sample into mutual and stock companies. The results, presented in Table 8 , confirm our hypotheses. The results for the other explanatory variables are also affected by the organizational form. 
Robustness checks
In this section, we conduct additional robustness tests, covering other aspects of the empirical study, such as risk measurement, the sample structure, and the choice of instrumental variables. Unlike capital and reinsurance measures, which have straightforward definitions, risk assessment remains an open issue. Several measures have been proposed in the literature, for example, the standard deviation of the loss ratio (De Hass et al. 2010 , Meyers 1989 Guo and Winter, 1997) and an insurer's exposure to external factors as captured by market betas (Eling and Schuhmacher, 2007) . Equity volatility reflects both external and firm-specific factors (systematic and unsystematic risk). In contrast, Myers and Read (2001) propose the default ratio. An alternative measure is the ratio of regulatory capital RBC. Similar to Chen et al. (2012 a ), we provide new estimates of the model presented above using this alternative risk measure. The results reported in Table 9 confirm those initially obtained. The relationships remain significant in all cases, although in some cases, the signs differ from cases where risk is measured by volatility. The results can be explained in terms of the various criticisms of the RBC system.
The second robustness test is related to the sample structure. Indeed, we use an unbalanced panel so that the final sample contains missing values that may affect the quality of the results. This consideration is especially important when there are several consecutive values missing in the sample. To resolve this issue, we introduce a data screen requiring that an insurer appear in the sample for at least k consecutive periods. This condition was not applied in the original sample. For example, for k up to six, all interactions remain significant. Similarly, with k greater than six, some of the adjustment relationships become insignificant. A third robustness test concerns the choice of instruments, an important step in the estimation process. There are a number of instruments for which the results are stable. For example, the deviation of earnings over the medium term, the size of the business over the last five years and the average loss, as proposed by Shim (2010) , are valid instruments.
Conclusion
This paper analyzes the short-run interactions between capital, reinsurance, and risk-taking for property-liability insurance firms. We develop a system of simultaneous equations to identify the potential links between these variables while controlling for endogeneity. The main objective of this paper is to determine how changes in capital levels impact the other decision variables, reinsurance, and risk-taking, and vice versa. A second objective of this research is to analyze the long-run trajectories of these policies. Such issues are of particular importance for regulators interested in how insurers will respond to given prudential rules.The sample size was sufficient to conduct an effective empirical analysis. The results are consistent with our theoretical hypotheses overall, highlighting the existence of significant relationships between the key variables and supporting the view that they are jointly determined. In their efforts to maximize firm value, insurers simultaneously adjust the various decision variables. The short-run adjustments between risk and capital are positive, providing interesting insights into the effects of regulation on insurer behavior. In contrast, reinsurance is negatively associated with capital, for which it acts as a substitute. The capital ratio slowly converges to a long-run target and can thus be viewed as a leading decision variable, reflecting insurers' priorities.
Regulatory pressures play an active role in moderating risk-taking and capital toward acceptable levels. Short-run adjustments depend on the level of capital held in excess of the minimum requirement. Weakly capitalized insurers reconstruct a buffer level of capital by raising capital and reducing risk. In contrast, adequately capitalized insurers maintain their capital reserves and increase both their risk and reinsurance levels. For these firms, higher capital ratios may prevent moral hazard and mitigate informational frictions between policyholders and shareholders. However, these results cannot tell us whether insurers operate efficiently.
