A generalized Bethe tree is a rooted tree for which the vertices in each level having equal degree. Let B k be a generalized Bethe tree of k level, and let T r be a connected transitive graph on r vertices. Then we obtain a graph B k • T r from r copies of B k and T r by appending r roots to the vertices of T r respectively. In this paper, we give a simple way to characterize the eigenvalues of the adjacency matrix A(B k • T r ) and the Laplacian matrix
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INTRODUCTION
Let G be a simple graph on n vertices. The Laplacian matrix of G is defined to an n×n matrix L(G) = D(G)−A(G), where A(G) is the adjacency matrix and D(G) is the diagonal matrix of vertex degrees. It is well known that L(G) is a positive semidefinite matrix, and 0 is the least eigenvalue with an all ones vector being the corresponding eigenvector. Fiedler [1] proved that G is a connected graph if and only if the second smallest eigenvalue of L(G) is positive. This eigenvalue is called algebraic connectivity of G, and the corresponding eigenvectors are usually called Fiedler vectors.
A tree is a connected acyclic graph, and a Bethe tree [5] of k levels is a rooted tree such that the vertex root has degree d, the vertices in the intermediate levels have degree (d + 1) and the vertices in level k are the pendant vertices. A generalized Bethe tree B k of k levels is introduced by Rojo and Soto [7] and is defined to a rooted tree with the vertices in each level having equal degree. They found the eigenvalues of the adjacency matrix and Laplacian matrix of B k , which are respectively the eigenvalues of leading principal submatrices of two nonnegative symmetric tridiagonal matrices of order k whose entries are given in terms of the vertex degrees.
In 2006 Rojo [8] discusses the trees B
k obtained from two copies of B k by joining an edge between two roots. Recently, Rojo [9] discusses the graphs B (r) k obtained from r copies of B k and a cycle C r on r vertices by appending r roots to the vertices of C r respectively. For the trivial case of r = 1, then B (r) k is a generalized Bethe tree.
Motivated by the work of Rojo et.al., we consider more general graph B k •T r , which is obtained from r copies of B k and a connected transitive graph T r on r vertices by appending r roots to the vertices of T r respectively. Note that a graph is called transitive if for any two vertices u, w of the graph, there exists an automorphism of the graph that maps u to w. Obviously, the cycle C r is transitive. So the graphs B (r) k are special cases of our graphs B k •T r . In this paper, we give a simple way to characterize the eigenvalues of the adjacency matrix A(B k • T r ) and the Laplacian matrix L(B k • T r ) of B k • T r by means of symmetric tridiagonal matrices of order k. We also present some structure properties of the Perron vectors of A(B k •T r ) and the Fiedler vectors of L(B k •T r ). In addition, we obtain some results on transitive graphs.
PRELIMINARIES
Let B k • T r be on n vertices, where k ≥ 2, r ≥ 3. In general, B k • T r can be considered as a graph of k levels such that in each level the vertices have equal degree, where the vertices of T r are at level 1. Obviously, T r is regular whose degree is denoted by d 0 . We assume that d 0 ≥ 2. (Note that if d 0 = 1 then T r is an edge and in this case
k .) For j = 1, 2, . . . , k, let d k−j+1 and n k−j+1 be the degree of the vertices and number of them in level j. Thus, we get
is the total number of vertices.
Moreover,
Denote by
We give some notations that we will use in our paper. 0 m , I m are respectively the zero matrix and the identity matrix of order m × m. e m is the all ones column vector of dimension m. In some places we simply write 0, I, e if there exists no confusion. For j = 1, 2, . . . , k − 1, denote C j = diag{e mj , e mj , . . . , e mj }, a block diagonal matrix with n j+1 diagonal blocks. Thus, the size of C j is n j ×n j+1 by Eq. (2.3). Denote
Using the labels 1, 2, 3, . . . , n, in this order, our labeling for the vertices of B k •T r is: Label the vertices of B k •T r from the level k to the level 1 and, in each level, in a counterclockwise sense; see an example below. Our labeling for the vertices of B k • T r yields to the adjacency matrix and Laplacian matrix as follows, which are both tridiagonal block matrices.
As T r is connected, A(T r ) is symmetric and irreducible, the spectral radius of A(T r ), also called Perron value of A(T r ), is exactly the largest eigenvalue; and by Perron-Frobenius Theorem, this eigenvalue is simple. They exists a unique (up to multiples) corresponding positive eigenvector, usually referred to the Perron vector of A(T r ). As T r is regular of degree d 0 , e r is a Perron vector corresponding
and denote the multiplicity of λ (T r ) by m (T r ) for each = 1, 2, . . . , p. By above discussion, m 1 (T r ) = 1, and
, and
and let
Proof. Applying the Gaussian elimination procedure to M without row interchanges, we obtain the block upper triangular matrix
The result follows by Eq. (2.6).
SPECTRUM OF THE LAPLACIAN MATRIX
Denote Ω = {j : n j > n j+1 , j = 1, 2, . . . , k − 1}.
Proof. Suppose that λ ∈ R is such that P j (λ) = 0 for all j = 1, 2, . . . , k − 1. We apply Lemma 2.
Similarly for j = 3, . . . , k, we get
In addition,
Then by Lemma 2.1,
where, in above steps the variable λ is omitted for brevity, and the last equality follows as
Thus (3.1) is proved for all λ ∈ R such that P j (λ) = 0 for j = 1, 2, . . . , k − 1. By the fact that det(λI − L(B k •T r )) is a polynomial of finite degree and there exist infinite λ's such that (3.1) holds, so (3.1) holds for all λ ∈ R. The result follows.
Definition 3.4. Let T k, be the k × k symmetric tridiagonal matrix given below
Lemma 3.5. For j = 1, 2, . . . , k − 1, let T j be the jth leading principal submatrix of T k,1 . Then
Proof. It is easily seen that det(λI − T 1 ) = λ − 1 = P 1 (λ) and
where P 0 (λ) = 1 and
by (2.2). Generally for j = 3, . . . , k − 1, by the
By Corollary 3.3 and Lemma 3.5, we have following result.
Theorem 3.6. Let T j , j = 1, 2, . . . , k − 1, and T k, , = 1, 2, . . . , p be as above. Then, up to multiplicities,
Denote by ρ(A) the spectral radius of a square matrix A. Now we recall some well known facts in the following Lemma. (a) For j = 2, 3, . . . , k, σ(T j−1 ) ∩ σ(T j ) = ∅; and for = 1, 2, . . . , p, σ(
(c) For j = 1, 2, . . . , k − 1, det T j = 1; and for = 1, 2, . . . , p, det
(d) For j = 1, 2, . . . , k − 1, each eigenvalue of T j is simple; and for = 1, 2, . . . , p, each eigenvalue of T k, is also simple, and
(e) The largest eigenvalue of T k,p is the spectral radius of L(B k •T r ).
(f) The smallest eigenvalue of T k,2 is the algebraic connectivity of B k •T r .
Proof. (a) It follows from Fact 2 of Lemma 3.7.
That is
and hence λ i (T r ) = λ j (T r ), a contradiction. (c) For 1 ≤ j ≤ k − 1, by the Gaussian elimination procedure without row interchanges, we reduce T j to the upper triangular matrix
Then det T j = 1. By a similar procedure, we get det
Clearly, the result holds for T 1 as it is of order 1. Assume that T j (j ≥ 2) has an eigenvalueλ of multiplicity greater than 1. Then by interlacing property, T j−1 also hasλ as one of its eigenvalues. Hence T j and T j−1 have a common eigenvalue, a contradiction to Fact 2 of Lemma 3.7. So each eigenvalue of T j is simple for j = 1, 2, . . . , k − 1. By a similar discussion, we get that each eigenvalue of T k, is also simple for = 1, 2, . . . , p.
, so we get the strict inequalities by Fact 3 of Lemma 3.7.
(e) From Fact 2 of Lemma 3.7, any eigenvalue in the set
above by ρ(T k−1 ). This fact also implies that ρ(T k−1 ) is strictly less than ρ(T k, ) for all . Finally we use Theorem 3.6 and the inequalities in (d) to obtain the desired result.
(f) For = 1, 2, . . . , p − 1.
As λ (T r ) − λ +1 (T r ) > 0, by Fact 1 of Lemma 3.7 each eigenvalue of T k, +1 is greater or equal to the corresponding eigenvalue of T k, . In particular, if λ k (T k, ) denotes the smallest eigenvalue of T k, , then
where, the strict inequalities hold since the matrices T k, , = 1, 2, . . . , p have no common eigenvalues by the result of (b). We already proved that det T k,1 = 0, hence λ k (T k,1 ) = 0. In addition, since the eigenvalues of each matrix T j interlace the eigenvalues of T k,2 , it follows that λ k (T k,2 ) is the second smallest positive eigenvalue of L(B k •T r ), i.e., the algebraic connectivity of B k •T r .
Next we give some results on the multiplicity of the eigenvalues of L(B k •T r ).
Theorem 3.9. Let T j , j = 1, 2, . . . , k − 1, and T k, , = 1, 2, . . . , p, be as above. Then (a) For j ∈ Ω, each eigenvalue of T j , as an eigenvalue of L(B k • T r ) has a multiplicity greater than or equal to (n j − n j+1 ).
(b) For = 1, 2, . . . , p, each eigenvalue of T k, , as an eigenvalue of L(B k •T r ) has a multiplicity greater than or equal to m (T r ).
(c) The spectral radius of L(B k •T r ) has a multiplicity m p (T r ).
(d) The algebraic connectivity of B k •T r has a multiplicity m 2 (T r ).
Proof. The results (a) and (b) are immediate consequence of Theorem 3.2 and Lemma 3.5. Now we prove (c).
is a simple eigenvalue of T k,p and is strictly greater than the largest eigenvalue of T j for j = 1, 2, . . . , k − 1, and is also strictly greater than the largest eigenvalue of T k, for = 1, 2, . . . , p − 1. Hence the multiplicity of ρ(T k,p ) as an eigenvalue of L(B k •T r ) is given by the exponent of the polynomial P k,p as in (3.1) of Theorem 3.2.
For the last result (d), we have proved that λ k (T k,2 ) is the algebraic con-
where λ (T ) denotes the smallest eigenvalue of T , then λ k (T k,2 ) = λ j (T j ), and hence λ k (T k,2 ) = λ k−1 (T k−1 ), a contradiction to Fact 2 of Lemma 3.7. In addition, λ k (T k,2 ) / ∈ σ(T k, ) for = 2 by Theorem 3.8(b), and λ k (T k,2 ) is a simple eigenvalue of T k,2 by Theorem 3.8(d). Therefore, the multiplicity of λ k (T k,2 ) as an eigenvalue of L(B k •T r ) is given by the exponent of the polynomial P k,2 in (3.1) of Theorem 3.2.
SPECTRUM OF THE ADJACENCY MATRIX
From the matrix form [2.4], we can easily get that
and
Proof. The proof is similar to that of Theorem 3.2. Apply Lemma 2.1 to the matrix λI + A(B k • T r ) by substituting α j with λ for j = 1, 2, . . . , k. The result follows from (4.1).
Corollary 4.3. Up to multiplicities, the spectrum of
Definition 4.4. Let R k, be the k × k symmetric tridiagonal matrix given below
Lema 4.5. For j = 1, 2, . . . , k − 1, let R j be the jth leading principal submatrix of R k,1 . Then
det(λI − R k, ) = S k, (λ), for = 1, 2, . . . , p.
Proof. The proof is similar to that of Lemma 3.5.
By Corollary 4.3 and Lemma 4.5, we have following result.
Theorem 4.6. Let R j , j = 1, 2, . . . , k − 1 and R k, , = 1, 2, . . . , p, be as above. Then, up to multiplicities,
Parallel to Theorem 3.8 and Theorem 3.9, we get the results below, where the proofs are similar and are omitted here. Theorem 4.8. Let R j , j = 1, 2, . . . , k − 1, and R k, , = 1, 2, . . . , p, be as above. Then (a) For j ∈ Ω, each eigenvalue of R j , as an eigenvalue of A(B k •T r ) has a multiplicity greater than or equal to (n j − n j+1 ).
(b) For = 1, 2, . . . , p, each eigenvalue of R k, , as an eigenvalue of A(B k •T r ) has a multiplicity greater than or equal to m (T r ).
(c) The spectral radius of A(B k •T r ) is a simple eigenvalue.
Remark. The results in Section 4 and Section 5 on the graph B k •T r also hold in the case of T r being regular of degree d0 (not necessarily being transitive), as we just use the regularity of transitive graphs in above discussions.
