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ABSTRACT
Oh, Byung Hoon Ph.D., Purdue University, August 2018. Cooperative Multiple
Agents based Algorithm for Optimal Evacuation Planning under Time–varying Uncertainty. Major Professor: Inseok Hwang.
In the aftermath of natural disasters, the optimal evacuation planning plays a
crucial role in saving people’s lives by providing plans to timely extricate victims to
safe locations. For the evacuation in the aftermath, aerial vehicles (e.g., helicopters)
become eﬃcient assets when a disaster area is diﬃcult to access by ground vehicles
due to the destruction of the road network, or the large number of victims aﬀected.
In this regard, a mathematical model and eﬃcient solution is necessary for optimal
evacuation planning using a ﬂeet of aerial vehicles, as proposed in this dissertation.
The Optimal Evacuation Planning Problem (OEPP) is a task assignment problem
combined with scheduling for the aerial vehicles in order to deliver the disaster victims
to designated safe locations. In the mathematical model, practical characteristics of
two diﬀerent types of actors, vehicles and victims, are explicitly considered. Vehicles
with diﬀerent capabilities (e.g., cruise speed, capacity, or endurance) are distributed at
multiple bases. The objective is to deliver the victims with diﬀerent levels of urgency
located at various locations to numerous speciﬁed safe locations (e.g., hospitals and
refuges). The information of the vehicles and victims can be predetermined from the
assessment phase. In the initial stage of disaster, the information may also contains
time–varying uncertainties. In this dissertation, both the predetermined information
and the information under uncertainty are considered. In order to provide the optimal
evacuation plan based on the predetermined information, the OEPP is formulated
as an Integer Linear Programming (ILP) with the goal to maximize the number of
evacuees while satisfying operational constraints (i.e., the capacity and endurance of
vehicles, and diﬀerent urgency levels of the victims). The ILP, however, is intractable

xi
for a large–scale disaster problem. Thus, an eﬃcient algorithm called as a Cooperative
Multiple Agents based Algorithm (CMA) is proposed to solve the large–scale problem
in a reasonable period of time. The computational eﬃciency and performance of the
algorithm are demonstrated using illustrative numerical examples based on realistic
scenarios. Note that the CMA does not explicitly account for the uncertainties.
As a consequence, when the information contains time–varying uncertainties, the
performance of evacuation based on plans computed by the CMA can be degraded. In
order to overcome the limitation, the Stochastic Dynamic CMA (SDCMA) is proposed
to explicitly account for time–varying uncertainties. The performance of SDCMA is
demonstrated by numerical comparisons between the CMA and the SDCMA. The
numerical simulations based on realistic data demonstrate that the proposed SDCMA
could provide reliable and superior evacuation plans for the evacuation problem under
time–varying uncertainty.

1

1. INTRODUCTION
1.1

Motivation and Background
According to the emergency events database, numerous people’s lives have been

continuously threatened by natural disasters such as earthquakes, tsunami, volcano
eruption, and tornadoes each year [1]. For example, these disasters disasters globally account for 224.1 million victims and 69,827 deaths from 2006 to 2015 on a per
annum basis. In 2015 alone, these disasters have killed 22,765 people and caused
economic damages of $US 70.3 billion. In addition, the United Nations International
Strategy for Disaster Risk Reduction and the Centre for Research on the Epidemiology of Disasters have reported that the disasters account for 1.3 million deaths from
1996 to 2015 globally [2]. To decrease the impact of disasters, several emergency
management organizations have employed the disaster management cycle. This consists of pre–disaster and post–disaster phases [3–5], for example: the Federal Emergency Management Agency has suggested mitigation and preparedness phases for the
pre–disaster activities, and response and recovery phases for the post–disaster activities [5]. Among the phases in the management cycle, the number of survivors from
disasters is mainly determined by the activities in the response phase. In the response
phase, the eﬀorts to save people are mostly composed of: (i) evacuation, which is an
action to deliver people in disaster sites to safe locations; and/or (ii) relief supply,
which is an action to deliver relief supplies (e.g., food, water, medicine, etc.) to people
aﬀected by the disaster. In general, immediately after the disaster, the evacuation
itself plays a critical role in saving lives: whereas it becomes more eﬀective to provide both evacuation and relief supplies as time elapses. An eﬃcient planning of the
evacuation during the response phase will therefore signiﬁcantly increase the number
of survivors at the initial stage of a disaster.
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In this regard, the problem of evacuation planning has been emphasized in studies
regarding emergency managements [6–13]. Most of the studies have concentrated on
optimal evacuation planning using ground vehicles such as ambulances and ground
transits [6–11]. For evacuation during the response phase, ground vehicles are a typical means of transportation due to the their immediate availability [6–8]. Additionally,
aerial vehicles, especially helicopters, can be utilized to timely extricate victims from
the disaster sites inaccessible by ground vehicles. Examples include destroyed road
infrastructures, or disaster sites which, in general, are too vast for ground vehicles
to perform activities in a reasonable amount of time. The problem of evacuation
planning for helicopters has been implicitly considered in the area of transportation
and logistics for disaster relief [9–11]. Nevertheless, the operational characteristics of
helicopters, such as maximum ﬂight time (i.e., endurance), has not been considered
in [9–11]. Clearly, this can degrade the performance of evacuation. To address this,
Ozdamar [12] has proposed an evacuation planning model for helicopters. In the proposed model, the total time for evacuation is minimized with un unlimited number
of single type helicopters by considering their operational characteristics. The goal
is to determine the number of helicopters required for a given disaster situation, and
hence, for the minimized time for evacuation 1 . This might be beneﬁcial for the pre–
disaster phase rather than the post–disaster phase in which the number of available
helicopters is ﬁxed. Andreeva–Mori et al. [13] have explicitly addressed the case of a
ﬁxed number of available helicopters. Also, multiple types of helicopters are considered to maximize the number of evacuees. Although, Ozdamar and Andreeva–Mori et
al. have addressed several practical aspects of evacuation planning using helicopters,
it is generally assumed that victims can survive if they are delivered to safe locations
within a given single time limit. In real–world application, however, this assumption
ignores the diﬀerent urgency levels of victims 2 .
1

For example, to complete in 10 hours, 69 helicopters are required, but to complete in 7 hours, 106
helicopters are required
2
For example, severely injured victims are required to be delivered to safe locations within 2 hours
but slightly injured victims can take up to 6 hours

3
The diﬀerent urgency levels of victims has been considered in routing or resource
allocation problems to improve the performance of humanitarian acts [14–24]. In the
aftermath of mass–casualty incidents, the categorization of patients by urgency level
has advantages [14], so the practical categorization methods in the mass–casualty
incident have been extensively researched [15–19]. In addition, the categorization
has been emphasized in resource allocation for Emergency Medical Service (EMS)
systems [20, 21], as well as ambulance routing for disaster response [22–24]. However,
it is noted that those research eﬀorts did not account for the characteristics of aerial
vehicles that are diﬀerent from ground vehicles. Ground vehicles, for instance, were
assumed to continuously operate without refueling because the refueling times were
considered negligible compared to the operation times [20–24]; yet, for aerial vehicles,
signiﬁcant amount of time is required for refueling. Realistically, the refueling time
of aerial vehicles cannot be ignored. Furthermore, aerial vehicles must return to
speciﬁc locations (such as their bases) for refueling, unlike ground vehicles. Those
characteristics of aerial vehicles are crucial for helicopter operations considered herein,
which makes the problem particularly challenging to solve.
In this dissertation, the mathematical evacuation planning problem for aerial vehicles is proposed which can account for both the diﬀerent urgency levels of victims and
the characteristics of aerial vehicles. In order to obtain the optimal solution, the evacuation planning problem is reformulated as an Integer Linear Programming (ILP).
The computation time of the ILP increases greatly as the complexity of the problem
increases. Since the evacuation planning problem is non–deterministic polynomial–
time hard, the ILP is impractical for such a large–scale problem. In this regards,
a heuristic algorithm is proposed to solve the large–scale problem in a reasonable
amount time, meanwhile maintaining the performance near its optimum. This approach assumes that the parameters in the problem are predetermined, speciﬁcally
static and deterministic. In the initial stage of the disaster, however, the parameters
may contains time–varying uncertainty (i.e., dynamic and stochastic): characteris-
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tics that should not be ignored. The proposed problem and algorithm are therefore
extended to handle the time–varying uncertainty.

1.2

Overview of Evacuation Process
The system models related to the evacuation process in the current practices

[5, 25, 26] and the literature [7–13, 20, 21] are summarized in Table 1.1. The system
Table 1.1. System models related to evacuation process
Type of system model
current

mass evacuation process [5, 25]

practice

mass casualty management [26]

literature

Process of system model
assessment

assignment

preparation

transportation
evacuation

disaster management [7–12]

given data

planning and dispatching

emergency medical service [20, 21]

call received

dispatching

integrated aircraft operation system [13]

information

planning

operation

models are composed of three steps: information gathering, planning based on the
information, and execution of the plan. The evacuation process associated with the
proposed evacuation planning model for helicopters is built based on the system ﬂows,
which consists of assessment, planning, and execution, as shown in Fig. 1.1.

Figure 1.1. Evacuation process at the initial phase of the disaster response.
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Immediately after the natural disaster strikes, emergency organizations should
build a rescue and evacuation plan based on the assessment of: (i) the aﬀected areas
using reconnaissance assets (e.g., human resources, manned and unmanned aerial
vehicles, and satellites); and, (ii) available resources for evacuation (e.g., helicopters
and safe locations).
The information from the assessment of the aﬀected areas includes the disaster
locations, the number of victims in each area, and the urgency level of each victim.
The urgency levels can be determined by a triage process [14–19]. The assessment
of available resources is performed by identifying the number of available helicopters
along their aircraft type such as maximum ﬂight time, cruise speed, and capacity.
Safe locations such as hospitals or refuges are also required. A decision–maker (DM)
can determine the assignment of safe locations by considering capacities and available
supports of the safe locations.
Based on the information gathered from the assessment, the DM determines an
evacuation plan for available helicopters to timely save the victims and prevent them
from additional occurrences of the disaster. The determined evacuation plan consists
of delivery schedules for the helicopters that represent which helicopter (who) goes to
which disaster site (where) in what sequence (when). Once the evacuation planning
is completed, the helicopters will execute the determined evacuation plan.

1.3

Organization of This Dissertation
This dissertation is organized as follows: In Chapter 2, the evacuation planning

problem is described and formulated in an optimization problem. In Chapter 3 the
optimization problem is formulated as an ILP to ﬁnd the optimal solution. Nevertheless, because the ILP is impractical to ﬁnd the optimal solution of a large–scale
problem, a computationally eﬃcient algorithm called Cooperative Multiple Agents
based Algorithm (CMA) is proposed in Chapter 4. In Chapter 5, the optimization
problem is extended to address time–varying uncertainty in parameters speciﬁcally,
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the number of victims and the travel times of vehicles are considered. To solve the
formulated problem under time–varying uncertainty, the Stochastic Dynamic CMA
(SDCMA) is proposed. Finally, a summary and suggestions for future research are
presented in Chapter 6.

7

2. OPTIMIZATION PROBLEM FORMULATION
In this chapter, the optimal evacuation planning is described as an optimization problem, and its mathematical formulation is proposed. The objective of the evacuation
planning is to deliver as many victims as possible into predetermined safe locations
within critical evacuation times of the victims. The victims are delivered by the
limited number of aerial vehicles (e.g., helicopters).

2.1

Problem Description
The evacuation problem is formulated for K vehicles and total number of D disas-

ter sites where victims are located. The evacuation planning problem is characterized
by the vehicles located at their bases and the victims located at the disaster sites:
• Each vehicle k ∈ K = {1, · · · , K}, where K is the set of all vehicles, is characterized by its capacity Ck (number of victims that can be loaded), endurance tklim
(maximum ﬂight time without refuels), reset time tkr (time required for refuel
and vehicle system reset), and cruise speed. The base of vehicle k is denoted as
Bk , and it is assumed that more than one vehicle can share a single base, that
6 k0.
is, Bk = Bk0 for some k =
• Each disaster site i ∈ D = {1, · · · , D}, where D is the set of all disaster sites, is
characterized by its geographical location, and its corresponding safe location
Si . Note that diﬀerent disaster sites can share the same safe location, that is,
Si = Si0 for some i 6= i0 . By evaluating the severity or urgency level of each
victim located at a disaster site, the victims are divided into M categories.
Each category m ∈ M = {1, · · · , M } of a victim corresponds to the critical
evacuation time Tm where we assume Tm < Tm0 if m < m0 , where category 1
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is the most urgent. The number of victims of category m at disaster site i is
denoted as ni,m .
An example of three diﬀerent types of vehicles located at two bases and three disaster
sites with assigned destination sites is shown in Fig. 2.1. Note that a base can have
more than one vehicles (e.g., vehicle 1 and 2 are collocated), and a safe location can
be assigned to more than one disaster sites (e.g., disaster site 1 and 2 share the same
safe location).

Figure 2.1. Example of evacuation planning problems for helicopters

The vehicles performing evacuation mission for the victims are assumed to operate
under the following concept of operations:
1. Vehicle k ∈ K must start from its base Bk .
2. A vehicle assigned to visit disaster site i ∈ D must: (i) move to disaster site
i; (ii) load the victims; (iii) move to the corresponding safe location Si ; and,
(iv) unload the loaded victims. The vehicle can then either move to the next
disaster site i0 ∈ D or return to its base Bk . A set of activities from (i) to (iv)
is called travel.
3. Vehicle k starting from its base Bk must return to Bk within its endurance tklim .
When vehicle k arrives at Bk , it requires reset time tkr , and then it can resume
its mission.
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4. For the movement of vehicle described in 2, when a vehicle arrives at the disaster
site i, it must ﬁrst load the victims from the most urgent category up to its
capacity. If there are available spaces after initial loading, it can then load the
victims of the second most urgent category up until its capacity.
A ﬂight of vehicle k starting from and returning to its base Bk is deﬁned as cycle ,
and the ﬂight time of vehicle k for cycle p is deﬁned as cycle time, tk,p . The sequence
of disaster sites assigned to vehicle k for cycle p is called the task list, denoted as Lk,p
where p ∈ P = {1, · · · , P k } and P k is the number of cycles performed by vehicle k. A
k

series of task lists forms an evacuation plan for vehicle k, denoted as Lk = {Lk,p }Pp=1 .
If a victim of category m ∈ M at disaster site i is delivered to the corresponding
safe location Si within its critical evacuation time Tm , then the victim is said to be
serviced. It then becomes an evacuee. Whether a victim can be serviced or not is
determined by the time when he/she is delivered to a safe location. We deﬁne the
k
as the time when a victim of category m ∈ M at disaster site i ∈ D
service time, Ti,m

is delivered to the corresponding safe location Si by vehicle k ∈ K. Note that the
service time includes the elapsed times from the previous cycles.
For a given evacuation plan (a series of task lists), cycle time and service time
are uniquely determined: cycle time is a function of task list, and service time is a
k
= h(Lk ). For example,
function of evacuation plan, that is, tk,p = g(Lk,p ) and Ti,m

consider an evacuation problem shown in Fig. 2.2. This involves one vehicle (k = 1)
and two disaster sites (i = 1 and i = 2) that share the same safe location, i.e.,
S1 = S2 . At the time when the second cycle (p = 2) begins, it is assumed that there
are no remaining victims of categories 1 and 2. Suppose that for cycle 2, task list
L1,2 = {2, 1} is given to vehicle 1. Then, the cycle time of vehicle 1 for cycle 2, t1,2 , is
computed as the sum of travel times and the return ﬂight time from S1 to B1 by using
the geographical locations of the base, disaster sites, and safe locations, along with
the cruise speed of the vehicle. Similarly, the service time of the victims of category
3 at disaster site 2 by vehicle 1, T21,3 , can be computed, as shown in Fig. 2.2.
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Figure 2.2. Example of an evacuation planning problem

As previously stated, the objective is to compute the optimal evacuation plan for a
given ﬂeet of vehicles, Lk for all k ∈ K, in order to maximize the number of evacuees
or to minimize the number of unserved victims. The mathematical formulation is
presented in the following section.

2.2

Mathematical Formulation

2.2.1

Constraints for Feasible Solutions

For each vehicle k ∈ K, the following constraints should be satisﬁed for its evacuk

ation plan Lk = {Lk,p }Pp=1 to be feasible (or to satisfy the concept of operations):
• The ﬂight time of vehicle k for each cycle p ∈ P (cycle time, tk,p ) must be within
the endurance of vehicle k (tklim ):
tk,p ≤ tklim

∀p ∈ P

(2.1)
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• The time when the victims of category m at disaster site i are delivered to
k
) must be within the critical
safe location Si by vehicle k (service time, Ti,m

evacuation time for category m (Tm ):
k
Ti,m
≤ Tm

∀i ∈ D; m ∈ M

(2.2)

The second constraint means that if a victim’s critical evacuation time would expire
before arriving at a safe location, the victim would not be loaded by the evacuation
vehicle. Note that the problem considered is based upon the current practice used in
disaster and emergency responses where medical personnel categorize victims based
on their level of urgency and prioritize their treatment accordingly [15–17].

2.2.2

Cost for Objective

In the Optimal Evacuation Planning Problem (OEPP), the objective is to determine the optimal evacuation plan in terms of maximizing the number of evacuees for
a given set of vehicles. For a feasible evacuation plan Lk for k ∈ K, which satisﬁes the
above two constraints, the number of visits by vehicle k ∈ K to deliver the victims
located at disaster site i ∈ D to its associated safe location during the time interval
(Tm−1 , Tm ] denoted as xki,m , can be determined. For the example in Fig. 2.2, x11,3 = 1
and x12,3 = 1. The number of provided spaces for the victims of category m at disaster
site i by all the vehicles in K is then computed as:
qi,m =

X

Ck xki,m

(2.3)

k∈K

For a disaster site, if the available spaces are suﬃcient to load all the victims of
category m (that is, there are no unserved victims in this category), the algorithm
will then load the victims of next category m + 1. This is based on the fourth concept
of operations (see Sec. 2.1). Otherwise, there exist unserved victims and no available
spaces for the next category.
For mathematical formulation, two variables for victims of category m at disaster
site i are deﬁned, namely: the number of excess space, Ei,m , and the number of
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unserved victims, Wi,m . The latter is the cost to be minimized. When the excess
space appears in the previous category m−1, the victims of category m are evacuated
by the amount of the excess space; thus, ni,m ← ni,m −Ei,m−1 (Line 4 in Algorithm 1).
For the victims of category m at disaster site i, if the number of provided spaces (qi,m ),
exceeds the number of victims, then the excess space amount to Ei,m = qi,m − ni,m
and there are no unserved victims, and Wi,m = 0 (Line 5 and 6 in Algorithm 1);
otherwise, there are unserved victims of Wi,m = ni,m − qi,m and there are no excess
space, Ei,m = 0 (Line 7 and 8 in Algorithm 1). Note that, for the notation purpose,
Ei,0 := 0 is deﬁned, but has no physical meaning.
Algorithm 1: Computation of unserved victims Wi,m and excess space Ei,m
Result: Unserviced victims Wi,m , Excess spaces Ei,m
1

Ei,0 = 0;

2

for m = 1 to M do

3

for i = 1 to D do

6

ni,m ← ni,m − Ei,m−1 ;
P
if k∈K Ck xki,m > ni,m then
P
Ei,m = k∈K Ck xki,m − ni,m ; Wi,m = 0;

7

else

4
5

Ei,m = 0; Wi,m = ni,m −

8

11

k∈K

Ck xki,m ;

end

9
10

P

end
end

For compact notation, the two variables can be simply represented as:
n
o
Ei,m = max qi,m − ni,m + Ei,m−1 , 0
n
o
Wi,m = max ni,m − qi,m − Ei,m−1 , 0

(2.4)
(2.5)

Note that the cost (the number of unserved victims) is a function of an evacuation
�

P P
K
.
plan, that is, i∈D m∈M Wi,m = f {Lk }k=1
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2.2.3

Optimal Evacuation Planning Problem

Using the constraints and cost function discussed in the previous sections, the
evacuation planning problem can be formulated as a nonlinear optimization problem
as follows:
minimize f ({Lk }K
k=1 ) =
{Lk }K
k=1

XX

Wi,m

(2.6)

i∈D m∈M

subject to g(Lk,p ) = tk,p ≤ tklim
k
h(Lk ) = Ti,m
≤ Tm

∀k ∈ K; p ∈ P

(2.7)

∀k ∈ K; i ∈ D; m ∈ M

(2.8)

The cost function (2.6) is deﬁned in terms of the number of unserved victims in order
to maximize the number of evacuees. Constraint (2.7) ensures that each cycle time
is within the endurance of the vehicle. Constraint (2.8) ensures that the victims
loaded by vehicles are delivered to a safe location within their critical evacuation
time. Finding the optimal solution, though, is nontrivial due to the nonlinear and
k
implicit functions such as Wi,m , tk,p = g(Lk,p ), and Ti,m
= h(Lk ) . Furthermore,

realistic conditions for the evacuation, such as various bases, multiple types of vehicles,
and several safe locations, increase the complexity of the problem. Consequently,
ﬁnding the optimal evacuation plan becomes quite challenging. To ﬁnd the optimal
solution, the proposed problem is formulated as an Integer Linear Programming (ILP)
in Chapter 3.
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3. INTEGER LINEAR PROGRAMMING APPROACH
In this chapter, the Optimal Evacuation Planning Problem (OEPP) is formulated as
an Integer Linear Programming (ILP) to ﬁnd the optimal evacuation plan.

3.1

Introduction
The objective of the OEPP is to determine an evacuation plan for dispatching

vehicles to deliver the victims located at several disaster sites. The evacuation planning problem can be classiﬁed as a Vehicle Routing Problem (VRP), which considers
dispatching vehicles to deliver the demands of customers (victims located in disaster
sites) to designated sites (safe locations). The class of VRP is characterized by the
type of vehicle, the number of vehicle depots, their concept of operations, and the
type of customer.
The ﬁrst proposed VRP ﬁnds the minimum cost of single vehicles that include only
one depot to visit all of customers [27]. When multiple types of vehicles are considered,
the problem is classiﬁed heterogeneous VRP [28]. A multi–depot VRP is for vehicles
that depart from several location [29]. If the vehicles have diﬀerent capacities, then
the VRP is called a capacitated VRP. The VRP with pickup and delivery (VRPPD) is
characterized by the vehicle’s operation to pickup goods to be delivered to customer.
When the customer has a speciﬁed time window, the problem is classiﬁed as a VRPPD
with time windows [30]. The proposed OEPP considers: (i) diﬀerent types of aerial
vehicles; (ii) various bases (depots) of vehicles; (iii) evacuation from numerous disaster
sites to several safe locations; (iv) concepts of cycles for vehicles (i.e., departing from
base again after return to the base to deliver victims); and, (v) the victims with
diﬀerent critical evacuation time (deadline). These considerations require a diﬀerent
formulation from the variations of VRP in other studies. As a result, the OEPP
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is formulated as a new variation of the VRP considering properties of actors such
as the victims and vehicles. The VRP is generally formulated as an Integer Linear
Programming (ILP) or mixed integer linear programming whose exact solution may
be obtained. In this regard, the OEPP is formulated as ILP to ﬁnd the optimal
solution.

3.2

Problem Description for Integer Linear Programming Formulation
In this section, the OEPP is described as a variation of VRP with a graph model,

and notations for ILP formulation are deﬁned. Speciﬁcally, the OEPP for K vehicles
and D disaster sites is considered. Each vehicle is located at its own base, and each
disaster site has its own assigned safe location. Victims are located in disaster sites,
and each victims has a category corresponding to its urgency level.

3.2.1

Directed Graph Description

The OEPP can be described as a directed graph model G = (N, A), where N is
the set of nodes, and A is the arc set which connects the nodes. The node set N
includes sets of disaster sites D = {1, · · · , D}, safe locations S = {S1 , · · · , SD }, and
bases B = {B1 , · · · , BK } of K vehicles. The disaster sites, safe locations, and bases
are denoted as nodes for the directed graph G. Then, the set of nodes N consists of
sets of disaster nodes, corresponding safe nodes, and base nodes, i.e., N = D∪S∪B. A
directed arc (i, j) ∈ A, which represents a ﬂow of vehicles, connects the nodes i, j ∈ N
with the direction from node i to node j. For example, (1, S1 ) represents a directed
arc from disaster node 1 to safe node S1 . An example of three vehicles located at two
base nodes and three disaster nodes with assigned safe nodes based on the example
of the OEPP in Chapter 2 Sec.2.1 is shown in Fig. 3.1. The properties of nodes and
operations of vehicles are reintroduced in the following subsections.
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Figure 3.1. Example of directed graph G for three vehicles (K =
3), three disaster nodes (D = 3), and corresponding safe nodes
(S1 , S2 , S3 ) with directed arcs based on the example of the OEPP
in Chapter 2 Sec.2.1

3.2.2

Disaster Node, Safe Node, and Service for Victims

The disaster node i is characterized by its geographical location and the number
of victims, ni ∈ D, to be transported to the corresponding safe node Si . Note that
diﬀerent safe nodes can have the same geographical location, i.e., Si = Si0 for some
i 6= i0 . The victims located at disaster node i are divided into category m ∈ M =
{1, · · · , M }, according to his/her required time, Tm (Tm < Tm0 , if m < m0 ), to be
delivered to the destination node. The number of demands of category m located in
P
disaster node i is denoted as ni,m and hence m∈M ni,m = ni .
As previously explained, if a victim of category m is delivered from its disaster
node to the corresponding safe node within Tm , the victim is said to be serviced. The
delivery is deﬁned as service, and only the serviced (i.e., delivered) victims are called
evacuees. Services provided by several vehicles for disaster node i can exceed the
number of victims of category m located at disaster node i. In that case, the vehicles
can provide services for victims of the next category m + 1 located at disaster node
i, and the services are deﬁned as excess space, Ei,m .
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3.2.3

Base Node and Operation of Vehicles (Trip, Travel, Cycle)

The base node Bk ∈ B is characterized by its geographical location and an assigned
vehicle k ∈ K = {1, · · · , K}. Diﬀerent vehicles can be assigned to the same base, i.e.,
Bk = Bk0 for diﬀerent vehicles k 6= k 0 . Each vehicle k is characterized by its capacity
Ck , cruise speed, reset time tkr , and its endurance tklim . The vehicle k departing from
Bk should return to Bk within tklim , and should spend, a certain amount of reset time
tkr , before the next ﬂight.
Based on the operation concept of vehicles, a vehicle at a disaster node must move
to the corresponding safe node. Also, a vehicle should start from its base and return
to it for reset. Therefore, if a series of disaster nodes are determined, a vehicle’s
schedule will be completely characterized. For example, the schedule of vehicle k
in Fig. 3.2 can be simply represented as (2 − 1), which means that: (i) the vehicle
starting from its base Bk will move to disaster node 2 to deliver the victims there to
the corresponding safe node S2 ; (ii) the vehicle at S2 will move to disaster node 1 to
deliver the victims there to S1 ; and (iii) since S1 is the last element in the schedule, the
vehicle at S1 will return to its base Bk . Accordingly, the vehicle will visit the nodes
with the following sequence: Bk − disaster node 2 − S2 − disaster node 1 − S1 − Bk ,
represented by a sequence of directed arcs {(Bk , 2), (2, S2 ), (S2 , 1), (1, S1 ), (S1 , Bk )}.
In this regard, a ﬂight from and to a vehicle’s base node or a safe node is deﬁned as
a travel and denotes the set of these nodes (starting and ending points of travels) as
Rk = Bk ∪ S = {Bk , 1, ..., D}. Note that each (i), (ii), and (iii) represents a “travel”,
and each directed arc is deﬁned as the trip.
A ﬂight of vehicle k starting from and returning to a base node is deﬁned as a
cycle. A set of trips is subset of a travel, and a set of travel is subset of a cycle.
Also, an ordered set of safe nodes for a cycle is deﬁned as a task list for this cycle
and the task list of vehicle k at p th cycle (cycle p) is denoted as Lk,p . For example,
the task list in Fig. 3.2 is denoted as L1,p = {2, 1}. Since a vehicle is assumed to be
able to reset at its base for the next ﬂight, the vehicle can have multiple cycles. The
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Figure 3.2.
Example cycle consists of directed arcs
{(Bk , 2), (2, S2 ), (S2 , 1), (1, S1 ), (S1 , Bk )} which is represented as
(2 − 1)
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k

evacuation plan for vehicle k is then given as Lk = {Lk,1 , ..., Lk,p , ..., Lk,NP } where
NPk is the number of cycles performed by vehicle k. In this section, the OEPP is
formulated as a problem of ﬁnding Lk,p where p ∈ P k = {1, ..., NPk } and NPk is also a
variable to be determined.

3.3

Integer Linear Programming Formulation

3.3.1

Time Constraints

Travel Time and Cycle Time
The time required for cycle p determines the feasibility of the corresponding Lk,p .
This is measured by elapsed times of travels in the cycle. The travel time of vehicle
k, tki,j , can be computed as follows:
• If i, j 6= Bk , that is, vehicle k ﬂights to safe node Sj , then tki,j is the sum of the
trip time from safe node Si to disaster node j, the load time at the disaster
node, the trip time from disaster node j to safe node j, and the unload time at
the safe node.
• If i = Bk , then tki,j is the sum of the trip time from base Bk to disaster node j,
the load time at the disaster node, the trip time from disaster node j to safe
node Sj , and the unload time at the safe node.
• If j = Bk , then tki,j is the trip time from safe node i to the vehicle’s base Bk .
Note that the starting node cannot be a base (i 6= Bk ) in the latter case.
A cycle time for k in a cycle p, tk,p , can then be calculated by a sum of travel times
between bases, disaster nodes, and safe nodes in Lk,p .
X
k
tk,p =
ti,j
∀k ∈ K; p ∈ P k

(3.1)

i,j∈Lk,p

The cycle time of vehicle k should be within the endurance tklim for a feasible Lk,p ,
that is tk,p ≤ tklim
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Service Time
k
, is deﬁned as the time
To compute the number of evacuees, a service time, Ti,m

when a victim of category m ∈ M at disaster node i ∈ D is delivered to the corresponding safe node Si by vehicle k ∈ V. Note that the service time includes the
elapsed times in the previous cycles. For the victims ni,m included in cycle pm , the
service time is computed from a sum of previous cycle times including the reset times,
and a sum of travel times up until the arrival of the victims of category m located
at disaster node i at Si in cycle pm as shown in Fig. 3.3. The sum of previous cycle
times including the reset times is calculated as:
(pm −1)

X

tk,p + trk × (pm − 1)

(3.2)

p=1

The travel for cycle pm starts from Bk of the cycle pm and ends in Si for victims of
category m located at disaster node i. Then, the service time is determined as:
pm −1
k
Ti,m

=

X

k,pm
tk,p + trk × (pm − 1) + ttravel,i,m

∀k ∈ K; i ∈ D; m ∈ M

(3.3)

p=1
m
where tk,p
travel,i,m represents the sum of travel times of victims of category m located

at disaster node i in the cycle pm as shown in Fig. 3.3. The victims of category m
k
is within the critical evacuation
are regarded as evacuees when the service time Ti,m

time Tm . Understandably, the service time of evacuees should be within the critical
k
≤ Tm .
evacuation time, that is Ti,m

3.3.2

Decision Variable and Cost

Decision Variable
The decision variable, xk,p
i,j,m , is deﬁned as the number of travels of vehicle k
from safe node Si to node j ∈ Sk to deliver the victims of category m in cycle
k
k
}. Note that NP,m
represents the maximum possible number of cyp ∈ {1, · · · , NP,m
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k
Figure 3.3. Example of the service time: Ti,m
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cles for vehicle k to deliver the victims of category m in the critical evacuation time
Tm , which can be determined as discussed below.

Limit for Number of Cycles
For victims in any category m, they can survive if they arrive at safe nodes before
the critical evacuation time of the category, Tm . A cycle includes the trip from the last
k
, the maximum possible operating time
safe node to a base. Hence, to determine NP,m

for vehicle k (Tmk ) to deliver the victims of category m within the critical evacuation
time Tm is deﬁned as:
k
Tmk := Tm + max ti,B
k

(3.4)

i∈Rm

where Rm = {i ∈ R|di,m 6= 0} denotes a set of safe nodes whose corresponding disaster
sites have victims of category m.
Suppose that vehicle k has NP cycles within Tmk and the vehicle spends time Temk,p
for each cycle p ∈ {1, · · · , NP }. Then the following inequality should be satisﬁed:
NP
X

k
≤ Tmk
Temk,p + (NP − 1)Trf

(3.5)

p=1

P P ek,p
k
k
Let N
p=1 Tm = NP × T C m where T C m represents the average cycle time. Incorporating this relationship, (3.5), one can obtain:
NP ≤

k
Tmk + Trf

(3.6)

k

k
T C m + Trf
k

It is obvious that the average cycle–time T C is greater than or equal to the shortest
k
cycle–time, Temk,p , that is, T C m ≥ Temk,p . Since a cycle consists of a series of visits

on disaster sites, the shortest cycle–time must be one of the cycles visiting only one
disaster node at a time. The shortest cycle–time can then be given as:
k
k
+ ti,B
Temk,p = min tB
k ,i
k
i∈Rm

(3.7)

The right–hand side of (3.6) is then bounded as
NP ≤

k
Tmk + Trf
k

k
T C + Trf

≤

k
Tmk + Trf
Temk,p + T k

rf

(3.8)
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k
Since NP is a positive integer, its upper limit must also be a positive integer NP,m
&
'
k + Tk
T
m
rf
k
NP,m
=
(3.9)
Temk,p + T k
rf

where d·e denotes the ceiling function.

Unserved Victims and Excess Space
The allocated space at disaster node i for category m is deﬁned as
qi,m =

XX X

Ck xk,p
j,i,m

(3.10)

k∈K p∈Lkm j∈Sk

The allocated space qi,m is equivalent to (2.3). The number of unserved victims Wi,m
and the number of excess space Ei,m for victims of category m located at disaster
node i can then be computed as:
if nn,m ≥ qi,m , then Wi,m = ni,m − qi,m , Ei,m = 0

(3.11)

if nn,m < qi,m , then Ei,m = qi,m − ni,m , Wi,m = 0
If Ei,m > 0, the sum of the capacities of all the vehicles visiting disaster node i for
category m is greater than the number of victims, so the victims of the next category
m+1 at disaster node i can be loaded by the amount of Ei,m . In this case, the number
of victims of category m + 1 located at the disaster node i is updated as ni,m+1 − Ei,m ,
i.e.,
ni,m+1 ← ni,m+1 − Ei,m

(3.12)

where ← means that the left hand side is updated in conjunction with the right hand
side, and Ei,0 = 0 ∀i ∈ D.
In order to manipulate (3.11) and (3.12) in the ILP formulation, two binary decision variables yi,m , zi,m ∈ {0, 1} are introduced which satisfy
yi,m + zi,m = 1

(3.13)

that is, only one of the two can be equal to 1 and the other becomes 0. With
suﬃciently large constants M1 > 0 and M2 > 0, consider two inequalities
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0 ≤ Wi,m ≤ M1 yi,m

(3.14)

0 ≤ Ei,m ≤ M2 zi,m
which represent that either Wi,m or Ei,m can have a positive value while the other
must become zero. Then, (3.11) and (3.12) are equivalent to the conditions (3.13)
via (3.15) for the decision variables yi,m , zi,m , Wi,m , Ei,m and qi,m
Wi,m − Ei,m = di,m − Ei,m−1 + qi,m

(3.15)

and the OEPP can be formulated in the ILP formulation.

3.3.3

Integer Linear Programming Problem

minimize

XX

Wi,m

(3.16)

i∈D m∈M

subject to
Wi,m − Ei,m = ni,m − Ei,(m−1) −

XX X

Ck xk,p
j,i,m

k j∈Rk
k∈K p∈Lm

∀i ∈ D; m ∈ M; Ei,0 = 0∀i ∈ D
(3.17)
0 ≤ Wi,m ≤ M1 yi,m

∀i ∈ D; m ∈ M

(3.18)

0 ≤ Ei,m ≤ M2 zi,m

∀i ∈ D; m ∈ M

(3.19)

yi,m + zi,m = 1

∀i ∈ D; m ∈ M

(3.20)

Time constraints
X
k
tki,j xk,p
i,j,m ≤ Tlim

∀k ∈ K; m ∈ M; p ∈ Pmk

(3.21)

i,j∈Rk
mc
X

⎡

⎤
X X

� k

k
k
⎦ − Tf,m
tki,j xk,p
≤ Tmc
i,j,m + tr NP,m − 1
c

⎣
m=1

where

k
NP,m

=

p∈Lkm i,j∈Rk

X X
k j∈Rk
p∈Pm

k,p
xB
;
k ,j,m

k
Tf,m
c

(3.22)
=

X
i∈Rk

k
k,Nm
k
ti,B
x
;
k i,Bk ,mc

∀k ∈ K; m ∈ M
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Routing constraints
X

xk,p
i,j,m −

j∈Rk

X

X

xk,p
j,i,m = 0

∀k ∈ K; i ∈ Rk ; m ∈ M; p ∈ Pmk (3.23)

j∈Rk
k,p
xi,B
=
k ,m

i∈Rk

X

X

k,p
xB
≤1
k ,j,m

∀k ∈ K; m ∈ M; p ∈ Pmk

(3.24)

∀k ∈ K; m ∈ M; p ∈ Pmk

(3.25)

j∈Rk

xk,p
i,j,m ≤ M3

i,j∈Rk

X

xk,p
Bk ,j,m

j∈Rk

xk,p
Bk ,Bk ,m = 0
X k,p
k,p
xi,j,m ≤ |Um
|−1

∀k ∈ K; m ∈ M; p ∈ Pmk

(3.26)

∀k ∈ K; m ∈ M; p ∈ Pmk ;

k,p
i,j∈Um

(3.27)

!
k,p
|
∀|Um

= 2, · · · ,

X

k,p
xi,j,m

−1

i,j∈Rk

Variables
k,p
xk,p
i,j,m , Wi,m , Ei,m , yi,m , zi,m ∈ Z; xi,j,m ≥ 0

(3.28)

k,p
xk,p
Bk ,j,m , xi,Bk ,m , yi,m , zi,m ∈ {0, 1}

Constraints (3.17) through (3.20) are equivalent to (3.11). Constraint (3.21) ensures that the operation time of a vehicle for a cycle is within its endurance. Constraint (3.22) represents assigned travel to deliver victims in a certain category mc
should be performed by the critical evacuation time Tmc . The left–hand side of (3.22)
indicates a cumulative sum of vehicle’s operating times to deliver victims in category
mc . The operating times contain the reset time tkr among the cycles, and the various
cycle times. Since the latest travel from the safe nodes to a base does not deliver
k
is excluded from the operating times. The latest
victims, the latest travel time Tf,m
c
k
travel belongs to the last cycle in category mc . Note that NP,m
represents the number

of cycles Pmk of vehicle k to deliver victims in category m. Because vehicle k departs
from the corresponding base Bk only once per cycle, the number of departures in
category m is equivalent to the number of cycles.
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Constraints (3.23) through (3.27) are related to vehicle routing: Constraint (3.23)
represents the number of inﬂow to a certain node and is identical to the number of
outﬂows from the node. Constraint (3.24) ensures that a vehicle departs from and
arrives at its corresponding base only once for a given cycle. Constraint (3.25) assures
that a cycle exists only if a departure from a base exists. If no departure exists in a
cycle, the right–hand side term becomes zero, and the left hand side is bounded by
zero. If at least one departure exists, i.e., xk,p
Bk ,j,m = 1 for some j ∈ R, then the terms
k,p
xi,j,m
can have any nonnegative value since their sum is bounded by a suﬃciently

large positive number, M3 . Constraint (3.26) ensures that a trip from a base without
visiting any disaster sites is not allowed. Among the travels from node i ∈ R to node
j ∈ R which satisfy all the constraints (3.21) through (3.26), there can exist a subtour,
which is one of well–known issues in vehicle routing problems [27]. Constraint (3.27)
is included to eliminate subtours, which, if it exists, results in infeasible routes. A
k,p
for each cycle of vehicle k in category m.
nonempty subset of Sk is denoted as Um

The subtour elimination constraints follows the logic in solving the traveling salesman
problem [31].
The ILP formulation of evacuation problem can be solved using an existing solver
for the ILP. The existing approaches use several branch and bound techniques with
cutting plane methods.

3.4

Numerical Example

3.4.1

Example Scenario

In this section, the proposed model described in Section 3.2.1 is demonstrated
using real–world data. It is assumed that an initial evaluation of the disaster areas
has been conducted by reconnaissance: this, in turn, provides the required parameters
for the proposed model. As shown in Fig. 3.4, the locations of disaster sites, safe
destinations, and helicopter bases are assumed to be identiﬁed by satellite image for
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a wide area search. This information is based upon data from the Great East Japan
earthquake and tsunami of 2011, available in [13].

Figure 3.4. Given set of disaster sites, bases, and destinations

The number of victims and their urgency status are assumed to be observed by
a ﬂeet of unmanned aerial vehicles and helicopters during a detailed search. The
urgency levels are represented as three categories deﬁned in [17]: immediate, delayed,
and minimal. The victims of the immediate (m=1) category require immediate cares
within two hours (T1 = 2 hours). The victims of the delayed category (m=2) can
survive if they are transported to safe nodes within six hours (T2 = 6 hours) and the
victims of the minimal category (m=3) require minimal care within 12 hours (T3 = 12
hours). The number of categorized victims are shown in Table 3.1. Geographical
distribution of disaster sites are shown in Fig. 3.4. There are three safe locations, and
two bases, and Si are preassigned to disaster node i.
Three types of helicopters (heavy, medium, and light) are considered according to
the classiﬁcation of rescue helicopters in [32]. As shown in Table 3.2, heavy, medium,
and light helicopters can load up to 25, 12, and 5 victims, with the maximum ﬂight
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Table 3.1. Categorized victims on each disaster node
Disaster node

Immediate

Delayed

Minimal

Total

1

15

61

20

96

2

25

42

112

179

3

77

16

33

126

4

92

42

13

147

Total

209

161

178

548

time of 3, 2.5, and 2 hours, and with cruise speeds of 240, 280, and 240 km/hours,
respectively. All helicopters require 0.5 hour for reset. Since evacuation missions take
place during the initial stage of the response phase, the number of available vehicles
will be limited. An evacuation ﬂeet is assumed to have ﬁve helicopters (vehicle #1 heavy; vehicles #2 to #4 - medium, and vehicle #5 - light). One of the bases possess
vehicles 1 and 2, and the other base has vehicles 3 to 5.
Table 3.2. Speciﬁcations of helicopters
Size

Capacity [passengers]

Heavy

25

3

240

0.5

Medium

12

2.5

280

0.5

Light

5

2

240

0.5

3.4.2

Endurance [hour] Cruise Speed [km\hour ]

Refuel Time [hour]

Evacuation Planning Results

The OEPP is solved by an existing ILP solver (Gurobi Optimization, Inc. 2018).
As a result, the helicopters are assigned to deliver given victims, and the feasible
schedules of each vehicle are calculated based on the assignments. The results are
shown in Table 3.3. The schedules are presented in Fig. 3.5. The reset times of
helicopter k are denoted as blue block tkr in the schedules. The helicopters have
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Table 3.3. Assignment for results of helicopters
Disaster

helicopter 1

helicopter 2

Immediate

Delayed

1

0

1

0

0

1

1

2

1

1

1

0

0

4

3

0

0

0

0

0

4

0

0

1

2

2

Disaster

Minimal Immediate

helicopter 4

Delayed

helicopter 3

node

Minimal Immediate

Delayed

Minimal

0

2

3

0

0

2

0

1

0

0

0

1

1

0

helicopter 5

node

Immediate

Delayed

Minimal Immediate

Delayed

Minimal

1

0

0

0

2

1

1

2

0

1

3

1

1

2

0

1

2

3

2

1

1

4

1

1

0

0

1

0

cycles before and after the reset times. Note the helicopters are assumed to remain at
their own bases after the last delivery is ﬁnished: the blue blocks contain Base Bk at
the end of schedules indicate the length of stay. The cycles between refueling consist
of the victims blocks that are white blocks, which contain both the disaster node i,
and gaps among the blocks. The victims blocks represent a schedule for delivering
victims from disaster node i to corresponding safe node Si . The block time starts as
a helicopter visits the disaster node i, and ends as the helicopter ﬁnishes unloading
the victims at Si . Gaps among the blocks denote the trip–time of vehicles which are
not carrying victims. The ﬂight time of helicopter in each cycle is a sum of the length
of victims blocks and length of the gaps. As expected, the schedules show that ﬂight
times of each helicopter do not exceed the endurance as delineated in Table 3.2.
Furthermore, it can be shown whether the helicopters accomplish the assigned
deliveries in Table 3.3. The categories, immediate, delayed, and minimal can be
distinguished with red dotted line for 2 hours, 6 hours, and 12 hours, and all of the
assigned deliveries are ﬁnished by the requested service time. For example, helicopter
1 is assigned to the delivery from disaster node 1 and 2 for the delayed category, as
shown in Fig. 3.3. According to the schedule in Fig. 3.5, helicopter 1 completes the
deliveries within 6 hours.
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Figure 3.5. Schedules of the helicopters

As the results of assignment, the number of serviced and unserved victims are
obtained. The numbers of unserved victims are illustrated on the right hand side
of Fig. 3.6. The total unserved victims are 92 out of 548 total victims (a survival
rate of 83.2%). The unserved victims can be found only in the immediate category
because the victims in this category outnumber the capacities of the helicopters.
Consequently, all of the victims in the category cannot be rescued in time. Since
the ILP approach guarantees optimality, the number of unserved victims cannot be
lowered; hence, additional vehicles are required to rescue all of the victims. If the
given victims can be delivered by the allocated helicopters, feasible evacuation plans
will be generated by solving the proposed formulation. When the numbers of victims
in the category decreases as in Table 3.4, the solution demonstrates that all the
victims can be evacuated safely in time. The decreased and increased numbers of
victims are highlighted in blue and red, respectively.
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Figure 3.6. Given victims and unserved victims after the evacuation

Table 3.4. Categorized victims on each disaster node
Disaster node

3.5

Immediate Delayed

Minimal

Total

1

15

61

20

96

2

19

48

112

179

3

20

26

80

126

4

50

42

55

147

Total

104

177

267

548

Conclusion
In this chapter, the Integer Linear Programming (ILP) formulation for the Opti-

mal Evacuation Planning Problem (OEPP) is proposed. The urgency levels of victims
have been considered to more accurately model a real–world situation. Results based
upon actual data oﬀer a solution that minimizes unserved victims with feasible schedules for individual helicopters. The proposed method has been shown to optimally
manage the OEPP for victims with diﬀerent urgency levels. The ILP formulation,
however, is intractable to solve a large–scale problems, involving more realistic sce-
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narios. In the following section, the cooperative multiple agents based approach is
introduced to address these types of practical problem.
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4. COOPERATIVE MULTIPLE AGENTS BASED
ALGORITHM FOR DETERMINISTIC AND STATIC
PROBLEM
4.1

Introduction
In Chapter 3 [33], the evacuation planning model was formulated as an Integer

Linear Programming (ILP) so that the optimal evacuation planning to maximize
the number of evacuees can be obtained. A limitation of the ILP formulation is
that as the complexity (e.g., the number of urgency levels) and dimension (e.g., the
number of disaster sites) increase, the problem becomes more intractable due to its
computational complexity. Note that the evacuation problem is a special kind of the
vehicle routing problem which is non–deterministic polynomial–time hard (NP–hard)
as a consequence, the Optimal Evacuation Planning Problem (OEPP) is NP–hard.
In other words, the ILP formulation could be intractable for a large–scale problem. In
addition, the information from the assessment may have uncertainties or the disaster
situation may change over time. Thus, the planning and execution needed to form
an iterative process due to these uncertainties, coupled with the dynamic changes of
information, are not explicitly considered in the OEPP in Chapter 2. This requires
the planning algorithm to be fast enough so that it can be implemented in real–world
situations where the situation changes over time. A speciﬁc required time frame of
the planning algorithm can vary according to the diﬀerent Decision Makers (DMs),
environments, time frame, and delays involved. Delays include times for planning
(by a planner), deciding (by a DM), and preparing (by vehicle operators) the plan
of execution. In practice, critical evacuation time of the most urgent victims can
be about 10 to 15 minutes (e.g., very urgent victims in Manchester triage needed
treatments in 10 minutes [18], and victims of category 2 in Canadian triage required
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treatment within 15 minutes [19]). For the OEPP, a few minutes is considered as the
required time frame for planning algorithm.
To ﬁnd the optimal solution in a reasonable time, several heuristic approaches
have been proposed [34–39]. The Evolutionary Algorithms (EA), such as genetic algorithm [34], ant colony optimization [35], and particle swarm optimization [36], are
frequently adopted as a population–based heuristic approach for NP–hard problems.
Nonetheless, it is nontrivial to establish the appropriate parameters and schemes in
the EA for complex problems, and the solutions generated by the EA are not consistent due to its randomness. To obtain consistent solutions, traditional rule–based
heuristic approaches such as local search heuristics and heuristic constructions can
be applied [37–39]. The performance of the rule–based methods highly depends on
how the rules are deﬁned for a given problem. Since it is diﬃcult for the traditional rule–based methods to adequately account for the complexity of the proposed
evacuation problem, a new heuristic method, called the Cooperative Multiple Agents
based Algorithm (CMA), is proposed based on the idea of the Agent–based Modeling (ABM) [40]. The ABM is a computational model to simulate the behavior of a
complex system. It consists of agents who interact with each other, and has been frequently applied to biology, economics, and social sciences. From the point of view of
the ABM, the helicopters and the victims in the evacuation problems can be seen as
supplier agents (or Vehicle Agents, VAs) and consumer agents (or Customer Agents,
CAs) of the evacuation service.
In this chapter, the rules of each agent and their interactions are described that in
terms of the the operational characteristics of aerial vehicles (VAs) and the diﬀerent
urgency levels of victims (CAs) such that the proposed CMA can generate a high–
quality solution with reduced computational complexity.
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4.2

Cooperative Multiple Agents based Algorithm
The CMA consists of interactions between two types of agents, Vehicle Agents

(VAs) and Customer Agents (CAs) as shown in Fig. 4.1. The algorithm starts from
construction of initial evacuation plan (Algorithm 2) by the VAs with given data of
the CAs and safe locations. It then searches for an optimal solution by updating task
lists of the VAs. The task lists of the VAs are evaluated by the CAs (Algorithm 3)
to enhance the quality of the solution. Then, the VAs update the task lists based
on the evaluation (Algorithm 4), and the interaction between the VAs and the CAs
continues while the request for updating task list from the CAs exists.

Figure 4.1. Structure of the Cooperative Multiple Agents based Algorithm (CMA)

4.2.1

Construction of Evacuation Plan

For the task list construction, each vehicle k (or VA k) assumes that only vehicle
k will perform an evacuation. The objective of each VA is to construct a feasible
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evacuation plan, while satisfying two constraints (2.7) and (2.8) in order to optimize
the cost (2.6).
For VA k, its task list for the ﬁrst cycle (p = 1) is initialized as Lk,p = ∅. Starting
from the ﬁrst category m = 1, a set of disaster sites to be searched, Dc , is determined
as:
Dc = {i ∈ D| Ti,m = h(Lki ) ≤ Tm ,

ni,m =
6 0}

(4.1)

where Lki = {Lk,1 , · · · , Lk,p−1 , Lk,p
i } is a candidate evacuation plan, and its last task
k,p
← Lk,p ∪last i where ∪last denotes the operation in which to
list Lk,p
i is computed as Li

insert the second term, i, on the end of the ﬁrst term, Lk,p . That is, if a disaster site in
Dc has more than one victim of category m, and VA k chooses to load those victims,
then the victims can be delivered to a safe location within the critical evacuation
time Tm . If Dc is not an empty set, then VA k constructs its evacuation plan outlined
below.

Insertion Candidate Selection
Starting from the ﬁrst category m = 1, VA k selects a disaster site from Dc that
is to be inserted to the end of its task list as follows:
k
• First, for all i ∈ Dc , the expected number of evacuees is computed as ri,m
=

min{Ck , ni,m }, where Ck is the capacity of VA k, and ni,m is the number of
victims of category m at disaster site i. A set of disaster sites with the maximum
expected number of evacuees is then deﬁned as:
k
Ikm = arg max ri,m
i∈Dc

(4.2)

Note there can be more than one disaster sites in Ikm because, in real–world
situation, the number of victims is highly likely to exceed the capacity of a VA
k
= Ck .
so that more than one disaster sites can have ri,m

• Among the disaster sites in Ikm , the one with the shortest travel time needs to
be selected so that the VA can have more time to deliver other victims, in order
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to maximize the number of evacuees. Hence, the disaster site to be inserted to
the task list, called insertion candidate, is determined as:
k
i∗ = arg min tlast→i
i∈Ikm

(4.3)

where tklast→i is the travel time of VA k from the last disaster site in the task
list to disaster site i in Ikm . Note that, for an empty task list for cycle p, (i.e.,
Lk,p = ∅), no disaster site is on the list, therefore the last disaster site is regarded
as the base of VA k, Bk .
• After the insertion candidate i∗ is determined, VA k computes the increased
k,p
k,p
cycle time of task list Lk,p
∪last i∗ . If the
i∗ based on the operation Li∗ ← L
k,p
k,p
k
increased cycle time, g(Lk,p
i∗ ) = t , is within the endurance, tlim , then Li∗

becomes the task list in the initial evacuation plan of VA k; otherwise, VA k
searches another insertion candidate from Dc from which i∗ is removed.

Update of Task List and Number of Victims
Once the disaster site i∗ to be inserted to the task list is determined, the task list
and the number of victims are updated as:
k,p
∪last i∗
Lk,p
i∗ ← L
k
if Ck ≤ ni∗ ,m , then ni∗ ,m ← ni∗ ,m − ri,m

(4.4)

(4.5)

if Ck > ni∗ ,m , then ni∗ ,m+1 ← ni∗ ,m+1 + ni∗ ,m − Ck , and ni∗ ,m ← 0
Note that if VA k can deliver more than the number of victims of category m in the
disaster site i∗ , it will necessarily deliver the victims of next category m + 1 by the
number of excess space (Ck − ni∗ ,m ). In this case, the number of victims of category
m is updated to zero.
The cycle is updated while its cycle time is within the endurance of VA k (Line
3 in Algorithm 2) and the set Dc is not an empty set; otherwise, the construction of
the current cycle is completed, and the next cycle starts to be constructed. While
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k
performing the above procedures, if the expected number of evacuees ri,m
become

zero for all disaster sites or the set Dc becomes an empty set, then the VA starts to
update for the next category, m + 1.
Algorithm 2: Evacuation plan construction of the VA k
Result: Task List Lk
1

Initialize: m = 1, p = 1, Lk,p = ∅;

2

k
k
while m ≤ M ; and ∃i ∈ D : Ti,m
≤ Tm , and ri,m
> 0 do

3

while tk,p ≤ tklim and ∃i ∈ Dc do

4

Insertion candidate selection;

5

if g(Lk,p ∪last i∗ ) = tk,p ≤ tklim then
Update of task list and the number of victims;

6

else

7
8

Dc ← Dc \ i∗ ;

9

if Dc = ∅ then
p ← p + 1 then Lk,p = ∅;

10

end

11

end

12
13

end

14

if Dc = ∅ then
m ← m + 1;

15
16
17

end
end

Note that the two constraints are addressed in Line 3 (for cycle time) and Line 2
(for service time), and the cost will be optimized via Lines 4 and 6 in Algorithm 2.
However, since each VA forms its own evacuation plan independent of the other VAs,
some CAs can have undesirable excess space provided by the VAs. To address this,
the CAs adjust the number of visits by the VAs to minimize the excess space.
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4.2.2

Selection of Vehicle Agents by Customer Agents

The CAs attempt to make the number of provided spaces to disaster site i for
victims of category m by VA k as close as possible to the number of victims of category
m at disaster site i. We denote xki,m as the number of visits for disaster site i, whose
victims are serviced by VA k within Tm . If CA i has the number of provided spaces
P V
k
that exceeds the number of victims, ni,m ≤ N
k=1 Ck xi,m , then, it rejects unnecessary
VAs by updating the number of visits. The updated number of visits, denoted as
xk∗
i,m , is determined by solving the following integer linear optimization problem:
minimize
xk∗
i,m

K
X

Ck xk∗
i,m − ni,m

(4.6)

k=1

subject to
ni,m −

K
X

Ck xk∗
i,m ≤ 0

∀i ∈ D; m ∈ M

(4.7)

k=1
k∗
− xki,m ≤ 0
xi,m

∀i ∈ D; m ∈ M; k ∈ V

(4.8)

where xk∗
i,m ∈ N is the decision variable, the constraint (4.7) ensures the selection is
executed only by the CA that has excess space. Moreover, constraint (4.8) ensures
the updated number of visits is smaller than the one before the update. As a result of
the update, each rejected VA k has the number of rejected visits for each CA i. The
set of the rejected visits for the vehicle is deﬁned as the task removal set, denoted as
k

L . The task removal set is used for updating the task list of corresponding vehicle.
The selection procedure is shown in Algorithm 3.

4.2.3

Interaction between Vehicle Agents and Customer Agents

The CMA searches a feasible evacuation plan to maximize the number of evacuees
under interactions between the VAs and the CAs. After the VAs build an initial
evacuation plan (Algorithm 2), the CAs search and reject unnecessary services by the
VAs, and provide the number of victims ni,m and the task removal set for each VA
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Algorithm 3: Selection of the VAs by CA i
Result: Task Removal Set L
1
2
3

Build xki,m from Lk ;
P
k
if ni,m − K
k=1 Ck xi,m ≤ 0 then
i
hP
K
k∗
k
−
n
xi,m
= arg minxki,m
C
x
;
k
i,m
i,m
k=1
k
if xk∗
i,m < xi,m then

4

Send update request: xk∗
i,m ;

5

end

6
7

k

end

(Algorithm 3). The VAs then interact with the CAs to update their evacuation plans
by (i) task removal and (ii) task insertion.
For (i), the VAs update the evacuation plans by removing the indices based on the
task removal set L̄k provided by the CAs (Line 3 in Algorithm 4). If VA k removes
tasks, it can have more times to add other CAs into Lk , providing services for other
CAs.
For (ii), the VAs insert new tasks into their evacuation plans based on the updated
data of the CAs. This involves searching insertion candidates and then selecting the
updated evacuation plan that minimizes the insertion cost (travel time increased by
the insertion).
• To search the insertion candidates, starting from the ﬁrst category m = 1, a set
e c , is deﬁned as:
of disaster sites to be searched, D
e c = {i ∈ D| ni,m 6= 0}
D

(4.9)

e c , the VAs then compute the expected number of evacuees
For disaster sites in D
k
= min{Ck , ni,m }, and search a set of insertion candidates (the disaster sites
ri,m

that have the maximum expected number of evacuees), deﬁned as:
k
Ikm = arg max ri,m
ec
i∈D

(4.10)
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• With the set of insertion candidates Ikm , the insertion is performed by considering all the possible evacuation plans updated with an insertion candidate.
This is unlike the construction of initial evacuation plan (Algorithm 2) that
concatenates an insertion candidate at the end of the original evacuation plan.
k

Let Lk = {Lk,p }Pp=1 be the evacuation plan updated by task removal, then in
task list Lk,p , there are |Lk,p | + 1 possible insertion locations where |Lk,p | is the
number of tasks in Lk,p . For example, if Lk,p = {3, 1} (that is, |Lk,p | = 2), then
there are three possible insertion locations, i.e., before 3, between 3 and 1, and
after 1. In this regard, a set of possible insertion locations in Lk,p is deﬁned as
Λk,p := {1, · · · , |Lk,p | + 1}.
For each task i ∈ Ikm , the set of possible insertion locations l ∈ Λk,p is ﬁrstly
computed that satisfy the constraints (2.7) and (2.8),
n
=
l ∈ Λk,p
Lk,p
i



k
ek,p ≤ tlim
g L
,
i→l



o
ek
h L
≤
T
m
i→l

(4.11)

ek,p is the updated task list of Lk,p and L
ek is the updated evacuation
where L
i→l
i→l
plan of Lk , by inserting task i at location l. Then, among [i, l] ∈ Ikm × Lk,p
i , the
optimal task (i∗ ) to be inserted to Lk,p with corresponding insertion location
(l∗ ) is determined as the one that minimizes the insertion cost, namely:
[i∗ , l∗ ] = arg min tki→l
k ,l∈L
i∈Im
i

(4.12)

where tki→l represents the insertion cost, i.e., the travel time increased by inserting task i at location l of Lk,p . If there are no feasible insertion candidate
= ∅ ∀i ∈ Ikm , the VA removes the insertion candidates
locations, that is, Lk,p
i
in Ikm from Dc , and repeats the above task insertion procedure.
The evacuation plan update via task removal and task insertion as shown in
Algorithm 4. An example of the evacuation plan update by a VA in Algorithm 4 is
shown in Fig. 4.2. The VA is assumed to have an evacuation plan {3, 2, 1}, and receive
a task removal set only from CA 2. The service for CA 2 in the evacuation plan is then
removed [(i) in Fig. 4.2], and the VA searches insertion candidates. In the example,
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Algorithm 4: Evacuation plan update of VA k
Result: Updated task list Lk
1

Receive update request xk∗
i,m ;

2

while ∃i ∈ Lk :

3

Lk ← Lk \ i;

k
xk∗
i,m < xi,m do

4

end

5

m = 1;

6

while m ≤ M ; and ∃i ∈ Dc do

7

k
Ikm = arg maxi∈Dc ri,m
;

8

[i∗ , l∗ ] = arg mini∈Ikm ,l∈Li tki→l ;

9

if Lk,p
=∅
i

∀i ∈ Ikm then

10

Dc ← Dc \ i ∈ Ikm ;

11

if Dc = ∅ then
m←m+1 ;

12

end

13
14

else
ek,p ;
Lk,p ← L
i→l

15
16
17

end
end

CA 1 and CA 4 are assumed to have the maximum number of expected evacuees;
hence, they are determined as the insertion candidates [(ii–a) in Fig. 4.2]. In (ii–b) in
Fig. 4.2, each of the insertion candidates (CA 1 and CA 4) is inserted to the VA’s task
list {3, 1} by considering all possible cases, that is, {1, 3, 1}, {3, 1, 1}, {4, 3, 1}, {3, 4, 1},
and {3, 1, 4}. Among these cases, the solution that satisﬁes the constraints (2.7) and
(2.8), and minimizes the insertion cost as in Eq. (4.12) is selected as the optimal. In
this example, it is optimal for CA 4 (i∗ = 4) to be inserted at the second location
(l∗ = 2) in {3, 1}, thereby the VA’s task list being updated as {3, 4, 1}.
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Figure 4.2. An illustrative example of a task list update process in Algorithm 4

4.2.4

Computational Complexity of Algorithm

As discussed above, the proposed algorithm consists of task insertion by the VAs
and task removal by the CAs. In this section, the time required for task insertion
and task removal are analyzed as follows:
• In Algorithms 2 and 4, the VAs search insertion candidates from the CAs, where
the number of the CAs is D. For a given vehicle and victim’s category, suppose
that the maximum length of the vehicle’s evacuation plan (in terms of the
number of disaster sites included) is denoted as NP . Note that NP is determined
by the geographical distributions of nodes – including disaster sites, bases, and
safe locations – and a vehicle’s endurance and speed. The task insertion problem
is to ﬁnd a new evacuation plan by: (i) determining task insertion candidates
from D disaster sites; and, (ii) considering all possible evacuation plans updated
with a task candidate. For both (i) and (ii), a comparison sort – a type of sorting

44
algorithm to ﬁnd the maximum or minimum value in input data – is used which
has a time complexity of O(n log n) for the input of size n. For (i), the size of
the input (i.e., the number of disaster sites) is D, and the time complexity is
given as O(D log D). For (ii), the size of input (i.e., the maximum length of an
evacuation plan) is bounded by NP D, and thus the time complexity is given as
O(NP D log (NP D)). Hence, the asymptotic worst–case time complexity of the
task insertion problem is obtained as:
O(NP D2 log D log (NP D))

(4.13)

• In Algorithm 3, the CAs solve the ILP in terms of a (bounded) knapsack problem
[41]. Given a set of n items, each of which has a weight wi , i ∈ {1, · · · , n} along
with Qi copies of item i, and consider a knapsack that has the maximum weight
capacity of W . The (bounded) knapsack problem is then structured to maximize
the sum of the weights of the items in the knapsack, constrained by the sum of
the weights of the knapsack’s capacity. The bounded knapsack problem can be
solved in O(nW ) by using dynamic programming [41].
Suppose that there are K vehicles (each of which has the capacity of Ck , k ∈
K = 1, · · · , K and the maximum number of visits to a disaster site (where there
are d victims) by vehicle k is denoted as vk . Then, the largest magnitude of
P
possible excess space is computed as NE = K
k=1 (Ck vk − d). The task removal
problem is to determine how many visits should be removed from vk k ∈ V while
maintaining NE ≥ 0. For example, assume that a disaster site has 10 victims
(d = 10), vehicle 1 has a capacity of 3 (C1 = 3), the maximum number of
visits of 4 (v1 = 4), vehicle 2 has a capacity of 5 (C2 = 5), and the maximum
number of visits of 1 (v2 = 1). The largest magnitude of possible excess space
is computed as NE = 3 × 4 + 5 × 1 − 10 = 7. The task removal problem is
equivalent to the problem of how many copies (visits) of item 1 (vehicle 1) and
item 2 (vehicle 2) should be contained (removed) in the knapsack of capacity 7
(the largest magnitude of possible excess space). In this example, the optimal
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solution is to contain two copies of item 1 in the knapsack, or in other words,
to remove two visits of vehicle 1. Therefore, the asymptotic worst–case time
complexity of the task removal problem is obtained as:
O(KNE )

(4.14)

From the above discussion, both the time complexities of task insertion,
O(NP D2 log D log (NP D)), and the task removal, O(KNE ), are polynomial time.
Consequently, the proposed CMA can outperform the ILP approach in Chapter 3 [33]
that has exponential complexity in the running time.

4.3

Numerical Analysis
In this section, the performance and computational complexity of the proposed

CMA are demonstrated with illustrative examples based on real–world data. The
OEPP is solved on Intel Core i7–6500 CPU at 2.5GHz with 8 GB of RAM running
on Windows 10 and using MATLAB R 2015a.

4.3.1

Simulation Scenario

The disaster assessment data include the number of categorized victims, their
locations, and safe locations. The safe locations are preassigned to the victims considering distances between the locations of victims and safe locations, the number of
victims, and capacity of safe locations. The size of a disaster site and locations of
victims are generated based on the data from the Great East Japan earthquake and
tsunami in 2011 [13]. The information about the helicopters and safe locations is
adopted based on the data from the Atlas and Database of Air Medical Services [42].
As previous discussed, the three types of helicopters are classiﬁed based upon their
weights [43]: heavy, medium, and light. As shown in Table 4.1, heavy, medium, and
light helicopters can load up to 25, 12, and 5 victims, with the maximum ﬂight time
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of 3, 2.5, and 2 hours, and cruise speeds of 240, 280, and 240 km/hours, respectively.
All the helicopters require 0.5 hour for refuel.
Table 4.1. Speciﬁcations of helicopters
Capacity [passengers]

Endurance [hour] Cruise Speed [km\hour ]

Refuel Time [hour]

Heavy

25

3

240

0.5

Medium

12

2.5

280

0.5

Light

5

2

240

0.5

Urgency levels (or categories) of victims are decided by a team of ﬁrst responders or
triage methods [15,16]. Victims are categorized as: immediate, delayed, and minimal
[17]. The victims of the immediate (m=1) category require immediate cares within
two hours (T1 = 2 hours). Similarly, victims of the delayed category (m=2) can
survive if they are delivered within six hours (T2 = 6 hours), and the minimal category
victims (m=3) within 12 hours (T3 = 12 hours).

4.3.2

Computational Time Complexity

To illustrate the time complexity of the proposed CMA, it is compared with the
ILP approach [33] that ﬁnds the optimal evacuation plan but not within a reasonable
computation time. Secondly, the Particle Swarm Optimization (PSO) approach in [13]
that solves the similar problem (but not the same, e.g., single level of urgency in [12]
but multiple levels of urgency) within an acceptable computation time. In Fig. 4.3,
the computation times of the three approaches (CMA, ILP, and PSO) are presented.
The ILP requires substantial computation time, even for the small number of disaster
sites (e.g., 1.5 hours for 7 disaster sites). This is undesirable or even not allowed in
evacuation planning for victims in the immediate category (T1 = 2 hours) due to a
possible time delay between planning and execution. Hence, the ILP cannot timely
generate the optimal evacuation plan for a large–scale problem. On the other hand,
both the CMA and PSO in [13] can compute the solutions for large–scale problems in

47
practical time (e.g., within 10 seconds for 160 disaster sites) as illustrated in Fig. 4.3.
As the number of disaster sites increases, the CMA requires longer computation time
than the PSO, however, it is fast enough for practical use. To compare the two
diﬀerent approaches, the three items followings are considered:
• Since the PSO involves a single evacuation critical time (or urgency level), this
approach is sequentially applied by setting the single critical evacuation time as
the critical time for each category, in other words, only the victims of category
1 are considered ﬁrst, then only the victims of category 2, and so on.
• The operation concepts of the CMA are adjusted such that the number of travels
per cycle is set to one and the bases are chosen as the safe locations as in the
PSO. In both methods, multiple bases are assumed for the vehicles.
• The CMA has no design parameters in the algorithm, but the PSO has schemes
such as deﬁning particles and design parameters such as population size, weight,
and position acceleration. The schemes and parameters from [13] were adopted.

Figure 4.3. Computation time comparison of the ILP and the CMA
for varying number of disaster sites with ﬁxed numbers of vehicles,
categories, and victims
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In addition, the required computation time of the CMA was tested by changing
the number of each variable, including disaster sites, vehicles, and categories of victims. The vehicles are assumed to have the characteristics speciﬁed in Table 4.1 with
the bases speciﬁed. The victims are randomly distributed within 100km×100km geographical area. The computation times for the various numbers of disaster sites (up
to 300), vehicles (up to 30) and categories (up to 10) are shown in Fig. 4.4. Two of the

(a) Computation times of the CMA

(b) Computation times of the

according to the diﬀerent numbers

CMA according to the diﬀerent

of disaster sites and categories

numbers of disaster sites and vehicles

(c) Computation times of the CMA
according to the diﬀerent numbers
of categories and vehicles

Figure 4.4. Computation times of the CMA according to diﬀerent
number of variables

variables are altered, while the third variable is held ﬁxed: in each case, the number
of vehicles, categories, and disaster sites are ﬁxed at 5, 3, and 160, respectively. In
Fig. 4.4, the number of victims is increased with the increase of disaster sites, e.g.,
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2,153 and 4,007 victims are distributed among 160 and 300 disaster sites, respectively. The results display polynomial times in runtime as the numbers of disaster
sites, vehicles, or categories increase.
Note computation time is inversely proportional to the number of vehicles when
the number of categories is large as shown in Fig. 4.4(c). In this case, the number of
disaster sites and the total number of victims are held ﬁxed to 160 and 2,153. For
example, when the number of categories is 10 in Fig. 4.4(c), the computation time
for 3 vehicles is larger than the one for 15 vehicles. In the latter case, the number of
disaster sites to be searched during iterations could decrease faster than the one for
the smaller number of vehicles, so the computation time becomes shorter. It is noted
that when the number of categories is large – although the number of disaster sites and
the total number of victims are held ﬁxed – the victims could be widely distributed
over each category and each disaster site. Therefore, the number of victims of each
category at each disaster site becomes small. In this case, if the number of vehicles
becomes larger, then VAs could be widely distributed over disaster sites through the
adjustment by CAs. As a result the number of victims at each disaster sites where
the VAs are assigned quickly tends to zero via the interaction between VAs and
CAs. Thereby the number of disaster sites to be searched decreases. Ultimately, the
computation time is inversely proportional to the number of vehicles in Fig. 4.4(c).

4.3.3

Performance Analysis

In order to demonstrate the quality of the solutions obtained with the CMA,
the results from the CMA are compared to the ILP formulation approach [33]. The
number of disaster sites for the comparison is selected up to 6, considering the required
computation times for ILP solutions as explained in Sec. 4.3.2. For the comparison,
the OEPP is solved with the same conﬁguration for the vehicles as in Table 4.1. Since
the number of evacuees depends on the geographic locations of the disaster sites,
several test sets for each number of disaster sites are selected by changing locations.
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For each test set, the number of victims of each category in the disaster sites are
maintained. In the numerical simulation, 100 diﬀerent conﬁgurations were tested for
various numbers of disaster sites (4, 5, and 6), and the optimality gaps are shown in
Fig. 4.5.(a). The positive optimality gap represents the ILP outperforms the CMA
– in terms of the number of evacuees – and the red cross in the ﬁgure represents
solution outliers. The proposed CMA algorithm generates suboptimal solutions with

(a) Optimality gaps from the ILP according to

(b) Optimality gaps from the ILP with the

100 diﬀerent conﬁgurations for small size prob-

ﬁxed stop time (10 minutes) of the ILP

lems

Figure 4.5. Box plots of optimality gaps from the ILP: positive values
represent the ILP outperforms the CMA

up to a 3% diﬀerence from the ILP solution.
To demonstrate the dependence of the optimality gap on the number of disaster
sites, the solutions of the CMA are compared with those of the ILP. Note the ILP
requires substantial computation time, even for the small number of disaster sites
(e.g., 1.5 hours for only 7 disaster sites); and hence, the results of the ILP shown
in Fig. 4.5.(b) are obtained with the ﬁxed computation time (10 minutes). The
optimality gaps between the CMA and the ILP are within 0.2%, as shown in Fig.
4.5.(b). This suggests that the optimality gap does not grow very quickly with the
number of disaster sites.
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In addition to Sec. 4.3.2 where the computation times of the proposed CMA
and the PSO are compared, their performances are also compared. In Fig. 4.6, the
performance comparison shows the diﬀerences in the numbers of evacuees by the PSO
versus the CMA. Positive numbers mean that the CMA results in more evacuees than
the PSO; or simply stated, the CMA outperforms the PSO. It is important to note
that the PSO can consider only a single level of urgency at a time. The diﬀerent
urgency levels of victims, therefore, must be implicitly addressed by sequentially
applying each critical time. However, the concept of excess space – which allows
the possibility of mixing diﬀerent categories of victims in one load – could not be
addressed by this approach because it considers only the victims of a certain category
at a time. This would likely degrade the algorithm's performance.

Figure 4.6. Performance comparison between the CMA and the PSO:
the positive numbers mean that the CMA results in more evacuees
than the PSO
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4.3.4

Illustrative Large–scale Problem

In this section, the proposed algorithm is tested using a large–scale problem. The
problem is generated based upon data from the Great East Japan earthquake and
tsunami in 2011 [13], as follows:
• The geographical locations of the disaster sites and the number of victims in
each disaster site are generated based upon [13], as shown in Fig. 4.7 (a), and
the distribution of the victims in the disaster sites is represented in Fig. 4.7
(b). The total number of 2,153 victims located at 160 disaster sites are randomly categorized into three categories (immediate, delayed, and minimal), as
presented in Table 4.2.
• A ﬂeet of ﬁve helicopters (one large, three medium, and one small) is assumed,
which is the same as [13]. Note that, in [13], only one base is available for all
helicopters, and all the victims are to be delivered to that base: in other words,
the base also serves as a safe location for evacuation, and there are no other
safe locations. Nevertheless, two bases and three safe locations are considered
in the Atlas and Database of Air Medical Services [42] to demonstrate that the
proposed algorithm can handle multiple bases and safe locations. Naturally,
this adds a more realistic element, as well as a greater level of complexity to
the problem statement compared to the problem statement in [13].

Table 4.2. Computational result for a large–scale problem
Given data of victims (locations and numbers)

Planning results from CMA

Number of categorized victims
Number of

Immediate

Delayed

Minimal

Total

disaster sites
160

411(19.09%)

562(26.10%)

1180(54.81%) 2153(100%)

Computation

Number of

time [s]

evacuees

10.322

1523

The CMA can ﬁnd an evacuation plan for the large–scale problem approximately
10 seconds, involving 1,523 victims. the solution provides a success rate of 70.74%
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(a) Geographic distribution

(b) Histogram for the number of victims

Figure 4.7. A large–scale problem example (reproduced from [13])
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of total number of victims that can be safely evacuated as shown in Table 4.2. Although the optimal solutions are diﬃcult to guarantee for the large–scale problem,
in comparison to the ILP, in general, the CMA is preferred for large–scale problems
involved in real–time evacuation planning.

4.4

Conclusion
In this chapter, a numerical algorithm called the Cooperative Multiple Agents

based Algorithm (CMA) has been proposed, and able to eﬃciently compute a reasonable solution to the optimal evacuation planning problem. The CMA was evaluated
using data from an actual catastrophic event. The CMA outperforms the particle
swarm optimization; the latter is an evolutionary algorithm. The CMA can also
eﬃciently ﬁnd comparable solutions to the integer linear programming approach introduced in Chapter 3. Notwithstanding, the CMA does not consider time–varying
uncertainties that are prevalent in disaster response scenarios. As a result, its overall performance may be compromised given more complex problem statements. The
following chapter introduces a new algorithm to account for these common uncertainties.
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5. COOPERATIVE MULTIPLE AGENTS BASED
ALGORITHM FOR THE STOCHASTIC AND DYNAMIC
PROBLEM
5.1

Introduction
In the Optimal Evacuation Planning Problem (OEPP) formulated in Chapter 2,

the information of victims and vehicles was assumed as deterministic parameters. In
real world, however, the information is subject to considerable uncertainty – aﬀecting
the evacuation plan – particularly during the initial stage of the disaster. Realistically, then, the time–varying uncertainty needs to be considered. The stochastic
problem formulations have been proposed to handle various uncertainties. In operations research [44], the Vehicle Routing Problem (VRP) with stochastic demands
(i.e., victims) and travel time of vehicles, which also can address the OEPP under
uncertainty. The stochastic VRP is basically developed using two diﬀerent types of
stochastic programming, namely: Stochastic Programming with Recourse (SPR), and
Chance Constrained Program (CCP) [45–59].
In the SPR [45–53], the stochastic problem is divided into multiple stages, although the division into two stages is most common. During the ﬁrst stage, the
optimal plan for vehicle routing is determined while allowing route failures. These
include violations on constraints regarding routing due to travel time or capacity limitation. In subsequent stages, the plan obtained from the ﬁrst stage is then evaluated
with a predeﬁned recourse policy. This refers to actions of vehicles when a route
failure occur – such as the immediate return of the vehicle to the depot – using the
realizations of random variables. The expected cost of the vehicle routing plan, as
determined in the ﬁrst stage, as well as the evaluated cost during the recourse, ascertained in the other stages, are optimized by iterations between the ﬁrst stage and

56
the latter stages. If the recourse policy is well deﬁned, the SPR will ﬁnd the optimal
vehicle routing plan. In the SPR, the cost evaluation during the recourse directly
depends upon the realizations of random variables that requires accurate probability
distributions to ﬁnd plausible optimal vehicle routing plans. On the other hand, it
is challenging to determine a well–deﬁned recourse policy and accurate probability
distributions given the nature of unpredictable events.
In the CCP [53–59], the routes without failures are guaranteed within a predetermined probability level. Subsequently, the route that has the optimal cost of vehicle
routing is determined. The CCP is useful when both the recourse policy for the
violation of the constraints is not well–deﬁned, and the cost of deterministic problem is readily available [53]. Thus, in this chapter, the chance constraints based on
the CCP, coupled with a nonlinear stochastic cost, together constitute the stochastic extension of the OEPP. Nevertheless, even if the uncertainties can be considered
by the stochastic programing, understandably those uncertainties may change with
time, or simply be inaccurately assessed due to chaos at the disaster site. This would
inevitably degrade the performance of the evacuation plan. Therefore, a dynamic
update of the initial plan is necessary during the execution phase to overcome these
limitations.
To address such limitations, there have been several research eﬀorts such as continuous reoptimization and a periodic reoptimization [60–63]. In the continuous reoptimization [60, 61], by deﬁnition, the optimal plan is being continuously searched
during the execution of the initial plan by accounting for possible dynamic changes.
If there is a dynamic change during the iteration, the previously stored solution is
then updated. This approach is useful to rapidly adapt to the updated information,
assuming there is adequate computer memory to store the interim solutions. Natural disasters, though, inevitably contain a large number of parameters subject to
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dynamic changes 2 . It is understandable, this approach requires tremendous amount
of memory and computation power.
In the periodic reoptimization [62, 63], the plan is updated only when the information changes or at predetermined times, requiring considerable less storage and
therefore computer memory. The plan updates only after the information changes;
therefore, the delays from planning to execution are always unavoidable. These delays can naturally compromise the performance of evacuation because they reduce
available time to deliver the victims to safe locations. Accordingly, a computationally eﬃcient algorithm to update the optimal evacuation plan is crucial. Periodic
optimization can be used for the CMA by modifying the algorithm to handle these
uncertainties and their corresponding dynamic changes.
A stochastic version of the OEPP based on the CCP is proposed in this chapter.
The objective is to account for the time–varying uncertainty in disaster response to
guarantee reliable and realistic plans. To solve the stochastic and time–varying OEPP,
the Stochastic Dynamic Cooperative Multiple Agents based Algorithm (SDCMA) is
also introduced.

5.2

Optimal Evacuation Planning Problem under Uncertainty

5.2.1

Uncertainties on Evacuation Planning Problem

The evacuation plan of a vehicle includes information on the number of victims
to be delivered, their corresponding service times, and cycle times for each vehicle.
The cycle times and service times can be computed from travel times between disaster
sites. In actual evacuation planning, the information concerning the number of victims
and the travel times of vehicles contains uncertainties, for instance:
• The number of victims – typically the primary concern in an evacuation problem
– can be obtained from the initial assessment of aﬀected areas. Moreover, the
2

For example, when the number of categories is three and the number of disaster sites is 160, there
exists 480 parameters representing the number of victims of each category at each disaster site
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population data of the aﬀected areas can be used as a proxy for the number
of victims. The information on the number of victims, although, can have
uncertainties inherent in the data collection process. These uncertainties can
be modeled as probability distributions by analyzing historical data [64–66].
Distribution proﬁles may be used to account for the uncertain number of victims.
Yet, these data, speciﬁcally for disaster management, are not readily available.
In this case, the stochastic modeling of the demands in VRP can be used.
In an extensive survey about the stochastic VRP [44], the discrete probability
distributions such as Poisson and binomial distributions were found to be widely
used to represent the uncertainties of demands.
• The travel times of a vehicle obviously, aﬀect the cycle time and the service time.
Travel can be subject to unexpected delays and adverse weather conditions.
Vehicles cannot exceed their upper speed limit, so travel time cannot be reduced.
Therefore, the travel time is mainly characterized as a random variable that with
a skewed distribution, such as gamma distribution [67]. In the literature [68–71],
normal distributions are also widely used, justiﬁed by the central limit theorem.
In this analysis, both distributions are considered.
Given the aforementioned considerations, the constraints and cost of the OEPP were
modiﬁed in the stochastic OEPP.

5.2.2

Mathematical Formulation

Chance Constraints for Feasible Solution
k
) are cumulative summation of travel
The cycle time (tk,p ) and the service time (Ti,m
k
times which are random variables, and thus, tk,p and Ti,m
are also random variables.

To account for the random variables in the cycle time constraint and service time
constraint, the idea of chance constraints is adopted in the stochastic OEPP.
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For each vehicle k ∈ K, the following chance constraints are considered for its
k

evacuation plan Lk = {Lk,p }Pp=1 to be feasible:
• The probability that the ﬂight time of vehicle k for each cycle p ∈ P (cycle time,
tk,p ) is within the endurance of vehicle k (tklim ) must be greater than or equal to
a predetermined level (1 − α1 ):
�

Pr tk,p ≤ tklim ≥ 1 − α1

∀p ∈ P; 0 ≤ α1 ≤ 1

(5.1)

• The probability that the time when the victims of category m at disaster site i
k
) is within the
are delivered to safe location Si by vehicle k (service time, Ti,m

critical evacuation time for category m (Tm ) must be greater than or equal to
a predetermined level (1 − α2 ):
� k

Pr Ti,m
≤ Tm ≥ 1 − α2

∀i ∈ D; m ∈ M; 0 ≤ α2 ≤ 1

(5.2)

where α1 and α2 are signiﬁcance levels for constraints of cycle time and service time,
respectively, and Pr(·) is the probability measure. The signiﬁcance levels are parameters to be determined by the Decision Maker (DM). Lower values indicate that
the DM desires to ensure a lower probability of violating the endurance and critical
evacuation time. For example, if α1 = 0.05, the constraint of cycle time holds for 0.95
of probability. In other words, the DM accepts a 5% chance of violating the cycle
time constraint.
The left–hand sides of (5.1) and (5.2) are computed from the probability distribuk
). Recall the cycle time is the
tions of the cycle time (tk,p ) and the service time (Ti,m

summation of travel times of the cycle and the service time is the cumulative travel
time from the beginning of the evacuation plan to the arrival of victims at a safe
k
, therefore, can be obtained
location. The probability distributions of tk,p and Ti,m

by a series of convolutions of probability distributions of travel times. For example,
consider cycle p that starts from the base of vehicle k, Bk , to deliver victims in disaster site i to safe location Si , then ends at the base. Travel times from the base
to safe location Si as tB,i and the travel time from Si to the base Bk are denoted
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as ti,B . Note that tB,i consists of delivering victims at disaster site i, but ti,B does
6 ti,B . The cycle time can then be computed as tk,p = tB,i + ti,B ,
not, that is tB,i =
where X := tB,i and Y := ti,B are random variables with probability density functions
fX (x) and fY (y). Then, the probability density function of Z := tk,p = X + Y is
R∞
computed as fZ (z) = −∞ fX (z − y)fY (y)dy. For given probability density functions
of travel times, the probability measures of chance constraints can be uniquely determined by a speciﬁed evacuation plan. Equation (5.1) is a function of task list,
�

and Eq. (5.2) is a function of evacuation plan, that is, Pr tk,p ≤ tklim = gs (Lk,p ) and
� k

≤ Tm = hs (Lk ).
Pr Ti,m

Cost of Stochastic OEPP
Recall that the number of victims of category m located at disaster site i (ni,m )
is a random variable; thus, Wi,m and Ei,m are also random variables because those
are the functions of provided spaces and the number of victims. Then, the random
variables Wi,m and Ei,m are characterized by their expectations [W i,m and E i,m ] and
variances [V ar (Wi,m ) and V ar (Ei,m )], respectively. Note that the probability distributions of the number of victims are provided during the initial assessment. Then the
expectation and variance of the unserved victims are functions of provided spaces that
are uniquely determined by a given evacuation plan. Consequently, the expectation
and variance are functions of an evacuation plan. An evacuation plan that minimizes
the expectation as well as the variance of the number of unserved victims (W i,m and
V ar (Wi,m )) determines a plan that maximizes the expectation of the number of evacuees with the smaller variance. Hence, the cost is deﬁned as the weighted sum of the
expectation of the number of unserved victims and the variances, as a function of an
evacuation plan:
XX
�


:=
W i,m + ηV ar (Wi,m )
fs {Lk }K
k=1
i∈D m∈M

where η is the weight coeﬃcient for variance.

(5.3)
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Optimal Evacuation Planning Problem under Uncertainty
Using the constraints and cost discussed in the previous sections, the stochastic
OEPP can be formulated as a stochastic optimization problem as follows:
XX

)
=
W
+
ηV
ar
(W
)
minimize fs ({Lk }K
i,m
i,m
k=1
{Lk }K
k=1

(5.4)

i∈D m∈M

�

subject to gs (Lk,p ) = Pr tk,p ≤ tklim ≥ 1 − α1
� k

hs (Lk ) = Pr Ti,m
≤ Tm ≥ 1 − α2

∀k ∈ K; p ∈ P

(5.5)

∀k ∈ K; i ∈ D; m ∈ M
(5.6)

The cost (5.4) involves minimizing the expectation, as well as the variance of the
number of unserved victims. Constraint (5.5) indicates that a probability of each cycle time is within the endurance of a vehicle, held within a predetermined threshold
(1 − α1 ). Constraint (5.6) ensures that a probability in which the victims loaded is
delivered to a safe location within its critical evacuation time will satisfy a predetermined threshold (1 − α2 ). The stochastic OEPP is an extension of the deterministic
OEPP by considering the chance constraints and characteristics of random variables
in the cost.

5.2.3

Stochastic Cooperative Multiple Agents based Algorithm

The CMA is a type of search algorithm, that exploits interactions between two
types of agents: Vehicle Agents (VAs) and Customer Agents (CAs) [72]. The algorithm consists of three sub–algorithms, speciﬁcally: (i) construction of evacuation
plans by VAs; (ii) adjustment of the plan by CAs; and, (iii) update of plans by VAs.
The cooperation between VAs (construction and update of plans) and CAs (adjustment) continues to optimize the number of evacuees. The diﬀerent types of random
variables – in this case, the number of victims and travel times of vehicles – are considered in the sub–algorithms. The resultant modiﬁed CMA is called the Stochastic
CMA (SCMA). In this section, the sub–algorithms are described in detail to solve
the stochastic OEPP.
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Construction of Evacuation Plan
In the construction of an evacuation plan by VAs (Algorithm 5), each VA searches
its own feasible evacuation plan, subject to two constraints (5.5) and (5.6), meanwhile
optimizing the cost (5.4). To do this, VA k ﬁrst forms a set of disaster sites to be
searched that satisfy the two constraints. From this set, VA k then selects the insertion
candidate that optimizes the cost. In the stochastic OEPP, the random variables are
included in both the constraints and cost. As a result, this sub–algorithm (Algorithm
5) should address the uncertainties in: (i) the set of disaster sites (for constraints);
and, (ii) the insertion candidate (for cost).
For VA k in the SCMA, a set of disaster sites to be searched, Dc , is determined
as:
n


�

k
k
Dc = i ∈ D Pr tk,p + tlast,i
≤ tlim
= gs Lk,p
≥ 1 − α1 ,
i


o
� 
Pr Ti,m ≤ Tm = hs Lki ≥ 1 − α2 , ni,m 6= 0

(5.7)

where ni,m is the expectation of the number of victims of category m at disaster site
i, and Lki = {Lk,1 , · · · , Lk,p−1 , Lk,p
i } is a candidate evacuation plan. Its last task list
Lk,p
is computed as Lk,p
← Lk,p ∪last i where ∪last denotes the operation to insert
i
i
the second term, i, to the end of the ﬁrst term, Lk,p . Note that the cycle time (tk,p ),
the travel time from the last location of vehicle k in Lk,p to disaster site i (tllast,i ),
and the service time for victims of category m at disaster site i (Ti,m ) are all random
variables. Accordingly, the probability measure Pr(·) can be computed as described
in Sec.5.2.2. to determine Dc .
For the insertion candidate in the SCMA, VA k selects a disaster site from Dc to
be inserted at the end of its task list as outlined below:
k
=
• First, for all i ∈ Dc , VA k computes the expected number of evacuees as ri,m

min{Ck , ni,m }, where Ck is the capacity of VA k and ni,m is the number of
victims of category m located at disaster site i which is a random variable.
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According to the total expectation theorem, the expectation and variance of
k
ri,m
are obtained as:





rki,m =E ni,m ni,m ≤ Ck Pr(ni,m ≤ Ck ) + E Ck ni,m > Ck Pr(ni,m > Ck )
=

Ck
X

nPr(ni,m = n) + Ck Pr(nim > Ck )

n=0

(5.8)
k
V ar(ri,m
)=

Ck
X

�
2
n2 Pr(ni,m = n) + (Ck )2 Pr(nim > Ck ) − rki,m

(5.9)

n=0

where E [·] represents the expectation of [·].
To maximize the expected number of evacuees, VA k searches the disaster sites
that have the largest expectation with the smallest variance, computed as:
Ikm = arg max
i∈Dc

rki,m
V ar(ri,m )

(5.10)

Note there may be more than one disaster sites in Ikm that have the same values
of

rki,m
.
V ar(ri,m )

• Among the disaster sites in Ikm , the one with the shortest travel time needs to
be selected so that the VA can have more time to deliver other victims, in order
to maximize the number of evacuees. Hence, the disaster site to be inserted
into the task list, called the insertion candidate, and is determined as:
k
i∗ = arg min t¯last→i
i∈Ikm

(5.11)

where t̄klast→i is the expectation of travel time of VA k from the last disaster
site in the task list to disaster site i in Ikm . Note that, for an empty task list for
cycle p, i.e., Lk,p = ∅, no disaster site is in the list; thus, the last disaster site is
regarded as the base of VA k, Bk .

Selection of Vehicle Agents by Customer Agents
The CAs attempt to make the number of available spaces by all the VAs match as
P
closely as possible the number of victims. If the number of provided spaces ( Ck xki,m )
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Algorithm 5: Evacuation plan under uncertainty construction of VA k
Result: Evacuation plan of VA k, Lk
1
2
3

Initialize: m = 1, p = 1, Lk,p = ∅;
Determine: Set of disaster sites to be searched Dc ;


while m ≤ M ; and ∃i ∈ Dc : gs Lk,p
≥ 1 − α1 ,
i
� 
hs Lki ≥ 1 − α2 , and nki,m > 0 do

4

Insertion candidate selection;

5

if Insertion candidate = ∅ then

6

p ← p + 1 then Lk,p = ∅;

7

else
Update of task list and the number of victims;

8
9

end

10

Determine: Dc ;

11

if Dc = ∅ then
m ← m + 1;

12
13
14

end
end

for CA i exceeds the number of victims, then CA i reduces unnecessary deliveries by
changing the number of visits of VAs. This allows the VAs to provide spaces to
other CAs. In the SCMA, the number of victims under uncertainty characterized
by the expectation and variance needs to be considered, as compared to the CMA
implementation. Note that the number of visits is determined by the VAs; as such,
the number of available spaces is a deterministic value for CA i. In addition, CA i
only considers the number of provided spaces for its own victims to reduce the number
of visits by VAs. In other words, the decreased number of available space has no eﬀect
on the change in variance of the number of victims. Therefore, the sub–algorithm for
CAs responsible for the selection of VAs in the CMA (Algorithm 3 in Sec. 4.2.2) is
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used for sub–algorithm for CAs of the SCMA. This also requires the knowledge of the
expected number of victims. When the CAs determine the adjusted number of visits
by VAs, the task removal set that consists of denied number of visits to each CA is
shared with VAs. The adjusted number of visits, denoted as xk∗
i,m , is determined by
solving the following integer linear programming:
minimize
xk∗
i,m

K
X

Ck xk∗
i,m − ni,m

(5.12)

k=1

subject to
ni,m −

K
X

Ck xk∗
i,m ≤ 0

∀i ∈ D; m ∈ M

(5.13)

∀i ∈ D; m ∈ M; k ∈ V

(5.14)

k=1
k∗
k
xi,m
− xi,m
≤0

where xk∗
i,m ∈ N is the decision variable, constraint (5.13) ensures that the selection is
executed only by the CA which has excess space, and constraint (5.14) requires the
updated number of visits to be smaller than the one before the update. As a result
of the adjustment, each rejected VA k has the denied number of visits for each CA i.
The set of the denied visits for the vehicle is deﬁned as the task removal set, denoted
k

as L .

Update of Evacuation Plan by Vehicle Agents
After the VAs construct initial evacuation plans, the CAs search and reject unnecessary services by the VAs. The number of accepted spaces from VAs and the
task removal set for each VA is shared with the CAs. The VAs collaborate with the
CAs to update their evacuation plans by removing the tasks in the task removal set,
followed by inserting new tasks. In the sub–algorithm of SCMA for the collaboration
(Algorithm 6), the random variables of the stochastic OEPP are involved only in the
insertion of new tasks to the evacuation plan of VA k, as indicated:
• Starting from the ﬁrst category m = 1, a set of disaster sites to be searched,
e c , is deﬁned as:
D
e c := {i ∈ D| ni,m 6= 0}
D

(5.15)
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e c , the expected number of evacuees is computed as
For the disaster sites in D
k
= min{Ck , ni,m −qi,m }, where qi,m is the number of provided spaces accepted
ri,m

by CAs, and VAs search a set of insertion candidates (the disaster sites that
have the maximum expected number of evacuees), computed as:
Ikm = arg max
ec
i∈D

k
ri,m
V ar(ri,m )

(5.16)

• Within the set of insertion candidates Ikm , the insertion is performed by considering all the possible evacuation plans updated with an insertion candidate –
this also involves considering all the possible insertions in the evacuation plan.
Note this is unlike the construction of initial evacuation plan (Algorithm 5) that
only concatenates an insertion candidate at the end of the original evacuation
k

P
plan. Let Lk = {Lk,p }p=1
be the evacuation plan updated by the task removal,

then in task list Lk,p , there are |Lk,p | + 1 possible insertion locations where |Lk,p |
is the number of tasks in Lk,p . In this regard, a set of possible insertion locations
in Lk,p is deﬁned as Λk,p := {1, · · · , |Lk,p | + 1}.
For each task i ∈ Ikm , the set of possible insertion locations l ∈ Λk,p is ﬁrstly
computed by satisfying the constraints (5.5) and (5.6),
n




o
k,p
k,p
k,p
k
e
e
gs Li→l ≥ 1 − α1 , hs Li→l ≥ 1 − α2
Li := l ∈ Λ

(5.17)

ek,p is the updated task list of Lk,p and L
ek is the updated evacuation
where L
i→l
i→l
plan of Lk , by inserting task i at location l. Then, among [i, l] ∈ Ikm × Lik,p ,
the optimal task (i∗ ) to be inserted to Lk,p with the corresponding insertion
location (l∗ ) is determined as the one that minimizes the insertion cost:
k
[i∗ , l∗ ] = arg min t¯i→
l
k ,l∈L
i∈Im
i

(5.18)

k
where t̄i→
l represents the expectation of the insertion cost (i.e., the travel time

increased by inserting task i at location l of Lk,p ). If there are no feasible
insertion locations for all insertion candidates, that is, Lk,p
= ∅ ∀i ∈ Ikm , the
i
VA removes the insertion candidates in Ikm from Dc , and then repeats the above
insertion procedure.
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Algorithm 6: Evacuation plan update of VA k
Result: Evacuation plan of VA k, Lk
1

Receive update request, then Remove requested tasks;

2

m = 1;

3

e c do
while ∃i ∈ D
rki,m
;
V ar(ri,m )
k
arg mini∈Ikm ,l∈Li ti→l ;

4

Ikm = arg maxi∈Dc

5

[i∗ , l∗ ] =

6

if Lk,p
=∅
i

∀i ∈ Ikm then

7

ec ← D
e c \ i ∈ Ik ;
D
m

8

e c = ∅ then
if D
m←m+1 ;

9

end

10

else

11

ek,p ;
Lk,p ← L
i→l

12

end

13
14

end

5.3

Optimal Evacuation Planning Problem under Time–varying Uncertainty

5.3.1

Description on Stochastic OEPP with Dynamic Update

Using the stochastic OEPP, an optimal evacuation plan can be provided that
addresses the data uncertainty from the initial assessment. This uncertainty, nevertheless, may change during the execution phase due to the time evolution of damages
at the disaster site, updated information from assessment assets, or even the successful execution of the initial evacuation. The evolving uncertainty can clearly aﬀect the
number of victims delivered to safe locations. In this light, an evacuation process with
a dynamic update of the evacuation process is proposed as shown in Fig. 5.1. The
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process includes the initial evacuation planning and dynamic updates during plan
execution. The initial evacuation plan is computed by solving the stochastic OEPP
using the SCMA. Immediately after the information of victims and vehicles is updated, the evacuation plan is synchronized to maximize the total number of evacuees.
During the dynamic update, the interim solutions should be computed in a timely
manner, given the criticality of the victims. In this regard, the SCMA is modiﬁed
to ﬁnd an updated evacuation plan. This is process is delineated as the Stochastic
Dynamic CMA (SDCMA).

Figure 5.1. Evacuation process including dynamic updates during
execution of evacuation plans

5.3.2

Stochastic Dynamic Cooperative Multiple Agents based Algorithm

Update of Evacuation Plan
When the VAs should update the evacuation plans during execution, they need
to (i) ﬁrst determine whether to continue the current task or change tasks, and
then (ii) assess the remaining evacuation plans as shown in Fig. 5.2. The task that
needs to be identiﬁed in the ﬁrst decision (i) is called the forthcoming task. In order
to ascertain the forthcoming task, VAs individually and independently select their
own forthcoming task ik (Algorithm 7), then CAs adjust their forthcoming tasks
as described in Sec.5.2.3. The selection of the forthcoming task by VAs begins by
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Figure 5.2. Flows of dynamic update using the Stochastic Cooperative
Multiple Agents based Algorithm (SCMA)

evaluating the current status of VAs. During an update, if VA k is en route to a
safe location, the forthcoming task of the VA k (ik ) is determined as the current task
and its task removal set becomes empty set L̄k = ∅; otherwise, VA k searches the
forthcoming task based on the updated information of victims. This process involves
the following two steps: (i) forming a set of disaster sites to be searched; and, (ii)
evaluating expected rewards – or the number of evacuees – for the disaster sites in
the formed set. The routine is outlined in more detail below.
• To form a set of disaster sites to be searched from all the disaster sites ∀i ∈ D,
VA k initially computes the travel time from its current location to safe location
Si for the victims of category m located at disaster site i (tkτ,i,m ) based on realized
travel times. During the computation, VA k considers victims of category m
whose critical evacuation time Tm is greater than or equal to arrival time of
the victims at the safe location (i.e., the summation of current time τ and the
travel time tkτ,i,m ). This is computed as:
Dc := {i ∈ D| τ + tkτ,i,m ≤ Tm ,

ni,m 6= 0}

(5.19)

where ni,m is the expectation of the number of victims of category m located
at disaster site i.

70
• Next, VA k evaluates the expectation and variance of expected number of evacuees of category m located at disaster site i (ri,m ) using Eqs. (5.8) and (5.9).
According to the SCMA deﬁned in Sec.5.2.3, VA k selects disaster site i∗ ensuring the expected evacuees with the largest expectation [r̄i,m ] as well as the
smallest variance [V ar(ri,m )]. During the dynamic update, though, if the number of expected evacuees changes too frequently, the selection that accounts for
the expected number of evacuees can become too volatile. This creates an ineﬃciency as the vehicles waste much–needed time delivering victims. To avoid
this, two types of costs are considered: ﬁrst, the time required for changing the
direction of VA k (change cost), and secondly, the time required to travel from
its current location to deliver the victims of category m located at disaster site
i – deemed the travel cost – as shown in Fig. 5.3. It is important to note that
VA k will select the disaster site with the minimum weighted sum of change
cost and travel cost.

Figure 5.3. Example for computing augmented change cost

k
is deﬁned as:
In this regard, an augmented reward rei,m,τ
k
rei,m,τ
:=

r̄i,m
µr
+ k
k
V ar(ri,m ) tτ,i,m + µc δτ,i

(5.20)

where r̄i,m and V ar(ri,m ) are the expectation and the variance of number of
expected evacuees, respectively. Travel cost tkτ,i,m is the travel time from vehicle
k’s current location to deliver the victims of category m located at disaster
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k
site i, and δτ,i
represents the change cost of VA k. µr and µc are weighting

coeﬃcients for that modify the number of expected evacuees and change cost,
respectively. Then, VA k selects the forthcoming task as:
k
ik = arg max rei,m,τ

(5.21)

i∈Dc

If the forthcoming task does not exist for the category m, VA k searches ik in
the next category m + 1; alternatively, VA k shares the selected forthcoming
k

task with CAs to determine whether ik is in the removal task set L .
Algorithm 7: Forthcoming task selection of VA k
Result: Forthcoming task ik
1

Current location of VA k and category m evaluation where τ ≤ Tm ;

2

while m ≤ M ; ik = ∅; and ∃i ∈ Dc : τ + tkτ,i,m ≤ Tm , and ni,m =
6 0 do
r̄i,m
V ar(ri,m )

µr
k ;
tkτ,i,m +µc δτ,i

3

k
Compute: rei,m
=

4

k
Forthcoming task selection: ik = arg maxi∈Dc rei,m
;

5

if ik = ∅ then

6

m ← m + 1;

7

Compute: Dc ;

8
9

+

end
end

After CAs and VAs determine the forthcoming tasks, the update of evacuation plan
is performed using the SCMA, as previously described in Sec. 5.2.3.

5.4

Numerical Analysis
The performance and computational complexity of the proposed algorithms (SCMA

and SDCMA) are demonstrated in the following section using the disaster scenario
from [72]. The OEPP and its stochastic extension are solved on Intel Core i7–6500
CPU at 2.5GHz with 8 GB of RAM running on Windows 10.
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5.4.1

Numerical Simulation Setup

Simulation Scenario
The assessment at the initial stage of disasters provides information about the
victims, such as the number of categorized victims, their locations, and safe locations.
The safe locations are preassigned to the victims considering their distance from the
victims and their capacity for adequate shelter. In the simulation, the victims are
distributed across 160 disaster sites within a 100km × 100km area. Their level of
criticality is categorized as immediate, delayed, and minimal categories, whose critical
evacuation times are prescribed as 2, 6, and 12 hours, respectively. For the vehicles, as
previously outlined, there are 3 types of helicopters categorized by its weight: heavy,
medium, and light. These helicopters can load up to 25, 12, and 5 victims, with
the maximum ﬂight time of 3, 2.5, and 2 hours, and cruise speeds of 240, 280, and
240 km/hours, respectively [43]. All the helicopters require 0.5 hour for reset before
engaging in the next mission.

Parameters under Uncertainties
The travel times of vehicles and the number of victims are assumed to vary during
the execution of evacuation plans. As such, they were modeled based upon the
following considerations:
• The travel times are assumed to follow the gamma or normal distribution. The
mean values of travel times are estimated as the time required to travel with
the cruise speed of each vehicle, and the variances of travel times are given from
historical data. For the gamma distribution Γ(α, β), the scale parameter β = 0.1
is used, then the mean of the distribution is αβ, thus the shape parameter α is
determined by the mean values of travel times.
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• The number of victims is assumed to follow the Poisson or binomial distribution.
The number of victims collected in the initial assessment is used as the mean
values with given variances.
The SCMA is executed using each combination of the probability distributions for
the number of victims and travel times. the various combinations are summarized
in Table 5.1. For example, SCMA 1 assumes the travel times follow the gamma
distribution and the number of victims follows a binomial distribution.
Table 5.1. Index of SCMA for combinations of probability distributions
SCMA 1

SCMA 2

SCMA 3

SCMA 4

travel times

Gamma

Gamma

Normal

Normal

the number of victims

Binomial

Poisson

Binomial

Poisson

The performance of the SCMA with various combinations is compared to that
of CMA, yet it only uses the travel times and the number of victims provided at
the initial stage. For the comparison, the performance measures are considered as
outlined below.
• Reliability of the evacuation plan: This is deﬁned as the diﬀerence between the
number of evacuees based on the initial plans and actual model results. To
evaluate the execution results, the number of victims and the travel times are
realized once the initial plans are developed.
• Number of violations on constraints: The cycle time and service time constraints
are critical to both vehicles and victims. In this regard, the number of violated
constraints should be measured during the plan execution.
• Computational complexity: In the initial stage of disasters, the time required
for planning is crucial to timely extricate victims from the disaster sites and to
respond to dynamic changes of the disaster itself. The computational runtime
between the SCMA and the CMA are compared.
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• Number of evacuees: As stated, the objective of the OEPP is to maximize the
number of evacuees. The numbers of evacuees from the SCMA and the SDCMA
are compared.

5.4.2

Performance Analysis of Stochastic Approach

Reliability of Evacuation Plan
In order to measure the reliability of the initial evacuation plans from the CMA
and the SCMA, 100 realizations were conducted for the combinations of the aforementioned distributions. Each was based upon the initial evacuation plan. The realized
values of the travel times and the number of victims – which are diﬀerent from the
expected values – downgrade the performances of the evacuation plan. As a result,
the medians of the gaps for each algorithm have positive values, implying that the
number of evacuees based on the initial plans is less than the ones based on realizations, as shown in Fig. 5.4. In general, the gaps from the SCMA are smaller than
those of the CMA. This suggests that the SCMA could provide more reliable plans
than the CMA.

Number of Violations on Constraints
The numbers of violations on constraints were also compared between the CMA
and the SCMA. As described above, 100 realizations of travel times for each probability distribution were tested. The number of violations on cycle time constraint
is shown in Fig. 5.5, and the number of violations on the service time constraint is
shown in Fig. 5.6. For both cases, the evacuation plans computed by the CMA violated constraints more often than the SCMA. Note that the endurance for the cycle
time constraints is shorter than the critical evacuation times for the service time constraints. It is more likely, therefore, to violate the cycle time constraint compared to
the service time constraint.
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(a) With realizations of the gamma distribu-

(b) With realizations of the normal distribu-

tion for travel times and the Poisson distribu-

tion for travel times and the Poisson distribu-

tion for the number of victims

tion for the number of victims

(c) With realizations of the gamma distribu-

(d) With realizations of the gamma distribu-

tion for travel times and the normal distribu-

tion for travel times and the normal distribu-

tion for the number of victims

tion for the number of victims

Figure 5.4. The reliability comparisons between the CMA and the SCMA
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(a) With realizations of the gamma distribu-

(b) With realizations of the normal distribu-

tion for travel times

tion for travel times

Figure 5.5. The number of violated cycle time constraint

(a) With realizations of the gamma distribu-

(b) With realizations of the normal distribu-

tion for travel times

tion for travel times

Figure 5.6. The number of violated service time constraint
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5.4.3

Computational Complexity

To demonstrate computational complexity, SCMA 1 through 4, along with the
CMA were tested by varying the number of disaster sites. The computation times
for each disaster site (up to 300) are shown in Fig. 5.7. The SCMAs requires more

Figure 5.7. The number of evacuees comparison between the initial
solutions and solutions based on realizations

computation times compared to that of CMA. In the SCMA, there is additional time
required to account for the random variables. The graph of the computation times,
however, still indicate that the SCMA has polynomial time complexity. In general,
the SCMA can be competently used for the stochastic OEPP, as well as dynamic
updates for complex problems.

5.4.4

Performance Analysis of Dynamic Update

In order to demonstrate the performance of the SDCMA, it was assumed to update
the evacuation plan whenever the status of the victims and vehicles changes. This
includes the expectation and variance of the number of victims and travel times of
vehicles. The dynamic changes were triggered in the time interval between zero and
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(a) The number of evacuees comparison in time evolution

(b) Box plot of the number of evacuees delivered
more by the plan of SDCMA

Figure 5.8. Comparison on the number of evacuees based on evacuation plans of the SCMA and the SDCMA

the largest critical evacuation time (i.e., 12h for minimal category). For the analysis,
seven events of dynamic changes were tested (i.e., 1.6h, 1.8h, 2.5h, 5h, 7.3h, 8h, and
9h). With each scenario, the number of victims and travel times were realized based
on the given probability distribution at that time. For example, when a change is
triggered at 1.8h and the previous change occurred at 1.6h, the number of victims
and the travel time between 1.6h and 1.8h are realized based on the probability
distributions at 1.8h. There were 100 realizations for the seven changes.
The number of evacuees over time computed from the evacuation plans by the
SCMA and the SDCMA is shown in Fig. 5.8(a). Similarly, the number of evacuees
delivered by the evacuation plan of the SDCMA versus the SCMA for 100 realizations
is shown in Fig. 5.8(b). The comparison shows that the SDCMA outperforms the
SCMA for the total number of evacuees. This strongly suggests that the dynamic
update would be essential to deliver more evacuees in an actual evacuation situation.
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5.5

Conclusion
This chapter addressed the Stochastic Dynamic Cooperative Multiple Agents

based Algorithm (SDCMA). It is proposed to explicitly account for time–varying
uncertainty in natural disasters, common in actual catastrophes. In order to timely
solve the complex stochastic problem that includes both nonlinear implicit cost and
constraints with random variables, the deterministic CMA is extended. It is limited
by the fact it can only account for the deterministic and static optimal evacuation
planning problem previously addressed.
The ﬁrst step is to create, a Stochastic CMA (SCMA) that can address time–
invariant uncertainty. Next, the SCMA is modiﬁed to include a dynamic component
by adopting the concept of event–based reoptimization. This timely updates of the
disaster situation result in a new algorithm, that is SDCMA. The numerical simulations demonstrate that the SDCMA provides a more reliable and superior evacuation
plan. Furthermore, it outperforms the CMA in terms of the number of violations on
the constraints. Finally, it was demonstrated that the SDCMA is computationally
eﬃcient in terms of dynamically updating the evacuation plans – the result is a much
greater number of evacuees when compared to the original CMA.
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6. SUMMARY AND FUTURE WORK
In this dissertation, the Optimal Evacuation Planning Problem (OEPP) has been
discussed for victims with diﬀerent urgency levels who will be delivered by aerial
vehicles to designated safe location. Three approaches have been proposed to ﬁnd
the optimal evacuation plan in order to maximize the number of lives saved. In
particular, the evacuation plan includes assignments and schedules for the vehicles
to timely extricate the victims from various disaster sites. First, a mathematical
optimization model of the OEPP was developed in terms of the following parameters:
(i) type of aerial vehicle, (ii) location of vehicle bases / depots, (iii) locations of
safe zones, (iv) urgency level of victims. These considerations induce nonlinear and
implicit cost and constraints in the OEPP, greatly complicating the optimization.
As such, the OEPP has been formulated as an Integer Linear Programming (ILP).
This can provide the optimal evacuation plan with the goal to maximize the number
of evacuees. In order to formulate the OEPP as an ILP, the nonliner cost – which
is the number of unserved victims – is expressed in the linear form using indicating
integer variables. In the formulated ILP, the diﬀerent critical evacuation times of
the victims and the characteristics of aerial vehicles (e.g., endurance limits and reset
times at bases) are addressed as linear constraints by adopting the routing constraints.
The ILP formulation is useful to ﬁnd the optimal solution for small size of problem,
however the computation times of the ILP is impractical for large–scale optimization
problem. This could be unacceptable at the initial stage of disasters due to the
complexity involved in the evacuation planning.
To overcome this limitation, a computationally eﬃcient algorithm called a Cooperative Multiple Agents based Algorithm (CMA) has been developed. The CMA is
a search algorithm to rapidly determined the evacuation plans using the characteristics of two diﬀerent types of agents: Vehicle Agents (VAs) and Customer Agents
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(CAs). The agents represent the aerial vehicles and the disaster sites, respectively.
VAs construct its own evacuation plan to deliver as many victims as possible, then
they “share” this plan with CAs. The shared plans are then adjusted by CAs to
enhance the global performance of the evacuation. Based upon the adjustment by
CAs, the VAs, in return, update their own plans. The agents collaborate iteratively
until the optimal plan is ascertained. Simulations demonstrate that the proposed
CMA can determine evacuation plans which closely approximate that of the ILP.
Furthermore, the polynomial time complexity of the CMA enables it to calculate
optimum for a large–scale problem, especially relevant during the execution phase of
the evacuation. The proposed approaches, nevertheless, do not explicitly consider the
time–varying uncertainty in the disaster. This complication can considerably impact
the performance of evacuation planning algorithm.
As a consequence, the OEPP has been re–formulated as a stochastic optimization problem, and an optimal evacuation planning algorithm – called a Stochastic
Dynamic Cooperative Multiple Agents based Algorithm (SDCMA) – has been developed to explicitly account for time-varying uncertainty. Simulations demonstrate
that the SDCMA outperforms the CMA for the stochastic OEPP, thus suggesting
that SDCMA is a powerful algorithm for the OEPP under time–varying uncertainty.
In the dissertation, the evacuation planning problem has been addressed to timely
save victims using aerial vehicles in the aftermath of a natural disaster. The performance of evacuation, as demonstrated, can be greatly enhanced using the proposed
algorithms. For future work, the algorithm can be extended to: (i) consider evacuation planning using multiple–purpose aerial vehicles; (ii) address the integration of
ground vehicles in order to maximize the number of evacuees; and (iii) apply in integrated evacuation and provision of relief supplies. These modiﬁcations require more
complex characterization of diﬀerent types of agents, as well as problem formulation.
Notwithstanding, these enhancements will continue to the increase the ﬁdelity of the
model as it approximates the actual behavior in a complex crisis response eﬀort.
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