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A bstract
This d isserta tion  addresses a fundam ental problem  in com putational AI — 
developing a class of massively parallel, neural algorithm s for learning robustly, 
and  in real-tim e, complex nonlinear transform ations from representative exem ­
plars. Provision of such a capability is at the core of many real-life problems 
in robotics, signal processing and control. T he concepts of term inal a ttrac to rs  
in dynam ical system s theory  and adjoint operators in nonlinear sensitivity the­
ory are exploited to provide a firm m athem atical foundation for learning such 
m appings w ith  dynam ical neural networks, while achieving a dram atic  reduction 
in the overall com putational costs. Further, we derive an efficient m ethodology 
for handling  a m ultiplicity of application-specific constrain ts during run-tim e, 
th a t precludes additional retrain ing  or d isturbing the synaptic  s tru c tu re  of the 
"learned” network.
T he scalability  of proposed theoretical models to large-scale em bodim ents in 
neural hardw are is analyzed. Neurodynam ical param eters, e.g., decay constants, 
response gains, etc., are system atically analyzed to understand  their im plica­
tions on netw ork scalability, convergence, th roughpu t and  fault tolerance, during 
bo th  concurrent sim ulations and im plem entation in concurrently  asynchronous 
VLSI, optical and  opto-electronic hardw are. D ynam ical diagnostics, e.g., Lya­
punov exponents, are used to  formally characterize the widely observed dynam ­
ical instab ility  in neural networks as “emergent, com putational chaos” . Using 
contracting  opera to rs and nonconstructive theorem s from  fixed point theory, we 
rigorously derive necessary and  sufficient conditions for elim inating all oscillatory 
and chaotic behavior in additive-type networks. Extensive benchm arking exper­
im ents are conducted w ith arb itrarily  large neural networks (over 100 million 
in terconnects) to  verify the m ethodological robustness of our network “condi­
tioning” form alism s.
xii
Finally, we provide insight for exploiting our proposed reperto ire  of neural 
learning form alism s in addressing a fundam ental problem  in robotics - m anipu la­
tion controller design for robots operating  in unpredictab le  environm ents. Using 
some recent resu lts in task  analysis and  dynam ic m odeling we develop the "P er­
ceptual M anipulation A rch itectu re” . The architecture , conceptualized w ithin a 
percep tual fram ew ork, is shown to  be well beyond the state-o f-the-art model- 
d irected  robotics. For a stronger physical in te rp re ta tio n  of its im plications, our 
discussions are em bedded in context of a  novel system s’ concept for au tom ated  
space operations.
C hapter One 
In trodu ction
In the past few years the  quest for efficient com puta tional approaches to 
artificial intelligence and  cognitive engineering has undergone a  significant evo­
lution. Not only is th is transform ation , from  discrete symbolic reasoning to 
m assively parallel connectionist neuroprocessing of com pelling scientific in terest , 
b u t also is of trem endous prac tica l in terest. It is changing the very rubric  of 
inform ation  processing and  problem  solving. In general, the  scientific and  en­
gineering com m unity is contested w ith two basic categories of problem s. F irst, 
there  are problem s th a t are clearly defined and  determ inistic. T hey are ta rge ted  
for situations th a t are com pletely determ inistic, precisely controllable, and  can 
best be handled  by com puters employing rigorous, precise logic, algorithm s, or 
production  rules. T his class deals w ith structured problems such as sorting, d a ta  
processing and  au to m ated  assembly in controlled workspace. O n the  o ther hand , 
there  are scenarios such as m aintenance of nuclear p lan ts, undersea m ining, b a ttle  
m anagem ent and  assem bly /repair of space satellites, th a t  lead to com puta tional 
problem s th a t are inherently  ill-posed and ill-conditioned [17,61,149]. Such u n ­
structured problems en tail providing for situations th a t m ay have received no 
p rio r trea tm en t or thought. Decisions need to  be m ade, based on inform ation 
th a t is incom plete, often am biguous, plagued w ith im perfect or inexact knowl­
edge, and  involve th e  handling  of large sets of com peting constrain ts th a t can 
to lerate  “close enough” solutions. The outcom e depends, on very m any inpu ts  
and  th e ir s ta tistica l variations, and there is not a  clear logical m ethod  for a rriv ­
ing a t the  answer. In  sum m ary, th is category encapsulates problem s th a t cannot 
be satisfactorily  addressed using trad itiona l com putational paradigm s such as
1
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R andom  Access M achines [3,216], M arkov A lgorithm s [218], Universal Turing 
M achines [4], Cellular A u to m ata  [271], Recursive Function T heory  [247] or P ro ­
duction  System s [148,208,286]. The focus of artificial intelligence and  m achine 
learning has trad itionally  been to  understand , and  engineer system s th a t can 
address such u n stru c tu red  com puta tional problem s.
Engineered intelligent system s, e.g., expert system s w ith some em bedded 
reasoning, autonom ous robots and  rovers for space applications, behave w ith  re­
m arkable rigidity  when com pared to  th e ir biological coun terparts , especially in 
the ir ability  to  recognize objects or speech, to  m an ipu la te  and  ad ap t in an  u n ­
s tru c tu red  environm ent and  to learn from  p ast experience. They lack com m on 
sense knowledge and  reasoning, knowledge s tructu res for recognizing complex 
p a tte rn s  - they  fail to  recognize their own lim itations. They are insensitive to 
context and  are likely to  give incorrect responses to  queries th a t are outside the  
dom ains for which they are program m ed. A lgorithm ic s tru c tu rin g  fails to  m atch  
the  biological com putational m achinery when it comes to  tak ing  sensory infor­
m ation  and  acting  on it, specially when the  sensors are bom barded by a  range of 
different, and  in some cases com peting stim uli. O n the  o ther hand , the  biologi­
cal m achinery  is capable of providing satisfactory  solutions to such ill-structured  
problem s w ith  rem arkable ease and  flexibility [14,96,97,175,205]. A key em phasis 
underlying any parad igm atic  developm ent for u n stru c tu red  com puta tion  today, 
is to  un d ers tan d  how the  aforem entioned u n stru c tu red  com puta tions are in te r­
p re ted , organized and  carried  out by the biological system s. T he la tte r  exhibit a 
spontaneous em ergent ability  th a t enables them  to  self-organize and  ad ap t their 
s tru c tu re  an d  function.
A m ajo r reason for th is lim ited technical success in em ulating  some of the 
m ore fundam ental aspects of hum an intelligence lies in the  differences betw een the 
o rganization , s tru c tu rin g  of knowledge, and  the  dynam ics of biological neuronal
3
circu itry  and  its em ulation using the symbolic processing paradigm  [41,76,124]. 
For exam ple, it has been widely hypothesized [133,154,185-187,296] th a t “'anal­
ogy and  rem inding guide all our thought p a tte rn s  and  th a t being a ttu n ed  to 
vague resem blances is the  hallm ark  of intelligence” . T hus, it would be naive to 
expect th a t logical m anipu lation  of symbolic descriptions as an  adequate  tool. 
Furtherm ore, there  is su b stan tia l psychophysical evidence [60,121,184,154,296] 
th a t while the  beginner learns th rough  rules, the  expert discards such rules. In ­
stead  he d iscrim inates thousands of p a tte rn s  in his dom ains of expertise  acquired 
th rough  experience, and  how to respond to  them .
It is rapidly  becom ing evident th a t m any of the  u n s tru c tu red  problem s 
characterized  above, can be best solved not w ith trad itio n a l AI techniques, 
b u t by “analogy” , “subsym bolic” [133,251,263] or p a tte rn  m atching  techniques 
[276,285]. W hile AI a ttem p ts  to  do this, neural networks , a  biologically inspired, 
com puta tional and  inform ation processing paradigm , provides us w ith  an inher­
ently b e tte r , b u t not a  unique tool. O ur focus is on exam ining the capabilities 
of neural netw orks for learning, which is central to the  “deeper” question of its 
feasibility to  artificial intelligence. In the rem ainder of th is d isserta tion , we con­
cen tra te  on developing a  reperto ire  of com putational form alism s th a t can provide 
us an enabling basis for solving a  significantly complex problem , th a t has been 
addressed for last several decades, namely, functional synthesis, i.e., learning 
nonlinear mappings to abstract functional invariants, statistical invariants log­
ical invariants and spatial invariants from  representative examples. However, 
before we form ally in troduce neural networks, and em bark  in to  the  technical 
core of this thesis, we present argum ents jux taposing  the  su itab ility  of neural 
netw orks versus Form al AI, to  solving problem s in com puta tional learning. A 
detailed  discussion on the  la tte r  subject m ay be found in G ulati, B arhen  and 
Iyengar [111].
1.1. N eural N etw orks for A I M odeling
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Over the last th ree  decades, form al AI and  neural network researchers have 
extensively exam ined the problem s in p a tte rn  recognition, adap tive  m achine 
learning, perception  and  sensory-m otor control, providing an insightful assess­
m ent of w hat is difficult and  w hat is easy [121,144], A lthough bo th  disciplines 
have sim ilar goals, there  is not much overlap betw een the ir p ro jected  capabilities. 
T he basis of b o th  paradigm s m ay be traced  back to  hypotheses of W einer [2S6] 
and  Leibniz [182], wherein they identified hum ans as goal-seeking, com plicated 
m achine com posed of an “in telligent’’ b ra in  and  highly redundan t m otor system s. 
It is able to  detect errors, change course, and  ad ap t its behavior so th a t achieve­
m ents of goals is m ore efficient. However, subsequent developm ent of intelligent 
system s has pursued two d istinc t schools of thought; symbolic and  ne.urobiologi- 
cal, subsymbolic or conncctionisi. AI researchers concentra ted  on w hat the b rain  
did irrespective of how it was accom plished biologically, while the la tte r  focussed 
on how the  b ra in  perform ed.
R ooted in the “rationalist, reductionist tradition in philosophy” [251], AI 
assum es th a t there is a  fundam ental underlying form al represen tation  and logic 
th a t m irrors all prim itive objects, actions and relations th a t m ake up the  world, 
and  th a t has the necessary and  sufficient m eans for general intelligent action. 
As its m ost forceful proponents, Newell and  Sim on [221], hypothesized th a t once 
such a  represen tation  were to  becom e available, the  operations of hum an cyber­
netic m achinery could be fully au tom ated  and described . term s of m athem atica l 
theorem s and  form al logic. All knowledge could be form ulated into rules, and 
behavioral aspects of hum an reasoning and perception  could be em ulated by 
following rules or m an ipu la ting  symbols, w ithout regard  to the  varying in te r­
p re ta tio n s  of sym bols. F u rth er, intelligent behavior arises from  am algam ation 
of symbols in p a tte rn s  th a t were not an tic ipated  w hen the rules were w ritten .
E xpert system s are p roduct of such a  line of investigation. However, as discussed
by Reeke and Edelm an in [93] over the years AI researchers have unsuccessfully
struggled against fundam ental system s engineering issues sum m arized as :
(a) C oding P rob lem  : (Leibniz [182]) finding the  su itab le  universal symbol 
system  , i.e., the  u ltim ate  simples in term s of which all com plex can be 
understood;
(b) P roced u re P ro b lem  : specifying in advance all actions th a t m ust be taken 
for all possible com binations of input;
(c) C a te g o r y  P r o b le m  : (M insky [214,215]) specifying a sufficient set of rules 
to  define all possible categories and phenom ena th a t the  system  m ight have 
to account for;
(d) H om uncu lus P ro b lem  : (M insky [214]) T his pins the fundam ental p rob­
lem of AI to  the  old puzzle of “infinite regress” in a  universal sym bol system . 
For exam ple, when you look at an object, say a  com puter, how is the  image 
of the com puter registered in the b ra in  ? All explanations h ith e rto  proposed 
by AI p in  down this process on some “intelligent device” inside the b rain  
th a t shall be in charge of doing cue registering. B ut then  the  sam e prob­
lem has to  be faced again in order to  explain how the  “device” does the 
registering, and  so on ad  infinitum .
(e) N o n m o n o to n ic  R eason in g  P rob lem  : designing rules th a t can function 
as re trac tab le  hypothesis, to m itigate  the problem s th a t arise w hen rules get 
executed w ithout conu xt-consistency checks
(f) D ev elo p m en ta l P ro b lem  : devising m echanism s th a t  can enable p ro­
gram m ed system s exist: self-learn. self-organize the ir s tru c tu re  and  function 
and  self-replicate w ithout explicit ex ternal m anipu lation , akin to  adaptive 
biological system s;
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Since form al AI has no t been able to surm ount the  above problem s, us­
ing logical reasoning alone, H ofstader [133], Smolensky in [251] and  o thers [306] 
have suggested recourse to  a lte rn a te  scientific paradigm s - neural networks. In 
a  rad ical philosophical and  paradigm atic  dep artu re  from  AI, the neural network 
com m unity argues th a t logical reasoning is not the  foundation  on which cog­
nition  is based, b u t instead , an em ergent behavior th a t results from  observing 
a  sufficient num ber of regularities in the world [251]. Its  theoretical underp in ­
nings lie in biological detail and rigorous m athem atica l disciplines such as theory 
of dynam ical system s [47,100,127-128,237], s ta tis tica l physics [229], e tc., in an 
a ttem p t to discover and validate principles th a t m ake intelligence possible, by 
observing existing intelligent system s, i.e., the b rain . T hey hold the  view th a t 
cognitive m achinery is bu ilt from m any simple nonlinear in teracting  elem ents - 
neural netw orks th a t store knowledge in their in ternal s ta tes  and self-organize in 
response to  the ir environm ents. Intelligent behavior, then  m anifests from  collec­
tive in teractions of these units.
W hile form al AI or the Symbolic com m unity also trea ted  hum an b ra in  as an 
hierarchical system  of com ponents th a t obey laws of physics and  chem istry, and 
could be described as solutions to  m athem atica l equations relating  com putable 
functions over the  inpu ts  and  o u tp u ts  of neurons, it assum ed th a t given a  suf­
ficient am ount of inform ation, i.e., com puting power, neuronal dynam ics, one 
could com pute a  person’s next sta te . However, it ignored the  fram ew ork of in te r­
p re ta tio n , “context-sensitiv ity” , w ithin which the  hum ans process inform ation, 
m ake com m itm ents and  assum e responsibility. Instead , its  p rim ary  focus becam e 
to  design rule-system s th a t processed symbols w ithou t regard  to th e ir m eanings. 
T hus, it com pletely ignored the considerable am ount of subsym bolic or subcon­
scious processing precedes ou r conscious decision m aking, and  subsequently leads 
to  the  filtra tion  out of infinity of situations so th a t the  app ro p ria te  rule m ay be 
used. In sharp  con trast, ra th e r th an  creating  logical problem -solving procedures,
neural netw ork researchers use only an inform al understand ing  of the  desired 
behavior to  construct com putational architectures th a t can address the  problem , 
thereby elim inating the fundam ental AI lim itation , i.e., context sensitiv ity  in
[03].
In sum m ary, unlike AI, there  is no recognition, recall and rem inding; neural 
networks focus on association, un its  and  p a tte rn s  of activation . T hus, ra th e r  
th an  focusing on symbols, symbolic m anipulation , or form al logic procedures, 
neurocom putation  prim arily  entails recognizing sta tistica lly  em ergent p a tte rn s  
and  processing alternatives ob ta ined  by relaxing various features th a t ch arac te r­
ize the  situa tion  [208,222]. T herein  lies the  am enability  and  perform ance p o ten ­
tia l of neural networks to  the  developm ent and app lication  of hum an-m ade sys­
tem s th a t can em ulate the neuronal inform ation processing operations, e.g., real­
tim e high perform ance pattern -recogn ition  [12,95-9S,126,166-170], knowledge- 
processing for inexact knowledge dom ains [227], and  precise sensory-m otor con­
trol of robotic effectors [57,81,199,235], th a t com puters and  AI m achines are not 
suited  for. They are ideally suited for  tasks where a holistic overview is required 
[298],'i.e., abstract relatively small amounts o f significant information from  large 
data streams such as in speech recognition [93] or language identification [296]. 
On the o ther hand, d igital com puters and  AI are ideal for algorithm ic, sym ­
bolic, logical and  high precision num eric operations th a t neural netw orks are not 
suited  for. T he two fields com plem ent each o ther in th a t they approach  the  sam e 
problem s from  different perspectives.
Having m otivated  the  app licational and  parad igm atic  p o ten tia l of neural 
networks, we now briefly sum m arize their evolutionary history, followed by form al 
characterization  of their properties.
1.2. Background: A rtificial N eural N etw orks
S
T hough the notion of im ita ting  hum an neuronal processing system , cogni­
tive capabilities and  biological phenom ena to model com puta tion  for AI research 
was in troduced  a couple of decades back, it is only recently th a t they  are gaining 
recognition as a  viable a lte rnative  to  the trad itio n a l Von N eum ann architectures. 
Recent advances in our understand ing  of anatom ical and  functional arch itec tu re  
[17.19,49,61,202] chemical com position [179], electrical and organizational p ro ­
cesses [120,137-138.190-192,196] occurring in the b rain  and  nervous system  along 
w ith  the advances in hardw are technology and  capability  are leading to physical 
and  electro-optical realizations [121] of random ly organized in terconnect, n e t­
works w ith com puta tionally  useful collective properties such as tim e sequence 
re ten tion , e rro r correction and  noise elim ination, recognition and  generalization
Developm ent of de tailed  models of neural networks began w ith the work of 
McC'ulloch and  P itts  [206,17], w herein using logical elem ents they dem onstra ted  
th a t synchronous neural ne ts  could perform  all quantifiable processes, e.g., a r ith ­
m etic, classification application  of logical rules. Hebb [120] dem onstrates th a t 
repeated  activation  of a  group of neurons by ano ther th rough  a p a rticu la r synapse 
leads it to synchronously activate  groups of neurons to which it is weakly con­
nected, thereby organizing into strongly  connected assemblies. N eum ann [97] 
injects the no tion  of redundancy in neurocom puting  by constructing  netw orks 
which activated  m any neurons to do the job of one. W inograd and  Cowan [297] 
ex tended his work to  in troduce the notion of d is trib u ted  represen tation  wherein 
each neuron  p artia lly  represented m any bits. T he field was p u t on a  firm  m a th ­
em atical basis by R osenblatt [24S], who conjectured th a t intelligent behavior 
based on a  physical represen tation  was likely to  be h a rd  to  formalize. As per his 
argum ents, it was easier to  axiom atize a physical system  and  then  investigate the 
system  analy tically  to  determ ine its behavior, th an  to  axiom atize the  behavior
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and then  design a physical system  by techniques of logical synthesis. He engi­
neered his ideas, by a ttem p tin g  to  au tom ate  procedures by which a feedforward 
network of M cCulloch and  P it ts  neurons [206]. nam ed Perceptrons by him . could 
learn to au tom ate  the procedure by which a network of neurons learned to d is­
crim inate p a tte rn s  and respond appropriately. A detailed  study  of perceptrons, 
led M insky and P ap ert [215] to  strong criticism  of the  field. T hereafter, neural 
netw ork receded into a long slum p. However, as observed by Ladd [175], they 
were m isleading in in terp re ting /suggesting  th a t this class was at the heart of 
connectionism . and  their [215] analysis was not valid for system s th a t were m ore 
complex, including m ultilayered perceptrons and neurons w ith feedback.
The resurgence of the field is due to the m ore recent theoretical con tribu ­
tions by Kohonen [166-170], G rossberg [94-99], A m ari [11-14], Fukushim a [SSj. 
C arp en ta r [62-63], Hopfield [134-135], etc. Hopfield's illum inating contribu tions 
have extended the applicability  of neurom orphic techniques to the  solution of 
com binatorially com plex op tim ization  problem s [136]. In the areas of VLSI and 
opto-electronic im plem entations, m ajor achievem ents have resulted  from the ef­
forts of M ead [209], Psaltis  and  Farhat. [242], Hecht-Nielson [121], and others.
As shown in Fig. 1.1.1, Artificial Neural Systems  may be characterized as 
d is tribu ted  com putational system  com prising of a  large num ber of processing 
units each of which has selected characteristics of biological neurons connected 
to each o ther in a d irected  g raph  of varying configuration [151]. They have been 
defined [170] as
“massively parallel, adaptive dynamical systems modeled on the general fea ­
tures o f biological networks, that can carry out useful information processing 
by means of their state response to initial or continuous input. Such neural 
systems interact with the objects of the real world and its statistical charac­
teristics in the same way as biological systems do. ”
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Figure 1.1.1. Artificial Neural System.
G rossberg [98], H artley  and Szu [264] have classified neural networks to be 
any system  th a t satisfies (a) nonlinearity, (b) nonlocal, i.e., exhibit long-range 
in teractions across a  netw ork of locations, (c) nonstationary , i.e., in teractions are 
reverabative or iterative, and  (d) has nonconvex “energy-like” function.
In con trast to  the  existing notions on applicative and symbolic com puting, 
the po ten tia l advantages of neuronal processing arise as a resu lt of their ability 
to  perform  m assively parallel, asynchronous and  d is tribu ted  inform ation pro­
cessing. N eurons w ith simple properties and  in teracting  according to  relatively 
sim ple rules can accom plish collectively complex functions. T his is based on their
11
ability  to provide a collectively-com puted solution to a problem  on the basis of 
analog input inform ation resulting  from a high degree of random  interconnec­
tivity. storage and sim plicity of individual operations [41.141]. Neural network 
m odeling then  is a discipline which a ttem p ts  to  "un d erstan d  brain- like com ­
pu ta tio n a l system s" [24.263] and has been variously term ed as "com putational 
neuroscience" [14]. "parallel d istribu ted  processing" [251], "connectionism " [222], 
etc.
T he bulk of neural netw ork models can be classified into two categories; those 
th a t are in tended as com putational models of biological nervous system s or uen- 
robiological models [61.137.13S.199]. and those that, are in tended as biologically- 
inspired models of com putational devices w ith technological applications, also 
referred to as Artificial Neural Systems ( ANS )  [6,9,62,98,225]. A lthough our p ri­
m ary em phasis is on ANS, we will be highlighting the influence of neurobiology 
on the form ulation of artificial neural models, and the resu lting  com putational 
im plications. To get a sense of the required num ber and in terconnectiv ity  of 
neuronal c ircu itry  for intelligent behavior, we begin by exam ining biological neu­
ral networks. M ost existing neural network models are based on idealizations 
of the biological neuron and  the synaptic  conduction m echanism s, shown in fig­
ure 1.1.2(a) and 1.1.2(b), respectively. As shown in Fig 1.1.2(a), each neuron is 
characterized by a cell body  or the cvton and th in  branching extensions called 
dendrites and  axons th a t are specialized for inter-neuron transm ission. T he den­
d rite  is a passive receiving and  transm itting  agent, the axon oloetroohemieally 
charged, highly active b ra in  cell entity. T he dendrites receive inpu ts  from o ther 
neurons and the axon provides o u tp u ts  to o ther neurons. T he neuron itself is 
im bedded in an aqueous solution of ions, and its selective perm eability  to those 
ions establishes a po ten tia l gradient responsible for tran sm ittin g  inform ation. 
T he electrochem ical in p u t signals or the neu ro tran sm itte r is funnelled to  the 
neuron from  o ther neurons, to  which it is connected is th rough  sites on the their
t:
surface, called synapses (see Fig. 1.1.2(bH. The input signals are com bined in 
various ways, triggering the generation of an ou tpu t signal by a special region 
near the ceil body. However, the neurobiological phenom enon that is of p a rticu ­
lar in terest, is the changing chem istry of synapse as inform ation tlows from one 
neuron to another. T he synapse instantaneously decides when the inform ation 
is inessential and should not be resupplied. The weight of the individual charge 
is regarded as the determ ining  factor. On the tran sn u ttin g  or pro-synaptic side' 
of the synapse, triggering of the synaptic pulse releases a n eu ro tran sm itte r, that 
diffuses across a gap to the  receiving side of the synapse. On the post-synaptic  
or receiving side, the n eu ro transm itte r binds itself to receptor m olecules, thereby 
affecting the ionic channels and changing the electrochem ical potentia l. The 
m agnitude of th is change is determ ined by m any factors local to the synapse, 
e.g., am ount of n eu ro tran sm itte r released, num ber of post-synaptic  receptors, 
etc. Therefore, ne.urocompu.tat.ion, biological self-organization, adaptive learning 
and other mental phenomena, are largely manifested in changing the effectiveness 
or “strength'' o f the synapse, and their topology [1SS], A dditional details on the 
biological neuron, m em brane polarization chem istry and synaptic  m oditication 
may be found in [9,100].
T he above phenom enological insights a t the neurobiological level, have led 
to the  m athem atica l form ulation of simulated neurons , i.e., the  basic building 
block of neural netw ork models. A functional model for typical sim ulated neuron 
is shown in Fig. 1.1.2(c). Four useful areas may bo abstrac ted . T he first, is the 
synapse where signals are passed from one neuron to ano ther, and  the  am ount 
of signal is regulated , i.e., gated  or weighted by the s tren g th  of the  synaptic 
interconnection. In the activated  neuron region, denoted as summer,  synaptic 
signals containing excita to ry  and inhibitory inform ation art' com bined to affect, 
the tendency of a  cell to fire o r stay pu t. T he threshold  detector determ ines if the
■■P
Figure  1.1.2. ( a )  Biological  N e u r o n ;  (b )  M o rp h o l o g y  o f  n e u ro n - to -  
n e u r o n  con n e c t io n .
neuron is actually going to tire or not, while axonal pa ths conduct the output 
activation energy to o ther synapses to which the neuron is connected. Useful 
inform ation properties properties such as generalization [125], classification [t'>2l, 
association [12,91], error correction, time sequence retention [192], etc., emerge 
as collective properties of systems comprised of aggregations of large number of 
such simple units. W hen viewed individually, the dynamics of each neuron bears 
little semblance to task being performed.
As discussed in the preceding paragraph, of particu la r com puta tional and
E x c i l o r y  i n p u t s
O u t p u t
. . We ig h t i ng  f a c t o r sI n h i b i to ry  i n p u t 3
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O u t p u t
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Figure  1.1.3. M a t h e m a t i c a l  idea l iza t ion  to biological ne u rons .
modeling interest, are the m athem atica l notions of synapse and synaptic  modifi­
cation, mechanisms by which such units can be connected together to compute, 
and  the rules whereby such interconnected systems could be m ade to learn.
1.3. C om p u tation a l Learning
T he  paradigm atic  s treng th  of neural networks for potentia l applications, 
which require solving in trac tab le  com putational problems or adaptive modeling, 
arises from their spontaneous emergent ability to achieve functional tynthcsit,  
and  thereby learn nonlinear mappings [30,32,111], and abstrac t spatia l [02,03], 
functional [180] or tem poral [177,178] invariances of these mappings. Thus, re­
lationships between multiple continuous-valued, s tatistically-related inputs and 
ou tpu ts  can be established, based on a  presentation of a large num ber of rep-
resent.ative examples. Once the underlying invariances have been learned and 
encoded in the  topology and strengths of the  synaptic interconnections [36,305], 
the neural network can generalize to solve arb itra ry  problem  instances. Since 
the topological mappings for problem-solving are acquired from real-world exam ­
ples. network functionality is not limited by assumptions regarding param etric  
or environmental uncertainty, th a t  invariably limit model-based com putational 
strategies [13]. In order to place our subsequent discussions in context with the 
overall discipline of com putational learning (including heuristic, algorithmic and 
connectionist), in Table 1.4.1. we provide a taxonomy of learning formalisms.
Neural Learning has been defined as the process of adaptively evolving the in­
ternal param eters  e.g., connection weights, network topology, etc. in response to 
stimuli being presented at the  input and possibly the o u tp u t  buffer. As adaptive 
dynamical systems (refer Section 1.6.1), neural networks emphasize relaxation, 
and  not heuristic search as the  basis of au tom atic  learning. Further, learning 
can be by program m ing the net, i.e., setting the weights or by self-organization. 
These are known as hard and soft learning respectively. In this thesis we focus on 
soft learning, which in tu rn  may be either deterministic, stochastic, supervised or 
unsupervised. Learning in neural networks is said to supervised [250-252,269,292], 
e.g., when the  desired response is from a knowledgeable teacher, and  the retrieval 
involves one or more of a set of stimuli pa tte rns  th a t  have been repeatedly  shown 
to the system during the  train ing phase. The networks observe the presented 
inputs, detect the  s tatistical regularities embedded within it and  learn to exploit 
these regularities to draw conclusions when presented w ith a portion or a dis­
torted  version of the original pa tte rn . W hen a portion of the original pa tte rn  
is used as a  retrieval cue, the learned process is denoted to be auto-associative 
[166]. W hen  the desired input is different from the  input then  learning is referred 
to  as hetero-associative [188].
16




Learning via query; 
Concept Learning
Real-to-model world mapping
Ordering o f questions directs 
learning


















find probable no. o f classes, 
probabilistic descriptions 




Population genetics Trial solutions (populations) inductive 
operated in cycles (generations) 
by survival o f fittest selection 
followed by genetic recombination 







of a learning result )
obtain general concept def. on 
some property that holds for 






capture the functional, spatial 
or temporal concept in the 
internal synaptic connections 
or topology o f the network
relaxation 














T ab le  1.4.1. S u rvey  o f  C o m p u ta tio n a l L e a rn in g  P a ra d ig m s
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W hen no desired o u tp u t  is shown the learning is unsuperviscd [306]. It 
proceeds with a  knowledgeable teacher. An in term ediate  kind of learning is rein­
forcement learning [42,43] where a teacher ju s t  indicates w hether the response to 
an  inpu t is good or bad, how far and in what direction the  current o u tp u t  differs 
from the desired o u tp u t ,  the  the network is rewarded or penalized depending on 
the action it takes in response to each presented stimulus. The network configures 
itself so as to maximize the  reward tha t it receives. Along with the  architecture, 
learning rules forms the  basis of categorizing different neural network models. A 
detailed taxonomy of different types of learning rules can be found in Lipm ann 
[166],
Further the  neural learning rules could take the following forms: Correla­
tional Learning  wherein param eter  changes occur on the  basis of local or global 
inform ation available to  a  single neuron. A good example is Hebbian learning 
rule [134], wherein the  connection weights are ad justed  according to a  correlation 
between the states  of the  two interconnected neurons. If two neurons were both  
active during some successful behavior, the connection would be s trengthened  
to express the positive correlation between them. On the o ther hand, in Error- 
corrected Learning , the  rules work by comparing the response to a  given input 
p a tte rn  w ith the  desired response and then modifying the  weights in the  direc­
tion of the  decreasing error, e.g., perceptron learning rule [248,251], Widrow-Hoff 
[291], back-propagation in [150,274,275,250-253]. Another model, Reinforcement 
Learning  does not require a  m easure of the desired responses, e ither at the  level 
of a  single neuron  or a t the level of a network. Only a m easure of the  adequacy of 
the em itted  response suffices. This reinforcement measure is used to guide ran ­
dom search process to  maximize reward. Another category, Stochastic Learning , 
the  network neurons influencing each other through stochastic relaxation, e.g., 
Boltzm ann Machine [2].
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Two key elements th a t  characterizes the  com puta tional power of neural 
learning formalisms are n a tu re  of states of individual neurons and  the tem poral 
na tu re  of synaptic  updating. The states of individual neurons m ay be either D is­
crete or Continuous. They may be finite, infinite bu t countable, or uncountable 
- forming a  continuum [264]. It has been shown th a t  networks w ith  a  finite num ­
ber of states is com putationally  equivalent to  a finite s ta te  machine (FSM ) if the 
num ber of neurons is finite or to a Turing machine (TM ) if the  num ber is infinite. 
If the  neuron has a  continuum  of stable states then  it is equivalent to a  TM . Fur­
ther, the n a tu re  of time variable in neural com puta tion  may be e ither discrete, 
i.e., dynamics is modeled by difference approxim ations to differential equations 
or it may be Continuous. It has been shown th a t  continuous time networks can 
resolve tem poral behavior [264], which is transparen t in networks operating in 
discrete time. In all the respects, the  two classes are com putationally  equivalent.
1.4. S ta tem en t o f th e  P rob lem
T he research problems addressed in this d issertation can be simply s ta ted  
as follows:
[1] Derive a new class o f fundamental, computational neural learning al­
gorithms that can robustly acquire embedded nonlinear functional, spa­
tial, logical, statistical or behavioral invariants from  representative ex- 
amplars, in hard real-time. Ensure the scalability o f proposed learning 
algorithms to the number of training samples, network dimensions and 
topography, and the cardinality of input-output attributes. Furthermore, 
ensure that the paradigmatic complexity o f learning form alism s is inde­
pendent o f the complexity o f learning problems to which it is applied.
[2] Develop efficient mechanisms for  explicitly incorporating, a multiplic­
ity, o f both application-specific and neural network design constraints
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into the neural learning framework. Furthermore, devise computation  
structures fo r  avoiding extensive training/retraining costs each time the 
network is confronted with a novel problem situation, that poses con­
straints different f ro m  the ones used during the training phase.
[2] Develop a form al framework for  simulating /  implementing neural n e t­
work models on massively parallel S IM D  /  M IM D  multiprocessors and 
asynchronous neural hardware - VLSI, optical and opto-electronic. D e­
vise form al algorithms for  determining the neurodynamical constants to 
ensure scalability and robustness o f proposed theoretical models during 
implementation. D etermine conditions that could potentially drive neu­
ral network algorithms into dynamical instabilities and chaos, in con­
currently asynchronous neurodynamical regimes. Devise a framework  
fo r  form ally  characterizing chaos in neural networks.
[4] Leverage the above repertoire o f tools, to form ally  conceptualize a com­
putational and architectural framework for  a real-life problem that is 
beyond the state-of-the-art capability in the chosen domain.
T he  central them e of this  thesis has, in fact been prim arily  m otivated  by 
the  la tte r  objective, i.e., the  current lack of com putationally  enabling tools for 
engineering “intelligent autonom ous systems” - autonom ous robots, rovers, diag­
nostic systems etc. Robotics in general, and  robust, task-directed, autonomous 
m anipula tion  for space-based robots in particular, represent ou r specific appli­
cation domains of interest. In the initial phases of algorithm  development, our 
robotic im plem entations are limited to inverse kinematics of redundan t m an ipu ­
lators. In a  la t te r  chapter, we however elucidate its s traightforward applicability 
to problems in m an ipu la to r  dynamics, control and  sensorimotor coordination. 
We extrapolate  the  applicational conceptualization to include perceptual m anip­
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ulation [2S2] in dynamically varying, poorly modeled and  unpredictable environ­
ments.
1.5. O rganization  o f  T he D issertation
This work is organized into eight chapters. The first chapter is devoted to 
presenting the  framework and  an applications context within which this work 
is relevant. To this end, we introduced some basic concepts and  m athem atica l 
tools. Figure 1.5.1 provides an overview of the organization of the  thesis. This 
section presents a  brief overview on the contents of the  remaining, chapters.
C hap ter  Two m otivates a  formal framework for deriving supervised learn­
ing algorithms for dynam ical neural networks. T he  m ethodology is generic to 
networks b o th  with and  w ithou t feedback. It is based on a recent breakthrough 
in nonlinear dynam ical system s theory - the  notion of term inal a t trac to rs  (in tro­
duced by Zak [302,303]). We exploit the concept of term inal a t trac to rs  to define 
the  Singular In teraction Dynamics (SID) model for learning time-independent 
d a ta  from examples. In a  departure  from prior neuromorphic algorithm s this 
methodology provides m echanisms for incorporating and  in-training '’skew'5 to 
handle network as well as design constraints. The  notion of ”v irtual a t t r a c ­
to rs” is in troduced to guaran tee  overall network stability. Two versions of the 
a lgorithm  are derived, A lg o r i th m  S I D \  and  A lg o r ith m  S I D 2  for large dim en­
sional networks. We benchm ark  the efficiency of A lg o r i th m  S I D \  system  on a 
multidimensional signal reconstruction problem. A lg o r i th m  S I D 2  is simulated 
on the 3-D O F and  7-D O F redundan t m anipulators to validate our theoretical 
framework and  illustra te  its  com puta tional efficiency.
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Figure 1.5.1. Overview of Thesis Contributions
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C hapter  Three extends upon the results in the preceding section to pro­
vide a novel manifestation to com putational learning based on phenomenology 
of nonlinear neural networks. We present the A lg o r i th m  S I D 3  neural network 
model th a t  allows adaptive evolution of network topology in addition to evolu­
tion of synaptic strengths. The former objective is achieved by taking recourse 
to G auss’s Least Constraint Principle [36,107,305] in mechanics. We execute the 
algorithm on a  3-DOF redundan t m anipulator. Further, we examine a funda­
mental lim itation in neural learning algorithms - train ing and  retrain ing costs 
and  the versatility of neural network models. We draw inspiration from m ath e ­
matical physics to introduce renormalization concept for task-directed aposteriori 
regularization. In the previous chapters, we had  largely exploited the  notion of 
term inal a ttrac to rs  to obtain  com putational speedup per dynam ical iteration. In 
this chapter we introduce mechanisms for speeding the overall tra in ing  process. 
We exploit the notion of adaptive time scales in term inal a t trac to r  formalism 
(introduced by Zak [303]) for supervised learning. These constructs  are used to 
extend the neural learning formalisms - A lg o r i th m  S I D 4 . We benchm ark the 
algorithm  using problems from the signal processing domain. Furtherm ore, we 
explore another im portan t concern in the  design and  im plem entation of learning 
algorithms, namely the implications of selecting particu la r  kinds of numerical 
tools used in neural network simulations.
C hap ter  Four couples adjoint sensitivity theory with neural networks,and 
learning in particular. We provide a  brief in troduction to the  notion of forward 
and adjoint operators. Heretofore, we had  resorted to  heuristics in the section 
of our derivations, dealing with dynamic propagation of backward error. In this 
chapter, we eliminate all heuristic overtones, to ob ta in  a  formal framework for 
global com puta tion  of sensitivities. These concepts are used to  formally derive 
another version of neural learning algorithm  - A lg o r i th m  S I D 5 .
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C hap ter Five exploits the concept of adjoint operators to enable com pu­
tation of changes in the netw ork’s response due to pertu rba tions  in all system 
param eters, using the  solution of a single set of appropriately  constructed linear 
equations. T he lower bound on speedup per learning itera tion over conventional 
m ethods for calculating the neuromorphic energy gradient is 0{ N 2), where N  is 
the num ber of neurons in the network. The learning objective is reformulated 
to derive A lg o r i th m  S I D q for hyperfast learning in dynamical neural networks. 
We dem onstrate  the com putational efficacy of our approach by benchm arking 
simulations on complex signal processing problems with current s tate-of-the-art 
neuromorphic models.
C hapter  Six addresses a  fundam ental issue which directly im pacts the  scal­
ability of current theoretical neural network models to applicative embodiments, 
in both  software as well as hardware - inherent and  unavoidable concurrent 
asynchronicity of emerging fine-grained com puta tional ensembles and  the con­
sequent chaotic manifestations in the absence of proper conditioning. In this 
chapter we introduce a  m athem atica l framework for systematically reconditioning 
additive-type models and derive a  neuro-operator, based on the chaotic relaxation 
paradigm, whose resulting dynamics is neither ’’concurrently” synchronous nor 
’’sequentially” asynchronous. Necessary and  sufficient conditions guaranteeing 
concurrent asynchronous convergence are established in terms of contracting op­
erators. Lyapunov exponents are also com puted  to  characterize the  network dy­
namics and  to ensure th a t  throughput-lim iting  ’’emergent com puta tional chaos” 
behavior in models reconditioned with concurrently asynchronous algorithms was 
eliminated. Im plem entation results are provided for massively parallel networks 
ranging from few 100 synapses to over 100 million interconnects.
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In C hap ter Seven, we shift gears to introduce a robotic m anipulation  p rob­
lem tha t is beyond the state-of-the-art "model-directed" robotics. We exploit the 
aforementioned repertoire of neural learning algorithms developed in this work to 
provide an enabling element for such systems. We m otivate the need to conceptu­
alize such robotic systems within a "perceptual framework" ra th e r  than  existing 
model-based formalisms. We propose a new Task-based Perceptual M anipulation 
Architecture, wherein the key control element comprises of metric-driven neural 
networks. A technical critique of the proposed architecture  is presented vis-a-vis 
existing robot architectures. To provide a context to our com putationally  en ­
abling learning framework, we propose a novel systems concept for applications 
to space robotics. We execute the architecture on a  functional m anifestation of 
this application.
C hap ter  Eight provides a sum m ary of contributions, concluding rem arks ami 
outlines directions along which this work can be extended.
1.6. M ath em atica l C on stru cts
In solving the  aforementioned problems, we have m ade a deliberate a ttem pt 
to base our argum ents  and  formalisms on firm m athem atica l foundations, ra ther 
th an  relying on qualitative argum ents  or brute-force techniques. We draw from a 
variety of rigorous m athem atica l disciplines, such as theory of dynam ical systems 
[47,100,127-128.237], existence theorems [226], renormalization theory and criti­
cal phenom ena [295], etc. These m athem atica l constructs have provided us ex­
tremely a ttrac t ive  com puta tional tools for deriving efficient algorithms presented 
herein. Furtherm ore, even though the m athem atics  used in this dissertation may 
be unfamiliar to some readers, the results we ob ta in  are mostly using construc­
tive algorithmic techniques. Also, the chapters are self-contained and  s truc tu red  
to be read in isolation. In the  remaining section of this chapter, we provide a
terse in troduction  to some of the broad  constructs tha t  we will be employing in 
the thesis.
1.6.1. D yn am ica l S ystem s T heory
Dynamical systems are those that, change their s ta te  with time t. A dy n am ­
ical system of order n is defined by two properties [47]:
[1] T he s ta te  of the  system  is represented by n real variables, .iq, .iq, • • • ,z*„, or 
one real vector r of dimension n, which may be considered as coordinates of 
an  abs trac t n — dimensional space nam ed the phase space.
[2] T he m otion of the  system  is represented by a vector function r(t )  of time 
satisfying a first-order vector differential equation of motion, d f / d t  = f  =  
v ( r , t )  where v is a  given sufficiently well-behaved velocity function of r and 
f, whose value for a particu la r r and  t is the phase velocity.
If the  system is not subject to any external influences th a t  depend on the 
time, the  system is said to be autonomous. The velocity field i ' (r) of an a u ­
tonom ous order-n system can be expressed as the negative gradient of a po­
tentia l U(r) .  Thus, v(r)  = —dU/ dr  where, for some constant U0, U(r)  — 
U0  — dx ' v( x ' ) .  At each zero Xjt of the  velocity field v(x) ,  v ( xk)  — 0, so tha t  a
system initially a t Xk remains there for all time. T he points  Xk represent states 
of the  equilibrium: they are nam ed fixed points. W hen the velocity field has only 
simple zeros, the  fixed points are stable around  x^  if v(x)  is a  decreasing function 
of x , so th a t  neighboring sta tes  approach .r .̂, and  they are unstable around x * if 
v(x)  is an  increasing function of x  so th a t  neighboring states  leave x Neural 
networks as dynam ical systems are governed by an upda te  equation on the s ta te  
vector th a t  is nonlinear and  iterative. If the error norm  of the  sequence of s ta te  
vectors become smaller and  smaller tending to a  fixed point, x * say at zero, for 
all initializing points  x 0  less th an  a  unit distance from the fixed point, then the
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dom ain x 0  is said to be the  basin of a ttrac t ion  of the a t tra c to r  at zero. If the 
numbers in the sequence increase gradually tending to infinity, then infinity is 
the  a ttrac to r  for all points Jo > 1-
Limit points  (fixed non-time varying), limit cycle (periodic,time varying), 
s trange a t trac to r  (sensitive dependence on initial conditions, time varying) and 
strings (limit points with filamentary basin of a ttrac t ion , correlated vectors) 
could all constitu te  a ttrac to rs  in dynamical systems [47]. In the  nonlinear dy­
namical systems form ulation to neural networks, all inform ation is stored at 
fixed points, fixed limit cycles in s ta te  space th a t  act as a ttrac to rs  with pro­
scribed basins of a ttrac t ion , such th a t  initial configurations of neurons in some 
neighborhood or basin of a ttrac t ion  of tha t m emory s ta te  will be a t trac ted  to if. 
As we dem onstra te  in the  sequel, in the dynam ical systems formulation, com­
puting  w ith neural networks thus implies designing networks with prescribed 
phase-space behavior.
1.6.2. N onlinear S en sitiv ity  T heory
The general objective of sensitivity analysis is to quantita tive ly  derive sen­
sitivities of the  system ’s response (i.e., system performance m easures of interest,) 
due to pertu rba tions  and  uncertainties in the input param eters. T he  simplest, 
sensitivity procedure is w hat may be term ed the “brute-force” m ethod, which 
evaluates a param etric  sensitivity by repeating the com puta tion  with a pertu rbed  
inpu t param eter while holding the others fixed. The com puta tional costs involved 
in this approach are in general prohibitive for most real-life applications [273]. 
Tw o a lternative deterministic (ra ther than  statistical) formalisms, labeled the 
“Forward Sensitivity M ethod” (FSM ) and “Adjoint Sensitivity M ethod” (ASM) 
exist in order to evaluate the  sensitivity of the response to  variations in the system 
param eters. Originally proposed by Cacuci [59,60] for engineering applications
wherein the param eters can neither t>e accurate:}* estim ated ner .-mown starts 
tieahy, the concept has over the year's been coiiectiveiy developed by Barden. 
Obiow. Aismiher. Tcvmariam etc ,10 . It has previously been extensively a p ­
plied in the fields of energy modeling ,27 ami nuclear reactor therm al hye.raub.es 
273 at the Oak Ridge National Laboratory. The forward sensitivity formalism 
is formulated in normed linear spaces, and the existence of the Gauteaux difier- 
entials of the operators appearing in the problem is shown to be bo th  necessary 
and sufficient for its validity. It provides the exact elementary sensitivity coeffi- 
cients ISC'1' \i.e.. partial derivatives of all model state  functions with respect to 
an input param eterL  of all dependent variables with respect to a single input 
pa ram ete r  ; 155.3111. On the other hand, adjoint sensitivity theory provides the 
exact sensitivity coefficients of a single response function  ̂primary dependent 
variable! with respect to all input parameters.
ASM is com putationally  more economical for problems involving many p a ­
ram eter  a lterations or a large da ta  base and  comparatively few functional re ­
sponses. On the other hand, FSM is efficient for problems involving a few pa 
ram eters  only, as it requires that a different set of equations be solved for each 
param ete r  to obta in  the complete elementary SC m atrix , as the actual form of 
the  differentiated equation depends on the particu lar param eter  under consider­
ation. Application of FSM and ASM to neural learning is discussed in further 
detail in C hapters  Four and  Five.
1.6.3. R enorm alization  T heory
The "renormalization-group" approach in physics was introduced by Wilson 
[295] for dealing with problems involving many length scales. Its purpose is to 
elim inate an energy scale, length scale or any other term  tha t could produce an 
effective interaction with arb itra ry  many coupling constants. T he  stra tegy is to
•:s
tackle the problem in steps, one step for every length scale. For example in the 
case of critical phenomena (e.g.. liquid gas transitions, magnetic transitions, alloy 
transitions, etc.). the problem is to technically carry out the statistical average's 
over therm al fluctuations on all scale sizes. The renormalization approach is to 
essentially integrate the fluctuations in sequence, s tarting  with fluctuations on 
an atomic scale and then moving to successively larger scales until fluctuations 
on all scales have been averaged out. The concept works as follows: As the 
fluctuations on each length scale are integrated out. a new free energy functional 
F l +SL is generated from the previous functional. This process is repeated many 
times. If F i  and F i +sl are expressed in dimensionless form, then one finds that 
the transform ation leading from F/, to F / +ls/. is repeated in identical form many 
times. This transform ation group is calk'd the "renormalization group". As L 
becomes large, the free energy F/. approaches a fixed point of the transform ation, 
and thereby becomes independent of details of the system at the atomic level. 
This explains the universality of critical behavior for different kinds of system at 
the atomic level. The same "fixed po in t” interaction describes all these systems.
In this dissertation, the above methodology is abstrac ted  and applied during 
a posteriori regularization (constraint satisfaction ) to prioritize and m odulate 
network response in the presence of a  multiplicity of external const raints during 
run-time. Along the lines discussed lien', the constraint satisfaction procedure 
as discussed in C hap ter  Three  entails, inclusion of the gradient of a, constraint, in 
the operational network dynamics normalized in a  m aim er such tha t when the 
constraint is satisfied the term  vanishes.
1.6.4. N on con stru ctive E x isten ce T heorem s
In C hap ter  Six we derive our results using a  sampling of various existence 
and  uniqueness theorems for minimization of convex functionals on Kn , which
29
are proved by the nonconstructive means, e.g., gradient operators (i.e., operators 
F  which are the derivatives of a real-valued functional y . These are used to 
s tudy questions of existence and uniqueness of solutions of F.v — 0 by finding the 
minimizers of y.). contraction operators, (i.e.. when F  is not a gradient operator). 
The la tter are used extensively in our derivations of asynchronous neuro-operator 
in C hapter  Six. Some of the key results that we use from nonlinear analysis are 
as follows:
A m apping  G : D  C  3?" —> Ti" is nonexpansive on a set D 0 C D if |G.v 
Gy| <  |.r — yj, V.r,y.G D {, and strictly nonexpansive on D 0 if strict inequality 
holds in (1) whenever .r ^  y, Also, any nonexpansive m apping  on D 0 is Lipschitz- 
continuous on D0. A linear operator A  t  3i" is nonexpansive iff |.-l <. I. In our 
analysis we consider neural systems of the form .r — G.r — t). Any solution ,r* 
of this equation, tha t is any point .r* in the domain of G for which x* -- G x *. is 
a fixed point of G. Thus the  sequence. X k+l — G x k , k — 0, 1, • • • converges to 
fixed point of G. Further, if G : D C R ' ! R ’1 is strictly nonexpansive on /),,
and  x*, y*  t  D 0 are any two fixed points, then
|.r* -  y*| -  |G.r* -  Gy*| < |.r* -  y*|
is a contradiction, which implies th a t  x* — y*; tha t is s trictly nonexpansive 
mappings can have at most one fixed point. Further a m apping G : D C A'" ■*
3?" is contractive if there is an o < 1 such tha t  |G.r — Gy| < n|.r ~ y| for all 
x, y G D 0. Linear operators  are contractive on all of 3i'' iff |.*l| < 1. Also note 
th a t  contractive mappings are norm dependent. In the cast' tha t  Dlt ~  D 'K'M, 
G is a  global contraction on all of !i". As discussed in C hapter  Six, the existence 
of unique fixed points is then given by the Contraction Mapping Theorem  [22ti], 
The contraction m apping property  plays a m ajor role in several parts  of this 
thesis. In fact, a  num ber of stability and convergence results used here have 
their basis in the  variants and  generalizations of contraction theorem, such as
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the Inverse and Implicit function theorems. Sard 's  theorem, etc. For a more 
broader trea tm en t on the  subject see [226].
C hapter Two  
Singularity  Interaction  D yn am ics (SID )
M odel
2.1. In trod u ction
In this chapter we in troduce efficient, adaptive dynam ical neural network 
formalisms for learning nonlinear transform ations from random ly sam pled ex­
amples. A key characteristic of our algorithms is their firm m athem atica l basis 
in the nonlinear dynamical systems theory, introduced in C hap ter  One. Specif­
ically, our methodology is based on a recent, b reak through  in nonlinear dy n am ­
ical systems theory - the concept of “term inal” a ttrac to rs  [302,303], tha t  were 
shown to correspond to singular solutions of the nonlinear neural dynamics with 
infinite local stability. Using topographically-mapped interacting term inal a t ­
tractors , we construct a neural network whose synaptic elements can rapidly 
acquire the  functional invariances embedded within a  few training samples and 
subsequently generalize to predict responses over the operational domain. Ap­
propriately, we nam e the neural network Singularity Interaction D ynamic .< (SID)  
Model. In a  depar tu re  from prior neural learning algorithm s this methodology 
provides mechanisms for incorporating an in-training ’’skew” to satisfy network 
as well as design constraints during the learning phase. Two algorithmic ver­
sions axe derived - Algorithm SID-1 targeted for problems involving few samples 
and  reduced cardinality of in p u t-ou tpu t space; and  Algorithm SID-2  for large 
dimensional networks.
In an  a t te m p t  to validate our theoretical framework and  benchm ark its com­
pu ta tiona l efficacy we implement Algorithm SID-1 on sequential digital hardware
31
to perform signal reconstruction from noisy, multidimensional phase data. The 
Algorithm SID-2, on the  o ther hand, is simulated to solve a significantly more 
complex problem  from the robotics dom ain - the  inverse, kinematics problem , 
commonly encountered during the design of real-time, adaptive systems oper­
ating in redundant environments. Specifically, the  simulations are performed 
on a  3-DOF p lanar redundant m anipula tor and  a  7-DOF cartesian redundant 
m anipulators.
T he organization of the  remaining portion of the  chapter is as follows. In 
section 2.2 we specify the  neural network architecture, and derive corresponding 
learning equations in term s of new algorithms for constrained differential op ti­
mization which strictly enforce the Lyapunov stability criteria. In particular, we 
elucidate the notion of " term inal a ttra c to rs '’ based on non-Lipschitzian dynam ­
ics, and  describe their implications towards neural modeling. In Section 2.3 we 
discuss our simulation experiments with the two models. In Section 2.3.1. we 
define the  multidimensional signal sorting problem, present a rudim entary  sys­
tem architecture  and  discuss our results. Section 2.3.2 provides details on the 
inverse kinematics problem, including a brief discussion on the existing algebraic, 
geometric and  neurom orphic strategies and  their limitations. We then present 
the  results of our experim ents with learning the inverse kinematics of 3-DOF and 
a  7-DOF redundant m anipulators. The last section presents the conclusions of 
this chapter.
2.2. N eu rod yn am ics M odel
2 .2 .1 . N etw ork Specification
Consider a  fully connected neural network with N graded-response neurons, 
implementing a  functional m apping from the N x -dimensional inpu t space to the 
N q -dimensional o u tp u t  space.
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Fig u re  2.2.1.1. T o p o g r a p h ic a l l y  pa r t i t i o n ed  n e u r o - a t t r a c t o r  m a p  fo r  the  
tully c o n n e c t e d  n e u ra l  n e tw o rk  model .
As shown in Fig. 2.2.1.1, the network is topographically partit ioned  into 
three  m utually  exclusive regions comprising of a  set of inpu t neurons, S x ,  tha t 
receive the  end-effector task coordinates, an  o u tpu t set S q ,  which provides the 
angular coordinates required to achieve the desired end-effector motion and  a set 
o f ’’h idden” neurons, S h , whose sensitizations partially  encode the in p u t /o u tp u t  
m apping  being learnt. T he network is presented w ith  Iv random ly sam pled tra in ­
ing pairs  of cartesian- and  joint-space variables, { x k , qk \ k  =  1 , . . . ,  A'} ob­
ta ined  by solving the  well-posed forward kinematics formulation (see P au l [233]).
2.2 .2 . Learning O b jectives
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The neuromorphic reformulation to the com putational learning problem re­
quires determining synaptic  interconnection strengths th a t  can accurately cap­
tu re  the transcendental transform ations embedded within the  tra in ing  samples. 
O ur approach is based upon the minimization of a constrained “neurom orphic 
energy” function [37,113] given by the following expression
Ki
E  =
^  £  ( £  £ [ 0 , 4 " 1,412 +  £  £ [ ' 4 ,4 12)
+  Y, X' 9A-) ( 2.2.2. 1)
where u* denotes the  Z-th neuron’s activity when processing the  k-th  tra in ing 
sample, gr ( • ) reflect network design considerations related  to specific appli­
cations e.g., manipulability  [58,197], and Ar denotes the Lagrangian multiplier 
corresponding to the  r- th  application or design requirement. T he  proposed ob­
jective function includes contributions from two sources:
[1] It enforces the  convergence of every neuronal s ta te  in S x  and  S q  to a t t ra c ­
tors corresponding to  the  presented end-effector task coordinates and  joint 
coordinates respectively, for every sample pair in the tra in ing set.
[2] It enforces the  synaptic  elements to satisfy network constraints  of the  type.
Sr(-) =  5 E E T >j (2 .2 .22)
• j
which minimize the  interconnection s trengths in line w ith  the  G auss’s Least 
Constrain t Principle [30,107,305]. Alternately, <7r ( -) could represent an aux­
iliary design criteria  [92 and references therein], e.g., m otion-tim e of joints,
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operational ranges, manipulability, torque optim ization, etc. We now pro ­
ceed with the formal derivation of the  learning equations (tim e evolution 
of the  synaptic  weights) by minimizing the energy function given in eqn. 
(2 .2 .2 .1).
2.2 .3 . N eurom orphic C onstrained  O p tim ization
In the  past, several neurom orphic algorithms have been proposed for con­
s tra ined  m inimization of non-convex energy functions. For details the  reader may 
refer to Hopfield and  Tank [136], B arhen et al. [37], G ulati et al [.113] and  P la t t  
and  B arr [240]. In order to motivate and  distinguish our optim ization  approach 
from the existing techniques, we first briefly examine some of the  features which 
limited the  general applicability of previous approaches. Hopfield and  T ank’s 
m ethod  for the  Traveling Salesman problem [136] involved the minimization of 
an  energy function of the type,
E  = H u )  + Y ,  { gr( u ) ¥  (2.2.3.1)
r
A first difficulty w ith this model is th a t  the specific constraint s trengths, IFr , 
were determ ined  heuristically, i.e., by ”anecdotal exploration”. Furtherm ore, the 
adopted  penalty  function construction was known to easily lead to constraint 
violation. Also, as the  dimensionality of constraints increases the  constraint 
s treng ths  get harder to  set [240]. A recently proposed alternative, i.e., P la tt  
and  B a r r ’s Basic Differential M ultiplier M ethod, [240], alleviates some of these 
lim itations by modifying the  objective function to
E  =  f ( u )  +  gr(u)  (2.2.3.2)
r
where Ar denote the  Lagrange multipliers corresponding to the  constraints
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gr(u)  =  0. A straightforward ( bu t naive ) application of Lyapunov’s stability 






However, for some pathological cases the  above a lgorithm  could result in Ar —> 
0 , i.e., the  constraints might no longer be satisfied. Hence, P la t t  and  B arr 
suggested the following heuristic change :
However, their proof of correctness upon inclusion of the above heuristic 
is based on assum ptions which are extremely restrictive in na ture . Specifically,
contrast ( see below) , the  methodology we propose, guarantees unconditional 
stability.
Lyapunov’s stability  criteria  require an  energy function to be monotonically 
decreasing in time. Since in our model the in ternal dynam ical param eters  of 
interest are the  synaptic  interconnection s trengths T nm and  the  Lagrange m ulti­
pliers Ar , this implies th a t
Ar =  +  gr(u). (2.2.3.S)
the necessary condition to achieve s tability  requires establishing equivalence to 
a dam ped  mass system, which in itself is a  nontrivial m a them atica l exercise. In
E Tnm + <  0 (2 .2 .3 .6 )
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One can choose
rT t , „  =  -■ £ ? - (2.2.3.7)
where t?  is an a rb itra ry  b u t  positive time-scale param eter. T hen  substi tu ting  in 
Eqs. (2.2.3.6) we have
f)F
Y . d x ' Xr <  tt T  ® T.  (2.2.3.S)
r  r
In the  above expression ® denotes tensor contraction , i.e.,
T ® T = Y ,  E  f '> f <>-
i J
Inequality 2.2.3.8 will be true  a fortiori if for some 9 >  0,
f)F
+ «  <  r t T 9 T .
r
T he equations of m otion for the  Lagrange multipliers Ar m ust now be con­
s truc ted  in such a way th a t  Eq. (2.2.3.8) is strictly satisfied. Noting th a t  the
analytic  expression for the  energy function results in =  gr('), we adopt
the  following model:
where g © g = 
is easy to see th a t  E
On differentiating (2.2.2.1) with respect to Tnm we get
• T  (&T -  6 , .
Ar =  tt  . - - - t — - j  flrr(-) (2.2.3.9)
g ® g  +  9
= E r ? ^ ' )  9r( ' ) ,  anci 9 is an a rb itra ry  positive constant. It
<  0 is then strictly satisfied.
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If we define,
if I € S q
if I g S H (2.2.3.11)
if 1 6 S x
we can rewrite (2.2.3.10) as
fk d u f (2.2.3.12)
where the index I is defined over the  entire set of neurons. Equations [2.2.3.7, 
2.2.3.9 and  2.2.3.11] constitu te  a dissipative nonlinear dynam ical system, the flow
space. In this chapter we focus on network convergence to point a ttrac to rs ,  i.e.,
are and  how fast can they be reached. In this vein, we first briefly review a 
novel m athem atica l concept in nonlinear dynamical systems theory, the terminal 
attractor, and  its properties, th a t  subsequently will enable us to  formalize neural 
network algorithms for learning the inverse kinematics mapping.
2.2.4. Term inal A ttractor  N eurodynam ics
Hopfield and others [13,15,16,75,134,135,153] have shown th a t  artificial neu­
ral networks store memory states  or pa tte rns  in term s of the  fixed points of the 
network dynamics, such th a t  initial configurations of neurons in some neighbor­
hood or basin of attraction  of th a t  memory sta te  will be a ttrac ted  to it. But the 
s tatic  a ttrac to rs  considered so far in nonlinear dynam ical system formulations 
in general, and  in neural network models in particular, have represented regular
of which generally converges to a  manifold of lower dimensionality in the  phase
state-space vector locations corresponding to the  presented , joint- and  Cartesian- 
space coordinates. Of crucial im portance is to know how stable those a ttrac to rs
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solutions of the differential equations of motion as shown in Fig. 2.2.4.1. The 
theoretical relaxation time of the system to these ’’regular a t t ra c to rs” can theo­
retically be infinite, and they suffer from convergence to spurious states and  local 
minima. The concept of terminal attractors in dynamical systems, was initially 
introduced by Zak [302], to obviate some of the above limitations, thereby signif­
icantly improving the performance characteristics of associative m em ory neural 
network models.
u •
u3< C u -  0 - R eg u la r  att ractor




Figure 2.2.4.I. (a) Asymptotic Relaxation of regular a ttractor to the 
fixed point of neurodynamics.
T he  existence of term inal a ttrac to rs  was established by Zak using the  fol­
lowing argum ent. At equilibrium, the fixed points, p , of an  N-dimensional, dis­
sipative dynam ical system
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“ i -  /«■(“ i, «2, , • • • ,  «JV ) =  0 * =  1 , 2 , - - - ,  N  (2.2.4.1)
are defined as its constant solutions u°°(p). If the  real pa r ts  of the  eigenvalues, 
ijfi of the m atrix  M,y =  f f H p )  are a^ negative, i.e., Re {?/,,} <  0 then
these points are globally asymptotically stable [4]. Such points are called static 
a ttrac to rs  since each motion along the phase curve th a t  gets close enough to p. 
i.e., enters a  so called basin of a ttraction , approaches the  corresponding constant 
value as a limit as t —> oo. An equilibrium point represents a repeller if a t least 
one of the eigenvalues of the m atrix  M  has a positive real part.  Usually, nonlinear 
neural network deal only with systems which satisfy the Lipschitz conditions, 
i.e., | d f i  /  du j  | <  oo This condition guarantees the  existence of a unique 
solution for each of the initial phase space configurations. T h a t  is why a transient 
solution cannot intersect the corresponding constant solution to which it tends, 
and  therefore, the  theoretical time of approaching the a ttrac to rs  is always infinite. 
Fig. 2.2.4.1(a) shows the tem poral evolution to such an a ttrac to r .
In contrast, Zak’s [303] notion of term inal a ttrac to rs  is based upon the viola­
tion of Lipschitz conditions. As a result of this violation the  fixed point becomes 
a singular solution which envelops the family of regular solutions, while each 
regular solution approaches the  term inal a ttra c to r  in finite time, as displayed in 
Fig. 2.2.4.1(b). To formally exhibit a term inal a t tra c to r  which is approached by 
transients in finite time, consider the simplest one-dimensional example:
u =  - u 1/3 (2.2.4.2)
This equation has an equilibrium point at u =  0 at which the  Lipschitz 
uniqueness condition is violated, since
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u 3
u = 0 - Terminal a ttractor
u 2
(b)
Figure  2.2.4.1. (b )  T e r m i n a l  A t t r a c t o r  as a s ingu lar  solut ion to the  
dyna m ic a l  system.
du 1 o/o
—  =  —~u ' — ► —oo at u — > 0 (2.2.4.3)
du 3
Since here the Re {?/} — ► —oo <  0 this point is an a t tra c to r  with ’’infinite”
local stability. As a consequence the dynamical system is locally bestowed with 
’’infinite a ttrac t ion  power” , enabling rap id  clamping of neuronal potentials  to the
fixed points; in our case this implies immediate relaxation to the desired a t trac to r
coordinates, xi  and  q\. Also, the  relaxation time for the solution corresponding 
to initial conditions u = uq to this a t t rac to r  is finite. It is given by
t0 =  ~  Lo = ^ 3 ° °  ( 2 .2 .4 .4 )
i.e., this a t t rac to r  becomes terminal. As shown in Fig. 2.2.4.2, it represents a 
singular solution which is intersected by all the  a t trac ted  transients. In partic-
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ular, s tatic  term inal a ttra c to rs  occur for k =  (27? +  I ) - 1  and  n > 1 . while
for k — 2n -f 1 and n > 0 all a ttra c to rs  are regular. It has been shown
(Zak [301]) th a t incorporation of term inal a ttra c to rs  in to  neural dynam ics leads 
to  the  elim ination of all spurious s ta tes in associative memories. T his prop­
erty  is critical to providing an accurate  generalization ability, since it ensures 
th a t in te rp o la tio n s/ex trap o la tio n s  of jo in t configurations are not based on false 
a ttrac to rs . For details on im plication of term inal a ttra c to r  dynam ics for neu­
ral learning algorithm s see [35,302]. In our proposed neurom orphic fram ework, 
te rm inal a ttra c to r  dynam ics then  provides a m echanism  th a t can im plicitly ex­
ploit the  tim e-bounded term inality  of phase tra jectories and  the locally infinite 
stability.
2.2 .5 . “V irtu a l” A ttractor  C om p u tation
T he “energy” function defined in Eqs. (2.2.2.1) specified the functionality  
of our fully connected neura l netw ork, i.e., learn  the  inverse kinem atics m apping. 
We now need to  select the netw ork dynam ics for evolving the  synaptic  elem ents, 
such th a t, the la t te r ’s convergence to  steady s ta te  fulfills the  above objective. So 
to  cap tu re  the kinem atic invariances consider following coupled neurodynam ics:
+  u f  =  E  1 -  (2.2.5.1)
v
Here u/ represents the  m ean som a po ten tia l of the Ith neuron ( u f  is the neuron 's 
activ ity  w hen processing the  fctli tra in ing  sam ple ), Tu> denotes the synaptic  
coupling from  the  l ’-th to the l-th neuron, and  i f  cap tu res the  in p u t/o u tp u t 
con tribu tion  in a  te rm inal a ttra c to r  form alism . T hough i f  influences the  degree 
of stab ility  of the  system  and  the  convergence to  fixed poin ts in finite tim e, it 
does no t fu rth er affect the location of existing s ta tic  a ttra c to rs . In Ecjn. (2.2.5.1),
43
denotes the sigm oidal neural response function w ith gain •); typically,
y -p c ) =  tanh(-) • r).
In topograpliic m aps, X t  neurons are generally used to  com pute a single value of 
in terest in term s of spatially-coded response strengths. Here we use the sim plest 
possible model (w here X t  =  1 ), bu t encode the  inform ation th rough term inal 
a ttrac to rs . Tim s, the topograpliic m ap is given by
In associative m em ory applications, these equations can in principle be used 
to determ ine the  synap tic  coupling m atrix  T , resu lting  in each m em ory p a t­
te rn  being stored as a  fixed point. T he key issue is th a t some of these fixed 
poin ts m ay actually  be repellers. The term inal a ttra c to rs  are thus used to g u a r­
antee th a t each fixed po in t becomes an a ttra c to r, i.e., spurious s ta tes  are sup­
pressed. Here however, we are in the process of learning a  m apping between 
two spaces and as indicated  in Fig. 2.2.1.1, a ttra c to r  coordinates have been 
defined for only two of the  th ree  topographic regions of the netw ork, i.e., the 
inpu t set S x , and  the  o u tp u t set S q . Consequently, the  fixed po in t equation
( u f  -  x f  ) 1 / 3  if I € S.v
0  if / € S a
( u f  -  qf  ) 1 / 3  if I € S q
(2 .2 .5.2)
where x f  and  qf  are the  a ttra c to r  coordinates provided by the tra in ing  sample, to 
be denoted  for brevity  as nf .  O ur basic operating  assum ption for the dynam ical 
system  defined by (2.2.5.1) is th a t a t equilibrium , for 1 =  l...,N  :
0  and
T his yields the fixed point equations :
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a — Ta)  may not necessarily be defined, since for | S h I > 0 , { | n £ S h ]
are not defined, and cannot be used for directly com puting T.
This necessitates the developm ent of an a lte rnative  strategy, whereby " v ir­
tual" a ttra c to r  coordinates are first determ ined for the  hidden units. These coor­
dinates are v irtual since they correspond to  a current estim ate  T  of the synaptic 
connectivity  m atrix . This is achieved by considering the fixed point equations 
as adaptive conservation equations which use the ex tra  degrees of freedom m ade 
available by the hidden neurons in Sh -  Let { uj = a} \ j  £ 5 // } denote 
the virtual attractors to which the unknowns, { uj  | j  £ S // } are expected to 
converge to. T hen a t equilibrium , Eqs. (2.2.5.3) yield
^ _ 1 ( . r , )  = - ^  T , + E U j ' + 7 :  T x v q v V i e  5 . v
i ' e s x y e s , , I ' e S q
= - v + E ' U y + E V j €  S h
i ' e s . v j ' e s n I ' E S q
v ' H q i )  = + 5 1  T ‘r
U y +
Y 2  T u ' w
V I £  S q
i ' e s . y j ' E S „ I ' E S q
(2 . 2 .5
w h e r e  Tj\ d e n o t e s  t h e  c u r r e n t e s t i m a t e o f  s y n a p t i c  c o u p l i n g  f r o m f t h  n e u r
t o  t h e  j t h  n e u r o n ,  a n d  u j  r e p r e s e n t s  a  v i r t u a l  a t t r a c t o r  w h o s e  v a l u e  i s  i s o m o r p h i c  
t o  t h e  c u r r e n t  l e v e l  o f  k n o w l e d g e  i n  t h e  n e t w o r k .  N o w  d e f i n e ,
=  v3 -  Y l ^ n ''Vi' ~  Y 2 ^ ,i' qi' v  ’ €  S x
i' /'
4 ’j  =  Y 2 ^ J , , X t ' +  Y 2  T j v q r  V j  6 5//
i'  /'
i pi  =  y?-1!3-/) -  Y 2 ^ , , , x ‘' ~  Y 2 ^ l l ' <11' 6 5q.(2.2.5.5)
Then consistency w ith the  term inal a ttra c to r  dynam ics assum ptions requires 
th a t { Uj \ j  € S h } be sim ultaneous solutions to the following "conservation’’ 
equations
E TiyUy = V, V i G 5.v
j ' 6 Sh
E T j y u y  = Vj V ./ G S h
j'£A (
£ Tij'Cij> =  i'i V /
j ' e s H
I 2 .2 .o . 0 1
T he above system  of equations for it is generally overdeterm ined. A num ber 
of s tan d ard  algorithm s exist to ob ta in  a good approxim ate solution to such a sy s­
tem . In our im plem entation we use an iterative approach, e.g.. g radient descent 
or conjugate gradient descent (a survey of gradient descent algorithm s may be 
found in [2,312]).
2 Ar\- 5 1  ( 5 1  ) +
( \  -
!t> -  *-"[ 1 )  + 
j  J'
i  £  p  - E f « " ' v )’
to o b ta in  the  v irtual a ttra c to rs , uj \ /j  £ S // by m inim izing the above energy 
function.
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2.2 .6 . S ingularity In teraction  D ynam ics Form alism
2 .2 .6 .1 . Algorithm S ID - 1  : A unaive” Form alism
U nder an ad iabatic  fram ework, at equilibrium , the fixed point equations 
developed in Eqs. (2.2.5.3). can be rew ritten  to yield
(2 .2 .6 . 1 .1 )
where a k denote a ttra c to r  coordinates; and
bkn =  y ;  r rim =  Y , T""'a ( 2 .2 .6 . 1 .2 )
If we w rite
A =
B





Tn -n  ■ A n  k (2 .2 .6 .1 .3)
or equivalently
B n  k  • A n n  =  T n -n  • (  A n n  • A n n  ) (2 .2 .6.1.4)
w here ~  denotes the transpose  operator. Thus, from elem entary linear algebra,
T  =  B A  (A  A ) ~ l . ( 2 . 2 .6 . 1. 5 )
Since one would need to  verify th a t .4 • .4 is nonsingular a t every learning it­
era tion  (an  0 ( N 3) opera tion , the above system  cannot be efficiently employed 
for learning in neural netw orks for problem s w herein large num bers of train ing
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sam ples are necessary for ab strac tin g  the nonlinear m ap. T hus, no tw ithstand ing  
the conceptual simplicity, we feel th is a lgorithm  will have lim ited usage.
A num ber of a lte rnative  m ethods exist for solving the above nonlinear system  
of equations. We adopt a dynam ical system s approach, wherein Eqn. (2.2.6 .1.5) 
is form ulated as the  s teady  s ta te  solution to  the  system  and rew ritten  in the 
term inal a ttra c to r  form alism . T hus, the  learning rule can then  be s ta ted  as:
T j V  A '  • (  A j V . f t -  • - d K  . V  )  }
J n rn )
(2.2.G.1.G)
At equilibrium  the above system  yields the learned synaptic  s treng ths, Tnm. We 
now sum m arize the  com puta tional s tru c tu re  of the  learning algorithm .
C om p u tation  Learning A lgorithm : SID_1
/** T his algorithm  describes a  com puta tional s tru c tu re  for encoding non­
linear m appings using topographically  p a rtitioned  term inal a ttra c to rs  ***/
Input: in p u t/o u tp u t a ttra c to r  coordinates x k and  qk \ netw ork dimension: 
neurodvnam ical decay constan ts /c,-; neural response function tem poral 
grid; convergence criteria ; in itia lization  dom ain.
O utput: learned in terconnection  m atrix  T nm.
A lgorith m  Singularity  In teraction  D ynam ics.l 
[1] R andom ly initialize: V n , m G { 1 , • • •, N  } and  V A: €  { 1, • • •, A'}:
Tnm  =  [ ~ ei + e  ]
-
B S-K A h ' S ...
[2] Learn synaptic  m a trix  T  :
Iterate over u =  1 , •••,  N t
4S
[3] Loop over tra in ing  sam ples, k =  1 , • •• ,  K
[3.1] Initialize u n in 3? [ — e, +  e ]
[3.2] E stim ate  v irtual a ttra c to rs , {«* | n € S h )
from  conservation equations Eqs. (2 .2 .5 .4) to  Eqs. (2.2.5.7)
[3.3] Evolve netw ork dynam ics using Eqs. (2.2.5.1)
U  n  +  K  n  U  n  —  ^  ]  T „  m  (  U  m  )  -f" I n
m
where
fc/n _  /  [«n -  vH»n) ] 1 / 3  if n 6  S \  U S y
[u* -  (,?(un ) ] 1 / 3  if n e  S h  
O utput: <p(k u”) and  kI„
[4] E ndloop over tra in ing  sam ples {Ar}
[5] U pdate  T  using Eqs. (2.2.6 .1.6)
ret1 = re, + rA{(B.i)„„,-Km-(.4i)],„„}1/3
w here 6 * =  cp ~ 1 (ak )
[6 ] Check for convergence:
I f  yes th en  exit else goto [2 ]
[7] E nd loop  over learning ite ra tions {v}
[8 ] E xit  : Display resu lts
2 .2 .6 .2. Algorithm S ID . 2 : R igorous Form alism
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In the preceding derivation of Algorithm SID-1, the synaptic  upd a te  equa­
tion was derived using heuristics. We now modify our m ethodology to derive the 
learning rule using a re laxation  procedure ad ap ted  from  P in ed a  [238], R eturning 
to  the  com puta tion  of d u f  /  d T nm in Eq. (2.2.3.11). Let us define
u// ( 2 .2 .6 .2 . 1)
and  denote
, _  Sv>(-)
“  I b p
T hen  a t equilibrium , as u f  — ► 0 and i f  — ► 0, we have
(2 .2 .6 .2 .2 )
du'i
v'lk E I t1 + E,, nm0Tnm
which can be rew ritten  as
d u f
d T Z r
(2 .2 .6 .2 .3)
duf, , k
W J ^ ----  =  VlkVlnUn0Tnr
(2 .2 .6 .2 .4)
In the  above expression denotes the  Kronecker symbol. We now define, 
following [238], a weighted coupling m atrix
A ku, =  6w -  ip'lk Tiv. (2 .2 .6 .2 .5)
T hen, su b stitu tin g  (2.2.6 .2.5) in (2.2.6 .2.4), and  prem ultip lying b o th  sides w ith 
[-4-1 ]*, and  sum m ing over I yields
E  tv 1]!;, E^« d u kd T ^ n (2 .2 .6 .2 .6 )
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C arry ing  ou t the algebra, and  relabeling the  dum m y indices resu lts in:
f)nk
( 2 .2 .6 .2 .7)
O nm
The above expression can now be su b stitu ted  in Eq. (2.2.6 .2.5); the  learning 
equation  thus takes the  form
r T t nm =  -4 ~ ‘ ]<*»*’'»* “ J. (2.2.6.2.8)
I k
w here the  indices I and  k  ru n  over the  com plete sets of neurons and  tra in ing  
samples.
2 .2 .6 .2 .1 . Error P rop agation  D ynam ics
A com puta tion  of the  synaptic  in terconnection m atrix  as suggested by Eq.
(2.2.6 .2.8 ) would involve a m atrix  inversion. Since direct m atrix  inversion is 
typically  nonlocal, we adop t the relaxation heuristic suggested by P in ed a  [239] 
to com pute the synaptic  updates defined by (2.2.6 .2.8 ). C onsider the  following 
change of variable
4  =  E  I '4 " ‘ l‘» (2 .2 .6 .2 . 1 .1 )
I
T hen  su b stitu tin g  (2.2.6 .2.1.1) in (2.2.6 .2.8 ) we have
E A " P  z r -  =  E # E I-4' 1!'* A Un rnk  i n
= E t 1 ^
i
=  I kp ( 2 .2 .6 .2 . 1 .2 )
One can also use the  explicit form  of A knp from  (2.2.6 .2.5) and  by su b stitu tio n  in
(2 .2 .6 .2 .8 ), we ob ta in
Regrouping the previous equations (2.2.6 .2.1.2) and  (2.2.6 .2.1.3), and relabeling 
the dum m y indices yields
•’* =  9nk ■ [ £  T „ y p + I kn ]. (2.2.6 .2.1.4)
P
We see th a t v f  represents a  fixed point solution of a neural netw ork having the 
following coupled dynam ics
tA  +  Vk =  ¥■'„* • [ E TP " ”p‘ +  -tS] (2.2.6.2.1.5)
P
Recall th a t i f  was defined in Eq. (2.2.5.2). By com paring Eqs. (2.2.6 .2.8 , 
2.2.6 .2.1.1 and  2.2.6 .2.1.5) we see th a t the  resulting neural learning equations
couple the  term inal a ttra c to r  dynam ics for w ith the e rro r p ropagation  dy­
nam ics for u*, i.e.,
rTt„ m =  -  E  (2.2.6.2.1.6)
k
T he com plete algorithm  is sum m arized below.
C om p u tation al stru ctu re o f A lgorith m  SID_2
** T his a lgorithm  ab strac ts  nonlinear transcendental functions from  inpu t- 
o u tp u t exam ples, subject to  design and netw ork constrain ts using the  m ethod  of 
Lagrange M ultipliers. ** /
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Input : A ttrac to r coordinates, a* , netw ork dim ension and  topographic 
partition ing , neurodynam ical decay constants, neura l response function and 
gains, tem poral grid , convergence and  scaling criteria , in itia liza tion  dom ain.
O u tp u t : learned synaptic  m atrix , Tnm.
A lg o r ith m  Singularity  in teraction  D ynam ics-2 
[0] Initialize T  , A
[1] Learn T: iterate  IT  =  1, N IT
[1.0] Loop over tra in ing  sam ples, k =  1, K
[2] Initialize u k, v k
[2.1] E stim ate  v irtu a l a ttra c to rs , {u k | j  £  S h }  from
conservation equations (2.2.5.5)-(2.2.5.7)
[2.2] Evolve u k for inverse m apping  x k —> qk using term inal 
a ttra c to r  dynam ics (2.2.5.1)-(2.2.5.2)
[2.3] C om pute v k using the  e rro r p ropagation  netw ork
[2.4] S tore ou ter p roduct u k A vk increm ent
[2.5] E nddo  {k}
[1.2] U pdate  T  using Eq. (2.2.6 .2.1.6)
[1.3] U pdate  A using Eq. (2.2.3.9)
[1.4] Check for convergence:
I f  yes th en  exit else go to  [1]
[1.5] E nddo {IT}
[2] ex it
In the  following section, we apply the  above learning algorithm s to  real-life 
problem s in signal processing and  robotics.
2.3. S im ulation  R esu lts
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We consider the  perform ance of S ID .l and  SID_2 in the  context of two appli­
cations: ( 1 ) m ultidim ensional reconstruction  of noisy signals; (2 ) neurokinem atics 
of redundan t m anipulators.
2.3.1. Signal Sorting w ith  Algorithm SID.l
T he sorting  of rad io  signals is central to m any applications of signal anal­
ysis including the identification and  characterization  of signals in a  dense R F 
environm ent. A generic arch itec tu re  [263] which is currently  utilized for rap id  
identification and  characterization  of com m unication signals and  interference is 
depicted  in Fig. 2.3.1.1 Briefly, the  system  works as follows: a  noise processor 
and  rap id  scanning spectrum  analyzer (e ither d ig ital or analog) are used as the 
first steps in processing the  received R F  signal. T he o u tp u t from  the  spectrum  
analyzer is initially  sorted  based on the  various m easured discrim inants available 
from  the spectrum  analyzer, e.g., am plitude, frequency, tim e, and  angle-of-arrival 
da ta . T he results of th is in itia l sorting of signal ex ternals is an  em ergence of 
d istinc t signals which can be used for subsequent signal identification and  ch ar­
acterization . In add ition , once a  characteristic  signal frequency is identified on 
subsequent scans, a  set-on receiver can be rap id ly  tuned  to the  signal of interest 
for purpose of ex tracting  signal in ternals (e.g., m odulation  type).
In  developing an  effective system  for signal identification, a  key considera­
tion is the  signal sorter. E xisting signal sorters typically incorporate  some form 
of h istogram  analysis or clustering a lgorithm  for sorting  the  signals in to  distinct 
classes and  incorporate  e ither content of w indow -addressable mem ories for rapid  
signal identification. T he problem  w ith  these existing techniques is th a t they 
im pose the  typical estim ate-and-process arch itec tu re  which cannot easily accom ­



















F ig u re  2.3.1.1. S ys tem  a rc h i te c tu re  for c o m m u n ic a t io n  signal 
iden tif ica t ion  a n d  c h a ra c te r iz a t io n .
do not necessarily incorpora te  m ultiple signal discrim inant inform ation in an  op­
tim al way. Thus, the  perform ance of these existing techniques tends to  rap id ly  
degrade as the  received signal-to-noise ra tio  decreases.
A lgorithm ically, the  problem  can be form ulated  as follows: find a  m a th e ­
m atical transfo rm ation  w hich m aps a  set of m easured d a ta  in to  a  set of signal 
characteristics, e.g., angle-of-arrival, am plitude. T he m ain  difficult lies in the 
fact th a t it is not a  one-to-one m apping: due to inherent uncertain ties one set 
of m easured d a ta  can correspond to  a  num ber of signals w ith  different charac­
teristics. In o ther words, th e  form al m athem atica l approach  requires overcoming 
the  well know n difficulties (ill-posedness, ill-conditioning) associated  w ith  inverse
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Fig. 2.3.1.2 shows the feedforward neural network a rch itec tu re  th a t we im ­
plem ented for purposes of benchm arking A lg o r i th m  S I D j. T he inpu ts to  the 
network are the  o u tp u ts  from  the spectrum  analyzer w ith  a pa ir of inpu t neurons 
being assigned to each frequency resolution cell of the  spectrum  analyzer. One 
m em ber of each p a ir corresponds to am plitude d a ta  w hereas the o ther m em ber 
corresponds to  angle-of-arrival (AOA) da ta . This inpu t d a ta  is com bined via the 
connection weights and  hidden layers of the  netw ork and  the  o u tp u t is a binary  
vector indicating  w hether the  i —th  em itter (or em itte r class) is currently  active 
or not. The control setup  com prised of a feedforward netw ork w ith  24 neurons: 
16 inpu t neurons, 6  h idden neurons and 2 o u tp u t neurons. T he tra in ing  d a ta  
was obtained  from  the  o u tp u t of sim ulated w ideband spectrum  analyzer.W e as­
sum ed fixed frequency em itters w ith p rem atched  am plitudes. T h e  tra in ing  set 
com prised of a 1 0 0 0  linearly separable d a ta  from  16 frequency channels w ith 
varying noise levels. T he classical back-propagcition algorithm  required 0 ( 1 0 1) 
tra in ing  ite ra tions to  learn the  em bedded relationship. The m ultiscale version 
of te rm in a l-a ttrac to r based SID_1 Learning A lgorithm , on the  o ther hand  was 
presented only 50 random ly sam pled tra in ing  sam ples from  the set of 1000. It 
required only 170 tra in ing  ite ra tions (corresponding to  an effective tim e of 17 
m illiseconds) to  ab strac t the  sta tistica l relationship. M ore im p o rtan t, during 
recall, SID algorithm  did not perform  any false tagging w ith dropped  classes. 
D etailed results are included in G ulati and B arhen [104].
2.3.2. N eu rok in em atics w ith  Algorithm SID-2
Before presenting our sim ulation  results on SID-2 on inverse kinem atics of 
redundan t m anipu lato rs, we m otivate  the relevance of neural netw orks to  solving 
robotics problem s. Space telerobots envisaged for exacting applications in u n ­
stru c tu red  and  hazardous space environm ents, e.g., satellite  servicing, space sys­
tem  construction  and  m aintenance, p lanetary  missions etc., m ust be able to dex-
56
AM PLITUDE, . --------
CELL 1
----------- EM ITTER 1
AO A, CELL 1 • -------- — ►
EM ITTER 3
AMPI IT 'ID F  . Hr -
CELL 2
CONNECTION WEIGHTS/ ----------- ► , EM ITTER 4










INPUT NODES OUTPUT NOOES
Figure 2.3.1.2. Schem at ic  for feedforward neural network  for
mul t idimensiona l  signal reconstruct ion.
s tru c tu red  and  hazardous space environm ents, e.g., satellite  servicing, space sys­
tem  construction  and  m aintenance, p lanetary  missions etc., m ust be able to  dex­
terously and  adaptively  m an ipu la te  objects in a nonsta tionary  task  workspace. 
R edundancy in the design of robot m anipulators has been suggested as one m eans 
to  enhance the ir dex terity  and  adaptability . In con trad istinction  to  o ther engi­
neering contexts where redundancy  implies fault-to lerance or superfluity, redun­
dancy in robotics is determ ined  relative to the  task  [58]. It refers to  a m an ipu la to r 
w ith  m ore th an  the  m inim um  num ber of degrees of freedom  necessary to  accom ­
plish general tasks. T he m ajo r objective m otivating in troduction  of redundancy 
in robot design and control is to  use the additional degrees of freedom  to  improve 
perform ance in complex and  u n stru c tu red  environm ents. It helps overcome kine-
m atic, m echanical and  o ther design lim itations of non-redundant m anipulators. 
Also, the  ex tra  degrees of freedom  can be used during real-tim e m an ipu la to r op­
eration  to  sim ultaneously achieve end-effector tra jec to ry  control while satisfying 
additional constraints.
T here are two prim aiy  problem s in developing control strategies which take 
advantage of redundancy. F irst, given the initial and  final end-effector task  coor­
d inates, sim ultaneously generate, in real tim e a C artesian-spare  tra jec to ry  th a t 
can achieve a  goal (the path planning problem ) and  a set of jo in t space trajectories 
which cause the end-effector to follow the  desired tra jec to ry  ( inverse kinematics  
problem ) while satisfying additional constrain ts, such as obstacle avoidance, 
servo-m otor torque m inim ization, singularity  avoidance, and  jo in t lim it avoid­
ance. Developing algorithm s to use the additional degrees of freedom  to satisfy 
constrain ts is known as the redundancy resolution problem  [30,33,34,5S,107,110]. 
Secondly, provide adaptive m echanism s for responding to  any unforeseen changes 
in the w orkspace or the  m an ipu la to r geometry. D espite a trem endous grow th in 
research activ ity  on ” m odel-based” adaptive control algorithm s, the above prob­
lems entail a level of com putational and paradigm atic  com plexity far exceeding 
th a t w hat can be provided by the existing strategies. Artificial neural networks, 
on the  o ther hand, as discussed in C hap ter One, due to  their ability  to  perform  
functional synthesis in real-tim e, could provide an a ttrac tiv e  a lte rn a te  basis to ­
wards designing real-tim e m anipu lato r control architectures.
2 .3 .2 .1 . M anipulator Inverse K inem atics
M anipulator kinem atics addresses the problem  of com puting  tem poral evo­
lu tion  of jo in t coordinates from  the  m otion of robot end-effector. A forward 
kinem atic function, <J>, is a nonlinear differentiable function which uniquely re­
lates a set of N q jo in t variables, q , to a set of N \  task-space coordinates, x:
x =  /(<£). For serial chain robot m anipu lato rs the forw ard kinem atic function 
is easily derived [233]. T he m ore difficult problem  which is of p rim ary  p ractical 
in terest in m an ipu la to rs kinem atics is the inverse problem :
q = $ - 1 (x) ( 2 .3.2 .1 .1 )
i.e., determ ine one or m ore sets of jo in t configurations which take the  end-effector 
into a desired task  position and  orien tation  in the  workspace. W hile the  inverse 
kinem atic function is highly nonlinear, closed form  analy tical so lutions can be 
found for a  num ber of non-redundant m anipu lato rs w ith special architecture. 
C om plete positioning capability  in C artesian  space can be nom inally achieved 
using only six degrees of freedom . However, m ost m anipu lato rs have degenerate 
configurations, or kinem atic singularities, near which sm all displacem ents of the 
end-effector requires physically unrealizable jo in t speeds. These singularities ef­
fectively lead to  a  loss of usable workspace and  capability, and  there  is a  strong 
incentive to  design robots w ith additional degrees of freedom . T hus, a robot 
m an ipu la to r is k inem atically  redundan t if the num ber of its degrees of freedom  is 
g rea ter th an  the  dim ension of the end-effector task  space. In con trad istinction  to 
o ther engineering contexts, w here redundancy per se, im plies fault-tolerance,  i.e 
com ponent duplication  allowing for continued system  functionality  in the  event 
of an  elem ent failure or superfluity i.e, an unneeded excess capacity, redundancy 
in robotics is determ ined  relative to the  task  [58]. For exam ple, a  6 -D O F m anip­
u la to r could be red undan t w ith  respect to  tasks w ith  sym m etry  abou t one axis, 
while an  arm  w ith 3 or more jo in ts  is redundan t for achieving any end-effector 
position in a  tw o-dim ensional space. T he m ajo r objective m otivating  in troduc­
tion of redundancy  in robo t design and control is to  use tiie additional degrees 
of freedom  to  im prove perform ance in complex and  u n s tru c tu red  environm ents. 
It helps overcom e kinem atic, m echanical and  o ther design lim itations of non- 
red u n d an t m anipu la tors, and  sim ultaneously satisfy additional constrain ts, such
59
as obstacle avoidance, m inim ization of a c tu a to r torques, singularity  avoidance, 
providing g rea ter dexterity, m inim ization of kinetic energy, im provem ent of some 
m easure of m anipulability. etc.
However, incorporation  of redundancy injects add itional com plexity into the 
problem . For redundan t m anipu lato rs, the kinem atic equations re la ting  the  spec­
ified end-effeetor task  coordinates to  the unknow n jo int angles m ay not have a 
unique solution, and  in general the problem  is b o th  ill-posed and  ill-conditioned 
[149]. i.e.. solutions m ay not necessarily exist, and  if they  do exist at all. they 
are likely to be nonunique. F u rther, such solutions, if they do exist, in general 
depend discontinuously on the  inpu t, i.e.. .f and  hence are likely to be unstab le  
to  sm all errors in the inpu t. For elucidation consider Fig. 2.3.2.1.1., which rep ­
resent the  transform ation . I\  : Q — ► A”. Let K  denote the  k inem atics opera tor 
<L. Inevitable m easurem ent errors or signal noise can lead to  d a ta  which do not 
lie in the  range of K  and hence not in the  dom ain of the  inverse op era to r A '- 1 ; 
thus no solution will exist. Similarly, the transfo rm ation  may not be one-to-one. 
so th a t inverse transfo rm ation  does not yield a unique resu lt. Jeffry and  Rosner 
[149] have analyzed the unstab le  behavior of such system s, by exam ing the  m a­
trix  form  of equation X  =  If A” contains errors (say observational) AA',
then  a d irect inverse in the  least-squares sense, i.e.. generalized pseudoinverse, 
would yield the elem entary  solution
Q = ( $ T $ ) " 1 $ r  [A + 6 X].
If the  row vectors of are not fully linearly independent, then  will be
nearly  singular, and  the  above inversion will g reatly  m agnify the  error, possibly 
driving it to  dom inate the solution. T herein  lies the basis for ill-conditioned 
n a tu re  of the  problem .
O ften an  infinite num ber of jo in t-configurations can be ob ta ined  to  satisfy a 
given end-effector configuration. However, it can be shown [58] th a t the  infinity
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Figure 2.3.2.1.1. Schematic  represen ta t ion  of inverse p rob lems and  the 
origin of  their I ll-posed and il l-conditioned nature ,  
( a d a p t e d  from ref: [149]).
of solutions can be m apped  into a finite set of m anifolds. Because of th is infinity 
of solutions, m any redundan t m anipu lato r investigators have chosen to focus 
on the  instan taneous or differential kinem atics, which uses a jacob ian-m atrix  to 
re la te  end-effector velocities to the jo in t velocities. T he jacobian  is defined as
■i = J  (q ) 4  (2.3.2.1.2)
For redundan t robots the m an ipu la to r Jacobian  is not uniquely invertible, 
and  pseudo-inverse techniques can be used to select a  solution from the  infinity of 
possible solutions in the  null space of J (q). Eq. (2.3.2.1.2) is often referred to  as 
the inverse kinem atics solution, a lthough (2 .3.2 .1 .1 ) is the tru e  inverse kinem atics 
problem .
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Given a desired end-effector velocity, a\ the jo int velocities, q can sim ply be 
determ ined  by:
-q =  (2.3.2.1.3)
where J^ (g ) is the pseudo-inverse, or a weighted pseudo-inverse, of the m anipula­
tor Jacob ian  m atrix . This redundancy resolution solution m inim izes a weighted 
quadra tic  norm  of instan taneous joint velocities. The end-effector velocities are 
typically  generated  by a p a th  planning  algorithm , and  the jo in t velocities com ­
pu ted  by Eq. (2.3.2.1.3) are used as the reference inpu t to  a jo in t-space control 
system .
This solution can be modified by adding a null space com ponent to the jo in t 
velocities [66,7S,1S4.2S8]:
'q = J U,q).f +  ( I  -  j t ( g ) j ( 9 ))r  (2.3.2.1.4)
where z is an  a rb itra ry  vector. The term  (I  — JT (<7 )J (^ ))  projects th is a rb itra ry  
vector in to  the null space of the m anipulator. Physically, any m otion in the 
null space is an instan taneous in ternal m otion of the m an ipu la to r which causes 
110 m otion of the end-effector. M any redundancy resolution crite ria  can be de­
veloped as po ten tia l functions, and z m ight be the  gradient of the resolution 
po ten tia l function, i.e., , z =  a V ^ ( q )  , where a  is a weighting factor. Then 
for a  given end-effector configuration, the gradient of this function is used to 
control jo in t velocity in the redundant directions, in a m anner th a t forces the 
m an ipu la to r to  seek an optim al configuration. However, the pseudo-inverse reso­
lu tion  techniques are generally not cyclic [78,92,256,310], i.e. these techniques do 
not generate  closed jo in t-space tra jectories corresponding to closed end-effector 
tra jecto ries, thereby posing a serious lim itation  for practical im plem entations. 
O ther researchers have used the null space of the jacobian , which corresponds 
to  the  self-m otion of the robot, to  optim ize various perform ance criteria . For
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exam ple. Liegeois [1S4] has developed a gradient projection scheme th a t utilizes 
the null space of the Jacob ian  to  optim ize a jo int-position dependent, scalar p er­
form ance criterion. However, the existing algebraic m ethods are, in general, very 
expensive com putationally , and are unable to find global redundancy resolution 
op tim a w ith respect to m ultiple criteria in real-tim e. Also die m anipu lato rs can 
have m ore th an  one d istinct in ternal m otion for a given end-eifector location but 
the in stan taneous m ethods only optim ize over one in ternal m otion, and therefore 
can miss the true  optim um  which lies on ano ther in ternal m otion [5S].
So in the absence of closed form solutions, off-line ite ra tive  approxim ation 
techniques based on "local-m ethods” have been used to solve the inverse tra n s ­
form ation problem . In th is context, G oldenberg et al. [92] have proposed an 
”augm ented task  m ethod” th a t uses a modified N ew ton-R aphson m ethod to 
sim ultaneously o b ta in  all the joint variables. They p a rtitio n  the  augm ented 
Jacob ian  m atrix  into an invertible noil-redundant, com ponent and a. redundant 
com ponent to  o b ta in  approxim ate bounds on the m agnitude of the jo in t angles. 
A nonlinear constrained  optim ization is then perform ed to determ ine the an g u ­
lar displacem ents for the redundan t joints by satisfying some auxiliary criteria. 
The resu lting  values are used to com pute the N ew ton-R aphson correction that 
minimizes an error-residual between desired and current end-effector coordinates. 
Despite its versatility, th is techniques suffers from algorithm ic singularities, since 
it fails to ensure the non-singularity  of the Jacob ian-m atrix  p a rtitio n  prior to s ta rt 
of each ite ra tion . Also, for a large num ber of degrees of freedom , the nonlinear 
optim ization  algorithm  during each iteration  induces a significant com putational 
complexity.
In a  significantly different approach Burdick [58] conducts a topological and 
geom etrical analysis of the  kinem atics of redundant m anipulators. Form ulating 
inverse k inem atics as a  global m anifold m apping problem , he uses the  singulari­
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ties of the forward kinem atics to pa rtitio n  the configuration space m anifold into 
disjoint regions. T he topological characteristics of these regions and  their for­
ward m apping are then  used to  rigorously analyze kinem atic properties, such as 
bounds n a tu re  and num ber of singularities th a t m ust be encountered along an 
arbitrary ' cyclic p a th  and  bounds on the  num ber of inverse kinem atic solutions. 
C urrently  form al procedures are being developed for tran sla tin g  th is q u a lita ­
tive insight to qu an tita tiv e  algorithm s th a t could aid the  design and  control of 
red undan t m anipulators.
In con trast to the algebraic and iterative strateg ies m entioned above, neuro- 
m orphic approaches to  the  inverse kinem atics problem  entail system s composed 
of m any sim ple processors ("neurons"), fully or sparsely in terconnected, whose 
function is determ ined  by the  topology and s tren g th  of the in terconnections. The 
synaptic  elem ents of such neura l system s m ust cap tu re  the transcenden tal k ine­
m atic  transform ations using a priori  generated  exam ples enabling subsequent 
generalization to  o ther po in ts in the workspace. Thus, the inverse transform ation  
equations do not need to be explicitly program m ed or derived. Once they have 
been learned, the  netw ork’s inherent self-organizing abilities enable it to adapt 
to  changes in the environm ent, e.g. p lanning jo in t tra jecto ries in the presence of 
obstacles, or to  any unforseen changes in the m echanical s tru c tu re  of the  m an ipu­
la to r, w ith  little  effort [197]. W ith in  a  neurom orphic fram ework, a  solution of the 
inverse kinem atic involves two phases, a tra in ing  phase and  a  recall phase. The 
tra in ing  phase involves encoding the  inverse m apping  in the netw ork’s synaptic 
weight space, th rough  repeated  presentations of a  finite set of a priori  generated  
exam ples, linking cartesian  space end-effector coordinates to the corresponding 
jo in t angles. Once the  netw ork has acquired the nonlinear m apping  im bedded 
w ithin  the tra in ing  set, it can be used to  rap id ly  recall, or generalize the jo in t 
configuration corresponding to any given cartesian-space o rien ta tion  w ith in  i t ’s 
workspace of tra in ing , thereby elim inating the  com puta tional overheads asso-
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d a te d  w ith  the existing ite ra tive  techniques. Also, once the  tra in ing  cycle is 
com pleted, the tim e required to ob ta in  a solution depends in a weak fashion on 
the  num ber of degrees of freedom.
In the past, Josin  [152], Guez [102] and  Tawel et al. [267] have applied 
th is generic neurom orphic parad igm  to  the inverse kinem atics problem  for a 
3-D O F redundan t m anipu lato r. In particu la r, they tra in  a heteroassociative, 
m ulti-layered feed-forward neural network using the backpropagation  algorithm  
[250,251]. T he following principle is commonly used during the  tra in ing  process. 
W hen the system  produces a wrong o u tp u t on presen tation  of an I /O  pair, the 
learning upd a te  rule sim ply changes each weight in the direction which makes 
the  size of the  e rro r decrease as rapidly as possible. T he com ponents of this 
steepest descent d irection in weight space are evaluated by using the chain rule to 
com pute the p a rtia l derivatives of an erro r function w ith  respect to each weight. 
T he im plem entation  of th is weight change requires recursively p ropagating  an 
e rro r signal backw ard th rough  the  netw ork, changing weights that, had  a large 
effect on the o u tp u t m ore th an  those th a t did not. T his process is repeated  until 
the  residual error between the  network and  ta rg e t o u tp u t, over all p a tte rn s , falls 
below a  m inim um  acceptable tolerance.
D espite its conceptual simplicity, there  are a  num ber of non-triv ia l issues, 
b o th  from  the  kinem atics perspective and  from the com puta tional cost perspec­
tive th a t have h ith e rto  lim ited the  efficacy of such neurom orphic solutions to 
the  inverse kinem atics problem  for redundan t m otion control. T he m ajo r lim ita ­
tions, as discerned from  the  existing im plem entations, include an unacceptably  
large num ber of tra in ing  ite ra tions ( 0 { 1 0 b) even for generalizing over small 
m anifolds, see Tawel et al [267). Also the  in terpo la ted  angular coordinates have 
relatively poor precision as com pared to their algebraic or ite ra tive  counterparts. 
Besides, the  backpropagation  a lgorithm  fails to efficiently scale-up to configura-
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seven or m ore degrees of freedom  could not be satisfactorily  tra ined  using the 
s tan d a rd  back-propagation algorithm  even after several million ite ra tions. Fur­
therm ore the back-propagation a lgorithm  p e r se does not provide any intrinsic 
m echanism  to sim ultaneously exploit redundancy to increase the task  workspace 
(design constrain ts) and  satisfy additional requirem ents inherent to  operations 
in an u n s tru c tu red  environm ent such as obstacle avoidance in real-tim e.
2 .3 .2 .2 . Im p lem en tation  R esu lts
T he neurodynam ical learning framework, SID_2, developed in the  preceding 
section 2.2. was applied to  a  p lanar 3-degree of freedom redundan t m anipu la­
tor and  to  a spatia l 7-degree of freedom hum an-arm  like m an ipu la to r. Though 
either of the m anipu lato rs encom passes configurations which exhibit sufficiently 
the problem atic  com plexity presented by the inverse kinem atics m apping , we 
experim ented  w ith  bo th  exam ples for a variety of reasons. The 3-D O F p lanar 
m an ipu la to r was prim arily  used to  ascertain  the  algorithm ic correctness of our 
te rm in a l-a ttrac to r-based  neural learning algorithm . It provided benchm arks for 
com parison w ith the  existing backpropagation  based neural netw ork solutions 
[102,251,267], in term s of num ber of train ing ite ra tions and  tra in in g  samples 
needed to  stabilize the  netw ork, estim ates on the num ber of synap tic  elem ents 
or neurons required  to  successfully cap tu re  the inverse m apping and  the  accu­
racy of recalled or ”generalized” jo in t configurations corresponding to  the  inpu t 
end-effector coordinates. T hough backpropagation-based neural netw orks can be 
applied to  p lan ar redundan t m anipu lato rs w ith 3-D O F, they failed to scaleup to 
cases involving seven or m ore joints. T heir practical applicability  would thus 
appear to be severely lim ited for kinem atic control of m ost in d u stria l robot m a­
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of our artificial neural system  on a  7-D O F redundan t m an ipu la to r to  illustra te  
its efficacy as a viable, real-tim e alternative to  the  existing qu an tita tiv e  tech­
niques [30,107]. To provide a context for the  subsequent analysis we precede our 
discussion on the sim ulation results w ith a brief descrip tion of each candidate 
m anipulator.
T he continuous-tim e, dynam ical tra in ing  procedure was sim ulated  using p a ­
ram eters corresponding to  a  constrained  configuration of the  six-jointed PUM A 
560 industria l robot [255]. By suppressing the m otion of the  shoulder, elbow and 
the  w rist jo in ts, the PU M A  robot arm , Fig. 2.3.2.2.1(a) was restric ted  to  m otion 
in a vertical plane only as shown in Fig. 2.3.2.2.1(b) Fig. 2.3.2.2.2(a) illu stra tes 
the w orst-case norm alized behavior of the  s ta te  variables an d  the  synaptic  el­
em ents during the  learning phase, as the neural netw ork acquires the  inverse 
m apping. Figure 2.3.2.2.2(b) shows the  convergence of the o u tp u t neurons to 
the  presented a ttra c to rs  during  the  learning phase for a  p a rticu la r sam ple. W hen 
learning has stabilized over all the  tra in ing  sam ples the  netw ork switches to its 
operational mode. F igure 2.3.2.2.3(a) displays the  norm alized convergence be­
havior of the neuronal activity, u as the  netw ork generalizes the  jo in t angles in 
response to  a rb itra ry  cartesian  inputs. F igure 2.3.2.2.3(b) illu stra tes  the  con­
vergence of in terpo la ted  jo in t angles. Notice the  rap id  ra te  of convergence in 
com puting  the  jo in t configuration as ju x taposed  to conventional techniques.
In add ition , the  dynam ical tra in ing  algorithm  was applied to learn  the  in­
verse kinem atics transform ations for H em am i’s simplified 7-D O F m anipu la to r 
form ulation [122] of the hum an-arm . As shown in F igure 2.3.2.2.4, the following 
jo int m otions are available :the jo in t 6 \ provides back and  fo rth  m otion abou t the 
shoulder, 6 2  provides effector elevation in the  vertical plane, # 3  enables ro ta tion  
a round  the upper-arm  axis, while # 4  provides the  elbow m otion, # 5  is around  the 
forearm  axis and  $c> and  9-j lead to  the  pitch  and  yaw m otions of the  w rist,
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F ig u re  2 .3 .2 .2 A  S e v e n  D O F  H u m a n - a r m  like m a n ip u la to r .  A d a p t e d  f ro m  
H e m a m i  [122],
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respectively. Details on the  geom etric param eters, nam ely link length , tw ist an ­
gle, jo int lim its and offsets m ay be found in [122]. Forw ard kinem atics equations 
(see Paul [233]), were used to  generate tra in ing  sam ples of end-effector and  joint- 
space coordinates over the workspace volume of the  robot. F igure 2.3.2.2.5(a) 
displays the norm alized, worst-case tem poral behavior of s ta te  variables u, i.e., 
m axy „ I (wn+ 1  ~  Un ) / Uh I' adjoint variables v and  the synaptic  elem ents, 
T , during the learning phase. Figure 2.3.2.2.5(b) shows the varia tion  in activ­
ity a t the o u tp u t neurons during the learning cycle corresponding to  one of the 
tra in ing  pairs being presented to the network. Note th a t the system  learns the 
inverse m apping in a  few hundred  ite ra tions only, as com pared to the several 
million ite ra tions required by the gradient descent-based backpropagation  algo­
rithm . The com putational efficacy of our neurom orphic learning algorithm  may 
be estim ated  from the ra te  of Vciriation in netw ork activ ity  during the operational 
phase of the netw ork as shown in figures 2.3.2.2.0(a) and  2.3.2.2.6(b) As depicted 
in Fig. 2.3.2.2.6(a), once the  netw ork has acquired the  inverse transform ations, 
it m ay be used to recall or generate  the jo in t angles needed to  achieve any a rb i­
tra ry  end-effector coordinate, w ith in  the workspace of the  m an ipu la to r, in very 
few dynam ical iterations. The detailed  results of th is s tudy  will be reported  
elsewhere.
2.4. Sum m ary
In th is chap ter we have provided a  novel fram ew ork for solving a  class 
of complex learning problem s in the  context of robot m anipu lation , nam ely 
the enhancem ent of m anipulative capability  and  reliability. O ur novel learning 
paradigm  for neural netw ork models, based on the  term inal a ttra c to r  concept, is 
shown to  be com putationally  com petitive w ith  ite ra tiv e  m ethods curren tly  used
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in robotics to  solve the inverse kinem atics of redundan t m anipu lato rs. T he neuro­
m orphic fram ework is expected to facilitate the developm ent of robust real-tim e 
algorithm s for com puting jo int configurations to  achieve a rb itra ry  end-effector 
tra jectories. In addition , this stra tegy  does not appear to suffer from  non­
cyclicity of m otion, as encountered in the  pseudo-inverse resolution techniques 
[58,66.7S,92,28S] or the algorithm ic singularities com m on to augm ented task  ap ­
proaches [92]. Furtherm ore, unlike the  feed forw ard, backpropagation  neural 
learning approaches, the adap tive  dynam ical system  form ulation presented here, 
provides the  flexibility for incorporating  a rb itra ry  com binations of kinem atic op­
tim ization  criteria , w ithout im posing high com putational overheads. Two options 
are available for including the  redundancy resolution criteria  in the a lgorithm  to 
resolve the  nonuniqueness of jo int configurations th a t m ay satisfy a  given end- 
effector configuration. T he constraints m ay either be included a priori  , i.e., 
while generating  the tra in ing  samples them selves, thereby forcing the  netw ork to 
learn  only lim ited aspects of inverse kinem atics m apping w ith a bias towards a 
p a rticu la r criterion; or they  could be selectively applied in real-tim e to  an op­
era tional version of the netw ork (tra ined  to  encode the em ergent invariants of 
the  inverse kinem atic m apping), to  regularize the  solutions (i.e. provide unique 
best answers ). In addition , it was found th a t th is stra tegy  scales-up to  configu­
ra tions of practical in terest, where conventional neura l learning techniques, e.g., 
back p ropagation  appear to  fail.
C hapter T hree
C onstra ined  Learning in D yn am ica l 
N eural N etw orks
In th is chap ter we extend  our previous results to rederive a theoretical fram e­
work for neural learning of nonlinear m appings, w herein bo th  the  topology of the 
netw ork and synaptic  in terconnection streng ths are evolved adaptively. T he pro­
posed m ethodology exploits a new class of m athem atica l constructs, terminal  
attractors (detailed  in C hap ter Two), which provide unique inform ation  process­
ing capabilities to artificial neural system s. Term inal a ttra c to r  representations 
are used not only to  ensure infinite local stab ility  of the encoded inform ation, 
b u t also to  provide a  qualita tive  as well as qu an tita tiv e  change in the n a tu re  
of the learning process. In particu lar, the  loss of Lipschitz conditions a t energy 
function m inim a results in a  dram atic  increase in the  speed of learning. Typi­
cal perform ance im provem ents are in excess of th ree  orders of m agnitude over 
current s ta te-o f-the-art backpropagation techniques. To guaran tee  the uncondi­
tional stab ility  of the  neural activation dynam ics during  learning, we in troduce 
the  concept of “v irtua l te rm inal a ttra c to rs” . Finally, in a significant dep artu re  
from  p rio r neurom orphic form ulations our algorithm s also provide a fram ework 
for system atically  incorporating  b o th  in-training and  a ■posteriori regularization 
m echanism s to  handle design as well as environm ental constra in ts  for applications 
in u n stru c tu red  environm ents in real-tim e.
3.1. In trod u ction
A considerable effort has recently been devoted to  the  developm ent of effi­
cient com puta tional m ethodologies for learning. Artificial neural netw orks, char­
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acterized as massively parallel, coupled, adaptive dynam ical system s, provide 
an ideal fram ew ork for in teracting  w ith  objects of the  real world and  its s ta tis ­
tical characteristics in the  sam e m anner as biological system s do. In con trast 
to  existing notions on im perative and  symbolic com puting, the  po ten tia l ad ­
vantages of neuronal processing stem  from  their ability to  perform  concurrent, 
asynchronous and  d is tribu ted  inform ation processing. Neurons w ith  sim ple p rop­
erties and  in teracting  w ithin  relatively sim ple architectures can accom plish col­
lectively com plex functions such as generalization, e rro r correction, inform ation 
reconstruction , p a tte rn  analysis and  learning. T heir parad igm atic  s tren g th  for 
po ten tia l applications arises from  their spontaneous em ergent ability  to achieve 
funct ional  synthesis,  and  thereby learn nonlinear mappings  [32.36,111], and  ab ­
s trac t spatia l [62.63], functional [ISO] or tem poral [177,178] invariances of these 
m appings. T hus, relationships betw een m ultiple continuous-valued inpu ts  and 
o u tp u ts  can be established, based on a presen tation  of a  large num ber of a priori  
generated  representative exam ples. Once the underlying invariances have been 
learned and  encoded in the  topology and streng ths of the synaptic  in tercon­
nections, the neural netw ork can generalize to solve a rb itra ry  problem  instances. 
Since the  m appings are acquired from  real-world exam ples, netw ork functionality  
is not lim ited by assum ptions regarding param etric  or environm ental uncertainty , 
inherent to m odel-based approaches. T hus, neural netw orks provide an a ttra c ­
tive self-organizing algorithm ic paradigm , th a t can can au tom atica lly  learn  like 
biological system s, ra th e r  th a n  require explicit program m ing or symbolic search.
Fundam ental to functional synthesis is the  ability  to  accurate ly  and  effi­
ciently acquire nonlinear transform ations from exam ples. A lthough, a num ber 
of neural algorithm s have been proposed for functional approxim ation , a tten tio n  
has largely focussed on the  back-propagation a lgorithm  because of its simplicity, 
generality  and  the  prom ise th a t it has shown in regard to  various applications. 
However, the  increasing percep tion  th a t back-propagation is too slow to  be rel-
i 1
evant to  m ost real-w orld problem s, has led to the developm ent of a num ber of 
variant algorithm s. For d iscrete system s, B aum  [46] has proposed a polynom ial 
tim e algorithm  for learning union of half spaces. Lapedes and Farber [177,ITS] 
proposed a m aster-slave network w ith sigmoidal nonlinearities to approxim ate a 
continuous tim e series for forecasting. P ineda [23S] extended the  m ethodology 
by deriving a recurren t generalization to  back-propagation networks operating 
in continuous tim e. In a sim ilar vein, Pea.rlmu.tter [234] constructed  a proce­
dure for approxim ating  tra jectories by m inim izing an erro r functional betw een 
o u tp u t and  ta rge ted  tem poral trajectories. M ore recently, W illiam s and  Zipser 
[292] proposed a real-tim e learning a lgorithm  for tra in ing  recurrent, continually 
u p d a ted  networks to handle tem poral tasks.
In a  radically different, approach, we propose to  use a new m athem atical 
construct, i.e., term inal a ttra c to r  dynam ics [303] to  acquire the nonlinear m ap ­
ping. Term inal a ttra c to r  representations are used not only to ensure infinite local 
stab ility  of the encoded inform ation, bu t also to provide a  qualita tive  as well as 
q u an tita tiv e  change in the n a tu re  of the learning process. In particu la r, the loss 
of Lipschitz conditions a t energy function m inim a results in a d ram atic  increase 
in speed of learning. Typical perform ance im provem ents are in excess of three 
orders of m agnitude over current state-of-the-art backpropagation  techniques. In 
a significant d ep artu re  from  prio r neurom orphic form ulations our algorithm s also 
provide a  fram ework for system atically  incorporating  event-driven constrain ts in 
real-tim e, avoiding the  necessity to re tra in  the network. Finally, a  fundam ental 
problem  in neural learning m ethodologies based on dynam ical system s concerns 
the stab ility  of the  activation network as synaptic  weights evolve during training. 
P revious approaches [234,251,305] do not guarantee stability. Here, we introduce 
the  concept of “v irtu a l” term inal a ttra c to rs  which yields an unconditionally  s ta ­
ble neurodynam ics.
In this context, we present a novel self-organizing neural formalism, which 
a ttem p ts  to provide an efficient and accurate solution to the inverse kinem atics 
problem  and addresses some of the above concerns. T he proposed m ethodo l­
ogy extends our work in C hap ter Two [30,34.IDS.110], wherein we in troduced 
topographically  p a rtitioned , but fully connected networks to acquire the kine­
m atics m apping. C entral to  our approach is the concept of encoding the tra in ing  
sam ples as sta tic  " te rm in a l-a ttrac to rs” of the network.
C hap ter Two focussed on coupling the m apping encoding and the resolu­
tion of kinem atic redundancy in an objective function from  which the learning 
equations were derived. Here, we argue a radically different approach, wherein 
redundancy resolution is carried  out at the operational stage. Training now es­
sentially aim s at cap tu ring  the invariant properties of the nonlinear kinem atic 
m apping, by m inim izing the  netw ork's "stren g th ” energy, a regulator of the in te r­
connection topology and synaptic  strengths. Specifically, th is chap ter provides a 
new theoretical fram ework for learning using artificial neural networks.
3.2. N eu rod yn am ics M odel
3 .2 .1 . N etw ork Specification
Consider a densely connected neural network w ith N graded-response neu ­
rons operating  in continuously sam pled tim e. To acquire a nonlinear transfo r­
m ation , (j, from  a K.v-dimensional input dom ain to the N y-dim ensional ou tput 
space, the  network is topographically  partitioned  into three  m utually  exclusive 
regions. As shown in Fig. 2.2.1.1, the p a rtition  refers to a set of input neurons. 
5.v, th a t receive the  inpu t com ponents, an o u tp u t set S y , which provides the 
desired o u tp u t com ponents and a set of “hidden” neurons, 5 // ,  th a t encode the 
represen tation  of the <,“-m apping. T he network is presented w ith Iv random ly 
sam pled tra in ing  vector-pairs of input- and ou tput-spnce coordinates.
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We form alize the  neural network as an adaptive dynam ical system  whose 
tem poral evolution is represented by the following coupled differential equations
Un + K Un = T„m ‘r,-r(um) +  *Ai (3.2.1.1)
Til
where u n represents the mean soma ■potential of the n th  neuron and  Tnm denotes 
the  synaptic  coupling from the m th to the n th  neuron. T he constant « charac­
terizes the decay of neuron activity. The sigmoidal function m odulates the
neural response, w ith gain given by 7 ; typically, — ta n h ( 7  • c). W ithout
loss of generality, 7  will be set to  un ity  in the  sequel. T he ‘‘source" term , k I n 
encodes com ponent-contribution  by the  a ttra c to rs  of the  k -th tra in ing  sam ple via 
the expression
k t   f — y-(un) if n G S \  / q 9  1 -i\
\  0 i f n  €  S h  U S Y '
T he specific a ttra c to r  coordinates, ka n , are given by kx n if n G S \  and 
ky n if n G S y ,  for { kx , ky \ k =  1 , • • •, A’} taken from  a tra in ing  set scaled 
to  the  range [—1,+ 1]. In Section 2.2.4, it was shown th a t, for j3 =  (2 i + I ) - 1  
and i a stric tly  positive integer, such a ttra c to rs  have infinite local stab ility  and 
provide op p o rtu n ity  for learning in real-tim e.
3.2 .2 . E nergy Function  and N etw ork S tab ility
O ur basic opera ting  assum ption  for the dynam ical system  defined by E qua­
tions (3.2.1.1) is th a t a t equilibrium , i.e., as un —*• 0, for n =  1, • • •, N ,
u r t iin(T) .  (3.2.2.1)
T he superscrip t ~  will be used to denote quantities evaluated a t steady state. 
This yields the fixed po in t equations :
K ku n = +  k ~In (3.2.2.2)
so
N ote th a t, in con trad istinction  to  Hopfield [135], P ineda  [235], and  o thers [75] 
kI n , is a function of the s ta te  variable u n and  does not represent a  constant 
ex ternal input bias to the netw ork. It influences the system ’s degree of stability  
and provides a dynam ically  varying in p u t m odulation to  the  neuron, thereby 
enforcing convergence to  fixed poin ts in finite tim e, w ithout affecting the location 
of existing s ta tic  a ttrac to rs . For an  a rb itra ry  synaptic  m atrix  T , the  asym ptotic  
a ttra c to r  con tribu tion  k I n differs from  zero. The key objective of learning is 
then  to
adaptively evolve the interconnection topology of the neural network; and 
determine the synaptic strengths, so that the S x  — ► S y  mapping be ac­
curately computed over the training set, in terms of  the specified attractors;  
i.e., V k =  1, • • •, K
kI n =  0  V n e  S x  U S y
To proceed form ally w ith  the developm ent of a  learning algorithm , we p ro ­
pose an  approach  based upon the m inim ization of a  constrained  neurom orphic 
energy-like function” E ( T ,  A) given by the following expression
E ( T ,  A )  =  1  X I  E  -  T ” ’"  T ” ' “  > +  ~ ; E E ‘ A " ‘ r " <3 '2 '2 -3 )a k n
where
*r " =  (  n ° n ~  - f n f 5 cY , i Q (3.2.2.4)1^0 i f  n £ o h  U S y
Typically, positive values like |  and  2 are used for a.  T he weighting factor u>nm 
is constructed  in such a  fashion as to favor locality of com putation . T he indices 
n, m  span  over all neurons in the  network. Lagrange m ultip liers corresponding 
to  the  k — n th  constrain t are denoted by k \ n . T he proposed objective function 
includes con tribu tions from  two sources.
[a] It enforces convergence of every neuron in S.\- and S y  to  a ttra c to rs  corre­
sponding to the com ponents in the in p u t-o u tp u t tra in ing  sam ples, thereby 
p rom pting  the netw ork to  learn the underlying functional invariances.
[b] It regulates the topology of the  netw ork by m inim izing interconnection 
streng ths betw een d istan t synaptic  elem ents in line w ith  G auss's least con­
s tra in t principle [107],
As already discussed in C hap ter Two, additional problem -specific constrain ts 
could also be incorpora ted  in the  neurom orphic energy function. B ut, in con­
trad is tin c tio n  to the trad itio n a l approaches, our m ethodology incorporates them  
directly  in to  the tra ined  ( opera tional ) network, as discussed in Section 3.5
Lyapunov stab ility  requires an energy-like function to be m onotonically de­
creasing in tim e. Since in our model the in ternal dynam ical param eters of interest, 
are the synaptic  s treng ths T nm of the  in terconnection topology and  the  Lagrange 
m ultipliers *An , this im plies th a t
One can always choose, w ith  r  >  0
where r  in troduces an  adap tive  param eter for learning to be specified in the 
sequel. T hen , su b stitu tin g  in Eq. (3.2.2.5) and denoting by 0  tensor contraction, 




V \ E  0  A <  r  V t E  © V t E (3.2.2.T)
T he equations of m otion for the  Lagrange m ultip liers m ust now be constructed  
in such a  way th a t Eq. (3.2.2.7) be stric tly  satisfied. In add ition , when the
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constrain ts are satisfied, i.e., lI n —► 0, we require th a t l \ ,  —> 0. We have 
adopted  the  following analy tical model for the evolution of A,
;;  _ V r £ e V T£  , , o o o o \
A' -  7  A +  1/(A  +  6 ) F i £ ) ' (3 -— S)
w here A =  V \ E  © Va-E1 and  0 <  9 <C 1. It is straightforw ard  to prove th a t 
th is m odel fulfills the  above requirem ents.
3.2 .3 . A d ap tive  Learning
We now focus on the  derivation of an algorithm  for com puting  and
V a E.  An ad iabatic  fram ew ork is assum ed. On differentiating Eqs. (3.2.2.3) w ith
respect to T,y we get
=  UiJ T „  -  £  £  ‘ A. ‘ I T *  * * .  £  * * .•  (3 .2 .3 .1 )
where k$ n denotes the derivative of the neural response. We m ust com pute 
■jjr- ku n from  the  netw ork fixed point equations (3.2.2.2). T his requirem ent is 
a m ajo r d istinction  from  previous results for associative m em ory [13]. There, 
the  constrain ts  ( *Tn in ou r no ta tion  ) were sim ply the fixed po in t equations for 
the complete N —dim ensional m em ory p a tte rn s , i.e., c T nm a kn 
(again in our n o ta tio n  ). Such a  representation  and  the  resu lting  form alism  are 
inadequate  for learning nonlinear m appings ( S x  $ Y  ) problem s, since here
I S h  I 7^ 0.




T nm tp(ku m ) +  kI n ^
d d
~  ^  ] fini &mj  V K  ^ m )  d "  ^  ^ T nm  < p m  Um  -f-
m  m  13
(3.2.3.2)
S3
which after some algebraic m anipu lation  yields
d-  l u„ =  * [ . - T 1] nj <?(%)  (3 .2 .3 .3 )
d T , j
In the above expression, the  m atrix  A  is defined as
kA nt = k r)i Sni -  Tni V .  (3.2 .3.4)
where
k _  f  k  +  | [ a £  -  ip{k u n ) ]~2/ 3 k ipn if n E Sx  U  S y  (3.2.3.5)
\  k if  n €  S h
To sum m arize the calculations up to  this stage, we can w rite
JP- = Ti, - Y  E  ‘A” ‘r“'' k'*« (3.2.3.61
k n
A com puta tion  of the energy gradient using Eq. (3.2.3.6 ) would involve 
a m atrix  inversion. Since direct m atrix  inversion is typically nonlocal, we use a 
variant of a  relaxation  procedure suggested by P ineda  [10]. C onsider the  following 
change of variable
kVi =  Y ,  ^ r 1 *Vn k [ A - 1]ni (3.2.3.7)
tl
M ultip lying b o th  sides of Eq. (3.2.3.7) by kA i m and  sum m ing over i yields
Y kAim = y  ‘A" ‘r»“‘ E  kA"" = ‘A“ ‘r™-'
i n i
(3.2.3.S)
One can also directly  use the  explicit form  of fcA,m from  (3.2.3.4) to  obtain
Y  kA<•» ** = E  v ‘6i - E
t : t
=  V  £  Tim *5; (3.2.3.0)
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Regrouping equations (3.2.3.8 ) and (3.2.3.9) results in the fixed point equation 
V  =  V rn  [ Y l  T '™ *e ‘ +  *A’" * r » _ 1  1 (3.2.3.10)
i
To ob ta in  *5,-, we perm ute  the  dum m y indices i and  m  and  form the  dynam ical 
system
1>, + km Vi =  k<p, [ Y , T mi » .  +  ‘ r ? - 1 ] (3.2.3.11)
m
T he equilibrium  po in ts kVi (ob tained  when, u,- —> 0) are then  used in the 
com puta tion  of V 7■'E, i.e.,
f ) P
—  =  UijTij  -  £  kvi V ( % )  (3.2.3.12)
Finally, by com bining Eqs. (3.2.2.6 ) and  (3.2.3.12) the  neural learning equations
can be expressed as
Tij = - T  [Wij Tij  -  (3.2.3.13)
k
To com pute V \ E  we re tu rn  to the definition of E to  ob ta in
=  ~ ' r ? (3.2.3.14)
o  ‘ a i  a  '  ak n
T hus, the  tem poral evolution of the  Lagrange m ultipliers, Eqs. (3.2.2.8 ) can be 
described by the  equation
l y  -  (3 9 3 15)
a  A +  1/(A  +  9) ' ( 3 - 3 .1 5 )
based on the  above resu lts, we now sum m arize learning algorithm  SID-3.
85
A lgorith m  : S ingularity  In teraction  Dynamics_3
Input : in p u t/o u tp u t a ttra c to r  coordinates, a n\ netw ork dim ension; neu­
ra l response function; neura l gain; neuronal decay constants; s ta te  variable 
in itia lization  dom ain; topological constrain ts, tim e scales
O u tpu t : netw ork topology; learned synaptic  streng ths, Tnm;
algorithm  Singularity  In teraction  Dynamics_3
[1] Initialize : V n, m  G { 1, • • •, Ar } and V k  G { 1, • ■ •, A'} :
T°nm =  » [ - « , + * ]
*A° =  »  [ _ €, + e  ]
[2] L earn  synaptic  m atrix  T  : Itera te  u =  1, N t  
initialize ou ter p roduct array  : =  0 .
[3] L oop over tra in in g  sam ples, k =  1, ••• ,  K
[3.1] Evolve netw ork dynam ics using
rn
w here
-  ¥’(«»)]1/3 if n
if n
e  S x u S q 
& S h -
O u tp u t: tp(hUn) and kI %




k v _  f « “ +  I  [akn - v ( ku"n )] 3 k<p if n  G S x  U S q  
U “ if n  e  S H
Output : k v *
[3 .3 ] U pdate  outer product contribution
V "  —  V "  I k ^ V Irs( k i~,V \  n m nm ' r l  ^ m )
[4] E n d loop  over {k}
[5] C om pute V t E
(VTE)*nm =  Evnm -  unm T”m
[6 ] C om pute V \ E
k( v xEy„ =  i ‘ r r
a
[7] U pdate  T
T-V = TZm +  rA  ( V t £ ) ; „
[8 ] U pdate  A using
*A" + 1  =  k\ vn +  r A  V I E  a fc(V A ^ ) nV A£ ©  V \ E  + 6  v ,n
[9] Check for convergence:
I f  yes th en  exit else  goto [2]
[10] E n d loop  over learning ite ra tions {u}
[11] E xit : D isplay results
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3.2 .4 . A d ap tive  T im e Scales
So far the  adaptive learning ra te , i.e., r  in Eq. (3.2.2.6 ), has not been  spec­
ified. Now we will show th a t by an appropria te  selection of th is param eter the 
convergence of the  dynam ical system s (3.2.3.13) and (3.2.3.15) can be consider­
ably im proved. We seek r  in  the  form  [36,40,105,305]
r  cc | V E  |-/? (3.2.4.1)
w here V E  denotes the  vector w ith com ponents and  It is s tra ig h t­
forw ard to  show th a t
4  | Y E  | =  —y I V E I 1 - '3 (3.2.4.2)at
as V E  tends to zero, w here \  is an a rb itra ry  positive constan t. If we evaluate 




Thus, for 0  < 0 the  re laxation  tim e is infinite, while for 0  >  0 it is finite. The 
dynam ical system s (3.2.3.13) and  (3.2.3.15) suffer a  qualita tive  change for 0 > Q 
: they  loose uniqueness of solutions. The equilibrium  poin t | VJE7 | =  0 becomes 
a singular solution being in tersected by all the transien ts, and  the  Lipschitz 
condition is vio lated , as one can see from
i j w t  ( ^ )  =  - *  1 r '  -  (3-2-4 '4)
w here | V E  | tends to  zero, while 0  is stric tly  positive. Such infinitely stab le 
po in ts are ” te rm inal a ttra c to rs” , as discussed in section 2.1. T he qualita tive
tE
y  | V C  |
J \ V E \0 V E ,i- / j V £  |q <  oo
i f  0 < 
i f  0 >
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effect is depicted in  Fig. 3.2.5.1. By analogy w ith  these previous results we 
choose 0  =  2 /3 , which yields
r = ( e E i ^ iL  + E E ‘ M ' )  (3-2-4-5>
\  n m  k i /
Finally, inspection of Eq. (3.2.3.13), i.e., T tj  oc k v i p ( ki i j ) ,  suggests a  possible 
physical in te rp re ta tio n  for the  quantities fc0,. T hey m easure the '’im portance '’ 
for neuron  i of signals com ing from  all neurons j  to  which it is connected.
— co
F ig u re  3.2.4.1. Q u a l i ta t iv e  i l lu s tra t ion  o f  th e  te rm in a l  a t t r a c to r  e ffec t  
o n  th e  c o n v e rg e n c e  o f  dy n am ica l  system s.
3.2 .5 . V irtu a l T erm inal A ttractors
N eural Learning m ethodologies based on dynam ical system s m ust consider 
th e  fundam ental problem  of netw ork stab ility  as synaptic  weights evolve during
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train ing . Previously published approaches [235] ignored the  issue and  actually  
do not guaran tee stability. To m ake some progress, we observe th a t if each node 
of the activation  netw ork had  an associated term inal a ttra c to r  , the resulting  
neurodynam ics would be unconditionally stable. However, since by definition of a 
m apping, d a ta  are provided only for neurons in the  inpu t and  o u tp u t topographic 
p a rtitio n s , “v irtu a l’’ a ttra c to rs  m ust be determ ined for the  h idden  units. These 
a ttra c to rs  are v irtua l since they correspond to a current estim ate  of the  synaptic  
connectiv ity  m atrix . Specifically, Eq. (3.2.1.2) has to  be m odified to  read
k j  _  f — <p(u n) if  n  G S \  /o 9  r -1 \
\  [kzn -  v { u n ) Y  if n e  S h U S y
where the  v irtual a ttra c to r  coordinates z n are ob tained  by considering the  fixed
poin t equations (3.2.2.2), as adaptive conservation equations which utilize the 
ex tra  degrees of freedom  m ade available by the  h idden neurons in S h - Thus, if 
we define
kH„ = Y ,  (3.2.S.2)
/ £ S \  U S y
we can com pute the  v irtua l a ttra c to rs  from
in  =  -  [*Zn ~  Y ,  T V M  ~  kH n } 1 / 3  (3.2.S.3)
m £ S n
N ote th a t the  above expression also involves term inal a ttra c to r  dynam ics.
3.3. C om p u tation  Learning A lgorith m  - SID_4
F irst we in troduce some nom enclature. Let 3i[—e, +e] represent a  uniform  
random  num ber d is tribu tion  over th e  real interval [—e,+ e], where | e j <C 1 . 
Let N t  denote the  m axim um  num ber of learning ite ra tions, indexed by v. The 
in teg ra tion  tim e-step  is denoted by A . T he learning ra te  being proportional 
to  the  o u te r p roduct of the vectors kv and  ip(ku),  a two dim ensional array  S  is
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defined for collecting the contributions of each tra in ing  sam ple during  a  particu lar 
iteration .
A lgorith m  : S ingularity  In teraction  Dynamics_4
Input : in p u t/o u tp u t a ttra c to r coordinates, a n ; netw ork dim ension; neu­
ral response function; neural gain; neuronal decay constants; s ta te  variable 
in itia lization  dom ain; topological constrain ts;
O utput : netw ork topology; learned synaptic  s treng ths, Tnm;
algorit hm  SinguIarity-Interaction-D ynam ics-4
[1] Initialize : V n , m  6  { 1, Ar } and  V A: 6  { 1 , •••,  K }  :
T ° m =  * [ - £ . + £ ]
‘ AJ =  X  I - 6 , + e ]
[2] L earn synaptic  m atrix  T  : I t e r a t e  v =  1, • • •, N t  
in itialize ou ter p roduct array  : =  0 .
[3] L o o p  over tra in ing  sam ples, A: =  1, ••• ,  I\
[3.1] Evolve network dynam ics using
4" K Un =  ^  ] r£'nm 4" In
in
where
* r _  /  [«« -  ^ ( w n ) ] 1/ 3 if n e  S x V S q
\ o  if n 6  S H•
O u tp u t :  ip(kUn) and  kI ”
[3.2] Evolve ’’im portance” dynam ics using




kr,v =  +  3 K " ^ n ) ]  3 k<P if ”  G 5 A' U 5 q
” I k u if n € S h
O u tp u t  : kv"
[3.3] U pdate  outer p roduct con tribu tion
= K m + “K  * ( * < , )
[4] E n d lo o p  over {k}
[5] C om pute V j E
(VTErnm = -  Wnm T’nm
[6 ] C om pute Va-E
‘ (V a£)S  =  i  *t « -O'
[7] C om pute r  using Eq. (3.2.4.5)
E E i v t e  il + E E 1
n  m  k i
[8 ] U pdate T
jnv+1 T u ^  ( V t E Y
-*■ n m  n m  * ' *-a v v i - £-y / n m
[9] U pdate A using
k\V+l    k \ V  , _ A  V t E © V t E
A" -  A» +  tA  y A E e v Af  +  5  (V a£ :)’'
[10] Check for convergence:
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I f  yes t h e n  exit e lse  goto [2 ]
[11] E n d lo o p  over learning itera tions {u}
[12] E x i t  : Display results
N ote th a t even though  the form ulae given for algorithm ic steps 8  and 9, 
above are based on the  E uler approxim ation for sim plicity of no ta tion , m ore 
sophisticated  in tegration  techniques m ust always be used. In addition , since it 
is well known th a t a d iscrete approxim ation of a  continuous dynam ical system  
subsum es absence of singularities, extrem e caution  needs to be exercised during 
im plem entation  of the above algorithm  in a digital com puta tional environm ent. 
For exam ple, infinitesim al in tegration  steps are typically required  to overcome 
effects th a t can be induced by in teracting  term inal a ttra c to rs , or, spatial singu­
larities induced by the fracta l boundaries of a ttrac tio n .
3.4. O perational N etw ork
D uring run-tim e, i.e., after the  invariant characteristics of the  nonlinear 
transfo rm ation  have been encap tu red  by the netw ork, the  above neu rodynam ­
ics can be used to com pute joint-space configurations corresponding to  a rb itra ry  
task-space coordinates. However, the  “opera tional” version of the neural network 
differs from  the  ’’in -tra in ing” model in two respects. Firstly, netw ork dynam ics 
in the  operational phase no longer includes the  “source” con tribu tion  for n eu ­
rons in the  o u tp u t set S q . It is assum ed th a t if the  system  has tru ly  acquired 
the  topological invariances of the  inverse kinem atics from  the  presented tra in ­
ing sam ples, then  the  netw ork’s em ergent generalization ability  will always force 
convergence to  the appropria te  fixed points of the neurodynam ics. S ta tes of the 
o u tp u t neurons in S q  can th en  be exam ined to  ex trac t the  jo in t-space configura­
tion com puted  by the  network. For inpu ts th a t correspond to  one of the  tra in ing
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exam ples th is implies heteroassociative recall. On the  o ther hand, presenting 
inputs th a t do not correspond to the stored s ta tes  of the system , entails burning 
new fixed poin ts in the  phase-space landscape of the network. An analytical 
argum ent validating the neural netw ork's capability  for com puting  a continuum  
of o u tp u ts  in response to  an a rb itra ry  input stim uli is included in [235].
Secondly, we a ttem p t to  resolve kinem atic redundancy during  run-tim e In­
d irectly  encoding application-specific as well as environm ental constrain ts into 
the  dynam ics of the operational network. T his is a significant dep artu re  from 
existing models. T here  are essentially three m odes for handling kinem atic, design 
and  workspace constrain ts  using neural networks:
(a) generate  the  tra in ing  sam ples such th a t they always conform  to certain  se­
lected criteria . For exam ple, Tawel et al. [267] tra in  their netw ork using only 
those sam ples th a t yield a m anipu lator configuration w ith  m inim al p o ten ­
tia l energy. They therefore elim inate the need for redundancy resolution as 
all joint-configurations com puted by the network will conform to the above 
kinem atic criteria.
(b) In our earlier derivation in C hap ter Two, we provided a system atic  m echa­
nism  for incorporating  constrain t inform ation  into the neurom orphic objec­
tive function.
(c) Here, in a  radically  different approach from  renorm alization group theory 
(as sum m arized in Section 1.6.4), we propose to add  constrain t inform ation 
d irectly  in to  the  dynam ics of the  operational netw ork, w ithou t d isturb ing  
the  synaptic  elem ents or the  interconnection topology.
T he first two approaches skew the network behavior in th a t it learns only lim ited 
aspects of the  inverse kinem atic m apping, and are lim ited in applicability  to 
situa tions ta rge ting  s tru c tu red  environm ents. If a  m an ipu la to r tra in ed  in such a
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specific m anner were to be deployed in u n stru c tu red  environm ents, where each 
different task  necessitates a different constraint resolution, we would need to 
re tra in  the network for each such additional constrain t, thereby severely lim iting 
real-tim e perform ance.
In the  present approach, the network is initially  m ade to learn all inverse
kinem atics solution manifolds. Subsequently, m echanism s are provided at ru n ­
tim e whereby a  specific pose th a t can satisfy the problem  constrain ts is selected. 
T he netw ork dynam ics in the  operational m ode then  takes the  following form:
U n  4“ K 11 n  =  ^  ' l l / u n  4“ f  n 4“ ^   ̂ A n [ u •? r { p  r  • tf ) ] (3 .4 .1 1
m r
where H rnm denotes the learned in terconnection m atrix , and the “working" input 
source I* is now defined as,
I ’ =  [,c„ -  ^ u „ ) ] - 1 / 3  (3.4.2)
if n £ S \  and 0 if n £ S h U S q . T he constrain ts gr(-) re la te  to application-
specific considerations , e.g., obstacle avoidance, singularity  avoidance, m anipu- 
lability  etc. The argum ents p r denote constraint-specific norm alization p a ram ­
eters, so constructed  th a t the  gradient con tribu tion  to  the dynam ics vanishes 
w henever the  actual constra in t is satisfied by the neuronal activities. For exam ­
ple, if our only requirem ent were to  m axim ize the  jo in ts configurational entropy  
( an “academ ic” b u t conceptually  sim ple constrain t !), then  the last term  of Eq.
(3.4.1) would reduce to  A [ 1 4- Loge(/cmm) ] 6mn, where m  £ S q , and the 
renorm alization param eter p would be given by N q  /  [ t '^ m 'e ^ g  w»i']- The La­
grange m ultipliers r A reflect the im portance of the  r  — th  constrain t and  k  is again 
re la ted  to  the  characteristic  decay of neuron activity.
3.5. S im ulation  R esu lts
The com putational fram ework developed in the preceding section has been 
applied to a num ber of problem s including signal reconstruction [104] and 
robotics, e.g., inverse kinem atics of redundant m anipulators [35.105], th a t involve 
learning nonlinear m appings. In the sequel we discuss two of our experim ents 
which involved learning a continuous clipping nonlinearity  and the inverst' kine­
m atics of redundant 3-D O F p lanar m anipulator. This function has been ex ten­
sively benchm arked in [1S9], and provides an adequate basis for illustra ting  the 
com putation  efficacy of our proposed form ulation as com pared to the existing 
neural learning algorithm s. T he test setup included a fully connected network 
w ith one neuron in the inpu t and o u tp u t sets respectively, and two hidden neu­
rons. The tra in ing  set consisted of S random ly chosen tra in ing  samples. Since 
our learning m ethodology involves singular solutions of highly coupled, continu­
ous dynam ical system s, extrem e caution m ust be exercised when sim ulating the 
algorithm s in a  digital com puting  environm ent. For exam ple, explicit m ethods 
such as Euler or R unge-K utta  cannot be used, since the presence of singularities 
induces extrem e stiffness. P ractically  this would require an in tegration  time- 
step  of infinitesim al size, resu lting  in num erical round-off errors of unacceptable 
m agnitude. Clearly, fully im plicit in tegration techniques have to be used. For 
the sim ulations reported  below, Eqs (3.2.1.1. and 2.3.11) are in tegrated  using a 
fourth -order K aps-R entrop scheme discussed in [241].
To illu stra te  our rem arks on the sensitivity of results to the in tegration 
schemes we first com m ent on the results shown in Fig. 3 .5 .1(a)-(d), which were 
ob tained  using the sim plistic Euler discretization. Fig. 3.5.1(a) shows the  ('volu­
tion of the norm alized least-m ean-square (LMS) error, i.e., the  difference between 
the  netw ork o u tp u t and the ta rge t o u tp u t averaged over all tra in ing  samples. Fig 
3.5.1(b) displays the w orst-case tem poral behavior of the inpu t and  o u tp u t neuron
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states norm alized to the unit interval. Notice the rap id  convergence of the input 
s ta te  due to  the term inal a ttra c to r  effect. However, as the system  approaches a 
singularity, the adjoint equations (3.2.3.5) becomes hyperstiff. Clearly, the  coeffi­
cient T] in Eqn. (3.2.3.9), tends to infinity near the singularity, and induces strong 
instab ilities as shown by the spikes in the graph. This change is subsequently 
reflected in the oscillations of the energy-gradient contractions, V .\£ \P  V \ E  and 
V  t E  0  V j 'E,  p lo tted  in Fig. 3.5.1(d) Finally, the behavior of the adap tive  time- 
scale param eter is depicted  in Fig. 3.5.1(c). T he system  as a whole is never 
stab le and  the s ta te  of the o u tp u t neuron oscillates in a  close neighborhood of 
the  singularity.
T he learning algorithm  was then  im plem ented using a fourth-order Kaps- 
R entrop  implicit in tegration  framework. At this stage only the activation dy ­
nam ics Eq. (3.2.1.1) and  the  “ad jo in t” dynam ics Eqn. (3.2.3.11) are in tegrated  
implicitly. Figure 3.5.2 shows the LMS error during the tra in ing  phase. The 
worst-case convergence of the  o u tp u t s ta te  neuron to  the presented a ttra c to r is 
displayed in Fig. 3.5.3. Note th a t the system  learns the  nonlinear m ap orders of 
m agnitude faster th an  by the back-propagation algorithm  (0.2 secs vs 5000 secs 
effective tim e). Fig. 3.5.4 shows the evolution of the energy gradient, com ponents. 
This netw ork yielded an in terpo la tion /recall precision w ith e rro r under 0.3% for 
80% of the test samples. T he w orst-case error detected  was 3.5%). In con trast, 
a  m ulti-layer perceptron  netw ork w ith 2  h idden layers (detailed network config­
u ra tio n  is discussed in [189]) and tra ined  using the backpropagation  algorithm , 
required 5000 seconds effective tra in ing  tim e on N eural W are’s N euralworks-II 
package. T he worst-case erro r detected  was 5% using 20 tra in ing  sam ples. In 
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F ig u re  3 .5 .5 (a-d) L e a rn in g  th e  inverse  k in em a tic s  o f  a  3 - D O F  p la n a r  
(re f :  [314]) using Algorithm SID_4.
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Figure 3.5.5(a-d) illustra tes our results during learning the m anipu lato r in ­
verse kinem atics of the 3-dof p lanar robot arm  described in [267], using random ly 
sam pled jo in t and  cartesian-coordinates. F igure 3.5.5(a) shows the evolution of 
the  norm alized least-m ean square (LMS) error, i.e.,
/ ( H f c =  1 Outputnetwork ~  O u tp u t  actual)2V N y
T he algorithm  SID-4  enabled  learning w ith  an LMS erro r under 0.05% in an 
effective tim e of 2.5ms. Fig. 3.5.5(b) displays the worst-case tem poral behavior 
of the inpu t and  o u tp u t neuron  sta tes norm alized to the u n it interval. From 
the g raph  we can im m ediately  get a qualita tive  feel for the  term inal a ttra c to r 
effective during  learning. T he  behavior of adaptive tim e constan t r  is shown in 
F igure 3.5.5(c). Finally, in Fig. 3.5.5(d) we present the tem poral evolution of the 
energy gradient tensor contractions, V t®  V t  and V .\®  Y,\. Specifics on network 
param eters, tra in ing  sam ple selection and  additional im plem entation details are 
included in G ulati and  B arhen [105].
3.6. Sum m ary
In th is chap ter we have presented a  new theoretical fram ew ork for ad ap ­
tive learning using artificial neural networks. Continuous nonlinear m appings 
and  topological transform ations constitu te  the  m ain app lication  targets for the 
proposed m ethodology. O ur m ethodology in troduces the  concept of topograph­
ically partitioned , b u t fully connected netw orks, to facilita te  the encoding of 
tra in ing  sam ples as te rm inal a ttrac to rs . In a  significant d epartu re  from  prior 
neurom orphic form ulations to  the inverse kinem atics problem , we com pletely de­
couple redundancy resolution issues from  learning the  inherent properties of the 
inverse kinem atic transform ation . R ather th an  tra in ing  w ith  samples optim ized 
a priori  w ith  respect to  a p a rticu la r kinem atic objective, or, encoding such con­
siderations as learning goals, we suggest an a posteriori regularization approach.
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Hence, initially  the  netw ork is tra in ed  using pairs sam pled over one or m ore so­
lu tion  manifolds. Then, during  run-tim e, the  desired constrain ts are included 
in the  dynam ics such th a t netw ork convergence necessarily ensures constrain t 
satisfaction. Notice th a t th is m ethod  requires no add itional train ing .
C hapter Four 
A p p lica tion  o f A djoin t S en sitiv ity  
T heory  in N eural N etw orks
In continuation  to  our increm ental derivation of high perform ance com pu­
ta tiona l neural learning algorithm s we draw from  m athem atica l constructs in 
sensitivity  theory  (in troduced  in C hap ter One) for nonlinear system s to provide 
a  brief in troduction  to  the  no tion  of forward and adjoint operators. T he form al­
ism exploits the concept of adjoint operators to  enable a  fast global com putation  
of the netw ork’s response to  p e rtu rba tions in all system  param eters. T his for­
m alism  elim inates the  heuristic  overtones adopted  in previous derivations. T he 
concepts are used to  derive ano ther version of neural learning algorithm  - SID_4.
4.1. In trod u ction
A considerable effort has recently been devoted to the developm ent of effi­
cient com putational m ethodologies for learning. A tten tion  has largely focussed 
on the  back-propagation  a lgorithm  because of its simplicity, generality  and  the 
prom ise th a t it has shown in  regard  to various applications [250,251]. More 
recently, P ineda  [134,135] has derived a generalization to  back-propagation  for 
recurren t networks. In a  sim ilar vein, W illiams and  Zipser [292] have presented 
algorithm s for learning tasks w ith  tem poral dependencies. P earlm u tte r [234] has 
proposed a  sim ilar technique which minimizes an e rro r functional betw een ou tp u t 
and  ta rge ted  tem poral tra jecto ries. In a  significantly different approach , B arhen, 
G ulati, Zak, T oom arian [35,36,105,111] recently in troduced  neura l form alism s to 
efficiently learn  nonlinear m appings using a  new m athem atica l construct, i.e., 
te rm inal a ttra c to rs  [303]. Term inal a ttra c to r  representations were used not only
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to ensure infinite local stab ility  of the encoded inform ation, b u t also to  provide 
a  qualita tive  as well as q u an tita tiv e  change in the  n a tu re  of the  learning process. 
In particu lar, they im ply loss of Lipschitz conditions a t energy function  m inim a, 
which results in a d ram atic  increase in the speed of learning.
T he developm ent of learning algorithm s is generally based upon  the m ini­
m ization of a  “neurom orphic” energy-like function. A fundam ental requirem ent 
of all previously m entioned m ethods is the com puta tion  of the  grad ien t of this 
objective function w ith  respect to  the various param eters  of the  neura l architec­
tu re , e.g., synap tic  weights, neural gain, etc. In the present p aper we in troduce 
a  new m ethodology for th e ir efficient analy tical com puta tion , as a  single solu­
tion  of a  set of “ad jo in t” equations. Cacuci, B arhen, Oblow, Toom arian , etc., 
have already successfully used adjoint opera tors in the  fields of energy econ­
omy m odeling [10] and  nuclear reacto r therm al hydraulics [27,273] a t the  Oak 
Ridge N ational Laboratory , w here the  concept flourished during the  p ast decade 
[223,311].
4.2. S en sitiv ity  T heory
Consider, for the  sake of generality, th a t a  problem  of in terest is represented 
by the  following system  of N  coupled nonlinear equations
<p (u ,p )  = 0 (4.2.1)
w here (p denotes a  non linear opera to r. If differential o p era to rs  appear in Eq.
(4.2.1), th en  a  corresponding set of boundary  a n d /o r  in itia l conditions to  specify 
the  dom ain  of ip m ust also be provided. T he learning m odel discussed in this 
p aper focuses on the  ad iaba tic  approxim ation only (steady s ta te  netw orks).
Let u and  p  represent the  N -vector of dependent variables and  the  M -vector 
of system  param eters , respectively. We will assum e th a t generally  M  »  N
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and  th a t elem ents of p  are, in principle, independent. Furtherm ore, we will also 
assum e th a t, for a specific choice of param eters, a  unique solution of Eq. (4.2.1) 
exists. Hence, u is an  im plicit function of p. A system  response, R,  represents 
any resu lt of the calculations th a t is of interest. Specifically
R  = R ( u ,p )  (4.2.2)
i.e., R  is a  known nonlinear function of p  and u and  m ay be calcu lated  from
(4.2.2) w hen the solution u in Eq. (4.2.1) has been ob ta ined  for a  given p. T he 
problem  of in terest is to  com pute the  ” sensitivities” of R,  i.e., the  derivatives of 
R  w ith  respect to  param eters p M, p. =  1, • • • , M .  By definition
d R  d R  d R  du
7 ~  =  T ~  +  ^  ‘ (4 -2-3 )dpfi &Pn $Pii
4.2 .1 . Forward S en sitiv ity  T heory
Since the  response R  is known analytically, the  com puta tion  of d R f d p ^ and 
d R / d u  is straightforw ard . T he  q u an tity  th a t needs to be determ ined  is the  vector 
d u jd p p .  D ifferentiating the  s ta te  equations (4.2.1), we ob ta in  a  set of equations 
to  be referred  to as ”forw ard” sensitiv ity  equations
du_ _  d v
da dP„ d P,
To simplify the  no ta tions, we are om itting  the ’’transposed” sign and  denoting
the  N  X N  forw ard sensitiv ity  m atrix  dCp/du by A , th e  A"-vector d u / d p ^ by 
and  th e  “source” N-vector —d p / d p ^  by Thus
A (4.2.1.2)
4.2 .2 . A djoin t S en sitiv ity  T heory
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C om putation  of the  response gradient using the  forw ard sensitiv ity  equa­
tions would require solving a system  of N  nonlinear algebraic equations for each 
param ete r p^,  since the  source term  in Eq. (4.2.1.2) explicitly depends on p. 
This difficulty is circum vented by in troducing  adjoint operators. Let A* denote 
the  form al adjoint of the opera to r A  [10.27,311]. However, no te th a t Adjoint 
operato rs can only be considered for densely defined linear operators on Banach 
spaces. For the neural application  under consideration we will lim it ourselves 
to real H ilbert spaces only. Such spaces are self-dual. F urtherm ore, the dom ain 
of an adjoint opera to r is determ ined  by selecting app rop ria te  adjoint boundary  
conditions. T he associated bilinear form  evaluated on the  dom ain boundary  
m ust generally be also included. T he adjoint sensitivity equations can then  be 
expressed as
A* »z* = " s *. (4.2.2.1)
By definition, for algebraic operato rs
• (a  f*z) = • " s  =  ■ (a * /ir )
**■? . #*.5* (4.2.2.2)
Since Eq. (4.2.3) can be rew ritten  as
d R  d R  d R  ..




=  r  (4 .2 .2 .4 )
du
we observe th a t th e  source term  of the adjoint equations is independent of the 
specific p a ra m e te r /ty . Hence, the solution of  a single set of  adjoint equations will
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provide all the information required to compute the gradient o f  R  with respect to
all parameters.  To underscore th a t fact we shall denote ^z * as v. Thus
d R  d R  _ , _.
—  =  —  +  V ■ "s . (4.2.2.5)
4.3. A p p lications to  N eural Learning
Along the  lines adop ted  in C hap ter Two, consider a  densely connected neural 
netw ork w ith  N g rad ed -sta te  response neurons opera ting  in continuously sam ­
pled tim e. To acquire a  nonlinear transform ation , ( ,  from  a fryy-dimensional inpu t 
dom ain to the  K y-dim ensional o u tp u t space, the  netw ork is topographically  p a r­
titioned  in to  three m utually  exclusive regions w ith no topological restrictions. 
As illu s tra ted  in Fig. 2.3.1.1, the p a rtitio n  refers to  a set of in p u t neurons, 5.v, 
th a t receive the  input com ponents, an o u tp u t set 5 y , which provides the  desired 
o u tp u t com ponents and  a  set of “hidden” neurons, S h , th a t encode the  rep re ­
sen tation  of the  (-m apping . The netw ork is presented w ith  Iv random ly sam pled 
tra in ing  vector-pairs of inpu t- and  ou tpu t-space coordinates.
4.3 .1 . N eu rod yn am ics D erivation
We form alize the  neura l network as an adaptive dynam ical system  whose 
tem poral evolution is governed by the following energy function
E n  = Y l Kn j  U' ~  \  V { l u n) V { l u m)
n ^ n m
+  ^ [a„ - i ^ ( 7 u n) (4.3.1.1)
n
where u n represents the  m ean som a po ten tia l of the  n th  neuron. T he constan t Kn 
characterizes the  decay of neuron  activity. T he sigm oidal function g(-) m odulates
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the  neural response, w ith gain given by 7 „ ,; typically, = ta n h ( 7 ~) or
l / ( l  + exp (—j . z ) ) .  F u rther, IF  denotes a  sym m etric positive m atrix , whose TF,mi- 
th  elem ent corresponds to the  coupling betw een the  m  — th  to  the n — th  neuron. 
In the sequel we explicate the  conditions for constructing  TV'. W hile the first two 
term s, are derived from  an underlying electrical circuit in te rp re ta tio n  [134], the 
th ird  term  enforces the  convergence of a neuron to  its presented a ttra c to r, if any, 
typifying the  nonlinear m apping to  be learned.
The specific a ttra c to r  coordinates are given by
kan = kx n i f  n e  S.v
kan = kyn i f  n € S y
for { kx,  ky | k = 1, • • •, A'} taken  from a tra in ing  set scaled to the  range
[-1,4-1]-
As shown by Cohen an d  G rossberg [70,9S], Hopfield [135] and o thers [15,74, 
75], such neurodynam ical system s, e.g., Eqs. (4.3.1.1), will approach an  equi­
librium  poin t in response to  an arb itrary , bu t susta ined  in p u t if the underlying 
function is global lyapunov, i.e., <  0. For the  purpose of deriving the
activation  neurodynam ics, the  only “param ete r” of E n are  u; i.e., k, IF  and a 
are  fixed. T he neura l response, ip and  its corresponding gain are assum ed to  be 
available. In o rder to  ensure global stability, we require
d ^ \  d E  dxii
J t E »  =  <  0  (4 -3-L2i I
C om puting  from  Eqn. (4.3.1.1), we ob ta in
=  K{Uppi — ^   ̂ W im (pi <p(um )
1 ~  771
W ni V ( u n) Vi ~  [^i ~  V{u i)Y ̂  Vi (4.3.1.3)
n
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w here ^  denotes the  derivative of the neural response. So for 7  ^  1 ,




—  Kl Ulipx y 1 (4.3.1.4)
Enforcing the  Lyapunov stab ility  requirem ent on Eqs. (4.3.1.4) yields smallskip
<,3 <  0. (4.3.1.5)
Since 1,3 , is always positive, we can choose as our network dynam ics
1/ 3
it, =  - K i  Ui  +  ^  W i j  y - ( » , )  +  a,  -  <p{u,) (4.3.1.6)
T he sym m etric interconnection m atrix  W  can be sim ply constructed  from the 
learned synaptic  m atrix  T  such th a t
=  y , T« Tt- T t T. (4.3.1.7
. Taking in to  account the k —dependence, the n —th  n eu ro n ’s tem poral evolution 
can be sym bolically represented as
in 4“ K l ln — ^   ̂ <^(7 ‘ ^ m )  4" "Lr, (4.3.1.S)
w here the  “source” term , * /„  encodes com ponent-contribution  by the  presented 
a ttra c to rs  of the  k -th  tra in in g  sam ple via the expression
c r _  f [*an ~  9 ( “ n) Y  if n  € Sx U S y
1 o  if n e S H
(4.3.1.9)
T he topographic inpu t, o u tp u t and  hidden netw ork p a rtitio n s  S \ , S y  and  5 // 
are  arch itec tu ra l requirem ents re la ted  to  the encoding of m apping-type problem s.
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In previous chapters we have dem onstrated  th a t in general, for 3  =  (2/ +  l ) - 1  
and  i a positive integer, such a ttra c to rs  have infinite local stab ility  and provide 
o p p o rtu n ity  for learning in real-tim e.
4.3 .2 . C om p u tation al Learning O b jectives
To proceed formally w ith the  developm ent of a learning algorithm , we con­
sider an approach  based upon the m inim ization of a constrained "neurom orphic" 
energy-like function E  given by the  following expression:
E ( u , \ , p )  = ^  ^ 2  ~’nm ( T;im -  T„,„ T,„„ ) + -  Y l l t l  k ^ u *r "
n tn k i!
(4.3.2.1)
w here the  constrain ts are of the form
fcp   /  *7( 7 n fbi) i f  7? (E S \  , 4 0 9  9 \
1 0 i f  n G S h  U S Y 1
As derived in C hap ter Two, a  positive value such as 2 is used for a  . The weighting 
factor ujnm is constructed  in such a  fashion, as to  favor locality of com putation . 
T he indices n , m  span over all neurons in the  network. Lagrange m ultipliers 
corresponding to  the n k —th  constra in t are denoted  by . T he superscrip t ~  
denotes quan tities evaluated  a t s teady sta te .
T he proposed objective function, Eqn. (4.3.2.1), includes contribu tions from 
two sources.
[1 ] It enforces convergence of every neuron  in S \  and  S y  to a ttra c to r  coor­
d inates corresponding tc  the  com ponents in the  in p u t-o u tp u t tra in ing  p a t­
terns, thereby  p rom pting  the  netw ork to  learn  the  underlying invariances.
I l l
[2] It regulates the  topology of the network by enforcing sym m etry, and by 
m inim izing in terconnection streng ths betw een d is tan t synaptic  elem ents to 
favor locality of com putation.
Lyapunov stab ility  reqiiires an energy-like function to  be m onotonically de­
creasing in tim e. In our model the in ternal dynam ical param eters of interest are 
the  synaptic  s treng ths T tJ of the interconnection topology, the characteristic  de­
cay constan ts the gain param eters 7 , and the Lagrange m ultip liers k' \ , .  This 
im plies th a t we require
w here tt  in troduces an adaptive param eter for learning, as detailed  in C hapter 
Three. S im ilar expressions can be constructed  for k  and  7 , e.g.,
w ith  r K, r 7  >  0. T hen , substitu ting  in Eq. (4.3.2.3) and  denoting ten ­
sor con traction  ©, i.e., sum  over all relevant indices (e.g., V K£  © S7r E  — 
] C iS i  d E / d n  ■ d E / d x ) ,  one obtains
E +
< 0 (4.3.2.3)









V XE  © A <  rT  ( V r E  © V t E  ) +  tk ( © V KE  )
+  T-), ( V-yE©  V-yZi/ ) (4.3.2.T)
W ithou t loss of generality, one can assum e r  =  r-f =  r K =  t v .
The equations of m otion for the  Lagrange m ultipliers 1 \ ,  m ust now he con­
s truc ted  in such a way th a t Eqn. (4.3.2.7) is stric tly  satisfied. In add ition , when 
the  constrain ts are satisfied, i.e., as lT lt —► 0 in Eqn. (4.3.9). we require tha t 
*A,- —* 0 V /. We have adopted  the following analytical model for the evolution 
of A,.
'A- =  -  A +  ( P ( A '+<>)) ' 1^ 1' >4 -3-2-S'
where
n  =  V t E  .? Y r E  +  +  V T e V T
and  ,
A =  v ae © v ae .
Also, 9 denotes an a rb itra ry  positive constant. Using sim ple backsubstit.ut.ion, it 
can be im m ediately  shown th a t this model fulfills the above requirem ents.
4.3 .3 . A d ap tive  Learning A lgorithm s
We now focus on the derivation of an efficient a lgorithm  for com puting the 
“sensitiv ity” or param etric  gradient contributions, V ;,E  for fi 6  {T, k, 7 , A }. 
An adiabatic  com putational framework is assum ed. For instance, on differenti­
ating  Eqs. (4.3.2.1) w ith  respect to  T,y we get
| |  -  m i  T ( i  -  £  £  *A. ‘ I T *  T. V .  *«.. (4.3.3.1)
w here k<pn denotes the  derivative of the neural response. We m ust com pute 
ku n from  the  netw ork fixed point equations (4.3.1.S).
A fundam ental issue th a t needs to  be addressed a t th is stage is the  com pu­
ta tiona l com plexity of obtain ing  V ,,E . For exam ple, the com puta tion  of V / E  in
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Eqs. (4.3.2.4) requires th a t fV algebraic equations be solved for each param eter 
T tJ. th a t is „Y3 equations at each iterative  relaxation step. Sim ilar requirem ents 
exist for evaluating V KE  and  as given by Eqs. (4.3.2.5) and  (4.3.2.6 ). since
, k  -  j k *•
one m ust ob ta in  the values of . "rt and  respectivelv.
U N ,  a ^ ,  1
In relating  adjoint theory to the neural learning algorithm s, we identify the 
neurom orphic energy-like function, E  in Eq. (4 .3 .2 .1 ), w ith the system  response. 
Let p  denote the  following system  param eters:
P = { T n , • • • T y N | * i, • • • k,v | 7 i ' • • • T.v | ■••} (4.3.3.2)
T he ad iabatic  solution to the  nonlinear equations of m otion (4 .3 .l.S ), for each 
tra in ing  p a tte rn  k. k = 1 , • • •, K  is given by
*Vn( ku ,p )  =  — k „ k u n +  Tnm g(-ym k Um) +  — 0. (4.3.3.3)
m
So. in principle, k un =  k u n [T , k , 7 . ka n, k\„ ,  •■•]. Using Eqs. (4.2.2.1), the 
forward sensitivity m atrix  can be com puted and  com pactly expressed as
k < d k ( Pn r . d k I n , ,  rp k ?
vinm — ' i i . '  — 1 i <i i. - I Orim ~r -*>im 9m 1  mO k Um O Um
= kT}n 6 nm +  7 m *0 m T,tm (4.3.3.4)
where gm represents the derivative of gm w ith respect to u m, and
* n _  /  «  +  H ° n  -  Vilri  * « „ ) ] - 2 /3  7 n i f  11 €  S X ~
ln \ k i f  n e  S h  u  S y  ' ' ' '
By analogy w ith  Eqs. (4.2.3.3), the adjoint sensitiv ity  m atrix  can be expressed
as
k^ n m  ~  kjlm^mn +  7 n k{}n T mn. (4.3.3.6 )
8 E t .  
d  * u „
Using Eqs. (4.2.3.3) and  (4.3.2 .1 ), we can com pute the adjoint source, *.s* 
as
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* . •  1 V '  V ' '  Jfc' \ .  k' r .  d k r «'
s » =  •'»■« r "' J T T -
k l n '
=  -  kK  [ ka n -  A l n ^ n )  ] 7» (4.3.3.T)
For any param eter p fl, we have chosen p ;i cx — (e.g. in Eqs. (4.3.2.4).
(4.3.2.5) and  (4.3.2.6 ) ) to s tric tly  enforce Lyapunov’s stab ility  criteria , where
iff  = Iff  + E* E„ the param etric  gradient contribution
can be rew ritten  as
i r  = -  E E 1- "  (4 3 '3 S 'dPn d P» u n <lp>1
In the  above expression k v n denotes an elem ent of the solution to the adjoint 
system ,
k A *  k v =  k s ,  (4.3.3.9)
To proceed w ith  our derivation of learning equation, d E / d T tj in the adjoint 
opera to r form alism , we differentiate the  activation dynam ics, Eqs. (4.3.1.8), 
w ith respect to  each synaptic  elem ent, Tjy to obtain
[ k7lm Smn +  Tmn kgn 7 n ] k Vm = -  kXn * r “ - 1  7 „ k gn (4.3.3.10)
m
Notice th a t the  above system , (4.3.3.10), is linear in kv. F urtherm ore, its com po­
nents can be ob ta ined  as the equilibrium  points, (i.e., f>, —+ 0 ) of the concom itant 
dynam ical system
i>n -  kVn Vn = 7n kgn [ em +  *A„ ‘T " " 1 ] (4.3.3.11)
771
To proceed w ith  our derivation of learning algorithm s, we differentiate the  steady- 
s ta te  equations, Eqs. (4.3.3.2), w ith  respect to  each param eter, p /l5 to  ob ta in  the
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forw ard source term , fis„:
,lsiI = ^  [ "w» ] bp(i,K_ -f [ S„i (7 ( 7 j Uj) ] bptl,Tij
+  [ r „ i  k§i kU{ H— ^ ^  (4.3.3.12)
S u b stitu tin g  Eq. (4.3.3.12) in (4.2 .3.3), and  recalling th a t our a b s trac t response 
corresponds here to  the  energy function E , yields
d E  d E
k v ■tl s k
T he explicit energy gradient contributions for param eters p fl = T,  k ,  7  im m e­
d iately  result :
d E
dTij




d E  ^  d E  d ku 
d s i  ^  2 s  d ^ u  < 9 k ,
dE_
dni -  E Ek n
0 7,.
dh’i
S ince  I S  =  0 a n d = —ku n6 „i we have
(4.3.3.14)
d E
d n t E E ‘5. (4.3.3.15)
Also, from  Eqs. (4.3.2.7), (4.3.3.3) and  (4.3.3.8 ) we can w rite
7  i =
dE_
d j i
=  — T-,
=  - tv
d E  ^  dE_ d^u
- 2 s  ii Q-y.d j i
0 E d 7„d j i (4.3.3.1G)
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D ifferentiating Eqn. (4.3.3.12), ~g ~  = Tni k<fi kU( and  su b stitu tin g  in Eqn.
(4.3.1.6), yields
^  = - Y , k*i ‘r r ' ‘s. l s. + E E  [T»' i ‘5« (4.3.3.17)
k k n
S u b stitu tin g  Eqs. (4.3.3.2)-(4.3.3.17) in to  Eqs. (4.3.1.5) and  (4.3.1.6), we then 
o b ta in  the  com plete learning dynam ics.
T he above derivation can be sum m arized to  yield com puta tional learning 
a lgorithm  SID-5.
Input : a ttra c to r  coordinates, «£, netw ork dim ension and  topographic 
partition ing , neural response function, tem poral grid , convergence and  scal­
ing criteria , in itia lization  dom ain.
O utpu t : Learned synaptic  m atrix , T nm and  netw ork topology.
A lgorith m  : S ingularity  In teraction  D ynam ics.5
[1] Initialize : V n , m  6  { 1 , • • •, iV } and  V A: 6  { 1 , • • •, A'} :
Tnm  =  ae [ - e ,  + e  ] 
k\°n = [ —e, + e  ]
K.0n — 3? [ — e, + e  ]
7 n  -  'ft [ _ e ! + e ]
[2 ] L earn  synaptic  m atrix  T  : I t e r a t e  v — 1 , •••,  N t  
initialize o u te r p roduct array : =  0 .
[3] Loop over tra in ing  sam ples, k =  1 , K
[3.1] Evolve network dynam ics using Eqs. (4.3.2.1)-(4.3.2.
Un 4* K Un — ^   ̂ T nm 4" In
m
where
1 = 1  “  ^ ( ,1n ) ] 1 / 3  if n  €  S x
\ 0  if n €  S H U S Y
O utput: v(ku”) and kIn
[3.2] Evolve ’’im portance” dynam ics using Eqs. (4.3.3.11)
Vn -  k Vn Vn =  7 „  k g n [ Y^Tmn +  * A n 1 ]
O utput : kv un
[3.3] U pdate  outer p roduct contribu tion
V "  _  V * ' I k - v  ( k ~u N
‘- ‘n m  —‘n m  ' u n r \ I m u m )
[4] E ndloop over {k}
[5] C om pute V t E
(V T E f nm = Z*nm -  u nm T " m 4- u,mn T vmn
[6 ] C om pute V \ E
“( V ^ E C  = -  ‘ C '"
a
[7] C om pute r  using Eq. (3.2.4.5)
[8 ] U pdate  T
r p u + l  T „ £  ( V t E Y
^ n m  -‘• n m  « ' ^  v v  J ^ ) n m
[9] U pdate  A using
‘ A"+ ‘ =  ‘ A» +  r  A A T T U I T i »
where
II =  V t E  © V t E  +  V k£ ®  V k£  -f V 7 £ 1 ® V y E
and  ,
A = ¥ \ E  ® V \ E .
[10] U pdate  k„ using Eqs. (4.3.3.15)
[11] U pdate  7 „ using Eqs. (4.3.3.17)
[12] Check for convergence:
If  yes th en  exit else goto [2 ]
[13] E ndloop over learning itera tions {u}
[14] E xit : Display results
4.4. Sum m ary
In th is chap ter we have presented a  powerful theoretical fram ew ork for learn ­
ing continuous nonlinear m appings using artificial neural networks. C entral to 
our approach  is the  concept of adjoint operators which enables a  fast com puta­
tion of energy function gradients w ith  respect to  all system  param ters  using a 
single solution of the  adjoint equations. In the next chapter, we exploit the  pow­
erful m athem atica l constructs in troduced  in this chapter to  derive fast learning 
algorithm s for dynam ical neural networks.
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C hapter F ive  
A djoin t O perator A lgorith m s for 
Fast Learning
In  th is chap ter we ex tend  our results on application  of adjoint operators 
to  neural learning, presented in C hap ter Four, to  derive a  new com putational 
fram ew ork for faster supervised learning in dynam ical nonlinear neura l networks 
is presented. It exploits the  concept of adjoint operators to enable com puta tion  of 
changes in the  netw ork’s response due to p e rtu rb a tio n s  in all system  param eters, 
using the  solution of a single set of appropria te ly  constructed  linear equations. 
T he lower bound  on speedup per learning ite ra tio n  over conventional m ethods for 
calculating the  neurom orphic energy gradient is 0 ( N 2), where N  is the  num ber 
of neurons in the  network.
5.1. In trod u ction
T he biggest prom ise of artificial neural netw orks as com puta tional tools lies 
in the hope th a t they  will enable fast processing and  synthesis of complex infor­
m ation  p a tte rn s . In particu lar, considerable efforts have recently been devoted 
to  the  form ulation  of efficient m ethodologies for learning (e.g., R um elhart et 
al. [251], P ineda  [239], P earlm u tte r [234], W illiam s and Zipser [292], B arhen  et 
al. [35,36], G ulati et al. [105,107] and  Zak [305-307]). T he developm ent of learning 
algorithm s is generally based upon the m inim ization of a  neurom orphic energy 
function. T he fundam ental requirem ent of such an approach is the  com putation  
of the g radient of th is objective function w ith  respect to the  various param e­
ters of the  neura l arch itec tu re , e.g., synaptic  weights, neural gains, etc. The
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param oun t con tribu tion  to  the  often excessive cost of learning using dynam ical 
neura l networks arises from  the  necessity to  solve, a t each learn ing  ite ra tion , one 
set of equations for each param ete r of the  neural system , since those param eters 
affect b o th  directly  and indirectly  the  netw ork’s energy.
In th is chap ter we show th a t the  concept of adjoint opera to rs (discussed 
in Section 4.2.), w hen applied  to  dynam ical neural netw orks, not only yields a 
considerable algorithm ic speedup, b u t also pu ts  on a  firm  m athem atica l basis 
p rio r results for “recurren t” netw orks, the  derivations of which som etim es in ­
volved m uch heuristic reasoning. T he applications of adjoint opera to rs  to  neural 
learning has been discussed in detail in [38,39] and  references therein.
In the  sequel we first m otivate and  construct, in the  m ost e lem entary  fashion, 
a com puta tional fram ew ork based on adjoint operators. We then  apply  our 
resu lts to  the  Cohen-G rossberg-H opfield (CG H ) additive  m odel, enhanced w ith 
te rm inal a ttra c to r  capabilities. We conclude by presenting the resu lts of a few 
typical sim ulations.
5.2. A djoin t O perator T heory
For com pleteness sake, we proceed by recap itu la tin g  some of the  key resu lts 
in non linear sensitivity  theory, in troduced  in Section 1.6.2 and  la te r discussed in 
Section 4.2. Consider, for the  sake of simplicity, th a t a  problem  of in terest is 
represented  by the  following system  of N  coupled nonlinear equations
<p(u,p) =  0  (5.2.1)
w here (p denotes a  nonlinear opera tor. If differential o p era to rs  appear in Eq.
(5.2.1), th en  a  corresponding set of boundary  a n d /o r  in itia l conditions to  specify
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the  dom ain  of <p m ust also be provided. In general an inhom ogeneous “source” 
term  can also be present. T he learning model discussed in th is chap ter focuses on 
the  ad iaba tic  approxim ation  only. N onadiabatic  learning algorithm s, w herein the 
response is defined as a  functional, will be discussed in a  forthcom ing article. Let 
u and  p  represent the  N -vector of dependent s ta te  variables and  the  M -vector 
of system  param eters , respectively. We will assum e th a t generally M  »  N  
and  th a t  elem ents of p are, in principle, independent. Furtherm ore, we will also 
assum e th a t, for a  specific choice of param eters, a unique solution of Eq. (2.1) 
exists. Hence, u is an im plicit function of p. A system  “response” , R,  represents 
any resu lt of the  calculations th a t is of in terest. Specifically
R  =  R ( u ,p )  (5.2.2)
i.e., R  is a known nonlinear function of p and  u and  m ay be calcu lated  from  Eq.
(5.2.2) w hen the  solution u in Eq. (5.2.1) has been ob ta ined  for a  given p. The 
p roblem  of in terest is to com pute the ” sensitivities” of R , i.e., the  derivatives of 
R  w ith  respect to  param eters p M, p  =  1, • • ■, M . By definition
d R  OR d R  du
~a—  =  7)—  T P  ' o—  (5.2.3)dpp up n uu  up n
Since the  response R  is known analytically, the  com putation  of d R / d p fl and
d R / d u  is straightforw ard . T he quan tity  th a t needs to be determ ined  is the
vector d u /d p f i . D ifferentiating the  s ta te  equations (5.2.1), we o b ta in  a set of
equations to  be referred to as “forw ard” sensitivity  equations
<*£ . = _  <*L (KOA\
du dpn dpp
To simplify the  no ta tions, we are om itting  the  “tran sposed” sign and  denoting 
the  N  by N  forw ard sensitiv ity  m atrix  d(p/du  by A,  the  N -vector d u / d p M by ,Lq 
and  the  “source” N -vector —d p / d p ^  by ,ls. Thus
A = (5.2.5)
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Since the  source term  in Eq. (5.2.5) explicitly depends on p, com puting d R / d p fl, 
requires solving the above system  of N algebraic equations for each param eter p^. 
This difficulty is circum vented by in troducing  adjoint operators. Let A* denote 
the form al adjoint of the  opera to r A. Adjoint operato rs can only be considered 
for densely defined linear opera to rs on Banach spaces (see e.g., Cacuci [310]). 
For the  neural application  under consideration we will lim it ourselves to  real
H ilbert spaces. Such spaces are self-dual. Furtherm ore, the  dom ain of an adjoint
opera to r is determ ined  by selecting app rop ria te  adjoint boundary  cond itions1. 
T he associated  bilinear form  evaluated on the  dom ain boundary  m ust thus be 
also generally included. T he adjoint sensitivity equations can then  be expressed 
as
A* V  =  " T .  (5.2.0)
By definition, for algebraic operators
V  ■ (A  »q) = V  • " J  =  t q  ■ (A* V )  =  • "5* (5.2.7)
Since Eq. (5.2.3), can be rew ritten  as
d R  d R  d R  u _ M
dPn ~  dPll +  du  q ’
if we identify
f  s  ' r  s  r  <5 -2 -9 >
we observe th a t the  source te rm  for the adjoint equations is independent of the 
specific pa ram ete r p^. Hence, the  solution of  a single set o f  adjoint equations will 
provide all the information required to compute the gradient o f  R  with respect to 
all parameters.  To underscore th a t fact we shall denote flq* as v. Thus
d R  d R  d(p , .  ^
—  =  —  -  v ■ —  (5.2.10)
dpn dpfl dp /L
We will now apply  th is com puta tional fram ew ork to  a CGH netw ork enhanced
w ith term inal a ttra c to r  dynam ics. T he m odel developed in the  sequel differs
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from  our earlier form ulations in C hap ter Two, in avoiding the  use of constrain ts
m ore “congenial” num erical properties, such as “con traction” .
5.3. A p p lications to  N eural Learning
We form alize a neural netw ork as an adaptive dynam ical system  whose tem-
w here ~n represents the  m ean som a po ten tia l of the  n th  neuron and  Tnrn denotes 
the  synaptic  coupling from the m  —th  to  the n —th  neuron. T he weighting fac­
tor u)nrn enforces topological considerations. T he constan t characterizes the 
decay of neuron activity. T he sigmoidal function g^(-) m odulates the neural re­
sponse, w ith gain given by y m; typically, g-y(z) =  ta n h (7 ~). T he “source” term  
kI n , which includes dim ensional considerations, encodes con tribu tion  in term s of 
a ttra c to r  coordinates of the k -th tra in ing  sam ple via the  following expression
T he topographic inpu t, o u tp u t and hidden netw ork p artitio n s  S x , S y  and  5 // 
are arch itec tu ra l requirem ents re lated  to  the  encoding of m apping-type problem s
recap itu la ted  th a t in general, for (3 = (2 i +  l ) - 1  and  i a  stric tly  positive integer, 
such a ttra c to rs  have infinite local stab ility  and  provide o p p o rtu n ity  for learning 
in real-tim e. Typically, /? can be set to 1/3. A ssum ing an ad iabatic  fram ework,
in the  neurom orphic energy function, thereby elim inating the need for differential 
equations to evolve the  concom itant Lagrange m ultipliers. Also, the  usual ac ti­
vation dynam ics is transform ed into a set of equivalent equations which exhibit
poral evolution is governed by the  following set of coupled nonlinear differential 
equations
Zn T  Kn Zn — ^   ̂ ^'nm Tnm 9~r t ‘ m) T  'In (5.3.1)
if n e  S x  
if n  6  S h  U S y (5.3.2)
for which a  num ber of possibilities exist [35,36]. In previous chapters we have
the fixed point equations a t equilibrium, i.e., as zn —> 0. yield
(5.3.3)
w here u n = g-f(zn ) represents the neural response. T he superscrip t ~  denotes 
quan tities evaluated a t s teady  sta te . O perational network dynam ics is then  given
To proceed form ally w ith the  developm ent of a  supervised learning algorithm , 
we consider an approach based upon the  m inim ization of a  constrained  “neuro- 
m orphic'’ energy function E  given by the following expression
ergy function, E in Eq. (5.3.5), w ith the  system  response R. Also, let p denote 
the following system  param eters:
T he proposed objective function  enforces convergence of every neuron  in S \
o u tp u t tra in ing  p a tte rn s , thereby prom pting  the netw ork to learn  the  em bedded 
invariances. Lyapunov stab ility  requires an energy-like function to  be m onoton- 
ically decreasing in tim e. Since in our model the in ternal dynam ical param eters 
of in terest axe the  synaptic  streng ths T nm of the  in terconnection topology, the 





We relate  adjoint theory to neural learning by identifying the neurom orphic en
P — { Tn ,-- ■ TNlv | « i ,  • • • I 7i> • • ■ 7 n  I • ■ •}
and  S\- to  a ttra c to r  coordinates corresponding to  the com ponents in the  input-
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For each adaptive system  param eter, p (l, Lyapunov stab ility  will be satisfied by 
the following choice of equations of m otion
d E
Exam ples include
+ d E  d E  d E
-‘■nm  — 1~T jrri '  Tn — j  ' — Tfi jd l nm Ct'/n dKn
where the tim e-scale param eters rj-, rK and ry >  0. Since E depends on 
pp bo th  directly  and  indirectly, previous m ethods required solution of a system  
of N  equations for each param eter to  ob ta in  d E / d p fl from d u / d p ,,. O ur 
m ethodology (based on a d jo in t  o p e r a to r s ) ,  yields all derivatives d E / d p tl,V  //. , 
by solving a  single set of N  linear equations.
Using the neurodynam ics, Eqs. 5.3.1, the nonlinear neural opera to r for each 
tra in ing  p a tte rn  k, k — 1, • • • A’, a t equilibrium  is given by
V n  ( ku , p ) = g E ^nm' '-Tnmi Um > -f" dtt/ v _ :f/.„ =  0 (5.3.S)
where, w ithou t loss of generality we have set y u to  unity. So, in principle 
ku n =  ku n [T, k , 7 , Using Eqs. (5.3.S), the  forward sensitivity  m atrix
can be com puted  and  com pactly  expressed as
kA -'rxnm —
d Vn  
d  ku m =  tg. -Kn
1
^ n i n  Tnm +
d  k 'ln 
d  ku m





9n 1 +  
1
[V , ] 2' 3 k3Kn ‘ff„ [*a„ - *  Un ] 2/3 if  n G S x
if  n G Sfi  U S y
(5.3.10)




kgn =  1 -  [*£„]
 ̂ 1 ST' . , qr kg 4 . k T/  ^  n rn -‘-nm 11 tn i 1 n
K" V m
(5.3.11)
Recall th a t the  form al adjoint equation  is given as .4*Y =  s* : here
k , ,9 m u-m n  - f / m i  9 m  ^ m i i (5.3.12)
Using Eqs. (5.2.9) and  (5.3.5). we can com pute the form al adjoint source
d E 11 Clj
d ku, 0
if  n G S \  U S y  
if  n G S h
(5.3.13)
T he  system  of adjoint fixed-point equations can then  be constructed  using Eqs. 
(5.3.12) and  (5.3.13), to  yield :
^  ] 9m ^ m n  Tnnn f’m  ^   ̂ 9m &mn *
f t r n
(5.3.141
Notice th a t the  above coupled system , (5.3.14), is linear in k v. F urtherm ore, it 
has the  sam e m athem atica l characteristics as the  operational dynam ics (5.3.4).
127
Its com ponents can be ob ta ined  as the equilibrium  points, (i.e.. r, —> 0 ) of the 
adjoint neural d yn am ics
k  ̂ k ' k * - . -
l ’n "b Un  t’n =  /  f f m  ^ run Tmn Vm S „  ( 5 . 0 . 1 5 )
m K”'
As an im plem entation  exam ple, let us conclude by deriving the learning 
equations for the  synaptic  streng ths, Tp. Recall tha t
d E  d E  v " ' k „ k  • x
w , = w , + 5 , ,  =  1 , - J )  l5'3'161
We differentiate the steady s ta te  equations (5.3.S) w ith respect, to T l } . to 
o b ta in  the forw ard source term .
d  V „
dTij ~  k9n
i - k~
/  u-’ri/ <\rt ^ U[ -f- 0
H ri
9 n  ^ i n  ^ ’n j  d j (5.3.17)
Since by definition, d E / d T nm =  0 , the  explicit energy gradient con tri­
bu tion  is ob ta ined  as
Tnm =  - t t  [ Y ,  *” » k9" k{l”' ] (5.3.1S)
K" k
We com pute  the  adap tive learning ra tes, i.e., rp in Eq.(5.3.7), along the 
lines specified in Section 3.2.4. W ithou t loss of generality, we shall assum e ry  — 
r* =  t 7  =  r ,  and  we shall seek r  in the  form  []
(5.3.19)
w here V E  denotes the vector w ith com ponents V t E , V~,E and V KE.  It is 
straightforw ard  to show th a t
J -  | V E |  =  | V E  | ‘ - J (5.3.20)
as tends to  zero, w here \  is an a rb itra ry  positive constant. If we evaluate 
the re laxation  tim e of the energy gradient, we find th a t
, |v e h o  d | | ,  i f  d <  0
tE ~  JiVEU i V F r *  ~  U  | V £ | „ J <  0 0  i f  J  >  0 I0 '3 '21 '
Thus, for 3 < 0 the re laxation  tim e is infinite, while for 3 > 0 it is finite. 
The dynam ical system  (5.3.19) suffers a qualita tive  change for 3 >  0 : it loses 
uniqueness of solution. T he equilibrium  point | X7E  \ = 0 becomes a singular 
solution being in tersected  by all the transien ts, and  the  Lipschitz condition is 
violated, as one can see from
_ d _  r  d \ V E \  \  _  „
i  | V E  | ^  dt  )  ' '
where | V E  j tends to zero, while 3  is stric tly  positive. Such infinitely stable 
points are ” term inal a ttra c to rs” . By analogy w ith our previous results we choose 
3 =  2 /3 , which yields
- 1 / 3
T =  1 £  £  [ ] L  +  £  1V X  +  £  [V « £ lf  I (5.3.22)
T he in troduction  of these adaptive  tim e-scales d ram atically  im proves the 
convergence of the corresponding learning dynam ical system s.
We now sum m arize the  com plete neural learning form alism .
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5.4. A lgorith m  SID_6
Input : Network dim ension and topographic partitions; A ttrac to r coordi­
nates, ka n ; N eural response function, </; Topology m atrix , w: Tem poral grid 
and convergence criteria; In itialization dom ain and scaling param eters;
O utput : Learned synaptic  interconnection m atrix , T";
A lgorith m  : S ingularity  In teraction  D ynam ics_6
[1] Initialize : V n, /?? £ { 1 , •••,  N  } and V k £ { 1 , A'} :
T L  = *  [ - c ,  + 6  ]
*A°n =  3£ [ - e ,  + e  ]
[2 ] Learn synaptic  m atrix  T : Iterate  u — 1 , AY
initialize ou te r p roduct array : E'/im =  0 .
[3] Loop over tra in ing  sam ples, k — 1 , • ■ •, A’
[3.1] Evolve network dynam ics using Eqs. (5.3.1)
Zn T  Kn Zn — ^  um T um m )  T  Ai
rn
w here from  Eqs. (5.3.2)
k T =  /  [A' a n ]1 - /i  [*■■«,, -  </-,(-») ]>* i f  U €  S \
\  0 i f  n £  S H U S y
O utput: k uun and k i\[
[3.2] Evolve ’’im portance” dynam ics, Eqs. (5.3.15), using
m <’m
f ’n T  ^   ̂ 9 m  ^ t n n  A iu i
where
ks*15 n
_  /  kun — ka n i f  n 6  S.x U S y  
\  0 if n  6  Sh
and  from Eqs. (5.3.11)
9 n  =  9
Kr
^  ̂^ ’nm  Tnm In
O utput : kvun
[3.3] U pdate  ou ter product contribu tion
n m
1 I - .V •*• k ~ k k  ~
‘- ‘n m  v  ' 9 n  ^ n m  t-hnK,
[4] E ndloop over {k}
[5] C om pute V y E
( v T E y nm = T vnm
[6 ] C om pute r  using Eq. (5.3.22)
=  ( E E i V t E  ] L  +  £  [ V , iC  + £  [V.B]
\  n  m  n n
[7] U pdate  T
'T ' i '+ l ___ __ rp v  — A T ^ n m  \  1 k ~  k ~  k ~  1
n m  n m  T  ^  _ /  y Vn  9 n  j
n  k
[8 ] Check for convergence:
I f  yes th en  exit else  goto [2 ]
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[9] E ndloop over learning ite ra tions {^}
[1 0 ] E xit : Display results
5.5. S im ulation  R esu lts
T he com puta tional fram ew ork developed in the preceding section has been 
applied  to  a  num ber of problem s th a t involve learning nonlinear m appings, in ­
cluding Exclusive-O R, the hyperbolic tangent and  trigonom etric functions, e.g., 
sin. Some of these m appings (e.g., X O R ) have been extensively benchm arked in 
the lite ra tu re , and  provide an adequate  basis for illu stra ting  the  com puta tional 
efficacy of our proposed form ulation. Figures 5 .5 .1(a)-5.5.1(d) dem onstra te  the 
tem poral profile of various netw ork elem ents during  learning of the  X O R  func­
tion. A six neuron  feedforw ard netw ork was used, th a t included self-feedback on 
the o u tp u t u n it and  bias. Fig. 5.5.1(a) shows the LMS erro r during  the  tra in ing  
phase. T he  w orst-case convergence of the  o u tp u t s ta te  neuron to  the presented 
a ttra c to r  is displayed in Fig. 5.5.1(b). Notice the rap id  convergence of the  input 
s ta te  due to the  term inal a ttra c to r  effect. The behavior of the  adap tive  tim e-scale 
pa ram ete r r  is depicted in Fig. 5.5.1(c). Finally, Fig. 1(d) shows the  evolution 
of the energy gradient com ponents.
The test se tup  for signal processing applications, i.e., learning the  sin func­
tion and  the  ta n h  sigm oidal nonlinearlity, included a  8 -neuron fully connected 
netw ork w ith  no bias. In  each case the netw ork was tra ined  using as little  as 4 
random ly sam pled tra in ing  poin ts. Efficacy of recall was determ ined  by p resen t­
ing 100 random  sam ples. Fig. 5.5.2 and  5 .5.3(a)-(b) illu s tra te  th a t  we were able 
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F ig u re  5 .5 .1 (a-d) . T e m p o r a l  ev o lu t io n  o f  s ta te  va riab les ,  R M S  e r ro r ,  t im e  
sca les  a n d  e n e rg y  g ra d ie n t  c o n tra c t io n s  d u r in g  lea rn in g  
o f  E x c lu s iv e -O R  ( X O R )  function .
133
1.000
0 . 5 0 0
0.000
- 0 . 5 0 0
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- 1 .000 - 0  5 0 0 0 . 5 0 00.000 1.000
F ig u re  5.5.2. L e a rn in g  th e  Sin fu n c t io n  using a  fully c o n n e c te d ,  8 -n e u ro n  
n e tw o rk  w ith  no  bias. T ra in in g  se t  c o m p r ise d  o f  4  r a n d o m ly  




- 0 . 5 0 0
- 0  5 0 0
-1 000 
-  1 .000 0 . 5 0 00.000 1.000
(»>) t 000 ----
0 . 5 0 0
0.000
- 0 . 5 0 0
- 1.000 
-  1.000 0 . 5 0 00.000 1 .000
F igu re  5.5.3. L e a rn in g  th e  H y b e rb o l ic  ta n g e n t  fu n c t io n  using a  fully 
c o n n e c te d  8 - n e u ro n  n e tw o rk  w ith  n o  bias, ( a )  U s in g  4 
ra n d o m ly  s e le c te d  sam p les ;  (b )  U s in g  16 r a n d o m ly  se le c te d  
t ra in in g  s a m p le s .
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F ig u re  5.5.4. A p p ro x im a t in g  th e  G a u s s ia n  pu lse  function , (a )  R esu l ts  
o b ta in e d  by L ip p m a n n  a n d  B e c k m a n  [189]. (b )  R e su l ts  
using Algorithm SID_6.
135
respectively. Fig. 5.5.3(a) dem onstrates the network perform ance w hen 4 pairs 
were used to learn  the hyperbolic tangent. Fig. 5.5.4 and  Fig. 5.5.5 show our 
results while learning the G aussian pulse. These resu lts reflect a perform ance 
im provem ent of over two orders of m agnitude as com pared to sta te-o f-the-art 
supervised neural learning algorithm s [189,239,251], b o th  in term s of learning 
tim e and  the  num ber of tra in ing  sam ple. F urther, our models require a t least an 
order of m agn itude  less num ber of neurons as com pared to  the  backpropagation  
algorithm . For exam ple, as shown in Fig. 5.5.6, L ippm aim  and  Beckm an in 
[189] required over 2000 sam ples to learn the G aussian pulse function  using a 
27 neuron, m ultilayered percep tron  w ith linear inpu t and  o u tp u t nodes. The 
netw ork com prised of 1 u n it in the inpu t layer, 20 units in the  h idden  layer, 5 
un its in the second hidden layer and  a single un it o u tp u t layer.
We would like to m ention th a t since our learning m ethodology involves te r­
m inal a ttra c to rs , extrem e caution  m ust be exercised w hen sim ulating  the  al­
gorithm s in a  d igital com puting environm ent. O ur discussion on sensitivity  of 
resu lts to  the  in tegration  schemes in C hap ter T hree em phasizes th a t explicit 
m ethods such as Euler or R unge-K u tta  shall not be used, since the  presence 
of te rm inal a ttra c to rs  induces extrem e stiffness. Practically , th is would require 
an in tegra tion  tim e-step  of infinitesim al size, resu lting  in num erical round-off 
errors of unacceptable  m agnitude. Im plicit in tegration  techniques such as the 
K aps-R entrop  scheme should therefore be used.
5.6. Sum m ary
In th is chap ter we have presented a  theoretical fram ew ork for faster learning 
in dynam ical neura l networks. C entral to  our approach is the  concept of adjoint  
operators which enables com putation  of network neurom orphic energy gradients 
w ith respect to  all system  param eters  using the  solution of a  single set of linear
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equations. If C f  and C a  denote the  com putational costs associated w ith  solving 
the  forw ard and  adjoint sensitiv ity  equations (Eqs. 2.5 and  2.6), and  if M  denotes 
the  num ber of param eters of in terest in the  netw ork, the  speedup achieved is
M  C F 
C A
If we assum e th a t C f  — C a  and  th a t M  =  N 2 +  2 N  +  • • •, we see th a t the 
lower bound on speedup per learning ite ra tio n  is 0 ( N 2). Finally, p a rticu la r care 
m ust be exercised w hen in teg ra ting  the  dynam ical system s of in terest, due to  the 
ex trem e stiffness in troduced  bv the term inal a ttra c to r  constructs.
C hapter Six
“C haotic  R elaxa tion ” in C oncurrently  
A synchronous N eural N etw orks
U pto th is stage our focus has been prim aiily  on deriving a  co m pu ta tion ­
ally enabling fram ework for learning using dynam ical neural netw orks. In this 
chap ter, we now analyze a  fundam ental issue which directly  im pacts the scala­
bility  of current theoretical neural network m odels to  applicative em bodim ents, 
in b o th  software as well as hardw are. T his perta ins  to the  inherent and  unavoid­
able concurrent asynchronicity of em erging fine-grained com puta tional ensembles 
and  the  consequent chaotic m anifestations in the absence of p roper condition­
ing. T he la tte r  concern is particu larly  significant since the  com puta tional inertia  
of neural netw orks in general and  our dynam ical learning form alism s m anifests 
itself substantially , only in m assively parallel hardw are - optical, VLSI or op to ­
electronic. We in troduce a  m athem atica l fram ew ork for system atically  recondi­
tioning additive-type m odels and  derive a  neuro-operator, based on the  chaotic 
re laxation  paradigm , whose resu lting  dynam ics is neither ” concurrently" syn­
chronous nor ”sequentially” asynchronous. Necessary and  sufficient conditions 
guaranteeing  concurrent asynchronous convergence are estab lished  in term s of 
contracting  operators. Lyapunov exponents are also com puted to  characterize 
the  netw ork dynam ics and  to  ensure th a t th roughput-lim iting  ’’em ergent com pu­
ta tio n a l chaos” behavior in  m odels reconditioned w ith  concurrently  asynchronous 
algorithm s was elim inated.
T he organization of th is  chap ter is as follows: In Section 6.2. we present a 
characterization  of asynchronous ite ra tive  com putation  and  in troduce the  chaotic
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relaxation  paradigm . Section 6.3. describes the reform ulation of the  Hopfield 
model in term s of con tracting  neuro-operators. We fu rth er define the  necessary 
and  sufficient conditions for convergence. To guide the  im plem entation  and  val­
idation  of our asynchronous neuro-operato r, we sim ulate an  associative m em ory 
model in a concurrent environm ent in section 6.4. In section 6.5., we com pute 
the Lyapunov exponents, for bo th  the existing and  m odified m odel, to  provide a 
fundam ental insight to  the  netw ork dynam ics and to  dispel p o ten tia l misgivings 
as to  the  m ain origin of oscillatory behavior observed h itherto .
6.1. In trod u ction
T he bulk of existing neural netw ork models are defined as an  aggregation of 
adaptive dynam ical system s, in teracting  th rough  a  densely in terconnected  synap­
tic netw ork. C om puta tion  to be perform ed by the netw ork is then  encoded in 
term s of the  connection streng ths betw een pairs of neurons. B ased on m a th ­
em atical idealizations to  biological behavior, the u p d a tin g  regim es of existing 
models, b o th  discrete and  continuous, m ay be classified in to  two basic a lgo rith ­
mic m odes [68,135,111,315]. A concurrent synchronous  m ode, w here all neurons 
are u p d a ted  sim ultaneously and  an asynchronous  m ode, w herein only one ra n ­
dom ly selected neuron  is allowed to u p d a te  its s ta te  on the  basis of its inputs. 
T he firing decision for a p a rticu la r neuron is allowed only after s ta te  inform ation 
has been received from  all o th e r neurons to  which it is connected. However, 
com puta tional connotation  of asynchronicity im plies uncoord inated  system w ide 
concurrent activity, while the  biological m anifestation  of global asynchrony re­
sults from  delays in nerve signal propagation , refractory  periods an d  adaptive 
thresholding [190,198]. So, under their curren t fram ework, neural netw ork m od­
els per se do no t com pute using a  system w ide on-off uncoord inated  sw itching ( 
w ith random  delays ) of individual neurons. In fact, asynchrony as discussed 
by [68,135], in the  context of existing artificial neural netw orks is essentially a
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’’sequential random ness” , lacking im plicit concurrency. Thus, the  paradigm atic  
advantages of neuronal processing, th a t essentially stem  from  an  ability  to  per­
form  massively parallel, asynchronous and  d is trib u ted  inform ation processing, 
cannot be fully realized under the existing neurodynam ical re laxation  models. 
Further, the biggest prom ise of artificial neural networks as com putational tools 
lies in the hope th a t they will resem ble the  inform ation processing in biologi­
cal system s. N otw ithstand ing  m any successes along such in ten t, as indicated  in 
C h ap ter One, it is rap id ly  becom ing evident th a t current neurodynam ical m od­
els are plagued by fundam ental lim itations. We elucidate the argum ent using 
the  Cohen-G rossberg-H opfield (CG H ) additive model [98] ( th a t provided the b a ­
sis of our preceding derivations), as a typical representative of artificial neural 
networks:
n
U i  +  K i U i  =  ^ 2  T i j g - , ( u j )  +  i — 1 , ■ • •, n (6 .1 .1 )
j=i
w here Ui(t) is the m ean som a po ten tia l of the  i — th  neuron, T{j are the  synaptic 
interconnections, and  g7  is the  sigm oidal function m odulated  by gain 7 . The 
ex ternal inpu t is denoted  by I t . It is claim ed th a t the neuronal perform ance in 
th is m odel is collective, bu t not parallel (B arhen  et al. in [81],[29,306]). For 
exam ple, a  sm all p e rtu rb a tio n  in the activ ity  of the  i —th  neuron  instan taneously  
affects all o ther neurons:
diii dgy Tij ± 0 i ^ j  (6 .1.2 )
du j  duj
In con trad istinction , the  biological system s exhibit b o th  collective and  parallel 
perform ances. For instance, the different limbs in the  hum an body  m echanically 
independent. T heir perform ance is parallel. At the sam e tim e they  exhibit 
collective perform ance since their activ ity  is coordinated by the  brain.
We analyze the  im plications of th is lack of true behavioral asynchrony a t 
two levels, namely, problem s encountered during d igital VLSI, optical or op to­
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electronic com putations and  during discrete-tim e sim ulations on large-scale asyn­
chronous com putational ensembles. C oncurrent synchronous activation typically 
requires com plex global synchronization circuitry  to neutralize the  clock skew 
effects resulting from the variations in the physical [209,224] or optical p a th  
lengths [257] of the actual synaptic  interconnections. This ex tra  c ircu itry  would 
lim it the  overall netw ork perform ance to operate  a t the ra te  of slowest neuron 
(i.e., one w ith  the largest tim e constant). An a lte rn a te  stra tegy  involves clock­
ing the system  at a tim e constan t slower th an  the slowest neuron, b u t again, 
th roughpu t suffers. Not only does such circuitry  lack a biological basis, it also 
enforces rigid firing sequences th a t are often difficult to susta in  because of sig­
nal leakages and  com ponent instability. Macukow et al. [19S], showed th a t in 
large-scale networks such self-induced pathological activation could destabilize 
the  en tire  neurom orphic system .
Even though the  com putational and paradigm atic gains expected from  neu­
rom orphic architectures will actually  m anifest from  system s bu ilt a round  m as­
sively parallel and  analog hardw are, discrete-tim e sim ulations on asynchronous 
m ultiprocessors rem ain the  prim ary  benchm arking testbed  for large-scale prob­
lems. Therefore, the algorithm ic im plications of ’'sequen tia l’' or the tigh tly  cou­
pled ’’synchronous” n a tu re  of neuronal in terrogation  in sim ulations cannot be 
ignored. In  general, during synchronous com puta tion  the  processors m ust com ­
m unicate the ir p a rtia l resu lts  to each o ther, a t every instance of tim e specified by 
the precedence-constrained task  graph ob tained  from  the problem  decom position 
[37,109,112,172]. Hence, th e  d istribu ted  concurrent algorithm s are m a th em ati­
cally equivalent to the  sequential algorithm s. These overheads, in the form of 
load im balance due to  processor inactivity, lower processor u tilization  and  en­
hance resource contention due to com m unication and  coordination requirem ents, 
and  lead to  a severe perform ance degradation in real-tim e neural network ap ­
plications [113]. For instance, sim ulating the sequentially asynchronous n a tu re
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of backpropagating  networks on a concurrent com puter introduces latencies, for 
which specific tim e bounds can be obtained  in term s of the critical p a th  of the 
corresponding task graph. A dditionally, the existing approaches are lacking in 
fault tolerance, as u p d a tin g  decisions by a p a rticu la r neuron require global in ­
terrogation , i.e., the s ta tu s  of each neuron to  which it is connected. Failure 
to receive firing inpu t from  some inoperative neuron in the sequentially asyn­
chronous setup  could lead to  blocking of the entire network. Thus, a model is 
necessitated  w herein each neuron is associated w ith a decision a lgorithm  that 
requires only local inform ation to  reach globally op tim al decisions, as in the cel­
lu lar au to m a ta  approach. This also precludes the necessity for neural signals 
or activation  poten tia ls to rem ain stab le for long intervals as in synchronous 
im plem entation.
In th is chap ter we in troduce a m athem atical fram ework for reconditioning 
artificial neural network algorithm s such th a t their em bodim ents are tru ly  asyn­
chronous and  concurrent. For illustrative purposes, the  discussion will focus on 
C G H -type additive networks. The ideas however, generalize in a straightforw ard 
fashion to  o ther classes of neurodynam ics, e.g., shunting type [95]. H ereafter, we 
do not distinguish  betw een the sim ulation of a neural netw ork on a concurrent 
com puter or its subsequent hardw are im plem entation, i.e., a neuron is consid­
ered as a  ’’v irtu a l” com puting processor. Besides yielding a closer em ulation of 
biological inform ation processing, this approach is expected to  provide guidance 
for large-scale fabrication  of concurrent hardware.
6.2. “C haotic R elaxation ” Paradigm
In o rder to  obviate the  th roughput-lim iting  '’Feigenbaum  bottleneck” arising 
from  an extensive usage of the cooperative problem -solving approach, and the 
resu lting  ’’sequen tia lity” in the  neurodynam ical activation  profile, we introduce
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a chaotic relaxation paradigm  in the neural network dynam ics. It is inspired 
from  the sem inal work of C hazan and M iranker [67], who showed th a t chaotic re­
laxation  schemes could significantly reduce program m ing effort, com m unication 
overheads and  tu rn aro u n d  tim e during concurrent com puting  on asynchronous 
m ultiprocessors. In our effort to  design tru ly  asynchronous neural netw orks we 
fu rther draw m otivation from  fixed point  techniques by B audet [45], Miellou 
[212], Ivung [172] and Bertsekas [4S]. B ut before in troducing  the chaotic re­
laxation  schem a in conjunction to neurocom putation , we briefly sum m arize key 
a ttr ib u te s  ab strac ted  from  concurrent asynchronous com putational algorithm s, 
to  reinforce the  parad igm atic  divergence of neurodynam ical relaxation in existing 
models from  the  biological phenom ena and fu ture  hardw are em bodim ents.
6.2.1 . C oncurrent A synchronous C om putation
In con trast to  the synchronized ite ra tive  techniques (see Ivung [172]), the 
execution profile of concurrent asynchronous algorithm s is not constrained  by the 
underlying task  decom position g raph  for the problem . C oncurrent tasks capable 
of uncoord inated  execution are im plem ented as a collection of functionally, but 
not dynam ically, cooperating processes, w ith no explicit dependencies to enforce' 
w aiting a t synchronization poin ts for the purpose of sw apping partia lly  com puted 
results. T hus, instead  of w aiting for specific inpu ts from  o ther tasks, they may 
continue, or te rm in a te  according to w hatever inform ation is available in the  state' 
variables. T he com puta tion  per se is essentially iterative  in n a tu re , w ith t he '  
dynam ics controlled by s ta te  variables and, possibly, previous history.
T hus, asynchronous com puta tion  provides an im plicitly effective stra tegy  
for designing system s capable of delivering high th roughpu t and  real-tim e eip- 
era tional responses, since the  synchronization and  coordination restric tions are'
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elim inated, and com putations can be carried out w ithout having to wait to re­
ceive all the messages im plied by the precedence constrain ts. Also, the chaotic 
relaxations during asvnclironous com putation  stagger d a ta  com m unication and 
m em ory accesses, alleviating the Von N eum ann bottleneck [31]. In a neural 
netw ork model, this im plies th a t in con trad istinction  to the existing schem a, 
com puta tional functions could be im plem ented using neurons tha t are allowed 
to fire w ithout having to  wait to receive excitatory  or inhib itory  input signals 
from  all o ther neurons to  which they are connected, in o rder to evaluate if a 
firing threshold  is exceeded.
In add ition , asynchronous dynam ics may lead to true fault tolerance, as it 
will enable neurons to rem ain  idle for finite periods. T his is analogous to  the 
existence of ” refracto ry” of recharging period in biological neurons as discussed 
by Choi [69]. B ut m ore im portan t is the im plication for hardw are em bodim ents. 
E lim ination  of in ter-neuron  dependence, facilitates im m ediate replacem ent (or 
rerou ting) of the failed segm ent, and resum ption  of processing w ithout d is tu rb ­
ing or reinitializing the en tire  configuration. A nother advantage is the po ten tia l 
for im plem entation on large-scale heterogeneous com putational ensem bles, i.e., 
system s in which the  different processing nodes may have different perform ance 
capabilities, to achieve hierarchical neuronal processing. T he la tte r  ability  would 
lead to  a  reduction  of com plexity in interleaving operations, to provide for un ­
pred ictab le  activ ity  fluctuations during neurocom putation . In sum m ary, concur­
ren tly  asynchronous dynam ics defines an operational fram ew ork th a t im plicitly 
confers to  th a t essential for neurocom putation .
6.2.2. C oncurrent A synchronous N eu rod yn am ics
In the  subsequent developm ent of our theory  on concurrently  asynchronous 
neural netw orks, we adopt a  term inology in line w ith the generalized definition of
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chaotic ite ra tions, originally in troduced by C hazan and  M iranker [67], and la ter 
generalized by B audet [45]. C onsider an additive-type neural network w ith X 
neurons, and let ft denote the  continuous-valued configuration vector of neuron 
activations in 3?" . Let the com ponents of u be given by u t, for i =  1. • ■ • . .V. 
A tem poral s ta te  sequence in term s of the neural coordinates u, will be denoted 
by u t(t). for t = 0. 1 ... . Let fp be the nonlinear network opera to r from 3?" to 
3?'\ whose com ponents will be expressed as y ,( iq , no, • • ■ . a.v )■
A concurrently  asynchronous neural ite ra tion , denoted  by the  tuple 
( tl(0 ). C t ’ ), corresponding to the neuro-operator y \  and  s ta rtin g  w ith a
given vector 7(0). is then  a sequence of s ta te  ite ra tes, u(t),  of vectors on 3?", 
defined recursively by:
u (t) = I  U' {f ~  1] i f /  *  5< ( 6  ° 0  1 )
\  <pt{ u i { x i { t )  u n( x n{t))) if i e  s t
where S t : 1 <  | St  | <  -V denotes the set of neurons th a t u p d a te  during the
t — th  ite ra te , and  indexes the availability of the  / —th neuron 's most, recent.
up d a ted  sta te . Previous up d a tin g  regimes im plicitly assum ed x , ( t )  = t — 1 . The 
set £ =  {5f | t =  1 , 2 , • • • } is a sequence of nonempty  subsets of neurons, 
th a t fired during  each successive iterate . Also, C =  { (.iq(/), •••,  .r,v (0 ) I t =  
1 , 2 , •• • } denotes the la test update  configuration for the netw ork w ith respect 
to  the  t —th  ite ra te . In add ition , the following assum ptions are m ade on sets £ 
and  xjj :
(a) x.i(t) <  t — 1 , t =  1 , 2 , ••• , [6 ] i.e., each subsequent neuronal upd a te  
uses only previously available s ta te  inform ation;
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(b) X { ( t ) ,  considered as a function of t , tends to  infinity as t  tends to infinity 
[45], i.e., m ore and m ore recent s ta te  inform ation m ust be used in evolving 
the  set of neurons in the  network;
(c) non-starvation  condition [45], i.e., i occurs infinitely m any often in the 
update-se ts  5 t ,  for t  =  1 , 2 , ... , i.e., 3 s <  cc such th a t each neu­
ron is considered a t least once in every s successive updates.
M anifestation of chaotic relaxation  in neural networks w ith concurrent asyn­
chronous up d a tin g  can be in tu ited  as follows: a t some opera ting  in stan t t, an 
idle neuron, z, in itia tes the update  of its s ta te  to )■ ^  the s ta te
u(t)  differs from  u(t  — 1) by a set of com ponents { it, \ i E S t }, then  the 
i —th  neuron  m ay update  itself using s ta te  inform ation already available from  the 
previous updates, and not wait to receive the results of ongoing activations. The 
precise s tra tegy  for selecting s ta te  inform ation available depends on the degree 
of synchronization desired in the system . For exam ple, in a fully asynchronous 
operation , the  m ost recently available s ta tes could be selected. A lternately, in 
the vein of C hazan and M iranker [67], a m ore restric ted  selection could be consid­
ered, which lim its the choice of available com ponents to  those th a t axe produced 
no p rio r to  some fixed num ber, k , of steps, such th a t for t = 1 , 2 , the
inequality  t — X{(t) < k be satisfied. We now s ta te  a criterion  for the
asynchronous convergence of the neuro-operator, (p.
6 .2 .3 . C ontraction  T heorem s
A m ari [11,13] and  o thers [75,127,128,134-136,207] have shown th a t, in gen­
eral, the  phenom enology of nonlinear neural networks, m odeled as adaptive dy ­
nam ical system s, is essentially a phase space flow tow ards s ta tic  a ttra c to rs . As­
sociative recall, com binatorial op tim ization, learning, etc. on the  o ther hand, 
are m erely different functional m anifestations of this phenomenology, wherein
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the n a tu re  of activation neurodynam ics exercises an integral regulatory influence 
on functional efficacy, stab ility  and scalability. We exploit this com m onality in 
dynam ical behavior to derive in the sequel a contracting neuro-operator, th a t 
significantly enhances the scalability of existing system s to massively parallel 
asynchronous em bodim ents.
The concept of contraction  plays a fundam ental role in the  ite ra tive  solution 
of nonlinear equations. It is m ost useful [226] to express contraction  in term s of 
vector norm s, which induces a p artia l ordering 011 9?'1.
D e f in it io n  [226] : An opera to r 9  : D  C fi" —> 9?" is called a  ^-con trac tion  
on a set D 0 C D , if there exists a linear opera to r $  £ Z(9£") w ith the following 
properties :
[i] | 9 (0 ) — 9 (e) | <  $  | u — v | V u, v 6  D a
[ii] $  >  0
[iii] P ($ ) <  1
The first p roperty  implies Lipschitz-continuity; indeed $  is often referred to 
as the Lipschitz m atrix  of 9 . The la tte r requirem ents (non-negativ ity  and  spect ral 
rad ius of $  ) generalize the typical specification of the contractive constan t used 
in conjunction w ith  the  usual norm  on 9?” . T he existence of a  fixed point is then 
given by the  following theorem .
C on traction -M ap p in g  [226] : Suppose th a t 9  : D  C 9?" — > 9?" is a 'I>- 
contraction  on the closed set D„ C D , such th a t <p(D0) C D 0. T hen , for any 
(7(0) £ D 0, the sequence ii(t +  1) =  9 [(/(f)] , t. = 0, 1, ••• converges to  the 
only fixed point of 9  in D 0, and  the error estim ate
| u(t )  -  u(co) | <  ( I  -  $  r 1 $  | u(t )  -  u( t  -  1) |
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for t =  0 , 1 , • • holds.
C hazan and M irankar [67] first applied these concepts to  estab lish  the  conver­
gence of asynchronous itera tions. T heir resu lts were la te r generalized by B audet 
[45].
B a u d e t ’s T h e o r e m  : If (p : — ► 3?n is a  ^ -co n trac tio n  m apping on a
closed subset D  C and  if <p(D) C D,  then  any asynchronous ite ra tion  
corresponding to  <p and  s ta rtin g  w ith a vector u(0) € D,  converges to  a  unique 
fixed po in t of (p in D.
We now derive necessary and sufficient conditions for convergence of the 
concurrent asynchronous neurodynam ics characterized by Eqs. (2.2.1).
6.3. A synchronous N euro-O perator D erivation
Consider the  tem poral evolution of a fully connected, additive-type neurody­
nam ical system , e.g., a  Hopfield model defined by the following system  of coupled 
differential equations:
Ui +  aim = (6 .3 .1 )
j
Here Ui represents the  in ternal s ta te  (e.g., m ean som a po ten tia l ) of the  i — th 
neuron, Tij  denotes the  synaptic  coupling from  the j  —th  to  the  i — th  neuron 
and  Ii is the  ex ternal in p u t bias. T he sigm oidal function gj m odulates the  neural 
response, 7 j  denotes the transfer function gain for the  j  —th  neuron and  a, rep re­
sents the  inverse of a  characteristic  tim e constan t or the decay scaling term . Let 
<f i ( u ) denote the  z—th  com ponent of the  asynchronous op era to r in troduced in
(2.2). Using E u ler’s difference approxim ation to  the  above system  of continuous­
tim e differential equations, i.e., iii =  ( u -+ 1  — uj)  /  A , where A  denotes the
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discretization  stepsize, the  i —th  com ponent of the  above defined Hopfield oper­
a to r is given by
cpi(u) =  Ui + A UjUi T  ^   ̂ T i j  9 j ( l j u j )  'b li (6.3.2)
T hen for any two phase-space coordinates, u , v  in the  dom ain of a ttra c tio n
tpi (u)  -  tpi{v) =  (Ui -  ( 1 -  A  a, )
+  A ^  ' Tij [ Qji j jUj)  — g j i i j i ’j )  ] (6.3.3)
j
On taking  the vector norm , the above system  yields,
I -  <f i (v)  | <  | Ui -  Vi | • | 1 -  A cii | +
I Tb  I ' I 9j(7jUj)  ~  Qj i l jVj )  | (6.3.4)
We assum e th a t for each neuron  the response function, gj: 3? —> [—1 ,-f l] ,  is 
of class C 1, and  th a t | g'j | <  1. This is obviously the  case for the  usually 
considered neural response functions , i.e., g(-yu) =  ta n h ( 7 u) or g('fii) =  
[1 +  e - 7 “]- 1 . T hen  the  M ean Value Theorem  im pl ies th a t there  exists a  z 6  
such th a t,
9 j ( l j u j)  ~  9 j ( ~ f j V j )  =  g ' / z )  7 j  ( u j  -  vj )
Thus
I 9 j { l j u j )  ~  9j { l j v j )  I <  I I j  I I u j ~  vj  I (6.3.5).
Regrouping all term s, we o b ta in
¥ i ( u ) ~  V i { v )  I <  | 1 -  A d i  | • | Ui  -  Vi  | +
A I I ‘ I Ti I • I “ j  ~  v j  | (6.3.6)
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Let us now define a m atrix  $  as follows:
=  | 1 -  A  a, | 6ij +  A- | | • | Tij | (6.3.7)
We see th a t $  is nonnegative; furtherm ore, since
I V»«(w) -  cpi(v)  | <  £  | uj  -  vj  |
j
or equivalently
| <p(u) — <p(v) | <  $  • | u — v | (6.3.S)
we deduce th a t the neuro-operator ip is L ipschitzian w ith Lipschitz m atrix  <5. 
From  B audet's  theorem , for <p to converge to a fixed po in t in an appropria te  
basin  of a ttra c tio n , the spectra l rad ius of $  m ust be less th an  one. Now, using 
Bechenbach and  B ellm an’s theorem  [226] we can w rite
m in ( E ^ a } <  , ( * )  <  m ax (6 ,3 ,9 )
[ yi j  I  yi ]
w here y  denotes any positive vector. In particu la r, we can choose all vector 
com ponents equal. T he con traction  then  translates into
{ m ax
i  . (6 .3 .1 0 )
>  0
for all i, j .  T his induces constrained  in terrelationships betw een the  values of 
a ;, A , 7 j  an d  Tij ,  i.e.,
m ax 11 1 — Acq | -f A E | 7 ; | | T u | 1 <  1 (6.3.11)
j  '
and
| 1 -  A ai | 6ij +  A  | 7;- || Tij \ > 0 (6.3.12)
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To fix the ideas, w ithou t loss of generality, consider sim plest the  situa tion  
where all gain param eters are equal to 7 . T hen convergence under a concurrently  
asynchronous regim e will be guaranteed  if one chooses, e.g.,
[1] a « <  a  5 7  <  V ~ j r v 7  ’ i 7 j  I =  7
[2] ai < 5 7  <  ~~ i'tj/j 1 ’ I ^  I =  —^
[3] 2  > Oj > i  ; 7  < a  £ . | j ; , y| i I 7j I =  7
[4] i  >  a ,  >  i  ; 7  <  -  ! I 7 j  I =  “ 7
Notice th a t the  la tte r  inequality  invalidates the often m ade '’high gain” approx­
im ation , at least for chaotic relaxation regimes. In the following sections, we 
discuss concurrent sim ulations on massively parallel neural networks.
6.4. S im ulation  R esu lts
T he concurrently  asynchronous conditioning m ethodology developed in the 
preceding section, was im plem ented on a  hypercube m ultiprocessor [31] for Hop- 
field’s content associative m em ory model [134]. In our in itia l im plem entations, 
a fully-connected netw ork w ith  128 neurons and  six orthogonal p a tte rn s  were 
used. D espite its conceptual simplicity, this model encom passes the  paradigm atic  
essence of additive neuronal in teractions, and has been extensively benchm arked 
in term s of correctness, efficacy, capacity  and scalability [68,198,200-201]. The 
s tudy  precluded a  critique on the m odel’s functionality  and  focussed instead  on 
the activation  m ode im plications. In particu lar, our experim entation  was aim ed 
at the  following objectives: (a) verify algorithm ic cori’ectness and  asynchronous
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convergence in a  concurrent processing environm ent; (b) analyze the  im plications 
of ill-conditioned param eters, e.g., violation of conditions necessary for contrac­
tion, Eqs. (6.3.13), and; (c) benchm ark com putational efficacy w ith  respect to 
the  existing u pdating  regimes.
F igure 6.4.1, jux taposes the discretized tem poral evolution of a  noise cor­
ru p ted  in p u t probe to  the nearest stored m em ory under synchronous, ” concur­
ren tly” asynchronous ( specified using Eqs. (2.2.1), (6.3.2) and  (6.3.13)), and 
sequentially  asynchronous updating . W ith  proper conditioning, all th ree  system s 
converged to  the  nearest s tored  memory. In this exam ple, synchronous upd a te  
yields the  fastest ra te  of convergence. Recall, however, th a t it often suffers from, 
bo th  horizontal  as well as vertical  oscillations [6 8 ]. In add ition , it imposes se­
vere clock synchronization constrain ts, the im plications of which were outlined 
in Section 6.1. T hough the concurrently asynchronous u p d a te  m ode was sim u­
la ted  in a  partia lly  concurrent (e.g., 32 neurons /  hypercube node ) environm ent, 
convergence to  the  stored  a ttra c to r  indeed validates our m ethodology. Note th a t 
convergence in the  la tte r  case was achieved despite com m unication delays on the 
hvpercube and  globally inconsistent s ta te  inform ation, i.e.. neurons on different 
nodes opera ted  assum ing different states for the  network. Also, as expected, the 
” sequentially” asynchronous mode led to  the slowest convergence.
W hen the  conditions, given by Eqs. (6.3.13) were violated, undesirable 
behavior abounded. T he system  failed to converge and  oscillated instead , as de­
picted  in  F igure 6.4.2. This behavior raises a  h ith e rto  unaddressed  fundam ental 
issue regarding netw ork dynam ics, i.e., the exact n a tu re  of noise observed in con­
curren t neura l networks. Is it due to horizontal oscillations, vertical oscillations 
[6 8 ] or is it a  m anifestation  of chaos, or m erely num erical instab ility  induced by 
discretizing continuous dynam ical system s ? These issues are briefly taken  up in 
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Figure 6 . 4 . 4  (a ) - (d )  Evolution o f  s t a t e  var iab les  under concurrently  
asynchronous updating with small time de lays .
Effective tim e E ffective tim e (m s)
Figure 6 . 4 . 5  ( a ) - (d )  Evolution of s t a t e  var iab les  under concurrently  
asynchronous updating with large  time dalays .
Figure 6 . 4 . 6 .  (a ) - (d )  Evolution of  s t a t e  var iab les  under concurrently  
asynchronous updating with one i l l - c o n d i t i o n e d  neuron.
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Figure 6 . 4 . 7 .  ( a ) - (d )  Evolution of  s t a t e  var iables  under concurrently  
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In order to study the scalability and validity of our resu lts to massively 
parallel netw ork im plem entations, we sim ulated  the associative m em ory network 
on a num ber of neural netw ork models, ranging from S neurons to 10000 neurons 
(100 m illion synaptic in terconnect). T he la tte r  sim ulations were perform ed on 
the JP L  Cray XMP-1S. It was found th a t when the neurodynam ical param eters 
were derived using resu lts from Section 6.3, the netw ork was robust oven in 
the presence of extrem ely large tim e delays (over 2000A). Also, we found th a t 
the  netw ork always converged to the nearest stored  memory. In the absence of 
proper conditioning, the  netw ork exhibited  sustained oscillations and  convergence 
to spurious memories.
T he color p lates 6.4.3 to  6.4.7 display the  neuronal and netw ork behavior 
under different conditions of tim e delay and dynam ical pa ram ete r condition­
ing, for the associative m em ory exam ple discussed in the previous section. T he 
netw ork com prises of S neurons, IT ,  V'2, • • •, VS. A lthough, the form alism  is 
universally robust (as our tests in the previous paragraph  indicate), here wo use 
a low-dim ensional netw ork to  illustra te  the qualita tive  behavior observed. The 
following indexing stra tegy  has been adopted  in the plates: upper left region,
(a), ind icates the frequency of sign changes, i.e., zero crossing, in the  s ta te  of the 
neuron (e.g., a  neuron changing s ta te  from + ve to  -ve and vice versa.) over an 
in terval of 1 0 0  discretized tim e iterations; upper right region, (b), indicates the 
absolu te m agnitude of neuronal activ ity  as it evolves in time; lower left region,
(c), includes the  plot of all neuronal activities against the  activ ity  of neuron V'2; 
and  lower right region, (d), includes the tem poral evolution of Euclidean dis­
tance of the  test probe from  the nearest stored memory to which the  network 
is expected to converge to. P la te  6.4.3, displays convergence under concurrently 
“synchronous” neurodynam ical conditions (i.e., w ith no propagation  tim e delay). 
P la tes  6.4.4 and  6.4.5, illu stra te  convergence under concurrently  asynchronous 
conditions w ith  p ropagation  delays up to  10A and 100A, respectively. P la tes
6.4.6 and  6.4.7 provide a good exam ple of aperiodic oscillations th a t occur when 
the stab le  dynam ical bounds (derived using Eqs. 6.3.11 and Eqs. 6.3.12) are 
ignored. We violate the  condition for one neuron, V I, in F igure 6.4.6 and for 
two neurons. V I and V4 in Figure 6.4.7 These effects are resum m arized in the 
com posite F igure 6 .4.S.
6.5. E lim in ation  o f  ” E m ergen t” C om p u tation al Chaos
In con trad istinction  to prevalent notions on instab ility  in neural netw orks 
[6 S], th a t a ttr ib u te  oscillatory behavior m ainly to the topology of the  in tercon­
nection m atrix , we hypothesize th a t it is prim arily  a  ina.nifestat.ioii of  "emer­
gent computational chaos" induced by ill-conditioned parameters in the model. 
This hypothesis is s treng thened  by the  following observations. S im ulations have 
shown th a t the  sam e type of model may exhibit radically different dynam ical 
behavior w ith  slightly different param eters. For exam ple, sm all p e rtu rb a tio n s  in 
tim e scales, delay d istribu tion , transfer gain etc., m ay lead the system  to oscil­
late back-and-forth  from  one basin  of a ttra c tio n  to another. An analysis of the 
Lyapunov spectrum , com puted  using the tim e series, ob tained  from a m apping 
which follows the evolution of a m apping which follows the evolution of the  av­
erage com ponent difference from  a stored m em ory provided a validation to the 
chaotic dynam ics in such ill-conditioned models.
Lyapunov exponents [1,299] essentially provide a dynam ical diagnostic for 
m easuring the  exponential ra tes  of convergence or divergence of phase tra jec to ­
ries. For a  continuous dynam ical system  in n-dim ensional phase space, the i —tli 
dim ensional Lyapunov exponent is defined as,
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F r e q u e n c y  (  s n n q i l i n g  f r e q u e n c y  =  1 . 0  )











F ig u re  6.5.2. A u to c o r r e la t io n  fu n c t io n  for th e  t im e  se ries  o b ta in e d  d u r in g  
c h a o tic  oscilla tions.
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where pi(t)  denotes the length  of contracting /  expanding principal ellipsoid axis, 
corresponding to  the  tem poral deform ation of the phase space. Any dynam ical 
system  characterized by a negative sum  of Lyapunov exponents, bu t containing 
one or m ore positive term s is said to be chaotic, w ith the m agn itude  of such 
exponents reflecting the tim e scale on which the system  dynam ics becom es u n ­
pred ictab le  [1,299]. O ur sim ulations for an ill-conditioned neura l m odel ( A =
0.002, a = 1000, 7  =  10000 and | T,y | =  84 ) led to  a value of ~  +1.49 for 
the  largest exponent. Since Xi is positive, we conclude the system  to  be if not 
chaotic, a t least exponentially  stochastic ( since we did not com pute the sum  of 
all exponents ). Also, w hen the largest Lyapunov exponent was determ ined for
Y2 0
Figure 6.5.3. Strange Attractor for the chaotic time series (e.g., zero 
crossing), when the neurodynamical constants for neurons 
were ill-conditioned.
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a contracting concurrently  asynchronous network (A  =  0 .0 0 2 . a =  1 0 0 . ■) = 
1 ). the value Aj =  —1.09 , was found, thereby proving th a t our conditioning 
m ethodology elim inates "em ergent'' chaos in concurrent neurom orphic models.
D issipative nonlinear chaotic system s which evolve on a s trange a ttra c to r  
can generate  a broadband  pow er spectrum , while the strange a ttra c to r  “lives" in 
a phase space of finite (and often small) dimension. F igure 6.5.1(a) illu stra tes  the 
power spectrum  for the  tim e series generated  during asynclironous convergence 
to the stored memory, while F igure 6.5.1(b) displays the power spectrum  during 
chaotic oscillations. T he autocorrelation  function,
where Abv is the norm alization constant, chosen such th a t .4(0) =  1. F igure 
6.5.2. shows the au tocorrelation  function during chaotic oscillations. T he strange 
a ttra c to r  for the chaotic tim e series is shown in F igure 6.5.3.
6.6. Sum m ary
T his chapter presents a radically  different insight into the  neurodynam i­
cal im plications of "sequentially’’ asynclironous and  synchronous neuronal al­
gorithm s. D espite significant advances in concurrent hardw are technology, full 
realization of the po ten tia l advantages of neural processing in solving real-life 
problem s has been severely lim ited  due to previous assum ptions for asynclironic- 
ity. Electronic em bodim ents based on current m athem atical fram ew orks lead to 
biological inconsistencies an d  require substantia lly  complex circuitry. In a sim ilar 
vein, such fram eworks also lim it the network scalability, stab ility  and  th rough­
pu t in discrete-tim e sim ulations. It was hypothesized th a t, con trary  to  existing 
notions th a t a ttr ib u te  dynam ical instab ility  in the curren t models to  the  topo l­




exponents were com puted to  prove th a t im properly conditioned neurodynam ical 
equations of m otion do indeed exhibit chaotic relaxation  behavior.
We exploited th is insight to provide a  stra tegy  for system atically  recondi­
tioning the  existing m athem atica l fram ework for additive netw orks, such tha t 
their VLSI, optical and  opto-electronic em bodim ents are tru ly  asynchronous, 
and  thereby, elim inate the network instab ility  ascribed to "em ergent” chaos. 
We derived a neuro-operato r th a t enables chaotic relaxations to achieve concur­
rently  asynchronous updating . Necessary and  sufficient conditions guaranteeing 
concurrently  asynchronous convergence were defined in term s of ^ -con trac tion  
m apping. Lyapunov exponents were calculated for our proposed neuro-operator 
to  ensure th a t the reconditioned system  is devoid of chaotic behavior. F u ture  
directions include extension of our theory to shunting-type [S] neural networks. 
We also in tend to  theoretically  analyze the im plications of chaotic relaxation  011 
netw ork param eters, such as synaptic efficacies, transfer characteristics, network 
a rch itec tu re  and  capacity.
C hapter Seven
N eu ral Learning Form alism s for 
P ercep tu a l M anipu lation  S ystem s
7.1. In trod u ction
In th is  ch ap te r we analyze the  relevance of our theoretical resu lts as an en­
abling technology, in the  context of their applicability  to  difficult real-life prob­
lems in robotics. Leveraging the powerful reperto ire  of neura l learn ing  form alism s 
developed in the preceding chapters, we in troduce a  m odular arch itec tu ra l fram e­
work for synthesizing a  new generation of robot control system s th a t could po­
ten tia lly  provide a  previously u n a tta in ab le  level of robustness during  task  exe­
cution. To pu t our argum ents in perspective, we choose a specific m anifestation  
of th is generalized arch itec tu re , th a t relates to synergistic m ail-m achine system s 
[117] (i.e, for space applications: namely, R obot-A ssisted  E x traveh icu lar A ctiv­
ity). A key requirem ent of such system s is a high degree of opera tional safety, 
robustness, execution speed and stable ad ap ta tio n  to active u n s tru c tu red  envi­
ronm ents (hum ans) in the  workspace. We conduct an analysis of the  functional 
and  arch itec tu ra l requirem ents to  show such robotic system s to  be well beyond 
the s ta te-o f-th e -a rt, ’’m odel- d irected” robotic m ethodologies. T he la tte r , best 
su ited  for problem s w here reliable and accurate models can be determ ined  prior 
to  control design, break  dow n in this context. Consequently, we conceptualize' 
the  arch itec tu re  in a  ’’percep tion-d irected” fram ework. A technical critique of 
the  proposed arch itec tu re  in com parision to the  existing robo t arch itectu res is 
included. A dditional details m ay be found in V enkataram an and  G ula ti [2S1].
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We begin w ith  a  brief review of the s ta te-o f-the-art in sym biotic (coopera­
tive) m an-m achine system s for space operations, along w ith  some insight into the 
app lications context. In the  past, m an-m achine in tegra tion  has typically been 
im plem ented in the form  of b ila tera l teleoperation, sh a red /trad e d  control or su ­
pervised autonom y [25S]. T he prim ary  em phasis has been on the enhancem ent 
of task  execution speed and  robustness in the presence of uncerta in ties through 
an effective in tegra tion  of hum an perception, p lanning and  control skills in to  the 
robo t com m and s tructu res  (hum an m ay be considered as a com plex tim e depen­
dent, nonlinear com m and shap ing /filtering  function). Synergistic m an-m achine 
task  execution for space applications [117]. however, has no t received adequate  
a tten tio n , w ith the exception of Akin [5] who has proposed te leoperated  robotic 
assistan ts for a stro n au ts , w ith  lim ited capability  and  the  E x traveh icu lar A ctiv­
ity  R etriever [EVAR] robotic system  being developed a t N A S A /JS C  (Erickson 
et al. [81]). N otw ithstand ing  its m ethodological and  com puta tional simplicity, 
A k in ’s approach  [5] is lim ited  by its ability  to render the  te leopera to r w ith suf­
ficient task-observability  vis-a-vis the state-of- the -a rt in robotic telepresence. 
Also, since the robot sim ultaneously in teracts w ith  two hum ans (opera to r and 
the  a s tro n au t) , b o th  of w hom  potentially  represent active u n s tru c tu red  dynam ­
ical environm ents (i.e., w ith  tim e-varying in teraction  im pedance) its  range of 
s tab le  operations [158] is ra th e r lim ited. T he EVAR [81] system , on the  o ther 
hand , is ta rg e ted  for autonom ous robotic retrieval of “free floating astro n au ts" , 
tools, debris, etc. in space. However, its a rch itec tu ra l design precludes capa- 
bilites such as ad ap ta tio n  to  dynam ically varying kinesthetic in teractions w ith 
the a s tro n au ts , adaptive sensory m otor-control, tim e-boundedness responses and 
tru e  shared  task  execution (i.e., robot and astro n au t jo in tly  accom plish a  task). 
Since the  la tte r  are essential for developing space-based system s, the  necessity to 
revisit the  problem  groundup cannot be overstated.
O f fundam ental concern in realistic synergistic m an-m achine system s for
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space applications is hum an safety (e.g., avert a s tro n au t tum ble during O rb ita l 
Replacem ent U nit (O RU ) handoff, avoid space suit [or E xtravehicular M obility 
U nit (EMU)] dam age during  astro n au t rescue). This implies th a t task  executions 
in space would be subjected  to  robustness and response requirem ents far m ore 
stringent th an  ground-based robotic activities, e.g., industria l assembly. F urther, 
overall system  stab ility  (e.g., dam pen vibrations arising from  energy release of 
preloaded item s during ORU deinsertion) assum e significantly com plex dim en­
sions in the  presence of hybrid  elem ents: m an and  m achine and  constrain ts on 
power. For instance, as the  robot stab ility  depends upon the  m uscular im pedance 
of the hum an it is in teracting  w ith, the robot m ust dynam ically ad ap t itself to 
the a s tro n a u t’s k inesthetic characteristics during contact operations, e.g., tool 
handoff, shared tran sp o rtio n  of objects, etc. In addition, the  execution perfor­
m ance of robotic elem ents is driven by two conflicting m otivations: execute tasks 
successfully (e.g., precise tra jec to ry  tracking for a  m otion task), while accom m o­
dating  the  changes in a s tro n au ts  k inesthetic  properties and  postu re  (dynam ical 
obstacle avoidance). In this context the  following requirem ents n a tu ra lly  emerge
[1 ] Operational $afety : the  robotic system  represen tation  m ust exhib it m ethod ­
ological com pleteness in add ition  to  algorithm ic perform ance and  robustness,
i.e., an in ternal represen tation  th a t is “form ally” sufficient for cap tu ring  pos­
sible eventualities during control execution. For exam ple, an X,Y,Z, Roll, 
P itch , Yaw represen tation  in [51] is m ethodologically com plete for rep re­
senting the  kinem atics of rigid bodies. Also, a hybrid  force-position coordi­
n a te  system  (R aibert and  C raig in [244] would be com plete for representing 
frictionless po in t con tacts between two rigid bodies. O n the  o ther hand , 
sam e represen tation  would become insufficient in the  presence of friction. In 
a  sim ilar vein, we require a represen tation  th a t can cap tu re  the  com plete 
physics of in teraction  w ith  the  environm ent, th a t occurs during pro to typical
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m echanical task  execution by robots. T he arch itectu re  needs to  be based 
on on a  vocabulary of form al task  prim itives, necessary and sufficient for 
ta rge ted  functionality. M any of the existing architectures take an engineer­
ing approach to  m atching  system  w ith requirem ents, and  m ay not be able 
to  guaran tee com pleteness, e.g., subsum ption arch itectu re  [54] contains a 
collection of in tuitively  engineered finite s ta te  m achines (FSM ), and  pro­
m ote the  ’’add  an FSM  as and  when needed philosophy” . It is only w ith 
the  availability of such a  representation , can the controllers be designed for 
autonom ous task  execution involving a rb itra ry  forces and  m otions.
[2] Stable adaptation to dynamically changing environments  is ano ther key re­
quirem ent. An essential com ponent of la tte r  is overall system  stability, es­
pecially during shared  task  executions when the robotic system  is in contact 
w ith  the  h u m an /a stro n au t. S tability  issues assum e significantly complex 
p roportions in the presence of a  hum an, since the la tte r  represents a dy­
nam ic environm ent which is bo th  active (i.e., has its own actu a to rs), and 
u n s tru c tu red  (i.e., dynam ic models th a t characterize the h u m an ’s kines­
thetic behavior, i.e., tim e-varying m uscular elasticity m ay no t be known). 
For ad ap ta tio n , the  robot m ust dynam ically avoid a  hum an, whose m otions 
m ay be unpredictab le  (i.e., geom etric workspace sharing), as well as s tab i­
lize contact in teractions w ith  a  hum an whose kinesthetic properties may be 
dynam ically  changing (i.e., k inesthetic workspace sharing).
[3] Execution Performance,  in general, would have to  include a set of m etrics 
th a t can m onito r tracking behavior (e.g., errors in jo in t angles during a 
m otion tra jec to ry  following task  in the ro b o t’s configuration space), and 
an o th er to  guarantee system  stab ility  in the  presence of unm odeled system  
dynam ics, or unforeseen events (e.g., large changes in s tru c tu ra l frequen­
cies due to  m echanical contacts). We denote the  form er a  precision metric
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th a t guarantees expectation-based tracking perform ance and  the la tte r, a 
compliance metric  th a t accom m odates stab le in teraction  behavior w ith un ­
m odeled environm ents. In general, these m etrics com pete w ith each o ther 
([281,282] provides a exam ple of this for linear com pliance and m otion tra ­
jecto ry  tracking during surface tracing experim ents). For exam ple, accurate 
m otion track ing  perform ance can be realized by m aking the  system  stiff (high 
gains), e.g., during placem ent of gripper around  tool. O n the o ther hand , 
stab ility  in the  presence of unprecedented contacts can be ensured only by 
m aking the  system  lax (low gain), e.g., during tool acquisition. A dditional 
details on precise-com pliant controllers are available in [115,281].
In o rder to m otivate our targeted  application dom ain, we briefly sketch the 
practical problem s im peding deploym ent of robots for space operations. C urrent 
in-space servicing options (for details see [114] and  references therein) include, 
A stronau t E x travehicular A ctivity (EVA), teleoperation  off the  shu ttle  [Intrave- 
hicular A ctiv ity  (IVA)] or the  space sta tion , G round C ontrolled Rem ote M anipu­
la to r (G C R M ), or F light Telerobotic Server (F T S) [144], In a recent s tudy  [114], 
we have analyzed the technological and feasibility lim itations of these options in 
the context of near-term  space operations. P ure  teleoperation, for instance is 
severely lim ited  by o p e ra to r’s kinesthetic precision, task  perception and  bounds 
on opera to r fatigue, in additional to design lim itation  in space hardw are, e.g., 
backlash, stic tion , s tru c tu ra l instabilities, etc. [51]. O n the  o ther hand , the 
G CRM  approach  will cater only to a sm all po rtion  of in-situ  serviceable tasks, a 
m ajo rity  of which have been designed to be hum an serviceable [114]. So regard­
less of any p articu la r stra tegy  for exploiting te leoperation  technologies using the 
FT S , Rem ote M anipulator System  (RM S), Special Purpose D exterous M anipu­
la to r (SPD M ), a  sizeable fraction of low earth  o rb it servicing will be perform ed 
by a s tro n au ts  in EVA or IVA. However, the p roductiv ity  of a s tro n au ts  will be 
lim ited  by the rigors of working in space. Perform ance will be degraded even
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fu rth er during EVA due to  pre- and post- b rea th ing  requirem ents, a lack of dex­
te rity  and  payload m aneuverability  im posed by the space suit, and elaborate 
safety requirem ents. It can be sum m arized, therefore, th a t any im provem ent to 
the p roductiv ity  of a stro n au ts  in space would prove extrem ely valuable. In light 
of this, we propose an app lication  of telerobotics to develop a stro n au t assistan ts 
and thereby provide the  necessary enhancem ent to EVA- A stronau ts.
M otivated by the  above concerns, we conceived the R obot-A ssisted E xtrave­
hicular A ctiv ity  (RAEVA) parad igm  [114-117,280-282], aim ed a t the  develop­
m ent of robotic system s th a t can assist astro n au ts  during EVA, i.e., in-space 
servicing, assem bly and  inspection. W ith in  th is fram ework, an EV A -A stronaut 
would perform  the actual servicing, inspection and  assem bly operations, while 
one or m ore voice-activated robots would fetch and  re tu rn  servicing tools and  O r­
b ita l Replacem ent U nits (O RU ) from  and  to  their respective placeholders, help 
the  a s tro n au t tran sp o rt large ORUs and  truss m em bers, and share task  execu­
tion, e.g., supporting  therm al blankets during  ORU changeout, truss assembly, 
cryogenic fluid replenishm ent. Such a  system  could po ten tia lly  exploit the bene­
fits of an  unexplored class of m an-m achine system s and im prove effective use of 
crew-EVA tim e th rough  task  sharing (e.g., an  a stro n au t would install an ORU 
fetched by a robo t), In  add ition , it could am plify crew-EVA capability  th rough  
task-space sharing (e.g. assem bly of long truss m em bers in space) and  increase 
a s tro n au t productively, thereby reducing operational costs and  fatigue.
T he technological elem ents underlying RAEVA have several ram ifications 
for space deploym ent, e.g., R obot-goelogist, Physiotherapy A ssistant, P lane tary  
P rospector, Sam ple Analysis and  Preservation  System s for p lanetary  exploration, 
etc [114]. In the  rem ainder of th is chapter, we derive a fram ework for design­
ing and  sequencing versatile high perform ance controllers th a t could potentially  
provide above envisaged capabilites for robotic assistan ts. However, for ensuring
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enhanced readability, w ithou t any loss of generality, we lim it our argum ents and 
illustra tive  exam ples to  the  RAEVA dom ain.
7.2. P ercep tu al M anipulation  S ystem s
Typically, conventional model centered robotic system s , such as HANDEY 
[195] would im plem ent the  above desired functionality  as follows: At the  core of 
such system s is a  high fidelity d a tabase  com prising of geom etric, kinem atic and 
dynam ic models for the  robot and environm ent. These explicit descriptions are 
m an ipu la ted  by goals to  be achieved, effects of elem entary operations available to 
the  system  and sensoiy in p u t to predictively derive p lanning and  control actions. 
T hereafter, goal conditions for the te rm ination  of each task  prim itive would be 
provided by a  supervisory agent. P a ths leading to  the goal s ta te  will be generated, 
decom posed in to  sequence of discrete segm ents, and  fed to  a  controller to  com pute 
the  required  ac tua tion  torques. Task-related  constrain ts, e.g., grasp  stability, 
grasp forces etc., would be incorporated  to  lend s tru c tu re  to  th is overall problem  
solving process. T he robot would thus a lte rn a te  betw een periods of p lanning  a 
m otion and  periods of executing it, while sensing is done betw een the  com pletion 
of m otion and  the  beginning of planning.
However, m odel-directed control and  planning approaches (50,51,143,144, 
195] rely upon  the  existence of reliable world-m odels th a t can cap tu re  the  kine­
m atic  and  dynam ical properties of the robot and  its environm ent. Therefore, they 
are of lim ited  applicability  in  active environm ents, whose dynam ical properties 
e ither vary in an unpredictab le  m anner, or are too com plex to  be utilized on­
line (e.g., m odels th a t cap tu re  the  dynam ically  varying geom etric (postu re) and 
m uscular (k inesthetic) properties of the a s tro n au t w ith high fidelity are either 
extrem ely difficult to  derive a n d /o r  com putationally  in trac tab le  to  be utilized 
on-line). B ut, in the  context of perform ance-critical robotic system s such as
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RAEVA, it is h a rd  to  m odel the k inesthetic (elasticity  of m uscular in teractions) 
properties of the every object (including hum an) during contact in teractions w ith 
the  robot. This is a  nontriv ial consideration, since any sim plifying assum ptions, 
such as using linear second order im pedance to  m odel k inesthetic  coupling, could 
lead to instabilities during  shared  task  executions. So, reliance on models alone, 
could lead to reduced operational robustness and  loss of range of applicability. 
Also, since in space we expect a large range of variations in the  in teractions be­
tween the  robot and  its environm ent, simple PID  control laws th a t provide local 
stab ility  m ay not suffice. A nd it is very difficult to  design op tim al control laws 
th a t a tte m p t to  m inim ize tracking errors [56], since the  exact dynam ic models for 
objects such as flexible therm al blankets, do not exist. C ontact stab ility  would 
require m atching  robot-environm ent im pedances, so th a t force controllers may 
be designed to  provide global contact stab ility  w ith passive environm ents (lack­
ing ac tu a tio n  capability). N ote th a t sim ple com pliance, stiffness m ethods th a t 
guaran tee only local con tac t stab ility  m ay not suffice [282].
T hus, the  robot control arch itectu re  m ust be able to execute perception- 
d irected  form al task  prim itives, ind icating  recourse to  indicates the  need for 
sensor-directed planning and  control. A rchitectures such as N ASREM  [8 ], 
HANDEY [195], HICS [253], and  M eystel’s Intelligent C ontrol (IC ) A rchitec­
tu re  [2 1 0 ] have a  tendency to  be m odel-driven, and  do not allow real-tim e in­
teg ra tion  of inform ation from  m ultiple sensors in real-tim e. In fact, very few 
sem i-autonom ous robotic system s bu ilt to  da te , can provide opera tional speed, 
perform ance and  robustness m atching the  requirem ents outlined in the  previous 
section.
F u rther, control of con tac t in teractions will require real-tim e m atching  of the 
contact im pedance betw een th e  robot and its environm ent, and  the  accom m oda­
tion of unm odelled obstacles in the ro b o t’s workspace. T he above considerations,
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w hen jux taposed  w ith  the  achievem ent of specified goals assum e complex pro­
portions since they  represent com peting perform ance indices. For exam ple, the 
control com pliance always degrades the precision w ith  which com m and tra jec ­
tories can be tracked. Also, ad ap ta tio n  to dynam ic environm ents requires in te­
gra tion  of sensory inform ation into adaptive  control algorithm s. By definition, 
this would preclude m odel-driven approaches, e.g., Sarid is’ H ierarchial Intelli­
gent C ontrol System  [253], Lozano Perez's HANDEY [195]. Since passive [158], 
active com pliance [204] and  im pedance control m ethodologies [50,129] have only 
d em onstrated  in teraction  stab ility  w ith fully constrained , passive environm ents, 
they m ay prove inadequate  for contact in teractions w ith  an u n stru c tu red  ac­
tive environm ent (hum an). At present, conventional adap tive control form alism s 
cannot guaran tee  the operational speeds necessary to  ensure hum an safety, since 
the parad igm atic  requirem ent th a t all sensory inform ation  be transform ed into 
the  robo t s ta te  space a t control frequencies cannot be m atched  w ith  the  current 
inform ation  processing technology [51].
F u rther, for operations such as rescuing drifting  tools, a stro n au ts , the  robotic 
assistan t m ay require accom m odation to  environm ents th a t change a t ra tes com­
parab le  to  the sensing and  ac tu a tio n  ra te  of a robot system . This, com bined w ith 
the fact th a t  there  is no in tu itive  fram e of reference in space, would m ake the 
problem  of associating inertia l and  orbiting  fram es w ith robot difficult. This is 
m ade even harder by the  fact trad itio n a l approaches require calibration  of visual 
geom etry to  arm  m ovem ent, re la tion  between link lengths and  jo in t angles to end 
arm  position , and  the  calibration  of ac tu a to r signals to  jo in t angles. R eactive 
p lanning and  control [85,249], and  behavior-based p lanning  and  control (Brooks 
in [54],[72]), are some of the  recent approaches proposed for im parting  speed and 
robustness to  the  ro b o t’s execution perform ance. However, a t present they are 
predom inan tly  heuristic-based and  not am enable to  form al s tab ility  analysis.
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In add ition , a rch itec tura l segm entations based upon sym bolic-num eric infor­
m ation  processing (e.g., SOAR), local-global inform ation /  in teraction  contexts 
(e.g.. HANDEY [195]) and process rates (e.g., IC [210]) cannot be applied to  our 
problem  either, for the  following reasons:
(a) In general, every action comprises of bo th  symbolic and num eric inform a­
tion processing com ponents, i.e.. symbolic processing units m ust have all 
''re levan t'’ num eric context available, and  vice versa. Therefore, any a r­
ch itectural organization based on sym bolic/num eric segm entation will fail, 
since, it is not possible to propagate all num eric context to and fro w ithout 
the  availability of infinite com m unication bandw id th  (im possible to satisfy 
in practice).
(b) Since robo t-assistan t and  astronau t in teractions cannot be adequately  m od­
eled, a  priori decisions about local/g lobal ''con tex t'' - '’action" funnelling 
[194] m ay degrade system  perform ance. For exam ple, typically free m otions 
are p lanned  globally while fine m otions (e.g., contact, stab ility) are an a­
lyzed and  p lanned  locally, under the im plicit assum ption free (fine) m otion 
has global (local) effects only. This could easily be violated when excessive 
force during tool exchange (fine m otion) cause astronau t tum ble (causing 
global dom ain instab ility ), the correction for which requires global analysis.
(c) Any segm entation based upon nom inal process ra tes (e.g., M eystel's IC 
[2 1 0 ]) can guaran tee stab ility  if the system  operates in a quasista tic  fram e­
work; e.g., context switches, (i.e., no contact to  contact or vice versa.) induce 
sm all changes in system  s tru c tu ra l frequencies, or the  segm entations have 
been arrived a t to  account for the highest expected s tru c tu ra l frequencies. 
However, the  operational speeds required for RAEVA, com bined w ith the 
varying kinesthetic  properties of the hum an m ay m ake process ra te  estim a­
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tions difficult. F u rther, since construction  of adequate  world m odel (dy ­
nam ics) m ay be extrem ely complex, it would not be possible to estim ate  a 
priori, contact s tru c tu ra l frequencies. Consequently proces ra te  segm enta­
tions wotild have lim ited use for applications akin to RAEVA.
Any workable solution m ust be founded upon stab le, robust and real-tim e 
planning and adaptive control algorithm s, driven by percep tual m echanism s th a t 
can provide sensory inform ation at (p lanning and control) loop frequencies. So. 
planning and  control actions would need to be s tru c tu red  in the form of behav­
iors. which implies rap id  generation  of response actions directly  from inform ation 
in the  sensor space, i.e., perception-d irected  form al task  behaviors are required. 
As a resu lt, conventional a rch itec tu ra l approaches based upon a priori decou­
pling of p lanning and  control activities (e.g., NASREM  [S] considers execution 
to consist of p lan — >  send control com m and — > generate  action — > report 
s ta tu s  sequences) m ay not deliver the operational speed required from RAEVA. 
Therefore, the  arch itec tu re  m ust be able to  execute perception-d irected  formal 
task  behavior to satisfy com peting execution m etrics. An approach th a t has 
shown considerable prom ise in alleviating the above bottlenecks is to s tru c tu re  
planning and control functions as sensorim otor behaviors, i.e., nonlinear transfer 
functions th a t directly  m ap a stream  of sensory inpu ts  to  control o u tp u ts . The 
speedup resu lt from  parallel com putation , the ability to  generate control actions 
directly  from  prim itive percep tua l representations (e.g., edges, range d a ta , tac ­
tile m aps) and  a rep resen ta tion  optim ized for fusing of inform ation from m ultiple 
sensors directly  into the  control loop. In addition , such system s [173,174] exhibit 
self-calibration, in the  sense th a t the robot is typically controlled using the con­
sistency between the signals used to move it and  the  signals used to sense the 
movem ent. T here  are no objective coordinates. To da te , G rossberg and  Ktiper- 
stein  ([99] and  references therein ), have dem onstrated  a  system  th a t can learn  to 
m ap a  target th a t is visually detected  by a  mobile cam era in to  a  ta rge t position
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m ap th a t is invariant w ith respect to body-centered coordinates, and th a t can 
repair itself if its operating  param eters undergo m odest dam age. It has been used 
for controlling variable-speed tra jecto ries of a  robotic arm  w ithout program m ing 
the whole trajectory , and  for rapidly u pdating  tra jecto ry  com m ands in real-tim e, 
to reach objects arb itra rily  positioned in space. Uno [277] proposed a speedup, 
by using a  learning algorithm  th a t calculates the ac tua tion  signals directly from 
a goal of the movem ent represented as the  m inim ization of integral of square of 
torque change, thereby elim inating a need for transform ing tra jec to ry  coordinates 
to the body coordinates. K aw ato et al.' [156,157] have speeded up this process 
even fu rth er by using a Newton-like itera tive  m ethod in functional spaces.
On the  o ther hand, recent advances in "behavioral robotics" ( Brooks in 
[51,54,55]) provide exciting results on the po ten tia l of sensor-based control in 
im plem enting complex reflexes and task-behaviors, sans world models. In add i­
tion, it has been shown th a t providing planning and control actions w ith a task 
context allows com pact specification of goal-oriented constrain ts, s truc tu ring  of 
control algorithm s and  m onitoring execution perform ance.
In our developm ent of a  new arch itecu tu ra l fram ework, we represent the ac­
tions w ithin  task  s tru c tu res  th a t explicitly consider dynam ic in teractions between 
the robot and  the  hum an [279], and develop control algorithm s th a t im plem ent 
task  units in the form of stab le sensorim otor behaviors [57,99]. We have de­
veloped the  perceptual manipulation architecture [115-117,2S0] for the purpose 
of executing form al task  behaviors, th a t can be m onitored by a set of perfor­
m ance m etrics. Therefore, it naturally  lends itself for developm ents of RAEVA 
like system s. In contrad istinction  to conventional m odel-based approaches tha t 
p lan and  execute robot actions relying heavily upon apriori world models, the 
RAEVA arch itec ture  has been conceptualized w ithin  a  ” Percep tual R obotics” 
(P R ) form alism  [115-116]. To ensure stab le  and  robust in teractions between the
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m achine and  a hum an, robot actions are generated th rough  a "perception- d i ­
rected reverse engineering of form al task  behaviors to  satisfy com peting execution 
m etrics". In this section, we describe the actual RAEVA architecture . In the 
following sections, we will com pare our approach w ith the sta te-o f-the-art, and 
provide a justification  for the  line of thought followed herein.
We begin by briefly describing the system  feat ures for R A EVA. Fig. 7.2.1 .1  
describes the  three basic functional units: a voice-activated C om m and I/O  Unit 
th a t recognizes high level supervisory control com m ands from  EVA /  IVA crew 
m em bers: a S tatic  Task Analysis Unit th a t analyzes Crew-EVA prim itives to 
determ ine the  corresponding robot task prim itives, configures the perceptual 
and  control o rganization  and  synthesizes relevant execution m etrics; and, a Task 
Perception and  Execution U nit th a t im plem ents a recursive hierarchy com prising 
of control execution units.
Fig. 7.2.1.2 sum m arizes the com plete system  arch itectu re . T he basic archi­
tec tu ra l build ing block of its  Execution Unit is a  kernel of behavioral prim itives, 
constructed  upon a  vocabulary  of form al Task Prim itives (e .g ., Fret' M otion ( F M ), 
G uarded  M otion (G M ), F ine M otion (F IM ), Free Force (FFA ), G uarded  Force 
(GFA) and  F ine Force A pplication (FIFA ) [279]). T he la tte r  have been derived to 
explicitly represent the  com plete physics of m echanical in teractions, given by the 
power flow across the  contact interface (form ally defined in [279] and  references 
therein  (therm al, m agnetic and o ther affects are neglected). T he arcliit.ect.ural 
decom position has been derived to allow an explicit, represen tation  of dynam ical 
in teractions betw een the  robo t and its environm ent a t locations w here m axim al 
subsystem  control under varying "system  sensitiv ities” (system  stab ility  versus 
subsystem  control errors) is desired. For exam ple, F igure 7.2.1.3 shows the kernel 
of task  prim itives for a  dual arm  RAEVA configuration. As shown, the kernel
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p rim it ives  fo r  p ro to ty p ic a l  m ec h a n ic a l  in te ra c t io n  tasks  
(i.e., involving fo rces  a n d  m o tio n s  only), (ref:  [279])
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TASK: Shared ORU Acquisition, Removal and Transport During 1IST
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F igure  7.2.1.4. T a s k  d e c o m p o s i t io n  h ie ra rc h y  fo r  a  p ro to ty p ic a l  m e c h a n ic a l  
in te ra c t io n  task , i.e., s h a re d  t r a n s p o r ta t io n  o f  lo ad s  by 
a  h u m a n  a n d  robo ts .
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of task  prim itives are arranged  to  explicitly cap tu re  robot-environm ent in terac­
tion m odes a t the  O bject, G rasp  (M ultiple arm s), A rm , Jo in t and  the  A ctuato r 
Levels. Such an a rch itec tu re  would represent a  d epartu re  from  the trad itiona l 
approaches based upon inform ation processing (sym bol/num eric), process ra tes 
and  in teraction  context (g lobal/local). Also, unlike ite ra tive  robot architectures, 
e.g., HA N D EY , SOAR, HICS, etc., each behavioral prim itive recurses w ith in  
a  set of percep tual s tru c tu res  th a t are engineered to  provide com plete control 
observability.
Fig. 7.2.1.4 fu rth er elucidates the usage of such prim itives, during Shared 
ORU A cquisition, Removal and  T ransport. T he shared  tran sp o rt sequence begins 
w ith a  set of recursive instan tia tions of elem ental Arm-level Free M otions until 
proxim ity, followed by G uarded  M otions until the handle  of the ORU is w ithin  the 
g ripper workspace. T hereafter, repeated  invocations of elem ental (O bject-level) 
G rasp  followed by acquisition prim itive allows stab le  acquisition of the  handle 
in the  gripper. D uring shared  tran sp o rt, the  robotic system  would be placed 
under Arm-level F ine Force A pplication. The num bers, 1 th rough  5 represent the 
tem poral ordering of Reach, A pproach, G rasp, A cquisition and  shared  T ransport 
phases of the  opera tion  (V enkataram an and  Lyons in [283]), while the symbol 
denotes recursive prim itive in s tan tia tio n  until the execution m etric  are satisfied. 
F igure 7.2.1.5 presents a  sequencing profile for task-prim itives during pro to typical 
task  execution for a  class of RAEVA relevant tasks.
7.2.1. P ercep tion  A rch itectu re
Fig. 7.2.1.1(a) and  7.2.1.1(b) expand on the  percep tua l s tru c tu res  for the 
above Shared T ran sp o rta tio n  exam ple. A Task Analysis U nit (TAU) (see Fig. 
7.2.1), determ ines the  configuration of a  set of sensors, necessary for com plete
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control observability during task  executions. This inform ation is used by a P er­
ception A ctivation U nit (PAU) th a t enables appropria te  sensor rou ting  w ithin 
a  Sensor P artition ing  Network (SPN ). In addition, the  necessary sensor in tegra­
tion m echanism s are configured w ithin a Logical Sensor S tru c tu re  (LSS) for the 
construction  of relevant percep tua l features to  provide control observability. For 
exam ple, during  guarded  m otion, PAU would rou te  vision and  proxim ity infor­
m ation  th rough  the  SPN. W ith in  the LSS, feature level descrip tions of the arm  
will be ex trac ted  from  the  vision and proxim ity da ta . T he LSS concept is dis­
cussed in detail in [123]. T he o u tp u t of LSS elem ents is ro u ted  to  the  control 
execution un its  via the Perception Bus (refer Fig. 7.2.1.4). Each control unit 
is repeatedly  invoked until the  ou tp u t from the la tte r  corresponds w ith  the goal 
condition.
7.2 .2 . C ontrol A rch itecture
Fig. 7.2.2.1 illustrates a  typical control execution un it. It com prises of four 
basic elem ents: a  m etric  reasoning engine, adaptive execution elem ent, e.g., neu­
ra l netw orks, m etric enforcing m echanism s and  local m em ory for sto ring  relevant 
task  execution states. T he M etric Synthesis U nit (in Fig. 7.2.1.2) only p ro ­
vides global perform ance considerations, e.g., close up to 5 cm near an ORU. 
T he M etric reasoning engine then  com putes the corresponding contro l tracking 
perform ance, i.e. the  precision m etric, to be achieved in the perception-space to 
m atch  the  inform ation provided by the corresponding LSS. For exam ple, if the 
adaptive execution elem ent is a  neural netw ork, then  the  m etric  engine needs to 
set up bounds on netw ork convergence th a t will guaran tee  desired perform ance. 
F igure 7.2.2.2 provides a  schem atic com parision of the  P ercep tual M anipulation 
A rchitecture w ith  existing robot m anipulation  architectures discussed in Section
B E H A V I O R A L  P R I M I T I V E  C O N T R O L  E X E C U T I O N  U N I T
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Figure 7.3.1.3.1. Coexistence of perceptual  manipulat ion architecture with 
existing robotic architectures.
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7.2, nam ely NASREM  (A lbus et al. [S]), Subsum ption A rchitecture (Brooks 
[54]), Intelligent C ontrol (IC) A rchitecture (M eystel [210]), Intelligent Control 
System  (ICS) A rchitecture (Saridis [253]).
7.3 S ID -B ased  N eu rocontrol A lgorithm s
Proceeding along our derivation of m anipulation  arch itecture , we exploit 
the SID form alism s developed in the preceding chapters to precisely identify and 
define the  in ternals of the  control execution unit discussed in Section 7.2.2.
7.3 .1 . Task Space C ontrol
Consider the following scenario, wherein we are try ing to to increm entally 
execute vision-guided m ultijo in t positioning to the proxim ity of the targeted  ob­
ject, say an  ORU handle, and  a tta in  an o rien tation  th a t facilitates subsequent 
acquisition of the  handle. T his corresponds to executing the Free M otion prim i­
tive as defined in the  previous section. At the begining of of each control cycle, 
the d istance vector betw een the end effector of the  arm  and the ORU handle 
is com puted  by the  vision system  [173] and  supplied to  a free m otion control 
execution un it. T his d istance  vector is m apped into the robot ac tu a tio n  space in 
the  following m anner:
Since task space m ay be inform ally defined as a  space in which system  perfor­
m ance sensitiv ity  to  control errors is m axim al (form al definitions may be found 
in V enkatarm am an and  Lyons in [2S3], a space constructed  out of the relative 
location and  o rien ta tion  of the  robot a rm ’s end effector w ith respect to the ta r ­
geted object m ay be considered as a  cand idate  for free m otions. T he coordinates 
m ay be defined w ith  respect to  any a rb itra ry  coord inate system . A p a rticu ­
lar instance of the  form er is well known in lite ra tu re  as the ro b o t’s operational
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space in troduced  by K hatib  [160,101]. Free m otion sensorim otor control will 
therefore be responsible for servoing the  end effector to some neighborhood of a 
pre-determ ined  proximity distance from  the target object. The relative distance 
would typically form a Euclidean space X  e R 6. and  would form a set of gener­
alized coordinates in the Lagrangian sense [164]. Let A" represent the object-end 
effector d istance in the visual space (e.g., reference coordinate system  is located 
a t the cam era itself). T he robot arm  dynam ics m ay be expressed in the visual 
space in the  following m anner [233]:
F a = I ( X )  X  +  c(.Y, A ') +  G { X )
= / ,  ( a \  A". A") (7 .3 .1 .1 )
A' —I ' 1 (  — C  (Ah A ') -  G (A') +  F a )
= f 2 (A ',A :,F a)  (7.3.1.2)
where F aeR b represents pseudo actuation  signals in the visual space. / ( . ) ,  C' {.) 
and G (.) are the inertial, coriolis plus cen tripetal forces and the  g rav ita tional 
term  in the  visual space. Note th a t the relationships derived in [160] between 
jo in t inertias, coriolis and grav ita tional forces, and  their coun terparts  in the 
operational space, qualitatively  hold for the corresponding term s in the  above 
equation  as well.
To o b ta in  values of F a, given A', A' and A', trad itiona l m ethods would require 
the  calculation of m an ipu la to r inertias, and coriolis and  g rav ita tional forces in 
a m an ip u la to r’s jo in t space, their transform ation  in to  the  visual space. This, 
in general, is com putationally  intensive, and requires special purpose hardw are 
[51]. In a d ep artu re  from  trad itio n a l robotics, we adop t the  a lte rn a te  approach 
of learning the m ultivariate , dynam ics equation, Eqs. (7.3.1.1) and  (7.3.1.2) as a 
nonlinear in p u t-o u tp u t m apping between the ac tua tion  signal vector F a, and  the
sta tes A’, A’ , A" using neural learning form alism  Algori thm SID-6. In addition , 
to com putational speedups resulting  from massively, parallel and  asynchronous 
inform ation processing, neural netw orks can enable ad ap ta tio n  in real-tim e to 
changes in the  robot ’s s tru c tu ra l characteristics (including the effects of backlash 
and friction) [152], Let, f i  and  / 2 represent the learnt approxim ations of fy and 
/ 2 in Eqs. (7.3.1.1). The function f \  perform s the system  identification, while f 2 
may be tuned  for m otion control. Once f \  and  f 2 are obtained , the dynam ical 
system s in Eqs. (7.3.1.1) and  (7.3.1.2) may be discretized to yield:
n  =/i
-Vfc+i —Xk +  a f i  ( a 'a .  A ' t .C fc )  (7 .3 .1 .3 )
where a  denotes the step size. Fig. 7.3.1.1 shows the schem atic of the open-loop 
(during  free m otion) robotic arm  after system  identification has been com pleted. 
In the  system -theoretic  sense, Z ~ x represents the tim e delay elem ents.
A m ultitude  of m ethodologies exist for the design of discrete tim e controllers 
for the  identified system  [22,260]. In our current stages of controller design, 
we drive the design process using a reference model. This m ethod has been 
extensively discussed in conventional adaptive control [2 2 0 ]. Briefly, the  in ten t is 
to design an inpu t (a n d /o r  feedback) shaping function th a t will m ake the  closed- 
loop controlled system  appear exactly as specified by the reference model. As 
a  sim plest exam ple, consider the form ulation using the Pole Placem ent M ethod 
[82]. The controller for a  linear system  can be derived as: Assume a  system  of 
the form
d2x dx_  +  +  bx = u (7.3.1.4)
is driven by a  reference m odel of the form
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where a, b, c and  d denote constants. Assum ing full s ta te  feedback, the  controller 
can then  be sim ply com puted  using
u =  (a — c )—  +  (b — d)x  +  r (7 .3 .1 .6 )
In the Laplacian dom ain, the  transfer function is given by
(s +  a)(s  +  b)
is driven by a  reference m odel
n«) =  , , r ( a ) (7 .3 .1 .7)
(s +  c)\t> +  d)
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T he corresponding control law can then be w ritten  as
Tr  ̂ K ( s  +  ci)(s +  b)
£'(*) =  7  ; J  , n (7.3.1.S)
( S  T  C g S  T  d )
We shall briefly discuss our m etric-driven derivation of reference models in a 
la te r section. For sake of simplicity, consider only linear tim e invariant reference 
models [2 2 0 ] w ith  the form
A' = — p\ A  — P2  X  +  q (7.3.1.9)
where, pi e R 6 x R 6 are the  coefficients of the linear system , and  qeR "  is the
reference signal. T he ac tua tion  signals can then  be com puted  using
— h  (̂ AT-, X k , (̂ —p\ X k  +  ~P2 A'k +  <lk̂ )  (7.3.1.10)
Fig. 7.3.1.2 shows the schem atic of the controlled system . Note th a t the o u tp u t 
of / 2  corresponds to  the pseudo actuation  signals Fa at in s tan t A;, and  represents 
an in p u t in to  the  joint-level controller th a t we discuss shortly.
T he transform ation  of Fa into the robot ’s jo in t space is given in the following 
m anner:
t =  J T Fa (7.3.1.11)
where, J  represents the  s tan d a rd  m an ipu la to r jacob ian  [233]. A kew concern d u r­
ing free m otion  is obstacle avoidance. M any global m ethods th a t rely on apriori 
knowledge abou t the  location (and  m otions if any) of the  obstacles have been 
proposed [146,161,195,256]. We resort to repulsive p o ten tia l functions for local 
obstacle avoidance [160,161]. T he o ther contribu tion  to  jo in t torques, therefore, 
would be as a  resu lt of obstacle avoidance forces. To ensure th a t obstacles will
indeed be avoided, we propose a  log based po ten tia l function of the form  [256]:
E0 =  I\ log (Z ) (7.3.1.12)
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w here, A is a  tim e (in )varian t gain, and  Z  is the  perpend icu lar d istance between 
the  links of the  arm , and  the  nearest obstacle. T he q u an tity  Z  is well known in 
robotics lite ra tu re  [256]. T he repulsive forces are:
F  J Z j L
° OZ
= \  (7.3.1.13)
which im plies th a t as Z  —> 0, F0 —> oo. A ssum ing K  proxim ity  sensors, rigidly
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affixed to the  body of the arm , the value Z  can be com puted as:
Z =  / ( 0 ) (7.3.1.14)
where, 0  is the corresponding vector of jo int angles. At the sam e instan t let the 
proxim ity sensor readings be recorded in a vector S.  Let the jaeobian  between 
the space of Z  values, and the jo in t space be J Q. Since the proxim ity sensors 
are fixed a t know n locations, it is reasonable to assum e th a t J 0 will be known. 
T h a t is, for known values of 0 ,  the  corresponding obstacle avoidance forces in 
the  jo in t space r 0 may be com puted as:
where r a and  r 0 denote torque required for ac tua tion  and  obstacle avoidance re­
spectively. A schem atic of the  decom position of task  space and  proxim ity sensor 
space inform ation into the ro b o t’s jo in t space is shown in Figure 7.3.1.3. In the
arm  level respectively. T he un it labeled Q P T  is responsible for param etrized  se-
ics form alism s described in C hap ter Two th rough  Five may be used for online 
learning of the  nonlinear m ap, g3(.), m ap
(7.3.1.15)
w here g3 (.) is a  complex nonlinear m apping function betw een S  and  Z  to be 
learn t. Therefore,
r Ta +  T0
(7.3.1.16)
L g ’ ( S )
figure, the un its  SI-1 and  SI_2 denote system  identification un its  a t the jo in t and
lection of appropria te  refernce model [220]. The S ingularity  In teraction  Dymun
r = g T(Fa,S) (7.3.1.16)
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Figure 7.3.1.3. Free m otion control.
to  provide tj (a t jo in t level) in real-tim e.
7.3.2. Join t C ontrol
As proposed in [129], intercoim ected dynam ical system s m ay be described 
using a lte rn a tin g  Im pedances and A dm ittances. T h is allows one to  m ain ta in  con­
sistency in bookkeeping power flow variables. For exam ple, during free, guarded 
or fine m otions, a  robot im parts flow vectors across an in teraction  port (in its 
task  space) to  the  (free space) environm ent around it [279]. Consequently, the 
robo t can be described in the  form  of a Lagrangian, while the  environm ent is an
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adm ittance . This calls for a  Co-Lagrangian (an adm ittance-like) description for 
the  ac tu a to rs  placed a t the  joints. As discussed by V enkataram an in [279], the 
C o-Lagrangians are based on the conservation of kinetic energy K  and  potential  
co-energy P*. Given th a t
d K  = © r  dp
dP* = @ J  dr  (7 .3 .2 .1 )
A nd the  Co-Lagrangian function L* is
L* =  d K  + d P * (T.3.2.2)
where, p  is the  angular m om entum  at the jo ints, and  0 rt represents the  angu­
lar m otion of the  ac tua to rs  located at the joints. T he basic s tru c tu re  of the
dynam ical equation  derived herefrom  is sim ilar to th a t of a  L agrangian, i.e.,
e a = I * ( p ) r  + C* (p. r ) -fi G*(p)  (T.3.2.3)
w here, I*,C* and  G* are the force-m om enta duals of inertia , coriolis and  grav­
ita tio n  term s for the  ac tua to r. Since, is is extrem ely difficult to o b ta in  the co- 
Lagrangian dynam ics equation for a  system , V enkataram an proposed a pseudo­
form  in [279], T he la tte r m ay be derived th rough  a  su b stitu tio n  for 0 a in the 
ac tu a to r L agrangian in term s of the  task  space Lagrangian. In our form ulation, 
we consider the  co-Lagrangian as a  nonlinear m ap betw een ac tu a to r velocities 
0 a, and  the  term s p , r ,  f , thereby obviating the  need for explicit com putation  
of the  pseudo co-Lagrangian. We define nonlinear functions / 3 and  / 4 as
©a = / 3  (p ,  r ,  r )
t  = / a ( p , r , Q a) (7.3.2 .4)
T he nonlinear functions, f 3 can be learnt off-line in a  m anner sim ilar to  the 
process for f i  and  f 3 in Eqs. (7.3.1.1). Let / 3 be the  corresponding learned
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nonlinear approxim ator. A ctuation  control is perform ed to  m im ic a  reference 
m odel of the  form
F  =  - p 3 F  -  p i  p  + r (7.3.2.5)
which implies th a t / 4 can be learnt analogous to / 2 , and  p aram eters  of the 
equations above can be used to com pute 0 afc- Fig. 7.3.1.3 sum m arizes the 
control a rch itec tu re  for the  en tire  arm  free m otion control.
7.3.3. G uarded M otion  C ontrol
In th is subsection we discuss the im plem entation  the  behavioral control unit 
for executing guarded m otion. In the case of guarded  m otion, however, (in 
add ition  to the  goal specification in the visual perception  space), a  guarding 
force needs to  be be specified [203,204]. T he la tte r  accounts for unprecedented 
variations in the  end effector’s environm ent (M ason in [51]). W ith  this, the 
con tribu tion  to  the  task  space pseudo ac tu a tio n  signal will arise from  two sources: 
one for the  actual task  space m otion control of the  arm , and  the  second, a 
guarding force Fg. T h a t is,
Xt+1= X t +  a / ,  ( x t ,X t ,F „ )  +  a C  ( 5 ^ - ) (7.3.3.1)
3a Fga
w here C (.) is a  generalized nonlinear com pliance function [203], th a t represents 
the  im pedance m atching  required  for a  given environm ent. D uring  free m otions, 
for exam ple, C  =  0. It is, in general, extrem ely difficult to determ ine a com pli­
ance function  th a t can cap tu re  all expected environm ental s itua tions. T he com­
pliance functions can be derived by learning the  im pedances betw een a  robot and 
its environm ent [129], based upon notions of coupled robot-environm ent stab ility  
properties.
7.3 .4 . F ine Force A p p lication  C ontrol
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W ith in  our proposed scenario, a key prim itive of in terest is fine force app li­
cation, as in troduced  in Section 7.2, to provide for stab le  con tac t in teractions, 
e.g., during  shared  tran sp o rta tio n  of payloads. In th is case, the  robo t is m odelled 
as an ad m ittan ce  th a t admits  the hum an, whose dynam ics takes the  form  of an 
im pedance. Accordingly, we adopt the dynam ic m odels first proposed in [279], 
w herein the coupled robot-environm ent dynam ics m ay be given using:
X = f ' ( x , X , F )
F  = } r { p . F . X a , X sj  (7.3.4.1)
w here the  subscrip ts e and  r  refer to  environm ent and  robo t respectively. Com ­
bining the  above yields
fl  =  f 5 (p ,F ,A ',A ',A 'a)  (7.3.4.2)
T , j 1
where, II =  [A' T , p T] and  nonlinear function, /s  =  [ f j , / £ ]  . Eq. (7.3.4.2)
possesses the  sam e s tru c tu re  as Eq. (7.3.1.1) and  (7.3.1.2). T he  equivalent of
Eqs. (7.3.1.3) can be expressed as:
0
Xa
= fe ( x , X, X, p , F , F) (T.3.4.3:
w here, / 6 =
U ( x , x , x , f )
f n ( p , F , F , X )  _
. Once again /g and  / q represent the  learnt
^ i i  i r ? “  i “  7 -  -  /
approxim ations to  /s  and  / 6  respectively. Fig 7.3.4 .1  shows the  schem atic for 
system  identification.
For control, let the reference model be of the  form:
’ X —p l l 0 A
+
—p 2 1 0 X
+
'O '
F 0 —p l 2 F 0 —p22 . P . 1.
n - p y n -  p2 n + (7.3.4.4)
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F ig u re  7.3.4.1. R o b o t  a n d  e n v iro n m e n t  in te rac t io n  d ynam ics  iden tif ica tion .
T he schem atics in Fig. 7.3.4 .1  and  7.3.4.2 illu s tra te  the  control arch itectu re  
a t the  task  level. A nother im p o rtan t issue th a t needs to  be addressed is obstacle 
avoidance. A lthough in principle, obstacle avoidance stra teg ies will be  identical 
to  th a t du ring  free m otion (as discussed in Section 7.3.1), the  underly ing  energy 
function requires some m odification. We consider a function of the form
E 0 = K  log (p 0)
? _ d E o
dp0
=  — (7.3.4.5)
Vo
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F igu re  7.3.4.2. R o b o t  a n d  e n v i ro n m e n t  in te ra c t io n  d ynam ics  iden tif ica t ion  
and con tro l .
Once again, X  =  X j ' ,  Z T  , and  the  app rop ria te  jo in t velocities © may 
be ob tained  in a  m anner sim ilar to  th a t in free m otion. T he function g used in 
obstacle avoidance during free m otions will also vary in the  following m anner:
9 *r (P j )  =  Po
<7* ( P S ) =  Po (7 .3 .4 .6 )
Since the  arm  dynam ics is described in the adm ittance  form  during  fine force 
application , the  ac tu a to r dynam ics will be represented as an im pedance th a t 
delivers necessary 0  values. Jo int lagrangian has a  s tru c tu re  identical to  Eqs.
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(7.3.1.1)-(7.3.1.3). So, the  system  identification and  control m ethodologies will 
be identical to  those for free a rm  m otions. However, the reference m odel will be 
derived here to  deliver desired 0  values instead  of goal positions. Fig. 7.3.4.2 
describes the  jo in t control arch itectu re , while Fig. 7.3.4.3 sum m arizes the  entire 
fine force application  control architecture.
nkt|
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F igu re  7.3.4.3. C o n t ro l le r  fo r  im p le m e n t in g  F ine  F o rc e  A p p l ic a t io n  p rim itive .
Each and  every control un it (w hether they are a t the  arm  or jo in t level) is 
driven to  mim ic  a  reference m odel. In the  preceding discussion we had  assum ed 
the form  of th is m odel to  be known. A key fu tu re  objective is to  (a) study
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the control requirem ents to determ ine an appropria te  form  for reference models 
required for each control prim itive (b) derive linear (and  subsequently  nonlinear 
[164,165]) reference m odels using newly em erging research in  Qualitative Physics 
([S6 ] and  references therein).
Consider a  s tan d a rd  second order system  or the  form:
X  =  -  pi  A ' -  p 2 X  +  q (7.3.5.1)
T he above system  is analogous to  a  m echanical system  consisting of a m ass m, 
spring (of stiffness k) and dashpo t (of coefficient b), Pi = ~  and  p 2 =  If the 
system  is modulated by an ex ternal inpu t qe, then  q =  W ith  th is connection 
in m ind, it is obvious th a t to  m ake the system  stiffer, one can increase the value 
of k, or reduce oscillations and  m ake the system  sluggish by increasing the value 
of b. F u rth er payloads can be cap tu red  w ith the term  m.  Therefore, the problem  
of m etric  reasoning becomes one of understanding  the  inform ation from sensors, 
and  from  o th e r control un its  in the context of stab le  task  prim itive execution, 
and m etric  generation  refers to  the generation of the param eters , p x, p 2 and  q 
for control.
T he controllers for fine m otion, free force application  etc., a t different archi­
tec tu ra l levels m ay be derived in a  sim ilar m anner.
7.4. Sum m ary
In  th is chap ter we have a ttem p ted  to  apply  our work in the  context of a 
novel real-w orld robotic application currently  under developm ent. Using recent 
resu lts  in form al task  analysis and dynam ic m odeling [279], we system atically  
derived learn ing  reform ulations to  nonparam etric  system  identification and  con­
tro l. T he resu lting  form alism s are well w ith in  the  addressable com plexity of our
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SID learning algorithm s. In fact, our earlier perform ance requirm ents necessitate 
a real-tim e learning fram ew ork as powerful as SID.
In term s of the application, we argued th a t opera tional safety, ad ap ta tio n  to 
a  dynam ically  active agent (a s tro n au t) in the w orkspace and  overall system  s ta ­
bility are fundam ental to  the  design of R obotic-A ssistants for synergistic task  
execution during  EVA. T he targe ted  application  dom ain for such system s is 
EV A -enhancem ent. Technically, the problem  entails building robotic system s 
w ith '"doing intelligence” as opposed to reasoning intelligence, i.e., system s th a t 
can stabilize contact in teractions w ith u n stru c tu red  active environm ents, effect 
dam age-proof in teractions on fragile passive environm ents and  accom m odate dy­
nam ic unm odeled obstacles. The functional and  technical requirem ents for the 
above system  were analyzed to  show th a t m odel-directed arch itectures and  con­
tro l form alism s have lim ited applicability  to R obotic-A ssistan ts. On the o ther 
hand , a n a tu ra l tie-in to  percep tual robotics was established. F u rth er, a differ­
ent arch itec tu ra l approach to  the problem  was presented. Unique characteristics 
of the  proposed approach  included the engineering of control execution chassis 
using a vocabulary of behavioral prim itives derived from  the  physics of in te rac­
tions ra th e r  th an  adhoc m acros; perceptual s tru c tu res  engineered for com plete 
control observability; perception-d irected  execution behavior ra th e r th an  com ­
plete  reliance on a  priori world-models; and, the  usage of com peting, precision 
and  com pliance m etrics to  control and in terre la te  the  execution of aforem entioned 
behavioral prim itives.
C hapter E ight
C onclusions
T his chap ter provides a  sum m ary of the work detailed in th is d isserta tion , an 
outline of the  specific contributions of the work, suggestions for possible extension 
of the work, and  some concluding rem arks.
8.1. Sum m ary o f T hesis
T his thesis has addressed a fundam ental problem  in com puta tional AI — 
developing a new class of massively parallel, com puta tional neura l learning a l­
gorithm s for robustly, ab strac tin g  complex nonlinear transfo rm ations, e.g.. func­
tional, spatia l, tem poral and  sta tistica l invariants, from represen tative  samples, 
in real-tim e. Provision of such a capability  is a t the core of m any difficult p rob­
lems in robotics, signal processing, rem ote sensing, control, etc. In con trad is­
tinc tion  to existing dynam ical neural learning form alism s our m odels, algorithm s 
SID - 1  th rough  SID-6 , encode inform ation as singular, ra th e r th a n  regular, so­
lu tions to  neurodynam ics using the notion of term inal a ttra c to rs . The infinite 
local stab ility  resulting  from  violation of Lipschitz conditions, enables d ram atic  
speedups during  the learning process. O ur notion of real-tim e perta in s  to oper­
ational responses th a t can be obtained  in a few tim e constan ts of the  individual 
neurons. In add ition , we have addressed the issues of scalability  and  flexibility 
in neura l netw orks. In this section we sum m arize the  key results.
In C h ap te r Two we in troduced a form al fram ew ork for deriv ing supervised 
learning a lgorithm s for dynam ical neural networks, b o th  w ith  and  w ithout feed­
back. By exploiting  a  recent b reak th rough  in nonlinear dynam ical system s theory
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- namely, the notion of te rm inal a ttrac to rs , we defined neural learning form alism s, 
th a t are based on solutions of coupled singular differential equations. T he model 
was appropria te ly  denoted as Singularity In terac tion  Dynam ics Model. In a 
d epartu re  from  prio r neurom orphic algorithm s our m ethodology provided mech­
anism s for incorporating  an  in-train ing  "skew" to handle netw ork as well as 
design constrain ts. We showed how constrain ts could be augm ented to the learn ­
ing objectives using the m ethod  of lagrange m ultipliers. O ptim ization  algorithm s 
were then  derived so as to s tric tly  satisfy Lyapunov S tab ility  criteria . The no­
tion of "v irtu a l a ttra c to rs"  was in troduced  to  guarantee overall netw ork stability. 
Extensive sim ulation resu lts dem onstra te  th a t our model outperform s state-of- 
th e -a rt back-propagation type neural learning form alism s by two to three orders 
of m agnitude.
In C h ap ter T hree we provided a novel m anifestation  to com puta tional learn ­
ing based on phenom enology of nonlinear neural networks. We presented a neural 
netw ork model th a t allows adaptive evolution of network topology in addition  
to evolution of synaptic  streng ths. T he form er objective is achieved by taking 
recourse to G auss’s Least C onstra in t Principle in m echanics. T his is a radical 
d ep artu re  from  existing connotations of learning. We fu rther exam ined a fun­
dam ental lim ita tion  in neura l learning algorithm s - tra in ing  and  re tra in ing  costs 
and  the versatility  of neural network models. M otivated by resu lts in "renorm al­
ization group theory and  critical phenom ena” in sta tistica l quan tum  mechanics, 
we devised a  m ethodology for "aposteriori regularization" in neural networks. 
T his enables us to satisfy a  m ultiplicity  of event-driven constrain ts in real-tim e, 
w ithou t tra in ing  the netw ork each tim e we are faced w ith a new constrain t. Fur­
ther, in the  previous sections, we had  largely exploited the notion of term inal 
a ttra c to rs  to  ob ta in  speedup per learning ite ra tion . In th is chap ter we showed 
how to  speedup the  entire learning process. This was achieved by devising an 
algorithm  for adap ting  tim e scales in the term inal a ttra c to r  form alism . These
constructs were used to  rederive the neural learning form alism s. O ur benchm ark­
ing results for signal processing problem s indicated  over two orders of m agnitude 
im provem ent for learning hard  nonlinearities. Also the  a lgorithm  was found to be 
over th ree  orders of m agnitude tra in ing  sam ple stringent as com pared to state-of- 
the -a rt feedforward neural learning form alism s. In addition , we provided insight 
on the role of num erical tools used in neural network sim ulations.
T odate the bulk of neural learning algorithm s em ployed heuristics a t some 
stage or the o ther. O ur own work up to  this stage, relied upon an efficient, heuristic 
for inverting m atrices, as proposed by P ineda  [233,239]. In C hap ter Four, we 
exploited a powerful tool for sensitivity analysis of nonlinear system s to pu t 011 
a  firm m athem atica l basis our results in com puta tional learning. We provide 
a form al fram ew ork for global com puta tion  of sensitivities. In C hap ter Five, 
we exploited the concept of adjoint operators to enable com puta tion  of changes 
in the netw ork’s response due to  p e rtu rba tions in all system  param eters, using 
the  solution of a single set of appropria te ly  constructed  linear equations. The 
lower bound on speedup per learning ite ra tion  over conventional m ethods for 
calculating the neurom orphic energy gradient is 0 ( N ‘ ), where N  is the num ber 
of neurons in the network. O ur sim ulation results ind icate over three orders of 
m agn itude  im provem ent in tra in ing  sam ple stringency.
In C hap ter Six we addressed ano ther fundam ental issue, which directly im ­
pacts the  scalability of current theoretical neural network models to applicative 
em bodim ents, in bo th  software as well as hardw are - nam ely inherent and  u n ­
avoidable concurrent asynchronicity of em erging fine-grained com putational en­
sembles and  the consequent chaotic m anifestations in the absence of p roper condi­
tioning. All dynam ical system s form ulations to  neural network m odels are strew n 
w ith param eters - decay constants, response gain, etc. T odate, however, their se­
lection of such has rem ained largely heuristic, based on “anecdotal explorations” .
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We conduct a  system atic analysis of the im plications of these param eters on the 
neurodynam ics, to illu s tra te  th a t they could have d ram atic  im plications on n e t­
work scalability, convergence, th roughpu t and  fault tolerance, during  bo th  con­
current sim ulations and im plem entation, in concurrent VLSI, op tical and op to ­
electronic hardw are. For the  first tim e we use dynam ical diagnostics, Lyapunov 
exponents to form ally characterize the widely observed dynam ical instab ility  in 
neural netw orks as ’’em ergent com putational chaos" and  not b roadband  w hite 
noise. Using con tracting  opera to rs and nonconstructive theorem s in Fixed Point 
Theory, we rigorously derive the necessary and  sufficient conditions for elim i­
nating  all oscillatory and th roughput-lim iting  "em ergent com puta tional chaos". 
N eural algorithm s are derived for conditioning Cohen-G rossberg-H opfield (CGH) 
(additive-type) netw orks to  opera te  under true  "concurrent asynchrony". We 
dem onstrated  th a t our resu lts  are robust even in the presence of exceptionally 
large delays ( l  2000 tim e constants). The validity of our results was dem on­
s tra ted  by sim ulated  massively parallel networks ranging from  few 1 0 0  synapses 
to over 1 0 0  m illion interconnects.
Finally, in C hap ter Seven we provided insight for exploiting this powerful 
reperto ire  of adaptive  neural learning form alism s to  provide an enabling cor*' for 
addressing a  fundam ental problem  in robotics - the design of autonom ous robots 
designed to  perform  tasks in un stru c tu red  and  unpredictab le  environm ents. Us­
ing some recent results in task  analysis and dynam ic m odeling, we propost' a 
Percep tual M anipulation  A rchitecture. The architecture , conceptualized w ithin a 
’’percep tual fram ew ork” , is shown to be well beyond the sta te-o f-the-art "m odel- 
d irected” robotics. A technical critique on the proposed arch itec tu re  is presented 
to  jux tap o se  it w ith  existing robot architectures. For a  stronger physical in te rp re ­
ta tio n  of our im plications to  au tonom ous robotics, the discussions are em bedded 
in context of a  novel system s’ concept - R obot-A ssisted E xtraveh icu lar Activity,
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for automated space operations.
8.2. C ontributions
In this thesis we have presented an increm ental fram ework for fast learning in 
dynam ical neural networks. The prim ary contributions of th is work are:
[1] In a significant d ep artu re  from existing dynam ical neural network form alism s 
we in troduced an ad iabatic  learning m odel, w herein inform ation was encoded 
as singular and not regular solutions to neurodynam ics using term inal a t ­
trac to rs. The infinite local stability  resulting from this encodation stra tegy  
enabled im m ediate convergence to the fixed poin ts during learning and o p ­
era tional phases, thereby providing d ram atic  speedup per learning iteration . 
T he concept of term inal a ttrac to rs  was fu rther exploited to define adaptive 
tim es scales which could be used to speedup the overall learning process.
[2] In the past, it has been dem onstrated  th a t complex inform ation processing in 
the b ra in  results from an adaptive and problem  specific evolution of network 
topologies. In th is thesis, we have dem onstrated  a  fram ework for ('volution of 
problem  specific topologies. As a specific exam ple. G auss’s Least C onstraint 
Principle in M echanics was exploited to adaptively  derive networks with 
suboptim al topological configurations th a t favored locality of com putation  
in add ition  to  learning the nonlinear m apping.
[3] O ur algorithm , S I D i, provides a com putational fram ework to explicitly en ­
code problem  specific constrain ts during  learning. We la ter showed this to be 
lim ited in th a t it “skewed” network behavior to  cap tu re  only lim ited aspects 
of the m apping  of in terest. Each, different run tim e in terest would require re­
tra in ing  the  netw ork. T hus, in order to avoid excessive tra in in g /re tra in in g
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com putational cost, we exploited advances in “renorm alization group the­
o ry '’ in physics to design a m ethodology for incorporating  a  m ultiplicity  of 
constrain ts a t run-tim e w ithout re train ing . O ur ”a posteriori regularization” 
form alism  provides a unique way for m odulating  network response w ithout 
d istu rb ing  the  synaptic  s tru c tu re  of the network.
[4] M ost of the  com putational cost incurred during gradient-descent based, 
learning, is expended in  com puting the  param etric  sensitivities, i.e., d E / d p tl 
(as discussed in C hap ter Four and  Five). All existing learning algorithm s 
h ith e rto  required, a system  of N  equations to  be solved for each param eter 
p^, w here N denotes the  num ber of neurons in the  netw ork. We draw  from 
results in Adjoint Sensitivity Theory, to  ob ta in  all derivatives by solving a 
single set of N  appropria te ly  constructed  linear equations. T he lower bound 
on speedup per learning ite ra tion  over conventional m ethods for calculating 
neurom orphic energy gradient is 0 ( N 2).
[5] All dynam ical system s form ulations neural network m odels are strew n w ith 
param eters - decay constants, response gain, etc. Todate, however, their 
selection had  rem ained largely heuristic, based on “anecdotal explorations” . 
For the first tim e we analyzed the effects of these param eters on the  neurody­
nam ics. We reasoned to  discover th a t these param eters could have dram atic  
im plications on network th roughpu t, fault tolerance during b o th  sim ula­
tions and  im plem entation in concurrent VLSI, optical and opto-clectronic 
hardw are. For the  first tim e we use Lyapunov exponent m easurem ents to 
form ally characterize th is instab ility  as "em ergent com putational chaos” and 
not b roadband  w hite noise. We fu rther developed algorithm s based on con­
trac tio n  operato rs for rigorously deriving these param eters to  elim inate all 
oscillatory and  chaotic behavior. O ur extensive em pirical testing  w ith a r ­
b itrarily  large neural netw orks dem onstrated  robustness in the  presence of
extrem ely large activation propagation  tim e delays. O ur results retlect a 
significant im provem ent on the param etric  bounds derived by M arcus and 
W estervelt for network stab ility  in the presence of activation  signal p ropa­
gation  tim e delays.
On the applications front, we dem onstrated  the  com putational and  parad ig ­
m atic  s treng ths of our theoretical and algorithm ic learning form alism s, by em bed­
ding them  in an a rch itec tu ra l fram ework for solving difficult problem s in robotic 
m anipu lation  system s [30,33-34.103,105,107-111,114-117,2S0-2S2], determ inistic  
scheduling and load balancing [113.273], m ulti-ta rget tracking [140] and  m ultid i­
m ensional signal identification and characterization  [32.35,104,105]. We defined a 
"percep tua l approach” to designing such system s, dem onstra ting  them  to be well 
beyond the  reach of "m odel-centered” robotics technology. We conjectured as to 
how the tools developed herein might form an enabling core for high perform ance 
task-dependent adaptive control of such, system s. O ur benchm arking results in 
signal processing problem s and m an ipu la to r inverse kinem atics problem s have 
already shown a prom ise in th a t direction.
8.3. Future D irection s
We see m any fu tu re  directions for th is work, b o th  in term s of extension on 
fundam ental neura l netw orks theory as well as in the developm ent of advanced 
real-life applications in robotics, signal processing, rem ote sensing etc. O ur ap ­
proach in draw ing heavily from  rigorous results in dynam ical system s theory, 
nonlinear m athem atics, system  science, s ta tistica l physics, etc., reflects our firm 
conviction th a t robustness in com putational capabilities of neural netw orks can 
be derived only from  the robustness and rigor of m athem atica l tools em ployed to 
design them . We have and continue to reject adhoc heuristics am i brute-force a r­
gum ents in our m odel derivation. As we continue to  telescope years of biological
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evolution into few years of neura l net and  AI research, we would however from  
here on like to  em ulate biological m etaphors and  principles ra th e r closely. For 
exam ple, in an a ttem p t to  enforce m athem atica l regularity  and trac tab ility  in our 
m odels, we have resorted  to  m any phenom ena th a t are unbiological. For exam ­
ple, during  biological learning, the  b ra in  is continually exposed to  changing inpu t 
p a tte rn s  and  has no o p p o rtu n ity  to freeze them  while waiting for the approach 
to  equilibrium , i.e, learning is nonadiabatic . T he recent work by Toom arian and 
B arhen  on nonadiabatic  learning of nonlinear m appings in [272] is a step  in this 
direction. Also, the idea th a t learning can proceed by clam ping the o u tp u t of a 
system  to  a desired value while synaptic  weights area  ad justed  according to some 
rule, violates biological reality. In fact, in our opinion in bulk of current artificial 
neural netw ork research the only true  resem blance to biological neural networks 
is on an ab strac t level, i.e., in term s of high processing elem ent connectivity  and 
massively parallelism . We would like to  deviate and deals w ith system s whose 
fundam ental characteristic  is variability  ra th e r th an  s ta tistica l regularity  (Reeke 
and  Edelm an in [93]). In specific term s, the following fundam ental problem s 
re la ted  to the work presented here, are of long-term  scientific in terest
[1 ] System atic and rigorous analysis on how m uch is learned in the continuous 
s ta te  dynam ical system s form ulation ? W hen does unlearning set in ? In 
fact, for continuous system s an  even m ore fundam ental question rem ains 
unansw ered - W h at is learnable  ? Also, for continuous-state , continuous tim e 
neura l netw orks, no insight currently  exists for topographic partition ing , i.e., 
how to  choose the  h idden  neurons.
[2] We would like to  ex tend  the constrain t satisfaction fram ework, based on 
renorm alization theory, to  include inequality constraints. These are funda­
m ental to  problem s in robotics, adap tive control of s tru c tu res  and signal 
processing. Recently [272], the  fram ew ork has been extended  to include
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learning of tim e-dependent state-space tra jectories. It would be useful to 
extend the  constraint satisfaction fram ework into the  la tte r  form alism  and 
benchm ark capabilities w ith Jo rdan 's  [150] m ethodology for constrained  tra ­
jectory  learning.
[3] A nother in teresting  problem  is to analyze the synaptic  weight space to  cor­
relate  it w ith  the physical system  being learned. C urrently, there  is m inim al 
correlation betw een the  network dynam ics and  the dynam ics of the  physical 
system , thereby defying an understanding  of the  physics of the  system  being 
learned in the context of neural network in ternals, i.e. topology and  weight
S p f lC C .
[4] In continuation of our developm ent of a  rigorous fram ework for autonom ous 
robots along the  lines discussed herein, two in terre la ted  theoretical issues 
are of p a rticu la r interest; nam ely understanding  task  stab ility  and  dynam ics 
in the percep tual space, (i.e., from visual, force, and  tactile  d a ta ) and  form al 
derivation of a  necessary and sufficient set of task-specific perception prim ­
itives akin to  control prim itives. The la tte r issue is com pletely unaddressed 
to  date.
8.4. C oncluding R em arks
T he work described in th is d issertation dem onstrates th a t it is possible to 
design extrem ely fast, versatile and robust neural learning algorithm s, th a t can 
m ain tain  perform ance even w hen the models are scaled to realistic size. These 
learning form alism s could form  an enabling core for difficult problem s in  nonlin­
ear adaptive control, object recognition and behavioral conditioning. W hile the 
m ainstream  of roboticists, continue to address issues re la ting  to  the  kinem atics, 
dynam ics, design an d  control of complex mechanisms, which is in the  dom ain of
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engineering, we as C om puter Scientists are working tow ards developm ent of com ­
plex com puta tional system s th a t will expand the capabilities of these m echanism s 
and  inject rud im en tary  intelligence and autonom y in these system s. However, 
unlike AI researchers we em phasize “doing” intelligence ra th e r th an  “reasoning” 
intelligence. W hile this research a ttem p ted  to look a t a  problem  th a t is very 
fundam ental in th is regard , nam ely learning complex nonlinear m appings from 
exam ples, there  is much work left to  do, bo th  w ith in  the  context of the  high p er­
form ance neura l learning algorithm s, complex concept representation , specially 
in the  context of building intelligent m achines th a t can perceive and  m anipulate  
objects w ith  ease. T he tools th a t we have developed as p a rt of th is research, will 
hopefully allow us to m ake a  step in th a t direction.
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