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ABSTRACT 
Fargette, D., and Vié, K. 1994. Modeling the temporal primary spread 
of African cassava mosaic virus into plantings. Phytopathology 84:378- 
382. 
The rate of temporal primary spread of African cassava mosaic virus 
into cassava plantings has been shown to be dependent on the planting 
date, P, and on the plant age, t .  In this paper, the relationships between 
the rate of disease progress, P, and t were expressed mathematically. 
The appropriate functions were chosen, and their parameters were derived 
by nonlinear regression using a set of experimental data obtained at Adio- 
podoumé (Ivory Coast, West Africa). The resulting equations were incor- 
porated into a monomolecular model with a variable rate r p  (the product 
of the change of rate of disease incidence when P was fixed), k,  a constant, 
y ,  the disease incidence, and t, the time: dyldt = k-rdt)(l - y). The 
modeled disease progress curves were obtained by numerical integration 
of the differential equation. The close fit between the modeled and the 
experimental curves showed that the main trends of the epidemics were 
represented. The model was tested with a set of data obtained in Tanzania 
(East Africa), and the structure of the model was validated, as there 
was also a good fit between the observed and modeled disease progress 
curves. Finally, assumptions were made on the remaining variation around 
the modeled curves. 
Addirional keywords: epidemiology, geminivirus, modeling. 
African cassava mosaic virus (ACMV) is caused by whitefly- 
transmitted gemhiviruses that are widespread in Africa and per- 
petuated through infected cuttings (9,14). In previous studies, the 
primary spread of disease, when inoculum is introduced by viru- 
liferous whiteflies from outside the field, was shown to pre- 
dominate over secondary spreading within crops (6). Earlier analy- 
ses suggested that the course of ACMV epidemics over time result- 
ing from primary spread is dependent on crop age and on planting 
date (7). In this paper we attempted to express mathematically 
the pattern of change of these factors with time, estimating its 
parameters from a set of experimental data obtained at Adio- 
podoumé (Ivory Coast, West Africa). The resulting functions were 
incorporated into a monomolecular differential equation with a 
variable rate-appropriate to describe epidemics resulting from 
primary spread (1)-which was solved numerically to obtain the 
modeled disease progress curves. The outputs were compared to 
the experimental curves to check whether the main trends of the 
natural epidemics were represented. Th.en, the model was tested 
using a set of data obtained in Tanzania (East Africa) (19). The 
modeled disease progress curves were compared to the observed 
curves in an attempt to validate the model structure. Finally, 
special attention was paid to the variation around each monthly 
modeled curve. 
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MATERIALS AND METHODS 
Experimental trials. All the data used for the model were derived 
from experiments performed at Adiopodoumé at the ORSTOM 
experimental farm, 20 km from Abidjan in the forested coastal 
region of Ivory Coast at 5" N, 4' W, and 20 m altitude. Between 
May 1981 and May 1986, 49 plantings of healthy cassava were 
made. In all experiments, fields were divided into blocks of 100 
plants at 1 X 1 m spacing, and disease incidence was followed 
weekly or fortnightly by visual inspection of each plant. Each 
plot was isolated from infected cassava fields by a distance of 
at least several hundred meters. The details of the experimental 
trial were given earlier (7). 
The data used to validate the model were obtained at Kiwanda, 
in Tanzania (19). The experiment started in March 1934, on land 
provided by the School of the Universities Mission to Central 
Africa at Kiwanda near Amani, 5 O  N and 3 8 O  E. Kiwanda lies 
at an altitude of 170 m, in a valley near the eastern foot of the 
East Usambara Mountains, 8 km from Amani. Forty-eight square 
plots of nine plants each were laid out. Each plot was surrounded 
by a row of cassava with ACMV. In each plot, one healthy cassava 
plant of the cultivar Mbarika was established at the beginning 
of each month. Records were taken at the beginning of each 
month for a period of 2 yr, and, as at Adiopodoumé, all plants 
read 
? 
Methodology. Several successive steps were followed to develop 
the model: 1) the main biological factors suspected to determine 
the ACMV disease progress curves were listed; 2) the functions 
to describe their rate of change with time were proposed; 3) the 
parameters of these functions were estimated from experimental 
data through nonlinear regression; 4) the relationships between 
these factors were proposed; 5) the functions and their interactions 
were inserted into a selected model; 6) a constant parameter was 
calculated; 7) the simulated curves were compared to those observed. 
Formulation of the model. The model was composed of the 
following variables and functions: t was the plant age in months 
with t = O at planting; P was the planting date, recorded as 
a month number from 1 to 12, January being 1; a(t) was the 
rate of disease progress due to the age effect; s(t, P) was the rate 
of disease progress due to the season effect; r(t,P) was the rate 
of disease progress due to the effects of both age and season. 
Disease incidence and cassava age. Earlier studies (7) indicated 
that the change in rate of disease incidence with plant age exhibited 
the following trends: the rate was nil within the first month of 
planting; the maximum rate was reached 2 mo after planting; 
the rate decreased between 2 and 6 mo after planting following 
a curvilinear trend; and finally some additional spread still 
occurred in cassava stands older than 6 mo. On the basis of 
this information, we assumed that the monthly rate of increment 
in older plants was equal to that at the sixth month. 
The disease incidence values to calculate a(t) were taken exclu- 
sively in December. This period was chosen because sufficient 
healthy plants remained in plots of the different ages to assess 
the disease increment. Then, for each year of study, disease incre- 
ments between the beginning and the end of December were 
calculated in plots planted in October (2-mo old), September (3- 
mo old), and so on until June (6-mo old). Values of a(t) were 
calculated as: 
where yt is the disease incidence for the age t ,  and yln is the 
disease incidence 2 mo after planting for plots planted in 
November. This allowed a(t) to vary from O to 1. 
It was assumed that the changing rate of symptom expression 
with age could be represented by a function (close to the differ- 
ential formulation of the Weilbull model), with (Y, p, 6, and E 
the parameters to be estimated by nonlinear regression using the 
Systat V statistical software package (22): 
a(t) = O when t 5  1 
a(t)  = a(t - p) exp[--e(t - p)] + 6 when t > 1 (2) 
Disease incidence and planting date. Earlier results (7) indicated 
that the maximum rate of disease progress was reached 2 mo 
after planting and that the change of rate with time was seasonal. 
There was a linear relationship between the rate of symptom 
expression and temperature, and variation of temperature was 
approximated by a sinusoidal function, in general (13), and under 
Adiopodoumé conditions in particular (8). 
Values to calculate s(t ,P) were taken 2 mo after planting when 
t 2, where s(2,P) = ni2, and ni2 is the number of “multiple 
infection units” (sensu Gregory [ 121) occurring during the first 
2 mo of growth, applying the transformation m = -log, (1 - y ) .  
It was assumed that the rate of symptom expression varies with 
season, following a sinusoidal function with a periodicity of 12 
mo (with age in months, P = 1 for January): 
s(2,P) = u + p sin[w (2 + P) + 4) (3) 
where u is the average rate, p is the amplitude around this average, 
4 is the phase, and w = 2 T/ 12 ( ~ 0 . 5 2 )  is the annual periodicity 
after conversion to radians. If u + p sin[w (2 + P) 4- 4 was 
less than O, s(2,P) was set to O. 
The model. Age effect: a(t) n(t - p) exp[--E(t - fi)] 3.6. 
Season effect: s(2,Pj = u 4- p sin[w (2 4- P) -k 41. It was generalized 
that 
s(t,P) = u + p sin[w ( t  + P) + 41 (4) 
For the interaction between age and season effects, it was assumed 
that the rate of disease progress was the net product of these 
two effects; then, when P was fixed 
rdt) = a(t) Sdt) (5) 
The monomolecular model (with a time-dependent function) 
was appropriate to describe epidemics due to primary spread with 
a changing rate with time (1). Then: 
dy/d t  = k rdt) (1 - y )  = ka(t) sdt) (1 - y ) ,  
k being a constant 
dy/dt  = k{a(t - P) exp[--e(t - P)] 4- 6) 
{u + p sin[o ( t  + P) + 4]} (1 - y )  (7) 
This first-order differential equation with separable variables 
had an analytical solution (D. Fargette and K. Vié, unpublished 
results). However, it was routinely solved numerically with the 
Stella II package (18) using the fourth-order Runge-Kutta 
integration method with a step integration time of 1 wk. 
The k value was calculated by successive approximations for 
observed values y, to fit the calculated ones yc so that the linear 
regression between y, and yc had a high coefficient of determina- 
tion, with a slope close to 1 and an intercept close to O (20). 
Estimate of the variation around monthly modeled curves. For 
each month of planting, the age Twas calculated when 50% disease 
incidence was reached. From May to October T was estimated 
to be around 150 days, and 70 days the other months. Then, 
for each month the lower (k,) and upper (kM) limits of k values 
were calculated as: 
k, = log(1- yT,mj/log (1 - yT.1) 
kM =log -yT,M)/log -yT,I) 
where is the simulated value of disease incidence for k = 
1 (modeled disease progress curve), yT,, is the lowest observed 
value of disease incidence, and YT,M is the highest observed value 
of disease incidence at age T. 
Validation of the model. The following steps were followed 
to validate the structure of the model: 1) the set of parameters 
(age and season function parameters) was extracted from the 
experimental data obtained in Tanzania; 2) the k constant was 
calculated as above; 3) the simulated curves derived from equation 
7 (with the new set of parameters) were compared with the 
observed disease progress curves. 
RESULTS 
Rate of disease incidence and age. Regression between cassava 
age and disease incidence (es. 2) had a coefficient of determination, 
R2, of 0.90. The estimates of the parameters were a = 3.01 (0.74), 
/3 = 1.07 (0.03), E = 1.37 (0.03), and 6 = 0.23 (0.06), the figures 
in parentheses being the asymptotic standard errors. The regres- 
sion curve represented the main trends of the change of spread 
with age, i.e., rapid spread apparent in the second month of 
planting followed by a curvilinear decrease, a lower asymptotic 
value being reached afterwards (Fig. 1). However, variation of 
the experimental points remained around the modeled curve, 
which was also reflected by the large residuals and standard errors 
of the parameters, with (Y especially. 
Rate of disease incidence and season. Regression between dis- 
ease incidence after 2 mo of growth and planting date (es. 3) 
had an R2 of 0.64, and the estimates of the parameters were 
u = -0.66 (0.22), the figures 
in brackets b,eing the asymptotic standard errors. The main trends 
0.46 (0.06), p = 0.35 (O.OS), and 
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of the change of symptom expression with season were repre- 
sented, although variation remained around the modeled curves 
as indicated by the large residuals and the standard error of the 
estimates, with 4 especially (Fig. 2). 
The model. The wide range of shapes for r p  ( t )  resulting from 
equation 7 is illustrated in Figure 3 (top). They ranged from 
unimodal curves for November to February plantings to pro- 
nounced bimodal curves between May and July. Despite the wide 
variation of rates, there was a consistent and rapid increase of 
rdt) in the second month of growth followed by a negative expo- 
nential decrease within the six following months. For the 
November to February plantings, this “dampened” the sinusoidal 
season variation, which was then apparent only at the latter stages 
of epidemics, in May to July plantings especially. These curves 
obtained with a step integration time of 1 wk were not substantially 
different when a smaller integration time of 1 day was applied. 
Modeled and experimental curves. The constant k was set to 
1.3. This value, when included in equation 7, gave a good fit 
between observed and calculated disease incidence, with a = 0.70, 
b = 0.14, and R2 = 0.71. The modeled curves through equation 
5 showed diverse shapes (Fig. 3, bottom), with much spread into 
plots planted between November and March and less spread into 
other plots. The modeled curves also represented the overall 
decreasing rate of spread in aging cassava. The initial delay of 
the epidemics, the exponential phase, and the asymptote after 
a plateau for May and June were adequately described. The 
sequence of high then low spreading of epidemics in plots planted 
from May to September, resulting from changes in inoculum 
pressure combined with a decreasing susceptibility to infection 
with age, was also described. Moreover, the actual values of disease 
incidence were also represented, as there was generally a good 
fit between modeled and actual disease progress curves (Fig. 4). 
y=3.01 ( t - l . O 7 ) e x p ( -  1 . 3 7 ( t - 1 . 0 7 ) ) +  0.23 
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Fig. 1. Nonlinear regression between the rate of disease increment and 
cassava age. 
This suggested that the main characteristics of the ACMV 
epidemics were described by the model. 
Estimate of the variation around monthly modeled curves. The 
general shapes of the disease progress curves were represented 
for each month. However, whatever the planting date, variation 
remained between the observed disease progress curve and the 
modeled curves. The extent of the variation was assessed through 
k,  and kM values (Table 1). There was a trend to overestimation 
of the spread in December, January, June, and July and an under- 
estimation in November. The only notable divergence between 
an observed and a calculated curve was in October 1982, a disease 
progress curve that was further atypical by differing substantially 
from the other observed curves. 
Validation of the model. With the data obtained at Kiwanda, 
coefficient of determination R2 of the regression between cassava 
age and the rate of disease incidence through equation 2 was 
0.89. The estimates of the parameters were (Y = 2.63 (0.78), /3 
= 1.08 (0.04), E = 1.31 (0.28), and 6 = 0.24 (0.07) (figures in 
parentheses are the asymptotic standard errors). The coefficient 
of determination of the regression R2 between symptom expression 
and planting date through equation 3 was 0.56, and the estimates 
of the parameters were u = 0.36 (0.06), p = 0.42 (0.08), and 
4 = -0.62 (0.20). Parameter k was set to 2.5, so that the slope 
of the regression was 0.91, and the intercept was 0.07 with a 
coefficient of determination of 0.85. 
This set of parameters was inserted into equation 7, and the 
simulated disease progress curves for Kiwanda were obtained by 
numerical integration. Figure 5 illustrates the observed and calcu- 
lated disease progress curves. The main trends of the epidemics 
and the general pattern of variation of the curves between months 
were represented in the calculated curves whatever the planting 
date. 
’ 
L 
DISCUSSION 
The main advantage of analytical models is their clear structure, 
because they require few equations and only a few parameters 
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Fig. 2. Nonlinear regression between the rate of disease increment and 
planting date. 
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Fig. 3. Variation of the rate r (top) and the disease incidence y (bottom) 
with time for plantings of each calendar month. 
that are easy to estimate and interpret (11,13). Such models have 
been developed successfully for several viral and nonviral plant 
epidemics (1,15,16,20,21). Model evaluation for ACMV was done 
in two steps, through verification and validation (2,20). Verifica- 
tion involved a comparison of the structure and general behavior 
of the model with the real system. With ACMV in Ivory Coast, 
simulated disease progress curves described the main trends of 
the epidemics. On the basis of these curves, we believe that the 
different steps in building the model were adequate: in particular, 
the biological hypotheses were correct, and the mathematical ex- 
pressions to describe them and their interaction were appropriate. 
These modeling studies clearly showed that ACMV disease pro- 
100 
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20 
O 
I C 0  
80 
60 
40 
?O 
O 
O IW 1w 3w 
Days alter planting 
O 100 ?W 3w 
Days alter planting 
Fig. 4. Simulated disease progress curves (bold lines) and observed ones 
(thin lines) for each calendar month of planting at Adiopodoumé (Ivory 
Coast). 
TABLE 1. Lower (k,) and upper (k,) limits of k fitting respectively 
the lower (y,,,) and higher observed disease incidence Cy,) at time T 
Month of planting 
January 
February 
March 
April 
May 
June 
July 
August 
September 
October 
November 
December 
70 
70 
70 
70 
150 
150 
150 
150 
150 
150 
70 
70 
YTJb 
0.61 
0.65 
0.65 
0.60 
0.63 
0.48 
0.36 
0.34 
0.45 
0.60 
0.39 
0.52 
Lower limits 
Y ,  k m  
0.33 0.43 
0.40 0.49 
0.33 0.38 
0.47 0.69 
0.30 0.36 
0.30 0.55 
0.15 0.36 
0.26 0.72 
0.36 0.75 
0.23 0.29 
0.58 1.76 
0.33 0.55 
Upper limits 
YM kM 
0.63 1.06 
0.88 2.02 
0.92 2.41 
0.96 3.51 
0.96 3.24 
0.64 1.56 
0.42 1.22 
0.74 3.24 
0.82 2.87 
0.85 2.07 
0.73 2.65 
0.62 1.32 
number of days after planting. 
bSimulated value of disease incidence for k = 1 at time T. 
gress curves in Ivory Coast were mainly driven by a direct inter- 
action between an overall negative exponential changing sus- 
ceptibility with age and a sinusoidal, temperature-driven, seasonal 
fluctuation in amount of spread from outside sources. 
Results obtained by others at Kiwanda, Tanzania, in a different 
country and at a different time, were used to validate the model 
(19). Secondary spread, as at Adiopodoumé, was limited by the 
systematic removal of all new infections as they occurred, so that 
the epidemics resulted from primary spread. Ecological conditions 
(range of temperature, longitude, latitude, altitude, etc.) and ex- 
perimental setup (cultivar used, experimental design, etc.) differed 
greatly between Kiwanda and Adiopodoumé (see Materials and 
Methods); however, the simulated disease progress curves ade- 
quately described the observed data. Also, the structure of the 
model setup at Adiopodoumé was validated, because the main 
trends of the epidemics observed at Kiwanda were adequately 
represented. Based on that validation, we think that the model 
was robust and adequately described ACMV epidemics in a wide 
range of conditions. 
Decreasing susceptibility to virus infection with age is likely 
to be a general feature of cassava. Parameters of the function 
describing the rate of incidence and age were very close between 
Adiopodoumé and Kiwanda, suggesting that the relationship was 
valid for a wide range of conditions (variety, site, year, etc.). 
Seasonal variation in spread is likely to be found commonly, 
as it has been shown that temperature is a driving force in epi- 
demics of several whitefly-transmitted geminiviruses (8). However, 
differences in the parameter values of the sinusoidal function 
suggest that the parameters should be recalculated in different 
experimental conditions (site, variety, year, etc.). 
Various sources of variation are likely to explain the differences 
between disease progress curves in cassava plots planted on the 
same date in different years. The site and the position of the 
trial site and orientation in relation to prevailing wind (19) affect 
100 
80 
60 
JO 
20 
O 
- - 1  I 
Days after planting Days after planting 
Fig. 5. Simulated disease progress curves (bold lines) and observed ones 
(thin lines) for each calendar month of planting at Kiwanda (Tanzania). 
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1. 
2. 
3. 
3: 
5. 
6. 
7. 
the course of the epidemics. There is also variation in the climatic 
conditions from year to year (3,17); moreover, whitefly numbers 
exhibit weekly variation in addition to monthly trends (4,lO). 
Location of infection sources is also likely to be critical. There 
was less year-to-year variation between epidemics in Tanzania 
than in Ivory Coast, likely reflecting the homogenous source of 
inoculum created by planting the guard row at Kiwanda, whereas 
inoculum source was not controlled at Adiopodoumé (see Material 
and Methods). 
There is a tension in modeling between the pursuit of complexity 
and simplicity, and the degree of sophistication of a model should 
be dictated by the overall objectives (2,ll). Our current objectives 
included the selection of parameters to describe secondary spread 
within plantings and to express the different components of resis- 
tance. Indeed, a preliminary simulator of epidemics has already 
been built and has been used to gain a better understanding of the 
epidemics and as a tool to assess strategies to control ACMV (5). 
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