The topic of this paper is to use an intuitive modelbased approach to design a networked controller for a recent benchmark scenario. The benchmark problem is to remotely control a two-wheeled inverted pendulum robot via WLAN communication. The robot has to keep its vertical equilibrium while tracking some desired positional reference in the 2D plane. Incorporating wireless communication in the control loop introduces multiple uncertainties and affects system performance and stability. The proposed networked control scheme employs model predictive techniques and deliberately extends delays in order to make them constant and deterministic. The performance of the resulting networked control system is evaluated experimentally and compared to local control involving no delays.
I. INTRODUCTION
Advancements in communication and computation technology have led to the concept of Networked Control Systems (NCSs), e.g., [1] , [2] . In a NCS, components are distributed and interact via a communication network. This allows a considerable increase in flexibility, but also raises many design challenges (see e.g., [3] , [4] ). In the case of wireless communication, non-deterministic delays and packet losses are characteristic phenomena.
The purpose of this paper is to apply an intuitive modelbased approach to design a networked controller for a recently suggested benchmark problem. The benchmark, described in detail in [5] , is to remotely control a two wheeled inverted pendulum robot (TWIPR) [6] over a wireless network, see Fig. 1 . To make the benchmark inexpensive and easily reproducible, the widespread platform LEGO Mindstorm EV3 is used to realize the robot. All details regarding plant and controller are publicly accessible at https://github.com/tum-lkn/iccps-release.
The body of the robot is mounted on two wheels, on which two DC motors are splined. The control objective is to keep the robot in its vertical unstable equilibrium position while it is tracking a reference trajectory in the horizontal 2D plane. [7] analyzes this problem using local, i.e., non-networked, Z control. To the best of our knowledge, the design of a networked controller for a TWIPR has not been addressed yet. The proposed networked control scheme is based on two commonly employed approaches [2] : (1) It deliberately extends the actuation delays of the NCS in order to make them constant and deterministic. (2) A sequence of future control inputs is computed from a sequence of model-based state predictions and is sent to the robot via the wireless network. If a control packet is lost, the robot recovers the last received sequence of control inputs and applies the input corresponding to the current instant.
The remainder of this paper is organized as follows: in Section II, a discrete-time linear dynamical plant model is derived and the available sensor information is described. Section III introduces a local controller that is used as a reference for the networked controller developed in Section IV. The performance of both controllers is compared in Section V.
In the following, the set of nonnegative (positive) integers is N 0 (N). The set of real numbers is R. The set of nonnegative (positive) real numbers is denoted R ≥0 (R >0 ). Given a time-dependent real-valued signal x : R ≥0 → R, its first and second derivative with respect to time are denoteḋ x andẍ. Given a vector v ∈ R n , n ∈ N, its transpose is v , while the element in position i ∈ {1, . . . , n} is v i . Given a matrix A ∈ R n×m , its i-th column, with i ∈ {1, . . . , m}, is
II. PROBLEM DESCRIPTION A. Dynamical Model
The continuous-time dynamical model of the TWIPR is derived using a Lagrangian approach. Table I and Table II respectively. Two sketches of the TWIPR from two different perspectives are given in Figure 2a and Figure 2b , which also explain the used sign conventions. The robot moves on a horizontal plane. The system is subject to the following holonomic constraints:
Time dependencies are omitted for the sake of brevity. Additionally, the following non-holonomic constraints hold due to the no-slip condition (see [8] ): 
By neglecting the dependency of the yaw rotational energy on the pitch angle, the translational and rotational kinetic energies can be written, respectively, as
and
while the potential energy, solely determined by the inclination of the body, is U = m B gl sin Θ. The Lagrangian function [9] is found by combining these elements:
which is a function of the six generalized coordinates
The equations of motion can then be determined by
where: Q i is the generalized force acting in the direction of the i-th general coordinate; in the particular case,
where T r and T l are the torques generated by the left and right motor respectively. The DC-motor torques can be expressed as (see [10] ):
where n, R m , K t , and K b are motor parameters contained in Table II , and u l (t) (u r (t)) the voltage applied to the left (right) motor at time t. ∀j ∈ {1, . . . , 3}, λ j is the j-th Lagrangian Multiplier corresponding to the j-th non-holonomic constraint from (1) . ∀i ∈ {1, . . . , 6}, ∀j ∈ {1, . . . , 3}, a ji incorporates the j-th non-holonomic constraint from (1), i.e.
∀i ∈ {1, . . . , 6}, ∀j ∈ {1, . . . , 3}, a ji = ∂α j ∂q i .
, the following relationships can be derived from (1):
By substituting (6)-(9) into (5) and cancelling out the three Lagrangian multipliers, the nonlinear continuous-time dynamics is obtained and can be written in matrix form as
The matrices occurring in (10) are given in Appendix A. If the state vector is defined as
the system (10) can be written as
where f : R 6 × R 2 → R 6 . One equilibrium point for (13) atū(t) = 0 isx = [Φ, 0, 0, 0,γ, 0] , for any arbitraryΦ, γ ∈ R. The nonlinear system (13) can be linearized around x, thus yielding the linear continuous-time dynamicṡ
where
To enforce zero steady-state reference tracking error for the longitudinal movement, the model is augmented with integral action (see [11] ). The augmented state vector is
where A a ∈ R 7×7 and B a ∈ R 7×2 . Since sensors and controller are implemented based on a digital scheme, the system is discretized using the Forward Euler Method with a discretization step T s ∈ R >0 (see [12] ), which yields the discrete-time linear system
B. Sensors and Measurements
The robot is equipped with a single-axis digital gyroscope (mounted on the body) measuring the body pitch rate. Two digital encoders are splined on the two motor shafts and measure the left and the right motor angles. Let ∀k ∈ N,Θ (m) (k) be the measurement coming from the gyroscope,
mr (k) be the left and right encoder measurements, respectively. The states of system (17) can be estimated as follows 1 : 1 A state observer can also be employed, but starting only after the initial manual lifting phase.ρ
whereΘ(−1) = Θ 0 ∈ R,ρ(−1) = 0,Φ(−1) = 0, and γ(−1) = 0. The estimated states (18)-(24) are grouped in a measurement vectorx x x(k).
The quantity b(k) ∈ R denotes an estimate of the gyroscope bias, which is known to be a slowly varying measurement error [13] . Note that it is crucial to compensate this bias, since the integration (19) would otherwise lead to a drift of the estimated pitch angle. An initial bias estimate b(0) is determined by averaging n b ∈ N gyroscope samples while the robot is resting on the table prior to every trial. The estimate is then updated at every sample k ∈ N by
where η b = 0.025. This approach assumes that the long-time average pitch rate is zero, which is a fair assumption for a balancing robot.
C. Reference Signals
Since we want to use the benchmarking system to evaluate controller performance for reference tracking tasks, we must define a reference signal, i.e. ∀k ∈ N, x d (k) ∈ R 7 . To generate reference signals that are smooth and slow enough to be tracked without input saturation, we define sequences of step changes ∀k ∈ N,Φ d (k) ∈ R, γ d (k) ∈ R of the forward velocity and the yaw angle, respectively, and apply a simple low-pass filter to obtain the reference signals, ∀k ∈ N,
, and γ r (−1) =Φ r (−1) = 0. The following reference states are obtained through numerical integration and derivation, i.e., ∀k ∈ N,
Finally, the pre-filtered reference state vector is, ∀k ∈ N,
Note that the reference signals for Θ d (k) andΘ d (k) are constantly zero, which cannot be exactly fulfilled if the robot accelerates and decelerates. In fact, for demanding maneuvers on platforms with more powerful motors, one should generate trajectories that are realizable in the sense that a corresponding input exists for the given nonlinear system model. However, for the slowly varying velocity reference signals considered in this contribution, zero is a close approximation of the corresponding pitch angle and angular velocity.
III. LOCAL CONTROLLER A. Controller Design
Due to limited available input voltages, we choose a linear quadratic regulator (LQR) design, which allows us to balance between tracking performance and control effort [11] . The feedback control law uses the estimated state from Section II-B and has the form
where K ∈ R 2×7 is the control gain matrix obtained by minimizing the cost function
with Q ∈ R 7×7 and R ∈ R 2×2 given in the Appendix. The control gain K is obtained by solving the Algebraic Riccati Equation associated to (26) [14, p. 171 ].
B. Experimental Evaluation of the Local Controller
We define an experiment that facilitates the comparison of performance of different control strategies.
After the aforementioned initial bias calibration, the measurements (18)-(24) are started at T s = 35[ms], and the robot body is lifted manually. As soon as the measured pitch angle reaches a neighborhood of 0, say at discrete-time stepk ∈ N corresponding to timet ∈ R, the loop is closed and (25) is applied for all k ≥k.
The reference steps (cf. Section II-C) are chosen aṡ . Results from an exemplary run of the reference tracking experiment is depicted in Figure 3 .
IV. WIRELESS CONTROLLER
This section briefly describes the architecture of a networked control system (NCS), followed by a more thorough description of the networked controller, and is concluded with the presentation of experimental results.
A. Networked Control System Architecture
A NCS is mainly composed of three parts, as illustrated in Figure 1 : (i) the plant, in this case the TWIPR, equipped with sensors and actuators. It typically has limited computational power, which is often not enough for hosting the controller on-board; (ii) the communication network, in this case a wireless interface employing the W-LAN protocol; (iii) the controller, in this case executed on a computer with reasonable computational power.
B. Information Flow and Timing Analysis
The control cycle of this NCS starts when the TWIPR reads sensor measurements and transmits them to the controller, which computes a proper control input vector and sends it back. The robot applies the given input and starts a new cycle. The delays between these steps are formalized as follows.
t k m : instant when the robot reads from the sensors. In this moment, the control cycle starts. Given a constant sampling time framework, ∀k ∈ N, t k+1 m − t k m = T s ; d k c1 : delay due to sensor reading and transmission preparation; t k sr : instant when the robot transmits the packet to the controller over the wireless channel; d k rh : uplink transmission delay; t k rh : instant when the controller receives the transmitted packet; d k c2 : delay due to the computation of a proper control action and preparation of transmission; t k sh : instant when the controller is ready to transmit back to the robot; d k hr : downlink transmission delay; t k rr : instant when the robot has received the control input from the controller; d k c3 : time the robot needs to process the received data and apply it to the motors; t k a : actuation instant when the robot applies the desired input to the motors; t k a − t k m is the actuation delay of iteration k; t k idle : idle time the robot has to wait until the next control cycle starts. Figure 4 shows a timeline of the k-th control cycle. From a control perspective, two major problems occur in the considered setting. First, there is an actuation delay, i.e. the control input applied at t k a is computed based on data measured at t k m . This actuation delay is time-variant, since, in general, t k1 a − t k1 m = t k2 a − t k2 m , k 1 , k 2 ∈ N. Second, when communicating over wireless channels, packet loss is a common phenomenon.
C. Wireless Controller Design
Under the initial assumption of small delays, control packets reach the robot before an arbitrary timeout
To avoid non-deterministic uncertainties resulting from the time-variance of the actuation delay, we deliberately dilate the processing time d k c3 such that ∀k ∈ N,
In any k ∈ N where (29) holds, by (30), d k c3 > 0. This strategy leads to a larger but constant actuation delay.
We compensate this delay by model-based prediction. Defineǔ(k),ũ(k) andû(k) aš 
where ∀k ∈ N, f u : R 7 → R 2 is the control law.ǔ(k) is the ideal control input based on measurements exactly at time of actuation.ũ(k) is the control input based on the last measurement that is available to the controller.û(k) is a control input, computed based on a statex(t k a ) that is predicted from the last available measurementx(t k m ). The state is predicted by integrating the nonlinear dynamics (13):
If, at a given k ∈ N, (29) does not hold, the control packet is recognized as lost. In that case, we use model-based prediction to compensate such losses. The controller does not know a-priori whether a packet will be lost, Therefore, it calculates and sends a list of M + 1 control inputs, which are computed based on model-based state predictions of the next M +1 steps, where M is chosen larger than the expected maximum number of packet losses. Formally, ∀k ∈ N, the controller computes and sends the control input matrix and, ∀k ∈ N,x(k) =x(t k a ). If the time required to compute (35) on the given computer violates (29), predictions (34) and (37) can be computed using the linearized discretetime system (17), which is computationally faster but less accurate. The control matrix sent to the robot is then
where, ∀k ∈ N, ∀i ∈ {0, . . . , M },
. Define a boolean variable that indicates packet loss:
Then, the most recent control matrix is
and robot applies the appropriate control input with ω(k) := 1 + min l∈{0,...,M }:
being the number of sampling period that have passed since the last control matrix was received. Finally, for the specific hardware under consideration, a backlash occurs between each motor shaft and the respective wheel [15] , which is not captured by the model. We define a nonlinear function f bl : R 2 → R 2 to model the impact of the backlash on the input to the motors. Details are given in Appendix B. The described Networked Control System is implemented with predictions based on the linearized model.
D. Experimental Evaluation of the Networked Controller
First, we analyze stability and robustness of the proposed NCS in the presence of packet losses (see Figure 5 ). The proposed networked control strategy is found to exhibit robustness against up to 3 sequential packet losses, i.e. the controller can maintain stability for for at least 140[ms] without measurement updates.
The reference tracking experiment described in Section III-B is repeated with the proposed networked controller. Result of one trial are given in Figures 6 and 7 . Despite two consecutive double packet losses at t ≈ 3.5[s], measurement noise, multiple occurrences of packet loss, and minimum actuation delay of 35[ms], the robot does not loose stability.
V. PERFORMANCE COMPARISON
We compare the performance of the local and the networked controller for the reference tracking experiment. The local controller has a negligible delay, while the networked controller has an actuation delay of at least 35[ms] and up to 105[ms]. Performance degradation due to these delays is evaluated by three root mean squared error (RMSE) indices defined by
where k 0 , k end ∈ N. These RMSE indices are averaged over a set of ten independent trials. The results are given in Table III . While differences in Φand γ-movement errors are marginal, RMSE Θ is almost twice as large for the networked controller than for the local controller, although still small in magnitude. [5] .
VI. CONCLUSION
We have applied an intuitive networked control strategy to a recently proposed benchmark system. The networked controller is able stabilize the two-wheeled inverted pendulum robot over a wireless channel despite time-varying delays and packet loss.
Future work will be concerned with the development and evaluation of other networked control strategies using the TWIPR benchmark system. 
APPENDIX B Backlash model
The employed backlash model (between each motor shaft and the respective wheel) is based on the dead-zone model presented in [15, p. 55 ]. Let u ∈ R 2 be a desired control input. Due to this phenomenon, the actual control input will be insteadũ ∈ R 2 . Formally, let f bl : R 2 → R 2 be the backlash function, such that u = f bl (u) = f bl (u 1 ) f bl (u 2 ) .
The corresponding univariate function f bl is depicted in Figure 8 . The interested reader can refer to [15] for its analytical version. The employed values for b and m have been identified by fitting the model on experimental data.
