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We propose a stochastic model for the variations in the transfer function for the mobile communica- 
tion environment based on the complex Gaussian distribution. The model is a slight generalization 
of the classical and allows the characteristics of the scenario to be frequency dependent. Under 
the assumptions of this model we show that the group delay and instantaneous Doppler shift 
both follow a Student’s t distribution with two degrees of freedom. 
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1. Preliminaries 
In this section we shall briefly sketch some basic issues and notation in connection 
with the reception of radio signals when moving in the environment. For a compre- 
hensive treatment of these problems, the reader is referred to [9]. 
For our purposes it is convenient to think of a radio signal s as a superposition 
of waves. We write the transmitted signal at time t as 
s(t) = 
I 
00 
e’“‘M(dw) 
-02 
and the received signal s” at time t will then be 
I 
00 
s’(t)= e’“‘H(w)M(dw), 
-02 
where H is the transferfunction. In both these expressions as well as in the remainder 
of this paper, t denotes time and w frequency. 
The transfer function H(w) describes the ‘transmission environment’ or, 
equivalently, the way in which a pure signal-with M concentrated at a particular 
frequency w-is transmitted. This function, and its variations, is the main object of 
our study. We are not interested in the variations of the received signal due to 
random noise. 
The’transfer function itself is a superposition of reflections of the pure signal 
from scatterers in the environment 
H(w) = 1 aV e”” e-‘“‘p, 
u 
(1) 
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where v varies in the set of scatterers, a, is the amplitude modulation, 8, is the phase 
shift and 7, is the deZuy of the signal reflected from the scatterer v. Letting 2 be a 
complex-valued measure with masses z, = a, exp(iO,), the equation (1) can be 
rewritten as 
J 
co 
H(o) = e-‘“‘Z(dT) 
0 
and we will in fact in the sequel consider the scatterers as a continuum such that 
the complex-valued measure in (2) is diffuse. 
The distribution of scatterers will depend on the location of the receiver x, such 
that we can write 
H(w) = H,(w) = 
I 
m 
e-‘“‘Z,(dT). 
0 
When the receiver is moving the location is a function of time x = x(t) such that is 
more appropriate to write 
H(o, t) = J 
Lx 
e-‘“‘Z(dT, t) (3) 
0 
where we have used an obvious notation. 
Now 2 will typically vary in an irregular and erratic manner depending heavily 
on small details in the environment, such that a stochastic model for 2 or, 
equivalently, for H is appropriate. This is also the traditional approach [9]. The 
model that we shall discuss is somewhat more general that the classical one used 
in [9] and [l]. It assumes that: 
The distribution of scatterers Z(., t) evolves in time as a stationary, 
ergodic, complex Gaussian, measure-valued stochastic process. 
We shall give a more precise description of the model in the next section. 
2. The stochastic model 
Formally, the stochastic model under investigation has the following elements: 
(i) Z(., t) is (complex) measure-valued such that for disjoint, bounded intervals 
A,,.. . , Ak on the positive half line, we have 
Z(A, u 1 . .uAk, t)=Z(A,, t)+. . .+Z(Ak, t). 
(ii) Z(., t) is complex Gaussian meaning that if we for bounded intervals 
A,, . . . , Ak, time points tl , . . . , tk and complex constants cl, . . . , ck form the random 
variable 
X = X(A, t) = ; cjZ(Aj, t,), (4) 
j=l 
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this has a univariate complex Gaussian distribution [7,5], i.e. the real and imaginary 
parts of X are independent and identically distributed as X(0, a’), where u2 = 
cr’(A,t). We have let A=(A, ,..., Ak) and t=(t, ,..., tk). 
(iii) The process is stationary in time [4], such that for all h > 0 and A, t as above 
X(A, t+ hl) 2 X(A, t). 
Here, and in the following 2 means that the right- and left-hand side have the 
same distribution. Also 1 = (1, . . . , 1). 
(iv) The process is ergodic in time, such that for any Bore1 subset C of the 
complex plane and A, t as above, 
P(X(A, t) E C) = lim L T 
+ I 
a3 T O*x&X(A, r-t hI)) dh, (5) 
where ,yc is the indicator function of the set C: 
xc(x) = 
1 
1 ifxEC, 
0 if x&C. 
These assumptions, combined with (3) imply that for a fixed point in time t, the 
process H(w, t) is what Cramer [3] calls harmonizable in the frequency w. 
It is a problem of its own interest to give conditions for the distribution of 
scatterers in space that make the above assumptions reasonable. We shall not discuss 
this in detail here since our model is certainly more general than the classical, but 
mention that it is important that the moving object has a constant velocity, that it 
is over a distance that is short enough to make the stationarity (iii) reasonable but, 
on the other hand, so long that the ergodicity (iv) can be retained. The latter demands 
strictly speaking-combined with the assumption of Gaussianity-that there is a 
continuum of delays. In a sense, the ergodicity in (5) is really the definition of P 
and it is the Gaussianity that is a, maybe restrictive, assumption. After all, it is the 
observable variations in time that we want to model and it is therefore indispensable 
that we can interpret probabilities as time averages. 
We now introduce the covariance measure (or, rather, ‘bimeasure’) p as the 
complex quantity 
p(h, A, B) = E[Z(A, rf h)Z(& t)l (6) 
and standard arguments make it possible to extend the definition of sums such as 
those in (4) to integrals in quadratic mean of the type 
X=X(&&P)= 
il 
g(r, t)z(dT, r)p(dr), 
which is well defined whenever the complex-valued function g is smooth, the positive 
measure p has finite mass and the integral below is finite: 
EIX12 = g(T, s)g(rl, t)p(s- t, d7, h)E.L(ds)p(dt) <a. (7) 
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Thus the transfer function in (3) is well defined if the covariance measure has finite 
total mass 
P(0, IO, 4 IO, a <cQ (8) 
which is therefore henceforth assumed. This mass is the average power of the signal 
such that the assumption is not really restrictive. From the definition (6) it follows 
directly that the covariance measure obeys the symmetry 
p(h, A, B) =,4-h, B, A). 
If we then further decompose the covariance measure into its real and imaginary 
parts: 
D(h, A, B) = Re(p(h, A, B)), 
Q(h, A, B) = Im(p(h, A, B)), 
these will satisfy 
D( h, A, B) = D( -h, B, A) 
as well as 
Q(h, A, B) = -N-h, 4 A) 
whereby it follows that 
Q(0, A, A) = 0. 
The component Q is called the quadrature. In the classical model the quadrature 
is zero for h = 0 and the component D is concentrated on the ‘diagonal’, i.e. 
D(0, A, B) = l7(A n B), 
where 17(A) = D(0, A, A) is well known in engineering literature as the average 
delay profile. This corresponds to assuming that the distribution of the effect of 
scatters in delay intervals with A n B = 0 are independent because then, 
E[Z(t,A)Z(t,B)]=II(AnB)=O. 
3. Frequency averages 
The transfer function (3) can be studied for a fixed point in time as a stochastic 
process in the frequency domain. Letting Y(w) = Z-Z(w, t) we can calculate the 
covariance function R of the complex Gaussian process Y. We then get 
m m 
R(w, $) = E[ Y(a) Y($L)l = 
- II 
ei(‘T-‘“u) ~(0, do; dr). (9) 
0 0 
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If /do, * , .) is concentrated on the diagonal-as in the classical model-the process 
is stationary in frequency as well, and the delay profile 17 is the spectral measure 
of the process Y: 
R(w-4)= e-““-@?17(dr). 
I 
00 
0 
It follows from a general result due to Maruyama and Grenander [8, lo] that the 
process Y is ergodic if and only if the spectral distribution function 17 is continuous 
and has density r, say. In the classical model we therefore obtain the remarkable 
result that all probabilities can be interpreted as averages over frequency and not just 
as time averages. 
4. Distribution of phase derivatives 
Central to the following considerations is the observation of the (well-known) fact 
that the power lHO[* = IH(w, t)l’ of the signal follows a X*-distribution with two 
degrees of freedom, being the sum of squares of independent Gaussian variables 
(in engineering terminology, lHOl has a Rayleigh-distribution). 
If we write 
H(w, t) = (H(w, t)l ei’(wx’) 
then 4 becomes the phase of the transfer function. Its derivatives w.r.t. time and 
frequency are important signal characteristics 
and are called the group delay and instantaneous Doppler shzft, the reason being 
expansions as 
H = (H/e i~(r,oo)-i(w-w,)~*... e 
which makes T, approximately the delay as in (1). 
4.1. Group delay 
Before we find the distribution of the group delay we introduce the quantities 
Hk=Hk(o,t)=ik$H(w,t)= TkePioTZ(dT,t), 
I 
m 
0 
where the derivatives are in quadratic mean [4]. These are well defined when 
ukrkp(O, da, dr) < 00. 
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We next introduce 
m co 
m kl = 
li 
akT’ e-iw(‘T-T) ~(0, da, dr) 
0 0 
and have 
E[HkK] = mkl. 
Note that, in the classical model, moo is the average power as in (8) and therefore 
i 
m 
m ki = rk”H(dr) 
0 
such that then mkl are moments of the average delay profile. Also we introduce the 
quantities 
7, = Re(mol)l moo 
and 
oZ = (m,, - 1~1012/moo)/moo. 
The quantity r, is called the eflective delay mean and u, is called the effective delay 
spread. These names stem from the fact that we in the classical model have 
7, = j rH(dr)/jH(dr), 
a~=~(7--7,)21T(dT)/SH(dT), 
which are expressions familiar to communication engineers. We then write tan( 4) = 
Im H/Re H and get by differentiation 
- 
T =ImHImH,+ReHReH, Re(HH,) - - 
e ,H,2 = ,H,2 =Re (HI/Ho). (10) 
Obviously, since the denominator is X*-distributed with only two degrees of freedom, 
the group delay T, can vary considerably. More precisely we have in analogy with 
the classical case such as shown in [2]: 
Theorem 1. The group delay T, follows a Student’s t-distribution with two degrees of 
freedom, scale parameter u,/& and position T,, in other words 
- 
Proof. By complex Gaussian theory [5], the condition distribution of H, given Ho 
is univariate complex Gaussian with mean m,,HO/mO, and variance m,, - 
I mlo12/ moo = mood. But then we get from (10) for the group delay that 
-- 
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But since we know that l&l2 2 $n,,x2(2), we get from standard results and a small 
calculation that 
where U is standard X(0, 1) and independent of the x2 in the denominator. The 
desired result follows. 0 
4.2. Doppler shifl 
To obtain the distribution of the Doppler shift we have to consider the quantity 
fi(w, t) =i H(w, t) = 
i 
‘x 
eeiwT Z(dr, t). 
0 
We do that by using that the stationary process Z has a spectral decomposition 
such that we can write 
I 
m 
H(w, t) = e-‘“‘Z(dr, t) 
0 
CD co 
= 
I I 
e 
-iwi+iBC ~(d~,do) 
-m 0 
I 
m 
= eiet W(w, de). 
--a3 
Strictly speaking it is the spectral decomposition of the process H that directly 
implies that the last expression is valid for H as an L,-integral. In analogy with the 
group delay we now see that also the Doppler shift is distributed as Student’s t with 
two degrees offreedom. The only difference here is that it is the spectral distribution 
function F of the process H(w, a), and its moments, that takes the role of the 
measure D. Here F is given by the relations 
E[H(o, t+ h)H(w, t)] = eieh F(d0, w) = e Piw(uPr) p(h, du, dr). 
The t-distribution of the Doppler shift is well known in the classical case, see for 
example [ 1 l] and [9]. But note that here-as opposed to the classical model-the 
parameters of the distribution of the Doppler shift depend on the frequency w. In 
fact, letting K = -ifi we get as in the previous subsection that 
and obtain by analogy the moments 
Cc m 
poo = moo = F(de, w), PO1 = eF(do, w), Pll' e2F(de, w). 
--oo -cc 
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Thus the parameters of the distribution of the Doppler shift become 
w, = /~POO = j oF(d4 4ljUdR w), 
2 
Ye = Pll -ll~ll~~00=I(e-we)~F(de, d/h@, ~1. 
The t-distribution of the Doppler shift was experimentally confirmed in [6]. 
References 
[II 
PI 
r31 
[41 
[51 
[61 
[71 
181 
[91 
[lOI 
[Ill 
J.B. Andersen, S.L. Lauritzen and C. Thommesen, Statistics of phase derivatives in mobile communi- 
cations, Proc. IEEE Veh. Tech. Conf., Dallas (1986) pp. 228-231. 
J.B. Andersen, S.L. Lauritzen and C. Thommesen, Distributions of phase derivatives in mobile 
communications, IEE Proceedings H: Microwaves, Antennas and Propagation (1990), to appear. 
H. Cramer, On some classes of nonstationary stochastic processes, Proc. 4th Berkeley Symp. on 
Math. Statist. and Probab., Vol. 2 (1961) pp. 57-77. 
H. Cramer and M.R. Leadbetter, Stationary and Related Stochastic Processes (Wiley, New York, 
1967). 
M.L. Eaton, Multivariate Statistics-A Vector Space Approach (Wiley, New York, 1983). 
P. Eggers and J.B. Andersen, Measurements of complex envelopes of mobile scenarios at 450 MHz, 
IEEE Trans. Veh. Technology (38) (2) (1989) 37-42. 
N.R. Goodman, Statistical analysis based on a certain multivariate complex Gaussian distribution 
(an introduction), Ann. Math. Statist. 34 (1963) 152-177. 
U. Grenander, Stochastic processes and statistical inference, Arkiv Mat. l(17) (1950) 195-277. 
W.C. Jakes Jr., Microwave Mobile Communications (Wiley, New York, 1974). 
Cl. Maruyama, The harmonic analysis of stationary stochastic processes, Mem. Fat. Sci. Kyusyu 
Univ. A4 (1949) 45-106. 
S.O. Rice, Statistical properties of a sine wave plus random noise, Bell System Tech. J. 27 (1948) 
109-157. 
