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1. Introduction
Since Dulac [4,5], the problem of center for a plane vector ﬁeld has been studied extensively. The integrability problem
for vector ﬁelds is related to this problem. First, we recall the center problem for the quadratic polynomial vector ﬁelds
in R2 with p : −q resonant singular point:
x˙ = px+ P2(x, y), y˙ = −qy + Q 2(x, y)
or
x˙ = x+ P2(x, y), y˙ = −λy + Q 2(x, y)
where p,q ∈ Z+ , with λ = qp , and P2 and Q 2 are quadratic polynomials. Conditions for the existence of a local analytic ﬁrst
integral H(x, y) = xq yp + · · · (i.e. the existence of a p : −q resonant center) for the system are studied in [2–4,7–9,11].
For the 1 : −2 resonant singular point of degree 2, the integrability problem is completely solved in [7,11], where
necessary and suﬃcient conditions (for 20 cases) are given. In [2], necessary and suﬃcient conditions (for 15 cases) for
linearizable systems are given. Integrabilities and linearizabilities for other resonance cases are studied in [3,7–9].
A real polynomial planar differential system is called a system of the Lotka–Volterra type if it is of the form
x˙ = x(1+ P ), y˙ = y(−λ + Q )
where P and Q are polynomials with real coeﬃcients.
Classical Lotka–Volterra type system, i.e. P and Q are homogeneous polynomials of degree 1, has been studied by many
authors. Concerning the integrabilities, it is studied partially in [9], and completely in [2,3]. For Lotka–Volterra type system
of degree 3, i.e. P and Q are homogeneous polynomials of degree 2, some results are obtained in [10].
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homogeneous polynomials of degree 3, that is system of the form
x˙ = x(1+ P ) = x(1+ a1x3 + a2x2 y + a3xy2 + a4 y3),
y˙ = y(−λ + Q ) = y(−λ + b1x3 + b2x2 y + b3xy2 + b4 y3), (1)
where λ is an integer  2.
A common method to obtain necessary conditions for a center is to compute the saddle numbers, the analogies of
the Poincaré–Lyapunov focus quantities. One calculates the successive terms in the Taylor expressions of the assumed ﬁrst
integral. Then, the saddle numbers Λk are the coeﬃcients of the so-called obstacles to its existence:
H = xq yp + · · · , H˙ =
∑
Λk
(
xq yp
)k+1
.
The Λk are polynomials in the coeﬃcients of the system and can be calculated algorithmically for speciﬁc p and q (see
Section 2, and also [6]). Usually, it is very complicated, which is the main reason of slow progress in the study of the center
problem.
The ﬁrst case about the resonance is the 1 : −2 resonance. Then as in the preceding study of integrability, it is of
importance to ﬁrst study this case. It turns out that the cases of resonance 1 : −(3q−1) have some common facts especially
in the computations of saddle values. So we consider in Section 2 the computations of the saddles values of system (1)
with the resonance 1 : −(3q − 1). Then, we completely solve the integrability problem in the case of 1 : −2 resonance in
Section 3; that is, we prove necessary and suﬃcient conditions for the integrability of system (1) when λ = 2. This case
presents some situations which are different from the general cases. In Section 4, we give some suﬃcient conditions for the
general cases. Finally, we derive necessary conditions in terms of the ﬁrst two saddle values of the general system.
Let us ﬁrst recall some basic deﬁnitions (see also [2] or [8]).
Deﬁnition 1.1. A system of the form
x˙ = x+ f (x, y) = x+ o(∣∣(x, y)∣∣),
y˙ = −λy + g(x, y) = −λy + o(∣∣(x, y)∣∣)
is integrable at the origin if and only if there exists an analytic change of coordinates,
(u, v) = (x+ o(∣∣(x, y)∣∣), y + o(∣∣(x, y)∣∣)), (2)
which transforms the system to
u˙ = uH(u, v) = u(1+ o(∣∣(u, v)∣∣)),
v˙ = −λvH(u, v) = −λv(1+ o(∣∣(u, v)∣∣)),
where H(u, v) is an analytic function in a neighborhood of the origin.
Note: uλv is then a ﬁrst integral of the type introduced by Dulac. In the present paper, the eigenvalues of the linear
systems are integers 1 and −(3q − 1), so system (1) is integrable if and only if it is formally integrable according to [1].
2. Saddle values for the resonance 1 : −(3q− 1)
We shall consider systems with resonance 1 : −(3q − 1), that is systems of the following form
x˙ = x(1+ P ) = x(1+ a1x3 + a2x2 y + a3xy2 + a4 y3),
y˙ = y(−(3q − 1) + Q )= y(−λ + b1x3 + b2x2 y + b3xy2 + b4 y3), (3)
where q is a positive integer.
To compute the saddle values, a common way is to look for a ﬁrst integral in the form of a power series:
H =
∑
nq
H3n, where H3q = x3q−1 y
and for n q + 1,
H3n =
3n∑
k=0
h3n,kx
3n−k yk.
One has
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∑
nq
H˙3n =
∑
nq
∂H3n
∂x
x(1+ P ) + ∂H3n
∂ y
y
(−(3q − 1) + Q )
=
∑
nq
[
∂H3n
∂x
x− (3q − 1) ∂H3n
∂ y
y
]
+
∑
nq+1
[
∂H3n−3
∂x
xP + ∂H3n−3
∂ y
yQ
]
.
For n q + 1,
∂H3n
∂x
x− (3q − 1) ∂H3n
∂ y
y =
3n∑
k=0
(3n − 3qk)h3n,kx3n−k yk,
and
∂H3n−3
∂x
xP + ∂H3n−3
∂ y
yQ =
3n∑
k=0
[
(3n − 3− k)Ph3n−3,kx3n−3−k yk + kQ h3n−3,kx3n−3−k yk
]
=
3n∑
k=0
[An,kh3n−3,k + Bn,kh3n−3,k−1 + Cn,kh3n−3,k−2 + Dn,kh3n−3,k−3]x3n−k yk
where by convention h3k, j = 0 if j < 0 or j > 3k, and
An,k = (3n − 3− k)a1 + kb1, Bn,k = (3n − 2− k)a2 + (k − 1)b2,
Cn,k = (3n − 1− k)a3 + (k − 2)b3, Dn,k = (3n − k)a4 + (k − 3)b4.
Since H3q = x3q−1 y, h3q,k = 0 except h3q,1 = 1, one can determine h3n,k for all n q + 1 and k = nq :
h3n,k = 13(qk − n) (An,kh3n−3,k + Bn,kh3n−3,k−1 + Cn,kh3n−3,k−2 + Dn,kh3n−3,k−3).
The obstacles for H to be a ﬁrst integral are obtained when n = qj and k = j. These are the saddle quantities
Λ j−1 = Aqj, jh3qj−3, j + Bqj, jh3qj−3, j−1 + Cqj, jh3qj−3, j−2 + Dqj, jh3qj−3, j−3,
for j = 2,3, . . . .
Concerning the ﬁrst two saddle values, we have the following result.
Lemma 2.1. The following assertions hold.
(a) The ﬁrst saddle value Λ1 is a homogeneous polynomial in a1,b1,a2,b2 and is of degree 1 in a2,b2 . It is identically zero or of total
degree q.
(b) The second saddle value Λ2 is of the form
Λ2 = Λ(1)2 (a1,b1,a2,b2) + Λ(2)2 (a1,b1,a3,b3)
where Λ(1)2 is a homogeneous polynomial in a1,b1,a2,b2 and Λ
(2)
2 (a1,b1 , a3 , b3) is a homogeneous polynomial in a1,b1,a3,b3
and is of degree 1 in a3,b3 , which is identically zero or of total degree 2q.
Proof. (a) One determines h3n,k as above for all n q + 1, 0 k 3n such that n − qk = 0. For example,
h3(q+1),0 = 0, h3(q+1),1 = −13
[
(3q − 1)a1 + b1
]
,
h3(q+1),2 = 13q − 3
[
(3q − 1)a2 + b2
]
, h3(q+1),3 = 16q − 3
[
(3q − 1)a3 + b3
]
,
h3(q+1),4 = 19q − 3
[
(3q − 1)a4 + b4
]
, h3(q+1),k = 0 for all k 5.
It is easy to see that, for all n q+ 1, h3n,0 = 0 and h3n,1 is a homogeneous polynomial in a1,b1 of total degree n− q. Now,
for n = 2q,
h3n,2 = 1
([
(3n − 5)a1 + 2b1
]
h3n−3,2 +
[
(3n − 4)a2 + b2
]
h3n−3,1
)
.3(2q − n)
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of degree 1 in a2,b2. Hence, for n = 2q, j = 2,
Λ1 =
[
(6q − 5)a1 + 2b1
]
h3(2q−1),2 +
[
(6q − 4)a2 + b2
]
h3(2q−1),1,
which is a homogeneous polynomial in a1,b1,a2,b2 of total degree q and is of degree 1 in a2,b2.
(b) In the same way, one has
h3n,3 = 1
3(3q − n) (An,3h3n−3,3 + Bn,3h3n−3,2 + Cn,3h3n−3,1),
which is a homogeneous polynomial in a1,a2,b1,b2,a3,b3 of total degree n− q and is of degree 1 in a3,b3. Furthermore, it
is of the form
h3n,3 = h(1)3n,3(a1,b1,a2,b2) + h(2)3n,3(a1,b1,a3,b3),
where h(1)3n,3 does not depend on a3,b3 and h
(2)
3n,3 does not depend on a2,b2. Hence, the assertion on Λ2 follows. 
3. Necessary and suﬃcient conditions for the case of λ = 2
The case of 1 : −2 resonance presents some situations which are different from the general cases. We therefore consider
it separately. In the following we prove necessary and suﬃcient conditions concerning the integrability of system (1) with
λ = 2.
In this case, one can determine explicitly the h3n,k as in Section 2 and hence the saddle values as below:
Λn−1 =
[
(2n − 3)a1 + nb1
]
h3n−3,n +
[
(2n − 2)a2 + (n − 1)b2
]
h3n−3,n−1
+ [(2n − 1)a3 + (n − 2)b3]h3n−3,n−2 + [2na4 + (n − 3)b4]h3n−3,n−3.
For n = 2, Λ1 = (2a2 + b2)h3,1 = 2a2 + b2 since H3 = x2 y. So, one obtains a ﬁrst necessary condition for system (1) to be
integrable, as
2a2 + b2 = 0.
Let b2 = −2a2. Using H3, one obtains
H6 = 1
3
(−b1 − 2a1)x5 y + 1
3
(2a3 + b3)x3 y3 + 1
6
(b4 + 2a4)x2 y4.
Hence, one obtains another necessary condition:
Λ2 = 1
3
(
(a1 + 2b1)b3 − (4a1 − b1)a3
)= 0.
We are now in a position to prove the following result.
Theorem 3.1. System (1) with λ = 2 is analytically integrable at the origin if and only if
b2 = −2a2, (a1 + 2b1)b3 − (4a1 − b1)a3 = 0, (4)
and one of the following conditions is satisﬁed:
(i) b1 = a2 = b2 = a3 = b3 = 0;
(ii) (a1 + b1)b4 − 2a1a4 = 0.
Proof. Necessity. We continue the computations as above by using the Computer Algebra system Maple.
By (4), let b2 = −2a2, a3 = (a1 + 2b1)a′3, b3 = (4a1 − b1)a′3. We then obtain
Λ3 = 1
2
b1
(
(a1 + b1)b4 − 2a1a4
)
.
We need necessarily Λ3 = 0 for the system to be integrable.
• If b1 = 0, then we obtain condition (ii).
• If b1 = 0 and (a1 + b1)b4 − 2a1a4 = 0, then a1(b4 − 2a4) = 0. We then compute Λ4 to obtain Λ4 = 13a21a2(2a4 − b4).
Therefore, a2 = 0, so we have b2 = 0 by (4). Finally, we get Λ5 = 427a41a′3(b4 −2a4). Thus, necessarily a′3 = 0, which leads
to condition (i).
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Case (i). System (1) becomes
x˙ = x(1+ a1x3 + a4 y3), y˙ = y(−2+ b4 y3).
The changes of variables x3 = u, y3 = v and the scale t → 3t together yield a new system of the form
u˙ = u(1+ a1u + a4v), v˙ = v(−2+ b4v).
According to Theorem 1 in [7] (or Theorem 7.1 in [2]), the above system is integrable.
Case (ii.1). We ﬁrst suppose that a1 = 0.
Let s = b1a1 . From condition (ii) and (4), we have a4 =
(1+s)
2 b4 and (1+2s)b3 = (4− s)a3, or a3 = (1+2s)a′3, b3 = (4− s)a′3.
If s /∈ {−2,1}, we take α = − 8+s2+s , β = − 5+s2+s . System (1) becomes
x˙ = x
(
1+ a1x3 + a2x2 y + (1+ 2s)a′3xy2 +
1+ s
2
b4 y
3
)
,
y˙ = y(−2+ sa1x3 − 2a2x2 y + (4− s)a′3xy2 + b4 y3).
Then, M = xα yβ is an integrating factor, which converts the system to a new one of the form
x˙ = xα+1 yβ
(
1+ a1x3 + a2x2 y + (1+ 2s)a′3xy2 +
1+ s
2
b4 y
3
)
,
y˙ = xα yβ+1(−2+ sa1x3 − 2a2x2 y + (4− s)a′3xy2 + b4 y3).
The above system has a ﬁrst integral:
H˜(x, y) = x
α+1 yβ+1
β + 1 +
a1
β + 1 x
α+4 yβ+1 + (1+ 2s)a
′
3
β + 3 x
α+2 yβ+3 + (1+ s)b4
2(β + 4) x
α+1 yβ+4
= x−6/(2+s) y−3/(2+s)
[
−2+ s
3
− 2+ s
3
a1x
3 − 2+ s
3
a1x
3 + · · ·
]
.
Therefore, H(x, y) = [±H˜(x, y)]−(2+s)/3 is a ﬁrst integral of the original system, which is analytic in the neighborhood of the
origin, in the form of
H(x, y) = x2 y
[(
±2+ s
3
)−(2+s)/3
+ · · ·
]
.
If s = −2, then b1 = −2a1, b3 = −2a3, b4 = −2a4. System (1) has H(x, y) = x2 y as its ﬁrst integral.
If s = 1, then we have b3 = a3,b4 = a4. System (1) becomes
x˙ = x(1+ a1x3 + a2x2 y + a3xy2 + a4 y3),
y˙ = y(−2+ a1x3 − 2a2x2 y + a3xy2 + a4 y3). (5)
Since the eigenvalues of the above system are nonzero rational numbers, it is analytically integrable if and only if it is
formally integrable. We look for a ﬁrst integral of (5) of the form
H =
∞∑
n=1
un
(
y
x
)
x3n.
We have, by denoting z = yx and u1(z) = z, the following:
H˙ = 3
∑
n2
(−zu′n(z) + nun(z) − a2u′n−1(z)z2 + (n − 1)un−1(z)(a1 + a2z + a2z2 + a4z3))x3n.
Then, we have H˙ = 0 if and only if, for all n 2,
zu′n(z) − nun(z) = −a2z
[
zu′n−1(z) − (n − 1)un−1(z)
]+ (n − 1)un−1(z)(a1 + a2z2 + a4z3).
We now prove that the above differential equation has a polynomial solution in z. Make the change of variables un(z) =
znvn(z). Then, one has
v ′n(z) = −a2v ′n−1(z) + (n − 1)
(
a1
2
+ a3 + a4z
)
vn−1(z).z
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z2
+a3 +a4z and G =
∫
g dz = − a1z +a3z+ a42 z2. Then, it can be proved by induction that vn(z) = Cn,0 + Cn,1G +
· · · + Cn,n−1Gn−1. It is true for n = 1 since v1(z) = 1. Suppose that the assertion is true for n − 1. Then
vn(z) = C˜0 − a2vn−1 + (n − 1)
∫
gvn−1(z)dz
= C˜0 − a2vn−1 + (n − 1)
∫
vn−1(G)dG.
It is clear that un(z) = znvn(z) is a polynomial in z of degree 3n − 2. Hence, H is an analytical ﬁrst integral of (5) in the
neighborhood of the origin.
Case (ii.2). We now consider the case where a1 = 0 but b1 = 0. According to conditions (ii) and (4), we have b4 = 0 and
2b3 = −a3. System (1) becomes
x˙ = x(1+ a2x2 y + a3xy2 + a4 y3),
y˙ = y
(
−2+ b1x3 + b2x2 y − 1
2
a3xy
2
)
. (6)
We remark that M = x−1 y−1 is an integrating factor, which converts the original system to the following:
x˙ = 1
y
+ a2x2 + a3xy + a4 y2,
y˙ = −2
x
+ b1x2 − 2a2xy − a3
2
y2.
This system is Hamiltonian. One can ﬁnd a ﬁrst integral
H˜(x, y) = 2 ln x+ ln y + a2x2 y + a3
2
xy2 + a4
3
y3 − b1
3
x3
and deduces a ﬁrst integral of the original system
H = x2 yea2x2 y+ a32 xy2+ a43 y3− b13 x3 ,
which is analytic at the origin.
Case (ii.3). Finally, we consider the case of a1 = b1 = 0. System (1) becomes
x˙ = x(1+ a2x2 y + a3xy2 + a4 y3),
y˙ = y(−2− 2a2x2 y + b3xy2 + b4 y3). (7)
We look for a ﬁrst integral of (5) in the form of H =∑∞n=1 vn(x)yn with v1(x) = x2. Then
H˙ =
∑
n2
((
xv ′n − 2nvn
)+ a2x2(xv ′n−1 − 2(n − 1)vn−1)
+ a3x2v ′n−2 + x
(
a4v
′
n−3 + (n − 2)b3vn−2
)+ (n − 3)b4vn−3)yn.
Hence, H˙ = 0 if and only if, for all n 2,
xv ′n − 2nvn = −a2x2
[
xv ′n−1 − 2(n − 1)vn−1
]− a3x2v ′n−2 − x[a4v ′n−3 − (n − 2)b3vn−2]− (n − 3)b4vn−3.
It is easy to prove that the above equation has a solution of the form
vn(x) = x2
(
c0 + c1 + · · · + cn−1x2(n−1)
)
.
This completes the proof of the suﬃciency. 
4. Some suﬃcient conditions for the integrability of resonance 1 : −(3q− 1)
We now give some suﬃcient conditions for the integrability of the systems. Recall that we consider a system of the
following form
x˙ = x(1+ a1x3 + a2x2 y + a3xy2 + a4 y3),
y˙ = y(−(3q − 1) + b1x3 + b2x2 y + b3xy2 + b4 y3), (8)
where now q 2 is an integer.
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(1) If q > 2 and
∏q−2
i=1 [(3i − 1)a1 + b1] = 0, then system (8) is integrable.
(2) If F1 = [(3q − 4)a1 + b1]b2 − [(3q − 1)a1 − 2b1]a2 = 0, (3q − 4)a1 + b1 = 0, but a1 = 0, i.e. (3q − 4)a1 + b1 = 0, and a2 = 0,
then system (8) is integrable.
(3) If a2 = b2 = a4 = b4 = 0 and∏q−1i=1 ((6i − 5)a1 + 2b1) = 0, then system (8) is integrable.
(4) If
F1 =
[
(3q − 4)a1 + b1
]
b2 −
[
(3q − 1)a1 − 2b1
]
a2 = 0,
F2 =
[
(6q − 5)a1 + 2b1
]
b3 −
[
2(3q − 1)a1 − b1
]
a3 = 0,
F3 =
[
(3q − 2)a1 + b1
]
b4 − (3q − 1)a1a4 = 0,
then system (8) is integrable.
(5) If a2 = b2 = a3 = b3 = 0, and∏q−1i=0 (3ia1 + b1)∏q−1i=1 ((3i − 2)a1 + b1) = 0, then system (8) is integrable.
Proof. Cases (1) and (2). Let (3i − 1)a1 + b1 = 0 for some 1 i  q− 1. Case (2) corresponds to i = q− 1 and a2 = 0, a1 = 0.
We look for a ﬁrst integral of the form H =∑∞k=1 uk(x)yk . Then
H˙ =
∞∑
k=1
[
u′k(x)y
kx(1+ P3) + kuk(x)yk
(−(3q − 1) + Q 3)]
=
∞∑
k=1
{
x
(
1+ a1x3
)
u′k(x) + k
(
b1x
3 − (3q − 1))uk(x) + 3∑
j=1
(
a j+1x4− ju′k− j(x) + b j+1x3− juk− j(x)
)}
yk.
Hence
x
(
1+ a1x3
)
u′k(x) + k
(
b1x
3 − (3q − 1))uk(x) = − 3∑
j=1
(
a j+1x4− ju′k− j(x) + b j+1x3− juk− j(x)
)
.
Take u−1(x) = 0, u0(x) = 0, u1(x) = x3q−1(1 + a1x3)i−q . It can be proved by induction that the above system has a solution
in the form of
uk(z) =
(
1+ a1x3
)k(i−q)
Ck(x),
where Ck(x) are polynomials of degree  k(3q − 1− 3i) + 3i. In fact, one has
xC ′k(x) − k(3q − 1)Ck(x) = −
(
1+ a1x3
)k(q−i)−1 3∑
j=1
(
a j+1x4− ju′k− j(x) + b j+1x3− juk− j(x)
)
.
By induction, the right-hand side is a polynomial of degree  k(3q − 1 − 3i) + 3i, which yields a solution Ck(x) of degree
 k(3q − 1− 3i) + 3i.
Case (3). Let (6i − 5)a1 + 2b1 = 0 for some 1 i  q − 1. In this case, system (8) becomes
x˙ = x(1+ a1x3 + a3xy2),
y˙ = y(−(3q − 1) + b1x3 + b3xy2).
The changes of variables u = x3, v = xy2 yield a new system (dividing the right-hand side by 3),
u˙ = u(1+ a1u + a3v), v˙ = v
(
−(3q − 1) − (2i − 2)a1u + a3 + 2b3
3
v
)
,
which is linearizable according to Theorem 7.1 in [2]. Hence, the original system is integrable.
Case (4). Let
a2 =
(
(3q − 4)a1 + b1
)
a′2, b2 =
(
(3q − 1)a1 − 2b1
)
a′2,
a3 =
(
(6q − 5)a1 + 2b1
)
a′3, b3 =
(
(6q − 2)a1 − b1
)
a′3,
a4 =
(
(3q − 2)a1 + b1
)
a′4, b4 = (3q − 1)a1a′4.
If (3q − 1)a1 + b1 = 0, then one can ﬁnd an integrating factor for the system in the form of xα yβ .
If b1 = −(3q − 1)a1, then b2 = −(3q − 1)a2, b3 = −(3q − 1)a3, b4 = −(3q − 1)a4, so the system has x3q−1 y as its ﬁrst
integral.
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u˙ = u(1+ a1u + a4v), v˙ = v
(−(3q − 1) + b1u + b4v),
which again is linearizable based on Theorem 7.1 in [2]. 
5. Some necessary conditions for the case of resonance 1 : −(3q− 1)
We now prove some necessary conditions for the integrability of system (8) by providing the ﬁrst two saddle values.
Theorem 5.1. Let q 2, and
F1 =
[
(3q − 4)a1 + b1
]
b2 −
[
(3q − 1)a1 − 2b1
]
a2,
F2 =
[
(6q − 5)a1 + 2b1
]
b3 −
[
2(3q − 1)a1 − b1
]
a3.
If system (8) is integrable then it is necessary that the following conditions are satisﬁed:
(i) F1 = 0 if q = 2; F1
q−2∏
i=1
[
(3i − 1)a1 + b1
]= 0 if q > 2;
(ii) F2
q−1∏
i=1
(
(6i − 5)a1 + 2b1
) q−1∏
i=1
[
(3i − 1)a1 + b1
]= 0.
Proof. We ﬁrst prove that there exists system (8) with the ﬁrst saddle value Λ1 not identically zero. Consider the system
x˙ = x(1+ x3 + a2x2 y),
y˙ = y(−(3q − 1) − (3q − 1)x3). (9)
As we are concerned with the integrability, we can divide the system by 1+ x3 to obtain
x˙ = x
(
1+ a2 x
2 y
1+ x3
)
, y˙ = −(3q − 1)y.
It is well known that the ﬁrst saddle values of the original system and the new one are equivalent, that is, they are the
same up to a constant. To compute the ﬁrst saddle value of the above system, let H(x, y) =∑n hn(x)yn . One has
H˙ =
∑
n1
[
h′n(x)ynx
(
1+ a2 x
2 y
1+ x3
)
− (3q − 1)nhn(x)yn
]
=
∑
n1
[(
xh′n(x) − (3q − 1)nhn(x)
)
yn +
∑
k0
a2h
′
n(x)(−1)kx3k+3 yn+1
]
=
∑
n1
[
xh′n(x) − (3q − 1)nhn(x) +
∑
k0
a2h
′
n−1(x)(−1)kx3k+3
]
yn.
Take h1(x) = x3q−1 and h2(x) =∑k0 ckx3(q+k)+1. Then
xh′2(x) − 2(3q − 1)h2(x) +
∑
k0
a2h
′
1(x)(−1)kx3k+3
=
∑
k0
[(
3(q + k) + 1)ck − 2(3q − 1)ck + (3q − 1)a2(−1)k]x3(q+k)+1.
With ck = (−1)k(3q−1)a23(k−q+1) for k = 0,1, . . . ,q − 2, one has
H˙ = (−1)q−1(3q − 1)a2
(
x3q−1 y
)2 + · · ·
and the ﬁrst saddle value is (−1)q−1(3q − 1)a2 which is not identically zero. We next prove (i) and (ii).
(i) According to Lemma 2.1, the ﬁrst saddle value Λ1 is a homogeneous polynomial in a1,b1, a2, b2. If F1 = 0, a3 = b3 =
a4 = b3 = 0, then by Theorem 4.1(4), system (8) is integrable. Hence, F1 is a factor in the polynomial Λ1. Therefore, for
q = 2, we have Λ1 = F1.
C. Liu et al. / J. Math. Anal. Appl. 388 (2012) 1107–1116 1115For q > 2, if
∏q−2
i=1 [(3i − 1)a1 + b1] = 0, then system (8) is integrable. Hence,
∏q−2
i=1 [(3i − 1)a1 + b1] is a factor of all the
saddle values Λk for k = 1,2, . . . . One has
Λ1 = F1
q−2∏
i=1
[
(3i − 1)a1 + b1
]
as stated in (i), up to a nonzero constant.
(ii) Suppose that Λ1 = 0.
Since
∏q−2
i=1 [(3i − 1)a1 + b1] is a factor for all Λk , we only need to consider the case where
∏q−2
i=1 [(3i − 1)a1 + b1] = 0
but F1 = 0.
We ﬁrst construct a system with Λ2 not identically zero. Consider the following system:
x˙ = x(1+ x3 + a3xy2),
y˙ = y(−(3q − 1) − (3q − 1)x3).
Concerning the integrability, we can divide the system by 1+ x3 to obtain
x˙ = x
(
1+ a3 xy
2
1+ x3
)
, y˙ = −(3q − 1)y.
To compute the ﬁrst saddle value of the above system, let
H(x, y) =
∑
n1
un(x)y
n.
One has
H˙ =
∑
n1
[
u′n(x)ynx
(
1+ a3 xy
2
1+ x3
)
− (3q − 1)nun(x)yn
]
=
∑
n1
[(
xu′n(x) − (3q − 1)nun(x)
)
yn +
∑
k0
a3u
′
n(x)(−1)kx3k+2 yn+2
]
=
∑
n1
[
xu′n(x) − (3q − 1)nun(x) +
∑
k0
a3u
′
n−2(x)(−1)kx3k+2
]
yn.
Take u1(x) = x3q−1, u2(x) = 0 and u3(x) =∑k0 ckx3(q+k) . Then
xu′3(x) − 3(3q − 1)u3(x) +
∑
k0
a3u
′
1(x)(−1)kx3k+2
=
∑
k0
[
3(q + k)ck − 2(3q − 1)ck + (−1)k(3q − 1)a3
]
x3(q+k).
Let ck = (−1)k(3q−1)a33(k−2q+1) for k = 0,1, . . . ,2q − 2. Then
H˙ = −(3q − 1)a2
(
x3q−1 y
)3 + · · ·
and the ﬁrst saddle value is −(3q − 1)a3 which is not identically zero.
Now, according to Lemma 2.1, Λ2 is in the form of
Λ2 = Λ(1)2 (a1,b1,a2,b2) + Λ(2)2 (a1,b1,a3,b3).
With a3 = b3 = a4 = b4 = 0 and according to Theorem 4.1(4), the system is integrable. Hence, Λ(1)2 (a1,b1,a2,b2) = 0.
Then, according to Theorem 4.1(3),
∏q−1
i=1 ((6i − 5)a1 + 2b1) is a factor of Λ2. Finally, according to Theorem 4.1(2), (3q −
4)a1 + b1 is a factor of Λ2. Therefore, Λ2 is in the form of (ii) up to a constant. 
6. Necessary and suﬃcient conditions for the cases of λ = 5 and λ = 8
We conjecture that the suﬃcient conditions given in Theorem 4.1 are also necessary for the integrability of general
systems (8). We are able to prove it by computations using Maple for λ = 5 and 8. In the following, we state these results.
Theorem 6.1. Let q = 2 or 3 (λ = 5 or 8). System (1) is integrable if and only if one of the following conditions is satisﬁed:
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∏q−2
i=1 [(3i − 1)a1 + b1] = 0;
(ii) F1 = F2 = F3 = 0;
(iii) (3q − 4)a1 + b1 = a2 = 0;
(iv)
∏q−1
i=1 ((6i − 5)a1 + 2b1) = a2 = b2 = a4 = b4 = 0;
(v)
∏q−1
i=0 (3ia1 + b1)
∏q−1
i=1 ((3i − 2)a1 + b1) = a2 = b2 = a3 = b3 = 0.
To prove the necessity for case (iv) above, one has to compute the saddle values of order 7.
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