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Abstract-Based on the results obtained in the earlier paper [l], the fuzzy clustering method 
based on perturbation (FCMBP) is further studied and several important results are obtained. First, 
since the fuzzy similarity matrix equation X2 = X is one of the most important basic components 
of the FCMBP approach, the structure of the solutions of this matrix equation is investigated. To 
express the solutions, the concept of fuzzy equivalent standard form is proposed. Second, the existence 
of the globally and locally optimal fuzzy equivalent matrices, which are nearest to the given fuzzy 
similarity matrix, is proved. Third, an effective fuzzy clustering method baaed on the above results 
is proposed. Finally, two examples, which show that the result obtained by the FCMBP method is 
more accurate than that obtained by the transitive closure method, are solved. @ 2003 Elsevier 
Ltd. All rights reserved. 
Keywords--Fuzzy similarity matrix, Fuzzy clustering, Transitive closure, Fuzzy clustering based 
on perturbation. 
1. INTRODUCTION 
The pioneering work for applying the concept of fuzzy cluster analysis was carried out by Ruspini 
in 1969 [2]. Bezdek [3] and Dunn [4] proposed a fuzzy k-means clustering algorithm. Another 
*Author to whom all correspondence should be addressed. 
This work was partially supported by National Science Foundation of China (69674014)(69803010)(863-511-946- 
010). 
0898-1221/03/$ - see front matter @ 2003 Elsevier Ltd. All rights reserved. 
doi: lO.l016/SO898-1221(03)00297-9 
Typeset by 4&-W 
930 Q. HE et al. 
fuzzy clustering method is the transitive closure approach, whose procedure includes the following 
three steps. 
l Step 1. Based on an actual problem, form a fuzzy similarity matrix, R. 
l Step 2. Using a series of transitions, obtain the transitive closure of R, R* = t(R). 
l Step 3. Obtain the final clustering result from R’. 
The problem is that, due to the transition from R to R* = t(R), we cannot be certain that 
the clustering result really reflects the original problem. In order to overcome this difficulty, we 
proposed [I] a fuzzy clustering method based on perturbation (FCMBP), whose main idea is to 
try to find a fuzzy equivalent matrix R#, which is nearest to the fuzzy similarity matrix R by 
means of a fuzzy similarity matrix equation X 2 = X. The final clustering results are obtained 
from R#. 
In the earlier paper [l], the equation X 2 = X was studied and some interesting results were 
obtained. Several other problems such as the parameter system, the system of fundamental 
solutions, and several clustering methods were also investigated. 
After a brief summary of the main results in the earlier paper [l], we wish to investigate the 
following problems based on the earlier results: 
(1) how to express the system of fundamental solutions, 
(2) prove the uniqueness of the parameter system, 
(3) prove the existence of globally and locally optimal fuzzy equivalent matrices, 
(4) find the relationship between the FCMBP method and the transitive closure method. 
2. PRELIMINARIES 
We shall follow the notations used in the earlier paper [l]. The main results in [l] are briefly 
summarized in the following. 
Let y, be the set of nth-order fuzzy similarity matrices, X, be the set of nth-order fuzzy 
equivalent matrices, and S, be a symmetric group. Then we have the following propositions. 
PROPOSITION 2.1. For any X E Y,, we have 
xEx,~xikAxkj~xij, Vlli#j#kln. (1) 
PROPOSITION 2.2. For any (r E S,, X = (zij)nxn, we have the following. 
(i) IfX E Y,, then X0 = (~~(i)~(j))~~~ E Y,. 
(ii) 1f X E X,, then X, = (xc(i)o(j))nxn E X,. 
(iii) If X E X,, then X(&) E X, and X(1&) E X,-,. 
(iv) Let X E y,. If there exists a t E [0, l] and X has a resolution satisfying the following 
conditions: 
(Cl) X(&n) E &n and X(1&) E X,-,, 
(~2) X(&) 1 t and X(1&) 2 t, and 
(~3) X(bn, G) = (t)mx(n-m) and X(4n, 42 = (%nx(n-m), 
then X E X, and we say that X has a resolution structure, where X(Im, I;) = 
(%j)mx(n--m) denotes the matrix consisted of the elements of xij, i E I*, j E I&, and 
others are similarly defined. 
(v) If X E Y,, then X E X, _ X has a resolution structure. 
(vi) The solution of an nth-order matrix equation X2 = X can be represented by n - 1 
parameters. 
For any X E X,, which has obtained the resolution structure for X, we have X(lm) E X, 
and X(1&) E X,-, and call these the first resolution structure. Then, for X(lm) and X(1&), 
we can similarly obtain the resolution structures of X(&) and X(1&). This process is continued 
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until the submatrices become oneorder submatrices. Since every resolving process is carried out 
according to some parameter t, we can illustrate the resolving process by a diagram as follows. 
X(ArJ : t2 
t 
x : t1 -+ X(I$J: t3 
The diagram is called a parameter system with respect to the equation and it represents the 
fact that X is resolved according to tl. Similarly, X(&) can also be resolved according to t2 and 
X(1&) according to t3. Thus, the diagram can be simplified as the following. 
t2 
t 
t1 -+ t3 
After the matrix has been completely resolved in a step-by-step fashion, we obtain a completed 
parameter system of X. The uniqueness of this parameter system and the different resolving 
structures will be investigated in the next two sections. 
3. FUZZY EQUIVALENT STANDARD FORMS 
The resolution structure for a given X E Zt;, is generally not unique. Thus, we need to define 
what is a standard resolution structure. 
DEFINITION 3.1. The resolutipn structure of X obtained by the following process is called a 
standard resolution structure of X, and the process is called a standard resolution process. 
(i) Let t = A{zij : 1 < i # j 5 n}. 
(ii) If t = 1, then X = (l)nxn aud let I,,, = (1) and 1, = {2,3,. . . , n}; if t < 1, then find 
the first column (or row) which contains the most t. Suppose that the column is the joth 
column. Let 
Xi1 j. = Zigjo = ’ ’ ’ Xi,-,jo - t 7 il < i:! < 9 . + in-,, 
and let I& = {il, i2,. ..,i,-,} and&,, = {1,2,3 ,..., n}\1&. 
(iii) Carry out the resolution structure by referring to I,,, and I,$ defined in (ii). Thus, we 
obtained the first standard resolution structure 
(x&4, x (G) 7 x vm, 43 > x (G, An)). 
For any given X E X, and 0 E S,, we transmit X = (zij),,xn into X, = (Xo(i)n(j))nxn. 
Obviously, this is equivalent to interchanging two rows of X as well as two columns. 
PROPOSITION 3.1. For any X E X, and g E S,, there exist a series of the first elementary 
matrices PI, Pz, . . . , P, such that 
x,= P,P,-l.‘.P,P,XP~Pg*‘~P,-1P,, (2) 
where the matrix operation is the same as that in linear algebra. 
PROOF. For u E S,,, let 0 = (is, is+r)(is-i, is) . . (ir, i2), where 
(il, ii), (i2,i3), . . . , (is, i,+d 
are transpositions. Let P(i, j) denote the matrix obtained by using the first elementary transfor- 
mation transmitting identity matrix. 
Let PI = P(il, i2) and P2 = P(i2, is), . . . , P, = P(i,,i,+l). Then we can obtain (3.1). I 
In X,, we define an equivalent relation “N” as follows: 
(VX,Y E A&)(X - Y w 3u E s,, s.t. Y = X,). 
The matrices X,, can be classified by the above equivalent relation. For each equivalent class, 
if we have found a suitable representative matrix, then we can simplify the representation of the 
solution. Thus, the concept of fuzzy equivalent standard form is introduced as follows. 
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DEFINITION 3.2. Let X E X,, X is called a fuzzy equivalent standard form if its lower triangular 
matrix has the following form of blocks. 
(i) For each block, all the elements of the block are equal and the up-right elements are closest 
to the diagonal elements 1. 
(ii) The elements in the upper blocks are bigger than the ones in the lower blocks. 
(iii) The elements in the right blocks are bigger than or equal to the ones in the left blocks. 
(iv) Each block has more rows than columns or the rows and columns are equal. 
(v) The lower triangular is divided into n - 1 blocks. 
EXAMPLE 3.1. The following matrix with the given parameters is a matrix in equivalent standard 
form: 
- 1 t2 t2 t1 t1 t1 t1 t1- 
t2 1 t4 t1 t1 t1 t1 t1 
t2 t4 1 t1 t1 t1 t1 t1 
t1 t1 t1 1 t3 t3 t3 t3 
t1 t1 t1 t3 1 t6 t5 t5 ’ 
tl tl tl t3 t6 1 t5 t5 
t1 t1 t1 t3 t5 t5 1 t7 
-t1 t1 t1 t3 t5 t5 t7 1 - 
which can also be represented by the following diagram: 
t2 - t4 
t 
I t6 3 
I t 
t1 - t3 - t5 - t7- 
where 
0 < t1 < t2 < t4 < 1, 
0 < t1 < t3 < t5 < t7 I 1, 
o<ts<t651. 
For example, the following matrix is in an equivalent standard form: 
- 1 0.2 0.2 0.1 0.1 0.1 0.1 O.l- 
0.2 1 0.6 0.1 0.1 0.1 0.1 0.1 
0.2 0.6 1 0.1 0.1 0.1 0.1 0.1 
0.1 0.1 0.1 1 0.3 0.3 0.3 0.3 
0.1 0.1 0.1 0.3 1 0.9 0.8 0.8 
0.1 0.1 0.1 0.3 0.9 1 0.8 0.8 
0.1 0.1 0.1 0.3 0.8 0.8 1 0.9 
-0.1 0.1 0.1 0.3 0.8 0.8 0.9 1 _ 
REMARK. The different equivalent standard forms obtained by changing the value of t may not 
be equivalent to each other about the relation “N”. 
PROPOSITION 3.2. Let X E X,. If X has a standard resolution structure 
(XUrn)~ x (GJ 7 x L m ,x (G, 474) 1
then the following statements are true. 
(i) 3a E S,, s.t. X0 has the following block matrix form: 
x, = xu9n> x vnz7 CL) 
x (AL An) 1 XU&) . (3) 
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(ii> X(L, I&) = (%x(n-m)r X(4%, 44 = (t)(,-,jxm. 
(iii) Ift = 1, then X = (l)nxn. Ift < 1, then 
(1) m 5 n-m, 
(2) X(L) > &&xn, 
(3) X(G) > W(n-m)x(n-??a), 
or there exists t in X(I&) and s 5 n - 2m, where s is the number oft in the column of 
X(1&) which has the most t. 
(iv) The upright element ‘of X(1&, Im) is nearest to the diagonal element 1. 
PROOF. We shall prove each statement separately. 
(i) In the standard resolving process, we obtain 
I& = (il, iz, . . . , i,-,}, &={1,2,3 ,..., n}\I&. 
Let f-7 = (ii, m + l)(&, m + 2). . . (inem, n). We can prove that X, satisfies (3.2). To 
carry out this proof, we need to consider several different cases. 
l Case 1. a(i) E {m + 1,m + 2,. . . ,n} and o(j) E {1,2,. . . , m}. In this case, IC~(+(~) 
is an element of X(1&, Im). 
l Case 2. a(i) E {1,2,. . . ,m} and o(j) E {1,2,. . . ,m}. In this case, z?++(j) is an 
element of X(&). 
0 case 3. a(i) E {1,2,.. . , m} and a(j) E {m + 1, m + 2,. . . , n}. In this case, z++,(j) 
is an element of X(Im, I&). 
l Case 4. o(i),a(j) E {m + 1,m + 2,. . . ,n}. In this case, zq+(j) is an element of 
X(W 
Thus, we know that (3.2) is true. 
(ii) This result can be directly obtained from Proposition 2.2(iv). 
(iii) If t = 1, then X = (l),xn. 
(1) 
(2) 
(3) 
If t < 1, but m > n - m, then from (ii) we know that in 
[ x:;;q 
there exists a column in which the number of, t is more than n - m, because the 
column comes from a certain column in which the number of t is more than one in 
the column that was chosen in standard resolving process. This is a contradiction to 
Definition 3.1. Thus, m 5 n - m. 
If t < 1, but there exists xi’jl = t, i’ E I,, j’ E Im, then in 
there exists a column in which the number oft is more than n - m, because the 
column comes from a certain column in which the number of t is more than that in 
the column that was chosen in standard resolving process. This is a contradiction. 
Thus, X(&n) > @>mxm. 
If xii > t, Vi E I&, j E I&, then X(1$) > (t)(n+,,)x(n-m). Suppose that X(1&) has 
element t and s > n - 2m, where s is the number of t in the column which has the 
most t. Then s + m > n - m and there are certain columns of 
in which the number oft is more than n-m. This is a contradiction. Thus, s 5 n-2m. 
(iv) The result is obvious. I 
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THEOREM 3.1. For any X E A&, 30 E S, s.t. X, is a fuzzy equivalent standard form. 
PROOF. If n = 1 or n = 2, then the results are obvious. Suppose that the result is true for all 
Ic < n. Let us prove that it is true for Ic = n. In fact, for any X E X,, by Proposition 3.2(i), we 
know that 301 E S,, s.t. X,, has the following block matrix form: 
horn Proposition 2.2(iii), we know that X(lm) E X, and X(1&) E X,-,. Notice that m. < n 
and n - m < n; by inductive hypothesis, there exist 02 E S,, 03 E S,-, such that X(Im)b, 
and X(I&),, are two equivalent standard forms. The ~2, g3 can be regarded as elements of S,. 
Moreover, due to X(lm, 1;) = (t),x(n-m) and X(1&, Im) = (t)cnernjxrnr we cannot change them 
when X,, is transformed by (~2 and 173. So we have 
Let (T = CT~C~S~. By induction and Proposition 3.2, we proved that X, is an equivalent standard 
form. I 
THEOREM 3.2. For any X, Y E A&, X N Y M X and Y have the same equivalent standard 
form. 
PROOF. 
==+ Because X N Y, 30 E S, s.t. X, = Y. Suppose that X has equivalent standard form E. 
Then 301 E S, s.t. X,, = E. Let Q = COO-l. Then Y,, = (YO-I),,, = X,, = E. 
+= If X and Y have the same equivalent standard form E, then 3~71, (~2 E S,, s.t. X,, = 
E = Yo,. Let o = cT1gl. Then X,, = X,;lO1 = (X,,)& = (E),;l = (Yn&l = Y. so 
x NY. I 
COROLLARY 3.2.1. For any X E X,, the equivalent standard form of X can be obtained by a 
series of standard resolving process. Furthermore, the other complete resolving structure obtained 
by nonstandard resolving processes must be equivalent to the equivalent standard form. 
PROOF. The first part of the corollary can be proved easily by means of the definition of standard 
resolving structure and by Proposition 3.2. So we only need to prove the second part. 
For any resolution structure of X, Y, that may not be a standard resolving structure of X, 
denoted by (X(ln), X(1,), X(Im, I&), X(Ik, Im)), there exists 01 E S,, s.t. 
Y =xol = 
[ 
X(Irn) x urn, I&) 
x (I?%4n) 1 X(G) 
Suppose that E is the equivalent standard form of X obtained by ying the standard resolving 
process. Then there exists u2 E S,, s.t. X,, = E. Letting u = u2uT1, we have 
Y, = Y,,,;l = Y,;’ ( > = (X),, = E. (12 
Thus, Y N E. I 
COROLLARY 3.2.2. For any X E X,, there exists a set of first elementary matrices 9, P2, . . , P, 
such that P,P,-1. . . PzPlXP,P2.. . P,-,P, = E, where E is the equivalent standard form of X 
and the matrix operation is the same as that in linear algebra. 
Let X E X,, where [X] is the equivalent class of X. Based on the above result, we know 
that [X] can be represented by the equivalent standard form. 
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4. THE UNIQUENESS OF THE PARAMETER SYSTEM 
For any X E X,, the parameter system obtained by using the different resolving process may 
be different. 
EXAMPLE 4.1. Consider the following matrix: 
A parameter system can be obtained from this matrix by using the above resolving process 
--+ 0.6 
0.9 
t 
---+ 0.1 + 0.8 + 0.9 
Now we can obtain another parameter system by using standard resolving process as follows: 
1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 
0.1 0.1 0.1 0.1 0.8 0.8 0.9 1 
and 
0.2 ---+ 0.6 
where the directions of arrows point from smaller parameters to bigger parameters. 
Clearly, the parameter system of the same matrix may not be the same. The parameter system 
obtained by using the standard resolving process is called the standard parameter system. 
For any X E &, X has a unique standard parameter system. The reason is that X has unique 
equivalent standard form. Conversely, we would like to obtain an equivalent standard form from 
a standard parameter system. 
PROPOSITION 4.1. The block submatrices in the lower triangular of an equivalent standard form 
have the following relations between the number of rows and the number of columns. 
(i) The number of rows in each block of submatrix is equal to the sum of the number of rows 
that are on the right block submatrices near the given block submatrix and 1. If there is 
not any block submatrix at the right, then the given block submatrix h& only one row. 
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(ii) The number of columns in each block submatrix is equal to the sum of the number of 
columns that are in the upper block submatrices near the given block submatrix and 1. 
Hthere‘is not any block submatrix at the upper block, then the column number of the 
given block submatrix is equal to 1. 
PROOF. After completely resolving the matrix, each element except the diagonal elements be- 
longs to one and only one block of submatrix. So we can easily prove the proposition. I 
According to this proposition, we can construct an equivalent standard form which coincides 
to the given parameter system. Thus, we have the following theorem. 
THEOREM 4.1. For any X E X,, we can obtain a unique standard parameter system. Conversely, 
for each given standard parameter system, we can obtain an equivalent standard form that has 
the given standard parameter system. 
The proof is obvious; we shall omit it. 
THEOREM 4.2. If X E X,, then X N Y M X and Y have the same standard parameter system. 
PROOF. X N Y _ X and Y have the same equivalent standard form _ X and Y have the 
same standard parameter system. I 
REMARK. When we say the standard parameter system, we mean the parameter system corre- 
sponding to the standard resolving process. When we say the same parameter system, we mean 
that the figure and the values in the parameter system are the same. 
5. GROUP ACTION ON X, 
Let S, be an nth-order symmetric group, then the group action on the set X,, i.e., 
T : S,, x X,, - XT&, (a, X) - x0. 
This action is just the group action according to the definition in [5]. For any X E X,, let 
Nx = {o E S, : X, = X}. It is easy to see that NX < S,. We call NX the stable transform 
subgroup of S, about X. Notice that [X] denotes the equivalent class of X; then we have the 
following proposition. 
PROPOSITION 5.1. If X E X,, then 
(i) I[XlI = [Sn : Nx]; 
(ii) [X] = {X, : o E S,}; 
(iii) if Xr, X2 E [Xl, then Nx, and N x2 are conjugate subgroups. Moreover, ]Nx, ] = ] Nx2 1. 
Proposition 5.1 can be proved by using the results in 151. 
6. TRANSLATION EQUIVALENT CLASSES 
AND THE STRUCTURE OF Xn 
I Two standard parameter systems are called similar if they have the same diagram, but their 
parameters may not be equal. To handle the problem of similar parameters, we introduce the 
following definition. 
DEFINITION 6.1. We introduce another relation ‘b” in X, as follows: 
X M Y M X and Y have similar standard parameter systems, 
whose relation is an equivalent relation in X,, and will be called a translation equivalent relation. 
For any [X] E L/N, we use the equivalent standard form of X as a representation of [Xl. 
All of the equivalent standard forms together form a set denoted by i&. It is obvious that 
]&I = I&/ N 1. Obviously, %” is also an equivalent relation in &. Thus, we obtain a quotient 
set &/ M. It is easy to see that &/ M is a finite set. 
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PROPOSITION 6.1. Let k(n) = [if,,/ FZ I. Then 
(i) k(1) = 1; 
(ii) 
[n/21 
k(n) = 1 k(m)k(n - m). 
m=l 
(4 
This proposition can be proved by the combined use of the induction principle and the standard 
resolving process. 
EXAMPLE 6.1. Let us examine the matrix in Example 3.1, 
- 1 t2 t2 t1 t1 t1 t1 t1- 
t2 1 t4 t1 t1 t1 t1 t1 
t2 t4 1 t1 t1 t1 t1 t1 
t1 t1 t1 1 t3 t3 t3’ t3 
tl tl tl t3 1 t6 t5 t5 ’ 
tl tl tl t3 t6 1 t5 t5 
t1 t1 t1 t3 fJ5 t5 1 t7 
-t1 t1 t1 t3 t5 t5 t7 1 - 
where 0 5 tl < t2 < t4 I 1, 0 5 tl < t3 < t5 < t7 5 1, 0 I t5 < ik 5 1. 
The matrix is composed of a list of equivalent standard forms. These standard forms are 
equivalent about the relation ‘W’ but they are not equivalent about the relation “-I’. In &/M, 
they belong to the same equivalent class. This shows clearly the difference of the translation 
equivalent concept. 
Let J be the set of all the standard parameter systems. It is obvious that there exists a one-to- 
one correspondence between J and &. So the equivalent relation W can be transplanted into J. 
Let X(T) denote the equivalent standard form which has the standard parameter system T. 
Denote J/ x = {? : T E J} and X(s) = {X(S) : S E $}, w h ere 5 is an equivalent class about 
the relation “M” in J. Define 
where 
cp :Jl M + P ([O, l]n-1) ) 
I Z 
T-9 T, 0 
p.(i;) =(t1,t2 ,..., tn-l)Ib 
satisfies the unequal relation defined by T, i = 1,2,. . ,n - 1, and P([O, l]+‘) is the power set 
of [0, lIneI. The order of ti (i = 1,2,. . . , n - 1) is defined from lower to upper and from left to 
right in the diagram of parameter system T. It is easy to see that cp is an injection. If we define 
ti : J/ M + R,/ L=s, 
L1JI(q=X(q, 
then 1c, is a one-to-one correspondence. 
PROPOSITION 6.2. X, = UcrEs, U+EJ,W U,,+{X(S)o}. 
PROOF. First, let S run over T. Then X(S) runs over all the equivalent standard forms which 
have the similar parameter systems as T. Second, let ? run over J/ =; then X(S) runs over all 
the equivalent standard forms. Finally, let c run over Sn; then X(S), runs over all the fuzzy 
equivalent matrices in A&. So formula (6.2) is true. I 
Denote C(?) = {S : S ’ 1s a parameter system that has the same diagram as T, but its nonequal- 
ities may not be necessarily strictly}. For any S E C(f) and S # ?, from Proposition 2.2(v), 
X(S) is still an equivalent matrix, so that we can obtain the following proposition. 
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PROPOSITION 6.3. X,, = UgES, UF~~,= U,,,,~,I.X(%). 
7. THE EXISTENCE OF A GLOBALLY 
OPTIMAL FUZZY EQUIVALENT MATRIX 
Let 
n-l R 
44B) = , 2 1 C (aij - bide, A,B E Yn. 
\ i=1j=i+1 
For a given R E Y,, we consider whether there exists R# E X,, s.t. 
d (R#, R) = xi$ d(X, R) 
n 
(6) 
THEOREM 7.1. For any R E Y,, there exists R# E X, s.t. d(R#, R) = infxEx,,d(X, R). 
PROOF. From Proposition 6.3, we have 
xi;i d(X, R) = b;“sf inf infz 4X(%, R). 
n n &J/z SEC(T) 
If R and (T are given, then d(X(S),, R) 
Moreover, cp(C(?)) 
can be regarded as a continu;us function on cp(C@)). 
is a closed set in [0, I]‘+‘. So there exists S+ E C(T) s.t. 
Notice that J/ x and S, are both finite sets. So there exists a# E S,, and ?# E J/ M such 
that 
For X(5’+,),++ E X,, there exists R# = X(S+,),# s.t. d(R#, R) = infxc:x, d(X, R). I 
The fuzzy equivalent matrix that is closest to the given similar matrix is called a globally 
optimal fuzzy equivalent matrix. In general, the global optimal fuzzy equivalent matrix may not 
be unique. We can give another proof of the existence of global optimal fuzzy equivalent matrix 
in the next section. Moreover, we can prove the existence and the uniqueness of a locally optimal 
fuzzy equivalent matrix in next section. 
8. LOCALLY OPTIMAL FUZZY EQUIVALENT MATRIX 
PROPOSITION 8.1. There exists an injection from & into Rn(n-1)/2. 
PROOF. For X E &, denote the elements in the lower triangle of X as an n(n - 1)/2 dimension 
vector according to the order of from lower blocks to upper blocks and from left blocks to right 
blocks. Then we obtain an injection between 2, and Rn(n-1)/2. I 
PROPOSITION 8.2. In xn/ Z, each translation equivalent class corresponds to a convex set in 
R7+-1)/2 
PROOF. V/k E &/ x and VXl,X2 E k, XX1 + (1 - X)X2 E k, for all X E [O,l]. So the 
proposition is true. I 
Vk E sm/ x, denote 
c(k)={x:xExn,x+), 5 is the set of parameter systems of ?} . 
We call C(k) the closure of k. 
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PROPOSITION 8.3. C(k) is a bounded closed convex set. 
PROOF. It is obvious that C(i) is a bounded closed set. C(k) * 1s a convex set by Proposition 8.2, 
because the closure of a convex set is a convex set (see [S]). Thus, C(k) is a convex set. I 
THEOREM 8.1. V R E Y,, there exists one and only one R# E C(k) s.t. 
d (R#, R) = inf = 4X, RI, 
X@(X) 
where k E &/ M. 
PROOF. Because in a bounded closed convex set there exists one and only one point which is 
closest to a given point (see [S]), there exists one and only one R# E C(i) s.t. 
d(R#,R) = inf d(X, R). 
xe2(k) 
I 
Using Theorem 8.1, we can give another proof of Theorem 7.1. 
ANPTHER PROOF OF THEOREM I. 1. For given u E S,, from Theorem 8.1, there exists unique X,# 
s.t. 
d(X,#,R) = inf = 
X@(X) 
d(Xo, R) . 
Notice that 
xinn 
n 
Because S, and &J M are both finite sets, there exists R# E X, s.t. 
d (R#, R) = :r& d(X, R). 
n 
COROLLARY 8.1.1. For any R E Yh, there exist at most k(n)n! R# E X, s.t. 
d (R#, R) = xi;i d(X, R). 
n 
The above result can be proved by using Theorem 8.1 and Proposition 6.1. 
9. RELATIONS BETWEEN R AND R# 
Tang [7] obtained the following result. 
Let R E y,, R# be a globally optimal fuzzy equivalence matrix of R. The elements 
of R# excepting aii = 1 are classified into k classes according to whether they are equal 
and denoted by dl,d2,. . . ,dk (k < n - 1). Suppose that the elements in di are equal 
to ti. Classify the elements of R corresponding to Al, dz, . . . , dqk into k classes denoted 
by&,Bz,.. . , &. Let & = {bil, biz, . . , &,}. Then 
t,= bil+biz+...+bi,; 
2 > i=1,2 ,..., k. 
mi 
We generalize the above result and give a proof based on the resolution structure. Furthermore, 
we also point out the value of k. 
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THEOREM 9.1. Let R E y,. If there exists R# E c(x) C A$ s.t. 
d(R#,R) = inf d(X, R), 
xc(k) 
then 
t 
2 
= bil + bi2 + . . . + him, 
3 i=1,2 ,..., n-l, 
mi 
where tl, tz, . . . , t,-1 are parameters in the parameter system of R# and bil, bi2, . . . , bimi are 
elements in R corresponding to ti (i = 1,2,. . . , n - 1) in R#. 
PROOF. V’x E C(k), 
d2(X, R) = (21 - bu)2 + ( 21-b12)2+...+(21-blm1)2 
+ (22 - b21)2 + (52 - b2z)2 + . + (22 - b2,,J2 
+...+ 
+ (X,-I - bn-1,d2 + (X,-I - b,+.)’ + . + (G-I - b,-l,m,-l)2. 
Letf(a,x2,..., x,-l) = d2(X, R). Let us find its minimal point. From 
af - =o, 
dxi 
i=1,2 ,..., n-l, 
we obtain 
xi = 
bil + bi2 + . . . + him; 
I i=1,2 ,..., n-l. 
mi 
Because there exists one and only one minimal point, we have 
t,= bil+biz+...+bim; 
z , i=1,2 ,..., n-l. 
mi 
Based on the above result, we can obtain a procedure for calculating the globally optimal fuzzy 
equivalent matrix as follows. 
l Step 1. Construct a storage of all classes of similar equivalent standard forms, &/ G and 
their parameter systems, J/ M. 
l Step2. LetREY,. 
l Step 3. Let 0 E S,. 
l Step 4. Let k E &/ z:. 
l Step 5. Calculate R,. 
l Step 6. Find bil, bi2,. . . , bimi (i = 1,2,. . . , n - 1) in R, corresponding to ti in k. 
0 Step 7. Calculate 
tl = bil + bi2 + . . + him; 
z I i = 1,2 ,..., n- 1. m 
l Step 8. Check whether ti (i = 1,2,. . , n - 1) satisfies the nonequalities given by k. If 
not, then go to Step 4. If they are, then go to the next step. 
l Step 9. Construct a matrix X’ by using ti (i = 1,2,. . . , n - 1) such that X’ E k and 
calculate d(X’, R,). 
l Step 10. Repeat Steps 4 through 9 until k runs over all classes of similar equivalent 
standard forms. And find X” in all X’ such that d(X”, R,) is the smallest in all d(X’, R,). 
Then go to Step 3. 
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l Step 11. Repeat Steps 3 through 10 until 0 runs over all elements in S,. And find X# in 
all X” (0 E Sn) and a# E S, such that 
d(X#,R,#) =c,i”sf d(Xb,R,).  
n 
l Step 12. Calculate R# = X (&)-I. Then 
d(R#, R) = xire$ d(X, R). 
m 
The above clustering method is an effective method based on the resolution structure:. 
10. RELATIONS BETWEEN TRANSITIVE CLOSURE 
AND FUZZY OPTIMAL EQUIVALENT MATRIX 
In this section, we discuss the relations between transitive closure and the fuzzy optimal equiv- 
alent matrix. We shall present two examples which show that the optimal matrix is nearer to 
the given fuzzy similar matrix than the transitive closure. 
Transitive closure is locally optimal equivalent under the following meaning: 
d(R*, R) = jr$d(X, R). 
We denote the translation equivalent class of R* as k. Then 
4X, R) . 
And we denote the locally optimal fuzzy equivalent matrix of R in C(k) as X#. Then we have 
d(X#,R) = inf 
X>R,XEC(k) 
d(X, R). 
THEOREM 10.1. X# c R*. Fkthermore, X# = R* _ R E X,. 
PROOF. Because R* E X,, we can suppose that the parameters of R* are n - 1 and denote them 
as si, ~2,. . . , s,-1. Suppose X# has n - 1 parameters denoted by tl, t2,. . . , t,-1. It is obvious 
that ti 5 si (i = 1,2,. . . ,n - 1); i.e., X# c R*. And 
X# = R* ++ ti = si, 2=1,2 ,..., n-l, 
uR=X#=R* 
uREX,. 
COROLLARY 10.1. Let R E Y,, and R# be the optimal equivafent matrix of R. Then 
REX,,eR#=Rud(R,R#)=O. 
I 
COROLLARY 10.2. VR E y,, let R# be the optimal fuzzy equivalent matrix of R and R’ be the 
transitive closure of R. Then d(R, R#) < d(R, R*). 
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COROLLARY 10.3. V R E Y,, let R# be the optimal fuzzy equivalent matrix of R and R” be the 
transitive closure of R. Then 
R E X,, ++ R* = R# = R. 
Traditionally, the transitive closure method is commonly used for fuzzy clustering based on a 
fuzzy similar matrix. Using examples, we shall show that the resulting clusters in this transitive 
approach are not as good as those obtained by the FCMBP method. The disadvantages of the 
transitive closure method are illustrated clearly in the following examples. 
EXAMPLE 10.1. Let 
- 1 0.2 0.1 0.5 0.4- 
0.2 1 0.4 0.6 0.2 
R = 0.1 0.4 1 0.3 0.3 . 
0.5 0.6 0.3 1 0.8 
-0.4 0.2 0.3 0.8 1 _ 
We can obtain R’s fuzzy optimal equivalent matrix R# by using the FCMBP method 
- 1 0.283 0.283 0.450 0.450 
0.283 1 0.400 0.283 0.283 
R# = 0.283 0.400 
0.450 0.283 
-0.450 0.283 
1 0.283 0.283 I 
0.283 1 0.800 
0.283 0.800 1 
In this case, d2(R, R#) = 0.306667. Under the translation 
01=31245’ 
( 1 2 3 4 5 
> 
R# changes to the fuzzy equivalent standard form 
- 1 0.400 0.283 0.283 0.283- 
0.400 1 0.283 0.283 0.283 
RzI = 0.283 0.283 1 0.450 0.450 
0.283 0.283 0.450 .l 0.800 
-0.283 0.283 0.450 0.800 1 _ 
The clustering mapping of R# is presented in Figure 1. 
1.000 4 5 1 2 3 
0.800 
0.450 
0.400 
+!--I L 
0.283 I I 
0.000 
Figure 1. FCMBP clustering mapping. 
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The transitive closure of R is 
1 0.5 0.4 0.5 0.5 
0.5 
I 0.4 
1 0.4 0.6 0.6 
R* = 0.4 1 0.4 0.4 
0.5 0.6 0.4 1 0.8 
0.5 0.6 0.4 0.8 ,l 
In this case, &(R,R*) = 0.37. 
Under the translation 
a2=23145’ 
( 1 2 3 4 5 
> 
R* can be changed to its fuzzy equivalent standard form 
- 1 0.4 0.4 0.4 0.4 
0.4 1 0.5 0.5 0.5 
R:, = 0.4 0.5 1 0.6 0.6 
0.4 0.5 0.6 1 0.8 
-0.4 0.5 0.6 0.8 1 
The clustering map of R' is presented in Figure 2. 
1.0 4 5 2 1 
0.8 
0.6 
0.5 
943 
The clustering results depend on the values used for A. For R#, from Figure 1 and letting 
0.0 I 
Figure 2. Clustering map by transitive closure. 
X = 0.45, we obtain the fuzzy clustering result as 
{l, 4,517 (21, (31. 
On the other hand, from Figure 2 and letting X = 0.6, then we obtain the fuzzy clustering result 
for R* as 
(2947 51, {ll, (31. 
Both the -FCMBP fuzzy clustering method and the transitive closure clustering method divide 
the five elements into three clusters. But these clusters are different, because Rfl and R& are 
not in the same translation class. Furthermore, the FCMBP .method obtained a more accurate 
result than that obtained by the transitive closure method, because we have 
d2(R,R#) = 0.306667 < d2(R,R*)= 0.37. 
Thus, the FCMBP method obtained a better transitive closure accuracy. 
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EXAMPLE 10.2. Let 
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R= 
1 0.80 0.69 0.79 0.10 0.10 0.67 0.71 0.64 
0.8 1 0.59 0.64 0.09 0.10 0.51 0.62 0.51 
0.69 0.59 1 0.51 0.12 0.12 0.47 0.44 0.44 
0.79 0.64 0.51 1 0.09 0.09 0.69 0.80 0.82 
0.10 0.09 0.12 0.09 1 0 0.13 0.07 0.10 
0.10 0.10 0.12 0.09 0 1 0.14 0.08 0.10 
0.67 0.51 0.47 0.69 0.13 0.14 1 0.56 0.74 
0.71 0.62 0.44 0.80 0.07 0.08 0.56 1 0.76 
0.64 0.51 0.44 0.82 0.10 0.10 0.74 0.76 1 
We can obtain the R’s fuzzy optimal equivalent matrix R# by using the FCMBP method 
R# = 
1 
0.800 
0.523 0.523 
0.636 0.636 
0.088 0.088 
0.104 0.104 
0.636 0.636 
0.636 0.636 
0.636 0.636 
0.800 0.523 
0.523 
0.523 
0.088 
0.104 
0.523 
0.523 
0.523 
0.636 0.088 0.104 0.636 0.636 0.636 
0.636, 0.088 0.104 0.636 0.636 0.636 
0.523 0.088 0.104 0.523 0.523 0.523 
1 0.088 0.104 0.663 0.780 0.820 
0.088 1 0.088 0.088 0.088 0.088 
0.104 0.088 1 0.104 0.104 0.104 
6.663 0.088 0.104 1 0.663 0.663 
0.780 0.088 0.104 0.663 1 0.780 
0.820 0.088 0.104 0.663 0.780 1 
In this case, d2(R, R#) = 0.286218. Under the translation 
( 
123456789 
O’=453812679’ > 
R# changes to the fuzzy equivalent standard form 
R$ = 
- 1 0.088 0.088 0.088 0.088 0.088 0.088 0.088 
0.088 1 0.104 0.104 0.104 0.104 0.104 0.104 
0.088 0.104 1 0.523 0.523 0.523 0.523 0.523 
0.088 0.104 0.523 1 0.800 0.636 0.636 0.636 
0.088 0.104 0.523 0.800 1 0.636 0.636 0.636 
0.088 0.104 0.523 0.636 0.636 1 0.663 0.663 
0.088 0.104 0.523 0.636 0.636 0.663 1 0.780 
0.088 0.104 0.523 0.636 0.636 0.663 0.780 1 
0.088 
0.104 
0.523 
0.636 
0.636 
0.663 
0.780 
0.820 
1 1 0.088 0.104 0.523 0.636 0.636 0.663 0.780 0.820 
The clustering map of R# is presented in Figure 3. 
The transitive closure of R is 
- 1 0.80 0.69 0.79 0.13 0.14 0.74 0.79 0.79 
0.80 1 0.69 0.79 0.13 0.14 0.74 0.79 0.79 
0.69 0.69 1 0.69 0.13 0.14 0.69 0.69 0.69 
0.79 0.79 0.69 1 0.13 0.14 0.74 0.80 0.82 
R’ = 0.13 0.13 0.13 0.13 1 0.13 0.13 0.13 0.13 
0.14 0.14 0.14 0.14 0.13 1 0.14 0.14 0.14 
0.74 0.74 0.69 0.74 0.13 0.14 1 0.74 0.74 
0.79 0.79 0.69 0.80 0.13 0.14 0.74 1 0.80 
0.79 0.79 0.69 0.82 0.13 0.14 0.74 0.80 1 
In this case, d2(R, R*) = 0.5057. 
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0.82 
0.80 
0.78 
0.665 
0.609 
0.504 
0.109 
0.092 
0 -r 
Figure 3. FCMBP clustering mapping. 
Under the translation 
( 
123456789 
02=563812479’ > 
R* can be changed to its fuzzy equivalent standard form 
. 1 0.13 0.13 0.13 0.13 0.13 0.13 0.13 0.13 
0.13 1 0.14 0.14 0.14 0.14 0.14 0.14 0.14 
0.13 0.14 1 0.69 0.69 0.69 0.69 0.69 0.69 
0.13 0.14 0.69 1 0.74 0.74 0.74 0.74 0.74 
= 0.13 0.14 0.69 0.74 1 0.80 0.79 0.79 0.79 
0.13 0.14 0.69 0.74 0.80 1 0.79 0.79 0.79 
0.13 0.14 0.69 0.74 0.79 0.79 1 0.80 0.80 
0.13 0.14 0.69 0.74 0.79 0.79 0.80 1 0.82 
,0.13 0.14 0.69 0.74 0.79 0.79 0.80 0.82 1 
The clustering map of R* is presented in Figure 4. 
Again, we can compare the clustering results from Figures 3 and 4. For R#, and letting 
X = 0.665, we obtain the following fuzzy clusters from Figure 3: 
U,2), (31, {5H6H4 7,8,9). 
On the other hand, for R*, and letting X = 0.79, we obtain the following fuzzy clusters from 
Figure 4: 
{1,2,4,8,9), (31, {5){6H7). 
Both the FCMBP fuzzy clustering method and the transitive closure clustering method divide 
the nine elements into five clusters. But the clusters are different, because R$ and R& are not 
in the same translation class. Furthermore, the FCMBP method obtained a better accuracy than 
the transitive closure method. We have 
d2 (R, R#) = 0.286218 < d2(R, R*) = 0.5057. 
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1.00 
0.83 
0.82 
0.80 
0.79 
0.74 
0.62 
0.14 
0.13 
0.00 
J 
Figure 4. Clustering map by transitive closure. 
11. CONCLUSIONS 
-T- 
The fuzzy clustering method based on perturbation (FCMBP) is further investigated and 
the clustering results are compared with the transitive closure approach. We started with the 
solutions of the fuzzy similarity matrix equation X2 = X, which can be expressed in a fuzzy 
equivalent standard form. The problem is that the parameter system is not always unique. 
However, for any given fuzzy similarity matrix, the globally optimal fuzzy equivalent matrix 
always exists. This assures that the FCMBP fuzzy clustering method is efficient. Also, the 
FCMBP method is more accurate than the transitive closure method. This accuracy comparison 
is illustrated by the use of two examples. Even though the orders of the matrices in these two 
examples are very low, the inaccuracy still shows clearly. For higher-order problems, the error 
of the transitive closure clustering method would be more serious. Furthermore, the FCMBP 
clustering method is the most accurate method among the clustering methods that is based on 
fuzzy similarity matrix. 
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