When predictive models are used to support complex and important decisions, the ability to explain a model's reasoning can increase trust, expose hidden biases, and reduce vulnerability to adversarial attacks. However, attempts at interpreting models are often ad hoc and application-specific, and the concept of interpretability itself is not well-defined. We propose a general optimization framework to create explanations for linear models. Our methodology decomposes a linear model into a sequence of models of increasing complexity using coordinate updates on the coefficients. Computing this decomposition optimally is a difficult optimization problem for which we propose exact algorithms and scalable heuristics. By solving this problem, we can derive a parametrized family of interpretability metrics for linear models that generalizes typical proxies, and study the tradeoff between interpretability and predictive accuracy.
Introduction
As machine learning models influence a growing fraction of everyday life, from cancer diagnoses to parole decisions to loan applications [1, 2, 3] , individuals often want to understand the reasons for the decisions that affect them [4] . Model interpretability is of significant interest to the machine learning community [5] , even though the lack of a well-defined concept of interpretability [6] means researchers often focus on proxies (e.g. sparsity or coefficient integrality in linear models).
Building "simple" models by optimizing interpretability proxies is a helpful but incomplete way to enhance interpretability. In some cases, practitioners prefer more complex models (e.g. deeper decision trees) because they can be explained and justified in a more compelling way [7] . Recent EU legislation [8] guarantees citizens a "right to explanation," not a right to be affected only by sparse models. But explaining a model in simple terms is a major challenge in interpretable machine learning, because it is typically an ad hoc, audience-specific process. Formalizing the process of model explanation can yield ways to create models that are easier to explain, and rigorously quantify the tradeoff between interpretability and accuracy.
In this paper, we focus on linear models, and explore ways to decompose them into a sequence of interpretable coordinate updates. We propose a general optimization framework to measure and optimize the interpretability of these sequences. We then discuss how to create linear models with better explanations, leading to a natural set of interpretability metrics, and show that we can generalize various aspects of linear model interpretability. In particular,
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• Section 2 introduces coordinate paths and motivates their use to explain linear models.
• Section 3 presents a set of metrics to evaluate the interpretability of coordinate paths and extends them into interpretability metrics for models. This allows us to study the price of interpretability, i.e., the Pareto front between accuracy and interpretability. We show that our metrics are consistent with existing approaches and exhibit desirable properties.
• Section 4 presents both optimal and scalable algorithms to compute coordinate paths and interpretable models.
• Section 5 discusses various practical uses of our framework and other extensions.
Related work
Many interpretable machine learning approaches involve optimizing some characteristics of the model as proxies for interpretability. Examples include sparsity for linear models [9] , number of splits for decision trees [10] , number of subspace features for case-based reasoning [11] , or depth for rule lists [12, 13] . Some approaches optimize these proxies directly, while others fit auxiliary simple models to more complex black-box models [14, 15, 16, 17, 18, 19] .
In the specific case of linear models, the typical interpretability proxy of sparsity (small number of nonzero coefficients) has been a topic of extensive study over the past twenty years [9] . Sparse regression models can be trained using heuristics such as LASSO [20] , stagewise regression [21] or least-angle regression [22] , or using scalable mixed-integer approaches [23] . More recently, another factor of interpretability in linear models has involved imposing integrality on the coefficients [24, 25] , which allows to think of the output as tallying up points from each feature into a final score.
Training low-complexity models often affects predictive accuracy, and the tradeoff between the two can be difficult to quantify [26] . Similarly, the limitations of an ex post explanation relative to the original black box model can be difficult to explain to users [27] . And it is not clear that practitioners always find models that optimize these proxies more interpretable [7] . Recent landmark works [28, 6, 27] have argued that any study of interpretability must include input from human users. The framework we propose is both human-driven and mathematically rigorous, as users can define their own understanding of interpretability and quantify the resulting tradeoff with accuracy.
A Sequential View of Model Construction
Given a dataset with feature matrix X ∈ R n×d and labels y ∈ R n , a linear model is a vector of coefficients β ∈ R d , associated with a cost c(β) that measures how well it fits the data, such as the mean-squared error c(β) = (1/n) Xβ − y 2 (potentially augmented with a regularization term for out-of-sample error).
We will motivate our approach to explaining linear models with a toy example. The goal is to predict a child's age y A given height X H and weight X W . The normalized features X H and X W have correlation ρ = 0.9 and are both positively correlated with the normalized target. Solving the ordinary least squares problem yields optimal coefficients β * = (2.12, −0.94):
with ε the error term. The mean squared error (MSE) of β * is c(β * ) = E ε 2 = 0.25.
Coordinate paths
We propose a framework to construct an explanation of β * by decomposing the model into a sequence of interpretable building blocks. In particular, we consider sequences of of linear models leading to β * where each model is obtained by changing one coefficient from the preceding model. We choose these coordinate steps because they correspond to the natural idea of adding a feature or updating an existing coefficient, and we will show they have interesting properties. We discuss other potential steps in Section 5. Table 1 shows 3 possible decompositions of β * into coordinate steps. This is a natural way to decompose β * , notice for example that decomposition 1a corresponds to introducing the model coefficient by coefficient.
We refer to these sequences of models as coordinate paths. Formally, we define a coordinate path of length K as a sequence of K models β = (β 1 , · · · , β K ) such that β k ∈ S(β k−1 ) for all 1 ≤ k ≤ K, where β 0 = 0, and S(β) is the set of linear models that are one coordinate step away from β, i.e., S(β) = {θ ∈ R d : β − θ 0 ≤ 1}. P K is the set of all coordinate paths of length K, and P = ∪ ∞ K=1 P K is the set of all finite coordinate paths. An explanation of a model β is a coordinate path β ∈ P such that the last model is β. P K (β) is the set of explanations of β of length K (potentially empty), and P(β) is the set of all possible explanations of β (typically infinite).
The examples in Table 1 are all explanations of β * , and it is natural to ask which is the most useful or interpretable one. Formally speaking, it is of interest to define an interpretability loss L(·) on the space of coordinate paths P, such that For any path interpretability loss L(·), it is then easy to consider the interpretability loss L(β) of a model β as the interpretability loss of the best explanation β ∈ P(β), i.e.
How to select a path interpretability loss L(β)? A natural choice is to consider that an explanation is better if it is shorter. Formally, we define the path complexity loss L c (β) = |β|, corresponding to the length of the coordinate path.
For any model β, we can define the corresponding interpretability loss
|β|, which we call model complexity (minimum number of coordinate steps required to reach β). Interestingly, for any model β, L c (β) corresponds to the number of non-zero coefficients of β. The natural metric of coordinate path length thus recovers the usual interpretability proxy of model sparsity.
Consider the different coordinate paths in Table 1 . If we use the interpretability loss L c , i.e., if we consider shorter paths (and thus sparser models) to be more interpretable, then β (path 1a) and β (path 1b) are equally interpretable. Though both paths verify c(β 2 ) = c(β 2 ) = 0.25, we notice that c(β 1 ) = 1.13 < c(β 1 ) = 4.74. Indeed, β 1 is a particularly inaccurate model, as weight is actually positively correlated with age. Since a coordinate path represents an explanation of the final model, the costs of intermediate models should play a role in quantifying the interpretability of a path; higher costs should be penalized. The path complexity loss L c (·) does not consider intermediate model costs at all, and therefore cannot capture this effect.
Incrementality
To explore alternatives to path complexity, consider the example of greedy coordinate paths. where the next model at each step is chosen by minimizing the cost c(·):
This approach is appealing from an explanation standpoint, because we always select the coordinate step which most improves the model. However, many steps may be required to obtain an accurate model (slow convergence).
Returning to toy example (1) and considering only paths of length 2, we compute the greedy coordinate path β greedy by solving (3) twice [21] . Comparing to β from Table 1a , we have c(β Deciding which of the two paths β and β greedy is more interpretable is a hard question. It highlights the tradeoff between the desirable incrementality of the greedy approach and the optimality of the second model. For paths of length 2, there is a continuum of solutions that trade off MSE in the first and second steps, shown in Figure 1 . The next section introduces interpretability losses that formalize this tradeoff. 3 Defining an Interpretability Loss
Coherent Interpretability Losses
In example (1), comparing the interpretability of β and β is easy, because they have the same length and β has a better cost than β at each step. In contrast, comparing the interpretability of β and β greedy is not trivial, because β has a better final cost, but β greedy has a better initial cost.
We can define the cost sequence of a coordinate path β ∈ P K as the infinite sequence
, and c k = 0 otherwise. Then we call a path interpretability loss L(·) coherent if the following conditions hold for any two paths β, β ∈ P with cost sequences c and c .
Condition (a) means that in our modeling framework, the interpretability of a path depends only on the sequence of costs along that path. Condition (b) formalizes the intuition that paths with fewer steps or better steps are more interpretable. Under any coherent interpretability loss L(·) in toy example (1), β is more interpretable than β , but β may be more or less interpretable than β greedy depending on the specific choice of coherent interpretability loss.
In addition, consider a path β ∈ P K and remove its last step to obtain a new path β ∈ P K−1 . This is equivalent to setting the K-th element of the cost sequence c(β) to zero. Since c(·) ≥ 0, we have that c(β) ≤ c(β), which implies L(β ) ≤ L(β). In other words, under a coherent interpretability loss, removing a step from a coordinate path can only make the path more interpretable. We also notice that the path complexity L c (sparsity) is a coherent path interpretability loss.
A Coherent Model Interpretability Loss
Condition (b) states that a path with at least as good a cost at each step as another path must be at least as interpretable. This notion of Pareto dominance suggests a natural path interpretability loss:
In other words, the interpretability loss L α of a path β is the weighted sum of the costs of all steps in the path. This loss function is trivially coherent and extremely general. It is specified by the infinite sequence of parameters α, which specify the relative importance of the accuracy of each step in the model for the particular application at hand.
Defining a family of interpretability losses with infinitely many parameters allows for significant modeling flexibility, but it is also cumbersome and overly general. We therefore propose to select α k = γ k for all k, replacing the infinite sequence of parameters (α 1 , α 2 , . . .) with a single parameter γ > 0. In this case, following 2, we propose the following interpretability loss function on the space of models.
Definition 1 (Model interpretability). Given a model
By definition, L γ is a coherent interpretability loss. The parameter γ captures the tradeoff between favoring more incremental models or models with a low complexity, as formalized in Theorem 1.
Theorem 1 (Consistency of interpretability measure). Assume that c(·) is bounded and nonnegative.
(a) Let β
(b) Given models β
Intuitively, in the limit γ → +∞, (a) states that the most interpretable models are the ones with minimal complexity, or minimal costs if their complexity is the same. (b) states that in the limit γ → 0 the most interpretable models are the ones that can be constructed with greedy steps. All proofs are provided in the supplement.
The Price of Interpretability
Given the metric of interpretability defined above, we want to compute models that are Pareto-optimal with respect to c(·) and L γ (·) (more generally L α (·)). Computing these models can be challenging, as our definition of model interpretability requires to optimize over paths of any length. We can get around this if we can at least find the most interpretable path of a fixed length K, i.e.,
Indeed, the following result shows that we can compute Pareto-optimal solutions by solving a sequence of optimization problems (7) for various K.
Proposition 1 (Price of interpretability). Pareto-optimal models that minimize the interpretability loss L α and the cost c(·) can be computed by solving the following optimization problem:
where λ ∈ R is a tradeoff parameter between cost and interpretability.
Notice that the inner minimization problem in (8) is simply problem (7) with appropriate modifications of the coefficients (α 1 , . . . , α K ). We can use this decomposition to compute the price of interpretability in the toy problem (1), with the interpretability loss L γ chosen such that γ = 1. Figure 2 shows all Pareto-optimal models with respect to cost (MSE) and interpretability loss.
By defining the general framework of coordinate paths and a natural family of coherent interpretability loss functions, we can understand exactly how much we gain or lose in terms of accuracy when we choose a more or less interpretable model. Our framework thus provides a principled way to answer a central question of the growing literature on interpretability in machine learning. The price of interpretability The dashed line represents Pareto-optimal solutions that cannot be computed by this weighted-sum method [29] . Note that the front is discontinuous. The number of steps in the corresponding optimal coordinate paths is respectively 0, 1, 2, 3 for the blue, orange, green and purple segments. The inset table describes several interesting Pareto-optimal models.
Computing the Price of Interpretability

Algorithms
Optimal. Given the step function S(·) and the convex quadratic cost function c(·), problem (7) can be written as a convex integer optimization problem using special ordered sets of type 1 (SOS-1 constraints), and solved using Gurobi or CPLEX for small problems:
where β 0 designates the starting linear model.
Local improvement. In higher-dimensional settings, or when K grows large, the formulation above may no longer scale. Thus it is of interest to develop a fast heuristic for such instances.
A feasible solution β to problem (9) can be written as a vector of indices i ∈ {1, . . . , d} K and a vector of values δ ∈ R K , such that for 0 ≤ k < K,
The vector of indices i encodes which coefficients are modified at each step, while the vector of values δ encodes the value of each modified coefficient. Thus problem (9) can be rewritten as
where e i designates the i-th unit vector. The inner minimization problem is an "easy" convex quadratic optimization problem, while the outer minimization problem is a "hard" combinatorial optimization problem. We propose the following local improvement heuristic for the outer problem: given a current vector of indices i, we randomly sample one step κ in the coordinate path. Keeping all i k constant for k = κ, we iterate through all d possible values of i κ and Step k On the right we compare the coordinate path with the forward stagewise path which greedily selects the best β k+1 given β k , and the "direct" path, which adds the optimal least squares coefficients one by one. The direct method is only good when all the coefficients have been added, whereas the greedy approach is good at first but then does not converge. The coordinate path is willing to make some suboptimal steps in preparation for very cost-improving steps.
obtain d candidate vectorsî. For each candidate, we solve the inner minimization problem and keep the one with lowest cost. A general version of this algorithm, where we sample not one but q steps at each iteration, is provided in the supplement.
Results
Optimal vs heuristic. In order to empirically evaluate the local improvement heuristic, we run it with different batch sizes q on a small real dataset, with 100 rows and 6 features (after one-hot encoding of categorical features). The goal is to predict the perceived prestige (from a survey) of a job occupation given features about it, including education level, salary, etc.
Given this dataset, we first compute the optimal coordinate path of length K = 10. We then test our local improvement heuristic on the same dataset. Given the small size of the problem, in the complete formulation a provable global optimum is found by Gurobi in about 5 seconds. To be useful, we would like our local improvement heuristic to find a good solution significantly faster. We show convergence results of the heuristic for different values of the batch size parameter q in Table 2 . For both batch sizes, the local improvement heuristic converges two orders of magnitude faster than Gurobi. With a batch size q = 2, the solution found is optimal.
Insights from a real dataset. We now explore the results of the presented approach on a dataset from the 1998-1999 California test score dataset. Each data point represents a school, and the variable of interest is the average standardized test score of students from that school. The ten continuous features and the target variables are centered and rescaled to have unit variance.
In our example, we assume that we already have a regression model available to predict the number of trips: it was trained using only the percentage of students qualifying for a reduced-price lunch. This model has an MSE of 0.122 (compared to an optimal MSE of 0.095). We would like to update this model in an interpretable way given the availability of all features in the dataset. In our framework, this corresponds to problem (9) where β 0 is no longer 0 but the available starting model. In Figure 3 we study one particular coordinate path on the Pareto front of interpretability and efficiency. The path (and the new model it leads to) is shown in Figure 3a . It can be obtained from the original model in just four steps. First we add the district average income with a positive coefficient, then we correct the coefficient for reduced-price lunch students to account for this new feature, and finally we add the percentage of English learners and the per-student spending. The final model has an MSE of 0.097 which is near-optimal. When we compare this path to other methods (see Figure 3b ) we see that our interpretable formulation allows us to find a good tradeoff between a greedy formulation and a formulation that just sets the coefficients to their final values one by one.
A General Framework
Different Steps for Different Notions of Interpretability
So far, we have focused exclusively on paths in which linear models are constructed in a series of coordinate steps. However, the choice of what constitutes a step is ultimately a modeling choice which encodes what a user in a particular application considers a simple building block. Choosing a different step function S(·) can lead to other notions of interpretability. For instance, choosing S SLIM (β) = {θ : β − θ 0 ≤ 1, β − θ 1 ∈ Z} imposes integer coordinate updates at each step. This is related to the notion of interpretability introduced by the score-based methods of Ustun and Rudin [25] . Another way to think about score-based methods is to choose S SLIM (β) = {θ : β − θ 0 ≤ 1, β − θ 1 ∈ {0, 1}}, which imposes that each step adds one point to the scoring system. The fundamental idea of optimally decomposing models into a sequence of simple building blocks is general, and can be applied not only to more general linear models (e.g. ridge regression or logistic regression by suitably modifying the cost c) but also to other machine learning models in general (for example, a decision tree can be decomposed into a sequence of successive splits).
Human-in-the-loop Model Selection
Viewing a coordinate path as a nested sequence of models of increasing complexity can be useful in the context of human-in-the-loop analytics. Consider the problem of selecting a linear model by a human decision maker. For example, consider a city planner that would like to understand bike-sharing usage in Porto, by training a linear model using a dataset from the UCI ML repository [30] , where each of the 731 data points represents a particular day (18 features about weather, time of year, etc.), and the variable of interest is the number of trips recorded by the bike-sharing system on that day. The decision-maker may prefer a sparse model, but may not know the exact desired level of sparsity. Given a discrete distribution on the choice of the level of sparsity K : p k = P({k will be chosen by the decision maker}), we can choose α k = p k and solve (7) to find paths β that minimize the expected cost E k [c(β k )].
In Table 4a , we show the path β obtained by assuming that the desired level of sparsity is uniformly random between 1 and 7. We can compare the result to a sequence of linear models obtained using LASSO to select an increasing set of features, shown in Table 4b . The expected costs are respectively 0.145 and 0.150, and the MSE is essentially the same as each step. The two sequences also use almost the same features, in a similar order. However, the coordinate path can be read much more easily: because only one coefficient changes at each step, the whole path can be described with Θ(K) parameters, while the path constructed using LASSO/sparse regression needs Θ(K 2 ) parameters.
Proof of part (a). As c(·) is bounded, we have cmax ∈ R such that 0 < c(·) ≤ cmax.
Let m + ∈ P(m + ) be a path of optimal length to the model m + , i.e., |m 
where (12) follows from the definition of model interpretability, (13) is just a development of the previous equation, and (14) just bounds the first sum and uses m + |m + | = m + for the middle term.
If Lc(m + ) < Lc(m − ), we have |m + | < |m − |, and therefore the last sum in (14) is not empty and for γ ≥ 1 we can bound it:
Therefore, for γ ≥ 1 we have:
This bound is valid for all the path m − leading to m − , in particular the one with optimal interpretability loss, therefore we have (for γ ≥ 1): 
We now look at the case Lc(m + ) = Lc(m − ) and c(m + ) < c(m − ). For γ ≥ 1, we can easily bound parts of equation (14): 
Putting it back into (14), we obtain (for γ ≥ 1)
This bound is independent of the path m − leading to m − , therefore we have
which ends the proof.
Proof of part (b). Consider two paths m + , m − ∈ P, such that c(m + ) c(m − ). By definition of the lexicographic order, either the two paths are the same (in that case the theorem is trivial), or there exist K ≥ 1 such that:
We have:
where (23) 
which completes the proof. The very end of the theorem is an immediate consequence.
B Proof of Proposition 1
Proof. First, a solution of min is Pareto optimal between the cost c(·) and the interpretability Lα(·) as it corresponds to the minimization of a weighted sum of the objectives. Furthermore, we can write 
C Local improvement algorithm
