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We analyze the spin transport through a finite-size one-dimensional interacting wire connected to
noninteracting leads. By combining renormalization-group arguments with other analytic consid-
erations such as the memory function technique and instanton tunneling, we find the temperature
dependence of the spin conductance in different parameter regimes in terms of interactions and the
wire length. The temperature dependence is found to be nonmonotonic. In particular, the system
approaches perfect spin conductance at zero temperature for both attractive and repulsive inter-
actions, in contrast with the static spin conductivity. We discuss the connection of our results to
recent experiments with ultracold atoms and compare the theoretical prediction to experimental
data in the parameter regime where temperature is the largest energy scale.
I. INTRODUCTION
The transport of spin, instead of electric charge, is the
basis of the field of spintronics [1]. Devices utilizing spin
current can potentially be made more compact and con-
sume less power than electronics devices. Some such de-
vices are already in use, including magnetic memories
and magnetic field sensors, and various new materials
are currently investigated for spintronics applications [2].
Spin transport has raised interest also more generally,
and has been probed for instance in experiments with
ultracold atoms. Trapping ultracold atomic gases in op-
tical potentials allows to study the transport of spin in
highly controllable and tunable environments [3–8]. The
internal states of atoms can be used to emulate the spin
degree of freedom.
Spin current is related in linear response to the appli-
cation of a magnetic field gradient. In the case of free
particles, spin current is perfectly conducted, with an in-
finite static conductivity, whereas interactions between
particles in different spin states lead to spin diffusion
and to a finite spin conductivity. For an infinite system,
conductivities can be computed using the Kubo formula
[9]. For a mesoscopic system attached to reservoirs, on
the other hand, formalisms such as Landauer-Bu¨ttiker
[10–12] or its generalizations to interacting particles [13]
are usually employed. In this case, the relevant quan-
tity describing transport through the system is conduc-
tance. These transport quantities are affected by the
interactions between particles. A related quantity, spin
drag, arises when interactions between particles in dif-
ferent spin states lead to a friction between the different
spin components.
Spin drag is analogous to the Coulomb drag between
electrons [14], demonstrated in experiments with elec-
trons in two two-dimensional layers separated by a tun-
nel barrier. Spin drag was proposed to occur when the
∗ anne-maria.visuri@unige.ch
layer degree of freedom is replaced by the spin [15], and
was observed experimentally in a two-dimensional elec-
tron gas [16]. Spin drag reduces the total spin current
and is therefore relevant for spintronics applications. In
real materials, spin drag effects are screened by relaxation
mechanisms such as scattering from phonons or impuri-
ties. Such mechanisms are not present in cold-atom ex-
periments and the damping of spin currents is solely due
to interactions. Spin drag has indeed been probed re-
cently also in experiments with cold atoms [4, 5, 17]. In
particular, a setup with a quantum point contact between
two atom cloud reservoirs was used to measure spin and
particle conductances and the spin drag [5].
Motivated by these recent transport experiments with
ultracold atoms [5, 18], we consider a finite one-
dimensional quantum wire connected to leads. Given the
one-dimensional nature of the problem, spin and charge
are decoupled, and the charge sector is described by a
Tomonaga-Luttinger liquid (TLL) [19]. The charge con-
ductance of a TLL wire of finite length can be calculated
exactly [20–22] and was shown, in the case of noninter-
acting leads, to be equal to the conductance quantum.
We consider here the case of spin transport in such a
wire. For the spin sector, the presence of backscattering
between opposite spins directly affects transport even if
the wire is perfectly invariant by translation. We com-
pute the spin conductance and spin drag as a function
of the interactions, the length of the wire, and temper-
ature. We discuss possible consequences for cold-atom
experiments and, in particular, compare our results to
experimental data which is available in the regime where
temperature is the highest energy scale [5]. We use renor-
malization group to analyze the spin Hamiltonian in dif-
ferent parameter regimes, defined in terms of the wire
length, superfluid coherence length, and thermal length.
The temperature dependence of the spin conductance in
these different regimes is found by perturbative calcula-
tions. One of the central results of the paper, shown in
Fig. 3, is a nonmonotonic dependence of the spin con-
ductance on temperature.
In the following sections, Sec. II introduces the micro-
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2scopic model and the effective low-energy field-theory de-
scription as well as the quantities used for characterizing
spin transport. Sections III to V discuss the spin con-
ductance at high, intermediate, and low temperature, re-
spectively, based on renormalization group analyses and
perturbative calculations. Finally, Sec. VII summarizes
the behavior of the spin conductance in the different pa-
rameter regimes discussed in Sec. III–V. Conclusions are
presented in Sec. VIII and technical details in the appen-
dices.
II. MODEL
A. Interacting particles in a quantum wire
We consider a geometry where an interacting wire of
finite size L is connected to infinite, noninteracting leads
on either side, as shown in Fig. 1. We model Fermi-liquid
leads as one-dimensional noninteracting systems with the
corresponding parameters of the bosonized Hamiltonian
(see Sec. II C). In the related experiments [5, 18], the
particle reservoirs have attractive interactions but are at
a finite temperature. If the temperature is above the spin
gap, one can expect the effects of pairing to be negligible,
so that noninteracting leads are a reasonable description.
The leads enter the calculation of the conductance only
in the zero-temperature limit of Sec. V, whereas at high
and intermediate temperatures, as defined in Sec. II D,
only the finite length of the wire plays a role and leads
do not need to be considered explicitly.
FIG. 1. The one-dimensional wire is coupled to Fermi-liquid
(FL) leads, modeled by noninteracting 1D systems. The in-
teracting wire is described by the sine-Gordon (s-G) model,
as discussed in Sec. II C. The wire region has a finite length
L whereas the leads are infinite. In the leads, Kσ = 1 and
y1⊥ = 0, corresponding to noninteracting particles, and in the
wire interactions lead to Kσ 6= 1 and |y1⊥| > 0 (see Sec. II C).
B. Spin conductance and spin drag
The main quantities of interest in this study are the
spin conductance, spin conductivity, and spin drag. Con-
ductivity characterizes the linear current response to an
external field – an electric field in the case of charge con-
ductivity and a magnetic field gradient in the case of spin
conductivity. Conductivity, which measures the response
in the thermodynamic limit, is usually related to the con-
ductance G of a wire of finite length L as G = σ/L. In
the case of two spin components, the linear response re-
lation for conductance can be written in matrix form as
(
I↑
I↓
)
=
(
G↑↑ Γ
Γ G↓↓
)(
∆µ↑
∆µ↓
)
. (1)
The differences in chemical potential across the wire are
denoted by ∆µ↑,↓ for spin-up and spin-down particles,
and the corresponding currents by I↑,↓. We denote the
cross-conductance, or spin drag, by Γ. Physically, spin
drag gives the proportionality of a spin-down current to
a voltage on particles with spin up, or vice versa, whereas
G↑↑(↓↓) gives the proportionality of a current of one spin
species to a voltage on the same species. In a recent
experiment, such spin-dependent chemical potential dif-
ferences were realized as different spin population imbal-
ances in two atom cloud reservoirs on either side of a
quantum point contact [5].
Instead of the transport of spin-up and spin-down par-
ticles, we focus on the transport of the collective de-
grees of freedom, charge and spin, as discussed in the
following section. Conductance can be defined for charge
and spin in terms of the above quantities as Gρ,σ =
(I↑ ± I↓)/(∆µ↑ ± ∆µ↓). Here, the upper sign refers to
charge, denoted by ρ, and the lower one to spin σ. The
spin drag is now given by Γ = (Gρ−Gσ)/2, and we evalu-
ate the charge and spin conductances using the bosoniza-
tion description.
C. Bosonization
We consider a one-dimensional quantum wire of
fermions with contact interactions, described by the con-
tinuum Hamiltonian
H = − ~
2
2m
∑
s=↑,↓
∫
ψ†s(x)
∂2
∂x2
ψs(x)dx
+ g1⊥
∫
ψ†↓(x)ψ
†
↑(x)ψ↑(x)ψ↓(x)dx.
(2)
Here, ~ is the reduced Planck constant, m the parti-
cle mass, g1⊥ the coupling constant for backscattering,
and ψ†s (ψs) the field operator for creating (destroying) a
fermion of spin s =↑, ↓. In the following, we set ~ = 1, as
for the Boltzmann constant kB = 1. For the theoretical
analysis, we work with the low-energy field theory model
corresponding to Eq. (2),
H = H0ρ +Hσ, (3)
where Hσ = H
0
σ + H
′
σ. The Hamiltonian operators for
the charge and spin are decoupled. The “unperturbed”
3Hamiltonian H0ν , with ν = ρ, σ, has the quadratic form
H0ν =
1
2pi
∫
dx
[
vνKν (∂xθν(x, t))
2
+
vν
Kν
(∂xφν(x, t))
2
]
.
(4)
This Hamiltonian provides an effective description of the
low-energy properties of a wide class of microscopic mod-
els in one dimension. Equation (4) is quadratic in the
bosonic fields φν and θν and describes a Tomonaga-
Luttinger liquid – a critical system with correlations de-
caying as power laws. The exponents of the power laws
are functions of the Luttinger parameters Kρ and Kσ,
and the velocities vρ and vσ of charge and spin excita-
tions are in general different from each other. When the
field-theory Hamiltonian is used as an effective descrip-
tion of a certain microscopic model, the parameters Kν
and uν are determined by the parameters of the origi-
nal model, such as interactions. Here, we consider Kν
and uν more generally without restriction to a specific
microscopic model, but point out the parameter regime
relevant for an experiment with spin-rotation invariant
contact interactions between fermions [5, 18].
We consider a system where the charge degree of free-
dom is described by a TLL. In the case of a TLL wire con-
nected to leads, it was previously shown that the conduc-
tance is given by the conductance quantum e2/h, where
e is the elementary charge and h the Planck constant,
multiplied by the Luttinger parameter K of the leads,
G = Ke2/h [20–22]. Here, K denotes the Luttinger pa-
rameter of spinless fermions. The same result was found
for a spatially varying K within the wire [23]. In the
case of neutral atoms, as considered here, the particle
conductance does not contain the electric charge and the
conductance quantum is given by 1/h. We consider non-
interacting leads with Kσ = Kρ = 1, in which case the
charge conductance is simply given by the conductance
quantum Gρ = 1/h.
Whereas the charge degree of freedom is a TLL, the
spin degree of freedom is described by the sine-Gordon
model [19]. The spin Hamiltonian has the additional co-
sine term
H ′σ =
2g1⊥
(2piα)2
∫ L
2
−L2
dx cos
(
2
√
2φσ(x, t)
)
, (5)
which arises from the backscattering of fermions with op-
posite spin within the interacting wire. The coupling
g1⊥ denotes the backscattering amplitude, and the short-
distance cutoff α is chosen as the distance between par-
ticles, or inverse density ρ−10 . The leads are described by
Eq. (4) with Kσ = 1 and vσ = vF . For the spin con-
ductance Gσ, no exact solution is available, and we use
approximate analytic expressions to evaluate it in differ-
ent parameter regimes. A cosine term similar to Eq. (5)
would also arise in the charge sector in the presence of
an umklapp term generated by a lattice potential at com-
mensurate filling. Earlier theoretical studies have consid-
ered the effect of umklapp scattering on charge conduc-
tance in such systems [24–27].
While the TLL is gapless, the sine-Gordon model can
have an energy gap for excitations. It is physically in-
tuitive that spin excitations have a gap when the inter-
actions are attractive since fermions with opposite spins
form pairs. In terms of the Hamiltonian, a spin gap forms
when energy is minimized by fixing the field φσ to one
of the minima of the cosine. The cosine term can then
be expanded around the minimum and approximated by
a quadratic mass term. Whether the ground state of a
given microscopic model is gapped or gapless is revealed
by a renormalization group (RG) analysis.
D. Renormalization group: gapped and gapless
regime
For Hamiltonian Hσ, one has the RG equations (see
e.g. Ref. 19)
dKσ(l)
dl
= −1
2
y1⊥(l)2Kσ(l)2,
dy1⊥(l)
dl
= [2− 2Kσ(l)]y1⊥(l),
(6)
where y1⊥ = g1⊥/(pivσ). Here, l is the length
scale changed in renormalization. The RG equa-
tions show that for an infinite wire, the sine-Gordon
model has a gapped and a gapless parameter regime
as shown by the RG flow in Fig. 2. The separatrix
y1⊥(0) = 2
∣∣K2σ(0)− 1∣∣ / ∣∣K2σ(0) + 1∣∣ corresponds to in-
teractions that are spin-rotation invariant [see for ex-
ample Eq. (2.105) in Ref. 19]. At small Kσ, one can
approximate y1⊥ ≈ 2Kσ − 2. The contact interactions
between fermions with opposite spin, as realized in the
transport experiments of Refs. 5, 18, and 28, would fall
on this line. Since the RG equations are the same for
y1⊥ > 0 and y1⊥ < 0, the RG flow is symmetric with
respect to the y1⊥ = 0 axis. We can therefore consider
only the y1⊥ > 0 half-plane. The sign of the interaction
is encoded in the value of Kσ: Kσ < 1 corresponds to
attractive and Kσ > 1 to repulsive interactions.
FIG. 2. The RG flow corresponding to Eqs. (6). On the
side of Kσ > 1, below the separatrix line y1⊥ ≈ 2Kσ − 2,
the coupling y1⊥(l) approaches zero at l→∞ and the cosine
term H ′σ is irrelevant. Above the separatrix and for Kσ < 1,
y1⊥(l) → ∞ with increasing length scale. In this region, H ′σ
is relevant in the renormalization and there is a nonzero spin
gap ∆σ.
In the following, we use the RG equations to analyze
4the spin conductance of a finite-length wire. We con-
sider different parameter regimes in terms of the wire
length L, thermal length LT = vσ/T , and superfluid co-
herence length L∆ = vσ/∆σ. The discussion of the differ-
ent parameter regimes is structured into sections for the
high (LT  L,L∆), intermediate (L  LT  L∆ and
L∆  LT  L), and low temperature (L,L∆  LT ).
In the intermediate and low-temperature regions, we
additionally make a distinction between L  L∆ and
L∆  L.
The shortest of the lengths L, L∆, and LT acts as a lim-
iting length scale in the renormalization: the parameters
y1⊥(l), Kσ(l), and the cutoff α(l) = α(0)el are renormal-
ized up to a length scale l∗ at which α(l∗) reaches one of
these lengths. By renormalization, one finds the parame-
ters which describe the low-energy behavior of the model;
after finding these new parameters, one still usually has
to calculate the desired quantities in the new model by
other means. Depending on the parameter regime, we use
perturbation theory, an instanton approach, a two-step
RG procedure, or the numerical solution of an equation
of motion to calculate the spin conductance using the
renormalized parameters.
E. Spin conductance in different temperature
regimes
The finite-length wire has conducting and insulat-
ing phases depending on the relative magnitudes of the
length scales L, L∆ = vσ/∆σ, and LT = vσ/T . The
temperature dependence and, correspondingly, thermal-
length dependence of the spin conductance is illustrated
schematically in Fig. 3. Panel (a) shows the case of
a weak coupling y1⊥ with ∆σ  TL (L  L∆) and
panel (b) corresponds to strong coupling with TL  ∆σ
(L∆  L). Whether the coupling is strong or weak by
this criterion depends both on the interaction and on the
wire length: for a finite length of the wire, the system
can be in the weak-coupling regime both for repulsive
and sufficiently small attractive interactions.
We employ different methods to compute the tempera-
ture dependence of the spin conductance in the different
temperature regimes, as indicated by the different line
styles and colors in Fig. 3. When temperature is the high-
est energy scale, T  TL,∆σ, one can use the memory-
function approach discussed in Sec. III, independent of
the relative values of TL and ∆σ. The memory-function
calculation shows that the spin conductance has the de-
pendence Gσ − 1 ∝ −y21⊥L(T/Λ)4Kσ−3 on temperature
and coupling. This relation is valid up to temperatures
of the order of the high-energy cutoff Λ = vσ/α, where
Gσ reaches the value Gσ = 1 − Cy21⊥ with the constant
C of order 1. The lower limit of validity of the memory-
function approach is when the thermal length reaches
the smaller of either the wire length or the superfluid co-
herence length, below which one can expect a different
behavior.
FIG. 3. A sketch of the spin conductance as a function of
temperature for the different orders of energy scales ∆σ and
TL = vσ/L. Panel (a) corresponds to a weak coupling y1⊥
with ∆σ  TL (L  L∆) and (b) to strong coupling with
TL  ∆σ (L∆  L). In both cases, the spin conductance
reaches the value 1 (the conductance quantum) at T = 0,
whereas at high temperature, Gσ has a correction propor-
tional to y21⊥. In panel (b), y1⊥ is larger and the value of Gσ
in the high-temperature limit is lower. The different methods
used for computing the temperature dependence in the vari-
ous temperature regimes are marked with different colors or
line styles (see text). The limits of validity of each method
are depicted with shaded lines.
When T < TL, we use the renormalization-group pro-
cedures outlined in Sec. V. In the case of weak coupling
and low temperature L  L∆, LT , shown in Fig. 3(a),
the problem reduces to a single interacting point in an
otherwise noninteracting wire. As discussed in Sec. V A,
an RG analysis shows that the zero-dimensional interact-
ing system within a noninteracting wire is irrelevant, and
the wire is perfectly conducting at the low-energy limit,
Gσ(T = 0) = 1.
In the case of strong coupling, there is an intermediate-
temperature regime with an exponential dependence of
conductance on temperature when the temperature re-
duces below the spin gap, marked with a dashed line.
This temperature regime is discussed in Sec. IV. As de-
tailed in Sec. V B, for a finite-length wire with a finite
energy scale TL, renormalization group arguments again
show that perfect spin conductance is recovered in the
zero-temperature limit. This is in contrast with the van-
ishing spin conductivity in the gapped phase (see Ap-
pendix A). The different line colors for T < TL indicate a
renormalization procedure where either the coupling y1⊥
(green) or the fugacity f (orange), as defined in Sec. V B,
is used as a perturbative parameter. The different pa-
rameter regimes and the relevant methods and results in
these regimes are summarized in Fig. 4.
Compared to the weak-coupling case of Fig. 3(a), the
nonmonotonic temperature dependence is more distinct
for strong coupling, as shown in Fig. 3(b), where the
spin conductance reaches a lower (nonzero) minimum at
TL. This regime is therefore more interesting from an
experimental point of view. In Sec. VI, we construct the
temperature dependence of Gσ for experimentally rele-
vant parameters, using the different methods described
in Secs. III–V.
5FIG. 4. A summary of the different parameter regimes.
The relevant techniques and temperature dependence of the
spin conductance found in these regimes correspond to the
schematic drawing of Fig. 3. The temperature Tf is related
to the three-step renormalization group procedure detailed in
Sec. V B.
III. SPIN CONDUCTANCE AT HIGH
TEMPERATURE LT  L,L∆
When the temperature is larger than all other energy
scales, LT  L,L∆, we use the thermal length scale
LT = vσ/T as a limiting criterion in the renormalization:
the parameters are renormalized up to a length scale l∗
for which α(l∗) = LT . The renormalized parameters are
used for calculating the spin conductance perturbatively
by the memory-function formalism. The approach to cal-
culating the conductance in the high-temperature regime
is the same for weak and strong coupling (L  L∆ and
L∆  L).
A. Renormalization of parameters
When the thermal length is smaller than other length
scales, the wire can be viewed as a series of incoherent
blocks of length LT . Temperature can then be incor-
porated in the RG procedure by renormalizing the pa-
rameters Kσ and y1⊥ up to the length scale l∗ at which
α(l∗) ∼ LT . To illustrate the evolution of the param-
eters with increasing length scale, Figure 5 shows the
renormalized parameters as functions of Kσ(l = 0) and
y1⊥(l = 0) at the original length scale at a fixed tem-
perature T = 55 nK, corresponding to the experimental
conditions of Ref. 5. In the figure, we have renormal-
ized the parameters up to the length scale l∗ at which
either i) α(l∗) ∼ LT or ii) y1⊥(l∗) ∼ 1, corresponding
to α(l∗) ∼ L∆. The latter condition is due to the fact
that the RG equations are perturbative in y1⊥ and not
valid beyond y1⊥(l∗) ' 1. The thermal length is cal-
culated as LT = vσ/T , where the spin velocity remains
essentially unchanged in renormalization and is given by
vσ = vF /Kσ(0) for a Galilean invariant system.
As shown in Fig. 5(d), α(l∗) = LT and y1⊥(l∗) < 1 in
the majority of the diagram whereas in the upper left cor-
ner, α(l∗) < LT and y1⊥(l∗) = 1. The memory-function
approach discussed in the following section is only valid
for the region with y1⊥(l∗) < 1. The white lines show
the separatrix
y1⊥(0) = 2
∣∣∣∣K2σ(0)− 1K2σ(0) + 1
∣∣∣∣ (7)
which corresponds to spin-rotation invariant interactions.
The solid white line separates the regions with a finite
spin gap in the thermodynamic limit ∆∞σ > 0, where y1⊥
flows to strong coupling, and the region that is gapless
in the thermodynamic limit ∆∞σ = 0. Due to the finite
size of the wire, the region where y1⊥(l∗) ≈ 1 does not
exactly match the one for which ∆∞σ > 0. Along the
solid line, the parameters flow towards the fixed point
(Kσ = 1, y1⊥ = 0) and along the dashed line, towards
y1⊥ →∞.
FIG. 5. The renormalized parameters (a) y1⊥(l∗) and (b)
Kσ(l
∗), (c) the cutoff α(l∗) = α0el
∗
, and (d) the cutoff sub-
tracted from the thermal length LT − α(l∗), as functions of
Kσ(l = 0) and y1⊥(l = 0). The parameters have been evolved
according to Eqs. (6) up to the length scale l∗ at which ei-
ther α(l∗) ≈ LT or y1⊥(l∗) ≈ 1. The white lines show the
separatrix which corresponds to spin-rotation invariant inter-
actions. Along the solid line, the parameters flow towards
the fixed point (Kσ = 1, y1⊥ = 0) and along the dashed line,
towards y1⊥ → ∞. The region to the left of the solid line
has a finite spin gap in the thermodynamic limit, ∆∞σ > 0,
and the region to the right is gapless in the thermodynamic
limit, ∆∞σ = 0 (see Fig. 2). We have used here L = 5.5µm
and α(l = 0) = ρ−10 = (0.8µm)
−1.
B. Memory function
To calculate the spin conductance in the high-
temperature case, we couple RG with a memory-function
calculation. When the thermal length is smaller than
other length scales, one can neglect the finite length of
6the wire and calculate the spin conductance from the spin
conductivity, Gσ = σσ/L. The spin conductivity has an
expression in terms of the spin current-current correla-
tion, which can be evaluated using bosonization. When
the backscattering term H ′σ is present, this correlation
function cannot be obtained exactly but one can calcu-
late it perturbatively when the perturbation expansion in
y1⊥ converges. This is the case when y1⊥ flows to weak
coupling in the renormalization, or flows to strong cou-
pling but the renormalization is stopped at α(l∗) ∼ LT
before y1⊥(l) ∼ 1. We obtain the conductivity by calcu-
lating the current-current correlation in a second-order
perturbation expansion [29].
The spin conductivity can be written in terms of the
memory function, as shown in Appendix B. One can ob-
tain the dependence on y1⊥ and T in the form
σσ(T ) ∝ 1
y21⊥
(
T
Λ
)3−4Kσ
,
where Λ = vσ/α is a high-energy cutoff. The functional
form by itself is however only accurate when Kσ is un-
changed in renormalization. In the situation relevant for
the experiment, Kσ is on the separatrix and is renormal-
ized according to Eq. (6). Therefore, it is necessary to
couple the memory-function expression with the renor-
malization of the parameters. The conductance of the
wire can be calculated by adding in series the resistance
of the wire and the contact resistance. The resistance of
the wire is Rwire = ρL and the contacts have a resistance
equal to the inverse conductance quantum, Rcontact = 1.
Using the expression ρ(T ) ∝ y21⊥(T/Λ)4Kσ−3 for the re-
sistivity gives the spin conductance as
Gσ =
1
Rwire +Rcontact
=
1
Rwire + 1
. (8)
This can be approximated by Gσ ≈ 1−Rwire when Rwire
is small. The spin conductance therefore has the depen-
dence
Gσ(T )− 1 ∝ −y21⊥L
(
T
Λ
)4Kσ−3
(9)
on the coupling, temperature, and wire length.
As noted above, Eq. (9) involves certain subtleties con-
cerning the renormalization of the parameters y1⊥, Kσ,
and α. In a situation where y1⊥ ≈ 0 and Kσ is away
from the separatrix, one can approximate the RG flow to
be vertical: dKσ/dl = 0. In this case, the relation (9) is
invariant with changing length scale and gives the cor-
rect temperature dependence of the spin conductance for
both y1⊥(l = 0), α(l = 0) and y1⊥(l∗), α(l∗) = LT . The
exponent shows that the spin conductance has a different
behavior depending on whether Kσ < 3/4 or Kσ > 3/4.
For Kσ < 3/4, the exponent is negative and Gσ decreases
with decreasing temperature. For Kσ > 3/4 on the
other hand, the exponent is positive and the correction to
Gσ = 1 decreases with temperature, giving therefore an
increase of Gσ with lowering temperature. This temper-
ature dependence applies to temperatures between the
high-energy cutoff Λ and the spin gap ∆σ, below which
the memory-function approach is not valid. The behav-
ior of the spin conductance at T < ∆σ is discussed in
Secs. IV and V. When y1⊥ is not so small, or if Kσ is
fixed to the separatrix, so that dKσ/dl 6= 0, Eq. (9) is
approximate and the accuracy can be improved by renor-
malizing the parameters. In this case, the temperature
dependence of the correction to Gσ = 1 is nontrivial and
can be obtained numerically. Section VI shows the spin
conductance as a function of temperature evaluated nu-
merically for experimentally relevant parameters.
C. Comparison to experimental data
In order to compare the memory-function result to ex-
perimental data [5], we evaluate the spin conductance of
Eq. (8) for experimentally relevant parameters. The re-
sistance Rwire = L/σσ is calculated by using the memory-
function expression (B4) of Appendix B for the spin con-
ductivity σσ. The coupling y1⊥ is determined by the
scattering length a and the particle density ρ0, as de-
tailed in Appendix C. The experimental parameters used
in this calculation are also listed in Appendix C. The s-
wave scattering between fermions in different spin states,
present in the experiment [5], can be modeled by con-
tact interactions which are spin-rotation invariant. We
therefore consider RG flow along the separatrix, with Kσ
fixed by y1⊥ as in Eq. (7). Note that the RG procedure
and the temperature dependence of the spin conductivity
found here is valid beyond this specific type of interac-
tion – they are valid for any interaction which decays as
1/xγ with γ > 1, and may or may not be spin-rotation
invariant [19].
Figure 6 shows the memory-function result, which can
be compared to the experimental data in Fig. 7. The
data is part of the measurements done in Ref. 5, where
spin conductance is measured through a narrow chan-
nel between two particle cloud reservoirs. When only
one transversal mode in the channel is occupied, we can
consider it a one-dimensional system. Due to the inho-
mogeneous potential profile in the experiment, there are
higher-density regions at the entrance and exit of the
channel. For strong interaction (large negative scatter-
ing length) and large ρ0, these high-density regions tran-
sition from the normal state to superfluid, which leads to
a nonmonotonic dependence of the spin conductance on
particle density. The consequences of superfluidity in the
leads on particle and spin conductance were discussed in
recent theoretical work [30–32].
Since our model only describes the regime with leads
in the normal state, we only show data extending up
to ρ0 = 1.6/µm, where the normal-to-superfluid tran-
sition is estimated to occur for the scattering length
a ≈ −3500a0. This density corresponds to the gate po-
tential Vg ≈ 0.8µK in Fig. 2 in Ref. 5. For small particle
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FIG. 6. The spin conductance as a function of ρ0 for the same
values of the scattering length as in Fig. 7, calculated using
Eqs. (8), (B3), and (B4) with renormalized parameters. Here,
a0 = 5.25 · 10−11 m is the Bohr radius and the wire length is
L = 5.5µm [5].
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FIG. 7. The spin conductance measured as a function of
the particle density in a quantum point contact setup [5], for
various values of the scattering length.
densities, another constraint is set by the limits of valid-
ity of the field-theory approach. We use the interparticle
separation ρ−10 as the short-distance cutoff α(l = 0), and
therefore the comparison is restricted to particle densi-
ties for which the interparticle separation is smaller than
the thermal length LT = vσ/T . For T = 55 nK, the
comparison is limited to ρ0 & 0.6/µm.
Figures 6 and 7 show that the memory-function cal-
culation gives the same trend of increasing conductance
with increasing ρ0 as in the experimental data. In both
figures, the spin conductance is lower for larger negative
scattering lengths for which the spin-up and spin-down
fermions are more strongly paired. Since the number
of particles should in general be large for a field-theory
description to be applicable, it is not obvious that it is
accurate here. Figure 6 corresponds to between 3.3 and
8.8 particles within the wire. We however find a good
qualitative agreement between the memory-function cal-
culation and the experimental data, especially for the
smallest values of |a| and for low densities in the case of
the largest |a|. This is consistent with the fact that we
only consider leads in the normal state.
As mentioned above, we effectively view the wire as
a series of incoherent blocks of length LT . Such a con-
sideration would be valid for a wire which is coupled to
an environment that destroys phase coherence beyond
the length scale LT  L. One therefore assumes that
there are no conservation laws which would lead to a
finite steady-state current. In one dimension, or in an
isolated system, this assumption is not necessarily valid,
for example if the system is integrable. In the absence
of phonons or other dissipative processes, integrable sys-
tems can have a current that saturates at a nonzero value
instead of decaying to zero as a function of time. There-
fore, the memory-function solution could be inaccurate in
systems which do not have dissipation mechanisms, such
as cold-atom experiments. Nevertheless, the good qual-
itative agreement between the memory-function result
and the experimental data seems to validate the hypoth-
esis that coherence is lost beyond the thermal length LT .
It remains to be understood what the mechanism for loss
of coherence is in the cold-atom experiment.
IV. INTERMEDIATE TEMPERATURE
L LT  L∆ AND L∆  LT  L
In the case of strong coupling and a temperature be-
low the spin gap, in the regime where L∆  LT  L,
one can expect a very small spin conductance. The con-
ductance has indeed an exponential dependence on the
temperature and the spin gap, Gσ ∝ e−∆σ/T . One can
understand this in terms of tunneling events across the
gap called instantons [33, 34]. At even lower temperature,
when the thermal length exceeds the wire length, one can
expect yet a different behavior as discussed in Sec. V. In
the case of weak coupling L  L∆, the interacting wire
reduces to a backscattering term at x = 0 which is ir-
relevant in renormalization. Therefore, the conductance
has the same temperature dependence at L L∆  LT
and L  LT  L∆, as indicated by the green line in
Fig. 3(a).
V. LOW TEMPERATURE L,L∆  LT
When the thermal length is the largest length scale,
the smaller of L and L∆ enters as the limiting length
in the renormalization procedure. We analyze the spin
conductance at low temperature by renormalizing the pa-
rameters up to a length scale l∗ at which one of two cri-
teria is reached: i) either α(l∗) ∼ L or ii) y1⊥(l∗) ∼ 1.
In both cases, we find the spin conductance by relat-
ing the finite-length wire to a zero-dimensional system
with backscattering. One can then employ RG equations
that are different from those of the original problem. In
8the case of criterion i), we use a two-step RG procedure,
meaning two different sets of RG equations applied con-
secutively, whereas for criterion ii), there are either two
or three steps, as detailed in Sec. V B. Appendix D shows
how the renormalized parameters Kσ(l
∗) and y1⊥(l∗) de-
pend on Kσ(l = 0) and y1⊥(l = 0).
A. Weak coupling L L∆(l∗) LT : two-step
renormalization group
Weak coupling corresponds to criterion i) where the
cutoff reaches the length of the wire before the coupling
becomes non-perturbative. This parameter regime there-
fore includes both repulsive and weakly attractive inter-
actions for which y1⊥(l∗) < 1, as shown in Fig. 10. In
this case, we identify the problem of a finite-length wire
connected to noninteracting leads with that of a zero-
dimensional system where particles backscatter, embed-
ded in a noninteracting wire.
The cutoff α, which here is fixed as the inter-particle
separation, can be thought of as the shortest length scale
at which φσ varies. As α reaches L in renormalization,
the integral in Eq. (5) is taken over an interval of length α
within which φσ(x) is constant. We can therefore replace
cos
(
2
√
2φσ(x, t)
)
by cos
(
2
√
2φσ(x = 0, t)
)
, which leads
to the term
H ′σ =
2g1⊥
4pi2L
cos
(
2
√
2φσ(x = 0, t)
)
. (10)
Here, α2 in the denominator has been replaced with L2
and a factor of L in the numerator is given by the inte-
gration in Eq. (5). In this case, one has a different set of
RG equations,
dKσ(l)
dl
= 0,
dy1⊥(l)
dl
= [1− 2Kσ(l)]y1⊥(l) = −y1⊥(l).
(11)
The second equation gives the expression
y1⊥ = y1⊥(0)e[1−2Kσ ]l
for the coupling. The RG flow corresponding to Eqs. (11)
is illustrated in Fig. 8, where one can see that y1⊥ flows to
infinity whenever Kσ < 1/2 and to zero when Kσ > 1/2.
There is a fixed line at Kσ = 1/2 where y1⊥ does not
change in renormalization. As Kσ now refers to the value
in the leads, Kσ = 1, the coupling y1⊥(l) = y1⊥(0)e−l
approaches zero at increasing length scale. Backscatter-
ing at x = 0 is therefore irrelevant at low energies and
one obtains a model of free fermions with Gσ = 1 at
T = 0. One can find the temperature-dependent cor-
rection to the zero-temperature value of the spin con-
ductance perturbatively. Similar to the weak-coupling
solution in Ref. 35, we obtain the scaling
Gσ − 1 ∝ −y21⊥
(
T
Λ
)4Kσ−2
= −y21⊥
(
T
Λ
)2
(12)
FIG. 8. The RG flow of y1⊥ and Kσ corresponding to
Eqs. (11) together with the flow of the fugacity f defined in
Sec. V B. As Kσ does not change in renormalization, the flow
is vertical. For Kσ > 1/2, the coupling y1⊥(l) approaches zero
at l→∞, whereas for Kσ < 1/2, the coupling approaches in-
finity. The flow is the opposite for f , as seen from Eq. (13).
Note that the critical value Kσ = 1/2 is different than in the
case of an impurity in a TLL [35, 36]. Here, Kσ = 1 in the
leads means that f grows in renormalization while y1⊥ flows
to zero.
when Kσ = 1 in the leads.
A similar problem of a point-like impurity potential in
a Luttinger liquid was considered earlier by Kane and
Fisher [35, 36]. The earlier study considered spinless
fermions, for which the backscattering from an impurity
potential is described by the term ψ†RψL + H.c., where
R denotes right- and L left-moving fermions, resulting in
a cos (2φ) term in bosonized form. On the other hand,
backscattering of fermions with opposite spin is described
by the four-fermion operator
ψ†L↑ψR↑ψ
†
R↓ψL↓ + H.c.,
which gives the cos
(
2
√
2φσ
)
term considered here. This
cosine term has a different scaling dimension than
cos(2φ), resulting in a different RG equation for the
coupling y1⊥ and therefore a different critical Kσ for
the transition from relevant to irrelevant backscattering.
Namely, in the case of spinless fermions, the critical value
is K = 1, meaning that for noninteracting leads the im-
purity potential is marginal in renormalization and does
not change with increasing length scale. For a nonzero
potential strength, one would therefore not arrive at per-
fect conductance at T = 0.
B. Strong coupling L∆(l
∗) L LT : three-step
renormalization group
If criterion ii) of Sec. III A is reached, there is a finite
spin gap while the wire length is finite. Since the RG
equations are not valid beyond y1⊥(l∗) ∼ 1, the renormal-
ization cannot be continued up to a length scale where the
cutoff would reach the wire length. One can however as-
sume that also in this situation the behavior of the finite-
length wire is the same as that of a local backscattering
in a noninteracting wire. In this case, a spin current√
2/pi∂tφσ(t) is generated by the tunneling of instantons:
the field φσ(t) is fixed to a minimum of cos
(
2
√
2φσ(t)
)
most of the time, but can tunnel from one minimum to
9the next and create a small but finite current. In such a
tunneling event, the argument of the cosine in Eq. (10)
changes by 2pi. Instead of y1⊥, one can find a renor-
malization equation for a parameter which describes the
probability of tunneling – when y1⊥ > 1, the fugacity
f = e−Sinst can be used as a perturbative parameter.
Here, Sinst is the action of instantons (see Appendix E)
and has the dependence Sinst ∝ √y1⊥ [19]. The RG
equation for f is obtained as
df(l)
dl
=
(
1− 1
2Kσ
)
f(l) =
1
2
f(l), (13)
while Kσ in the leads is unchanged in renormalization
and has the value Kσ = 1. The RG flow corresponding
to Eq. (13) is the opposite of y1⊥, as shown in Fig. 8: For
Kσ < 1/2, f flows to zero and for Kσ > 1/2, to one.
The value of f at scale l = 0 can in principle be found
by matching the value of conductance at T = TL to the
value ∼ e−L/L∆ expected for TL < T < ∆, as discussed
in Sec. IV. We illustrate this procedure numerically in
Sec. VI. According to Eq. (13), f(l) will then grow with
increasing length scale. Here, one should note that l in
the RG equations is a length scale in both space and
imaginary time, (x, vστ), and in the renormalization of
f(l), the initial cutoff on vστ is α(l = 0) = L. Similar to
Sec. III A, one iterates Eq. (13) up to the length scale at
which either i) α(l∗) ∼ LT or ii) f(l∗) ∼ 1. If criterion i)
is reached while f(l∗) < 1, one can calculate the conduc-
tance perturbatively in f . A second-order perturbation
expansion gives the dependence
Gσ(T ) ∝ f2(l∗)
(
T
Λ
)4Kσ−2
= f2(l∗)
(
T
Λ
)2
. (14)
The lower the temperature is, the larger is LT and
the further f and α are renormalized. At very low tem-
perature, therefore, f(l) will reach the value 1 before
α(l) ∼ LT , at which point Eq. (13) is not valid anymore.
The coupling y1⊥(l) on the other hand has been renor-
malized to y1⊥ < 1 and can again be used as a pertur-
bative parameter. One therefore switches from Eq. (13)
to Eq. (11) and continues the renormalization of α up
to LT . When y1⊥ is perturbative, we have again the re-
sult Gσ − 1 ∝ −y21⊥(l∗) (T/Λ)2 as in Sec. V A. One sees
now that at T → 0, the spin conductance approaches 1.
The nonmonotonic dependence of Gσ on temperature is
illustrated in Fig. 3. A similar behavior was predicted
for charge conductance in the case of umklapp scatter-
ing [25].
VI. TEMPERATURE DEPENDENCE OF THE
SPIN CONDUCTANCE FOR EXPERIMENTAL
PARAMETERS
The analyses of the previous sections can be used to
construct the temperature dependence of the spin con-
ductance for experimentally relevant parameters. We
use here the same parameters as in Figs. 6 and 7 and
Appendix C, apart from the varying temperature. The
particle density ρ0 = 0.8/µm is fixed to a value which
corresponds to the strong-coupling regime L∆ < L for
all scattering lengths used here. Figure 9 shows the tem-
perature dependence of Gσ for these parameters, and can
be compared to the schematic drawing of Fig. 3(b).
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FIG. 9. The spin conductance as a function of temperature
as determined by the various methods described in Secs. III–
V. The different methods are denoted by different line styles:
the solid lines corresponds to the memory-function calcula-
tion, the dashed lines to the exponential dependence in the
intermediate-temperature regime, and the dotted lines to the
2- or 3-step RG results. The colors correspond to the same
values of the scattering length a as in Figs. 6 and 7. The parti-
cle density and is fixed to ρ0 = 0.8/µm. The other parameters
are given in Appendix C. The spin gap given by Eq. (8) in
Ref. 37 is marked with triangles and denoted by ∆exσ , which
is indicated for the largest negative scattering length. The
temperature TL is marked with diamonds. The temperature
at which the fugacity f becomes nonperturbative (see text)
is marked with squares and indicated by Tf for the largest
negative scattering length. We connect the different expres-
sions for Gσ(T ) in each region by matching the value of the
spin conductance at the transition temperatures ∆exσ , TL, and
Tf , even though at these values the methods are not strictly
valid.
At T > ∆σ, the spin conductance is calculated by us-
ing the memory-function expression for spin conductivity
as in Sec. III C. The solid lines on the right side of Fig. 9
show the result of the memory-function calculation for
parameters which are renormalized up to α(l∗) = LT .
The solid lines extend down to the temperature corre-
sponding to the exact value of the spin gap. The spin
gap has an exact expression for the Gaudin-Yang model,
given by Eq. (8) in Ref. [37]. This model describes the
experiment of Ref. 5 in the case of low particle densi-
ties where the spin resistance is dominated by the wire
and superfluidity in the leads is not a significant factor.
The spin gap given by Eq. (8) in Ref. [37] is denoted by
∆exσ and marked with triangles in Fig. 9. As discussed
in Sec. III B, the memory-function calculation gives the
dependence Gσ(T ) − 1 ∝ −y21⊥L
(
T
Λ
)4Kσ−3
. Note that
while the schematic diagram of Fig. 3(b) shows the case
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Kσ < 3/4 where Gσ decreases with decreasing temper-
ature, the parameters and the temperature range shown
here correspond to Kσ(l = 0),Kσ(l
∗) > 3/4, which leads
to an initial increase of Gσ for decreasing temperature.
Continuing the lines down to sufficiently low tempera-
tures would lead to Kσ(l
∗) < 3/4 and a downturn of the
conductance curve.
For TL < T < ∆σ, the spin conductance has
an exponential form. We use the exact value of the
spin gap Ce−∆
ex
σ /T where the constant C is fixed by
Gσ(T = ∆
ex
σ ) given by the memory-function expression,
so that Gσ(T ) = Gσ(∆
ex
σ )e
1−∆exσ /T . For T < TL, there is
again a different behavior of the spin conductance when
the thermal length exceeds the length of the wire, and
we use Eqs. (14) and (12) to calculate the conductance,
as explained in Sec. V B. At T = TL, the system can
be thought of as zero dimensional with α(l = 0) = L,
so that Λ = vσ/L. We renormalize the fugacity ac-
cording to Eq. (13), with the value f(l = 0) fixed by
f(l = 0) =
√
Gσ(TL). For temperatures at which the
cutoff reaches the thermal length α(l∗) = LT before
f(l) = 1, we compute the conductance by Eq. (14).
For sufficiently large LT , f(l
∗) = 1 is reached first.
In this case, we switch to the RG equation (11) for
y1⊥ and calculate the conductance from Eq. (12) using
y1⊥(l = 0) = (Λ/T )
√
1−Gσ(Tf ), where Tf denotes the
temperature at which f(l∗) becomes nonperturbative and
Λ = vσ/α(l
∗) is the value at the corresponding length
scale. Note that while we have connected the perturba-
tive and exponential expressions for Gσ(T ) to make it a
continuous function of temperature, these results are not
strictly valid at T = ∆σ, TL, or Tf .
VII. DISCUSSION
The RG arguments together with perturbative and
nonperturbative calculations show that a finite-length
wire connected to noninteracting leads has conducting
and insulating phases depending on the relative mag-
nitudes of the length scales L, L∆, and LT , or con-
versely energy scales TL, ∆σ, and T . At high temper-
ature T  TL,∆σ, the spin conductance has the correc-
tion Gσ − 1 ∝ −y21⊥L(T/Λ)4Kσ−3 given by the memory-
function calculation (see Appendix B). We find that the
memory-function result agrees well with experimental
data in the region where it is expected to be valid.
In the case of weak coupling, ∆σ < TL, we find the de-
pendence Gσ − 1 ∝ −y21⊥(T/Λ)2 in the low-temperature
regime where T < TL. In the case of strong coupling
TL < ∆σ, the spin conductance behaves as e
−∆σ/T when
temperature falls below the spin gap. A renormalization-
group analysis shows that the conductance starts to grow
again for T < TL and the system approaches perfect con-
ductance at T → 0. A similar temperature dependence
was predicted for the charge conductance in the case of
umklapp scattering in a Mott-Hubbard insulator [24, 25].
It is interesting to note that the result differs from the
point-like barrier considered by Kane and Fisher [35, 36]:
the backscattering of spinless fermions from an impurity
potential is described by a two-fermion operator whereas
the backscattering of fermions with opposite spins con-
sidered here is described by a four-fermion operator. This
leads to a different set of RG equations and a vanishing
coupling for the backscattering of fermions with opposite
spin at T = 0. In the case of spinless fermions, in con-
trast, the system does not reach perfect conductance at
T = 0 since the impurity potential is marginal in renor-
malization and does not vanish.
Unlike the static spin conductivity which is zero in the
gapped phase, the spin conductance of a finite-length
wire is perfect at T = 0 for either repulsive or attrac-
tive interactions. This reflects the fundamental difference
of these quantities. The static conductivity, or Drude
weight, can be measured from the persistent current on
a ring threaded by a flux, whereas conductance measures
the current response of a linear system attached to reser-
voirs. We consider a system with spin-charge separa-
tion, where the charge degree of freedom is described
by a quadratic model and has a conductance equal to
the conductance quantum. The spin drag in this case
is Γ = (1 − Gσ)/2. We therefore find that at zero tem-
perature, there is no spin drag for either attractive or
repulsive interactions. However, a considerable spin drag
exists in the intermediate temperature regime.
The nonmonotonic temperature dependence of spin
conductance, or conversely spin drag, could be measured
in a setup similar to Refs. 5, 18, and 28, and we have il-
lustrated the behavior of the conductance for parameters
similar to those in Ref. 5. The temperature in the exper-
iment of Ref. 5 is determined to be 55 nK, whereas the
increase of spin conductance at low temperature occurs
only below TL ≈ 22 nK for the parameters used in Fig. 9.
As the temperature TL = vσ/L increases with decreas-
ing wire length, a shorter wire could allow to observe the
upturn of the conductance at T < TL. For a very short
system and a low particle density, however, a field-theory
description may not be accurate. Lower temperatures in
the experiment could therefore help to observe the non-
monotonic temperature dependence unambiguously.
VIII. CONCLUSIONS
In summary, we have investigated theoretically the
spin conductance in an interacting one-dimensional wire
connected to noninteracting leads. We use the sine-
Gordon model as a low-energy field-theory description
of the spin degree of freedom in the wire. Spin trans-
port is an excellent way to study the sine-Gordon model
since a cosine term arises naturally from the backscat-
tering of fermions with opposite spin. Therefore, there is
no need to introduce an external periodic potential [18].
The temperature dependence of the spin conductance
is found in different parameter regimes by combining
renormalization-group arguments with perturbative re-
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sults and instanton calculations. The spin conductance
is found to have a nonmonotonic dependence on temper-
ature, as sketched in Fig. 3, and we provide an estimate
for the temperature regime where it could be observed
experimentally. We compare our theoretical results to
experimental data from measurements with cold atoms
in a wire connected to reservoirs [5], and find a good
qualitative agreement.
The present analysis suggests several developments.
On the experimental front, as discussed in the previous
section, observations are at the moment limited to spin-
rotation-invariant interactions and the high-temperature
regime where the thermal length is the shortest length
scale. It would be interesting to access also other regimes.
For the spin transport, this could be achieved by spin-
dependent interactions. Alternatively, one could study
charge transport in a lattice potential at half-filling,
which would allow to tune independently the parameters
corresponding to Fig. 2. Such systems are however more
sensitive to the inhomogeneity created by the confining
potential. Spin transport with spin-dependent interac-
tions therefore seems like a promising route.
On the theory side, it would be interesting to study
the present problem by microscopic methods, for exam-
ple a numerical analysis by methods such as DMRG.
This could help in obtaining more quantitative predic-
tions. An important theoretical question is the precise
effect of temperature. In particular, we have considered
temperature as a cutoff, and it is not clear what hap-
pens to spin transport if this assumption is not valid.
Numerical analyses or studies based on exactly solvable
models [38] would be useful in answering this question.
Last but not least, we consider here the spin conductance
in the linear-response regime. It is well known that for
systems such as an impurity in a Tomonaga-Luttinger
liquid, the nonlinear-response regime is nontrivial and
reflects the power-law correlations in the TLL. An inter-
esting prospect is therefore to study the consequences of
the various energy scales considered here on the nonlinear
response.
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Appendix A: Cross-conductivity
The linear response relation defining the conductiv-
ity can be written as I = σE, where I denotes current,
σ conductivity, and E the field. In the case of a spin-
dependent field, the response is given by the conductivity
matrix (
I↑
I↓
)
=
(
σ↑↑ σ↑↓
σ↓↑ σ↓↓
)(
E↑
E↓
)
. (A1)
The cross-conductivity σ↑↓ = σ↓↑ gives the response of
spin-up current to a field that is applied on spin-down
particles. This corresponds to spin drag in the L → ∞
limit. It can be written as the current-current correlation
σ↑↓(k, ω) = − i
ω
〈j∗↑(k, ω)j↓(k, ω)〉 ,
which can be evaluated in terms of correlations of bosonic
fields.
Current is related to the bosonic fields as
j↑,↓(x, t) =
1
pi
∂tφ↑,↓(x, t).
which in terms of the spin and charge fields can be written
as
j↑(x, t) =
1
2
[jρ(x, t) + jσ(x, t)]
=
1√
2pi
[∂tφρ(x, t) + ∂tφσ(x, t)]
j↓(x, t) =
1√
2pi
[∂tφρ(x, t)− ∂tφσ(x, t)] .
The cross-conductivity is given by the Kubo formula [9]
σ↑↓(x, t) =
1
i(ω + iδ)
· 1
2pi2
×
∫ L/2
L/2
dx′dt′
[
〈∂tφρ(x, t); ∂t′φρ(x′, t′)〉
− 〈∂tφσ(x, t); ∂t′φσ(x′, t′)〉
]
= σρ(x, t)− σσ(x, t),
(A2)
where
〈A(x, t);B(x′, t)〉 = −iΘ(t− t′) 〈{A(x, t), B(x′, t′)}〉
denotes the retarded correlation function and Θ(t) the
step function. In the case of free particles, the two terms
in Eq. (A2) cancel and there is no spin drag, whereas for
interacting particles, the terms do not necessarily cancel.
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1. Attractive interactions
For attractive interactions, the cosine term of Eq. (5)
is relevant. One can approximate the cosine by a Taylor
expansion close to the minimum, which for g1 < 0 is at
φσ = 0. Up to the first two terms,
cos
(√
8φσ
)
≈ 1− 1
2
(√
8φσ
)2
= 1− 4φ2σ.
Leaving out the constant term, the spin Hamiltonian be-
comes
Hσ =
1
2pi
[
vσKσ (∇θσ)2 + vσ
Kσ
(∇φσ)2
]
− 2g1
(piα)2
φ2σ.
The expectation values in Eq. (A2) can be evaluated as
functional integrals. For the charge conductivity, one
obtains
σρ(ω) = − i
2pi2
(ω + iδ) 〈φ∗ρ(k = 0, ωn)φρ(k = 0, ωn)〉iωn→ω+iδ
=
i
2pi
vρKρ
ω + iδ
=
1
2
vρKρδ(ω) +
i
2pi
vρKρP
(
1
ω
)
,
where P denotes the principal value. At ω = 0, the
charge conductivity is therefore infinite. For the spin
conductivity,
σσ(ω) =
i
2pi
· ωvσKσ
ω2 − 4g1⊥vσKσpiα2 + iδ
, (A3)
so that σσ(ω = 0) = 0. The cross-conductivity σ↑↓(ω)
is therefore given by only the charge conductivity at
ω → 0 (static electric field), and is nonzero. Physically,
a nonzero spin drag for attractive interactions is caused
by the spin-up and spin-down particles forming pairs.
2. Repulsive interactions
For Kσ > 1, below the separatrix in Fig. 2, the cou-
pling y1⊥ renormalizes to zero and the cosine term of
Eq. (5) is irrelevant. The Luttinger parameter Kσ renor-
malizes to a value K∗σ on the y1⊥ = 0 axis. For repul-
sive spin-rotation invariant interactions on the separa-
trix, K∗σ = 1. The charge conductivity is the same as in
the case of attractive interactions, and the spin conduc-
tivity for the renormalized quadratic model has the same
form as the charge conductivity. We therefore have
σ↑↓(ω) =
i
2pi
(
vρKρ
ω + iδ
− vσK
∗
σ
ω + iδ
)
=
1
2
(vρKρ − vσK∗σ)
[
δ(ω) +
i
pi
P
(
1
ω
)]
.
For a Galilean-invariant system, vρKρ = vF . On the
separatrix, one has the renormalized value K∗σ = 1, and
the expression simplifies to
σ↑↓(ω) =
1
2
(vF − vσ)
[
δ(ω) +
i
pi
P
(
1
ω
)]
.
At ω = 0, the cross-conductivity is given by the delta-
function term. If vF 6= vσ, this expression is nonzero,
giving a finite spin drag.
Appendix B: Conductivity at high temperature
Conductivity at high temperature with respect to the
gap can be calculated by writing the conductivity in
terms of the memory function M(ω, T ) [29]. This func-
tion contains the spin current-current correlation, which
can be calculated perturbatively. For fermions with spin,
the Kubo formula for conductivity can be written in the
form
σσ(ω) =
i
ω
[
2vσKσ
pi
+ χ(ω)
]
,
which gives the spin conductivity in terms of the retarded
spin current–current correlation χ(ω). At ω = 0, one
obtains χ(0) = −2vσKσ/pi, so that the spin conductivity
can be written as
σσ(ω) =
i2vσKσ
piω
[
1− χ(ω)
χ(0)
]
.
In terms of the memory function M(ω, T ),
σσ(ω, T ) =
i2vσKσ
pi
· 1
ω +M(ω, T )
, (B1)
where
M(ω) =
ωχ(ω)
χ(0)− χ(ω) .
When y1⊥ is small, χ(ω 6= 0) is small and one can ap-
proximate the denominator as χ(0) − χ(ω) ≈ χ(0). The
numerator can be expressed as [29]
ωχ(ω) = − 1
ω
[〈F ;F 〉ω − 〈F ;F 〉ω=0]
where F is the commutator F = [H, j(t)] and
〈F ;F 〉ω = −i
∫ ∞
0
dteiωt 〈[F (t), F (0)]〉 (B2)
For ω = 0, one has 〈F ;F 〉ω=0 = −i
∫∞
0
dt 〈[F (t), F (0)]〉.
The expectation value cannot be evaluated for the full
Hamiltonian with the backscattering term, but for small
y1⊥we can approximate it by using the quadratic Hamil-
tonian H0σ. The memory function is thus approximated
as
M(ω) ≈ −〈F ;F 〉
0
ω − 〈F ;F 〉0ω=0
ωχ(0)
.
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At T  ∆σ and ω  T , one obtains the expression [29]
M(ω = 0, T ) ≈ ig
2
1⊥Kσ
pi3α2
B2(Kσ, 1− 2Kσ) cos2(piKσ)
× 1
T
(
2piαT
vσ
)4Kσ−2
,
(B3)
where B denotes the beta function. At ω = 0, Eq. (B1)
gives the expression
σσ(0) =
i2vσKσ
piM(0)
. (B4)
for the spin conductivity. Substituting the expression
(B3) shows that the temperature dependence has the
form
σσ(0) ∝ 1
g21⊥
T 3−4Kσ . (B5)
If Kσ does not change in renormalization, one obtains
the same temperature dependence of the spin conductiv-
ity with the renormalized coupling
g1⊥(l∗) = g1⊥(0)e(2−2Kσ)l
∗
where the length scale l∗ is given by α(l∗) = α(0)el
∗
=
vσ/T . If Kσ is not scale invariant, one obtains a modified
exponent in Eq. (B5). The expression for the memory
function is valid when the cosine term is irrelevant and a
perturbation expansion in y1⊥ converges. One can how-
ever use the memory function approach also in the regime
where the cosine term is relevant when α(l) reaches LT
before y1⊥(l) ∼ 1. This will only occur at energy scales
(temperature or frequency) larger than the spin gap.
Appendix C: Experimental parameters
Experimental parameters such as optical trapping fre-
quencies and the scattering length can be related to
the effective parameters Kσ and y1⊥ of Eq. (3) via the
Gaudin-Yang model of Eq. (2). In the Gaudin-Yang
model, interactions are described by an effective delta
function potential with strength g1⊥. For fermions con-
fined in a quasi-1D geometry, g1⊥ can be calculated as
[37]
g1⊥ =
2~ω⊥a
1−A aa⊥
, (C1)
where ~ = h/(2pi) is the reduced Planck constant, ω⊥ the
transversal confinement frequency, a the s-wave scatter-
ing length in three dimensions, a⊥ the oscillator length,
m the mass of the atoms, A a constant coming from a
wave-function expansion in the derivation of the effec-
tive 1D interaction potential [39]. The transversal con-
finement frequency is given by ω⊥ =
√
ωxωz and the
TABLE I. Experimental parameters used in Figs. 6, 7, and 9.
reduced Planck constant ~ 1.054e-34 Js
Boltzmann constant kB 1.38e-23 J/K
Bohr radius a0 5.25e-11 m
confinement frequency in x direction ωx/(2pi) 23.2 kHz
confinement frequency in z direction ωz/(2pi) 9.2 kHz
transversal confinement frequency ωT /(2pi) 14.4 kHz
6Li mass m 6 amu
atomic mass unit amu 1.66e-27 kg
constant A 1.0326
oscillator length a⊥ 1.1e-5 m
wire length L 5.5e-6 m
temperature T 5.5e-8 K
oscillator length by a⊥ =
√
~/(mω⊥). The parameters
corresponding to Fig. 7 are the same as those of Ref. 5
and are listed in Table I.
The dimensionless coupling y1⊥ is given by
y1⊥ =
|g1⊥|
pivσ
, (C2)
where we take the absolute value of g1⊥ to limit the anal-
ysis to y1⊥ > 0 as discussed in Sec. II D. For the Gaudin-
Yang model, the spin velocity vσ has the analytic expres-
sions
vσ
vF
'
{
1− γpi2 + . . . , 1γ → −∞
− γ
pi
√
2
(
1− 2γ + · · ·
)
, 1γ → 0−
(C3)
in the limits of strong and weak attractive interac-
tions [37]. Here, γ is the dimensionless parameter
γ = mg1⊥/(~2ρ0). In practice, we interpolate between
the weak- and strong-interaction expressions to compute
both the spin velocity of Eq. (C3) and the exact spin gap
by Eq. (8) in Ref. 37. At K = 1, the spin velocity is
equal to the Fermi velocity vF = ~ρ0pi/(2m), where ρ0
is the particle density. The Luttinger parameter Kσ is
fixed by y1⊥ on the separatrix:
Kσ =
√
1 + y1⊥2
1− y1⊥2
. (C4)
We choose the short-distance cutoff to be equal to the
inverse density α = ρ−10 . The parameters y1⊥(l = 0)
and Kσ(l = 0) calculated from Eqs. (C1)–(C4) for the
scattering lengths shown in Figs. 6, 7, and 9 are given
in Table II. We use these parameter values as the ini-
tial values at l = 0 and renormalize them according to
Eq. (6) as discussed in Sec. III. Figures 5 and 10 show
the renormalized values y1⊥(l∗) and Kσ(l∗) as functions
of the initial ones.
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TABLE II. Parameters y1⊥(l = 0) and Kσ(l = 0) corre-
sponding to the scattering lengths a and particle density
ρ0 = 0.8/µm used in Fig. 9, calculated from Eqs. (C1)–(C4).
a/a0 y1⊥(l = 0) Kσ(l = 0)
−2623 0.43 0.81
−2844 0.45 0.79
−3104 0.48 0.78
−3413 0.51 0.77
−3789 0.54 0.76
Appendix D: Renormalization of y1⊥ and Kσ at low
temperature L,L∆  LT
We analyze the spin conductance at low temperature
by renormalizing the parameters up to a length scale l∗ at
which one of two criteria is reached: i) either α(l∗) ∼ L,
at which point the system can be thought of as zero-
dimensional and has different RG equations, or ii) y(l∗) ∼
1. Figure 10 shows how the renormalized parameters
Kσ(l
∗) and y1⊥(l∗) depend on Kσ(l = 0) and y1⊥(l = 0),
similar to Fig. 5. Note that the diagram for the RG
flow in Fig. 2 corresponds to the thermodynamic limit,
whereas the finite length of the wire in Fig. 10 leads to a
region with y1⊥(l∗) < 1 above the separatrix.
FIG. 10. The renormalized parameters y1⊥(l∗) and Kσ(l∗) as
functions of Kσ(l = 0) and y1⊥(l = 0). The parameters have
been evolved according to Eqs. (6) up to the length scale l∗ at
which either α(l∗) ≈ L or y1⊥(l∗) ≈ 1. The white lines show
the separatrix y1⊥(0) = 2
∣∣K2σ(0)− 1∣∣ / ∣∣K2σ(0) + 1∣∣ which
corresponds to spin-rotation invariant interactions. The solid
white line separates the regions corresponding to a gapped
∆σ > 0 and gapless ∆σ = 0 system in the limit L → ∞ as
in Fig. 5. We have used here L = 5.5µm, α(l = 0) = ρ−10 =
(0.8µm)−1 and the discretization δl = 0.1µm in Eq. (6). The
same values are used in Fig. 5.
Appendix E: Renormalization equation for the
strong local backscattering
When T < TL < ∆σ, renormalization of the parame-
ters leads to y1⊥(l∗) ∼ 1 while α(l∗) < L. One cannot use
RG equations which are perturbative in y1⊥ to renormal-
ize the parameters further. In this situation, even though
α(l∗) < L, we can expect the conductance of the finite-
length wire to be sufficiently well described by a local
backscattering term at x = 0 with y1⊥ & 1. This local
term in the Hamiltonian is given by Eq. (10). Instead
of y1⊥, one can now use a different parameter related to
local backscattering to formulate perturbative RG equa-
tions.
To find the renormalization equation in the case of a
strong local backscattering term, we consider the parti-
tion function
Z =
∫
Dφσ(τ)e
−S .
The action S = S0 +S
′
0 +Sg contains the quadratic part
S0, a term S
′
0 coming from the regularization of S0 at
short times, and the backscattering at x = 0
Sg =
y1⊥pivσ
2pi2L
∫
dτ cos
(
2
√
2φσ(x = 0, t)
)
,
When the coefficient of this term is large, one can evalu-
ate the partition function by a saddle-point approxima-
tion of the action. The trajectories φσ(τ) which minimize
the action correspond to instanton solutions of the Euler-
Lagrange equation. One can think of the instantons as
tunneling events where the field φσ shifts from one mini-
mum of the cosine to the next. The minima are separated
by 2pi, so that φσ changes by pi/
√
2 in a tunneling event.
The instanton-type solutions therefore have the shape of
a step or kink in time where φσ(τ) changes by pi/
√
2.
When there are multiple such steps at times τi, the
solution can be written as the sum of functions φ˜σ(τ−τi)
with one step,
φσ(τ) =
∑
i
iφ˜σ(τ − τi),
where i = ±1 for steps in the positive or negative direc-
tion. Similar to the spinless case in Refs. 19 and 40, we
obtain the partition function for the spin sector as
Z =
∞∑
p=0
f2p
∫ β
0
dτ2p
δ
∫ τ2p−δ
0
dτ2p−1
δ
· · ·
∫ τ2−δ
0
dτ1
δ
×
∑
1,...2p=±
e
1
Kσ
∑
i>j ij log
(
τi−τj
δ
)
.
Here, the first sum accounts for trajectories with different
numbers of instantons p. In order to allow only trajecto-
ries which are periodic in imaginary time, φσ(β) = φσ(0),
there can only be an even number of instantons on a given
trajectory. For the same reason, one has the condition∑
i i = 0. The parameter f is the fugacity of an instan-
ton,
f = e−Sinst ,
containing the instanton action 2pSinst = S
′
0 + Sg.
The instanton action can be obtained as a constant
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Sinst ∝ √y1⊥. When y1⊥ > 1, f = e−Sinst  1, and
we can approximate the partition function by the first
two terms,
Z = 1 + f2
∫ β
0
dτ2
δ
∫ τ2−δ
0
dτ1
δ
∑
1,2=±
e
1
Kσ
12 log( τ2−τ1δ )
= 1 + 2f2
∫ β
0
dτ2
δ
∫ τ2−δ
0
dτ1
δ
(
δ
τ2 − τ1
) 1
Kσ
.
The integral has the scaling dimension L2−
1
Kσ , which
gives the RG equation
df(l)
dl
=
(
1− 1
2Kσ
)
f(l).
[1] I. Zˇutic´, J. Fabian, and S. Das Sarma, “Spintronics:
Fundamentals and applications,” Rev. Mod. Phys. 76,
323 (2004).
[2] C. Gong and X. Zhang, “Two-dimensional magnetic crys-
tals and emergent heterostructure devices,” Science 363
(2019), 10.1126/science.aav4450.
[3] S. D. Gensemer and D. S. Jin, “Transition from colli-
sionless to hydrodynamic behavior in an ultracold Fermi
gas,” Phys. Rev. Lett. 87, 173201 (2001).
[4] A. Sommer, M. Ku, G. Roati, and M. W. Zwierlein,
“Universal spin transport in a strongly interacting Fermi
gas,” Nature 472, 201 (2011).
[5] S. Krinner, M. Lebrat, D. Husmann, C. Gre-
nier, J.-P. Brantut, and T. Esslinger, “Map-
ping out spin and particle conductances in a
quantum point contact,” Proceedings of the Na-
tional Academy of Sciences 113, 8144 (2016),
https://www.pnas.org/content/113/29/8144.full.pdf.
[6] C. Luciuk, S. Smale, F. Bo¨ttcher, H. Sharum, B. A.
Olsen, S. Trotzky, T. Enss, and J. H. Thywissen, “Obser-
vation of quantum-limited spin transport in strongly in-
teracting two-dimensional Fermi gases,” Phys. Rev. Lett.
118, 130405 (2017).
[7] E. Fava, T. Bienaime´, C. Mordini, G. Colzi, C. Qu,
S. Stringari, G. Lamporesi, and G. Ferrari, “Observa-
tion of spin superfluidity in a Bose gas mixture,” Phys.
Rev. Lett. 120, 170401 (2018).
[8] M. A. Nichols, L. W. Cheuk, M. Okan, T. R. Hartke,
E. Mendez, T. Senthil, E. Khatami, H. Zhang, and
M. W. Zwierlein, “Spin transport in a Mott insulator
of ultracold fermions,” Science 363, 383 (2019).
[9] G. D. Mahan, Many-particle physics (Plenum, New York,
2000).
[10] R. Landauer, “Spatial variation of currents and fields due
to localized scatterers in metallic conduction,” IBM Jour-
nal of Research and Development 1, 223 (1957).
[11] R. Landauer, “Electrical resistance of disor-
dered one-dimensional lattices,” The Philosoph-
ical Magazine: A Journal of Theoretical Ex-
perimental and Applied Physics 21, 863 (1970),
https://doi.org/10.1080/14786437008238472.
[12] M. Bu¨ttiker, “Absence of backscattering in the quantum
Hall effect in multiprobe conductors,” Phys. Rev. B 38,
9375 (1988).
[13] Y. Meir and N. S. Wingreen, “Landauer formula for the
current through an interacting electron region,” Phys.
Rev. Lett. 68, 2512 (1992).
[14] B. N. Narozhny and A. Levchenko, “Coulomb drag,” Rev.
Mod. Phys. 88, 025003 (2016).
[15] I. D’Amico and G. Vignale, “Theory of spin Coulomb
drag in spin-polarized transport,” Phys. Rev. B 62, 4853
(2000).
[16] C. P. Weber, N. Gedik, J. Moore, J. Orenstein,
J. Stephens, and D. Awschalom, “Observation of spin
Coulomb drag in a two-dimensional electron gas,” Na-
ture 437, 1330 (2005).
[17] S. B. Koller, A. Groot, P. C. Bons, R. A. Duine, H. T. C.
Stoof, and P. van der Straten, “Quantum enhancement
of spin drag in a Bose gas,” New Journal of Physics 17,
113026 (2015).
[18] M. Lebrat, P. Griˇsins, D. Husmann, S. Ha¨usler, L. Cor-
man, T. Giamarchi, J.-P. Brantut, and T. Esslinger,
“Band and correlated insulators of cold fermions in a
mesoscopic lattice,” Phys. Rev. X 8, 011053 (2018).
[19] T. Giamarchi, International Series of Monographs on
Physic, Vol. 121 (Oxford University Press, Oxford, 2003).
[20] D. L. Maslov and M. Stone, “Landauer conductance of
Luttinger liquids with leads,” Phys. Rev. B 52, R5539
(1995).
[21] V. V. Ponomarenko, “Renormalization of the one-
dimensional conductance in the Luttinger-liquid model,”
Phys. Rev. B 52, R8666 (1995).
[22] I. Safi and H. J. Schulz, “Transport in an inhomogeneous
interacting one-dimensional system,” Phys. Rev. B 52,
R17040 (1995).
[23] R. Thomale and A. Seidel, “Minimal model of quantized
conductance in interacting ballistic quantum wires,”
Phys. Rev. B 83, 115330 (2011).
[24] V. V. Ponomarenko and N. Nagaosa, “Threshold features
in transport through a 1d constriction,” Phys. Rev. Lett.
79, 1714 (1997).
[25] V. V. Ponomarenko and N. Nagaosa, “Transport through
a 1d Mott-Hubbard insulator of finite length,” Phys. Rev.
Lett. 81, 2304 (1998).
[26] V. Ponomarenko and N. Nagaosa, “Impurity pinning in
transport through 1d MottHubbard and spin gap insula-
tors,” Solid State Communications 114, 9 (2000).
[27] V. V. Ponomarenko, “Spin transport through a 1d Mott-
16
Hubbard insulator of finite length,” EPL (Europhysics
Letters) 105, 17008 (2014).
[28] L. Corman, P. Fabritius, S. Ha¨usler, J. Mohan, L. H. Do-
gra, D. Husmann, M. Lebrat, and T. Esslinger, “Quan-
tized conductance through a dissipative atomic point
contact,” Phys. Rev. A 100, 053605 (2019).
[29] T. Giamarchi, “Umklapp process and resistivity in one-
dimensional fermion systems,” Phys. Rev. B 44, 2905
(1991).
[30] M. Kana´sz-Nagy, L. Glazman, T. Esslinger, and E. A.
Demler, “Anomalous conductances in an ultracold quan-
tum wire,” Phys. Rev. Lett. 117, 255302 (2016).
[31] S. Uchino and M. Ueda, “Anomalous transport in the
superfluid fluctuation regime,” Phys. Rev. Lett. 118,
105303 (2017).
[32] M. Kana´sz-Nagy, L. Glazman, T. Esslinger, and E. A.
Demler, “Publisher’s note: Anomalous conductances in
an ultracold quantum wire [phys. rev. lett. 117, 255302
(2016)],” Phys. Rev. Lett. 122, 039901 (2019).
[33] M. J. Rice, A. R. Bishop, J. A. Krumhansl, and S. E.
Trullinger, “Weakly pinned Fro¨hlich charge-density-wave
condensates: A new, nonlinear, current-carrying elemen-
tary excitation,” Phys. Rev. Lett. 36, 432 (1976).
[34] T. Nattermann, T. Giamarchi, and P. Le Doussal,
“Variable-range hopping and quantum creep in one di-
mension,” Phys. Rev. Lett. 91, 056603 (2003).
[35] C. L. Kane and M. P. A. Fisher, “Transmission through
barriers and resonant tunneling in an interacting one-
dimensional electron gas,” Phys. Rev. B 46, 15233
(1992).
[36] C. L. Kane and M. P. A. Fisher, “Transport in a one-
channel Luttinger liquid,” Phys. Rev. Lett. 68, 1220
(1992).
[37] J. N. Fuchs, A. Recati, and W. Zwerger, “Exactly solv-
able model of the BCS-BEC crossover,” Phys. Rev. Lett.
93, 090408 (2004).
[38] P. Mehta and N. Andrei, “Nonequilibrium transport in
quantum impurity models: The bethe ansatz for open
systems,” Phys. Rev. Lett. 96, 216802 (2006).
[39] M. Olshanii, “Atomic scattering in the presence of an
external confinement and a gas of impenetrable bosons,”
Phys. Rev. Lett. 81, 938 (1998).
[40] J. M. Kosterlitz, “The critical properties of the two-
dimensional xy model,” Journal of Physics C: Solid State
Physics 7, 1046 (1974).
