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Summary Objective techniques to evaluate a facial movement are indispensable for the
contemporary treatment of patients with motor disorders such as facial paralysis, cleft lip,
postoperative head and neck cancer, and so on. Recently, computer-assisted, video-based
techniques have been devised and reported as measuring systems in which facial movements
can be evaluated quantitatively. Commercially available motion analysis systems, in which a
stereo-measuring technique with multiple cameras and markers to facilitate search of matching
among images through all cameras, also are utilized, and are used in many measuring systems
such as video-based systems. The key is how the problems of facial movement can be extracted
precisely, and how useful information for the diagnosis and decision-making process can be
derived from analyses of facial movement. Therefore, it is important to discuss which facial
animations should be examined, and whether fixation of the head and markers attached to the
face can hamper natural facial movement.
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Analysis methods for facial motion 51. Introduction
It is very important to evaluate facial movements adequately
in the diagnosis, planning of treatment, prognosis and surgi-
cal outcomes of patients with cleft lip and palate, trauma,
malignant tumor, neurological disease and so on. In such
clinical situations, facial movements have been convention-
ally evaluated and treatment methods have been selected by
an observer or an operator subjectively.
The best-known and most widely used system of grading
facial nerve paralysis is the House Brackmann system, which
assigns patients to 1—6 categories on the basis of their
facial function [1]. It has been noted, however, that this
system is not sufficiently sensitive to change [2], and that
grades II—IV are difficult to assess because patients may
have contrasting degrees of function in the upper and lower
parts of their faces [3]. As alternative clinical systems, the
Sydney Grading System and the Sunnybrook Facial Grading
System have been proposed [4,5]. Coulson et al. investi-
gated the extent of within-system reliability and between-
system correlation for the Sydney and Sunnybrook systems
of grading facial nerve paralysis, and examined the inter-
observer reliability and agreement of the House Brackmann
grading system [6]. They concluded that: (1) for the clinical
grading of voluntary movement, there is good correlation
between ratings given on the Sydney and Sunnybrook sys-
tems, and within each system there is good reliability; (2)
the assessment of synkinesis is far less reliable within, and
less related between, systems; and (3) although the relia-
bility of the House Brackmann grading system was found
to be high, an examination of individual grades revealed
wide variations between trained observers. Thus, although
attempts have been made to standardize these methods,
observer error and the lack of a subtle, precise, and com-
plete vocabulary of language concerning facial motion limit
subjective methods of description [7]. Furthermore,
reports on the functional results of any kind of treatment
using a scoring system cannot be directly compared with
each other [8].
For patients with cleft lip and palate, a static face has
been evaluated quantitatively and three-dimensionally
using a laser scanner [9], an optical surface scanner [10],
a contact-type digitizer [11] and so on. The central goal of
surgical repair for cleft lip and palate is the restoration of
the appearance and function of the nasolabial area [12].The function of the nasolabial area, i.e. facial movement, is
key to the quality of life of patients with cleft lip and
palate.
Subjective assessments tend to be biased, and may not
provide a sufficiently sensitive measure for decision-making
in a clinical setting [13]. Wu et al. compared an objective
approach versus a subjective approach to the detection of
facial synkinesis, and concluded that the former has more
reliability and sensitivity than the latter [14]. The primary
obstacles to subjective evaluations are the absence of sen-
sitive, reliable, and temporal aspects of facial function at
specific facial landmarks [7].
Thus, objective techniques to evaluate facial movement
are indispensable to contemporary treatment for patients
with motor disorders such as facial paralysis, cleft lip, post-
operative head and neck cancer, etc. In this review, objective
techniques reported to evaluate facial movements are dis-
cussed.
2. Motion analysis without video-based
systems
2.1. Motion analysis using a laser scanner
Laser scanning systems can provide highly accurate range
images easily, and have been applied to facial motion analysis
[15]. The time during which a person can remain motionless
and expressionless is approximately 1 second [16]. A laser
scanning system, which usually requires around 8—30 s [17],
will be subject to motion artefacts. On the other hand,
stereophotogrammetric camera systems have also been used
for facial motion analysis [18]. This system has the advan-
tages of a fast capture time (less than 1 s) and a highly
accurate range image [18]. Therefore, facial motion analysis
systems using a stereophotogrammetric camera are more
suitable than a laser scanner. However, in both systems, no
information can be utilized between the face being still and
in maximal expression/movement.
2.2. Motion analysis using a photograph
Johnson et al. devised ameasuring system using a photograph
obtained from a single camera [19]. Calibration is performed
with a 2 cm ruler attached to the nasal tip. Red dots of 5 mm
6 K. Mishima, T. Sugaharadiameter, on which a 1 mm diameter central black dot is
drawn, are attached to the surface of the face. They stressed
that their system can be performed at bedside, and can be
processed from a photograph at later time. However, mea-
surement is limited to only at rest position and maximal
displacement, i.e. non-linear motion is ignored and there
is no representation of the actual path of motion of the facial
landmarks.
3. Motion analysis with video-based system
Recently, computer-assisted, video-based techniques have
been devised and reported as measuring systems in which
facial movements can be evaluated quantitatively. In most of
these techniques, commercially available motion analysis
systems are used (Table 1). Trotman et al. reported a mea-
suring system which requires four cameras, reflective mar-
kers and special lighting using Motion AnalysisTM [20—22].
Coulson et al. also described an analysis method for facial
movements using the same software [23—25]. Linstrom et al.
reported a facial motion analysis system using another com-
mercially available system, PEAKTM, in which an infrared light
source and an infrared-light sensitive camera are mounted on
a tripod, and light-reflective markers are placed strategically
[7,26]. Frey et al. devised a measuring system with a single
camera which requires a special mirror and a special appa-
ratus for camera calibration [8]. In their apparatus using the
ViconTM system, an operator must pick marking points with a
mouse over the whole image sequence to obtain the coordi-
nates of the landmarks [8]. Ferrario et al. devised a measur-
ing system in which facial movements are recorded using an
optoelectronic three-dimensional motion analyzer (SmartTM
system) [27—29]. Six high-resolution infrared sensitive
charge-coupled (CCD) device video cameras are positioned
around the subject. Based on the 3D VideoTM system, Mishima
et al. developed a system to analyze lip motion with quad-Table 1 Video-based measuring systems.
Authors Commercially
available software
used
Markers
Frey et al. (1994) Vicon system A light-refl
marker of
Frey et al. (1999) NA Marking wi
pen on the
Trotman et al. (1998) Motion analysis A retrorefl
with diame
Coulson et al. (1999) Motion analysis Retroreflec
of 7 mm di
Linstrom et al. (2000) Peak system Light-reflec
Mishima et al. (2004) 3D video A quadrang
Mishima et al. (2006) NA
Ferrario et al. (2007) Smart system A retrorefl
Hontanila et al. (2008) Facial clima A reflectiverangular markers of 1—2 mm [30], and later developed a
novel system in which a range image can be produced from
four camera images [31]. Hontanilla and Auba reported a
system consisting of three infrared cameras with reflective
markers attached to the surface of the face using Facial
ClimaTM [32]. In all systems, a stereo measuring technique
with multiple cameras is utilized, and markers to facilitate to
search matching among the images through all cameras is
also utilized.
3.1. Markers
Many measuring systems for facial motion utilize markers
attached to the surface of the face. A light-reflective hemi-
global marker of 6 mm [8], a retroreflective spherical marker
with a diameter of 4 mm [20], retroreflective (reflecting light
back to its source with a minimum scattering of light) sphe-
rical marker of 7 mm [23], light-reflective tape of 0.125 in.2
[7], and a retroreflective marker of 2 mm [28] have all been
used in these motion analysis systems. A quadrangular mar-
ker of 1—2 mm has been used in the system developed by
Mishima et al. [30]. Movement of the marker can be mea-
sured three-dimensionally, but no information can be
gleaned from areas beyond the markers. Moreover, the use
of physical markers in measuring systems is time consuming
for the operator and the patient, and may inhibit sponta-
neous facial motion.
Wachtman et al. analyzed facial motion without markers
[33]. In their system, optical flows are calculated for the
whole surface of the face, and movement can be analyzed in
detail, but only two-dimensionally. Mishima et al. developed
a novel system to measure facial motion without markers, in
which infrared patterns projected on the face are utilized for
the production of a range image [31]. Three-dimensional,
detailed information of the whole surface of the face is
available in their measuring system.Cameras
ective hemi-global
6 mm diameter
Four video cameras
th a water-resistant
face
Single video camera
ective spherical marker
ter of 4 mm
Four video cameras
tive spherical marker
ameter
Four video cameras
tive tape of 0.125 in.2 An infrared-light sensitive
camera
ular marker of 1—2 mm Three color video cameras
Three infrared and one color
video cameras
ective marker of 2 mm Six high-resolution infrared
sensitive charge-coupled device
video cameras
marker Three infrared video cameras
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In the system proposed by Trotman et al. using Motion
AnalysisTM, four analog video cameras are calibrated with
a cubic-shaped metal space frame (200 mm on each edge)
fitted with an array of 12 markers [20]. Using the same
software, Coulson et al. also calibrated four video cameras
with a frame of known proportions, which has a 16 spheres
hung in 4 strings in a cubic arrangement [23]. A minimum of 6
markers on the framemust be viewed by at least 2 cameras to
allow direct linear transformation of the coordinate points
using an 11 parameter calculation. Mishima et al. calibrated
three video cameras with a known object, which was a cube
of 100 mm on which a checkerboard of 10 mm is printed [30].
In a later system from Mishima et al., a known object, which
was a cube of 150 mm on which a checkerboard of 10 mm is
printed, was used for the calibration of four cameras [31]. In
the system of Hontanilla and Auba, to compute the intrinsic
and extrinsic parameters, a set of calibration tools including
a set of markers was used as input data [32]. The relative
position between the markers is known precisely. The pro-
jections of the markers in the calibration tool are then
computed on each frame taken during the calibration pro-
cess. Using these data, the calibration module solves a set of
non-linear equations where the input data are: the 2D pro-
jections of the markers in the calibration tool for each frame,
and the relative position of the markers in the calibration
tool.
In contrast, since the system described by Lindstrom et al.
consists of a single camera, the calibration is simple. The
camera is calibrated by videotaping a 15-cm or 30-cm scaling
rod with reflective markers at both ends [7].
Frey et al. reported a novel three-dimensional analysis
system after they had introduced a documentation system for
facial movement using the ViconTM system [34]. In their later
system, to make it possible to measure facial movements
three-dimensionally with only a single video camera, a spe-
cial calibration grid was developed. To calibrate their mea-
suring system, a calibration grid with small different colored
globes is positioned between two mirrors and filmed.
3.3. Compensation of head movement
Subjects should be measured while comfortable and in a
relaxed environment for the proper evaluation of their facial
movements. Since many researchers consider that restrictive
fixation of the head or face may hamper natural facial move-
ments, compensation for head movement with a device such
as a jig or immobile reference points has been proposed.
With regard to the device used for the compensation of
headmovements, a head-holder was used by Coulson et al. to
comfortably restrain the subject’s head in their system [23].
The head-holder consisted of a metal jig to which a dispo-
sable wooden bite bar was attached. The subjects were asked
to gently bite on the bite bar to stabilize their head. Addi-
tionally, immobile reference points weremade during various
facial animations, and displacements of these markers sub-
tracting the displacements of still reference points were
calculated as the true displacement of the markers [24].
Trotman et al. used amaxillary acrylic splint with an attached
face bow for the compensation of head movement [20]. They
compared the stability of landmarks at potentially stablefacial soft-tissues and of a head cap with landmarks on the
maxillary acrylic splint, and then suggested that the land-
marks of the head cap were suitable as references during
facial animations, and that skin-based landmarks were unsui-
table during facial animations [20]. Later, they devised
procrustes fit models to adjust the data for head movement
without the splint [35]. The most immobile ten landmarks
were determined, and using these landmarks, the parallel
and rotational transformation of the coordinates in all frames
was then performed such that the ten landmarks would be
closest to those of the initial rest position. Mishima et al.
compensated for head movements during measurements
with a sun-visor printed with a checkerboard pattern
[30,31]. In their system, points at the intersections of the
checkerboard pattern were used to calculate the matrix of
the coordinate transformation. Thus, various devices to
compensate for head movement during motion analysis of
the face have been proposed. In particular, a device that does
not interfere with natural movement at all is desirable and
necessary.
Concerning the compensation of head movements with
immobile reference points, there are several reports. In the
system proposed by Linstrom et al., head support is provided
by a triangular-shaped head cushion, which is secured to the
back of the examination chair [7]. This cushion cues the
subject to keep the head in a steady position, and helps to
reduce any extraneous head movement. In their later paper,
a cushioned examination tray on which the subject rests his
or her chin is also used [7]. To remove the confounding effects
of head motion, the coordinates for the rhinion are estab-
lished as the zero—zero coordinate for each picture, and each
marker location is referenced to the rhinion [7]. Ferrario
et al. devised a method where the patient’s head and neck
movements are subtracted from the raw facial movements
using three cranial markers [28]. Frey et al. video-taped
facial movements without fixation of the head [34]. They
regarded the tragus and the central nose point as static
points, and the tilt of the head was compensated for by
software [34]. To compensate for head movements with
immobile reference points successfully, movements of these
points must be examined precisely, and based on this exam-
ination, the validity of selecting those points should be
discussed.
3.4. Facial animations
Previous researchers have suggested that the reproducibility
of facial expressions is generally poor, regardless of the
measuring techniques used [36]. Johnston et al. investigated
the reproducibility of facial expressions using a stereophoto-
grammetic camera system, and made the following conclu-
sions [36]: (1) intra-session expression reproducibility is high;
(2) variation in expression reproducibility between sessions is
minimal; (3) reproducibility is expression specific; and (4)
differences in expression reproducibility exist between
males and females.
In a measuring system to evaluate facial paresis or facial
paralysis, facial expressions that reflect the functions of the
facial nerve are important, and have been analyzed. Honta-
nilla and Auba analyzed facial movements during a smile,
mouth puckering, eye closure and forehead elevation [32].
Linstrom et al. investigated such expressions as eyes-closed
8 K. Mishima, T. Sugaharatightly, forehead wrinkling (eyebrow lift), nose wrinkling,
kissing (pursed lips), and a closed-lip smile [7]. Coulson et al.
proposed a protocol for facial expressions at rest, forehead
raise, eye closure, nose wrinkle, maximum smile, pout, and
lip pulled down, which are thought to reflect movements in
the branches of the facial nerve [23]. Frey et al. studied the
facial movements during maximal lifting of the eye-brows,
closing of the eyes when sleeping, maximal closing of the
eyes, maximal showing of the teeth, maximal closing of the
eyes and showing the teeth at the same time, smiling while
showing the teeth, smiling with closed lips, pursing the lips
and whistling, and pulling the corners of the mouth down-
ward [34].
On the other hand, in patients with cleft lip, the outcome
of muscle reconstruction and the amount and degree of scar
tissue left at the upper lip become important factors rather
than the functions of motor neurons. Trotman et al. inves-
tigated five facial animations: lip pursing, cheek puffing,
grimacing, smiling, and eye closing [20]. Using these five
animations, the lip motion of patients with cleft were ana-
lyzed [35]. Mishima et al. considered that scar tissue at the
upper lip and insufficient muscle reconstruction would pro-
duce limited lip motion during lip pursing, and this unnatur-
alness could be seen in maximal facial movements and in
ordinary, daily life movements [31,37]. Therefore, ordinary
movements, not maximal movements, are more important
for the quality of life of cleft lip patients, and have been
analyzed during phonation of the Japanese vowel /u/
[31,37].
3.5. Accuracy investigation
It is difficult to determine which accuracy in a measuring
system is more meaningful. There are a few incorrect reports
on accuracy investigations. In many reports, a known object
is measured, and the differences from the correct or true
values are then calculated. Frey et al. measured twenty
known points in a cube of 200 mm3 and then compared the
measurements with real coordinates [34]. As a result, it was
revealed that mean differences from the true values were
0.5 mm, 0.5 mm, 1.0 mm for x-, y-, and z-directions,
respectively. Hontanilla and Auba investigated the accuracy
of their system using a fixed distance of 90 mm and angle of
908 marked on a scaling rod with 2 mm wide reflective
markers, and then reported that their system was accurate
to within 0.13 mm and 0.418 [32].
Not only static but also dynamic accuracies should be
examined in a motion analysis system. Mishima et al. exam-
ined the dynamic accuracy of their system using a method to
reproducemotionwith actual speed [31]. A one-axis parallel
motion apparatus with high accuracy and a known object
were used. The actuator was moved at a speed of 50 mm per
second in a direction parallel to the optical axis of the
central camera. After the range images are produced, the
three-dimensional coordinates of eighteen sample points
were calculated across all of the image sequences. The
distances between the sample points in two directions,
length and width, were then calculated over 30 frames,
i.e. for 1 s. The differences between the known values
and the calculated values were calculated. Consequently,
the differences from the known values ranged from 0.53 mm
to 0.73 mm with a mean  SD of 0.64  0.08 mm in thelength direction, and ranged from 0.14 mm to 0.44 mmwith
a mean  SD of 0.31  0.11 mm in the width direction. In
addition, to examine the static accuracy, the range images
from their video system have been compared with range
images obtained from a laser scanner (VIVID 910, Konica-
Minolta, Tokyo) with a cast model of the face. Ten range
images from 10 continuous frames and one range image from
the laser scanner were generated and compared. Ten sets of
two range images from different modalities were then
superimposed so that the normal vectors between the two
images would be minimized using the application software
(3D-Rugle, Medic engineering, Kyoto). After superimposi-
tion, the differences between the two images generated
from the different modalities were investigated in the area
of interest, including the nose and lip. The proportion of
pixels in which the differences between the two range
images obtained from the present system and the laser
scanner were within 0.5 mm was 61.2% in the area of
interest of 200 pixels  230 pixels, including the nose and
lip.Within this area, the differenceswere the greatest in the
alar groove.
3.6. Reliability of measuring systems
As Johnston et al. stated, the extent of reproducibility is
expression specific [36], and the reproducibility of measure-
ments of facial motion during various expressions is one of
the most important issues. Intra-session repeatability and
inter-session repeatability have been investigated in six
maximum facial animations from rest: instructed (maximum)
smile, free (natural) smile, surprise with closed mouth,
surprise with open mouth, right side eye closure, left side
eye closure [29]. As a result, the technical error of the
measurement ranged from 0.3 mm to 9.42 mm, which was
observed at the left orbital landmark in the surprise move-
ment with a closed mouth and at the right exocanthus in the
surprise movement with an open mouth, respectively [29].
For inter-session repeatability, the lip landmarks had the
lowest repeatability in the maximum smile and the surprise
with open mouth. These results are consistent with the
description by Johnston et al. that greater repeatability
during the maximum smile is observed than in the free smile
movement, and that the lip landmarks appear to be less
reproducible [36].
3.7. Two-dimensional versus three-dimension
analysis
Motion analyses using a single camera are usually performed
two-dimensionally. In general, the hardware is simple and
not expensive, and complicated calibration is unnecessary.
Neely et al. described an evaluation system for facial
paralysis, in which a black and white camera coupled to
a VHS cassette recorder is used to videotape the subject’s
face, and then the images are processed on a computer
[38]. Isono et al. described the following evaluation system
for facial paralysis [39]. First, 24 white marks are attached
to the face. After the images are captured through a video-
camera, ten frames are selected for analysis from rest to
maximal movement. The marks attached to the face are
extracted, and the marks are then analyzed quantitatively.
Figure 1 Flow diagram.
Figure 2 Hardware composition. Three infrared cameras, one
color camera and a projector, whichmounts an infrared filter, are
arranged.
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of these facial landmarks can be analyzed. However, their
analysis is only two-dimensional.
Wachtman et al. analyzed facial motion using a single
camera without markers [33]. Their proposedmethod, auto-
mated face analysis (AFA), includes dense flow extraction
and feature-based tracking. Dense flow extraction is a
method for detecting the motion of the overlying skin pro-
duced by muscle contractions, which is computed using
optical flow and so on. The features on the face are auto-
matically tracked by feature-based tracking. Thus, their
system is simple and easy, and movement over the whole
surface of the face can be analyzed in detail, but only two-
dimensionally.
Gross et al. reported that two-dimensional amplitudes
underestimated the three-dimensional amplitudes by as
much as 43% [40]. They have stressed that a three-dimen-
sional analysis system is necessary for the evaluation of facial
motion.
3.8. Evaluation parameters
The magnitude of movement of the facial soft tissues can be
analyzed by the displacements of landmarks [7,24] or
changes in the distances between landmarks [21,22,41].
The surface area of the face can also be utilized to measure
changes in the shape of the face during facial animations
[32]. These parameters are relevant to the shape of a face. In
addition, parameters related to a time such as velocity and
acceleration are used for motion analysis [32]. To evaluate
the timing of lip motion, all frames during any motion are
divided into four time periods along a time axis, and the
magnitude of the displacement for each section is then
analyzed [31].
The symmetry of facial motions is one of the most
important elements. To assess the extent of asymmetry
in individual subjects, a global asymmetry score generated
by summing the absolute values of the differences in
displacement over all six pairs is calculated for each
subject and each animation [35]. Linstrom et al. also
devised a method to determine the asymmetry of marker
displacement, in which the maximum and minimum valuesrelative to the rhinion for the specified marker coordinate
are identified during the expression, but two-dimensionally
[7].
Thus, most techniques to analyze facial motion utilize the
displacement of points such as landmarks. On the other hand,
a technique to analyze the displacement of the surface of the
lips has been devised [31]. Using range images produced by
their measuring system, the upper and lower lips are divided
into eight areas, which are defined by landmarks and the
Be´zier curves (Be´zier curve of n-dimension, which is one of a
parametric curve, is defined by n + 1 control points) and
virtual grids are made for each area. The magnitude of
the shift and velocity during lip motion is calculated for each
area.
Trotman et al. applied principal component analysis (PCA)
to evaluate facial motion, in which the distances between
landmarks are regarded as variables of the PCA in order to
investigate the relationship between facial movements and
facial skeletons [42].
Figure 3 Images obtained from the 3 IR and one color cameras. Four camera images taken at the same time are shown. The subject
wears a sun-visor on which a checkerboard pattern is printed. An infrared pattern is then projected onto the subject.
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4.1. Hardware composition
Our hardware consisted of three infrared digital video cam-
eras (IR camera, Sony XC-E150, Tokyo), one color digital video
camera (Sony DXC-390, Tokyo), a synchronizing signal gen-
erator (Imagenics SG-701, Tokyo), two signal distributors
(Sony SRP-200DA, Tokyo), an infrared projector (Hewlett-
Packard mp3222, Palo Alto), four digital video recorders
(Sony DSR-80, Tokyo) and a personal computer (Dell precision
workstation 380, Austin) (Fig. 2). The motion images
obtained through the four digital video cameras, which were
precisely controlled by the synchronizing signal, were
recorded onto digital videotape (Sony DVCAMTM PDV-64ME,
Tokyo) at a sampling rate of 30 frames per second.
4.2. Camera calibration
The intrinsic and extrinsic parameters of the four video
cameras were calculated using a known object, which wasFigure 4 Range image. A texture-mapped range imagemade by the aa cube of 150 mm onto which a checkerboard pattern of
10 mm was printed. The intrinsic and extrinsic parameters
included focal distance and distortion of the cameras, and
the position and posture of the cameras, respectively [43].
4.3. Production of a range image
The image sequences were captured on the personal com-
puter, and each frame was then digitized at a resolution of
720 pixels  480 pixels. Images from the three IR cameras,
which were recorded with an IR pattern projected onto a
subject, and those from the color camera were used to
produce a range image and a texture image, respectively
(Fig. 3). The starting and ending frames during motion were
designated by referring to the time code in the images. All
images captured by the three IR cameras were altered into a
gray scale of 8 bits for processing. High and low frequency
noise were removed using a Laplacian Gaussian filter [44]. A
multiple-baseline stereo technique [45] and a template-
matching technique [44] were applied to find a match.
The disparity was then calculated, and range images wereuthors’system is shown in every five frames during phonation /a/.
Figure 7 Virtual grids in uv-coordinates. Grids of 5  5 were
made in all areas, and the three-dimensional coordinates of the
intersections of the grid were then calculated.
Figure 5 Compensation for head movement. A sun-visor onto
which a checkerboard pattern is printed was worn. Any head
movement was adjusted by using approximately 10 points at the
checkerboard intersections.
Figure 6 Segmentation for the analysis of lip motion. In the
starting frame of the color camera images taken during lip
motion, ten landmarks on the upper lip are manually designated
with a mouse. By handling the control points, the Be´zier curves
are manually fitted into the free vermilion border with a mouse.
These landmarks and curved lines are then tracked automatically
across all images.
Analysis methods for facial motion 11produced across image sequences. In addition, a color tex-
ture mapping model was also constructed using the image
captured by the color camera (Fig. 4).
4.4. Compensations for head movements
A sun-visor onto which a checkerboard pattern was
printed was worn. Approximately 10 points at the inter-
sections of the checkerboard pattern were manually desig-
nated with a mouse in one frame from the color camera
image (Fig. 5). These immobile points were then automa-
tically tracked across image sequences by applying a
Lucas—Kanade algorithm [46]. The head position was then
compensated for as follows. The coordinate system of the
starting frame was standardized. The matrix of the
coordinate transformation for the estimation was a rigid
transformation, which means that the matrix must be
orthogonal. The coordinates from all frames were trans-
formed so that the distances between the designated
immobile points from one frame to the next would be
minimized using the least squares method within the con-
straints of the orthogonal matrix.
4.5. Analysis of lip motion
Ten landmarks on the upper lip were manually designated
with a mouse, and four areas were determined as a quad-
rangle surrounded by these four landmarks. The upper and
lower vermilions were divided into four areas, and defined
by five landmarks and one Be´zier curved line, and two
landmarks and two Be´zier curve, respectively (Fig. 6).
The Be´zier curves were manually fitted with a mouse by
handling control points. The landmarks and Be´zier curves
were automatically tracked across whole images according
to the Lucas—Kanade algorithm [46]. In these eight areas,
the following virtual grids were made. A three-dimensional
curved line on the range image was divided into several
segments. Divided points were projected into two dimen-
sions (XY plane), and gridline intersections were produced.
The intersections were prospectively projected onto the
curved surfaces of the range images, and three-dimensional
coordinates for the intersections were then calculated
(Fig. 7).4.6. Features of our method
No marker and no fixation of head during measurement
were used in our method [31]. Markers, which were used in
the other measuring systems, may hamper natural move-
12 K. Mishima, T. Sugaharament of a face. In contrast, the projection of an infrared-
light pattern onto the face enabled successful stereo-
matching and the calculation of disparities in the feature-
less surface, and thus a range image for the whole surface
was successfully produced. This system can therefore be
classified as an active stereo technique. Fixation of head
may also restrict a facial movement. In our system, head
movement during measurement could be successfully com-
pensated by applying automatically tracking technique. It
is important to record natural movement of a face and to
produce accurate range images for detailed analysis of
facial motion. In addition, techniques which can detect
subtle changes and problems in face movement are neces-
sary. In our analysis system, the application of virtual grids
represented as an uv-coordinate system enabled not only
detailed analysis but also standardization of various sizes
of subjects [31].
5. Results from facial motion analysis
Meaningful characteristics on facial motion have been
gleaned from studies using the video-based motion analysis
systems described above. The analysis of facial movements in
24 healthy individuals aged between 22 and 70 years, using
the system by Frey et al. [34], revealed that males show
larger movements of their faces than female, and that sub-
jects aged between 60 and 70 years demonstrated the largest
movements of their faces [41]. Measurements of the right and
left asymmetry of displacement in 42 normal subjects
showed that significantly greater displacement is found on
the left side than that on the right side, and that the
difference between the right and left sides of the face ranged
from 0.48 mm to 2.28 mm [25]. Trotman et al. applied their
measuring system to 5 bilateral cleft lip patients, 4 unilateral
cleft lip patients, and 50 normal individuals [35]. As a result,
the data from the bilateral and unilateral cleft lip patients
fell outside the normal range of maximum displacements,
and of symmetry.
6. Future views
There are several problems in many current systems used to
analyze facial motion, in which physical markers are
attached to the face and the head is fixed with a device
such as a jig. The use of markers and a reference is time
consuming for operators and patients, and may also inhibit
natural or spontaneous facial motion. In addition, no infor-
mation can be gleaned from areas beyond the markers.
Thus, obtaining four-dimensional information on the sub-
jects’ surface, and cancelling head movement during mea-
surement are keys in the development of facial motion
analysis systems. Second, facial motion analysis developed
successfully on the basis of these parameters must also be
meaningful in the clinical setting. Thus, facial motion
analysis should generate useful output for diagnosis, the
planning of treatment, treatment, prognosis and the surgi-
cal outcome of the patients. In this respect, there remain
many tasks to be solved. Finally, the indicators or para-
meters used for the analysis of facial motion should be
objective, repeatable and widely available to enable us to
procure a multi-center study.Acknowledgements
The authors thank Mr. Shozo Hirose and Mr. Yuji Uchida from
Ergovision Co. Ltd. (Osaka) for their advice.
References
[1] House JW, Brackmann DE. Facial nerve grading system. Otolar-
yngol Head Neck Surg 1985;93:146—7.
[2] Croxson G, May M, Mester SJ. Grading facial nerve function:
House-Brackmann versus Burres-Fisch methods. Am J Otol
1990;11:240—6.
[3] Rickenmann J, Jaquenod C, Cerenko D, Fisch U. Comparative
value of facial nerve grading systems. Otolaryngol Head Neck
Surg 1997;117:322—5.
[4] Ross BG, Fradet G, Nedzelski JM. Development of a sensitive
clinical facial grading system. Otolaryngol Head Neck Surg
1996;114:380—6.
[5] Coulson SE, Croxson GR. Assessing physiotherapy rehabilitation
outcomes following facial nerve paralysis. Aust J Otolaryngol
1995;2:20—4.
[6] Coulson SE, Croxson GR, Adams RD, O’Dwyer NJ. Reliability of
the ‘‘Sydney,’’ ‘‘Sunnybrook,’’ and ‘‘House Brackmann’’ facial
grading systems to assess voluntary movement and synkinesis
after facial nerve paralysis. Otolaryngol Head Neck Surg
2005;132:543—9.
[7] Linstrom CJ, Silverman CA, Susman WM. Facial-motion analysis
with a video and computer system: a preliminary report. Am J
Otol 2000;21:123—9.
[8] Frey M, Jenny A, Giovanoli P, Stussi E. Development of a new
documentation system for a facial movements as a basis for the
international registry for neuromuscular reconstruction in the
face. Plast Reconstr Surg 1994;93:1334—49.
[9] Schwenzer-Zimmerer K, Chaitidis D, Berg-Boerner I, Krol Z,
Kovacs L, Schwenzer NF, et al. Quantitative 3D soft tissue
analysis of symmetry prior to and after unilateral cleft lip repair
compared with non-cleft persons (performed in Cambodia). J
Craniomaxillofac Surg, 2008;36:431—8.
[10] Yamada T, Mori Y, Mishima K, Sugahara T. Nasolabial and alveolar
morphology following presurgical orthopaedic treatment in
complete unilateral clefts of lip, alveolus and palate. J Cranio-
maxillofac Surg 2003;31:343—7.
[11] Mishima K, Sugahara T, Mori Y, Sakuda M. Application of a new
method for anthropometric analysis of the nose. Plast Reconstr
Surg 1996;98:637—44.
[12] Morrant DG, Shaw WC. Use of standardized video recordings to
assess cleft surgery outcome. Cleft Palate Craniofac J
1996;33:134—42.
[13] Ritter K, Trotman C-A, Philips C. Validity of subjective evalua-
tion for the assessment of lip scarring and impairment. Cleft
Palate Craniofac J 2002;39:587—96.
[14] Wu ZB, Silverman CA, Linstrom CJ, Tessema B, Cosetti MK.
Objective computerized versus subjective analysis of facial
synkinesis. Laryngoscope 2005;115:2118—22.
[15] Okada E. Three-dimensional facial simulations and measure-
ments: changes of facial expression. J Craniofac Surg
2004;12:167—74.
[16] Vannier MW, Pilgram TK, Bhatia G, Brunden B. Facial surface
scanner. IEEE Comput Graph Appl 1991;11:72—80.
[17] Yamada T, Sugahara T, Mori Y. Rapid three-dimensional measur-
ing system for facial surface structure. Plast Reconstr Surg
1998;102:2108—13.
[18] Ayoub AF, Wray D, Moos KF, Siebert P, Jin J, Niblett T, et al. A
three-dimensional imaging system for archiving dental study
cast: a preliminary report. Int J Adult Orthod Orthognath Surg
1997;12:79—84.
Analysis methods for facial motion 13[19] Johnson PC, Brown H, Kuzon WM, Balliet R, Garrison JL, Camp-
bell J. Simultaneous quantitation of facial movements: the
maximal static response assay of facial function. Ann Plast Surg
1994;32:171—9.
[20] Trotman C-A, Stohler CS, Johnston LE. Measurement of facial
soft tissue mobility in man. Cleft Palate Craniofac J
1998;35:16—25.
[21] TrotmanC-A, Faraway JJ, SilvesterKT,GreenleeGM,JohnstonLE.
Sensitivity of amethod for the analysis of facialmobility. I. Vector
of displacement. Cleft Palate Craniofac J 1998;35:132—41.
[22] Trotman C-A, Faraway JJ. Sensitivity of a method for the
analysis of facial mobility. II. Interlandmark separation. Cleft
Palate Craniofac J 1998;35:142—53.
[23] Coulson SE, Croxson GR, Gilleard WL. Three-dimensional quan-
tification of ‘‘still’’ points during normal facial movement. Ann
Otol Rhinol Laryngol 1999;108:265—8.
[24] Coulson SE, Croxson GR, Gilleard WL. Quantification of the
three-dimensional displacement of normal facial movement.
Ann Otol Rhinol Laryngol 2000;109:478—83.
[25] Coulson SE, Croxson GR, Gilleard WL. Three-dimensional quan-
tification of the symmetry of normal facial movement. Otol
Neurotol 2002;23:999—1002.
[26] Linstrom CJ. Objective facial motion analysis in patients with
facial nerve dysfunction. Laryngoscope 2002;112:1129—47.
[27] Ferrario VF, Sforza C, Serrao G, Grassi G, Mossi E. Active range of
motion of the head and cervical spine: a three-dimensional
investigation in healthy young adults. J Orthop Res 2002;20:
122—9.
[28] Ferrario VF, Sforza C, Lovecchio N, Mian F. Quantification of
translational and gliding components in human temporoman-
dibular joint during mouth opening. Arch Oral Biol 2005;50:
507—15. Epub 2004 Dec 8.
[29] Ferrario VF, Sforza C. Anatomy of emotion: a 3D study of facial
mimicry. Eur J Histochem 2007;51:45—52.
[30] Mishima K, Yamada T, Fujiwara K, Sugahara T. Development and
clinical usage of a motion analysis system for the face: a
preliminary report. Cleft Palate Craniofac J 2004;41:559—64.
[31] Mishima K, Yamada T, Ohura A, Sugahara T. Production of a range
image for facial motion analysis: a method for analyzing lip
motion. Comput Med Imaging Graph 2006;30:53—9.
[32] Hontanilla B, Auba C. Automatic three-dimensional quantita-
tive analysis for evaluation of facial movement. J Plast Reconstr
Aesthet Surg 2008;61:18—30.[33] Wachtman GS, Cohn JF, VanSwearingen JM, Manders EK. Auto-
mated tracking of facial features in patients with facial
neuromuscular dysfunction. Plast Reconstr Surg 2001;107:
1124—33.
[34] Frey M, Giovanoli P, Gerber H, Slameczka M, Stussi E. Three-
dimensional video analysis of facial movements: a new method
to assess the quantity and quality of the smile. Plast Reconstr
Surg 1999;104:2032—9.
[35] Trotman C-A, Faraway JJ, Essick GK. Three-dimensional naso-
labial displacement during movement in repaired cleft lip and
palate patients. Plast Reconstr Surg 2000;105:1273—83.
[36] Johnston DJ, Millett DT, Ayoub AF, Bock M. Are facial expressions
reproducible? Cleft Palate Craniofac J 2003;40:291—6.
[37] Mishima K, Yamada T, Sugii A, Matsumura T, Sugahara T. Appli-
cation of a novel method to analyze lip motion to cleft lip
patients before and after lip repair. Dentomaxillofac Radiol, in
press.
[38] Neely JG, Cheung JY, Wood M, Byers J, Rogerson A. Computer-
ized quantitative dynamic analysis of facial motion in the
paralyzed and synkinetic face. Am J Otol 1992;13:97—107.
[39] Isono M, Murata K, Tanaka H, Kawamoto M, Azuma H. An
objective evaluation method for facial mimic motion. Otolar-
yngol Head Neck Surg 1996;114:27—31.
[40] Gross MM, Trotman C-A, Stohler CS, Moffatt KSA. Comparison of
three-dimensional and two-dimensional analyses of facial
motion. Angle Orthod 1996;66:189—94.
[41] Giovanoli P, Tzou CHJ, Ploner M, Frey M. Three-dimensional
video-analysis of facial movements in healthy volunteers. Br J
Plast Surg 2003;56:644—52.
[42] Trotman C-A, Faraway JJ. Modeling facial movement. I. A
dynamic analysis of differences based on skeletal characteris-
tics. J Oral Maxillofac Surg 2004;62:1372—9.
[43] Jo G, Tsuji S. Three-dimensional vision. Tokyo: Kyoritsu Publish-
ing; 1998. p. 79—118 (in Japanese).
[44] Tamura H. Computer image processing. Tokyo: Ohmsha Publish-
ing; 2002. p. 184—197 and 252—265 (in Japanese)..
[45] Okutomi M, Kanade T. A multiple baseline stereo. In: Proceed-
ings of the 1991 IEEE conference on computer vision and pattern
recognition (CVPR’91); 1991. p. 63—9.
[46] Lucas BD, Kanade T. An interactive image registration technique
with an application to stereo vision. In: Proceedings of the
international joint conference on artificial intelligence; 1981.
p. 674—9.
