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ABSTRACT
A cumbersome operation in numerical analysis and linear al-
gebra, optimization, machine learning and engineering algo-
rithms; is inverting large full-rank matrices which appears in
various processes and applications [1]. This has both numer-
ical stability and complexity issues, as well as high expected
time to compute. We address the latter issue, by proposing an
algorithm which uses a black-box least squares optimization
solver as a subroutine, to give an estimate of the inverse (and
pseudoinverse) of real nonsingular matrices; by estimating its
columns. This also gives it the flexibility to be performed in
a distributed manner, thus the estimate can be obtained a lot
faster, and can be made robust to stragglers. Furthermore, we
assume a centralized network with no message passing be-
tween the computing nodes, and do not require a matrix fac-
torization; e.g. LU, SVD or QR decomposition beforehand.
Index Terms— Numerical linear algebra, numerical anal-
ysis, straggler mitigation, approximation algorithms.
1. INTRODUCTION AND RELATEDWORK
In numerous applications in domains such as social networks,
numerical analysis and integration, machine learning, scien-
tific computing, etc.; “there are situations in which a matrix
inverse must be computed” [2]. It is one of the most impor-
tant operations, as it reverses a system. Unfortunately, this is
a cumbersome and intricate process. It is equivalent to per-
forming Gaussian elimination, which in general takes O(n3)
for square matrices of order n. There are more sophisticated
algorithms which are similar to matrix multiplication algo-
rithms; of lower complexity. In chronological order, the more
popular of these algorithms with respective complexity are the
ones by Strassen with O(n2.807) [3], Coppersmith-Winograd
with O(n2.375477) [4], and Le Gall with O(n2.3728639) [5].
Due to practical issues, the Strassen algorithm is used more
often. A lot of other inversion algorithms assume some struc-
ture on the matrix, require a matrix-matrix product, or use a
matrix factorization; e.g. LU, SVD or QR decomposition [6].
Due to the large amount of datasets which are used in
modern machine learning, a method for speeding up the com-
putations is to perform them in a distributed manner; where a
network of workers perform certain subtasks in parallel. We
point out a few such algorithms [7–14]. Some drawbacks
in these algorithms are that they either make an assumption
on the matrix, assume distributed memory, not suitable for
centralized computations, are specific for distributed and par-
allel computing platforms (e.g. Apache Spark and Hadoop,
MapReduce, CUDA), require a matrix factorization (e.g. LU,
QR) or require heavy and multiple communication instances;
which makes them unsuitable for iterative methods. Some of
our ideas are similar to [15] and [16].
In this paper, we propose a centralized distributed algo-
rithm which approximates the inverse of a nonsingular A ∈
Rn×n, which makes none of the aforementioned assumptions.
The main idea behind the algorithm is that the worker nodes
use a least squares solver to approximate a column of A−1
(or multiple), which the central server will then concatenate
to obtain the approximation Â−1. For simplicity and concise-
ness in presentation, we will use steepest descent (SD) for our
least squares solver, and also present simulation results with
conjugate gradients (CG). The algorithm is simple and short,
and can be may made robust to stragglers [17], nodes with
longer response time comparing to other nodes. We also ex-
tend this idea to distributed approximation of the pseudoin-
verse Â† for A full-rank, which may be of more interest to
the machine learning community.
The paper is organized as follows. In section 2 we recall
basics of matrix inversion, least squares approximation and
SD. In section 3 we propose our matrix inverse and pseudoin-
verse algorithms. In section 4 we discuss how in a distributed
setting these algorithms can be made robust to stragglers. Fi-
nally, in section 5 we present some numerical simulations on
randomly generated matrices. The main contributions are:
• A new matrix inverse approximation algorithm, which
is extended to a pseudoinverse algorithm as well.
• Theoretical guarantee on approximation error for sym-
metric positive definite A.
• Discussion on how in a distributed setting, it can be
made robust to stragglers.
• Presentation of experiments that corroborate our theo-
retical results.
2. PRELIMINARY BACKGROUND
Recall a nonsingular matrix is a square matrix A ∈ Rn×n
of full-rank, which has a unique inverse A−1 such that
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AA−1 = A−1A = In. The simplest way of comput-
ing A−1 is by performing Gaussian elimination on
[
A|In
]
;
which gives
[
In
∣∣A−1]. Another common method is to de-
compose A = LU where L,U are respectively lower and
upper triangular square matrices, which are then inverted by
using back and forward substitution, thus A = U−1L−1.
This decomposition itself requires O(n3) operations.
For full-rank rectangular matrices An×m where n > m,
one resorts to the left MoorePenrose pseudoinverse A† ∈
Rm×n, for which A†A = Im. In algorithm 2 we present how
to approximate the left pseudoinverse of A, where we use the
fact that for A full-ranked; A† = (ATA)−1AT . The right
pseudoinverse of a matrix Am×n can be obtained similarly;
A† = AT (AAT )−1.
Another well-studied problem is that of estimating the
least squares solution
θ?ls = arg min
θ∈Rm
{‖Aθ − y‖22} (1)
for A ∈ Rn×m and y ∈ Rm, for which n  m in many
applications; where the rows represent the feature vectors of
a dataset. This has the closed-form solution θ?ls = A
†y. Note
that when A has a null-space; θˆls is not unique, since for any
z ∈ null(A) we have A(θ?ls + z) = Aθ?ls + 0 = Aθ?ls.
The main idea behind the least squares problem is to find
the orthogonal projection of y in col-span(A). By the rank-
nullity theorem and the assumption that n  m it follows
that null(A) 6= ∅, hence there exist infinitely-many solutions
to (1). Under the assumption that rank(A) = m, for the ob-
jective function of (1)
f(θ) := θT (ATA)θ + yTy − 2θTATy
we have ∇2θf(θ) = 2ATA  0, hence its Hessian is nonsin-
gular; and f(θ) is strictly convex. Furthermore, by setting the
gradient to 0 we get
∇θf(θ) = 2AT (Aθ − y) = 0 =⇒ θˆls = (ATA)−1Ay
which is precisely A†y.
Computing A† in order to solve (1) directly is itself in-
tractable for large m, as it requires computing the inverse of
ATA. We address this in subsection 3.3. Instead, we use gra-
dient methods to get approximate solutions; e.g. SD or CG,
which require less operations, and can be done distributively.
One could of course use other methods, e.g. Newton’s.
We briefly recall SD. When considering a minimization
problem with a convex differentiable objective function φ :
Θ → R over an open constrained set Θ ⊆ Rm, we select an
initial θ(0) ∈ Θ and repeat:
θ(k+1) = θ(k) − tk · ∇θφ(θ(k)), for k = 1, 2, 3, ...
until a termination criterion is met, which criterion may de-
pend on the problem we are looking at. The parameter tk is
the step-size, which may be adaptive or fixed. In our experi-
ments, we use backtracking line search to determine tk.
3. APPROXIMATION ALGORITHMS
3.1. Proposed Inverse Algorithm
. Our goal is to estimate A−1 =
[
b1 · · · bn
]
, for A a
square matrix of order n. A key property to note is
AA−1 = A
[
b1 · · · bn
]
=
[
Ab1 · · · Abn
]
= In
which implies that Abi = ei for all i ∈ Nn := {1, · · · , n},
where ei are the standard basis column vectors. Assume for
now that we use any black-box least squares solver to estimate
bˆi = arg min
b∈Rn
fi(b)︷ ︸︸ ︷{‖Ab− ei‖22} (2)
which we call n times, to estimate Â−1 =
[
bˆ1 · · · bˆn
]
. This
approach may be viewed as solving
Â−1 = arg min
B∈Rn×n
{‖AB− In‖2F} .
Alternatively, one could estimate the rows of A−1. The algo-
rithm performed by a single server is shown in 1.
Algorithm 1: Estimating A−1
Input: nonsingular A ∈ Rn×n
Output: estimate Â−1 of A’s inverse
for i=1 to n do
solve bˆi = arg minb∈Rn
{‖Ab− ei‖22}
end
Â−1 ← [bˆ1 · · · bˆn]
return Â−1
In the case where SD is used to estimate each column; the
overall operation count is O(nTn2), where T is the average
number of iterations used per column estimation. The overall
error of our estimate may be quantified as
• err`2(Â−1) := ‖Â−1 −A−1‖22
• errF (Â−1) := ‖A−1 − Â−1‖2F
• errrF (Â−1) := ‖A
−1−Â−1‖2F
‖A−1‖2F
=
n∑
i=1
‖Abˆi−ei‖22
‖A−1‖2F
which we refer to as the `2-error, Frobenius-error and rel-
ative Frobenius-error respectively. The corresponding pseu-
doinverse approximation errors are defined accordingly.
It is clear that A−1 could be estimated in a distributed
manner, where we have n servers which each estimate one
column; and then a central server aggregates the columns to
form Â−1. The expected runtime assuming no delays in this
case is therefore O(Tmaxn2), for Tmax the maximum number
Fig. 1. Communication schematic, with the recovery of Â−1.
of iterations of gradient descent used by the workers; to esti-
mate their respective column. This is depicted in figure 3.1.
In contrast to many of the algorithms referenced in the
introduction, this algorithm requires the central and worker
servers to communicate only once; assuming the workers
have knowledge of A, and does not deal with submatrices of
A or A−1, making it simpler. Furthermore, the communi-
cation load is optimal; in the sense that the workers send the
same amount of information once. There is also flexibility
for the workers to estimate more than one columns if there
are less than n workers.
3.2. Frobenius Error
In order to bound errrF (Â−1), we first upper bound the
numerator and then lower bound the denominator. Since
‖A−1 − Â−1‖2F =
∑n
i=1 ‖A−1ei − bˆi‖22, bounding the nu-
merator reduces to bounding ‖A−1ei − bˆi‖22 for all i ∈ Nn.
This calculation is straightforward
‖A−1ei − bˆi‖22 ≤ ‖A−1ei‖22 + ‖bˆi‖22
≤ ‖A−1‖22 + ‖ei‖22 + ‖bˆi‖22
= 1/σmin(A)
2 + 1 + ‖bˆi‖22
where both inequalities follow from the triangle inequality.
For the denominator; by the definition of the Frobenius norm
‖A−1‖2F =
n∑
i=1
1
σi(A)2
≥ n
σmax(A)2
.
By combining the two we get
errrF (Â−1) ≤
n
(
1 + 1/σmin(A)
2
)
+
∑n
i=1 ‖bˆi‖22
n/σmax(A)2
= κ2(A)
2 + σmax(A)
2 ·
(
1 +
1
n
n∑
i=1
‖bˆi‖22
)
for κ2(A) = ‖A‖2‖A−1‖2 the condition number of A. This
shows a dependency on the estimates, and is an additive error
bound in terms of the condition number of the problem.The
following proposition gives an error bound when using SD for
our subroutine.
Proposition 1. For A  0, we have errF (Â−1) ≤ n22 and
errrF (Â−1) ≤ n
2/2
σmin(A)2
, when using SD to solve (2) with
termination criterion ‖∇fi(b(k))‖2 ≤ , for all i ∈ Nn.
In section section 5 we observe this for general random
matrices, not just positive definite matrices. The dependence
on 1/σmin(A) may be an artifact of using use gradient meth-
ods, since the error will be multiplied by A−1. In theory,
this can be annihilated if one runs the algorithm on dA for
d ' 1/σmin(A), and then multiply the result by d. The scalar
d should not be selected a relatively large (w.r.t. 1/σmin(A)),
as it would most likely result in Â−1 ' 0n×n.
Proof. We know that for f(b) strongly convex (equivalently
in our case; A positive definite) that
‖∇fi(b)‖2 ≤
√
2σmin(A)2α =⇒ fi(b)−fi(b∗ls) ≤ α.
For us  =
√
2σmin(A)2α, thus α = 12 ·
(

σmin(A)
)2
, so when
solving (2) we have
fi(b)− fi(b∗ls) = fi(b)− 0 = ‖Abˆi − ei‖22
hence
‖Abˆi − ei‖22 ≤
1
2
·
(

σmin(A)
)2
(3)
for all i ∈ Nn. We want an upper bound for each summand
‖A−1ei − bˆi‖22 of the numerator of errrF (Â−1)
‖A−1ei − bˆi‖22 = ‖A−1(ei −Abˆi)‖22
≤ ‖A−1‖22 · ‖ei −Abˆi‖22
]
≤ ‖A−1‖22 ·
1
2
·
(

σmin(A)
)2
=
2
2
where ] follows from (3), thus errF (Â−1) ≤ n22 . Plugging
this into the definition of errrF (Â−1) we get
errrF (Â−1) ≤ ‖A
−1‖22
‖A−1‖2F
· n
2
·
(

σmin(A)
)2 ‡
≤ n
2/2
σmin(A)2
where ‡ follows from the fact that ‖A−1‖22 ≤ ‖A−1‖2F .
3.3. Proposed Pseudoinverse Algorithm
Just like the inverse, the pseudoinverse of a matrix also ap-
pears in many applications and computations; throughout a
variety of fields. This is even more cumbersome, as itself re-
quires computing an inverse. For this subsection, we consider
A ∈ Rn×m for n > m.
One could naively attempt to modify algorithm 1 in order
to retrieve A† such that A†A = Im, by approximating its
rows. This would not work, as the underlying optimizations
problems are no longer strictly convex. Fortunately, we can
use algorithm 1 to estimateB−1 := (ATA)−1, and then mul-
tiply by AT . The multiplication may be done by the workers
(who will estimate A†’s rows) or the central server. For co-
herence and applicability to section 4, we present the former.
The additional operation count compared to algorithm 1,
isO(m2n) for computingB, andO(mn) per worker for com-
puting bˆi.
Algorithm 2: Estimating A†
Input: full-rank A ∈ Rn×m where n > m
Output: estimate Â† of A’s pseudoinverse
B← ATA
for i=1 to m do
solve cˆi = arg minc∈R1×m
gi(c)︷ ︸︸ ︷{‖ciB− eTi ‖22}
bˆi ← cˆi ·AT
end
Â† ←
[
bˆT1 · · · bˆTm
]T
return Â†
Corollary 2. For full-rank A ∈ Rn×m with n > m, we have
errF (Â†) ≤ m·
(
·κ2(A)√
2σmin(A)
)2
and errrF (Â†) ≤ m
2·κ2(A)2
2
when using SD to solve the subroutine optimization problems
of algorithm 2; with termination criterion ‖∇gi(c(k))‖2 ≤ .
Proof. The idea resembles the proof of 3.1, so we omit some
of the details. Similarly to the derivation of (3), we get
‖B−1ei − cˆTi ‖22 ≤
(
/
√
2
σmin(B)
)2
=
(
/
√
2
σmin(A)2
)2
=: δ
which implies for each summand of errF (Â†); ‖bˆi−A†i?‖22 =
‖cˆiAT − ei ·B−1AT ‖22, we have ‖bˆi −A†i?‖22 ≤ δ‖AT ‖22.
Summing the right hand side m times and using the fact that
1/σmin(A)
2 = ‖A†‖22 ≤ ‖A†‖2F , completes the proof.
4. ROBUST TO STRAGGLERS
One further motivation for this algorithm, is that it can also
be made robust to stragglers. There is extensive literature
on matrix-matrix; matrix-vector multiplication and comput-
ing the gradient with the presence of stragglers, though there
does not seem to be anything on computing the inverse of a
matrix with the presence of straggler nodes.
The encoding-decoding scheme (B,aI) from [18] can be
adapted to this setting, when the proposed algorithms are de-
ployed in a distributed manner. The correspondence between
(i) the gradient coding scheme and (ii) distributed matrix in-
version, is that the partial gradients in (i) will correspond to
the set of columns a worker in (ii) is assigned to compute. It is
crucial that there is no overlap between the assigned columns
of congruent workers [18]. This gradient coding scheme sets
a framework for other straggler tolerant distributed “linear”
computations; e.g. matrix multiplication. The main idea be-
hind this scheme relies on the pigeonhole principle. In such
a scenario, the communication load per worker will scale ac-
cording to the number of rows it is assigned.
Additionally, since the encoding can be viewed as a task
assignment, the columns can be sent in a sequential manner.
The overall communication instances will be more, though
the overall communication load will be less on average.
Furthermore, this suggests a distributed Newton’s-method
which is robust to stragglers, similar in spirit to [19]. Paral-
lel to gradient coding [17]; where the crux is to recover the
gradient of the objective function in order to perform SD, in
Newton’s method it is to recover the inverse of the Hessian.
5. EXPERIMENTS
The accuracy of the proposed algorithms was tested on ran-
domly generated matrices, using both SD and CG [6] for the
subroutine optimization problems. Some of the results are
summarized below. The depicted results are averages of 20
runs, with termination criteria ‖∇fi(b(k))‖2 ≤  for SD and
‖b(k)i − b(k−1)i ‖2 ≤  for CG; for the presented  accuracy
parameters. The criteria for Â† were analogous. We consid-
ered A ∈ R100×100 and A ∈ R100×50. The error subscripts
represent A = {`2, F, rF},N = {`2, F},F = {F, rF}.
Average Â−1 errors for A ∼ 50 · N (0, 1) — SD
10−1 10−2 10−3 10−4 10−5
errA O(10−2) O(10−5) O(10−7) O(10−9) O(10−12)
Mean Â−1 errors,A =M+MT ;M ∼ 25 · N (0, 1) — CG
10−3 10−4 10−5 10−6 10−7
errN O(10−3) O(10−5) O(10−8) O(10−11) O(10−12)
errrF O(10−3) O(10−5) O(10−7) O(10−10) O(10−12)
Average Â† errors for A ∼ N (0, 1) — SD
10−1 10−2 10−3 10−4 10−5
err`2 O(10−4) O(10−6) O(10−8) O(10−10) O(10−12)
errF O(10−5) O(10−7) O(10−9) O(10−11) O(10−13)
Average Â† errors for A ∼ N (0, 1) — CG
10−3 10−4 10−5 10−6 10−7
err`2 O(10−4) O(10−6) O(10−8) O(10−10) O(10−12)
errF O(10−2) O(10−3) O(10−8) O(10−10) O(10−12)
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