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A B S T R A C T   
Statistical post-processing is an indispensable tool for providing accurate weather forecasts and early warnings 
for weather extremes. Most statistical post-processing is univariate, with dependencies introduced via use of an 
empirical copula. Standard empirical methods take a dependence template from either the raw ensemble output 
(ensemble copula coupling, ECC) or the observations (Schaake Shuffle, SSh). There are drawbacks to both 
methods. In ECC it is assumed that the raw ensemble simulates the dependence well, which is not always the case 
(e.g. 2-meter temperature in The Netherlands). The Schaake Shuffle is not able to capture flow dependent 
changes to the dependence and the choice of observations is key. Here we compare a reshuffled standard 
ensemble model output statistics (EMOS) approach with two multivariate bias adjustment approaches that have 
not been used before in a post-processing context: 1) the multivariate bias correction with N-dimensional 
probability density function transform (MBCn) and 2) multivariate ranks that are defined with optimal assign-
ment (OA). These methods have the advantage that they are able to explicitly capture the dependence structure 
that is present in the observations. We apply ECC, the Schaake Shuffle, MBCn and OA to 2-m and dew point 
temperature forecasts at seven stations in The Netherlands. Forecasts are verified with both univariate and 
multivariate methods, and using a heat index derived from both variables, the wet-bulb globe temperature 
(WBGT). Our results demonstrate that the spatial and inter-variable dependence structure is more realistic in 
MBCn and OA compared to ECC or the Schaake Shuffle. The variogram score shows that while ECC is most skilful 
for the first two days, at moderate lead times MBCn is most skilful and at the longest lead times OA is more skilful 
than both ECC and MBCn. Overall, we highlight the importance of considering the dependence between variables 
and locations in the statistical post-processing of weather forecasts.   
1. Introduction 
Many aspects of society require skilful weather forecasts to make 
planning decisions. It is essential that these forecasts are issued with 
sufficient lead time so that the required actions can be taken. Weather 
forecasts contain unavoidable errors, that increase with forecast lead 
time, due to errors in the initial conditions and the parameterisation of 
sub-grid scale processes (Palmer et al., 2005). Ensemble forecasts 
communicate the forecast uncertainty to users and allow them to make 
better decisions, compared to users with only a deterministic forecast 
(Joslyn and LeClerc, 2012). 
Statistical post-processing (or model output statistics) uses the rela-
tionship between a historical set of forecasts and the corresponding 
observation to correct systematic biases in new forecasts. The current 
benchmark method for the calibration of ensemble forecasts is ensemble 
model output statistics (EMOS), a univariate post-processing method 
that was first developed for temperature (Gneiting et al., 2005), and has 
been applied to many other variables including precipitation (e.g. 
Scheuerer and Hamill, 2015a; Whan and Schmeits, 2018; van Straaten 
et al., 2018) and wind speed (e.g. Lerch and Thorarinsdottir, 2013). 
EMOS returns the parameters of the forecast distribution for each new 
forecast, for example the mean and standard deviation of a normal 
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distribution for a temperature forecast. For many applications individ-
ual ensemble members are required, rather than the parameters of the 
forecast distribution, for example, as the meteorological inputs for a 
hydrological model. We can draw ensemble members from the forecast 
distribution, as either equally spaced or random quantiles. However, the 
production of ensemble members in this way destroys any 
inter-variable, spatial or temporal correlations that are present in reality 
and the raw ensemble. The benchmark methods for the reintroduction of 
dependence structures are ensemble copula coupling (ECC, Schefzik 
et al. (2013)), where the dependence template is taken directly from the 
raw ensemble, or the Schaake Shuffle (SSh, Clark et al. (2004)), where 
the template is taken from observations. There are advantages and dis-
advantages of each method. ECC is able to capture flow dependencies in 
the correlations, but its ability to accurately represent dependence 
structures depends solely on the ability of the raw ensemble to simulate 
these dependencies, which is it not always the case to a sufficient degree. 
For the SSh, the selection of a set of days from the observations is crucial 
(Wilks, 2015). Generally, flow dependent changes in the correlation 
structure cannot be captured, although perhaps this is possible with a 
very specific selection of days from the observational archive (Scheuerer 
et al., 2017). It is clear that there are drawbacks to both methods. Other 
parametric methods to model the bivariate dependence have been sug-
gested (e.g. Pinson (2012)) but they are often not suited to non-Gaussian 
cases, or they are not feasible in high dimensions (Wilks, 2015), an 
extension to more dimensions was introduced by Keune et al. (2014). 
Most post-processing approaches focus on a single variable. When 
issuing weather warnings, this means that only single hazards can be 
predicted with high confidence. However, it is becoming increasingly 
clear that multivariate hazards have particularly large impacts on soci-
ety (Leonard et al., 2014; Zscheischler et al., 2018). Impact-relevant 
dependencies may occur between meteorological variables across 
space or time (Zscheischler et al., 2020), which needs to be considered in 
the post-processing of multivariate weather hazard forecasts. Purely 
univariate adjustments of driving variables may even increase biases in 
multivariate hazard indicators (Zscheischler et al., 2019). This means 
that we need methods that are better able to capture or adjust for the 
relevant dependence structures. 
Quantile mapping is a general bias-correction method that maps the 
quantiles from a forecast to those of the observations (Hopson and 
Webster, 2010; Maraun, 2013; Voisin et al., 2010). It is a simple and 
popular method for the bias-correction of climate model output, but is 
used little in statistical post-processing of numerical weather forecasts in 
favour of more advanced methods like EMOS. Some recent de-
velopments in quantile mapping methods, developed for correcting 
biases in climate model simulations, have demonstrated the ability to 
better transfer the dependence structures of the observations to the 
target data set (Cannon, 2018; Robin et al., 2019; François et al., 2020). 
Multivariate bias-correction with N-dimensional probability density 
function transform (MBCn) from Cannon (2018), and optimal assign-
ment (OA), in the spirit of Chernozhukov et al. (2017) and similar to 
Robin et al. (2019), are described in more detail below (Section 2.2). 
MBCn is a method from computer vision, that Cannon (2018) 
demonstrated in two regional climate model (RCM) bias-correction ap-
plications. First, Cannon (2018) bias-corrected seven variables, 
including precipitation, wind speed, surface temperature and relative 
humidity, in order to calculate the Canadian Forest Fire Weather Index 
(FWI). The bias-correction was either carried out individually for each 
marginal distribution using univariate quantile mapping, or for all 
variables together using MBCn. Application of these methods for pre-
cipitation required consideration of precipitation’s probability mass at 
zero and a transformation was required for bounded variables. Both 
univariate quantile mapping and MBCn improved upon the simulation 
of the FWI compared to the raw RCM output, but errors were substan-
tially smaller when the inter-variable dependencies were taken into 
account with MBCn. Second, Cannon (2018) applied quantile mapping 
to the precipitation field of a RCM to assess the ability of the methods to 
capture spatial dependencies. It is shown that MBCn is best able to match 
the observed precipitation amounts and the spatial correlation structure. 
The raw RCM has a spatial correlation structure that is too strong, and 
this is retained by univariate quantile mapping. After applying MBCn, 
the spatial dependence is realistically simulated. Robin et al. (2019) 
demonstrate the use of optimal transport theory to construct a joint 
distribution that can be used to extend the univariate quantile mapping 
to the multivariate case. They use a simulated example to show that 
inter-variable correlation structure is best corrected by their optimal 
transport method, before applying the method to temperature and pre-
cipitation at 12 locations in France (Robin et al., 2019). 
Here, we compare the benchmark calibration method, EMOS, with 
the use of an empirical copula (either ECC or SSh), to the two multi-
variate bias-correction methods that have been designed to correct 
dependence structures across different dimensions (MBCn and OA). As 
an example application we use the spatial and inter-variables depen-
dence of 2-m temperature and dew point temperature at seven stations 
in The Netherlands. 
2. Data and methods 
2.1. Data 
The target observations are extended summer (mid-April to mid- 
October) 2m temperature (T2m) and dew point (DPT) station observa-
tions at seven stations in the Netherlands (Table 1 and Fig. 1), over the 
period 2011–2018. In the Netherlands, DPT are, on average, higher on 
the coast and lower inland (Fig. 1a). T2m displays the opposite pattern, 
with higher average values in the west and south (particularly at stations 
290 and 380) and the lowest average values in De Kooy (station 235), 
which is located near the ocean (Fig. 1a). 
The 51 members of the European Centre for Medium-Range Weather 
Forecasts (ECMWF) ensemble prediction system are initialised each day 
at 00 UTC, and are valid at 12 UTC on each day from day 1 (+12 h) to 
day 10 (+228 h). There have been several model changes during the 
period 2011–2018. A recent study has shown that the bias in the post- 
processed forecasts introduced by using several model versions is 
compensated for by the reduction in variance in the post-processed 
forecasts that is achieved by using more data (Lang et al., 2019). 
While the variance in the fitted model parameters is reduced with larger 
training sample sizes, additional biases may be introduced as the error 
characteristics of the NWP can change with model updates. The raw 
forecasts are the closest grid-cell to the station location. 
We compare the skill of the post-processing methods using cross- 
validation. We use four-fold cross-validation, so that we train on 6 
years and test on the remaining 2 years. We post-process all forecasts to 
include spatial and inter-variable dependencies. We then verify all years 
together using the univariate and multivariate verification measures 
outlines in Section 2.4. 
2.2. Post-processing methods 
We compare five post-processing methods: Ensemble model output 
statistics (EMOS) (Gneiting et al., 2005), EMOS forecasts that have the 
dependencies restored with the Schaake shuffle (SSh) (Clark et al., 2004) 
Table 1 
The seven stations in The Netherlands used in this study.  





De Kooy 235 52.93 4.78 
Schiphol 240 52.32 4.78 
De Bilt 260 52.10 5.18 
Eelde 280 53.12 6.58 
Twenthe 290 52.27 6.88 
Vlissingen 310 51.45 3.60 
Maastricht 380 50.90 5.77  
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or with ensemble copula coupling (ECC) (Schefzik et al., 2013), multi-
variate bias-correction (MBCn) (Cannon, 2018), and optimal assignment 
(OA) inspired by Chernozhukov et al. (2017); Robin et al. (2019). A 
short description of each is given below. 
2.2.1. Ensemble model output statistics (EMOS) with an empirical copula 
(SSh or ECC) 
The benchmark method is a univariate EMOS in combination with 
ECC and SSh, as baseline methods. We assume that temperature and dew 
point temperature follow a normal distribution. We use the ‘gamlss’ 
package in R (Rigby and Stasinopoulos, 2005). 
We let the parameters of the distribution depend linearly on the 
ensemble, so that, for example, the mean is a function of the ensemble 
mean. We fit a local model for the extended summer period to each 
station and variable separately, and take the quantiles at probabilities 
i/52, i = 1,…,51, from the forecast distribution to match the number of 
members in the raw ensemble. These forecasts are then reordered to 
restore dependencies. This ordering is taken from a ‘dependence tem-
plate’ that can come from a number of sources, as described below. Our 
default choice for multivariate EMOS is a dependence template 
assuming perfect positive correlation to serve as a baseline. We call this 
‘EMOS-ppc’. We use ECC and SSh to estimate the dependencies from the 
Fig. 1. a) The climatology of dew point temperature (DPT, left) and 2m temperature (T2m, right) at seven stations in the Netherlands. b) The correlation between 
T2m and DPT in observations (left) and at the +12 h forecast lead time in all members of the ECMWF ensemble (right). The correlations are similar for other forecast 
lead times. Numbers indicate the station identifiers that can be seen in Table 1. 
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data. ECC takes the dependence template directly from the raw 
ensemble (Schefzik et al., 2013). For the SSh we take a similar approach 
to Clark et al. (2004). We draw 51 random days that occur during the 
study period, within 5 days (before or after) the target day, and in a 
different year than the target day. We use functions from the ‘depPPR’ 
package in R to restore dependencies with ECC and SSh (Saunders and 
Whan, 2020). 
2.2.2. Multivariate bias-correction (MBCn) 
MBCn is a multivariate extension of quantile mapping that was 
developed for computer vision (Pitie et al., 2005; Pitié et al., 2007) and 
extended for use by the climate community by Cannon (2018). Quantile 
mapping makes no assumptions about the marginal distribution. An 
example and description of the MBCn algorithm is given in Section 3 in 
Cannon (2018) (his Figs. 1 and 2). This example demonstrates the 
benefit of quantile mapping that takes the dependencies between vari-
ables into account. MBCn is an iterative method that first applies a 
random orthogonal rotation, that could be constructed via QR decom-
position of normally distributed random values, to the training and test 
set, then adjusts the marginal distributions with quantile mapping and 
then inverts the rotation. This continues until the multivariate distri-
bution of the training set matches the target distribution of the obser-
vations, or the maximum number of iterations is reached (Cannon, 
2018). We use the default maximum number of iterations of 30. We 
apply MBCn in a 14 dimensional setting to all stations (seven) and 
variables (two) at once. 
We use the ‘MBC’ package in R for MBCn (Cannon, 2018). We 
compared adjusting each ensemble member individually and all mem-
bers together. Quantile mapping approaches require three data sets, 1. 
the observations in the training period, 2. forecasts in the training 
period, and 3. forecasts in the test period. We looped over ensemble 
members, so that each member was used for the training and test sets. 
However, as ECMWF ensemble members are interchangeable it makes 
little difference which ensemble member is used in the training set and 
which is used in the test set. Indeed, the results are similar if we use a 
random member for the training set and loop over all members in the 
test set. 
When adjusting all members together the number of observations 
remains the same (i.e. the number of cases in the training set) but the 
number of forecasts increases, as we use all members together. The 
number of forecasts in the training set is the number of training days 
times the number of ensemble members, and the number of forecasts in 
the test set is the number of days in the test set times the number of 
ensemble members. 
Given the large training data sets, there are no large differences 
between the approaches, as the bias is equally well-estimated from the 
smaller data set provided by each member and the combined data set 
containing all members. 
2.2.3. Optimal assignment (OA) 
OA is another multivariate generalization of quantile mapping, 
based on the interpretation of quantile mapping as an optimal transport 
problem. Like MBCn, there are no distributional assumptions made in 
OA. In the empirical context of a finite training data set, optimal 
transport is equivalent to optimal assignment. Each forecast in the 
training set is linked to an observation in the training set by a one-to-one 
relationship (Fig. 2a). These links are found for each ensemble member 
individually, and the assignment is optimal in the sense of minimizing 
the total sum of squared Euclidean distances in assigned forecast- 
observation pairs. As in the MBCn approach, any forecast or observa-
tion is a 14-dimensional vector comprising values of two variables for 
seven stations, therefore the Euclidean distances are calculated in 14- 
dimensional space. In a nutshell, OA minimizes the average distance 
that the forecasts in the training set need to be moved such that the set of 
observations is recovered. 
The post-processing of a single forecast in the test data set maps such 
a forecast to its analogue in the training set by finding the closest fore-
cast in terms of Euclidean distance. Multiple forecasts in the test period 
can be mapped to a single forecast in the training period, as shown in 
Fig. 2b. Finally, the optimal assignment map estimated from the training 
set is applied (Fig. 2c). In principle, OA is not limited in its dimensions or 
the marginal distributions, although in practice computational con-
straints and the appropriateness of the distance measure must be 
considered. Since temperature is regular in that it is well-described by a 
Gaussian distribution, the Euclidean distance or weighted versions 
should be appropriate, which may not be the case for precipitation or 
wind speed. 
The optimal assignment is found using, as input, all pairwise dis-
tances between forecasts and observations in the training set. Since 
Euclidean distance computations scale linearly in the number of di-
mensions, the dimensionality when considering multiple stations or lead 
times is only indirectly limited by the requirement of a larger training set 
to accurately represent the underlying process. For OA, the size of the 
training set does impose computational constraints. Therefore, the 
optimal assignment is estimated on a member-by-member basis. We use 
the ‘clue’ package in R (Hornik, 2005, 2019) for its implementation of 
Fig. 2. An example of the optimal assignment algorithm. a) First, forecasts (red stars) are mapped to their optimally assigned observation (black circles) during the 
training period. b) Next, forecasts during the test period (blue stars) are mapped to their closest forecast in the training period (red stars). c) The path for the 
correction of a single forecast, from test forecast to train forecast (blue dashed line) and from train forecast to observation (red line). (For interpretation of the 
references to colour in this figure legend, the reader is referred to the Web version of this article.) 
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the Hungarian algorithm for optimal assignment, which has a cubic 
computational complexity and quadratic memory requirement in the 
number of observations. As such, estimation including all 51 ensemble 
members increases runtime by a factor of over one hundred thousand 
and memory usage by a factor of over two thousand compared to 
single-member estimation. The reduction to an arbitrary single member 
is unproblematic, since the ECMWF ensemble members are exchange-
able by design. It is possible to increase the ensemble size by adjusting 
each member by the optimal assignments of all other members. This 
results in an ensemble of 2 601 members (51 × 51). The variogram score 
is largely similar to that shown below, but it is slightly lower. This 
decrease in the variogram score is likely due to the additional ensemble 
members resulting a more smooth forecast distribution, rather than a 
real increase in skill that stems from a better estimation of the error 
characteristics of the forecasts. 
2.3. Heat index 
Simulating the correct dependence structure is important for the 
calculation of indices that depend on both variables. We use the wet- 
bulb globe temperature (WBGT) as a heatwave index that is calculated 
from T2m and DPT, according to Lemke and Kjellstrom (2012). Further 
details can be found in Appendix B. We calculate the WBGT from T2m 
and DPT from the raw and post-processed ensemble forecasts. 
2.4. Verification measures 
We use standard univariate and multivariate scores to verify the raw 
Fig. 3. The mean CRPS of T2m forecasts at De Kooy (235), De Bilt (260), Eelde (280), and Maastricht (380) at the +12, +132 and + 228 h lead times.  
K. Whan et al.                                                                                                                                                                                                                                   
Weather and Climate Extremes 32 (2021) 100310
6
and post-processed forecasts. We use the continuous ranked probability 
score (CRPS) for univariate verification (eq. (1)). We score the forecasts 
with a univariate score after we have post-processed all forecasts with 
the dependencies, i.e. we have restored the dependence structure with 
ECC or the SSh, and we have used a 14 dimensional vector for each 
forecast and observation in MBCn and OA. The CRPS is a proper score 
that measures the difference between a forecast distribution and a real- 
valued observation, 





|, (1)  
where F is the forecast distribution, y is the observation, and both X and 
X′ are independent random variables with distribution F. 
For multivariate verification we use the energy score (eq. (2)), which 
is a multivariate generalisation of the CRPS, 
ES(F, y)= EF ||X − y|| −
1
2
EF ||X − X
′
||, (2)  
where ||⋅|| denotes the Euclidean norm (Gneiting et al., 2008). However, 
the energy score can be insensitive to certain errors in the correlation 
structure, so we also use the variogram score (eq. (3)), which is more 
sensitive to misspecifications in the dependence structure (Scheuerer 









, (3)  
where Xi and Xj are the ith and the jth component of a random vector X 
(Scheuerer and Hamill, 2015b). We use p = 0.5, but sensitivity testing 
showed that results are similar for p = 1 and p = 2. 
We calculate all scores using the ‘scoringRules’ package in R (Jordan 
et al., 2019). 
3. Results 
We first assess the ability of the raw ECMWF ensemble to simulate 
the inter-variable dependence at each station in The Netherlands 
(Fig. 1b shows the +12 h lead-time and Figure A.12 shows all lead- 
times.). There is a distinct longitudinal effect in observations, with 
stronger correlations (> 0.75) between T2m and DPT evident on the 
coast (e.g. De Kooy and Vlissingen, stations 235 and 310), and weaker 
correlations (< 0.75) found inland (e.g. Twenthe and Maastricht, sta-
tions 290 and 380). ECMWF over-estimates the correlation between 
Fig. 4. Rank histograms for all stations from the Raw ECMWF forecast (black), and forecasts post-processed with ECC (yellow), MBCn (blue), and OA (green) at +12, 
+132 and + 228 h lead times. T2m forecasts are in solid bars and DPT forecasts are in open bars. (For interpretation of the references to colour in this figure legend, 
the reader is referred to the Web version of this article.) 
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T2m and DPT at all stations, including Vlissingen although the differ-
ence here is small, and at all lead times compared to observations. De 
Kooy (station number 235) is particularly interesting. In ECMWF there is 
a very strong correlation (> 0.9) between T2m and DPT at De Kooy that 
is not seen in observations (0.75 − 0.8). This is likely due to location of 
De Kooy on the coast the large maritime influence, and the fact that the 
closest grid cell to the station location is the ocean. 
In a univariate verification setting, there are no differences between 
the EMOS based methods, i.e. EMOS-ppc, SSh, and ECC (Fig. 3). EMOS is 
the most skilful in terms of the CRPS for univariate calibration, except 
Fig. 5. A 2d density plot of T2m and DPT at De Bilt. Grey = observations, blue = the +228 h forecast. Black lines show isolines of the heat index that is calculated 
from T2m and DPT. (For interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.) 
Fig. 6. A 2d density plot of T2m at De Bilt (station number 260) and De Kooy (station number 235). Grey = observations, blue = the +228 h forecast. (For 
interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.) 
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for in De Kooy. In De Kooy, where the errors in the raw model are very 
large, EMOS is not as successful in correcting these errors and it is clear 
that OA and MBCn have a smaller CRPS. Calibration of the univariate 
forecasts is assessed with rank histograms. The raw forecast is under- 
dispersed at short lead times and has a cool bias. The EMOS forecasts 
are well calibrated at all lead times. MBCn and OA forecasts correct most 
of the under-dispersion at short lead times although forecasts are not 
perfectly calibrated, particularly for MBCn. Forecasts are well calibrated 
at longer lead times for both MBCn and OA (Fig. 4). 
The correlation structure between variables or between locations is 
best adjusted by MBCn and OA (Fig. 5 and Fig. 6, respectively). The 
density contours of the joint distribution of the variables in De Bilt are 
far from elliptical shapes (wavy grey lines in Fig. 5). The estimated joint 
distributions of variables with EMOS-ppc and ECC are too close to an 
elliptical distribution and also overestimate correlation. With SSh cor-
relation is estimated better but the shape is still to close to elliptical. 
MBCn is better able to represent the inter-variable dependence, but the 
complex structure is captured well only by OA. 
The dependence structure between T2m in De Bilt and De Kooy is not 
well captured compared to observations (grey) by the raw ECMWF 
forecast (blue, Fig. 6), likely due to the coastal location of De Kooy. The 
EMOS-based methods (EMOS-ppc, ECC, SSh) generally correct the bias 
but the forecasts are too cold compared to the observations. Only MBCn 
and OA are able to realistically forecast the relationship between tem-
perature in De Bilt and De Kooy in the lower tail of the distribution, and 
only OA is able to correctly forecast the relationship between stations on 
warm days (Fig. 6). 
The variogram scores for T2m and DPT across stations supports these 
results (Fig. 7). The mean variogram score for T2m and DPT shows how 
well the forecast methods are able to simulate the spatial dependence. 
EMOS-ppc (without reshuffling) does not improve on the raw forecast 
after the first lead time. ECC is best able to forecast the spatial depen-
dence structure at the +12 and + 36 h lead times, while MBCn is most 
skilful at moderate lead times (+84 to +132 h), and OA is the most 
skilful at the longest lead times (+180 to +228 h). There are fewer 
differences between the most skilful methods (ECC, MBCn, OA) for DPT. 
The energy score for both variables and all stations shows few dif-
ferences between the methods (Fig. 8). The raw ensemble is substan-
tially less skilful at short lead times but is comparable to EMOS-ppc 
(without reshuffling) at the longer lead times. It is unsurprising that 
there are few differences in the energy score, as it is known to be rather 
insensitive to errors in the dependence structure (Scheuerer and Hamill, 
2015b). 
Similarly to the variogram score for T2m, the variogram score for the 
inter-variable and spatial dependencies shows that ECC is the most 
skilful at shorter lead times, while MBCn and OA are the most skilful at 
moderate and longer lead times (Fig. 9). This is possibly due to a lack of 
calibration at short lead-times in MBCn and OA. The SSh is the least 
skilful of the methods that can correct the dependence structure, but is of 
course more skilful than the raw ensemble and the unshuffled EMOS- 
ppc. This is possibly due to the selection of sub-optimal dates in the 
dependence template due to the selection of a relatively wide window 
(±5 days) for a variable like temperature with such a strong seasonal 
cycle. An initial sensitivity analysis with a wider ±10 day window 
resulted in slightly less skilful forecasts, suggesting that this could be the 
case. Future work could examine the value of more advanced methods to 
select dates, such as the minimum-divergence Schaake Shuffle (Scheu-
erer et al., 2017). The poor performance of the SSh compared to ECC is 
consistent with Wilks (2015) in the case where the sample size is the 
same. This suggests that flow dependent error characteristics are 
important for The Netherlands and that the ECMWF model does a 
reasonable job at simulating the dependence structure, despite an 
Fig. 7. The mean variogram score (p = 0.5) of spatial forecasts (all stations) for a) T2m and b) DPT. The variogram score for the raw ensemble and EMOS-ppc 
extends off the top of the figure. 
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over-estimation of the inter-variable correlation (Fig. 1). 
Regarding the heat index, we first verify the forecast skill at each 
station using the CRPS (Fig. 10). All methods except for OA improved 
the forecast at the +12 h lead time compared to the raw ECMWF fore-
cast. De Kooy (station number 235) is poorly forecast by all methods 
except OA. The bias in the raw ensemble is very large and it is reduced 
by all methods but remains substantially larger than at the other stations 
for most methods (EMOS-ppc, SSh, ECC and MBCn), while it is compa-
rable to the other stations in OA. At longer lead times (+132 and + 228 
h) all methods improve upon the raw forecast, with fewer differences 
between the methods, particularly at the +228 h lead time. 
The variogram score across stations for the heat index shows the 
largest differences between methods (Fig. 11). There is a substantial 
decrease in the variogram score for MBCn and OA compared to all other 
methods. Indeed, from the +108 h lead time there is a significant 
reduction in the variogram score compared to ECC. 
4. Discussion and conclusions 
We have compared two novel multivariate post-processing methods, 
MBCn (Cannon, 2018) and OA in the spirit of Chernozhukov et al. 
(2017) and similar to Robin et al. (2019). MBCn and the method of 
Robin et al. (2019) have been used previously to adjust biases in climate 
model simulations but not yet in a forecasting context. EMOS is the 
benchmark method for calibration of univariate ensemble forecasts, but 
the reshuffling methods that are required for the re-introduction of the 
dependence structure for multivariate outcomes both have drawbacks. 
In ECC it is assumed that the raw ensemble is able to simulate the 
dependence structure well, and in SSh the selection of the template from 
observations is important. 
We demonstrate that while the multivariate quantile mapping 
methods are less skilful than ECC at short lead times, they are more 
skilful at longer lead times in terms of the variogram score, which 
measures how well dependencies are represented. Future work should 
assess how these methods compare with other verification metrics, such 
as the Dawid–Sebastiani score (Wilks, 2020). EMOS is the benchmark 
Fig. 8. The mean energy score of spatial T2m-DPT forecasts (all stations).  
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method and it is very hard to improve upon it for temperature, as 
temperature adheres very well to the Gaussian distributional assump-
tion. For other variables, like precipitation or wind speed, there is less 
certainty about which forecast distribution to assume, so MBCn or OA 
could be even more successful for these other variables in the context of 
multivariate bias correction, however this remains an open question and 
further research into these methods with other variables is required. 
MBCn and OA make two changes compared to ECC, as they simulta-
neously relax the marginal assumption and define the dependence 
structure differently. Application of these new methods to other vari-
ables, with a more uncertain distribution, and comparison with bench-
mark methods that relax the marginal assumptions can help to 
disentangle the influence of these two changes. 
We have adjusted each member separately in MBCn and OA for 
computational reasons. This means that for these methods we have not 
calibrated the ensemble, and the spread has not been adjusted as it is in 
EMOS. This is one drawback of the current method that could be 
improved in future applications. However, the lack of spread adjustment 
penalises the quantile mapping based methods more than the EMOS 
methods, and so we tend to underestimate their potential skill. Addi-
tionally, it is interesting to see the influence of this choice on the results. 
It is likely the reason why ECC is most skilful at shorter lead times, when 
it is well-known that the raw ensemble is under-dispersed and requires 
the largest adjustment to the spread. Somewhat surprisingly, it also 
implies there is little to be gained (in terms of the variogram score) by 
adjusting the spread after the second forecast day. 
Further research is needed into multivariate post-processing 
methods. EMOS, and other more advanced machine learning methods 
like random forests, are able to use information from a number of other 
potential predictor variables. For example, in EMOS for temperature we 
could allow the mean and/or standard deviation of the forecast distri-
bution to depend on variables such as cloud cover, or indices of large- 
scale circulation (Velthoen et al., 2020). These other potential pre-
dictors could be valuable in situations where the relationship between 
observed temperature and the ensemble mean forecast temperature is 
not strong (e.g. in De Kooy in our application). One drawback of the 
quantile mapping methods is that they are not able to use this additional 
information. Other bivariate parametric methods, such as fitting a 
Fig. 9. The mean variogram score (p = 0.5) of spatial T2m-DPT forecasts (all stations).  
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bivariate Gaussian distribution could be tried, as they have the benefit of 
being able to include additional predictor information and model the 
dependencies well. However they could not capture the non-Gaussian 
dependence structures seen here. Furthermore, it is likely that they 
would not be feasible in a high-dimensional case. It would be interesting 
in the future to quantify the improvement in forecast skill from using 
additional potential predictors in a more advance machine learning 
method with the quantile mapping based approaches. Another avenue 
for future research is to additionally correct for dependencies across 
time. There are bias adjustment approaches that can deal with very high 
dimensionality (Vrac, 2018), and can adjust dependencies in space and 
time concurrently. The temporal order of events can be highly relevant 
for impacts (Zscheischler et al., 2020). 
In conclusion, we have shown the value of multivariate bias- 
correction approaches in a weather forecasting context. Our results 
highlight the importance of accounting for spatial and inter-variable 
dependencies in statistical processing of ensemble forecasts. This 
might be of particular relevance for hazard indices that are computed 
from correlated meteorological variables, or for emergency planning of 
spatially correlated hazards. Our approach thus paves the way for 
improved early warnings for multivariate hazards. 
Fig. 10. The CRPS of the heat index forecasts at the +12, +132 and + 228 h lead times. The colours indicate the method and the boxplots show the distribution of the 
CRPS over the stations, with the line indicating the median, the boxes showing the interquartile range and the whiskers showing 1.5 × the interquartile range. Shapes 
indicate the mean CRPS of individual stations. (For interpretation of the references to colour in this figure legend, the reader is referred to the Web version of 
this article.) 
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Appendix A. Correlations between T2m and DPT 
The increase in the correlation between T2m and DPT at each lead time in the raw ECMWF forecasts from the observations are shown below. 
Fig. 11. The mean variogram score (p = 0.5) of the spatial heat index forecasts (all stations). The variogram score for EMOS-ppc extends off the top of the figure.  
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Fig. A.12. The difference in the correlation between T2m and DPT in all members of the ECMWF ensemble and the observations. Numbers indicate the station 
identifiers that can be seen in Table 1. 
Appendix B. Wet-bulb globe temperature (WBGT) 
We calculate the WBGT index according to Lemke and Kjellstrom (2012), following equations B.1 to B.4. 
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