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HOMOLOGY AND COHOMOLOGY VIA THE PARTIAL GROUP
ALGEBRA
MARCELO MUNIZ ALVES, MIKHAILO DOKUCHAEV, DESSISLAVA H. KOCHLOUKOVA
Abstract. We study partial homology and cohomology from ring theoretic
point of view via the partial group algebra KparG. In particular, we link the
partial homology and cohomology of a group G with coefficients in an irre-
ducible (resp. indecomposible) KparG-module with the ordinary homology
and cohomology groups of G with in general non-trivial coefficients. Further-
more, we compare the standard cohomological dimension cd K(G) (over a field
K) with the partial cohomological dimension cdparK (G) (over K) and show that
cd
par
K (G) ≥ cd K(G) and that there is equality for G = Z.
1. Introduction
Partial actions and partial representations enjoy diverse theoretic developments
and keep finding notable applications. They have been brought into use in the
theory of C∗-algebras, providing, in particular, an efficient approach to algebras
generated by partial isometries, the Cuntz-Krieger algebras and the more general
Exel-Laca algebras being prominent examples of the success of the new notions [16],
[19]. In addition, they allowed one to identify isomorphically any second countable
C∗-algebraic bundle, satisfying a mild regularity condition, with the semidirect
product bundle associated to a continuous twisted partial group action on the unit
fibre algebra [15]. In algebra the new concepts are useful to graded algebras, to
Leavitt path algebras, to Steinberg algebras, to semigroups and automata (see the
survey article [6] and the references therein). Amongst the recent applications, we
mention their relevance to C∗-algebras related to dynamical systems of type (m,n)
[3], to topological higher rank graphs [26], to Matsumoto and Carlsen-Matsumoto
C∗-algebras of arbitrary subshifts [8], [20], to ultragraph C∗-algebras [21] and to
expansions of monoids in the class of two-sided restriction monoids [24]. A remark-
able application was achieved in [2] to paradoxical decompositions in a study of
C∗-algebras associated to finite bipartite separated graphs.
Among the theoretic developments two partial group cohomology theories were
introduced: one in [10] based on partial actions and another one in [1] based on
partial representations. Despite the fact that partial actions and partial represen-
tations are related notions, the two cohomology theories have little in common.
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In particular, the cohomology in [1] deals with an abelian category, whereas the
category of partial modules from [10] is not even additive. The cohomology from
[10] turned out to be useful to extensions of semilattices of groups by groups, to a
Chase-Harrison-Rosenberg exact sequence for partial Galois extensions, to partial
projective group representations and to reduced C∗-crossed products (see [6]). In
particular, it was shown in [13] that each group component of the partial Schur mul-
tiplier is a partial cohomology group. Furthermore, partial 2-cocycles appeared in
[23] as certain obstructions in the study of the ideal structure of the reduced crossed
product of a C∗-algebra by a global action. Partial cohomology of [10] stimulated
its Hopf theoretic treatment in [4], where a natural generalization of Sweedler’s co-
homology to the partial action setting was given. In addition, it was extended from
groups to groupoids in [25] and used to classify the equivalence classes of certain
groupoid graded rings.
The partial modules in [10] are unital partial actions of groups on commutative
monoids, whereas the authors in [1] deal with modules over the partial group algebra
KparG. The latter is an algebra which governs the partial K-representations of a
group G, and it has as a K-basis the semigroup S(G), introduced by R. Exel in [17]
to deal with partial actions and partial representations. R. Exel defined S(G) by
generators and relations and gave a canonical form of the elements of S(G) which
he used to show that S(G) is an inverse monoid [17]. Later in [22] J. Kellendonk
and M. Lawson proved that S(G) is isomorphic to the Szendrei expansion of G,
and, as a consequence of a result by M. Szendrei [28], S(G) is isomorphic to the
Birget-Rhodes expansion of G. The information on S(G) given in [17] and [22] are
important technical tools when dealing with partial linear and partial projective
group representations, as well as with the partial cohomologies.
The algebraic study of KparG was initiated in [9]. In particular, using a groupoid
Γ(G) associated to G, a result on the structure of KparG was obtained assuming
that G is a finite group. The latter fact permits one to make conclusions about the
partial representations of finite groups. The groupoid technique was further used in
[14] to give a structure result on the indecomposable/irreducible finite dimensional
partial representations of arbitrary groups. Furthermore, it was shown in [7] that
KparG is isomorphic to the partial skew group ring B ⋊τ G, where τ is a partial
action of G on the subalgebra B of KparG generated by the idempotents of S(G).
It is very natural to consider a (co)homology theory for G using KparG-modules.
A key point in [1] is to choose as the “trivial” module the KparG-module structure
on B given by the partial representation G → End K(B), which corresponds to
the partial action τ (see Subsection 2.1). Then the nth partial cohomology group
Hnpar(G,M) of G with values in a left KparG-module V is defined in [1] by means
of the corresponding Ext functor (see Subsection 2.2). The authors of [1] prove the
existence of a spectral sequence relating the Hochschild cohomology of the partial
skew group ring A⋊τ G with Hnpar(G,−) and the Hochschild cohomology of A. The
globalization problem for Hnpar(G,M) was investigated in [11] in the case when M
is an algebra, whose KparG-module structure comes from a unital partial action of
G on M. For more information on KparG, and more generally on partial actions
and partial representations the reader is referred to R. Exel’s book [18] and to the
survey article [6]. In particular, the difference between the cohomologies in [1] and
[10] is discussed in [6] and [11].
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In this paper we introduce homology groups for partial representations as the
right derived functors of the tensor functors −⊗ KparGB, B⊗ KparG−, and we study
homological and cohomological properties of the partial group algebra KparG using
ring theoretic homological methods.
Let G be an arbitrary group, K be a field and V be an irreducible (resp. indecom-
posable) left KparG-module, which is finite dimensional over K. By [14, Thm. 2.3]
there is a unique connected component ∆ of Γ(G) with a finite number of vertices,
an elementary bimodule KparGW KH related to ∆ and a left irreducible (resp. inde-
composable) KH-module U, finite dimensional over K, such that V ≃W⊗ KHU as
left KparG-modules. Here H is the stabilizer in G of a fixed vertex of the connected
component ∆.
Our main goal is to establish the following result.
Theorem A Let G be an arbitrary group, ∆ be a connected component of the
grupoid Γ(G) with a finite number of vertices and W be the elementary KparG-
KH-bimodule related to ∆. Let U be an arbitrary left KH-module. Then
Hipar(G,W ⊗ KH U) ≃ H
i(H,U) and Hpari (G,W ⊗ KH U) ≃ Hi(H,U).
In particular, if V is an irreducible (resp. indecomposable) left KparG-module,
which is finite dimensional over K and as above V ≃ W ⊗ KH U as left KparG-
modules, then
Hpari (G, V ) ≃ Hi(H,U) and H
i
par(G, V ) ≃ H
i(H,U).
By definition for a left KparG-module V we have Hnpar(G, V ) = Ext
n
KparG
(B, V )
where B is considered as a left KparG-module and Hparn (G, V ) = Tor
KparG
n (B, V ),
where B is considered as a right KparG-module (see Subsection 2.2).
Theorem A follows from Theorem 4.11 and Theorem 4.13. Its proof needs homo-
logical and cohomological versions of the Shapiro Lemma that we give in Section 3.
Their use in the proof of Theorem A requires B⊗ KparGW to be isomorphic to the
trivial right KH-module K and K∆ to be a flat left KparG-module (see Proposi-
tion 4.6 and Theorem 6.10). Proposition 4.6 is a consequence of Theorem 4.5 whose
proof is separated in Section 5. In the case when the vertices of the connected com-
ponent ∆ are finite subsets of G we show in Section 6.1 a stronger result that K∆
is a projective left KparG-module. Furthermore, we show in Section 6.1 that if G
is an infinite group, then for the connected component ∆ with unique vertex G,
K∆ = KG is not projective as a KparG-module.
In Section 4 we establish the following consequences of Theorem A for finite
groups G.
Corollary B Suppose that G is a finite group. Then for i ≥ 0
Hpari (G,B) ≃ ⊕∆Hi(H, K) and H
i
par(G,B) ≃ ⊕∆H
i(H, K),
where the sum is taken over the connected components ∆ of the grupoid Γ(G) and
H is the stabilizer of a chosen vertex of ∆ (thus it is defined up to conjugation).
We define the partial cohomological dimension cdparK (G) of G (over K) as the
projective dimension of B as a left KparG-module i.e.
cdparK (G) = max{i | H
i
par(G, V ) 6= 0 for some KparG-module V }.
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Note that the cohomological dimension cd K(G) of G (over K) is the projective
dimension of the trivial left KG-module K i.e.
cd K(G) = max{i | H
i(G,M) 6= 0 for some KG-module M}.
As a corollary of Theorem A we prove the following result.
Corollary C For any group G we have cdparK (G) ≥ cd K(G). In particular, if
G 6= 1 is not torsion-free then cdparK (G) = cd K(G) =∞.
We believe that the following stronger version of Corollary C holds.
Conjecture D For any group G we have cdparK (G) = cd K(G).
In the particular case when G is a free group Conjecture D is equivalent to
Conjecture E Let G be a free group and R = KparG. Then the kernel IG of
the augmentation map ǫ : R→ B is a projective left R-module.
We prove in Section 9 that Conjecture E holds for G = Z. It is interesting to
note that in this case IG is not a free KparG-module but only a projective one.
In Section 7 we construct a projective resolution P for the KparG-module B,
which is a version of the bar resolution. As it is observed in [11, Introduction], the
resolution was obtained some time ago independently from [11]. The approach in
this article is ring theoretic, using the skew group ring structure of KparG, whereas
that in [11] has more inverse semigroup theoretic flavor. Our starting point is the
homogeneous notation inspired by the classical resolution in algebraic topology,
which is then rewritten in the bar notation, obtaining, after a manipulation, a
differential, which resembles the one from a free resolution given in [10] in the
above mentioned non-additive category of partial actions, and which is used to
show that P is isomorphic to the projective resolution given in [11].
2. Notation and preliminary results
2.1. The partial group algebra KparG. Let G be a group and K be a field. We
recall some well known definitions and facts.
Definition 2.1. A partial representation of G into a unital (associative) K-
algebra A is a map π : G→ A such that for every g, h ∈ G we have
1) π(g)π(h)π(h−1) = π(gh)π(h−1);
2) π(g−1)π(g)π(h) = π(g−1)π(gh);
3) π(1) = 1A, where 1 is the neutral element of G.
If A = End K(V ), where V is a vector space over K, then we say that π is a
partial representation of G on V.
A concept closely related to partial representations is that of a partial action:
Definition 2.2. A partial action α of G on a K-algebra A is given by a collection
{Dg}g∈G of ideals in A and a family {αg : Dg−1 → Dg}g∈G of non-necessary unital
algebra isomorphisms satisfying:
1) De = A and αe = idA;
2) αh(Dh−1 ∩D(gh)−1) = Dh ∩Dg−1 ;
3) if y ∈ Dh−1 ∩D(gh)−1 then αgαh(y) = αgh(y).
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A partial action is said to be unital if each ideal Dg is a unital algebra, i.e.
Dg = 1gA for each g ∈ G, where 1g is a central idempotent of A. To a unital
partial action α of G on A one may associate two partial representations. One of
them is the map G→ End K(A) given by
(2.1) g 7→ [a 7→ αg(a1g−1)], g ∈ G, a ∈ A.
The other one involves the partial skew group algebra. The latter is defined as
follows.
Definition 2.3. Suppose there is a unital partial action α of G on a K-algebra A.
Then there is an associative partial skew group ring (also called the partial smash
product), denoted by A⋊α G, where
A⋊α G = ⊕g∈GDg#g
and
(a1g#g)(b1h#h) = aαg(b1h1g−1)#gh for a, b ∈ A.
The second partial representation associated to α is the map G→ A⋊αG given
by g → 1g#g.
There is a bijective correspondence between the partial K-representations of G
and the K-representations of the partial group algebra KparG, whose definition is
as follows.
Definition 2.4. The partial group algebra KparG is the K-algebra with a
generating set {[g] | g ∈ G} subject to the relations
1) [g][h][h−1] = [gh][h−1];
2) [g−1][g][h] = [g−1][gh];
3) [1] = 1 KparG,
for all g, h ∈ G.
For simplicity, we will also denote the identity of KparG by 1 instead of 1 KparG.
Evidently,
(2.2) G ∋ g 7→ [g] ∈ KparG
is a partial representation.
Each partial representation π : G→ A gives rise to a unital partial action on a
commutative subalgebra of A [7, Lemma 6.5]. We specify this for the case of the
partial representation (2.2). It is an easily seen and known fact that the elements
eg = [g][g
−1] are pairwise commuting idempotents of KparG such that
[g]eh = egh[g] and e1 = 1,
for all g, h ∈ G. Let
(2.3) B =alg 〈eg | g ∈ G〉,
be the commutative subalgebra of KparG, generated by the elements {eg}g∈G and
let Dg = egB. Then the partial representation (2.2) induces a unital partial action
τ of G on B given by the family of isomorphisms τg : Dg−1 → Dg defined by
(2.4) τg(eg−1eh1 . . . ehn) = [g]eg−1eh1 . . . ehn [g
−1] = egegh1 . . . eghn .
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Lemma 2.5. [7, Theorem 6.9] There is an isomorphism
ϕ : KparG→ B ⋊τ G,
given by
ϕ([g1] . . . [gn]) = eg1eg1g2 . . . eg1...gn#g1 . . . gn
and
ϕ−1(egeh1 . . . ehn#g) = egeh1 . . . ehn [g].
It is an immediate consequence of Lemma 2.5 that KparG is a G-graded algebra:
KparG = ⊕g∈GBg and BgBh ⊆ Bgh,
where Bg = Dg#g. It is readily seen that each Dg is the K-vector subspace of B
generated by [h1] . . . [hk] where k ≥ 1 and h1 . . . hk = g.
According to (2.1) the unital partial action (2.4) gives rise to the partial repre-
sentation π : G → End K(B) given by π(g)(x) = [g]x[g−1] for g ∈ G, x ∈ B. This
endows B with a structure a left KparG-module:
[g]b = [g]b[g−1].
Symmetrically, we shall consider B as a right KparG-module defined by
b[g] = [g−1]b[g].
2.2. Introduction to homological algebra. We follow Rotman’s book [27]. For
a fixed associative ring R we consider the derived functors TorRi (−,−) of the func-
tor tensor product − ⊗R − and the derived functors ExtiR(−,−) of the functor
HomR(−,−). Then for a left KparG-module V and a right KparG-module M the
n-th partial homology groups of G with coefficients in M and V are
Hparn (G,M) = Tor
KparG
n (M,B) and H
par
n (G, V ) = Tor
KparG
n (B, V ).
Note thatB in Tor
KparG
n (M,B) is a left KparG-module and thatB in Tor
KparG
n (B, V )
is a right KparG-module. Similarly the n-th partial cohomology groups of G with
coefficients in M and V are
Hnpar(G,M) = Ext
n
KparG(B,M) and H
n
par(G, V ) = Ext
n
KparG(B, V ),
where B in ExtnKparG(B,M) is a right KparG-module and B in Ext
n
KparG
(B, V )
is a left KparG-module.
A fundamental result that we will need later on is the existence of the long exact
sequence in homology associated to a short exact sequence. Suppose
0→ V1 → V → V2 → 0
is a short exact sequence of left S-modules for some associative ring S. Then there
is a long exact sequence [27, Cor. 6.30]
. . .→ TorSn(M,V1)→ Tor
S
n(M,V )→ Tor
S
n(M,V2)→ Tor
S
n−1(M,V1)
→ . . .→ TorS1 (M,V2)→M ⊗S V1 →M ⊗S V →M ⊗S V2 → 0.
Similarly, for a short exact sequence of right S-modules
0→M1 →M →M2 → 0
there is a long exact sequence
. . .→ TorSn(M1, V )→ Tor
S
n(M,V )→ Tor
S
n(M2, V )→ Tor
S
n−1(M1, V )
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→ . . .→ TorS1 (M2, V )→M1 ⊗S V →M ⊗S V →M2 ⊗S V → 0.
We observe that if
. . .→W1 →W2 → W3 →W4 → . . .
is a long exact sequence of S-modules with W1 = 0 =W4, then
the middle map W2 → W3 is an isomorphism.
We will apply this argument several times later on together with the fact that for a
right S-module A and a left S-module B the functors TorSi (A, ) and Tor
S
i ( , B)
vanish on projective S-modules; in particular
TorSi (A,S) = 0 = Tor
S
i (S,B).
2.3. On idempotents and projective modules. In this subsection R is an uni-
tary associative ring. The following lemma is well known but for completeness we
give a proof.
Lemma 2.6. Let e1, . . . , en ∈ R be idempotents that commute with each other.
Then
Re1 +Re2 + . . .+Ren = Re,
where
e = e1 + (1− e1)e2 + . . .+ (1− e1) . . . (1− en−1)en
and R/(Re1 + . . .+Ren) is a projective R-module.
Proof. Note that e1, (1 − e1)e2, (1 − e1)(1 − e2)e3, . . . , (1 − e1) . . . (1 − en−1)en
are ortogonal pairwise idempotents (i.e. with mutual product 0). Then e is an
idempotent and Re1+Re2+ . . .+Ren = Re. Since R = Re⊕R(1− e) we conclude
that
R/(Re1 + . . .+Ren) = R/Re ≃ R(1− e)
is a projective R-module. 
3. Partial group homology versus ordinary homology
Theorem 3.1. (Homological Shapiro lemma for partial actions) Let W be
a KparG-KH-bimodule for some groups G and H such that W is flat as a right
KH-module, W is flat as a left KparG-module and B ⊗ KparG W is isomorphic to
the trivial right KH-module K. Then, for any left KH-module U , considering
W ⊗ KH U as a left KparG-module, we have
Hpari (G,W ⊗ KH U) ≃ Hi(H,U).
Proof. Let
P : . . .→ Pi → Pi−1 → . . .→ P0 → U → 0
be a free resolution of U as a left KH-module. Since W is a flat right KH-module
the functor W ⊗ KH − is exact and hence we obtain an exact complex
S =W ⊗ KH P : . . .→ Si → Si−1 → . . .→ S0 →W ⊗ KH U → 0,
where Si =W ⊗ KH Pi. We view each Si as a left KparG-module via the left action
of KparG on W . Since each Pi is a free KH-module we have that
(3.1) Si =W ⊗ KH Pi =W ⊗ KH (⊕KH) = ⊕W,
hence
Si is a flat left KparG−module,
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so S is a flat resolution of the left KparG-module W ⊗ KH U . By [27, Thm. 7.5]
not only projective but flat resolutions can be used to calculate Tor
KparG
i (B,−).
Then
Hpari (G,W ⊗ KH U) = Tor
KparG
i (B,W ⊗ KH U) = Hi(B ⊗ KparG S
del),
where the upper index del means the deleted resolution, i.e. the complex in dimen-
sion -1 is substituted with 0. Note that
B ⊗ KparG Si = B ⊗ KparG (W ⊗ KH Pi) ≃ (B ⊗ KparG W )⊗ KH Pi,
hence
Hi(B ⊗ KparG S
del) ≃ Hi((B ⊗ KparG W )⊗ KH P
del).
Since B ⊗ KparG W is the trivial right KH-module K,
Hi((B ⊗ KparG W )⊗ KH P) ≃ Hi(K⊗ KH P
del) = Hi(H,U).

For a KparG-KH-bimoduleW and a right KH-module U considerHom KH(W,U)
as a right KparG-module in the following way : for f ∈ Hom KH(W,U) and
r ∈ KparG we have fr ∈ Hom KH(W,U) defined by fr(w) = f(rw).
Theorem 3.2. (Cohomological Shapiro lemma for partial actions) Let W
be a KparG-KH-bimodule for some groups G and H such that W is projetive as a
right KH-module, W is flat as a left KparG-module and B⊗ KparGW is isomorphic
to the trivial right KH-module K. Then for any right KH-module U , considering
Hom KH(W,U) as a right KparG-module, we have
Hipar(G,Hom KH(W,U)) ≃ H
i(H,U).
Proof. Let
E : 0→ U → E0 → E1 → E2 → . . .
be an injective resolution of U as a right KH-module. Since B ⊗ KparG W is
isomorphic to the trivial right KH-module K we have
Hi(H,U) = ExtiKH(K, U) = Ext
i
KH(B ⊗ KparG W,U)
= Hi(Hom KH(B ⊗ KparG W, E
del)).
By the Adjoint Isomorphism Theorem [27, Thm. 2.75] we obtain
Hom KH(B ⊗ KparG W,E
i) ≃ Hom KparG(B,Hom KH(W,E
i)),
hence
Hi(Hom KH(B ⊗ KparG W, E
del)) ≃ Hi(Hom KparG(B,Hom KH(W, E
del))).
We claim thatHom KH(W,E
i) is injective as a right KparG-module. This is equiva-
lent to the exactness of the functorHom KparG(−, Hom KH(W,E
i)). Consider again
the adjoint isomorphism
Hom KparG(−, Hom KH(W,E
i)) ≃ Hom KH(−⊗ KparG W,E
i).
Note that the right hand side is the composition of two exact functors −⊗ KparGW
and Hom KH(−, Ei), because W is flat as a left KparG-module and Ei is injec-
tive as a right KH-module. As a composition of two exact functors is exact,
we obtain that Hom KH(W,E
i) is injective as a right KparG-module. Conse-
quently, since W is a projective right KH-module, Hom KH(W,−) is an exact
HOMOLOGY AND COHOMOLOGY VIA THE PARTIAL GROUP ALGEBRA 9
functor and Hom KH(W, E) is an injective resolution of the right KparG-module
Hom KH(W,U). Then
Hi(H,U) ≃ Hi(Hom KparG(B,Hom KH(W, E
del))
≃ ExtiKparG(B,Hom KH(W,U)))
= Hipar(G,Hom KH(W,U)).

4. Applications: the bimodule W
We are going to show the existence of a bimodule W as in Theorem 3.1 and
Theorem 3.2. First we recall some notions from [9] and [14]. Given an arbitrary
groupoid Γ and a field K, the groupoid algebra KΓ is defined as the vector space
with basis formed by the morphisms of Γ, which are multiplied by the rule
γ1 · γ2 =
{
γ1 ◦ γ2, if γ1 ◦ γ2 exists in Γ,
0, otherwise.
As it is usual for functions, we apply morphisms from right to left, so that in the
composition γ1 ◦ γ2 first γ2 acts and then γ1.
For a group G consider the groupoid Γ(G) whose objects (seen as vertices) are
subsets of G which contain 1 and whose morphisms are pairs (A, g) where A is a
subset of G which contains 1 and g−1. Then both A and gA are objects in Γ(G) and
the morphism (A, g) can be seen as an arrow from A to gA, which is interpreted
as multiplication by g from the left. The product (B, g′) ◦ (A, g) is defined in Γ(G)
if and only if B = gA, i.e. when the range gA of (A, g) coincides with the domain
B of (B, g′). In this case (B, g′) ◦ (A, g) = (gA, g′) ◦ (A, g) = (A, g′g). We have the
decomposition of the groupoid algebra
KΓ(G) = ⊕K∆,
into a direct sum of two-sided ideals, where ∆ runs over the connected components
of Γ(G).
Let now ∆ be a connected component of Γ(G) whose set of vertices V∆ is finite.
By [14, Theorem 2.2] the map
(4.1) λ∆(g) =
∑
A∈V∆,g−1∈A
(A, g)
is a partial representation G→ K∆, where the sum is taken over all vertices A of
∆ which contain g−1. By the universal property of KparG, the map λ∆ extends to
a homomorphism of K-algebras
KparG→ K∆, [g] 7→ λ∆(g),
which, with a slight abuse of notation, will be denoted by the same symbol λ∆. We
consider K∆ as a left KparG-module by means of λ∆, i.e.,
(4.2) [g] · a = λ∆(g)a
for a ∈ K∆ and g ∈ G.
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Let n be the number of vertices in ∆ and fix a vertex A ∈ V∆. Then there
exist g1, g2, . . . , gn ∈ G, with g
−1
i ∈ A, such that V∆ = {g1A, g2A, . . . , gnA}. It is
convenient to assume that g1 = 1. Let H be the stabilizer of A, i.e.
H = {h ∈ G : hA = A}.
Then H is a subgroup of G and the groupoid algebra K∆ is isomorphic to the
algebra Mn(KH) of all n× n-matrices with entries in the group algebra KH. The
isomorphism is given as follows. Let (giA, g) be a morphism in ∆ whose range
is ggiA = gjA for some j ∈ {1, . . . , n}. Notice that g
−1
j ggi = hi ∈ H and write
g = gjhig
−1
i . Then the desired isomorphism is given by
(4.3) η : K∆→Mn(KH), (giA, g) 7→ Eji(hi),
where Eji(hi) stands for the n×n-matrix whose unique non-zero entry hi is placed
in the position (j, i).
For g ∈ G denote byMg the matrix λ∆([g]) after identifying K∆ withMn(KH).
Then
(4.4) Mg =
∑
giA∋g−1
Eji(hi),
in which the sum is taken over all vertices giA of ∆ which contain g
−1. Thus Mg
is a monomial matrix over H , in the sense that each row and each column of Mg
contains at most one non-zero entry, which is an element of H. Denote by M∗g the
matrix obtained from Mg by transposition and replacement of each entry h ∈ H
by its inverse.
Lemma 4.1. Let G be an arbitrary group and let Mg be as defined above. For
every g ∈ G we have that Mg−1 =M
∗
g .
Proof. While in (4.4) giA runs over all vertices of ∆ which contain g
−1, the target
vertices gjA = ggiA of the arrows (giA, g) are all those vertices of ∆ which contain g.
Evidently, (gjA, g
−1) is the inverse of (giA, g) in the groupoid ∆, and, consequently,
it follows from the above description of W and M that
Mg−1 =
∑
gjA∋g
Eij(h
−1
i ) =M
∗
g ,
as desired.

Lemma 4.2. Let ∆, λ∆ and B be as above, with G being an arbitrary group. Then
λ∆(B) is the subalgebra of K∆ whose K-basis is formed by the elements (C, 1),
where C runs over V∆.
Proof. We need to show that {(giA, 1); i = 1, 2, . . . , n} is a basis for λ∆(B). First
of all, we have the formula
(4.5) λ∆(eg) =
∑
g∈C,C∈V∆
(C, 1) =
∑
g∈giA
(giA, 1)
since, by the definition of λ∆ and the expression of the product in KΓ(G),
λ∆(eg) = λ∆([g])λ∆([g
−1]) =
∑
giA∋g−1,gjA∋g
(giA, g)(gjA, g
−1) =
∑
gjA∋g
(gjA, 1).
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Consequently, for every finite X ⊆ G,
(4.6) λ∆
(∏
t∈X
et
)
=
∏
t∈X
λ∆(et) =
∑
C∈V∆, C⊇X
(C, 1),
assuming that this sum is zero if no such vertex C exists.
Fixing now an arbitrary C0 ∈ V∆ we shall show that (C0, 1) ∈ λ∆(B). Note that
(4.6) implies
(4.7) λ∆
(∏
t∈C0
et
)
=
∑
C∈V∆, C⊇C0
(C, 1),
We shall proceed using induction on d(C0), where the function d : V∆ → N was
defined in [12, p. 2571] as follows. If C ∈ V∆ is maximal, that is, if
C ⊆ C′ for some C′ ∈ V∆ implies C = C
′,
we set d(C) = 0. Otherwise, we define
d(C) = max{m ∈ N | ∃D1, . . . , Dm ∈ V∆, with Dm ) . . . ) D1 ) C}.
If d(C0) = 0, then (4.7) readily yields (C0, 1) ∈ λ∆(B), so suppose that d(C0) > 0
and (C, 1) ∈ λ∆(B) for all C ∈ V∆ with d(C) < d(C0). Then we conclude from
(4.7) that
(C0, 1) = λ∆
(∏
t∈C0
et
)
−
∑
C∈V∆, C)C0
(C, 1) ∈ λ∆(B),
completing our proof.

Corollary 4.3. With the notation of Lemma 4.2, we have that dim K(λ∆(B)) = n.
Proof. It is clear that the linearly independent elements (giA, 1) generate the image
of B by λ∆, and hence dim K(λ∆(B)) = n. 
The free right KH-module
W = (KH)n =Mn,1(KH),
viewed as column matrices, possesses a left Mn(KH)-action given by matrix mul-
tiplication, transforming W into an Mn(KH)-KH-bimodule. Then the K-algebra
homomorphism
λ∆ : KparG→ K∆,
folowed by the isomorphism
η : K∆→Mn(KH),
endows W with a structure of a KparG-KH-bimodule, called elementary. The
latter gives rise to an elementary partial matrix representation considered in [14].
We recall the next fact, whose statement is a slight modification of Theorem 2.3
from [14].
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Theorem 4.4. Let G be an arbitrary group and V be an irreducible (resp. inde-
composable) left KparG-module, which is finite dimensional over K. Then there
is a unique connected component ∆ of Γ(G) with a finite number of vertices, an
elementary bimodule KparGW KH related to ∆ and a left irreducible (resp. indecom-
posable) KH-module U, finite dimensional over K, such that V ≃ W ⊗ KH U as
left KparG-modules.
It is shown in [14, Theorem 2.2] that for each irreducible (indecomposable) KparG-
module V, which has a finite dimension over K, there exists a unique connected
component ∆ of Γ(G), with a finite number of vertices, and a K∆-module structure
on V such that KparGV is obtained from K∆W ⊗ KHU by means of λ∆, so that
Theorem 4.4 is a direct consequence of [14, Theorem 2.3]. Notice that the map
M : G→Mn(KH), g 7→Mg =
∑
giA∋g−1
Eji(hi),
is the elementary matrix representation afforded by the bimodule KparGW KH .
Given d ∈ λ∆(B) and
∑
γ∈∆ αγγ ∈ K∆, define the action
(4.8) d ⊳ (
∑
γ∈∆
αγγ) =
∑
γ∈∆
αγγ
−1dγ.
Using Lemma 4.2 it is easy to check that λ∆(B) is a right K∆-module with
respect to (4.8): it suffices to check that (tD, t−1)(C, 1)(D, t) ∈ λ∆(B), for any
(C, 1), (D, t) ∈ ∆, and this product is either zero or equal to (D, 1) ∈ λ∆(B).
The next fact is crucial for our construction of W and as its proof is long it will
be given in Section 5.
Theorem 4.5. Let ∆ be a connected component of Γ(G) with a finite number of
vertices and λ∆ be as in (4.1). Then there is an isomorphism of right K∆-modules
λ∆(B) ≃ B ⊗ KparG K∆,
where the left KparG-module structure on K∆ is given by (4.2).
Let ∗ be the involution of KparG determined by [g]
∗ = [g−1]. Thus e∗g =
([g][g−1])∗ = [g−1]∗[g]∗ = [g][g−1] = eg for every g ∈ G. Note that K∆ also
has a natural involution determined by∑
γ∈∆
αγγ
 7→ ∑
γ∈∆
αγγ
−1
which, by a slight abuse of notation, will also be denoted by ∗. It is clear from the
equality (4.1) that defines λ∆ that λ∆(a
∗) = λ∆(a)
∗ for every a ∈ KparG.
Proposition 4.6. Let G be an arbitrary group, ∆ be a connected component of Γ(G)
with a finite number of vertices and W be the elementary KparG-KH-bimodule
associated to ∆ by means of the homomorphism λ∆. Then B ⊗ KparG W ≃ K as
right KH-modules, where K is the trivial KH-module and B is a right KparG-
module via b[g] = [g−1]b[g] for b ∈ B, g ∈ G.
Proof. The algebra isomorphism K∆ ≃ Mn(KH) endows K∆ with the structure
of a right KH-module. Consequently, as a right KH-module, K∆ is isomorphic
to the direct sum of n copies of the free right KH-module W, and we have that
B ⊗ KparG K∆ ≃ B ⊗ KparG W
n ≃ (B ⊗ KparG W )
n
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as right KH-modules. Then it follows from Lemma 4.3 and Theorem 4.5 that
n = dim K(λ∆(B)) = dim K(B ⊗ KparG K∆) = dim K((B ⊗ KparG W )
n),
and therefore dim K(B ⊗ KparG W ) = 1. It remains to show that the right KH
action on this module is trivial.
Let {ei; i = 1, 2, . . . , n} be the canonical KH-basis of W ≃Mn,1(KH).
Claim 4.7. 1⊗eih = 1⊗ei in B⊗ KparGW for any h ∈ H and any i = 1, 2, . . . , n.
In order to see this fix h ∈ H and recall that V∆ = {g1A, g2A, . . . , gnA} where
g1 = 1. Notice that according to (4.1) the element (giA, gihg
−1
i ) ∈ ∆ is a summand
of λ∆(gihg
−1
i ) for each i = 1, 2, . . . , n, as A ∋ g
−1
i implies giA ∋ gih
−1g−1i . By
(4.3), η(giA, gihg
−1
i ) = Eii(h) and h is the (i, i)-entry of the matrix η(λ∆(gihg
−1
i )).
Recalling that η(λ∆(gihg
−1
i )) is monomial over H and that the left KparG-module
structure on W is given via the composition η ◦ λ∆, we obtain that
1⊗ eih = 1⊗ η(λ∆(gihg
−1
i ))ei = 1
[gihg
−1
i
] ⊗ ei
= [gih
−1g−1i ][gihg
−1
i ]⊗ ei = egih−1g−1i
⊗ ei,
recalling that if b ∈ B and r ∈ G then b[r] = [r]b[r−1] ∈ B (see Proposition 4.6).
On the other hand
1⊗ η(λ∆(egih−1g−1i
))ei = 1⊗ η(λ∆([gih
−1g−1i ][gihg
−1
i ]))ei = 1
[gih
−1g−1
i
][gihg
−1
i
] ⊗ ei
= [gih
−1g−1i ][gihg
−1
i ][gih
−1g−1i ][gihg
−1
i ]⊗ ei = egih−1g−1i
⊗ ei.
Since by equality (4.5) the element (giA, 1) ∈ ∆ is a summand of λ∆(egih−1g−1i
),
the (i, i)-entry of the diagonal matrix η(λ∆(egih−1g−1i
)) is 1, and thus
1⊗ eih = 1⊗ η(λ∆(egih−1g−1i
))ei = 1⊗ ei,
as claimed.
Claim 4.8. {1⊗ ei} is a K-basis of B ⊗ KparG W for any fixed i = 1, 2, . . . , n.
Indeed, note that the elements 1⊗e1, . . . , 1⊗en generate B⊗ KparGW as a right
KH-module, since b⊗w = 1⊗ η(λ∆(b))w for any b⊗w ∈ B ⊗ KparGW . It follows
from Claim 4.7 that 1⊗ e1, . . . , 1⊗ en generate B ⊗ KparG W as a K-vector space.
Proposition 2.2. of [12] implies that λ∆ : KparG → K∆ is an epimorphism.
Hence, given 1 ≤ i, j ≤ n, we may write Ej,i(1) = η(λ∆(a)) for some a ∈ KparG,
and it follows that
1⊗ ej = 1⊗ Ej,i(1)ei = 1⊗ η(λ∆(a))ei = 1
a ⊗ ei.
For any b ∈ B, the element λ∆(b) ∈ K∆ is a K-linear combination of idempotents
of the form (C, 1), C ∈ V∆, and therefore η(λ∆(b)) is a diagonal matrix thanks to
equality (4.3). In particular η(λ∆(1
a)) is a diagonal matrix. Therefore
1⊗ ej = 1
a ⊗ ei = 1⊗ η(λ∆(1
a))ei = αj,i(1⊗ ei)
for some αj,i ∈ K. Hence all elements 1⊗ ei are scalar multiples of each other and,
given that those elements generate B ⊗ KparG W as a K-vector space, at least one
of the scalars αj,i is nonzero; but this implies that all are nonzero. Due to the fact
that dim KB ⊗ KparG W = 1, any set {1⊗ ei} is a K-basis, proving the claim.
The fact that the right KH-action on B ⊗ KparG W is trivial follows from
Claim 4.7. 
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The proof of the following result will be given in Section 6.1.
Theorem 4.9. Let G be an arbitrary group, ∆ be a connected component of Γ(G)
with a finite number of vertices and A is finite. Then K∆ is projective as a left
KparG-module (via λ∆).
Furthermore in Section 6.1 we will show that when A is infinite K∆ is not
necessarily projective as a left KparG-module (via λ∆). In Section 6.2 we will
prove a more general result.
Theorem 4.10. Let G be an arbitrary group, ∆ be a connected component of Γ(G)
with a finite number of vertices. Then K∆ is flat as a left KparG-module (via λ∆).
Theorem 4.11. Let G be an arbitrary group, ∆ be a connected component of Γ(G)
with a finite number of vertices and W be the elementary KparG-KH-bimodule
related to ∆. Let U be an arbitrary left KH-module. Then
Hpari (G,W ⊗ KH U) ≃ Hi(H,U).
Proof. By the isomorphism K∆ ≃Mn(KH) given in (4.3),W is a direct summand
of K∆ as a K∆-module. Since K∆ is flat as a left KparG-module, we deduce that
W is flat as a KparG-module.
Thanks to Proposition 4.6, B ⊗ KparG W is the trivial right KH-module K, and
our statement follows by Theorem 3.1. 
Corollary 4.12. Let ∆ be a connected component of the grupoid Γ(G) such that
∆ has finitely many vertices and V =W ⊗ KH U be an irreducible ( resp. indecom-
posible) left KparG-module with decomposition given by Theorem 4.4. Then
Hpari (G, V ) ≃ Hi(H,U).
Theorem 4.13. Let G be an arbitrary group, ∆ be a connected component of Γ(G)
with a finite number of vertices and W be the elementary KparG-KH-bimodule
related to ∆. Let U be an arbitrary left KH-module. Then
Hipar(G,W ⊗ KH U) ≃ H
i(H,U).
Proof. We write U0 for U considered as a right KH-module by uh = h−1u. Using
Theorem 3.2, Proposition 4.6 and Theorem 4.10, we obtain K-isomorphisms
Hipar(G,Hom KH(W,U0)) ≃ H
i(H,U0) ≃ H
i(H,U),
in which the latter isomorphism comes from the fact thatHi(H,U0) = Ext
i
KH(K, U0),
where K is considered as a trivial right KH-module, andHi(H,U) = ExtiKH(K, U),
with K considered as a trivial left KH-module. Note that by definition
Hipar(G,Hom KH(W,U0)) = Ext
i
KparG(B,Hom KH(W,U0)),
where both B and Hom KH(W,U0) are right KparG-modules.
On other hand Hipar(G, V ) = Ext
i
KparG
(B, V ), where both B and V =W ⊗ KH
U are left KparG-modules. Write V0 for V considered as right KparG-module
by v[g] = [g−1]v. Note that ExtiKparG(B, V ) ≃ Ext
i
KparG
(B, V0), where B in
ExtiKparG(B, V0) is considered as a right KparG-module. Then it remains to show
that
(4.9) V0 ≃ Hom KH(W,U0) as right KparG-modules.
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Note that
V =W ⊗ KH U ≃ (KH)
n ⊗ KH U ≃ (KH ⊗ KH U)
n ≃ Un,
as K-vector spaces, and composing these isomorphisms we obtain the K-isomorphism
ϕ1 : V0 → U
n
given by
ϕ1((λ1, . . . , λn)⊗ u) = (λ1u, . . . , λnu),
where λ1, . . . , λn ∈ KH and u ∈ U .
Consider also the standard isomorphism
ϕ2 : Hom KH(W,U0)→ U
n
defined by
ϕ2(f) = (f(e1), . . . , f(en)),
where {e1, . . . , en} is the canonical basis of the free right KH-moduleW ≃ (KH)
n.
Recall that the right action of [g] on f ∈ Hom KH(W,U0) is determined by
(f · [g])(w) = f([g] · w).
Then via the isomorphism ϕ2 we can consider U
n as a right KparG-module with
[g] acting in the following way : if u = (u1, . . . , un) ∈ Un then u.[g] = u˜, where
u˜ = (u˜1, . . . , u˜n) ∈ U
n,
M∗g .u
t = u˜t
and Mg,M
∗
g ∈ Mn(KH) are the matrices defined in (4.4). Indeed to see that the
action is precisely this one, we consider
f(ei) = ui, (f · [g])(ei) = u˜i and Mg = (λi,j) ∈Mn(KH).
Then
u˜i = f([g]ei) = f(
∑
1≤j≤n
ejλj,i) =
∑
1≤j≤n
f(ej)λj,i =
∑
1≤j≤n
ujλj,i =
∑
1≤j≤n
λ∗j,iuj .
On the other hand, for λ ∈ (W ⊗ KH U)0 = V0 we have λ · [g] = [g−1] · λ, so
the action of [g] on Un induced by ϕ1 is given as follows: if u = (u1, . . . , un) ∈ Un,
then u · [g] = u˜, where
Mg−1 · u
t = u˜t,
i.e., it is given by left multiplication by the matrix Mg−1 , where the n-tuples are
considered as columns.
Finally, M∗g =Mg−1 by Lemma 4.1, thus proving (4.9).

Corollary 4.14. Let ∆ be a connected component of the grupoid Γ(G) such that
∆ has finitely many vertices and V =W ⊗ KH U be an irreducible (resp. indecom-
posible) left KparG-module with decomposition given by Theorem 4.4. Then
Hipar(G, V ) ≃ H
i(H,U).
Corollary 4.15. (Corollary B) Suppose G is a finite group. Then
Hpari (G,B) ≃ ⊕∆Hi(H, K) and H
i
par(G,B) ≃ ⊕∆H
i(H, K),
where the sum is over the connected components ∆ of the grupoid Γ(G) and H is
the stabilizer of a chosen vertex of ∆ (thus is defined up to conjugation).
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Proof. We will split B as a direct sum of indecomposable left KparG-modules.
Write
eA =
∏
g∈A
eg
∏
s∈G\A
(1− es) ∈ B,
where A is a subset of G. The action of [g] on eA gives egA if 1 ∈ A. Note eA = 0
if 1 /∈ A. Observe that there is a K-isomorphism
B ≃ ⊕1∈A KeA.
Indeed, B = Beg1⊕B(1−eg1) = (Beg2⊕B(1−eg2))eg1⊕(Beg2⊕B(1−eg2))(1−eg1).
Continuing the decomposition of B as Beg3 ⊕B(1− eg3) and so on, we obtain
B = ⊕1∈ABeA.
Note that B = k[eg1 , . . . , egk ], where G \ {1} = {g1, . . . , gk} and for g ∈ A we have
egeA = eA and for g 6∈ A we have egeA = 0. Thus BeA = KeA. Furthermore, for
each subset A with 1 ∈ A the sum
⊕g∈G,g−1∈A KegA
is a left KparG-module. Notice that in the latter sum the gA are the vertices of a
connected component ∆ of the grupoid Γ(G).
Thus B splits as a direct sum of left KparG-modules over the connected compo-
nents ∆ of Γ(G), where each summand is isomorphic to KV∆. Then consider the
epimorphisms
λ∆ : KparG→ K∆ ≃Mn(KH)
and
θ :Mn(KH)→Mn(K),
where θ is induced by the epimorphism KH → K that sends each element of H
to 1. Then KV∆ ≃ Kn = Mn,1(K), where Mn,1(K) are all n × 1-matrices over
K. Thus Mn,1(K) is a left Mn(K)-module via matrix multiplication, and via the
composition map θ ◦ λ∆ it is a left KparG-module. Thus
KV∆ ≃W ⊗ KH K,
where W is the elementary bimodule related to the connected component ∆. Then
by Theorem 4.11 and Theorem 4.13
Hipar(G,B) = ⊕∆H
i
par(G,W ⊗ KH K) ≃ ⊕∆H
i(H, K)
and
Hpari (G,B) = ⊕∆H
par
i (G,W ⊗ KH K) ≃ ⊕∆Hi(H, K).

Theorem 4.16. Let G be a finite group. Then for i ≥ 1
Hipar(G, KparG) = 0.
Proof. Since G is finite we have
KparG ≃ KΓ(G) = ⊕∆ K∆,
where the direct sum is over the connected components ∆ of the grupoid Γ(G). Thus
K∆ is a projective left KparG-module and we can decompose K∆ ≃W1⊕ . . .⊕Wn,
where W1 ≃ . . . ≃Wn ≃W as KparG-KH-bimodules. Then
K∆ ≃ ⊕1≤i≤nWi ≃ ⊕1≤i≤nWi ⊗ KH Ui
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where each Ui ≃ KH . Thus
Hipar(G, KparG) ≃ ⊕∆H
i
par(G, K∆) ≃ ⊕∆ ⊕1≤i≤n=n(∆) H
i
par(G,Wi ⊗ KH KH)
and by Theorem 4.13 for i ≥ 1
Hipar(G,Wi ⊗ KH KH) ≃ H
i(H, KH) = 0,
where the last equality holds for any finite groupH . Indeed by [5, Prop. 6.2] for any
group T with a subgroup of finite index T0 there is an isomorphism H
i(T, KT ) ≃
Hi(T0, KT0), observing that for subgroups of finite index induced and co-induced
modules are isomorphic. Thus we obtain our result by applying this fact for T = H
and the trivial subgroup T0. 
5. Proof of Theorem 4.5
.
In this section whenever we make calculations in K∆ all sums are over subsets
of G that are vertices in the connected component ∆ i.e. belong to V∆.
5.1. The morphisms ϕ and ψ connecting B ⊗ KparG K∆ and λ∆(B).
We will introduce now an equivalence relation on G which will be essential in
what follows. Given g ∈ G, let
εg = λ∆(g)λ∆(g
−1) = λ∆(eg) ∈ K∆.
We define an equivalence relation in G by
(5.1) g ∼ t ⇐⇒ εg = εt.
Fix a complete set of representatives X ⊂ G for the equivalence relation defined
above. We claim that X is finite. In fact, ∆ has a finite number of vertices and, by
equality (4.5), for every t ∈ G we have the formula
(5.2) εt = λ∆(et) =
∑
D∋t
(D, 1),
which shows that the number of distinct εt’s is finite.
Remark 5.1. Note that εt = εg if and only if for all C ∈ V∆,
C ∋ g ⇐⇒ C ∋ t.
In fact, by the definition of the equivalence relation, if εt = εg then
∑
D∋t(D, 1) =∑
C∋g(C, 1) and vice versa. Clearly the second equality holds if and only, for every
vertex C of ∆, C ∋ g implies that C ∋ t and conversely.
Let C be a vertex of ∆. We define a partition X = C′ ∪ C′′ of the system of
representatives in the following manner:
C′ = X ∩ C(5.3)
C′′ = X \ C′.(5.4)
Note that if x ∈ X is equivalent to some t ∈ C then, by Remark 5.1, x ∈ C. Thus
we obtain the following description for C′:
C′ = {x ∈ X | ∃t ∈ C such that x ∼ t}.
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Remark 5.2. C′ determines C, that is, if D,C ∈ V∆ then D′ and C′ coincide if
and only if C = D. In fact, suppose that C′ = D′ and assume that there exists
d ∈ D \ C. If d ∼ x ∈ X then x ∈ D′ = C′ and hence x ∈ C. But if d ∼ x and
x ∈ C then, by the previous remark, d also lies in C, contradiction.
Consider the K-linear map
ϕ : B ⊗ KparG K∆→ λ∆(B), b⊗ a 7→ λ∆(b) ⊳ a,
where the right K∆-action ⊳ was defined in (4.8). This map is well-defined, since
for b ∈ B, a ∈ K∆ and [g] ∈ KparG,
ϕ((b[g])⊗ a) = ϕ([g−1]b[g]⊗ a)
= λ∆(g
−1)λ∆(b)λ∆(g) ⊳ a
= λ∆(g)
∗λ∆(b)λ∆(g) ⊳ a
= (λ∆(b) ⊳ λ∆(g)) ⊳ a
= λ∆(b) ⊳ (λ∆(g)a)
= ϕ(b ⊗ λ∆(g)a)
= ϕ(b ⊗ [g] · a).
Note that ϕ is a map of right K∆-modules: for b ∈ B and a1, a2 ∈ K∆,
ϕ((b ⊗ a1)a2) = ϕ(b ⊗ a1a2) = λ∆(b) ⊳ (a1a2) = (λ∆(b) ⊳ a1) ⊳ a2 = ϕ(b ⊗ a1) ⊳ a2.
We are going to prove that ϕ is an isomorphism of right K∆-modules. We begin
by defining a right inverse to ϕ, which will later be shown to be a left inverse as
well. Given (C, 1) ∈ λ∆(B), let
(5.5) π˜(C, 1) =
∏
t∈C′
et
∏
f∈C′′
(1 − ef)
and extend π˜ linearly to λ∆(B). We now define
(5.6) ψ : λ∆(B)→ B ⊗ KparG K∆, d 7→ π˜(d) ⊗ 1 K∆
We will show that
(5.7) ϕ ◦ ψ = Idλ∆(B).
In fact, we first remark that for any finite subset Y of G we have the equality
(5.8)
∏
t∈Y
∑
D∈V∆
D∋t
(D, 1) =
∑
D⊇Y
(D, 1),
since the elements (D, 1) are orthogonal idempotents in K∆. Another simple fact
needed in the computation below is that if C and F are subsets of G then
F ∩ C′′ = ∅ if and only if F ′ ⊆ C′.
Lemma 5.3. λ∆ ◦ π˜ = Idλ∆(B).
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Proof.
(λ∆ ◦ π˜)(C, 1) = λ∆(
∏
t∈C′
et
∏
f∈C′′
(1 − ef))
=
∏
t∈C′
λ∆(et)
∏
f∈C′′
(1− λ∆(ef ))
=
∏
t∈C′
∑
D∋t
(D, 1)
∏
f∈C′′
(1−
∑
E∋f
(E, 1))
=
∏
t∈C′
∑
D∋t
(D, 1)
∏
f∈C′′
∑
F /∋f
(F, 1)
=
 ∑
D⊇C′
(D, 1)
( ∑
F∩C′′=∅
(F, 1)
)
=
∑
D⊇C′
D∩C′′=∅
(D, 1).
Now consider a subset D such that D ⊇ C′ and D ∩ C′′ = ∅. The inclusion
D ⊇ C′ implies D′ ⊇ C′, and D ∩ C′′ = ∅ yields D′ ⊆ C′. Hence D′ = C′ and
consequently D = C. Therefore
(λ∆ ◦ π˜)(C, 1) =
∑
D⊇C′
D∩C′′=∅
(D, 1) = (C, 1),
where the last equality follows from Remark 5.2. 
The proof of the above lemma immediately implies the following result, which is
precisely (5.7).
Corollary 5.4. Given (C, 1) in K∆, we have that
ϕ ◦ ψ(C, 1) = (C, 1).
5.2. Linearity of ψ.
We begin with two technical results which will be useful in the proof that ψ is a
K∆-linear map, that is, ψ is a homomorphism of right K∆-modules.
Remark 5.5. For all e, f in B, fe = fe.
In fact, letting e = eg and using that B is a commutative ring
feg = f [g][g
−1] = [g]([g−1]f [g])[g−1] = egfeg = feg.
Lemma 5.6. For all t1, t2 in G, if t1 ∼ t2 then
(i) et1 ⊗ 1 K∆ = et2 ⊗ 1 K∆ = et1et2 ⊗ 1 K∆ ∈ B ⊗ KparG K∆.
(ii) [g−1]et1 [g]⊗1 K∆ = [g
−1]et2 [g]⊗1 K∆ = [g
−1]et1et2 [g]⊗1 K∆, for all g ∈ G.
Proof. (i)
et1 ⊗ 1 K∆ = e
2
t1 ⊗ 1 K∆ = e
et1
t1 ⊗ 1 K∆ = et1 ⊗ λ∆(et1) = et1 ⊗ λ∆(et2)
= e
et2
t1 ⊗ 1 K∆ = et1et2 ⊗ 1 K∆.
Switching t1 and t2 we get et2 ⊗ 1 K∆ = et2et1 ⊗ 1 K∆ = et1et2 ⊗ 1 K∆.
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(ii) Given g ∈ G,
[g−1]et1 [g]⊗ 1 K∆ = (e
[g]
t1 )⊗ 1 K∆ = (e
et1
t1 )
[g] ⊗ 1 K∆ = e
et1 [g]
t1 ⊗ 1 K∆
= et1 ⊗ λ∆(et1 [g]) = et1 ⊗ λ∆(et1)λ∆([g]) = et1 ⊗ λ∆(et2)λ∆([g])
= et1 ⊗ λ∆(et2 [g]) = (e
et2 [g]
t1 )⊗ 1 K∆ = (e
et2
t1 )
[g] ⊗ 1 K∆
= (et1et2)
[g] ⊗ 1 K∆ = [g
−1]et1et2 [g]⊗ 1 K∆.
Clearly we also have
[g−1]et2 [g]⊗ 1 K∆ = [g
−1]et2et1 [g]⊗ 1 K∆ = [g
−1]et1et2 [g]⊗ 1 K∆,
concluding the proof. 
In what follows, given a property P the symbol [P ] denotes the following boolean
operator:
[P ] =
{
1 if P holds,
0 otherwise.
We are going to prove the following fact.
Proposition 5.7. The map ψ : λ∆(B) → B ⊗ KparG K∆ defined in (5.6) is a
homomorphism of right K∆-modules.
Proof. We will prove that
ψ((C, 1) ⊳ λ∆(g)) = ψ(C, 1)λ∆(g)
for all (C, 1) ∈ λ∆(B) and g ∈ G. On one hand, we have
ψ((C, 1) ⊳ λ∆(g)) = π˜ ((C, 1) ⊳ λ∆(g))⊗ 1 K∆
= π˜
(C, 1) ⊳ ∑
D∋g−1
(D, g)
⊗ 1 K∆
=
∑
D∋g−1
π˜
(
(gD, g−1)(C, 1)(D, g)
)
⊗ 1 K∆
= [g ∈ C]π˜(g−1C, 1)⊗ 1 K∆
= [g ∈ C]
∏
t∈(g−1C)′
et
∏
f∈(g−1C)′′
(1− ef )⊗ 1 K∆.
Since C ∋ 1 we have that g−1 ∈ g−1C, and as a consequence g−1 ∼ xg−1 ∈
(g−1C)′. It follows from Lemma 5.6 that
ex
g−1
⊗ 1 K∆ = eg−1 ⊗ 1 K∆
and hence
ψ((C, 1) ⊳ λ∆(g)) = [g ∈ C]
∏
t∈(g−1C)′
et
∏
f∈(g−1C)′′
(1− ef )⊗ 1 K∆
= [g ∈ C] ex
g−1
∏
t∈(g−1C)′
et
∏
f∈(g−1C)′′
(1 − ef)⊗ 1 K∆
= [g ∈ C] eg−1
∏
t∈(g−1C)′
et
∏
f∈(g−1C)′′
(1 − ef)⊗ 1 K∆
= (∗).
HOMOLOGY AND COHOMOLOGY VIA THE PARTIAL GROUP ALGEBRA 21
On the other hand
ψ(C, 1)λ∆(g) = (π˜(C, 1)⊗ 1 K∆)λ∆(g) = π˜(C, 1)⊗ λ∆(g)
= (π˜(C, 1)[g])⊗ 1 K∆
=
(∏
t∈C′
et
∏
t∈C′′
(1− et)
)[g]
⊗ 1 K∆
= [g−1]
∏
t∈C′
et
∏
f∈C′′
(1 − ef)
 [g]⊗ 1 K∆
=
∏
t∈C′
eg−1t
∏
f∈C′′
(1− eg−1f )eg−1 ⊗ 1 K∆
= eg−1
∏
t∈C′
eg−1t
∏
f∈C′′
(1 − eg−1f )⊗ 1 K∆
= (∗∗).
We shall show that (*) = (**).
Claim 5.8.
(5.9) eg−1
∏
t∈(g−1C)′
et ⊗ 1 K∆ = eg−1
∏
t∈C′
eg−1t ⊗ 1 K∆.
Indeed, if t ∈ C′ then g−1t ∈ g−1C′ ⊆ g−1C and hence g−1t ∼ xg−1t ∈ (g
−1C)′.
Using once more Lemma 5.6, we obtain the equality
eg−1t ⊗ 1 K∆ = exg−1t ⊗ 1 K∆
which ensures that every element eg−1t, with t ∈ C
′, occurring in the RHS of (5.9)
may be substituted by some et′ , t
′ ∈ (g−1C)′, which occurs in the LHS of (5.9).
Conversely, consider an element et′ with t
′ ∈ (g−1C)′ as in the LHS of (5.9).
There is β ∈ C such that t′ = g−1β; let xβ ∈ C′ be its representative, that is,
β ∼ xβ . Then
eg−1et′ = eg−1eg−1β = eg−1βeg−1 = [g
−1]eβ[g],
hence, by Lemma 5.6,
eg−1et′ ⊗ 1 K∆ = [g
−1]eβ[g]⊗ 1 K∆ = [g
−1]exβ [g]⊗ 1 K∆ = eg−1eg−1xβ ⊗ 1 K∆.
It follows that every et′ , where t
′ ∈ (g−1C)′, occurring in the LHS of (5.9) may be
replaced by an eg−1t, t ∈ C
′, as in the RHS of (5.9), which completes the proof of
our claim.
This takes care of the first products appearing in (*) and (**). Now we will
consider the second products.
Claim 5.9.
(5.10) eg−1
∏
f∈(g−1C)′′
(1 − ef)⊗ 1 K∆ = eg−1
∏
f∈C′′
(1 − eg−1f )⊗ 1 K∆.
If f ∈ C′′ then f /∈ C′ and therefore g−1f /∈ g−1C. Let xg−1f ∈ X be the
representative of g−1f . Since g−1f /∈ g−1C, by Remark 5.1 we also have that
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xg−1f /∈ g
−1C, which implies that xg−1f ∈ (g
−1C)′′. As a consequence of Lemma
5.6,
(1− eg−1f )eg−1 ⊗ 1 K∆ = (1− exg−1f )eg−1 ⊗ 1 K∆.
Hence each factor 1− eg−1f , where f ∈ C
′′, occurring in the RHS of (5.10) may be
replaced by a factor 1− et, with t ∈ (g−1C)′′, in the LHS of (5.10).
Pick a factor 1− ef of the LHS of (5.10), where f ∈ (g−1C)′′.
f ∈ (g−1C)′′ =⇒ f ∈ X \ g−1C =⇒ f /∈ g−1C =⇒ gf /∈ C.
Let xgf ∈ X be the representative of gf . Since gf /∈ C, once more Remark 5.1
implies that xgf /∈ C and therefore xgf ∈ C′′. Using once more Lemma 5.6, we
have that
(1− eg−1xgf )eg−1 ⊗ 1 K∆ = (1− eg−1xgf )[g
−1][g]⊗ 1 K∆ =
=[g−1](1− exgf )[g]⊗ 1 K∆ = [g
−1](1− egf )[g]⊗ 1 K∆
=(1− ef )eg−1 ⊗ 1 K∆.
Therefore each term (1 − ef ), where f ∈ (g−1C)′′, occurring in the LHS of (5.10)
may be replaced by a corresponding term (1 − eg−1x), where x ∈ C
′′, in the RHS
of (5.10), and the Claim follows.
Claims (5.9) and (5.10) above imply that
eg−1
∏
t∈(g−1C)′
et
∏
f∈(g−1C)′′
(1− ef )⊗ 1 K∆ = eg−1
∏
t∈C′
eg−1t
∏
f∈C′′
(1− eg−1f )⊗ 1 K∆
and therefore the equality (*) = (**) holds when g ∈ C .
When g /∈ C we have (*) = 0 ; we shall see that in this case (**) = 0 as well.
Assuming g /∈ C, choose xg ∈ X such that xg ∼ g. In this case xg ∈ C′′ and
eg−1 ⊗ 1 K∆ = [g
−1]eg[g]⊗ 1 K∆ = [g
−1]exg [g]⊗ 1 K∆ = eg−1xgeg−1 ⊗ 1 K∆
and since the term 1− eg−1xg appears in (**) it follows that (**)=0.
This proves the equality ψ((C, 1)⊳λ∆(g)) = ψ(C, 1)λ∆(g) for all (C, 1) ∈ λ∆(B)
and g ∈ G. Since by Proposition 2.2. of [12] the algebra K∆ is generated by the
elements λ∆(g), with g ∈ G, we conclude that ψ is a map of right K∆-modules. 
5.3. The equality ψ ◦ ϕ = Id. Conclusion of the proof of Theorem 4.5.
Proposition 5.10. π˜ : λ∆(B)→ B is a multiplicative map.
Proof.
π˜ ((C, 1)(D, 1)) = [C = D]π˜(C, 1) = [C = D]
∏
t∈C′
et
∏
f∈C′′
(1− ef ),
and
π˜(C, 1)π˜(D, 1) =
∏
t1∈C′
et1
∏
f1∈C′′
(1− ef1)
∏
t2∈D′
et2
∏
f2∈D′′
(1− ef2).
Clearly, if C = D then π˜(C, 1)2 = π˜
(
(C, 1)2
)
. Assume that C 6= D. Then either
C \D 6= ∅ or D \ C 6= ∅. If there is α ∈ C \D then α ∼ xα ∈ D′′; but if α ∈ C
then xα ∈ C′ and hence π˜(C, 1)π˜(D, 1) = 0 = π˜ ((C, 1)(D, 1)). The other case is
analogous, and hence π˜ preserves products. 
Lemma 5.11. π˜(1 K∆)⊗ 1 K∆ = 1⊗ 1 K∆.
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Proof. For each S ⊆ X , let PS ∈ B be the element
PS =
∏
t∈S
et
∏
f∈X\S
(1− ef ).
Claim 5.12. Let C ∈ V∆. If S 6= C′ then PS ⊗ (C, 1) = 0 in B ⊗ KparG K∆.
Proof. Case 1. Assume that there exists t0 ∈ S\C′ (which is the same as t0 ∈ S\C).
PS ⊗ (C, 1) =
∏
t∈S
et
∏
f∈X\S
(1 − ef)⊗ (C, 1)
= et0
∏
t∈S
et
∏
f∈X\S
(1 − ef)⊗ (C, 1)
= (P
et0
S )⊗ (C, 1)
= PS ⊗ λ∆(et0)(C, 1)
= PS ⊗
∑
D∋t0
(D, 1)(C, 1) = 0,
since D 6= C for all such D.
Case 2. Suppose that there exists t0 ∈ C′ \ S. Then t0 ∈ X \ S, and
PS ⊗ (C, 1) = PS(1 − et0)⊗ (C, 1)
= (P
(1−et0 )
S )⊗ (C, 1)
= PS ⊗ λ∆(1− et0)(C, 1)
= PS ⊗
(
1−
∑
D∋t0
(D, 1)
)
(C, 1)
= PS ⊗
∑
E/∋t0
(E, 1)(C, 1) = 0,
where the last equality holds because t0 ∈ C′ ⊆ C. 
Note that
(5.11) 1 =
∑
S⊆X
PS
since
1 =
∏
t∈X
1 =
∏
t∈X
((1 − et) + et) =
∑
S⊆X
PS .
It follows that
(5.12) 1⊗ 1 K∆ =
∑
D∈V∆
PD′ ⊗ 1 K∆.
Indeed, by Claim 5.12,
1⊗ 1 K∆ =
∑
S⊆X
PS ⊗ 1 K∆ =
∑
S⊆X
PS ⊗
∑
C∈V∆
(C, 1) =
∑
C∈V∆
PC′ ⊗ (C, 1)
=
∑
D∈V∆
PD′ ⊗
∑
C∈V∆
(C, 1) =
∑
D∈V∆
PD′ ⊗ 1 K∆.
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Finally
π˜(1 K∆)⊗ 1 K∆ = π˜
( ∑
D∈V∆
(D, 1)
)
⊗ 1 K∆ =
∑
D∈V∆
PD′ ⊗ 1 K∆ = 1⊗ 1 K∆.

Lemma 5.13. ψ ◦ ϕ |B⊗1 K∆= IdB⊗1 K∆ .
Proof. Let g ∈ G.
ψ ◦ ϕ(eg ⊗ 1 K∆) = ψ(λ∆(eg) ⊳ 1 K∆) = ψ(λ∆(eg))π˜ (λ∆(eg))⊗ 1 K∆
=π˜
∑
g∈C
(C, 1)
 ⊗ 1 K∆ = ∑
g∈C
∏
t∈C′
et
∏
f∈C′′
(1− ef )⊗ 1 K∆.
Let C be any vertex of ∆ containing g and let xg ∈ C
′ be such that xg ∼ g.
From Lemma 5.6 it follows that exg ⊗ 1 K∆ = exgeg ⊗ 1 K∆ and therefore
ψ ◦ ϕ(eg ⊗ 1 K∆) = eg
∑
g∈C
∏
t∈C′
et
∏
f∈C′′
(1− ef )⊗ 1 K∆ = eg(ψ ◦ ϕ)(eg ⊗ 1 K∆).
Let D ∈ V∆ be such that g /∈ D. Then g ∼ xg ∈ D′′ and it follows from Lemma
5.6 that (1− exg)⊗ 1 K∆ = (1− eg)⊗ 1 K∆.
Hence,
(ψ ◦ ϕ)(eg ⊗ 1 K∆) = eg
∑
C∋g
∏
t∈C′
et
∏
f∈C′′
(1 − ef)⊗ 1 K∆ =
= eg
∑
C∋g
∏
t1∈C′
et1
∏
f1∈C′′
(1− ef1) + (1− eg)
∑
D/∋g
∏
t2∈D′
et2
∏
f2∈D′′
(1− ef2)
⊗ 1 K∆
= eg
∑
C∋g
∏
t1∈C′
et1
∏
f1∈C′′
(1− ef1) +
∑
D/∋g
∏
t2∈D′
et2
∏
f2∈D′′
(1− exg)(1 − ef2)
 ⊗ 1 K∆
= eg
∑
C∋g
∏
t1∈C′
et1
∏
f1∈C′′
(1− ef1) +
∑
D/∋g
∏
t2∈D′
et2
∏
f2∈D′′
(1− ef2)
 ⊗ 1 K∆
= eg
∑
C∋g
π˜(C, 1) +
∑
D/∋g
π˜(D, 1)
⊗ 1 K∆ = egπ˜( ∑
C∈V∆
π˜(C, 1)
)
⊗ 1 K∆
= egπ˜(1 K∆)⊗ 1 K∆
Lemma 5.11
= eg1⊗ 1 K∆ = eg ⊗ 1 K∆.

To complete the proof of Theorem 4.5, we show that ϕ : B⊗ KparG K∆→ λ∆(B)
is an isomorphism of right K∆-modules with inverse ϕ−1 = ψ.
Indeed, given b⊗ v ∈ B ⊗ KparG K∆,
(ψ ◦ ϕ)(b ⊗ v) = ψ(ϕ(b ⊗ 1 K∆)v) = ((ψ ◦ ϕ)(b ⊗ 1 K∆))v
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by Proposition 5.7, and Lemma 5.13 yields
((ψ ◦ ϕ)(b ⊗ 1 K∆))v = (b⊗ 1 K∆)v = b⊗ v.
Conversely, given (D, 1) ∈ λ∆(B),
(ϕ ◦ ψ)(D, 1) = ϕ(π˜(D, 1)⊗ 1 K∆) = λ∆(π˜(D, 1)) ⊳ 1 K∆ = λ∆π˜(D, 1) = (D, 1),
where the last equality holds thanks to Lemma 5.3, and Theorem 4.5 is proved.
6. Projective and flat KparG-modules
In this section, whenever we make calculations in K∆, all sums are over subsets
of G that are vertices in the connected component ∆, i.e., subsets that belong to
V∆.
6.1. Projective KparG-modules. Suppose that A ⊂ G is finite. Then the com-
ponent ∆ of A in Γ(G) has finitely many vertices and the set
C0 = ∪C∈V∆C
is also finite. We set
P̂A =
∏
r∈A
er
∏
s∈C0\A
(1− es).
Define
ζ∆ : K∆→ KparG
by
ζ∆ ((A, g)) = [g]
∏
r∈A
er
∏
s∈C0\A
(1− es) = [g]P̂A.
Recall from equality (4.5) that
λ∆(er) = λ∆([r])λ∆([r
−1]) =
∑
r∈C,C∈V∆
(C, 1).
Lemma 6.1. If A is finite then
λ∆(
∏
r∈A
er) = (A, 1) = λ∆(
∏
s∈C0\A
(1− es)).
Proof. From equality (5.8) it follows that
λ∆(
∏
r∈A
er) =
∏
r∈A
λ∆(er) =
∏
r∈A
(
∑
r∈Cr,Cr∈V∆
(Cr , 1))
(5.8)
=
∑
A⊆C,C∈V∆
(C, 1) = (A, 1).
The last equality follows from the fact that the vertices in ∆ are finite sets all of
the same cardinality as A, hence in the index set above A = C.
Note that
λ∆(1− es) = λ∆(1)− λ∆(es) =
∑
C∈V∆
(C, 1)−
∑
s∈C∈V∆
(C, 1) =
∑
s/∈C∈V∆
(C, 1)
Then
λ∆(
∏
s∈C0\A
(1− es)) =
∏
s∈C0\A
λ∆(1− es) =∏
s∈C0\A
(
∑
s/∈Cs∈V∆
(Cs, 1)) =
∑
C∈V∆,(C0\A)∩C=∅
(C, 1) =
∑
C∈V∆,C⊆A
(C, 1) = (A, 1).

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Corollary 6.2. If A is finite then
λ∆ ◦ ζ∆ = id K∆.
Proof. Note that
λ∆ζ∆((A, g)) = λ∆([g]
∏
r∈A
er
∏
s∈C0\A
(1−es)) = λ∆([g])λ∆(
∏
r∈A
er)λ∆(
∏
s∈C0\A
(1−es)) =
 ∑
g−1∈C,C∈V∆
(C, g)
 (A, 1)(A, 1) = ∑
g−1∈C,C∈V∆
(C, g)(A, 1) = (A, g),
where the last equality comes from the fact that if (C, g)(A, 1) 6= 0 then C = A and
(A, g)(A, 1) = (A, g). 
Lemma 6.3. If A is finite then ζ∆ : K∆→ KparG is multiplicative.
Proof. It suffices to show that for (A1, g1), (A2, g2) ∈ ∆ we have
ζ∆ ((A1, g1)(A2, g2)) = ζ∆ ((A1, g1)) ζ∆ ((A2, g2)) .
Note that using that [g]eh = egh[g] we get
ζ∆ ((A1, g1)) ζ∆ ((A2, g2)) = [g1]
∏
r1∈A1
er1
∏
s1∈C0\A1
(1−es1)[g2]
∏
r2∈A2
er2
∏
s2∈C0\A2
(1−es2) =
[g1][g2]
∏
r1∈A1
eg−12 r1
∏
s1∈C0\A1
(1− eg−12 s1
)
∏
r2∈A2
er2
∏
s2∈C0\A2
(1− es2) =
eg1 [g1g2]
∏
r0∈g
−1
2 A1
er0
∏
s0∈C0\g
−1
2 A1
(1− es0)
∏
r2∈A2
er2
∏
s2∈C0\A2
(1 − es2) =
[g1g2]eg−12
∏
r0∈g
−1
2 A1
er0
∏
s0∈C0\g
−1
2 A1
(1 − es0)
∏
r2∈A2
er2
∏
s2∈C0\A2
(1− es2).
Note that if g2A2 6= A1 we have (A1, g1)(A2, g2) = 0 and g
−1
2 A1 ∩ (C0 \ A2) 6= ∅.
Hence ∏
r0∈g
−1
2 A1
er0
∏
s2∈C0\A2
(1− es2) = 0
and we have
ζ∆ ((A1, g1)(A2, g2)) = 0 = ζ∆ ((A1, g1)) ζ∆ ((A2, g2)) .
Suppose now that g2A2 = A1. Then (A1, g1)(A2, g2) = (A2, g1g2) and
ζ∆ ((A1, g1)(A2, g2)) = ζ∆ ((A2, g1g2)) = [g1g2]
∏
r∈A2
er
∏
s∈C0\A2
(1 − es).
On the other hand, by the above calculation
ζ∆ ((A1, g1)) ζ∆ ((A2, g2)) =
[g1g2]eg−12
∏
r0∈g
−1
2 A1
er0
∏
s0∈C0\g
−1
2 A1
(1− es0)
∏
r2∈A2
er2
∏
s2∈C0\A2
(1− es2) =
[g1g2]eg−12
∏
r2∈A2
er2
∏
s2∈C0\A2
(1 − es2) = [g1g2]
∏
r2∈A2
er2
∏
s2∈C0\A2
(1− es2),
where the last equality comes from the fact that g−12 ∈ A2. 
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Proposition 6.4. If A is finite then ζ∆ (a · b) = aζ∆ (b) for every a ∈ KparG and
b ∈ K∆.
Proof. Clearly, it is enough to take a = [h], h ∈ G. We first consider the case
b = λ∆(g). On one hand,
ζ∆ (a · b) = ζ∆ ([h] · λ∆(g)) = ζ∆ (λ∆(h)λ∆(g)) = ζ∆
 ∑
C∋h−1,C∈V∆
(C, h)
∑
A∋g−1,A∈V∆
(A, g)

= ζ∆
 ∑
A∋g−1,A∋g−1h−1,A∈V∆
(A, hg)
 = [hg] ∑
A∋g−1,A∋g−1h−1,A∈V∆
P̂A.
On the other hand,
[h]ζ∆ (λ∆(g)) = [h][g]
∑
A∋g−1,A∈V∆
P̂A = [hg]eg−1
∑
A∋g−1,A∈V∆
P̂A = [hg]
∑
A∋g−1,A∈V∆
P̂A
= [hg]e(hg)−1
∑
A∋g−1,A∈V∆
P̂A = [hg]e(hg)−1
∑
A∋g−1,A∋(hg)−1,A∈V∆
P̂A
= [hg]
∑
A∋g−1,A∋(hg)−1,A∈V∆
P̂A.
This shows that
ζ∆ (a · λ∆(g)) = aζ∆ (λ∆(g))
for all a ∈ KparG and g ∈ G.
Taking now b = λ∆(g1)λ∆(g2) · · ·λ∆(gk) and using Lemma 6.3 we obtain
ζ∆ (a · λ∆(g1)λ∆(g2) · · ·λ∆(gk)) = ζ∆ (λ∆(a)λ∆(g1)λ∆(g2) · · ·λ∆(gk))
= ζ∆ (λ∆(a)λ∆(g1)) ζ∆ (λ∆(g2) · · ·λ∆(gk))
= aζ∆ (λ∆(g1)) ζ∆ (λ∆(g2) · · ·λ∆(gk))
= aζ∆ (λ∆(g1)λ∆(g2) · · ·λ∆(gk)) .
Since by Proposition 2.2. of [12] the algebra K∆ is generated by the elements
λ∆(g), g ∈ G, we obtain the desired result. 
Corollary 6.5. Let A be finite. Then K∆ is a projective left KparG-module.
Proof. Since λ∆ : K∆→ KparG is clearly a morphism of left KparG-modules, the
corollary follows directly from Corollary 6.2 and Proposition 6.4. 
The following result shows that when A is not finite Corollary 6.5 does not hold.
Proposition 6.6. Suppose that G is an infinite group and consider the connected
component ∆ with unique vertex G. Then K∆ is not projective as a left KparG-
module.
Proof. First note that K∆ ≃ M1(KG) ≃ KG; henceforth we will identify the
algebras K∆ and KG. Suppose KG is projective as a left KparG-module. Then
there is a homomorphism of left KparG-modules
θ : KG→ KparG such that λ∆ ◦ θ = id KG.
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Note that
λ∆([g]) = g and λ∆(eg) = 1.
Then
θ(g) = (1 + wg,g)[g] +
∑
g1∈G\{g}
wg,g1 [g1],
where each wg,g1 ∈ Ω = Ker(λ∆) ∩ B. Then since θ is a homomorphism of left
KparG-modules
[t]θ(g) = θ(tg) for t, g ∈ G,
hence
(6.1) [t](1 + wg,g)[g] +
∑
g1∈G\{g}
[t]wg,g1 [g1] = (1 + wtg,tg)[tg] +
∑
g2∈G\{tg}
wtg,g2 [g2].
This together with the rules of multiplication in KparG = ⊕g∈GB[g] :
[g]eh = egh[g] and [g][h] = eg[gh] for g, h ∈ G
imply that
[t](1+wg,g)[g] = (1+wtg,tg)[tg] and [t]wg,g1 [g1] = wtg,tg1 [tg1] for g, t ∈ G, g1 ∈ G\{g}.
Note that [t](1 + wg,g) ∈ [t]B = B[t], hence (1 + wtg,tg)[tg] = [t](1 + wg,g)[g] ∈
B[t][g] = Bet[tg]. Thus
(6.2) 1 + wtg,tg ∈ ∩t∈G(Bet +B(1− etg)) for every t, g,∈ G.
Claim 6.7. If g 6= 1 and G is infinite we have ∩t∈G(Bet +B(1− etg)) = 0.
Note that the Claim together with (6.2) contradicts the fact that wtg,tg ∈ Ω,
since Ω is a maximal ideal in B with B/Ω ≃ K.
Proof of Claim 6.7 Note that KparG is isomorphic to KS(G), where S(G) is
Exel’s inverse semigroup. Every element of S(G) has a canonical form eg1 . . . egs [g],
that is unique up to permutation of the factors eg1 , . . . , egs . Thus the elements of
B are K-linear combinations of eg1 . . . egs and e1 = 1, where g1, . . . , gs ∈ G \ {1}
are pairwise different, and this decomposition is unique (up to permutation of the
factors in each product). Thus one such K-linear combination is in Bet0 precisely
when one of eg1 , . . . , egs is et0 for every summand of the K-linear combination.
Suppose that λ ∈ ∩t∈G(Bet +B(1 − etg)) is non-zero. Then
λ =
∑
bg1,...,gseg1 . . . egs ,
where in each summand bg1,...,gs ∈ K \ {0} and g1, . . . , gs ∈ G \ {1} are pairwise
different or s = 1 and g1 = 1. Let Y be the set of all gi which appear in the above
expression for λ with bg1,...,gs 6= 0. Suppose x ∈ G \ Y . Then for t = xg
−1 we have
λex ∈ (Bet +B(1− etg))ex = Betex = Bexg−1ex.
On the other hand since x 6∈ Y we have
0 6= λex =
∑
bg1,...,gseg1 . . . egsex ∈ Bexg−1ex ⊂ Bexg−1 ,
where in each summand the g1, . . . , gs, x are pairwise different. Thus one of eg1 , . . . , egs , ex
is exg−1 and as g 6= 1 we have that exg−1 is one of eg1 , . . . , egs i.e. xg
−1 ∈
{g1, . . . , gs}. Thus
Y0 := G \ Y g
−1 ⊆ {g1, . . . , gs}, in particular Y0 is finite.
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Thus since Y0 and Y are finite sets
G = Y0 ∪ Y g
−1 is finite,
a contradiction since G is infinite by assumption. 
6.2. Flat KparG-modules.
Lemma 6.8. Let T be a subset of G \ {1} and let B0 be the unitary K-subalgebra
of B generated by {eg | g ∈ T }.
a) Consider K as B0-module, where each eg acts on K as 1. Then K is flat as
B0-module.
b) Consider K as B0-module, where each eg acts on K as 0. Then K is flat as
B0-module.
Proof. Note that there is a K-automorphism of B0 that sends eg to 1− eg for each
g ∈ T . Note that in case b) the idempotent 1− eg acts as 1, thus we can apply case
a).
Now consider case a). Let g1, . . . , gk be pair-wise different elements of T . Then
by induction on k we have
(6.3) B0 = (⊕0≤i≤k−1eg1 . . . egi(1 − egi+1)B0)⊕ eg1 . . . egkB0,
where for i = 0 the element eg1 . . . egi is 1. Set
M{g1,...,gk} =
∑
1≤i≤k
(1− egi)B0 and W{g1,...,gk} = ⊕0≤i≤k−1eg1 . . . egi(1− egi+1)B0.
We claim that M{g1,...,gk} =W{g1,...,gk}, i.e.
(6.4) M{g1,...,gk} = ⊕0≤i≤k−1eg1 . . . egi(1 − egi+1)B0.
Indeed W{g1,...,gk} ⊆M{g1,...,gk}, so by (6.3)
M{g1,...,gk} =W{g1,...,gk} ⊕ (M{g1,...,gk} ∩ eg1 . . . egkB0).
Note that multiplication with eg1 . . . egk acts on eg1 . . . egkB0 as the identity map
and acts on M{g1,...,gk} as the zero map, hence M{g1,...,gk} ∩ eg1 . . . egkB0 = 0 and
(6.4) holds. By (6.3) and (6.4) M{g1,...,gk} is a B0-module direct summand of B0,
hence M{g1,...,gk} is a projective B0-module, and thus it is a flat B0-module.
Let Ω be the ideal of B0 generated by {eg − 1 | g ∈ T } i.e. the B0-submodule
generated by {eg − 1 | g ∈ T }. Note that Ω is the union of the submodules
M{g1,...,gk}, where {g1, . . . , gk} ⊆ T . Thus Ω is the direct limit ofM{g1,...,gk}, where
the direct system is defined by the inclusion maps MN1 → MN2 for finite subsets
N1 ⊆ N2 of T . The direct limit of flat B0-modules over a directed index set is a
flat B-module [27, Prop. 5.34], hence
Ω is a flat B0-module.
This is equivalent to
(6.5) TorB0i (−,Ω) = 0 for i ≥ 1.
Consider the short exact sequence
0→ Ω→ B0 → K→ 0
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of B0-modules, where the map B0 → K is given by eg 7→ 1, g ∈ G. The correspond-
ing long exact sequence in homology for a right B0-module N is
(6.6)
. . .→ TorB0i (N,B0)→ Tor
B0
i (N, K)→ Tor
B0
i−1(N,Ω)→ Tor
B0
i−1(N,B0)→ . . .
Note thatB0 is a freeB0-module, hence it is a projectiveB0-module and Tor
B0
i (N,B0) =
0 for i ≥ 1. Then the above map TorB0i (N, K)→ Tor
B0
i−1(N,Ω) is an isomorphism
for i ≥ 2 and by (6.5)
TorB0i (N, K) ≃ Tor
B0
i−1(N,Ω) = 0 for i ≥ 2.
To complete the proof of the fact that K is flat as a left B0-module it remains to
show that
(6.7) TorB01 (N, K) = 0.
Note that N is the direct limit (in this case the union) of its finitely generated
B0-submodules and the functor Tor
B0
i ( , K) commutes with direct limits for every
i ≥ 1 since tensor products commutes with direct limits (see [27, Prop. 7.8]). Hence
it suffices to prove (6.7) for N a finitely generated B0-module.
Consider the “end” of the long exact sequence (6.6); since TorB01 (N,B0) = 0 we
obtain the exact sequence
(6.8) 0→ TorB01 (N, K)→ N ⊗B0 Ω→ N ⊗B0 B0 → N ⊗B0 K→ 0
and thus (6.7) is equivalent to
(6.9) N ⊗B0 Ω→ N ⊗B0 B0 ≃ N is an injective map
for any finitely generated B0-module N .
Claim 6.9. If (6.9) holds for B0-modules N1 and N2 and 0→ N1 → N → N2 → 0
is a short exact sequence of B0-modules, then (6.9) holds for N .
Proof The proof is a diagram chasing similar to the proof of the 3x3-Lemma
(see [27, Exer. 2.32]). Consider the commutative diagram
(6.10)
N1 ⊗B0 Ω
α1−→ N1 ⊗B0 B0 −→ N1 ⊗B0 K −→ 0
↓ β ↓ δ ↓
N ⊗B0 Ω
α
−→ N ⊗B0 B0 −→ N ⊗B0 K −→ 0
↓ γ ↓ ↓
N2 ⊗B0 Ω
α2−→ N2 ⊗B0 B0 −→ N2 ⊗B0 K −→ 0
↓ ↓ ↓
0 0 0
Then since α1, α2 and δ are injective and Im(β) = Ker(γ) a simple diagram
chasing implies that α is injective. This completes the proof of the Claim.
Claim 6.9 implies that (6.9) holds for every finitely generated B0-module pre-
cisely when (6.9) holds for every cyclic B0-module N = B0/I. Consider the short
exact sequence 0 → I → B0 → B0/I → 0 of B0-modules and the corresponding
long exact sequence in homology
. . .→ 0 = TorB01 (B0, K)→ Tor
B0
1 (B0/I, K)→ I ⊗B0 K→
(6.11) B0 ⊗B0 K
∂
−→(B0/I)⊗B0 K→ 0,
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where we have used that B0 is a free B0-module, hence projective B0-module and
thus TorB01 (B0, K) = 0. Since ∂ is an epimorphism, we have the following two
cases.
a) If (B0/I)⊗B0 K ≃ K then since B0⊗B0 K ≃ K and ∂ is an epimorphism we
can deduce that ∂ is an isomorphism. Furthermore, for every right B0-module M
we have M ⊗B0 K ≃M ⊗B0 (B0/Ω) ≃M/MΩ, hence
K ≃ (B0/I)⊗B0 K ≃ (B0/I)⊗B0 (B0/Ω) ≃ B0/(I +Ω),
which implies B0 6= I + Ω that, together with the fact that Ω is a maximal ideal
(i.e. B0-submodule) of B0 with B0/Ω ≃ K, implies I ⊆ Ω. Note that the long
exact sequence (6.2) together with the fact that ∂ is injective imply
TorB01 (B0/I, K) ≃ I ⊗B0 K ≃ I/IΩ.
This last quotient is the zero module; in fact, if b ∈ I ⊆ Ω, then b ∈
∑
1≤i≤k(1 −
egi)B0 for some g1, . . . , gk ∈ T . Hence beg1 . . . egk = 0 and b = b(1 − eg1 . . . egk) ∈
bΩ ⊆ IΩ, that is, I ⊆ IΩ and so
TorB01 (B0/I, K) ≃ I/IΩ = 0.
b) If (B0/I)⊗B0 K = 0 then, since (B0/I)⊗B0 K ≃ B0/(I +Ω), we deduce that
I 6⊆ Ω and by the long exact sequence (6.2) there is a short exact sequence
0→ TorB01 (B0/I, K)→ I ⊗B0 K→ K→ 0.
Since I ⊗B0 K ≃ I/IΩ we obtain
(6.12) dim K(I/IΩ) = dim K(I ⊗B0 K) = 1 + dim K Tor
B0
1 (B0/I, K).
On the other hand I/(I ∩ Ω) ⊆ B0/Ω ≃ K, hence
dim K I/(I ∩Ω) = 1.
As in a) since J = I ∩ Ω ⊆ Ω we deduce that J = JΩ ⊆ IΩ, hence
dim K I/IΩ ≤ dim K I/J = 1,
i.e. I ⊗B0 K ≃ I/IΩ has dimension (over K) at most 1, hence by (6.12)
TorB01 (B0/I, K) = 0.

Theorem 6.10. Suppose that ∆ is a connected component of the grupoid Γ(G)
with finitely many vertices. Then K∆ is flat as a left KparG-module.
Proof. As the proof is long we split it in several steps.
Step 1. In this step we prove
(6.13) Ker(λ∆) = KparG(Ker(λ∆) ∩B) = (Ker(λ∆) ∩B)KparG.
Recall that
λ∆([g]) =
∑
g−1∈C,C∈V∆
(C, g)
and that {(C, 1)}C∈V∆ is a basis of λ∆(B) as K-vector space (by Lemma 4.2). Thus
λ∆(B[g]) = Vg,
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where Vg is the K-subspace of K∆ spanned by {(C, g)}C∈V∆ . Note that
Vg ∩
∑
t∈G,t6=g
Vt = 0.
Suppose m =
∑
g∈G bg[g] ∈ Ker(λ∆), where bg ∈ B. Then
0 =
∑
g∈G
λ∆(bg[g]) ∈ ⊕g∈GVg,
hence
λ∆(bg)λ∆([g]) = λ∆(bg[g]) = 0 for every g ∈ G.
Then if
λ∆(bg) =
∑
i
ki(Ci, 1)
for some ki ∈ K \ {0}, we have (Ci, 1)(C, g) = 0 for every C ∈ V∆ such that
g−1 ∈ C, hence Ci 6= gC i.e. g 6∈ Ci. Recall that
λ∆(eg) =
∑
g∈C,C∈V∆
(C, 1) and λ∆(1− eg) =
∑
g 6∈C,C∈V∆
(C, 1).
Thus λ∆(bg) ∈ λ∆(B(1 − eg)), hence
bg ∈ B(1 − eg) + (B ∩Ker(λ∆))
and
bg[g] ∈ B(1− eg)[g] + (B ∩Ker(λ∆))[g] = (B ∩Ker(λ∆))[g],
where we used that (1 − eg)[g] = 0. Note that
(B ∩Ker(λ∆))[g] = [g](B ∩Ker(λ∆)) for g ∈ G,
hence (6.13) holds.
Step 2. We aim to show that λ∆(B) is flat as B-module, where we consider
λ∆(B) as a left B-module via the restriction map λ∆|B .
Let A be a vertex of ∆, let V∆ = {g1A, . . . , gnA} (with g1 = 1) and let H be the
stabilizer of A. Recall from (4.3) that there is an isomorphism of algebras
η : K∆→Mn(KH), (giA, g) 7→ Eji(g
−1
j ggi),
where ggiA = gjA (and hence g
−1
j ggi ∈ H). Via this isomorphism we identify
λ∆(B) with the algebra of diagonal matrices with entries in K. Thus
(6.14) λ∆(B) ≃ K1 ⊕ . . .⊕Kn,
where each Ki ≃ K as a vector space but we need to specify the B-action on Ki.
For C = giA the element (C, 1) ∈ K∆ is identified with Eii(1). Then Ki = Eii(K)
and eg ∈ B acts on Ki via λ∆, i.e., λ∆(eg) as an element of Mn(KH) is a diagonal
matrix with diagonal (k1, . . . , kn) ∈ Kn and eg acts on Ki as multiplication by ki.
Note that ki = 1 if g ∈ giA and ki = 0 if g 6∈ giA.
Let Bi be the K-subalgebra of B generated by {eg | g ∈ giA} and consider the
epimorphism of K-algebras
λi : B → Bi
that sends eg to eg for g ∈ giA and sends eg to 0 if g 6∈ giA. Thus Bi acts trivially
on Ki (i.e. each eg for g ∈ giA acts as 1) and the B-action on Ki is via the
epimorphism λi.
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By (6.14) λ∆(B) is flat as B-module if and only if Ki is flat as B-module for all
1 ≤ i ≤ n. Thus it remains to show that −⊗BKi is an exact functor for 1 ≤ i ≤ n.
Note that
−⊗B Ki ≃ (−⊗B Bi)⊗Bi K.
It suffices to show that both functors −⊗B Bi and −⊗Bi K are exact.
Note that for the inclusion ji : Bi → B we have that λiji = idBi but ji is not
a homomorphism of B-modules, hence we cannot claim that Bi is projective as
B-module, where the B-action is via λi.
Let B̂i be the unitary K-subalgebra of B generated by {eg | g ∈ G \ giA}. Then
ξ : Bi ⊗ K B̂i → B, x⊗ y 7→ xy
is an isomorphism of algebras. Hence
−⊗B Bi ≃ −⊗B̂i K,
where we view K as B̂i-module with eg acting as 0 for g ∈ G \ giA. Indeed,
B ⊗B Bi ≃ Bi and
B ⊗B̂i K ≃ Bi ⊗ K B̂i ⊗B̂i K ≃ Bi ⊗ K K ≃ Bi ≃ B ⊗B Bi.
Since both tensor functors are right exact and commute with direct sums, using a
free presentation of M as a B-module, we conclude that
M ⊗B Bi ≃M ⊗B̂i K
for every right B-module M .
By Lemma 6.8 both functors −⊗Bi K and −⊗B̂i K are exact.
Step 3. We aim to prove that Ker(λ∆) is a flat left KparG-module. This is
equivalent to −⊗ KparG Ker(λ∆) is an exact functor.
By (6.13) we have a natural isomorphism
−⊗ KparG Ker(λ∆) ≃ −⊗B (Ker(λ∆) ∩B).
Thus it remains to show that Ker(λ∆)∩B is flat as B-module and this is equivalent
to
(6.15) TorBi (N,Ker(λ∆) ∩B) = 0 for all i ≥ 1,
for an arbitrary right B-module N. Consider the short exact sequence of B-modules
0→ Ker(λ∆) ∩B → B → λ∆(B)→ 0
and the corresponding long exact sequence in homology for a right B-module N
. . .→ TorBi (N,B)→ Tor
B
i (N, λ∆(B))→
TorBi−1(N,Ker(λ∆) ∩B)→ Tor
B
i−1(N,B)→ . . .
Then since λ∆(B) is flat as B-module (see Step 2) and Tor
B
j (N,B) = 0 for j ≥ 1
we deduce that
TorBi−1(N,Ker(λ∆) ∩B) ≃ Tor
B
i (N, λ∆(B)) = 0 for i ≥ 2.
Step 4. In this step we complete the proof.
Since Ker(λ∆) is flat as a left KparG-module (see Step 3), for any right KparG-
module M
Tor
KparG
i (M,Ker(λ∆)) = 0 for i ≥ 1.
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Consider the short exact sequence of left KparG-modules
0→ Ker(λ∆)→ KparG
λ∆−→ K∆→ 0
and the associated long exact sequence in homology
. . .→ Tor
KparG
i (M, KparG)→ Tor
KparG
i (M, K∆)→
Tor
KparG
i−1 (M,Ker(λ∆))→ Tor
KparG
i−1 (M, KparG)→ . . .
Since KparG is free KparG-module, hence projective we have Tor
KparG
i (M, KparG) =
0 for i ≥ 1 and the above long exact sequence in homology yields an isomorphism
Tor
KparG
i (M, K∆) ≃ Tor
KparG
i−1 (M,Ker(λ∆)) = 0 for i ≥ 2
and the ”end” of the long exact sequence is
0 = Tor
KparG
1 (M, KparG)→ Tor
KparG
1 (M, K∆)→
M ⊗ KparG Ker(λ∆)→M ⊗ KparG KparG→M ⊗ KparG K∆→ 0.
It remains to show that Tor
KparG
1 (M, K∆) = 0 and this is equivalent to
M ⊗ KparG Ker(λ∆)→M ⊗ KparG KparG ≃M is an injective map.
Note that by the description of Ker(λ∆) in Step 1 we have
M ⊗ KparG Ker(λ∆) ≃M ⊗B (Ker(λ∆) ∩B).
The short exact sequence of B-modules
0→ Ker(λ∆) ∩B → B → λ∆(B)→ 0
gives rise to the associated long exact sequence in homology
. . .→ 0 = TorB1 (M,B)→ Tor
B
1 (M,λ∆(B))→
M ⊗B (Ker(λ∆) ∩B)→M ⊗B B →M ⊗B λ∆(B)→ 0.
Then
Tor
KparG
1 (M, K∆) ≃ Ker
(
M ⊗ KparG Ker(λ∆)→M ⊗ KparG KparG
)
≃
Ker
(
M ⊗B (Ker(λ∆) ∩B)→M ⊗B B
)
≃ TorB1 (M,λ∆(B)) = 0,
where the last equality comes from the fact that by Step 2 λ∆(B) is a flat B-
module. 
Corollary 6.11. (Corollary C) For any group G we have cdparK (G) ≥ cd K(G).
In particular, if G 6= 1 is not torsion-free then cdparK (G) = cd K(G) =∞.
Proof. We give two proofs.
1. Suppose cdparK (G) = m <∞. Let
P : 0→ Pm → . . .→ P1 → P0 → B → 0
be a projective resolution of the right KparG-module B. By Theorem 6.10 applied
for the connected component ∆ of the grupoid Γ(G) with unique vertex G we
have K∆ = KG, so −⊗ KparG KG is an exact functor. Note that B⊗ KparG KG ≃
B⊗ KparGW ≃ K, whereW is defined before Theorem 4.4. The latter isomorphism
is a particular case of Proposition 4.6. Then Q = P⊗ KparG KG is an exact complex
and since each Pi is projective as a KparG-module, we have that Pi⊗ KparG KG is a
projective KG-module. Thus Q is a projective resolution of B⊗ KparG KG ≃ K as
KG-module, where G acts trivially on K and the lenght of this projective resolution
is m i.e. cd K(G) ≤ m.
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2. Suppose
n = cd K(G)
= max{n0 | there is a KG−module U such that H
n0(G,U) 6= 0} ≤ ∞.
Consider the connected component ∆ of the grupoid Γ(G) with unique vertex G.
Then by Theorem 4.13 applied for W = KH = KG
Hn0par(G,U) ≃ H
n0(G,U) 6= 0,
hence cdparK (G) ≥ n0 and so cd
par
K (G) ≥ n.
Finally, our statement about a non-torsion free group G follows by [27, Corol.
9.112]. 
Corollary 6.12. Let G be an infinite group. Then KG is finitely generated (ac-
tually cyclic) but not finitely presented as a KparG-module via λ∆, where ∆ is the
connected component of the grupoid Γ(G) with unique vertex G.
Proof. We give two proofs.
1. The first proof is homological. By Proposition 6.6 K∆ = KG is not projective
as a KparG-module (via λ∆) and by Theorem 6.10 K∆ is flat as a KparG-module.
By [27, Thm. 3.56] a finitely presented flat module is projective, hence KG is not
finitely presented as KparG-module.
2. The second proof is ring theoretic and uses the proof of Theorem 6.10. By
Step 1 of the proof of Theorem 6.10, Ker(λ∆) is finitely generated as KparG-module
if and only if Ker(λ∆) ∩ B is finitely generated as B-module. This is equivalent
to λ∆(B) being finitely presented as B-module (via λ∆). If this is the case then
by (6.14) from the proof of Step 2 of Theorem 6.10, K1 is finitely presented as
B-module. Note that in our case, using the notation of Step 2 of Theorem 6.10,
n = 1, A = G and B = B1, hence K1 = K is the trivial B-module i.e. each eg acts
as 1. Then Ω the ideal of B generated by eg − 1 for g ∈ G is finitely generated as
B-module, which contradicts that G is infinite. 
7. Bar resolution for partial actions via ring theory
In this section we construct a bar type resolution for B as an R-module using
an easy ring theoretic language, where
R = KparG.
As we mentioned already in the Introduction, this resolution is obtained indepen-
dently from [11] (see [11, Introduction]), where the treatment looks more inverse
semigroup theoretical and closer to that one in [10].
Because of Lemma 2.5 we can identify from now on KparG and B⋊τG, and iden-
tify [g] with eg#g. We consider R = KparG as a left B-module via multiplication.
Note that B is a commutative ring and that
R = ⊕g∈GBeg#g.
If beg = 0 for some b ∈ B then b = b(1 − eg) ∈ B(1 − eg) and B(1 − eg)eg = 0.
Thus Beg ≃ B/B(1− eg).
Consider the left B-module ⊗nBR, thus
⊗nBR = ⊗
n
KR/W˜ ,
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where W˜ is the K-subspace of ⊗nKR generated by the elements of the form
r1 ⊗ . . .⊗ ri−1 ⊗ bri ⊗ ri+1 ⊗ . . .⊗ rn − r1 ⊗ . . .⊗ rj−1 ⊗ brj ⊗ rj+1 ⊗ . . .⊗ rn
where 1 ≤ i < j ≤ n, r1, . . . , rn ∈ R, b ∈ B. Thus
⊗nBR = R⊗B (⊗
n−1
B R),
where ⊗n−1B R is a left B-module via the left action (via multiplication) of B on
the first factor R in the tensor product ⊗n−1B R and R is a right B-module via
the multiplication of elements of B on the left (note this works because B is a
commutative ring). Then
Pn = ⊗
n
BR = ⊕g1,...,gn∈GB(g1, . . . , gn),
where
(g1, . . . , gn) = [g1]⊗ . . .⊗ [gn] ∈ Pn
and there is an isomorphism of left B-modules
B(g1, . . . , gn) ≃ B/annB(g1, . . . , gn).
Using that annB([g]) = B(1− eg) we obtain that annB(g1, . . . , gn) = B(1− eg1) +
B(1− eg2) + . . .+B(1− egn).
In the case n = 0, P0 = B and we write ( ) for 1 ∈ B.
Lemma 7.1. Pn is a left R-module via
[g] · b(g1, . . . , gn) = (
[g]b)eg(gg1, . . . , ggn),
where [g]b = [g]b[g−1] = (eg#g)b(eg−1#g
−1) ∈ B. Thus Pn is a left R-module and
for r ∈ R we write r · b(g1, . . . , gn) for the action of r on b(g1, . . . , gn).
Remark 7.2. eg · b(g1, . . . , gn) = ([g][g−1]) · b(g1, . . . , gn) = [g] · ([g−1]b[g])eg−1
(g−1g1, . . . , g
−1gn) = [g][g
−1]b[g]eg−1 [g
−1]eg(g1, . . . , gn) = egbegeg(g1, . . . , gn) =
egb(g1, . . . , gn), hence action by b0 ∈ B is multiplication with b0.
Proof. We make a simple calculation to show that Pn is a left R-module. Note that
[g]eh = [g]eh[g
−1] = egh[g][g
−1] = egheg. For b ∈ B, g, t ∈ G we have
[g][g−1][t] · b(g1, . . . , gn) = [g][g
−1] · (([t]b)et(tg1, . . . , tgn)) =
[g] · (([g
−1][t]b)eg−1teg−1(g
−1tg1, . . . , g
−1tgn)) = (
[g][g−1][t]b)eteg(tg1, . . . , tgn).
On the other hand
[g][g−1t] · (b(g1, . . . , gn)) = [g] · ((
[g−1t]b)eg−1t(g
−1tg1, . . . , g
−1tgn)) =
([g][g
−1t]b)eteg(tg1, . . . , tgn).
Since B is a left KparG-module (the corresponding structure as right KparG-
module first appeared in the statement of Proposition 4.6) we have that
[g][g−1][t]b =[g][g
−1t] b,
hence
(7.1) [g][g−1][t] · b(g1, . . . , gn) = [g][g
−1t] · b(g1, . . . , gn).
Furthermore
[t][g][g−1] · b(g1, . . . , gn) = [t][g] · ((
[g−1]b)eg−1(g
−1g1, . . . , g
−1gn)) =
[t] · (([g][g
−1]b)eg(g1, . . . , gn)) = (
[t][g][g−1]b)etget(tg1, . . . , tgn)
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and
[tg][g−1] · b(g1, . . . , gn) = [tg] · ((
[g−1]b)eg−1(g
−1g1, . . . , g
−1gn)) =
([tg][g
−1]b)etetg(tg1, . . . , tgn).
Since B is a left KparG-module one we have that [tg][g
−1]b =[t][g][g
−1] b, hence
(7.2) [t][g][g−1] · b(g1, . . . , gn) = [tg][g
−1] · b(g1, . . . , gn).
By (7.1) and by (7.2) we deduce that Pn is a left KparG-module. 
Lemma 7.3.
Pn = ⊕g1=1,g2,...,gn∈GR · (g1, . . . , gn)
and
R · (g1 = 1, g2, . . . , gn) ≃ R/I ≃ Reg2eg3 . . . egn
as left R-modules, where I = R(1−eg2eg3 . . . egn) is the annihilator of (1, g2, . . . , gn)
in R. In particular Pn is a projective R-module.
Proof. By construction (g1, . . . , gn) = [g1] ⊗ . . . ⊗ [gn] and R = ⊕g∈G(eg#g)B.
Suppose
∑
g∈G(eg#g)bg ·(g1 = 1, g2, . . . , gn) = 0 for bg ∈ B then for an appropriate
b˜g ∈ B we have (eg#g)bg = b˜g(eg#g) and
0 =
∑
g∈G
b˜g(eg#g) · (g1 = 1, g2, . . . , gn) =
∑
g∈G
b˜geg(g, gg2, . . . , ggn) =
∑
g∈G
b˜g(g, gg2, . . . , ggn) ∈ ⊕g∈GB(g, gg2, . . . , ggn),
where the last equality comes from eg(g, gg2, . . . , ggn) = (g, gg2, . . . , ggn). Then
b˜g ∈ annB(g, gg2, . . . , ggn) = B(1− eg) +B(1 − egg2) + . . .+B(1− eggn)
and
(eg#g)bg = b˜g(eg#g) ∈ (B(1 − eg) +B(1 − egg2) + . . .+B(1− eggn))(eg#g) =
(eg#g)(B(1− eg2) + . . .+B(1− egn)).
This way we proved that
annR(g1 = 1, g2, . . . , gn) = R(1− eg2) + . . .+R(1− egn).
Then by Lemma 2.6 the ideal I = R(1 − eg2) + . . . + R(1 − egn) equals Re for
e = 1− eg2eg3 . . . egn ∈ B. 
Lemma 7.4. Let
∂n : Pn → Pn−1
be the homomorphism of left B-modules given by
∂n(g1, . . . , gn) =
∑
1≤i≤n
(−1)i−1ε([gi])(g1, . . . , ĝi, . . . , gn),
where ε : R→ B is the augmentation map, so ε(b[g]) = beg for b ∈ B, g ∈ G. Then
∂n is a homomorphism of left R-modules.
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Proof.
∂n([g] · (g1, . . . , gn)) = ∂n(eg(gg1, . . . , ggn)) =∑
1≤i≤n
(−1)i−1egeggi(gg1, . . . , ĝgi, . . . , ggn)
and
[g] · ∂n(g1, . . . , gn) =
∑
1≤i≤n
(−1)i−1[g] · (egi(g1, . . . , ĝi, . . . , gn)) =
∑
1≤i≤n
(−1)i−1eggieg(gg1, . . . , ĝgi, . . . , ggn) = ∂n([g] · (g1, . . . , gn)).

Lemma 7.5. ∂n−1∂n = 0.
Proof.
∂n−1∂n((g1, . . . , gn)) = ∂n−1(
∑
1≤i≤n
(−1)i−1egi(g1, . . . , ĝi, . . . , gn)) =∑
1≤i≤n
(−1)i−1egi∂n−1(g1, . . . , ĝi, . . . , gn)) =∑
1≤i≤n
(−1)i−1egi(
∑
1≤j<i
(−1)j−1egj (g1, . . . , ĝj, . . . ĝi, . . . , gn)+∑
i<j≤n
(−1)j−2egj (g1, . . . , ĝi, . . . ĝj , . . . , gn)) =∑
1≤j<i≤n
(−1)i+j−2egiegj (g1, . . . , ĝj , . . . ĝi, . . . , gn)+∑
1≤i<j≤n
(−1)i+j−3egiegj (g1, . . . , ĝi, . . . ĝj , . . . , gn) = 0.

By Lemma 7.5 we have a complex of R-modules
P : . . .→ Pn → Pn−1 → . . .→ P2 → P1 → P0 → 0
where all modules except P0 = B are projective. Similarly to the classical case
when instead of R we work with group algebra KG [27, Prop. 9.36] we have a
homotopy s = {sn}n≥0 that shows that P is exact.
Lemma 7.6. Let
sn : Pn → Pn+1
be the homomorphism of left B-modules given by
sn((g1, . . . , gn)) = (1, g1, . . . , gn).
Then
sn∂n+1 + ∂n+2sn+1 = idPn+1 .
In particular P is exact and so it is a projective resolution of the left R-module B.
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Proof. We observe that sn is not a homomorphism of R-modules but this is not
required, it is enough that it is a homomorphism of left B-modules. Since the maps
sn, ∂n are homomorphisms of B-modules and Pn+1 = ⊕g1,...,gn+1∈GB(g1, . . . , gn+1)
it suffices to show that
(sn∂n+1 + ∂n+2sn+1)((g1, . . . , gn+1)) = (g1, . . . , gn+1).
Note that
sn∂n+1((g1, . . . , gn+1)) = sn(
∑
1≤i≤n+1
(−1)i−1egi(g1, . . . , ĝi, . . . , gn+1)) =
∑
1≤i≤n+1
(−1)i−1egi(1, g1, . . . , ĝi, . . . , gn+1)
and
∂n+2sn+1((g1, . . . , gn+1)) = ∂n+2((1, g1, . . . , gn+1)) = (g1, . . . , gn+1)+∑
1≤i≤n+1
(−1)iegi(1, g1, . . . , ĝi, . . . , gn).

We can move to the bar notation as in classical homology and cohomology.
Consider
[x1 | . . . | xn] = (1, x1, x1x2, . . . , x1 . . . xn) ∈ Pn+1.
We write down the differential in this notation.
Lemma 7.7.
⊕x1,...,xn∈GR · [x1 | . . . | xn] = Pn+1
and
R · [x1 | . . . | xn] ≃ Re(x1,...,xn),
where e(x1,...,xn) = ex1ex1x2 . . . ex1...xn . Furthermore we have the following formulas
for ∂n+1 :
∂n+1([x1 | . . . | xn]) =
(ex1#x1) · [x2|x3| . . . |xn] +
∑
1≤i≤n−1
(−1)iex1...xi [x1| . . . |xi−1|xixi+1|xi+2| . . . |xn]+
(−1)nex1...xn [x1|x2| . . . |xn−1]
and
∂n+1([x1 | . . . | xn]) = (ex1#x1)e(x2,...,xn) · [x2|x3| . . . |xn]+∑
1≤i≤n−1
(−1)ie(x1,...,xn)[x1| . . . |xi−1|xixi+1|xi+1| . . . |xn]+(−1)
ne(x1,...,xn)[x1|x2| . . . |xn−1].
Proof. Observe that [x1] = ex1 [x1], hence
(x1, x1x2, . . . , x1 . . . xn) = ex1(x1, x1x2, . . . , x1 . . . xn) =
(ex1#x1) · [x2|x3| . . . |xn]
and
(ex1#x1)ex2ex2x3 . . . ex2...xn · [x2|x3| . . . |xn] =
ex1x2ex1x2x3 . . . ex1x2...xn(ex1#x1) · [x2|x3| . . . |xn] =
ex1x2ex1x2x3 . . . ex1x2...xn(x1, x1x2, . . . , x1 . . . xn) =
(x1, x1x2, . . . , x1 . . . xn) = (ex1#x1) · [x2|x3| . . . |xn].
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Note that
∂n+1([x1 | . . . | xn]) = ∂n+1(1, x1, x1x2, . . . , x1 . . . xn) =
(x1, x1x2, . . . , x1 . . . xn)+
∑
1≤i≤n
(−1)iex1...xi(1, x1, x1x2, . . . , ̂x1 . . . xi, . . . , x1 . . . xn) =
(ex1#x1) · [x2|x3| . . . |xn] +
∑
1≤i≤n−1
(−1)iex1...xi [x1| . . . |xi−1|xixi+1|xi+2| . . . |xn]+
(−1)nex1...xn [x1|x2| . . . |xn−1].
We also have the equality
ex1...xn(1, x1, x1x2, . . . , x1 . . . xn−1) = e(x1...xn)(1, x1, x1x2, . . . , x1 . . . xn−1),
hence
ex1...xn [x1|x2| . . . |xn−1] = e(x1...xn)[x1|x2| . . . |xn−1].
Observe that for j 6= i
ex1...xj (1, x1, . . . , ̂x1 . . . xi, . . . , x1 . . . xn) = (1, x1, . . . , ̂x1 . . . xi, . . . , x1 . . . xn),
hence
ex1...xi [x1| . . . |xi−1|xixi+1|xi+2| . . . |xn] = e(x1,...,xn)[x1| . . . |xi−1|xixi+1|xi+1| . . . |xn].
Thus we can write the differential as
∂n+1([x1 | . . . | xn]) = (ex1#x1)e(x2,...,xn) · [x2|x3| . . . |xn]+∑
1≤i≤n−1
(−1)ie(x1,...,xn)[x1| . . . |xi−1|xixi+1|xi+1| . . . |xn]+(−1)
ne(x1...xn)[x1|x2| . . . |xn−1].
This differential is similar to the one considered in [10, Def. 4.4]. 
It can be readily verified using Lemma 7.7 and [11, Definition 2.9, Remark 2.10,
Definition 2,11] that the projective resolution P is isomorphic to that given in [11].
8. Auxiliar facts on idempotents and cancelation
In this section R is a unitary associative ring.
Remark 8.1. Suppose that r1e1+ . . .+ rkek = 0, where e1, . . . , ek are idempotents
that commute with each other. Then for each i = 1, 2, . . . , k we have that
ri ∈ Re1 + · · ·Rei−1 +Rei+1 + · · ·+Rek +R(1− ei).
In fact,
ri = riei + ri(1− ei) =
∑
j 6=i
−rjej + ri(1 − ei), 1 ≤ i ≤ k.
Those equalities may be arranged in matrix form: if v1 is the column vector (e1, . . . , ek)
t
and b is the column vector (r1(1− e1), . . . , rk(1− ek))t, then
(8.1) (r1, . . . , rk)
t = Nv1 + b,
where N = (ni,j) is the k × k matrix which has entries ni,j = −rj if i 6= j and
ni,i = 0.
The next result shows that there is an equality analogous to (8.1) involving a
skew-symmetric matrix M . It is this second equality, whose proof is quite more
involved, which will be needed in next section for studying the left augmentation
ideal IG when G = Z.
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Lemma 8.2. Suppose that r1e1 + . . .+ rkek = 0, where e1, . . . , ek are idempotents
that commute with each other. Let v1 be the column vector (e1, . . . , ek)
t. Then
there are elements b1, . . . , bk ∈ R and a skew-symmetric matrix M ∈ Mk(R) (i.e.
M t = −M and all diagonal entries of M are 0) such that
(r1, . . . , rk)
t =Mv1 + b,
where b is the matrix column (b1(1− e1), . . . , bk(1− ek))t for some b1, . . . , bk ∈ R.
Proof. 1. Suppose first that k = 2, i.e., r1e1 = −r2e2. Then r2e2(1 − e1) =
−r1e1(1 − e1) = 0, so −r1e1 = r2e2 = r2e2e1. Thus (r1 + r2e2)e1 = 0 and there is
b1 ∈ R such that for r = r2
r1 = −re2 + b1(1− e1).
Since (r2 − re1)e2 = r2e2 − r2e2e1 = 0 there is b2 ∈ R such that
r2 = re1 + b2(1 − e2).
Then we can set
M =
[
0 −r
r 0
]
2. The general case is obtained by induction on k. Suppose the result holds for
k− 1. Note that r1e1(1− ek)+ . . .+ rk−1ek−1(1− ek) = (r1e1+ . . .+ rk−1ek−1)(1−
ek) = −rkek(1 − ek) = 0 and that e1(1 − ek), . . . , ek−1(1 − ek) are idempotents
that commute with each other. Then by the inductive hypothesis there is an skew-
symmetric matrix M0 ∈Mk−1(R) and b˜1, . . . , b˜k−1 ∈ R such that
(r1, . . . , rk−1)
t =
M0(e1(1− ek), . . . , ek−1(1− ek))
t+ (˜b1(1− e1(1− ek)), . . . , b˜k−1(1− ek−1(1− ek)))
t.
Then
rkek = −(r1, . . . , rk−1)(e1, . . . , ek−1)
t =
−(M0(e1(1− ek), . . . , ek−1(1− ek))
t)t(e1, . . . , ek−1)
t
−(˜b1(1− e1(1− ek)), . . . , b˜k−1(1− ek−1(1 − ek)))(e1, . . . , ek−1)
t.
Then by multiplying the above equality on the right with ek we deduce that
rkek = rke
2
k = −(M0(e1(1− ek), . . . , ek−1(1− ek))
t)t(e1, . . . , ek−1)
tek
−(˜b1(1− e1(1− ek)), . . . , b˜k−1(1 − ek−1(1− ek)))(e1, . . . , ek−1)
tek =
−(˜b1(1− e1(1− ek)), . . . , b˜k−1(1 − ek−1(1− ek)))(e1, . . . , ek−1)
tek =
−(˜b1ek, . . . , b˜k−1ek)(e1, . . . , ek−1)
t = −b˜1e1ek − . . .− b˜k−1ek−1ek,
hence (rk+ b˜1e1+. . .+ b˜k−1ek−1)ek = 0 and so rk+ b˜1e1+. . .+ b˜k−1ek−1 ∈ R(1−ek).
Then there is b ∈ R such that
rk = −b˜1e1 − . . .− b˜k−1ek−1 + b(1− ek).
Finally we can define M ∈Mk(R) in the following way:
the last row is (−b˜1e1, . . . ,−b˜k−1ek−1, 0), the last column is (˜b1e1, . . . , b˜k−1ek−1, 0)t
and if we delete fromM the last row and column we are left with M0(1−ek). Then
(r1, . . . , rk)
t =M(e1, . . . , ek)
t + (˜b1(1− e1), . . . , b˜k−1(1− ek−1), b(1− ek))
t
and it suffices to set bi = b˜i for 1 ≤ i ≤ k − 1 and bk = b. 
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9. The structure of the left augmentation ideal IG for G = Z
9.1. The general case. From now on R = KparG. Recall that IG is the kernel
of the augmentation map ε : R → B given by ε(eg#g) = eg, that R is a K-vector
space with a generating set eg1eg1g2 . . . eg1...gn#g1 . . . gn for n ≥ 1 and
ε : R→ B
is given by
ε(eg1eg1g2 . . . eg1...gn#g1 . . . gn) = eg1eg1g2 . . . eg1...gn .
Thus IG is generated as a K-vector space by {fg1,...,gn}n≥1,g1,...,gn∈G, where
fg1,...,gn = eg1eg1g2 . . . eg1...gn#g1 . . . gn − eg1eg1g2 . . . eg1...gn#1.
Lemma 9.1. IG is a left R-module generated by {fg}g∈G\1.
Proof. It suffices to apply the relation below many times and use induction on n
fg1,...,gn = (eg1#g1)fg2,...,gn + (eg1g2eg1g2g3 . . . eg1...gn#1)fg1 .

Observe that
(9.1) (eg1#g1)fg2 + (eg1g2#1)fg1 − (eg1#1)fg1g2 = 0 for all g1, g2 ∈ G
and
(9.2) ((eg − 1)#1)fg = 0 for all g ∈ G.
Lemma 9.2. a) IG = ⊕g∈G\{1}Bfg ≃ ⊕g∈G\{1}Beg is a projective left B-module;
b) IG is a left R-module via the multiplication in R, moreover,
[g1]fg2 = eg1fg1g2 − eg1g2fg1 ;
c) for every g ∈ G the set
X˜g = {ehfhg − ehgfh}h∈G
generates Rfg as a left B-module and Rfg = Rfg−1 .
Proof. a), b) Identifying [g1] with eg1#g1 and eg with eg#1, we have by (9.1) that
(9.3) [g1]fg2 = eg1fg1g2 − eg1g2fg1 .
Note that
IG =
∑
g∈G\{1}
Bfg = ⊕g∈G\{1}Bfg,
and we have an isomorphism of left B-modules Bfg ≃ B/B(1− eg), observing that
B(1− eg) is the annihilator of fg in B. Thus IG as B-module is isomorphic to
⊕g∈G\{1}B/B(1− eg) ≃ ⊕g∈G\{1}Beg,
which is a projective B-module, since B = B(1 − eg)⊕Beg.
c) By (9.3)
Rfg = Bfg +
∑
h∈G\{1}
B(ehfhg − ehgfh) =
Bfg +Bfg−1 +
∑
g1,g2∈G\{1},g
−1
2 g1=g
B(eg2fg1 − eg1fg2) =
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Bfg−1 +
∑
h∈G\{1}
B(ehg−1fh − ehfhg−1) = Rfg−1 ,
where f1 = 0, e1 = 1 and the latter equality is obtained from the first one taking
g−1 instead of g. Note that fg = e1fg − egf1 and so
X˜g = {ehfhg − ehgfh}h∈G = {fg} ∪ {ehfhg − ehgfh}h∈G\{1}
generates Rfg as a left B-module. 
9.2. The case G = Z.
Let G = Z = 〈g〉. Write fi for fgi = egi#g
i− egi#1 and ei for egi . Thus e0 = 1,
f0 = 0 and the basic relations are
(9.4) eifi+j = ei+jfi + (ei#g
i)fj , and (ei − 1)fi = 0 for i, j ∈ Z.
Note that
IG = ⊕i∈Z\{0}Bfi ⊆ R = ⊕i∈ZB(ei#g
i),
where Bfi ≃ B/B(ei − 1) and Rfi = Rf−i. Define for k ≥ 1
Vk = Rf1 + . . .+Rfk = Rf−1 + . . .+Rf−k ⊂ IG
and hence, using (9.4), we have
Rfj =
∑
i∈Z
B(ei#g
i)fj = Bfj +
∑
i∈Z\{0}
B(eifi+j − ei+jfi).
Note that Vk has a generating set Xk as a B-module, where
Xk = {±(eifi+j − ei+jfi)}1≤j≤k,i∈Z ⊃ {±f1, . . . ,±fk,±f−1, . . . ,±f−k}.
Obviously the above definition will work if we remove the funny sign ± but we
prefer keeping the sign for symmetry.
We have a natural order in {fi}i∈Z : fi1 < fi2 if |i1| < |i2| and f−i < fi for i > 0.
For a non-zero element v =
∑
i bifi, where bi ∈ B, we define the leading term as
bi0fi0 where fi0 is maximal with bi0fi0 6= 0 and we call bi0 a leading coefficient.
Note that any element of bi0+B(1−ei0) is a leading coefficient of v since B(1−ei0)
is the annihilator of fi0 in B. We call fi0 the degree of v with respect to {fi} and
write fi0 = deg(v). The support supp (v) of the non-zero element v is the set of
all fi for which bifi 6= 0.
Lemma 9.3. If v ∈ Vk \ {0} has degree fs with |s| ≥ k + 1 then any leading
coefficient of v with respect to {fi} belongs to I, where
a) I = Bes−1 + . . .+Bes−k +B(1 − es) if s > 0;
b) I = Bes+1 + . . .+Bes+k +B(1 − es) if s < 0.
Proof.
Claim 9.4. If v =
∑
i bixi, where each bi ∈ B, xi ∈ Xk,
fs0 = max{fj | fj ∈ ∪isupp(xi)}
and fs0 6∈ supp(v), i.e. fs0 > fs, then there is a decomposition v =
∑
i b˜ix˜i with
b˜i ∈ B, x˜i ∈ Xk and
fs1 = max{fj | fj ∈ ∪isupp(x˜i)} < fs0 .
Applying Claim 9.4 several times we obtain
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Claim 9.5. If v ∈ Vk \ {0} then we can write v =
∑
i bixi, where each bi ∈ B, xi ∈
Xk and max{fj | fj ∈ ∪isupp(xi)} = fs = deg(v).
Note that Lemma 9.3 easily follows from Claim 9.5. Indeed, if s > 0, then
the leading term of v is of the form eifi+j , i + j = s, 1 ≤ j ≤ k, hence ei ∈
{es−k, . . . , es−1}. Recalling that the leading coefficient is given modulo B(1 − es),
we obtain a). Case b) is symmetric.
Proof of Claim 9.4 We arrange the indexes of xi so that fs0 ∈ supp(xi) for
1 ≤ i ≤ d and fs0 6∈ supp(xi) for i > d. Thus xj = eijfs0 − es0fij for 1 ≤ j ≤ d and
fs0 is greater than the degree of v˜, where v˜ =
∑
d+1≤j bjxj and
v = b1(ei1fs0 − es0fi1) + . . .+ bd(eidfs0 − es0fid) + v˜.
Since fs0 6∈ supp(v) we have that
∑
1≤j≤d bjeijfs0 = 0, i.e.,
∑
1≤j≤d bjeij ∈
annB(fs0) = B(1− es0), which means that for some b̂ ∈ B we have
b1ei1 + . . .+ bdeid + b̂(1 − es0) = 0.
Then by Lemma 8.2 there exist some skew-symmetric (d + 1) × (d + 1)-matrix
M = (mj,t) with coefficients in B and b¯1, . . . , b¯d+1 ∈ B such that
(9.5)
(b1, . . . , bd, b̂)
t =M(ei1 , . . . , eid , 1− es0)
t + (b¯1(1− ei1), . . . , b¯d(1− eik), b¯d+1es0)
t.
Note that
v = (
∑
1≤j≤d
bjeij )fs0 − es0(
∑
1≤j≤d
bjfij ) + v˜ = −es0(
∑
1≤j≤d
bjfij ) + v˜.
Then it follows by (9.5), using (1− es0)es0 = 0, (1− eij )fij = 0, that
es0
∑
1≤j≤d
bjfij = es0
∑
1≤j≤d
∑
1≤t≤d
mj,teitfij .
Since mj,j = 0 and mj,t = −mt,j we deduce that
es0
∑
1≤j≤d
bjfij = es0
∑
1≤j<t≤d
mj,t(eitfij − eijfit)
and hence we have a new decomposition
v = −es0(
∑
1≤j≤d
bjfij ) + v˜ = −es0
∑
1≤j<t≤d
mj,t(eitfij − eijfit) + v˜
(9.6) ∈
∑
1≤j<t≤d
B(eitfij − eijfit) + v˜.
Note that since Tk = {ei1fs0 − es0fi1 , . . . , eidfs0 − es0fid} ⊆ Xk with fs0 maximal
element among the supports of the elements of Tk then either
1. s0 ≥ k + 1, {i1, . . . , id} ⊆ {s0 − k, . . . , s0 − 1};
or
2. s0 ≤ −k − 1, {i1, . . . , id} ⊆ {s0 + 1, . . . , s0 + k}.
In both cases {eitfij − eijfit}1≤j<t≤d ⊆ Xk. This together with the new decom-
position (9.2) completes the proof of Claim 9.4.

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Proposition 9.6.
Vk+1/Vk ≃ R/(R(1− ek+1) +
∑
1≤i≤k
Rei).
Proof. Note that Vk+1/Vk is a cyclic R-module, thus
Vk+1/Vk ≃ R/Jk,
where Jk is the left ideal of R defined by
Jk := {r ∈ R | rfk+1 ∈ Vk}.
To prove the proposition we will show that
(9.7) Jk = R(1− ek+1) +
∑
1≤i≤k
Rei.
The easy part is the inclusion R(1− ek+1)+
∑
1≤i≤k Rei ⊆ Jk that is equivalent to
1−ek+1, e1, . . . , ek ∈ Jk. To see this, note that (1−ek+1)fk+1 = 0 and for 1 ≤ i ≤ k
(9.8) eifk+1 = [g
i][g−i]fk+1 =
[gi](e−ifk+1−i − ek+1−if−i) ∈ R(e−ifk+1−i − ek+1−if−i) ⊆
∑
−k≤j≤k
Rfj = Vk.
Thus to complete the proof of the proposition it remains to be shown that Jk ⊆
R(1− ek+1) +
∑
1≤i≤k Rei.
Let
λ ∈ Jk.
By the definition of R = KparG we have a decomposition
(9.9) λ =
∑
i
bi(ei#g
i) ∈ R,
where bi ∈ B. Thus
(9.10) v = λfk+1 =
∑
i
bi((ei#g
i)fk+1) =
∑
i
bi(eifk+1+i − ek+1+ifi).
If v = 0 then λ ∈ annR(fk+1) = R(1− ek+1).
Suppose now that v 6= 0 and let fs be the degree of v with respect to {fi}.
Case 1. Suppose |s| ≤ k. Then
(9.11) v = λfk+1 ∈
∑
−k≤i≤k
Bfi ⊆ Vk.
We decompose
λ = λ1 + λ2 + λ3,
where
λ1 =
∑
i<−k
bi(ei#g
i), λ2 =
∑
−k≤i≤−1
bi(ei#g
i) and λ3 =
∑
i≥0
bi(ei#g
i).
Note that by (9.10) and f0 = 0 we have
v1 := λ1fk+1 ∈
∑
j<0
Bfj , v2 := λ2fk+1 ∈
∑
−k≤j≤k
Bfj
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and
v3 := λ3fk+1 ∈
∑
j>0
Bfj .
Then by (9.11) and the fact that v = v1 + v2 + v3 we deduce that
v1 ∈
∑
−k≤j<0
Bfj and v3 ∈
∑
0<j≤k
Bfj ,
i.e.
v1 = λ1fk+1 =
∑
i<−k
bi(eifk+1+i − ek+1+ifi) ∈
∑
−k≤j<0
Bfj
and so
v1 =
∑
t<0
atft
where at = −btek+1+t + bt−k−1et−k−1 for t < −k and at = bt−k−1et−k−1 for
−k ≤ t < 0. Then
(9.12) (−btek+1+t + bt−k−1et−k−1)ft = 0 for t < −k.
Hence
−btek+1+t + bt−k−1et−k−1 ∈ B(1− et)
and by multiplying with et we get
(9.13) btetek+1+t = bt−k−1et−k−1et for t < −k.
Since only finitely many bt can be non-zero we deduce from (9.13) that
(9.14) btetek+1+t = 0 for t < −k.
Note that (9.14) is equivalent to
(9.15) btet ∈ B(1− ek+1+t) for t < −k.
therefore for t < −k
btet#g
t = btetet#g
t ∈ B(1− ek+1+t)et#g
t = B(1− ek+1+t)[g
t] = B[gt](1− ek+1),
hence
(9.16) λ1 ∈ R(1− ek+1).
Similar calculations can be done for λ3 to show that
(9.17) λ3 ∈ R(1− ek+1).
For completeness we give the details. Recall that
(9.18) v3 = λ3fk+1 =
∑
i≥0
bi(eifk+1+i − ek+1+ifi) ∈
∑
0<j≤k
Bfj
and so
v3 =
∑
t>0
ctft,
where ct = −btek+1+t + bt−k−1et−k−1 for t > k and ct = −btek+1+t for 0 < t ≤ k.
Then by (9.18)
(9.19) (−btek+1+t + bt−k−1et−k−1)ft = 0 for t > k.
Hence
−btek+1+t + bt−k−1et−k−1 ∈ B(1− et)
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and by multiplying with et we get
(9.20) btetek+1+t = bt−k−1et−k−1et for t > k.
Since only finitely many bt can be non-zero we deduce from (9.20) that
(9.21) btetek+1+t = 0 for t ≥ 0.
Note that (9.21) is equivalent to
(9.22) btet ∈ B(1− ek+1+t) for t ≥ 0.
Then for t ≥ 0
btet#g
t = btetet#g
t ∈ B(1− ek+1+t)et#g
t = B(1− ek+1+t)[g
t] = B[gt](1− ek+1).
This implies (9.17).
Finally since [gi]e−i = [g
i] we have that
(9.23) λ2 =
∑
−k≤i≤−1
bi(ei#g
i) ∈
∑
−k≤i≤−1
B[gi] =
∑
−k≤i≤−1
B[gi]e−i ⊆
∑
1≤j≤k
Rej.
Then by (9.16), (9.17) and (9.23) we obtain that
λ = λ1 + λ2 + λ3 ∈ R(1− ek+1) +
∑
1≤j≤k
Rej .
Case 2. Suppose |s| ≥ k+1, recalling that fs is the degree of v. We can assume
that s ≥ k + 1, the case s ≤ −k − 1 is similar.
Recall that
λ =
∑
i
biei#g
i =
∑
i
bi[g
i].
Denote by c the highest i for which bi[g
i] 6= 0. Then by (9.10) there are two
posibilities:
1) bcecfk+1+c 6= 0 and fk+1+c is the degree of v = λfk+1, i.e., k + 1 + c = s;
2) bcecfk+1+c = 0.
If 1) holds the leading term of v is bs−k−1es−k−1fs and bs−k−1es−k−1 is a leading
coefficient of v, so bs−k−1es−k−1 6= 0. By Lemma 9.3
es−k−1bs−k−1 ∈ Bes−k + . . .+Bes−1 +B(1− es).
Then by Remark 8.1
bs−k−1 ∈ Bes−k + . . .+Bes−1 +B(1 − es) +B(1− es−k−1)
and
bs−k−1(es−k−1#g
s−k−1) ∈
(Bes−k + . . .+Bes−1 +B(1− es) +B(1 − es−k−1))(es−k−1#g
s−k−1) =
(Bes−k + . . .+Bes−1 +B(1− es))(es−k−1#g
s−k−1) =
(9.24) (es−k−1#g
s−k−1)(Be1 + . . .+Bek +B(1 − ek+1)).
Then since (1− ek+1)fk+1 = 0 we have
(es−k−1#g
s−k−1)(Be1 + . . .+Bek +B(1 − ek+1))fk+1 =
(9.25) (es−k−1#g
s−k−1)(Be1 + . . .+Bek)fk+1 ⊆ Vk,
since by (9.8)
(9.26) (Be1 + . . .+Bek)fk+1 ⊆ Vk.
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Then by (9.24) and (9.25) we have
(9.27) bs−k−1(es−k−1#g
s−k−1)fk+1 ∈ Vk.
Finally for λ˜ = λ− bs−k−1es−k−1#gs−k−1 = λ− bcec#gc ∈ R we have by (9.27)
λ˜ · fk+1 = v − bs−k−1(es−k−1#g
s−k−1) · fk+1 ∈ Vk
and by (9.9) suppG(λ˜) = suppG(λ) \ {bs−k−1es−k−1#gs−k−1} is strictly smaller
than suppG(λ), where we define the support with respect to G as
suppG(
∑
i
biei#g
i) = {biei#g
i | biei#g
i 6= 0}.
Note that suppG should not be confused with supp used in the proof of Lemma 9.3.
Then by induction on the number of elements in suppG(λ), where suppG(0) has 0
elements, we have that suppG(λ˜) ⊆ Re1 + . . .+Rek +R(1− ek+1), hence
suppG(λ) = suppG(λ˜) ∪ {bs−k−1es−k−1#g
s−k−1} ⊆ Re1 + . . .+Rek +R(1− ek+1)
and so λ ∈ Re1 + . . .+Rek +R(1− ek+1).
If 2) holds then bcec ∈ annB(fk+1+c) = B(1− ek+1+c) and hence
bc[g
c] = bcec[g
c] ∈ B(1− ek+1+c)[g
c] = B[gc](1 − ek+1) ⊆ R(1− ek+1).
Thus for λ˜ = λ− bcec#gc we have
λ˜fk+1 = λfk+1−bcec#g
cfk+1 = v−bc[g
c]fk+1 ∈ v−R(1−ek+1)fk+1 = v−0 = v ∈ Vk.
And we can continue as in the last paragraph of 1).
It follows from Case 1 and Case 2 that
Jk ⊆ R(1− ek+1) +
∑
1≤j≤k
Rej,
completing the proof. 
Lemma 9.7. Let G 6= 1 be a group and R = KparG. Then
a) IG is not a free left R-module,
b) KparG has the invariant basis number (IBN) property i.e. (KparG)n ≃
(KparG)m as left KparG-modules implies that n = m.
Proof. a) Consider K as a right B-module via the epimorphism of K-algebras
B → K that sends eg to 0 for every g ∈ G \ {1} and sends e1 = 1 to 1. We view R
as a left B-module via the multiplication in R. Note that
K⊗B KparG = K⊗B (⊕g∈GBeg[g]) ≃ ⊕g∈G(K⊗B Beg[g]) =
⊕g∈G(Keg ⊗B B[g]) = Ke1 ⊗B B[1] = K⊗B B = K.
Thus for every non-zero left free R-module F we have K⊗B F 6= 0.
We will show that
K⊗B IG = 0,
which implies that IG is not a free R-module. Recall that by Lemma 9.2 IG =
⊕g∈G\{1}Bfg. Then using that (1− eg)fg = 0 we have
K⊗B IG = K⊗B (⊕g∈G\{1}Bfg) ≃ ⊕g∈G\{1} K⊗B Bfg =
⊕g∈G\{1} K⊗B Begfg = ⊕g∈G\{1} Keg ⊗B Bfg = 0.
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b) Suppose that (KparG)n ≃ (KparG)m as left KparG-modules and recall that
by part b) K⊗B KparG ≃ K. Then there is an isomorphism of K-vector spaces
Kn ≃ K⊗B (KparG)
n ≃ K⊗B (KparG)
m ≃ Km,
and hence n = m.

Theorem 9.8. Let G = Z and R = KparG. Then IG = ∪k≥1Vk such that each
Vk is a projective R-module and
IG ≃ ⊕k≥1Pk
where Pk = Vk/Vk−1 is a projective left R-module, where V0 = 0. In particular
IG is a projective R-module, hence cdparK (Z) = 1. Furthermore IG is not a finitely
generated R-module and is not a free left R-module.
Proof. Note that V1 = Rf1 ≃ R/R(1 − e1) and by Proposition 9.6, Vk+1/Vk ≃
R/(Re1+. . .+Rek+R(1−ek+1)). Then by Lemma 2.6 V1 and each Pk+1 = Vk+1/Vk
is a projective R-module, and therefore the short exact sequence of R-modules
0→ Vk → Vk+1 → Pk+1 → 0,
where V0 = 0, splits i.e Vk+1 ≃ Vk ⊕ Pk+1. Thus
IG = ∪k≥1Vk ≃ ⊕k≥1Pk
is a projective R-module.
We note that if IG is a finitely generated R-module, say by a set T , then for
some Vk we have that T ⊆ Vk. Thus IG = Vk and Vk+1 = Vk, a contradiction with
Vk+1/Vk ≃ R/(Re1 + . . .+Rek +R(1− ek+1)) 6= 0.

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