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ABSTRACT
A LOCATION FINGERPRINT FRAMEWORK TOWARDS EFFICIENT
WIRELESS INDOOR POSITIONING SYSTEMS
Nattapong Swangmuang, PhD
University of Pittsburgh, 2008
Location of mobile computers, potentially indoors, is essential information to enable location-
aware applications in wireless pervasive computing. The popularity of wireless local area
networks (WLANs) inside and around buildings makes positioning systems based on readily
available received signal strength (RSS) from access points (APs) desirable. The fingerprint-
ing technique associates location-dependent characteristics such as RSS values from multiple
APs to a location (namely location fingerprint) and uses these characteristics to infer the
location. The collection of RSS fingerprints from different locations are stored in a database
called radio map, which is later used to compare to an observed RSS sample vector for
estimating the MS’s location.
An important challenge for the location fingerprinting is how to efficiently collect finger-
prints and construct an effective radio map for different indoor environments. In addition,
analytical models to evaluate and predict “precision” performance of indoor positioning sys-
tems based on location fingerprinting are lacking. In this dissertation, we provide a location
fingerprint framework that will enable a construction of efficient wireless indoor systems. We
develop a new analytical model that employs a proximity graph for predicting performance
of indoor positioning systems based on location fingerprinting. The model approximates
probability distribution of error distance given a RSS location fingerprint database and its
associated statistics. This model also allows a system designer to perform analysis of the
internal structure of location fingerprints. The analytical model is employed to identify and
iv
eliminate unnecessary location fingerprints stored in the radio map, thereby saving on com-
putation while performing location estimation. Using the location fingerprint properties such
as clustering is also shown to help reduce computational effort and create a more scalable
model. Finally, by study actual measurement with the analytical results, a useful guideline
for collecting fingerprints is given.
Keywords: indoor position location system, location fingerprint, performance model, effi-
cient radio map.
v
TABLE OF CONTENTS
PREFACE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xiii
I. INTRODUCTION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
A. Fundamental of Indoor Positioning Systems . . . . . . . . . . . . . . . . . 2
B. Indoor Positioning Systems based on Location Fingerprinting . . . . . . . 6
C. Approaches and Research Focus . . . . . . . . . . . . . . . . . . . . . . . . 9
D. Dissertation Organization . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
II. LITERATURE REVIEW . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
A. Indoor Positioning Systems Using WLANS and Location Fingerprinting . 13
1. Indoor Environment . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2. Location Fingerprints . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
3. Location Estimation Methods . . . . . . . . . . . . . . . . . . . . . . . 17
a. Nearest Neighbor Methods . . . . . . . . . . . . . . . . . . . . . . . 19
b. Probabilistic Methods . . . . . . . . . . . . . . . . . . . . . . . . . . 21
c. Neural Network Methods . . . . . . . . . . . . . . . . . . . . . . . . 24
d. Support Vector Machine Methods . . . . . . . . . . . . . . . . . . . 25
4. Performance Summary of Existing Systems . . . . . . . . . . . . . . . . 26
B. Voronoi Diagram . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
C. Proximity Structure and Proximity Graphs . . . . . . . . . . . . . . . . . 32
1. The Delaunay Proximity Graph (DG) . . . . . . . . . . . . . . . . . . . 33
2. The Gabriel Proximity Graph (GG) . . . . . . . . . . . . . . . . . . . . 35
3. The Relative Neighborhood Proximity Graph (RNG) . . . . . . . . . . 36
vi
III. ANALYTICALMODELING OF LOCATION FINGERPRINTS FOR
INDOOR POSITIONING . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
A. Indoor Location Fingerprint Model . . . . . . . . . . . . . . . . . . . . . . 39
1. Probability of Selecting the Correct Location Fingerprint from a Set of
Two . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
2. Probability of Selecting the Correct Location Fingerprint from a Set of
Many . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
B. Analytical Model for Probability Distribution of Picking Fingerprints . . . 44
1. Voronoi Diagram and Proximity Structure of Location Fingerprint . . . 44
2. Approximate Probability Distribution using Proximity Graphs . . . . . 47
C. Performance Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
1. System Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
2. Results of Error Probability of Fingerprint Selection . . . . . . . . . . . 53
3. Results of Probability Distribution of Fingerprint Selection . . . . . . . 55
4. Results with Fingerprint Measurement . . . . . . . . . . . . . . . . . . 63
D. Analytical Modeling Study Summary with Simple Grid Systems . . . . . . 66
IV. SENSITIVITY ANALYSIS OF THE SYSTEM MODEL . . . . . . . . 69
A. Sensitivity of Modeling with Grid System Properties . . . . . . . . . . . . 69
B. Sensitivity of Modeling with Wireless Signal Properties . . . . . . . . . . . 72
C. Recommended Values For Positioning Parameters . . . . . . . . . . . . . . 75
V. SCALABILITY OF ANALYTICAL MODELING VIA CLUSTERING 76
A. Fingerprint Clustering Methods . . . . . . . . . . . . . . . . . . . . . . . . 77
1. Median Clustering Method . . . . . . . . . . . . . . . . . . . . . . . . . 77
2. K-Mean Clustering Method . . . . . . . . . . . . . . . . . . . . . . . . 77
B. Performance Evaluation of Clustering Methods . . . . . . . . . . . . . . . 78
1. Clustering Experiment Setup . . . . . . . . . . . . . . . . . . . . . . . . 78
2. Results with Fingerprint Clustering . . . . . . . . . . . . . . . . . . . . 83
3. Comparison of Computational Effort With and Without Clustering . . 88
VI. MODELING AND RADIO MAP IN REAL SITUATION . . . . . . . 94
A. Analytical Model with better RSS distribution . . . . . . . . . . . . . . . . 94
vii
B. Radio Map with Real Device . . . . . . . . . . . . . . . . . . . . . . . . . 103
C. Off-line phase fingerprint collecting guideline . . . . . . . . . . . . . . . . . 107
D. Miscellaneous Issues . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
VII. CONCLUSION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
A. Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
B. Future Research Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
APPENDIX A. DERIVATION OF THE PEP FOR FINGERPRINTSWITH
DIFFERENT RSS VARIATIONS . . . . . . . . . . . . . . . . . . . . . . 116
APPENDIX B. THE DIFFERENCE OF CDFS FROM BEFORE AND
AFTER FINGERPRINT ELIMINATION . . . . . . . . . . . . . . . . . 118
APPENDIX C. DERIVATION OF THE POINT OF INTERSECTION BE-
TWEEN DISTRIBUTIONS OF TWO GAUSSIAN VARIABLES . . 120
APPENDIX D. STANDARDDEVIATIONS FROMTHE RSSMEASURE-
MENTS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
APPENDIX E. THE GABRIEL PROXIMITY GRAPHS FOR FINGER-
PRINTS IN SCENARIO 2 . . . . . . . . . . . . . . . . . . . . . . . . . . 125
APPENDIX F. THE SKEWED GABRIEL GRAPH STUDY FOR FIN-
GERPRINTS IN SCENARIO 2 . . . . . . . . . . . . . . . . . . . . . . . 127
BIBLIOGRAPHY . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
viii
LIST OF TABLES
1 Parameter Settings of indoor positioning systems . . . . . . . . . . . . . . . . 27
2 Performance comparison of indoor positioning systems . . . . . . . . . . . . . 27
3 Summary of Relevant Concepts for Proximity Problem . . . . . . . . . . . . . 38
4 rss fingeprint table . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
5 error prob comparison table . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
6 Recommended values for location system parameters . . . . . . . . . . . . . . 75
7 Error Distance with Clustering (meter) . . . . . . . . . . . . . . . . . . . . . 85
8 Complexity Comparison . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
9 Operations Comparison . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
10 Floating-Point Operations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
11 rss deviation table . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
12 Standard Deviation (dB) from the Hillman Library . . . . . . . . . . . . . . . 123
13 Standard Deviation (dB) from the Hillman Library (con’t) . . . . . . . . . . . 124
ix
LIST OF FIGURES
1 An Efficient Location Fingerprint Framework . . . . . . . . . . . . . . . . . . 10
2 The planar Voronoi Diagram Example . . . . . . . . . . . . . . . . . . . . . . 31
3 The Delaunay Proximity Graph . . . . . . . . . . . . . . . . . . . . . . . . . 34
4 The Gabriel Proximity Graph . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
5 The Relative Neighborhood Proximity Graph . . . . . . . . . . . . . . . . . . 37
6 Example Structures for 9 Fingerprints: (a) Voronoi diagram (b) DG (c) GG
(d) RNG . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
7 25 Grid points for an indoor positioning system . . . . . . . . . . . . . . . . . 48
8 Voronoi Diagram and DG of 25 Location Fingerprints . . . . . . . . . . . . . 51
9 Voronoi Diagram and GG of 25 Location Fingerprints . . . . . . . . . . . . . 52
10 Voronoi Diagram and RNG of 25 Location Fingerprints . . . . . . . . . . . . 53
11 Impact of the standard deviation on error probability . . . . . . . . . . . . . 54
12 Prob. Distribution of Fingerprint Selection (MS is at Loc4)-GG . . . . . . . . 56
13 Prob. Distribution of Fingerprint Selection (MS is at Loc9)-GG . . . . . . . . 56
14 Prob. Distribution of Fingerprint Selection (MS is at Loc4)-DG . . . . . . . . 57
15 Prob. Distribution of Fingerprint Selection (MS is at Loc9)-DG . . . . . . . . 57
16 Prob. Distribution of Fingerprint Selection (MS is at Loc4)-RNG . . . . . . . 58
17 Prob. Distribution of Fingerprint Selection (MS is at Loc9)-RNG . . . . . . . 58
18 Prob. Distribution (by meters) of Fingerprint Selection-GG . . . . . . . . . . 61
19 Prob. Distribution (by meters) of Fingerprint Selection-DG . . . . . . . . . . 61
20 Prob. Distribution (by meters) of Fingerprint Selection-RNG . . . . . . . . . 62
21 Average Cumulative Distribution of Error Distance . . . . . . . . . . . . . . . 63
x
22 Measurement Setup at the fourth floor IS building . . . . . . . . . . . . . . . 64
23 Voronoi Diagram and GG of Measured Radio Map . . . . . . . . . . . . . . . 65
24 Average Cumulative Distribution of Error Distance from Measurement . . . . 65
25 Performance Sensitivity Between No. of APs and Grid Spacing . . . . . . . . 70
26 Performance Sensitivity: Grid Spacing, STD.of RSS, and Path Loss Exponent 71
27 Cumulative Performance Sensitivity: No. of APS and Grid Spacing . . . . . . 71
28 Performance Sensitivity Between STD.of RSS and Path Loss Exponent . . . . 73
29 Performance Sensitivity: No. of APs, STD.of RSS, and Path Loss Exponent . 74
30 Cumulative Performance Sensitivity: STD. of RSS and Path Loss Exponent . 74
31 Measurement Setup: Scenario 2 at the Hillman Library building . . . . . . . 79
32 Median Clustering and GGs: Scenario 1 . . . . . . . . . . . . . . . . . . . . . 80
33 K-Mean Clustering and GGs: Scenario 1 . . . . . . . . . . . . . . . . . . . . . 81
34 Median Clustering: Scenario 2 . . . . . . . . . . . . . . . . . . . . . . . . . . 82
35 K-Mean Clustering: Scenario 2 . . . . . . . . . . . . . . . . . . . . . . . . . . 82
36 The Average CDF of Error Distance with Clustering in Scenario 1 . . . . . . 83
37 The Average CDF of Error Distance with Clustering in Scenario 2 . . . . . . 84
38 Median Clustering with More Clusters (K = 4) . . . . . . . . . . . . . . . . . 86
39 K-Mean Clustering More Clusters(K = 3) . . . . . . . . . . . . . . . . . . . . 86
40 The Average CDF of Error Distance with 3(K-Mean) and 4(Median) Clusters 87
41 The Average CDF of Error Distance with 6 and 19 Clusters . . . . . . . . . . 88
42 K-Mean Clustering with more Clusters(K = 6) . . . . . . . . . . . . . . . . . 89
43 Operations versus Number of Clusters . . . . . . . . . . . . . . . . . . . . . . 93
44 Probability Density Function of the Beta Distribution . . . . . . . . . . . . . 96
45 RSS Histogram and the Normal Distribution . . . . . . . . . . . . . . . . . . 98
46 RSS Histogram and the Beta Distribution . . . . . . . . . . . . . . . . . . . . 98
47 The Normal Probability Plot from the RSS Measurement . . . . . . . . . . . 99
48 The Beta Probability Plot from the RSS Measurement . . . . . . . . . . . . . 99
49 Intersection between 2 Gaussian Distributions Example . . . . . . . . . . . . 101
50 Skewed GG of Measured Radio Map . . . . . . . . . . . . . . . . . . . . . . . 102
51 The Average CDF of Error Distance with a Skewed GG . . . . . . . . . . . . 102
xi
52 Delays as a Function of Number of Fingerprints . . . . . . . . . . . . . . . . . 106
53 Comparison of GGs from (a) 1 meter grid with eliminated fingerprints and (b)
1-and-2 meter grid used during the offline phase . . . . . . . . . . . . . . . . 109
54 Comparison of Average CDFs of Error Distance from Measurement with the
Offline guideline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
55 Difference between CDFs of Individual Location from Simulation: [Before -
After] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
56 Two GGs with Median Clustering: Scenario 2 . . . . . . . . . . . . . . . . . . 125
57 Two GGs with K-Mean Clustering: Scenario 2 . . . . . . . . . . . . . . . . . 126
58 GG of Measured Radio Map: Scenario 2 . . . . . . . . . . . . . . . . . . . . . 127
59 Skewed GG of Measured Radio Map: Scenario 2 . . . . . . . . . . . . . . . . 128
60 The Average CDF of Error Distance with a Skewed GG: Scenario 2 . . . . . . 129
xii
PREFACE
I would like to dedicate this dissertation to my parents, Boonmee and Penchan, my brother,
Sariddech, who always love and believe in me. Without their support, I could not have
finished this work and could not have been where I am now. They are invaluable to me.
I would like to acknowledge my advisor, Dr. Prashant Krishnamurthy, for his encourage-
ment and guidance towards this dissertation. I deeply appreciate his help, technical insight,
and dedication. After several years, he has tremendously enhanced on how I view research
problems on modeling of indoor positioning and wireless networking in general. I also like to
thank all my committee for spending time reading my work and giving all valuable comments.
I gratefully acknowledge Telecommunications program’s financial committee, especially Prof.
Richard Thompson, for providing the financial support during the last years of my study. I
would like to express my gratitude to the Royal Thai Government, specifically to Ministry of
Science and Technology and Chiang Mai University, for granting me support for the first six
years since I started my Master study at the University of Pittsburgh. Also, I want to thank
Dr. Prashant Krishnamurthy’s research funding from the National Institute of Standard and
Technology (NIST) for partially providing service grant for me during summer 2003.
I further wish to thank all my friends in Pittsburgh, SIS, and the Technology depart-
ment of SOE for assistance and all wonderful time at Pitt. Special thank to Dr. Kamol
Kaemarungsi who provides previous measurement data and relevant background for this
study. In addition, I want to thank Dr. Richard Donato of the SOE, who helped refine my
research statement while I was applying for the National Science Foundation (NSF) student
travel grant to the PerCom 2008 conference in Hong Kong.
xiii
I. INTRODUCTION
The evolution of networking and computing technology promises to make life simpler via
digital environments that can sense, recognize, and respond to human needs. Location-aware
computing gives a computing device the ability to pinpoint users in the environment and
to react to real world situations. Technology required for provision of location information
in both outdoor and indoor environment has been researched and developed over the past
several decades. While its roots are in military applications (e.g., the global positioning
system(GPS)), location information has become important in many applications such as
routing, logistics, safety and emergency response, asset tracking, and consumer marketing.
Since a mobile device could roam anywhere and its location can change with time, providing
location information sufficiently and efficiently is not easy and can impose several challenges.
Location determination is described as a process used to obtain the location information
of a mobile device with respect to a set of reference positions within a predefined space [1].
The process has been termed differently in the research literature as radiolocation, position
location, geolocation, location sensing, or localization. A system deployed to determine the
location of an entity is called a position location system or positioning system. A wireless
indoor positioning system provides indoor location information to the requested user (or
system) using a wireless network infrastructure. A set of coordinates or reference points
within the predefined space is used to indicate the physical location of the entity. For
example, GPS uses latitude, longitude, and altitude, constructing a geographic coordinate
system on the Earth’s surface, to express the position of the mobile device. An indoor
positioning system, on the other hand, may combine floor number, a room number, and other
reference objects to represent the mobile device’s location. Although the term position (a
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point) and location (a point or a region) are different in scope, they are used interchangeably
in this thesis.
As previously mentioned, there are many possible applications using indoor location in-
formation to accomplish tasks. Location-based service (LBS) applications include intelligent
management of information in 802.11 (Wi-Fi) hot spots. For example, at the airport a trav-
eler turns on his Wi-Fi-enabled handheld device and immediately gets information about the
floor plan, direction to specific gates, baggage claim, restaurants, or the nearest restroom.
Applications like Microsoft Location Finder [2] can turn a Wi-Fi user’s device into a location
determining device and could be used in such scenarios. In the manufacturing and logistics
industry, the capability to track assets or products in a plant, movement of work in process,
tools, vehicles, or even personnel is helpful. Location information can boost productivity,
optimize equipment utilization, and also reduce turn around times. Location information
for emergency services is also vital. Knowing the locations of all fire fighters in a building
during a mission helps track personnel and harmonize the operation, thereby saving trapped
fire fighters and rescuing individuals. Retail or shopping experiences will never be the same
if location information is employed. Stores can launch personalized promotions based on
profiles and locations of customers through a mobile unit or a personal device. A library or
museum can apply the same idea to broadcast relevant information such as an exhibition
detail or a new book in the bookshelf close to a user. These are just a few examples of
location-related applications that users can benefit from in real life.
This chapter introduces the fundamentals of indoor positioning systems and current in-
door positioning systems based on location fingerprinting. We describe an indoor positioning
system based on a current network infrastructure and challenge in deploying such system.
Finally, research approaches and focus of the dissertation are presented.
A. FUNDAMENTAL OF INDOOR POSITIONING SYSTEMS
As discussed previously, wireless positioning technology has been receiving increasing atten-
tion. With the ability to determine a location of an entity or an object, the technology can
be applied to a variety of applications and services that help facilitate a human’s daily ac-
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tivities. As a matter of fact, people’s activities are mostly taking place inside buildings such
as homes, schools, supermarkets, and offices. Most of the time social interactions between
individuals tend to occur more in indoor areas than outdoor areas. With conventional GPS,
although it is the most famous positioning technology, a GPS receiver cannot work well
inside buildings and urban environments due to the absence of a line of sight to satellites [3].
Positioning systems using cellular networks also fail to provide good accuracy for location
determination. So, this brings about the need to develop a new positioning system that can
perform efficiently in the indoor environment. There are many proposed indoor positioning
systems using different technologies. RF, infrared, and ultrasound are three major signaling
technologies used for indoor positioning systems. Generally, different types of sensors are
used to detect signals which have different characteristics depending on the location. A
sensor transduces the particular physics of the environment (i.e., heat, light sound, pressure,
motion) for each location and a sensor process converts them into measurable metrics such
as distance, time, or angle for later location determination. These metrics are processed by
a positioning algorithm in order to estimate the position. The complexity of the indoor area
due to obstructions, different types of constructional materials, and the dynamic nature of
environment creates many challenges and difficulties for accurate location finding. Thus, a
fundamental understanding of issues related to indoor radio propagation is needed for the
design and performance evaluation for new positioning systems.
The popularity of local wireless networks (WLANs) has increased in recent years where
they have already been installed in common buildings including homes, offices, or campuses.
The prevalence of WLANs gives great opportunity for providing location-aware services.
This type of commodity wireless technology like IEEE 802.11 allows an existing network
infrastructure to provide indoor location service with minimal modification and no additional
equipment. Hence, WLANs that are also cheap and easy to deploy, become an attractive
solution. In existing WLANs, a wireless interface card at a mobile station (MS) is used to
measure RF signals from access points (APs) nearby and can be considered as the sensor
part of the positioning system. There are many commercialized products (such as Ekahau[4],
MicroSoft Location Finder [2], the Skyhook’s WPS [5]), which can be used as indoor location
engines. The engine can later be integrated for many location-aware applications.
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However, provision of the positioning system poses numerous interesting challenges.
There are not many papers that provide a good analytical and theoretical background for in-
door positioning systems. A good framework for system design and performance evaluation
is required to guarantee a success of the technology. Krishnamurthy [6] identifies important
challenges and issues in locating the position of mobile terminals. Many of the issues are
interrelated. These issues are summarized as followings.
• Performance: In deploying an indoor positioning system, there are many performance
benchmarking metrics the need to be considered [6]. The most fundamental metric is
accuracy of location information which is usually reported as an error distance between
the estimated location and the actual mobile location in meters or feet. The accuracy
of the system depends on the sensing technology deployed, radio propagation charac-
teristics of environment, and signal processing technique used to estimate the location.
Another metric is called “precision”. The precision of location estimation reports the
probability of successful (or unsuccessful) location estimates with a given accuracy. With
0-meter error distance (0-meter accuracy), the location precision will correspond to the
probability of returning the correct location. Some other essential metrics include delay,
capacity, coverage, scalability, and interoperability of the positioning system. The delay
metric refers to the time taken for the system from sensing the location information
to reporting it to the requesting entity. The capacity metric measures the number of
queries for location estimation that the system can process and handle per unit time.
The coverage metric reports the area boundary where the positioning system is available
to compute location information. Scalability of the positioning system is concerned with
how well the system performs when handling larger coverage areas and larger numbers
of requests for location estimation. Interoperability is the capability of the system to
operate and combine with different systems in order to support better location services.
An efficient indoor position system should satisfy the desired performance metrics as
mentioned above.
• Cost and Complexity: Provision of an indoor positioning system results in cost of
required infrastructure, additional communication bandwidth, fault tolerance and reli-
ability, and nature of technology deployed. For some systems, the cost also includes
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installation of equipment, software upgrade, survey time, and development of a loca-
tion database. Integrating the indoor positioning system with the commodity equipment
makes the system cheaper and fast for deployment. It is also desirable to reuse existing
communication infrastructure and signals for location sensing, thereby simplifying the
deployment process. Finally, a mobile device involved in location estimation process
should consume as minimal power as possible. The complexity of signal processing and
algorithms for location estimation has to be considered as a trade-off with performance
of the positioning systems.
• Application requirements: Different applications in mobile and distributed data en-
vironment may have different position location requirements. The major requirements
are the granularity of position location information, the performance for location estima-
tion, and the availability. The granularity consists of spatial granularity and temporal
granularity. The spatial granularity determines level of detail of location information
whereas the temporal granularity determines the rate at which the location information
is requested. For performance requirements, applications may need different combina-
tions of performance metrics. Some applications such as advertising may require only
moderate delay response time (within couple minutes or hours) and moderate location
accuracy (within tens of meters), while emergency response application may require
shorter response times (within couple seconds) and higher accuracy (within few meters).
In the latter application, the performance aspects become crucial. Moreover, positioning
systems can be created using either self-positioning and remote-positioning approaches.
The availability in location estimation refers to an ability to obtain location information
for an entity under a particular situation. The availability metric is closely related to
privacy concerns for indoor positioning systems.
• Security: Location information should be made available only to those with proper au-
thorized access. Lack of privacy of location information could provide knowledge of activ-
ities of any individuals whose location can be unobtrusively tracked. Service providers,
who know location of users, can exploit location information to provide location depen-
dent information or services not wanted by users. This is sometimes referred to as user
personalization. Personalization, combining location information and logging informa-
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tion, has the potential to be extremely contentious. This can seriously damage trust in
the system. So it is suitable to develop security protocols to prevent misuse of location
information. Especially, a wireless mobile terminal that transmits and receives signals
with the intent to capture and process signals to derive location information, makes it
difficult to secure such signals. On the other hand, some applications such as emergency
response and homeland security need to be able to access such signals during critical
conditions as soon as possible. Securing of location information in such situations can be
burdensome. Hence, a good positioning system should preserve privacy without sacri-
ficing accessability and functionality of the system. This is extremely difficult especially
when a mobile terminal has to operate across different control boundaries.
B. INDOOR POSITIONING SYSTEMS BASED ON LOCATION
FINGERPRINTING
Increasing deployment of commodity computers with WLAN equipment (e.g. access points,
built-in wireless access cards) has the advantage that adding indoor localization functions
can be done so as to leverage existing infrastructure with minimal modification. So, the
use of existing radio characteristics of an IEEE 802.11 network to localize a user emerges
as a favorable option. Location fingerprinting, which utilizes radio signals, is a technique
that identifies the location of a user by characterizing the radio signal environment of the
user. The location fingerprinting approach exploits the relationship between physical-related
measures and a specific location. In other words, a physical location of the user is mapped
into a unique measure in radio signal space and it is used for location determination. The
measures may include received signal strength (RSS), signal-to-noise ratio (SNR), or packet
loss rate. The RSS is the measurement by the receiver of the power (usually expressed in
decibels) of each received packet and it has shown strong correlation to distance [7]. In
addition, the RSS is typically available in a normal wireless interface card, and its use for
localization has been adopted in many indoor positioning systems [4, 5, 8].
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An outdoor positioning system can use triangulation-based techniques, such as angle of
arrival (AOA) and time difference of arrival (TDOA), to efficiently implement a localization
system. For an indoor environment, however, wireless signals encounter the problem of
dense multipath and none-line-of-sight effects which renders these techniques ineffective and
complex for actual implementation. Also, a mobile station may not always see three or
more access points in an indoor environment at all places and at all times, which is essential
for triangulation computation for both AOA and TDOA. Compared to these techniques,
an indoor positioning system using location fingerprinting technique is relatively simple to
deploy.
Generally, fingerprinting based indoor positioning systems comprise of offline and online
phases. Locations in the entire area of interest are usually considered as rectangular grid
points. The grid spacing, which is defined as the distance between the closest positions,
is typically reported in meters or feet. During the offline phase, by site-surveying, the
RSS from multiple access points (AP) at different grid points are collected and stored in a
database called a radio map. The vector of RSS values at a point on the grid is called the
location fingerprint of that point [9]. This RSS vector is measured with enough statistics
such that it creates a specific RSS pattern on a predefined point of the grid. The central
tendency measure such as the mean of the RSS is used to represent fingerprint vectors of
a location. Then a MS’s location is determined by a positioning engine during the online
phase. The positioning engine, where the radio map is stored, estimates a MS’s location
using an appropriate algorithm and it can be implemented either at a WLAN infrastructure
or at a MS.
During the online phase, first a MS will measure one or more sample fingerprint vectors
of RSSs from different APs at its current location. If the positioning engine is located at the
WLAN infrastructure, the sample fingerprint is sent to a central server in the WLAN infras-
tructure. This server compares the measured fingerprint to fingerprints stored in the radio
map for determining the MS’s location on the grid. The estimated result is then reported
back to the MS. If a positioning engine is located at the MS, the fingerprint comparison is
done locally. Commonly, the Euclidean distance between the measured fingerprint and each
fingerprint in the radio map is computed and used for location estimation. The grid coordi-
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nate associated with the fingerprint that provides the smallest Euclidean distance is selected
as the estimate of the position. Other methods using Bayesian modeling [10] and Statistical
Learning [11] are also suggested in order to map a sample fingerprint to the fingerprint in
the radio map.
Existing literature (will be discussed in Chapter II) have demonstrated an effort to adopt
the indoor positioning systems based on location fingerprinting technique with WLAN in-
frastructure. Many research groups have introduced various ways to enhance the system
performance with several approaches. Previous work varies among model analysis, simula-
tion, experimental measurement, and actual implementation studies. However, provisioning
an indoor location fingerprint system still faces many challenges and limitations especially
with issues related to the performance of the system. In general, the performance of the
system depends on the technology employed, the characteristics of radio channel in the
environment, and the complexity of signal processing technique used.
For benchmarking of indoor fingerprinting systems, the most fundamental metrics used
are location accuracy and location precision as defined in section I.A. It is intuitive to believe
that a small grid spacing would help to achieve good accuracy with acceptable precision. So,
conventionally, to achieve desired performance, a large number of fingerprints are collected
from a fine-grained symmetric square grid system during the offline phase. This process can
be laborious. In addition to the labor cost, the size of the database of the radio map can
have a direct impact on the delay, capacity, and granularity performance of the positioning
system. In fact, a constellation of fingerprints is typically scattered and asymmetric due
to different signal propagation for different locations. The Euclidean distance among some
fingerprints on a particular area could be small compared to the variation of the RSSs in
the area. The variation can influence a decision of the location system such that most of the
time it will select one location as a correct location even though the MS is actually located
at another location. As such, keeping all those fingerprints in the radio map can reduce
location precision.
Collecting many fingerprints with small signal distances in the radio map will not be
helpful and also cause extra computational effort while determining the location. Such
fingerprints should be eliminated from the radio map or not be collected in the first place
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(if they can be identified a priori) during the offline phase. With a large grid spacing with a
small number of location fingerprints, although the precision performance may be improved,
it may not achieve the desirable accuracy by the user. Unfortunately, a system designer
usually lacks a sound approach to deal with the situation and determine which fingerprints
or how many of them should be included in the radio map database. Especially for large
indoor buildings with several floors, it is necessary to have a cost/time effective approach to
deploy and construct the radio map for the positioning system.
So, from the above reasoning, one challenge for deploying a location fingerprinting tech-
nique is how to efficiently collect fingerprints and construct a radio map so that it contains
only necessary location fingerprints without sacrificing performance. Even though research
on location fingerprinting has been investigated for years, no literature has studied this is-
sue of determining the radio map. Moreover, an existing model of location fingerprinting
[9] did not study the distribution of probability of selecting location, which is important to
construct an efficient radio map.
C. APPROACHES AND RESEARCH FOCUS
In this dissertation, we study an indoor positioning system based on location fingerprinting
technique. The question we try to answer is whether it is possible to employ the properties of
fingerprint constellations, structure of the radio map and probability of selecting a location
in the system to make location determination more efficient. The process behind answering
this question is as follows. We derive an analytical model for analyzing indoor positioning
systems. The model must enhance the existing analytical model(s) by considering the distri-
bution of the probability of selecting a location and distribution of error distance. Next we
find a method that helps determine and eliminate unnecessary location fingerprints stored in
a radio map database. Then, from the performance study of measured location fingerprints,
a usable design framework to create an efficient radio map with less time and possibly labor
for indoor location fingerprinting systems is derived.
Base on the above discussion, a framework, which is used toward the design of an efficient
location fingerprinting based indoor positioning system, is given in Figure 1.
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Figure 1: An Efficient Location Fingerprint Framework
In this framework, first a site-survey of RSS measurement in a defined area is performed,
producing a fingerprint collection or radio map. The next component analyzes the fingerprint
structure to better understand the fingerprint system which will be used to estimate a MS’s
position. In this stage many characteristics of the fingerprint system are extracted such as
location fingerprint decision regions, neighbor set, and clusters. Then the analytical modeling
component is used to help predict performance of the system before the actual deployment.
An efficient radio map is then constructed by employing a fingerprint elimination procedure.
With all these components, finally the positioning system can efficiently estimate the MS’s
position.
Since the fingerprint collection and measurement has already been done in previous
research [1], our contribution in this dissertation include the rest of all components in the
framework.
As stated, an improved analytical performance model as well as a fingerprint elimination
technique for indoor positioning systems based on location fingerprinting are studied. The
dissertation begins by studying the structure of indoor location fingerprint vectors which
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later allows insight into the details of the radio map and better modeling of the performance.
Our work focuses on the accuracy and precision performance metrics of positioning system
and suggests a performance modeling and evaluation methodology. The performance model
will be used by a new fingerprint elimination technique to enable an efficient radio map
construction and consequently reduce effort for fingerprint searching.
There are assumptions used to define the scope of this work. First, we only study
stationary mobile stations. No mobility tracking is considered in this work. Second, we will
not consider the search of an optimal positioning algorithm but assume a generic algorithm
using the nearest neighbor method with Euclidean distance as the classifier. Third, we
consider only indoor fingerprinting systems based on a WLAN infrastructure. A system
with other sensing techniques, technologies, or a hybrid approach is beyond the scope of
this dissertation. Fourth, the location system is considered only on one floor of a building.
However, we believe that our system is flexible and it can be applied to a multi-floor situation.
Fifth, we assume that the indoor positioning system is overlaid on top of the existing WLAN
infrastructure. Hence, we will not consider optimal placement of the WLAN infrastructure.
D. DISSERTATION ORGANIZATION
The rest of the dissertation is organized as followed. In Chapter II, we present previous lit-
erature work on wireless indoor positioning systems and relevant mathematical concepts of
Voronoi diagram and proximity graphs, which are used to analyze location fingerprint struc-
ture. Then the location fingerprint framework for designing an efficient indoor positioning
system is described in Chapter III. An analytical model for location system performance
prediction, a new fingerprint elimination technique, and its performance results are also
shown and discussed in this chapter. Results from the sensitivity study of precision and ac-
curacy metrics with varying grid systems and wireless characteristics are shown in Chapter
IV. Chapter V provides a study of tradeoffs with fingerprint clustering where we first divide
fingerprints into many clusters and compute separate proximity graphs towards improving
the scalability in the computation of the models and fingerprint elimination procedures. In
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Chapter VI, we look into the use of the new radio map for real devices. We also present a
study of modeling with different RSS variations, where we employ a better RSS distribution
(i.e., skewed-Normal) to test whether it improves precision modeling. Then we illustrate the
use of our off-line phase fingerprint collecting guideline, derived from the analytical study.
Finally, the conclusion and the future research work are described in Chapter VII.
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II. LITERATURE REVIEW
In this chapter, we present a literature review of wireless indoor positioning systems based
on location fingerprinting. Then we present background material on the concepts of the
Voronoi Diagram and Proximity Graph. The meaning of term “proximity” is quantified by a
decomposition of space into regions using the Voronoi diagram. We will describe the concept
of the Voronoi diagram and its construction. Then, the concept of the proximity graph to
analyze proximity structure of the location fingerprints is given.
A. INDOOR POSITIONING SYSTEMS USING WLANS AND LOCATION
FINGERPRINTING
In this section, RF-based wireless LAN indoor positioning systems are reviewed. Excellent
comprehensive surveys of indoor positioning systems can be found in [1, 12, 13].
The popular deployment of IEEE 802.11 wireless LANs in past few years has attracted the
idea of utilizing such a network for future positioning systems based on location fingerprint-
ing. This type of positioning system can be overlaid on top of any existing WLAN. Hence,
the system can be built with a small cost of minimal additional infrastructure. Moreover,
such systems utilize radio frequency (RF) signals which can penetrate most of the indoor
materials resulting in a larger range and reducing the number of required access points for
positioning purposes. Since the RSS can be measured by all WLAN network interface cards,
no dedicated tag or badge is required for current laptops and PDAs with built-in IEEE
802.11 interfaces. The system is flexible because a system designer can select whether to
have a centralized positioning server or a mobile station determine its own position. How-
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ever, the fingerprinting technique requires a potentially laborious training phase (the off-line
phase) to collect location fingerprints for all positions in the operating area, before the actual
deployment (the on-line phase).
Initial and experimental studies of the WLAN location fingerprinting system for feasibil-
ity have been successfully shown in [8, 14]. After that, several research works have proposed
improving location estimation algorithms as well as system performance [7, 15, 11, 16]. Some
machine learning techniques such as neural network and support vector machines (SVMs)
techniques have been introduced to improve the performance with RSS fingerprinting. Here,
we will describe the fingerprinting-based indoor positioning system based on its fundamen-
tal components. The characteristics of the RF signal propagation in indoor environments
can directly affect the capability of location determination by the system. For this reason,
we will first consider previous studies on the impact of indoor environments. Next, general
definitions and representations of location fingerprints are explained. Then, several meth-
ods used for location estimation are described. Finally, a performance summary of existing
indoor positioning systems is presented.
1. Indoor Environment
Radio propagation indoors is influenced by a variety of aspects. These aspects include
frequency of operation, layout of the building, constructional material, presence of objects
or humans in the building, and dynamics of the environment. The RF signal propagation in
indoor environment is dominated by reflection, diffraction, and scattering of radio waves. The
power of the RF signal, namely the signal strength, significantly attenuates over distance.
Also, the transmitted signal generally reaches the receiver by more than one path, resulting
in a phenomenon known as multipath propagation. Signal attenuation as well as multipath
propagation have great impact on the received signal strength used for indoor positioning
systems. Several studies have tried to characterize properties of received signal strength for
indoor environment. An initial study was done by J. Small et al [17] where the received signal
strength from access points was measured at a fixed WLAN station inside an office building.
They found out that the mean, mode, median from collected data were close together, and
the data was log-normally distributed.
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Dr. Kamol Kaemarungsi had done a comprehensive measurement campaign inside the
Hillman Library and School of Information Science (IS) building at the University of Pitts-
burgh [1]. As opposed to the previous findings, the result from measurements revealed that
the signal data (in decibels) has a left-skewed normal distribution when there is a line-of-sight
between an access point and a WLAN station. It is approximately a normal distribution
when there is no line-of-sight. In addition, results over multiple days also showed that there
could be multiple modes in the distribution. It was indicated that the farther the WLAN
station is from the access point, the smaller is the degree of standard deviation of the re-
ceived signal. Also, the effects of user presence and orientation play a significant impact
on the mean and the standard deviation of the received signal strength. Water, which has
a resonance frequency at 2.4 GHz(one used in most 802.11 WLANs), is the most common
molecule in the human body and can greatly attenuate the WLAN signal. In fact, the
observation in [8, 1] showed that different user orientations can cause a variation in signal
strength up to 5 dB. In some case, the human body can completely block the WLAN signal
from reaching the WLAN station. So it is usually suggested that these effects of the user
are needed to be taken into consideration while estimating the user location. Other factors
such as dependency of signal strength over time of the day and different makes of WLAN
cards apparently can result in differences in the signal strength distribution as well.
2. Location Fingerprints
A “location fingerprint” based on RF characteristics such as RSS is the basis for representing
a unique position or location. It is created under the assumption that each position or
location inside a building has a unique RF signature [18]. A fingerprint F is generally
defined as a vector of RSS values from each access point and a corresponding location label
L. The RSS values are measured from a set of predefined locations in the building. Collection
of location fingerprints and associated location labels are maintained in database called a
radio map denoted as a tuple (L,F). A set of tuples representing relationship between the
radio signal component and spatial component of the measurement is called a training set
[19].
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According to Battiti et al [19], the location information L for indoor location can be
recorded in two forms depending on the type of the problem to be solved in terms of sta-
tistical learning theory. For a decision or classification problem, location information could
be expressed by an indicator variable which is a single variable from a two-valued set, e.g.
L = {−1, 1}. The example for the decision problem is when an indoor positioning system
decides whether the object is inside or outside the area. For a regression problem, location
information used by the indoor positioning system is given by a tuple of real coordinates. Co-
ordinates can vary from one dimension (e.g., position along a corridor) to five dimensions (e.g.
position in three-dimensional space and two orientations expressed in spherical coordinates).
To give an example, location information of a two-dimensional system with orientation could
be expressed as the triplet: L = {(x, y, d) | x, y ∈ R2, d ∈ {North,East,South,West}}.
Because of the fact that the RSS is already available in most WLAN interface cards,
it is thought to be the most effective RF signature and commonly used for location fin-
gerprinting. Another parameter such as signal-to-noise ratio (SNR) has proved to be less
location-dependent than the RSS due to the randomness of the noise component in nature
[8]. In practice, noise can vary considerably from one location to another depending on
external factors, resulting in a huge change in the SNR. This does not happen to the RSS
although it can be impacted by small scale fading [20]. So in comparison with the SNR, the
RSS tends to be more stable at a specific location.
To create a location fingerprint, a number of samples of RSS vectors are collected at each
location. Samples are usually collected over a time period. Each RSS element of a vector
can be considered as a random variable. The size of the vector is determined by the number
of access points that can be heard at a location. The average RSS from each access point is
calculated and recorded as an element in the location fingerprint. For N access points that
can be heard at a location, a location fingerprint can be expressed as:
F = (ρ1, ρ2, . . . , ρN) (II.1)
where each ρi is an average RSS element. The standard deviation of the RSS, as suggested
in [14], could be added to the location fingerprint using another vector:
D = (σ1, σ2, . . . , σN) (II.2)
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where each σi is a standard deviation of RSS element. This approach of representing location
fingerprint is called deterministic approach since location information is tied to a constant
RSS value. An example of location estimation method using this approach is the nearest
neighbor method. Detailed discussion of this method as well as other methods are presented
in the next subsection.
Another approach [7, 15] for representing location information is to estimate the prob-
ability distribution of the RSS signature. This approach is referred to as the probabilistic
approach since it is assumed that the location fingerprint is described by a conditional prob-
ability. The location fingerprint in this approach is described in the form: P (F | L), where
F denotes the observation vector of RSS and L denotes the location information. The
conditional probability P (F | L) is called the likelihood function because it provides the
probability of the occurrence of the RSS vector given the known location information [15].
The process that creates the basis of location fingerprinting discussed above is considered
as a part of preprocessing step [15]. This step is done before deployment of fingerprinting
based positioning systems. Preprocessing is needed to clean up the raw data and render the
dependency between the collected location fingerprints and the location information. This
may include encoding, dimensionality reduction, feature extraction, clustering, or outlier
elimination. Especially, finding an appropriate number of location fingerprints needed in
the reference radio map is believed to increase system performance and it is a challenging
problem. So far, there has been a lack of a systematic technique for reducing the number
of fingerprints collected to produce an efficient radio map. We will discuss a technique we
propose towards this, along with the analytical model used in this work in the following
chapter.
3. Location Estimation Methods
A location estimation method, also known as a positioning algorithm, is a procedure that
exploits the dependency between location information and location fingerprint basis in order
to determine a position or location from samples of RSS signals. Many location estimation
methods have been suggested in order to improve performance in terms of accuracy, precision,
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and granularity of the system. Two simple examples of location estimation methods are the
random selection method and the strongest base station selection method. With the random
selection method, the user’s position is estimated by randomly picking one from a set of
known positions. The strongest base station selection method guesses the user’s position to
be the same as the location of the base station that provides the strongest signal strength.
Bahl et al [8] introduced a more efficient, yet simple method compared to the previous two
methods by picking a position from a predefined search space with the closest signal strength
data to a sample. With a reported 7 feet of accuracy and 38 percent precision, significant
effort is still required to construct the signal strength database or search space.
The positioning algorithm can be viewed from a statistical learning perspective as a
pattern classifier. In pattern classifiers, the procedure is to classify samples of patterns
into different classes [15, 21]. The RSS data patterns that come from different locations or
positions belong to individual classes. These data patterns form a training set and are used
to create estimator models that relate location fingerprints and location information. The
classifier then ”learns” from the previous training set of location-dependent RSS fingerprints,
and estimates the position or class from the samples of RSS vectors.
Considered as pattern classifiers, positioning algorithms or location estimation methods
can be divided into two main types based on approaches used to model the relationship
between location fingerprints and location information. They are parametric classifiers and
non-parametric classifiers. A parametric classifier assumes some knowledge of the distribu-
tions of the location fingerprints such as mean of RSS or probability density function of the
RSS. A non-parametric classifier, on the other hand, does not assume any knowledge on the
distributions of the location fingerprints, but it uses a trainable parallel processing network
to solve for the location from observed location fingerprints. In the case of the parametric
classifier, the method is based on either nearest neighbor classifiers or Bayesian inference.
In the case of the non-parametric classifier, the method is based on either neural network
classifiers or a statistical learning paradigm such as support vector machines (SVMs). We
discuss these methods used for indoor positioning systems below.
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a. Nearest Neighbor Methods The first method employing the deterministic ap-
proach for estimating the user location is the nearest neighbor method. The nearest neighbor
method requires parameters of fingerprints that includes mean vectors and standard devia-
tion vectors of the RSS, thereby making this approach as a parametric classifier. To deter-
mine the location, a common discriminant function or context-dependent distance measure
is used in order to classify a sample of the RSS fingerprint into an estimated position. The
basic method for the nearest neighbor classifier is that it selects the class based on the the
“closeness” of a sample RSS vector to the mean or average RSS location fingerprints stored
as a training set. It is referred to also as a case-based method since it classifies location
fingerprints from each location into each case or class [15].
Let a set of K location fingerprints be denoted by {F1,F2, . . . ,FK} and each fingerprint
has a one-to-one mapping to a set of positions {L1,L2, . . . ,LK}. A sample of an RSS
fingerprint denoted as R is measured during the on-line phase. The sample can be a mean
or average RSS vector of a small window of RSS samples. Assume that an indoor positioning
system only considers the average RSS from N access points as a location fingerprint. The
sample of RSS vector is R = (r1, r2, . . . , rN) and each location fingerprint i in the database
can be expressed as Fi = (ρi1, ρi2, . . . , ρiN).
Given the Dist(·) function that computes closeness or distance measurement metric in
signal space [14], the procedure with the nearest neighbor method is to pick the fingerprint
j that has the shortest signal distance:
Dist(R,Fj) ≤ Dist(R,Fk),∀k 6= j. (II.3)
Prasithsangaree et al [22] summarized the signal distance metric as a generalized weighted
distance Lp which can be computed as follows:
Lp =
1
N
(
N∑
i=1
1
wi
|ρi − ri|p
)1/p
, (II.4)
where N is the dimension of signal space or the number of access points deployed by
the system. Here wi is a weighting factor (wi ≤ 1) and p is the norm parameter. The
weighting factor is used to bias the distance parameter based on how reliable or important
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the RSS component is from the fingerprint measurement. The number of signal samples
or standard deviation of RSS could be used as a weighting factor [22]. With p = 1, the
distance based on the sum of absolute differences in the RSS sample vector and a location
fingerprint is called the Manhattan distance L1. With p = 2, the Euclidean distance L2 is
formulated and it is the most well-known distance used to classify the locations [8, 22, 14].
Another distance metric that can be used is theMahalanobis distance [23]. The Mahalanobis
distance has an advantage over the Euclidean distance in that it takes into account the
correlations of the fingerprint components and it is scale-invariant, i.e., it is not dependent
on the scale of measurements. However, as shown in [23], only a slight improvement in
precision performance is achieved with some extra computation of the covariance matrix for
location fingerprints.
Different modifications have been proposed to improve the performance of the nearest
neighbor method. It is believed that there may be more than one closest neighbor and
that a closer estimate should probably be the result from averaging over these locations.
Therefore, instead of using only one closest neighbor, a method using k nearest neighbors
are suggested [8, 22] and a weighted k nearest neighbor method has been also suggested
[19, 22]. The estimated location from these methods is the average of those k neighbor’s
coordinates. With a small k, there is a small improvement over the single nearest neighbor
method [8]. However, Phongsak et al [22] reported that for k > 8 location estimation error
became worse.
As discussed earlier, the standard deviation of the RSS fingerprint can also be used to
provide additional information for the nearest neighbor classifier [14]. For example, when
a sample fingerprint lies outside a region with two standard deviations on each side of the
mean RSS, the sample vector is categorized as a non-classifiable pattern where the sample
can not be associated with any position in the database. The mathematical expression for
the additional criterion is written as [14]:
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ρi1 − 2σi1 ≤ r1 ≤ ρi1 + 2σi1,
ρi2 − 2σi2 ≤ r2 ≤ ρi2 + 2σi2,
...
...
...
ρiN − 2σi2 ≤ rN ≤ ρiN + 2σiN . (II.5)
It turns out that by using the above criterion, the error distance between the actual
position and estimated position is reduced compared to the one without it [14]. There is also
a research work trying to suggest improvement on the nearest neighbor search method. A
multidimensional search algorithm such as R-Tree, X-Tree, and optimal k-nearest neighbor
search are among those search techniques [8].
The advantage of nearest neighbor methods is that they are easy to deploy and that
they require minimal training or tuning of the system. Performance of positioning algo-
rithms using nearest neighbor method depends upon how much location fingerprints can be
separated in signal space. In addition, as the number of components in fingerprints or the
number of fingerprints in database increases, the computational complexity of the methods
also increases and may be prohibitive for deployment in a large area.
b. Probabilistic Methods A second parametric classifier for location determination is
based on the probabilistic method. The probabilistic approach models the location finger-
print using conditional probability and estimates location using Bayesian inference [7, 15, 16].
It assumes a prior knowledge about the probability distribution of the user’s location and
the probability distribution of the RSS at each location. The prior location distribution can
be found by maintaining user location profiles [15]. The profiles can be useful for location
tracking applications [7]. The prior distribution of the RSS, on the other hand, is obtained
from either real measurement training data or in the form of radio propagation models with
estimated parameters to represent the actual environment.
For each location coordinate L, we can estimate the conditional probability density func-
tion or the likelihood function P (F|L) from a training set consisting of samples of location
fingerprints and their labels. Two methods were suggested for estimating the likelihood
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function: the kernel method and the histogram method [15]. For n samples of the RSS
from an access point (one dimension) at a location, the kernel method imposes a probability
mass (such as a Gaussian distribution) on each sample of RSS values. As a kernel function,
each Gaussian distribution has a mean value ρ which equals to one of n RSS samples and
a proper standard deviation σ which is an arbitrary adjustable kernel width. Then, the
resulting likelihood function of a sample RSS r given a location L is an equally weighted
sum of all n Gaussian kernel functions:
P (r|L) = 1
n
n∑
i=1
[
1√
2piσ
exp
(
−(r − ρ)
2
2σ2
)]
. (II.6)
From Equation II.6, the kernel width σ will have a smoothing effect on the probability
density estimation if its value is large. The kernel method can be extended for multiple
dimensions (multiple access points) by making an independence assumption and multiplying
all conditional probabilities together as P (F|L) = P (r1|L)P (r2|L) · · ·P (rN |L). It was also
noted that the Euclidean nearest neighbor method is derived from a Gaussian kernel with
kernel width approaching zero [15].
Another method for estimating the density function is the the histogram method. This
method uses a discrete density function (histrogram) to estimate the continuous density
function of the RSS value. The method requires a fixed set of bins to count the frequency
of occurrence of RSS samples and produces a histogram. A bin’s range is calculated from
an adjustable number of bins and the known values of the minimum and the maximum RSS
values. Simple equal-width bins of 3, 7 and 27 were used in [15]. The larger the number
of bins is, the better the histogram can approximate the probability density function of the
RSS. Ladd et al [7] presented a new way to compute P (F|L) using two different conditional
probabilities from two different histograms. The first conditional probability is derived from
the frequency of an access point’s observations at location L or how often the signal from that
access point is observed. Another conditional probability represents the distribution of the
RSS from that access point at the same location. Then these two probabilities are multiplied
together to produce the conditional probability of receiving a particular observation.
22
Each location is initially assumed to have a priori probability P (L) which could be
equally likely for every location in set L. Then, the location estimation algorithms based
on the probabilistic approach apply the Bayes’ rule in order to find a posteriori distribution
of that location which is the conditional probability of the location L given the location
fingerprint F as:
P (L|F) = P (F|L)P (L)
P (F) =
P (F|L)P (L)∑
k∈L P (F|Lk)P (Lk)
. (II.7)
From the equation II.7, the probabilistic approach classifies the location fingerprints accord-
ing to the maximum estimated posterior probability; that is, it selects the location fingerprint
according the likelihood functions. Hence, the location estimate Lˆ is the maximum likelihood
estimator:
Lˆ = maxargLi∈LP (Li|F) = maxargLi∈LP (F|Li)P (Li). (II.8)
The probabilistic approach can be used to reduce the position search space during the
online phase. One example is to use the Joint Clustering technique proposed in [16]. In their
system, a cluster is a set of positions where signals from the same set of access points are
received. After knowing which cluster a current user’s position belongs to, the Bayes’s rule
(as shown in equation II.8) is applied to positions only within the cluster. However, finding
the choice of dimension (a set of access points) for the joint cluster is a critical aspect for
this technique.
The probabilistic method can provide better performance over nearest neighbor methods
since it has additional information on the probability distribution. The disadvantage of this
method is that it needs a large training set to precisely estimate the conditional probability
distribution. Many probabilistic methods require explicit knowledge of the probability distri-
butions of the location fingerprints. So it is necessary to characterize the WLAN’s received
signal strength and the location fingerprints. Because the probabilistic methods incorpo-
rate some information of radio propagation, they could provide insight on the underlying
mechanism of indoor positioning.
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c. Neural Network Methods Neural network methods consider the solution to a user’s
location from the received signal strengths inside a building or in a complex urban geometry
as a complex problem. Hence, the method uses a parallel distributed processing network that
consists of interconnected processing elements called neurons to collaboratively produce the
estimated output location. The neuron for location determination basically consists of a set
of input links that are weighted with synaptic weights, a combiner (e.g., an adder) that sums
all weighted inputs, and an activation function that limits the amplitude of the output of the
neuron. The activation function, also known as the transfer function, is usually a non-linear
function. For “yes/no” classification problem, the sigmoid function,f(x) = 1/(1 + e−x), is
considered as a suitable non-linear function [19].
The neural network that many neurons are interconnecting in both serial and parallel
manner to create layers of the network is referred to as a multilayer perceptron (MLP) neural
network. Signals flow sequentially through the different layers from the input to the output
layer. Hidden layers are layers in the middle between the input and output layers. The MLP
neural network is trained with samples of labeled location fingerprints in order to iteratively
calculate all synaptic weights inside the neurons. The training process is interactive for
each input sample of a location fingerprint in which the synaptic weights are tuned so that
the output is the correct location. As a result, the training process automatically creates
complex boundaries for location fingerprint classes.
Many works [19, 24, 14] have proposed the use of MLP neural networks to solve the
location estimation problem with fingerprints. A simple feed-forward and fully connected
neural network which consists of one hidden layer was used to determine location in [14].
The inputs consist of three features, each representing the RSS from three access points. The
hidden layer is composed of 20 neurons and the output layer has 19 nodes corresponding to
19 positions on their map. The synaptic weights in the hidden layer are iteratively computed
using a gradient of the error propagating backwards from the output layer. This training
technique is called the error back-propagation algorithm. Battiti et al [24] implemented
a MLP neural network with one hidden layer that uses the sigmoidal function and the
output layer that uses an identity function,f(x) = x. Their architecture, referred to as
3→8→2, has three RSS inputs for three access points, eight hidden units, and two outputs
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of 2D coordinates. They used a training technique called one-step-secant (OSS) algorithm
to iteratively adjust synaptic weights with second derivatives information.
The advantage of using the MLP neural network is that it requires no prior knowledge
such as the location of access point, building geometry, or signal characteristics of the en-
vironment (path loss exponent). However, as reported in [14, 24], performance in terms
of accuracy and precision do not show significant improvement over the nearest neighbor
method. The neural network methods also requires a training process, which can be very
slow especially when a large training set is used to improve location estimation performance.
Overtraining and overfitting could potentially result in worse performance as well [24]. An-
alytical models for error performance with this method can be too complicated and only
measurement tests are performed to evaluate data not in the training set. Neural network
methods abstract out all underlying mechanisms of fingerprinting and leave no insight for
understanding the nature of the indoor positioning systems.
d. Support Vector Machine Methods The support vector machines (SVMs) method
has been used as a non-parametric non-linear classifier for estimating indoor locations [19,
11]. The SVM method is considered as a tool from statistical learning theory that can be
used to derive the unknown functional dependency based on observations. The dependency
for the study is between the RSS fingerprint and the location information.
The basic concept of the SVMs method is based on the Structural Risk Minimization
(SRM) principle that tries to minimize a bound on an expected risk functional or general-
ization error [19]. The risk functional is defined as the expected value of a loss function.
The loss function is a measure of how much the function used to approximate the pattern
mapping differs from the real pattern mapping. The overall risk function is showed to be
bounded by the empirical risk function and Vapnik-Chervonenkis (VC) confidence interval
[19].
The classification operation used for SVMs methods can be briefly summarized as fol-
lows. First, the vectors of location fingerprints are mapped into a higher dimensional space
called feature space [19] by using a function called kernel of the SVM to perform vector
transformation. There are many SVMs kernel functions that can be used such as polynomial
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function, radial basis function (RBF), Sigmoid kernel, and Analysis of Variance (ANOVA)
kernel. Battiti et al [19] used a Radial Basis Function (RBF) as the kernel of the SVM
in their system. Finally, the SVMs algorithm creates an optimal separating hyperplane or
decision surface in that feature space and uses the hyperplane to perform classification. The
separating hyperplane is not unique in general and is optimal when it has a largest pos-
sible distance from the closest training point or a maximal margin. Support vectors are
those training vectors that are necessary to define the hyperplanes [19]. In other words, the
support vector machine is the learning algorithm (machines) based on support vectors.
The SVMs method is believed as the most sophisticated technique used in the pattern
recognition area. However, when applied to indoor positioning systems, the method shows
only comparable performance results to the weighted k nearest neighbor method [19, 11].
Suitable kernel function of the SVMs with its parameters, which is later reflected by classifier
performance, is not easy to select and there are a variety of kernel functions available. From
a practical point of view, the algorithmic complexity of the SVMs may become a prohibitive
factor for deploying the method in an indoor positioning system.
4. Performance Summary of Existing Systems
In this subsection, we summarize the performance of existing indoor positioning systems
based on WLANs location fingerprinting. Two major performance metrics studied by all
systems are location accuracy and location precision. As mentioned in Chapter I, the ac-
curacy of the system is reported in the form of error distance measurement between the
estimated location and the actual location of a mobile station. The accuracy metric is typi-
cal, shown with the confidence interval or percentage of successful location estimation (also
called location precision). It is noted that each existing system has different parameter set-
tings and environment. Hence, a comparison of performance results among these systems
can be easily misleading and should be carefully done. Table 1 shows system parameters of
different systems while Table 2 exhibits the best reported performance of the systems. These
two tables are augmented from the summary tables in [1] to also include recently proposed
systems.
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Table 1: Parameter Settings of indoor positioning systems
System Spacing Positions Samples/Pos. APs Orient. Env.
RADAR[8] Nonuniform 70 80( 14 sec/samp.) 3 4 Hallway
Saha et al[14] Min. 3.12m 19 1200 3 N/A 1-floor
Roos et al[15] Uniform 2m 155 40 10 N/A 1-floor
Battiti et at[19] N/A 257 N/A 6 N/A 1-floor
Ladd et al[7] 3m 11 1307 packets 5 2 Hallway
Prasithsangaree et al[22] 1.5m, 3m 60 40 2-7 4 1-floor
Youssef et al[16] 1.5m 110 300 4 N/A Hallway
Xiang et al[25] N/A 100 300 (2sec/samp.) 5 4 1-floor
King et al[26] 1m 166 20(offline), 3(online) 2-6 8 Hallway
From these tables, the performance in terms of accuracy and precision of these systems,
although it varies, is quite comparable. In fact, in the Battiti et al [19] study, the best
accuracy performance results from four estimation methods were reported to be similar at
about 3 meters. Intuitively, higher dimensions of location fingerprint vectors (i.e., more
access points deployed) should provide better uniqueness among vectors, thereby improving
the performance. Also, performance of the system that has positions only along hallways is
better than those with an array of positions spread all over the floor due to fewer positions
to confuse with. A recent system is suggested in [26] that applies a recognition of user
orientation to a probabilistic method to help boost up some accuracy. However, a larger
training space to represent distributions from different positions and orientations is required.
Table 2: Performance comparison of indoor positioning systems
System Estimation Method Accuracy and Precision
RADAR[8] Nearest Neighbor within 7 feet, 38%
Saha et al[14] Nearest Neighbor & Neural Network no specified accuracy, 90%
Roos et al[15] Bayesian best within 8.28 feet, 90%
Battiti et at[19] SVMs, Bayesian, Neural Network all within 16-17 feet, 90%
& Weighted k Nearest Neighbor
Ladd et al [7] Bayesian within 5 feet, 77%
Prasithsangaree et al[22] Weighted k-Nearest Neighbor 25 feet at 75% & 40 feet at 95%
Youssef et al[16] Bayesian with Joint Clustering within 7 feet, more than 90%
Xiang et al[25] Bayesian with RSS distribution model within 6 feet, 90% (static device)
King et al[26] Bayesian with known orientation within 5.5 feet, more than 50%
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Also, user orientation is a needed information (implying additional messaging) to send back
when a centralized positioning server is used.
Among the existing systems, unfortunately performance in terms of delay, capacity, cov-
erage, and scalability are not covered by most of these study. Computational complexity
during the offline and the online phases for three estimation methods (specifically weighted k
nearest neighbors, Bayesian probabilistic, and multilayer perceptron neural network) is dis-
cussed in [19]. Besides WLANs-based systems, recent work by Otsason et al [27] suggested
the use of GSM channels and cells for indoor location fingerprint system. It is reported
that the GSM fingerprints with large coverage, despite an accuracy slightly below that with
WLANs, showed good performance for differentiation between floors of a residential build-
ing [27]. Combining the two technologies could possibly expand coverage of the positioning
system as well. The hybrid approach, which consists of two or more sensing techniques or
technologies can also improve the accuracy and precision performance of the system. An
example is a combined AOA and TDOA system is suggested in [28].
In addition to the above discussion, one important challenge facing by most conventional
WLANs-based systems is that a large measurement data set from many reference positions
is needed in order to yield desired performance. Building a huge radio map database can
take tremendous amount of the time and may result in computational burden. To deal with
database generation, Li et al [29] suggested two possible methods: the weighted distance
inverse (WDI) and the universal kriging (UK) methods. The WDI method is a simple
interpolation where the RSS at a given position is estimated by weighted sum of the RSSs
from surrounding positions. The weight for each surrounding position is a reciprocal of the
distance to the given position. The UK method is based on an iteration method and it
involves computation of a spatial correlation (known as a variogram) that is typically used
in the mining industry. However, there are many iterations that are needed to be performed
and unknown factors needed to be estimated in the UK method. In fact, both methods try
to generate a fingerprint without the study of whether the new fingerprint could potentially
be an efficient fingerprint or not.
To the best of our knowledge, we have not seen any work that does an analysis on how
important a single fingerprint is among other fingerprints in the radio map. The adoption
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of future location-based services will require an efficient design methodology and sufficient
analysis. Understanding the structure of the radio map and the impact of individual finger-
print on others can help predict performance (such as the probability distribution of location
selection and distribution of the error distance). This has never been studied by the research
community so far. The design of indoor system based on location fingerprinting should con-
sider an analytical model that explains relationship between system parameters, fingerprint
structure, and the system performance. There are few and limited studies of the analytical
model in the literature [9, 30]. Unfortunately, none of the models has incorporated knowl-
edge about fingerprint structure and studied its impact on the probability distribution of
location selection from an analytical perspective. In this dissertation, we try to enhance the
existing study of Dr. Kamol Kaemarungsi in [9] by consolidating aspects that have never
been investigated as discussed above. Finally, a design framework is to be supplied to a
system designer in order to produce an efficient system deployment.
In the next sections, we will consider tools for analyzing the location fingerprint structure.
They are the Voronoi diagram and the proximity graph. These tools are important and later
used to model the probability distribution of fingerprint selection and thus distance error.
B. VORONOI DIAGRAM
The Voronoi diagram is simple and it starts from an appealing problem. Given a finite set
of distinct, isolated points in a continuous space, we can associate all locations in that space
with the closest member of the point set. The solution to the problem is a partitioning of
the space into a set of regions. The resulting configuration is called a Voronoi diagram.
Starting back in 1908, a famous Russian mathematician, Georgy Voronoi, was the first
to consider this structure of points in space. His original concern was the distribution
of set of points which are regularly place in the d-dimensional space generated by linear
combination of d linearly independent vectors with integer coefficients. The set contains
infinitely many points and the Voronoi diagram generated by this set gives the partition
of the space into mutually congruent polyhedra [31]. It is often found that many kinds of
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natural structures closely resemble the Voronoi diagram. However, different names have
been used to refer to the concept in different field of study. It is called medial axis transform
in biology and physiology, Wigner-Seitz zones in chemistry and physics, domains of action
in crystallography, and Thiessen polygons in meteorology and geography.
The Voronoi diagram has been widely used and proven successful for many decades in
various fields including physics, biology, physiology, computer science, and engineering [31].
For example, an astronomer studies the structure of the Universe. An archaeologist applies
the diagram in order to identify the parts of a region under the influence of different Neolithic
clans. A biomedical scientist studies shape similarity of proteins. An urban planner wants
to locate public schools in the city. An engineer and computer scientist try to solve the
coverage problem of wireless sensor networks, to determine whether a region of interest is
sufficiently covered by a given set of sensors. The diagram is also used for studying point
location problem in computational geometry [32].
For ease of exposition, we first give a mathematical definition of the Voronoi diagram in
2-dimensional space or a plane. Given a set of finite number n of points (known as generators)
in the Euclidean plane and assume 2 ≤ n <∞. Then n points are labeled by p1, . . . , pn, with
coordinates (x11, x12), . . . , (xn1, xn2) or location vectors x1, . . . ,xn. The n points are distinct
in the sense that xi 6= xj for i 6= j, i, j ∈ In = {1, . . . , n}. Let p be an arbitrary point in the
Euclidean plane with coordinates (x1, x2) or location vector x. Then the Euclidean distance
from a generator pi to p is given by d(pi, p) = ||xi − x|| =
√
[(xi1 − x1)2 + (xi2 − x2)2]. If pi
is the nearest generator point from p or pi is one of the nearest generator points from p, we
have the relation ||xi − x|| ≤ ||xj − x|| for j 6= i, j ∈ In. We call the region V (pi) given by
V (pi) = {x : ||xi − x|| ≤ ||xj − x||, for j 6= i , j ∈ In} (II.9)
the Voronoi polygon or region associated with pi and the set V given by
V = {V (p1), . . . , V (pn)} (II.10)
the Voronoi or Voronoi tessellation diagram. Example of the Voronoi diagram for a
set of points in the plane is given in Figure 2. Notice that a Voronoi region can be either
bounded or unbounded. The boundary of a Voronoi region may consist of line segments,
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Figure 2: The planar Voronoi Diagram Example
half lines or infinite lines, which we call Voronoi edges. We denote a Voronoi edge by e. An
end point of a Voronoi edge is called a Voronoi vertex and it is a point shared by three or
more Voronoi regions.
From basic geometry, a straight line splits a plane into two disjoint regions. We call
one of the regions with the line as a half space or half plane. A Voronoi diagram can be
alternatively defined in terms of half planes. Consider the line perpendicularly bisecting the
line segment pipj joining two generators pi and pj. We call this line the bisector between pi
and pj and denote it by b(pi, pj). Since a point on the bisector b(pi, pj) is equally distant
from the generators pi and pj, b(pi, pj) is written as
b(pi, pj) = {x : ||xi − x|| = ||xj − x||}, j 6= i .
The bisector divides the plane into two half planes and gives
H(pi, pj) = {x : ||xi − x|| ≤ ||xj − x||}, j 6= i .
We call region H(pi, pj) the dominance region of pi over pj since the distance (from a point
p) to generator pi is shorter than the distance to generator pj. Now if we consider the regions
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from point pi to all other points pj, we find that the intersection of all H(pi, pj) regions yields
the Voronoi region associated with pi. Hence, an alternative definition of the Voronoi region
can be written as
V (pi) =
⋂
j∈In−{i}
H(pi, pj) (II.11)
and a set V = {V (p1), . . . , V (pn)} is the Voronoi diagram.
The construction of the Voronoi diagram has been studied using various methods. A
straightforward method is done based on the intersection of the half planes as given in equa-
tion II.11. It turns out that time complexity for this method is O(n3) [31]. The convex hull
method is another Voronoi diagram construction method used by a well-known commercial
software such as MATLAB. The convex hull for set of points in the space is the minimal con-
vex set containing all points. The method transforms generators in the d-dimensional space
into points in (d+1)-dimensional space. The convex hull is then computed and transformed
back to the original space to obtain the Voronoi diagram. Worst case time complexity for
d-dimensional Voronoi diagram using the method is O(ndd/2e) [33]. Other methods has been
proposed for the Voronoi diagram construction including incremental, edge flipping, divide
and conquer, and plan sweeping methods. Construction of the Voronoi diagram is not the
focus for our study. However, extensive details for different methods can be found in [31, 34].
In next section, we will look at analysis of proximity structures which is related to
the Voronoi diagram. We will review different proximity graphs used to study proximity
structures of generator points in space.
C. PROXIMITY STRUCTURE AND PROXIMITY GRAPHS
The universe is made up of all manner of things, each seemingly unique. Those things,
however, interact and relate on one another in all sorts of ways. The existence of interaction
and relation of objects or incidents produces specific structure of the data observed within
a given domain space. Study the underlying structure or pattern of the data can help one
acquire closeness or proximity information about the data of particular subject.
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In mathematics and computer science, a graph is a mathematical tool that is used to
study structure of data and model relations between data collection, represented by set of
points in space. A graph is a set of points or nodes connected by links or edges. A proximity
graph is a particular type of graph used to observe a structure of data and exhibit a relation
between points by connecting pairs of points that are deemed close by some proximity
measure. In other words, proximity graph represents neighbor relationships between data
points. Different proximity graphs have been defined by different proximity measures or
“forbidden regions” for the data set. The proximity graphs have found applications in diverse
areas including computer vision, pattern classification, database design, geographic analysis,
and computer networks. For instance, in wireless ad hoc or sensor networks, proximity
graphs can be used to determine a power efficient topology for the nodes in a completely
distributed environment [35].
In following subsection, we will describe three important proximity graphs that will
be used in our study of the indoor positioning system. These graphs include Delaunay
proximity graph(DG), Gabriel proximity graph(GG), and Relative Neighborhood proximity
graph(RNG).
1. The Delaunay Proximity Graph (DG)
The Delaunay proximity graph is a graph structure that has close relationship to the Voronoi
diagram. It is referred as Delaunay tessellation or Delaunay triangulation [36] and it is a dual
graph of the Voronoi diagram. To obtain the DG from a Voronoi diagram, let us consider a
graph in the Figure 3. Given a Voronoi diagram (the same as in Figure 2), we can construct
the DG by first choosing a Voronoi edge (the heavy broken line in Figure 3). This edge is
shared by two Voronoi regions. Then we join the generator points of these Voronoi regions by
a line segment (heavy solid line in Figure 3). We carry out this line generation with respect
to all Voronoi edges in the Voronoi diagram. This way we can divide the map of points into
several triangles. Each triangle, called a Delaunay triangle, contains the boundary consisting
of line segments called Delaunay edges. A triangulation of all the points results in the dual
graph for the Voronoi diagram and it is the DG.
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Figure 3: The Delaunay Proximity Graph
Alternatively, we can construct the DG by generating line segments with respect to
every Voronoi vertex. Let V(P ) be a Voronoi diagram generated by a set of distinct points
P = {p1, . . . , pn} ( 3 ≤ n < ∞ ) that satisfies the non-collinearity assumption.1 Let
Q = {q1, . . . , qnv} be the set of Voronoi vertices in V(P ); xi1, . . . ,xiki be the location vectors
of the generators whose Voronoi regions share vertex qi. Then we define the set by
Ti = {x : x =
ki∑
j=1
λjxij ,where
ki∑
j=1
λj = 1, λj ≥ 0, j ∈ Iki}, (II.12)
and let
D = {T1, . . . , Tnv}. (II.13)
If ki = 3 for all i ∈ Inv , we called set D the Delaunay triangulation or graph of P . If
there exists at least one ki ≤ 4, we partition Ti having ki ≤ 4 into ki − 2 triangles by non-
intersecting line segments joining the vertices, altogether resulting in the DG [31]. Note that
the DG is constructed so that a circumcircle (centered at a Voronoi vertex) of any Delaunay
1 the non-collinearity assumes that for a given set of points P = {p1, . . . , pn} ⊂ Rm(n ≥ 3), p1, . . . , pn
are not on the same line.
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triangle is empty (i.e. no points is inside the circumcircle of any triangle). An example of a
circumcircle is shown by a circle in Figure 3. Moreover, we can define a Delaunay neighbor
of a point pi as a generator point that has a Delaunay edge to point pi.
With the fact that the DG is a dual graph of the Voronoi diagram, the worst case
computational complexity for construction of the d-dimensional DG is the same as that
from the d-dimensional Voronoi diagram, O(ndd/2e) [33].
The DG can be regarded as the connected geometric graph and it contains many sub-
graphs. Next two subsections describe two subgraphs of the DG used in this study, namingly
the Gabriel proximity graph and the relative neighborhood proximity graph.
2. The Gabriel Proximity Graph (GG)
A Gabriel proximity graph is a graph that connects a set of points in the Euclidean space.
Given a set of points P as before, two points pi, pj in P are connected by the edge in the GG
whenever the circle having line segment pipj as its diameter contains no other points from
the set P . The circle is called a diametral circle and the edge is called a Gabriel edge. An
example of a GG is shown in Figure 4 and note that it is a subgraph of the DG in Figure 3.
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Figure 4: The Gabriel Proximity Graph
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A mathematical definition of the GG can be given as following. Let a set of edges, E,
such that an edge (pi, pj) satisfies a certain condition. Given d(., .) be the Euclidean distance
in Rd. The GG is a proximity graph with the set of edges defined as;
(pi, pj) ∈ E ⇔iff d2(pi, pj) ≤
d2(pi, pk) + d
2(pj, pk), for all pk, k 6= i, j (II.14)
Note that the GG is constructed so that a diametral circle for each Gabriel edge is empty
(i.e. no points is inside a diametral circle). An example of a diametral circle is shown by a
circle in Figure 3. We can see that, given the DG, a Delaunay edge pipj is a Gabriel edge if
and only if this edge intersects its dual Voronoi edge. Like in the GG, we can also define a
Gabriel neighbor of a point pi as a generator point that has a Gabriel edge to point pi.
As a subgraph, the GG can be found in linear time if the DG or Voronoi diagram is
given as explained above. However, this method to construct the GG is not quite efficient
and not desirable with higher dimensions. Bhattacharya et el [37] proposed two methods for
construct the GG. The first method using a brute force approach to search every possible
pair of points (a total of n(n−1)
2
), and test all pk as in equation II.14. Hence, the complexity
of this method is O(dn3). This method is still prohibitive if n is large. The second method
uses a heuristic approach to reduce number of pairs to be tested and it reduces complexity
to O(dn2) (see [37] for details).
3. The Relative Neighborhood Proximity Graph (RNG)
A Relative Neighborhood Proximity graph is a graph of a finite set of points P and it is also
a subgraph of the Gabriel graph (i.e. RNG ⊂ GG ⊂ DG). Given definitions as in previous
subsection, the set of edges, E, in the RNG is mathematically defined as
(pi, pj) ∈ E ⇔iff d(pi, pj) ≤
max[d(pi, pk), d(pj, pk)], for all pk, k 6= i. (II.15)
Equivalent definition is based on the concept of lune, defined as the disjoint intersection
between two circles (or hyperspheres) centered at pi and pj and whose radii are equal to the
distance between them. Examples of a RNG and a lune are shown in Figure 5.
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Figure 5: The Relative Neighborhood Proximity Graph
In addition, we define a RNG neighbor of a point pi as a generator point that has a RNG
edge to point pi. The construction of the RNG can be performed in the same way as the
GG construction. Both brute force and heuristic approaches similar to GG can be used [37].
To summarize, data points are meaningless without understanding of the underly struc-
ture and relations among them. The concept of Voronoi diagram and Proximity graphs
enables one to extract proximity information such as neighbors in a set of data space based
on different measures or criteria. Table 3 summarizes different concepts introduced in this
chapter that is used to analyze a proximity information and solve a proximity problem.
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Table 3: Summary of Relevant Concepts for Proximity Problem
Diagram/Graph Brief Description Complexity
partitioning of plane into convex regions,
Voronoi each contains one generator and every point O(ndd/2e)
in given region is closer to its generator
DG a triangulation of points in which every O(ndd/2e)
circumcircle of a triangle is empty circle
GG a graph where its edge from a pair of points O(dn3), heuristic O(dn2)
produces a diametral circle that is empty
RNG a graph where its edge from a pair of points O(dn3), heuristic O(dn2)
produces a lune that is empty
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III. ANALYTICAL MODELING OF LOCATION FINGERPRINTS FOR
INDOOR POSITIONING
This chapter contains the study used to analyze fingerprinting based indoor location sys-
tems. The first section discusses a mathematical model for indoor location fingerprinting.
The model characterizes the distance in signal space between the measured fingerprint and
fingerprints in the radio map as random variables. This model is used to determine the
probability of selecting fingerprint when a set of a) two and b) multiple locations are con-
sidered. Then, we present a new analytical model to estimate the probability distribution
of fingerprint selection. We study proximity information, in terms of the defined neighbor
set, which is extracted from the structure of location fingerprints using both the Voronoi
diagram and proximity graphs discussed in Chapter II. Comparison results from the new
model, the simulations, and using measurement data are also shown.
A. INDOOR LOCATION FINGERPRINT MODEL
In this section we describe the preliminary model described previously in [9] which is a
precursor to our model. Consider an indoor positioning system overlaid on a WLAN in a
single floor inside a building. We assume that there are N access points (APs) in the area
and they are all visible throughout the area under consideration. A square grid is defined
over the two-dimensional floor plan and any estimate of a MS’s location is limited to the
points on this grid. Assuming that the grid spacing results in L points along both the x and
y axes, we have L × L = L2 positions in the area. Any location can be represented by a
label (x, y) where x and y represent the 2D coordinates on the floor. We assume zero height
(i.e., z = 0) for all coordinates.
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During the offline phase a total of K = L2 of the RSS vectors are collected from site-
survey at predetermined grid points. All K entries are recorded in a radio map database and
each entry includes a mapping of the grid coordinate (x, y) to the vector of corresponding
RSS values from all APs in the area. Each element in each vector in the database is assumed
to be the mean of the RSS from each of the N access points in the area. This is typically
done by collecting a large number of samples of the RSS for different orientations of the MS,
and calculating an average value. This approach reduces variations due to orientation and
time in the system. During the online phase, to determine the MS’s location, a sample of the
RSS from all APs at the current position is obtained. This sample vector is compared with
all K existing entries in the database. The fingerprint entry that has the closest match to
the users sample of RSS is used by the system as the estimate of the user’s current location.
To derive mathematical models for predicting performance, two vectors are used in esti-
mating the location of the MS, a sample vector and a fingerprint vector. The sample vector
consists of samples of the RSS measured at the MS from N access points in the the area.
The sample vector is denoted as: R = [r1, r2, r3, ..., rN ]. Each component in the vector is
assumed to be a random variable such that:
• The random variables ri (in dBm) for all i are mutually independent.
• The random variables ri (in dBm) are normally (or Gaussian) distributed.
• The (sample) standard deviation of all the random variables ri is assumed to be identical
and denoted by σ (in dB).
• The mean of the random variable ri or E{ri} is denoted as ρi (in dBm).
The fingerprint vector in the radio map consists of the means of all the RSS random
variables at a particular location from the N access points and it is denoted as: R˜ =
[ρ1, ρ2, ρ3, ..., ρN ].
The assumption that the RSS is a normally distributed random variable is acceptable.
Our previous study in [38] observed that the RSS’s distribution often exhibits left-skewness
and varies according to its average value or its location. However, when the AP is far
from the measurement location and the RSS contains no direct line-of-sight, the distribution
can be closely approximated by a Gaussian distribution. Moreover, this assumption allows
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tractability of the mathematical model. Also, there is no observable relationship between
the RSS variations transmitted by different APs. Hence, the assumption of independence is
reasonable.
As discussed earlier, the “signal distance” between the sample RSS vector and the fin-
gerprint is used to determine which of the points on the grid corresponds to the position
of the MS. The (x, y) coordinates corresponding to the fingerprint that has the smallest
distance from the sample RSS vector is returned as the estimated location. This approach
is sometimes referred as the Nearest Neighbor Point in Signal Space (NNSS) [8]. The sig-
nal distance, being different from physical distance, is calculated by the Euclidean distance
between R˜ and R and it is given as:
Z = [
N∑
i=1
(ρi − ri)2]1/2. (III.1)
A detailed analysis of the characteristics of the Euclidean distance metric Z for indoor
location fingerprinting can be found in [9]. For example, Z can have either a central or
non-central chi distribution.
Next we discuss the mathematical model modified from [9] for predicting the probability
of selecting the correct location fingerprint when the grid system contains two locations and
multiple locations.
1. Probability of Selecting the Correct Location Fingerprint from a Set of Two
Consider a grid system with two grid points, indexed as i and k, and assume a MS is at
the ith grid point. We define the pairwise error probability (PEP) as the probability that
a sample vector Ri is closer to the fingerprint vector R˜k than the target fingerprint vector
R˜i. In fact, it is the probability that we have an incorrect estimate of the location (picking
the kth grid point instead of the ith grid point). Given sdik, the Euclidean signal distance
between R˜i and R˜k, we can compute the pairwise error probability PEP (R˜i, R˜k) between
the target (correct) fingerprint vector R˜i and another (incorrect) fingerprint vector R˜k as
follows:
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PEP (R˜i, R˜k) = P{Ri is closer to R˜k than R˜i}
= P{||R˜k −Ri|| < ||R˜i −Ri||}
=
x=∞∫
x=
sdik
2
1√
2piσ2
e(
−x2
2σ2
) dx
= Q(
sdik
2σ
). (III.2)
||.|| denotes the magnitude (i.e., Euclidean distance) of an RSS vector. Q(x) represents
the right-tail probability for a standard Gaussian random variable where the random variable
exceeds x. Note that PEP (R˜i, R˜k) = PEP (R˜k, R˜i) (i.e., the MS is at the k
th grid point,
but its location is estimated to be the ith grid point).
The chance of the event that the distance between the sample RSS vector Ri and the
correct location fingerprint R˜i is smaller than the distance between the sample RSS vector
Ri and the incorrect neighboring location fingerprint R˜k is recognized as the probability of
returning the correct location. When considering only two location fingerprints, the pairwise
probability of returning the correct location or pairwise correct probability (PCP) between
the correct fingerprint vector R˜i and an incorrect fingerprint vector R˜k can be computed as:
PCP (R˜i, R˜k) = 1− PEP (R˜i, R˜k) = 1−Q(sdik
2σ
). (III.3)
2. Probability of Selecting the Correct Location Fingerprint from a Set of Many
In a positioning system, the radio map database contains several location entries and finger-
prints. To find the probability of returning a correct location, the joint probability density
function (PDF) of the location fingerprints needs to be known. Let Ck = ||R˜i−Ri||− ||R˜k−
Ri|| be the comparison variable. The variable Ck compares the distance between the sample
RSS vector and the correct fingerprint R˜i and the corresponding distance to the incorrect
fingerprint R˜k. The index k runs from 1 to K excluding the correct location index (the index
i in this case). So, the probability of correct decision is described by:
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Prob{Correct Estimation} = Pc
= P {C1 ≤ 0, · · · , Ci−1 ≤ 0, Ci+1 ≤ 0, · · · , CK ≤ 0} (III.4)
Unfortunately, deriving such a probability analytically proves to be difficult and may
not be practical when there is a large number of location fingerprints in the database. The
model in [9] applies a simple approximation that assumes independence among the many
different comparison variables. So
Prob{Correct Estimation} = Pc ≈
K∏
k=1
k 6=i
Pr{Ck ≤ 0}
Prob{Error Estimation} = Pe ≈ 1− Pc. (III.5)
This simple model yields a reasonable estimation for the probability of selecting the cor-
rect location. However, the above analytical model is not sufficient to find the probability
distribution of the error distance. To obtain the distribution of the error distance, we need
an estimate of the probability of selecting an arbitrary location (and then associating it
with the corresponding error in physical distance). Further, we want to find the chance of
picking one location against other locations in order to determine the “level of importance”
of a corresponding fingerprint in terms of how it impacts the probability of returning the
correct location. In fact, the internal structure or distance relationships among location
fingerprints has a direct impact on the performance of the positioning system. Although
seemingly unique, each fingerprint will have different influence level in terms of the chance of
selecting the fingerprint and thus the distance error in the estimated location. Therefore, un-
derstanding the fingerprint structure that dictates both a decision region and the probability
of fingerprint selection is critical to the design of a good wireless positioning system.
In the next section, we will discuss an extended analytical model that considers fingerprint
structure in order to better model the probability distribution of fingerprint selection and
thus the distance error.
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B. ANALYTICAL MODEL FOR PROBABILITY DISTRIBUTION OF
PICKING FINGERPRINTS
To create a model for the probability distribution, we apply a Voronoi diagram and various
proximity graphs which are explained below.
1. Voronoi Diagram and Proximity Structure of Location Fingerprint
The concepts of the Voronoi diagram and the proximity graphs have been adopted in many
research area.These concepts are closely related. However, they have never been studied
and applied to a context of the indoor positioning before. We believe that these concepts
altogether can constitute a fundamental theory which is essential to analysis the structure
of location fingerprints for indoor positioning systems.
The Voronoi diagram is a tool introduced to find “decision regions” for each fingerprint in
the system (explained below). A proximity graph is a tool that helps analyze the fingerprint
structure and yield proximity information or a “neighbor set” of a given fingerprint. A
neighbor is a fingerprint that is believed to be more important to the precision of selecting the
target fingerprint, i.e., one that is “relatively close” to the target fingerprint in signal space.
Applying these tools, we create a mathematical model for approximating the probability
distribution of fingerprint selection.
To restate, the Voronoi diagram of a set of K sites (denoted as set S) is a partition of
space into regions, one per site, where the region for a site s is the set of points that are
closer to s than to any other sites of S.
The Voronoi diagram of a set of fingerprints FP = {R˜1, R˜2, · · · , R˜K} is defined as a
division of the space according to the nearest-neighbor rules, where each fingerprint from
FP is associated with a region of the Euclidean space closest to a given fingerprint from
FP . Such a region is called a Voronoi region (or a decision region) for a fingerprint. From
the definition, the Voronoi region of a fingerprint R˜i in N -dimensional Euclidean space (N
access points) can be expressed as:
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V (R˜i) = {R : ||R˜i −R|| ≤ ||R˜j −R||, for ∀j 6= i},
Combining of the Voronoi regions of all the fingerprints yields the Voronoi diagram for
the fingerprints. Alternatively, the Voronoi diagram can be defined by a bisector B(R˜i, R˜j) =
{R : ||R˜i − R|| = ||R˜j − R||} between two fingerprints R˜i and R˜j. As defined in chapter
II, the bisector is a line perpendicular to the line segment R˜iR˜j that bisects this segment
in Euclidean 2D space. It is a plane (hyperplane) perpendicular to the segment R˜iR˜j that
bisects this segment in 3D (higher-D).
R
~
2
R
~
1
R
~
3 R
~
4
R
~
5 R
~
6
R
~
7
R
~
8
R
~
9
R
~
2
R
~
1
R
~
3 R
~
4
R
~
5 R
~
6
R
~
7
R
~
8
R
~
9
R
~
2
R
~
1
R
~
3 R
~
4
R
~
5 R
~
6
R
~
7
R
~
8
R
~
9
R
~
2
R
~
1
R
~
3 R
~
4
R
~
5 R
~
6
R
~
7
R
~
8
R
~
9
(a) (b)
(c) (d)
Figure 6: Example Structures for 9 Fingerprints: (a) Voronoi diagram (b) DG (c) GG (d)
RNG
The Voronoi diagram is created using bisectors between any two fingerprints to derive
decision regions for all fingerprints in the radio map. A bisector is also referred as a Voronoi
edge. Figure 6(a) shows an example of a Voronoi Diagram (red dash lines) for 9 fingerprints
in 2D space. If a sample RSS vector falls in the Voronoi region of a fingerprint R˜m, it is
closest to that fingerprint in terms of Euclidean distance. Thus, the NNSS approach will pick
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R˜m (or decide that location on the grid corresponding to R˜m is the correct location). The
Voronoi regions can be used to determine the probability of picking a particular fingerprint
given the statistics of the random RSS vector. The method of doing this is to determine the
probability that the RSS vector falls in the Voronoi region. This is mathematically tractable
for rectangular Voronoi regions, but not so for irregular polygonal Voronoi regions. Instead,
we use the related concept of proximity graphs to approximate this probability.
It is a general fact that nearby objects tend to exert a greater influence and have greater
relevance than more distant objects. This is also true for the location fingerprints. A finger-
print with small Euclidean distance tends to have more influence to a given fingerprint than
one at farer Euclidean distance. Hence, a concept of proximity structure would be helpful
to express proximity information of the location fingerprints in the radio map database.
We use the idea of proximity graphs to extract structure information (especially proximity
information such as a neighbor set) for fingerprints. Two fingerprints are “close together”
and they are neighbors if there are no other fingerprints in a certain “forbidden region”
defined differently by different proximity graphs. We consider three proximity graphs; the
Deluanay graph (DG), the Gabriel graph (GG), and the relative neighborhood graph (RNG)
as discussed in Chapter II. Examples of these graphs are shown by solid lines in Figures
6(b), (c), and (d) respectively. From the particular proximity graph, we define a neighbor
fingerprint as a fingerprint point that has edge connected to a given fingerprint.For example,
in DG a neighbor fingerprint is one that has a Delaunay edge connected to a given fingerprint
(from Figure 6(b), neighbors of fingerprint R˜6 are fingerprint R˜2,R˜3,R˜5,R˜7, and R˜9). The
same idea is applied for defining neighbors with GG and RNG.
Different proximity graphs can yield different sets of neighbors. A good graph (in our
case) must give us the right set of neighbors such that they represent the top candidates
for location fingerprint selection (given the location of a MS). Note that the DG yields the
largest set of neighbors while an RNG yields the smallest set of the three graphs. The way
we employ proximity graphs is described in the next subsection.
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2. Approximate Probability Distribution using Proximity Graphs
As mentioned in subsection III.A.2, to find the exact probability of selecting a fingerprint
and thus a location on the grid, the joint probability density function (PDF) of fingerprints is
needed. A mathematical expression for such a function is very difficult to derive. Moreover,
we simply wish to find the probability of selecting one fingerprint against others in order
to evaluate the influence level of a fingerprint on the probability of correctly selecting a
fingerprint. Given a MS at the ith grid point, the probability of selecting fingeprint R˜k is
approximated using a new model as follows:
Prob{Selecting Fingerprint R˜k} ≈ PEP (R˜i, R˜k)×∏
j∈neighbor of i
PCP (R˜k, R˜j). (III.6)
The idea behind this equation is as follows. Instead of using all of the comparison
variables Ck as in (III.5), we use only the neighbors as the most significant candidates –
and still use an independence assumption. Given that the MS is at grid point i, it is the
probability of selecting R˜k and not R˜i, AND the probability of selecting R˜k and not any
of the other neighbors of R˜i. That is, the above approximation weighs the PEP (R˜i, R˜k)
with all PCP s between fingerprint R˜k and only “neighbors” (as defined by the proximity
graphs) of the correct fingerprint R˜i. The influence from remote fingerprints is ignored by
using this approach. The set of neighbors to be employed in the approximation depends
on the choice of the proximity graph. Moreover, this approach allows us to compute the
probability of not only picking the correct location, but also the probability of picking any
of the neighbors in the set. However, fingerprints outside the neighbor set are assumed to
be never picked (although there is always a negligible probability that this may happen).
To find the probability of selecting the correct fingerprint, the first line in (III.5) can be
used. However, instead of using all K fingerprints we use only the neighbor set of the correct
fingerprint in the computation, for better estimation (a claim that is validated by our results
in section III.C).
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C. PERFORMANCE EVALUATION
In this section, we evaluate the analytical model discussed in section III.B. We study the
results of the probability of fingerprint selection (for correct and incorrect fingerprints).
We then look at the results of the distribution of the probability of fingerprint selection.
The distribution of the error distance of the location estimate is also studied. We do this
for a simple system model described below as well as for a real radio map derived from
measurement.
1. System Model
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Figure 7: 25 Grid points for an indoor positioning system
The system model considered for evaluation is as follows. We use a 25 grid point system
as shown in Figure 7, with a grid spacing of 1 meter (≈ 3 feet). We place access points along
the outer most positions (small dark rectangles in Figure 7). Initially we consider only two
access points. The two access points are AP1 = (0,0) and AP8 = (1,6). The position of the
mobile station could be at any one of the 25 locations in Figure 7. Suppose the physical
distance of the kth grid point from the jth AP is dj,k meters. The mean or expected value of
rj for the grid point can be calculated from the mean path loss given by:
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Table 4: EXAMPLE RADIO MAP
Access Points AP1 (dBm) AP4 (dBm) AP8 (dBm) AP12 (dBm)
Coordinate (0,0) (0,3) (1,6) (5,6)
Loc7(2,2) -57.1918 -53.1094 -63.7390 -67.0888
Loc8(2,3) -61.4089 -51.1712 -59.1300 -64.2355
Loc9(2,4) -65.1506 -53.1094 -53.1094 -61.4089
Loc12(3,2) -61.4089 -59.1300 -65.1506 -65.1506
Loc13(3,3) -64.2355 -58.2149 -61.4089 -61.4089
Loc14(3,4) -67.0888 -59.1300 -57.1918 -57.1918
Loc17(4,2) -65.1506 -63.7390 -67.0888 -63.7390
Loc18(4,3) -67.0888 -63.2124 -64.2355 -59.1300
Loc19(4,4) -69.2330 -63.7390 -61.4089 -53.1094
Pl(dj,k) = Pl(d0) + 10.α.log10(dj,k) (III.7)
Here Pl(d0) is the free-space loss at the reference distance of d0 = 1 m (i.e., 54.13 dBm
for line-of-sight propagation (LOS) and 37.3 dBm for non-line-of-sight propagation (NLOS)
as reported in some measurements [39]). The variable α denotes the path loss exponent,
which for indoor locations could be between 1-6 [40]. The mean received signal strength
E{rj} can be computed using:
E{rj} = ρj = Pt− Pl(dj,k) (III.8)
where Pt is the transmit power of the access point which we will fix at 15 dBm for
IEEE 802.11b based WLANs. The standard deviation of the RSS for this indoor positioning
system is assumed to be σ = 4 dB as reported in [20]. Other values of σ for indoor location
systems are reported in [17]. A more accurate path loss prediction model, such as those
including wall and floor attenuation factors suggested in [8], could also be used. The path
loss equation only provides us with the mean received signal strength value. It is possible to
use values from actual measurements as well without changing our analytical model.
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Table 4 shows the database of location fingerprints when access point AP1, AP4, AP8,
and AP12 in Figure 7 are deployed. The table contains the location fingerprints of locations
7-9, 12-14,and 17-19, which are located around the center of the system. Note that if only
one access point is present, the fingerprints, as listed in the second column, may not be
unique. This happens when two points on the location grid are at the same distance from
the access point. Additional access points make the fingerprint unique. An example of a
Voronoi diagram of the 25 location fingerprints when AP1 and AP8 are deployed, along with
its DG, is shown in Figure 8. The Voronoi diagram with the Gabriel graph and the Relative
neighbor graph are shown in Figure 9 and 10 respectively. Note that, although a symmetric
square physical location grid is used, the resulting fingerprints are not necessary symmetric
in signal space. Fingerprints (R˜21 − R˜25) that are far from an AP tend to stay closer while
fingerprints closer to the APs (R˜1−R˜5) tend to be apart in signal space. The decision regions
for fingerprints are also different in shape and size. Bounded (unbounded) regions are found
at inner (outer) grid points.
Next, we compare the results from simulation and the analytical model. We simulated
10,000 RSS samples from a given MS location and applied the nearest neighbor computa-
tion to estimate its location. Then we computed relevant performance metrics (i.e., error
probabilities, error distances) from simulations.
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Figure 10: Voronoi Diagram and RNG of 25 Location Fingerprints
2. Results of Error Probability of Fingerprint Selection
We first study the precision at zero-meter accuracy in terms of the probability of error
of fingerprint selection (Pe – the probability of not picking the correct fingerprint). In
particular, the impact of the standard deviation σ of RSS on Pe is considered. We choose
the grid point 13, in Figure 7, as the MS’s actual location (it is at the center of our grid
system). We consider the standard deviation σ between 1-7 dB which corresponds to values
seen in extensive experiment results [1]. The results from both simulation and the analytical
model are given in Figure 11.
In the case of the analytical results, we consider different approximations depending on
the number of fingerprints involved in the probability estimation. First, we select all the
other 24 fingerprints (Ana:all-nb) to compute the probability of error as given in (III.5).
Second, we use only the neighbor set (Ana:dg-nb, gg-nb, rng-nb) derived from the different
proximity graphs to estimate the probability value. Clearly, when the standard deviation
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σ increases, the error probability also increases. The error probability estimation using
Delaunay neighbors shows the closest results to the simulation. The same result is obtained
by using Gabriel neighbors because both graphs yield the same neighbor set for the grid point
13. In Ana:all-nb, remote fingerprints (those that are far away from the correct fingerprint
in signal space) are included in the comparison variables [Pr{Ck ≤ 0}] in (III.5). Since such
probabilities are multiplied with the independence assumption, this decreases the probability
of correct decision and increases the error probability thereby giving higher results compared
to simulations. Note that the random variables Ck are not really independent. On the
other hand, using the relative neighborhood graph [Ana:rng-nb] gives a lower probability
of error compared to simulation since it underestimates the number of significant neighbor
fingerprints used in the approximation.
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Figure 11: Impact of the standard deviation on error probability
Table 5 summarizes the comparison of the error probability for estimating location 13
when the number of access points in the system increases. We study different cases when
we deploy 2 APs (AP1-AP8), 3 APs(AP1-AP8-AP12), 4 APs(AP1-AP4-AP8-AP12), and
5 APs(AP1-AP4-AP8-AP10-AP12) in the system. Here, we assume the same standard
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deviation of RSS (σ = 4 dB) from all APs. As expected, increasing the number of APs
will reduce the error probability. We can see that Ana:all-nb provides a poor upper bound
approximation compared to simulation results. The Ana:dg-nb and Ana:rng-nb provide
better upper and lower bounds as the number of APs increases. The Ana:gg-nb is the closest
to the simulation results. The neighbor set derived from GG reflects fingerprints that have a
better chance to be picked outside of the correct fingerprint. We also did an extensive study
by locating the MS at different locations with different combinations of the APs. It turned
out that similar results were observed. From this, we conclude that using the neighbor set
derived from a Gabriel Graph makes the most sense in estimating the probability of error.
Table 5: COMPARISON OF ERROR PROBABILITY, σ = 4
APs Sim Anal: all-nb Anal: dg-nb Anal: gg-nb Anal: rng-nb
2 0.8334 0.9849 0.8176 0.8176 0.6631
3 0.7603 0.9409 0.8592 0.7891 0.6830
4 0.6337 0.8285 0.7770 0.6792 0.5759
5 0.5278 0.7111 0.6677 0.5815 0.4890
3. Results of Probability Distribution of Fingerprint Selection
Probability Distribution by Location
Next we evaluate our analytical model to see how well it approximates the probability dis-
tribution of picking specific locations given the MS is at one grid point, as discussed in
subsection III.B.2. Figure 12 and 13 show examples for the comparison of the distributions
between the analytical model using GG and simulations, when the MS is located at location
4 and 9 respectively. Here we assume that σ = 4 as before. Note that the results from the
analytical model are found to be close to the simulation results in both cases. We also found
that using DG (Figures 14-15) and RNG (Figures 16-17) give relatively close results to the
simulation with only small differences in shape and height of the histograms, but the GG is
the best. We considered several different MS’s locations – in each case the analytical model
gives distributions that are close to those from simulation.
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Figure 12: Prob. Distribution of Fingerprint Selection (MS is at Loc4)-GG
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Figure 13: Prob. Distribution of Fingerprint Selection (MS is at Loc9)-GG
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Figure 14: Prob. Distribution of Fingerprint Selection (MS is at Loc4)-DG
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Figure 15: Prob. Distribution of Fingerprint Selection (MS is at Loc9)-DG
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Figure 16: Prob. Distribution of Fingerprint Selection (MS is at Loc4)-RNG
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Figure 17: Prob. Distribution of Fingerprint Selection (MS is at Loc9)-RNG
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Fingerprint Elimination Technique using Probability Distribution
As it provides reasonable estimates for the probability distribution, the analytical model
can now be used to find some fingerprints that, if retained in a radio map, can degrade
the overall performance of the location estimation. Those fingerprints also cause inefficient
nearest neighbor computation during the online phase with a complexity of O(n ∗D), where
n is the cardinality or number of the location fingerprints and D is dimensionality (number
of RSSs from the APs) in the fingerprint system.
To give an example, let consider all the analytical results in Figure 12. We can see that,
when the MS is at a grid location 4, the probability of selecting the grid location 4 (0.512) is
a lot higher than the next highest probability of selecting a different grid location (location
9 with probability 0.328). However, when the MS is located at the grid location 9 in Figure
13, the two highest probability values are almost equal (0.206 for location 4 and 0.257 for
location 9). This means that retaining the fingerprint at the grid location 9 in the radio map
results in the system having a relatively high chance of falsely returning the grid location
4 as a correct location of the MS. In fact, the simulation results in the figure report that
the system picks the grid location 4 as the correct location more often than the actual grid
location 9 (0.274 over 0.175). Therefore, this suggests that we should not include location 9’s
fingerprint (R˜9), and it should be eliminated from the database. If possible, such locations
must be avoided in the laborious offline phase as well.
Note that using the Gabriel and Relative Neighborhood graphs also provides the same
results. However, with the complexity given in Table 3, Using the Gabriel and Relative
Neighborhood graphs is faster to compute than using the Delaunay graph (especially when
both n and D are large). Therefore, in general we can describe the procedure for fingerprint
elimination as follows:
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Fingerprint Elimination Procedure:
1) Compute all prob. distributions of all locations
2) For each L1’s distribution:
- If prob{picking L1} is not the highest, eliminate L1
- If there exists L2 where |prob{picking L1} − prob{picking L2}| < threshold,
- Check L2’s distribution. Eliminate L1 if prob{picking L2} is the highest &
it differs from prob{picking L1} > threshold
We can repeat this procedure to the probability distributions when a MS is located at
different grid locations and determine whether there are incorrect grid locations that have a
comparable probability of being selected to the probability of selecting a correct grid location.
Threshold value of 0.2 is chosen in this work based on trial and error.
Fingerprint elimination procedures are effective and make sense when the positioning
system is deployed in a large area such as entire floor of a building where hundreds of grid
locations are present. Fewer numbers of fingerprints in the database mean smaller numbers
of comparisons needed during the online phase. From an extensive (analytical) evaluation, in
our system of 25 fingerprints, we can identify four more fingerprints (R˜17,R˜19,R˜22,R˜24) that
should be eliminated. By doing so, we can save about 5/25 = 20% of computation required
for nearest neighbor search during the online phase.
Probability Distribution by Meters
The probability distribution of fingerprint selection can be represented in terms of phys-
ical distance error as well (which is necessary for determining precision). Figures 18-20
give examples of the distribution plots of error distance in meters, using different proximity
graphs, when the MS is at grid location 9. As expected, the probability decreases when
error distance increases. Again, the distributions from simulation and analysis, though not
perfectly precise, are close. Note that the probabilities from analysis do not add to one, since
they are determined using an approximation that assumes independence between compar-
isons of random variables.
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Figure 18: Prob. Distribution (by meters) of Fingerprint Selection-GG
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Figure 19: Prob. Distribution (by meters) of Fingerprint Selection-DG
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Figure 20: Prob. Distribution (by meters) of Fingerprint Selection-RNG
Cumulative Probability Distribution
A question that arises is how eliminating certain fingerprints impacts performance. In
Figure 21, the cumulative probability distribution of the error distance in meters, with and
without elimination of fingerprints from the radio map, are shown. The results are averaged
based on simulations from all 25 locations. Again, we keep σ = 4. We can see that, after
eliminating some fingerprints (R˜9, R˜17, R˜19, R˜22, R˜24), the cumulative distribution is only
slightly different compared to the case where all fingerprints are kept in the system. The
difference in the distributions occurs only in the first few meters of error and then diminishes
as the error distance increases. Note that, there is about a 70 % chance that the system
still maintains the distance error within 1 m after fingerprint elimination and it is close to
the case when all fingerprints are used. Therefore, by applying fingerprint elimination, we
do not lose much in terms of precision (probability), and yet maintain acceptable accuracy
(error distance).
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Figure 21: Average Cumulative Distribution of Error Distance
4. Results with Fingerprint Measurement
We apply the analytical model and fingerprint elimination technique as discussed in sub-
section III.C.3 to a radio map from past measurements [1]. Unlike the simple model used
for evaluation, the measured fingerprints have different σ’s for different APs and locations.
Therefore, instead of using (III.2), we approximate the new PEP by (the derivation is given
in Appendix A):
PEP (R˜i, R˜k) = Q(
sd2ik
2[
∑N
j=1 β
2
ijσ
2
ij]
1/2
). (III.9)
The above equation is a modification – in the form of a PEP – of the derivation based
on a sum of multiple Gaussian variables in [9] with different σij. βij = ρij − ρkj (difference
of R˜i and R˜k at the j
th AP of fingerprint) and σij is the standard deviation of the RSS from
the jth AP at the ith location. The new PEP is then used in (III.6) to approximate the
probability distribution.
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The measurement was conducted in an office environment on the 4th floor of the Infor-
mation Sciences (IS) building as shown in Figure 22. The measurement setup consists of a
grid area of 25 locations where 20 locations are inside room 410 and 5 locations are along
the corridor. The grid spacing is approximately 1 meter. The figure also shows locations of
nearby APs that can be detected at grid locations. The same location labels as in the simple
model are used.
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Figure 22: Measurement Setup at the fourth floor IS building
Fingerprints are based on the 2 APs named SIS410 and SIS501. The fingerprints are
shown in Figure 23 with their Voronoi regions and GG. By applying the analytical model
with the Gabriel Graph, the probability distributions of picking a locations given the MS’s
location are approximated. Pairwise comparisons are used for fingerprint elimination. It
turned out that we can identify 9 fingerprints that can be eliminated. Figure 24 shows
the average CDF of the error distance in an experiment. Similarly, we can see minimal
difference of average CDFs when we eliminate fingerprints. This result indicates that we can
sacrifice little performance but save 9/25 = 36% by reducing the search space in the online
phase. Note that this figure shows the average CDF over all locations. The error CDFs for
individual locations are different (depending on the number of neighbors and distances to
neighbors). However, individual plots of the difference between the CDFs from before and
after fingerprint elimination provides no significant difference (see results in Appendix B).
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Figure 23: Voronoi Diagram and GG of Measured Radio Map
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Figure 24: Average Cumulative Distribution of Error Distance from Measurement
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D. ANALYTICAL MODELING STUDY SUMMARY WITH SIMPLE GRID
SYSTEMS
In this section, we compile the accomplished work and what we have learned from the ana-
lytical study as follows.
Proximity Structure of Location Fingerprint
We first studied location fingerprints by assuming a simple and uniform grid system.
An exponential path loss propagation model between an access point and a mobile station
is generally used to predict a signal power received at each location. The first finding
is that the location fingerprints from the analytical model are not uniformly distributed
over the signal space as shown in Figure 6. Signal points for each fingerprint are affected
by physical distances to access points that can been seen by each location. Farther grid
locations tend to produce fingerprints that are close together, while near grid locations tend
to produce fingerprints that are more separated (this may not be true in a real setting
where more obstacles between an AP and a farther location may actually separate the
fingerprints). The next finding is that fingerprints have different decision regions (or Voronoi
region) with significant differences in shape and size. In fact, a border location in the grid
has an unbounded decision region (theoretically) and an inner location carries a bounded
decision region. The number of Voronoi edges for a fingerprint decision region is determined
from not only the number of surrounding fingerprints but also from their signal distance to
the respective fingerprint.
We have analyzed the constellation or structure of location fingerprints using different
proximity graphs in order to extract inherent proximity information of the fingerprint sys-
tem. We implemented algorithms using MATLAB for computing all three proximity graphs
in this work. As shown in subsection III.B.1, we found that different graphs can produce
different numbers of edges between fingerprints or numbers of fingerprints in the neighbor
set. The Delaunay graph is the one with the most numbers of edges and with the highest
complexity of computation. The Gabriel and Relative Neighborhood graphs respectively
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produce lesser numbers of edges and neighbors with asymptotically lower complexity. In our
study, the neighbor set derived from the Gabriel graph gives better picks of the fingerprints
having a better chance to be picked outside the correct fingerprint. Results are shown in
Figures 8-10. The analysis of fingerprint structure using proximity graphs permits us to
understand the nature of the location fingerprints and their interrelations in order to derive
performance prediction for a given fingerprint system.
Performance Modeling with Proximity Information
Mathematical modeling for system performance evaluation has been studied in subsection
III.A.2. The model with proximity information from proximity graph enables us to approxi-
mate both precision and accuracy performance metrics for a location system as results show
in subsections III.C.2 and III.C.3. When considering the precision metric represented as the
error probability of fingerprint selection with varying degrees of signal deviation, a simple
approximation using the product of probabilities from all fingerprints gives the worst perfor-
mance. We found that it is better approximated when we considered only neighbors derived
from the proximity graphs into calculation. In addition, among the three proximity graphs,
the error probability model computed with the Gabriel graph yields the tightest upper bound
to the simulation result at a typical signal deviation of 4 dB (something reasonable in RSS
measurements [20]). The Relative Neighborhood graph, on the other hand, can provide a
lower bound for the error probability. As we increased a number of access points, the ana-
lytical model with the Gabriel graph becomes even better and closer to simulation. This is
a result from a better approximation of the neighbor set as discussed earlier.
As we consider probability distribution of fingerprint selection, relevant neighbors ex-
tracted from the proximity graph can help us derive an approximate histogram for proba-
bility of fingerprint selection. We have modeled the distribution both for different locations
and for different error distances. Example results are given in Figures 12-20. The distri-
bution from the Delaunay graph is found to be close to the simulation results. However,
with a large number of fingerprints and access points involved, to compute the distribution
using the Delaunay graph can be burdensome. The other two proximity graphs, Gabriel
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and Relative Neighborhood, can provide a decent approximation with lesser computational
effort. By knowing the probability distribution of fingerprint selection, we can identify the
influence level of each incorrect fingerprint on the correct one. Finally, we can determine
which fingerprint, if kept in the radio map, could have a small chance to be picked and while
it could worsen overall precision performance of the system.
Fingerprint Elimination Technique
We utilized the model of the probability distribution and proposed a fingerprint elim-
ination technique so we can keep only fingerprints with good precision performance. A
procedure for fingerprint elimination is described in subsection III.C.3. We found that we
can identify and eliminate some “inefficient” fingerprints. From the preliminary study, we
see that it is possible to potentially save 20-36 percent of computation in terms of nearest
neighbor searching during the online phase.
We have studied the cumulative probability distribution of the error distance before and
after elimination of fingerprints from the radio map. With a simple location system, we
found that there is about a 70 percent chance that the system maintains distance error
within 1 meter after fingerprint elimination. This is good and more importantly close to
the case when we use all fingerprints. In other words, we do not lose on precision and still
obtain tolerable accuracy. Therefore, we believe that our approach is beneficial to construct
an efficient radio map for location fingerprint systems.
In the next chapter, we will discuss the sensitivity analysis study of the analytical mod-
eling to precision and accuracy metrics with varying positioning parameters that describe
both grid system and wireless channel.
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IV. SENSITIVITY ANALYSIS OF THE SYSTEM MODEL
In this chapter, we provide a sensitivity analysis of the performance modeling in Chapter
III. The performance of the positioning system depends on many factors such as grid system
properties (i.e., grid spacing and number of access points) and wireless signal properties (i.e,
variation of RSS and indoor path loss exponent). Results from the sensitivity study can also
help determine recommended values for positioning parameters.
A. SENSITIVITY OF MODELING WITH GRID SYSTEM PROPERTIES
We perform a sensitivity analysis study of the analytical modeling with varying grid system
properties. The factors considered are number of APs (i.e. dimensions of a fingerprint vector)
and grid spacing in the positioning system.
First, a 25 grid system like one in Figure 7 is studied. We then vary grid spacing (using a
step size of 0.25 m) and number of APs in the system. The correct probability of fingerprint
selection (precision at zero error distance) is observed assuming a MS is at a grid location 13.
The probability is computed based on the first line in (III.5) by using only the neighbor set of
the correct fingerprint defined by the Gabriel graph in the computation. The result is shown
in Figure 25. Here we use σ = 4dB and α = 4. We can see that increasing both number of
APs and grid spacing can improve the correct probability of fingerprint selection. However,
when the number of APs is already high (6 APs for instance), an additional AP does not
significantly improve the probability. Also, we found that small grid spacing worsens the
probability of fingerprint selection greatly.
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Figure 25: Performance Sensitivity Between No. of APs and Grid Spacing
We perform further analysis where the correct probability of fingerprint selection is plot-
ted against grid spacing, variation of the RSS and path loss exponent, as shown in Figure 26.
In the left-hand plot of the figure, we can see that increasing grid spacing does not improve
the correct probability if variation of the RSS is high (6 dB and higher). In the right-hand
plot of the figure, however, we found that increasing grid spacing will improve the correct
probability, especially with higher path loss exponent ( α = 4 or higher). This supports
the intuition that we have – if the fingerprints are very different, there is a smaller chance
of making errors between them. Fingerprints become different as the path loss exponent
increases and become similar when the RSS variation increases or the grid spacing reduces.
We study the effect of varying grid system properties on the average cumulative proba-
bility distribution of the error distance (precision at higher error distances). We model the
probability distribution of fingerprint selection using (III.6) and apply the fingerprint elim-
ination procedure described in subsection III.C.3. Comparison results are shown in Figure
27. In the left-hand plot of the figure, we found that increasing the number of APs from 2 to
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Figure 26: Performance Sensitivity: Grid Spacing, STD.of RSS, and Path Loss Exponent
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Figure 27: Cumulative Performance Sensitivity: No. of APS and Grid Spacing
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4 causes a higher cumulative probability at the same error distance. This is due to the fact
that additional APs add dimensions to the fingerprint vector, thereby increasing the ability
to distinguish among different locations (fingerprints) within a given error distance. A total
of 5 and 3 inefficient fingerprints are eliminated from systems with APs = 2 and APs= 4
respectively. It means that the more the number of APs, the better prototype a fingerprint
becomes and this is reflected by a smaller number of inefficient fingerprints.
In the right-hand plot of the figure, we can see a cross over between the cumulative
probability graphs when using a grid spacing of 1 and 2 meters. Initially, although a 2-meter
grid spacing has a higher probability at zero error distance (i.e., 0.7 compared to 0.5), the
probabilities with a 1-meter grid spacing accumulate faster and become higher at an error
distance of 0.8 meters and higher. There are 3 inefficient fingerprints with a 1-meter grid
spacing while there are none in a 2-meter grid spacing. The result shows that a sparser grid
spacing causes higher probability of selecting a location or contains many already “unique”
fingerprints, but it can increase the error distance (or less accuracy) in location estimation.
B. SENSITIVITY OF MODELING WITH WIRELESS SIGNAL
PROPERTIES
Next, we check the sensitivity of the modeling with varying wireless signal (or RSS) properties
including variation of RSS σ and path loss exponents α. The result is shown in Figure 28.
Here we use grid spacing = 1 meter and number of APs = 4. We can see that increasing α
can improve the probability of fingerprint selection when the variation of RSS is small (i.e.
σ= 4dB or lower). With large RSS variation, higher α can improve the probability (which
is already low) just by a little. Note that these two RSS properties are those that cannot
be controlled, but ones that must be considered during the design of fingerprinting based
positioning systems.
We perform further analysis where the correct probability of fingerprint selection is plot-
ted against the number of APs, variation of the RSS, and path loss exponent, as shown in
Figure 29. In the left-hand plot of the figure, we can also see that increasing the number of
72
11.522.533.544.555.56
0
5
10
15
20
0
0.2
0.4
0.6
0.8
1
 
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
Performance Sensivity with grid space=1, APs=4
Pr
ob
. o
f F
in
ge
rp
rin
t S
el
ec
tio
n
std. of Gaussian RSS σ Path loss expon
ent α
Figure 28: Performance Sensitivity Between STD.of RSS and Path Loss Exponent
APs does not improve the correct probability if the variation of the RSS is high (6 dB and
higher). In the right-hand plot of the figure, however, we found that increasing the number
of APs will improve the correct probability, especially with a high path loss exponent. (α =
4 or higher).
When we vary both RSS properties (σ and α), we observe the average cumulative prob-
ability distribution of the error distance as shown in Figure 30. In the left-hand plot of the
figure, we found that increasing σ from 4 dB to 8 dB causes a lower cumulative probability
at the same error distance. This is because a high variation of the RSS reduces the ability
to distinguish among different locations (fingerprints) within a given error distance. A high
variation of the RSS can cause higher number of inefficient fingerprints that should be elim-
inated (9 fingerprints for σ = 8dB and 3 fingerprints for σ = 4 dB). While in the right-hand
plot of the figure, we can see that increasing α from 4 to 6 causes a higher cumulative prob-
ability at the same error distance. This is due the the fact that a high path loss exponent
increases the Euclidean distance among fingerprints at different locations and increases the
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ability to distinguish among different locations (fingerprints) within a given error distance.
High path loss exponent causes many unique fingerprints and fewer numbers of inefficient
fingerprints (3 inefficient fingerprints are found when α = 4 while none are found when α =
6).
C. RECOMMENDED VALUES FOR POSITIONING PARAMETERS
Based on the sensitivity study of the simplified system, we can suggest methods for basic
improvements in positioning performance. We summarize the effect of system parameters
on the precision performance and give an example of values of parameters to improve the
precision metric in indoor positioning systems. To select a suitable value of a parameter, one
needs to consider both the zero error distance precision (Figures 25-26 and Figures 28-29)
and a higher error distance precision (Figures 27 and 30). The performance guideline is
summarized in Table 6 given a requirement of more than 85% precision at 1 meter of error
distance (or 1 meter accuracy).
Table 6: Recommended values for location system parameters
Parameters Value Increased Desired Range
σ-STD. of Gaussian RSS precision decreases and accuracy decrease σ < 4dB
N -No. of APs precision increases and accuracy increase N ≥ 4
α-Path loss exponent precision increases and accuracy increase α > 4
g-grid spacing precision increases and accuracy decrease g > 1 meter
In general, most existing WLAN infrastructures are deployed to satisfy only certain
criteria such as coverage and bandwidth for users. To enhance existing infrastructure for an
overlay positioning system and better performance, additional changes are desired to improve
the precision and accuracy. For example, from Figure 27, one additional AP (resulting in
total of 5 APs) could be used to improve the precision at zero error distance (the highest
accuracy) since the correct probability at a zero error distance is only 0.5 with 4 APs. The
guideline provided in Table 6 may not be applicable to every indoor positioning system. More
details about the environment and accurate path loss models with wall and floor attenuation
could result in a more realistic recommendation for the deployment process.
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V. SCALABILITY OF ANALYTICAL MODELING VIA CLUSTERING
When location fingerprints from a large number of grid points are collected during actual
deployment, computational requirement for the analytical model can be high, especially for
computing the proximity graph. We have seen from our previous study that fingerprint
scattering is typically asymmetric and some may be even clustered together (see Chapter
III). The probability of selecting a fingerprint not within the same cluster could be low. Those
remote fingerprints can be ignored during proximity analysis as they are hardly picked as
a neighbor while constructing the proximity graph. From this observation, therefore, in
this chapter we look at fingerprint structure analysis by applying a fingerprint clustering.
The fingerprint clustering is applied in order to reduce effort for computation of one large
proximity graph, which requires high polynomial time complexity (will be seen later in Table
3). Dividing fingerprints into smaller clusters is useful to improve scalability of the analytical
model computation. The analytical model can then be applied based on derived proximity
graphs of smaller sizes.
Dividing fingerprints into small clusters can also reduce number of comparison pairs (be-
tween a sample fingerprint and location fingerprints in the radio map) performed during
the online phase by considering only those fingerprints in a particular cluster. However,
computing a proximity graph using separate clusters may cause a loss in precision perfor-
mance. Therefore, a tradeoff between precision and computation of the fingerprint clustering
is studied. Ideally, we want fingerprint clusters to be as evenly distributed as possible (i.e.,
the number of fingerprints or the online comparison pairs are equal for each cluster) yet
reflect actual signal distance relationship among them. Also, a clustering method should
be simple and an iterative method may be acceptable. For initial study, we only study the
clustering of fingerprints into two clusters. However, the clustering can later be used for case
with many clusters.
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In the next section we will describe two fingerprint clustering methods used in our study
to improve the scalability of the analytical model. They are Median clustering and K-Mean
clustering methods.
A. FINGERPRINT CLUSTERING METHODS
1. Median Clustering Method
The Median clustering method, as the name implies, divides all fingerprints in a radio map
into two clusters using the median of the fingerprint’s RSS values. The method produces one
cluster with a half of all fingerprints having its RSS values below the median and another
cluster with the remaining half. The median RSS is derived from one dimension (i.e., one
AP) of location fingerprint vectors. Such a dimension (or an AP) is selected to have the
largest RSS range (the difference between the maximum and a minimum of the RSS in the
radio map from that AP). Intuitively, the “largest range” AP provides a large signal distance
on average. Thus it provides a better ability to distinguish among fingerprints. If needed,
the median clustering can be re-applied within clusters to further divide fingerprints (i.e.,
using the AP with the second largest RSS range within the former two clusters to produce
four clusters). This method is relatively simple.
2. K-Mean Clustering Method
The K-Mean clustering method is a well-known pattern recognition clustering method [21].
Here, natural centers (known as centroids) of fingerprint clusters are determined. Each
fingerprint is assigned to the cluster having the nearest centroid. K indicates the total
number of clusters. The objective is to minimize total intra-cluster variance, which is the
sum of squares of distances between fingerprints and the corresponding cluster centroids.
The Euclidean distance is commonly used to measure proximity.
A simple algorithm for K-Mean clustering can be described by these three steps: (for
our study, we use K = 2)
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1) Initialize K cluster centers (µi for i = 1,..., K) by randomly
picking K fingerprints
2) (2a) For all fingerprints, assign each fingerprint R˜ to the
nearest centers and corresponding clusters
(2b) Recompute new mean centers;
µi = (1/Kc)×
∑
R˜c∈ith cluster
R˜c,
for all i = 1,..., K and Kc = number of fingerprints in a cluster
3) Repeat step 2 until clustering converges.
Here R˜c represents a current fingerprint member of a cluster. Note that a derived center
is a mean vector of fingerprints within the same cluster. Also, centers from all clusters are
needed to determine cluster membership for a sample RSS vector during the online phase.
The K-Mean clustering method is iterative and it can be used even if many clusters (for
K>2) are desired. However, this is a tradeoff between additional clustering computation
and improvement in predicting precision performance. We evaluate results from clustering
methods in the following section.
B. PERFORMANCE EVALUATION OF CLUSTERING METHODS
1. Clustering Experiment Setup
To evaluate clustering methods, we consider two grid systems from the measurement. The
first system (Scenario 1 ) uses a square grid system of 25 locations as previously shown in
Figure 22. The second system (Scenario 2 ) is a larger grid system where fingerprints were
collected from 71 grid points at the Hillman Library building as shown in Figure 31. In the
second system, all RSS measurements were done inside the area on the 1st floor, where there
is a large open space that shares the ceiling with the 2nd floor. Measurement grid points, as
labeled by number 1 to 71, are shown by small arrows in the figure. 6 APs, as being placed
on different floors, are shown and overlaid in this figure. 2 APs are placed each on the ground
floor, the 2nd floor, and the 4th floor. Number (or alphabet) after “hl” indicates floor in
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Figure 31: Measurement Setup: Scenario 2 at the Hillman Library building
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the building where an AP is located (i.e. 2 = 2nd floor, g = ground floor). Although signals
from all 6 APs can be detected on the 1st floor, their coverage is not complete throughout
the floor. Grid spacing between locations is non-uniform (> 2 m). This is because grid
points were picked according to locations of reading tables inside the library. More details
about this measurement can be found in [1].
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Figure 32: Median Clustering and GGs: Scenario 1
Next we apply the Median clustering and the K-Mean clustering methods to both sce-
narios. Figure 32 shows the Median clustering and the two GGs (one graph for each cluster)
in the Scenario 1. There are two clusters; one cluster with 12 fingerprints and the other
with 13 fingerprints. Markers with dots (or squares) indicate fingerprints within the same
cluster. Each fingerprint is based on 2 APs (SIS410 and SIS501) as shown in Figure 22,
represented as a RSS vector denoted by [SIS410, SIS501]. SIS410 is selected for the median
for clustering. RSS values from SIS410 in the fingerprints provide the highest range. The
RSS median value is -47.99 dBm. Note that each GG will be used separately in computing
the probability distributions. Later the fingerprints needed to be eliminated within each
cluster are determined. The K-Mean clustering and the GGs for the Scenario 1 are shown
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Figure 33: K-Mean Clustering and GGs: Scenario 1
in Figure 33. The K-Mean clustering method produces 9 fingerprints in one cluster and 16
fingerprints in the other cluster. Centers for two clusters are [-51.86, -76.12] and [-46.14,
-80.31] respectively.
In the Scenario 2, fingerprints are based on 2 APs (hl2 b card1 and hl4 b card1) as shown
in Figure 31. Hence, a fingerprint is represented as a RSS vector from both APs denoted by
[hl2 b card1, hl4 b card1]. However, there are only 42 out of 71 locations that we can have
coverage from both APs. The Median clustering in the Scenario 2 is shown in Figure 34.
Fingerprints are divided into clusters of 21 fingerprints each indicated by dots and squares.
AP hl2 b card1 is selected to derive a median clustering with the RSS median value of -67.31
dBm. Two GGs are constructed but not shown in the figure for a better view of clustering.
The K-Mean clustering method for the Scenario 2 is shown in Figure 35. There is a cluster
with 18 fingerprints and the another cluster with 24 fingerprints. Centers for the two clusters
in this scenario are [-85.69, -89.42] and [-60.74 -81.46] (dBm) respectively. Again, two GGs
are constructed (not shown) and used separately for further calculations.
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Figure 34: Median Clustering: Scenario 2
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2. Results with Fingerprint Clustering
In each scenario, for each cluster, we use the separate GGs to find the approximate probability
distributions of picking a location, and use the fingerprint elimination procedure as discussed
in the Chapter III. We also simulate results for the average CDFs of error distance after
fingerprint elimination. We compare the two results when clustering is used and without
clustering. Without clustering, a single GG with all fingerprints is constructed. The average
CDFs of the error distance in Scenario 1 and 2 are shown in Figure 36 and Figure 37
respectively.
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Figure 36: The Average CDF of Error Distance with Clustering in Scenario 1
From Figure 36, we can see that simulation results of the cumulative probability from
the Median and K-Mean clustering methods (indicated by the “elim-median” and “elim-
kmean” lines respectively) show only small difference (less than 0.05) from the result when
the elimination procedure was used but no clustering method was applied (indicated by the
“elim-nocluster” line). The result when all 25 fingerprints are used for positioning (indicated
by the “nonelim” line) is shown as a baseline performance. Number of eliminated fingerprints
are lower when the clustering methods are used; 9 from no clustering, 6 from the Median
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Figure 37: The Average CDF of Error Distance with Clustering in Scenario 2
clustering, and 8 from the K-Mean clustering. This can be explained as follows. Because of
the separate GGs used for determining the approximate probability distributions, pairwise
comparison for eliminating fingerprints is only applied to fingerprints within the same cluster.
As such, a fingerprint at the border of one cluster completely ignores the chance of picking a
border fingerprint from the other cluster, although they may have a small Euclidean distance
between them. Therefore, the elimination procedure results in fewer numbers of eliminated
fingerprints as compared to the case where a single GG is used without clustering. In some
ways what we would accomplish by eliminating fingerprints is accomplished with minimal
penalty by clustering, since fingerprints from other clusters are eliminated automatically
from comparison.
Such elimination, however, is performed without considering pairwise error probabilities.
However, it is quite possible that a measured RSS vector was associated with a wrong
cluster during the online phase. The minimum error distance in such case is between a pair
of fingerprints, one from each cluster, with the smallest Euclidean distance. The maximum
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error could be larger, but is highly unlikely to occur because the probability that a measured
RSS vector is associated with a fingerprint in the wrong cluster that has a large Euclidean
distance to the correct fingerprint in the correct cluster is negligible. As summarized in
Table 7, this minimum physical error is smaller with the median clustering compared to
K-Mean clustering. Further, simulations show that average CDFs of error distance for MSs
located at different points cannot be distinguished from one another whether or not clustering
was used, or based on the clustering method, at error distances greater than 2m . So we
can conclude that, by applying clustering methods, we can still maintain almost the same
precision performance as without clustering.
This is also true from Scenario 2 as indicated by the results in Figure 37. In Scenario
2, the number of eliminated fingerprints are 12, 10, and 11 with no clustering, Median
clustering, and K-Mean clustering respectively. The difference of the average CDFs of the
error distance between the two clustering methods and without clustering is minimal (less
than 0.05, for error distances less than 4m and negligible at larger distances). In other words,
no significant difference in the probability of selecting a location is observed if clustering is
used.
Table 7: Error Distance with Clustering (meter)
Sceanario Median K-Mean
1 1 1
2 8 12
Results of Clustering with K > 2
We further apply clustering methods for the case when more than two clusters are used.
Here we only look at fingerprint system from the Scenario 1. Figure 38 shows the Median
clustering with K = 4. In the figure, SIS410 and SIS501 is selected for the first and the
second highest RSS range APs respectively. The RSS median value from SIS501 is -79.27
dBm. Hence, using the medians from both APs produces four fingerprint clusters. Figure
39 shows the K-Mean clustering with K = 3. Centers for three clusters are [-50.37, -81.46],
[-44.96, -79.94], and [-51.69, -75.43] respectively.
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Figure 38: Median Clustering with More Clusters (K = 4)
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Figure 39: K-Mean Clustering More Clusters(K = 3)
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In a manner similar to the previous results, we simulate and compare results for the av-
erage CDFs of error distance after fingerprint elimination. The average CDFs from different
number of clusters are shown in Figure 40. For Median clustering with K = 4 and K-Mean
clustering with K = 3, it is turned out that the number of eliminated fingerprints are lower
than the case when two clusters are used. The number of eliminated fingerprints are 5 and
7 with Median clustering and K-Mean clustering respectively. However, we observe that
the difference of the average CDFs of the error distance is minimal and disappears at larger
distances. In other words, no significant change in the probability of selection a location is
observed from the study.
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Figure 40: The Average CDF of Error Distance with 3(K-Mean) and 4(Median) Clusters
We further evaluate the possibility that clustering can cause performance to get worse.
We vary number of clusters (K) in the K-Mean clustering and look at the best and the worst
results of the average CDFs of error distance. It is expected that a K value that represents
actual clustering of a given fingerprint system will produce the best average CDF of error
distance. The CDF results are shown in Figure 41. We found that the CDF result increases
when K increases, starting from 1 cluster. The result reaches its best when K = 6. Figure
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Figure 41: The Average CDF of Error Distance with 6 and 19 Clusters
42 shows the 6 clusters of fingerprints and corresponding 6 GGs. If we increase K further,
the CDF results begin to drop and reach the worst result when K = 19. As shown in Figure
41, the average probability of selection of a location can drop from the best result to almost
20% below at smaller error distance (i.e,. 0 to 2 meters). The difference between the best
and the worst probability becomes smaller as the error distance increases. Hence, from this
observation of the impact of number of clusters on the performance, we can conclude that
changing the number of clusters can cause the average CDFs of error distance to be better or
worse. Selecting the number of clusters that represents how given fingerprints are actually
clustered can yield the best result.
3. Comparison of Computational Effort With and Without Clustering
In this subsection, we analyze the complexity for the total computation with fingerprint
clustering and without clustering in both the offline and online phases. This will provide us
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Figure 42: K-Mean Clustering with more Clusters(K = 6)
a basis for concluding whether or not clustering helps in saving on computation (we already
know that there is minimal impact on the performance based on the error CDF results shown
earlier). With K clusters, we assumeMci as the number of fingerprints in cluster Ci. Ideally,
Mci = M/K and we use this below although the following can be done with knowledge of
individual Mci.
During the offline phase, there are 3 sequential tasks: 1) clustering 2) GG construction
and 3) pairwise comparison for fingerprint elimination:
1) Clustering Setup: Here, either the Median or the K-Mean clustering is performed.
With Median Clustering, for each of N APs, we first sort M fingerprints using a sorting
algorithm, find the RSS range (max - min), and find the median. Sorting takes O(M logM)
while finding the range and median (O(1)) can be ignored. Totally, this step needs N ×
O(M logM) = O(NM logM) operations. Next, we sort the computed ranges from N APs
and find the largest which takes O(N logN) operations. Finally, we assign a cluster to each
of M fingerprints by comparing each to the median. For K clusters (or K medians), this
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needs O(KM) operations. Hence, the total number of operations with Median clustering is
O(NM logM+N logN+KM). If N,K M as is usually the case, the above result reduces
to O(NM logM + KM). If K-Mean clustering is used, we first randomly pick K cluster
centers from all fingerprints, which takes O(K) operations. Next we assign a cluster to each
of M fingerprints by computing Euclidean distances to K centers and pick the smallest.
Computing K Euclidean distances to a fingerprint takes K × O(N) = O(KN) (because of
the N dimensions in the Euclidean distance) and picking the smallest distance takes O(K)
1. To compute K new centers, we need to consider M fingerprints each with N dimensions
for a total of O(NM) steps. Then each fingerprint has to be assigned to the clusters again.
Given t iterations before convergence, totally we need O(KM(N+1)t+NMt) steps. Hence,
the total number of operations with K-Mean clustering is O(K +KM(N + 1)t+NMt). If
N,K M , the above result reduces to O((KN +K +N)Mt).
2) GG Construction: Without clustering, the computation of a single GG takes O(NM3).
With clustering and K GGs, we need O(NM3c1+ · · ·+NM3cK) operations. Ideally, withM/K
fingerprints/cluster, we need O(NM3/K2) steps.
3) Pairwise Fingerprint Elimination: With no clustering, we need O(M2) steps for the
probability distribution comparisons. With clustering, we need O(M2/K) operations.
During the online phase, to determine a MS’s location, a system with fingerprint cluster-
ing performs two sequential tasks: 4) determining cluster membership and 5) finding nearest
neighbor in signal space (NNSS ).
4) Determining Cluster Membership: To determine cluster membership, with Median
clustering, the measured RSS sample in the dimension of the pre-selected “highest RSS
range” AP, is compared with the pre-computed median (i.e., -47.99 dBm in Scenario 1 or
-67.31 dBm in Scenario 2). With K clusters, we need O(K) operations for this task. If K-
Mean clustering is used, the Euclidean distance (N dimensions) between the measured RSS
vector and the K cluster centers are computed. The cluster whose center has the smallest
Euclidean distance to the sample vector is picked. Hence, determining the membership takes
O(KN) operations.
1We assume distance computation in one dimension and comparisons are equivalent in complex-
ity.
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Table 8: COMPUTATION OF FINGERPRINT CLUSTERING
Phase Task Clustering No Clust-
Median K-Mean ering
Offline
1) O(NM logM +KM) O((KN +K +N)Mt) -
2) O(NM3/K2) O(NM3/K2) O(NM3)
3) O(M2/K) O(M2/K) O(M2)
Online
4) O(K) O(KN) -
5) O(NM/K) O(NM/K) O(NM)
5) NNSS: Once the cluster membership is determined, the Euclidean distance from a
sample vector to all fingerprints in this cluster is computed. The the nearest fingerprint points
to the estimate of the MS’s location. Hence, on average, we need O(NM/K) for the NSSS
operation. Without clustering, we need O(NM) operations. In fact, since some fingerprints
were already eliminated from the offline phase, the number of comparisons needed is actually
lower than that shown above. Table 8 summarizes the computational complexity of the five
tasks.
To illustrate this numerically, we compare the number of operations that a system takes
to complete both the online and offline tasks in Scenarios 1 and 2. The number of operations
are based on the “Big O” notation in Table 8. Based on Figure 32 and 33, the following
parameters are used to compute the number of operations needed in Scenario 1: M = 25,
K = 2, N = 2, Mc1 = 12(Median) or 9(K-Mean), Mc2 = 13(Median) or 16(K-Mean),
and t = 4(from simulations). Likewise, the following parameters are used to compute the
number of operations needed in Scenario 2: M = 42, K = 2, N = 2, Mc1 = 21(Median) or
18(K-Mean), Mc2 = 21(Median) or 24(K-Mean), and t = 6.
In the offline phase, number of operations used in a location system with the fingerprint
clustering is a combination of all three tasks as described earlier. However, only the last
two tasks are necessary for a system without clustering. As such, a system with the Median
clustering would take [2(25)(log25)+2(log2)+2(25)]+[2(123)+2(133)]+[(122)+(132)] = 8, 284
operations. A system with the K-Mean clustering would take [2 + 2(25)(3)(4) + 2(25)(4)] +
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[2(93)+2(163)]+ [(92)+(162)] = 10, 789 operations. A system without clustering would take
[2(253)] + [252] = 31, 875 operations. Therefore, we can save about one-third of the number
of operations with the fingerprint clustering.
In the online phase, number of operations used in a location system with the fingerprint
clustering is a combination of two tasks as described earlier. However, only the NNSS task
is necessary for a system without clustering. So, a system with the Median clustering would
take [2] + [2(12 + 13)/2] = 27 operations. A system with the K-Mean clustering would take
[2(2)] + [2(9 + 16)/2] = 29 operations. A system without clustering would take [2(25] = 50
operations. So we could save about a half of the number of operations with the fingerprint
clustering.
Similar to the calculation in Scenario 1, for Scenario 2 in the offline phase a system with
the Median and the K-Mean clustering would take 38,147 and 42,230 operations respectively.
A system without clustering would take 149,940 operations. In the online phase, a system
with the Median and the K-Mean clustering would take 44 and 46 operations respectively. A
system without clustering would take 84 operations. Summarized results for the operations
of fingerprint clustering is shown in Table 9.
Table 9: Operations Comparison
Scenario 1 Scenario 2
Method Offline Online Offline Online
Median 8,284 27 38,147 44
K-Mean 10,789 29 42,230 46
No Clustering 31,875 50 149,940 84
To empirically evaluate an impact of number of clusters to the number of operations in
a fingerprint system, we plot its relationships as shown in Figure 43. We consider the total
number of operations from both the offline and online phases. Here, we give an example when
K-Mean clustering is applied in system of 2 APs and 25 fingerprints (N = 2,M = 25), similar
to those from Scenario 1. We assume a constant t = 4. From the figure, we can see that we
could achieve the lowest number of operations when we have 6 clusters (K = 6). Considering
this result and the performance result with 6 clusters in Figure 41, we can say that using
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6 clusters is a suitable number of clusters for a fingerprint system in Scenario 1 as it yields
the best performance with the smallest computational effort. Note that the suitable number
of clusters, K, can be different in system with different measurement data. An interesting
research work is to evaluate a suitableK for system from different indoor environments. This
is beyond the focus of this dissertation. However, it is worth to mention that a good value
of K should provide acceptable performance and less computational effort. In addition, one
is also interested in using a non-parametric clustering method (i.e. one without determining
K) and observe its performance. An example of such method is a mean-shift clustering [41].
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Figure 43: Operations versus Number of Clusters
In summary, fingerprint clustering is shown to help reduce computational effort for a
location fingerprint system making the performance prediction and actual position deter-
mination scalable. Future work will be focussed on generalizing this approach further and
quantifying its impact.
In the next chapter, we look at the use of a radio map with a real device. A study of
modeling using a close-to-actual RSS distribution is also presented as we want to know if
the distribution can improve the precision performance model.
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VI. MODELING AND RADIO MAP IN REAL SITUATION
In this chapter we look at radio map construction based on a real situation. First we
motivate the study of a modified analytical model that takes into account signal strength
variations that are different for neighboring fingerprints and non-Normal distributions of the
RSS at different locations. Then a usage scenario of the radio map for a real mobile device
is given. This is based on the assumption that geospatial information such as the floor
plan of a building, or even the user’s travel profile, could potentially provide useful hints for
storing the radio map in the device. A simple guideline and application of the guideline to
radio map construction during the offline phase is also presented. Finally, some remarks on
miscellaneous issues are provided.
A. ANALYTICAL MODEL WITH BETTER RSS DISTRIBUTION
In this section, we propose an analytical model based on more realistic assumptions. In
section III.A, we assumed the mean of the received signal strength (RSS) envelope at a
mobile station (MS) is a normally distributed random variable1. The normal assumption
not only allows tractability of the mathematical model, but it is also widely used to describe
large-scale fading (known as a shadowing fading) effects in wireless channels [20]. We note
that, although the received signal is affected by both large-scale and small-scale fading
components, the RSS measurement at a wireless adapter averages out the effects of the
small-scale fading component [1]. So only the large-scale component is the one of interest
here.
1To be precise, the probability density function (PDF) of the RSS envelope is assumed as log-normally
distributed. We simply refer it as “Normal” or Gaussian, since the RSS measurement is typically reported
on a log scale (i.e., in dBm).
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From extensive measurements, however, different distributions and variations of RSS are
observed at different grid locations [1, 7, 17, 38]. The RSS distribution can be skewed from
the presumed Normal distribution. So using the NNSS, with the normal assumption and
computing of distance between fingerprints represented by mean values, can make the model
of probability of fingerprint selection less accurate. However, there is no previous work to
study if the use of a more realistic RSS distribution model (such as a distribution with shape
parameters) can actually enhance the model of precision performance. Therefore we try to
partially address this non-Normal distribution modeling issue.
Based on the RSS histograms in different locations for Scenarios 1 and 2 (see scenario
descriptions in subsection V.B.1), certain shapes of distribution were found at particular
average values of the RSS. Different shapes of the RSS distribution are caused by upper and
lower limit of measurable RSS at each location. The maximum transmitted power provides
the upper limit and the receiver’s sensitivity gives the lower limit for the received signal.
The analysis of measurements by Dr. Kamol Kaemarungsi showed that many histograms
possess a long tail to the left (can be described as left-skewed). There are 64 out of 75 (85%)
and 191 out of 299 (64%) left-skewed histograms in Scenario 1 and Scenario 2, respectively
[1]. These histograms are ones often found with strong average RSS or when there is a
line-of-sight (LOS) between an AP and a MS. It was previously explained that the left-
skewed distribution is the effect of the range limitation imposed by the maximum RSS at
each location [38].
Due to the complexity of the radio propagation and simplicity of measurements at the
WLAN interface card, the actual distribution of the RSS is difficult to obtain. However,
it would be a great benefit if, besides the normal distribution, we can find an approximate
distribution of the underlying RSS process [38]. Therefore, we try to fit the measured RSS
distribution using a more flexible probability distribution than the Normal distribution. We
choose the Beta distribution in this study for the above reason. The Beta distribution is
chosen as it also satisfies the following properties: (1) the capability of modeling various
distribution shapes from left skewed to symmetrical to right skewed (not always symmetric,
as in the normal distribution), and (2) the capability of modeling distributions with a finite
range (as opposed to the Normal distribution, which extends infinitely to both sides of the
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distribution). These properties make the Beta distribution an excellent candidate for repre-
senting many characteristics in real life. With the Beta distribution, a variety of distribution
shapes can be modeled with two shape parameters, λ1 and λ2 as depicted in Figure 44.
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Figure 44: Probability Density Function of the Beta Distribution
A Beta distribution is defined over the interval (0,1) [42]. However, the generalized Beta
distribution can be defined over the interval (a,b), where a represents the minimum value
and b represents the maximum value respectively. The unit beta probability density function
is given as follows:
f(u;λ1, λ1) =
Γ(λ1 + λ2)
Γ(λ1)Γ(λ2)
uλ1−1(1− u)λ2−1 ; 0 < u < 1 ; λ1, λ2 > 0 (VI.1)
,where Γ(.) represents the gamma function [42]. The unit cumulative probability distri-
bution function is defined as
F (U ;λ1, λ2) =
Γ(λ1 + λ2)
Γ(λ1)Γ(λ2)
∫ U
0
uλ1−1(1− u)λ2−1du. (VI.2)
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F (U ;λ1, λ2) is the probability that u falls within the interval (0,U). The probability can
be calculated given the shape parameters, λ1 and λ2, and the distribution range U . The
mean value (µ) and variance (σ2) of a unit Beta distribution can be calculated from the
following equations:
µ =
λ1
λ1 + λ2
; σ2 =
λ1λ2
(λ1 + λ2)2(λ1 + λ2 + 1)
(VI.3)
A generalized Beta random variable x over the interval (a,b) is derived by re-scaling and
re-allocating the unit Beta random variable u over interval (0,1) of the same shape by the
following transformation:
x = a+ (b− a)u (VI.4)
We fit both the Normal and Beta distributions to an RSS distribution from the measure-
ment. We use Statical Analysis System (SAS R©, [43]) software for fitting distributions and
estimating its parameters (e.g., mean, variance, and shape parameters). Figure 45 shows an
example of an RSS histogram collected, at a fixed location, from the AP SIS410 in Scenario
1. Data was collected at approximately 0.25 seconds per sampling interval for a five-minute
period. So there are approximately 1,200 RSS samples. The curve in the figure shows a fit-
ted Normal distribution. Figure 46 shows a fitted Beta distribution on the same histogram.
From both figures, we can see that the Beta distribution, with estimated shape parameters
λ1 = 7.09 λ2 = 1.9, is a better fit to the histogram than the Normal distribution.
We also use a probability plot to compare ordered values of the RSS with the percentiles
of a specific theoretical distribution model. If they match, the points on the plot form a linear
pattern. The probability plots from the Normal distribution and the Beta distribution are
depicted in Figure 47 and 48 respectively. A diagonal reference line corresponding to the
distribution with estimated parameters is shown in each of the probability plots. We can
see that more numbers of RSS samples are linearly matched to the reference line in Figure
48 than those in Figure 47. Therefore, we can conclude from these results that the Beta
distribution serves as a better model for the measured RSS distribution.
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Figure 45: RSS Histogram and the Normal Distribution
Curve: Beta (  λ1 = 7.09 ,  λ2 = 1.9 )
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Figure 46: RSS Histogram and the Beta Distribution
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Figure 47: The Normal Probability Plot from the RSS Measurement
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Figure 48: The Beta Probability Plot from the RSS Measurement
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Although the Beta distribution provides a good fit to the RSS distribution from the
real measurement, to incorporate it into analysis needs a certain modification of the model
(e.g., for identifying fingerprint neighbors). In this dissertation we do not find a method to
incorporate non-Normal distributions in the performance modeling (it is left as part of future
research). However, we study the issue of incorporating at least the RSSs with non-identical
Normal distributions in our analytical model so as to get a better understanding.
In Chapter III, constructing the analytical model employs proximity structure and the
Gabriel proximity graph (GG) to extract information about neighbor and non-neighbor sets.
An edge in the GG and thus a neighbor set, is obtained by considering a diametral circle
with a line segment between any two fingerprints, R˜i and R˜j, as the diameter (see subsection
II.C.2). If we explore this in detail, we will see that each diametral circle in the GG has its
center at the mid point of the line segment R˜iR˜j. This is exactly a point on the decision
boundary (i.e., a Voronoi edge) between the two fingerprints as seen in Figure 4. This
boundary is symmetric as it is based on the assumption of uniform (identical) standard
deviations of RSS in all fingerprints. Hence, the derived diametral circle, known as the
forbidden region, between the two fingerprints has its center exactly at the mid point. Now
from the above discussion, we can see that using a diametral circle to define a GG edge,
and thus a GG neighbor, is not really correct as it does not consider the effect of different
RSS standard deviations associated with different fingerprints. So, here a new circle for
constructing GG that considers the effect of non-identical RSS distributions is studied. We
call the new circle as the equivalent diametral circle.
To find the equivalent diametral circle and its center, we consider the intersection between
distributions of two Gaussian variables (in 1-dimension) with different means and variances
as shown in Figure 49. Assume one variable has a meanm1 (representing the first fingerprint)
and variance σ21, while the other has a mean m2 (representing the second fingerprint) and
variance σ22. We also assume m1 < m2 and σ1 6= σ2. Instead of the mid point between m1
and m2 (i.e., if σ1 = σ2), an intersection point x will be used as a center of an equivalent
diametral circle. It is at this point that an RSS sample has equal probability of picking
either fingerprint, m1 or m2. The intersection point x can be computed as: (the derivation
is given in Appendix C):
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Figure 49: Intersection between 2 Gaussian Distributions Example
x =
(σ21m2 − σ22m1)± σ1σ2
√
(m2 −m1)2 + 2(σ22 − σ21)lnσ2σ1
(σ21 − σ22)
(VI.5)
Between the two roots of x, the one with a value between m1 and m2 is used as the
new center. Then the radius of the equivalent diametral circle is computed by finding the
maximum between |m2−x| and |m1−x|2. Once we find the equivalent diametral circles from
all pairs of fingerprints and produce GG edges from the ones being empty (see subsection
II.C.2), a new skewed GG, considering RSS distributions with different variances, is created.
In this study, we will check if the new skewed GG, by taking into account of different RSS
variation, could possibly be useful in improving the prediction of precision performance.
We compute the skewed GG from the previous measurement setup as shown in Figure 22.
Here the RSS standard deviations measured from all 25 fingerprints are used. The skewed
GG for the 25 grid system is shown in Figure 50. The skewed GG and fingerprints are based
on SIS410 and SIS501 like in the previous study on subsection III.C.4.
2the maximum distance is selected as the new radius instead of the minimum distance, since the latter
creates a circle that is almost always empty. As a result, the number of GG edges can be over estimated
(i.e., two far fingerprints may be falsely interpreted as neighbors).
101
-60 -55 -50 -45 -40
-85
-80
-75
-70
SIS410 (dBm)
SI
S5
01
 (d
B
m
)
IS Building with 25 Location Fingerprints (Intersect by Curves)
R
~
1
R
~
2
R
~
3
R
~
4
R
~
5
R
~
6
R
~
7
R
~
8 R
~
9
R
~
10
R
~
11
R
~
12
R
~
13
R
~
14
R
~
15
R
~
16
R
~
17
R
~
18 R
~
19
R
~
20
R
~
21
R
~
22
R
~
23
R
~
24
R
~
25
Figure 50: Skewed GG of Measured Radio Map
0 1 2 3 4 5 6
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Distance (meters)
C
u
m
u
la
ti
ve
 P
ro
b
ab
ili
ty
 o
f S
el
ec
ti
n
g
 L
o
ca
ti
o
n
Average Error Distance Distribution of 25 Locations
nonelim
elim-analytical-GG
elim-analytical-skewed-GG-newcircle
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Again, we apply the analytical model with the skewed GG, approximate the probability
distributions of picking a location given the MS’s location, and perform pairwise comparisons
for fingerprint elimination. It turned out that we can identify 9 fingerprints that we can
eliminate. Then we run simulations to evaluate how eliminating fingerprints, determined
by different GGs, impacts performance. Figure 51 compares the average CDF of the error
distance in an experiment. In the figure, the result when all 25 fingerprints are used for
positioning (indicated by “nonelim”) is shown as the baseline. A plot, as indicated by
“elim-analytical-GG” is the result when a GG is applied. Then a plot, as indicated by
“elim-analytical-skewed-GG-newcircle”, is the result when a skewed GG is applied. We can
see that the average cumulative distributions from the last two cases show no significant
difference. The skewed GG result shows little change in the precision (i.e., its probability is
slightly greater than that of the GG for the first few meters of error distance then they are
the same as the error distance increases). This observation also holds when the system in
Figure 31 (Scenario 2) is studied (see Appendix F).
So from this result, we conclude that, although taking into account the effect of differ-
ent deviations and re-defining GG neighbors, the precision performance predicted may not
change by much. However, this conclusion is based only on our best available measurement
and current modeling. Future research on how to incorporate different distributions into the
model or even answers to whether knowing “close-to-real” distributions is actually helpful is
something to be studied (i.e., to find a new kind of a proximity graph or do more extensive
experiments).
In the next section, we will discuss a usage scenario for storing the radio map in a real
mobile device.
B. RADIO MAP WITH REAL DEVICE
We look at the use of the radio map for a real device. We are interested in the case where a
positioning engine is located in a mobile device. In other words, the MS performs location
estimation locally by comparing the measured fingerprint with a stored radio map. The case
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is considered important as it will allow an estimate of how many fingerprints in the radio
map we should have in a mobile device. This has impact because of the reduced memory
and computational capabilities of mobile devices.
Imagine many workers (known as users), each carrying a positioning-enabled mobile
device with a radio map, moving around inside an office building. Each user will move
differently within different areas. While moving, a mobile device estimates a user’s current
location. In a real scenario the movement of most users is only covered by the same certain
area (i.e., places or rooms where he or she usually works everyday). In such scenario, if a
mobile device contains fingerprint collection from the whole building, fingerprints from other
areas (one outside user’s typical working area), may not be useful and they become less
important for a particular user. Hence, only some of the fingerprints should be enough for
location estimation of the user. This also helps in reducing the fingerprint search space for
location estimation.
From the above reasoning, we believe that a design of the radio map for each mobile
device can be impacted by the mobility profile of a user. The mobility profile describes
the user “movement history” inside a building. It can be obtained by a series of user’s
movement in each area, which can be represented by a sequence. For example, in certain
time-frame, a user moves from table 1 to table 2, and then to room 5 and hallway 3, and
so on. The sequence can be written as “table 1 → table 2 → room 5 → hallway 3 ...”.
This idea of representing visited locations as a sequence was previously adopted for the
learning of inhabitant’s movement profile [44]. The sequence can be influenced by a user’s
habit/routine, time of a day, or environment settings. This sequence then determines a set
of fingerprints, which is collected at locations in the sequence, and thus the user’s radio
map. Deriving a radio map from a mobility profile allows users to store only fingerprints of
locations actually visited by a user. This promotes an efficient use of the radio map, but
it can cause performance loss due to limited mobility space (i.e., positioning system can be
ineffective when a user moves into a different area).
In a fingerprinting based positioning system, location estimation during the online phase
is done by two sequential tasks: 1) measuring a RSS sample and 2) computing the NNSS
(see section III.A for the NNSS description). The sum of the delays from both tasks results
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in the total delay in estimating a user’s current location. The total delay of the location
estimation, however, is dominated by the measurement delay of an RSS sample in the first
task. For example, the maximum RSS sampling rate of a Lucent Orinoco Gold wireless
card is 4 samples/s – thus the smallest sampling period is 250 ms [1]. The delay from the
second task depends on the total number of fingerprints used in the radio map for finding the
nearest neighbor fingerprint. We will look at a numerical example of delays given parameters
observed from a real device. We also study the “break even” number of fingerprints of the
radio map where delay incurred from the two tasks are equal.
Assume there are N APs and M fingerprints in a system. Suppose a mobile device is
an IPAQ pocket PC with the Motorola Dragonball RISC-based 200 MHz CPU. The clock
period for this mobile device is 5 ns. The NNSS computational delay in the second task can
be estimated as follows:
The NSSS delay (CPU exec. time) = CPU clock cycles× clock time (VI.6)
where CPU clock cycles = total number of instructions × average clock cycle per in-
struction (CPI). The average CPI of the Motorola Dragonball CPU is assumed to be 4.
The total number of instructions (TNI) required by the NNSS is computed using different
floating-point operations as shown in Table 10 [45].
Table 10: Floating-Point Operations
Operation Number of Instructions
FCMP 70
FADD/FSUB 290
FMUL 180
To compute the NNSS, the first step we need is to find the square of the Euclidean
distance between the RSS sample and each of M fingerprints. The square of the Euclidean
distance is computed as
∑N
i=1(ρi − ri)2. So for each of the N APs, we need one operation
for floating-point subtraction (FSUB) and one operation of floating-point multiplication
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(FMUL) for computing a square value. The sum of N such terms require N − 1 operations
of floating-point additions (FADD). With M fingerprints, the total operations of the first
step is M × [N(FSUB) + N(FMUL) + (N − 1)(FADD)]. The second step is to find the
nearest neighbor fingerprint by selecting the fingerprint with the smallest distance among all
computed M distances from the first step. This requires M − 1 operations of floating-point
comparisons (FCMP) to get the fingerprint with the smallest distance. So the total number
of operations (TNO) to compute the NNSS is the sum of operations in both steps:
TNO =M × [N(FSUB) +N(FMUL) + (N − 1)(FADD)] + (M − 1)(FCMP) (VI.7)
Using the number of instructions required for each operation in the Table 10 and substi-
tuting in (VI.7), TNI can then be calculated from TNO. Note that the TNI implies the
required number of CPU clock cycles. Finally, knowing values of all relevant variables allows
the computation of the NSSS delay in (VI.6).
0 5000 10000 15000
0
50
100
150
200
250
300
350
400
# F ingerprints  (M)
D
e
la
y 
(m
se
c)
Delay versus  Number of F ingerprints
R S S  Measurement
Delay
NNS S  Delay
N = 2
B reak even point
M = 9,615
B reak even point
M = 4,433
NNS S  Delay
N = 4
Figure 52: Delays as a Function of Number of Fingerprints
106
We plot the delay from the RSS sample measurement and the NNSS delay, as a function
of number of fingerprints (M) in a radio map. Here we assume N = 2 or 4. The results are
shown in Figure 52.
From the figure, we can conclude that we need at least 9,615 (4,433) fingerprints in a
radio map for the system with 2 APs (4 APs) so the NNSS delay becomes the dominant delay
over the RSS measurement delay. In addition, most radio maps of the proposed systems in
Table 1 have the sizes only on the order of hundreds of fingerprints (or positions). So the
above numerical example implies that the NNSS delay may not be a significant factor of
the total delay during the online phase of such positioning systems. However, the benefit of
using less number of fingerprints is already obtained as it reduces effort for collecting large
numbers of RSS fingerprints during the offline phase as described next.
In the next section, we will discuss how to create a radio map and apply our analytical
study for the fingerprint collection during the offline phase.
C. OFF-LINE PHASE FINGERPRINT COLLECTING GUIDELINE
Identifying and eliminating unnecessary fingerprints from a radio map database can reduce
computational time spent in the online phase for fingerprinting based positioning systems.
This is a “by-product” of the analytical model. However, collecting fingerprints from all
predefined grid locations in space during the offline phase still proves to be very tedious and
time-consuming. System designers lack hints that could help them cleverly pick locations
from a site-survey during the offline phase. By studying the actual measurement data com-
bined with the simple analytical results, we present here a few simple guidelines that we
think can be handy during pre-deployment of the system. However, further work to refine
and quantify these guidelines can be interesting for future study.
From the measured characteristics of the RSS, the σ of the RSS can vary from one
location to another and from one AP to another. In [1], it was found that the standard
deviation of the RSS is large (6-7 dB) when the MS is located near an AP and sees a strong
RSS (-60 dBm to -40 dBm). These locations usually see a direct line of sight (LOS) of
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the received signal between the AP and the MS. On the contrary, the standard deviation
is small (1-2 dB) when the MS is located far from the AP with weak RSS (-95 dBm to
-85 dBm). Such locations often are in non line-of-sight (NLOS) situations in terms of the
received signal between the AP and the MS. With large deviation of the signal, the error
probability of fingerprint selection is high. We believe that an “inefficient” fingerprint (one
that is hardly picked as a correct location) is likely to be gathered at a location close to the
AP. In other words, observing a cluster of locations with a large RSS vector’s magnitude
will likely contain a lot of “inefficient” fingerprints. Hence, a small grid spacing should not
be used at such locations during the offline site surveying. Using a larger granularity of a
grid spacing in the locations with a strong RSS vector could save on labor while potentially
keeping acceptable performance. In addition, as reported in [20], large standard deviations
are found inside large and open space buildings, while small standard deviations are found
inside small and closed spaces. So, system designers should expect to see many inefficient
fingerprints when deploying systems inside open space areas. As a consequence, they could
possibly select, for example, a sparser grid spacing in open environments as compared to
cluttered environments.
To illustrate the above“offline” guideline, we construct a new grid system based on the
measurement setup in Figure 22. In the new system, a 2-meter grid spacing is used for
locations inside room 410 (i.e., representing open space area) and 1-meter grid spacing for
locations on both sides of the room’s wall (i.e., representing closed space area). The 2-meter
grid locations include grid locations 3, 5, 13, 15, 23, and 25, while the 1-meter grid locations
include grid locations 1, 2, 6, 7, 11, 12, 16, 17, 21, and 22 respectively.
It is now reasonable to compare Gabriel Graphs derived from two cases: one from the
new grid system with sparser grid points in open areas and the other from the previous
uniform grid system (i.e., 1 meter spacing throughout) – after the elimination procedure is
applied. The remaining 16 fingerprints are obtained from both cases. The two GGs are
shown in Figure 53. We find graphical similarity of the fingerprints on the left half of both
graphs (i.e., fingerprints and their associated edges with SIS410’s RSS < -50 dBm). This
confirms that that the probability of location estimation for locations associated with these
fingerprints will be equal. A majority of these fingerprints are from grid locations outside the
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Figure 53: Comparison of GGs from (a) 1 meter grid with eliminated fingerprints and (b)
1-and-2 meter grid used during the offline phase
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room. On the other hand, fingerprints with SIS410’s RSS > -50 dBm are those mostly found
inside the room as shown by fingerprints on the right half of both graphs. Some dissimilarity
between the Gabriel Graphs occurs since it is difficult to get exactly the same “efficient”
fingerprints just from the new grid system. In fact, fingerprints from grid locations such as
3, 5, and 13, although available with a 2-meter spacing, are ones being eliminated by the
analytical model. However, we can also see some of the same fingerprints and their edges
presented in both graphs (i.e., fingerprints R˜15, R˜23, and R˜25). Therefore the difference of the
probability of location estimation can be expected to be extremely small for these locations.
The average CDF of the error distance, from simulations, using the offline guideline also
shows a slight difference in the cumulative probability (less than 0.05 from the analytical
elimination case), as seen from the black dashed line in Figure 54.
0 1 2 3 4 5 6
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Distance (meters)
C
u
m
u
la
ti
ve
 P
ro
b
ab
ili
ty
 o
f S
el
ec
ti
n
g
 L
o
ca
ti
o
n
Average Error Distance Distribution of 25 Locations
nonelim
elim-analytical
offline guideline
Figure 54: Comparison of Average CDFs of Error Distance from Measurement with the
Offline guideline
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As we can see, the offline guidelines have the potential to be useful to approximate
Gabriel Graphs similar to the procedure with the analytical model. However, at this stage
it is still necessary to require trial-and-error of measurements before determining grid points
with only “good” fingerprints. However, as previously mentioned, further work to refine and
quantify these guidelines is necessary and needed to research.
D. MISCELLANEOUS ISSUES
Besides issues discussed in previous sections, we believe that the proposed framework and
the analytical model in this dissertation can be applied to extend its capability. For instance,
we believe that the analytical model for predicting the probability of fingerprint selection
can be flexible and applicable when we consider a grid system with fingerprints taken in
different floors. Performance measurements of fingerprint system from multiple floors had
been studied in the research literature [27]. By considering fingerprints from several floors
as one set, a system designer can directly apply the analytical model and the fingerprint
elimination procedure to a fingerprint set in order to identify good fingerprints and create an
efficient radio map in a multi-floor building. To save on computational effort, the fingerprint
clustering method, as discussed in Chapter V, can also be used in a multi-floor fingerprint
system (that is likely to exhibit a cluster pattern). For instance, one might expect to see
different fingerprint clusters that correspond to different floors of a building.
In addition, although we did not see much of the benefit with a self positioning system
(i.e., system with a positioning algorithm implemented in a mobile device based on our simple
computations), computational saving via clustering analysis may have an important role in
a remote positioning system (i.e., a system with the positioning algorithm implemented at
a server in an infrastructure). In such systems, saving on the number of operations required
per user, for estimating location, could increase the total system capacity. In other words,
the number of location estimation queries that a server can handle per unit time will increase.
Moreover, if smaller operations results in a shorter delay in estimating a MS’ current location
during the online phase, it can provide a better possibility for deploying a fingerprinting-
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based system for mobility tracking purposes. For instance, if clustering results in a delay
that is less than 0.5s, (as derived by the sum of RSS measurement and NNSS delay at the
break-event point in the Figure 52), it is then possible to track a mobile handheld device if
time taken for moving between two locations is higher than such a value.
In summary, we believe a system designer can apply the framework and the analytical
model to obtain a balance among the desired accuracy, precision, fingerprint dimension,
grid space, and cluster construction. Also, this work is not limited to only 802.11 based
fingerprinting systems although it has been verified with such a system. We believe that the
analytical model can be extended to fingerprints from a hybrid system (such as combined
GSM and WiFi fingerprint system studied in [27]). Further future study could provide better
understanding of application as well as limitations in different systems and environments.
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VII. CONCLUSION
In this dissertation we have developed an analytical model for predicting accuracy and pre-
cision of indoor positioning systems based on location fingerprinting. The model utilizes
analysis of the location fingerprint structure to help predict performance of the system and
estimate a MS’s location. We also proposed a framework that can be used for designing an
efficient positioning system and its radio map.
We summarize research contribution and future research work as acquired from this thesis
in the following sections.
A. CONTRIBUTIONS
Here is a list of the main contributions of the thesis that primarily facilitate the construction
of fingerprint based indoor positioning systems.
I. This research provided a methodology to analyze the structure of location fingerprints
using an analytical tool – the proximity graph. The model derived from the structure
analysis, as we proposed in this research, enables computation of an approximate prob-
ability distribution of location selection. This has not been available before. The model
also allows approximation of the performance without doing a complete measurement
evaluation of the system.
II. Based on the analytical model, we provided a fingerprint elimination procedure as a way
to identify fingerprints with less likely chances to be picked. The procedure gives a system
designer the ability to create a positioning system that requires fewer computations with
no significant impact on overall precision performance.
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III. We enhanced the performance model to become more scalable. We introduce fingerprint
clustering to reduce computational effort related to the modeling. We performed sensi-
tivity analysis of performance modeling with different grid system properties to evaluate
modeling systematically. We also extended the performance model to consider a more
realistic situation such as non-identical received signal variations and provided impact
study of using radio maps in a mobile device.
IV. We provided an example of a design guideline which will be useful for reducing the effort
of fingerprint collection during the offline phase.
B. FUTURE RESEARCH WORK
In this section we identify the potential directions for future research.
I. Research on how to generalize performance modeling to incorporate different RSS dis-
tributions (e.g., the beta distribution) can be an interesting future direction. It is chal-
lenging to find a better analytical model, using a new kind of proximity graph, in order
to provide closer approximations of the probability distribution of error distance.
II. This thesis provides a ground work for future study of refining and quantifying the
offline guidelines for fingerprint collection. The idea of finding a proximity graph similar
to one from the analytical model could be further explored in order to better pick grid
points, potentially with “good” fingerprints. For instance, a combination of few site-
survey measurements and an indoor radio propagation model may be used to help predict
the fingerprint structure and corresponding proximity graph. Also, quantifying these
guidelines may be possible by studying real measurements from many different building
structures or settings. Finally, an implementation of a software tool or methodology
that can recommend the number of APs and grid spacing that is suitable for given
environment maybe useful for a system designer before deploying the system.
III. From an information theory point of view, it is also interesting to see if it is possible to
quantify how much information is lost due to fingerprint elimination. Knowing this, one
can estimate the overall performance of a modified system after some fingerprints are
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eliminated in exchange of reduced effort for fingerprint collection. An analogy to this is
lossy data compression, where the final data is approximated from a larger size of the
data, without losing significant information.
IV. To effectively utilize the effort for the offline fingerprint collection, a study of how to
merge or share radio maps from different users or from different areas is another inter-
esting future study. Sharing radio maps can be done in either a planned manner or
opportunistically. Moreover, merging of radio maps in an overlapped area can be used
to create and refine the analytical model. This issue is a challenging research problem.
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APPENDIX A
DERIVATION OF THE PEP FOR FINGERPRINTS WITH DIFFERENT
RSS VARIATIONS
Let A represent the square of the Euclidean distance between a sample RSS vector Ri =
[r1, r2, r3, ..., rN ] and the true average RSS vector of the target (correct) location fingerprint
R˜i = [ρi1, ρi2, ..., ρiN ]. Let B be the square of the Euclidean distance between the sample
RSS vector Ri and the location fingerprint R˜k = [ρk1, ρk2, ..., ρkN ] of another point k on the
grid. Then {A < B} = {A ≤ B} is the event that the distance between the sample RSS
vector and the correct location fingerprint is smaller than the distance between the sample
RSS vector and the incorrect location fingerprint. The probability of this event,{A ≤ B},
can be evaluated as follows:
A ≤ B
⇒
N∑
j=1
(rj − ρij)2 ≤
N∑
j=1
(rj − ρkj)2
⇒
N∑
j=1
(rj − ρij)2 −
N∑
j=1
(rj − ρkj)2 ≤ 0
⇒ 2
N∑
j=1
rjβij +
N∑
j=1
Γij ≤ 0,
where Γij = (ρ
2
ij − ρ2kj) and βij = (ρkj − ρij). Note that, when all rj are Gaussian,
a comparison variable C = 2
∑N
j=1 rjβij +
∑N
j=1 Γij is also a Gaussian variable with mean
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µc = 2
∑N
j=1 ρijβij +
∑N
j=1 Γij and variance σ
2
c =
∑N
j=1(2βijσij)
2. The σij is the standard
deviation of the RSS from the jth AP at grid point i. The probability P{C ≤ 0} is computed
as follows:
Pr{C ≤ 0} =
∫ 0
−∞
1√
2piσc
e
− (c−µc)2
2σ2c dc
=
1
2
2√
pi
∫ − µc√
2σc
−∞
e−t
2
dt
=
1
2
+
1
2
erf
( −µc√
2σc
)
= 1−Q
(−µc
σc
)
The pairwise error probability PEP (R˜i, R˜k) = P{C > 0} = 1− P{C ≤ 0} = Q
(
−µc
σc
)
.
Let sdik be the Euclidean distance between R˜i and R˜k. Now since
µc = 2
N∑
j=1
ρij(ρkj − ρij) +
N∑
j=1
(ρ2ij − ρ2kj)
= 2
N∑
j=1
ρijρkj −
N∑
j=1
ρ2ij −
N∑
j=1
ρ2kj = −
N∑
j=1
(ρij − ρkj)2 = −sd2ik,
Therefore PEP (R˜i, R˜k) = Q
(
−µc
σc
)
= Q
(
sd2ik
σc
)
= Q
(
sd2ik
2[
∑N
j=1 β
2
ijσ
2
ij ]
1/2
)
.
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APPENDIX B
THE DIFFERENCE OF CDFS FROM BEFORE AND AFTER
FINGERPRINT ELIMINATION
Figure 55 shows the difference between the error cumulative probabilities (CDF) for each
location before and after fingerprint-elimination (only for those locations that survive elimi-
nation in the Fourth Floor of the IS Building). It turns out that the improvement in the error
probability can be seen at locations whose fingerprints are neighbors of eliminated finger-
prints (i.e., fingerprints 8, 6, 22 after eliminating fingerprint 2). However, it is not quite clear
from the fingerprint system how to determine the extent to which the probability difference
will be at each location. However, we believe that the difference amount is a combined result
from signal distance between eliminated and non-eliminated fingerprints and different RSS
variations associated with fingerprints.
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APPENDIX C
DERIVATION OF THE POINT OF INTERSECTION BETWEEN
DISTRIBUTIONS OF TWO GAUSSIAN VARIABLES
Assume one Gaussian variable has a meanm1 and variance σ
2
1, and another Gaussian variable
has a mean m2 and variance σ
2
2. Let x be the intersection point(s) between the distributions
of the two Gaussian variables. To solve for x, we need to solve the following equation:
1√
2piσ1
e
− (x−m1)2
2σ21 =
1√
2piσ2
e
− (x−m2)2
2σ22
take natural log⇒ −lnσ1 − (x−m1)
2
2σ21
= −lnσ2 − (x−m2)
2
2σ22
σ21(x−m2)2 − σ22(x−m1)2 = 2σ21σ22ln
σ1
σ2
.
We can rewrite above equation as (σ21 − σ22)x2 + 2(σ22m1 − σ21m2)x + (σ21m22 − σ22m21 +
2σ21σ
2
2ln
σ2
σ1
) = 0. Let A = σ21−σ22, B = 2(σ22m1−σ21m2), and C = σ21m22−σ22m21+2σ21σ22lnσ2σ1 .
Then the equation can be expressed in a standard quadratic form as Ax2 + Bx + c = 0.
Therefore, x can be solved by x = −B±
√
B2−4AC
2A
. We know that
2A = 2(σ21 − σ22)
B2 = 4σ42m
2
1 − 4σ21σ22m1m2 + 4σ41m22
4AC = 4σ41m
2
2 − 4σ21σ22m21 + 8σ41σ22ln
σ2
σ1
− 4σ21σ22m22 + 4σ42m21 − 8σ21σ42ln
σ2
σ1
.
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Therefore we have
⇒ B2 − 4AC = 4σ21σ22(m21 +m22)− 4σ21σ22m1m2 + 8σ21σ22(σ22 − σ21)ln
σ2
σ1
= 4σ21σ
2
2[(m
2
1 +m
2
2)− 2m1m2 + 2(σ22 − σ21)ln
σ2
σ1
]
= 4σ21σ
2
2[(m2 −m1)2 + 2(σ22 − σ21)ln
σ2
σ1
].
And so x can be derived as
x =
−2(σ22m1 − σ21m2)± 2σ1σ2
√
(m2 −m1)2 + 2(σ22 − σ21)lnσ2σ1
2(σ21 − σ22)
⇒ x =
(σ21m2 − σ22m1)± σ1σ2
√
(m2 −m1)2 + 2(σ22 − σ21)lnσ2σ1
(σ21 − σ22)
.
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APPENDIX D
STANDARD DEVIATIONS FROM THE RSS MEASUREMENTS
Table 11: Standard Deviation (dB) at SIS building
Location AP410 AP501
Loc1 2.740 1.329
Loc2 5.653 2.266
Loc3 5.007 1.244
Loc4 3.766 1.823
Loc5 5.585 1.449
Loc6 3.775 1.710
Loc7 3.276 1.010
Loc8 6.137 1.394
Loc9 3.875 0.937
Loc10 4.576 1.640
Loc11 1.473 1.129
Loc12 5.782 1.436
Loc13 5.040 1.165
Loc14 6.284 2.370
Loc15 4.680 1.234
Loc16 3.831 1.330
Loc17 3.875 0.971
Loc18 3.611 1.383
Loc19 5.003 1.052
Loc20 5.807 1.405
Loc21 2.606 1.467
Loc22 4.139 1.781
Loc23 4.012 1.216
Loc24 4.840 1.486
Loc25 3.528 1.113
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Table 12: Standard Deviation (dB) from the Hillman Library
Location hl2-b hl4-a hl4-b hlg-a hlg-b hl2-a
L001 1.11 1.11 1.20 1.48 0.80 -
L002 1.67 1.01 1.26 2.42 0.93 -
L003 2.05 0.84 1.79 1.81 1.27 -
L004 2.06 0.91 1.70 1.97 0.86 -
L005 1.56 1.21 1.78 1.28 0.75 -
L006 1.23 1.23 1.31 1.84 0.90 -
L007 1.13 1.20 1.19 1.66 1.16 -
L008 1.39 1.14 1.33 1.43 0.60 -
L009 1.62 1.12 0.73 1.60 1.31 -
L010 1.43 1.12 1.35 1.59 1.54 -
L011 1.27 1.33 0.90 1.61 1.08 -
L012 1.54 1.84 - 1.27 1.07 -
L013 1.09 1.58 0.01 2.03 0.98 -
L014 2.11 1.48 - 2.43 0.80 1.69
L015 1.17 0.99 - 1.31 0.51 -
L016 1.43 1.59 - 0.99 0.81 1.40
L017 1.90 2.03 - 2.08 0.75 1.59
L018 1.16 1.52 - 1.44 0.95 2.11
L019 1.22 1.80 - 2.07 1.05 1.14
L020 1.10 1.42 - 1.36 1.00 1.16
L021 0.86 1.04 - 1.37 0.69 1.16
L022 1.20 1.88 - 1.68 0.83 1.27
L023 1.17 1.43 0.94 1.27 0.86 1.85
L024 1.20 1.15 1.18 1.53 0.92 1.34
L025 1.19 1.67 1.42 1.50 1.03 1.49
L026 1.57 1.36 1.55 1.24 1.51 1.09
L027 2.00 - 1.16 - 1.19 1.32
L028 1.17 - 1.61 0.65 1.82 1.47
L029 1.32 0.85 1.16 1.28 0.97 1.26
L030 2.36 - 1.25 1.25 1.81 1.39
L031 2.04 - 1.80 1.17 0.96 1.54
L032 1.77 - 1.47 0.84 2.15 1.63
L033 1.59 - 1.71 - 1.37 1.46
L034 1.83 - 1.28 - - -
L035 1.86 - 1.98 - - -
L036 1.13 - 1.39 - - -
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Table 13: Standard Deviation (dB) from the Hillman Library (con’t)
Location hl2-b hl4-a hl4-b hlg-a hlg-b hl2-a
L037 1.29 - 1.89 - - -
L038 1.39 1.38 1.23 - - -
L039 2.01 0.47 1.32 - - -
L040 1.88 - 1.95 - - -
L041 1.13 - 1.93 - 1.96 1.38
L042 1.12 0.59 1.43 - 1.37 1.22
L043 1.07 1.10 1.17 1.03 3.31 1.49
L044 1.58 0.73 1.53 1.07 1.07 1.17
L045 1.32 - 2.27 - 1.96 1.48
L046 1.71 - 0.99 - 1.61 1.14
L047 1.19 0.97 1.43 1.14 1.39 1.33
L048 1.75 1.59 0.91 1.53 2.16 1.68
L049 2.09 1.28 2.14 1.17 2.13 1.17
L050 1.74 1.57 1.63 1.07 1.63 1.35
L051 1.97 1.35 1.32 1.21 2.10 1.29
L052 1.62 1.29 1.31 1.05 2.66 1.86
L053 - 1.23 1.39 0.75 1.29 1.33
L054 - 1.56 1.38 1.06 2.48 1.34
L055 - 1.64 1.60 1.11 2.41 1.19
L056 - 0.96 1.23 - 1.49 1.20
L057 - 1.77 1.23 1.08 2.12 1.90
L058 - 1.53 1.24 1.37 1.19 1.11
L059 - - 1.58 1.04 1.64 2.91
L060 - - 1.60 - 1.42 1.66
L061 - 1.28 1.60 0.82 1.95 1.41
L062 - 1.92 0.96 1.27 1.68 1.33
L063 - 2.32 1.33 1.37 2.72 1.56
L064 - 2.50 0.93 1.59 2.27 1.58
L065 - 1.89 1.83 1.11 1.53 -
L066 - 1.61 1.31 1.40 2.15 -
L067 - 1.18 1.23 - 1.54 -
L068 - 1.48 1.50 1.07 1.35 -
L069 - 1.34 1.92 - 2.17 -
L070 - 1.41 1.06 - 2.67 -
L071 - 1.19 1.21 - 2.48 -
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APPENDIX E
THE GABRIEL PROXIMITY GRAPHS FOR FINGERPRINTS IN
SCENARIO 2
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Figure 56: Two GGs with Median Clustering: Scenario 2
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Figure 57: Two GGs with K-Mean Clustering: Scenario 2
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APPENDIX F
THE SKEWED GABRIEL GRAPH STUDY FOR FINGERPRINTS IN
SCENARIO 2
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Figure 58: GG of Measured Radio Map: Scenario 2
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Figure 59: Skewed GG of Measured Radio Map: Scenario 2
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