Genetic algorithms (GAs) have been used widely in evolving game-playing strategies since the mid-1980's. This paper looks at a particular game | the iterated prisoner's dilemma game, which is of interest to many economists, social scientists, evolutionary computation researchers and computer scientists. The paper describes a computational approach which uses a GA to evolve strategies for the 2 or more player iterated prisoner's dilemma game. Three important issues are addressed in this paper: (1) Can cooperation be evolved from a population of random strategies when the number of players is more than 2? (2) What is the impact of the group size, i.e., the number of players on the evolution of cooperation? (3) How stable are evolved strategies? Although the above three issues have been studied for the 2 player iterated prisoner's dilemma game, few results are available for the N player (N > 2) iterated prisoner's dilemma game. This paper concentrates on the N player game. The answers to the rst two questions are not xed. They depend on the group size, i.e., the number of players in the game. It is observed that as the group size increases it is more di cult to evolve cooperative strategies in a population, a phenomenon which is analogous to the real-life situation in our society, e.g., an agreement is normally more di cult to reach in a large group. This paper addresses the third issue by presenting a theoretical result on evolutionarily stable strategies.
Introduction
The 2-player iterated prisoner's dilemma game (2IPD) is a 2 2 non-zerosum noncooperative game, where \non-zerosum" indicates that the bene ts obtained by a player are not necessarily the same as the penalties received by another player and \noncooperative" indicates that no preplay communication is permitted between the players 1, 2]. It has been widely studied in such diverse elds as economics, mathematical game theory, political science, and arti cial intelligence.
In the prisoner's dilemma, each player has a choice of two operations: either cooperate with the other player, or defect. Payo to both players is calculated according to Figure 1 . In the iterated prisoner's dilemma (IPD), this step is repeated many times, and each player can remember previous steps. The payo matrix for the 2-player prisoner's dilemma game. The values S; P; R; T must satisfy T > R > P > S and R > (S + T)=2. In 2-player Iterated Prisoner's Dilemma (2IPD), the above interaction is repeated many times, and both players can remember previous outcomes.
While the 2IPD has been studied extensively for more than three decades, there are many real world problems, especially many social and economic ones, which cannot be modelled by the 2IPD. Hardin 3] The N-player case (NPD) has greater generality and applicability to real-life situations. In addition to the problems of energy conservation, ecology, and overpopulation, many other real-life problems can be represented by the NPD paradigm.
Colman 1](pp.142) and Glance and Huberman 5, 6] have also indicated that the NIPD is \qualitatively di erent" from the 2IPD and that \... certain strategies that work well for individuals in the Prisoner's Dilemma fail in large groups."
The N-player prisoner's dilemma game can be de ned by the following three properties 1](pp.159):
1. each player faces two choices between cooperation (C) and defection (D); 2. the D option is dominant for each player, i.e., each is better o choosing D than C no matter how many of the other players choose C;
3. the dominant D strategies intersect in a de cient equilibrium. In particular, the outcome if all players choose their non-dominant C strategies is preferable from every player's point of view to the one in which everyone chooses D, but no one is motivated to deviate unilaterally from D. This lets us measure how common cooperation was just by looking at the average per-round payo .
There has been a lot of research on the evolution of cooperation in the 2IPD using GAs and evolutionary programming in recent years 7, 8, 9, 10, 11, 12, 13] . Axelrod 7] used GAs to evolve a population of strategies where each strategy plays the 2IPD with every other strategy in the population. In other words, the performance or tness of a strategy is evaluated by playing the 2IPD with every other strategy in the population. The environment in which a strategy evolves consists of all the remaining strategies in the population. Since strategies in the population are constantly changing as a result of evolution, a strategy will be evaluated by a di erent environment in every generation. All the strategies in the population are co-evolving in their dynamic environments. Axelrod found that such dynamic environments produced strategies that performed very well against their population. Fogel 11] described similar experiments, but used nite state machines to represent strategies and evolutionary programming to evolve them. One of the advantages of using nite state machines is the avoidance of a user-speci ed history length which is necessary in order to encode a strategy in chromosomes.
Experimental studies on the NIPD have been relatively few in spite of its importance and its qualitative di erence from the 2IPD. Marks 12 ] investigated a 3IPD. Cheung et al. 14] described an application of the 4IPD to the Australian petroleum industry. This paper concentrates on the more complex and rich NIPD where N can be as large as 16. Three major issues will be investigated; (1) Can cooperation emerge from a population of random strategies? In other words, can cooperation be learned through simulated evolution? (2) What is the impact of the group size N, i.e., the number of players on the evolution of cooperation? (3) How stable are the evolved strategies? A related issue from the point of view of machine learning is the generalisation ability of evolved strategies. We will investigate this issue through a series of empirical studies.
The rest of this paper is organised as follows. Section 2 describes how to evolve 2IPD and NIPD using a GA and the set up of our experiments. Section 3 presents our experimental results on the evolution of cooperation for the 2 or more player IPD. Section 4 investigates the impact of NIPD's group size on the evolution of cooperation. Section 5 discusses evolutionarily stable strategies in the NIPD. Section 6 studies the generalisation ability of evolved strategies. Finally, Section 7 concludes with a short summary of this paper and a few remarks.
An Evolutionary Approach to the Prisoner's Dilemma Game
This section describes the evolutionary approach to the NIPD, introduces a new representation (encoding) scheme for NIPD strategies in addition to generalising Axelrod's scheme 7], and gives other implementation details for our experiments.
Genotypical Representation of Strategies
We use a GA to evolve strategies for the NIPD. The most important issue here is the representation of strategies. We will use two di erent representations, both of which are look-up tables that give an action for every possible contingency.
One way of representing strategies for the NIPD is to generalise the representation scheme used by Axelrod 7] . In this scheme, each genotype is a lookup table that covers every possible history of the last few steps. A history in such a game is represented as a binary string of ln bits, where the rst l bits represent the player's own previous l actions (most recent to the left, oldest to the right), and the other n ? 1 groups of l bits represent the previous actions of the other players. For example, during a game of 3IPD with a remembered history of 2 steps, n = 3, l = 2, one player might see this history: n = 3, l = 2: Example history 11 00 01
The rst l bits, 11, means this player has defected (a \1") for both of the previous l = 2 steps.
The previous steps of the other players are then listed in order: the 00 means the rst of the other players cooperated (a \0") on the previous l steps, and the last of the other players cooperated (0) on the most recent step, and defected (1) on the step before, as represented by 01. For the NIPD remembering l previous steps, there are 2 ln possible histories. The lookup table genotype therefore contains an action (cooperate \0" or defect \1") for each of these possible histories. So we need at least 2 ln bits to represent a strategy. At the beginning of each game, there are no previous l steps of play from which to look up the next action, so each genotype should also contain its own extra bits that de ne the presumed pre-game moves. The total genotype length is therefore 2 ln + ln bits. We will use this genotype for the rst set of results below, Figure 5 through to Figure 8 . This Axelrod-style representation scheme, however, su ers from two drawbacks. First, it does not scale well as the number of players increases. Second, it provides more information than is necessary by telling which of the other players cooperated or defected, when the only information needed is how many of the other players cooperated or defected. Such redundant information had reduced the e ciency of the evolution greatly in our experiments with this representation scheme. To improve on this, we propose a new representation scheme which is more compact and e cient.
In our new representation scheme, each individual is regarded as a set of rules stored in a look-up table that covers every possible history. A history of length l is represented by:
1. l bits for the player's own previous l moves, where a \1" indicates defection, a \0" cooperation; and 2. another l log 2 n bits for the number of cooperators among the other n ? 1 players, where n is the number of the players in the game. This requires that n is a power of 2.
For example, if we are looking at 8 players who can remember the 3 most recent rounds, then one of the players would see the history as:
History for 8 players, 3 steps: 001 111 110 101 (12 bits) Here, the 001 indicates the player's own actions: the most recent action (on the left) was a \0", indicating cooperation, and the action 3 steps ago (on the right), was a \1", i.e., defection. The 111 gives the number of cooperators among the other 7 players in the most recent round, i.e., there were 111 2 = 7 cooperators. The 101 gives the number of cooperators among the other 7 players 3 steps ago, i.e., there were 101 2 = 5 cooperators. The most recent events are always on the left, previous events on the right.
In the above example, there are 2 12 = 2048 possible histories. So 2048 bits are needed to represent all possible strategies. In the general case of an N-player game with history length l, each history needs l+l log 2 n bits to represent and there are 2 l+l log 2 n such histories. A strategy is represented by a binary string that gives an action for each of those possible histories. In the above example, the history 001 111 110 101 would cause the strategy to do whatever is listed in bit 1013, the decimal number for the binary 001111110101.
Since there are no previous l rounds at the beginning of a game, we have to specify them with another l(1 + log 2 n) bits. Hence each strategy is nally represented by a binary string of length 2 l+l log 2 n +l(1+log 2 n), which is signi cantly shorter than the length of the Axelrod-style representation scheme.
Genetic Algorithm Parameters
For all the experiments presented in this paper, the population size is 100, the mutation rate is 0:001, and the crossover rate is 0:6. Rank-based selection was used, with the worst performer assigned an average of 0.75 o spring, the best 1.25 o spring.
A Typical Run
A typical run with four players with a history 1 (n = 4, l = 1) is shown in Figure 4 . At each generation, 1000 games of the 4IPD are played, with each group of 4 players selected randomly with replacement from the population. Each of these 1000 games lasts for 100 rounds. Starting from a random population, defection is usually the better strategy, and the average payo plummets initially. As time passes, some cooperation becomes more pro table. We will examine more results in detail later.
The Evolution of Cooperation in the NIPD
In order to investigate whether cooperation can emerge from a population of random strategies in the NIPD, we have carried out a number of experiments using Axelrod's representation scheme of strategies. Figures 5{8 show the results of our experiments. 20 runs were conducted for each experiment. In each of the runs, the program stopped when more than 5 generations passed with the average payo above the 95% cooperation level. Figure 5 shows the results of 20 runs of the 3IPD with history 2: out of 20 runs, there is only 1 which fails to reach 95% cooperation. Figure 6 shows the results of 20 runs of the 4IPD with history 2: 4 out of 20 runs fail to reach the 95% cooperation level, but only 1 of those fails to reach 80% cooperation. Figure 8 shows the results of 20 runs of the 6IPD with history 2: 9 out of 20 runs stay below the 80% cooperation level. It is quite clear from Figures 5{8 that cooperation can emerge from a population of random strategies. Cooperation can be learned through evolution. There is no teacher in this learning process. Learning is achieved through interactions among all strategies in the population. All the strategies in the population are co-evolving because the tness of any strategy depends on the tness of other strategies in the population.
It is also obvious from Figures 5{8 that there is no guarantee that cooperation always emerges within a speci c number of generations. As the number of players increases, the evolution of cooperation seems to be more di cult. In order to look at this issue further, we need to investigate the NIPD with more than 6 players. As pointed out before, Axelrod's representation scheme of strategies has poor scalability. We will use our new representation scheme in the next section to study further the impact of the group size on the evolution of cooperation.
Impact of the Group Size on the Evolution of Cooperation
We have carried out a series of experiments with the 2IPD, 4IPD, 8IPD and 16IPD using our representation scheme of strategies. Figure 9 shows the results of 10 runs of the 2IPD with history 3. Out of 10 runs, there are only 3 which fail to reach 90% cooperation and only 1 which goes to almost all defection. Figure 10 shows the results of 10 runs of the 4IPD with history 3, where some of the runs reach cooperation but more than half of the 10 runs fail to evolve cooperation. Figure 11 shows the results of 10 runs of the 8IPD game with history length 2, where none of the runs reach cooperation. Figure 12 shows 10 runs of the 16IPD, where no sign of cooperation can be seen. These results con rm that cooperation can still be evolved in larger groups, but it is more di cult to evolve cooperation as the group size increases. Glance and Huberman 5, 6] have arrived at a similar conclusion using a model based on many particle systems. We rst suspected that the failure to evolve cooperation in larger groups was caused by larger search spaces and insu cient running time since more players were involved in 8IPD and 16IPD games. This is, however, not the case. The search space of the 8IPD game with history length 2 is actually smaller than that of the 4IPD game with history length 3. To con rm that the failure to evolve cooperation is not caused by insu cient running time, we examined the convergence of the 8IPD game. Figure 13 shows that at generation 200 the population has mostly converged for all the 10 runs. It is worth mentioning that the evolution of cooperation using simulations does depend on some implementation details, such as the genotypical representation of strategies and the values used in the payo matrix. So cooperation may be evolved in the 8IPD game if a di erent representation scheme and di erent payo values are used. Although we cannot prove it rigorously, we think for any representation scheme and payo values there will always be an upper limit on the group size over which cooperation cannot be evolved.
Evolutionary Stability in the NIPD 15]
We know from our previous empirical studies that cooperation can be evolved from a population of random strategies. This section investigates how stable a strategy (or a group of strategies) is (are). The concept of evolutionary stability provides a useful tool to analyse strategies for playing the game. Evolutionary stability has been proposed by Maynard Smith 16, 17 ] to analyse stable strategies. An evolutionarily stable strategy is one which cannot be invaded by other strategies or combinations of strategies 16, 17] . It has been shown that no nite mixture outs.8pl2 80% 90% 95% Figure 11 : For the 8IPD with history 2, cooperation never emerges. The horizontal lines at the top show the 95%, 90%, and 80% levels of cooperation. To demonstrate that these runs have converged, Figure 13 shows the bias of the populations. of pure strategies can be evolutionarily stable in the 2IPD 18, 19] , where a pure strategy is a complete plan of action, specifying in advance what moves (choices) a particular player will make in all possible situations that might arise during the course of the game 1](pp.7). This section extends these results to the NIPD. In order to facilitate our theoretical analysis of evolutionary stability in the NIPD, we need to introduce some assumptions.
The NIPD considered in this section has an in nite population of players. There are a nite number of distinct strategies in the population. Strategy S i occurs in the population with frequency f i . A game is played by n players randomly selected from the population. The payo from one round of play is determined by Figure 3 . The game continues to play the second round with probability w, the third round with w 2 , etc. In general, the game plays for t (t 1) rounds with probability w t?1 . The only information available to each player at round t is his/her complete history of previous t?1 interactions with other n?1 players in the game.
Evolutionary stability in the N-player game is more complex than that in the 2-player case.
We provide a general de nition based on the idea of uninvadability. 1 Let E(S i jS j 1 ; S j 2 ; : : : ; S j N?1 )
be the expected payo of strategy S i playing with S j 1 ; S j 2 ; : : : ; S j N?1 and f k be the frequency of S k in a population P. where the summation goes over all the di erent combinations of N ? 1 strategies. Then we de ne S i as an ESS if the following inequality can be satis ed: i.e., for all S j (S j 6 = S i ) in P, V (S i jP) > V (S j jP) (2) It is clear from our de nition that an ESS cannot be invaded by any other strategy or combination of strategies because of the strict inequality in (2). The above results appear to be rather negative. It implies that even though cooperative strategies can be evolved, they can never be evolutionarily stable. They will eventually change to non-cooperative strategies. However, the above NIPD model assumes that no one will make mistakes. That is, everyone who intends to cooperate (or defect) cooperates (or defects). This is, however, not the case in the real world. People do make mistakes in the real world. Someone who intends to cooperate may end up with defection and vice versa due to noise etc. It can be shown that evolutionarily stable strategies do exist when there is a positive probability of both types of mistakes (C for D or D for C) on every step of the game tree and the probability is independent of players 15].
Co-Evolutionary Learning and Generalisation
The idea of having a computer algorithm learn from its own experience and thus create expertise without being exposed to a human teacher has been around for a long time. For GAs, both Hillis 20] and Axelrod 7] have attempted co-evolution, where a GA population is evaluated by how well it performs against itself or another GA population, starting from a random population. Expertise is thus bootstrapped from nothing, without an expert teacher. This is certainly an promising idea, but does it work? So far, no-one has investigated if the results of co-evolutionary learning are robust, that is, whether they generalise well? If a strategy is produced by a co-evolving population, will that strategy perform well against opponents never seen by that population? In order to investigate this issue, we need to pick the best strategies produced by the co-evolutionary learning system and let them play against a set of test strategies which had not been seen by the co-evolutionary system. This section describes some experiments which test the generalisation ability of co-evolved strategies for the 8IPD game with history length 1.
Test Strategies
The unseen test strategies used in our study should be of reasonable standard and representative, that is, they are neither very poor (or else they will be exploited by their evolved opponents) nor very good (or else the will exploit their evolved opponent). We need unseen strategies that are adequate against a large range of opponents, but not the best.
To obtain such strategies, we did a limited enumerative search to nd the strategies that performed best against a large number of random opponents. As most random opponents perform poorly, beating many random opponents provides a mediocre standard of play against a wide range of opponents. We limited this search to manageable proportions by xing certain bits in a strategy's genotype that seemed to be sensible, such as always defecting after every other strategy defects. The top few strategies found from such a limited enumerative search are listed in Table 1 Table 1 : Top few strategies from a partial enumerative search for strategies that play well against a large number of random opponents. This provides unseen test opponents to test the generalisation of strategies produced by co-evolution. The rst 4 bits were xed to \1", as were the eleventh through sixteenth bits. Virtually all of the best 50 strategies started by cooperating.
Learning and Testing
We have compared three di erent methods for implementing the co-evolutionary learning system. The three methods di er in the way each individual is evaluated, i.e., which opponents are chosen to evaluate an individual's tness. The three methods are For each of these, we obtained the best 25 strategies from the last generation of the GA, and tested it against a pool made up of both the seen and unseen enumerative search strategies, 50 in all.
Experimental Results
For each of the three evaluation methods, Tables 2 through 4 show the performance of the best strategies from the GA's last generation against opponents from (1) themselves, and (2) a pool made up of both the seen and unseen strategies from the enumerative search. Table 2 demonstrates that the co-evolution with the 8IPD produces strategies that are not very cooperative, as also demonstrated in Figure 11 earlier. Since the 8IPD is a game where it is easy to get exploited, co-evolution will rst create strategies that can deal with non-cooperative strategies. The evolved strategies in Table 2 are cautious with each other and are not exploited by the unseen strategies from the enumerative search.
Discussion
Adding xed but not very cooperative strategies to the GA's evaluation procedure has a surprising e ect. The evolved strategies in Tables 3 and 4 can cooperate well with other cooperators without being exploited by the strategies from the enumerative search, half of which it has never seen before. That is, normal co-evolution produces strategies which don't cooperate well with each other, and are not exploited by unseen non-cooperative strategies. Co-evolution with the addition of extra non-cooperative strategies gives more general strategies that do cooperate well with each other, but are still not exploited by unseen non-cooperative strategies. The experimental results also seem to indicate that the evolved strategies learn to cooperate with other cooperators better while maintaining their ability in dealing with noncooperative strategies when the evolutionary environment contains a higher proportion of extra xed strategies.
Conclusions
This paper investigates three important issues in evolving NIPD strategies. It shows experimentally that cooperation can emerge from a population of random strategies. As the group size of the NIPD increases, the evolution of cooperation becomes more di cult. This paper also shows analytically that no nite mixture of pure strategies in the in nite NIPD can be evolutionarily stable if the probability of further interaction is su ciently high. However, evolutionary stability can be achieved if mistakes are allowed in the NIPD.
Normal co-evolution, no extra strategies in evaluation.
GA strategies play against themselves. Table 2 : Results of ordinary co-evolution, with no extra strategies during the GA evaluation. The GA strategies manage some cooperation among themselves, and hold their own against strategies they have not seen before.
Co-evolution, with addition of 25 xed strategies from enumerative search.
GA strategies play against themselves. Table 3 : Adding 25 xed strategies to the evaluation procedure, along with the 100 co-evolving GA individuals, causes the GA to produce strategies that can cooperate more with each other, but are not exploited by the more non-cooperative strategies from the enumerative search.
Co-evolution, with the addition of 25 xed strategies, which are 4 times as likely to be selected into the group of 8 players for 8IPD.
GA strategies play against themselves. Best 25 strategies from GA search play against a pool of (1) 25 best from enumerative search, and (2) 25 unseen strategies from enumerative search. Note there is little diversity in the GA population.
GA strategies play against pool of 25 seen and 25 unseen strategies from enumerative search. Table 4 : Increasing the importance of the extra 25 xed strategies causes the co-evolutionary GA to produce strategies that are even more cooperative among themselves, but are still not exploited by the unseen strategies of the enumerative search.
