We have developed a set of modeled nuclear reaction cross sections for use in radiochemical diagnostics. Local systematics for the input parameters required by the Hauser-Feshbach statistical model were developed and used to calculate neutron induced nuclear reaction cross sections for isotopes of Arsenic (Z = 33) in the mass range 71 ≤ A ≤ 77.
1. Introduction
Radiochemistry
Various aspects of nuclear explosive device performance can be determined through the use of radiochemistry. During the UGT (Under Ground Test) Program, select naturally occurring elements were included prior to a test and their activation products subsequently retrieved for counting, typically with gamma-ray detectors. The products were measured as isotopic ratios (such as 87 Y/ 88 Y produced from the stable isotope of the naturally occurring element). From the measured activity and prior knowledge of the amount of loaded detector material, performance aspects could be inferred by comparing the measured isotope ratios with those calculated using neutron and chargedparticle fluences from one of the design codes and group-averaged cross section sets prepared for this purpose.
This paper develops the first Arsenic cross section set for the LLNL RADCHEM library (Nethaway 1998) . In previous efforts we have performed similar analysis for several other neutron or charged particle detector sets, including 79 Br producing 79 Kr (Hoffman et al. 2004a) , 127 I producing 127 Xe (Hoffman et al. 2004b) , stable europium producing [147] [148] [149] [150] 152, 154 Eu and 151,153 Gd (Hoffman et al. 2004c) (Kelley et al. 2005) . This paper details the unclassified cross section modeling effort. A separate classified document will discuss Stockpile Stewardship applications. 
Other Available Cross Section Sets
This effort develops the first As detector set cross sections for the LLNL RADCHEM library. A recent evaluation of the important cross sections related to the production of 73, 74 As is provided by (Pruet 2005 ).
Proposed As Detector Set
We consider as targets isotopes of arsenic with mass numbers 71 ≤ A ≤ 77. This includes any long-lived isomers with half-lives greater than 1 µs. We have calculated nuclear reaction cross sections for incident neutrons on these targets with laboratory incident neutron energies ranging from 0.01 keV to 20 MeV. These compound systems are then allowed to decay through the (n,γ), (n,n'), (n,2n), (n,3n), (n,p), (n,np), (n,pn), (n,α), and (n,d) reaction channels.
Our goal is to develop a consistent set that reproduces, as closely as possible, measured cross sections on targets in the local region of interest. To do this we develop local systematics for the many input quantities used in the theoretical reaction modeling calculations. These systematics are based on experimental data that are often only available for compound nuclear systems formed from a stable target plus a neutron. Of course, we use experimental data whenever it is available, but reactions proceeding through unstable systems are unavoidable in radiochemistry. Short of developing new experimental techniques to measure cross sections on unstable targets, our only hope is to develop cross section sets that reproduce well the measured cross sections in the region of interest.
In §2 we describe the theoretical techniques used in the modeling effort. §3 describes the input parameters. §4 gives results. We conclude with §5.
Nuclear Reaction Theory

Reaction Mechanisms
Conceptually, we consider nuclear reaction mechanisms to be of two general types, direct processes and compound processes. Direct processes can be pictured as simple interactions of the incident particle with the nuclear potential of the target nucleus. They proceed on a rapid time scale (of order ∼ 10 −22 s), and the reaction products are often highly peaked in the incident particle direction. Compound processes are pictured as complicated interactions proceeding over a much longer timescale (10 −15 − 10 −18 s) in which the reaction is mediated by the formation of a "compound nucleus", with the excitation energy of the incident particle being statistically "shared" with the ensemble of nucleons in the target over all energetically allowed degrees of freedom. The reaction products are largely isotropic.
Compound nuclear reactions proceed through resonances, which correspond to nuclear states above the bound region, while direct reactions proceed through smooth potential terms. Other intermediate reaction mechanisms may exist between these two extremes. We refer to these as "precompound" nuclear processes. Over the energy range of interest to this project, a few keV to 20 MeV, we consider pre-compound and compound nuclear processes, with the precompound reactions operating principally above 10 MeV of incident particle excitation energy.
Hauser-Feshbach Statistical Model
A traditional theoretical approach to compound nuclear reactions is the statistical or HauserFeshbach model (Hauser & Feshbach 1952) . This model is valid only for high level densities in the compound nucleus, allowing one to use energy averaged transmission coefficients T , which describe absorption via an imaginary part in the (optical) nucleon-nucleus potential. For the reaction I (in state µ) +j→k + L (in state ν), with I µ + j interacting with center-of-mass energy E µ j (in MeV), the average cross section is given by
(1) where the summation extends over all compound nuclear spins and parities J π , µ and ν are states in the target and product (=0 for the ground state, 1 for the 1 st excited state, etc.). The cross section has units of area, described by πλ
−1 barns, withÂ j = (A I A j )/(A I + A j ) being the reduced mass in atomic mass units and E µ j is the center of mass energy in units of MeV.λ j is the wavelength related to the wave number k j in the target plus incident particle channel byλ j = 1/k j The statistical weights are given by g x y = (2J x y + 1). Items without superscripts refer to the compound nucleus.
The transmission coefficients in the numerator are the total transmission coefficient for forming the state J π in the compound nucleus
. Implicit in these definitions is a sum over all possible l−waves and channel spins, i.e.
where l is any partial wave number (orbital angular momentum) that can couple the state µ to the compound nuclear state having spin and parity J π subject to quantum mechanical selection rules and s is the vector sum of the spins J µ I and J j . Hence s takes on all integer (or half-integer) numbers from
T tot represents the sum of transmission coefficients over all possible decay channels (i.e. for all particles and photons). The cross section for the formation of species L, regardless of its state ν, is obtained by summing Eq.
[1] over all bound states ν of L for which the reaction is energetically allowed.
When evaluating these sums, if energies become of interest which exceed the highest discrete excited state for which energy, spin, and parity are explicitly known, a nuclear level density formula must be employed. Specifically, the definitions for the transmission coefficients
, and T tot (J π ) must be modified, for example:
where for the nucleus L, ξ ω L is the energy of the highest excited state, ω, of known energy, spin, and parity; ξ
is the density of states per unit energy of spin and parity J ν and π ν at the excitation energy ξ ν L . The above integral approximates a summation and is subject to the same quantum mechanical restrictions implied in the definition of the transmission function.
Width Fluctuations
In addition to the transmission coefficients for particles and photons and level densities required for Eq. [1], width fluctuation corrections (WFC, W (J π ) in Eq.
[1]) must also be employed. They define the correlation factors with which all partial channels of incoming particle j and outgoing particle k, passing through excited state (E, J, π), have to be multiplied. The major effect is to enhance the elastic channel and accordingly decrease the other open channels. These effects are most often observed at or near channel opening energies when i.e. a (p,γ) and a (p,n) channel compete and the weaker (p,γ) channel is enhanced. Above a few MeV of excitation energy, when many competing channels are open, WFC's can be neglected.
The exact expression for the WFC, obtained with the Gaussian orthogonal ensemble (GOE) approach, requires the evaluation of a triple integral and to date has been considered much to costly to apply in nuclear cross section calculations. Several approximations have been developed, the most popular ones are the Moldauer model (Moldauer 1976) , and the HRTW model (Hofmann et al. 1975) . We use the Moldauer model approximation in this study. For a detailed description of the full (GOE) treatment and a comparison with the Moldauer and HRTW approximation models mentioned above, see (Hilaire Lagrange & Koning 2003) .
Pre-Compound Processes
For excitation energies starting around 10 MeV, pre-compound processes become important. We account for the pre-equilibrium emission of particles from the first compound nucleus using a simple exciton model. In the pre-equilibrium stage of the reaction, particle emission is assumed to be the only decay mode. Once the pre-equilibrium cross section leading to the appropriate final state has been calculated, the total pre-equilibrium cross section is subtracted from the reaction cross section. The reaction then proceeds through the usual statistical channels (Eq. [1]). Pre-compound processes are generally important only for the first compound nucleus. Subsequent (higher chance) processes are treated as sequential evaporation steps. After the Hauser-Feshbach portion of the calculation is complete, the pre-equilibrium cross section leading to the desired final state is added back to the statistical model cross section.
The STAPRE Hauser-Feshbach Reaction Code
We adopt the statistical model code STAPRE (STAatistical-PREequilibrium) to model our cross sections (Uhl & Strohmaier 1976) .
It embodies all of the physical models discussed above. The version of the code we use is STAPRE-H95 (Avrigeanu & Avrigeanu 1976) , available from the NEA web site. We have made several modifica-tions, primarily to the level density routines. Prior versions of the code were used to develop parts of the existing RADCHEM data sets (Vonach 1982) .
In the following we discuss the important ingredients of statistical model calculations, and the methods used to estimate them. These are the requisite nuclear structure data (energies, spins, and parities of the ground states and all known excited states, as well as detailed branching ratios for the gamma-ray cascade from excited to lowlying states), the width fluctuation corrections, the pre-compound cross section, the particle and γ-transmission coefficients, and the nuclear level densities of all nuclei involved in the reaction. The reliability of such calculations is chiefly determined by the accuracy with which these components can be evaluated. We adopt the experimental mass excess values of (Wapstra Audi & Thibault 2003) , as listed in Appendix 3. Spin and parity assignments are from the Evaluated Nuclear Structure Data File (ENSDF 2003) . We present in Table 3 (Appendix A.1) the binding energies (in MeV) calculated from the adopted masses, the ground state spins and parities, and the separation energies for neutrons, protons, alpha-particles, and deuterons for the nuclei included in this study. In Table 4 (Appendix A.2), we provide reaction Q-values for the cross sections calculated in this study.
Nuclear Level Schemes
The nuclear structure data needed to model the gamma-ray cascade in this study was adopted from the file BUDAPEST.DAT (RIPL 1998) . The number of excited levels adopted for each nucleus is given as the quantity "N" in Table 5 (Appendix A.3). For the unmodified isotopes, this was the number for which energy spin and parity were unambiguously assigned in the BUDAPEST file. Nuclei for which only a ground state was used are indicated by N=0. The discrete level schemes for 72−76 As are shown in Figure 11 (Appendix A.4).
Transmission Coefficients
Neutron and Proton Optical Potentials
For the calculation of the neutron and proton particle transmission coefficients, we use the optical model of (Koning & Delaroche 2001) . Although they have tuned their parameters to fit data for many different species (see their Tables  6 and 7) , we decided to use the global nucleonnucleon optical model potential (OMP), as it gives a very satisfactory fit to measured total cross section data for neutrons and protons in the range of interest to us. Specifically, we adopt the potential depth parameters and Fermi energies for the neutron and proton global OMP defined in their Section 5.2, tables 14 and 15. The particle transmission coefficients were generated by the optical model code ECIS-95 (Raynal 1996) . Although designed for coupled channel calculations, we used the code in a spherical optical model mode.
We present in Figure ( 1) results of the Koning & Delaroche optical model compared to measured total neutron cross sections for select targets in our region of interest. In each instance, the optical model closely replicates the experimental data. The optical model result predicts average cross sections, not the resonance structure that is generally present at lower energies (e.g. the low energy data for 75 As). For additional comparisons, see (Koning & Delaroche 2001 ). This optical model has produced similar favorable comparisons to measured total neutron cross sections in the regions of scandium, titanium, vanadium, chromium, manganese, and iron (Kelley et al. 2005) , bromine and krypton (Hoffman et al. 2004a) , and iodine and xenon (Hoffman et al. 2004b) . There is some evidence that the proton transmission coefficients derived from this optical potential may be too large for lighter nuclei (Kelley et al. 2005) . Such a large proton transmission coefficient will primarily affect modeled (p,n) and (n,p) cross sections but should have little impact on the (n,γ) and (n,2n) cross sections that dominate the production of radioactive 73, 74 As from loaded 75 As.
The Alpha and Deuteron Optical Potentials
We have included possible alpha and deuteron exit channels in this modeling effort. For the alpha particles, we use the optical potential of (McFadden & Satchler 1966) , and for deuterons we use that of (Perey & Perey 1963) , as encoded in the SCAT2 subroutine of STAPRE-H95. We do not include a quality analysis of these potentials in this report. The deuteron and alpha exit channels are small when compared to the dominant channel, accounting for less than 10% of the total reaction cross section in all cases, less than 5% in most. Therefore, any sensitivity to the alpha and deuteron potentials will only be apparent in these weak exit channels. Additionally, somewhat reasonable agreement with the experimental 75 As(n,α) cross section provides us with a degree of confidence in the alpha potential (see Figure 5 ).
Transmission Coefficients for Photons
For the calculation of the gamma ray transmission coefficients, we use a simple model where the transmission coefficient depends only on the multipole type (XL) and the transition energy ( ), as encoded in STAPRE (Avrigeanu & Avrigeanu 1976) . They are related to the gamma ray strength function f
The energy dependence of the strength function was determined using the GDR model with simple Lorentzian line shapes. In particular, the E1 strength function is given by
where E G , Γ G , and σ G are the energy, width, and peak cross section of the Giant Dipole Resonance given in MeV and mb respectively. The constant ζ is 8.674 × 10 −8 mb −1 ·MeV −2 . The GDR parameters are given by
where A C is the mass number of the compound nucleus. We also include M1, E2, and M2 transitions. Their transmission coefficients are simply proportional to 2L+1 , and therefore their strength functions are constants. In particular,
where S n is the neutron separation energy. In all cases, E1 is the dominant multi-pole radiation. The factor N appearing in Eq. 4 is a normalization constant, determined by fitting the average total s-wave radiation width at the neutron binding energy, (Uhl & Strohmaier 1976) . Here, J is the spin of the target nucleus. The gamma-ray transmission coefficient is evaluated as in Eq. 3. Since the total s-wave radiation width is generally measured only for stable isotopes plus a neutron, we have developed a systematic approach for estimating this value for the many unstable nuclei in our region of interest. The systematic values are determined by a least squares quadratic fit to experimental data ( Figure 2 ). Using measured radiation widths for compound nuclei in the range 28 ≤ Z ≤ 35, 36 ≤ N ≤ 44, we find the systematic
We use the experimental values for all systems that have measured average s-wave radiation widths. The systematic is used for all others.
Nuclear Level Densities
Another important input to the statistical model code is the nuclear level density. For this project, we have adopted a standardized, semiempirical approach which is numerically efficient, can be tied to experimental data, and is fairly accurate. The level density is described by two functions. Both are energy dependent, the second factor contains the spin dependence. This is the "Back-shifted Fermi Gas" formulation of the nuclear level density:
where ρ(U ) is the state density, with U = E − ∆ the back-shifted energy. ∆ is the so called "backshift", and J is the spin of the compound nucleus. We will further treat each component of Eq. 9 in two ways, depending on the excitation energy of interest. The demarcation point will be roughly between the energy range of the known excited levels of a given compound nucleus (the low energy domain), and near (and above) the neutron binding energy (the high energy domain). The process of developing local systematics for the level density has been thoroughly described in previous papers (Hoffman et al. 2004a; Hoffman et al. 2004b; Hoffman et al. 2004c; Kelley et al. 2005) , and we will only touch on the more salient points in the present work. For the high energy domain, we describe the level density assuming a backshifted Fermi gas formula,
where a(U ) is the level density parameter (in MeV −1 ) and U is the backshifted energy given by
where E G (Z, N ) is the binding energy of the nucleus (Z, N ). In calculating the binding energies of the various nuclei, we used the experimental mass excesses of (Wapstra Audi & Thibault 2003) . The spin cutoff parameter σ 2 is defined as
We adopt the so-called "microscopic correction" from (Möller et al. 1995) as our shell corrections, similar to (Rauscher et al. 1997) , i.e. δW = E mic. . Given ∆ and σ 2 , the level density parameter a(U ) can be related to the average "S"-wave level spacing at the neutron binding energy (D 0 ) where such quantities are measured. In particular we assume an energy dependent level density parameter
with f (U ) = 1 − exp(−γU ) (Iljinov et al. 1992) .
We further assume thatã is of the formã = αA + βA 2/3 , similar to (Rauscher et al. 1997) . Using the relation
for nuclei with spin s = 0 and
(16) for nuclei with s = 0, we numerically solve for the values of α, β, and γ that minimize the quantity
where δD exp 0 is the error in the measured D 0 and the sum is taken over measured D 0 for target nuclei in the range 28 ≤ Z ≤ 35, 59 ≤ A ≤ 83. The resulting fit finds α = 0.292885, β = −0.695180, and γ = 0.034243, and is shown in Figure 3 .
At low energies, the nuclear level density is better described by a constant temperature formula:
This formula must tangentially match Equation 10 at some energy E x that lies between ∆ and the neutron binding energy. This constraint fixed E 0 and T for a given E x , and hence E x may be adjusted to give the best possible fit to low-lying spectroscopic levels. The spin-cutoff parameter σ is assumed to be constant below E x . Typical values for the matching energy are 2 ≤ E x ≤ 8 MeV, -Three parameter fit to derived "experimental" asymptotic level density parameters, used to systematically determine unknownã. The data are obtained from measured s-wave resonance spacing's listed in (RIPL 1998), assuming our chosen parameterizations for the backshift and spin cutoff parameter. Our systematic, fit only to the data shown in this figure, is represented by the solid black line.
and are approximated by E x = 2.5 +
150
A + ∆ (Gilbert & Cameron 1965) .
We define the notion of achieving a "good" fit to the total level density over the entire energy range if (a) a good fit can be made to the low lying levels, (b) the observed level spacing at the neutron binding energy is exactly reproduced, and (c) the energy of the matching point E x for the two prescriptions falls between E = ∆ and E = B n . Sample fits for 73−75 As are shown in Figure 4 .
In our attempts to match the the level density to the number of discrete levels, we generally try to ensure that the integrated level density at the energy of the last known level is equal to the cumulative number of known levels, as can be seen in each of the plots in Figure 4 . This ensures that the effective level density will be continuous as the transmission coefficients shift between the discrete levels and the level density. However, there are cases where matching at the energy of the last discrete level is not possible (i.e. matching would require E x < ∆). Additional restrictions are placed on the matching energy if one requires that the nuclear temperature be positive. Occasionally the resulting lower limit on the matching energy precludes matching the last discrete level, and the integrated level density/cumulative number of levels suffers a discontinuity (recall that the HauserFeshbach formula only employs the level density above the energy of the last discrete level). Such   Fig. 4 .-Constant temperature level density fits to the low lying spectroscopic levels of 73−75 As. The known cumulative number of levels N(E) is shown in blue. The green levels, seen in the smaller insets, represent measured levels that lie above the energy at which the level scheme is considered complete. The red lines represent the integrated level density. discontinuities have been found to result in gross non-physical behavior for some cross sections, particularly (p,n) cross sections.
In most of these cases, one can match the integrated level density to the cumulative number of levels by reducing the number of discrete levels included in the calculation. This is the approach we take. In a few instances, even a reduction in the included discrete levels could not fully rectify the situation. For those nuclei, we use the smallest allowed matching energy to reduce the size of the discontinuity as much as possible.
The fitted parameters for the total level density are presented in Table 5 (Appendix A.3). The symbols in the legend are the same as described above. In column five, an "x" indicates the level density parameterã was derived from an experimentally known level spacing (D 0 ), an "s" indicates thatã was derived from the systematic shown in Figure 3 .
Considerations Regarding the Exciton Pre-Equilibrium Model
We adopt a simple exciton model with initial 2-particle 1-hole configuration.
Average rates for internal transitions are related by the formulas of (Williams 1970) , corrected for the Pauli principle by (Cline 1972) , to the absolute square of the average effective matrix element |M | of the residual interactions as per Eq. (7) of (Uhl & Strohmaier 1976) . The dependence of |M | 2 on mass number and excitation energy is
The parameter F M may be tuned to best replicate measured cross section data. For this region, we find that a value of F M = 100 is satisfactory. We explore the sensitivity of various cross sections to this parameter in section 4.2.1. When including alpha particles as a possible exit channel, one should account for them in the pre-equilibrium phase of the reaction. Generally, the description of alpha particle emission in the exciton model is a straightforward extension of the description of neutron or proton emission, given the tendency of nucleons to preform alpha clusters in the nucleus. In making such an extension, one introduces a parameter φ which represents the probability that the incoming particle will strike a pre-formed alpha cluster (Milazzo-Colli et al. 1973) . It follows that the larger values of φ will result in a higher probability of subsequent alpha emission, thus enhancing the (n,α) reactions.
In our calculations, we have chosen a value of φ = 0.40, although previous considerations of alpha emission suggest that this value may fall anywhere in the range of 0.1 ≤ φ ≤ 0.8 within the mass range of interest (Milazzo-Colli et al. 1973) . We have used our chosen value primarily because it results in (n,α) cross sections which best fit the available experimental cross section data.
Since the alpha particle emission accounts for a relatively small portion of the total reaction cross section (generally less than 20%), variations in the φ parameter will only have minor effects on the other cross sections.
Calculated Cross Sections
Comparison to Measured Cross Sections
Having developed the various input quantities based on available experimental data in the previous section, we compare cross section results of the STAPRE-H95 model to available experimentally measured cross sections on 75 As. Figure 5 shows our calculated activation cross section (solid black lines in all plots that follow) defined as the sum of emission (both particle emission and gamma-ray cascade) from the compound nucleus that eventually leads to the ground state of the product (final) nucleus. We also provide (where appropriate) separate cross sections that represent decay to the ground state (red lines), and any long lived isomer (blue lines, see Table 3 in Appendix A.1 for a list of the isomers and their respective half-lives). These cross sections are plotted against the available experimental data, taken from the Experimental Nuclear Reaction Data File (CSISRS 2003) . Cross section data for the total, ground, and isomeric states are colored similar the modeled cross sections (grey is activation, orange is to ground, and cyan to an isomer, respectively), with different symbols distinguishing results from various experiments.
No attempt has been made to evaluate the experimental data. We provide all that is available. This provides a sense for the agreement (or uncertainty) between individual experiments and serves to illustrate the likely error associated with a given cross section. For information on a particular measurement, consult (CSISRS 2003) .
Detailed discussions for each of the cross sections in Figure 5 follow.
• 75 As(n,γ) 76 As: Our modeled cross section lies consistently within 30% of the measured data below 5 MeV, usually within 10% below 500 keV. The agreement is particularly good between 30-200 keV, where the neutron capture cross section is of greatest importance. Using global systematics, (n,γ) cross sections can typically be modeled to within a factor of two, often to within 30% (Hoffman et al. 1999) . It should be kept in mind that for comparisons to neutron induced experimental capture cross sections we are often considering compound nuclear systems for which the important input parameters to our reaction model (e.g. those that affect level densities and photontransmission coefficients) are determined by normalization to experimental data (e.g. from resonance analysis), and so one would expect the comparisons to be good. Since our local systematics for these important input parameters agree well with measured data from nuclei bracketing the region of interest, we expect our other modeled capture cross sections to be of good accuracy.
We note that at roughly 14 MeV there are several measured data points. Our modeled cross section lies one or two orders of magnitude below these points. At these higher incident energies, direct reactions, which we do not include, may be playing a more significant role. We also note that at 14 MeV the value of the capture cross section is on the order of 10 millibarn or less, and is insignificant in comparison to other neutron induced reactions such as (n,2n) or (n,p) in this energy range (see Figure 5 ).
Yet another comparison to experimental data comes from the extensive efforts to evaluate Maxwellian averaged capture cross sections for astrophysical applications (Bao et al. 2000) . The Maxwellian-averaged neutron capture cross section is defined as the reaction rate σv divided by the mean velocity v T = 2kT /µ at a given temperature T . Here, µ is the reduced mass. For particle fluences and temperatures typical to stellar nucleosynthesis, the velocity distribution of the neutrons reduces to a MaxwellBoltzmann distribution. In this case, the Maxwellian-averaged cross section reduces to (Beer et al. 1992 )
where W (E, kT ) = E exp(−E/kT ) and E is the center of mass energy.
Using spline interpolation to determine the value of the (n,γ) cross section between points on the energy grid, and assuming a E −1/2 lab energy dependence below our lowest grid energy, our modeled (n,γ) cross section yields the Maxwellianaveraged capture cross section shown in the top-right panel of Figure 5 . The experimental data is taken from a set of recommended Maxwellian-averaged capture cross sections (Bao et al. 2000) . The error bars on all points are identical and repre- In our comparison with measured cross section data at 30 keV (top-left panel in Figure 5 ) the agreement is even better. Taking a weighted average of the measured cross sections with incident energies whose errors overlap the range of 29-31 keV, with weights corresponding to the inverse geometric mean of the errors in cross section and energy (i.e.
, one obtains an average 30 keV capture cross section of 452 millibarns. Our modeled cross section has a value of 445 millibarns at 30 keV, which is lower than the average value by less than 2%.
• 75 As(n,n') 75 As: Our activation cross section is in good agreement with the measured cross section at 7 MeV, but significantly lower than the measurement at 14 MeV. Again, at higher incident energies direct reactions may be playing a more significant role, and direct reactions have not been included in our calculations.
• 75 As(n,2n) 74 As: Among the more important neutron induced reactions, particularly above 10 MeV, are the (n,2n) reactions. These reactions can usually be modeled with greater accuracy than neutron capture cross sections, primarily because (n,2n) cross sections have a nearly negligible dependence on photon transmission functions. As a rule of thumb (n,2n) cross sections scale roughly as the size of the nucleus and at 14 MeV a value between 0.5-2 barns. In Figure 5 we see that our modeled (n,2n) activation cross section is in excellent agreement with the available experimental data. We find that our cross section lies within 2% of the weighted mean of the measured activation cross sections at 14.7 MeV. The agreement between our calculation and the measured (n,2n) cross section populating the ground state and isomer of 74 As are in less satisfactory agreement. We note that the ground state and isomer measurements each consist of a single point by the same author, and sum to an activation cross section significantly larger than other activation measurements. Only two data sets span most of the energy range between threshold and 20 MeV. These data sets are highlighted (in black) on panel four of Figure 5 . Our modeled cross section is in good agreement with these data sets.
A comparison between our modeled cross section and the weighted mean of measured cross sections at 14.7±0.1 MeV for various targets with 32 ≤ Z ≤ 34 is given in Table  2 . The weights for the various data sets were determined by taking the inverse geometric mean of the errors in cross section and energy (i.e. w i = (dE 2 i +dσ 2 i ) −1/2 ). The deviation (fourth column) gives a rough indication of the amount of uncertainty between different measurements. On average, our calculations reproduce the weighted mean (n,2n) Table 2 : Comparison of our modeled (n,2n) activation cross sections to measured values at 14.7±0.1 MeV. Column one lists the targets for which measured data is available. Column two lists the number of data points that fall in the bin of 14.7±0.1 MeV. Column three is a weighted average of the data in the bin, in barns, as described in the text. Column four gives the standard deviation of the data points from the weighted average, in barns. Column five lists our calculated values for the (n,2n) cross section at 14.7 MeV. The last column gives the ratio of the weighted average to our calculated value. The average error shown at the bottom is the average absolute percent difference between our cross sections and the weighted averages. cross section at 14.7±0.1 MeV to within 13.2%.
• 75 As(n,p) 75 Ge: Our modeled cross section tends to be higher than the measurements by roughly 50% depending on which data set one compares to. At 14.7 MeV, our cross section is larger than the weighted mean of the data by ∼25%. We have found similar difficulties replicating (n,p) cross sections in other regions (Hoffman et al. 2004a; Hoffman et al. 2004b; Hoffman et al. 2004c; Kelley et al. 2005) . However, we note that the (n,p) cross section is quite small in comparison to (n,2n). Additionally, in producing the activities of interest, namely 73, 74 As, the (n,p) reactions will be of minor import, since production of these activities involving (n,p) would necessarily involve a subsequent proton induced reaction.
• 75 As(n,α) 72 Ga: Our modeled cross section is in reasonable agreement with experiment up to ∼15 MeV. Keep in mind that the parameters related to alpha particle emission in the exciton model employed in our calculations can be tuned to reproduce (n,α) cross sections without significantly changing other cross sections. Again, since the (n,α) cross sections are small and can only be involved in the production of 73, 74 As through less probable secondary reactions, their effect will be of little import.
Overall, we find our modeling effort satisfactory relative to reproducing measured cross sections on 75 As.
Sensitivity Studies
We now illustrate the sensitivity of our modeled results to variations in the input parameters developed in §3 against the measured activation cross sections for (n,γ) and (n,2n) on 75 As. Figure 6 shows the sensitivity of the 75 As(n,2n) cross section to variations of 50 ≤ F M ≤ 400 ( §3.4). The neutron capture cross section on the same target will not exhibit any sensitivity to this parameter since pre-equilibrium is unimportant at the low energies where neutron capture cross sections are large. The overall effect of varying F M is that larger values of F M result in larger (n,2n) cross sections. An opposite effect appears in the (n,p) cross sections (not shown), with larger values of F M tending to result in smaller cross sections at higher energies. We find that a value of F M = 100 provides the best agreement with the 75 As(n,2n)
Sensitivity to the Pre-Equilibrium Cross Section
74 As cross section. This same value was applied in calculating the pre-equilibrium contribution to all cross sections in this study.
Sensitivity to the choice of Level Density Prescription
The nuclear level density parameters developed for this study ( §3.3, Appendix 5) reflect best choices from the available experimental data in the region of interest. Instead of varying each of the many parameters (a(U, Z, N ), σ 2 , λ, ∆, δ W ), we instead present results where only the overall treatment of the level density prescription was varied, keeping all other parameter input fixed. Figure 7 shows the experimental cross sections for (n,γ) and (n,2n) cross sections on 75 As. Only data for the activation cross section is shown. For comparison we show our local systematic level density (red-solid line, Appendix 5). 75 As(n,2n) 74 As cross section to the pre-equilibrium matrix element. The black data points are activation cross section data (CSISRS 2003) . The red, green, blue, and magenta lines correspond to our calculated activation cross section using F M of 50, 100, 200, and 400, respectively.
The second level density prescription (Rauscher et al. 1997 ) is plotted as the green solid line.
This prescription is the current standard used in the calculation of cross sections for use in stellar nucleosynthesis calculations (Rauscher et al. 2002) .
This prescription is similar to ours, in that it also embodies an energy dependent a(E) parameter (e.g. (Iljinov et al. 1992) ) with shell corrections that damp out with increasing excitation energy. It differs from ours in the parameterization of the asymptotic value of theã parameter (Section 3.3, Figure 3) . The third level density prescription (Gilbert & Cameron 1965 ) is plotted as a solid blue line. These level densities do not include an energy dependentã, and also differ in the parameterization of the backshift and spin cutoff parameter.
The last choice (magenta-solid line) reflects a recent attempt to calculate level densities using microscopic nuclear structure models (Goriely 2002).
For the (n,γ) capture reactions, we see that all three level density prescriptions result in a similar cross section below 5 MeV, although the overall scale is lower for the (Rauscher et al. 1997) level densities. This is due primarily to the fact that the larger level densities will result in a larger calculated s-wave radiation width, and therefore require a smaller overall normalization to the gamma ray 75 As(n,γ) and 75 As(n,2n) cross sections to the level density prescription. The black data corresponds to measured activation cross sections taken from (CSISRS 2003) . The red solid line represents our calculation using our local level density systematic. The green and blue lines represent calculations using the level density prescriptions of (Rauscher et al. 1997) and (Gilbert & Cameron 1965) , respectively. The magenta lines represent calculations using the level densities of (Goriely 2002). strength function. For this reason, we see that the shape of the cross section is the same at energies below 500 keV (since the Hauser-Feshbach formula is using the discrete level data as opposed to the level density), but the size of the cross section varies. The other three level density prescriptions do a reasonably good job in modeling the neutron capture cross section at low energies, but have markedly different behaviors above ∼1 MeV. We find that our local level density prescription is preferable to the other three in replicating this cross section.
For the (n,2n) reaction we see that the four level density prescriptions produce significantly different cross sections. Again, we find that our local Plus 30% Minus 30% Fig. 8 .-Sensitivity to a ±30% adjustment of the experimental s-wave average photon width. The black data represents measured activation cross sections taken from (CSISRS 2003) . The red line represents our calculation, and the green and blue lines represent our calculation with a ±30% adjustment to the s-wave radiation width. The total difference in the cross section is ∼17-30%.
systematic to be preferable to any of the other three.
Sensitivity to the Normalization of the γ-ray Transmission Coefficient
The γ-ray transmission coefficient ( §3.2.3) is significantly smaller than the particle transmission coefficients that enter into the statistical model. Consequently, for neutron capture reactions, one finds that the cross section is roughly proportional to T γ , multiplied by a relevant energy dependence. Hence, one would expect that any adjustment to the normalization of the γ-ray transmission coefficient would have a corresponding effect on the capture cross sections. For instance, if the normalization constant is increased by a factor of two, the cross section should also increase by approximately a factor of two. Figure 8 shows the sensitivity to a ±30% change to the value of the average s-wave photon width used to normalize the gamma-ray transmission coefficients. This translates into a roughly 17% change in the cross section below 30 keV, rising to ∼25-30% at 1 MeV and above. The (n,2n) cross section will not exhibit any sensitivity to T γ because it is much smaller than the particle transmission functions and only enters into Eq. [1] in the denominator. In general, the smaller of the two transmission coefficients in the HF numerator will be the one that determines the cross section, especially if one is much smaller. This is always the case with photon vs. particle widths.
The mean error associated with the experimental values of the gamma ray strength function for isotopes ranging from nickel to bromine is 23.0% with a standard deviation of 9.3%. Hence, the uncertainties related to the gamma ray strength function in the capture cross sections will be generally smaller than that shown in Figure 8. 
Sensitivity to the Inclusion of Width Fluctuation Corrections
We adopt the Moldauer model of the Width Fluctuation Corrections ( §2.3) as embodied in the STAPRE code. For targets in the mass range of interest which have available experimental data, reaction thresholds are always greater than several MeV, and inclusion/exclusion of width fluctuation corrections will only be evident for capture reactions. Figure 9 shows the affect for the activation capture cross sections of 75 As, both with (solid red line) and without (solid green line) WFC. As expected a decrease in the capture cross section is noticeable, and is as large as 20% at 1 keV and roughly 14% at 30 keV. When the projectile energy increases, the capture cross section declines rapidly and the elastic enhancement vanishes, disappearing almost completely by 1 MeV. The (n,p) channel does not open until the incident neutron energy is above 2 MeV, and thus no other channels can compete with the elastic and capture cross sections before the WFC are negligible. Figure 10 shows the modeled cross sections that directly affect the production and destruction of 73 As and 74 As. Identical plots for the other targets that span a slightly wider N range of the original detector sets are presented in Appendix B.
Production and Destruction Cross Sections
Since we are considering only neutron induced reactions, the capture and (n,2n) cross sections are the only significant production channels for both isotopes. The (n,3n) channel is the only other production channel considered, and the thresholds for both of these reactions are above 15 MeV.
For the destruction reactions, (n,γ) dominates below ∼1 MeV, although 74 As(n,p) 74 Ge does not have a threshold and competes at lower incident energies. The (n,p) reaction is dominant between ∼1-10 MeV in both cases.
73 As(n,np+pn) 72 Ge becomes significant between 7-10 MeV. Above 10 MeV, (n,2n) is the dominant destruction channel. In all cases, the (n,α) and (n,d) channels are comparatively small. Refer to Appendix B for the cross sections of greatest importance in the production and destruction of other arsenic isotopes.
Conclusions
We have developed a new neutron threshold cross section set for radiochemical diagnostics of 73, 74 As. The theory and implementation of the Hauser-Feshbach model were described ( §2), along with the details of the local systematics used to create a set of input parameters that reflect the latest available experimental data in the region of interest ( §3). Sensitivity of the modeled cross sections to the input models and their parameters has been explored ( §4). The choice of our developed local systematics appears to do reasonably well in replicating measured cross sections on 75 As (Figure 5) .
The (n,2n) cross sections displayed large sensitivity to the prescription for the nuclear level densities and the choice of the pre-equilibrium matrix element FM. Our locally developed nuclear level density parameterization proved superior to three other popular choices for a variety of reaction channels (Figure 7) . Coupled with this, our choice for FM provided consistently good agreement with experimental data over the entire region of interest (Figure 6 ). For (n,γ) capture reactions the largest sensitivity remains the normalization of the photon transmission functions ( §3.2.3, Figure 8) . Our systematics to predict these quanti- ties when experimental data is not available are of similar quality as those developed for previous detector sets. Overall we consider the modeling effort to be quite successful, as our calculated cross sections do agree favorably with experimentally measured ones in this region of interest. Our calculations agree on average with measured (n,2n) cross sections to roughly 13% (often better, see Table 2 ), which is representative of the spread in the existing experimental cross sections. Our neutron capture cross sections agree to roughly 30% (Table 1). We identified these as the largest cross sections that can produce and destroy 73, 74 As respectively, although we note that (n,p) reactions on these two isotopes could dominate destruction for incident neutron energies between roughly 1 and 5 MeV (Figure 10 ).
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A. Basic Nuclear Structure Data
A.1. Adopted Spins, Parities, Binding Energies, and Separation Energies 
B. Modeled Cross Sections: Production and Destruction Channels
Here we present the activation cross sections for the various neutron induced reaction channels producing a given isotope and destroying the ground state of that isotope. 
