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要旨
BERT が出力する単語の埋め込み表現は，その単語が現れた文の文脈に依存している．この




















め込み表現列に変換する．このとき得られる単語の埋め込み表現は word2vec (Mikolov et al.
(2013))などから得られる分散表現のように固定したベクトルではなく，その単語が現れた文
脈，つまり入力された単語列に依存している．この点からある単語 w を含む文 sを BERT に
入力し，wに対応する埋め込み表現 ew を得たとき，ew は s内における wの語義を表している
と考えられる．本論文では ew を収集し，その分散値 Vw を得ることで w の語義の広がり（多
様性）を調べることで，BERT が出力する単語の埋め込み表現と語義との関係を考察する．特
に注目するのは単義語 w に対する ew の分散値 Vw である．ew が語義を表しているのであれ
ば，ew の分散値 Vw は非常に小さいはずである．これを多義語 wに対する ew の分散値 Vw と
の比較から確認する．
また BERT は概略 Multi-head Attention の層を 12層重ねたモデルであり，各層毎に単語
wに対する埋め込み表現 ew が得られる．今第 i層の単語 wに対する埋め込み表現を e
(i)
w とお




















語義曖昧性解消 (Word Sense Disambiguation; WSD)の研究がある．論文 (曹鋭ほか (2019))
では BERT の出力する埋め込み表現を特徴ベクトルとして利用して，教師あり学習により
WSD を行っている．また all-words WSD を行った論文（Du et al. (2019)）や 3つの BERT
ベースの WSD モデルを提案した (Huang et al. (2019)）などの研究もある．更に論文（谷田













単語 w を含む文 sを n個集め，それらを s1, s2, · · · , sn とする．これらの文を BERT に入
力する．si 中の w に対応する BERT から得られる埋め込み表現を ewi とする．ewi の平均ベ






||ēw − ewi ||2
単語 wの語義の広がりを Vw によって測ることにする．















及び毎日新聞の ’93 から ’98 年の記事からランダムに取り出した．取り出した用例の数と得ら
れた分散値について多義語は表 1，単義語は表 2に示す．




単語 頭 意味 核 記録 言葉 胸
用例数 82 91 191 151 184 74
分散値 197.07 241.28 112.96 213.29 179.72 172.50
表 2 単義語の用例数と実験結果
単語 生産 政治 意識 抗議 成績
用例数 110 434 82 42 33
分散値 163.81 162.73 204.19 162.00 189.38
4.2 BERT の各階層における語義の広がりの変化




図 1 BERT の各階層における分散値（多義語）



















の  の  
図 4 現実の多義語と単義語の埋め込み表現の位置関係例
語義の広がりを確認するために，BERT から出力される対象単語 w に対する埋め込み表現







単語 頭 意味 核 記録 言葉 胸
分散値 197.07 241.28 112.96 213.29 179.72 172.50
平均距離 19.97 22.09 15.08 20.72 19.01 18.70
表 4 単義語の埋め込み表現間の平均距離
単語 生産 政治 意識 抗議 成績
分散値 163.81 162.73 204.19 162.00 189.38
平均距離 18.21 18.06 20.33 18.21 19.75
果的にはそれができていない．原因として以下の３つが考えられる．
(1) 語義のクラスタが小さいとは限らない
単語 w の用例を集めて，BERT から出力される w の埋め込み表現 ew の集合を作り，
そこからクラスタリングすれば語義のクラスタが作成される．当初，この語義のクラス












上記の 3点の他に，そもそも BERT が出力する埋め込み表現自体が語義を表現しているの
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