Abstract: A system of N weakly interacting particles whose dynamics is given in terms of jump-diffusions with a common factor is considered. The common factor is described through another jump-diffusion and the coefficients of the evolution equation for each particle depend, in addition to its own state value, on the empirical measure of the states of the N particles and the common factor. A Central Limit Theorem, as N → ∞, is established. The limit law is described in terms of a certain Gaussian mixture. An application to models in Mathematical Finance of self-excited correlated defaults is described.
Introduction
For N ≥ 1, let Z N,1 , · · · Z N,N be R d valued stochastic processes, representing trajectories of N particles, which are described through stochastic differential equations (SDE) driven by mutually independent Brownian motions(BM) and Poisson random measures(PRM) such that the statistical distribution of (Z N,1 , . . . , Z N,N ) is exchangeable. The dependence between the N stochastic processes enters through the coefficients of the SDE which, for the i-th process, depend in addition to the i-th state process, on a common stochastic process (common factor) and the empirical measure
. The common factor is a m-dimensional stochastic process described once more through a SDE driven by a BM and a PRM which are independent of the other noise processes. Such stochastic systems are commonly referred to as weakly interacting Markov processes and have a long history. Some of the classical works include McKean [13, 14] , Braun and Hepp [1] , Dawson [3] , Tanaka [20] , Oelschaläger [16] , Sznitman [18, 19] , Graham and Méléard [7] , Shiga and Tanaka [17] , Méléard [15] . All of these papers treat the setting where the 'common factor' is absent. Most of this research activity is centered around proving Law of Large Number results and Central Limit Theorems(CLT). For example one can show (cf. [18, 16] ) that under suitable conditions, if the joint initial distributions of every set of k-particles, for every k, converge to product measures as N → ∞ then the same is true for the joint distribution of the stochastic processes(considered as path space valued random variables) as well. Such a result, referred to as the propagation of chaos is one of the key first steps in the study of the fluctuation theory for such a system of interacting particles.
Systems with a common factor arise in many different areas. In Mathematical Finance, they have been used to model correlations between default probabilities of multiple firms [2] . In neuroscience modeling these arise as systematic noise in the external current input to a neuronal ensemble [6] . For particle approximation schemes for stochastic partial differential equations (SPDE), the common factor corresponds to the underlying driving noise in the SPDE [11, 12] . The goal of this work is to study a general family of weakly interacting jumpdiffusions with a common factor. Our main objective is to establish a suitable Central Limit Theorem. A key point here is that due to the presence of the common factor, the limit of 1 N N i=1 δ Z N,i will in general be a random measure. This in particular means that the centering in the fluctuation theorem will typically be random as well and one expects the limit law for such fluctuations to be not Gaussian but rather a 'Gaussian mixture'. Our main result is Theorem 2.2 which provides a CLT under Conditions 2.1 and 2.2. The summands in this CLT can be quite general functionals of the trajectories of the particles with suitable integrability properties. Our approach is close in spirit to that in the classical works of Sznitman [19] and Shiga and Tanaka [17] which treat a setting where the common factor is absent. The key idea is to first consider a closely related collection of N stochastic processes that, conditionally on a common factor, are independent and identically distributed. By introducing a suitable Radon-Nikodym derivative one can evaluate the expectations associated with the original scaled and centered sum in terms of the conditionally i.i.d. collection. The asymptotics of the latter quantity are easier to analyze using, in particular, the classical limit theorems for symmetric statistics [4] . Although this general idea is the same as that introduced in [19, 17] , the presence of the common factor makes carrying out this program significantly more challenging. In particular, the change of measure needs to be such that the distribution of the random centering remains invariant. One also needs to suitably bound the difference between the common factor in the original N -particle system and that in the related conditionally i.i.d. ensemble. Furthermore, unlike in [19, 17] , the dependence of the coefficients of the model on the empirical measure of the particles is nonlinear, treatment of which requires careful estimates.
Central limit theorems for systems of weakly interacting particles with a common factor have previously been studied in [12] . This work is motivated by applications to particle system approximations to solutions of SPDE. In addition to the fact that the form of the common factor in [12] is quite different from that in our work, there are several differences between these two works. The paper [12] allows for a state dependent diffusion coefficient whereas in our model these coefficients are constant. Also, [12] covers the setting of an infinite dimensional common factor and weighted empirical measures. On the other hand, the model considered in the current work allows for jumps in both particle dynamics and the common factor dynamics neither of which are present in [12] . Also, in [12] the fluctuation limit theorem is established for centered and scaled empirical measures considered as stochastic processes in the space of Schwartz distributions which in practice yields a functional central limit theorem for smooth functionals that depend on the current state of the particles. In contrast, the current work allows for very general square integrable functionals that could possibly depend on the whole trajectory of the particles. Finally, in [12] the limit law is characterized through the solution of a certain SPDE whereas in the current work the description of the limit law is in terms of a certain mixture of Gaussian distributions (see (2.12) ).
One of our motivations for the current study is to establish central limit results for models in Mathematical Finance of self-exciting correlated defaults [2] . In Section 6 we describe how Theorem 2.2 yields such results.
The paper is organized as follows. In Section 2 we begin by introducing our model of weakly interacting jump-diffusions with a common factor. Next in Section 2.1 we present a basic condition(Condition 2.1) that will ensure pathwise existence and uniqueness of solutions to the SDE for the N -particle system and also for a related family of SDE describing a nonlinear Markov process. These wellposedness results are given in Theorem 2.1 the proof of which is given in Section 3. The proofs are based on ideas and results from [10, 9, 12] . In Section 2.2 we introduce our second main assumption (Condition 2.2) which will be needed for the CLT. Sections 2.3-2.4 contain some basic notation and definitions that are needed for the statement of the CLT. Our main result(Theorem 2.2) appears in Section 2.5. Section 3 is devoted to the proof of Theorem 2.1. In Section 4 we recall the classical result of Dynkin and Mandelbaum [4] on limit laws of degenerate symmetric statistics described in terms of multiple Wiener integrals. Section 5 contains the proof of Theorem 2.2. Finally Section 6 discusses an application of Theorem 2.2 to certain models in Mathematical Finance.
The following notations will be used. Fix T < ∞. All stochastic processes will be considered over the time horizon [0, T ]. We will use the notations {X t } and {X(t)} interchangeably for stochastic processes. Space of probability measures on a Polish space S, equipped with the topology of weak convergence, will be denoted by P(S). A convenient metric for this topology is the bounded-Lipschitz metric d BL defined as
where B 1 is the collection of all Lipschitz functions f that are bounded by 1 and such that the corresponding Lipschitz constant is bounded by 1 as well; and f, µ = f dµ for a signed measure µ on S and µ-integrable f :
Borel σ-field on a Polish space S will be denoted as B(S). Space of functions that are right con- 
(s) will be written as x s . Similar notation will be used for stochastic processes.
For a bounded function f from S to R, f ∞ = sup x∈S |f (x)|. Probability law of a S valued random variable η will be denoted as L(η) and its conditional distribution (a P(S) valued random variable) given a sub-σ field G will be denoted as L(η | G). Convergence of a sequence {X n } of S valued random variables in distribution to X will be written as X n ⇒ X. For a σ-finite measure ν on a Polish space S, L 2 R k (S, ν) will denote the Hilbert space of ν-square integrable functions from S to R k . When k = 1, we will merely write L 2 (S, ν). The norm in this Hilbert space will be denoted as · L 2 (S,ν) . We will usually denote by κ, κ 1 , κ 2 , · · · , the constants that appear in various estimates within a proof. The values of these constants may change from one proof to another.
Main results
be the space of σ-finite measures on X T [resp. X 0 T ] with the topology of vague convergence. For fixed N ≥ 1, consider the system of equations for the R d valued RCLL stochastic processes Z N,i , i = 1, . . . N and the R m valued RCLL process U N given on a filtered probability space (Ω N , F N , P N , {F N t }):
2)
and γ is a finite measure on R d ; N 0 is a PRM with intensity measure ν 0 = λ T ⊗ γ 0 ⊗ λ ∞ on X 0 T , where γ 0 is a finite measure on R m . All these processes are mutually independent and they have independent increments with respect to the filtration t− , U N t− , µ N t− ) = (x, y, θ), the jump for Z N,i at instant t occurs at rate R d d(x, y, θ, h)γ(dh) and the jump distribution is given as c · d(x, y, θ, h)γ(dh) where c is the normalization constant. Jumps of U N are described in an analogous manner.
We assume that {Z
and has probability distribution ρ 0 . Also, {Z Conditions on the various coefficients will be introduced shortly. Along with the N -particle equations (2.1)-(2.2) we will also consider a related infinite system of equations for R d × R m valued RCLL stochastic processes (X i , Y ), i ∈ N given on a filtered probability space (Ω, F, P, {F t }).
Here B i , B 0 are d and m dimensional BM; n i and n 0 are PRM with intensity measures ν and ν 0 respectively; the processes are mutually independent and they have independent increments with respect to the filtration {F t }; and µ t = lim k→∞
, where the limit is a.s. in P(R d ). As for the N -particle system, we assume that {X i 0 } i∈N are i.i.d. with common distribution µ 0 and Y 0 is independent of X 0 ≡ {X i 0 } i∈N and has probability distribution ρ 0 . Also, {X i 0 } i∈N and Y 0 are F 0 measurable.
Well-posedness.
We now give conditions on the coefficient functions under which the systems of equations (2.1)-(2.2) and (2.3)-(2.4) have unique pathwise solutions. A pathwise solution of (2. 
We now introduce conditions on the coefficients that will ensure existence and uniqueness of solutions.
and 
and the functions d, d 0 satisfy
Under the above condition we can establish the following wellposedness result.
Theorem 2.1. (a) Suppose that Proof of the theorem is given in Section 3.
Remark 2.1. (i) We note that the unique pathwise solvability in (a) implies that there is a measurable map U : 
In particular, there is a measurable map Π :
Assumptions for the Central Limit Theorem.
The main result of this work establishes a CLT for
For that, we will make the following additional assumption on the coefficients. Denote by J [resp.J ,Ĵ ] the collection of all real functions f on R d+m+d [resp. R d+m+2d , R m+d ] that are bounded by 1 and are such that 
(c) There exist c d ∈ (0, ∞); a finite subsetJ F ofJ ; continuous and bounded real functions
and
; a finite subsetĴ F ofĴ ; continuous and bounded real functions
where
The above conditions on b, d, b 0 are satisfied quite generally. We give two examples to illustrate this.
Example 2.1. Let d = m = 1. Letb : R k+2 → R be bounded Lipschitz and twice continuously differentiable, with bounded derivatives, in the last k + 1 variables. Letb 0 : R k+1 → R be bounded Lipschitz and twice continuously differentiable with bounded derivatives. Letd : R k+3 → (ǫ, ∞) be bounded and Lipschitz in the first k + 2 variables, uniformly in the last variable, where ǫ ∈ (0, ∞). Also suppose thatd is twice continuously differentiable, with bounded derivatives, with respect to the middle k + 1 variables. Now let b, b 0 and d be of the form: 
where f i are bounded Lipschitz functions. Finally let d 0 : R → R + be a bounded function and let γ, γ 0 be probability measures on R with finite second moment. Then it is easy to check that Condition 2.1 is satisfied. For Condition 2.2 observe that by Taylor's expansion,
where for some constant
. This verifies part (b) of Condition 2.2. Parts (c) and (d) can be verified similarly.
Further suppose thatb is twice continuously differentiable with respect to the second variable with bounded derivatives andb 0 is also twice continuously differentiable with respect to the first variable, with bounded derivatives. For some ǫ > 0, letd : R 4 → (ǫ, ∞) be bounded and Lipschitz in the first three variables, uniformly in the last variable. Also suppose thatd is twice continuously differentiable, with bounded derivatives, in the second variable. Let d 0 , γ, γ 0 be as in Example 2.1. Now let b, b 0 and d be of the form:
Then it is easy to check that for this example Condition 2.1 is satisfied. One can also check that Condition 2.2 is satisfied as well. In particular, note that for
Using Taylor's expansion to the second term we get,
where r 1 is a bounded function. Using Taylor's expansion to the third term we get where r 2 is a bounded function. Finally using the boundedness and continuity ofb,b y and the inequality
we see that Condition 2.2(b) is satisfied. Parts (c) and (d) of Condition 2.2 can be verified similarly.
Canonical Processes.
The statement of the central limit theorem will need some notational preparation. We begin by introducing the following canonical spaces and stochastic processes. Let
Recall from (2.3)-(2.4) the processes (B i , n i ) i∈N 0 and the pathwise solution ({X i } i∈N , Y ). Define for N ∈ N the probability measure
Note that P N can be disintegrated as
. . , N and abusing notation,
In addition to the above processes, define Y N as the unique solution of the following equation
Some integral operators.
We will need the following functions for stating our main theorem. Define functions b c 03 , b c 3 from
imsart-generic ver. 2011/11/15 file: main5.tex date: May 30, 2014
For (x
The functions f t ,f t will play the role of kernels for certain integral operators on L 2 spaces. To describe these operators, in addition to the canonical spaces and processes introduced in Section 2.3, we define the canonical processes V * = (B * , n * , X * ) and
We can now define the integral operators related to f t andf t . Fix ω 0 ∈ Ω m and consider the Hilbert space
We denote the norm and inner product in H ω 0 as · ω 0 and ·, · ω 0 respectively. Define the integral operator
Denote by I the identity operator on H ω 0 . Lemma 2.1.
Proof. Parts (i) and (ii) are consequences of independence between B * and n * under α(ω 0 , ·). For example for (i), from the definitions of A i ω 0 , it follows that
The above expression is 0 due to the independence between B * and n * under α(ω 0 , ·). Part (ii) is proved similarly (see e.g. Lemma 2.7 of [17] ). Part (iii) is now immediate from Lemma 1.3 of [17] .
Central Limit Theorem.
We can now present the main result of this work. We denote by A the collection of all measurable maps ϕ :
Denote by π ϕ ω 0 the normal distribution with mean 0 and standard deviation σ
) and U is as introduced below Theorem 2.1. Denote by π ϕ N ∈ P(R) the probability distribution ofV Proof of the theorem follows along the lines of [11] , we sketch the argument for the first statement in Theorem 2.1 and omit the proof of the second statement. Namely, we show now that if .3)-(2.4) with R 0 =R 0 . Then using Condition 2.1 and standard maximal inequalities, for t ∈ [0, T ],
Here,μ t = lim k→∞
and κ 1 is a global constant. Similarly,
where the last inequality uses Condition 2.1(b). One has analogous estimates for terms involving σ 0 , d 0 , b and b 0 . Also by Fatou's lemma,
we then have from the above estimates that for some κ 3 ∈ (0, ∞)
Taking t sufficiently small we see now that a s = 0 for all s ∈ [0, t]. A recursive argument then shows that a s = 0 for all s ∈ [0, T ]. This completes the proof of uniqueness.
Next we prove existence of solutions. We will use ideas and results from [11] (specifically Lemma 2.1 and Theorem 2.2 therein). Define for t ∈ [0, T ] and n ≥ 1, D n (t) = 
be the solution of (2.3)-(2.4) with dt, (B i , B 0 , n i , n 0 ) and µ t replaced by dD n (t), (B n,i , B n,0 , n n,i , n n,0 ) and
, respectively. Note that the solution is determined recursively over intervals of length 1/n and µ n t is well defined for every t ∈ [0, T ] since lim k→∞
exists a.s. from the exchangeability of {X n,i t , i ∈ N} which in turn is a consequence of the exchangeability of {X i 0 , i ∈ N}. Using the boundedness of the coefficients it is straightforward to check that
where κ 4 is a constant independent of n, i, t, r. It then follows that for
This proves tightness of the sequence
A similar estimate as in the above display shows that for i, j ∈ N, {R n,i + R n,j } n∈N is tight in [5] , Problems 3.11.22 and 3.11.23). LetR . = {R i = (X i ,Ȳ )} i∈N denote a sub-sequential weak limit point. Then {X i } is exchangeable as well and soμ t = lim k→∞
is well defined where the limit exists a.s. From Lemma 2.1 in [11] (see also [9] ) it now follows that (along the chosen subsequence) (R n , µ n ) converges in distribution to (R,μ), in
We note that ψ d regarded as a map from
where the last inequality is from Condition 2.1.
Consider the vector of processes consisting of σ(X The proof of the central limit theorem crucially relies on certain classical results from [4] on limit laws of degenerate symmetric statistics. In this section we briefly review these results.
Let X be a Polish space and let {X n } ∞ n=1 be a sequence of independent identically distributed X -valued random variables having common probability law ν. For k = 1, 2, . . . let L 2 (ν ⊗k ) be the space of all real valued square integrable functions on (X k , B(X ) ⊗k , ν ⊗k ). Denote by L 2 sym (ν ⊗k ) the subspace of symmetric functions, namely functions φ ∈ L 2 (ν ⊗k ) such that for every permutation π on {1, · · · k},
In order to describe the asymptotic distributions of such statistics consider a Gaussian field
We set φ h 0 = 1. The multiple Wiener integral(MWI) of φ h k , denoted as I k (φ h k ), is defined through the following formula. For k ≥ 1
The following representation gives an equivalent way to characterize MWI of φ h k , k ≥ 1.
where we set I 0 (φ h 0 ) = 1. We extend the definition of I k to the linear span of {φ h k , h ∈ L 2 (ν)} by linearity. It can be checked that for all f in this linear span
where on the right side · denotes the usual norm in L 2 (ν ⊗k ). Using this identity and standard denseness arguments, the definition of I k (f ) can be extended to all f ∈ L 2 sym (ν ⊗k ) and the identity (4.1) holds for all f ∈ L 2 sym (ν ⊗k ). The following theorem is taken from [4] .
sym (ν ⊗k ), and
as a sequence of R ∞ valued random variables.
Proof of Theorem 2.2.
Expected values under P N and Q N will be denoted as E P N and E Q N respectively. By Girsanov's theorem, {(X 1 , . . . , X N , Y N , V 0 )} has the same probability law under Q N as { (Z N,1 , . . . , Z N,N , U N ,V 0 )} (defined in (2.1) -(2.2) and above Theorem 2.2) under P N . Thus in order to prove the theorem it suffices to show that
which is equivalent to showing
In what follows, we will denote the conditional expectation
for some measurable β N : Ω m → R. We say a sequence Z 0 N of real random variables on (Ω N , B(Ω N ), P N ) converges to 0 in probability, conditionally on G 0 , a.s., if with Z N = |Z 0 N |∧1, β N converges to 0, P 0 a.s.
Asymptotics of J N,1 .
In Lemmas 5.1 and 5.2 below we study the asymptotics of the first and second sums in J N,1 respectively.
where R N 1 converges to 0 in probability, conditionally on G 0 , a.s. 
Proof. By Condition 2.2(b) it follows that, for s
Since f is bounded by 1; J F is a finite collection; and conditionally on G 0 , X i are i.i.d., the second term on the right side can be bounded by κ 2 /N for some κ 2 ∈ (0, ∞). We now consider the first term on the right side of above display. Using (2.10), for k ∈ N and t ∈ [0, T ],
Thus by Gronwall's inequality
Using the conditional i.i.d. property again
Combining the above observations we have
Now consider the second term in (5.3): Using the boundedness of b 3 it follows that, 
Recalling the definition of E t and h j t ,
The first term on the right side converges to 0 (in probability, conditionally on G 0 , a.s.) since b 2 , b 02 , b 03 are bounded. Since
where a m are finite positive constants, we see from (2.9) and (5.4) that
Result now follows on combining the above observation with (5.6), (5.7) and (5.8).
For the next lemma we will need some notation. Define functions s 1,t , s c 1, 
Also, define functions s 3 , s c 3 from R 3d+m × P(R d ) to R as follows:
where m 3 from R 2d+m × P(R d ) to R is defined as
We note that for (x
t , y t , ν t ). 13) where R N 2 converges to 0 in probability, conditionally on G 0 , a.s. Proof. (5.14) where the term T N,i 1 (s) consists of the remaining two crossproduct terms. Using (2.7), as for the proof of (5.11), we see that
Similar estimates show that
Next, using (5.9), we have 
where The above expression can be written as
From the boundedness of s c 1,t , conditional independence of X i , X j , X k for distinct indices i, j, k and the fact that for all (x, x
it follows that the first term in (5.18) converges to 0 in probability, conditionally on G 0 , a.s.
Next,
The above expression can be rewritten as
As before, the first term in (5.19) converges to 0 in probability, conditionally on G 0 , a.s.
Finally we consider the crossproduct term in (5.14): where the equality follows from (5.9). Using (2.9), (5.4) and (5.10) we see that
The first term on the right side once more converges to 0 in probability, conditionally on G 0 , a.s. The result now follows on combining the above display with (5.14), (5.15), (5.16), (5.17), (5.18) and (5.19).
Asymptotics of J N,2 .
We now consider the term J N,2 . Recall the constants ǫ, K from Condition 2.1.
From Taylor's expansion, there exists a κ 1 ∈ (0, ∞) such that for all α, β ∈ (ǫ, K)
where |ϑ(α, β)| ≤ κ 1 . Letting ϑ 20) whereñ i is the compensated PRM:ñ i = n i − ν. In the lemmas below we consider the three terms on the right side of (5.20) separately.
, where R N 3 converges to 0 in probability, conditionally on G 0 , a.s.
we have from (2.8), (5.5) and (5.10) that, a.s.,
Next consider the second term on the right side of (5.21).
Finally consider the first term on the right side of (5.21). Using (5.9) Using (2.9), (5.5) and (5.10) we see that, a.s.,
For the first term on the right side of (5.26) note that
As before, using the independence of
The result follows on combining the above display with We now consider the second term on the right side of (5.20). As for the proof of Lemma 5.2, we will need some additional notation. Define for
and letm 3 be the function from
t , y t , ν t , h).
where R N 4 converges to 0 in probability, conditionally on G 0 , a.s.
From (5.22), (5.5) and (5.10) we get that a.s.
Similar estimates show that for m = 1, 2, a.s. 
As for (5.27), we see that, a.s.
Next, using the observation that
and making use of (2.9), (5.5) and (5.10) once more, we see that, a.s.
The above can be rewritten as
A similar argument as below (5.18) shows that the first term in the above display converges to 0 in probability, conditionally on G 0 , a.s.
Combining (5.32), (5.33) and (5.34) we have that
whereR N 1 converges to 0 in probability, conditionally on G 0 , a.s. We now consider the term T
we see
As before, the first term above converges to 0 in probability, conditionally on G 0 , a.s. Thus whereR N 2 converges to 0 in probability, conditionally on G 0 , a.s. We now consider the term 2T
As in (5.36) and (5.37), we can now write the above as 40) whereR N 3 converges to 0 in probability, conditionally on G 0 , a.s. Also, as for (5.33), a.s.,
The result now follows on combining the above display with Using very similar estimates as in the proof of Lemma 5.4, one can establish the following result. We omit the proof.
converges to 0 in probability, conditionally on G 0 , a.s. 
Recall the integral operators
From Lemma 2.1 we have that, for P 0 a.e. ω 0 ,
The following lemma gives the asymptotics for the second terms on the right sides of (5.13) and (5.29).
Lemma 5.6. As N → ∞,
converge to 0 in probability, conditionally on G 0 , a.s.
Proof. Note that if
A is an integral operator on L 2 (ν) with associated kernel a(x, y), then Trace(AA * ) = ||a|| 2 L 2 (ν⊗ν) . Thus from the definition of the operator
Using the relation (5.12) we have,
Since conditional on G 0 , {X j } are i.i.d. with common distribution α(V 0 , ·) • X −1 * , the first convergence in the lemma now follows from the weak law of large numbers. The second convergence statement is proved similarly. We will now use the results from Section 4 with
is defined as in Section 4. More precisely, let A p be the collection of all measurable f :
and for every permutation π on {1, · · · p}, f (ω 0 , ω 1 , . . . , ω p ) = f (ω 0 , ω π(1) , . . . , ω π(p) ), P p a.s., where P p is as introduced in Section 2.3. Then there is a measurable space (Ω * , F * ) and a regular conditional probability distribution α * : Ω m × F * → [0, 1] such that on the probability space (Ω m × Ω * , B(Ω m ) ⊗ F * , P 0 ⊗ α * ), where
there is a collection or real valued random variables {I p (f ) : f ∈ A p , p ≥ 1} with the properties that (a) For all f ∈ A 1 the conditional distribution of
With an abuse of notation, we will denote once more by V 0 * the canonical process on Ω m × Ω * , i.e. V 0 
whereñ * is the compensated PRM:ñ * = n * − ν.
From Lemmas 5.1, 5.2, 5.3, 5.4 and 5.5 it follows that
where R N converges to 0 in probability, conditionally on G 0 , a.s.
In order to study the asymptotics of the expression on the left side of (5.1), we need to consider the joint asymptotic behavior of V Next note that F ∈ A 2 and so I 2 (F ) is a well defined random variable on (
Note thatΦ ∈ A 1 and so I 1 (Φ) is well defined. Let ℓ ϕ be a measurable map from Ω m to P(R 2 ) such that
The following lemma is the key step.
Proof. From (5.42) and Lemma 5.6 we have that
whereR N converges to 0 in probability, conditionally on G 0 , a.s. There are measurable maps ζ N , ζ from Ω m to P(C), where C is the complex plane, such that with Finally, denote the probability distribution of (V 0 , S N ) on Ω m × C by ρ N and that of (V 0 * , S) on Ω m × C by ρ. Then ρ N and ρ can be disintegrated as 
Application to Finance
Recently in [2] , authors have introduced a model for self-exciting correlated defaults in which default times of various entities depend not only on factors specific to entities and a common factor but also on the average number of past defaults in the market. The paper studies an asymptotic regime as the number of entities become large. One of the results in [2] CLT which is established under somewhat restrictive conditions on the model. Below, we describe the result from [2] and then remark on how the results of current paper provide a CLT for the model in [2] under much lesser restrictive conditions and for some of its variations.
The model for which CLT is considered in [2] (see Section 5.3 therein), using notation of the current paper, is as follows. Let (W i ) N i=0 be a sequence of real standard Brownian motions and let (N i ) N i=1 be a sequence of Poisson random measures on X T = [0, T ] × R × R + with intensity measure ν = λ T ⊗ δ {1} ⊗ λ ∞ , given on a filtered probability space (Ω N , F N , P N , {F N t }). All these processes are mutually independent and they have independent increments with respect to the filtration {F N t }. Consider the system of equations given by and U 0 are F N 0 measurable. The interpretation for the finance model is as follows. There are N defaultable firms. The process U N represents the common factor process and X N,i is the i-th firm's specific factor. Y N,i are counting processes representing the number of defaults of firm i. The key feature of this model is that the correlation among the defaults not only depends on the common exogenous factor U N , but also on the past defaults through the processL N . In the model of [2] , ζ(y) = |y| ∧ 1 and consequently all values of Y N,i t greater than 0 are treated the same way (an entity has either not defaulted by time t or it has defaulted in which case it disappears from the system.) The paper [2] establishes a CLT forL N t under the condition that λ(x, y, u, l) ≡ λ(l), x, y, u, l ∈ R. Note that in this case the factor processes X N,i and U N become irrelevant.
The model in (6.1) is a special case of the model considered in (2.1) and (2.2) with the following identifications:
• d = 2, m = 1.
• Z N,i = (X N,i , Y N,i ) ′ .
• b = (β, 0) ′ , b 0 =β 0 , where for z ∈ R 2 , u ∈ R, ν ∈ P(R 2 ), β(z, u, ν) = β(z, u, ζ , ν ),β 0 (u, ν) = β 0 (u, ζ , ν ), whereζ : R 2 → R is defined asζ(x, y) = ζ(y), (x, y) ∈ R 2 .
• σ 0 = 1, σ = 1 0 0 0 .
• d 0 = 0, d =λ, where for z ∈ R 2 , u ∈ R, ν ∈ P(R 2 ),λ(z, u, ν) = λ(z, u, ζ , ν ).
Coefficients β, β 0 and λ are required to satisfy the following conditions.
(A1) The function β is bounded and Lipschitz. β(z, u, l) is twice continuously differentiable in u and l with bounded derivatives.
(A2) The function β 0 is bounded and Lipschitz. β 0 (u, l) is twice continuously differentiable in u and l with bounded derivatives.
(A3) The function λ is nonnegative, bounded, Lipschitz and it is bounded away from 0. λ(z, u, l) is twice continuously differentiable in u and l with bounded derivatives. where B 0 and B are Brownian motions and N is a Poisson random measure on X T with intensity measure ν, given on some filtered probability space (Ω, F, P, {F t }) such that they are mutually independent and they have independent increments with respect to the filtration {F t }. Also, X 0 and U 0 are independent F 0 measurable random variables with distribution µ 0 and ρ 0 respectively.
The results of the current paper (in contrast to [2] ) not only allow for a general dependence of λ on factor processes but can also be used to treat more complex forms of default processes and also settings where the common factor and specific factor dynamics have both diffusion and jump components.
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