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Abstract
Optimal control of parabolic variational inequalities is studied in the case where the spatial domain is not necessarily bounded.
First, strong and weak solutions concepts for the variational inequality are proposed and existence results are obtained by a
monotone and a finite difference technique. An optimal control problem with the control appearing in the coefficient of the leading
term is investigated and a first order optimality system in a Lagrangian framework is derived.
© 2009 Elsevier Masson SAS. All rights reserved.
Résumé
On étudie le contrôle optimal d’inégalités variationnelles dans le cas où le domaine spatial n’est pas nécessairement borné.
Tout d’abord, on introduit des concepts de solutions fortes et faibles pour l’inégalité variationnelle et on obtient des résultats
d’existence par une méthode de différences finies et monotone. On examine ensuite un problème de contrôle optimal avec un
contrôle apparaissant dans le coefficient du terme principal et on en déduit un système d’optimalité du premier ordre dans un cadre
lagrangien.
© 2009 Elsevier Masson SAS. All rights reserved.
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1. Introduction
In this paper we investigate optimal control problems for parabolic variational inequalities in the Hilbert space
H = L2(Ω) which are of the type:
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⎪⎪⎪⎩
〈
d
dt
y∗(t)+Ay∗(t)− f (t), y − y∗(t)
〉
X∗,X
 0, for all y −ψ ∈ C,
y∗ −ψ ∈ C,
y∗(0) = y0,
(1.1)
where the closed convex subset C in H is given by:
C = {y ∈ H : y  0}.
Here X be a Hilbert space that is continuously embedded into H , and V be a separable closed linear subspace of X,
which is endowed with the induced norm of X and is dense in H . Further A is a closed linear operator in H , Ω
denotes an open domain in Rn, and y  0 in H is interpreted in the pointwise almost everywhere sense. Throughout
it is assumed that
ψ ∈ X, f ∈ L2(0, T ;V ∗)
and that
φ+ = sup(0, φ) ∈ V, for all φ ∈ V,
which requires that V has a Hilbert lattice structure, so that the sup operation is well defined.
Note that (1.1) is considered without assuming that V is embedded compactly into H . In the latter case one can use
Aubin’s lemma which states that W(0, T ) = L2(0, T ;V ) ∩ H 1(0, T ;V ∗) is compactly embedded into L2(0, T ;H).
This ensures that the weak limit of certain approximating sequences defines the solution, see e.g. [3,5]. Instead, our
analysis uses the monotone trick for variational inequalities. From e.g. [8, p. 151], we recall that under the present
assumptions W(0, T ) embeds continuously into C([0, T ];H).
Different combinations of the following assumptions will be used for the operator A.
(1) A ∈ L(X,V ∗), i.e., there exists M¯ such that∣∣〈Ay,φ〉V ∗×V ∣∣ M¯|y||φ|, for all y ∈ X and φ ∈ V,
and A is closed in H with
dom(A) = {y ∈ X: Ay ∈ H } ⊂ X,
where dom(A) is a Hilbert space equipped with the graph norm.
(2) There exist ω > 0 and ρ ∈ R such that for all φ ∈ V ,
〈Aφ,φ〉V ∗,V  ω|φ|2V − ρ|φ|2H .
(3) For all φ ∈ V , 〈
Aφ,φ+
〉
V ∗,V 
〈
Aφ+, φ+
〉
.
(4) There exists λ¯ ∈ H satisfying λ¯ 0 a.e. such that〈
λ¯+Aψ − f (t),φ〉
V ∗,V  0
for a.e. t and all φ ∈ V satisfying φ  0 a.e.
(5) There exits a ψ¯ ∈ dom(A) such that ψ¯ −ψ ∈ V ∩C =: C.
(6) Let as be the symmetric form on V × V defined by:
as(y,φ) = 12
(〈Ay,φ〉V ∗,V + 〈Aφ,y〉V ∗,V )
for y,φ ∈ V and assume that the skew-symmetric form satisfies,
1
2
∣∣〈Ay,φ〉V ∗,V − 〈Aφ,y〉V ∗,V ∣∣M|y|V |φ|H ,
for a constant M independent of y,φ ∈ V :
(7) (φ − γ )+ ∈ V for any γ ∈ R+ and φ ∈ V , and 〈A1, (φ − γ )+〉 0.
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operator 	2 and to self-adjoint operators. For the bi-harmonic operator and systems of equations as the elasticity
system, for instance, the monotone property (3) does not hold.
We give the definitions of strong and weak solutions to (1.1).
Definition 1.1 (Strong solution). Given y0 −ψ ∈ C and f ∈ L2(0, T ;H), an X-valued function y∗(t), with y∗ −ψ ∈
L2(0, T ;V ) ∩ H 1(0, T ;V ∗) is called strong solution of (1.1), if y∗(0) = y0, y∗ ∈ H 1(δ, T ;H) for every δ > 0,
y∗(t, x)ψ(x) a.e. in (0, T )×Ω , and for a.e. t ∈ (0, T ),〈
d
dt
y∗(t)+Ay∗(t)− f (t), y − y∗(t)
〉
 0,
for a.e. t ∈ (0, T ), and for all y −ψ ∈ C.
Defining λ∗ = − d
dt
y∗ −Ay∗ + f (t) ∈ L2(0, T ;V ∗), we have in the distributional sense that y∗ satisfies:⎧⎨
⎩
d
dt
y∗(t)+Ay∗(t)+ λ∗(t) = f (t), y∗(0) = y0,〈
λ∗(t), y −ψ 〉 0 for all y −ψ ∈ C and 〈λ∗, y∗ −ψ 〉= 0. (1.2)
If y∗ is a strong solution satisfying y∗ ∈ L2(δ, T ;dom(A)) for every δ > 0, then λ∗ ∈ L2(δ, T ;H) and (1.1) can
equivalently be written as a variational inequality in the form:⎧⎪⎪⎨
⎪⎪⎩
d
dt
y∗(t)+Ay∗(t)+ λ∗(t) = f (t), y∗(0) = y0,
λ∗(t) 0, y∗(t)ψ,
(
y∗(t)−ψ,λ∗(t))
H
= 0,
for a.e. t > 0.
(1.3)
Definition 1.2 (Weak solution). Given y0 ∈ H and f ∈ L2(0, T ,V ∗), a function y∗ satisfying y∗ − ψ ∈ L2(0, T ;V )
and y∗(t, x)ψ(x) a.e. in (0, T )×Ω is called weak solution to (1.1) if,
T∫
0
[〈
d
dt
y(t), y(t)− y∗(t)
〉
+ 〈Ay∗(t), y(t)− y∗(t)〉− 〈f (t), y(t)− y∗(t)〉]dt
+ 1
2
∣∣y(0)− y0∣∣2H  0, (1.4)
is satisfied for all y −ψ ∈ K, where
K = {y ∈ W(0, T ): y(t, x) 0 a.e. in (0, T )×Ω}. (1.5)
Since for y∗ and y in W(0, T ),
T∫
0
〈
d
dt
y(t)− y∗(t), y(t)− y∗(t)
〉
dt = 1
2
(∣∣y(T )− y∗(T )∣∣2
H
− ∣∣y(0)− y0∣∣2H ),
it follows that a strong solution to (1.1) is also a weak solution.
Let us briefly outline this paper. Section 1 is devoted to proving existence and uniqueness of strong solutions
to (1.1). Extra regularity of solutions is obtained in Section 2. Continuous dependence of the solution with respect to
parameters in A is investigated in Section 3. Section 4 focuses on weak solutions obtained as the limit of approximating
difference schemes.
Optimal control problems related to (1.1) are investigated in Section 5, and Section 6 is devoted to the application
of the presented theory to the Black–Scholes model with American options.
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In this section we establish the existence of the strong solution to (1.1) under assumptions (1)–(5) and (1)–(2),
(5)–(6), respectively.
For λ¯ ∈ H satisfying λ¯ 0 we consider the regularized equations of the form,⎧⎨
⎩
d
dt
yc +Ayc + min
(
0, λ¯+ c(yc −ψ)
)= f, c > 0,
yc(0) = y0,
(2.1)
where c > 0.
Proposition 2.1. If assumptions (1)–(2) hold and y0 ∈ H , f ∈ L2(0, T ;V ∗), and λ¯ ∈ H , then (2.1) has a unique
solution yc satisfying yc −ψ ∈ L2(0, T ;V )∩H 1(0, T ;V ∗), for each c > 0.
Proof. Existence and uniqueness of the solution to (2.1) follows with monotone techniques, see [4,6] for instance.
Define A : V → V ∗ by:
Aφ = Aφ + min(−λ¯, cφ).
Then (2.1) can equivalently be expressed as
d
dt
v + Av = f − λ¯−Aψ ∈ L2(0, T ;V ∗), v(0) = y0 −ψ ∈ H, (2.2)
with v = yc − ψ . We note that A is hemicontinuous, i.e. s → 〈A(φ1 + sφ2),φ3〉 is continuous from R → R, for all
φi ∈ V , i = 1, ..,3, and
|Aφ|V ∗  |Aφ|V ∗ + c|φ|H for all φ ∈ V,
〈Aφ1 − Aφ2, φ1 − φ2〉 ω|φ1 − φ2|2V − ρ|φ1 − φ2|2H for all φ1, φ2 ∈ V,
〈Aφ,φ〉 ω|φ|2V − ρ|φ|2H for all φ ∈ V.
Therefore it follows that (2.2) admits a unique solution v ∈ L2(0, T ;V )∩H 1(0, T ;V ∗) and this gives the desired
solution yc = v +ψ of (2.1), compare [4, Theorem 8.7], [6, Theorem II.1.2]. 
Theorem 2.1.
(1) If in addition to the assumptions in Proposition 2.1 assumptions (3)–(4) hold, and y0 −ψ ∈ C, then yc(t)−ψ ∈ C
and yc(t)  ycˆ(t) for cˆ  c. Moreover, yc − ψ → y∗ − ψ strongly in L2(0, T ;V ) and weakly in H 1(0, T ;V ∗)
as c → ∞, where y∗ is the unique solution of (1.1) in the sense that y∗ − ψ ∈ K, (1.2) is satisfied with
λ∗ ∈ L2(0, T ;H) and the estimate,
1
2
e−2ρt
∣∣yc(t)− y∗(t)∣∣2H +
t∫
0
e−2ρsω
∣∣yc(s)− y∗(s)∣∣2V ds  1c
t∫
0
e−2ρs |λ¯|2 ds → 0,
for t ∈ [0, T ] holds. If in addition assumption (7) is satisfied and λ¯ ∈ L∞(Ω), then∣∣yc(t)− y∗(t)∣∣L∞  1c |λ¯|L∞ .
(2) If assumptions (1)–(4) hold, y0 −ψ ∈ C, and f ∈ L2(0, T ;H), then y∗ is the unique strong solution to (1.1) and
y∗ ∈ L2(δ, T ;dom(A)) for every δ > 0. If moreover y0 ∈ dom(A), then δ can be chosen equal to 0.
Proof. (1) From (2.1) it follows that yc satisfies,⎧⎨
⎩
d
dt
yc +A(yc −ψ)+ λc = f −Aψ,
y (0) = y ,
(2.3)c 0
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λc = min
(
0, λ¯+ c(yc −ψ)
)
.
If y0 − ψ ∈ C, then yc(t) − ψ ∈ C. In fact, let φ = min(0, yc − ψ) = −(yc − ψ)− ∈ −C ∩ V , where φ = φ(t),
for t ∈ (0, T ). Since λ¯ 0 it follows that〈
d
dt
yc +A(yc −ψ),φ
〉
+ 〈Aψ − f + λ¯+ cφ,φ〉 = 0,
where by assumptions (3) and (2), 〈
A(yc −ψ),φ
〉
 〈Aφ,φ〉 ω|φ|2 − ρ|φ|2H ,
and by (4) 〈
Aψ − f (t)+ λ¯, φ〉 0.
Thus,
1
2
d
dt
|φ|2H  ρ|φ|2H ,
and consequently
e−2ρt |φ|2H 
∣∣φ(0)∣∣2
H
= 0. (2.4)
Since
0 λc = min
(
0, λ¯+ c(yc −ψ)
)
 λ¯,
we have: ∣∣λc(t)∣∣H  |λ¯|H
for all t ∈ [0, T ]. From (2.3) we deduce that {yc −ψ} is bounded in L2(0, T ;V ). By assumption (1) and again (2.3) it
follows that {Ayc} and { ddt yc} are bounded in L2(0, T ;V ∗). Thus, there exist λ∗ ∈ L2(0, T ;H) satisfying λ∗  0 a.e.,
and y∗ satisfying y∗ −ψ ∈ K, such that for a subsequence denoted again by c,
λc → λ∗, weakly in L2(0, T ;H),
Ayc → Ay∗ and d
dt
yc → d
dt
y∗ weakly in L2
(
0, T ;V ∗), (2.5)
as c → ∞. Taking the limit in (2.3) implies that
d
dt
y∗ +Ay∗ − f = −λ∗, y∗(0) = y0, (2.6)
with equality in the differential equation holding in the sense of L2(0, T ;V ∗).
For φ = −(yc − ycˆ)− with c cˆ we deduce from (2.3):〈
d
dt
(yc − ycˆ)+A(yc − ycˆ), φ
〉
+ (λc − λcˆ, φ) = 0,
where
(λc − λcˆ, φ) =
(
min
(
0, λ¯+ c(ycˆ −ψ)
)− min(0, λ¯+ cˆ(ycˆ −ψ))
+ min(0, λ¯+ c(yc −ψ))− min(0, λ¯+ c(ycˆ −ψ)), φ) 0,
since ycˆ ψ . Hence, using the same arguments as those leading to (2.4), we have |φ(t)|H = 0 and thus
yc  ycˆ for c cˆ.
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pointwise a.e. in (0, T )×Ω . Since
0
T∫
0
(λc, yc −ψ)H dt −1
c
T∫
0
|λ¯|2H dt → 0
as c → ∞, we have:
T∫
0
(
λ∗, y∗ −ψ)dt = 0.
That is, (y∗, λ∗) satisfies (1.2), with λ∗ ∈ L2(0, T ;H).
Suppose that (y,λ) ∈ K ∈ L2(0, T ;H) is another pair satisfying (1.2). Then it follows that
1
2
d
dt
∣∣y∗(t)− y(t)∣∣2
H
+ 〈A(y∗ − y(t)), y∗(t)− y(t)〉 0,
and thus e−2ρt |y∗(t) − y(t)|2H  |y0 − y(0)|2H . This implies that y∗ is the unique solution to (1.1) in K and that the
whole family {(yc, λc)} converges in the sense specified in (2.5). From (1.1) and (2.1):〈
d
dt
y∗(t)+Ay∗(t)− f (t), yc(t)− y∗(t)
〉
 0,〈
d
dt
yc(t)+Ayc(t)− f (t), y∗(t)− yc(t)
〉
 (λc, yc −ψ)H .
Since yc  ψ , we have (λc, yc − ψ)H  − 1c |λ¯|2H . Summing the above inequalities and multiplying by e−2ρt this
gives:
1
2
d
dt
(
e−2ρt
∣∣yc(t)− y∗(t)∣∣2H )+ e−2ρt 〈A(yc(t)− y∗(t)), yc(t)− y∗(t)〉+ ρ∣∣yc(t)− y∗(t)∣∣2H  1c e−2ρt |λ¯|2,
which implies the first estimate in the statement of Theorem 2.1 and in particular that yc → y∗ in L2(0, T ;V ) strongly.
Suppose next that in addition λ¯ ∈ L∞(Ω). Let k ∈ R+ and φ = (yc − y∗ − k)+. By assumption (7) we have φ ∈ V .
From (1.2) and (2.1), 〈
d
dt
y∗ +Ay∗ − f,φ
〉
 0,
and 〈
d
dt
yc +Ayc + λc − f,φ
〉
= 0.
If k  1
c
|λ¯|L∞ , then
(λc,φ) =
(
min
(
0, λ¯+ c(yc −ψ)
)
,
(
yc − y∗ − k
)+)= 0,
where we use that yc  y∗ ψ . Hence, we obtain:〈
d
dt
(
yc − y∗ − k
)+A(yc − y∗ − k)+Ak,φ
〉
 0.
By assumptions (3) and (7),
1
2
d
dt
|φ|2 + 〈Aφ,φ〉 0,
which implies the second estimate.
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⎩
d
dt
yc +Ayc = f − λc,
y(0) = y0.
(2.7)
We decompose yc = yc,i + yh, where yc,i and yh are the solutions to (2.7) with initial condition and forcing functions
set zero, respectively. Note that {λc} is bounded in L2(0, T ;H) uniformly with respect to c. Hence by the follow-
ing lemma {Ayc,i} and { ddt yc,i} are bounded in L2(0, T ;H) uniformly for c > 0. Moreover Ayh ∈ L2(δ, T ;H) and
d
dt
yh ∈ L2(δ, T ;H) for every δ > 0, and δ = 0 is admitted if y0 ∈ dom(A). Thus yc is bounded in H 1(δ, T ;H) ∩
L2(δ, T ;dom(A)), and converges weakly in H 1(δ, T ;H)∩L2(δ, T ;dom(A)) to y∗ for c → ∞. 
Lemma 2.1. Under the assumptions of the previous theorem −A generates an analytic semigroup on H . If
d
dt
x +Ax = g ∈ L2(0, T ;H), with x0 = 0, then ddt x(t) and Ax(t) ∈ L2(0, T ;H), and
|Ax|L2(0,T ;H)  k¯|g|L2(0,T ;H),
with k¯ independent g ∈ L2(0, T ;H).
Proof. For the purpose of this proof the Hilbert space H and the operator A are considered as complexified quantities.
Let B = A+ ρI . For u ∈ dom(A) and λ ∈ C with Reλ 0 set:
g¯ = λu+Bu.
Then, since
Reλ(u,u)H + Re〈Bu,u〉 |g¯|H |u|H .
Assumption (2) implies that
ω|u|2V  |g¯|H |u|H . (2.8)
From assumption (1) and (2.8),
|λ||u|2H  |g¯|H |u|H + M¯|u|2V 
(
1 + M¯
ω
)
|g¯|H |u|H ,
and thus
|u|H =
∣∣(λI +B)−1g¯∣∣
H

(
1 + M¯
ω
)
1
|λ| |g¯|H . (2.9)
It thus follows from [4,8], [7, p. 61], that −B and hence −A generate analytic semigroups on H related by e−Bt =
e−(ρ+A)t .
For g ∈ L2(0,∞;H) with e−ρ·g ∈ L2(0,∞;H) consider:
d
dt
x +Ax = g, with x(0) = 0.
This is related to
d
dt
z+Bz = gρ := ge−ρ·, with z(0) = 0 (2.10)
by z(t) = e−ρtx. Taking the Laplace transform of (2.10), we obtain:
λzˆ+Bzˆ = gˆρ, where zˆ =
∞∫
0
e−λsz(s) ds,
and thus by (2.9)
|Bzˆ|H 
∣∣B(λI +B)−1gˆρ∣∣H = ∣∣(B + λI − λI)(λI +B)−1gˆρ∣∣H 
(
2 + M¯
ω
)
|gˆρ |H .
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∞∫
0
∣∣Bz(t)∣∣2
H
dt 
(
2 + M¯
ω
) ∞∫
0
|gρ |2 dt.
This implies that |Bx|L2(0,T ;H)  eρT (2 + M¯ω )|g|L2(0,T ;H) if g(t) = 0 for t  T . Since −A generates a semi-
group on H , there exists a constant cˆ such that |x|L2(0,T ;H)  cˆ|g|L2(0,T ;H) for any g ∈ L2(0, T ;H) and the claim
follows. 
To allow δ = 0 for the strong solutions in the previous theorem we let y¯ denote the solution to,⎧⎨
⎩
d
dt
y¯ +Ay¯ = 0,
y¯(0) = y0,
and consider, ⎧⎨
⎩
d
dt
(yc − y¯)+A(yc − y¯) = f − λc,
y(0)− y¯(0) = 0.
Arguing as in (2) of Theorem 2.1 we obtain the following corollary:
Corollary 2.1. Under the assumptions of Theorem 2.1(2) we have y∗ − y¯ ∈ H 1(0, T ;H)∩L2(0, T ;dom(A)).
Next we turn to verify existence under a different set of assumptions which, in particular, does not involve the
monotone assumption (3). For λ¯ = 0 in (2.1), let yˆc denote the corresponding solution, i.e.
d
dt
yˆc +Ayˆc + cmin
(
0, c(yc −ψ)
)= f, c > 0, (2.11)
which exists by Proposition 2.1.
Theorem 2.2. If assumptions (1)–(2) and (5)–(6) hold, and y0 − ψ ∈ C ∩ V , and f ∈ L2(0, T ;H), then (1.1) has a
unique, strong solution y∗(t) in H 1(0, T ;H)∩L2(0, T ;dom(A)), and yˆc → y∗ strongly in L2(0, T ;V )∩C(0, T ;H)
as c → ∞. Moreover t → y∗(t) ∈ V is right continuous. If in addition assumptions (3)–(4) hold, then yˆc  yˆcˆ for
c cˆ and yˆc(t) → y∗(t) strongly in H for each t ∈ [0, T ] and pointwise almost everywhere in Ω .
Proof. For λ¯ = 0 we have:
1
2
d
dt
|yˆc −ψ |2H +
〈
A(yˆc −ψ), yˆc −ψ
〉+ 〈Aψ − f, yˆc −ψ〉 + c∣∣(yˆc −ψ)−∣∣2 = 0.
From assumptions (1)–(2) we have:
∣∣yˆc(t)−ψ∣∣2H +
t∫
0
(
ω|yˆc −ψ |2V + c
∣∣(yˆc −ψ)−∣∣2H )ds  |y0 −ψ |2H +
t∫
0
(
2ρ|yˆc −ψ |2H +
1
ω
|Aψ − f |2V ∗
)
ds
and thus
∣∣yˆc(t)−ψ∣∣2H +
t∫
0
(
ω|yˆc −ψ |2V + c
∣∣(yˆc −ψ)−∣∣2H )ds
 e2ρt
(
|y0 −ψ |2H +
1
ω
t∫
0
|Aψ − f |2V ∗ ds
)
. (2.12)
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d
dt
yˆc +Ayˆc + cmin(0, yˆc −ψ)− f (t), d
dt
yˆc
)
H
= 0,
for a.e. t ∈ (0, T ). Recall that yˆc(t)−ψ ∈ V . By (5) moreover ψ − ψ¯ ∈ V and hence yˆc(t)− ψ¯ ∈ V for almost every
t ∈ (0, T ). Using (6) we find:∣∣∣∣ ddt yˆc
∣∣∣∣
2
H
+ 1
2
d
dt
(
as(yˆc − ψ¯, yˆc − ψ¯)+ c
∣∣(yˆc −ψ)−∣∣2) (M|yˆc − ψ¯ |V + |Aψ¯ − f |H )
∣∣∣∣ ddt yˆc
∣∣∣∣
H
,
and consequently∣∣∣∣ ddt yˆc
∣∣∣∣
2
H
+ d
dt
(
as(yˆc − ψ¯, yˆc − ψ¯)+ c
∣∣(yˆc −ψ)−∣∣2) 2(M2|yˆc − ψ¯ |2V + |Aψ¯ − f |2H ).
Using the assumption y0 −ψ ∈ C this implies that
as
(
yˆc(t)− ψ¯, yˆc(t)− ψ¯
)+ c∣∣(yˆc(t)−ψ)−∣∣2H +
t∫
0
∣∣∣∣ ddt yˆc
∣∣∣∣
2
H
ds
 as(y0 − ψ¯, y0 − ψ¯)+
t∫
0
2
(
M2
∣∣yˆc(s)− ψ¯∣∣2V + ∣∣Aψ¯ − f (s)∣∣2H )ds. (2.13)
It thus follows from (2.12)–(2.13) that
∣∣yˆc(t)− ψ¯∣∣2V + c∣∣(yˆc(t)−ψ)−∣∣2H +
t∫
0
∣∣∣∣ ddt yˆc
∣∣∣∣
2
H
ds
K
(
|y0 − ψ¯ |V + |ψ − ψ¯ |V +
t∫
0
∣∣Aψ¯ − f (s)∣∣2
H
ds
)
, (2.14)
for a constant K independent of c > 0 and t ∈ [0, T ]. Here we use ψ − ψ¯ ∈ V .
Inequality (2.14) provides an a priori estimate for d
dt
yˆc in L2(0, T ;H), which can now be verified with a Galerkin
argument, under assumptions (5) and (6).
Further from this estimate we conclude that there exists y∗ such that y∗ − ψ¯ ∈ H 1(0, T ;H) ∩ B(0, T ;V ) and a
subsequence
d
dt
yˆc → d
dt
y∗, Ayˆc → Ay∗,
weakly in L2(0, T ;H) and L2(0, T ;V ∗), respectively. In particular this implies that yc → y∗ weakly in L2(0, T ;H).
Above B(0, T ;V ) denotes the space of all everywhere bounded measureable functions from [0, T ] to V . By
assumption (5) we have that y∗ −ψ ∈ B(0, T ;V ) as well.
Since
T∫
0
(yˆc −ψ,φ)H dt −
T∫
0
(
(yˆc −ψ)−, φ
)
H
dt,
for all φ ∈ L2(0, T ;H) with φ(t) ∈ C for a.e. t , and since limc→0
∫ T
0 |(yˆc(t)−ψ)−|2H dt = 0, by (2.14) we have:
T∫ (
y∗(t)−ψ,φ)
H
dt  0 for all φ ∈ L2(0, T ;H) with φ(t) ∈ C. (2.15)0
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−(c(yˆc(t)−ψ)−, y − yˆc(t))= −(c(yˆc(t)−ψ)−, y −ψ − (yˆc(t)−ψ)) 0,
for a.e. t ∈ (0, T ). It therefore follows from (2.11) that for y −ψ ∈ K,〈
d
dt
(
yˆc(t)− y(t)+ y(t)
)+A(yˆc(t)− y(t))+Ay(t)− f (t), y(t)− yˆc(t)
〉
 0, (2.16)
and hence
t∫
0
e−2ρs
〈
d
ds
(
yˆc(s)− y(s)
)
, yˆc(s)− y(s)
〉
ds +
t∫
0
e−2ρs
〈
d
ds
y(s)+A(yˆc(s)− y(s)), yˆc(s)− y(s)
〉

t∫
0
e−2ρs
〈
Ay(s)− f (s), y(s)− yˆc(s)
〉
ds.
For z ∈ W(0, T ) we have:
t∫
0
e−2ρs
〈
d
ds
z(s), z(s)
〉
ds = 1
2
(
e−2ρt
∣∣z(t)∣∣2
H
− ∣∣z(0)∣∣2
H
)+
t∫
0
ρe−2ρs
∣∣z(s)∣∣2
H
ds. (2.17)
This, together with (2.16) implies for y −ψ ∈ K,
1
2
(
e−2ρt
∣∣yˆc(t)− y(t)∣∣2H − ∣∣y0 − y(0)∣∣2H )
+
t∫
0
e−2ρs
(〈
d
ds
y(s)+A(yˆc(s)− y(s)), yˆc(s)− y(s)
〉
+ ρ∣∣yˆc(s)− y(s)∣∣2H
)
ds

t∫
0
e−2ρs
〈
Ay(s)− f (s), y(s)− yˆc(s)
〉
ds →
t∫
0
e−2ρs
〈
Ay − f (s), y(s)− y∗(s)〉ds,
as c → ∞. Since norms are weakly lower semi-continuous, we obtain:
1
2
(
e−2ρt
∣∣y∗(t)− y(t)∣∣2
H
− ∣∣y0 − y(0)∣∣2H )
+
t∫
0
e−2ρs
(〈
d
ds
y(s)+A(y∗(s)− y(s)), y∗(s)− y(s)〉+ ρ∣∣y∗(s)− y(s)∣∣2
H
)
ds

t∫
0
e−2ρs
〈
Ay(s)− f (s), y(s)− y∗(s)〉ds,
or equivalently, using (2.17)
t∫
0
e−2ρs
〈
d
ds
y∗(s)+Ay∗(s)− f (s), y(s)− y∗(s)
〉
ds  0, (2.18)
for all y −ψ ∈ K and t ∈ [0, T ]. If y(·)−ψ ∈ H 1(0, T ;H)∩B(0, T ;V ) also satisfies (2.18), it follows that
t∫
e−2ρs
〈
d
ds
(
y(s)− y∗(s))+A(y(s)− y∗(s)), y(s)− y∗(s)〉ds  0.0
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1
2
e−2ρt
∣∣y(t)− y∗(t)∣∣2
H
+
t∫
0
e−2ρs
(〈
A
(
y(s)− y∗(s)), y(s)− y∗(s)〉+ ρ∣∣y∗(s)− y(s)∣∣2
H
)
ds  0,
and thus y(t) = y∗(t). Hence the solution to (2.19) is unique. Integrating (2.16) on (τ, t) with 0  τ < t  T we
obtain with the arguments that led to (2.18),
t∫
τ
e−2ρs
〈
d
ds
y∗(s)+Ay∗(s)− f (s), y(s)− y∗(s)
〉
ds  0, (2.19)
and consequently y∗ satisfies (1.1).
To argue that yˆc −ψ → y∗ −ψ strongly in L2(0, T ;V )∩C(0, T ;H), note that λˆc = cmin(0, yˆc −ψ) converges
weakly in L2(0, T ;V ∗) to λ∗. From (2.11) and (1.2) we have:
1
2
d
dt
∣∣yˆc − y∗∣∣2 + 〈A(yˆc − y∗), yˆc − y∗〉
= 〈λ∗ − λˆc, yˆc − y∗〉 〈λ∗ − λˆc, yˆc −ψ +ψ − y∗〉 〈λ∗, yˆc −ψ 〉+ 〈λˆc, y∗ −ψ 〉=: ηc,
where |ηc|L1(0,T ;R) → 0 for c → ∞. By assumption (2),
1
2
d
dt
∣∣yˆc − y∗∣∣2H +ω∣∣yˆc − y∗∣∣2V − ρ∣∣yˆc − y∗∣∣2H  ηc,
and hence
d
dt
[
e−2ρt
∣∣yˆc − y∗∣∣2H ]+ωe−2ρt ∣∣yˆc − y∗∣∣2V  2e−2ρtηc,
which implies that
e−2ρt
∣∣yˆc(t)− y∗(t)∣∣2H +ω
t∫
0
e−2ρs
∣∣yˆc(s)− y∗(s)∣∣2V ds 
t∫
0
e−2ρsηc(s) ds,
and the desired convergence of yc to y∗ in L2(0, T ;V )∩C(0, T ;H) follows.
To argue right-continuity of t → y∗(t) ∈ V , note that from (2.19) it follows that
t∫
τ
〈
e−2ρs
(
d
ds
y∗(s)+Ay∗(s)− f (s)
)
,
y∗(s − h)− y∗(s)
−h
〉
ds  0, (2.20)
where h > 0. Using a(b − a) = b2−a22 − 12 (a − b)2 we find:
lim inf
h→0
1
−h
t∫
τ
e−2ρsas
(
y∗(s)− ψ¯, y∗(s − h)− y∗(s))
= lim inf
h→0
(
− 1
2h
t−h∫
τ−h
e−2ρs
(
e−2ρh − 1)as(y∗(s)− ψ¯, y∗(s)− ψ¯)
− 1
2h
t−h∫
τ−h
e−2ρsas
(
y∗(s)− ψ¯, y∗(s)− ψ¯)
)
+ 1
2h
t∫
τ
e−2ρsas
(
y∗(s)− ψ¯, y∗(s)− ψ¯)
+ 1
2h
t∫
e−2ρsas
(
y∗(s − h)− y∗(s), y∗(s − h)− y∗(s))τ
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t∫
τ
e−2ρsas
(
y∗(s)− ψ¯, y∗(s)− ψ¯)ds + 1
2
e−2ρtas
(
y∗(t)− ψ¯, y∗(t)− ψ¯)
− 1
2
e−2ρτ as
(
y∗(τ )− ψ¯, y∗(τ )− ψ¯).
This estimate and assumption (6) allow us to pass to the limit in (2.20) to obtain:
e−2ρtas
(
y∗(t)− ψ¯, y∗(t)− ψ¯)− e−2ρτ as(y∗(τ )− ψ¯, y∗(τ )− ψ¯)+
t∫
τ
e−2ρs
∣∣∣∣ dds y∗(s)
∣∣∣∣
2
H
ds
 2M
t∫
τ
e−2ρs
∣∣y∗(s)− ψ¯∣∣
V
∣∣∣∣ ddt y∗(s)
∣∣∣∣
H
ds + 2
t∫
τ
e−2ρs
∣∣Aψ¯ − f (s)∣∣
H
∣∣∣∣ ddt y∗(s)
∣∣∣∣
H
ds.
Consequently we have:
e−2ρtas
(
y∗(t)− ψ¯, y∗(t)− ψ¯)
 e−2ρτ as
(
y∗(τ )− ψ¯, y∗(τ )− ψ¯)+ 2
t∫
τ
e−2ρs
(
M2
∣∣y∗(s)− ψ¯∣∣2
V
+ ∣∣Aψ¯ − f (s)∣∣2
H
)
ds,
for 0 τ  t  T . This implies that
as
(
y∗(τ )− ψ¯, y∗(τ )− ψ¯)+ ∣∣y∗(τ )− ψ¯∣∣2
H
 lim sup
t→τ
(
as
(
y∗(t)− ψ¯, y∗(t)− ψ¯)+ ∣∣y∗(t)− ψ¯∣∣2
H
)
.
Since as(φ,φ) + |φ|2H defines an equivalent norm on the Hilbert space V , |y∗(t) − y∗(τ )|V → 0 as t ↓ τ . Hence y∗
is right continuous.
Now, in addition assumptions (3)–(4) are supposed to hold. Let
λˆc(t) = cmin
(
0, yˆc(t)−ψ
)
.
Then for c cˆ and φ = (yˆc − yˆcˆ)+,
(λˆc − λˆcˆ, φ) =
(
(c − cˆ)min(0, yˆc −ψ)+ cˆ
(
min(0, yˆc −ψ)− min(0, yˆcˆ −ψ)
)
, φ
)
 0.
Hence, using the arguments leading to (2.4), we have yˆc  yˆcˆ for c  cˆ. Then yˆc(t) → y∗(t) strongly in H and
pointwise almost everywhere in Ω . 
Theorems 2.1 and 2.2 imply in particular the monotone convergence of yˆc and yc to y∗. This is expressed in the
following corollary:
Corollary 2.2. If assumptions (1)–(6) hold, y0 −ψ ∈ C ∩ V and f ∈ L2(0, T ;H), then for every t ∈ [0, T ],
yˆc(t) y∗(t) yc(t),
and
yˆc(t) ↑ y∗(t) and yc(t) ↓ y∗(t)
pointwise almost everywhere, monotonically in Ω as c → ∞. Moreover y∗ − ψ¯ ∈ H 1(0, T ;H)∩L2(0, T ;dom(A))∩
L2(0, T ;V ).
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In this section we discuss additional regularity of the solution y∗ to (1.1) under the assumptions of Theorem 2.1(2),
i.e. (1)–(4) and f ∈ L2(0, T ;H), y0 − ψ ∈ C ∩ V . Then, in particular, λ ∈ L2(0, T ;H). In addition we assume that
y0 ∈ dom(A). Then from the proof of part (2) of Theorem 2.1 it follows that y∗ ∈ H 1(0, T ;H).
For h > 0 we have by (1.2), suppressing the superscripts ∗,
d
dt
(
y(t + h)− y(t)
h
)
+A
(
y(t + h)− y(t)
h
)
+ λ(t + h)− λ(t)
h
= f (t + h)− f (t)
h
.
From (1.2), further
(
λ(t + h)− λ(t), y(t + h)− y(t))= −(λ(t + h), y(t)−ψ)− (λ(t), y(t + h)−ψ) 0
and thus 〈
d
dt
(
y(t + h)− y(t)
h
)
,
y(t + h)− y(t)
h
〉
+
〈
A
(
y(t + h)− y(t)
h
)
,
y(t + h)− y(t)
h
〉

〈
f (t + h)− f (t)
h
,
y(t + h)− y(t)
h
〉
.
Multiplying this by t > 0 we obtain:
d
dt
(
t
2
∣∣∣∣y(t + h)− y(t)h
∣∣∣∣
2
H
)
+ tω
2
∣∣∣∣y(t + h)− y(t)h
∣∣∣∣
2
V
 1
2
∣∣∣∣y(t + h)− y(t)h
∣∣∣∣
2
+ ρt
∣∣∣∣y(t + h)− y(t)h
∣∣∣∣
2
H
+ t
2ω
∣∣∣∣f (t + h)− f (t)h
∣∣∣∣
2
V ∗
.
Integrating in time,
t
∣∣∣∣y(t + h)− y(t)h
∣∣∣∣
2
H
+ω
t∫
0
s
∣∣∣∣y(s + h)− y(s)h
∣∣∣∣
2
V
ds
 e2ρt
t∫
0
(∣∣∣∣y(s + h)− y(s)h
∣∣∣∣
2
H
+ s
ω
∣∣∣∣f (s + h)− f (s)h
∣∣∣∣
2
V ∗
)
ds,
and letting h → 0+, we obtain:
t
∣∣∣∣ ddt y
∣∣∣∣
2
H
+ω
t∫
0
s
∣∣∣∣ ddt y
∣∣∣∣
2
V
ds  e2ρt
t∫
0
(∣∣∣∣ ddt y
∣∣∣∣
2
H
+ s
ω
∣∣∣∣ ddt f
∣∣∣∣
2
V ∗
)
ds, (3.1)
provided that f ∈ H 1(0, T ;V ∗).
Hence we obtain:
Theorem 3.1. Suppose that assumptions (1)–(4) hold and that y0 − ψ ∈ C ∩ dom(A), f ∈ L2(0, T ;H) ∩
H 1(0, T ,V ∗). Then, the strong solution satisfies (3.1) and thus y(t) ∈ dom(A), for all t > 0.
The conclusion of Theorem 3.1 remains correct under the assumptions of the first part of Theorem 2.2, i.e. under
assumptions (1)–(2) and (5)–(6), y0 −ψ ∈ C ∩ V , and f ∈ L2(0, T ;H)∩H 1(0, T ,V ∗).
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In this section we analyse the continuous dependence of the strong solution to (1.1) with respect to parameters in
the operator A. Let U denote the normed linear space of parameters and let U˜ ⊂ U be a bounded subset, such that
for each q ∈ U˜ the operator A(q) satisfies the assumptions (1)–(4) of Section 1 with ρ = 0, f ∈ L2(0, T ;H) and
y0 −ψ ∈ C. We assume further that dom(A(q)) = D is independent of q ∈ U˜ and that
q ∈ U˜ → A(q) ∈ L(X,V ∗)
is Lipschitz continuous with Lipschitz constant κ . Let y(q) denote the strong solution to (1.1) corresponding to
A = A(q), q ∈ U˜ . Then for q1, q2 ∈ U˜ , we have:〈
d
dt
(
y(q1)− y(q2)
)+A(q1)(y(q1)− y(q2))+ (A(q1)−A(q2))y(q2), y(q1)− y(q2)
〉
 0,
and therefore,
∣∣y(q1)(T )− y(q2)(T )∣∣2H +ω
T∫
0
∣∣y(q1)− y(q2)∣∣2V dt
 1
ω
T∫
0
∣∣(A(q2)−A(q1))y(q2)∣∣2V ∗ dt = e(q1, q2)2,
where
e(q1, q2)
2  κ
ω
|q1 − q2|2U
∣∣y(q2)∣∣2L2(0,T ;V ).
Since under the assumptions of Theorem 3 we have y(q)(T ) ∈ D for q ∈ U˜ , it follows by interpolation that∣∣y(q1)(T )− y(q2)(T )∣∣Wα  C¯e(q1, q2)1−α, (4.1)
where Wα = [H,D]α is the interpolation space between D and H , see e.g. [2, Chapter 8], and C¯ is an embedding
constant. If L∞(Ω) ⊂ Wα , with α ∈ (α0,1) for some α0, then Hölder continuity of q ∈ U˜ → y(q)(T ) ∈ L∞(Ω)
follows.
Next we prove Lipschitz continuity of q ∈ U˜ → y(q) ∈ L∞(0, T ;L∞(Ω)). Some prerequisites are established
first. We assume that A(q) generates an analytic semigroup S(t) = S(t;q) on H for every q ∈ U˜ [7]. Then for each
q ∈ U˜ there exists M such that
∥∥AαS(t)∥∥ M
tα
, for all t > 0, (4.2)
where Aα denote the fractional powers of A, with α ∈ (0,1). We assume that M is independent of q ∈ U˜ . We shall
further assume that
dom
(
A
1
2
)= dom((A∗) 12 )= V, (4.3)
for all q ∈ U˜ , which is the case for a large class of second order elliptic differential operators, see e.g. [2, Chapter 8].
We assume that ∥∥A(q)∥∥
L(V,V ∗)  ω¯ for all q ∈ U˜ . (4.4)
Let r > 2 be such that
V ⊂ Lr(Ω),
and let M¯ denote the embedding constant so that
|ζ |Lr(Ω)  M¯|ζ |V , for all ζ ∈ V. (4.5)
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p = 2r
r − 2 ∈ (2,∞),
we shall utilize the assumption,∣∣A− 12 (q1)(A(q1)−A(q2))y∣∣Lp(Ω)  κ¯|q1 − q2|U ∣∣A(q2)αy∣∣H ,
for some α ∈ (0,1), and all q1, q2 ∈ U˜ , y ∈ D. (4.6)
This assumption is applicable, for example, if the parameter enters as a constant into the leading differential term
of A(q) or if it enters into the lower order terms.
Theorem 4.1. Let A(q) generate an analytic semigroup for every q ∈ U˜ , and let assumptions (1)–(4), and (7) hold. If
further (4.2)–(4.6), with M independent of q ∈ U˜ , are satisfied and f ∈ L∞(0, T ;H), y0 ∈ C ∩D, then q → y(q) is
Lipschitz continuous from U˜ → L∞(0, T ;L∞(Ω)).
Proof. (1) Let q ∈ U˜ and A = A(q). Let f 1, f 2 ∈ L2(0, T ;H) with(
A−
1
2
)∗(
f 1 − f 2) ∈ L∞(0, T ;Lp(Ω)),
and let y1, y2 denote the corresponding strong solutions to (1.1) with associates Lagrange multipliers λ1 and λ2.
According to Theorem 2.1 they are elements of L2(0, T ;H). For k > 0 let,
φk(t) = max
(
0, y1(t)− y2(t)− k),
and
Ωk(t) =
{
x ∈ Ω: φk(t) > 0
}
.
By assumption (7), φk ∈ V . Note that (
λ1(t)− λ2(t), φk(t)
)
L2(Ω)  0,
for a.e. t ∈ (0, T ). In fact, decomposing Ω into {x: λ1(t, x)  λ2(t, x)} and its complement, we only need to con-
sider the latter. If λ1(t, x) < λ2(t, x), then λ1(t, x) < 0 and hence y1(t, x) = ψ(x)  y2(t, x) and consequently
φk(t, x) = 0. This discussion is in the a.e. sense.
Thus, it follows from (1.2) and Theorem 2.1 that〈
d
dt
(
y1 − y2), φk
〉
+ 〈A(y1 − y2), φk 〉 (f 1 − f 2, φk), (4.7)
for almost every t ∈ (0, T ). By assumptions (1) and (7) we have:〈
Aζ, (ζ − k)+) ω∣∣(ζ − k)+∣∣2
V
for ζ ∈ V . Note that (4.3) and (4.4) imply that∥∥A 12 (q)∥∥
L(V,H)
 ω¯ for all q ∈ U˜ .
Hence it follows from (4.7) that
ω
T∫
0
|φk|2V dt 
T∫
0
∣∣(f,φk)∣∣dt 
T∫
0
∣∣(A−∗2 (q)f,A 12 (q)φk)∣∣

T∫
0
( ∫
Ωk(t)
∣∣A−∗2 (q)f ∣∣2) 12( ∫
Ωk(t)
∣∣A 12 (q)φk∣∣2
) 1
2
dt
 ω¯
T∫ ∣∣A−∗2 (q)f ∣∣
L2(Ωk(t))
|φk|V dt,0
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ω
( T∫
0
|φk|2V dt
) 1
2
 ω¯
( T∫
0
∣∣A−∗2 f ∣∣2
L2(Ωk)
dt
) 1
2
 ω¯C1−β
( T∫
0
∣∣A−∗2 f ∣∣2
L2(Ωk)
dt
) β
2
, (4.8)
with
C =
( T∫
0
∣∣A−∗2 f ∣∣2
L2 dt
) 1
2
,
where we drop the dependence of A on q . For p > q = 2 we have:∫
Ωk
∣∣A−∗2 f ∣∣q dx  ( ∫
Ωk
∣∣A−∗2 f ∣∣p)q/p|Ωk|(p−q)/p. (4.9)
We denote by h and k arbitrary real numbers satisfying 0 < k < h< ∞ and we find for r > 2 and φ = y1 − y2,
|φk|rLr 
∫
Ωk
|φ − k|r dx 
∫
Ωh
|φ − k|r ds  |Ωh||h− k|r . (4.10)
It thus follows from (4.5) and (4.8)–(4.10) that for β > 1:( T∫
0
|Ωh| 2r dt
) 1
2
 M¯|h− k|
( T∫
0
|φk|2V
) 1
2
 ω¯M¯C
1−β
ω|h− k|
( T∫
0
∣∣A− 12 f ∣∣2
L2(Ωk)
dt
) β
2
 ω¯M¯C
1−β
ω|h− k|
( T∫
0
∣∣A− 12 f ∣∣2
Lp
|Ωk|
p−2
p dt
) β
2
.
For 1
P
+ 1
Q
= 1 this implies that
( T∫
0
|Ωh| 2r dt
) 1
2
 ω¯M¯C
1−β
ω|h− k|
( T∫
0
∣∣A− 12 f ∣∣2P
Lp
dt
) β
2P
( T∫
0
|Ωk|
Q(p−2)
p dt
) β
2Q
.
For P = ∞ and Q = 1 this implies, using that p = 2r
r−2 ,( T∫
0
|Ωh| 2r dt
) 1
2
 K|h− k|
( T∫
0
|Ωk| 2r dt
) β
2
, (4.11)
where K = ω¯M¯C1−β
ω
|A− 12 f |β
L∞(0,T ;Lp(Ω)).
Now, we use the following fact, [9, p. 105]: let ϕ : (k1, h1) → R be a nonnegative, non-increasing function and
suppose that there are positive constants K , s, and β > 1 such that
ϕ(h)K(h− k)−sϕ(k)β for k1 < k < h< h1.
Then, if kˆ = K 1s 2 ββ−1 ϕ(k1) β−1s satisfies k1 + kˆ < h1, it follows that ϕ(k1 + kˆ) = 0. Here we set:
ϕ(k) =
( T∫
0
|Ωk| 2r dt
) 1
2
,
on (0,∞), s = 1, β > 1 and
k1 = sup
t∈(0,T )
∣∣A−∗2 (f 1(t)− f 2(t))∣∣
Lp(Ω)
.
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ϕ(k1)
M¯ω¯C
ωk1
.
From the definition of kˆ we have:
kˆ  2
β
β−1
(
ω¯M¯
ω
)β
C1−βkβ1 C
β−1k1−β1 = 2
β
β−1
(
ω¯M¯
ω
)β
k1,
and consequently k1 + kˆ  k1, where  = 1 + 2
β
β−1 ( ω¯M¯
ω
)β . Hence we obtain y1 − y2  k1 a.e. in (0, T ) × Ω .
Analogously a uniform lower bound for y1 − y2 is obtained by using φk = min(0, y1 − y2 − k) 0, and thus∣∣y1 − y2∣∣
L∞(0,T ;L∞(Ω))   sup
t∈(0,T )
∣∣A−∗2 (f 1(t)− f 2(t))∣∣
Lp(Ω)
. (4.12)
(2) We use the estimate of step (1) to obtain Lipschitz continuous dependence of the solution on the parameter q .
Let q1, q2 ∈ U˜ with corresponding solutions y(q1) and y(q2). Since,
d
dt
y(q2)+A(q1)y(q2)+
(
A(q2)−A(q1)
)
y(q2)+ λ(q2) = f (t),
y(q2) is the solution to (1.1) with A = A(q1) and f˜ (t) = f − (A(q2)−A(q1))y(q2). Since by assumption y0 ∈ D we
find from the proof to the second part of Theorem 2.1 that f˜ ∈ L2(0, T ;H). We can apply the estimate of (1) with
A = A(q1) and f 1 − f 2 = (A(q2) − A(q1))y(q2) provided that f 1 − f 2 ∈ L∞(0, T ;Lp(Ω)), which will be argued
below. We obtain: ∣∣y1 − y2∣∣
L∞(0,T ;L∞(Ω))   sup
t∈(0,T )
∣∣A(q1)−∗2 (A(q1)−A(q2))y(t;q2)∣∣Lp(Ω).
Utilizing (4.3) and (4.6) this implies that∣∣y1 − y2∣∣
L∞(0,T ;L∞(Ω))  κ¯|q1 − q2|U sup
t∈(0,T )
∣∣Aα(q2)y(t;q2)∣∣H . (4.13)
To estimate Aα(q2)y(t;q2) recall from the proof of Theorem 2.1 that λ¯ λ(t;q) 0 and thus {f − λ(q): q ∈ U˜} is
uniformly bounded in L∞(0, T ;H). From (1.1) we have that
A(q2)
αy(t;q2) = A(q2)αS(t;q2)y0 +
t∫
0
A(q2)
αS(t − s;q2)
(
f (s)− λ(s;q2)
)
ds ∈ L∞(0, T ;H).
From (4.2) and since y0 ∈ D it follows that {A(q2)αy(q2): q2 ∈ U˜} is bounded in L∞(0, T ;H) as desired. 
5. Difference schemes and weak solutions
In this section we establish existence and uniqueness of weak solutions to (1.1) based on finite difference
schemes (5.1),
ρ = 0,
throughout this section. Consequently 〈Aφ,φ〉 = as(φ,φ) defines an equivalent norm on V . For h > 0 consider the
discretized (in time) variational inequality: Find yk −ψ ∈ C, k = 1, . . . ,N , satisfying:〈
yk − yk−1
h
+Ayk − f k, y − yk
〉
 0, y0 = y0, (5.1)
for all y −ψ ∈ C, where
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h
kh∫
(k−1)h
f (t) dt,
and Nh = T . Throughout this section we assume that y0 ∈ H and f ∈ L2(0, T ;V ∗).
Theorem 5.1. Assume that y0 ∈ H and f ∈ L2(0, T ,V ∗) and that assumptions (1)–(2) hold. Then there exists a
unique solution {yk}Nk=1 to (5.1).
Proof. To establish existence of solutions to (5.1), we proceed by induction with respect to k and assume that existence
has been proven up do k − 1. To verify the induction step consider the regularized problems:
ykc − yk−1
h
+Aykc + cmin
(
0, ykc −ψ
)− f k = 0. (5.2)
Since
y ∈ H → min c(0, y −ψ),
is Lipschitz continuous and monotone, the operator B : V → V ∗ defined by,
B(y) = y
h
+Ay + cmin(0, y −ψ),
is coercive, monotone and continuous for all h > 0. Hence by the theory of maximal monotone operators (5.2) admits
a unique solution, cf. e.g. [4, Chapter I.5]. For each c > 0 and k = 1, . . .N we find:
1
2h
(∣∣ykc −ψ∣∣2H − ∣∣yk−1 −ψ∣∣2H + ∣∣ykc − yk−1∣∣2H )
+ 〈A(ykc −ψ)+Aψ − f k, ykc −ψ 〉+ c∣∣(ykc −ψ)−∣∣2H = 0.
Thus the families |ykc − ψ |2V and c|(ykc − ψ)−|2H are bounded in c > 0 and there exists a subsequence of {ykc − ψ}
that converges to some yk − ψ weakly in V as c → ∞. As argued in the proof of Theorem 2.2, compare (2.15),
yk −ψ ∈ C and hence yk −ψ ∈ C. Note that(−(ykc −ψ)−, y − ykc )= (−(ykc −ψ)−, y −ψ − (ykc −ψ)) 0 for all y −ψ ∈ C, (5.3)
and
lim inf
c→∞
〈
Aykc , y
k
c − y
〉= lim inf
c→∞
(〈(
Aykc −ψ
)
, ykc −ψ
〉+ 〈Aykc ,ψ − y〉+ 〈Aψ,ykc −ψ 〉)

〈
A
(
yk −ψ), yk −ψ 〉+ 〈Ayk,ψ − y〉+ 〈Aψ,yk −ψ 〉
= 〈Ayk, yk − y〉. (5.4)
Passing to the limit in (5.2) utilizing (5.3) and (5.4) we obtain:〈
yk − yk−1
h
+Ayk − f k, yk − y
〉
 lim inf
c→∞
(〈
ykc − yk−1
h
,ykc − y
〉
+ 〈Aykc , ykc − y〉− 〈f k, ykc − y〉
)
 0,
and hence yk satisfies (5.1).
To verify uniqueness, let y˜k be another solution to (5.1). Then, from (5.1)〈
(yk − y˜k)− (yk−1 − y˜k−1)
h
+A(yk − y˜k), yk − y˜k〉 0,
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1
2h
∣∣yk − y˜k∣∣2
H
+ 〈A(yk − y˜k), yk − y˜k 〉 1
2h
∣∣yk−1 − y˜k−1∣∣2
H
.
Since y0 = y˜0 = y0, this implies that yk = y˜k for all k  1. 
Next we discuss existence and uniqueness of weak solutions to (1.1) by passing to the limit in the piecewise defined
functions:
y
(1)
h = yk +
t − kh
h
(
yk+1 − yk), y(2)h = yk+1, on (kh, (k + 1)h], (5.5)
for k = 0, . . . ,N − 1.
Theorem 5.2. Suppose that the assumptions of Theorem 5.1 hold. Then there exists a unique weak solution y∗ of (1.1).
Moreover t → y∗(t) ∈ H is right-continuous, y∗ ∈ B(0, T ;H) and y(2)h −ψ → y∗ −ψ strongly in L2(0;T ;V ).
Proof. Setting y = ψ in (5.1), we obtain:
∣∣yk −ψ∣∣2
H
− ∣∣yk−1 −ψ∣∣2
H
+ ∣∣yk − yk−1∣∣2
H
+ hω∣∣yk −ψ∣∣2
V
 h
ω
∣∣Aψ − f k∣∣2
V ∗ .
Thus,
∣∣ym −ψ∣∣2
H
+
m∑
k=+1
(∣∣yk − yk−1∣∣2
H
+ωh∣∣yk −ψ∣∣2
V
)

∣∣y −ψ∣∣2
H
+ 1
ω
m∑
k=+1
∣∣Aψ − f k∣∣2
V ∗h (5.6)
for all 0  <mN and consequently
T∫
0
∣∣y(1)h − y(2)h ∣∣2H dt =
N∑
k=1
∣∣∣∣yk + t − khh
(
yk+1 − yk)− yk+1∣∣∣∣
2
 h
3
N∑
k=1
∣∣yk − yk−1∣∣2
H
→ 0, as h → 0+. (5.7)
From (5.6) it follows that {y(1)h } and {y(2)h } are bounded in L2(0, T ;V ) uniformly with respect to h ∈ (0,1).
Together with (5.7) this implies the existence of subsequences of y(1)h , y(2)h (denoted by the same symbols) and
y∗(t) ∈ L2(0, T ;V ) such that
y
(1)
h (t), y
(2)
h (t) → y∗(t) weakly in L2(0, T ;V ) as h → 0+. (5.8)
Note that
d
dt
y
(1)
h =
yk+1 − yk
h
on
(
kh, (k + 1)h].
Thus, we have from (5.1) for every y ∈ K,〈
d
dt
y +Ay(2)h − fh, y − y(2)h
〉
+
〈
d
dt
y
(1)
h −
d
dt
y, y − y(2)h
〉
 0, (5.9)
a.e. in (0, T ). Here,〈
d
dt
(
y
(1)
h − y
)
, y − y(2)h
〉
=
〈
d
dt
y
(1)
h −
d
dt
y, y − y(1)h
〉
+
〈
d
dt
y
(1)
h −
d
dt
y, y
(1)
h − y(2)h
〉
(5.10)
with
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0
〈
d
dt
y
(1)
h −
d
dt
y, y − y(1)h
〉
dt  1
2
∣∣y(0)− y0∣∣2H , (5.11)
and
T∫
0
(
d
dt
y
(1)
h , y
(1)
h − y(2)h
)
dt = −1
2
N∑
k=1
∣∣yk − yk−1∣∣2
H
. (5.12)
Since
T∫
0
〈
Ay∗, y∗ − y〉dt  lim inf
h→0+
T∫
0
〈
Ay
(2)
h , y
(2)
h − y
〉
dt,
which can be argued as in (5.4), it follows from (5.8)–(5.12) that every weak cluster point y∗ of y(2)h satisfies:
T∫
0
〈
d
dt
y +Ay∗ − f,y − y∗
〉
dt + 1
2
∣∣y(0)− y0∣∣2H  0, (5.13)
for all y ∈ K. Hence y∗ ∈ L2(0, T ;V ) is a weak solution of (1.1) and y∗ ∈ B(0, T ;H).
Moreover, from (5.6),
∣∣y∗(t)−ψ∣∣2
H

∣∣y∗(τ )−ψ∣∣2
H
+ 1
ω
t∫
τ
∣∣Aψ − f (s)∣∣2
V ∗ ds,
for all 0 τ  t  T . Thus,
lim sup
t↓τ
∣∣y∗(t)−ψ∣∣2
H

∣∣y∗(τ )−ψ∣∣2
H
,
which implies that t → y∗(t) ∈ H is right-continuous.
Let y∗ be a weak solution. Setting y = y(1)h ∈ K in (5.13) and y = y∗(t) in (5.9) we have:
T∫
0
〈
d
dt
y
(1)
h +Ay∗ − f,y(1)h − y∗
〉
dt  0, (5.14)
T∫
0
〈
d
dt
y
(1)
h +Ay(2)h − fh, y∗ − y(2)h
〉
dt  0, (5.15)
where we used that
T∫
0
〈
d
dt
(
y
(1)
h − y∗
)
, y∗ − y(2)h
〉
dt  0,
from (5.10)–(5.12).
Summing up (5.14), (5.15), and using (5.12) implies that
T∫
0
(〈
Ay∗, y(1)h − y(2)h
〉− 〈f,y(1)h − y∗〉− 〈fh, y∗ − y(2)h 〉)dt
 1
2
N∑
k=1
∣∣yk − yk−1∣∣2
H
+
T∫ 〈
A
(
y∗ − y(2)h
)
, y∗ − y(2)h
〉
dt.0
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in L2(0, T ;V ). This implies that the weak solution is unique and that
T∫
0
〈
A
(
y∗ − y(2)h
)
, y∗ − y(2)h
〉
dt → 0,
as h → 0+. 
Corollary 5.1. Let y = y(y0, y) denote the weak solution to (1.1), given y0 ∈ H and f ∈ L2(0, T ;V ∗). Then for all
t ∈ [0, T ],
∣∣y(y0, f )(t)− y(y˜0, f˜ )(t)∣∣H +ω
t∫
0
∣∣y(y0, f )− y(y˜0, f˜ )∣∣2V ds
 |y0 − y˜0|2H +
1
ω
t∫
0
|f − f˜ |2V ∗ ds.
Proof. Let yk and y˜k is the solution to (5.1) corresponding to (y0, f ) and (y˜0, f˜ ). It then follows from (5.1) that〈
(yk − y˜k)− (yk−1 − y˜k−1)
h
+A(yk − y˜k)− (f k − f˜ k), yk − y˜k〉 0.
Thus,
∣∣yk − y˜k∣∣2
H
+ωh∣∣yk − y˜k∣∣2
V

∣∣yk−1 − y˜k−1∣∣2
H
+ h
ω
∣∣f k − f˜ k∣∣2
V ∗ .
Summing this in k, we have:
∣∣ym − y˜m∣∣2
H
+ω
m∑
k=1
h
∣∣yk − y˜k∣∣2
V
 |y0 − y˜0|2H +
1
ω
m∑
k=1
h
∣∣f k − f˜ k∣∣2
V ∗ ,
which implies the desired estimate by letting h → 0+. 
Corollary 5.2. Let λ¯ ∈ H satisfy λ¯ 0 and let yc ∈ W(0, T ) be the solution to,
d
dt
yc(t)+Ayc(t)+ min
(
0, λ¯+ c(yc −ψ)
)= f. (5.16)
Then, yc → y∗ weakly in L2(0, T ;V ) and yc(T ) → y∗(T ) weakly in H as c → ∞, where y∗ is the unique weak
solution to (1.1). In addition, if y∗ −ψ ∈ W(0, T ), then∣∣yc − y∗∣∣L2(0,T ;V ) + ∣∣yc − y∗∣∣C(0,T ;H) → 0,
as c → ∞.
Proof. Note that (
min
(
0, λ¯+ c(yc −ψ)
)
, yc −ψ
)
 c
2
∣∣(yc −ψ)−∣∣2H − 12c |λ¯|2H .
Thus, we have:
1
2
d
dt
|yc −ψ |2H +
〈
A(y −ψ),yc −ψ
〉+ c
2
∣∣(yc −ψ)−∣∣2H  〈f −Aψ,yc −ψ〉 + 12c |λ¯|2,
and
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t∫
0
(
ω|yc −ψ |2V + c
∣∣(yc −ψ)−∣∣2H )ds

t∫
0
(
1
ω
|f −Aψ |2V ∗ +
1
c
|λ¯|2
)
ds + |y0 −ψ |2H .
Hence
∫ T
0 |(yc −ψ)−|2H dt → 0 as c → 0 and {yc −ψ}c1 is bounded in L2(0, T ;V ). Using the same arguments as
in the proof of Theorem 2.2, there exist y∗ and a subsequence of {yc − ψ}c1 that converges weakly to y∗ − ψ ∈
L2(0, T ;V ), and y∗ −ψ  0 a.e. in (0, T )×Ω . For y(t) ∈ K,
T∫
0
[〈
d
dt
y(t)− d
dt
(
y(t)− yc
)
, y(t)− yc(t)
〉
+ 〈Ayc(t)− f (t), y(t)− yc(t)〉
+ (min(0, λ¯+ c(yc −ψ)), y(t)−ψ − (yc −ψ))
]
dt = 0,
where
T∫
0
〈
− d
dt
(
y(t)− yc
)
, y(t)− yc(t)
〉
= 1
2
(∣∣y(0)− y0∣∣2H − ∣∣y(T )− yc(T )∣∣2), (5.17)
(
min
(
0, λ¯+ c(yc −ψ)
)
, y(t)−ψ − (yc −ψ)
)
 1
2c
|λ¯|2H . (5.18)
Hence, we have:
T∫
0
[〈
d
dt
y(t), y(t)− yc(t)
〉
+ 〈Ayc(t)− f (t), y(t)− yc(t)〉
]
dt + 1
2
∣∣y(0)− y0∣∣2H
 1
2
∣∣y(T )− yc(T )∣∣2H − 12c
T∫
0
|λ¯|2H ds.
Letting c → ∞, y∗ satisfies (1.4) and thus y∗ is the weak solution of (1.1).
Suppose that y∗ −ψ ∈ W(0, T ). Then by (5.16),〈
d
dt
(
yc − y∗
)+A(yc − y∗)+ d
dt
y∗ +Ay∗ − f,y∗ − yc
〉
+ (min(0, λ¯+ c(yc −ψ)), y∗(t)−ψ − (yc −ψ))= 0.
From (5.17)–(5.18), and since yc −ψ → y∗ −ψ weakly in L2(0, T ;V ),
1
2
∣∣yc(t)− y∗(t)∣∣2H +
t∫
0
〈
A
(
yc − y∗
)
, yc − y∗
〉
ds → 0,
and this convergence is uniform with respect to t ∈ [0, T ]. 
6. Optimal control problem and necessary optimality condition
Let Qad be a closed convex subset of a Hilbert space U , where U denotes the parameter space. We assume that the
parameter dependent operator A = A(q) satisfies:
dom
(
A(q)
)= dom(A) = dom(A∗),
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following estimates hold for all q, q¯ ∈ Qad:⎧⎪⎨
⎪⎩
∣∣A(q)y∣∣
V ∗ M|y|X for y ∈ X,〈
A(q)φ,φ
〉
V ∗,V  ω|φ|2V for φ ∈ V,∣∣A(q)y −A(q¯)y∣∣
V ∗ M|q − q¯|U |y|X for all y ∈ X.
(6.1)
The results of this section can also be obtained under the more general coercivity estimate,〈
A(q)φ,φ
〉
V ∗,V  ω|φ|2V − ρ|φ|2H for φ ∈ V,
for some ρ ∈ R. Moreover we assume that there exists A′(q¯) : U → L(X,V ∗) such that
lim
s→0+
∣∣∣∣A(q¯ + s(q − q¯))y −A(q¯)ys −A′(q¯)(q − q¯)y
∣∣∣∣
V ∗
→ 0 for all y ∈ X. (6.2)
with ∣∣〈A′(q)(h)y,φ〉∣∣M|h|U |y|X|φ|V for (h, y,φ) ∈ U ×X × V.
Consider the calibration problem:
minJ (q) = 1
2
∫
Ω
w(x)
∣∣y(T )− yd ∣∣2 dx + βW(q), over q ∈ Qad, (P )
subject to y being the weak solution to (1.1) with A = A(q), i.e.
T∫
0
〈
d
dt
y(t)+Ay∗(t)− f (t), y(t)− y∗(t)
〉
dt + 1
2
∣∣y(0)− y0∣∣2H  0, (6.3)
for all y −ψ ∈ K, where y0 ∈ H and f ∈ L2(0, T ;V ∗), w ∈ L∞(Ω), w > 0, a.e.
Here yd is the target value at t = T . The last term in (P ) with β > 0 represents the penalty on the parameter q .
We assume that W is a C2 functional on U . For q ∈ Qad let y(q) denote the weak solution with A = A(q). Note also
that y = y(q) is the weak solution to (1.1) with A = A(q¯) and f = (A(q)−A(q¯))y(q)− f , for each q¯ ∈ Qad . Since
y(q) ∈ L2(0, T ;V ) is uniformly bounded over q ∈ Qad it follows from (6.1) and Corollary 5.1 that for qn → q¯ in U ,∣∣y(qn)− y(q¯)∣∣L2(0,T ;V ) + ∣∣y(qn)− y(q¯)∣∣B(0,T :H) → 0, (6.4)
as n → ∞. Assume that for some η˜ > 0,
Q˜ = {q ∈ Qad: W(q) J (q0)+ η˜} is compact in U for some q0 ∈ Qad. (6.5)
Let qn ∈ Qad be a minimizing sequence for J over Qad . Then, since W(qn) J (q0) + η˜ for all n sufficiently large,
{qn} ∈ Q˜ for all such n. Hence there exists q∗ ∈ Qad such that |qn − q∗|U → 0 as n → ∞ by (6.5). From (6.4) and
continuity of W it follows that (y(q∗), q∗) ∈ L2(0, T ;V ) × Qad is an optimal solution for (P ). We shall derive first
order necessary optimality conditions.
Based on the regularized equations already considered in (2.1) we first consider for c > 0 the following
regularisation of (P ):
minJc(q) = 12
∫
Ω
w(x)
∣∣yc(T )− yd ∣∣2 dx + βW(q) over q ∈ Qad, (Pc)
subject to yc(q) being the solution to,
d
dt
yc +A(q)yc −
(
λ¯+ c(yc −ψ)
)− = f, y(0) = y0. (6.6)
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− d
dt
pc +A(q¯)∗pc + cχcpc = 0, pc(T ) = −w(x)
(
yc(T , q¯)− yd
)
, (6.7)
where χc is the characteristic function of the set {λ¯+ c(yc(q¯)−ψ) < 0}.
Proposition 6.1. Assume that (6.1), (6.2) hold, and that qc is a solution to (Pc). Then the Gateaux derivative of
q ∈ Qad → Jc(q) exists and is given by:
J ′c(q¯)h =
T∫
0
〈
A′(q¯)hyc(q¯),pc
〉
dt + 〈W ′(q¯), h〉
U∗,U , for all h ∈ U, q¯ ∈ Qad. (6.8)
The necessary optimality condition for qc is given by:
T∫
0
〈
A′(qc)(q − qc)yc(qc),pc
〉+ 〈W ′(qc), q − qc〉U∗,U  0 for all q ∈ Qad. (6.9)
Proof. Note that for qs = (1 − s)q¯ + sq , with q , q¯ ∈ Qad , s ∈ (0,1),
Jc(qs)− Jc(q¯) =
∫
Ω
w(x)
[(
yc(T , q¯)− yd, yc(T , qs)− yc(T , q¯)
)+ 1
2
∣∣yc(T , qs)− yc(T , q¯)∣∣2
]
dx
+ s〈W ′(q¯), q − q¯〉
U∗,U + o
(
s|q − q¯|U
)
. (6.10)
Let yc and y¯c denote the solution to (6.6) corresponding to A = A(qs) and A = A(q¯), respectively. Since for
y −ψ ∈ W(0, T ), p ∈ W(0, T ),
d
dt
(y,p)H =
〈
d
dt
y,p
〉
+
〈
d
dt
p, y
〉
, for a.e. t,
we have:
d
dt
(yc − y¯c,pc)H +
〈(
A(qs)−A(q¯)
)
y¯c +A(qs)(yc − y¯c),pc
〉− 〈A(q¯)∗pc, yc − y¯c〉−Λ = 0,
where
Λs =
((
λ¯+ c(yc −ψ)
)− − (λ¯+ c(y¯c −ψ))−,pc)+ s(cχc(yc − y¯c),pc)= 0.
Consequently we find:(
yc(T )− y¯c(T ),w
(
y¯c(T )− yd
))
H
=
T∫
0
[〈(
A(qs)−A(q¯)
)
y¯c +A(qs)(yc − y¯c),pc
〉+ 〈A(q¯)∗pc, yc − y¯c〉−Λ]dt. (6.11)
Since
−((λ¯+ c(yc −ψ))− − (λ¯+ c(y¯c −ψ))−, yc − y¯c) 0,
it follows from (6.6) that
1
2
d
dt
|yc − y¯c|2H +
〈
A(qs)(yc − y¯c)+
(
A(qs)−A(q¯)
)
y¯c, yc − y¯c
〉
 0.
By the second inequality in (6.1), therefore
d |yc − y¯c|2H +ω|yc − y¯c|2V 
1 ∣∣(A(q)−A(q¯))y¯c∣∣2V ∗dt ω
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∣∣yc(t)− y¯c(t)∣∣2H +ω
t∫
0
|yc − y¯c|2V ds 
1
ω
t∫
0
∣∣(A(qs)−A(q¯))y¯c∣∣2V ∗ ds.
The last inequality in (6.1) implies that
max
t∈[0,T ]
∣∣yc(t)− y¯c(t)∣∣2H +ω
T∫
0
|yc − y¯c|2V ds = O
(
s2
)
. (6.12)
This estimate together with Lebesgue’s bounded convergence theorem imply that
1
s
T∫
0
Λs(t) dt → 0 as s → 0+, (6.13)
and by (6.2),
T∫
0
〈
1
s
(
A(qs)y¯c −A(q¯)y¯c − sA′(q¯)y¯c
)
,pc
〉
dt → 0, (6.14)
as s → 0+. It thus follows from (6.11)–(6.14) that
lim
s→0+
1
s
(
yc(T )− y¯c(T ),w
(
y¯c(T )− yd
))
H
=
T∫
0
〈
A′(q¯)y¯c,pc
〉
dt. (6.15)
Combining (6.10), (6.12) and (6.15) we find:
lim
s→0+
J (qs)− J (q¯)
s
=
T∫
0
〈
A′(q¯)(q − q¯)y¯c,pc
〉
dt + 〈W ′(q¯), q − q¯〉
U∗,U ,
where pc satisfies the adjoint Eq. (6.7). Hence the Gateaux derivative of q ∈ Qad → J (q) exists and is given by:
J ′(q¯)h =
T∫
0
〈
A′(q¯)hy¯c,pc
〉
dt + 〈W ′(q¯), h〉
U∗,U , h ∈ U.
This also implies the first order necessary optimality condition for (Pc):
T∫
0
〈
A′(qc)(q − qc)y¯c,pc
〉
dt + 〈W ′(qc), q − qc〉U∗,U  0 for all q ∈ Qad. 
As a consequence of the proof, in particular the estimate just about (6.12), we have the following corollary:
Corollary 6.1. If (6.1) and (6.5) hold, then (Pc) admits a solution qc for each c > 0.
Next, we consider the limit as c → ∞.
Theorem 6.1. Assume that (6.1) and (6.5) hold and that there exists an optimal solution q∗ ∈ Qad to (P ) such
that y(q∗) − ψ ∈ W(0, T ). Then there exists a weak cluster point in L2(0, T ;V ) × U of the family of solutions
{(yc(qc), qc)} to (Pc) as c → ∞, and every such weak cluster point is a solution to (P ).
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W(qc)W
(
q∗
)+ 1
2
∣∣yc(q∗)(T )− yd ∣∣2H ,
for each c > 0. By Corollary 5.2 and since by assumption y(q∗) − ψ ∈ W(0, T ), we have yc(q∗)(T ) → y(q∗)(T )
in H . Consequently lim supc>0 W(qc)  J (q∗)  J (q0) and hence qc lie in the compact subset Q˜ for c sufficiently
large. Therefore there exists a subsequence (denoted by the same symbol) and q¯ ∈ Qad such that |qc − q¯|U → 0 as
c → ∞. As shown in the proof of Proposition 6.1,
1
2
d
dt
∣∣yc(qc)− yc(q¯)∣∣2H + 〈A(qc)(yc(qc)− yc(q¯)), yc(qc)− yc(q¯)〉
+ 〈(A(q¯)−A(qc))yc(q¯), yc(qc)− yc(q¯)〉 0,
and thus by (6.1),
∣∣yc(qc)(t)− yc(q¯)(t)∣∣2H +ω
t∫
0
∣∣yc(qc)− yc(q¯)∣∣2V ds
 1
ω
t∫
0
∣∣(A(q¯)−A(qc))yc(q¯)∣∣2V ∗ ds → 0,
as c → ∞. Since from Corollary 5.2 yc(q¯)(T ) → y(q¯)(T ) weakly in H , it follows that
yc(qc)(T ) → y(q¯)(T ) weakly in H.
In the following step we again use that yc(q∗)(T ) → y(q∗)(T ) strongly in H . Due to lower semi-continuity of norms,
taking c → ∞ in Jc(qc) Jc(q∗), implies J (q¯) J (q∗), and hence q¯ is optimal. 
To derive an optimality system for (P ) additional assumptions are required which are stated next:
There exist r0 > 1 and β ∈ R such that
r
(
A∗(q)p, |p|r−2p)−β|p|rLr (Ω),
for all q ∈ Qad, p ∈ dom(A), and r ∈ (0, r0], (6.16)
there exists α0 such that
C(Ω) ⊂ Wα = [H,dom(A)]
α
, for all α ∈ (α0,1]. (6.17)
For q → q¯ weakly in U, we have W ′(q) → W ′(q¯) weakly in U∗
and lim inf
〈
W ′(q), q
〉
U∗,U 
〈
W ′(q¯), q¯
〉
U∗,U . (6.18){ ∣∣A′(q)(h)y∣∣
H
M|h|U |y|dom(A) for h ∈ U, q ∈ Qad, y ∈ dom(A),∣∣(A′(q)−A′(q¯))(h)v∣∣
V ∗ M|q − q¯|U |h|U |v|X for h ∈ U, q, q¯ ∈ Qad, v ∈ V.
(6.19)
Theorem 6.2. Assume that (6.1), (6.2), (6.5), (6.16)–(6.19), and assumptions (3)–(4) hold, and that
y0 − ψ ∈ C ∩ dom(A), f ∈ L2(0, T ;H). Then for every weak cluster point (y(q∗), q∗) in L2(0, T ;V ) × Qad of the
family of solutions {(yc(qc), qc)} to (Pc) there exist associated Lagrange multipliers p ∈ L2(0, T ;V )∩L∞(0, T ;H),
λ∗ ∈ L2(0, T ;H) and μ ∈ C([0, T ] ×Ω)∗ such that for a subsequence ck → ∞,
λck → λ∗ weakly in L2(0, T ;H),
cχckpck → μ weakly star in L∞
(
(0, T )× Ω¯)∗,
pck → p weakly in L2(0, T ;V ) and weakly star in L∞(0, T ;H),
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T∫
0
〈
A′
(
q∗
)(
q − q∗)y∗,p〉dt + 〈W ′(q∗), (q − q∗)〉
U∗,U  0, ∀q ∈ Qad, (6.20)
d
dt
y∗ +Ay∗ + λ∗ = f, y(0) = y0, (6.21)
λ∗ = min(0, λ∗ + (y∗ −ψ)), (6.22)(
p,
d
dt
φ
)
L2(V ,V ∗)
+ (p,A(q∗)φ)
L2(V ,V ∗) + 〈μ,φ〉L∞(Q)∗,L∞(Q) =
(
p(T ),φ(T )
)
H
, (6.23)
p(T ) = w(y∗(T )− yd), (6.24)〈
μ,y∗ −ψ 〉
L∞(Q)∗,L∞(Q) = 0, (6.25)
1
2
∣∣p(t)∣∣2
H
+
T∫
0
〈Ap,p〉ds  1
2
∣∣p(T )∣∣2
H
, (6.26)
where Q = (0, T )×Ω .
Proof. Under the assumptions of the theorem all conclusions of Proposition 2.1 and Theorem 2.1 apply. Moreover by
Corollary 6.1 problem (Pc) admits a solution qc satisfying:
Jc(qc) Jc(q) for every q ∈ Qad.
By Theorem 2.1 we have that y(q) − ψ ∈ W(0, T ) for any q ∈ Qad . Therefore one can argue as in the proof
of Theorem 6.1 that there exists a subsequential weak limit (y(q∗), q∗) ∈ L2(0, T ;V ) × U with q∗ a solution
to (P ). As in the argument in Proposition 2.1 qc → q∗ strongly in U . Moreover, since y0 ∈ dom(A), we have that
λ∗ ∈ L2(0, T ;H) and (1.3) can be expressed in the form (6.21) and (6.22) with y∗ ∈ L2(0, T ;dom(A)). Note that for
fixed y∗, the associated Lagrange multiplier λ∗ is unique.
Let yc = yc(qc) ∈ L2(0, T ;dom(A)) be solutions to (2.1) with A = A(qc) and let pc = pc(qc) ∈ W(0, T ) be the
associated adjoint solutions satisfying:
− d
dt
pc +A(qc)∗pc + cχcpc = 0, pc(T ) = −w(x)
(
yc(T , qc)− yd
)
. (6.27)
Recall from the proof of Theorem 2.1 that
λ¯ λc = min
(
0, λ¯+ c(yc −ψ)
)
 0, (6.28)
and that |yc(T ) − ψ |2H is bounded uniformly in c  1, by Corollary 5.2 and (6.1). By (6.28) λc converges weakly to
λ∗ in L2(0, T ;H). Since
−1
2
d
dt
|pc|2H +
〈
A(qc)pc,pc
〉+ (cχcpc,pc) = 0,
we have:
∣∣pc(t)∣∣2H + 2
T∫
t
(
ω|pc|2V + (cχcpc,pc)
)
ds 
∣∣pc(T )∣∣2H , (6.29)
for t ∈ [0, T ], where pc(T ) = w(yc(qc)(T ) − yd). Thus {pc} is bounded in L2(0, T ;V ) ∩ C(0, T ;H) and there
exists p such that subsequentially pc converges weakly in L2(0, T ;V ) and weakly star in L∞(0, T ;H) to p. Further
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c
T∫
0
(χcpc,pc) ds 
∣∣pc(T )∣∣2H .
Thus, χcpc → 0 ∈ L2(0, T ;H) and
T∫
0
∫
Ω
|λcpc|dt 
T∫
0
∣∣(χcpc, λ¯)∣∣dt 
T∫
0
|χcpc|H |λ¯|H dt → 0, (6.30)
i.e., λcpc → 0 in L1((0, T )×Ω).
For the adjoint equations we find, using (6.16),
−
(
d
dt
pc, |pc|r−2pc
)
+ 〈A(qc)∗pc, |pc|r−2pc〉+ c(χcpc, |pc|r−2pc)= 0,
and hence by (6.16):
− d
dt
|pc|rLr − β|pc|rLr + rc
(
χc, |pc|r
)
H
 0.
Consequently,
eβt
∣∣pc(t)∣∣rLr + c
T∫
t
eβs
(
χc, |pc|r
)
H
ds  eβT
∣∣pc(T )∣∣rLr
and therefore
∣∣pc(t)∣∣rLr + c
T∫
t
(
χc, |pc|r
)
H
ds  eβ(T−t)
∣∣pc(T )∣∣rLr  Cˆ, (6.31)
for a constant Cˆ independent of c and r ∈ (0, r0].
Note that as c → ∞ we have by (6.28) and (6.30), for μc = cχcpc,
∣∣(μc, yc −ψ)L2(U)∣∣= ∣∣(cχcpc,χc(yc −ψ))L2(Q)∣∣
T∫
0
|χcpc|H |λ¯|H dt → 0. (6.32)
Using the same arguments as in Section 2, one can show, using (6.17) and the third requirement in (6.1) that
|yc(qc) − yc(q∗)|C(Q) → 0 as qc → q∗ in Qad , uniformly in c > 0. It follows from Theorem 2.1 that
|yc(q∗)− y(q∗)|C(Q) → 0 as c → ∞ and thus∣∣yc(qc)− y(q∗)∣∣C(Q) → 0 as c → ∞. (6.33)
Letting r → 1 in (6.31), we obtain:
T∫
0
(
cχc, |pc|
)
dt  eβT
∣∣pc(T )∣∣L1 . (6.34)
Thus, μc = cχcpc is bounded in L1((0, T ) × Ω). Hence there exists μ such that on a subsequence, denoted by the
same symbols, μc → μ weak star in (L∞((0, T )×Ω))∗ and we have by (6.32),〈
μ,y∗ −ψ 〉
L∞(Q)∗,L∞(Q) = 0,
so that (6.25) is satisfied.
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−1
2
d
dt
|pc|2H + 〈Apc,pc〉 0,
we have
1
2
∣∣pc(t)∣∣2 +
T∫
t
〈Apc,pc〉ds  12
∣∣pc(T )∣∣2H ,
and by the weak lower semi-continuity of norms:
1
2
∣∣p(t)∣∣2 +
T∫
t
〈Ap,p〉ds  1
2
∣∣p(T )∣∣2
H
,
which proves (6.26).
To argue the necessary optimality condition (6.20) one cannot proceed as in the proof of Proposition 6.1, since p
is not in W(0, T ), but rather we pass to the limit in:
T∫
0
〈
A′(qc)(q − qc)yc(qc),pc
〉+ 〈W ′(qc), q − qc〉U∗,U  0 for all q ∈ Qad. (6.35)
From (6.18) we have:
T∫
0
〈
W ′
(
q∗
)
, q − q∗〉
T∫
0
lim inf
c→∞
〈
W ′(qc), q − qc
〉
, (6.36)
and thus it suffices to show that
lim
c→∞
T∫
0
(〈
A′(qc)(hc)yc,pc
〉− 〈A′(q∗)(h∗)y∗,p〉)= 0,
where hc = q − qc, h∗ = q − q∗. The latter follows from:
T∫
0
〈
A′(qc)(hc)yc,pc
〉− 〈A′(q∗)(h∗)y∗,p〉
=
T∫
0
(〈
A′(qc)(hc)yc,pc − p
〉+ 〈(A′(qc)−A′(q∗))(hc)yc,p〉
+ 〈A′(q∗)(hc − h∗)yc,p〉+ 〈A′(q∗)(h∗)(yc − y∗),p〉),
and the fact that these four terms tend to 0 as c → ∞. Here we use (6.19), (6.2) and that {yc}c1 is bounded in
L2(0, T ;dom(A)∩X), yc → y∗ in L2(0, T ;V ), and pc → p in L2(0, T ;V ).
It remains to argue that (6.23) and (6.24) hold. The terminal condition (6.24) follows from (6.27) and (6.33). Taking
the limit in (
pc,
d
dt
φ
)
L2(V ,V ∗)
+ (pc,A(qc)φ)L2(V ,V ∗) + 〈μc,φ〉L∞(Q)∗,L∞(Q) = (pc(T ),φ(T ))H ,
using (6.19) one obtains (6.23), for φ ∈ C(Q)∩W(0, T ) with φ(0, ·) = 0. 
We remark that by construction μcpc  0 a.e. for every c > 0.
To argue that the first and second adjoint variables λ∗ and p associated the constraint y  ψ satisfy λ∗p = 0 a.e.
in Q, additional assumptions are necessary. Let Jε = Jε(q∗) = (I −εA(q∗)∗)−1, ε > 0, denote the resolvent of A(q∗).
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(6.16) holds with r0 > n, (6.37)
Jε ∈ L
(
V,V ∗
)∩ L(Lr0(Ω))∩ L(L1(Ω)), for each ε > 0, (6.38)
|Jεφ − φ| ρε|φ|, for each φ ∈ V, with lim
ε→0+
ρε = 0. (6.39)
Then λ∗p a.e. in Q.
Proof. Let {yck ,pck , λck } be as in the statement of Theorem 6.2 and let Q˜ be an arbitrary bounded subdomain of Q.
We shall show that {pck } restricted to Q˜ contains a subsequence {pckj } that converges strongly to p in L2(Q˜).
This, together with the weak convergence of λckj to λ
∗ in L2(Q), and hence in L2(Q˜), implies that pckj λckj → pλ∗
weakly in L1(Q˜). Since pckj λckj → 0 strongly to 0 in L1(Q˜) by (6.30) it follows that pλ∗ = 0 a.e. in Q˜. Since Q˜ is
an arbitrary subset of Q this implies the claim.
To argue the existence of a strongly convergent subsequence we recall from the proof of Theorem 6.2 that {pc}c1
is bounded in L2(V )∩L∞(0, T ;Lr0(Ω)) and {cχcpc}c1 is bounded in L1(Q). We shall use the regularized family
of functions,
p˜c(t) = Jεpc(t).
By (6.39)
|pc − p|L2(Q˜)  |pc − Jεpc|L2(Q˜) + |Jεpc − Jεp|L2(Q˜) + |Jεp − p|L2(Q˜)
 ρε
(|pc|L2(V ) + |p|L2(V ))+ |Jεpc − Jεp|L2(Q˜).
The first term on the right-hand side tends to 0 for ε → 0+. We henceforth fix ε sufficiently small and consider the
term |Jεpc − Jεp|L2(Q˜). Note that
− d
dt
Jεpc = JεA(qc)∗pc + cJεχcpc.
By (6.38) and (6.1) the set {cJεχcpc}c1 is bounded in L1(Q˜). Moreover {JεA(qc)∗pc}c1 is bounded in L2(Q˜)
and, since Q˜ bounded, also in L1(Q˜). Hence {p˜c}c1 is bounded in W 1,1(Q˜). Since r0r0−1 < nn−1 , the space W 1,1(Q˜)
embeds compactly into L
r0
r0−1 , and there exists a subsequence pckj of pck converging strongly to Jεp in L
r0
r0−1 (Q˜).
Moreover {p˜c}c1 is bounded in Lr0(Q˜) by (6.38) so that without loss of generality the subsequence can be chosen
such that p˜ckj ⇀ Jεp weakly in L
r0(Q˜). This implies that
|p˜ckj − Jεp|2L2(Q˜) = 〈p˜ckj − Jεp, p˜ckj − Jεp〉
L
r0
r0−1 (Q˜),Lr0 (Q˜)
→ 0,
where 〈·,·〉
L
r0
r0−1 (Q˜),Lr0 (Q˜)
denotes the duality pairing between L
r0
r0−1 (Q˜) and Lr0(Q˜). 
7. Example: Black–Scholes model for American options
We consider the Black–Scholes model for American options, which is a variational inequality of the form:
− d
dt
v(t, S)−
(
σ 2
2
S2vSS + rSvS − rv +Bv
)
 0, ⊥ v(t, S)ψ(S),
v(T ,S) = ψ(S) (7.1)
for a.e. (t, S) ∈ (0, T )× (0,∞), where ψ(S) = (K −S)+ is for the put and ψ(S) = (S −K)+ for the call option. The
integral operator B is defined by
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∞∫
0
(
(z− 1)SvS + v(t, S)− v(t, zS)
)
dν(z),
where λ 0. Since v+  v,
−
∞∫
0
(
v(t, zS)− v+(t, zS))dν(z) 0,
and thus (−Bv,v+) (−Bv+, v+).
Thus,
Av = −
(
σ 2
2
S2vSS + rSvS − rv +Bv
)
satisfies assumption (3).
In (7.1) S  0 denotes the price, v the value of the share, r > 0 is the interest rate, σ > 0 is the volatility of
the market and K is the strike price. Further T is the maturity date and ψ the pay-off function. Note that (7.1) is
backward equation with respect to the time variable. Setting y(t, S) = v(T − t, S) we arrive at (1.1) and (7.1) has
the following interpretation [G,S] in mathematical finance. The price process St is governed by the Ito’s stochastic
differential equation:
dSt/St− = r dt + σ dBt + (Jt − 1) dπt ,
where Bt denotes a standard Brownian motion, πt is a counting Poisson process, and Jt − 1 is the magnitude of the
jump ν and λ is the rate. The value function v is represented by:
v(t, S) = sup
τ
Et,x
[
e−r(τ−t)ψ(Sτ )
]
, over all stopping times τ  T . (7.2)
For the log-price process Xt = log(St ),
dXt = r dt + σBt + λdZt ,
the generator L is given by
Lf = σ
2
2
(
d2
dx2
f − d
dx
f
)
+
∞∫
−∞
(
f (x + y)− f (x)− (ey − 1) d
dx
f
)
dν(y).
For the Carr–Geman–Madan–Yor (CGMY) model dν(y) = k(y) dy [1], where
k(y) =
⎧⎨
⎩
C e
−G|y|
|y|1+α , y > 0,
C e
−M|y|
|y|1+α , y < 0,
with α < 2. It generalizes a jump diffusion model for Zt by Kou (α = −1) and the Variance Gamma process (α = 0).
Suppose that G = M . Then k(y) = k(−y), and we have:
(B˜v,ψ) =
∞∫
−∞
[ ∞∫
−∞
k(y)
(
v(x + y)− v(x))dy
]
ψ(x)dx
=
∞∫
−∞
[ ∞∫
0
k(y)
(
v(x + y)− 2v(x)+ v(x − y))dy
]
ψ(x)dx
= −
∞∫ [ ∞∫
k(y)
(
v(x + y)− u(x))(ψ(x + y)−ψ(x))dy
]
dx.−∞ 0
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(B˜v,ψ) = −
∞∫
−∞
[ ∞∫
0
ks(y)
(
v(x + y)− u(x))(ψ(x + y)−ψ(x))dy
]
dx
+
∞∫
−∞
[ ∞∫
0
ka(y)
(
v(x + y)− v(x − y))dy
]
ψ(x)dx.
Hence if σ > 0 all conditions of (6.1) are satisfied with for example, q = (σ (x), λ,α) ∈ L∞(Ω)×R+ ×R.
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