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ABSTRACT
In this paper a novel and efﬁcient approach of despeck-
ling is presented based on the principle of geometric
ﬁltering. This approach works independent from a spe-
ciﬁc speckle distribution, involving simply the typical
speckle appearance. Based on the powerful method
of an adaptive and rapid stepwise convergence of each
data point suitable to the estimated convex hull from
its neighbours, many ﬁelds of application with simi-
lar conditions are conceivable. These include e.g. a
ﬁxed pattern noise reduction in infrared imaging or a
speckle pattern elimination in SAR images additionally
to the in this paper chosen ﬁltering of speckle disturbed
ultrasound images. The medical images processed by
the proposed ﬁlter method are speckle reduced and ﬁne
grained images with preserved texture.
Index Terms— nonlinear ﬁlter algorithm, geomet-
ric concept, adaptive ﬁlter, despeckling, texture preser-
vation
1. INTRODUCTION
The importance of sonographical examination rises
during the last years. Ultrasound imaging is used in
novel medical ﬁelds of application because of its real-
time-capability and its noninvasive, nearly unharmful
character compared to imaging procedures of diagnos-
tic radiology. Some serious progress is achieved in the
ﬁeld of the image quality enhancement by condition-
ing the ultrasound-signal (e.g. THI, Focusing) for en-
hancing the contrast and resolution, etc. Nevertheless,
an existing problem in this ﬁeld of application is the
appearance of the so called speckle noise pattern - a
pattern caused by interference between scattered ultra-
sonic waves received from inhomogeneous scattering
tissue. Although it is basically a deterministic process
its appearance is more a speciﬁc random noise due to an
unpredictable tissue structure. To support the visual in-
terpretation and the quantitative measurement of body
tissues during medical examination, real-time restora-
tion of the ultrasound data is required. Many known
approaches use an approximation of the speckle dis-
tribution as a basis for a mostly time consuming data
restoration step [1].
Filters that require an a priori knowledge of the
speckle distribution are MAP1 Bayesian one-level ﬁl-
ters like the Gamma MAP ﬁlter by Lopes et al [2].
MMSE2 ﬁlters like the Lee ﬁlter [3], Kuan ﬁlter [4]
or Frost ﬁlter [5] and their enhanced versions [6] [7]
additionally includes speckle statistics in the ﬁlter pro-
cess. Some further - time consuming - ﬁlter approaches
with partial support of speckle statistics are anisotropic
diffusion ﬁlters summarised in [8].
Other proposed ﬁlters for speckle reduction are the
Oddy ﬁlter [9] and its extension - the HK ﬁlter [10].
These ﬁlters are algorithmic complex averaging ﬁlters
- using a variable shape of the local window accord-
ing to a local statistic for the suppression of speckle
noise. Both ﬁlters belong to the group of the Sigma ﬁl-
ters. Sigma ﬁlters take only pixels within the so called
sigma environment around a central pixel for ﬁltering
into account.
2. THE GEOMETRIC FILTER CONCEPT
Crimmins proposed in [11] a geometric ﬁlter for
speckle suppression. The structure of the geometric ﬁl-
ter expects a simple geometric model of noise instead
of a speciﬁc noise statistic. Its principle is based on
the interpretation of several speckle spots as hills and
valleys around the undisturbed signal. This valleys and
hills should be stepwise ﬁlled and carried off respec-
tively - under consideration of a target value deﬁned by
the convex hull. The ﬁlter process is therefore an itera-
tive process where the value of the current central pixel
b will be interrelated with its neighbourhood a and b
(Fig.1) by a ﬁxed policy. The comparison iterates step-
wise from north-south, west-east, northernWest-south-
ernEast, northernEast-southernWest.
Based on the original approach from Crimmins this
paper presents a modiﬁed geometric ﬁlter principle
with an adapted policy (Eq.1-2) and a varying step size
s instead of a ﬁxed one. A single iteration diminishes
the difference of the speckle spots to its surrounding
area by this s.
(a ≥ b+ s) ∧ (b+ s ≤ c) ⇒ b := b+ s (1)
(a ≤ b− s) ∧ (b− s ≥ c) ⇒ b := b− s (2)
1Maximum a posteriori
2Minimum mean square error
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Fig. 1. Sequential neighbourhood for stepwise compar-
ison of the geometric ﬁltering.
For an entire elimination of the noise inﬂuence some
more cycles with suitable step sizes are necessary. Be-
cause of the cyclic reduction of the hills and valleys it
is useful to compensate still existing distortions with an
appropriate reduced step size.
Thereby intense distinctive speckle spots requires
adequate high step sizes. In combination with only a
few iterations and an appropriate decreasing function
s(k, sstart) for the step size some smaller discontinu-
ities (e.g. texture of a homogeneity) can be preserved.
Basically the chosen start step size sstart will be incre-
mentally decreased with increasing cycle k.
There are tuned functionals s(k, sstart) of step size
adaptation for the speciﬁc ﬁelds of application declared.
Generally the best results for this sonographical image
ﬁltering application are derived by using the exponen-
tial decreasing function from Eq.3.
s(k, sstart) = exp = sstart·exp −k · |log sstart|
kmax − 1 (3)
Furthermore, the ﬁlter process can be controlled
by the parameter kmax as threshold for the maximum
number of iterations. Alternatively, the approach con-
verges if the noise is too low concerning the step size
parameter s. To ensure stability of this geometric ﬁl-
ter implementation it is necessary to ﬁlter only in cases
when the tendency of the required alteration of the sig-
nal value of the pixel under observation is remained
also after its adaptation by the current step size (see
Eq.1-2). That means a lower signal level has to be pre-
served and vice versa.
The simplicity of the model may lead to the elim-
ination of all local hills or valleys regardless of their
signal levels or exact causes - assuming an appropri-
ate parametrisation is given. However, due to the sim-
plicity there are further requirements. The distance be-
tween several speckle spots has to be larger than the
window width. Furthermore, the speckle dimension
should be as small as possible. Otherwise speckle
would be preserved.
3. FURTHER ENHANCEMENTS
In this section further adaptations are presented. A
greater amount of optional adjustability ensures a wide
range of conceivable ﬁelds of application.
3.1. Step sizes / conditional ﬁltering
In addition to a manually chosen global start step size
the proposed geometric ﬁlter approach supplies some
further methods for the choice of suitable step sizes to
ensure best results by a given maximum of adjustabil-
ity.
First, there is the possibility of using local start step
sizes in the form of a feature map adapted to the amount
of noise. Therefore the pixel values from the morpho-
logical ﬁltered current image (e.g. median ﬁltered) are
scaled by a (e.g. linear) function to obtain suitable start
step sizes. So this feature map includes start values
sstart pixel by pixel - adapted on the current image -
which will be used and processed (i.e. decreased - de-
pendent on function s(k, sstart)) during the ﬁlter pro-
cess. The extracted feature map can also be interpreted
as a pixel mask for the ﬁlter step. Only masked pixels
(with current step values above zero) will be ﬁltered.
This procedure leads to a reduction of computing time
due to the decrease of the amount of processed pixels.
Because of the time reduction it is possible to ﬁlter the
masked pixel by using more iterations to enhance the
quality of the ﬁlter result.
Alternatively, the local step size can be determined
of the mean of the gradient from the current pixel to
its neighbourhood. This method exclusively avoids the
observance of pixel value tendency after ﬁltering and
thus enables an overshooting of pixel tendency. That
means a dark pixel can become brighter than some of
its neighbouring pixels and vice versa.
A third and last kind of speckle suppression of the
proposed ﬁlter uses the minimal or maximal value of
the neighbouring pixels for replacing the speckle grey-
scale value. Considering the pixel tendency, dark
speckle spots will be replaced by the minimum and
vice versa. In the opposite to this MinMax ‘step size’
a manually chosen step size does not eliminate the val-
leys and hills completely. Its rather an approximation
towards the MinMax result to preserve some more tex-
ture.
3.2. Neighbourhoods
The original geometric ﬁlter approach takes only a two
pixel neighbourhood per comparing step into account.
One iteration consists of comparing steps in four direc-
tions (Fig.1). It is not possible to make a general state-
ment by using a - sequential - two pixel neighbourhood
whether the current spot corresponds to speckle or to a
thin line. This sequential scheme can be converted to a
non-sequential 4- or 8-pixel neighbourhood. Although
this does not conform with the principle of geometric
ﬁlter its effect brings some advantages. Using a greater
neighbourhood induces a more restrictive character of
the ﬁlter step. The policy and the fact of keeping the
pixel tendency diminishes the amount of regions where
ﬁltering is allowed. This procedure limits the applica-
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(a) unﬁltered incl. ROIs (yellow arrow) (b) geometrical ﬁltered (c) difference image between (a) & (b)
(d) geometr. ﬁltered - enlarged kernel (e) geometrical ﬁltered - MinMax (f) geometrical ﬁltered - Mean
Fig. 2. Sonographical cross-section of the human neck gathered with a linear probe.
tion of ﬁltering to bright and dark speckle spots. The
central pixel will be adapted only once instead of the
sequentially adaption of the central pixel regarding to
its changing neighbours.
To reduce the computing time it is possible to
switch the neighbourhood in each cycle from the hor-
izontal and vertical elements to the diagonal elements,
and vice versa.
Different approaches of a chosen neighbourhood (4
or 8 neighbouring pixel, sequential or non-sequential)
have a great inﬂuence to the ﬁneness of grain. The
following enumeration shows an increasingly smaller
amount of affected pixels for ﬁltering from top to bot-
tom.
1. sequential 8 pixel
2. sequential 4 pixel cyclic switched
3. sequential 4 pixel
4. non-sequential 4 pixel cyclic switched
5. non-sequential 4 pixel
6. non-sequential 8 pixel
That means the neighbourhoods at the bottom pre-
serves more texture and maybe (some) more speckle in
less time.
3.3. Kernel width
Until now, the need for a lateral speckle dimension of
value one was emphasised. Our proposed geometric ﬁl-
ter overcomes this restriction by using a variable kernel
width in x- and y-direction. For providing stability it is
necessary to use - alternating with the enlarged kernel
width - a kernel width of one together with an appro-
priate step size. It is conceivable to avoid the usage of
a global kernel width and to use a local one for best
adaption of the ﬁlter to the speckle appearance.
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Table 1. geometric ﬁlter parameters for the several results from Fig.2
Parameters Symbol Fig.2(b) Fig.2(d) Fig.2(e) Fig.2(f)
max. iterations kmax 3 4 2 1
start step size sstart 256 64 MinMax Mean
decreasing function s(k, sstart) exp exp - -
neighbourhood Nx N8 N8 N4 cyclic N8
sequential processing of Nx
∑
Nx(.)± s(., .) x x - -
kernel width κ [(x,y)] (1,1) (1,2) (1,1) (1,1)
iterations using enlarged κ iterκ - 2 - -
time* t [ms] 10 13 6.7 4.4
* using Intel R©CoreTM2 Duo CPU E8400 @ 3.00GHz, 4GB RAM
4. EXPERIMENTS AND DISCUSSION
In this section some speckle ﬁltered results (Fig.2) - us-
ing the parameterisation given in Tab.1 - are presented.
The basis for the geometric ﬁlter evaluation is a speckle
cluttered ultrasound picture of the human neck (Fig.2a).
In this image is an artery, a vein, a muscle and parts of
the thyroid gland depicted. These structures are rep-
resented by thin lines like the inner and outer walls of
the artery as well as the boundaries of the muscle and
its muscle ﬁbres. A homogeneous texture is given by
the thyroid gland. All these characteristics have to be
preserved during speckle reduction.
The images mentioned above are taken from the
end of an ultrasound processing pipeline. The ﬁlter step
takes place on the full 16 bit scale before the image is
converted to 8 bit data and before a scan conversion is
performed. This procedure ensures a ﬁltering on the
(lateral) undistorted speckle pattern and a reduction of
the computation time. Otherwise the ﬁlter process - es-
pecially the adaptation of the step size - is corrupted by
the greyscale value of the neighboured lateral expanded
speckle spots or the expanded speckle spot itself.
To illustrate the local conditional ﬁlter characteris-
tics in speckle disturbed regions, Fig.2c shows the dif-
ference between a geometrical ﬁltered image (Fig.2b)
and the unﬁltered one (Fig.2a). While the ﬁneness of
grain appearing in Fig.2b,e,f is nearly the same, Fig.2d
clariﬁes the stronger smoothing inﬂuence by an enlar-
ged ﬁlter kernel width. Since the speckle pattern is
eliminated within a few iterations and the edges and
textures are preserved on the same time, there are no
problems with the real-time capability of the ﬁlter.
The proﬁles from Fig.3 visualise the effect of the
presented ﬁlter parameterisations from Tab.1 within a
deﬁned region of interest (Fig.2a). In the upper proﬁle
is a main edge depicted which is preserved very well
by all ﬁlter versions. The proﬁle below shows the inﬂu-
ence of the ﬁlter approaches to a homogeneous region
corrupted by bright and dark speckle spots. The Mean
and MinMax ﬁlter kernel modiﬁes the spots mostly in
contrast to the geometrical ﬁlter with manually chosen
step size and only a few iterations. It is also recognis-
able that the Mean ﬁlter kernel ignores the preservation
of pixel tendency as the only approach. Based on this
proﬁles it is not discernible why the speckle spots are
eliminated like visualised. Therefore, it is important to
consider the lateral greyscale value distribution to the
pixels of the proﬁle which can not be depicted in this
1d proﬁles but has a great impact on the ﬁlter result.
Fig. 3. 1d proﬁles of greyscale values over an amount
of pixel (see ROIs in Fig.2a) representing an edge
(above) and a homogeneity/texture (below).
[unﬁltered pixel (red); geometrical ﬁltered (green) - enlarged kernel
(yellow) - MinMax (blue) - Mean (light blue)]
A better illustration of a speckle pattern suppres-
sion is given in Fig.4 by an exemplary elimination of
some dark speckle spots. The horizontal plane corre-
sponds to the image plane while the mountains repre-
sents the greyscale values of the unﬁltered or the blend-
ed ﬁltered image. For an improved visualisation of it-
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(a) 1 iteration (b) 5 iterations
(c) 10 iterations (d) 1 iteration - MinMax
Fig. 4. Artiﬁcial unﬁltered speckle disturbed homogeneity (yellow) and its ﬁltered equivalent (light blue) after a
given number of iterations in 3d representation.
erative speckle elimination a ﬁlter parametrisation3 is
selected which has to take some more iterations for this
task into account.
As illustrated in Fig.4a, some less iterations pre-
serves texture in combination with a high step size in
relation to the texture but diminishes the appearance of
the dark speckle spots. With every iteration these spots
will be ﬁlled stepwise (Fig.4b,c). Some of the small
valleys or hills are eliminated in Fig.4c by a steadily
decreased step size induced over increasing iterations
which allows to modify the pixel values with respect
to the policy. To avoid this effect of inﬂuencing small
structures, local adapted (Sec.3.1) or larger step sizes in
combination with a more suitable decreasing function
and adapted maximum number of iterations (Sec.2) or a
more restrictive neighbourhood relation (Sec.3.2)
should be used.
In contrast to the manually chosen step size, Fig.4d
shows the exemplary ﬁlter result by using only one it-
eration with MinMax step size. The dark speckle spots
were well replaced by the minimum of their neighbour-
ing greyscale values. At the same time the texture is
preserved similar to the results reached by applying the
iteratively decreased step size in Fig.4a-c.
5. CONCLUSIONS
This paper presented a fast and robust method of speck-
le suppression based on the geometric ﬁlter. The op-
tical assessment of the ﬁltered images attests good re-
3sstart = 32; s(k, sstart) = exp; sequential N8; κ = (1,1)
sults in speckle pattern elimination under consideration
of a ﬁne texture- and edge preservation. Furthermore,
the quality of the ﬁlter results have to be evaluated re-
garding the requirements in the usually following im-
age processing steps - like segmentation and classiﬁca-
tion.
A weighted overlaying of the ﬁltered ultrasound
image with the original unﬁltered image can be advan-
tageous if the speckle suppressed image seems rather
artiﬁcial. Unless the image data is corrupted by fur-
ther noise it is necessary to combine the proposed ﬁlter
approach with other suitable ﬁlter methods. The com-
bination of these different principles ensures to exploit
the particular potential.
6. REFERENCES
[1] R. Touzi, “A protocol for speckle ﬁltering of sar
images,” SAR Workshop: CEOS Committee on
Earth Observation Satellites, vol. 450, pp. 225–
230, March 2000.
[2] A. Lopes, E. Nezry, R. Touzi, and H. Laur,
“Structure detection and statiscal adaptive speckle
ﬁltering in sar images,” International Journal of
Remote Sensing, vol. 14(9), pp. 1735–1758, June
1993.
[3] J.S. Lee, “Digital image enhancement and noise
ﬁltering by use of local statistics,” in IEEE Trans-
actions on Pattern Analysis and Machine Intelli-
gence, 1980, vol. 2, pp. 165–168.
834
[4] D.T. Kuan, A.A. Sawchuk, T.C. Strand, and
P. Chavel, “Adaptive noise smoothing ﬁlter for
images with signal-dependent noise,” in IEEE
Transactions on Pattern Analysis and Machine
Intelligence, 1985, vol. 7, pp. 165–177.
[5] V.S. Frost, J.A. Stiles, K.S. Shanmugan, and J.C.
Holtzman, “A model for radar images and its
application to adaptive digital ﬁltering of multi-
plicative noise,” in IEEE Transactions on Pattern
Analysis and Machine Intelligence, 1982, vol. 4,
pp. 157–166.
[6] A. Lopes, H. Laur, and E. Nezry, “Statistical dis-
tribution and texture in multilook and complex
sar images,” in Remote Sensing Science for the
Nineties, International Geoscience and Remote
Sensing Symposium, 1990, pp. 2427–2430.
[7] A. Lopes, R. Touzi, and E. Nezry, “Adaptive
speckle ﬁlters and scene heterogeneity,” in IEEE
Transactions on Geoscience and Remote Sensing,
1990, vol. 28(6), pp. 992–1000.
[8] R. Kikinis K.Krissian, C.F. Westin and K. Vos-
burgh, “Oriented speckle reducing anisotropic
diffusion,” in IEEE Transactions on Image Pro-
cessing, May 2007, vol. 16(5), pp. 1412–24.
[9] C.J. Oddy and A.J. Rye, “Segmentation of sar
images using a local similarity rule,” Pattern
Recognition Letters, vol. 1(5-6), pp. 443–449,
July 1983.
[10] H. Taud and J.-F. Parrot, “Extraction of struc-
tural features on sar images: an adaptive version
of the hk-ﬁlter,” in Microwave Sensing and Syn-
thetic Aperture Radar. SPIE, 1996, vol. 2958 of
Proceedings of SPIE, pp. 207–213.
[11] T.R. Crimmins, “Geometric ﬁlter for speckle re-
duction,” Applied Optics, vol. 24(10), pp. 1438–
1443, May 1985.
835
