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ABSTRACT
We present Emerge, an Empirical ModEl for the foRmation of GalaxiEs, describing the
evolution of individual galaxies in large volumes from z ∼ 10 to the present day. We assign
a star formation rate to each dark matter halo based on its growth rate, which specifies how
much baryonicmaterial becomes available, and the instantaneous baryon conversion efficiency,
which determines how efficiently this material is converted to stars, thereby capturing the
baryonic physics. Satellites are quenched following the delayed-then-rapid model, and they
are tidally disrupted once their subhalo has lost a significant fraction of its mass. The model
is constrained with observed data extending out to high redshift. The empirical relations are
very flexible, and the model complexity is increased only if required by the data, assessed by
several model selection statistics. We find that for the same final halo mass galaxies can have
very different star formation histories. Nevertheless, the average star formation and accretion
rates are in good agreement with models following an abundance matching strategy. Galaxies
that are quenched at z = 0 typically have a higher peak star formation rate compared to
their star-forming counterparts. The accretion of stars can dominate the total mass of massive
galaxies, but is insignificant for low-mass systems, independent of star-formation activity.
Emerge predicts stellar-to-halo mass ratios for individual galaxies and introduces scatter self-
consistently. We find that at fixed halo mass, passive galaxies have a higher stellar mass on
average. The intra-cluster-mass in massive haloes can be up to 8 times larger than the mass
of the central galaxy. Clustering for star-forming and quenched galaxies is in good agreement
with observational constraints, indicating a realistic assignment of galaxies to haloes.
Key words: cosmology: dark matter, theory – galaxies: evolution, formation, statistics, stellar
content
1 INTRODUCTION
In the standard model of cosmology, only a small fraction of the
present energy density of the Universe is in the form of baryonic
matter. The remaining dark components are the dynamically cold
and collisionless dark matter (Zwicky 1933; Davis et al. 1985),
and a near-uniform dark energy field which can be described by a
cosmological constant (Riess et al. 1998; Perlmutter et al. 1999b;
Perlmutter, Turner & White 1999a). Together they form the foun-
dation of the ΛCDM theory in which structure formation proceeds
through gravitationally driven hierarchical collapse and merging. In
the standard picture, galaxies form by the cooling and condensation
of gas in the centres of virialised dark matter halos (White & Rees
1978; Fall & Efstathiou 1980; Blumenthal et al. 1984), which results
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in a tight correlation between the properties of haloes and those of
the galaxies they host.
The formation and evolution of dark matter haloes has been
studied extensively with large cosmological N-body simulations
(Springel et al. 2005; Boylan-Kolchin et al. 2009; Klypin, Trujillo-
Gomez & Primack 2011; Angulo et al. 2012; Klypin et al. 2016).
As this process only depends on gravity and the initial conditions
have been measured very accurately (Planck Collaboration 2016),
these simulations have converged and make accurate and definite
predictions for the properties of dark matter haloes at all cosmic
epochs (Frenk & White 2012; Knebe et al. 2013). The halo mass
function (HMF) found in the simulations is very steep and the dark
matter is distributed overmany orders ofmagnitude. If galaxieswere
forming with the same efficiency in haloes of different masses, we
would expect the galaxy stellar mass function (SMF) to have the
same shape as the HMF. However, the observed local SMF has a
very different shape, with a much shallower slope at the low-mass
© 2017 The Authors
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end and an exponential cut-off at much smaller masses (Li &White
2009; Bernardi et al. 2013). This tension indicates the complexity
of the baryonic physics regulating galaxy formation, such as gas
cooling, star formation, and feedback processes.
There are several pathways to learn about the formation and
evolution of galaxies. The most popular method are ‘ab initio’ mod-
els, where an initial distribution of gas and dark matter is evolved
according to a specified set of relevant physical processes, including
all the various baryonic physics that one thinks is important (see
the reviews by Somerville & Davé 2015 and Naab & Ostriker 2016
for more details). In hydrodynamical simulations the baryonic com-
ponent is discretised and evolved hydrodynamically (Hirschmann
et al. 2014; Vogelsberger et al. 2014; Dubois et al. 2014; Hop-
kins et al. 2014; Khandai et al. 2015; Schaye et al. 2015), while in
semi-analytic models (SAMs) it is separated from the dark-matter-
dominated growth of structure by post-processing halo merger trees
with a series of physically motivated recipes (White & Frenk 1991;
Kauffmann,White &Guiderdoni 1993; Cole et al. 1994; Somerville
& Primack 1999; Kang et al. 2005; Monaco, Fontanot & Taffoni
2007; Benson 2012). The advantage of ab initio models is that they
track galaxies and haloes self-consistently through cosmic time,
and can test the impact of different physical processes on galaxy
properties. If the models disagree with observations the model is
changed either by implementing the physical processes differently,
or by including new physical processes. However, these methods
can only achieve a limited resolution, so that simplified and highly
uncertain ‘sub-grid’ models have to be used to treat the unresolved
physical processes, such as star and black hole formation and the
related feedback. The effects of these processes then become tun-
able via free parameters, such that the models typically need to be
calibrated with observations and are effectively phenomenological.
Due to the complex interaction of different physical prescriptions,
the model parameters can be degenerate and difficult to interpret if
the model is not constrained well by data (Lu et al. 2012). More-
over, there is considerable uncertainty about whether the physics of
galaxy formation is reliably represented.
A different option has emerged with the advent of data sets
from large galaxy surveys (York et al. 2000; Colless et al. 2001;
Lilly et al. 2007; Driver et al. 2011; Grogin et al. 2011; McCracken
et al. 2012) and avoids explicitly modelling the baryonic physics.
Instead, empirical models of galaxy formation use relations with
adjustable parameters to statistically link observed galaxy proper-
ties to simulated dark matter haloes. In this way they can model
galaxy formation unbiased by assumptions on poorly understood
baryonic physics, instead ‘marginalising’ over these uncertainties.
Predictions by empirical models are therefore very useful for plan-
ning future surveys and for the interpretation of the observations.
Moreover, they provide a framework for ab initio models, and can
thus help to constrain the relevant physical processes. Empirical
results have been widely used to fix unconstrained parameters in the
sub-gridmodels of hydrodynamic simulations, e.g. by requiring that
simulated galaxies reproduce the empirically determined stellar-to-
halo mass (SHM) ratio. Hence empirical and ab initio models are
complementary methods that can be applied to study the physics
that drives galaxy formation.
In the halo occupation distribution and the related conditional
luminosity function formalisms, the distribution of galaxies having
specified intrinsic properties within main haloes of a given mass is
constrained using galaxy abundance and clustering statistics (Pea-
cock & Smith 2000; Seljak 2000; White 2001; Berlind &Weinberg
2002; Yang, Mo & van den Bosch 2003; Zehavi et al., 2004; Zheng
et al., 2005; Tinker et al. 2005; Brown et al. 2008; Leauthaud et al.
2012). These approaches have typically been used at low redshift,
as reliable galaxy clustering measurements are not available at high
redshift. This problem can be circumvent by directly connecting
galaxies to the underlying substructure. The subhalo abundance
matchingmethod links the luminosity or stellar mass of a galaxy to
the dark matter halo mass by matching the cumulative abundance of
galaxies to those of haloes and subhaloes (Mo&White 1996;Wech-
sler et al. 1998; Vale&Ostriker 2004; Conroy,Wechsler &Kravtsov
2006; Wang et al. 2006, 2007; Moster et al. 2010; Behroozi, Con-
roy &Wechsler 2010; Guo et al. 2010; Trujillo-Gomez et al. 2011).
The clustering statistics of galaxies can then be readily derived from
the clustering of haloes in the simulation resulting in a remarkable
agreement with observed correlation functions. There are two ways
to derive the relation between stellar and halo mass in this context.
In the backward modelling approach, observed galaxies and simu-
lated haloes in an equal volume are rank ordered by mass and then
matched one by one. The SHM relation can then be described by a
fitting function. In the forward modelling approach, simulated dark
matter haloes are populated with galaxies using a parameterised
relation between stellar and halo mass. The free parameters are then
constrained by requiring that the observed SMF be reproduced. This
method has the advantage that scatter in the relation can easily be
added to account for possible differences in the formation histories
of haloes at a fixed mass.
As the evolution of dark matter haloes is determined by the
cosmological model, the link between galaxies and haloes can
be employed to infer the evolution of galaxy properties from the
growth histories of haloes through cosmic time (Conroy, Wech-
sler & Kravtsov 2007; White et al. 2007; Zheng, Coil & Zehavi
2007b; Firmani & Avila-Reese 2010; Wang et al. 2013). In partic-
ular Conroy & Wechsler (2009) show how this method can be used
to empirically constrain the average star formation histories (SFHs)
and stellar mass growth of galaxies in haloes with a given mass
since z = 2. This approach has been extended by Moster, Naab &
White (2013) and Behroozi, Wechsler & Conroy (2013d) to z ∼ 8
using halo merger trees that have been extracted from cosmolog-
ical simulations. These multi-epoch abundance matching models
have been very successful in describing the average evolution of
galaxy properties in dark matter haloes. However, they do not self-
consistently track the growth history of individual galaxies. Inferred
galaxy properties such as clustering then only depend on halo mass,
although it is well established that the spatial distribution of dark
matter haloes depends on their formation time (e.g. Gao, Springel
&White 2005). Hence galaxy properties should also depend on the
formation history of the halo.
A simple way to design an empirical model for the evolution of
individual galaxies is presented by Mutch, Croton & Poole (2013).
Instead of linking integrated properties such as the present stellar
mass to the halo mass, they connect instantaneous properties. In
this model the star formation rate (SFR) of a galaxy is given by
the product of the halo growth rate which determines how much
material becomes available for star formation, and a parameterised
baryon conversion efficiency which only depends on halo mass and
determines how effectively this material is converted into stars. The
stellar mass of a galaxy is then computed by integrating the SFHs of
each galaxy through cosmic time taking into account galaxy merg-
ers. In this way a complete formation history for every galaxy is
provided. The connection between star formation and halo growth
is also found observationally (Tinker et al. 2012) and in hydrody-
namical simulations (Feldmann et al. 2016). An alternative method
is to directly relate the SFH to the mass of the halo at any given
time (Lu et al. 2014, 2015).
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Figure 1. Left panel: Slice through the cosmological dark matter simulation with 6 Mpc thickness and 750 Mpc width. The colour indicates dark matter
density (red: high, blue: low). Right panel: The same slice populated with galaxies using the new empirical model Emerge, presented in this paper. Each dot
corresponds to a galaxy – the size scales with stellar mass and the colour corresponds to the specific star formation rate as indicated by the colour bar. The
model makes definite predictions about stellar masses and star formation activity of central and satellite galaxies in individual dark matter haloes and subhaloes.
In this work we present the novel empirical model Emerge1
that describes the formation of individual galaxies in dark matter
haloes. We follow Mutch et al. (2013) and compute the SFR from
the halo growth rate and the instantaneous conversion efficiency.
However, we use a more realistic parameterisation that depends on
redshift and allows for different slopes at the low and high-mass
ends. Moreover, instead of setting the SFR to zero for all satellite
galaxies, we include empirical treatments for star formation after in-
fall based on the ‘delayed-then-rapid’ mechanism found by Wetzel,
Tinker & Conroy (2012), and for tidal stripping. To construct this
new empirical model we follow the philosophy laid out in Lu et al.
(2014), and attempt to let the data speak for themselves in a way that
is as independent as possible of any model assumptions. Specifi-
cally, we assume that structure formation is determined by aΛCDM
cosmology, that the SFR of a galaxy depends on its halo’s mass and
growth rate and the redshift, and that once a galaxy becomes a satel-
lite it continues to form stars until it is rapidly quenched, its stars are
stripped to the background when its halo has lost a significant frac-
tion of its mass, and it merges with the central galaxy on a dynamical
friction timescale otherwise. We constrain each of these processes
with a specific data set minimising the correlation between param-
eters. The complexity of the model is increased stepwise if the data
require it, which we assess with a number of different model selec-
tion statistics. In this way we aim to construct the simplest model
that is in agreement with the data.
This paper is organised as follows. In Section 2 we describe
the cosmological darkmatter simulations and the observational data
sets we use to constrain our model. The methodology of our new
empirical model is presented in Section 3. We further discuss how
the model is constrained and compare our best-fit model to the data.
In Section 4 we present our main results for the growth of the stellar
component and the integrated conversion efficiency. We discuss
the model in Section 5 and provide a summary and an outlook in
Section 6. In Appendix A the model selection process is explained
1 EmpiricalModEl for the foRmation of GalaxiEs
in detail, and in Appendix B we discuss the correlation between
model parameters.
Throughout this work we assume a Planck ΛCDM cosmology
with (Ωm, ΩΛ, Ωb, h, ns, σ8) = (0.308, 0.692, 0.0484, 0.6781,
0.9677, 0.8149). We employ a Chabrier (2003) initial mass function
(IMF) and we convert all stellar masses and SFRs to this IMF. All
virial masses are computed according to the overdensity criterion
by Bryan & Norman (1998). In order to simplify the notation, we
will use the capital M to denote dark matter halo masses and the
lower case m to denote galaxy stellar masses.
2 SIMULATIONS AND OBSERVATIONS
Empirical models connect observed galaxy properties to simulated
dark matter haloes. The main pillars of each empirical model are
therefore a cosmologicalN-body simulation fromwhich darkmatter
haloes and merger trees are extracted, and observed data. In this
work we used two dark matter simulations with side lengths of
150 Mpc and 200 Mpc, respectively. We further used five different
observational constraints taken from the literature. In this section
we provide more details on the simulations and observations.
2.1 Dark matter simulations
The empirical model presented in this paper follows the growth of
dark matter haloes and assigns a SFR to the galaxy at its centre.
For this, we have extracted the halo merger trees from two N-body
simulations. The first simulation has a smaller volume and fewer
particles, and consequently results in fewer halo merger trees. It is
therefore well suited to run the empirical model multiple times, as
done for parameter space exploration. The second simulation has
a larger volume and more particles and hence more merger trees.
We only use this simulation in single runs with previously deter-
mined parameters to cover a larger mass range. As we will show,
the simulations lead to identical results for the galaxy populations.
For both simulations we adopted cosmological parameters con-
sistent with the latest results by the Planck Collaboration (2016).
MNRAS 000, 1–30 (2017)
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Table 1. Observed cosmic star formation rate densities
Publication z Area IMF λ
Robotham & Driver (2011) 0.0 - 0.1 833.13 S UV
Salim et al. (2007) 0.0 - 0.2 741 C UV
Gunawardhana et al. (2015) 0.0 - 0.4 144 C Hα
Ly et al. (2011a) 0.8 0.82 S Hα
Zheng et al. (2007a) 0.2 - 1.0 0.458 C UV/IR
Rujopakarn et al. (2010) 0.0 - 1.2 6 9 S FIR
Smolčić et al. (2009) 0.1 - 1.3 2 S 1.4 GHz
Shim et al. (2009) 0.7 - 1.9 0.029 S Hα
Tadaki et al. (2011) 0.0 - 0.2 0.016 S Hα
Sobral et al. (2013) 2.2 6 1.68 S Hα
Magnelli et al. (2011) 1.3 - 2.3 0.079 S IR
Hayes et al. (2010) 2.2 0.016 S Hα
Karim et al. (2011) 0.2 - 3.0 1.72 C 1.4 GHz
Ly et al. (2011b) 1 - 3 0.242 S UV
Kajisawa et al. (2010) 0.5 - 3.5 0.029 S UV/IR
Reddy & Steidel (2009) 1.9 - 3.4 0.906 K UV
Burgarella et al. (2013) 0 - 4 6 0.6 S UV/IR
Cucciati et al. (2012) 0 - 4.5 0.611 S UV
Dunne et al. (2009) 0 - 5 0.8 S 1.4 GHz
Le Borgne et al. (2009) 1 - 5 0.07 S IR/mm
van der Burg et al. (2010) 3 - 5 4 S UV
Bourne et al. (2016) 0.5 - 6 0.064 C UV/IR
Duncan et al. (2014) 4 - 7 6 0.017 C UV
Oesch et al. (2013) 3.8 - 11 0.045 S UV
McLure et al. (2013) 6 - 10 6 0.05 S UV
Notes: Columns are publication (1), redshift range z (2), survey area in
deg2 (3), IMF (4): C (Chabrier 2003), S (Salpeter 1955), K (Kroupa 2001),
and spectral range used to convert fluxes into SFRs (5).
Specifically, we chose Ωm = 0.308, ΩΛ = 0.692, Ωb = 0.0484,
H0 = 67.81 km s−1 Mpc−1, ns = 0.9677, and σ8 = 0.8149.
The initial conditions for both simulations were generated with
theMusic code (Hahn & Abel 2011) using a power spectrum com-
puted with the CAMB code (Lewis, Challinor & Lasenby 2000). The
first simulation has a side length of 150 Mpc and contains 5123 dark
matter particles corresponding to a particle mass of 9.88× 108M .
The second simulation has a side length of 200 Mpc and contains
10243 dark matter particles corresponding to a particle mass of
2.92 × 108M . Both simulations were run with periodic boundary
conditions from redshift z = 63 to 0 using the TreePM code Gad-
get3 (Springel 2005) creating 94 snapshots, equally spaced in scale
factor (∆a = 0.01). The gravitational softening was 6 kpc for the
150 Mpc simulation, and 3.3 kpc for the 200 Mpc simulation. In the
left panel of Figure 1 we show a density map of the first simulation,
remapped into a sheet with 6 Mpc thickness and 750 Mpc width
using the method presented by Carlson & White (2010).
Darkmatter haloes and subhaloes in the simulations were iden-
tified with the seven-dimensional halo finder Rockstar (Behroozi,
Wechsler & Wu 2013a) for each snapshot. Halo masses were cal-
culated using spherical overdensities, according to the criterion for
a spherical collapse model of a tophat perturbation in a ΛCDM
cosmology by Bryan & Norman (1998). Given a minimal particle
number of 100 for each halo the minimally resolved halo mass is
Mmin = 1011M for the 150 Mpc box, and Mmin = 1010.5M for
the 200 Mpc box. Merger trees were generated using the Consis-
tentTrees algorithm (Behroozi et al. 2013c), providing a physically
consistent evolution of halo properties across time steps. We use the
term ‘main halo’ to refer to distinct haloes that are not located within
a larger halo, while the term ‘subhalo’ refers to all other haloes. We
Table 2. Observed specific star formation rates
Publication z Area IMF λ
Salim et al. (2007) 0.0 - 0.2 741 C UV
Zheng et al. (2007a) 0.2 - 1.0 0.458 C UV/IR
Twite et al. (2012) 1.0 1.4 C Hα
Noeske et al. (2007) 0.2 - 1.1 0.5 K UV/IR
Tadaki et al. (2011) 2.2 0.016 S Hα
Whitaker et al. (2012) 0.0 - 2.5 0.4 C UV/IR
Daddi et al. (2007) 1.4 - 2.5 0.06 S UV-1.4 GHz
Salmi et al. (2012) 0.9 - 1.3 0.06 C UV
Karim et al. (2011) 0.2 - 3.0 1.72 C 1.4 GHz
Kajisawa et al. (2010) 0.5 - 3.5 0.029 S UV/IR
Reddy et al. (2012) 1.4 - 3.7 0.44 S UV/IR
Feulner et al. (2005) 0.4 - 5.0 0.014 S UV/IR
Lee et al. (2012) 3.3 - 4.3 5.3 C UV/IR
González et al. (2011) 4 - 6 0.015 S UV/IR
Schaerer et al. (2010) 6 - 8 2 S UV
Labbé et al. (2013) 8 0.04 S UV/IR
McLure et al. (2011) 6 - 8.7 0.013 C UV
Duncan et al. (2014) 4 - 7 0.017 C UV
Notes: Columns are publication (1), redshift range z (2), survey area in deg2
(3), IMF (4), and spectral range used to convert fluxes into SFRs (5).
further assume that both main haloes and subhaloes host galaxies
at their centres. The galaxy at the centre of a main halo is referred
to as ‘central galaxy’, and all galaxies within subhaloes are referred
to as ‘satellite galaxy’.
2.2 Observations
The empirical model assigns a SFR to each galaxy based on the
growth rate of its halo, and the stellar masses are computed by inte-
grating these. To constrain the star formation we use five different
observational constraints: SMFs, cosmic SFR densities (CSFRDs),
specific SFRs (sSFRs), fractions of quenched galaxies, and pro-
jected galaxy correlation functions. We convert all units to physical
units using h = 0.6781. All stellar masses and SFRs are converted
to be consistent with a Chabrier (2003) IMF. An evolving or non-
universal IMF is not considered.
We specifically do not take into consideration any other system-
atic effects, such as different stellar populations synthesis models,
dust models, spectral energy distribution fitting methods, assumed
SFHs, metallicities, photometry, redshift measurements, and cos-
mic variance. Instead, we consider these effects to be sources of
error for the model SFRs and stellar masses. As observational stud-
ies typically do not take these sources into account when quoting the
errors, we calculate the variance between different observations and
add the result quadratically to each data point to estimate the true
systematic errors. In this way, the uncertainties in the observations,
i.e. scatter between different data sets, will get translated into model
uncertainties. The resulting confidence levels in modelled galaxy
properties will thus reflect our lack of knowledge on systematic
observational effects. We do not combine different measurements
into an average sample (e.g. at various redshifts), but compute a
corresponding model prediction for each measured data point.
The normalisation of the instantaneous baryon conversion ef-
ficiency can be constrained with the observed CSFRD. In Table 1
and in Figure 4 we summarise all data sets that we have used in this
work. A broad range of techniques has been used to convert fluxes
into SFRs using narrowband (Hα), broadband (UV-IR), and radio
MNRAS 000, 1–30 (2017)
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Table 3. Observed stellar mass functions
Publication Abb. z Area IMF
Baldry et al. (2012) Bal12 0.0 - 0.1 143 C
Li & White (2009) LW09 0.0 - 0.2 6,437 C
Bernardi et al. (2013) Ber13 0.0 - 0.2 4,681 C
Pérez-González et al. (2008) Per08 0.0 - 4.0 0.184 S
Ilbert et al. (2010) Ilb10 0.0 - 2.0 2 C
Pozzetti et al. (2010) Poz10 0.1 - 1.0 1.4 C
Ilbert et al. (2013) Ilb13 0.2 - 4.0 1.52 C
Moustakas et al. (2013) Mou13 0.2 - 1.0 9 C
Muzzin et al. (2013) Muz13 0.2 - 4.0 1.62 K
Kajisawa et al. (2009) Kaj09 0.5 - 3.5 0.0364 S
Santini et al. (2012) San12 0.6 - 4.5 0.0092 S
Mortlock et al. (2011) Mor11 1.0 - 3.5 0.0121 S
Marchesini et al. (2009) Mar09 1.3 - 4.0 0.1620 K
Caputi et al. (2011) Cap11 3.0 - 5.0 0.6 S
Grazian et al. (2015) Gra15 3.5 - 7.5 0.1025 S
Lee et al. (2012) Lee12 3.7 - 5.0 0.0889 C
González et al. (2011) Gon11 4.0 - 7.0 0.0150 S
Duncan et al. (2014) Dun14 4.0 - 7.0 0.0167 C
Song et al. (2016) Son16 4.0 - 8.0 0.0778 S
Notes: Columns are publication (1), abbreviation (2), redshift range z (3),
survey area in deg2(4), and IMF (5).
(1.4 GHz) surveys up to z = 11. Recent observations find that the
CSFRD falls off rather steeply for z > 3. Although there is gener-
ally a very good agreement between different data sets we find a
variance of 0.1 dex which we include in the errors. To constrain the
low and high-mass ends of the instantaneous conversion efficiency
we use observed sSFRs for different stellar masses and redshifts up
to z = 8. The data sets are summarised in Table 2 and in Figure 5.
As the data sets are not fully consistent with each other, we find a
variance of 0.15 dex independent of stellar mass and redshift, and
correct the errors to account for this.
To constrain the overall evolution of galaxies and specifically
contribution of galaxymergers, we use the SMFs from z = 0 to z = 8
presented in Table 3 and in Figure 6. This includes data from wide
surveys that capture many massive galaxies, and from deep surveys
that can well constrain the low-mass tail. Most recent observations
find rather steep low-mass slopes, reconciling the tension between
the integrated CSFRD and the integrated SMFs. At low redshift
there is generally a good agreement between different data sets.
However, at higher redshift some of the data sets are not consistent
with each other showing that the systematic errors have not been
fully considered. We find a variance of 0.015 dex at z = 0 and 0.3
dex beyond z = 2 and modify the errors accordingly. Additionally,
the limited photometric information means that stellar populations
cannot be fully constrained, leading to intrinsic scatter in the mass
estimates relative to the true mass. As this effects becomes stronger
at high redshift, we estimate the scatter asσ(z) = 0.08+0.06z, based
on the results of Li & White (2009) at z ∼ 0.1 and Pérez-González
et al. (2008) at z . 4. Thus, when comparing to observed stellar
masses we draw the stellar mass from a lognormal distribution with
a mean value given by the model mass and a scatter of σ(z).
As in our model satellite galaxies keep forming stars for a
specific timescale after their halo reaches its peak mass, we need
an observational constraint to determine if it is still forming stars
or has been quenched. Several authors have measured the SMF for
both active and passive galaxies up to z = 0, and can thus provide
the fraction of quenched galaxies as a function of stellar mass.
These measurements are summarised in Table 4 and in Figure 7.
Table 4. Observed quenched fractions
Publication z Area IMF A/P
Wetzel et al. (2012) 0.0 - 0.1 7,97 C sSFR
Drory et al. (2009) 0.2 - 1.0 1.73 C NUV-R-J
Ilbert et al. (2013) 0.2 - 4.0 1.52 C NUV-r+-J
Moustakas et al. (2013) 0.2 - 1.0 9 C sSFR
Lin et al. (2014) 0.2 - 0.8 70 S sSFR
Muzzin et al. (2013) 0.2 - 4.0 1.62 K U-V -J
Notes: Columns are publication (1), redshift range z (2), total survey area in
deg2 (3), IMF (4), and method to separate active from passive galaxies (5):
active-to-passive cut based on the sSFR, or based on location in rest-frame
colour-colour diagram (e.g.U-V -J :U −V vs.V − J).
Table 5. Observed projected correlation functions
Publication Survey Stellar mass IMF
Li et al. (2006) SDSS/DR2 K03 C
Guo et al. (2011) SDSS/DR7 K03 C
Yang et al. (2012) SDSS/DR7 B03 C
Notes:Columns are publication (1), survey data (2), method to derive stellar
mass (3): K03 (Kauffmann et al. 2003), B03 (Bell et al. 2003), and IMF (4).
To distinguish quenched from star forming galaxies observational
studies use two different techniques. One is to also measure the
SFR of each object and then applying a cut at a certain sSFR. If the
SFR cannot be obtained for all galaxies because of limited depth,
the classification can also be based on a colour-colour diagram that
is easier to obtain. Although it is clear that these techniques do
not correspond perfectly for each galaxy, it has been shown that
they correlate well (Williams et al. 2009). The variance between the
different data sets is 10 per cent andweupdate the errors accordingly.
In our model satellite galaxies get tidally stripped once their
halo has fallen below a specific fraction of its peak mass. This
affects galaxy clustering on small scales, so we use the projected
galaxy auto-correlation functions summarised in Table 5 and Figure
8 to constrain this fraction. All data sets are are based on the Sloan
Digital Sky Survery (York et al. 2000), but while Li et al. (2006) use
the Data Release 2 (DR2; Abazajian et al. 2004), Guo et al. (2011)
and Yang et al. (2012) use the Data Release 7 (DR7; Abazajian
et al. 2009). Stellar masses in Li et al. (2006) and Guo et al. (2011)
are computed following Kauffmann et al. (2003), while Yang et al.
(2012) follow Bell et al. (2003). Although the data sets are in good
agreement we find a variance of 0.15 dex which we add to the errors.
3 CONNECTING GALAXIES AND HALOES
In this section we describe how Emerge relates galaxies to their
dark matter haloes. To populate the dark matter halo merger trees
that have been extracted from the simulations presented in section
2.1 with galaxies, we first compute the SFR based on the growth
rate of the halo, and then integrate this to derive the stellar mass
of each galaxy. We further consider the relevant effects for satellite
galaxies, i.e. quenching, stripping andmerging. For any set of model
parameters we then compute a number of mock observations and
compare them to the data presented in section 2.2. Finally, themodel
parameters are fitted to reproduce the observations using a Markov
chain Monte Carlo method.
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3.1 Star formation in dark matter haloes
While in previous empirical models the stellar mass of a galaxy has
been linked to its halo mass, Emerge connects the time derivatives
of these two quantities, i.e. the SFR of a galaxy is linked to growth
rate of its halo. We assume that the baryonic mass in every dark
matter halo is given by the universal fraction fb = Ωb/Ωm = 0.156,
and that the rate of infalling baryonic mass Ûmb is proportional to
the halo growth rate ÛM . The SFR is then given by the product of
the baryonic growth rate and the instantaneous baryon conversion
efficiency  which may depend on halo mass and redshift:
dm∗(M, z)
dt
=
dmb
dt
· (M, z) = fb
dM
dt
· (M, z) . (1)
The baryonic growth rate at a given redshift z thus determines the
amount of material that is available for galaxy formation, while
the conversion efficiency denotes how effectively this material is
converted into stars. In the following sections we show how we
compute these two quantities.
3.1.1 The baryonic growth rate
The baryonic growth rate can be extracted from the dark matter
simulations by assuming that the fraction of infalling baryons is
equal to the universal fraction:
dmb
dt
= fb
dM
dt
. (2)
All baryonic material that falls into the dark matter halo becomes
available for star formation within one dynamical time of the halo
tdyn = (R3v/GM)1/2, where G is the gravitational constant and Rv
is the virial radius. We therefore let the baryonic growth rate only
depend on the halo growth rate averaged over the dynamical time,
defined as〈
dM
dt
〉
dyn
=
M(t) − M(t − tdyn)
tdyn
, (3)
Consequently, the model becomes independent of the time resolu-
tion of the simulation as long as the evaluation timesteps are smaller
than tdyn.
This growth rate can be split into two contributions (Diemer,
More & Kravtsov 2013): the physical growth of the halo due to
accretion (i.e. the mass growth inside a fixed radius), and pseudo
evolution due to the growing virial radius over cosmic time as the
background density decreases. The growth rate due to accretion can
be combuted as
dM
dt
=
〈
dM
dt
〉
dyn
− 4pi R2v ρ(Rv)
〈
dRv
dt
〉
dyn
, (4)
where Rv is the virial radius of the main progenitor and ρ(Rv) is
its density at the virial radius (c.f. eqn. 9 in Diemer et al. 2013).
The density for a Navarro, Frenk & White (1997) profile can be
computed using the halo scale length extracted from the simulation.
Here we are only interested in the infalling baryons that will
be available for galaxy formation. However, unlike dark matter,
baryons do not splash back beyond the virial radius, but typically
remain inside. The rate of baryons becoming available for galaxy
formation at the virial radius can thus be slightly higher than fb ÛM
in massive systems, more closely following the halo growth rate
without the pseudo evolution correction. We have tested our model
for standard growth rates and growth rates corrected for pseudo
evolution and find that the results are identical except for a small
shift (10 per cent) in the normalisation of the conversion efficiency.
All results reported in this work are based on growth rates corrected
for pseudo evolution.
The baryonic growth rate describes how much material is be-
coming available for star formation, so we require it to be non-
negative. Negative ÛM will occur when haloes are stripped. In this
case we set the growth rate to zero.
3.1.2 The instantaneous baryon conversion efficiency
The instantaneous baryon conversion efficiency  describes how
efficiently gas that is becoming available according to the bary-
onic growth function are converted into stars. This efficiency
parametrises the effects of physical processes that determine how
gas is converted into stars, i.e. gas cooling, star formation, and var-
ious feedback processes. Therefore, it can be a function of many
parameters and can become arbitrarily complex. Following the phi-
losophy of our approach to find the simplest model that is able
to reproduce a large number of observations, we assume that the
efficiency only depends on halo mass M and redshift z.
Comparing the observed SMF and the computed HMF, simple
empirical models find that the integrated baryon conversion effi-
ciency (i.e. the ratio between all stellar mass and baryonic mass
in a halo m/mb) is a strong function of halo mass at any redshift.
While peaking at a halo mass of log10(M/M) ≈ 12, the integrated
efficiency declines towards both lower and higher halo masses. In
the currently favoured picture, feedback from supernovae can drive
massive galactic winds that are able to eject gas from the shallow
potential wells of low mass haloes, reducing the availability of fuel
for star formation. In massive haloes it is believed that feedback
from active galactic nuclei (AGN) can heat the gas in the halo and
prevent it from cooling. Also gravitational heating may play a role
in further preventing the gas from cooling. The halo mass where
galaxy formation is most efficient can then be understood as the
mass where the combination of the various physical processes that
reduce the efficiency is minimal integrated over time. However, the
integrated efficiency is still several steps away from the instanta-
neous efficiency as it includes the effects of stellar mass loss and
galaxy mergers, so it may have a different dependence on halo mass
and redshift.
To find a suitable parameterisation of the instantaneous baryon
conversion efficiency, we used the predictions by Moster et al.
(2013) and find that at every redshift the dependence of the in-
stantaneous efficiency on halo mass can be described by a double
power law as is typically used for the integrated efficiency. This is
consistent with the results of Behroozi, Wechsler & Conroy (2013b,
c.f. their figure 2). Therefore we adopt the parameterisation used for
the integrated efficiency introduced in Moster et al. (2010):
(M, z) = 2 N
[(
M
M1
)−β
+
(
M
M1
)γ]−1
. (5)
It is governed by four free parameters: the normalisation N, the
characteristic mass M1 where the efficiency is equal to its normali-
sation, and the two slopes β and γ that determine how the efficiency
decreases at low and high mass, respectively. An illustration of the
dependence of the efficiency on halo mass is shown in Figure 2.
Baryon conversion is most efficient at a halo mass close to the
characteristic one:
Mmax = M1
(
β
γ
)1/(β+γ)
. (6)
We typically expect the values of β and γ to be positive, i.e. at low
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Figure 2. Illustration of the dependence of the instantaneous baryon con-
version efficiency  on halo mass M . The efficiency peaks close to the
characteristic halo massM1 where it has the normalisation N. Towards low
masses the efficiency decreases with the slope β while towards high masses
it decreases with the slope γ.
masses the efficiency increases with increasing mass, while at high
masses the efficiency decreases with increasing mass. However, we
impose no a-priori restrictions on the values of the slopes, such that
the parameterisation is very flexible and can adopt to a wide range
of observational constraints.
As the integrated baryon conversion efficiency depends on
redshift (e.g. Moster et al. 2013), we allow the parameters of the
instantaneous baryon conversion efficiency to vary with redshift. As
before we try to find a parameterisation that is as simple as possible.
For each parameter we adopt a linear dependence on the scale factor
a = (z + 1)−1, and use model selection statistics to determine if this
constitutes an improvement over a redshift-independent parameter-
isation (see Appendix A). We find that the simplest model that can
reproduce the data has redshift-dependence in M1, N, and β while
the high mass slope γ is constant over cosmic time. We hence adopt
the following parameterisations:
log10 M1(z) = M0 + Mz(1 − a) = M0 + Mz
z
z + 1
, (7)
N(z) = 0 + z(1 − a) = 0 + z zz + 1 , (8)
β(z) = β0 + βz(1 − a) = β0 + βz zz + 1 , (9)
γ(z) = γ0 . (10)
We do not impose any a priori constraints on these parameters,
except for physical boundary conditions, e.g. o + z > 0. The
instantaneous baryon conversion efficiency of any halo thus only
depends on its mass and redshift, and no artificial scatter is added
to it. This means that two haloes with the same mass at a given
redshift will have the same instantaneous efficiency. However, the
integrated efficiency and hence the stellar mass will depend on the
full formation history of the halo, such that scatter is introduced
self-consistently.
3.1.3 The build-up of stellar mass
Having specified how we compute the baryonic growth rate Ûmb and
the instantaneous baryon conversion efficiency (M, z), we can now
calculate the SFR of the central galaxy Ûm∗(M, ÛM, z) in each halo
using equation (1). The stellarmassm∗ of each galaxywill then grow
by both star formation given by Ûm∗ (in-situ) and by the assembly of
stars that formed outside the galaxy and are being accreted given
by Ûmacc (ex-situ). Moreover, we have to take into account the stellar
mass that is being lost as a consequence of dying stars Ûmloss. The
stellar mass at any time t can then be calculated as
m∗(t) =
∫ t
0
dt ′
[ Ûm∗(t ′) − Ûmloss(t ′) + Ûmacc(t ′)]
=
∫ t
0
dt ′
[ Ûm∗(t ′) · [1 − floss(t − t ′)] + Ûmacc(t ′)]
= mSF(t) + macc(t) , (11)
where floss(t) is the fraction of mass lost by a single stellar popula-
tion with an age t. Using the FSPS package (Conroy & Gunn 2010;
Conroy, White & Gunn 2010) to calculate the rate of stellar mass
loss for a Chabrier (2003) IMF, the fraction of lost stars is well-fit
by
floss(t) = 0.05 ln
(
1 +
t
1.4 Myr
)
. (12)
Note that we do not employ the instantaneous recycling approxi-
mation (where floss is constant), but compute the mass loss as a
function of time.
The first term in equation (11) can be integrated as mSF(t) =∑
ti<t Ûm∗,i ∆ti [1 − floss(t − ti)]. The second term depend on how
accreted stars are added to the central galaxy during a merger. We
discuss the details of merging galaxies in section 3.2.3.
3.1.4 Star formation in growing haloes
The model specified so far can be used to explain the growth of
isolated central galaxies living in monotonically growing dark mat-
ter haloes. Figure 3 illustrates this for four dark matter haloes with
idealised average growth histories for different z = 0 virial masses.
For this illustration we have used the best-fit parameters that will
be derived later, but a departure from their exact values will not
change the qualitative behaviour of the model. In the top panel the
redshift evolution of the halo mass is indicated by the lines of differ-
ent colours. The background colour gives the instantaneous baryon
conversion efficiency (Mh, z) for a given halo mass and redshift.
The most massive halo with a z = 0 virial mass of 1014M (solid
black line) has a path that crosses the peak of the conversion effi-
ciency already at z ≈ 4, while less massive haloes will reach their
peak efficiency later, e.g. a halo with a z = 0 virial mass of 1011M
(dashed blue line) reaches its peak efficiency only around z ≈ 0.
The second panel gives the halo growth rates ÛMh for each
system. Typically the growth rates of massive haloes peak late,
i.e. they assemble most of their mass at low redshift, while haloes
with lower mass have growth rates that peak earlier. However, the
growth histories are rather flat once the peak has been reached, i.e
for z . 5. The third panel shows the SFR of each halo’s central
galaxy Ûm∗, as computed with equation (1), i.e. the product of the
universal baryon fraction fb, the halo’s growth rates ÛMh (from panel
2), and the instantaneous baryon conversion efficiency (Mh, z) at
that halo mass and redshift (from top panel). Since the variation in
the halo growth rate is typically much smaller than the variation in
the conversion efficiency, the change in the SFR ismostly dominated
by the change in the conversion efficiency. At high redshift, when
all haloes still have low mass, their conversion efficiency is rather
low, leading to a low SFR for the central galaxies. As the halo
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Figure 3. Illustration of the growth of haloes and their galaxies. The first
panel shows the evolution of the halo mass for four idealised haloes with
z = 0 masses of log10(M/M) = 11, 12, 13 and 14. The background colour
denotes the instantaneous baryon conversion efficiency  (M, z) for a given
halo mass and redshift. The second panel shows the corresponding growth
rates. In the third panel the star formation rate for the galaxies within the
four haloes is shown as computed with equation (1). It peaks close to the
redshift where the halo mass passes through the maximum efficiency. The
fourth panel gives the time integrated stellar mass, assuming a mass loss
rate of 40 per cent.
mass grows, the conversion efficiency grows as well leading to
higher SFRs. Once the halo mass has reached the value where the
conversion efficiency peaks, the SFR reaches its maximum (with a
slight modulation due the non-constant growth rate). As the halo
becomes more massive, the conversion efficiency decreases again,
leading to lower SFRs, so that the central galaxies stop forming
stars. As massive haloes pass through the peak of the conversion
efficiency earlier, their central galaxies’ SFR reaches its maximum
at a higher redshift than systems with a lower mass. As a result,
massive galaxies typically stop star formation earlier than low mass
galaxies.
Finally, the bottom panel gives the stellar mass of each halo’s
central galaxy m∗, which has been computed by integrating the
SFH. For this illustration only, mergers have been neglected, and a
constant stellarmass loss of 40 per cent has been assumed. Typically,
central galaxies in massive haloes have formed most of their in-situ
mass at high redshift (e.g. z ≈ 3 for Mh = 1014M), and can
then only grow by mergers. On the other side, central galaxies in
low mass haloes have formed most of their stellar mass relatively
recently.
3.2 Satellite galaxies
Having specified the model for isolated, monotonously growing
haloes (i.e. for central galaxies), we now have to consider situa-
tions where the halo is losing mass, and eventually merging with a
larger halo (i.e. satellite galaxies). In Emerge, we make no formal
distinction between haloes and subhaloes (or central and satellite
galaxies) based any specific halo radius. Instead, the only input in
our model is whether a halo grows in mass or not. We consider
three effects that can impact the growth of galaxies in haloes that
have stopped growing: quenching after the halo has not grown for
some time, stripping once the halo has lost a significant fraction
of its mass, and merging once a subhalo has lost its orbital energy.
As with the model for growing haloes, we have chosen the simplest
model that is able to reproduce all observational data. However, it
would be straight forward to increase the model complexity if new
observational data require it.
3.2.1 Quenching
When a halo starts being accreted by a larger halo its own growth
rate begins to decline. Eventually the halo reaches its peak mass,
typically still far outside the virial radius of the larger halo, after
which tidal forces strip mass from the halo. The galaxy in such a
halo then experiences a reduced gas infall rate, such that the cold
gas reservoir will eventually be used up by star formation, and the
galaxy will be quenched.
Using a galaxy group catalog from the Sloan Digital Sky Sur-
vey, together with cosmological simulation, Wetzel et al. (2013)
study the SFHs and quenching timescales of satellite galaxies. They
find a ‘delayed-then-rapid’ quenching scenario in which the SFRs
evolve unaffected for a few Gyr after infall, after which star forma-
tion quenches rapidly. In this way, satellites can grow significantly
in stellar mass after infall, nearly identical to central galaxies. More-
over, they find that quenching time-scales are shorter for more mas-
sive satellites but do not depend on host halo mass.
Using these empirical results, we construct our quenching
model as follows: at each time step in the formation history of a
halo, we record its previous maximum virial mass Mpeak(t), and the
time at which this mass was reached tpeak(t). If the current mass
is lower than the peak mass (M < Mpeak), we keep the SFR of its
galaxy constant, i.e. we use Ûm(tpeak). After a time τ has elapsed and
the halo mass is still below its previous peak mass, the SFR of the
galaxy is set to 0. We parameterise this quenching time with respect
to the halo’s dynamical time tdyn (i.e. proportional to the current
Hubble time), and allow for longer quenching times for low mass
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satellites:
τ = tdyn · τ0
(
m∗
1010M
)−τs
. (13)
We further require a minimum quenching time of τ0 · tdyn. The
satellite quenching model thus has two free parameters, the normal-
isation τ0 describing the quenching time for massive galaxies with
a stellar mass ofm∗ > 1010M , and the slope τs that describes how
the quenching time of low mass galaxies changes with stellar mass.
Both parameters are mostly constrained by the observed fraction of
quenched galaxies as a function of stellar mass at different redshifts.
For a positive τs, we get longer quenching times for less massive
satellites (as found by Wetzel et al. 2013). Using a satellite mass
dependent parameterisation leads to a significantly better fit to the
quenched fractions of low mass galaxies (see Appendix A for more
details). We also tried a model in which we do not keep the SFR
constant after the peak halo mass has been reached, but let it decay
exponentially until the quenching time has elapsed (when it is set
to 0). However, we did not find any significant improvement over
our standard model indicating that the data do not require this decay
(see Appendix A). If the halo mass becomes larger than the previous
peak mass, the SFR is again determined by the halo growth rate and
the instantaneous conversion efficiency (eqn. 1).
3.2.2 Stripping
While a subhalo orbits within its host halo, strong gravitational tidal
forces strip mass from the outer regions of the subhalo, lowering its
own gravitational potential. As the stars in its galaxy are centrally
concentrated andmore tightly bound than the dark matter, the stellar
mass of the satellite changes only slightly until most of the dark
matter has been stripped off. However, at some point, the halo
mass has been lowered enough that it becomes comparable to the
mass of the galaxy, and the gravitational potential of the halo is not
strong enough to protect the galaxy from becoming stripped as well.
Consequently, once the halo has lost enough mass, the stars in its
centre get tidally stripped to the host halo, where they are added to
the stellar halo, or equivalently to the intra-cluster mass (ICM).
We implement this process by comparing the halo mass at each
time to the peak mass of the halo through its history. If the current
halo mass M is smaller than a fraction fs of the peak mass Mpeak,
M < fs · Mpeak (14)
we move all stellar mass m within this halo to the ICM, mICM,new =
mICM,old + m, and then set m = Ûm = 0. The stripping parameter is
mostly constrained by small-scale clustering, as early (late) stripping
leads to less (more) satellites close to the central, such that the one-
halo term of the galaxy two-point correlation function is lowered
(enhanced). We also tried an alternative stripping model in which
the galaxy is stripped, once the halo mass has been reduced below
a given factor of the stellar mass of the galaxy in the centre of the
halo (M < fs · m), but this model resulted in a worse fit to the data
(see Appendix A).
This is one of two channels by which the ICM can grow (the
other being merging). The gravitational potential of a subhalo is too
weak to support its own stellar halo. Thus, once a halo becomes a
subhalo, we move all the mass in its ICM to the ICM of its host
halo.
3.2.3 Merging
Eventually a subhalo will have lost all of its orbital energy due
to dynamical friction and the satellite galaxy will merge with the
central galaxy. We assume that during such a merger a fraction of
satellite stars fesc can escape from the central galaxy and ends up in
the halo as diffuse stellar material not detected in standard surveys.
The merger remnant will then have stellar mass of
mrem = mcen + msat · (1 − fesc) , (15)
while the ICM of the host halo will grow bymICM,new = mICM,old+
fescmsat. We treat the escape fraction fesc as a free parameter. It is
mostly constrained by the evolution of the massive end of the SMF
at low redshift. A low escape fraction will lead to a strong evolution,
while a high escape fraction will lead to little growth in the massive
end. Note that the exact value of fesc will depend on how the stellar
mass function has been derived. If stellar masses are computed from
Petrosianmagnitudes, most of themass in the outskirts of the galaxy
will be seen as belonging to the ICM, resulting in a higher value for
the escape fraction. If instead the stellar masses are computed from
fits to the light profiles, less mass will be classified as ICM, so that
the escape fraction is slower (see section 5.1 for more discussion).
Due to the finite mass resolution of the simulations, sub-haloes
can no longer be identified once tidally stripped below the resolution
limit. Since mass loss can be substantial, this is important even for
fairly massive subhaloes, and a special treatment of these so-called
‘orphans’ becomes necessary. We determine the orbital parameters
at the last moment when a subhalo is identified in the simulation
and use them in the dynamical friction estimate given by Boylan-
Kolchin,Ma&Quataert (2008), which is applicable at radii R < Rv.
We keep the disrupted subhalo and the associated satellite until the
dynamical friction time tdf has elapsed, and assume that only then
does it truly merge with the main halo. While orbiting, the mean
distance between the satellite and the central decays proportional
to fdec =
√
1 − ∆t/tdf , where ∆t is the time since the subhalo was
last identified (see section 8.1.1 of Binney & Tremaine 1987). We
therefore place the orphan galaxy randomly on a sphere around the
central galaxy with a radius of r = r0 fdec, where r0 is the distance
when the subhalo was last identified. To compute if the galaxy gets
tidally stripped, we extrapolate the halo mass linearly. Finally, if
a host halo of an orphan merges with a larger halo and becomes
a subhalo itself, we reset the merger clock, i.e. we recompute the
dynamical friction time with respect to the new central galaxy, and
assume the orphanwill mergewith it once this new time has elapsed.
3.3 Obtaining mock observations
Having specified the model and its free parameters, we are now
able to populate all merger trees of the simulation with galaxies. To
determine the values and uncertainties of our parameters, we need
to compare the predictions of the model to observations. As we
aim to avoid degeneracies between model parameters, we choose
a set of observations that have a different constraining power for
each parameter. The idea here is to have a subset of observations
that mostly constrains one given parameter, while another subset of
observations constrains another parameter, and so forth.
To constrain the overall evolution of the instantaneous conver-
sion efficiency  and specifically its characteristic mass (M0 and
Mz ), we use the SMFs Φ up to z = 8. The CSFRD Ûρ∗ up to z = 11
mostly constrains the evolution of the normalisation of  (0 and
z ). The sSFRs Ψ for galaxies of different stellar masses up to z = 9
can constrain the evolution of the slopes of  (β0, βz , and γ0). The
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Table 6. Fitting results from MCMC
Parameter Best-fit Upper 1σ Lower 1σ
M0 11.339 +0.005 -0.008
Mz 0.692 +0.010 -0.009
0 0.005 +0.001 -0.001
z 0.689 +0.003 -0.003
β0 3.344 +0.084 -0.101
βz -2.079 +0.127 -0.134
γ0 0.966 +0.002 -0.003
fesc 0.388 +0.002 -0.002
fs 0.122 +0.001 -0.001
τ0 4.282 +0.015 -0.020
τs 0.363 +0.014 -0.014
Notes: All masses are in units of M .
low redshift evolution of the massive end of the SMF together with
the sSFR of massive galaxies at low redshift put strong constraints
on the escape fraction fesc. The quenching parameters τ0 and τs
can be constrained with the fraction of quenched galaxies fq as a
function of stellar mass up to z = 4. Finally, galaxy clustering on
small scales, i.e. the projected two-point correlation function wp for
different stellar masses at small radii, put strong constraints on the
stripping parameter fs.
We construct our mock SMFs at the same redshift and mass
bins as the observations, so that we can directly compare each
individual data point Φi(mi, zi) . The CSFRD is computed at each
simulation redshift. We interpolate between these redshifts using
cubic splines to get the data points Ûρ∗i (zi) which we compare to an
observation at a specific redshift zi . To compute the sSFR, we bin
in stellar mass and redshift, and calculate the mean sSFR for each
grid point. We use a 2d cubic spline interpolation on this grid to get
Ψi(mi, zi), which can be compared to a specific observed data point
at a given redshift and stellar mass.
We compute the fraction of quenched galaxies fqi(mi, z) di-
rectly for the same stellar mass and redshift bins as the used obser-
vations. For that we divide the number of all quenched galaxies that
lie in a specific bin by the total number of galaxies in the same bin.
We define a galaxy to be quenched if its sSFR is below a redshift
dependent threshold given by Ψ < 0.3t−1H , where tH is the Hubble
time at that redshift (see e.g. Franx et al. 2008).
Finally, we calculate the z = 0 galaxy two-point correlation
function in a given stellar mass bin using kd-trees following Moore
et al. (2001), which we found to be very effective. Once the tree is
constructed, we count the number of pairs in a distance bin dd(r),
and compute the average number of pairs for a random distribution
Np(r) = 2piN2r2∆rL−3box, where N is the total number of galaxies
in a stellar mass bin. The real space correlation function is then
given by ξ(r) = dd(r)/Np(r) −1, and we can compute the projected
correlation function wpi(rpi,mi) at the same projected radii rp as
the observations, by integrating ξ(r) along the line of sight:
wp(rp,m) = 2
∫ ∞
rp
dr r ξ(r,m)
(
r2 − rp2
)−1/2
. (16)
3.4 Fitting the model parameters
For a specificmodel, i.e. a given set of parameters ®θ, we can compute
the mock observations ®µ(®θ) and compare them to the observations
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Figure 4. Cosmic star formation rate density as a function of redshift.
The symbols of different colours denote observational estimates derived
with different methods (c.f. Table 1). The black solid line shows the model
prediction for the best-fit parameters for the 150 Mpc box, while the green
dashed line shows the model with the same parameters for the 200 Mpc
box. The red/blue solid lines show the contribution from galaxies and their
progenitors that are quenched/star-forming at z = 0.
®ω to get the difference ®∆:
®µ(®θ) = (log10 Φm, log10 Ûρ∗m, log10 Ψm, fqm,wpm) (17)
®ω = (log10 Φo, log10 Ûρ∗o, log10 Ψo, fqo,wpo) (18)
®∆ = ®ω − ®µ(®θ) . (19)
We can then compute
χ2 = ®∆T C−1 ®∆ , (20)
where C is the covariance matrix of the observed data, and assign a
likelihood to the model
L = exp
(
−χ2/2
)
. (21)
If available, we use the full covariance matrix, otherwise we calcu-
late it as C = diag(σ21 , ..., σ2N ), where σi is the uncertainty of the
ith data point.
Having assigned a probability to each possible model, we can
now try to find the best-fit model, i.e. the model that maximises the
likelihood (and minimises χ2), and derive the model uncertainty,
i.e. the 1σ errors of the parameters. Before sampling the posterior
probability distribution, we found it very effective to first find the
best-fit model using a dedicated method. We employed the Hybrid
method presented in Elson et al. (2007), which combines elements
of simulated annealing, Markov-Chain Monte Carlo, and particle-
swarm methods. In Hybrid a set of chains is run according to the
Metropolis-Hastings algorithm, but the step size of each walker is
adjusted based on the ratio of the χ2 of a walker and the average χ2
at this step (i.e. how well the walker does compared to the others).
Furthermore, the step size of all walkers is adjusted based on the
ratio of the average χ2 at this step and the initial average χ2 (i.e.
how well the walkers do compared to their starting position). To
find the maximum likelihood, we ran 14 sets of chains starting from
different regions in parameter space, eachwith 30walkers and 2,000
steps (so 60,000 models each). This was sufficient, so that all sets
of chains found the same minimum.
Once we have identified the global minimum, we are interested
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correspond to poisson noise.
in the posterior probability distribution around this point to derive
the parameter uncertainties.We sample the posterior using the affine
invariant ensemble sampler for MCMC presented by Goodman &
Weare (2010). In this method an ensemble of walkers is evolved by
proposing a new position for a walker k stretching along the line to
another randomwalker j: ®θk,new = ®θ j +Z(®θk − ®θ j ), with the random
number Z drawn from the distribution g(z) = 1/√z. The new po-
sition is accepted with the probability q = ZN−1L(®θk,new)/L(®θk ),
where N is the number of parameters. After a few autocorrelation
times the current walker positions represent an independent sample
of the posterior distribution. We use 10 ensembles of 100 walkers
each, which we initialise in a tight sphere around the previously
found best-fit model, and evolve each walker for 1,000 steps, i.e.
1,000,000 models are computed. At this point the 1σ parameter er-
rors derived from thewalker distribution have converged.We extract
the errors from the final ensembles.
3.5 Fitting results
The best-fit parameters and their 1σ uncertainties are presented in
Table 6. The characteristic halo mass of the instantaneous conver-
sion efficiency M1 decreases from 1.1× 1012M at high redshift to
2.2 × 1011M at z = 0. The peak efficiency decreases from 70 per
cent to lower than one per cent at z = 0. The low mass slope of the
efficiency steepens drastically from 1.3 to 3.3, leading tomuch lower
efficiencies for low mass galaxies at low redshift. The constant high
mass slope is found to be about 1. The escape fraction frommergers
is constrained at just under 40 per cent, which is considerably higher
than the 20 per cent we assumed in Moster et al. (2013). The strip-
ping parameter fs is slightly larger than 10 per cent, which means
that satellite galaxies get stripped to the ICMonce its subhalo’smass
has reached a tenth of its peak value. The satellite quenching times
are found to be about 4 dynamical times for massive galaxies with
m > 1010M , and considerably longer for galaxies with lower mass
(e.g. about 10 dynamical times for galaxies with m = 109M). We
discuss the correlations between the model parameters in Appendix
B. In the right panel of Figure 1 we show the distribution of galaxies
in the simulation box with 150 Mpc side length, calculated with our
best-fit model. As in the left panel, the volume has been remapped
into a a sheet with 6 Mpc thickness and 750 Mpc width. Each dot
corresponds to a galaxy, while the size of the dots corresponds to
the stellar mass and the colour indicates the specific star formation
rate as given by the colour bar. Massive quenched (red) galaxies
are clustered at the knots of the cosmic web, while active (blue)
galaxies are preferentially located along the filaments.
We first check how well the best-fit model is able to reproduce
the data that has been used to fit the parameters to judge if the em-
pirical relations we employed are sensible. In Figure 4 we compare
the resulting CSFRD (lines) to the data that have been used to fit
the model (symbols). Symbols of different colours denote estimates
derived with different methods. These data strongly constrain the
overall normalisation of the instantaneous conversion efficiency and
its redshift evolution. The black solid line shows the model results
obtained for the box with 150 Mpc side length which has been used
to fit the parameters. The green dashed line has been obtained by
running the model with the previously fitted parameters on the box
with 200 Mpc side length, which is not only bigger but also better
resolved. This indicates that the model is converged and reproduces
the same SFRs independent of the simulation size and mass resolu-
tion. The red/blue solid lines show the contribution to the CSFRD
fromgalaxies and their progenitors that are quenched/star-forming at
z = 0. This demonstrates that the progenitors of local star-forming
galaxies played a very minor role in the peak of cosmic star for-
mation at z ∼ 2 − 3, while the main contribution to cosmic star
formation beyond z > 0.5 is from galaxies that are now quenched.
The SFRs of galaxies strongly depends on their stellarmass and
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on redshift. Figure 5 compares the sSFRs as a function of redshift
of observed galaxies (symbols) to the model results (lines) for four
stellar mass bins. For this, only galaxies have been selected that
have the quoted stellarmass at the quoted redshift. Again, symbols of
different colours have been derived with different methods. As these
data give the SFR of low-mass and high-mass galaxies individually,
they strongly constrain the slopes and the characteristic mass of the
instantaneous conversion efficiency and their redshift evolutions.
The black solid lines show the best-fit model obtained with the
150 Mpc box, while the green dashed lines show the samemodel run
on the 200 Mpc box. Also here, the results do not depend on box size
and resolution. Themodel fits the observed data verywell, including
the plateau at high redshift. The SFRs for massive galaxies at high
redshift are considerably lower than the radio observations, but the
uncertainty between different observational methods is relatively
large in this range as well.
Integrating the SFRs, taking into account stellar mass loss and
merging, provides us with stellar masses for all galaxies, so that
we can compute the stellar mass functions up to high redshift. We
compare the observed SMFs (symbols) to the model results (lines)
in Figure 6. These data give strong constraints on the characteristic
mass of the instantaneous conversion efficiency and its redshift
evolution. The solid black lines show the best-fit model for the
150 Mpc box and the green dashed lines show the same model
run on the 200 Mpc box, indicating that also the stellar masses are
converged. The local SMF is reproduced very accurately, while at
intermediate redshift (1 < z < 3) the model is on the upper end
of the observations around the knee. At high redshift the SMFs
are fitted very well. Thus it is possible to fit both observed SFRs
and stellar masses if stellar mass loss and merging are taken into
account.We therefore conclude that there is no tension for the stellar
mass density between integrated SMFs and the integrated CSFRD,
in agreement with previous findings (Moster et al. 2013; Behroozi
et al. 2013d).
To constrain the quenching timescale for satellites we have
used the fraction of quenched galaxies as function of stellar mass
and redshift. For very short quenching times the quenched fraction
will be too high, while for very long quenching timescales they
will be too low. We compare the observed data (symbols) that have
been used in the fit, to the results of the best-fit model (lines) in
Figure 7. The solid black lines show the best-fit model for the
150 Mpc box and the green dashed lines show the same model run
on the 200 Mpc box. Also for the fraction of quenched galaxies
we find that the model has converged. At low redshift the model
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Figure 7. Fraction of quenched galaxies as a function of stellar mass for six redshift bins from z = 0 (upper left panel) to z ∼ 4 (bottom right panel). The
symbols give observational estimates (c.f. Table 4), while the black solid line shows the model prediction for the best-fit parameters for the box with a side
length of 150 Mpc and the green dashed line shows the model with the same parameters for the 200 Mpc box. The shaded regions correspond to poisson noise.
provides an excellent fit to the data. At intermediate redshift (around
z ∼ 1) the fraction of quenched galaxies is slightly underpredicted
for intermediate mass galaxies (1010 < m∗/M < 1011). This
corresponds to the stellar mass and redshift range, where the model
SMF is on the higher side of the data. As the model gives a very
good fit to the observed SFR in this range, we conclude that the
observed SMFs and quenched fractions arewell consistentwith each
other, but they are in slight disagreement with the observed SFRs.
At higher redshift, the model agrees very well with the observed
quenched fractions.
Wehave used the projected correlation function to constrain the
stripping parameter of our model. If satellite galaxies are stripped
very early (i.e. when their subhalo still has a large fraction of its peak
mass), the model correlation function on small scales will be too
low compared to the data, while for late stripping (i.e. the satellite
exists until its subhalo has lost a large fraction of its peak mass)
it will be too high. On large scales, beyond the typical host halo
radius for galaxies of a given stellar mass, the projected correlation
function is not affected. In Figure 8 we show the observed data that
have been used in the fit (symbols), and the results of the best-fit
model (lines). The best-fit model for the 150 Mpc box is given by
the solid black lines, while the green dashed lines show the same
model run on the 200 Mpc box. For both simulations the model
agrees remarkably well with the data. On small scales this is the
consequence of fitting the stripping parameter. However, as on large
scales the correlation function is not impacted by this, the agreement
between data and model is a direct result of assigning galaxies of
a given stellar mass to haloes of the right mass. Galaxy clustering
thus directly follows from halo clustering, which has been found
before with simple empirical models, such as subhalo abundance
matching.
Before we focus on the predictions of the new model and the
comparison to previously published results, we demonstrate how
the different observational data constrain the individual parameters.
While the instantaneous conversion efficiency and its parameters
are fixed by the evolution of the CSFRD (normalisation), the sSFRs
(slopes) and the SMFs (characteristic halo mass), the satellite pa-
rameters are fixed by the fraction of quenched galaxies (quenching),
small-scale clustering (stripping), and the low-redshift evolution of
themassive end of the SMF (merging). In Figure 9, we illustrate how
each satellite parameter is constrained by one specific observation.
In all panels the black lines show the best-fit model and the coloured
lines give the results when the relevant parameter is chosen to have
a larger and smaller value while keeping all other parameters fixed.
The top left panel shows the z = 0 SMF given different values
for the merging parameter fesc. A smaller value of fesc (red line)
leads to more stellar mass ending up in the central galaxy after a
merger (and less mass going into the ICM), so that massive galaxies,
where accretion is a significant growth channel, have even higher
stellar masses. This leads to an over-abundance of massive galaxies
compared to the best-fit model and the observations. On the other
hand, a larger value of fesc (blue line), leads to less stellar mass
going to the central galaxies and more mass being expelled into the
ICM, such that the galaxies at the massive end grow less strongly,
leading to fewer massive galaxies. As the SFRs of massive galaxies
are directly constrained by observed SFRs, the growth of themassive
end of the SMF directly constrains the merging parameter leading to
fesc = 0.388 such that almost half of the mass of a satellite escapes
into the stellar halo.
The bottom left panel of Figure 9 shows the effects on the
fraction of galaxies as function of stellar mass when the quenching
parameters are varied. Keeping all parameters fixed (including the
quenching slope τs), a higher normalisation τ0 (blue line) leads to
longer quenching times for all satellites. As they can retain star
formation for a longer time, this results in lower quenched fractions
compared to the best-fit model (and the data) for all stellar masses.
For a lower normalisation (red line), the satellites become quenched
shortly after their halo reaches peak mass (i.e. when the galaxy
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becomes a satellite). Consequently this leads to higher fractions of
quenched galaxies for all stellar masses. The normalisation is thus
directly constrained by the quenched fractions, and we find a best-
fit value of τ0 = 4.282 which means that in our model, massive
satellites become quenched at about 4 dynamical halo times after
their halo reached its peakmass. At z = 1 and z = 0 this corresponds
to ∼ 4 Gyr and ∼ 8 Gyr, respectively.
A higher value for the quenching slope (cyan line) while keep-
ing all other parameters fixed (including the normalisation τ0), leads
to longer quenching times for low-mass galaxies. The fraction of
low-mass quenched galaxies therefore is reduced compared to the
best-fit model and the observations. At the massive end this does not
change the quenched fraction, as we have fixed a minimal quench-
ing time of τ0 · tdyn such that the quenched fraction of massive
satellites is only set by the normalisation τ0. A lower value for the
quenching slope (magenta line) results in shorter quenching times
for low-mass galaxies, increasing the fraction of low-mass quenched
galaxies compared to the best-fit model. Consequently, a flat slope
(τs = 0), where the quenching time does not depend on the stellar
mass of a satellite, leads to an upturn of the quenched fraction below
a stellar mass of m∗ ≈ 1010M , and to significantly more quenched
galaxies than observed. The slope is thus directly constrained by
the quenched fractions at low stellar masses, and we find a best-fit
value of τs = 0.363. Thus, a low-mass satellite with m∗ ≈ 108.5M
keeps forming stars 3.5 times longer than massive satellites, cor-
responding to 14 dynamical halo times after their halo reached its
peak mass. While this equals ∼ 30 Gyr for satellites of this mass
falling in at z = 0, it only equals ∼ 7.8 Gyr at z = 2 so that enough
time passes to quench them before z = 0.
Finally, the right-hand-side panels of Figure 9 show the effects
on the projected galaxy correlation function wp(rp) when the strip-
ping parameter is varied. Each panel shows a different stellar mass
bin. A smaller value of fs (red line) means that satellite galaxies are
stripped to the main halo once their subhalo has lost a larger fraction
of its peakmass compared to the best-fit case. Therefore, the satellite
has more time to sink closer to the central galaxy due to dynamical
friction. This results in more close pairs and more power on small
scales boosting the one-halo term of the auto-correlation function.
Consequently, the projected correlation function is higher on small
scales. On the other hand, a larger value of fs (blue line) means that
satellites are stripped when their subhalo has lost a smaller fraction
of its peakmass. They are therefore stripped faster and do not have as
much time to sink closer to the central galaxy resulting in less close
pairs and reduced small-scale power. This leads to a lower projected
correlation function on small scales. The stripping parameter is thus
directly constrained by small-scale clustering leading to fs = 0.122
such that satellites get stripped to the ICM once their subhalo has
been stripped to 12 per cent of its peak mass.
In summary we note that the empirical model fulfils its main
purpose: to follow the stellar content of dark matter haloes over
cosmic time such that all relevant observational data is reproduced.
The model has been specifically designed to do this; for fewer
parameters we are not able to fit all observations simultaneously,
while for more parameters the agreement with the data does not
improve significantly (see appendix A for more details on the model
selection process). The presentedmodel is therefore themost simple
model that is able to explain the observations, or phrased differently,
the currently available statistical data does not provide any stronger
constraints on galaxy formation than what has been implemented
in this empirical model. When new data becomes available, we will
be able to test if the model is consistent with the new data. If the
model cannot explain these, we can increase the complexity of the
model and in this way use the data to increase our knowledge about
the formation of galaxies. We can also use the empirical model
as a constraint for more detailed hydrodynamical simulations and
in this way test whether our current understanding of the physical
processes that drive galaxy formation is sufficient to explain the
observed data.
4 RESULTS OF THE MODEL
The new empirical method that has been presented in the previous
section was designed to follow the assembly of galaxies based on
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Figure 9. Effect of the three parameters that cover the evolution of satellite galaxies on different observational predictions. In each plot the black line corresponds
to the best fit, and the red/blue lines show the effect of a smaller/larger value of one parameter, while keeping all other parameters fixed. Top left panel: The
stellar mass function at z = 0 – a smaller/larger value of fm leads to more/less massive galaxies compared to the observations. Bottom left panel: The fraction
of quenched galaxies at z = 0 – a smaller/larger value of τ0 leads to more/less quenched galaxies compared to the observations. Right panels: The projected
correlation function for three stellar mass bins at z = 0 – a smaller/larger value of fs leads to more/less small scale clustering compared to the observations.
the assembly of their dark matter haloes. Its free parameters have
been fitted by requiring that a number of statistical observations be
reproduced: SMFs, CSFRDs, sSFRs, quenched fractions, and small-
scale clustering. We now focus on how the stellar content builds up
in detail within different dark matter haloes, and the resulting SHM
ratio for quenched and star-forming galaxies.
4.1 The evolution of the stellar content
Since the SFR of a galaxy in Emerge depends on both the current
mass of its halo (through the efficiency) and its current growth rate,
each galaxy has an individual SFH based on the growth history of
its halo. This means that in haloes that experience most of their
growth early-on, the SFHs also follow this behaviour with higher
SFRs at high redshift compared to average systems. In the top panels
of Figure 10 we present the resulting SFHs of central galaxies. Each
panel shows the SFR as a function of redshift for galaxies in haloes
of different z = 0 mass from M = 1011M to 1014M . The thin
lines are individual tracks for 20 randomly chosen systems for each
panel. This shows that although for any given panel the final halo
mass of each system is identical, the galaxies at the centre of these
haloes can have very different SFHs, especially at high redshift and
for low masses.
Even though individual SFRs can differ considerably between
galaxies in haloes with the same z = 0 mass, we can compute
the average SFHs as function of halo mass. The thick black lines
show the median SFRs at each redshift for all central galaxies. This
confirms the results of Moster et al. (2013) for the dependence
of the average SFHs on halo mass. While for low halo masses
the SFRs peak late at relatively low values, the SFRs of galaxies
in massive haloes peak earlier and at higher values. Typical Milky
Way-like galaxieswithM(z = 0) = 1012M peak around z = 1with
SFRs of a few solar masses per year, while massive systems with
M(z = 0) = 1014M peak around z = 4 with SFRs of more than
150M yr−1. Individual galaxies however, can peak significantly
earlier or later with much higher or lower SFRs.
While each galaxy in Emerge has an individual SFR, we can
still group them into galaxies that are star-forming and quenched at
z = 0, and investigate how the SFHs differ. The thick blue and red
lines in indicate the median SFHs for central galaxies that are star-
forming and quenched at z = 0, respectively. For all halo masses,
galaxies that are quenched at z = 0 had on average a higher peak
SFR than galaxies that are still star forming at z = 0. This can be
explained by the fact that the SFR is directly connected to the halo
growth rate. Galaxies that are quenched today live in haloes that
have low growth rates at low redshift. As by z = 0 they need to
reach the same virial mass as haloes that have high growth rates
at late times, they need to form more mass at early times resulting
in high growth rates at high redshift. Consequently, at early times
the SFRs are higher for the galaxies in these haloes compared to
galaxies that have high SFRs at late times (but low SFRs early-on).
Since the peak SFR is reached at high redshift galaxies with low
SFRs at late times had a higher peak SFR.
Integrating the SFHs over cosmic time while taking into ac-
count the effects of stellar mass loss and mergers yields the stellar
mass growth histories (eqn. 11). In the bottom panels of Figure
10 we show the resulting growth histories of central galaxies. Each
panel shows the stellar mass of the haloes’ central galaxies as a func-
tion of redshift for different z = 0 virial masses. The thin lines again
give individual tracks for the same 20 systems that were presented
in the top panels, i.e. lines of the same colour represent the same
halo. In each panel the final halo mass is the same for each halo,
but the stellar mass of their central galaxies can vary significantly
between individual systems. This shows that in Emerge, scatter in
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Figure 10. Stellar mass build-up in haloes of different mass. Top panels: Star formation rate as a function of redshift for central galaxies in halos of 1011−1014M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higher halo masses star formation peaks at higher values and higher redshifts. Bottom panels: Stellar mass as a function of redshift for the same z = 0 halo
masses. Lines are the same as in the top panels, i.e. lines of the same colour represent the same halo.
stellar mass at fixed halo mass is introduced automatically, without
the need to add a random scatter to the average stellar mass as done
in standard subhalo abundance matching. This has several reasons.
Integrating the SFR of a halo over time shows that the final stellar
mass just depends on the integrated efficiency. From equation (1)
we get for the final stellar mass:
m∗(M) = fb
∫ M
0
(M ′, z) dM ′ . (22)
If the instantaneous efficiency is independent of redshift, the integral
has the same value for each halo with the same final mass M .
However, as the efficiency is redshift dependent, the final stellar
mass depends on which track has been taken through  − M space
(c.f. top panel of Figure 3). If the efficiency is higher at high redshift
for example, a halo with a lot of early growth will have an enhanced
SFRat high redshift, resulting in a higher total stellarmass compared
to a halo that growth late. Moreover, a different amount of merging
satellite galaxies will lead to different final stellar masses of central
galaxies even if the final halo masses are identical.
The median stellar mass growth histories at each redshift for
all central galaxies at a given z = 0 halo mass are indicated by the
thick black lines. Galaxies in massive haloes thus typically grow
by orders of magnitude at early times and then have relatively little
growth while galaxies in low mass halo tend to grow most of their
stellar mass late. Still, individual galaxies can oppose this trend,
e.g. there are low-mass galaxy that have most of their mass already
in place at z > 4 and thus have old stellar populations. Grouping
centrals galaxies into systems that are star-forming and quenched at
z = 0 (thick blue and red lines), we find that the final stellar mass
at z = 0 is always larger for quenched systems compared to systems
that are still forming stars. Since passive galaxies formed most of
their stars at high redshift where the conversion efficiency is higher
they were able to obtain higher stellar masses than systems that have
formed most of their stars late at lower efficiency.
As we can trace the evolution of every galaxy, we can inves-
tigate how much stellar mass was formed in-situ, i.e. within each
galaxy, and how much was formed in other galaxies that have been
accreted. In the top panels of Figure 11 we show the stellar mass as
a function of redshift for mass that has formed in-situ (solid lines),
and ex-situ (dashed lines), in haloes of different z = 0mass. The thin
lines are ex-situ tracks for 20 randomly chosen individual galaxies
for each panel. As the accreted material is added instantly to the
central galaxy during mergers the ex-situ formed mass increases
incrementally. The average amount of accreted stellar mass is given
by the thick solid lines, and the average stellar mass that has formed
within the galaxy is given by the thick dashed lines. The amount of
in-situ formed stellar mass is generallymuch larger than the accreted
mass. Only in very massive haloes with M(z = 0) & 1014M the
final accreted mass exceeds the mass formed within the galaxy. We
also note that at late times the in-situ formed mass decreases with
time due to stellar mass loss from dying stars and low SFRs. Di-
viding these two components between star-forming and quenched
central galaxies, we do not notice any significant variation. Both
groups show very similar amounts of in-situ and ex-situ formed
stellar mass.
To compare the contributions of stellar mass formed in-situ
and ex-situ further we present the fraction of accreted stellar mass
as a function of redshift for the same z = 0 halo masses in the
bottom panels of Figure 11. The thin lines show the tracks for the
same 20 randomly selected individual galaxies as in the top panels.
As mergers are discrete events, the accreted fraction increases in-
stantaneously and then decreases again smoothly due to in-situ star
formation. This process can be repeated several times, especially
in massive haloes. The average fraction of accreted stellar mass
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Figure 11.Contribution of accreted material to the total stellar mass for haloes of different mass. Top panels: Total stellar mass formed in central galaxies by star
formation within the galaxy (in-situ), and by accretion of satellite galaxies (ex-situ). Thin lines give the accreted stellar mass for 20 randomly chosen systems. In
individual galaxies accreted material is added incrementally. The black, red, and blue thick lines show the averages for all, quenched and star-forming centrals,
respectively. Dashed and solid lines give the mean amount of stellar mass that has formed in-situ and ex-situ, respectively. Unlike for individual galaxies, the
mean amount of ex-situ formed stellar mass grows smoothly. Bottom panels: Fraction of accreted stellar mass as a function of redshift for the same z = 0 halo
masses. Tracks for individual galaxies (thin lines) show that mergers are discrete events. The average fraction increases from ∼ 1 per cent in 1011M haloes to
∼ 50 per cent in 1014M haloes.
Table 7.Fitting function parameters for star formation and accretion histories
log10 M Ψ1 Ψ2 Ψ3 Ψ4 f1 f2
All Galaxies
11.0 73.29 0.28 1.07 -1.87 0.76 1.29
12.0 3.87 5.94 1.46 4.94 1.08 0.06
13.0 2.24 3.98 1.86 11.69 1.10 0.58
14.0 1.44 3.58 1.99 16.26 0.94 1.43
Quenched Galaxies
11.0 147.50 2.50 0.89 -1.99 1.87 0.05
12.0 7.13 7.43 1.43 4.88 1.12 0.06
13.0 2.58 4.14 1.86 11.72 1.09 0.55
14.0 1.44 3.58 1.99 16.26 0.94 1.43
Star-forming Galaxies
11.0 63.00 -0.04 1.04 -2.02 1.06 0.01
12.0 0.98 3.02 1.54 5.03 1.09 0.07
13.0 0.51 1.96 2.45 15.76 1.05 0.61
Notes: Columns are halo mass at z = 0 in M (1), fitting parameters for
the star formation histories (2-5), and fitting parameters for the accreted
fractions (6-7).
is given by the thick black lines. We find that in low mass haloes
the amount of accreted stellar mass is negligible. For a halo with
M(z = 0) = 1011M only ∼ 1 per cent of the total stellar mass
at z = 0 has been accreted. This fraction increases with halo mass
but is still just ∼ 2 per cent at z = 0 for a typical Milky Way-like
galaxy with M(z = 0) = 1012M . Only in massive haloes and at
late times, the fraction of accreted stellar mass becomes significant.
At z = 0 an average halo with a mass of M(z = 0) = 1013M
has an accreted fraction of ∼ 20 per cent, and an average halo with
M(z = 0) = 1014M even has accreted more than 50 per cent of its
total mass. Interestingly though, individual galaxies can have dras-
tically different accreted fractions. There are several galaxies in low
mass haloes with accreted fractions of more than 10 per cent and up
to 50 per cent, while in massive haloes we find a few galaxies that
have accreted less than1 per cent of their total stellar mass. We also
group the galaxies into star-forming and quenched systems (blue
and red lines), but we find no significant difference between them.
We find that the SFHs Ψ(z) and the accreted fractions facc(z)
for central galaxies in haloes with a given z = 0 virial mass can be
well approximated by the following fitting functions:
logΨ(z) = − log
[
Ψ1(z + 1)−Ψ2 + eΨ3(z+1)−Ψ4
]
, (23)
facc(z) = f2 exp [− f1(z + 1)] . (24)
The fitting parameters for all, star-forming, and quenched centrals
as function of their z = 0 virial mass are presented in Table 7.
4.2 The integrated conversion efficiency
The new empirical model describing the growth of galaxies in dark
matter haloes is based on the instantaneous baryon conversion effi-
ciency (M, z). Together with the growth rate of dark matter haloes
it was used to derive SFRs for galaxies at each time, which were
then integrated to get stellar masses. As we have shown that this
leads to a range of stellar masses at a fixed halo mass, this will
result in scatter in the SHM relation m(M) and consequently in
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Figure 12. Integrated baryon conversion efficiency (ratio between stellar mass m∗ and total baryonic mass mb) for central galaxies as a function of peak halo
mass MM at six redshifts from z = 0 to z = 8. The colour of each point corresponds to the specific star formation rate (yr−1) of the galaxy as indicated by
the colour bar. The solid black lines show the median conversion efficiency at fixed halo mass and the dashed black lines indicate the 1σ scatter. The median
conversion efficiencies for quenched and star-forming galaxies are given by the red and blue lines, respectively. The symbols represent 8 individual systems
that have been selected from the upper and lower 1σ contours for four halo masses at z = 0.1. Identical symbols in different panels represent the same system
and the colour represents the specific star formation rate at this redshift.
the integrated baryon conversion efficiency, which is defined as
int(M) = m/mb = m/( fbM), where mb is the total baryonic mass
in a halo and fb is the universal baryon fraction. In Figure 12 we
plot the integrated conversion efficiency as a function of peak halo
mass for each individual central galaxy in the simulation box. Each
panel corresponds to a different redshift from z = 0.1 (top left) to
z = 8 (bottom right). The colour of each point gives the sSFR of
each galaxy ranging from star-forming (blue) to quenched (red) as
indicated by the colour bar. The solid lines show the average conver-
sion efficiency and the dashed lines indicate the standard deviation
(1σ scatter).
The resulting average integrated conversion efficiencies for
centrals are in very good agreement with previous results for the
SHM ratio from subhalo abundance matching. At z = 0.1 the max-
imum integrated conversion efficiency is 17 per cent – slightly
lower than what has been found in previous empirical models –
and it increases to 20 per cent at z = 4. The corresponding halo
mass at the peak is log10(M/M) = 12 at z = 0.1, increasing
to log10(M/M) = 12.25 at z = 4. The low-mass slope is quite
steep at low redshift and becomes shallower at high redshift. The
high-mass slope is shallower and does not depend on redshift. We
find that the majority of galaxies in massive haloes at z = 0.1 are
quenched, while at low halo masses most galaxies are star-forming.
However, there are also active galaxies in massive haloes if the halo
has a large growth rate at late times, and passive galaxies in low-
mass haloes, typically in haloes that have stopped growing. At high
redshift, all central galaxies are actively forming stars.
The symbols in each panel of Figure 12 give the conversion
efficiency of 8 individual systems that have been selected from the
upper and lower 1σ contours for 4 halo masses at z = 0.1. Identical
symbols in different panels show these systems at higher redshift and
the colour indicates their sSFR. Interestingly, galaxies that reside
at the upper or lower 1σ level at z = 0.1 have not been there
throughout their evolution, but have moved there from different,
typically more average, efficiencies. Massive systems were even at
opposite 1σ level at high redshift: the high efficiency system with
log10(M/M) = 14 and low sSFR at z = 0.1 (circle) started as a low
efficiency system with high sSFR at z & 4, while the low efficiency
systemwith the same halo mass and higher sSFR at z = 0.1 (square)
had a very high efficiency and lower sSFR during its early evolution.
This can be understood as a result of the connection between SFR
and halo growth rate. A system with a high halo growth rate early-
on has a high SFR as well, but in order to reach the same halo
mass at low redshift as other systems, the growth rate at late times
and consequently the SFR must be low. Since the instantaneous
conversion efficiency is higher at high redshift, systems with a high
growth and SFRs at early times form more stars than systems with
the same final halo mass but low growth and SFRs at high redshift.
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Figure 13. Probability density function of the integrated baryon conversion
efficiencym/mb at z = 0.1. Each line is for a different fixed peak halo mass:
M = 1011M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Table 8. Fitting function parameters for the integrated baryon conversion
efficiency and scatter
z M1 N β γ Mσ σ0 α
All Centrals
0.1 11.80 0.14 1.75 0.57 10.80 0.16 1.00
0.5 11.85 0.16 1.70 0.58 10.70 0.14 0.90
1.0 11.95 0.18 1.60 0.60 10.60 0.12 0.75
2.0 12.00 0.18 1.55 0.62 10.50 0.10 0.50
4.0 12.05 0.19 1.50 0.64 10.40 0.08 0.40
8.0 12.10 0.24 1.30 0.64 10.30 0.02 0.10
Quenched Centrals
0.1 11.65 0.17 1.80 0.57 10.00 0.14 0.55
0.5 11.75 0.19 1.75 0.58 9.90 0.12 0.45
1.0 11.85 0.21 1.65 0.60 9.80 0.08 0.40
2.0 11.90 0.21 1.60 0.62 9.70 0.07 0.35
4.0 12.00 0.21 1.55 0.64 9.60 0.06 0.30
8.0 12.10 0.28 1.30 0.64 9.50 0.04 0.20
Star-forming Centrals
0.1 11.75 0.12 1.75 0.57 10.35 0.20 1.10
0.5 11.80 0.14 1.70 0.58 10.25 0.10 0.50
1.0 11.90 0.15 1.60 0.60 10.15 0.08 0.45
2.0 11.95 0.16 1.55 0.62 10.05 0.05 0.35
4.0 12.05 0.18 1.50 0.64 9.95 0.03 0.30
8.0 12.10 0.24 1.30 1.64 9.85 0.02 0.10
All Galaxies
0.1 11.78 0.15 1.78 0.57 10.85 0.16 1.00
0.5 11.86 0.18 1.67 0.58 10.80 0.14 0.75
1.0 11.98 0.19 1.53 0.59 10.75 0.12 0.60
2.0 11.99 0.19 1.46 0.59 10.70 0.10 0.45
4.0 12.07 0.20 1.36 0.60 10.60 0.06 0.35
8.0 12.10 0.24 1.30 0.60 10.40 0.02 0.30
Notes:Masses are in M . Parameters are given for the relations as function
of peak halo mass through history.
Separating central galaxies into star-forming and quenched
systems at any given redshift shows that the average integrated
baryon conversion efficiency of quenched galaxies (red lines) is
higher than that of star-forming galaxies (blue lines). Consequently,
this means that at fixed halo mass, passive galaxies have a higher
stellar mass than active galaxies. This trend is most pronounced
at low redshift. We can understand this behaviour as a result of
linking SFR and halo growth rate, as well. Passive galaxies live
in haloes that have little growth now but experienced high growth
at early times, and thus had high SFRs then. As the instantaneous
conversion efficiency was higher at high redshift, these galaxies
were able to form more stars compared to other galaxies with the
same final halo mass.
Naively, this result seems to contradict the finding of weak
lensing studies (e.g. Mandelbaum et al. 2006, 2016) that at fixed
stellar mass the average mass of haloes harbouring passive galaxies
is higher than that of haloes hosting active galaxies. However, one
cannot simply invert the average m(M) relation to obtain the M(m)
relation, because of the scatter. As a consequence of the Eddington
bias and the larger fraction of active galaxies in low-mass systems,
the average halo mass at fixed stellar mass is higher for quenched
systems. We will explore this in more detail in future work.
Another interesting feature of the relation between halo mass
and the integrated conversion efficiency is the scatter at fixed halo
mass, which arises naturally as a consequence of different haloes
taking different paths through the (M, z) diagram. From the dis-
tribution of dots in Figure 12 one can get the impression that there
is an large amount of scatter for low halo masses, especially at low
redshift. However, the standard deviation (dashed black lines) is
only a little larger at low masses than at high masses. To investi-
gate this further we show the probability density function of the
integrated conversion efficiency for galaxies in four different halo
masses at z = 0.1 in Figure 13. The distributions of the efficiency
are quite narrow in massive haloes and somewhat broader in low
mass haloes. Moreover, while in massive haloes the distributions
are cut off at & 2σ, there is a longer tail in the low mass haloes, so
that a few of these haloes host massive galaxies. This explains the
slightly lower efficiencies compared to the one derived with subhalo
abundance matching. Due to the form of the SMF, this increases the
number of galaxies with higher stellar mass (Eddington bias). Con-
sequently, the overall integrated efficiency needs to be slightly lower
to accommodate for the higher number of more massive galaxies.
To confirm this, we have performed a simple abundance matching
experiment: both the halo and the stellar masses of our model cat-
alogue including also subhaloes and satellite galaxies have been
rank ordered independently and then matched one-to-one. The re-
sulting efficiency is higher at all halo masses, and we find a peak
efficiency at z = 0.1 of 19 per cent, in good agreement with pre-
vious results from abundance matching. However, we stress that if
the self-consistent scatter is taken into account this is reduced to a
peak efficiency of 17 per cent.
Wefind that at a given redshift the integrated baryon conversion
efficiency can be well approximated by a double-power-law (eqn.
5). In Table 8 we present the values of the parameters for all centrals,
quenched and star-forming centrals, and all galaxies at 6 different
redshifts. Note that the parameters have been obtained with respect
to the peak mass a halo had up to the given redshift. Furthermore we
find that the logarithmic scatter (in dex) can be well approximated
by
σ = σ0 + log10
[(
M
Mσ
)−α
+ 1
]
. (25)
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Figure 14. Comparison of the average conversion efficiency of all galaxies
at z = 0.1 to previously published results. This includes empirical models
(Moster et al. 2010; Behroozi et al. 2010; Guo et al. 2010;Moster et al. 2013;
Behroozi et al. 2013d; Reddick et al. 2013; Lu et al. 2015; Rodríguez-Puebla
et al. 2015), a galaxy group catalogue (Yang, Mo& van den Bosch 2008), X-
ray observations of clusters (Kravtsov et al. 2014), and results for active and
passive galaxies (blue and red symbols) from weak lensing (Mandelbaum
et al. 2016; Hudson et al. 2015) and from satellite kinematics (Wojtak &
Mamon 2013). The shaded region corresponds to the 1σ confidence levels
of our model.
The fitted values for these parameters are also shown in Table 8.
We show a comparison of our model result for the integrated
baryon conversion efficiency at z = 0.1 to previously published stuff
in Figure 14. All stellar and halo masses have been converted to our
definitions. Overall, there is a good agreement between the dif-
ferent methods. However, there are some notable differences. The
conversion efficiency of our model at the low-mass end is lower
than the results that have been obtained with subhalo abundance
matching (Moster et al. 2010; Behroozi et al. 2010; Guo et al. 2010;
Moster et al. 2013; Behroozi et al. 2010). This can be understood as
the consequence of the scatter in the relation. While in abundance
matching a constant log-normal scatter for all halo masses is typi-
cally assumed, the scatter in our new model results from different
formation histories of the haloes, which leads to an increased scat-
ter with a tail towards higher stellar masses in low-mass haloes (c.f.
Figure 13). As explained above, this results in a lower efficiency, es-
pecially for low-mass haloes. Interestingly, the empirical model by
Lu et al. (2015), which does not add scatter artificially, also predicts
lower conversion efficiencies for low halo masses.
At the massive end, our model agrees very well with other
empirical models, though it predicts comparably high conversion
efficiencies. Still, compared to direct methods, all empirical models
predict rather low efficiencies. One reason for this discrepancy is
that weak lensing (Hudson et al. 2015;Mandelbaum et al. 2016) and
satellite kinematics studies (Wojtak & Mamon 2013) measure halo
mass for galaxy populations with fixed stellar mass. Because of the
scatter in the relation it cannot simply be inverted. Another reason
is the derivation of the stellar mass. Studies specifically targeting
massive systems (e.g. Kravtsov,Vikhlinin&Meshscheryakov 2014)
integrate the surface brightness up to large radii or use a fitting
function, while for the SMFs used in the empirical models typically
Petrosian magnitudes are used. At the massive end this can lead to
a discrepancy as a significant fraction of the light can be outside
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Figure 15. The average conversion efficiency of main haloes from z = 0.1
to z = 8. The dashed lines only include the stellar mass of the central galaxy
(m∗ = mc), while the solid lines include the total stellar mass of the central
galaxy and the ICM (m∗ = mc +mICM).
the aperture. However, it is unclear how far the surface brightness
should be integrated and how much light should be included to
derive a galaxy’s stellar mass. To some degree it is ambiguous if the
light (or mass) belongs to the galaxy or if it is part of the ICM. It is
more important that if a comparison is made, the definitions should
be the same, which is unfortunately not always easy to achieve. We
refer to section 5.1 for more discussion on this topic.
Are more unambiguous quantity is the total amount of stellar
mass that can be associated with a main halo, i.e. the stellar mass
in the central galaxy mc plus the ICM mICM (but without the mass
in satellites). In our model the central galaxy can grow through star
formation and mergers, and the ICM can grow through ejected stars
in mergers, tidal stripping of satellites, and the infall of a subhalo
with its own ICM (which is then transferred to the main halo). In
Figure 15, we plot the conversion efficiency including only the mass
of the central galaxy (dashed lines), and including the mass of the
central galaxy plus the ICM (solid lines) from z = 0.1 to z = 8.
We note that the lines can cross, because the halo mass at the given
redshift has been used to calculate the conversion efficiency (and
not the z = 0 mass). While the ICM adds very little to the total mass
at high redshift and for low halo masses, it dominates the stellar
mass budget of massive main haloes at low redshift. For a halo
with M = 1015M the ICM is larger than the mass of the central
galaxy by a factor of almost 8. We note that over 80 per cent of
the ICM in these haloes forms from the tidal disruption of satellites
and is distributed throughout the halo. The contribution of ejected
stars from merging satellites is therefore rather small and even if all
those stars would be associated with the central galaxy ( fesc = 0),
this would boost its mass only by a factor up to 2.
4.3 Clustering of star-forming and quenched galaxies
We have used the projected auto-correlation functions of galaxies
in different stellar mass bins to constrain our model. As the tidal
stripping of satellite galaxies reduces the number of pairs at small
scales, the clustering provides a measure for how effective the strip-
ping can be. On large scales, galaxy clustering is only a consequence
of halo clustering, so that it can be used to test if galaxies with given
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Figure 16. Projected galaxy correlation function for star-forming (blue) and
quenched (red) galaxies in five bins of increasing stellar mass (from top
to bottom). The symbols represent the observational estimates (Guo et al.
2011), and the lines show the model prediction for the best fit parameters
for the 150 Mpc box.
properties form in the right dark matter haloes. We have shown that
on large scales the projected correlation function computed with
our model agrees very well with the observed data (Figure 8). Here,
the correlation results from pairs that reside in different haloes and
are predominantly centrals. This indicates that the relation between
central galaxies and main haloes is described well by our model.
Additional insight into the connection between galaxies and
dark matter haloes can be obtained by studying the clustering of
star-forming and quenched galaxies. This can reveal whether the
modelled quenching processes lead to the correct distribution of
galaxies in haloes. As the SFR depends on the halo growth rate and
the instantaneous conversion efficiency, a galaxy can be quenched
because it runs out of fuel (environmental quenching), or because
the efficiency of the feedback becomes very high as the halo grows
(mass quenching). As halo clustering at fixed mass is stronger for
haloes with low growth rates, and passive galaxies are located in
these haloes because of environmental quenching, the clustering of
quenched galaxies is stronger. On small scales the correlation func-
tion is dominated by pairs in which at least one galaxy is a satellite,
so the clustering of active and passive galaxies is strongly affected
by how satellites are quenched. Because of mass quenching, active
and passive central galaxies of a given stellar mass live in haloes
with different masses, and consequently have a different correlation
function at large scales where the signal is dominated by pairs of
centrals. The large-scale clustering of star-forming and quenched
galaxies therefore provides a strong constraint on mass quenching
and consequently on the instantaneous conversion efficiency.
We can asses if the effects of the quenching processes are
captured well in the model by comparing the clustering of star-
forming and quenched galaxies in the model to observational data.
In Figure 16, we plot the projected galaxy correlation function
computed with our model (lines) and the observations by (Guo
et al. 2011) (symbols) in five stellar mass bins for star-forming
(blue) and quenched (red) galaxies. The observed galaxies have
been divided with a g − r colour cut, while the model galaxies were
separated with a cut in the sSFR. The agreement between model
and data is good. Passive galaxies are more clustered than active
galaxies on all scales. Especially at small scales, the clustering of
quenched galaxies is enhanced compared to star-forming galaxies,
showing that the adopted satellite quenching model captures the
environmental effects quite well. Also at large scale the clustering of
passive galaxies is enhanced demonstrating that the mass quenching
leads to active and passive galaxies being located in the correct
haloes.
5 DISCUSSION
Our new empirical model Emerge links the formation of galaxies to
the evolution of dark matter haloes. The resulting average build-up
of the stellar component is in good agreement with previous em-
pirical results, which have typically been used as a benchmark to
test hydrodynamical simulations. For instance, the integrated con-
version efficiency of simulated galaxies is often compared to the
empirical findings to judge whether the simulation has formed the
correct amount of stellar mass in a certain halo. The result is then
often used to tune the unconstrained parameters of the relevant bary-
onic physics, most notably the efficiency of the supernova feedback.
This test can also be applied to infer if a previously unconsidered
process can release the tension. For example, Stinson et al. (2013)
have compared the SFHs of simulated galaxies to the empirical
average SFHs by Moster et al. (2013), and found that supernova
feedback alone can reduce star formation enough to match the inte-
grated conversion efficiency at z = 0, but the simulations still form
too many stars before z ∼ 2. They then invoke ‘early feedback’,
which mimics an ultraviolet ionisation source and provides pres-
sure from the radiation of massive young stars, and show that the
correct average SFHs can be reproduced.
The limitation of previous empirical models was always the
ability to only derive average galaxy properties for a given halo
mass, while the scatter in the relations was typically introduced
artificially, and did not reflect the formation history of the halo. It
was therefore always unclear, if a particular simulated galaxy was
simply an outlier to the relation, or was in disagreement with the
empirical findings. In the first case the conclusion would be that the
modelled baryonic physics can explain the observations, while in
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Figure 17. The stellar mass functions up to z = 4 for different values of fm. At z = 0 the Bernardi et al. 2013 SMF based on the SerExp profile has been plotted.
For a value of fm = 0.1 the model prediction is in agreement with the different z = 0 SMF, while at higher redshift the difference is negligible.
the second case onewouldmodify themodel or include new physics.
SinceEmerge computes the formation of galaxies in individual dark
matter haloes in an empirical fashion that automatically reproduces
a large number of observational constraints, it provides an ideal
testbed for hydrodynamical simulations. It is possible to run the
model on the halo merger tree provided by a dark matter simulation.
If the hydrodynamical simulation with the same initial conditions
is in good agreement with the empirical results for this specific
system, the baryonic physics in the simulation is modelled such that
statistical observations like SMFs can be reproduced for a larger
simulation volume. In the case where the hydrodynamic simulation
results in a large amount of stellar mass, while the empirical model
predicts an average or lower amount of stars, then the efficiency
of the feedback may not be modelled correctly and will lead to a
disagreement with the SMF for a larger simulation volume.
5.1 The conversion efficiency in massive haloes
The characteristic shape of the instantaneous and integrated baryon
conversion efficiencies results from the interplay of the different
physical processes that prevent the infalling gas in a dark matter
halo from cooling and forming stars. The contribution of each pro-
cess strongly depends on the mass of the halo. While in low-mass
haloes, feedback from stars (e.g. supernova-driven winds or radi-
ation pressure) can expel large amounts of gas from haloes with
low escape velocities, in more massive haloes the gas cannot escape
as easily and falls back to the centre. However, AGN feedback can
heat the gas in the halo and prevent it from cooling and falling back
to the centre. At the massive end, this feedback can thus dominate
the conversion efficiency. Comparing the SHM ratio in simulations
of massive galaxies to empirical constraints has therefore been a
primary way to test models for AGN feedback and to determine
its efficiency. The question whether AGN feedback is the dominant
mechanism at high masses and how strong it has to can thus be
inferred from observed galaxy properties.
The main observational input for the empirical constraints has
been the SMF. For low-redshift galaxies the massive end is well
sampled by the SMF presented by Li &White (2009), who use Pet-
rosian magnitudes to compute stellar masses. In this work we used
the updated SMF in Guo et al. (2010) which are based on cmodel
magnitudes. These have been derived by fitting an exponential and
a de Vaucouleurs profile to the photometry and using the best fit to
compute the total magnitude. In this way the light that falls outside
the Petrosian aperture can be captured. Recently, Bernardi et al.
(2013) presented a SMF which is based on a fit of a Sersic profile or
a two-component profile (Sersic and exponential) to the observed
surface brightness. As these profiles are more realistic for objects
that neither have a de Vaucouleurs nor a pure exponential profile,
the authors claim their stellar masses provide a better estimate of
the true mass. Since the profiles they adopt typically return more
of the light in the outskirts, the derived stellar masses are generally
larger then masses based on Petrosian or cmodel magnitudes.
Using the Bernardi et al. (2013) SMFs, Kravtsov et al. (2014)
apply the subhalo abundance matching method and find that the
SHM ratio is significantly higher than previously found with SMFs
based on Petrosian or cmodelmagnitudes. While they acknowledge
that empirical models predict the total stellar mass in the galaxy and
the ICM to be of the same order as for their result, they conclude that
the overall efficiency of star formation in massive halos is consid-
erably less suppressed than previously thought, and that feedback
in massive halos should be weaker than assumed in most of the
current simulations. However, we stress that this conclusion heavily
depends on what is defined as galaxy mass and what is defined as
ICM, and can therefore be misleading. It is well established that the
mass from accreted satellites is mainly located at the outskirts of
massive galaxies (Oser et al. 2012; Hilz et al. 2013). It is therefore
not unambiguous if this material should be ranked among the cen-
tral galaxy or the ICM, even if the light profile is continuous as there
may be overlap. If extended profiles are used, more of this accreted
mass is taken into account and assigned to the central galaxy.
This can be illustrated with our model. Figure 17 shows the
SMF from z ∼ 0.1 to z ∼ 4 (left to right panels). The symbols are the
same data as used to fit our model, with the exception of the SMF of
Bernardi et al. (2013). Where before we have used their SMF based
on cmodelmagnitudes, the left panel shows the SMF based on their
two-component (Sersic and exponential) fit. The red dashed lines
correspond to our best-fit model with a fraction of stars in satellites
that escape to the ICM during a merger of fesc = 0.39. The black
lines shows the same model but with an escape fraction of 10 per
cent. While beyond z > 0.5 the two models give almost identical
results, the massive end of the z ∼ 0.1 SMF is very different. The
best-fit model reproduces the Li & White (2009) SMF (as fitted),
while the model with fesc = 0.1 has a much shallower slope and
reproduces the Bernardi et al. (2013) SMF. This shows that while in
both models the total amount of stars formed is equal, the SMF and
thus the integrated baryon conversion efficiency can be boosted if
more of the material is assigned to the galaxy instead of the ICM. In
our model, the escape fraction fesc regulates this assignment. The
SFR is independent of this choice, and is additionally constrained
by the sSFR measurements.
In this sense, the instantaneous efficiency is given by the mea-
sured sSFR, while the escape fraction is fixed by the growth of the
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massive end of the SMFwhich is mainly though accretion. So while
the escape fraction and the integrated efficiency depend on the as-
sumed surface brightness profile and whether the mass is assigned
to the galaxy or the ICM, the instantaneous efficiency provides a
strong constraint for the feedback processes. As we have shown, the
SFHs of massive galaxies are quenched strongly after z ∼ 4 falling
from ∼ 100M yr−1 to < 1M yr−1 at z = 0. This implies that
strong AGN feedback may still be necessary to prevent the gas from
cooling and forming stars.
If the integrated conversion efficiency in simulations is com-
pared to empirical constraints, the definition of the surface bright-
ness profiles does matter, i.e. what belongs to the galaxy and what
belongs to the halo. In this case, it is important to ensure that the
comparison between simulation and observation is as fair as possi-
ble. The ideal comparison would be to create mock images of the
simulation with a radiative transfer code such as Sunrise (Jonsson
2006) orGrasil-3D (Domínguez-Tenreiro et al. 2014), and to anal-
yse these images in the exact same way as the observed data. If this
is not possible, then the stellar mass in the simulation should be
computed as close as possible to the observations. If the simulation
is compared to SMFs based on Petrosian or cmodel magnitudes,
then only the stellar mass within a few scale radii should be counted.
For a comparison to SMFs based on profiles that capture the light
out to large radii, then it is better to count all stellar mass within
a large radius up to the virial radius, subtracting all stars bound to
satellites.
5.2 The conversion efficiency in low-mass haloes
The empirically determined SHM ratio has also often been used
at the low mass end to provide a constraint for hydrodynamical
simulations, and to test or tune the effects of stellar feedback, such
as supernova-drivenwinds, radiation pressure, and cosmic rays. The
integrated conversion efficiencies computed by different empirical
models agree very well within the derived uncertainties up to the
minimummass that is used in the model. The minimum stellar mass
for which observational constraints are available (typically from the
SMF) is mmin ∼ 107.5M , with a corresponding halo mass of
Mmin ∼ 1010.5M . Below this minimum mass that has been used
to fit the model, the empirical models do not provide any constraint.
Still, it has become common to extrapolate the SHM mass relation
down to very low masses. Since different empirical models can use
different fitting functions this extrapolation can lead to orders of
magnitude differences in the stellar mass at fixed halo mass, even
if the models agree very well up to the minimum mass. In practice,
the empirical model is used that fits the hydrodynamical results best
when extrapolated, and success is then claimed for the simulations.
We strongly caution against this practice, as extrapolating the
conversion efficiency has several pitfalls. First, reionisation sup-
presses galaxy formation in haloes that have a low mass early-on
(Efstathiou 1992), which can lead to dark subhaloes that do not
host a galaxy (Sawala et al. 2015). This can lead to the mean SHM
relation bending over with respect to the interpolation. Secondly, it
is not clear that galaxies at these mass scales follow a tight SHM
relation, as observations of their stellar populations show ‘bursty’
star formation histories. As our model shows, this can lead to a large
scatter at low halo masses, and we have demonstrated that an in-
creased scatter leads to a modified mean SHM relation. Thirdly, it is
unlikely that the physical processes that govern galaxy formation at
intermediate mass (1011 < M/M < 1012), are also the dominant
processes at lower halo masses. As the processes can have different
efficiencies, the low-mass slope of the SHM relation may change
at the halo mass, where the efficiencies of two dominant processes
cross, and currently it is difficult to find this transition mass. Finally,
the main justification why simple empirical models such as abun-
dance matching can be used to constrain the conversion efficiency
is not because a monotonic SHM relation is an obvious choice, but
because themodels are able to correctly reproduce observations that
have not been used to calibrate the model, such as galaxy clustering.
This has been shown to be successful above the minimum stellar
mass that has been used in the fit, but not yet below that mass. Until
such an independent validation of the model can be performed, the
results have to be regarded as tentative at best.
5.3 Differences to a semi-analytic model
The new empirical model presented here follows dark matter halo
trees through cosmic time and populates them with galaxies ac-
cording to a set of simple parameterised prescriptions where the
parameters are adjusted to fit observed data. In this regard the ques-
tion arises how this model differs from a SAM. To shed some
light on this issue we first need to recall the purpose and history
of SAMs which is excellently illustrated in the review by Baugh
(2006). When full hydrodynamical simulations were still unfeasi-
ble, the only possibility to model the formation of galaxies was to
treat all gas physics semi-analytically (White & Rees 1978; White
& Frenk 1991). However, as many of the physical processes are
poorly understood, several of the adopted prescriptions need to be
parameterised. As these parameters are directly connected to a phys-
ical process their values often cannot be chosen completely freely,
but they need to comply with physical priors, typically from di-
rect observations or more detailed simulations. The star-formation
efficiency at low redshift is strongly constrained by the observed
star-formation-relation (Schmidt 1959; Kennicutt 1998), for exam-
ple. Within these limits the parameters are then typically chosen to
reproduce a subset of statistical observations.
Following the general philosophy of ab initio models, SAMs
can then be employed to learn about galaxy formation. For a given
model with certain values chosen for the parameters, the model is
run and the results are compared to observations. Varying the pa-
rameter values within physical limits, this is repeated until the best
agreement is found. If some subsets of the observations cannot be
reproduced the model is changed, either by altering the parameter-
isations or by including new physical processes. A very insightful
example is the inability of earlier SAMs to reproduce the bright end
of the luminosity function. This eventually lead to the inclusion of
feedback from AGN into the models showing that the data can be
reproduced in this way. Compared to hydrodynamical simulations,
SAMs have the great advantage that model prescriptions can easily
be varied or disabled. Therefore, SAMs are very useful to to gain
a better understanding of how the different physical processes im-
pact a particular observation. Moreover, once all physical processes
driving galaxy formation are fully understood, future SAMs that
parameterise these processes will likely be the final way to describe
galaxy formation.
Empirical models on the other hand avoid directly modelling
the physics of the baryon cycle, i.e. the different states of the baryons
(hot gas, cold gas, and stars) and the physical processes that regu-
late the transition between these states, but rather employ empirical
relations between galaxy and halo properties, marginalising over
the baryon cycle. This can technically be done similarly to SAMs
by populating halo merger trees with galaxies according to parame-
terised relations. However, the motivation determining the choice of
the parameterised models is different. The parameters in an empir-
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ical model are not directly related to a physical process or quantity,
so there are no physical priors on them. Therefore all model pa-
rameters can be fitted to reproduce the data with statistical methods
such as an MCMC algorithm without concerns about the parameter
values. Moreover, model selection criteria can easily be applied to
find the simplest model that agrees with the data. In SAMs this is
more complicated because of observed physical priors, e.g. outflow
velocities. However, as empirical models do not explicitly imple-
ment physical processes it is difficult to use them directly to learn
about the physics of galaxy formation, i.e. one cannot test the impact
of certain physical processes on the galaxy population (empirical
models can nevertheless provide strong constraints that can be used
to study the physics). Still, this does not imply that empirical mod-
els are ‘unphysical’, unless they violate some law of physics – they
simply do not model the physics of the baryon cycle explicitly,
but rather provide a minimal set of assumptions to reproduce the
observed data.
Lately, several studies have used statistical methods such as
MCMC methods to explore the parameter space of SAMs (e.g.
Henriques et al. 2009; Lu et al. 2011, 2012; Henriques et al. 2013).
This is a very useful exercise as it provides many insights into the
model, such as degeneracies between parameters or unconstrained
parameters. This also provides uncertainties on model predictions
and can thus help considerably with interpretation of the results.
However, this does not imply that the models normalised in this
way represent all the underlying physics, nor that they are unique.
Rather they are a simple physically motivated representation that
can reproduce the set of observations. For instance, if a SAM pro-
vides a very good fit to the low-mass end of the SMF, it is not
guaranteed that the fitted supernova feedback parameters (e.g. the
efficiency) represent the underlying physics. It cannot be ruled out
that other processes that may not have been considered, such as
cosmic ray feedback (e.g. Pfrommer et al. 2007), may be equally or
evenmore relevant, and that their effects have just beenmimicked by
the supernova feedback model. This can make the interpretation of
MCMC-fitted SAMs difficult. Unless there are strong priors on the
physical parameters, a model fitting these parameters is no longer
based on first principles and effectively becomes empirical.
Given these differences, one could argue for employing a state-
of-the-art SAM and fit all possible model parameters to reproduce
observations. Even if the model effectively is empirical when fitted
with a statistical method, it may still be able to reproduce the obser-
vations as well as a model that uses empirical relations between halo
and galaxy properties. Galaxies with realistic properties can thus be
followed through cosmic time if a limited physical interpretation of
the model is accepted. However, there a some complications with
this approach. First, as SAMs typically have a very large number
of parameters it becomes difficult to sample the whole parameter
space. Secondly, as SAMs directly model the physics of the baryon
cycle, the parameters may degenerate and it becomes critical to find
observational data that can break the degeneracies (e.g. Henriques
et al. 2015). Empirical models can be designed to minimise param-
eter degeneracies, as they do not aim to follow all components of the
baryon cycle. Thirdly, because the relations in empirical models are
not explicitly motivated by baryonic physics, it is straight-forward to
use model selection statistics to optimise the model, which is much
more difficult in a SAM. This means that if the goal is simply to
track galaxies through cosmic time while having galaxy populations
that agree as well as possible with observed galaxies, then Occam’s
razor can favor empirical models.
6 SUMMARY
In this paper, we present the novel empirical galaxy formationmodel
Emerge, which follows the evolution of galaxies in individual dark
matter haloes through cosmic time. First, halo merger trees are
extracted from cosmological N-body simulations and the growth
rate is calculated for each halo at every redshift. Secondly, the SFR
of the galaxy in each halo is determined as the product of the halo
growth rate, which specifies how much material becomes available,
and the instantaneous baryon conversion efficiency, which specifies
how efficiently this material can be converted into stars. It captures
the effects of all baryonic physics that governs galaxy formation,
depends on halo mass and redshift, and has a peak around 1012M .
The stellar mass of each galaxy is computed by integrating the SFHs
taking into account mass loss from dying stars. Once a halo stops
growing, i.e. when it starts to fall onto a larger halo and becomes a
subhalo, its galaxy continues to form stars for a specified amount of
time and is then rapidly quenched. If the halo has lost a significant
fraction of its peak mass, the stars in the galaxy become unbound
and are stripped to the ICM. When a satellite has lost its kinetic
energy due to dynamic friction, it merges with the central galaxy
and ejects a fraction of its stars to the ICM.
We constrain our model with several sets of observed data. The
conversion efficiency is constrained by SMFs, sSFRs, and the CS-
FRD up to z ∼ 10. The satellite quenching timescale is constrained
by the fraction of quenched galaxies as function of stellar mass up to
z = 4, and the stellar stripping is constrained by small-scale galaxy
clustering. The fraction of stars ejected to the ICM is determined
with the low-redshift evolution of the massive end of the SMF and
the sSFR of massive galaxies. We fit all model parameters with an
MCMC ensemble sampler by requiring that all observed data be
reproduced simultaneously. The adopted empirical relations are as
flexible as possible. We increase the complexity of the model step-
wise if the data require it, which is assessed by a number of different
model selection statistics. The result is thus the simplest model that
is in agreement with the data.
For our best-fit model, we find that the characteristic halo mass
where the instantaneous conversion efficiency peaks, decreases from
1.1 × 1012M at high redshift to 2.2 × 1011M at z = 0. The peak
efficiency at high redshift is 70 per cent and decreases to less than
one per cent towards low redshift. We find a steep low-mass slope
for the efficiency of 1.3 at high redshift that steepens to 3.3 towards
low redshift, such that star formation is strongly suppressed in low-
mass haloes. The high-mass slope is∼ 1, independent of redshift, so
as haloes become more massive the galaxy gets quenched. We find
that almost 40 per cent of all stars in satellite galaxies get ejected
to the ISM during a merger, and that satellite galaxies are tidally
disrupted once the mass of their subhalo has dropped to 10 per
cent of its peak value. Massive satellites with m > 1010M keep
forming stars for about 4 dynamical halo times (rvir/vvir) after their
halo has stopped growing. In lower-mass galaxies this quenching
timescale is considerably longer, such as 10 dynamical halo times
for satellites with m = 109M .
Using our best-fit model, we study the SFHs of individual
galaxies, and find that even if the final halo masses are identical,
galaxies can have very different SFHs. The average SFHs and accre-
tion rates as a function of z = 0 halo mass in our model agree very
well with previous findings. The SFRs of central galaxies in mas-
sive haloes typically peak at high redshift, after which the galaxies
become increasingly quenched, e.g. the SFR of a galaxy in a halo
with a z = 0 mass of 1014M peaks around z = 4. In low-mass
haloes the SFRs peak much later, e.g. in a halo with a z = 0 mass of
MNRAS 000, 1–30 (2017)
The empirical galaxy formation model Emerge 25
1012M the SFR peaks around z = 1. However, individual galaxies
can deviate significantly from these overall trends. The average peak
SFRs of central galaxies that are quenched at z = 0 is slightly higher
than that of their star-forming counterparts, as quenched galaxies
generally form most of their mass at high redshift, where the peak is
located. We find that the fraction of ex-situ formed (accreted) stars
to be insignificant in lowmass haloes, while in massive haloes these
stars can dominate the total stellar mass of central galaxies, e.g. the
accreted fraction of galaxies in haloes with M = 1014M is 55 per
cent at z = 0. We do not notice any difference between quenched
and star-forming galaxies for the accreted fraction.
Ourmodel predicts the integrated baryon conversion efficiency
m/( fbM), i.e. the SHM ratio, for each individual system in contrast
to previous models that only predicted the average SHM ratio at
a given halo mass. The stellar mass of each galaxy depends on
the formation history of the halo, such that scatter in the SHM
relation is automatically produced. The average peak conversion
efficiency at z = 0.1 is 17 per cent at a halo mass of M ∼ 1012M .
As quenched galaxies formed most of their mass at high redshift
where the conversion efficiency is higher, they have a larger SHM
ratio than star-forming galaxies. We find a scatter of 0.16 dex at
the massive end, which is in good agreement with observational
estimates from satellite kinematics, while at the low-mass end the
scatter is larger. This increased scatter causes the overall average
SHM to be slightly lower than previously found. Still, the overall
agreement with other empirical models is very good within the
model uncertainties. We further find good agreement with direct
measurements of the SHM ratio from weak lensing and satellite
kinematics, while X-ray measurements indicate higher SHM ratios.
Taking into account also the ICM, we find that the SHM ratio is
strongly enhanced in massive systems at low redshift. For example,
a halo with M = 1015M at z = 0.1 has a conversion efficiency of
0.004 when only themass in the central galaxy is taken into account,
while if also the ICM is considered, which is larger by a factor of 8,
the conversion efficiency increases to 0.037.
Computing galaxy clustering for star-forming and quenched
galaxies we find a very good agreement with observational con-
straints. Passive galaxies are more strongly clustered at all scales,
while at small scales this effect is even enhanced. Quenched galax-
ies live in haloes that have low growth rates, and these haloes are
more strongly clustered, so quenched galaxies are generally more
clustered as well. Moreover, satellite galaxies get environmentally
quenched, so at small scales, where the clustering is dominated by
pairs in which at least one galaxy is a satellite and these are prefer-
entially quenched, the clustering of passive galaxies is boosted. The
good overall agreement indicates a realistic assignment of galaxies
to haloes.
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APPENDIX A: MODEL SELECTION
The philosophy of the empirical model Emerge is to construct the
simplest self-consistent galaxy evolution model that is able to ex-
plain all available observed statistical data without being restricted
by our limited understanding of baryonic physics. The model is thus
designed to allow for a very broad range of possibilities such that all
observational constraints can be fulfilled. We start with very simple
models to describe the instantaneous efficiency and the processes
for the satellite galaxies containing a minimal number of parame-
ters, and increase the complexity and the number of parameters in a
stepwise manner, as the data require it. We assess this with a num-
ber of different model selection criteria that are described below;
for more details on the methods see Liddle (2007).
Table A1. Summary of the tested models
Model Mz z βz γz τs fs τd
1 0 0 0 0 0 Mp 0
2 F F 0 0 0 Mp 0
3 F F F 0 0 Mp 0
4 F F F F 0 Mp 0
5 F F F 0 F Mp 0
6 F F F 0 F Mp F
7 F F F 0 F m∗ 0
Notes: Columns are model number (1), z-evolution of M1 (2), N (3), β (4),
and γ (5), slope of quenching time (6), threshold used for stripping (7), and
star formation decay time-scale (8). A 0 indicates a parameter is set to 0, F
states that the parameter is free, andMp signifies that the stripping threshold
is taken with respect to the halo peak mass, while for m∗ it is taken with
respect to the present stellar mass.
A1 Model selection criteria
While models with a large number of free parameters can achieve a
good fit more easily, the high complexity reduces the predictiveness
of the model. Therefore, any model selection aims to balance the
quality of the fit to observational data against the complexity of the
model. This acts as Occam’s razor and prefers simpler models if
the fits are similar. In practice, model selection statistics attach a
number to each model, which is based on the quality of the fit and
penalised for larger numbers of parameters.
A simple statistic that can be applied easily to almost anymodel
is the Akaike Information Criterion (AIC, Akaike 1974), as it only
requires the maximum likelihood a model can achieve Lmax, rather
than the full likelihood surface. It is defined as
AIC = −2 lnLmax + 2k , (A1)
where k is the number of model parameters. The best model is the
one that minimises the AIC. For small sample sizes, a corrected
AIC has been introduced by Sugiura (1978):
AICc = AIC +
2k(k + 1)
N − k − 1 , (A2)
where N is the number of data points used in the fit. This strengthens
the penalty for N/k being only a few. The Bayesian Information
Criterion (BIC, Schwarz 1978) is an approximation of the Bayes
factor, and is defined as
BIC = −2 lnLmax + k ln N , (A3)
assuming that the data points are independent and the parameters
are not degenerate.
The Deviance Information Criterion (DIC, Spiegelhalter et al.
2002) combines elements from Bayesian statistics and information
theory. Unlike the AIC and BIC it accounts for situations where
parameters are unconstrained by data. It requires knowledge of the
full likelihood surface, but can be computed from a posterior sample
generated by a MCMC method. First the Bayesian complexity is
introduced:
pD = 〈χ2(®θ)〉 − χ2min , (A4)
where the chevrons 〈〉 indicate the average over the posterior distri-
bution. It corresponds to an effective number of model parameters
indicating the number of parameters actually constrained by the
data. The DIC is then defined as
DIC = −2 lnLmax + 2pD , (A5)
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Table A2. Model selection results
Model χ2min χ
2
mean Np pD AIC BIC DIC −2 ln Z −2 ln(Z/Z5)
1 2761.65 2768.94 7 7.29 2775.71 2814.09 2776.24 2859.32 990.67
2 1939.60 1948.75 9 9.16 1957.70 2007.04 1957.91 2023.47 154.82
3 1932.65 1943.08 10 10.42 1952.78 2007.01 1953.50 2020.29 151.64
4 1932.65 1943.77 11 11.12 1954.80 2015.07 1954.88 2045.40 176.75
5 1789.41 1800.42 11 11.01 1811.56 1871.83 1811.44 1868.65 0.0
6 1789.41 1801.55 12 12.14 1813.59 1879.33 1813.69 1908.77 40.12
7 1845.19 1856.16 11 10.97 1867.34 1927.62 1867.13 1917.29 48.64
Notes: Columns are model number (1), minimum deviance χ2min (2), mean deviance χ2mean (3), number of free parameters Np (4), effective number of
parameters pD (5), Akaike information criterion (6), Bayesian information criterion (7), deviance information criterion (8), twice the logarithmic marginal
likelihood Z (9), and twice the logarithmic Bayes factor w.r.t. the best model (10).
so that it does not penalise the inclusion of parameters that are
unconstrained by the data.
In Bayesian statistics the Bayesian Evidence (also referred to
as model likelihood or marginal likelihood) is the probability of the
data D given the modelM, and it can be computed as
Z = P(D |M) =
∫
d®θ P(®θ |M) P(D| ®θ,M) , (A6)
where P(®θ |M) is the prior distribution and P(D| ®θ,M) is given by
the likelihood function L(®θ). With a prior probability P(Mi) of a
modelMi , the probability of this model given the data is specified
by Bayes Theorem: P(Mi,D) = P(Mi)P(D|M)/P(D). Thus, the
posterior odds of modelMi relative to modelM j become
P(Mi |D)
P(M j |D) =
P(Mi)
P(M j )
P(D |Mi)
P(D |M j ) =
P(Mi)
P(M j )
Zi
Z j
, (A7)
andwe can interpret the Evidence Z as the support for amodel given
the data. In the absence of information about the model priors, a
ratio of P(Mi)/P(M j ) = 1 is adopted, and the relative probabil-
ity of the models given the data is specified by the Bayes Factor
B = Zi/Z j . This property can be used for model selection and con-
siders a combination of data fit and predictiveness. Moreover, the
Evidence does not penalise parameters that are unconstrained by the
data. Thus, models that fit the data by varying few parameters are
favoured. Models with many unconstrained parameters therefore do
not need to be discarded, only the unconstrained parameters.
Calculating the Evidence by integrating over parameter space
is difficult in practice, however. Here, we use the method presented
by Weinberg (2012) and Weinberg, Yoon & Katz (2013) to derive
the Evidence from the posterior distributions computed with our
adopted MCMC algorithm. We first define a define a region of
high posterior probability employing a volume peeling strategy and
then integrate the sample in this region numerically using a volume
tessellation algorithm. This integration is performed for both the
Riemann and the Lebesgue variants, and we have verified that both
techniques result in the same Evidence within a few percent for all
models, i.e. the values for ln Z differ by 0.2 at most.
A2 Tested models
We start with a very simple model, test how well this model can fit
the data, and then increase the complexity stepwise. For all models,
we assume that at any redshift the instantaneous baryon conversion
efficiency  has a double power law dependence on halo mass,
as specified by equation (5). The four parameters may vary with
redshift and depend linearly on the scale factor a:
log10 M1(z) = M0 + Mz(1 − a) = M0 + Mz
z
z + 1
, (A8)
N(z) = 0 + z(1 − a) = 0 + z zz + 1 , (A9)
β(z) = β0 + βz(1 − a) = β0 + βz zz + 1 , (A10)
γ(z) = γ0 + γz(1 − a) = γ0 + γz zz + 1 . (A11)
In model 1, we assume that the four parameters of (M) are constant
through cosmic time, i.e. the efficiency does not evolvewith redshift,
and we set Mz = z = βz = γz = 0. Moreover we set the slope of
the quenching timescale τs to zero, so that the quenching time does
not depend on stellar mass and is equal for all satellites. After the
quenching time has elapsed, the SFR is set to zero instantly. The
satellite is stripped to the halo once the mass of the associated
subhalo has fallen below a fraction of its peak mass Mp.
Inmodel 2we allow for a redshift evolution of the characteristic
halo mass M1 and the normalisation N of the conversion efficiency
as specified by equations, i.e. Mz and z are now free parameters,
while everything else is identical to model 1. In model 3, we also
let the low-mass slope β evolve, i.e. βz becomes a free parameter
as well. All four parameters, including the high-mass slope γ are
allowed to evolve with redshift in model 4, i.e. γz is non-zero, too.
The quenching and stripping in models 2 to 4 are identical to model
1.
Model 5 is identical to model 3 (Mz, z, and βz are free while
γz = 0), but now we let the quenching timescale depend on stellar
mass according to equation (13), so that τs is allowed to vary freely.
In model 6, we also let the SFR decline exponentially on a timescale
τd after the quenching timescale has elapsed. Finally, model 7 is
identical to model 5, but the galaxy is stripped to the halo once its
subhalo has reached a mass that is a specific factor of the galaxy’s
stellar mass (typically a factor of a few), instead of a fraction of its
peak mass.
Table A1 summarises all models we have tested. For each
model we first found the most likely parameters using the Hybrid
method and then ran the ensemble MCMC as described in section
3.4 using the same number of ensembles, walkers, and steps.
A3 Model selection results
We use the posterior distributions from the Markov chains to com-
pute the information criteria and Bayesian Evidences. The results
are summarised in Table A2. We present the best-fit results for a
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Figure A1. Comparison of different models using their best-fit parameters. Each line corresponds to the global best-fit result of a specific model, while the
symbols represent the observed data. See table A1 for more details about the different models. The top panels show the SMF in three redshift bins, the panels
in the second row show the quenched fractions in three redshift bins, the panel in the third row shows the CSFRD, the panels in the fourth row show the sSFRs
in three stellar mass bins, and the bottom panels show the z = 0 correlation functions in three stellar mass bins.
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subset of the SMF, CSFRD, sSFR, quenched fraction and clustering
data for all models in Figure A1.
The simplest model, which has no redshift evolution of the
efficiency (model 1), provides a rather poor fit to the data. The
massive end of the SMF is underpredicted at intermediate redshift,
the fraction of quenched galaxies is too high at the low-mass end
and too low at the massive end, the CSFRD at low redshift is
overpredicted as are the sSFRs of massive galaxies, and the small-
scale clustering of all galaxies is underpredicted. Consequently, all
information criteria have a very high value and the Evidence is very
low.
Adding two more free parameters, Mz and z (model 2), im-
proves all model selection statistics significantly as the quality of the
fit has increased. The SMFs can be reproduced much better, except
for very high redshift, the fraction of quenched galaxies is only too
high at very low masses, the CSFRD is slightly underpredicted at
high redshift, and the small-scale clustering of low-mass galaxies
is too low. The Evidence increases dramatically with a logarithmic
Bayes factor of 418 with respect to model 1, so that model 2 cleary
outperforms model 1.
Letting also the low-mass slope β evolve with redshift (model
3), improves the fit and thus the model selection statistics further.
Now all SMFs, sSFRs, and the CSFRD can be reproduced very
well. Still the small-scale clustering of low-mass galaxies is too low
and the fraction of quenched low-mass galaxies is too high. With
a logarithmic Bayes factor of 1.6, model 3 is preferred over model
2. Allowing the high-mass slope γ to evolve with redshift as well
(model 4), does not further improve the fit, and thus the model
selection statistics become worse, as the model is penalised for the
additional free parameter. The logarithmic Bayes factor of model 3
with respect to model 4 is 12.5, so that model 4 does not constitute
an improvement, and model 3 is still favoured.
Model 5 is identical to model 3, but adds one more free param-
eter, letting the quenching timescale depend on stellar mass, specif-
ically low-mass galaxies can now have longer quenching timescales
and form stars longer than in model 3. While the SMFs, sSFRs,
and the CSFRD are still reproduced very well, this new addition
significantly improves the fit to the quenched fractions of low-mass
galaxies, as low-mass satellites keep forming stars longer. More-
over, the small-scale clustering of low-mass galaxies is improved.
As the quality of the fit is much higher than for model 3, all model
selection statistics are better for model 5, and the logarithmic Bayes
factor with respect to model 3 is 75.8, so that model 5 is clearly
favoured.
Adding another free parameter by letting the SFR decline ex-
ponentially after the quenching timescale, does not improve the
quality of the fit. In fact, the decline timescale τd is constrained to
zero, so that the data require the quenching to be rapid. Since the fit
is not improved and constrained parameter is added, the Evidence
drops such that the logarithmic Bayes factor of model 5 with respect
to model 6 is 20. Finally, model 7 is identical to model 5, but the
stripping method has been changed, and the subhalo mass is com-
pared to the present stellar mass instead of the peak subhalo mass.
While this retains the same number of parameters as model 5, the
quality of the fit slightly decreases, as the small-scale clustering is
not reproduced as well as for model 5. While this effect is relatively
small, the best-fit χ2 is larger by 56 for model 7, and the logarithmic
Bayes Factor of model 5 with respect to model 7 is 24. Therefore,
the preferred model of our analysis is model 5, which has been
presented in this paper.
APPENDIX B: CORRELATIONS BETWEEN
PARAMETERS
All model parameters have been fitted using an MCMC algorithm.
This does not only provide the best-fit values and their uncertainties,
but from the full likelihood surface we can also determine the corre-
lations of the model parameters. The likelihood surface projected to
2-dimensional surfaces for each parameter pair and the probability
density functions for each parameter are shown in Figure B1.
While most parameters are uncorrelated (especially the ones
governing the behaviour of satellite galaxies), we can identify a
number of interesting correlations. For the characteristic mass M1,
the normalisation N, and the low-mass slope β of the conversion
efficiency, the z = 0 values are anti-correlated with the respective
evolution slopes. This means that they can be either (relatively)
high/low at high/low redshift, or reverse, as long as their sum is
roughly the same. For example, for a lower normalisation at low
redshift, the normalisation at high redshift needs to be higher to
compensate, so that the final amount of stellar mass is the same and
the SMF is reproduced. Of course, other constraints specifically
constrain the high redshift parameters, such as the sSFR for low-
mass galaxies at high redshift specifically constrains βz. However,
as these data have a non-negligible uncertainty, the high redshift
parameters can vary, and as the final amount of stellar mass is rather
well constrained, the low redshift parameters then adapt leading to
correlations.
We can also identify weaker correlations between other param-
eters, such as a slight anti-correlation between the low-mass slope
at low redshift β0 and the characteristic mass at low redshift M0,
and consequently a correlation between the low-mass slope at high
redshift βz and M0. The first of these can be understood easily, as a
lower value of M0 leads to higher efficiencies for low-mass galaxies
(the efficiency curve is simply shifted to lower halo masses), so that
the low-mass slope β increases and becomes steeper leading to again
lowered efficiencies to compensate. The second correlation is just a
consequence of the first correlation and the anti-correlation between
β0 and βz. Similarly, Mz is correlated with β0, but anti-correlated
with βz.
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Figure B1. Correlation between model parameters, shown by projecting the likelihood surface obtained with the MCMC algorithm to 2-dimensional surfaces
for each parameter pair. Dark red colours represent locations with a high likelihood, while dark blue colours identify low-likelihood regions.
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