We conduct an empirical study to test the ability of convolutional neural networks (CNNs) to reduce the effects of nuisance transformations of the input data, such as location, scale and aspect ratio. We isolate factors by adopting a common convolutional architecture either deployed globally on the image to compute class posterior distributions, or restricted locally to compute class conditional distributions given location, scale and aspect ratios of bounding boxes determined by proposal heuristics. As explained in the paper, averaging the latter should in principle yield performance inferior to proper marginalization. Empirical tests yield the converse, however, leading us to conclude that -at the current level of complexity of convolutional architectures and scale of the data sets used to train them -CNNs are not very effective at marginalizing nuisance variability. We also quantify the effects of context on the overall classification task and its impact on the performance of CNNs, and propose improved sampling techniques for heuristic proposal schemes that improve end-to-end performance to state-of-the-art levels. We test our hypothesis on classification task using the ImageNet Challenge benchmark, on detection and on wide-baseline matching using the Oxford and Fischer matching datasets.
Introduction
Since the influential work of [29] , convolutional neural networks (CNNs) have become the paragon for detecting the presence of objects in a scene, as portrayed by an image. CNNs are touted as being invariant to nuisance transformations such as planar translation, both by virtue of their architecture (the same operation is repeated at every location akin to a "sliding window") and by virtue of their approximation properties that, given sufficient parameters and transformed training data, could in principle yield disThe copyright of this document resides with its authors. It may be distributed unchanged freely in print or electronic forms.
criminants that are (approximately) constant with respect to nuisance transformations of the data. In addition to planar translation, an object detector must manage variability due to scaling (possibly anisotropic along the coordinate axes, yielding different aspect ratios) and (partial) occlusion. Some nuisances are elements of a transformation group, e.g. the (anisotropic) location-scale group for the case of position, scale and aspect ratio of the object's support. 1 The fact that convolutional architectures appear effective in classifying images as containing a given object, regardless of its position, scale, and aspect ratio [29] suggests that the network can effectively manage such nuisance variability.
However, the quest for top performance in the same benchmark used by [29] has led researchers away from letting the CNN manage all nuisance variability. Instead, the image is first pre-processed to yield proposals, which are subsets of the image domain (bounding boxes) to be tested for the presence of a given class (Regions-with-CNN [19, 47] ). Proposal mechanisms essentially remove nuisance variability due to position, scale and aspect ratio, leaving a "Category CNN" to classify the resulting bounding box as one of a number of classes it is trained with, thus forgoing the full benefit of its convolutional structure.
In other words, rather than computing the posterior distribution 2 with nuisance transformations automatically marginalized, the CNN is used to compute the conditional distribution of classes given the data and a sample element of the nuisance transformation, represented by a bounding box. If the goal is the nuisance itself (objects' support, as in detection in [10] ) it can be found via maximum-likelihood (max-out) by selecting the sample that yields the highest probability of any class [19, 47, 7, 51, 22] . If the goal is the class regardless of the transformation (as in categorization in [10] ), the latter can be marginalized simply by averaging the conditional distributions with respect to the (now known) transformations. 2 Now, if a CNN was indeed marginalizing a particular nuisance group, there would be no benefit in conditioning and averaging with respect to (inferred) nuisance samples. This is a direct corollary of the Data Processing Inequality (DPI, Theorem 2.8.1 in [9] ). A fortiori, performance should further decrease if the conditioning mechanism is not representative of the nuisance distribution, as is the case for most proposal schemes [24] that produce bounding boxes based on adaptively downsampling a coarse discretization of the location-scale group. Class posteriors conditioned to such bounding boxes discard the image outside it, further limiting the ability of the network to leverage on side information, or "context," another theoretical strength of CNNs. Should the converse be true, i.e., should averaging conditional distributions restricted to proposal regions outperform a CNN computing the posterior on the entire image, that would cast a shadow on the ability of CNNs to deliver on their promise, or else go against the DPI.
In this paper we test this hypothesis, aiming to answer to the question posed in the title.
To the best of our knowledge, this has never been done in the literature, despite the keen interest in understanding the properties of CNNs following their empirical success [20, 48, 52, 21, 42, 54, 36] . We are cognizant of the dangers of drawing sure conclusions from empirical evaluations, especially when they involve a myriad of parameters and exploit training sets that can exhibit gross biases. To this end, in Sect. 2 we describe a testing protocol that uses recognized existing modules, such as pre-trained networks, and keep all factors constant while testing each hypothesis.
Summary of conclusions:
We first show that a baseline (AlexNet) with single-model top-5 error of 19.96% on ImageNet 2014 Classification slightly decreases in performance (to 20.65%) when constrained to the ground-truth bounding boxes (Table 1 ). This may seem surprising at first, as it would appear to violate Theorem 2.6.5 of [9] (on average, conditioning on the true value of the nuisance transformation must reduce uncertainty in the classifier). However, note that the restriction to bounding boxes does not just condition on the location-scale group, but also on visibility, as the image outside the bounding box is ignored. Thus, the slight decrease in performance measures the loss from discarding context by ignoring the image beyond the bounding box. When we pad the true bounding boxes with a 10-pixel rim, we show that, conditioned on such "ground-truthwith-context" indeed does decrease the error as expected, to 17.66%. In Fig. 1 we show the classification performance as a function of the rim size all the way to the whole image.
A 50-pixel rim yields the lowest errors on the Imagenet validation set. This may also indicate that the context effectively leveraged by current CNN architectures is limited to a small neighborhood of the objects of interest.
The second contribution concerns the proper sampling of the nuisance group. If we interpret the CNN restricted to a bounding box as a function that maps samples of the location-scale group to class-conditional distributions, 3 where the proposal mechanism down-samples the group, then classical sampling theory [41] teaches that we should retain not the value of the function at the samples, but its local average, a process known as anti-aliasing. Also in Table 1 , we show that simple uniform averaging of 4 and 8 samples of just the isotropic scale group (leaving location and aspect ratio constant) significantly reduces the error, to 16% and 14.4% respectively. This is again unintuitive, as one expects that averaging conditional densities would produce less discriminative classifiers, but in line with recent developments concerning "domain-size pooling" [13] .
To test the effect of such anti-aliasing on a CNN absent the knowledge of ground truth object location, we follow the methodology and evaluation protocol of [17] to develop a domain-size pooled CNN and test it in their benchmark classification of wide-baseline correspondence of regions selected by a generic low-level detector (MSER [33] ). Our third contribution is to show that this procedure improves the baseline CNN by 5-15% mean-average precision on standard benchmark datasets (Table 4 , Figs. 5 and 4).
Our fourth contribution goes towards answering the question set forth in the title. To this end, we consider two baselines (AlexNet and VGG16) that perform at the stateof-the-art for a single model in the ImageNet Classification challenge using various proposals or "crops." For instance, VGG16 4 achieves 8.85% top-5 error with 150 samples on 50 regularly-sampled crops at 3 scales. Now, if averaging the conditional class posteriors obtained with samples (regularly sampled crops and generic object proposals) should improve overall performance, that would imply that the marginalization performed by the CNN is inferior to that obtained by sampling the group, and averaging the resulting class conditionals.
2 This is indeed the case, as we achieve an overall performance of 8.11%, compared to 13.24% for the same network deployed on the whole image (Table 3) . This leads us to conclude that the answer to the question in the title is: not very well. There are, however, caveats to this answer, which we discuss in Sect. 3.
Our fifth, accidental, contribution is to actually provide a method that performs at the state of the art in the ImageNet Classification challenge when using a single model without Table 1 . AlexNet's and VGG16's performance on the Imagenet 2014 classification challenge when the ground-truth localization is provided, compared to applying the model on the entire image. We pad the ground truth with various rim sizes both isotropically and anisotropically. Then we show how averaging the class posteriors performs when applying the network on concentric domain sizes around the ground truth.
multiple bootstrapping rounds. In Table 3 we provide various results and time complexity. We achieve a top-5 classification error of 16.04% and 8.11% for AlexNet and VGG16, compared to 17.55% and 8.85% error when they are tested with 150 regularly sampled crops [43] , which corresponds to 9.4% and 9.1% relative error reduction, respectively. Data augmentation techniques in training such as scale jittering and an ensemble of several models [46, 23, 43] can be deployed jointly with our method.
In the Appendix we report additional evaluation on detection task, where the benefit of computing conditionals is already obvious and implicit in the choice of most of the top performers in detection challenges to adopt a proposal or sampling mechanism. There, the element of the group transformation (bounding box) is no longer the nuisance, but the object of interest.
Related work
The literature on CNNs and their role in Computer Vision is rapidly evolving, forcing interested researchers to seek references from not-yet-peer-reviewed venues such as ArXiv. Attempts to understand the inner workings of CNNs are being conducted [42, 5, 36, 20, 30, 54] , along with theoretical analysis [3, 37, 8] aimed at characterizing their representational properties. Such intense interest was sparked by the surprising performance of CNNs [29, 43, 19, 39, 5, 47, 46, 23] in Computer Vision benchmarks [10, 16] , where many couple a proposal scheme [25, 55, 49, 32, 4, 1, 38, 6, 26, 28, 55, 15] with a CNN. Other efforts include replacing a subset of learned parameters with designed ones [40] , introducing a network in a network [31] or extending to sequential data [35, 53, 2, 11] .
Our work relates to a vast body of work that cannot be realistically reviewed in the limited scope of this paper, but we refer the reader to references in the papers that describe the benchmarks we adopt, namely [29] , [5] and [43] .
Experiments

Large-scale Image Classification
What if we trivialize location and scaling? First, we test the hypothesis that eliminating the nuisances of location and scaling by providing a bounding box for the object of interest will improve the classification accuracy. This is not a given, for restricting the network to operate on a bounding box prevents it from leveraging on context outside it. We use the AlexNet [29] and VGG16 [43] pretrained models, which are provided with the MatConvNet open source library [50] , and test their top-1 and top-5 classification errors on the Imagenet 2014 classification challenge [10] . The validation set consists of 50, 000 images, where at each of them one "salient" class is annotated a priori by a human. However, other Imagenet classes appear in many of the images, which can confound any classifier.
We test the classifier in various settings (c.f. Table 1) ; firstly, by feeding the entire image to it and letting the classifier automatically marginalize the nuisance transformations. Then we test the ground-truth annotated bounding box, which is provided by the Imagenet evaluation kit. We rescale the bounding box anisotropically to match the model's receptive field. Next, we generate isotropically rescaled domain sizes that are centered at the same pixel and include the ground-truth region while preserving the aspect ratio.
We show in Table 1 for AlexNet that using the object's ground-truth support performs slightly worse (second row) than using the whole image (first row). However, after we pad the object region isotropically with a rim of minimum dimension 10 pixels, the top-5 classification error reduces from 19.96% to 17.66%. Adding more context by enlarging the bounding box further improves the classification accuracy. However, there is a trade-off between useful context and clutter. When we add more than 50 pixels padding, the classification performance starts dropping down. In Fig.  1 we demonstrate how the classification accuracy varies as as a function of the rim size around the object of interest. This figure stresses the importance of padding the object of A rim size of zero corresponds to the ground-truth bounding box, while larger values converge asymptotically to the performance which we obtain when the whole image feeds the network (this performance serves as a reference, annotated with black lines). A 50 pixel rim around the ground truth provides the best trade-off between informative context and background clutter. This is still inferior to the performance we obtain when we average the posteriors of 8 domain sizes around the ground truth, which yields 14.43% and 14.22% top-5 error for isotropic and anisotropic sampling of the scale group, respectively. interest, as this boosts the CNN's classification accuracy. A 50 pixel rim gives 15.46% top-5 error, which is even lower than the 17.65% error that is achieved with 10 pixels rim. However, providing more context has diminishing returns, as it eventually decreases the network's discriminative power. Using the whole image yields 19.96% top-5 classification error, which corresponds to 29.1% lower accuracy relative to the 50 pixel case.
We also provide the corresponding entries in the Table 1 with anisotropically rescaled domain sizes where a rim of equal size for both dimensions is used. We observe similar behavior, which is also consistent with VGG16's behavior for both strategies.
Then, we apply domain size average pooling on the class posterior (i.e., the network's softmax output layer) with 4 and 8 rescaled sizes that are concentric with the ground truth. The added rim has size either at both dimensions (for the anisotropic case) or only along the minimum dimension (for the isotropic case) which is uniformly sampled in the range [0, 70] . This reduces the top-5 error to 14.43% and 14.22% for isotropic and fixed expansion, which is better than any single domain size (c.f. Fig. 1 ). This corresponds to 38.3% and 40.4% relative error reduction, respectively, compared to providing the whole image. In Fig. 6 at the Appendix we draw these strategies on example images.
These results allow us to conclude that the network is indeed able to leverage context, lest its performance restricted to the ground-truth bounding box would increase, but by a small margin (and only for the AlexNet), which is voided by adding a small rim around the true bounding box. The improvement due to pooling different domain sizes around the ground truth object support is to be expected. Next we test whether the improvement stand if we use proposals, rather than true object support.
Introducing object proposals. We test a standard object proposal algorithm to generate samples whose class posteriors are marginalized to obtain a single output vector. We use Edge Boxes [55] , which provide a good trade-off between recall and speed [24, 25] .
We extract N generic object proposals per image, which are ranked in order to choose a subset E with the most informative ones for our task. These E proposals are classified by a Convolutional Neural Network and the multiple outputs are averaged element-wise in order to extract a single (1, 000 × 1 for Imagenet classification) vector, which is our class posterior for the whole image.
First, we find a satisfactory value for N with a simple experiment in a subset of Imagenet validation set (c.f. Table  2 ). Assuming that we know the ground-truth bounding box, we search among all N proposals for the one with the highest overlap with the ground truth and evaluate the network's performance on this region. We use various values of N , and two different criteria to define the overlap: at the first five rows we use the Intersection over Union (IoU), which is the standard overlap metric in Pascal VOC, and at the last row we select the smallest box that completely contains the ground truth region in R 2 . Table 2 . Evaluation of the proposed Edge Boxes [55] by calculating the classification performance when the ground truth is known and the best available bounding box is selected accordingly. We use the Intersection-over-Union (IoU) as overlap criterion. More Edge Boxes provide as expected better cover of ground-truth objects and subsequently higher classification accuracy. However, they add computational overhead to our algorithm, which is linear to the number of proposals. On the last row we use a slightly different selection criterion, i.e., the smallest bounding box that encloses the ground-truth region. If there is no such proposal, we choose the whole image. This criterion yields slightly higher error.
Criterion
In Table 2 we show that using larger values of N yields elements with a larger overlap with the ground truth in best case and subsequently a higher classification accuracy, as we would expect. Using N = 100 proposals appears to provide the highest classification accuracy end-to-end, as the error does not reduce for more regions. The number in Table 2 are not directly comparable with the statistics in the rest of the paper, because they are produced in a subset of validation set (in specific the first 2, 000 images) but nevertheless they give an estimation for our algorithm. In the last row we see that the alternative criterion gives inferior performance for the same number of proposals (N = 200). Next we show how we rank our candidate proposals in order to effectively keep the most informative for our task.
Pruning samples. Continuing to sample patches within the image has diminishing return, as too many samples can hurt discriminability, while including more background patches with smooth class vector distribution. We adopt an information-theoretic criterion to reduce the number of samples that we use to approximate the marginalization of the nuisance transformations in the image domain (e.g. translation and scaling).
For each candidate proposal n ∈ N we evaluate the testing network and take the softmax output v n ∈ R C , where
. . , C} and C = 1, 000 on Imagenet classification challenge. We observe that the output from the softmax layer is a set of non-negative numbers which sum up to 1. Therefore, we can interpret the vector v n as a discrete probability distribution P (v n ) on R. Then we can compute Shannon's entropy as
Our conjecture is that more discriminative class distributions tend to be more peaky with less ambiguity among the classes, and therefore having lower Shannon entropy. In Fig. 2 we show how selecting a subset of image patches whose class posterior has lower entropy and averaging their softmax output can lead to higher classification accuracy. We order the crops in ascending order based on the entropy of their class posteriors and keep a subset of them with the lowest entropy from 10 all the way to keeping all of them. Our experiments include the commonplace dataaugmentation practice [42] with 50 crops that are sampled regularly in the image. As customary, we deploy either one (upper subplot) or three image scales (lower subplot), resulting in 50 and 150 crops respectively.
We observe at the upper subplot that keeping the lowentropy proposals can improve the classification accuracy, as opposed to the high-entropy proposals which hurt the accuracy very fast while reducing the number of samples. In the lower subplot, where more samples are used, the benefit of choosing the low-entropy samples is larger. Marginalizing the class distribution over the 50 regions with lowerentropy class posteriors gives a 3.7% top-5 error reduc- 
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Figure 2. We demonstrate how using samples whose class posterior distribution has lower entropy (blue curves) can increase the discriminative power of the marginalized class posterior compared to choosing the high-entropy samples (red curve in the upper plot). Above we use regular 50-crop sampling, while below we deploy the same 50-crop sampling over 3 scales, i.e. 150 samples, which is a common scheme in the literature [43, 47] . The dotted lines correspond to the performance that we get in the extremal case where we choose all crops (thus ignoring the entropy criterion).
tion on the Imagenet cls-loc validation set, as opposed to marginalizing over all regularly extracted 150 crops. Again a subset of the validation set is used so the numbers are not directly comparable with Fig. 1 and Table 3 , where we use the entire dataset. Here we use only the first 2, 000 images, as we are interested in identifying the trend. Later, the entropy criterion helps us to prune samples from a few hundred candidates of generic object proposals.
Next we devise an algorithm to adaptively sample the image domain at test time. We extract N candidate bounding boxes with a fast proposals algorithm [55] and keep a small subset of them E using the entropy criterion. We average the softmax output of the network on these selected regions and give a single prediction for the entire image. More specifically, we use N = 80 Edge Boxes per image as candidate proposals. For each region we forward propagate both the original and its horizontal flip through the network, so that we calculate their softmax output which are the class posteriors conditioned on the specific patch. The necessary condition to be satisfied by any sample among all 2 × N in order to keep it is that its class posterior must have lower entropy than the lowest entropy of the posteriors among the DSP5 samples (which are 10 regularly extracted samples as it is described in Algorithm 1). Among the samples that satisfy the aforementioned condition we keep the E lowest-entropy proposals. We cross-validate with 10% of the dataset for various values of the number of selected regions E, and we use E = 5. Due to the necessary condition, the actual number of deployed samples per image can be less than E. Finally, we introduce a prior encouraging the candidate proposals to contain a larger area than what the standard setting in [55] would give. To this end, instead of directly extracting N = 80 proposals, we generate 200 and keep the 80 largest ones. These parameters have been selected with cross-validation. We expect that the performance can be further improved with exhaustive parameter search and an proposal mechanism that is designed for this task. All regular and adaptive sampling components are summarized in Algorithm 1 and are drawn in Fig. 3 . • DSP5. We apply domain-size pooling on the image I (and its horizontal flip) with 5 sizes uniformly extracted in the normalized range {0.6, 1}, where 1 corresponds to the whole image.
• Object proposals. We propose N Edge Boxes on the image I (e.g., we extract 200 boxes and keep the N = 80 larger ones). We keep the min(K, m) proposals with the lowest-entropy class posterior, where m is number of proposals with entropy less than the min entropy over all responses of DSP5 and K = 5 after cross-validation.
• C crops. We use regular crops (e.g., C = 10 as in [29] ). Domain-size pooling and regular crops. We investigate the influence of domain-size aggregation at test time in classification both as stand-alone technique and as additional proposals in Algorithm 1. Usually, the image is isotropically rescaled to a predefined size, and then either a multicrop scheme is deployed [29, 43, 46] or the network is applied densely and a class score map over the whole image is extracted [39, 43] . We compare our method with the multi-crop strategies which have been shown to perform marginally better compared to dense processing [43] .
Krizhevsky et al. [29] rescale a test image to 256 × 256 and make predictions by extracting five 224 × 224 crops that are located at the four corners and the center, as well as their horizontal flips, and averaging the network's softmax output on these 10 patches. They show that this strategy reduces the classification top-5 error from 18.3% to 17.0% on the ILSVRC 2010 test set. Using a larger set of crops [43, 46] can further improve the classification accuracy, as it results in a finer sampling of the input image. However, there is diminishing return as sampling more test crops can reduce the discriminability.
Our strategy is to deploy domain-size aggregation of the network's class posterior over D sizes with normalized sizes that are uniformly sampled in the range [r, 1], where 1 is the normalized size of the original image. After crossvalidation in a subset of ILSVRC, we choose D = 5 and r = 0.6. Thus we term this sampling strategy "DSP5". We use both the original and the horizontally flipped image, which gives 10 samples in total.
Comparisons. To compare our methods with the multicrop evaluation protocols, we use the AlexNet [29] and VGG16 [43] models. All classification results are reported on the validation set of the ILSVRC 2014 [10] . In Table 3 on the rows 2-5 we show the performance of the multi-crop methods most commonly used in the literature [29, 43, 46] . Then we compare them with domain-size pooling on the entire image (rows [6] [7] [8] Fig. 3 ). Both the original samples and their horizontal flips are used. Finally, in the last six rows, we introduce adaptive sampling, which consists of a data-driven object proposal algorithm [55] and the entropy criterion to select the most discriminative samples on the fly based on the extracted class posterior distribution. C refers to using the 5 lower-entropy proposals among N = 40 Edge Boxes, while in C' the 5 samples are picked among N = 80 candidate Edge Boxes. A pertains to the common 10-crop sampling technique and B to the DSP5. eval-S stands for the number of samples that are evaluated for each method, while ave-S is the number of samples that are eventually averaged to produce one single vector with class confidences. The previous top-reported with regular sampling and our results are shown in bold. There is a 9.4% and a 9.1% relative top-5 error reduction for AlexNet and VGG16, respectively.
sampling with object proposals (rows 9-14).
Before extracting the crops and in order to preserve the aspect ratio of each single image, we rescale it so that its minimum dimension is 256. Note that scale does not really matter in DSP5, as the largest domain size captures the whole image and the rest captures a region proportional to the whole image size. Therefore we extract the domain sizes at the original image scale and then rescale them anisotropically to fit the model's receptive field. Additionally, some multi-crop algorithms resize the image in S different scales and then sample C patches of fixed size 224 × 224 densely over the image. Szegedy et al. [46] use S = 4 scales and C = 36 crops per scale, which yields 144 patches in all. Following the methodology from Simonyan et al. [43] , it is comparable to deploy S = 3 scales and extract C = 50 crops per scale (5 × 5 regular grid with 2 flips), for a total of 150 crops over 3 scales (row 5 in Table 3 ).
The results, presented in Table 3 , indicate as expected that scale jittering at test time improves the classification performance for both 10-crop and 50-crop strategies. Additionally, the 50-crop strategy is better than the 10-crop strategy for both models. The results on row 5 in bold are the lowest top-5 errors that can be achieved with these specific single models using the common data-augmentation techniques [29, 43, 46] . Then we present out methods and observe that when using the AlexNet network, DSP5 outperforms more expensive multi-crop algorithms even if it only evaluates and averages 10 patches, except only for the 50-crop augmentation with 3 scales, which involves forward-propagating 150 patches through the network. Furthermore, combining the 10-crop evaluation protocol with DSP5 achieves the best results, even without using 3-scale jittering, which leverages only 20 patches. The latter is true also for the VGG16 network, where this policy gives the second best performance, only behind the 10-crop strategy with 3 scales and DSP5, which involves forward-propagating 40 patches. One interpretation for the improvements with just domain-size pooling on the whole image is that it serves a natural prior for the majority of ILSVRC images, i.e., the object of interest lies most probably toward the center than the image boundaries. This is a common assumption in the literature that also appears in large-scale video segmentation [27] .
Finally, we introduce the adaptive sampling mechanism with Algorithm 1 and reduce the top-5 error to 16.04% and 8.11% for AlexNet and VGG16 respectively. To set this in perspective at the original publication Krizhevsky et al. [29] report 16.4% top-5 error when they combine 5 models. We are able to improve this performance with one single model. The relative improvement for the deployed instances of AlexNet and VGG16
5 , compared to the dataaugmentation methods used in [43, 46] , is 9.4% and 9.1%, respectively.
Time complexity. In Table 3 we show the number of evaluated samples (eval-S) and the number of them that are actually averaged (ave-
The sequential time needed for each method is linear to the number of evaluated patches eval-S. We run the experiments with the MatConvnet library and parallelize the load for VGG16 so that the testing is done in batches of B = 20 patches. We report the time profile 6 for each method in Table 3 . A few entries cover two boxes, as their methods are evaluated together. Extracting the proposals is not a major bottleneck if using an efficient algorithm [55, 24] , such as Edge Boxes [55] . The ABC' scheme, which evaluates 180 samples per image, takes 76k seconds for AlexNet, while the 50-crop augmentation with 3 scales (i.e., 150 evaluated samples per image) takes 41k seconds. Thus, for a comparable number of testing samples, the object proposal scheme introduces an overhead that is less than a factor of 2.
Wide-Baseline Correspondence
We test the effect of domain-size pooling in correspondence tasks with a convolutional architecture, as done by [13] for SIFT, using the datasets and protocols of [17] . This process looks alike the subfigure A in Fig. 3 , but here the domain sizes are centered around the detector. We expect that such averaging will increase the discriminability of detected regions and in turn the matching ability, similar to the the benefits that we see on the last rows of Table 1 . Here we do correspondence, so the network is a region descriptor.
We use maximally-stable extremal regions (MSER) [33] to detect candidate regions, affine-normalize them, align them to the dominant orientation, and re-scale them for 5 Specifically, we use the VGG16 model which is trained without scale jittering at training and appears on the first row of D area in Table 3 in [43] . Both AlexNet and VGG16 are publicly available with the matconvnet toolbox [50] . Simonyan et al. in their evaluation with 50 crops and 3 scales report 8.6% top-5 error on Imagenet 2014 validation. In contrast our implementation produces 8.85%, which can be attributed to using a different pre-trained model, as the initial weights are sampled from a zeromean Gaussian distribution with standard deviation 0.01 and there might also be minor differences in the training process. 6 We use a modern machine equipped with a NVIDIA Tesla K80 GPU, 24 Intel Xeon E5 cores and 64G RAM memory. head-to-head comparisons. For a detected scale σ at each MSER, the DSP-CNN samples D domain sizes within a neighborhood [λ 1 σ, λ 2 σ] around it. The deployed deep network is the unsupervised convolutional network proposed by [17] , which is trained with surrogate labels from an unlabeled dataset (as introduced in [14] ), with the objective of being invariant to several transformations that are commonly observed in images captured from different viewpoints. As opposed to network-classifiers, which we deploy in classification, here the network is purely a region descriptor, whose last two layers (3-4) are the representations.
In Fig. 4 DSP-CNN on Oxford dataset [34] . CNN's layer 4 is the representation for each MSER and DSP-CNN simply averages this layer's responses for all N domain sizes. We use λ 1 = 0.7, λ 2 = 1.5 and D = 6 sizes that are uniformly sampled in this neighborhood. There is 15.1% improvement based on the matching mean average precision.
The Fischer dataset [17] includes 400 pairs of images, some of them with more extreme transformations than those in the Oxford data. The types of transformations include zooming, blurring, lighting change, rotation, perspective and nonlinear transformations. In Fig. 5 we show the comparisons between CNN and DSP-CNN for layer-3 and layer-4 representations and demonstrate 7.7% and 5.0% relative improvement. We use λ 1 = 0.5, λ 2 = 1.4 and D = 10 domain sizes. These parameters are selected with crossvalidation. In Table 4 we show comparisons with baselines, such as using the raw data and DSP-SIFT [13] . After finer parameter search (λ 1 = 0.5, λ 2 = 1.24) and concatenating the layers 3 and 4, we achieve state of the art performance, observing though the high dimensionality of this method compared to local descriptors. In the Appendix we report matching performance for varying severity of transformations (Fig. 10) .
Given the inherent high-dimensionality of CNN layers, we perform dimensionality reduction with principal component analysis to investigate how this affects the matching performance. In Table 4 we show the matching performance for compressed layer-3 and layer-4 representations with PCA to 128 dimensions and their concatenation. There is a modest performance loss, but Fig. 5 shows that even the compressed features still outperform the single-scale CNN features by a large margin.
Discussion
Our empirical analysis indicates that CNNs, that are designed to be invariant, or at least insensitive, to nuisance variability due to planar translations -by virtue of their convolutional architecture -and trained to be insensitive to at least elementary distance (scale) and shape (aspect ratio) variability to produce an estimate of the posterior distribution of each object class given a test image, with said nuisance variability marginalized, in practice are less effective at this marginalization than a naive and in theory counter-productive practice of sampling and averaging the marginals conditioned on an ad-hoc choice of bounding boxes and their corresponding planar translation, scale and aspect ratio. Thus, the network does not effectively marginalize the nuisance variability which is designed to handle (translation) and that is trained to discard (scale and aspect ratio).
The latter statement has to be taken with the due caveats: First, we have shown the statement empirically for few choices of network architectures (AlexNet and VGG), trained on particular datasets that are unlikely to be representative of the complexity of visual scenes (although they may be representative of the same scenes as portrayed in the test set), and with a specific choice of parameters made by their respective authors, both for the classifier and for the evaluation protocol. To test the hypothesis in the fairest possible setting, we have kept all these choices constant while comparing a CNN trained, in theory, to marginalize the nuisances thus described, with the same applied to bounding boxes provided by a proposal mechanism. To address the arbitrary choice of proposals, we have employed those used in the current state-of-the-art methods, but we have found the results representative of other choices of proposals.
In addition to answering the question posed in the title, along the way we have shown that by framing the marginalization of nuisance variables as the averaging of a subsampling of marginal distributions we can leverage of concepts from classical sampling theory to anti-alias the overall classifier, which leads to a performance improvement both in categorization, as measured in the ImageNet benchmark, and correspondence, as measured in the Oxford and Fischer's matching benchmarks.
Of course, like any universal approximator, a CNN can in principle capture the geometry of the discriminant surface by "learning away" nuisance variability, given sufficient resources in terms of levels, number of filters, and number of training samples. So in the abstract sense a CNN can indeed marginalize out nuisance variability. The analysis conducted show that, at the level of complexity imposed by current architectures and training set, it does so less effectively than ad-hoc averaging of proposal distributions.
This leaves practitioners the choice of investing more effort in the design of proposal mechanisms, subtracting duties from the Category CNN downstream, or invest more effort in scaling up the size and efficiency of learning algorithms for general CNNs so as to render the need for a proposal scheme moot. A third way is to alter the architecture of the CNN so it locally marginalize group transformations larger than translation, as currently implied by the convolutional architecture, for instance by extending it to the location-scale group, thus rendering the use of "domainsize pooling" moot, to similarity or even affine transformations [8, 44, 18] . We believe that extensions beyond that, into projective transformations, will offer diminishing return.
Most importantly, we advocate efforts to develop analytical understanding of CNNs so as to avoid having to run experiments to evaluate their representational power, characterizing analytical performance bounds instead. These efforts are in their infancy, but they may eventually inform the design of neural networks that can -by design -remove nuisance variability that is known to exist and well understood, such as translation, scale, pose and, most importantly, partial occlusion, rather than having to learn them anew with each algorithm.
Appendix
Extended Discussion
This section expands on the discussion of our conclusions in the main paper.
Is a CNN really (meant to be) computing class posteriors? A CNN produces, at its penultimate layer, just before the classifier, relative scores for each class c = [c 1 , . . . , c N ] in response to a particular instance of the data I. This can be interpreted as the likelihood of each class L(c) ∝ P (I|c). Once weighted by the prior probability of each class and normalized, this yields the class posterior P (c|I). For the purpose of testing the hypothesis underlying our investigation, which concerns the marginalization of nuisance variables, class priors are irrelevant (since nuisances do not enter the prior), so we consider equivalently the class likelihoods P (I|c) or class posteriors P (c|I).
Is a CNN really (supposed to be) marginalizing nuisance groups? The class posterior (or likelihood) links the data I to the class c. However, a class c manifests itself in the data through a particular instance of object of class c, imaged under particular imaging conditions -including position, scale, aspect ratio and other unknown (nuisance) variables. There is, therefore, a Markov-chain dependency between the class c, the particular object instance, and the data I, mediated by nuisance variables g. Since the CNN produces an estimate or approximation of P (I|c), such nuisance variability has to be managed somehow by the CNN. The key question, then, is exactly how the CNN manages it. For planar translation, the CNN narrative suggests that the structure of the network is designed to (approximately) marginalize it, by averaging scores computed equi-variantly at each location. For everything else, the assumption is that nuisance variability is learned away by the network through supervision (instances that share the same class but different nuisances are labelled as the same, which shapes the residual surface of the CNN).
What do you mean by conditionals? Posteriors? Marginals? As discussed above, the CNN returns class scores, that can be interpreted as either class likelihoods or, after normalization, class posteriors P (c|I). When referring to "conditionals" or "marginals" we always refer to the variables of interest in this paper, that are nuisance variables. thus, by conditionals we mean P (c|I, g) or P (I|c, g) , where g ∈ G is the (nuisance) conditioning variable. Similarly, by marginals, we mean the probabilities that marginalize g ∈ G, for instance P (I|c) = G P (I|c, g)dP (g) for a continuous group G.
Averaging scores of (few) selected crops is a lousy approximation of proper marginalization. Precisely: The fact that a very crude approximation of proper marginalization outperforms a CNN operating on the entire support shows that the latter marginalizes nuisances no better than the former.
No conclusion in expectation can be drawn from finite sample averages. Indeed marginalization entails the computation of a continuous integral, which can be only approximated by a CNN. Nevertheless, all other factors being equal (weights of the CNN, training set, etc.), the fact that the CNN restricted to, and average across, few bounding boxes performs better indicates that the approximation computed by the CNN is not very effective.
Where is averaging performed to approximate marginalization? At the output of the network (penultimate layer), so as to averaged are the class-conditional distributions.
Why averaging discriminants? That is counterproductive. Indeed, in general, averaging reduces discriminative power, increasing false alarms. Averaging along directions spanned by nuisance variables, corresponding to marginalization, however, reduces sensitivity to nuisance transformation, thus reducing missed detections. So averaging trades off discriminative power with insensitivity to nuisance variability. Our purpose is indeed to quantify such a tradeoff.
In practice, our results show that such averaging has negligible effects on discriminative power. This may be due to the fact that the ambient space of most descriptors is so high-dimensional that even multiple categories (such as those in ImageNet) are so far from each other that local averaging causes no false alarms. Instead, local marginalization is generally beneficial to reduce sensitivity to nuisance factors for a constant number of training samples.
A 10 pixel rim is hardly "context." Context also depends on the class, and the size of the bounding box. Indeed. Nevertheless, the fact that performance does not improve beyond a few pixels (c.f. Fig. 1 ) is indicative that the network does not effectively leverage context beyond a relatively small rim.
Reducing context should reduce performance: I do not understand Table 1 . The table measures the tradeoff between conditioning (feeding the CNN the "true" location, scale and aspect ratio of the object of interest, which should improve performance, by reducing the entropy of the class on average), and context removing which should reduce performance. The fact that restricting to a bounding box reduces performance is obvious; that this happens even with the ground truth bounding box (for AlexNet) is less obvious and indicative of the trade-off between context and nuisance variability (e.g., the classification accuracy improves 34% compared to the ground truth for AlexNet when we pad with 50 pixels). The fact that padding the bounding box with 50 pixels improves performance by a large margin (27% compared to using the whole image for AlexNet) is non-obvious and indicative of the inability of the CNN to capture context beyond a few pixels.
This is not obvious as a CNN, in principle, has the ability to capture co-occurrence statistics on the entire image domain, since the "receptive field" (regions of the image plane) subtended by filters at higher layers encompass a large area of the image. However, the experiments conducted indicate that the CNN is not effectively leveraging such context. This is shown in three steps: First, the baseline performance is comparable (slightly lower for AlexNet, slightly higher for VGG16) to restricting the image to a bounding box containing the object of interest. Second, the baseline performance increases if the image is restricted to the bounding box plus a small rim around it, suggesting that the network indeed can leverage some context. Third, continuing to increase the rim size only hurts the classification accuracy. Fig. 1 shows results for different padding sizes.
CNNs are not designed for wide-baseline matching. Indeed, although they have been used for that purpose [17] , so an objective benchmark is available. The deployed network is trained to be invariant to several transformations that are commonly observed in images captured from different viewpoints. Therefore it approximates the properties of an invariant descriptor via learning, as opposed to networks which are trained on the classification task and aim at grouping all instances of same classes, thus totally losing their generative power at their last layer.
For that task, denoising auto-encoders, or RBMs, would seem better suited, and indeed have been used to face matching tasks [45] . However, [12] shows that Gated RBMs perform worse than local descriptors in wide-baseline matching.
How do bounding boxes define group transformations? What happens when they land outside the image? The center of the bounding box defines a position on the pixel lattice (u, v), assumed to belong to the continuum after interpolation, (u, v) ∈ R 2 . The two sides define units around the coordinate axes (σ 1 , σ 2 ), with σ 1 , σ 2 > 0. These four-parameters can be considered as an element of the anisotropic location-scale group, that transforms every point on the plane x = (x 1 , x 2 ) via gx = y where y 1 = σ 1 + u and y 2 = σ 2 + v. The group has a null element u = v = 0; σ 1 = σ 2 = 1 and an inverse on the real plane, regardless of whether the image is defined there: g −1 (y) = x where x 1 = (y 1 − u)/σ 1 and x 2 = (y 2 − v)/σ 2 . The image can be extended to the plane by zero-padding. This construction extends to rotated bounding boxes (similarity group), parallelograms (affine) and arbitrary convex quadrilaterals (projective group). Thus, sampling bounding boxes on the plane corresponds to sampling elements of one of these groups, depending on the geometry of the bounding boxes. In our case, we are restricting ourselves to the location-scale (anisotropic) group, hence corresponding to sampling rectangular, axis-aligned bounding boxes.
How is averaging bounding boxes "anti-aliasing"? We use this term as characterized by [13] . Anti-aliasing generally refers to the removal of "aliases", or spurious extrema in the signal reconstructed from samples that are not present in the original (pre-sampling) continuous signal. In signal processing, under the assumptions of 2 integrability and (at least local) stationarity, so one can talk about "frequency", anti-aliasing is usually performed by convolving the signal with a "low-pass" filter that removes higher frequencies thus limiting the signal to a frequency "band". Such convolution is a local average of samples, weighted by a kernel that can be designed to have sharpest frequency cut-off (e.g. the sinc function), or other criteria such as optimal trade-off between spatial and frequency support (e.g. Gaussian kernels). In our context there is no assumption of stationarity, and we do not design the averaging procedure for optimality, but instead perform local averaging with respect to a uniform kernel, a crude version of anti-aliasing that is, however, sufficient to improve performance thus supporting a fortiori the conclusions on its effects. Note that what is being averaged, or anti-aliased, is not the samples from the posterior, but the posterior itself, thus this is a somewhat unusual (generalized) sampling scenario where each sample is an integrable function.
Why PCA? The reduction of dimensionality performed to compare the CNN to a small-dimensional descriptor such as SIFT could be performed in a number of ways. PCA is the simplest, not necessarily the best (it does not capture the discriminative subspace, but the representative subspace instead). Current work involves alternative dimensionality reduction techniques. , and from applying DSP5 to the whole image. DSP5 is a good prior for ILSVRC data, as it reduces the top-5 classification error to 17.86% for AlexNet, compared to classifying the whole image, which gives 19.96%. Moreover, averaging 8 domain sizes anisotropically expanded around the ground truth gives 14.22% top-5 error. This is significantly lower than the DSP5's error, which includes domain sizes that are located around the image center. Therefore, regions centered on the object of interest boost the classification accuracy. We introduce an algorithm to approximate the class posterior marginalization over the nuisances of location and scaling with generic object proposals and improve AlexNet and VGG16's accuracy by about 10%.
Comparisons of CNN vs. DSP-CNN while varying the object scale and context (occlusions).
In Fig. 6 we show the bounding boxes of the different testing techniques on a couple images from Imagenet.
As shown in Table 3 , DSP5 seems to be a good prior for Imagenet data, as it reduces AlexNet's top-5 classification error by 12% compared to using the whole image. In Fig. 7 we show how DSP-CNN performs compared to a single-domain CNN for different domain sizes that are located around the image center. This plot suggests that leveraging multiple domain sizes yields better performance than selecting any single domain size. DSP-CNN is quite insensitive to marginalizing the posteriors of smaller domains, while the performance of the single-domain model quickly degrades. This plot also empirically validates our choice of DSP5 in Table 3 .
Next we compare how the single-domain CNN and DSP-CNN perform in two cases: first, when the object of interest is rescaled and the amount of context is fixed, and second, when the image is fixed and the amount of context varies by rescaling the input domain sizes. We show results on the validation set of ILSVRC 2014 as in the main paper.
First, we deal exclusively with the object scale, while we fix the context level. For this task we consider the ground-truth (gt) bounding box padded with a 50px rim as the object, because this maximizes the classification accuracy as shown in Fig.  1 . At the left of Fig. 8 we gradually shrink the gt+50px bounding box from full scale to gt size. At the right we compare the CNN with DSP-CNN for this range. For CNN we use the gt+50px model, which performs the best in Fig. 1 . For DSP-CNN we use the model that samples 8 domain sizes in the [0, 70] range, which is shown on the last row of Table 1 . DSP-CNN outperforms CNN, while it is also more insensitive as the object scale decreases. In the caption of Fig. 8 we describe the details of the evaluation.
Second, we show in Fig. 9 how varying the amount of context (or occlusions and clutter) influences the classification of the object of interest. Here the image is kept fixed, while the scale of the bounding box is changed proportionally to the ground truth. We use different domain sizes for CNN and a range around each of these sizes for DSP-CNN. The implementation details are described in the caption of Figure 8 . Object scale. Left: Shrinking the object in order to investigate the classification performance of CNN vs. DSP-CNN for various object scales. The CNN is applied on the ground truth with 50px padding, as this gives empirically the higher classification accuracy (Fig.  1) . Its DSP counterpart is applied on 8 domain sizes in [0, 70], as it has been shown to be the top-performing method in Table 1 . Right: The top-1 and top-5 classification error in Imagenet 2014 for increasing object scale. The object of interest for this task is defined as the ground-truth bounding box with 50px rim, as this provides the top accuracy (Fig. 1) . Therefore, the object has 50 px rim at its original scale, while the values between [0, 50] pertain to its shrunk versions. The background is not changing, while the freed space between the 50px rim and the receding object boundary is replaced by the average ILSVRC image in order to minimize any influence on the classifier. We observe that the DSP8 is more insensitive than the CNN for diminishing object scale. 
Detection.
Next we perform comparisons on the detection challenge. Here the element of the group transformation (bounding box) is no longer the nuisance, but the object of interest. Therefore, we expect that averaging the class posteriors of neighboring regions will hurt the localization accuracy. However, there is a trade-off, as we have shown in Table 1 that the domain-size pooling improves the discriminability around the object of interest. In the following, we put the challenge to the test. After, we show how searching the most "interesting" domain size in the scale-neighborhood of the proposals based on the entropy of the class posteriors can improve the detection performance end to end.
We use Regions with CNNs [19] as a baseline. This algorithm includes three main steps: first, generic object proposals are extracted using Selective Search [49] , then a CNN is used to classify each proposal, and finally an optional regression step improves the localization of the output predictions. There are many intermediate steps that are equally important for the algorithm to perform well, such as greedy non-maximum suppression for the candidate bounding boxes in order to avoid duplicate predictions. We keep all factors constant and use the pretrained models for CNN and the Support Vectors Machines, as they are provided by the authors of [19] . All algorithm variants are compared without the optional regression step at the end. We use the test set and the evaluation protocol of Pascal VOC 2007 challenge.
The mean Average Precision and mean Area Under the Curve achieved by [19] are shown on the first row in Table 5 . Next, we introduce domain-size pooling for classifying the proposals and a criterion for domain size selection based on the entropy, similar in principle to the one that we use in classification (c.f. Fig. 2 ). We experiment with each method using three domain sizes for each proposal: the proposed bounding box with Selective Search padded with 16px similar to [19] and two concentric bounding boxes to it with 15px and 30px additional padding. On the second row we show how assigning the class posterior of the minimum entropy domain size to the proposal lowers the average precision for detection, which is expected as it hurts the localization. On the third row we show that domain-size average pooling is not quite better. On the forth row we marginalize the posterior over the base domain size and any additional domain sizes if they have lower entropy than the base one. This ranked domain-size average pooling is still inferior to using no pooling at all. All these methods may help the discriminability around the object of interest, but they deteriorate the localization accuracy and reduce end-to-end performance. Finally, on the fifth row we show how selecting the neighbor with the lowest entropy for each proposal improves the detection performance compared to the baseline. Although we sample only three domain sizes from the scale group, our method can be easily extended to include samples from the location-scale or even the affine group as well.
4.4.
Visualizing the performance of DSP-CNN vs. CNN for wide-baseline correspondence.
The Fischer dataset [17] includes 400 pairs of images, some of them with more extreme transformations than those in the Oxford dataset [34] . The types of transformations include zooming, blurring, lighting change, rotation, perspective and nonlinear transformations. Expanding on 2.2 in Fig. 10 we present the matching performance for different magnitude of various transformations. Then in Figs. 11 and 12 we show the best 5 and the worst 5 pairs (among all 400) in terms of DSP-CNN vs. CNN relative performance. Figure 12 . The pairs where DSP-CNN performs the worst relatively to CNN in Fischer data. For each pair over the arrow we write the transformation and its corresponding magnitude. Under the arrow is the absolute mAP decrease. All these pairs relate to large illumination changes, which is the only case where CNN performs slightly better than DSP-CNN as it was observed in Fig. 10 .
