In this paper, we present approximation algorithms for the directed multi-multiway cut and directed multicut problems. The so called region growing paradigm [1] is modified and used for these two cut problems on directed graphs By this paradigm, we give for each problem an approximation algorithm such that both algorithms have an approximate factor. The work previously done on these problems need to solve k linear programming, whereas our algorithms require only one linear programming for obtaining a good approximate factor.
Introduction
In the following, we first review some of the important cut problems which serve as a background for the problems focused in this paper. The undirected multiway cut problem is defined on an undirected graph G = (V, E) with a given set S = {s 1 , ...s 2 } ⊆ V of vertices called terminals and a weight function c e , e ∈ E. Here the goal is to find the minimum weight subset of edges so that by deleting them, all terminals in S are disconnected. In other words, there is no any path between any two considered terminals. It is proved that this problem, for k ≥ 3, is NP-hard and MAX SNP-hard, for which a 2 − 2/k factor factor approximation algorithm is given [5] . In [6] , using a geometric relaxation, an algorithm with approximate factor of 1.5 − 1/k is introduced and it is improved to 1.3438 − ǫ k in [7] . are given. Here our aim is to obtain a minimum weight subset of edges whose removal from the graph will disconnect all connections between the vertices in each set S i , for 1 ≤ i ≤ k. For K = 1, this problem is an undirected multiway cut problem and if |S i | = 2, (1 ≤ i ≤ k), an undirected multicut problem is obtained. Avidor and Langberg [2] showed that the undirected multi-multiway cut problem is NP-hard and MAX SNP-hard, and by using the region growing technique they could present an approximation algorithm within the factor of O(logk). when the input graph is a tree, In [16] have been showed that this problem is solvable in polynomial time if the number of terminal sets is fixed and in [8] have been presented an approximation algorithm with a factor O( √ k). A directed version of the above problem is also defined, namely a directed multi-multiway cut problem. Similarly, for this problem a weight function w : E → ℜ + on edges and k sets S 1 , S 2 , ..., S k are assigned. We attempt to find the minimum weight subset of edges for which their deletions results no paths between any two veritices in each setS i , for 1 ≤ i ≤ k. This problem generalizes the problems of directed multiway cut and directed symmetric multicut (when k = 1 and |S i | = 2, respectively).
Since every instance of the directed multiway cut is defined as an instance of the directed multi-multiway cut problem when k = 1, so the hardness proof for the multiway cut problem implies that the directed multi-multiway cut problem is also NP-hard and MAX SNP-hard.
Note that the problem of directed multi-multiway cut cannot be viewed as an generalization of the undirected multi-multiway cut problem only by replacing each undirected edge by two unparalleled directed edges. For example, consider a tree with a root r, containing three leaves a,b,c, and assuming the weight of each edge is equal to one. In this case, we get the optimal value, OP T = 2, whereas substituting each edge by two directed edges gives OP T = 3, and this proves our claim that two problems above are not equivalent.
As described above, it is clear that the problems of directed multicut and directed multi-multiway cut can be approximated by a factor O(k). But for each of these problems, we require k linear programming to be solved in order to obtain the desired approximation solution. In this paper, we show that we can achieve the same result, i.e. an approximation with the factor O(k), by solving only one linear programming. For this, the so called paradigm of region growing, introduced in [1] for undirected cut problems, is modified so that it can be useful for approximate solution of the multicut and multi-multiway cut problems on directed graphs.. The rest of this paper is organized as follows: In section 2 we present a linear programming relaxation for the Directed Multi-Multiway Cut problem which is used in [2] and [3] . Section 3 contains necessary definitions and lemmas for algorithm Directed Multi-Multiway cut which proposed in section 4. Directed Multicut Algorithm presented in section 5 and Conclusion is brought in section 6.
Linear Programming Relaxation for the Directed
Multi-Multiway Cut
We define a decision variable x(e) for each edge e which is as following: if e belongs to directed multi-multiway cut, x(e) = 1, otherwise x(e) = 0. The purpose is to find a directed multi-multiway cut with minimum cost which disconnects every directed path between two vertices in a group. We call that the set of all directed paths between any two vertices belongs to a group, with P . An integer program for the problem is given by:
x(e) ≥ 1, ∀p ∈ P
x(e) ∈ {0, 1}, ∀e ∈ E By relaxing this IP we obtain the following linear programming relaxation:
x(e) ≥ 1, ∀p ∈ P x(e) ≥ 0, ∀e ∈ E In this LP, there is a constraint for each path. On the other hand, we may have exponential number of paths with respect to the input size and as a result, exponential number of constraints. Nevertheless we can solve this LP in polynomial time, using ellipsoid algorithm. For this LP, the separation oracle operates as following: we get an answer x and assume that the length of each edge e is equal to x(e). Then we find the shortest directed path between two edges which are needed to be disconnected from one another, for example (u, v), If the shortest path between u and v (either v → u or u → v), is more than 1, then this constraint e∈p x(e) ≥ 1 is true for all paths between this two vertices. So this LP can be solved in polynomial time.
Definitions and Lemmas
To round the solution of this LP and obtain a directed multi-multiway cut, we use the region growing technique [1, 2] . Noticing that definitions in [1, 2] are related to undirected graphs while definitions presented here, are related to directed graphs.
We define a distance on edges, Assume x is an optimal solution for LP, Let x(e) be the length of edge e. The distance between two vertices u and v (either v → u or u → v) which is defined based on x(e), is the length of a shortest path between them. We represent this shortest path with dist(u, v). If there is no directed path between two vertices u and v, the value of dist(u, v) is equal to the value of the shortest path in graph, regardless of the direction of edges. Assume that, 1
is an area like a ball with center s ij and radius r. Assume that δ(s) is the set of all edges which only one of their heads is in the set s. For a given radius r, we define wt(δ(B x (s ij , r))) is the sum of the weights of all edges which one of their heads is in B x (s ij , r) :
The same as [2] , we define an upper bound on the weight of directed edges which their one head only is inside these balls:
Assume that the product of w(e)x(e) is equal to the volume of edge e. Thus the answer of LP is the value of edges with minimum volume such that dist(u, v) ≥ 1 for every u and v in which u and v are in the same group and there is a path between them.(either v → u or u → v). Let x is an optimal solution for LP and V * = e∈E w(e)x(e) be the volume of all edges, indeed V * is the optimal value of LP. We know that V * ≤ OP T such that OP T is the optimal value for IP. Let v i (r) is defined as follows:
Such that β > 0 and is independent from r. We have to notice that an edge may appear in c i (r) more than once. That means we may have
is an upper bound on the cut. Lemma 2 says in directed graphs, we can always find a radius r < 1 2 , such that the cost v i (r) is an upper bound for c i (r).
Lemma 1: The function v i (r) is differentiable in (0, ∞) except some finite number of points. The derivative of this function is c i (r).
Proof: The function v i (r) is not differentiable in points which the value of function B x (s ij , r) changes. The function B x (s ij , r), changes for the values of r in which there is a vertex v such that dist(s ij , r) = r.Thus the number of points in which the function v i (r) is not differentiable, is finite. Besides, according to the definition done for the function v i (r), the derivative of this function is c i (r).
Lemma 2: Let x is a feasible solution for LP, for every s ij there is a r < 1 2 and at least an α(α > 0) such that the following inequality is true:
The proof of this lemma is brought in the rest of the paper. We first present the algorithm which is using this lemma.
Approximation Algorithm for Directed MultiMultiway Cut
The algorithm solves the LP first and finds the optimal solution x. Then the algorithm enters to a repetition loop and till there exists a path between two vertices in a group, the algorithm works as following. Assume that the set S i is chosen in this iteration. In the beginning it finds a r which satisfies the inequality of lemma 2, then it finds the set of balls with the center of vertices inside the S i and with the radius of r and puts the edges been cut by these balls in the answer set and then deletes these edges from graph. Now the algorithm checks whether there exists a condition in which two vertices in another group that there is a path between them, exist in one of the balls or not. In existence condition, only the vertices in the center of balls and incident edges with these vertices will be deleted from graph. Else all of the vertices in balls and incident edges with these vertices will be deleted from graph. The algorithm 1 is shown in following. Lemma 3: The algorithm return a Directed Multi-Multiway Cut. Proof: No vertex in a same group with the center of balls is inside the balls. Because the radius of each area is smaller than 1 2 . The only condition that may make a problem, is when two vertices which are in another group and there is a path between them are in one ball. In this case only the central vertices and the edges crossover with these vertices will be deleted from the graph. So the path between two vertices which are the member of
Algorithm 1 Approximation Algorithm for Directed Multi-Multiway Cut
Result: A Directed Multi-Multiway Cut F ← ∅ Solve LP and get optimal solution x while there is a path between s ij ∈ S i and s ij ′ ∈ S i (where 
another group will not be deleted from the graph and in the next iteration, at least one of edges of this path will be in the answer set of algorithm. Theorem 1: Algorithm 1 is an (α(1 + β)k)-approximation algorithm for Directed Multi-Multiway Cut.
Proof: According to lemma 2, we have c i (r) ≤ αv i (r) for every 1
Besides, according to the definition of v i (r) and algorithm method, we have
The proof of lemma 2 and finding the best values for α and β
The proof of lemma 2: We use the contradiction method. Assume that for every value of r < According to lemma 1, the function v i (r) is not differentiable at only finite number of point. We call these points r 0 = 0 ≤ r 1 ≤ ... ≤ r l ≤ r l+1 = 1 2 . Thus we can be write:
Since v i (r) is an increasing function, we have
And v i (0) = βV * and v i ( 1 2 ) ≤ βV * + V * thus we have:
To reach a contradiction we have to choose values for α and β which the inequality (*) would not be true. On the other hand, the approximation factor of algorithm is dependent to these two parameters directly. So we have to choose the minimum value for α and β.
Indeed to find the best value for α and β, we should solve the following non linear program:
We solved this problem using Matlab software and found the optimal value of α and β. These values are: α = 0.1 and β = 20.504. If we put these values in the inequality (*), the contradiction is reached and lemma 2 is proved. Using these values for α and β, the algorithm is an approximation algorithm with the factor (2.1504)k for Directed Multi-Multiway cut problem.
Approximation Algorithm for Directed Multicut
Similar to LP presented in the previous section can be provided a LP for the Directed Multicut problem. We define a decision variable x(e) for each edge e which is as following: If e belongs to directed multicut, x(e) = 1, Otherwise x(e) = 0. The purpose is to find a directed multicut with minimum weight which cuts each directed path from s i to t i for 1 ≤ i ≤ k. We represent the set of all directed paths from s i to t i for 1 ≤ i ≤ k with P . An linear programming for the problem is as follows:
x(e) ≥ 0, ∀e ∈ E In this LP, there is a constraint for each path. On the other hand, we may have exponential number of paths with respect to the input size and as a result, exponential number of constraints. Nevertheless we can solve this LP in polynomial time, using ellipsoid algorithm. For this LP, the separation oracle operates as following: we get an answer x and assume that the length of each edge e is equal to x(e). Then we find the shortest directed path from s i to t i for 1 ≤ i ≤ k. If the shortest path from s i to t i , is more than 1, then constraint e∈p x(e) ≥ 1 is true for all paths from s i to t i . So this LP can be solved in polynomial time.
We provide direct version of definitions those used in region growth technique in [1] . We define a distance on edges, assume that x is an optimal solution for LP, let x(e) be the length of the edge e. We show the shortest path from u to v which we defined based on x(e) with dist(u, v). Assume that 1 ≤ i ≤ k, then we have dist(s i , t i ) ≥ 1. If there is no a directed path from u to v, the value of dist(u, v) is the shortest distance from u and v in the graph, without noticing the direction of edges. Now we define:
is an area like a ball with center s i and radius r. Assume that the product of w(e)x(e) is equal to the volume of edge e. Thus the answer of LP is the value of edges with minimum volume such that dist(s i , t i ) ≥ 1 for 1 ≤ i ≤ k. Assume that x is an optimal solution for LP. Let V * = e∈E w(e)x(e) be the volume of all edges, indeed let V * be the optimal value of LP. We know that V * ≤ OP T such that OP T is the optimal value for IP. Assume that v x (s i , r) is the volume of all edges in maximum distance between r and vertex s i , plus an additional value of βV * (β > 0). Therefore v x (s i , r) is defined as follows:
Assume that δ(s) is the set of all edges which only one of their heads is in the set s. For a given radius r, we define:
The following lemma demonstrate that in directed graphs, we can always find a radius r < 1 2 , such that the cost v x (s i , r) is an upper bound for wt(δ(B x (s i , r))).
Lemma 3:
The function v x (s i , r) is differentiable in (0, ∞) except some finite number of points. The derivative of this function is wt (δ(B x (s i , r)) ).
Lemma 4: Assume that x is a feasible solution for LP. For every s i there is a r < 1 2 and at least an α (α > 0) such that the following inequality is true:
The proof of lemma 3 and lemma 4 is similar to proof of lemma 1 and lemma 2. For simplicity we assume that wt(r) = wt(δ(B x (s i , r))) and v(r) = v x (s i , r).
The algorithm first solves LP and finds the optimal answer x. We consider the value of answers x as the length of edges in the graph. In every iteration, the algorithm finds a pair which there is a path between them and also finds an area with a radius that satisfies the conditions in lemma 4. Then we put the cutting edges which are created by the area in the set F . If this area is included another pair (s j , t j ) and there is a path from s j to t j , then we remove only the central vertex of area. So we can cut the path between s j and t j on the next iteration. The algorithm 2 is pseudo code of this algorithm.
Algorithm 2 Approximation Algorithm for Directed Multicut
Result: A Directed Multicut F ← ∅ Solve LP and get optimal solution x while there is a path between s i to t i (where
Grow a region S = B x (s i , r) until wt(r) ≤ αv(r) Add δ(S) to F Remove δ(S) form the graph if (S contain a pair (s j , t j ) (where 1 ≤ j ≤ k)) AND (there is a path form s j to t j ) then Remove s i and incident edges with s i form the graph else Remove S and δ(S) form the graph end end Return F Lemma 5: The algorithm returns a directed multicut. Proof: Consider the ball B x (s i , r). The center of this ball is s i . Vertex t i cannot be in this ball Because the radius of the ball is less than Besides, according to LP constraint, we know that the distance between every pair (s i , t i ) (1 ≤ i ≤ k) should be more than 1. The only case that may make some problems is that a pair (s j , t j ) which there is a path from s j to t j , stands in this area. In this case, the algorithm only removes the central vertex s i from graph, thus the pair (s j , t j ) and also the path between these vertices are still in the graph. In the rest of iterations, the algorithm would make them disconnected.
Theorem 2:
The Algorithm is an O(k)-approximation algorithm for the Directed Multicut problem.
Proof: We demonstrate the set of vertices in the ball B x (s i , r) with B i (We assume that B i = ∅ when no ball is selected for vertex s i ). We also demonstrate the set of cut edges for B i with F i . It means F i is equal to δ(B i ). Thus we have F = k i=1 F i . Assume that V i is equal to the volume of all edges which are in the ball B i and also the volume of edges which their one head is in B i . According to this definition we have V i ≥ v x (s i , r) − βV * , because V i includes the volume of all edges in F i . But v x (s i , r) is included only some part of these edges and an addition value βV * . According to Lemma 4 and the choice done for r in the algorithm, we have wt(F i ) ≤ αv x (s i , r) ≤ α(V i + βV * ). We know that the algorithm may not remove the edges which are among the B i vertices in this iteration in which s i is chosen. Thus an edge may belong to more than one area but we would have at most k areas. Therefore we have 
Conclusions
In this paper, we design approximation algorithms for the directed multimultiway cut and directed multicut problems using the region growing technique [1, 2] . By this paradigm, we give for each problem an O(k)-approximation algorithm. The work previously done on these problems need to solve k linear programming, whereas our algorithms require only one linear programming. Both algorithms use the same linear programming relaxation. A question of interest is to find the integrality gap of the linear programming relaxation for this problem.
