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In the present dissertation an attempt has been made to discuss "The 
Gauss Hypergeometric Function and Related Polynomials". This dissertation 
comprises of five chapters. Each chapter is divided in a number of section 
definitions and equations have been numbered chapter wise. The section 
number is followed by the number of equation. For example (3.3.2) refers to 
equation number 2 of section 3 of chapter 3. 
CHAPTER I: 
A brief review of some important special function some integral 
transforms, the definitions and rotations, which commonly arise in practice, is 
given in Chapter I. 
CHAPTER H: 
Chapter II deals with a study of the Gauss hypergeometric function and 
its generalization. The chapter contains definitions of Gauss hypergeometric 
fiinction. Generalized hypergeometric flinction, double hypergeometric 
function and some special cases of Gauss hypergeometric function. 
CHAPTER HI: 
Introduces a study of a hypergeometric polynomial set generated by 
function of the type G (2xt -1^) suggested by Hermite, Legendre, Gegenbauer 
IV 
and Tchebicheff polynomials. The chapter contains, generating functions, 
recurrence relations, Rodrigues formula. 
CHAPTER IV : 
Chapter IV deals with a study of a new class of polynomials Rn (x) 
suggested by Legendre polynomials pn (x) and defined by means of generating 
function of the type G(3x^t-3xtHt^) for the choice G(U) = (1 -U)3 . The 
chapter contains some interesting results in the form of recurrence relation, 
generating function, double hypergeometric forms of this newly defined 
polynomials. 
CHAPTER V: 
Concerns with a study of a new method and its application to 
generalized q-Bessel polynomials. The chapter contains a new method for 
q-Hypergeometric series, examples of q-Analogue of Special functions, 
orthogonal polynomials Bailey's 1929 transformation formula, and generalized 
q-Bessel polynomials. 
In the end an exhaustive and up to date list of original papers related to 
the subject matters of this dissertation have been provided in the form of a 
bibliography. 
CHAPTER -1 
INTRODUCTION 
CHAPTER-1 
1.1 INTRODUCTION 
Special functions are solution of a wide class of Mathematically and 
Physically relevant functional equations. They have centuries of history with 
immense literature and are known for their ambiguity and great applicability 
within mathematics as well as out side it. These functions community arise in 
the area of heat conduction, communication systems electro-optics-electro 
magnetic theory, electro-circuit theory quantum machines, non-linear wave 
propagating and probability theory an mongothores. Special functions play an 
important role in the Formalism of mathematical physics and provide a unique 
tool for developing simplified yet realistic models of physical problems. A vast 
mathematical literature has been denoted to the theory of these functions as 
constructed in the work of Euler, Chebyshev, Gauss, Hardy, Hermite, 
Legendre, Ramanujan and other classical authors. 
The study of special functions grew up with the calculus and is 
consequently one of the oldest branches of analysis. The history of special 
functions is closely tied to the problem of terrestrial and celestial mechanics 
that were solved in the eighteenth and nineteenth centuries, the boundary value 
problems of electromagnetism and heat in the nineteenth, and the Eigen value 
problems of quantum mechanics in the rwentieth. 
Seventeenth century England was the birth place of special functions. 
John wall is at Oxford took two first steps towards the theory of the gamma 
functions long before Euler reach it. Euler found most of the major properties 
of gamma functions around 1730. In 1972 Euler evaluated the Beta fimction 
integral in terms of the gamma fiinction. Other significant developments were 
the discovery of Vandermonde's theorem in 1772 and the definition of 
Legendre polynomials and the discovery of their addition theorem by Laplace 
and Legendre during 1982 - 1985. 
The golden age of special functions which was centred in the nineteenth 
centur>' German and France, was the result of developments in both 
Mathematics and physics. The theory of analytic functions of a complex 
variable on one hand and on the other hand, the theories of physics (e.g. heat 
and Electromagnetism) which required solution of partial differential equations 
containing the Laplace an operator. 
The discovery of elliptic function (the inverse of elliptic integrals) and 
their property of double periodicity was published by Abel in 1827. Another 
major development was the theory of hypergeometric series which began in a 
systematic way (although some important results had been found by Euler and 
Pfaff) with Gauss's memoir on the 2F1 series in 1812. The 3F2 series was 
studied by Clausen (1828) and the iF, series by Kummar (1836). 
Near the end of the century Appell (1880) introduced hypergeometric 
functions of two variables and Lauricella generalized them to several variables 
in 1893. 
The subject was considered to be part of pure mathematics in 1900, 
Applied Mathematics in 1950. In 1907 Barnes used gamma function to develop 
a new theory of Gauss's hypergeometric function 2F1, various generalizations 
of 2F1 were introduced by Horn Kampe de Feriet, Mac Robert and Meijer. 
From another new view point that of a differential difference equations 
discusses much earlier for polynomials by Appell (1880), Truesdell (1948) 
made a partially successful effort at unification by fitting a number of special 
functions in to a single frame work. 
1.2 DEFINITIONS NOTATIONS AND RESULT USED: 
The Gamma Function: 
The gamma function is defined a s 
r t^- 'e-dtRl(z)>0 
-'^^^^,Rl(z)<0 z ^ 0 , - l , - 2 
Pochhammer's Symbol and the Fractional Function: 
Pochhammer's symbol (k)n is defined as 
'X{X + \) ?.(?t + 2) A.(A. + n - l ) if n = l,2,3,. 
(^)n 
1 if n = D 
(1.2.2) 
Since (!)„ = n !, (X)„ may be looked upon as a generalization of elementary 
factorial in terms of gamma function. 
We have 
(4=^.^*0.-1,-2,. 
The binomial coefficients may now be expressed as 
Ck 
v^y n! n! 
(1.2.3) 
(1.2.4) 
Also we have 
W - n ^ T T r l - ' " = 1'2>3, A.^0,±0,l,±2,. 
Equation (1.2.3) also yields 
which is conjunction with (1.2.5) gives 
(1.2.5) 
(1.2.6) 
for A,= 1, we have 
(-1)%! 
ifO<K<n (-n),= (n-k)! 
0, ifK>n 
(1.2.7) 
Legendre's Duplication Formula: 
In view of the definition (1.2.2) we have 
W„=2^"(^)^(^4j , n = 0,l,2, (1.2.8) 
which follows also from Legendre's duplication formula for the Gamma 
function viz. 
r7ir(2z)=2^^-'r(z)rfz+0 2^^0 ,^ , -1 , :^ (1.2.9) 
Gauss's Multiplication Theorem: 
For every positive integer m we have 
^^  + j - 0 
V m ;„ 
, n = 0,1,2,3, (1.2.10) 
which reduces to (1.2.8) when m = 2 starting from (1.2.10) with X = m^  it can 
be proved that 
r(mz)=(24'-!)m"''-^nrf5ii^ 
,=i V m J = l 
z = 0,—, — , , m = l,2,3, 
m m 
(1.2.11) 
which is known in the literature as Gauss's multiplication theorem for the 
gamma functions. 
The Beta Function: 
The Beta function P (a, P) is a function of two complex variables a and 
P defined by 
P(a,P) = 
Jj t"-'(l-tf"' dt, Rl(a)>0, R1(P)>0 
^("'^(P) Rl(a)<0, R1(P)<0 (1.2.12) 
r(a+p) ' 
a,p^-l , -2, . 
The Gamma Beta functions are related by the following relation: 
r(p)r(q) 
P(p,q)^ 
r(p+q) ' p ,q^0 , - l , -2 , 
(1.2.13) 
The Error Function: 
The error function erf(z) is defined for any complex z as 
erf(z)=A^exp(-t^)dt 
V^ 
and its complement by 
erfc(z) = l-erf(z) = - ^ ^ exp(-t^)dt 
vz 
(1.2.14) 
(1.2.15) 
1.3 BESSEL FUNCTION: 
Bessel's equation of order n is 
.2 j 2 X d y _ xdy / 2 
dx^ ~ dx 
+ (x'+n")y =0 (1.3.1) 
where n is non-negative integer, the series solution of the equation (1.3.1) is 
J„W=E 
(-0' 
f \2r+n 
I X \ 
v^y 
^ r! r(n + r + l) (1.3.2) 
The series (1.3.2) converges for all x, we call Jn(x) as Bessel function of 
first kind. The generating function for the Bessel function is given by 
exp 
^ 1^  
t — = Zt"J„(x) (1.3.3) 
Bessel function is connected with hypergeometric function by the relation 
J.W= 
r ( i+n)° ' 1 + n; 
(1.3.4) 
1.4 THE ORTHOGONAL POLYNOMIALS: 
Orthogonal polynomials constitute an important class of special function 
in general and of hypergeometric functions in particular. 
Some of the orthogonal polynomials and their connection with 
hypergeometric function used in this dissertation are given below. 
Hermite Polynomials: 
Hermite polynomials are defined by means of the generating relation. 
exp(2xt- t^)=XH„(x)-^ 
n=o n! 
valid for all finite n and t and we can easily obtained 
H.W = i(->'-"^W"^' 
k=0 k! (n-2k)! 
(1.4.1) 
(1.4.2) 
Legendre Polynomials: 
Legendre polynomial, denoted by pn(x) is defined by the generating 
relations 
(i-2xt+t^)-2=f;p„(x)t" (1.4.3) 
n=0 
for 111 <1 and I x | < 1, and we can easily obtained 
2k 
k=0 k!(n-2k)! (1.4.4) 
where pn(x) is a polynomial of degree precisely n in X. 
Gegenbauer Polynomials: 
The Gegenbauer polynomial cj| (x) is a generalization of the Legendre 
polynomial and is defined by the generating relation 
(i~2xt+ey=tciMt\ (1.4.5) 
n=0 
Chebicheff Polynomials: 
The Chebicheff polynomials Tn(x) and Un(x) of the first kind and second 
kind, respectively are special ultraspherical polynomials 
n(x) = 7^p["^'"^^(x) (1.4.6) 
U.(X) = V T Y ^ Pii 
I _1 
2' 2 
3 
(x). (1.4.7) 
1.5 HYPERGEOMETRIC REPRESENTATION: 
Hermite polynomials 
H„(z) = (2z)" 3F, 
n 1 n 
2 ' 2 ~ i 
; -1 (1.5.1) 
Legendre Polynomial: 
Pn(z)= 2F1 
- n , n + l; j _ . 
(1.5.2) 
Laguerre Polynomial 
n! 
-n 
1 + a ; 
(1.5.3) 
1.6 INTEGRAL TRANSFORMS: 
Let f(t) be a real or complex valued function of real variable t, defined 
on interval a < t < b, which belongs to a certain specified class of functions and 
let F (p, t) be a definite function of p and t, where p is a complex quantity, 
whose domain is prescribed, then the Integral equation. 
(t.(f(t);p)=fF(p,t)f(t)dt (1.6.1) 
represents and integral transform (j) [f (t), p] of the function f (t) with respect to 
the function F (p, t). Where the class of functions to which f (t) belongs and the 
domain of pare so prescribed that the integral on the right exist, F (p, t) is called 
the kernel of the transform (j) [f (t), p]. 
If we can define an integral equation 
f(t)=f F(t)4)[f(t),p]dp (1.6.2) 
then the equation (1.6.2) defies the inverse transform for the equation (1.6.1) 
Laplace Transform; 
We call 
L[f(tb]=j[ fWe-^'dt (1.6.3) 
the Laplace transform of f(t) and regard p as complex variable. 
1.7 DOUBLE HYPERGEOMETRIC FUNCTION: 
Appell Function 
In 1880 Appell [13] introduce four hypergeometric series which are 
generating of Gauss hypergeometric function 2F1 and are given below: 
F,[a,b,c;d;x,y]= £ (^Ln (bl (c) xj y" ^^  ^ ^^ 
'n,n=o (d)„^ „ m! n! 
Fja,b,c;d;e;x,y]= ^ ^"h H\^"^" f f (1-7-2) 
m,n=o (dLnleJn m! n! 
F3[a,b,c;d;e;x,yl= £ ( 'L„ ( ^ 1 ( 4 ( 4 x" y' (, „ , 
m.n=o (c)„,„m!n! 
Fja,b,c;d;x,y]= f] "^K" fh f f (^ -^ -^ ^ 
m,n=o (c)^(d)„m!n! 
L8 THE KAMPE DE FERIET FUNCTION: 
The Four Appell series are unified and generalized by Kampe De Feriet 
(1921) who defined a general double hypergeometric series, see Appell and 
Kampe De Feriet [13, p. 150 (29)]. 
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Kampe De Feriet's function denoted by F,''i^ '^  is defined as follows 
pp;q;k 
N;m;n 
[(apMbJfe); 
(«.):(P<,);(Y„); 
x,y 
. n (ail n H n (^ ,1 ^ ' f 
= ^ ±! ill tl (1.8.1) 
r,s=0 n («,L n (p,), n (r,). "• ^ '-
' r+s 
J=I J=l 
where for convergence 
(i) p + q<l + m+I,p + k<I + n+l , |x | <co, |y | < 
(ii) Also when p + q = / + m + l,p + k = / + n+land 
1x1 l/(p-l)+ lyl l / ( p - l ) < l , i f p > l 
max { |x | , lyl < 1 ifp< I } 
00 
1.9 GAUSS HYPERGEOMETRIC FUNCTION AND ITS 
GENERALIZATION: 
The second order linear differentiai equation 
z ( l - z ) ^ - [ C - ( a + b + l)z]—-abw = 0 
dz dz 
has a solution 
W: 
f (a)n (b)„ z" 
n=o (c)„ n! 
(1.9.1) 
where a, b, c are parameters independent of z for c neither zero nor a negative 
integer and is denoted by 2F1 (a, b; c; z) 
II 
i.e. ,F , ( a ;b ; c ; z )= | ; fefi^ 0-9-2) 
(c)„ n! n=0 
which is known as hypergeometric function. The special case a = 1, b = 1 or 
b = c, a = 1 yields the elementary geometric series ^ — , hence the terms 
n=0 n! 
hypergeometric if either of the parameter a or b is negative integer then in this 
case equation (1.9.2) reduces to hypergeometric polynomials. 
Generalized Hypergeometric Function: 
The hypergeometric function is define in equation (1.9.2) can be 
generalized in an obvious way: 
pF. 
C^ l 5 0-2 , , Ctp , 
Z 
P P P 2 , , P,; 
f i^h hi z" 
"^ (P,L , (p j„n! n=0 
= pF ja , , a2 , ,ap ,p , ,P2, ,p^;Z) (1.9.3) 
where p, q are positive integer or zero. The numerator parameter ai, a2, , ttp 
and denominator parameter Pi, P2, , Pq take on complex values, provided 
that 
Pj 7^  0 , - 1 , - 2 , - 3 , ; J = 1 , 2 , q. 
convergence of pFq 
The series pFq 
(i) Converges for all IZ | < 00 if p < q 
(ii) Converges for all IZ | < 1 if p = q + 1 and 
12 
(iii) Diverges for all Z,Z?iO if p>q+1 
An important special case when p = q = 1, the equation (1.9.3) reduces 
to the confluent hypergeometric series \F\ named as Kummer's series, (see also 
Slater [85]) is given by 
,F,(a;c;Z):.|; M L ^ (1.9.4) 
n=0 (Cjn n ! 
when p = 2, q = 1 equation (1.9.3) reduces to ordinary hypergeometric function 
2F1 of second order given by (1.9.2). 
1.10 HYPERGEOMETRIC POLYNOMIAL SETS 
GENERATED BY FUNCTIONS OF THE TYPE 
G(2xt-t'): 
Generating Function of the form G(2xt-t^) consider the generating 
relation 
G(2x t - t ' )= | ; g,(x)t" Rainvella [78] (1.10.1) 
n=0 
or G(u)=XgnWt" 
n=0 
J. 
where u = 2 x t - 1 
In which G(u) has a formal power series expansion, we arrive at 
properties held in common by pn(x) and "^  ' where pn(x) is the Legendre 
n! 
polynomial and Hn(x) is the Hermite polj/nomials. 
13 
For the choice G(U) = ( 1 - U ) 2 where u = 2xt - t^ , the gn (x) in equation 
(1.10.1) becomes pn(x) then one get 
(l-2xt + t ^ ) l = | ; p „ ( x ) t " (1.10.2) 
n=0 
which is the Legendre polynomials Pn(x). 
Hence the Legendre polynomials pn(x) satisfy the relation 
xp'„(x)-np,(x) = p:,(x) (1.10.3) 
For the choice G(U) = exp(u), where u = 2xt - 1 ^ the gn(x) in (1.10.1) becomes 
H„(x) 
n! 
we get 
/ jN " H „ ( x ) t " 
exp(2xt-t')=X , 
n=o n! 
which is the Hermite polynomials Hn(x). 
Hence the Hermite polynomials H„(x) satisfy the relation: 
xH'„(x) n H , ( x ) _ H : , ( x ) (1.10.4) 
n! n! (n-l)! 
xH'„(x)-nH„(x)=H;_,(x) 
The chapter contains generating functions, recurrence relations, 
Rodrigues formula. 
14 
1.11 HYPERGEOMETRIC POLYNOMIAL SETS 
GENERATED BY FUNCTIONS OF THE TYPE 
G(3x't-3xt'+t'): 
Chapter IV concerns with a study of a new class of polynomials 
suggested by the Legendre polynomials Pn(x) and defined by M. A. Khan and 
G. S, Abu Khammash [62] by means generating function of the form 
G(3x^t - 3xt^  +1^) for the choice of G(U) = (l - u ) l . 
Hence the Rn(x) is defined by means of the generating relation: 
(l-3x't + 3 x t ' - t ' ) l = | ; R„(x)t". (1.11.1) 
n=0 
In which (l-3x^t + 3xt^  -t^ j 3 denotes a particular branch which -^ 1 
as t -> 0. By expending the L.H.S. of (1.11.1) and equating the coefficients of 
t", one get 
3 s 
r! s! (n-3r-2sj! r=0 s=0 
From (1.11.2) it follows that Rn(x) is a polynomial of degree precisely 2n in x 
and that 
3" 
R.W = —^^4 +"2,-1 (111.3) 
n! 
In which 112^-3 is a polynomial of degree (2n - 3) in x. Now putting x = 1 in 
(1.11.1), they obtained 
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R„(l)=l 
Again from x = 0 in (1.11.1), they obtained 
(1.11.4) 
R3„(0)^ A, 
n l 
.R3„.,(o)-o, R3„,2(o)=o (1.11.5) 
The chapter contains some interesting results in the form of recurrence 
relations, generating functions and double hypergeometric from of this newly 
defined polynomial. 
1.12 A NEW METHOD AND ITS APPLICATION TO 
GENERALIZED Q-BESSEL POLYNOMIALS: 
The generalized Bessel polynomials [81] [68, p. 108]. 
y„(x,a,p)= 2F0 - n , a + n - l ; - ; — 
satisfy the following equation 
V ^ [ l - x D ] l x - " = x - " y „ ( x ; a , p ) 
P J 
(1.12.1) 
(1.12.2) 
A similar equation was stated in [16, 0. 124] it follows by induction that 
1 - ^ [ I - ^ D J J x - " = x - " y „ ( x ; a , p , q ) 
and the generalized q-Bessel polynomials are given by 
(1.12.3) 
y .(x,a,p.q)=i: (-")>["^"-'U-qrx' 
ktS K! pi^  
(1.12.4) 
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For every K < n, let the associated generalized q-Bessel polynomials be 
given by 
,.., , " (-n), {a + n-lL„ (-iV (K + 1),-x^ 
yS^)(x,a,p,q)=X ^ ^'\. ,.T\S \ . '' ,K<n (1.12.5) 
=^0 P' {^}J{K + 1}, 
were investigated by Chatterjea and H. M. Sarivastava [95]. 
In 1963 Chatterjea [32 p. 244] proved the following operational formula: 
Vdx; 
y„(x,a,p) = 
^n^ 
vky 
Djy„(x,a,P,q) = 
fn\ 
vky 
K!(n + a-l)Kp-''y„.K(x,a + 2K,p) (1.12.6) 
{K} !^(n + a - l ) K , p - ^ y S ( x , a + 2K,p,q) 
(1.12.7) 
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CHAPTER - II 
GAUSS HYPERGEOMETRIC 
FUNCTIONS AND ITS 
GENERALIZATIONS 
CHAPTER-II 
GAUSS HYPERGEOMETRIC FUNCTIONS AND ITS 
GENERALIZATIONS 
2.1 INTRODUCTION: 
The ordinary hypergeometric iunctions have been the subject of 
extensive researches by a number of eminent mathematicians. These ftinction 
play a pivotal role in mathematical analysis, physic, Engineering and applied 
sciences. 
Most of the special functions which have various physical & technical 
applications and which are closely connected with orthogonal polynomials and 
problems of mechanical quadrature, can be expressed in terms of Generalized 
hypergeometric functions. 
However, these functions suffer from a short coming that they do not 
unify various elliptic and associated functions. This drawback was over come 
by E. Heine through the definition of a generalized basic hypergeometric 
function. 
2.2 HYPERGEOMETRIC FUNCTION: 
The term 'Hypergeometric' fiinction was first used by Wallis in oxford 
as early as 1655 in his work 'Arithmetica infinitorum' when referring to any 
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series which could be regarded as a generaHzation of the ordinary 
hypergeometric series. 
X Z"=l + Z + Z'+ (2.2.1) 
n=0 
but the main systematic development of what is now regarded as 
hypergeometric function of one variable. 
,F,[a,b;c;Z]=|; ( ^ M i f , ( ^ 0 , - 1 , - 2 , ) (2.2.2) 
was undertaken by a German mathematician C. F. Gauss in 1812. 
2.3 GAUSS HYPERGEOMETRIC FUNCTION: 
The Gauss hypergeometric ftinction F (a, b; c; Z) with three regular 
singular points is defined by the function 
F(a,b;c;Z)=l + | ; * ^ \ % Z" (2.3.1) 
for c neither zero nor a negative integer 
The series an the right in (2.3.1) or in 
a,b 
Z 
c: 
-_l i-)M^' (2.3.2) 
n=l (c)„ n! 
is called the hypergeometric series. 
The special case a = c, b = 1 yields the elementary geometric series 
YJ Z"; hence the term hypergeometric. The function in (2.3.1) or in (2.3.2) is 
n=! 
correspondingly called hypergeometric function. 
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An integral giving the hypergeometric function is 
p r h 7i r(c) |. t ' - ' ( i- ir" ., , , , , , 
^''^'''•''•^^=m^)^ (1-^ .)- *^  ' 
THEOREM 2.3: If Re(c - a - b) > 0 and if c is neitiier zero nor a negative 
integer, 
If Re(c - a - b) > 0 and c is neither zero nor a negative integer, F (a, b; 
c; 1) is an analytic function of a, b, c. 
So, we can extend integral form of F(a, b; c; Z), to the point z = 1. 
So, we may write 
F(a,b;c;l)=|; i ^ . 
n=0 (C)n n ! 
If we also stipulate that Re(c) > Re(b) 0, then 
r(c) F{a.b;c;Z) = ^ : ^ j ^ ^ | . " ( l - , ) ' - ' - ' ( ! -»)- • dt (2.3.5) 
PutZ=l 
r(c) 
^(^•^-^"=?(byifrb)f'"<'-'•'"'(•-""•* (1) 
Therefore, if Re(c - a - b) > 0, if Re(c) > Re(b) > 0 and since c is 
neither zero nor a negative integer, 
r(c) 
'<^'^^^^'>^F(t)ifci • " ( ' - ' " " * 
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also we know by integral definition of Beta function 
r(b + n)r (c-b) H ^b.„-, (1 _ )^c-b-. j j (2.3.6) 
r(c + n) h ^ ' 
Here b = b + n, c = c - b 
ft-(l-tr^-'dt = lMlfe4-a) 
i ^ ^ r(c + a) 
from (1) 
LEMMA 1: 
(a) i;i;A(k,n)=ZZA(k,n-k) 
n=0 k=0 n=0 k=0 
(b) X XB(k,n) = | ; f ; B ( k , n + k) 
n=0 k=0 n=0 k=0 
LEMMA 2: 
Z lA(k,„) = j ; ZA(k,n-2k), 
n=0 k=0 n=0 k=0 
. in 
I lB(k ,n )= | ; | ;B(k ,n + 2fc). 
n=0 k=0 n=0 k=0 
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LEMMA 3: 
I] 
IIC(k,n)=xic(k,n-k), 
n=0 k=0 n=0 k=0 
2.4 GENERALIZED HYPERGEOMETRIC FUNCTION: 
The generalized hypergeometric function is define as 
pF. 
C'lj ^ ^ 2 ' ' ^ p ' 
P„P2, , Pq; 
(2.4.1) 
n=0 
where p, q are positive integer or zero. The numerator parameter aj, aj. 
ttp and denominator parameter Pi, P2, , Pq take on complex values, 
provided that 
P j ^ 0 , - 1 , - 2 , - 3 , ; J = 1 , 2 , 
convergence of pF p^q 
The series pFq 
(i) Converges for all IZI < w if p < q 
(ii) Converges for | ZI < I if p = q + 1 and 
(iii) Diverges for all Z, Z / O i f p > q + 1 
Furthermore if we get 
w = 
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Then the pFq series with p = q + 1 is 
(i) Absolutely convergent for IZ | = | if Re(w) > 0 
(ii) Conditionally convergent for | Z | = 1, Z ^ ^ 1 if - 1 < Re(w) < 0 
(iii) Divergent for | Z | = | if Re(w) < - 1 
An important special case when p = q = 1, the equation (2.4.1) reduces 
to the confluent hypergeometric series jFi named as Kummer's series, (see 
Slater [84]) is given by 
F,(a;c;Z)=i; ^ f ^ 
n=o (c)„ n! 
(2.4.2) 
Saalchutz Theorem 2.4.1: If n is a non-negative integer and if a, b, c are 
independent of n, 
3F2 
-n ,b , c ; 
1 
c, 1-c + a + b - n ; 
(c-aUc-b)„ 
(c)„(c-a-b)„ 
(2.4.3) 
Wipple's Theorem 2.4.2: If n is a non-negative integer and if b and c are 
independent of n, 
3F2 
- n , a , b ; 
l - b - n , l - c - n ; 
(l-xj-sF, - - , - n + - , l - b - c - n ; 2 2 2 
l - b - n , l - c - n ; 
4x 
(1-x)^ 
(2.4.4) 
Saalsehuti's theorem: If n is a non negative integer and if a, b, c are 
independent of n. 
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3F2 
-n ,a ,b ; 
c,l-c + a + b-n; 
1 
_(c-a)„(c-b)„ 
(c)„(c-a-b)„ (2.4.5) 
Dixon's theorem 2.4.3: The following is an identity if a, b and c are so 
restricted that each of the functions involved exists: 
3F2 
a,b,c; 
1 + a-b, 1 + a - c ; 
1 
/ l4a 
2 
r(i+a-b)r(i+a-c)r ( l+-a-b-c 2 
r(i+a)r ( l+-a-b 2 J r l + - a - c r(l + a - b - c ) 
(2.4.6) 
2.5 THE EXPONENTIAL AND BINOMIAL FUNCTION 
Two elementary instances of the pFq follow. If no numerator or 
denominator parameters are present, the result is 
Z" 
,F(-;-;Z)=X ^ = exp(z) 
n=0 n! 
(2.5.1) 
If we use one numerator parameter and no denominator parameter, we obtain 
,Fo(a;-;Z)=X (a)„ r 
n=o n! 
(2.5.2) 
Hence 
,Fo(a;-;Z) = (l-Z)- (2.5.3) 
Special hypergeometric identities include Gauss's hypergeometric theorem 
(2.5.4) c /' u i\ F(C) r ( c - a - b ) 
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for R[c - a - b] > 0, Kummer's formula 
r[^ib+ijr(b-a+i) 
,F, (a,b;c;-l) = ^ ^ ^^ ^ ^. (2.5.5) 
-b-a+1 r(b+i)r 
where a - b + c = 1 and b is a positive integer 
2.6 DOUBLE HYPERGEOMETRIC FUNCTIONS: 
APPELL FUNCTION: Appell (1880) was first author who generalized the 
theory of single hypergeometric series to double series. He treated this on 
systematic basis by defining four functions F] to F4. 
F,[a,b,c;d;x,y]= ^ ^'V.!^^"'^'!" ""f "^ (2.6.1) 
m.n=0 ( d L n HI! U ! 
F,[a,b,c;d;e;x,y]= f] ^"k" ^ f^/'^ " ?"' T (^ .6.2) 
F3[a,b,c;d;e;x,y]= ^ W.^ n (bUc)„ (d)„ x^ y" ^^^^^ 
m,n=o (c)„,„m!n! 
Fja,b,c;d;x,y]= £ (")^ "^ Wn^-^n x"" y" ^2.6.4) 
m,n=o icj^id)„m!n! 
2.7 SOME SPECIAL CASES OF GAUSS HYPER-
GEOMETRIC FUNCTION 
The Gauss hypergeometric function jF, from the core of the special 
functions and include as special cases most of the commonly used functions. 
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The 2F1 includes as its special cases, many elementary functions Legendre 
function of the first and second kinds, Jacobi polynomials Gagenbauer (or 
ultraspherical) polynomials Legendre (or spherical) polynomials. 
On the other hand, |F|, includes as its special cases, Bessel functions, 
Hermite polynomials, Laguerre functions and polynomials. 
In this section, we discuss the relationships between hypergeometric 
function and other special functions, 
(i) Legendre Polynomials: 
The Legendre polynomials pn(x) are defined by means of the generating 
relation 
£ P„(x>"=(l-2xt + t^)'2, for|t|< 1 and | x | < l (2.7.1) 
n=0 
Legendre polynomials pn(x) are also defined by 
Legendre polynomials are solutions of differential equation 
( l _ x 2 ) ^ - 2 x ^ + n(n + l )y = 0 (2.7.3) 
dx dx 
we note that 
1-x 
PnW= 2^ 1 -n ,n + l;l;- (2.7.4) 
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(ii) Jacobi Polynomials and Ultraspherical Polynomials 
Jacobi polynomials p^ „"'^ ' (x) are defined as 
P1"'^UX)=I r(n + a + l)r(n + p + l) ^x-lY ^-^i^"'"" 
to r(a + k + l)r(n + p-k + l ) (n-k)!k! 
x + 1 
^ ^ J 
(2.1.5) 
Jacobi polynomials are solutions of differential equation 
( l -x ' ) ^ + ( p - a - ( a + P + 2 ) x ) ^ + n(n + a + p + l) y - 0 (2.7.6) 
dx dx 
(ill) Laguerre Polynomials and Associated Laguerre Polynomials 
The Laguerre polynomials Ln(x) of order n are defined by means of the 
generating relation 
^•W'" = 0^-4(^1 
Laguerre polynomials Ln(x) are also defined by 
k=o (k!)'(n-k)! 
(2.7.7) 
Wliere n is a non negative integer. 
Laguerre polynomials are solutions of differenfial equation. 
xfl!z + ( l _ x ) ^ + ny=:0. 
dx' ^ ^ dx 
(2.7.8) 
We know that 
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Ln(x) - iF, [ -n ; 1 ; x] 
The associated Laguerre polynomials U^' (x) are defined by means of 
the generating relation 
Associated Laguerre polynnmials L^„^^ (x) are also defined by 
"^ ^ t'o (n-r)!(k + r)!r! 
where n is a non negative integer. 
Associated Laguerre polynomials are solutions of differential equation. 
^ + (l + k - x ) ^ +ny = 0. (2.7.11) 0' X dx^ ^ ' dx 
we note that 
L«(x) = ^ ^ ^ , F , [ - „ ; k ^ l ; x ] (2.7.12) 
(iv) Hermite Polynomials 
The hermite polynomials Hn(x) are defined by means of the generating 
relation 
Hn(x)t" X il!LWL=exp(2xt-t^) (2.7.13) 
n=o n! 
Hermite polynomials Hn(x) are also defined by 
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I] 
k=o k!(n-2k)! 
n-2k 
(2.7.14) 
Hermite polynomials are solutions of differential equation 
4 - 2 x ^ + 2ny = 0 
dx' dx 
we note that 
H„(x)=(2xr ,Fo -n -n+1 -1 (2.7.15) 
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CHAPTER-III 
HYPERGEOMETRIC POLYNOMIAL SETS 
GENERATED BY FUNCTIONS OF THE TYPE 
G(2xt-t^) 
3.1 INTRODUCTION: 
Generating Function: Rainville [78] consider a function F(x, t) which 
has a formal (it need not converge) power series expansion in t. 
F(x,t)=|;fn(x)t" (3.1.1) 
n=0 
The coefficient of t" in (3.1.1) is in general a fijnction of x. We say that the 
expansions (3.1.1) of F(x, t) has generated the set fn(x) and that F(x, t) is a 
generating function for the fn(x). If for some set of values of x, usually a region 
in the complex x-plane, the function F(x, t) is analytic at t = 0 the series in 
(3.1.1) converges in some region around t = 0 convergence is not necessary for 
the relation (3.1.1) to define the fn(x) and to be useful in obtaining properties of 
these function s. 
Let Cn, n = 0, 1, 2, be a specified sequence independent of x and t. 
We say that G(x, t) is a generating functions of the set gn(x) if 
G ( x , t ) = | ; c „ g„(x)t" (3.1.2) 
n=0 
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If the Cn and gn(x) in (3.1.4) are assigned and we can determine the sum 
function G(x, t) as a finite sum of products of a finite number of known special 
function of one arguments. 
3.2 GENERATING FUNCTION OF THE FORM G(2xt -1 ' ) 
Consider the generating relation 
G(2xt-t^)=| ; g„(x)t" Rainvella[78] 
n=0 
or G(u) = | ;g„(x) t" (3.2.1) 
n=0 
where u = 2 x t -1 
In which G(u) has a formal power series expansion, we arrive at 
properties held in common by pn(x) and "^  ' where pn(x) is the Legendre 
n! 
polynomial and Hn(x) is the Hermite polynomials 
Let F -G(2x t - t ' ) (3.2.2) 
- - = 2tG', — = (2x-2t)G' (3.2.3) 
5x dt 
in which the argument of G' is omitted because it remains (2xt - t^ ) through 
out. From equations (3.2.3) they find that the F of (3.2.2) satisfies the partial 
differential equation. 
^ d¥ d¥ 
I x - t j - — t — = 0 s (3.2.4) 
ox at 
Since 
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F = G(2xt-t^)=|;g„(x)t% 
n=0 
it follows from (3.2.4) that 
i;xg:(x)t"-|;g:(x)t--|;ng„(x)t" = o, 
n=0 n=0 n=0 
or t ^^'ni^n - I ng„(x)t" -f; g:_,(x)t" (3.2.5) 
n=0 n=0 n=0 
In (3.2.5) equating coefficients oft" to obtain the following result 
Theorem 3.2: From 
G(2xt- t^)=XgnWt" 
n=0 
it follows that g'o(x) = 0 and for n > 1. 
xg:(x)-ng„(x) = g:_,(x) (3.2.6) 
the differential recurrence relation (3.2.6) is common to all sets gn(x) 
possessing function of the form used in (3.2.1) 
For the choice G(U) = (l - u)~2 
where u = 2xt - 1 , the gn (x) 
becomes pn(x) then one get 
(l-2xt + t ^ ) 4 . X P . ( x ) t " 
n=0 
which the Legendre polynomials pn(x). 
Hence the Legendre polynomials pn(x) satisfy the relation 
xp:(x)-np.(x) = p;,(x) (3.2.7) 
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For the choice G(U) = exp(u), 
where u = 2xt -1^, the gn(x) 
H„(x) becomes 
n! 
we get 
L 2\ ^ H„(x)t" 
exp(2xt-t^j= j ; "^ ' 
n=o n! 
which is the Hermite polynomials Hn(x), 
Hence the Hermite polynomials Hn(x) satisfy the relation: 
X H : ( X ) _ nH„(x) ^ H ; , (X) 
n! n! (n-l)! 
xH:(x)-nH„(x) = nH:.,(x) (3.2.8) 
3.3 HERMITE POLYNOMIALS;: 
The Hermite polynomials Hn(x) are defined as: 
smce 
/ 2\ ^ H„(x)t" 
exp(2xt-t^)=2] "^  ' 
n=o n! 
exp(2xt-tj=exp(2xt) exp(-t^) 
f X / A n t2n \ (2x)"t"l(^ (-iTt Z^^^ S 
n=0 l,n=o n ! ) 
hh k!(n-2k) 
it follows from (3.3.1) that 
(3.3.1) 
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K=o k ! ( n - 2 k ) 
Examination of equation (3.3.2) shows that Hn(x) is a polynomial of degree 
precisely n in x and that 
H„(x)=2"x"+nn-2(x) (3.3.3) 
in which Y[ n-ii^) i^  a polynomials of degree (n - 2) in x. 
It follows that Hn(x) is an even function of x for even n, and odd 
function of x for odd n; 
H„(-x) = (-l)"H„(x) (3.3.4) 
from (3.3.2) it follows that 
H,„(0) = (- l )"2^"f l ] ; H,„,(0) = 0 ; 
H',„(0) = ( - i r 2 ^ - ' f ^ l ; H,„(0):=0. 
3.4 PURE RECURRENCE RELATIONS: 
The pure recurrence relations for Hermite polynomials Hn(x): 
2xH„(x)=2nH„_,(x) + H„„(x) for n>l (3.4.1) 
2xHo(x) = H,(x)for n = l (3.4.2) 
3.5 DIFFERENTIAL RECURRENCE RELATIONS: 
The differential recurrence relations for Hermite polynomials Hn(x): 
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H;(x) = 2nH„_,(x)for n>l 
xH:(x) = nH:_,(x)+nH„(x) 
H;(X) = 2XH„_,(X)-H'„_,(X) 
H:(x)-2xH'„(x)+2nH„(x)=0 
(3.5.1) 
(3.5.2) 
(3.5.3) 
(3.5.4) 
3.6 THE RODRIGUES FORMULA : 
Examination of the defining relation 
exp(2x.-t')=f; MOi: 
n=o n! 
in the Hght of Maclaurins theorem gives us at once 
H.(x): — exp(2xt-t^) 
dt" ^^  '' 
t=0 
the function exp (-x ) is independent oft, so we may write. 
exp(-x^)H„(x)= — exp{-(x-t) 
dt^  
Now put x - 1 = w, then 
exp(-x^)H„(x) = ( - i r 
t=o 
- — e x p ( - w ^ ) 
dw 
(3.6.1) 
But it ridiculous to differentiate with respect to w a function of w alone 
and after word to put w = x the w is superfluous therefore we write 
or 
e x p ( - x ^ K W = (-0"D"exp( x^} D = 
H„(x) = (-1)" exp(x^)D"exp(-x^) 
dx 
(3.6.2) 
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a formula of the same nature as Rodrigues formula for Legendre polynomials. 
3.7 OTHER GENERATING FUNCTIONS FOR HERMITE 
POLYNOMIALS: 
Consider the sum 
f^ (c)„H„(x)t"^^ I {-\f{ci ( 2 x r ^ " 
n=0 n! n=o i(=o k! (n-2k) 
00 CO (-l)'(CU(2x)"t"-
n=0 k=0 k! n! 
(C + kU2xtr ( - l^Ckt 
^2 ,, 
n=0 k=0 n ! 
21c 
k! 
= 1 ( - iHckt -
Since (0)2^  = 2 2k 
k=o k!(l-2xt)' €+2k 
v ^ ; 
—+ -
V2 2;^ 
therefore 
gM^".(,_,„) A 
n=0 
C C j_ 
2 ' 2 2 
4t^  
(l-2xt)^ (3.7.1) 
3.8 INTEGRAL REPRESENTATION OF HERMITE 
POLYNOMIALS: 
We also present an integral representation for the Hermite polynomial 
we start with the generating relation: 
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U 2\ ^ H„(x)t" 
n=o n! 
By Maclaurin's theorem we have. 
f(.) = exp(2x.-t^)=f(0)+fMl,fl0hl , + £ M i ! 
+ . 1! 1! 
where f (0) denote the value of the nth partial derivative of exp (2xt -1^) w.r.t 
't' at t = 0 it follows that 
H„(x) = 5" 
at ^exp 
(2xt-t^) 
t=0 
But by complex variable theory 
f"(0) = ;^ tu-"- ' f (u)du 
2711 ^ 
where c is the contour encircling the origin in positive direction. 
Hence we obtain 
H„(x) = - ^ f u-"-'exp(2xu-u')du 
2n\ 
(3.8.1) 
- « i Q If we choose the contour as u = e', the contour integral in (3.8.1) changes into 
a real integral and we obtain 
n I 
H,, (x) = -^ r exp(2x cos 0 - cos 2 9) 
n *-
cos(2xsin0-sin2e-ne)de (3.8.2) 
3.9 ORTHOGONAL PROPERTIES OF Hn(x): 
The orthogonal properties of Hn(x) are: 
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(i) £ exp(-x')H„(x)Hjx)dx = 0, ifm;^n (3.9.1) 
(ii) £ exp(-x^)H„(x)H^(x)dx = 2"n!Va ifm = n (3.9.2) 
3.10 THE HERMITE POLYNOMIALS AS a 2F0 
We now write the Hermite polynomials a 2F0: 
The formula: 
Hn(x)=I (-lfn!(2xr^^ 
to k!(n-2k)! 
Since (n-2k)! = 
(-n)2k 
therefore 
E 
k=0 
(-l)'(-nkx"-2' 
2" k! 
(2")" S — 2 
r-n 1 
+ 2 2;, (x^r 
k=o k! 
-(2x)T 
n 
V ^ y 
+ -
k^ 2 2y,^  
k=0 k! 
-1 
Hence we arrive at 
H„(x) = (2x)" ,Fo 
-n - n 1 
T'T^2' zl (3.10.1) 
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3.11 MORE GENERATING FUNCTIONS : 
Consider the series 
k=o n=o k! n! „^ o i^ k! (n-k)! 
_ £ H„(x)(t + vy. 
n=o n! 
n!t"-S'' Since (t + v ) " = | ; 
k= to K!(n-k)! 
= exp[2x(t + v)-(t + v)^  
= exp (2xt -1^) exp [2 (x -1)v - v^  J 
(2x.-,=)f:-"'('<-')^' 
= exp 
\t^ o k! 
Equating the coefficient of — we obtain 
k! 
t ^ i = 4 ^ = exp(2xt-t^)H.(x-t) (3.11.1) 
k=o n: 
using the above equation (3.11.1), they derive a bilinear generating relation as 
follows: 
Consider the series 
f H „ ( x ) H „ ( ) t " _ ^ L2J (-i)^(2xr^^H„(y)t" 
n=o n! „4^o h k!(n-2k)! 
^ g (-l)^(2xrH„,,,(y)t n+2k 
n,k=0 n! k! 
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^ y y exp(4xyt-4x^ t ' ) ' H;,(y-2xt)(-l)'' t 
n=0 k=0 k ! 
2k 
(V3.11.2) 
Now substituting 
H,,(y-2xt)=X (-l)-(2k)!(2y-4xtf 
2k-2s 
s=o s!(2k-2s)! 
and(2k)!=(l), ,=2^^k!|l we get 
z 
n=0 
Hn(x)H„(y)t" 
n! 
oD k 
:exp(4xyt-4x' t ' ) | ; J ( - i f 2' ' 
k=0 s=0 
2k^2s .2k \] (2y-4xtf '^^t 
2],^ s!(2k-2s)! 
= exp(4xyt-4x^ t ^ ) ^ 
k,s=0 
(_iP2^k.2srn (2y_4xt) 
V^A+s 
s!(2k)! 
,2k 2k+2s 
rn 
= exp(4xyt-4x^ t^)Y u 
(-lf2^ - (2y-4x t f t 2k .2k+2s 
A^ 
k,s=0 s! k! 
r\\ 
V^Vk 
= exp(4xyt-4xM^)f; £ 
- + k 
v2 y 
22s^2s(_i)k^2k(2y_4xt) 2k 
k=0 s=0 s! k! 
/. . 2 2 \ ^ (-l)''t"^(2y-4xt) 
exp(4xyt-4xM^)J] ^^—^ ^~ ^ 
'-' s ! k ! ( l - 4 t ^ P 
(l-4t^)2 exp(4xyt-4x^t^)exp -4t^(y-2xt) ' 
l-4t^ 
Hence we arrive at 
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| , H.(x)H.(y).- ^^  ^^ ,y 
n=o n! 
-1 
2 exp y 2 _ ( y - 2 x t / 
i - 4 r 
(3.11.3) 
which is the desired bilinear generating relation 
3.12 LEGENDRE POLYNOMIALS: 
We define the Legendre polynomials pn(x) by the generating relation 
(l-2xt + t ^ ) 4 = | ; p j x ) t " (3.12.1) 
n=0 
in which (l - 2xt +1^) denotes the particular branch which -> as t ^ 0. 
since (l-z)"" = ,Fo (a;-;z) 
we may write 
(l~2xt + t ^ ) l = X 
(2xt-t^)" 
n=0 
n=0 k=0 
,'' /T..\"-''«-n+l' (-l)''(2x)"-''t 
/ n 
k!(n-k)! 
IE — 
(2x)"-'' t" 
Jn-k 
n=0 k=0 k!(n-2k)! 
(see Rainville) we thus obtain 
p,W=Z -
2k 
k=0 k!(n-2k)! 
Equation (3.12.2) also yields 
(3.12.2) 
41 
r 
n! P n ( x ) = ' ^ ' , " + n n - 2 (3 -12 .3 ) 
in which W^_^ is a polynomial of degree (n - 2) in x. 
If in (3.12.1) we replace x by (-x) and t by (-t), the left member does 
not change, Hence 
Pn(-x) = (-l)"p„(x) (3.12.4) 
so that Pn(x) is an odd function of x for n odd, an even function of x for n even 
equation (3.12.4) follows from (3.12.2). 
In equation (3.12.1) put x = I to obtain 
o-tr=£p.(i)t". 
n=0 
from which 
P„(l)=l, (3.12.5) 
which combines with (3.12.4) to give 
P „ ( - l ) = ( - l ) \ 
from (3.12.1) with n = 0. We get 
n=0 
But 
(-l)"f- ^2n 
n=o n! 
Hence 
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P2n.,(0) = 0, p,„(0) = ^ . (3.12.5) 
3.13 DIFFERENTIAL RECURRENCE RELATIONS : 
(i) xp:(x) = np„(x)+p;_,(x), (3.13.1) 
(ii) xp:(x) = p'„„-(n + l)p„(x) (3.13.2) 
3.14 PURE RECURRENCE RELATIONS : 
x(x^-l)p:(x)=n(x^-l)p„(x) + (x^-l)p:_,(x), (3.14.1) 
np„(x) = (2n-l)xp„_,(x)-(n-l) p„_,(x), n>2 (3.14.2) 
3.15 LEGENDRE'S DIFFERENTIAL EQUATION : 
(i) xp:(x) = np„(x)+p:_,(x) (3.15.1) 
(ii) xp:(x) = p:,,(x)-(n + l)p„(x) (3.15.2) 
(iii) xp:_,(x) = p;(x)-np„_,(x) (3.15.3) 
(iv) xp:_,(x).p:(x)-(n+i)p:_,(x) (3.15.4) 
(V) (l-x^)p:(x)-2x'p'(x)+n(n + l)p„(x) = 0 (3.15.5) 
3.16 THE RODRIGUE'S FORMULA : 
The Rodrigue's formula for Legendre polynomials is given by 
P„(X) = - L D " ( X ^ - I ) " , (3.16.1) 
2 n! 
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3.17 ADDITIONAL GENERATING FUNCTIONS : 
The generating functions (l-2xt + t^)2 used to define the Legendre 
polynomials pn(x) can be expanded in powers of t in new ways, thus yielding 
additional results. 
For instance 
(l-2xt + t^)"L[(l-xt)^-t^ (x^-l)] 
= (l-xt)- 1--
therefore, £ p„(x) t" 
n=0 
= (l-xt)-' ,F„ (1-x.y 
Now 
(1-xt)-' ,Fo 
(1-xt)^ 
f\ 
=z V^A 
t - (x^- l )^ 
to k ! ( l -x t ) 2k+l 
k=0 n=0 
n=0 k=0 
(\\ 
\^J 
(2k + l)„(x^-l)' t^^^"x" 
k!n! 
f\\ 
u, 
n!(2k)! k! 
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2k -n 
n=0 k=0 k!(2k)!(n-2k)! 
„=o KtS 2^ ^ (k!)^  (n-2k)! 
Hence we obtain a new form for Pn(x): 
Pn(x)=Z n!(x^-l)^"-^^ 
"o 2''' (k!)' (n-2k)! (3.17.1) 
3.18 HYPERGEOMETRIC FORMS OF p„(x): 
(1) p„W= 2F, -n,n + l; 1-x 1; ~2~ 
(3.18.1) 
(2) p„(x) = (-ir F^, -n,n + l; 1 + x 
1; ~T 
(3.18.2) 
3.19 BRAFMAN'S GENERATING FRUNCTION FOR p„(x) 
z 
n=0 
->F, 
(C).(1-4P„(X)I" 
(n!)= 
c , l - c ; 1 - t -p 
1; 2 
.F, 
c , l - c ; l + t - p 
1; 2 
(3.18.1) 
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3.20 SPECIAL PROPERTIES FOR p„(x) : 
(i) e" J o ( t V I ^ ) = Z ^ 
n=o n! 
(ii) exp (y cos a sin p) JQ (y sin a sin p) 
(3.20.1) 
= 1 Pn(cos p)y" sin" a 
n=0 n! 
(3.20.2) 
(iii) exp (y cos P sin a) Jg (y sin a sin p) 
-1 
n=0 
p„(cos p)y" sin" a (3.20.3) 
(iv) exp (y cos a sin p)= exp [y sin (p - a)] exp [y cos P sin a] (3.20.4) 
's ina^ " (v) p„(cos a)= — - Y c„ 
V sin p y k=0 
Sin (p-a)-- in-k 
Sin a 
n-l (vi) p-"-' P f x - t l ^ (x + ic)! p„, , (x) tS" 
V P 
z 
k=0 k'.n! 
p,(cos P) (3.20.5) 
(3.20.6) 
in which p = (l-2xt + t^ )2 
3.21 ORTHOGONALITY FOR p„(x) 
(i) I, PnWPmWdx = 0 , m^n 
(ii) j ; , p;(x)dx = 
2n + l m = n 
(13.21.1) 
(13.21.2) 
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3.22 GEGENBAUER POLYNOMIALS : 
The Gegenbauer polynomials cj| (x) as a generalization of the Legendre 
polynomial and is defined by the generating relation 
(l--2xt + t^ )"^=£c : (x) t " . (3.22.1) 
n=0 
from (3.22.1) it follows that 
n=0 n=0 n ! 
= 1 1 tinY)n(2xr t-
n=0 k=0 
11 
k! (n-2k)! 
(-1)' (yU (2xr- '^ f 
n=0 k=0 k! (n-2k)! 
Hence 
\n-2k 
- ( x ) = y t i f c M ^ (3.22.2) 
"^ ^ to k!(n-2k)! 
It y is neither zero nor a negative integer, the cl (x) form a simple set of 
polynomials and 
c^  
2" (Y)n X" nx)=^^^+a 
3.23 SOME PROPERTIES OF cj (x): 
(i) c:(x) = ( - i r c : ( x ) (3.23.1) 
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(ii) 0^1) = (2y)„ (3.23.2) 
(iH) cL (0)= t i l l k , cL,(0)=0 
n! 
(iv) c^„(x)=i (2y)„x"-^-(x^-lf 
k=0 o2k 1 2 - k! |Y + ^ l (n-2k)! 
(3.23.3) 
(3.23.4) 
(V) I :^Wt" 
n=0 (2Y)n 
e"' F 
• l ' ( x ' - l ) 
7 + -
(vi) f: (rL|Mi:=(,_«r F^, 
n=0 
Y Y 1 
v4; (-) 
(3.23.5) 
(3.23.6) 
3.24 DIFFERENTIAL RECURRENCE RELATIONS : 
(i) xDc); (x)=xc^„ (x)+xDc:_, (x) , (3.24.1) 
(ii) 2(Y + n) c: ( x ) - D C , (x)-DcJ., (x) , (3.24.2) 
(iii) xDc:(x)=Dc;; , , (x)-(2Y + n)c;;(x) ; (3.24.3) 
(iv) ( X ' - I ) D C : (x) = nxc j (x)-(2Y-H-n)c^„_, (x) (3.24.4) 
(V) nc^„(x) = 2x(Y + n-l)c;;.,(x)-(2Y + n-2)c;;_2(x)=0 (3.24.5) 
(vi) ( l -x ' )D'c ; i (x)-(2Y + l)xDcJi(x)+n(2Y + n )cUx)=0 (3.24.6) 
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3.25 BATEMAN GENERATING FUNCTION FOR cj (x) : 
I 
n=0 
^I(x)t" 
(2y).. Y+ 
= F 
\ ON 
' t (x- l ) 
y ^ - ; 2 
oF, 1 
' t(x + l) 
r . - ; 2 
(3.25.1) 
/ n 
3.26 BRAFMAN'S GENERATING FUNCTION FOR c] (x) : 
n=0 
(y)n(2y-y)„cUx)t" 
(2y)„ y+ 
2F, 
y, 2Y-Y; 
y + -
1 
1 - t - p 
2F, 
y, 2y-Y: 
1 
y + ::; 
1 + t - p (3.26.1) 
p = (l-2xt + t^)2 
3.27 THE RODRIGUES FORMULA FOR cl (x) : 
,^.^^^_(-ir(2y)„(l-x-)i--D"(l-x-H ^ 
2" n ! y + 
(3.27.1) 
3.28 ORTHOGONALITY FOR c^ , (x) 
(i) [^  (l-x^y4 cUxK(x)dx = 0, m^n (3.28.1) 
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(ii) ni-x=)'4[c:(x)f dx= (2T)„rfi]rfr+f 
n!(Y + n)r(Y) (3.28.2) 
3.29 TCHEBICHEFF POLYNOMIALS: 
The Tchebicheff polynomials Tn(x) and Un(x) of the first kind and 
second kind, respectively are special ultrasperical polynomials and defined as 
n! 
I I 
T.(x) = ^ p i ^ ' ^ ^ ( x ) , (3.29.1) 
i_(n + l)! 
1 I 
U„(X) = ^ P 1 ^ ' ^ ^ ( X ) . (3.29.2) 
\^J 
these are often introduced by the relations. 
T„ {cos 9) = cos n0 
/ X sin(n + l)e 
U„(cos0) = — ^ — - ^ 
smB 
3.30 GENERATING FUNCTIONS FOR TCHEBICHEFF 
POLYNOMIALS: 
(i) (l-2xt + t^)"'=:XU„(x)t" 
n=0 
(ii) ( l-xt)(l-2xt + t^)" '=XT„(x) t" 
n=0 
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(iii) g L M i l ^ e ^ c o s h 
n=o n! 
(tV?^) 
riv^  V Un(x) t"Ve- ' s inh( tV;^ 
^ ^ „fo (n + 1)! - 4^^l 
(V) T„(x) = U„(x)-xU„.,(x), n>l 
(vi) (l-x^)u„(x) = xT„„(x)-T„,,(x) 
, .., ^ , . |^J n!x"-^^(x^-l)^ 
(Vll) T ( X ) = > —7 r—r-^ ^ r ^ 
"^  ^ k=o (2k)!(n-2k)! 
(viii) T^{x) = - [x + ^I^^lf+[x-4^~\] 
(ix) U,(x)=2 
k=0 
(n + l)!x"-^(x^-lf 
(2k + l)!(n-2k)! 
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CHAPTER - IV 
HYPERGEOMETRIC POLYNOMIAL 
SETS GENERATED BY FUNCTIONS 
OF THE TYPE 
CHAPTER-IV 
HYPERGEOMETRIC POLYNOMIAL SETS 
GENERATED BY FUNCTIONS OF THE TYPE 
G(3x't-3xt'+t') 
4.1 INTRODUCTION: 
The present chapter is a study of a Hypergeometric Polynomials Rn(x) 
suggested by Legendre polynomials pn(x) defined by means of generating 
function of the form G(3x^t-3xt^ +t^) for the choice G(u) = (1 - uf'\ And 
studied by M. A. Khan and G. S. Abuldiammash [62], this chapter contains 
recurrence relations, generating function, generalized Kampe de Feriet double 
hypergeometric forms, fractional integrals and their Laplace transforms of the 
newly defined polynomials Rn(x). 
The Legendre polynomials pn(x) and the Hermite polynomials Hn(x) are 
respectively defined by 
(l-2xt + t ^ ) 4 = | ; p j x ) t " (4.1.1) 
n=0 
and ^'--'=f^M}l. (4.1.2) 
n=o n! 
A careful inspection of the L.H.S of (4.1.1) and (4.1.2) reveals the fact 
that L.H.S of (4.1.1) is (1 - u)""^ and that of (4.1.2) is e" where u = 2xt - t^  and 
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this 2xt - t is a part of (x - t)^  = x^  - 2xt + t^  by deleting x^  and putting the 
remainder - 2xt +1^ = u so that u = 2xt -1^. 
In an attempt to extend this idea we considered the following expansion: 
(x-t)^=x^-3x^t + 3xt^-t^ (4.1.3) 
Then by deleting x'' term of the R.H.S of (4.1.3) and putting the remainder 
-3x^t + 3xt^-t ' '=-u we then considered the two sets of polynomials 
generated by e" and (1 - u)"'^ ^ In our earlier paper [1] we studied a new class 
of polynomials Kn(x) suggested by Hermite polynomials Hn(x) defined by 
means of a generating function of the formG(3x^t-3xt^ + t j for the choice 
G(u) = e". 
In this chapter we shall study another new class of polynomials Rn(x) 
suggested by Legendre polynomials Pn(x) and defined for the choice 
G(u) = (l-u)4. 
To study Rn(x) we need the exte4nded form of Kampe'de Feriet's 
double hypergeometric function. A generalization of the Kampe'de Feriet 
function was given by Srivastava and Daust [87] who defined an extension of 
Wright's pVj/q function in two variables. More generally the extension of the 
Wright function pVj/q in several variables, v/hich is referred to in the literature as 
the generalized Lauricella function of several variables, is also due to 
Srivastava and Daust [88]. We need here the following special case of their 
extension of Kampe'de Feriet's function: 
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pA:B;D 
^E:F;H 
({aAUA.^M(bB)>mB>,((dJnJ;^ 
((eE)'PE.qE):((gG).UGM(hH).VH); 
-S S i^ § ? ^^^ (4.1.4) 
For 
ki-k2 = k3 = =kA=l,/i=/2=/3= = /A=^1, 
mi=m2 = m3= =mB= l,n, = n2=n3 = "=nD= 1, 
Pi=P2 = P3=" = PE=i,qi = q2=q3 = =qE= i, 
Ui=U2 = U3= =UG= 1,V, =V2=V3 = =VH=^ 1, 
(4.1.4) reduces to the general form of Kampe'de Feriet's double 
hypergeometric function (See, for example Srivastava and Panda [90]). 
Which further reduces to Kampe'de Feriet's function in the special case: 
B = D and G = H. 
In this chapter, we need the following results: 
( l - x - y r = | ; | ; M i L l l i : . (4.1.5) 
r=o s=o r! s! 
For the special choice a = - n where n is a positive integer, (4.1.5) becomes 
( i - x - y ) " = i l ^'"'"'f''' (4.1.6) 
r=o s=o r' s: 
we also need the following lemma: 
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i>(-'^ ^^^^ )t^ 
Lemma : For any positive integer m, ^^.-/"'^, ^^'^^'-
f - 1 
00 00 CO \_Vt\} 
Z ZA(k,n)=X ZA(k,n-mk) (4.1.7) 
n=0 k=0 n=0 k=0 
I ZB(k,n)=X lA(k ,n + rnk) (4.1.8) 
n==0 k=0 n=0 k=0 
where [x] denotes the greatest integer in x. 
For this lemma one is referred to the book of H. M. Srivastava and H. L. 
Monocha [89]. The special cases for m = 1,2 were available in the book of E. 
D. Rainville [78]. 
The following identities are immediate consequences of above lemma 
and its special cases for m = 1,2. 
S I C ( k , n ) = Z i ; c ( k , n - k ) (4.1.9) 
n=0 k=0 n=0 k=0 
I I D(k,n)=X X D(k,n-mk + k) (4.1.10) 
n=0 k=0 n=0 k=0 
Z I E(k,n)=Z Z E(k,n-mk + 2k) (4.1.11) 
n=0 k=0 n=0 k=0 
Finally, we record the following finite form of the double summation 
identity (4.1.8): 
N-n 
N LmJ N L m 
Z ZB(k ,n )=Z ZB(k,n + mk) (4.1.12) 
n=0 k=0 n=0 k=0 
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For (4.1.9), (4.1.10), (4.1.11) and (4.1.12) one is again referred to H. M. 
Srivastava and H. L. Manocha [89]. 
Theorem 4.1: From 
G(3x^t-3xt^+t^)=|;g„(x)t" 
n=0 
2 
it follows that g'o (x), g| (x) = - , g, (x) and for n > 2. 
X 
x^  g: (x),-2nxg: (x) = 2xg:_, (x)-(n-l)g„_, (x ) -gU (x) (4.1.13) 
4.2 A NEW CLASS OF POLYNOMIAL SET: 
We define a new class of polynomials Rn(x) suggested by Legendre 
polynomials pn(x) by means of the generating relation 
(l-3x't + 3 x t ' - t ' ) " 3 = | ; R„(x)t" (4.2.1) 
n=0 
in which (l - 3x t^ + 3xt^  - 1 J ^ denotes a particular branch which -> 1 
at it -^ 0. 
We shall first show that Rn(x) is a polynomial of degree precisely 2n in 
X. Since 
(l - Z)"" = |Fo (a; - ; - Z) we may write (4.2.1) as 
(3x^t-3xt^+t^)" 
V3y„ 
n=0 n=0 
ZR.W'"=I 
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= Z I Z 
n=0 r=0 s=0 
n-3r-s /• i V ,,2n-6r-3s ^n (-1) 
/n-2r-s 
r! s! (n-3r-2s)! 
[using 4.1.3 and 4.1.6] 
Now equation the coefficients oft", we get 
mm 
R.W=S Z 
r=0 s=0 
n-3r-s ( i V ,,2n-6r-3s 
3A-2r-s 
(-lyx 
r! s! (n-3r-2s)! (4.2.2) 
From (4.2.2) it follows that Rn(x) is a polynomial of degree precisely 2n in x 
and that 
R.W=Z Z - ^ 
.2n 
+ n 2n-3 
r=0 s=0 
in which 7t2n.3 is a polynomial of degree (2n - 3) in x. 
Now putting X = 1 in (4.2.1), we obtain 
(i-tr=ZR-(i)t". 
n=0 
from which 
Rn(l)=l 
Again from (4.2.1) with x = 0, we get 
(i-t')rLf;R„(o)t" 
n=0 
But 
(4.2.3) 
(4.2.4) 
Jn 
( l - t ^ ) - I ^ u 
n=0 n! 
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Hence 
1 \ 
R3n(0) = ^ , R 3 „ „ ( 0 ) = 0, R,„JO) = 0 (4.2.5) 
n! 
4.3 DIFFERENTIAL RECURRENCE RELATIONS: 
From (4.1.13) we find that the generating relation (4.2.1) implies the 
differential recurrence relation 
xX(x)-2nxR„(x)=2nxR;_,(x)-(n-l)R„_,(x)-R:.,(x) (4.3.1) 
From (4.2.1) it follows by usual method (differentiation) that 
(2xt-t^)(l-3x't + 3xt ' - t^y3=: | ] R'n(x)t" (4.3.2) 
n=0 
(x ' - 2x t - t ' ) ( l - 3x ' t + 3x t ' - t ' ) ' 3=f ; nR„(x)t"-' (4.3.3) 
n=0 
Multiplying (4.2.1) by (l -3x^t + 3xt^  -1')"', (4.3.2) by - x and (4.3.3) by - 1 
and adding, we get 
(l-3x^t + 3xt^-t^)i=(i-3x^t + 3xt^-t^)"'X RnWt" 
n=0 
xZ R'„Wt"-Z nR„(x)t" 
n=0 n=0 
or 
f nR„(x)t"-(3x^t-3xt^+t^)|; (n + l)R„(x)t" 
n=l n=0 
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:-x(l-3x't + 3xt ' - t ' ) f ; R'„(x)t" 
n=0 
Equating the coefficients oft", we get 
nR„(x)-3nx2R„_,(x) + 3(n-l)xR„..,(x)-(n-2)R„.3(x) 
= -XR: (X)+3X^R:_ , (X) -3X^R: . , (X)+XR; .3 (X) (4.3.4) 
4.4 ADDITIONAL GENERATING FUNCTIONS: 
The generating function (l-3x^t + 3xt^-t'') 3, used to define the 
polynomials Rn(x), can be expanded in powers of t in new ways, thus yielding 
additional results for instance. 
(l-3x^t + 3 x t ^ - t ^ ) l = [ ( x - t f + l - x ^ [ ^ = ( x - t ) -
Therefore, the L.H.S of (4.2.1) can expressed as 
1-
x^ -1 
(x-ty 
(x-t)"' ,Fo T ; X ^ - 1 
: . { x - t ) ^ 
again 
(l-3x^t + 3 x t ^ - t ' ) i = [ ( l - x H ) ' - 3 x ( x = - i y ( l - x ' V l ' 
= (l-x^.)-
3x(x'-l>' (1-xft' 
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Therefore, f ] R„(x) t" 
n=0 
=(i-x't)- ' F ! - : -:-.-. 3x(x'-tf ( l - x ' ) l ' 
r=0 s=0 
.V { - 3 x ) ' ( l - x ' n i + x=y 
.3r+2s 
r !s! ( l -x ' t^ r+3s+l 
n] fn-Brll i 
. i^mi] (n+s).(-3y(l-x'r(l + x')rx—." 
= 1 1 1 
n=0 r=0 s=0 r!s! (3r-3s)! (n-3r-2s) ! 
Hence, we obtain a new form of Rn(x) 
Rn(x)=S Z OJ,+S 
(n + s)!(-3)^(l-x^y"(l + x^}x^"-^^-3s 
r=0 s=0 r !s! (3r-3s)!(n-3r-2s)! 
(4.4.2) 
Again from (4.2.1), we tiave 
| ;R„(x)t"=(i- t^)-3 
n=0 
, 3x' t 3xt 1 - + 
e \-e 
f V 1 CO 00 ^3x^Y f-Sxt^Y 
,.0 .S r! n! v l - f ; v l - ' ^ 
= 1 1 1 
n=0 r=0 s=0 
( \\ 
->n-r-2s 2n-3r-6s / ' _ i y ^n 
VJ;n- r -2s 
r! s! (n-2r-3s)! 
hence we obtain yet another form for Rn(x): 
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n n-2r ^ m 
R„(x)=Z I 3J„-r-
3n-r-2s^2n-3r^s^_jy 
2s 
r=0 s=0 r! s! (n-2r-3s)! (4.4.3) 
4.5 GENERALIZED KAMPE'DE FERIET'S DOUBLE 
HYPERGEOMETRIC FORMS: 
We return to the original definition (4.2.1) of Rn(x) and note that 
(l-3x=t + 3xt^-t')3=[(l-,)'-3t(x^-l)+3t'(x-l)|'"3 
(I-.)- 3t(x'-l) 3t'(x-l) 
which, in the view of (4.15), permits us to write 
lKU)f=ll 
(-l)'3™(x'-l)f(x-l)' P " 
n=0 r=0 s=0 r!s!(l-t) ' ,3r+3s+t 
r=0 s=0 
(-iy3^^^(x-ir(x+iy t 2r+s 
/'r+s 
r! s! 
Z 
n=0 
(l-3r + 3s)„t" 
n! 
V V "f (-nk..(l + n L . ( l - x r ( U x ) ' f 
~Li 2-1 2-j f^\ 
n=0 r=0 r=0 r! S! S'^ ^^ ^M - O L 
V-^/r+s 
i-T i^ n 
1 nereiore, 
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r=0 s=0 _ , „ , ,2(r+s)f 2 1 / j \ 
r!s!3'^^*') 
v j ; 
which in view of (4.1.4) can be written as 
"(-n,2,l),(l + n ,2 , l ) : - ; - ; 
(l,I,;l), - , l , l | : - ; - ; 9 
1-x 1-x' (4.5.1) 
from (4.2.2), we have 
im 
Rn(x)=Z Z 
fl\ (\ ^ 
\^J 
+ n 
n V J ; - 2 
3 n - 3 r - s ( _ j j s ^ 2 n - 6 r -6r-3s 
r=0 s=0 r!s!n!(l + n). 3r+2s 
3" n\ 
V. 
2x fn I rn-3r 
n! 
j^'f^^ (-")3.2s(-iy 
r=o s=o r ! s ! f - - n l 3 ' " ^ x'"'^ 
orRn(x)-
/ ' I \ 
\^J 
(3x^r 
: i : - ; -
n! 
(-n,3,2) : - ; - ; 
^2 ^ 
3 -n ,2 . , 
1 1 
: - ; - ; 27x''3x^ 
(4.5.2) 
form (4.4.2) we have 
m=?^  
Rn(x)=S E V3jr+s 
(l + nH-3) ' ( l -x 'y**( l^x ' ) 'x^- ' - ' -
r=0 s=0 r!s!(l)3(r + s)(l + n)_3. 2s 
^ J ^ ^ " | ^ ( -n )3 .2 s (H-nUx- - i r (x^^ l ) ' 
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orR„(x)=x^"I^:::! 
from (4.4.3), we have 
( - n , 3 , 2 ) : - ; (l + n, l ) ; 6 , 3 , 
(l,l,;l), U , 1,1 : - ; - ; 27 ' 9 (4.5.3) 
0[^ 
Rn(x)=Z Z Jn 
+ n 3n-3r-s ^2n-3r-6s ^_^y 
/-r-2s 
r=0 s=0 r !s ! n! (l + n).^ .^ 3s 
3" 
_ yvn 
^ \ 2x I n I I n-2r 
' X ' ' ' 
n! 
2 j L 3 
.-0 s=0 ^ , g . 
(-n)2.2s (-ly 
^0 \ 
- - n 
y^ yr+2s 
-3r+3s 3r+6s 
Therefore 
Rn(x) = \^Jn 
(3x^r 
n! -m-
(-n,2,3) : -
'2 ^ 1 -1 
-n , l ,2 : - ; - ; 3x' 27x' 
(4.5.4) 
4.6 INTEGRAL REPRESENTATION: 
Using the definitions of beta function it is easy to derive the following 
integral representation for Rn(x) (see Rainville [78], ps 18) by using the form 
(4.5.2) of R„(x): 
{ x « ( t - x r R „ ( x > i x = . 
3" r(l + a + 2n)r(p)t"^P^'" 
n! r{l + a + P + 2n) 
xF 2; - ; -
(-n,2,3);(-a,-p-n,6,3) : - ; - ; 
1 -1 
-n ,2 , l ; ( -a-2n,6 ,3) : - ; - ; 27t ' ' 3t^  (4.6.1) 
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By using (4.5.4) it can alternatively be written as 
3" -
{ x « ( t - x r R „ ( x ) d x = - ^ 
*J n 
r(l + a + 2n)r(p)t"^P^'" 
- 2 ; - ; 
n! r(l + a + p + 2n) 
(-n,2,3);(-a,-P-2n,3,6) : - ; - ; 
(2 
3 
-n, I ,2 ;(-a-2n,3,6) 
- ; - ; 3t^'27t^ 
(4.6.2) 
4.7 FRACTIONAL INTEGRALS: 
Let L denote the linear space of (equivalent classes of) complex-valued 
functions f(x) which are Lebesgue-integrable on [0, a], a < c». For f(x) e L and 
complex number \i with Rl\i > 0, the Reimann-Liouville fractional integral of 
order [i is defined as (see Prabhakar [74], p. 72). 
'[f(x)]=-f.J[0-O"'fWdt (4.7.1) 
for almost all x e [0, a] using the operator or I^  on the form (4.5.2) of Rn(x), 
we obtain 
IP[X«R„(X)]: 
3" n\ 
y^j^ 
r(l + a + 2n)x"^P^'" 
n! r(l + a + p + 2n) 
xF. 
(-n,2,3);{-a,-p-2n,6,3) : - ; - ; 
[2 ^ 
- - n , 2 , l 
1 -1 
; ( -a-2n,6,3) : - ; - ; 27x^'3x^ (4.7.2) 
Using the form (4.5.4) of Rn(x) the above result can alternatively be written as 
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lP[x«R„(x)] 
3" 
xK 
.ilA 
n! r(l + a + p + 2n) 
(-n,2,3);(-a,-P-2n,3,6) : - ; - ; 
- - n , l , 2 ;(-a-2n,3,6) : - ; - ; 3x^' 27x^ (4.7.3) 
4.8 LAPLACE TRANSFORM: 
In the usual notation the Laplace transform is given by 
L[f(t):s]= f e"^ ' f(x) dt, R^(s-a)>0 (4.8.1) 
where f G L (0, R) for every R > 0 and f(t) = 0 (e''), t -^ «. Using (4.8.1) on the 
form (4.5.2) of Rn(x), we get 
3" 
L[t"R„(xt):s]=-^^ 
r(l + a + 2n)x'" 
n! s 
l+a+2n 
xF^;::: 
(-n,3,2); 
n,2,l 
- i r s V -i^--^' 
; ( - a - 2 n , 6 , 3 ) : - ; - ; 27 
s s 
vx; 
(4.8.2) 
Using the form (4.5.4) of Rn(x) the above result can alternatively be written as 
3" 
t"R„(xt):sJ = 
f-1 r(l + a + 2n)x 2n 
n! s 
l+a+2n 
xF^;: 
(-n,2,3) 
' ' ' ^ , ^^ ' '' c \ 
- - n , l , 2 ; ( - a - 2 n , 6 , 3 ) : - ; - ; vx; 
- 1 
'27 Vx; 
(4.8.3) 
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CHAPTER - V 
A NEW METHOD AND ITS 
APPLICATION TO GENERALIZED 
q-BESSEL POLYNOMIALS 
CHAPTER-V 
A NEW METHOD AND ITS APPLICATION TO 
GENERALIZED q-BESSEL POLYNOMIALS 
5.1 INTRODUCTION: 
A new operator expression for q-Bessel polynomials and define new 
associated generalized q-Bessel polynomials, which will be used to find q-
analogues of equations of Chatterjea and Sarivastava. The theory of 
hypergeometric functions is fundamental for mathematical physics, since 
almost all elementary functions can be expressed as either hypergeometric or 
ratios hypergeometric functions and many nonelementary functions in this field 
can be expressed as hypergeometric functions. The general theory of 
hypergeometric functions is very powerful, and it is worth will to check if a 
given series is hypergeometric because we may again a lot of in sight into a 
function by first recognizing that it is hypergeometric, then identifying its 
parameters and finally by using known results about such functions. 
Influenced by Richard Askey's talk at the conference I will try to make a 
survey of orthogonal polynomials which are not included in the Askey Scheme 
we will also try to say something about the historical developed of orthogonal 
polynomials which was asked for in [19]. Because of the interdisciplinary 
nature of the subject this will also have to include some q-Calculus. In this 
outline [92] Szego mentioned the Russian School and Hurgarian School. 
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The Szego School today encompasses of lot of mathematicians overseas 
ad in Europe. The Austrian School which is largely centred around q-Calculus 
has been influenced by Hein and Thome. The Indian School which is closely 
related to the Austrian School has largely been influenced by Ramanujam. 
5.2 DEFINITION OF HYPERGEOMETRIC SERIES : 
Let us first recall some well known defmitions for hypergeometric 
series. The Pochhammer symbols (a)n is defined by 
( a ) „ = n (a + m) (5.2.1) 
m=0 
Since product of Pochhammer symbols occur so often, to simplify them we 
shall frequently use the more compact notation 
j=i 
The generalized hypergeometric series, pF^ , is given by 
pFr (an ^a ; b , , , b , ; z )H 
- p F . 
^ 1 5 > a 
;z 
b l , ,^r 
= f ^^ V '^p)^" (5.2.3) 
^ n ! ( b , , ,hX n=0 
An r+iFr series is called K-balanced if b] + + br = k + ai + + a,+i and 
z = 1 and a I-balanced series is called balanced (or Saalsehutzian). The 
hypergeometric series 
. , F r ( a , , , a , „ ; b , , , K ; z ) (5.2.4) 
is called welt poised if its parameters satisfy the relations 
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1 + a, =32 +b , = a j + b 2 = = 3,+, +h^. (5.2.5) 
The hypergeometric series (5.2.4) is called nearly Poised [100] if its 
parameters satisfy the relation 
1 + a, =aj„+b3 (5.2.6) 
for all but one value of j in 1 < j < r. If the series (5.2.4) is welt Poised and 
a2 = 1 + - a,, then it is called a very well poised series. 
5.3 EXAMPLES OF ORTHOGONAL POLYNOMIALS : 
In [14] a three term recurrence formula was given as a necessary and 
sufficient condition for a sequence of orthogonal polynomials. Compare with 
the Favard theorem, which of ten is used nowadays to determine whether a 
sequence of polynomials is orthogonal. The integer n e N indexes the 
orthogonal polynomials in this chapter. 
With the help of the theorem the author proved that the generalized 
Pastemack polynomials 
3F2 (-n,n + Y, x ;p , ,P2 ; l ) (5.3.1) 
where yi (i| P2 are independent of n and not negative integers are orthogonal 
polynomials. Some special cases of these general polynomials are 
The Bateman Polynomials 
^ z + 1 ^ 
3F2 -n,n + l , -—;1 , 1 ;1 2 
(5.3.2) 
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The Rice Polynomials 
3F2 (-n,n + l,z;l, p ; l ) (5.3.3) 
The Hahn Polynomials 
Q„(x;a,b,N)= 3F2(-n,a + b + n,-x;a + l , -N; l ) (5.3.4) 
withNGNin<-{0, 1, ,N} 
In [31] it was proved that the Carlitz - Tricomi polynomials 
n 
and 
^ 2^ 0 (-n,Y-x'^ ; - ; - x ' ) 
x"^'(n + l)! 
are orthogonal. 
2F0 (-n-2,Y-x- ' ; - ; - x ' ) (5.3.5) 
In [14] the generalized Bessel polynomials 2^{ 0 
^ - x ^ 
- n , a - l ; - ; — 
were treated. Closely related to these are the [81] Romano Vaski-Bessel 
polynomials which were placed in the Askey tableau in Lesky's article [71]. 
The generalized Rice Polynomials 
/^ a + n^ 
V n y 
5F2 (- n, a + p + n +1, z; a +1, p; x) (5.3.6) 
A generalization of polynomials discovered by Rice in 1940 [80] have recently 
attracted a lot of interest in India. 
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The Konhauser Polynomials [67] 
z:(x;k)=ifet^)|:(-.y 
n! j=o 
^n> 
u; 
X 
TKj + a + l (5.3.7) 
are biorthogonal with respect to the distribution flmction of the Laguerre 
polynomials. 
The generalized Hermite polynomials: 
H",„(x) = (2xf 3 F o f - n , - n - ^ + l ; - x - ^ ' (5.3.8) 
H".„.,(x) = (2xr^' ,F, 
were studied by Szego. 
n,-n-Li — ; - x 
2 
(5.3.9) 
Allan Krall [69] and Chatterjea [40], who showed their connection to the 
generalized Bessel polynomials. 
The generalized Legendre polynomial were studied by Schmidt [93] 
using combinatorial methods. 
The Lommel Polynomials [53] 
R„(x,a)=(a)„(2x)" ^ F J H T ' - V " ' " ' - " ' ! - ^ - " ; ~ 
V 2 2 X y 
Occurs as coefficients in recursion formula for the Bessel function. 
(5.3.10) 
In [70] and in many others papers A. Krall discussed orthogonal 
polynomials satisfying higher even order differential equation. These 
polynomials are some how connected to the classical orthogonal polynomials. 
A few examples of orthogonal polynomials in several variables considered by 
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A. L. Schwartz [37] are; the disk polynomials, the parabolic biangle 
polynomials, the triangle polynomials and the parabolic triangle polynomials. 
5.4 A NEW METHOD FOR q-HYPERGEOMETRIC 
SERIES: 
We now give the necessary definitions for the pertinent q-calculus. In 
the whole paper we choose the principal branch of the logarithm: 
- n <in,0og(q))<n' 
where !„, denotes the imaginary part of complex number. 
The variables a, b, c, Ci, aj, , bi, b ,^ , ai, Pi, G C denote 
parameters in hypergeometric series or q-hypergeometric series. The variables 
i, j , k, 1, m, n, p, r, will denote natural number. The symbol co denotes the real 
infinity. 
The power function is defined by q** = e^  '^ ^ ^'^\ The q-analogues of a 
complex number a and of the factorial function and the Gauss q-binomial 
coefficients are defined by. 
{ a } , = - ^ , q e C / { l } (5.4.1) 
W<,!=ri {k},,{0)<,!=l,qeC (5.4.2) 
k=l 
.k 
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In 1908 Jackson [54] introduced the Euler - Jackson q-difference 
operator 
K V)M= _(|.(x)-(|)(qx)! q ^ / ( x ) (l-q)x qeClfl} (5.4.4) 
The q-hypergeometric series was developed by Heine 1846 as a 
generalization of the hypergeometric series: 
<}>• 2Vl a,b;-,z 
f (a;q)„ (b;q)^„. 
n=o {i;q>n {c;q)„ (5.4.5) 
with the notation for the q-Shifted factorial 
(a;q)„ 
,n = 0 
n (l-aq'"),n = l,2, (5.4.6) 
m=0 
which is introduced in this paper. 
Remark 1: The relation to Watson's notation, which is also included in the 
method, is 
(a ;q)„=(q^q)n, (5.4.7) 
where 
(a;q)n 
1, ,n = 0 
f t (l-aq'"),n = l,2,. n-l n 
m=0 
(5.4.8) 
The following modification of the q-Shifted factorial will be useful: 
m=0 
(5.4.9) 
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where the tilde denotes an involution which changes a minus sign to a plus sign 
in all the n factors of (a;q) . The tilde can also entre as a parameter in a 
q-hypergeometric series. 
Remark 2: In a few cases the parameter a in (5.4.6) will be infinite 
(O < I q I < l). They will be inter prated as multiplication by 1. Recah that in the 
classical notation (a ,q)^ is denoted by (-q^ ;q) . 
We have changed the notation for q-hypergeometric series (5.4.5). 
Slightly according to the notation which is introduced in this paper. The term to 
the left of I in (5.4.5) are thought to be exponents and the term to the right of I 
in (5.4.5) are thought to be ordinary numbers. 
Now we define 
{ ^ ; q L = n (l-q^*'"),0<|q|<l (5.4.10) 
m=0 
( a ; q L = n (l + q" '") ,0< |q |<l (5.4.11) 
m=0 
{ a ; q L = f l ( l - a q ' " ) , 0 < | q | < l . (5.4.12) 
m=0 
we shall henceforth assume that 0< |q |< l whenever (a;q)^ or (a,q)_^ 
appears in a formula, since the infinite product in (5.4.10) diverges when 
q ^ ^ O , | q | > l 
Since product of q-shifted factorials occur so often, to simply them v.'e shall 
frequently use the more compact notations 
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m 
j=0 
(5.4.13) 
j=0 
let k denotes a positive integer. Then we define 
a;q 
1, ,n = 0 
n (l-q"^'"^),n=:l,2,. 
n-l 
n 
m=0 
a;q') = n (i-q"'" '),o<|q|<i 
m=0 
a;q 
1, ,n = 0 
n (l-aq"'^),n = l,2,. 
n-I 
 
m=0 
a;q^) = n ( l - a q - ^ ) , 0 < | q | < l . 
m=0 
Let the q-Pochhammer symbol {a}^  be defined by 
(5.4.14) 
(5.4.15) 
(5.4.16) 
(5.4.17) 
(5.4.18) 
n - i 
m=0 
(5.4.19) 
Generalized Hein's series, we shall define a q-hypergeometric series by 
[48 p.4] 
. i l a , , '^pib, , ,b jq ,z) = 
-pi 
3 ] > j ^ 
b, , ,b, 
q, z 
=1 a,, ,a ; q 
n=o {l,b,, ,b^;q (-ir q 
^n^ 
v2y 
l+r+p 
z", (5.4.20) 
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where q^Q when p > r + 1, and 
a, if no tilde is in voled 
(5.4.21) 
The parameters in the q-hypergeometric series (5.4.20) can take values 
in C u 00. 
The motivation for the factor n _ 2 (-0" q 
1 l+f+P 
in (5.4.20) which 
compensates for a lack of convergence, is that we need a q-analogue of 
It pFr l^i, ,ap;b,, ,b,. , ,x; xz ) 
,Fr-i (an 'S ;b , , ,b b,_, ; z j (5.4.22) 
This q-analogues is given by 
It p i a,, ,a ;b, , ,b,_, , - , z q ' ' 
= pi-, (a,, ,ap;b,, ,b,_,/q,z Mo<| q |<l) • (5-4-23) 
The series 
r+l <t> (a , , ,a , , , ; b , , , b j q , z ) (5.4.24) 
is called K-balanced if b| + br = K + a, + + ar+ i and z = q; and a 
I-balanced series is called balanced (or Saalschutzian). Analogues to the 
hypergeometric case, we shall call the q-hypergeometric series (5.4.25) well-
poised if its parameters satisfy the relations. 
1 + a, =a2 +b , =a3 +b2 
= ^r^U+^r (5.4.25) 
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The q-hypergeometric series (5.4.24) is called nearly-poised [22] if its 
parameters satisfy the relation 
I + a, = a j + l + bj (5.4.26) 
for all but one value of j in 1 < j < y. The q-hypergeometric series (5.4.24) is 
called almost poised [27] if its parameters satisfy j the relation. 
5j+a, =aj+l + bj , l<j<r. (5.4.27) 
where 8; is 0, 1, 1 or 2. 
If the series (5.4.24) is well-poised and if, in addition 
1 1 , 1 
a, =1 + - a, ,a, =1 + — a, 
^ 2 2 
(5.4.28) 
then it is called a very - well poised series. For brevity, we shall sometimes 
replace 
r.l'l>r 
'r+l a|,l + - a , l + -a , ,a4,a5, . . 
- a | , - a , ,1 + a,-3^,1+ a ,-35,-1+ a,-a^^,,I q,z 
By the more compact notation 
r.iW, (a, ,34,35, ,3 ,^11 q,z) (5.4.29) 
Heine's transformation formula for the ih series takes the following form in 
the new notation: 
Theorem 5.4.1: 2<l>i (a,b;c| q"q^) 
b,a + z;q 
2(t)| (c-b,z;a + z q, q") (5.4.30) 
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where R^  (2) > 0 and R^  (b) > 0. / / 7 \ C- 3 C(J^ ^ 
Theorem 5.4.2: % > v . ^< J^ 
,(j), (a,b;c| q, - q ' ) 
(b,a + z;q) / .\ 
- , . , 2^^ c -b ,z ;a + z q, q" (5.4.31) 
{c,z;q)^ 
where R^  (2) > 0 and R^  (b) > 0. 
There are several advantages with this new notation: 
(1) The theory of hypergeometric series and the theory of 
q-hypergeometric series will be united. 
(2) We work on a logarithmic scale, i.e. we only have to add and 
subtract exponents in the calculations. Compare with the index 
calculus from [17]. 
(3) The condition for K-balanced by per geometric series and do 
K-balanced q-hypergeometric series are the same. 
(4) The condition to well-poised and nearly-poised hypergeometric 
series and for well poised and nearly q-hypergeometric series are the 
same. Further the conditions for almost poised q-hypergeometric 
series are expressed similarly. 
(5) The conditions for very-well-poised hypergeometric series and for 
very-well-poised q-hypergeometric series are similar. In fact the 
extra condition for a very-well-poised hypergeometric series is 
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32=1 + - a , , and the extra condition for very-well-poised 
q-hypergeometric series are aj = 1 + — a, and a^=\ + — a,. 
(6) It is easy to translate to the work of Cigler [35] for q-Laguerre 
polynomials. 
(7) The method is applicable to the mock that a function. 
Theorem 5.4.3: With the new notation, the following formulae held 
whenever q ?!^  0 and q ^ root of 1 ; 
i" . i2 j 
•a + l-n;q)_^=(a;q>^(-l)" q 
(-a + l - n ; q ) ^ 
a + n ; q ) , = 
(a;q)^(a + k;q)^ 
(a;q), 
V (a;q) 
a + 2k;q>„^,= 
{a;q)^(a + n;q)^ 
{a;q) 2k 
.n.).^|^(-.)N UJ •nk 
(5.4.32) 
(5.4.33) 
(5.4.34) 
(5.4.35) 
(5.4.36) 
(5.4.37) 
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( a -n ;q ) , - (a;qUi-a;q)„ {-a + l-k;q)^q"'= (5.4.38) 
5.5 EXAMPLES OF q-ANALOGUES OF SPECIAL 
FUNCTIONAL AND ORTHOGONAL POLYNOMIALS: 
In this chapter we will show that with the new notation it is very easy to 
write down q-anaiogues of special functions and Heine's original idea of 
representing 0 in the hypergeometric case with oo in the q-hypergeometric case 
will be fulfilled. 
The Bessel function is define by 
J.(z)= l'7\°-
\^J 
- :a + l -Z 
2^ 
oF, 
r ( a+ i ) (5.5.1) 
with the help of q-gamma function 
rq(x)J^^^i-<\-^>'"\0<q<l, (5.5.2) 
we can define the two Jackson q-Bessel fimctions 
Jl;'(z;q)= («-n;q). (zX (•;qL U J 'I', 2Y1 00,00; a + 1 q , 
- Z 2\ (5.5.3) 
az;q)= (a + l;qL rz^ (i;qL UJ 
f 
(t)| - ; a + l q , •Z^q"^'^ (5.5.4) 
The Gegenbauer polynomials are defined by 
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Ci(cos0)=X^^HV"^^ (5.5.5) 
and the q-Gegenbauer (continuous q-ultra spherical) are given by 
C„ (cose,q^ q )= t ^ ? ; ' \ ^ - < V ' | - e^(--)« (5.5.6) 
The q-Krawatchouk polynomials are defined by 
Q,(n,a,b,N,q)= 3(l)2(-n,n + b + n + I , -x;a + l , -N | q ,q ) (5.5.7) 
The Wilson polynomials are given by: 
Pn(y) = (a + b,a + c,a + d)„ 
4F3(-n,a + b + c + d + n - l , a - iy , a + iy;a + b,a + c,a + d;l) (5.5.8) 
The Askey-Wilson (q-Wilson) polynomials are defined by. 
p „ ( c o s e ; q \ q \ q \ q ' ' | q)=q-^"(a + b,a + c,a + d;q)„ 
X 4F3(-n,a + b + c + d + n - l , a - iy ,a + iy;a + b,a + c,a + d| q,q) (5.5.9) 
where e' ^  = q''' 
The Al-Salam Chihara polynomials are obtained from the Askey-Wilson 
polynomials by letting c, d -> oo. 
The Raceh polynomials named after the physicist Raceh and given by 
p„(^J=4F3(-n,a + b + n + l , - j , j + c + d + l;a + l,c + l,b + d + l;l) 
(5.5.10) 
where A,j=j(j + c + d+l) , have the following q-analogue. 
Pn(q)q = A ( - n ' a + b + n + l,j,j + c + d + l;a + l,c + l,b + d + l ,q| q) 
(5.5.11) 
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The little q-Jacob! polynomials are defined by 
p„(x;a,b,;q)= 2(|),(-n,a + b + n + l;a + l | q,qx ) (5.5.12) 
They contain as special cases the wall polynomial [34], the Ismail q-Bessel 
polynomials [52] and the Moak q-Laguerre polynomials [72] defined 
respectively by. 
b-voo 
and 
It p„(x;a,b,q)= 2<l'i(-n'°o;a + l| Q^qx) 
p„(x ;0 ,a -z ,q)= 2(t)i(-n,a + n - l ; T | q,qx) 
^^^f^ It p„(-xq-«-^-^a,b;q) 
(a + l;q) / , \ 
- \ , \ ,<!., - n ; a 4 l q ; -xq" 
(5.4.13) 
(5.4.14) 
(5.5.15) 
We next show how the Cigler [36] q-Laguerre polynomials can be transformed 
to the form in [72]. 
KM=1 
n rn + a^ l (nl ' 
k=0 ^n-ky WJ 
=z 
n (n -k + l , a + k + l ;q ) J l ;q>^q^-H- l )^x 
k=o {l,a + n + l;q)^ (l;q)^ (l-q)"'" 
n (l4a;q)„(-n;q)^q-(^->-^^-^-^(l-qyx^ 
{l + a;q)^ (\;q\ ( l-q)" 
H ^ T ] ^ ,<!>, (-n;l + a | q , -x( l -q)q-"^«) (5.5.16) 
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The q-Lommel polynomials [53] are defined by. 
R , , ( x , a ) = ( l - q r {a}„,^  (2xr 
^ 4<t> Y3 
- n - n - n + 1 - n + I 
, a ; - n , l - a - n q,-
In some cases orthogonal q-polynomials {5.5.17) are discovered which 
at first have no hypergeometric analogue one example of this was the paper 
[91]. Where a general orthogonal q-polynomial was presented which contains 
both the Stielt Jr-Wigert polynomials and its several generalization the Brenke-
Cheharra polynomials the wall polynomials, the Al-Salam-Carlitz polynomials, 
the Al-Salam-Chiharra polynomials. 
Other examples are given in the very interesting article [49], where 
Geronimus explored the conditions for the orthogonality of systems of 
polynomials (both hypergeometric) and q-hypergeometric with respect to 
suitable distribution functions. 
The Hermite polynomials defined by 
h.w=i(-ir 
k=0 
^ n ^ 
V2k; 
(2k-l)!x" -2k (5.5.17) 
have are following true q-analogue Desarmenien J. [38] See also [36], which is 
obtained by putting 
h„,,W = (l-q)-5 A. 1-q X (5.5.18) 
je „-i6 Where A„ (cos 0) = Tn (e' , e ' ) and r^ are the Rogers-Szero polynomials 
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k=0 
rn\ 
H 
m (-1)' 21-1 x""^(l-qr+ Z ^ ( n - 2 k ) . x " - - - ( l - q r - ' U (n-21-m) 
i=i e ni=l+l 
(5.5.19) 
They obey the following recurrence relation [38] 
hooW = l '^n.nqW = xh„q(x)-{n} h„_,,q(x),n>l (5.5.20) 
The q-Rice polynomials [55] are given by. 
3(})2(-n,n + l,vji;l,p| q,x) 
The generalized q-Rice polynomials [55] are given by 
(a + l;q)^ 
{i;q>„ 
The q-Konhauser polynomials [15] are given by 
Z:(x,k|<,)=<!^^t(-nk;<,'> 
-kj(kj-l)fkj(n+a+l) ^ 
k\ q' ^' 
{k;q^)^ U k;q^)^(l + a;q)^^ 
and 
Yn1x,k| q) = 
(5.5.21) 
3(|)2(-n,-n + l + a + (3,v|;;l + a , p | q,x) (5.5.22) 
(5.5.23) 
1 n ^r 0^.^) r (l + tt + j ;q ' ' ) q^  
Z ^ Z (-^; q>; -—. ^ " (5-5.24) (l;'l>n -0 (l;q), j=o (i;q>. 
The generalized q-Legendre polynomials of Schmidt [94] are given by 
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rk+iy 
Pn(>^|q)=Z(-iN^ 
k=0 
rn^ 
K^J 
fn + k\ 
V k J 
(5.5.25) 
5.6 BAILEY'S 1929 TRANSFORMATION FORMULA FOR 
A TERMINATING, 2-BALANCED, VERY WELL 
POISED 9F8. HYPERGEOMETRIC SERIES AND ITS 
q-ANALOGUE 
Theorem 5.6.1: 
Bailey's 1929 transformation formula for a terminating 2-balanced, very 
well poised gFg hypergeometric series. Denoting 
a = a ,b , c ,d , e , f , l + — a, x + a + n + 1-e-f, - n 
2 
(5.6.1) 
P = l + a -b , 1 + a -c , l + a - d , l + a - e , - a , a ^ - l - f , e + f -n-A. ,a + n + 
(5.6.2) 
y = X,,?. + b-a,>. + c-a,?;, + d - a , e , f , l + -A,,X, + a + n + l - e - f , - n 
(5.6.3) 
1 5 = l + a - b , l + a - c , l + a - d , l + X-e,-A,,A, + l - f , e + f -n -a ,A , + n + l 
2 (5.6.4) 
we find that this formula takes the following form [21] 
F 
a 
;i 
(l + a,I + a - e - f , l + A.-e,l + X,-f)„ 
(l + a - e , l + a - f , l + A, -e- f , l + A.)^  F ;i (5.6.5) 
when n = 0, 1,2, and where 
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2a+l=? . + b + c + d (5.6.6) 
Remark 3: 
In Bailey's paper a slightly different version of this equation was given, 
but this is equivalent to the above equation. 
Theorem 5.6.2: 
Bailey's 1929 transformation formula for a germinating balanced, very 
well poised io<|)9 q-hypergeometric series. Denoting 
a' = a ,b , c ,d , e , f , l + - a , 1 + — a,A, + a + n + l - e - f , - n 
2 2 
(5.6.7) 
P = l + a -b , 1+a-c , l + a - d , l + a - e , - a , — a,a + l - f , e + f - n - 5 i , a + n + l 
(5.6.8) 
Y' = A,,A. + b - a , ^ + c - a , ^ + d - a , e , f , l + —,1+—,A. + a + n + l - e - f , - n 
2 2 I 
(5.6.9) 
X X 5' = l + a - b , l + a - c , l + a - d , l + A, -e , - , — ,A, + l - f , e + f -n - a ,> l + n + l 
(5.6.10) 
we find that this formula takes the following form in the new notation 
^. 10^9 
a 
P' 
q>q 
(l + a,l + a - e - f , l + X-e , l + X-f;q)^ 
(l + a - e , l + a - f , l + A, -e - f , l + A,;q)^  
F 
10^9 8' 
A q.q 
(5.6.11) 
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when n = 0,1, 2, and where 
2a+l=>. + b + c + d (5.6.12) 
Remark 4: 
Thus the q-analogue of the gFg 2-balanced hypergeometric series (5.6.5) 
is again balanced \o^g q-hypergeometric series. 
It would be interesting to study similar equalities between Rejher order 
series. The next step could be for try to find a q-analogue of a nFio series 
which should be a balanced, very well poised i2<t)i) q-hypergeometric series. 
5.7 GENERALIZED q-BESSEL POLYNOMIALS: 
The generalized Bessel polynomials [81], [68, p. 108] 
y„(x,a,p)= 2F0 - n , a + n - l ; - ; — - (5.7.1) 
satisfy the following equation 
l - ^ [ l - x D ] l x"^"=x"^"y„(x;a,p) (5.7.2) 
P / 
Remark 5.: 
A similar equation was stated in [16, 0. 191] it follows by induction that 
1 - ^ [ I - X D J 1 x"^"=x"-y;(x;a ,P ,q) (5.7.3) 
V P J 
where the generalized q-Bessel polynomials are given by 
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y„(x,a,p,q)=2. 
k=0 K! p' 
(5.7.4) 
Proof: The equation is true for n = 0. Assume that the equation is true for n - 1 
, n - l 
1 - ^ [ I - X D J J x-' '=x"^"y,_,(x;a,p,q) (5.7.5) 
This gives 
( 
1 
V 
- ^ [ I - X D J 1 x-"=f l -^[ l - -xDjlx-"y„, (x;a + l,p,q) 
B^  (-n + lX(a + n - l L (-q/ x k; , o+n+k 
= E 
k=0 K!p' 
! - • 
1-q a+n+k \ 
1-q J 
\ 
k . .k 
^^a.n-^ ( -nUa + n-lj^J-q)" x 
k=0 Kip" 
for case of calculation we will instead consider the following function, which 
just means a change of variables. 
n ( - n U a + n - 4 , ( - i r x ^ 
y„(x,a,p,q)=2^ 
k=0 K! p' 
(5.7.7) 
This is a bibasic hypergeometric series, where one base is 1 it could also 
be called a pseudo q-hypergeometric series. 
For every K < n, let the associated generalized q-Bessel polynomials by 
given by 
(vu ^ ^ (-n)i{a + n-l},„(-l) '(K + l)x' 
yi^)(x,a,p,q)=X . . . . V. . . — , K<n (5.7.8) 
k=0 {l},! [k + U. 
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In 1963 Chatterjea [32 p. 244] proved the following operational formula: 
(i) ~\ y„(x,a,p)= 
(ii) A^y„(x,a,p,q) = 
^n^ 
vky 
^n^ 
vky 
K!(n + a- l ) ,p- 'y„ .K(x,a + 2K,p) (5.7.9) 
{K} !^(n + a - l ) „qp- ' ^y l^ (x ,a + 2K,(3,q) 
(5.7.10) 
\m U Proof: L.H.S. = (q -1)'^ q ^' ^  £ (- i f q 
K] fK^ 
m=0 ytnj 
I tji{n + a-l}3,(#q^(K-m)x-
s=0 S! r 
(q-irq^^^2;(-S;q)(-nUn + a - l L t | ! q - x -
s=o P^  
Ji!l^n-K (_]\ ( iV' 
1=0 K,qU + r= ;^! P 
^n^ 
vK, 
n-k iv\,i . ,1 V ri. J a + " + K-l} , ,J- l ) '{K + l}„x' 
R.H.S. (5.7.11) 
The following recurrences relations follow by direct computation: 
x 'y„(x ,a ,p) =-[p + (a + n-l)x]y„(x,a,p) + Py„„ (x , a - l , p ) 
(5.7.12) 
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x'q"""'D,y„(x,a,p,q) 
= -[P + (a + n-l)q ' ' ] yn(x,a,p,q) + P-y„.,(x,a-l,P,q)(5.7.13) 
The following recurrence relation for generalized q-Bessel polynomials 
hold. This is a q-analogue of [32 p. 244]. 
bq-(—')yn(x,a + l ,p,q)-y„(x,a,p,q) 
= nxyl,'j,(x,a + 2,p,q) 
This can be generalized to 
bq-(—)y(n.)(x,« + l,p,q)-y(;)(x,a,p,q) 
nx{m + lL , ,^ , 
= — 4 r ^ y l r ^ ( x , a + 2,p,q 
m + 1 
(5.7.14) 
(5.7.15) 
The following q-analogues of the generating function for generalized Bessel 
polynomials obtain. The first one is a q-analogue of [95, p. 104]. 
^a + n-l}K,qyn-K(x,a + 2K;P,q) -I 
K=0 vKy 
:y„(x + t,a,p,q) (5.7.16) 
The second one is q-analogue of [95, p. 106] 
1 
K=0 vKy 
y„_K(x,a + K;P,q)t'^ =(l + t r y „ [ ^ ^ , a , p , q j (5.7.16) 
By applying the relationship between generalized Hermite polynomials and 
generalized Bessel polynomials in [40, p. 379], combined with (5.7.7), we 
obtain the following generalize q-Hermite polynomials. 
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H'..,,(x)=(2xf X • irr^ 
,K „ -2K 
(5.7.18) 
K=0 
HL,,,('')=(2xf"*'I 
^ (-n),{-„-^ -i}^ (-Ifx K , -2K 
K=0 K! 
(5.7.19) 
Let the associated odd generalized q-Hermite polynomials be defined by: 
HU,,(assXx) = ( 2 x f * ' E 
(-„),{-n-,-i}jK+l),(-irx K , -2K 
K=0 (K + 1)! 
Then the following recursion formulas apply: 
(5.7.20) 
-n-n-H::,, rx) = 2xH:; rx)-4nq ' H;; , fass) ineven (5.7.21) 
H:;,, rx)=2xH;:Jx)+4 n - | i Hj:_,<,(x)inodd (5.7.22) 
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