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EINLEITUNG 
In zahlreichen Arbeiten wurden Quadraturformeln Q(f) so bestimmt, da8 
fur das Restglied R(f) = j’if(.~) ds - p(f) die Konstante c in 
minimal wird (siehe Schoenberg [12]). In dieser Arbeit untersuchen wir 
Quadraturformeln mit minimaler Konstante c in foigender Abschatzung 
iNf)l < c *$t;] I fY.~~~, 
. 3 
wobei such die Stiitzstellen der Quadraturformel variabel sind. Fur die 
Fdlle 12 = 1, 2 hat Nikolskii [l l] schon die optimaien Formeln angegeben. 
Diese Ergebnisse sollen hier auf Quadraturformeln von behebigem Grad z 
erweitert werden. 
Dabei untersucht man ein L,-ApproximationsprobEeln fur Splinefunk- 
tionen mit freien Knoten. Als vorteilhaft erweist sich die Charakterisierung 
der Minimallijsungen mit Perfektsphnes. Diese Charakterisierung vvurde 
schon in friiheren Arbeiten von Straulj [14], [Is] durchgeftihrt. In j16] 
wurden Charakterisierungs- und Eindeutigkeitssatze fiir Approximations- 
probIeme mit festen und freien Knoten angegeben und der 2usammenhang 
mit Quadraturformeln gezeigt. In der vorliegenden Arbeit werden die 
Ergebnisse bei freien Knoten ausfiihrlich bewiesen. Dabei zeigt sich, daB 
das genannte Problem zu einem L,-Approximationsproblem f5r semi- 
definite Perfektsplines aquivalent ist. In [14] wurde zungchst gezeigt. dalj die 
angegebene Charakterisierung durch Perfektsphnes beirn Problem mit 
freien Knoten eine notwendige Bedingung ist. AuGerdem ergab sich, dab 
eine Minimalliisung stets einfache Knoten besitzt. Es wurde dann em 
Iterationsverfahren abgeleitet. Die Minimalliisungen unseres Problems sind 
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Fixpunkte dieses Verfahrens. Hier wird nun gezeigt, da13 nur ein Fixpunkt 
existiert. 
Lange [.5] hat Aussagen iiber die Variation der Knoten eines Monosplines 
bei hderung der Nullstellen gemacht. Diese Ergebnisse werden auf Perfekt- 
splines iibertragen und ergeben die Eindeutigkeit des Fixpunktes durch eine 
Kontraktionseigenschaft des Iterationsverfahrens. Daraus folgt, da13 die 
angegebene Bedingung such hinreichend ist und die Minimalliisung ein- 
deutig. C.A. Micchelli hat eine Minimalleigenschaft der Euler-Mac-Laurin- 
schen Quadraturformel fiir feste Stiitzstellen nachgewiesen. Aus unseren 
Uberlegungen ergibt sich die Qptimalitat such fi.ir variable Stiitzstellen. 
1. PROBLEWSTELLUNG 
Unter der Quadraturformel eines linearen Funktionals L(f) = fif(.~) d.y 
fiir Funktionen auf [O, l] versteht man den Ausdruck 
wobei I und J vorgegebene Teilmengen von (O,..., II - l} sein sollen, 0 = 
xg < x1 < ... < xl?7 < x,+1 = 1 und 0 < IN, < II, i = l,..., rn ist. Jede 
Wahl von Ai , Bi , Cij , xi liefert eine Quadraturformel. Das lineare Funk- 
tional R(f) = L(f) - e(f) wird Restglied genannt. Die Quadraturformeln 
sollen stets alle Polynome bis zum Grad n - 1 exakt integrieren, dh. 
R(f) = 0 fiir allefE TT,-~ .
Gesucht sind alle Quadraturformeln, fiir deren Restglied R gilt: 
wobei Q die genannten Quadraturformeln durchlluft. Fiir die Indexmengen 
I und J gelte mit I = {il ,..., i,}, J = {j, ,..., j,) 
I”-1 + k > v> v = l,..., II, (1.3) 
wobei I,, die Anzahl von Elementen in (il ,..., i, , ,jl ,..., j,} ist, die kleiner oder 
gleich v ist. Diese Bedingung ist wegen folgender Aussage notwendig 
(Michelli C.A. and T.J. Rivlin [9]): Zu jeder Wahl von (x& existiert eine 
Quadraturformel von der Form (l.l), die alle Polynome bis zum Grad 
n - 1 exakt integriert, genau dann, wenn I und J die Bedingung (1.3) 
erfiillen. 
Daher wird im folgenden stets gefordert, da13 Bedingung (1.3) giiltig sei. 
Die genannten Probleme sollen durch Approximationsprobleme gel&t 
werden. 
OPTIMALE QUADRATURFORXELY 
Sei 
ein Raum \on Splinefunktionen, wobei UT und CT; wie oben gewdhlt sL;d. 
Wir bidden die Klasse der Monosplines 
di2 folgende Randbedingungen erfiillen 
ist. 
Dab2i kann man I’ und J’ als duale Mengen van I und J betrachter;. Es 
gilt nun: Das Restglied einer Quadraturformel hat die Darstelhg 
Dies fiihrt auf unser Approximationsproblem. Gesucht ist ein Monosphe 
Mo E .@,,,(C’), SO daI3 
gilt. 
Den Liisungen von Problem (1.4) sind Quadraturformein zugeordnet, die 
(I .2) erfiillen. 
Zur Charakterisierung bentjtigen wir eine Klasse van Spl~~2f~~ktiol~e~, die 
sogenannten Perfektsplines 
P,i,i,(C) = j P j P(S) = ‘il ai.+ - ((-lp/ri!) L 3 $j (- I)” (x - %i,‘)T . 
j=O i-1 I 
0 < xi1 < .” < ZI,. < 1. P”‘(0) = 0, i E I, P’,“(i) = 0. j E -f; ( 
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wobei a, , a, ,..., arLdl reelle Konstanten sind. Diese Funktionsklasse ist 
bei Karlin [2] ausfiihrlich beschrieben. 
Sei &Ln,B(C’) die Menge von Monosplines in M&C’), die in (0, 1) die 
maximale Anzahl an Nullstellen besitzt. Bekanntlicherweise haben diese 
Monosplines k einfache Knoten. Weiter seien 
x = {(xi);=:=, 1 x1 > 0, A-2 - x1 > 0 )...) 1 - XI, > 0) 
‘X = {(u.& 1 I.41 > 0, zr, - u1 > 0 )...) 1 - u, > 0; 
vorgegebene Mengen, die die Knoten der Monosplines bznl. Perfektsplines 
beschreiben sollen. 
Problem I. Seien II, k, Z und J vorgegeben. Gesucht ist ein Monospline 
MO E M,,dC’>, der 
I1 I M,(x)1 d.x < j“ 1 M(x)1 d-x fur alle A4 E 3?!n,,(C’) 
0 0 
erfiillt . 
SATZ 2.1. (a) Es existiert genau eine Minimalliistmg Al, ~otz Problem Z 
und M, ist Element von IIL~,~(C’). 
(b) Der Monospline M0 ist genau dann eine Minimalliisung, wenn ein 
Perfektspline P, E P,,,(C), r = 2k + p + q - n, existiert, so da$’ 
P(‘)(Y) = 0 d sgn(M (x)) 0 
PO(&) = Pi(Xi) = 0, i = l,..., k 
ist, wobei (xf)fz, die Knoten uon MO sind. 
Der gr6Bte Teil dieser Arbeit wird dem Beweis dieser Aussage dienen. Es 
zeigt sich dabei, daf3 das vorgegebene Problem zu einer anderen Frage- 
stellung lquivalent ist. 
Problem ZZ. Es sei II, k, Z und J gegeben. Sei 
P:,,.(C) = {P E P,,r(C) I (-1)” P(x) > 0, x E [0, 11, I’ = 2k + p + q - n3. 
Gesucht ist ein PO E P,f,(C), das 
1 s’ PO(x) dx 1 < 1 I1 P(x) dx 1 ftir alle P E P:,,(C) 
0 0 
erfiillt. 
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Dies ist ein L,-Approximationsproblem fur semidefinite Perfektsplines, 
SATZ 2.2. (a> Es existiert genau ein Element P, E F,, ,.(C,j, &..s P~obier:r :I 
kbt. 
(‘0) Der Perfektspiine F, ist genm dam eijle Mlnirm/ii;szmg, wenrz ~$7 
Monospline MO E M,.,(C) existiert wit 
P’“)(K) = sgn M (u) ” . 0- 
F,(x,) = F;(x,) = 0, 
j-1 i( 
,...s 
wobei xi die Knoten von MO sind. 
(c) Es gilt 
Wir nennen die eben beschriebenen Paare kiinftig dzraje Pnnue, denn die 
Knoten des Perfektsplines sind die Nullstellen des Monosphnes unit die 
Nullstellen des Perfektsplines sind die Knoten des Monosplines. 
Die genannten Approximationsprobleme sind einander zugeordnet. 
3. HILFSS~~TZE 
In diesem Paragraphen sollen einige Hilfsmittel angegeben werden, die 
wir spater benotigen. 
Es seien die lndexmengen I und J vorgegeben, die Bedingung (1.3) er%hen.. 
Dann gilt, dalJ die zugeordneten Indexmengen I’ und 3’ 
erftillen, wobei 1; die Anzahl an Elementen in ii,’ . . . . . i,i_, , ji ,..., ,jh_,j seiri 
soll, die kleiner oder gleich v ist (siehe StrauB [IS]). 
.4uf Grund dieser Eigenschaften gelten die folgenden Aussagen: Es seien 
also n, k; I und J gegeben. 
SATZ 3. I. Es existiert genazr ein Monospiine M E R, ,I,(C'jq der Af(uI) == 0 
erfiiillt,. wobei (z&~ E 91, r = 2k + p + q - TZ ist. 
(siehe Km%? S. and CA. Micchelii [4] zmd (3.1)). 
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SAT2 3.2. Es existiert eirl P E P,,(C), der 
P(xi) = 0, i=i )...) 111, j = O,..., 1ni - 1, 
RI 
z1 ill; = II + I’ - p - q 
erfiillt. (sielze S. Karlin [2]). 
Wir untersuchen nun die Anzahl der Nullstellen von Splines aus S, d.h. 
s E S hat die Form 
n-1 
s(x) = 2 aixi + 5 2 &(x - xi):-‘. 
i-0 i=l j=l 
Unter S+(q):-’ = S+({c&i-‘) verstehen wir die Maximalanzahl von Vor- 
zeichenwechseln der geordneten Folge q, ,..., c,-~ , wobei man fiir die Nullen 
+l oder - 1 setzen darf. Unter S-(q):-’ versteht man die Anzahl der 
Vorzeichenwechsel der (c&?i, wenn die Nullen weggestrichen sind. Es gilt 
folgende Beziehung 
s+((- l)% CL);-’ + s-(c&-l = 17 - 1. 
Mit Z(s; (0, 1)) bezeichnen wir die Anzahl der Nullstellen von s in (0, 1) 
und Z(s; x) die Vielfachheit von s im Punkt x. Fiir x zwischen den Knoten 
wird Z(s; x) wie bei Polynomen definiert. In einem Knoten xj habe nun s(x) 
eine linksseitige Nullstelle der Vielfachheit 01 und eine rechtsseitige Nullstelle 
der Vielfachheit p. Dann wird die Vielfachheit von s in xj angegeben als 
(i) a, falls a = p < n - m, - 1 
(ii) (y. + S+(S’e’(Xj-)y S (n-‘nr)(Xj+)), falls 01 3 /3 = 12 - 1?Zj 
(iii) p + S+(S(‘~-“~J) (Xj-), l j(-l)a.S’R’(Xj+)), falls /3 > 01 = r7 - W?j , 
wobei cj = (-1)T7--,iTj--l ist. Diese Definition stammt von Micchelli [S]. Als 
Z(s; (0, 1)) bezeichnen wir die Summe iiber alle Nullstellen. Wir beniitigen 
nun einen Satz von Budan-Fourier fiir Splines, der von Melkman [6] 
entwickelt wurde. ZurGchst wird folgende Hilfsfunktion eingefiihrt: 
(a) Sei s vom Maximalgrad auf [O, 11, d.h. s(+l)(x) + 0, x E (0, 1) und 
W(S; xj) = S+((~j(-l)~ s(~)(x~-)}~I~~-~, (S(i)(.Yjf)}~I~lj) - IH~ . (3.2) 
Dabei wird c, ,..., c,-, abgekiirzt {cixt geschrieben. W(s; xj) wird als 
Vielfachheit der Nullstelle von s(+l-l) in Xj betrachtet. Fiir einen Punkt X, 
der kein Knoten ist, gilt VQ -V) = 0. 
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h/lit lV(s; (0, I)) bezeichnen wir die Summe iiber alle Knoten. 
(b) Man 15iBt nun allgemeiner noch zu. daf3 s nicht auf allen Tei;- 
intervallen den Maximalgrad M - 1 hat und bezeichnet mit nj den Grad :;on 
s I [Xi , xj+;]. Falls n, < n - 1, n,, < n - I und i?i = 17 - L, i = I....; 
rn - 1 ist, dann ist 
Mit diesen Bezeichnungen zeigt Melkman [6] fGlgende beide Aussage~: 
Z(s-r; (0, 1)) - s-(.P(o));-’ + S+(sql));-l < W(,; (0, 1)). (j.Lt) 
Z(s; @, 1)) - s-(s”!(o));--’ + s+(s(‘)(l))~-’ < t 1:2i - “fl jt7 - 1 - n,‘;, 
j=l j=! 
Diese beiden S2tze sind Spezialf2lle der Aussagen van Melkman, Mit 
Wilfe dieser Aussagen wird gezeigt: 
M(Zfj) = O? i = I,..., I’, (q);-=, E 4t. 
Dam gilt 
(a) i-1)” M(x) > 0 s E (0, E), E hinreichend k!ein 
(b) Es ist bi > 0, i = I,..., k, wobei 
M(x) = 5 - P&x) - -f b&u - x$---l. 
i=o 
&w&s. (a) Aus den Nullstelleneigenschaften in 0 bzw. 1 foige 
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Z(M; (0, 1)) - S-(M’i’(O)),” + S(f@‘(l))gn 3 I’ - p + 11 - cl = 2k. 
Nach Satz 3.4 folgt, dab die linke Seite kleiner gleich 2k ist, d.h. 
S-(MyO)),” = p, S+(M'ql))," = I7 - q. 
Nun ist M’“)(O) > 0; daraus folgt (- l)pM(O) > 0 und es existiert ein 
E > 0, so dab (-l)PM(x) > 0 fur x E (0, e). 
(b) Diese Aussage wurde ohne Randbedingungen bei Micchelli [S] 
bewiesen. Sie folgt such aus Satz 3.3. 
LEMMA 3.6. Sei P E P,,,(C), I’ = 2k + p + 4 - n md 
P(q) = P’(q) = 0, i = I,..., k, (xi);=, E X. 
Dam ist 
(a) (-l)‘“P(X) > 0, s E [0, I], 
(b) (-l)PP’“‘(O) = 1, 
(c) S-(Pci)(0))“, = n - p, S+(PCi)(l)),” = q. 
Beweis. (-A)PP(O) = 1 f o g sofort aus der Darstellung von P. Wie in 1 t 
Lemma 3.5 beweist man die Aussage (c). Daraus folgt, dal3 (- l)“P(x) 3 0 
auf (0, l ) fiir ein hinreichend kleines E > 0. Man kann nun mit Satz 3.4 zeigen, 
dab P auber den k doppelten Nullstellen keine weiteren Nullstellen haben 
kann. Dies beweist Aussage (a). 
Es gelten auBerdem Verschranktheitsbedingungen, die von einer Reihe 
von Autoren angegeben wurden. 
LEMMA 3.7. (a) Sei ME iW,,,..(C’) mit den Knoten (xi):=, und den Null- 
stellen (u&~ , r = 2k + p + q - 12. Dann gilt 
sofern die Indizes sinnvoll sind. 
(b) Sei PEP,,,.(C) mit den doppelten Nullstellen xi und den Knoten 
(UiL 9 I’ = 2k + p f q - n. Dann gilt 
L’i-p ( 4 -=c Yn+i-T3 , i = l,..., I’, 
soferrz die Indizes sinnvoll sind, wobei ylipl = ~~~~ = xi , i = l,..., k ist. 
AuJerdem ist folgende Aussage wohlbekannt. 
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sofern die Iodizes sintwoll sind. 
(c) Die Mengen I md J erfiZen (1.3). 
Ben;eElcur:g 3.9. In Karlin [2] wurde die Eindeutigkeit der Llisung van 
Satz 3.2 nur fiir speziellere Randbedingungen gezeigt. Aber such in unserem 
Fall ist die IZsung noch eindeutt,. ‘0 Man kann dies 2.B. such mit Hilfe van 
Lemma 3.5 unter Benutzung der Aussagen in Straul3 [!4J, Section 2 zeigen. 
4. BEWEISE 
In StrauR [14] wurde ftir speziellere Randbedingungen schon gezeigt, daD 
die in Satz 2.1 genannte Bedingung notwendig fiir Minimall6sungen ist. 
Daraus wurde ein Iterationsverfahren entwickelt, das Mon.osplines mit diesen 
Eigenschaften liefert, Diese Aussage wird hier in folgendem Sinne erweitert. 
E.s wird gezeigt, da13 zu vorgegebenen Werten von I-I, .ic, I und J genau ein 
Monospline existiert, der einen dualen Perfektspline besitzt. Dieser Mono- 
spline ist dann die Minimallijsung und kann mit Hilfe des Iterationsverfahrens 
bestimmt werden. 
Wir gendtigen nun folgende Vereinbarungen: Sei P E p,.,.(G) gegeben 
durch 
wobei 
P(q) = 0, P’(x,) = 0, i = I,..., k, (xi) E 3, P)(lj = 0, j E J (4.1) 
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gilt. Dieses Gleichungssystem sol1 kurz durch 
P(X, if) = 0, x = (Xl )...) s,) iJ = (q; ).. 
beschrieben werden. 
Sei M E Mn,(C’) gegeben durch 
I: 
M(x) = Y/i? ! - 1 nixi - 1 b&x 
ia i=l 
wobei 
M(u,) = 0, i = l,..., I’, (uJ E ?l, M(j)(l) 
gilt. Dieses Gleichungssystem wird kurz 
M(U,X) = 0 u = (211 )...) a/,.) 
= 
CL& 3 u1 ,..., u,.) (4.2) 
= 0, jEJ' (4.3) 
geschrieben. 
x? = (ai, ,..., ain , b, ,..., 6, , x1 ,..., xk) (4.4) 
Es existieren nun Abbildungenf, g, so dab 
l7 = f(X), P(X, J’(X)) = 0 fur alie X E X 
x = g(u), iviyu, E(U)) = 0 fur alle U E Zf 
gilt. 
Wir betrachten noch die folgenden Restriktionen: 
f = (xl ,...,fJ := (.fWfl Y..,fiL--D+r) 
g = kl ,...3 3) : = (Es+,+1 ,..., &+,>. 
Dann gilt: f: X + Yl, g: 2l+ X. Weiter sei 12 = g *f: X -+ X. 
Iteratiorwverfahr’erz: Es sei XI E X beliebig vorgegeben. Dann sei fur alle 
nattirlichen Zahlen v 
U” = fW”) X” E x 
x 1,+1 = d(i,J U” E 2I. 
AuBerdem seien P, die Losungen von (4.1) zu XV und M,,, die Lijsungen von 
(4.3) zu U” . 
Dann gilt der Satz (siehe such StrauB [14]): 
KATZ 4.1. Es besteht die Beziehung 
wobei das Gleichheitszeichen mu fiir iWV = JW,+~ gilt. 
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Reaeif. Die auftretenden Splines haben folpende Form 
15.fv_l(.yj = s’n/17! - z a;,,_,S~ - f b;,u+lis - s;,,,+;y 
ia i=l 
mit Mv,,(uiy) = 0, f = I,..., I’ und 
P>,.(Xj = z CiJi + ((-l,“/lZ!) 2 + 2 i r-lji cs 
iGi’ i=l 
Pr(xiL,) = P;(.Y~,,) = 0. I = 1 y .. . . k. 
Eine I?-fache partielle Integration liefert 
Die erste Summe verschwindet wegen der Nullsteileneigenschaften am Rar.d. 
die sich aus M, E M’ln,B(C’), P, E P,,,,.(C) ergeben und die nveite Summe 
wegen P,.(xi,.) = 0, i = I,..., k. Nach der Konstruktion folgt aus Lemma 3.5a 
und Lemma 3.6b 
VJie in (4.5) folgt 
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Es gilt bi,,+l > 0, i = I,.,., k, nach Lemma 3.5b und (- l)“P,(x) 3 0, 
x E [0, I], nach Lemma 3.6a. Daraus folgt 
g1 (- lY--l f%,“+lP”(-G.i’+l) < 0 (4.8) 
und Gleichheit gilt genau dann, wenn xi,“+1 = xi,” , i = I,..., k. 
Die Beziehungen (4.9, (4.6), (4.7) und (4.8) ergeben 
j1 1 f~fv+l(x)~ dAr G (-1)‘” j’ P1,($ ddy 
0 0 
und Gleichheit gilt, wenn xi,“+1 = xiv, i = l,..., k, d.h. es mufi Iz/r, = M,,, 
sein. Dieses Iterationsverfahren, angewendet auf Elemente von MnJC’), 
liefert uns duale Paare. Mit ahnlichen Argumenten folgt nun, dal3 in &!,,,(C’) 
kein Monospline mit kleinerer &-Norm als in fU,,,(C’) liegt. 
SATZ 4.2. Zu jedem ME M~,,~(C’)‘,,M,,,(C’) existiert ein MI E M,JC’), 
so daJ 
I1 1 M,(x)I d-x < j1 1 M(x)1 d-x. 
‘0 0 
Beweis. Wir setzen k, = 171~) falls nzi gerade und hi = mi + 1, falls nzi 
ungerade ist. AuDerdem sei h = (l/2) (2k - EL, hi). Falls h > 0 ist, 
wlhlen wir Punkte (q)f=“=, , die mit keinem Knoten xi von M zusammenfallen 
diirfen. 
Sei nun P E P,,,(C) Losung des Interpolationsproblems 
P”‘(q) = 0 i=l ,..., 112 
j=O )...) lli - 1 
P(q) = P’(z,) = 0 i = l,..., h. 
Man kann nun eine (4.5) entsprechende Beziehung herstellen, aus der 
1’ M(~) . P(~~)(.~) dr = (-11~ j1 P(~) dx 
'0 0 
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foigt. Da sgiz M(s) 7 Pc*T)(x) ist, gilt 
Dem Perfektspline P E P,,(C) kann man nun wie in Satz 4. I einen Mono- 
spIine ,Irl, E M,,,(C’) zuordnen, so da13 
giit. 
dut3erdem gilt: 
SATZ 4.3. Es existiwt ein MO E M,,,(c), so da@ 
Beweis. Es ist eine wohlbekannte Tatsache, da5 die Koefhzieneen der 
Elemente von M, B(C’) beschrdnkt sind. Daraus folgt die Existenz einer 
Minimall&ung. 
Brtnerkmg 4.4. Bisher wurde gezeigt: Aus Satz 4.2 folgt, da8 jede 
Losung vcn Problem 1 in M,,,n(C’) liegen mu& In M.&C’) konnte die 
Existenz einer Minimallijsung nachgewiesen werden. Damit existiert eine 
Minimallosung MO und sie hat maximale Nulistelienanzahl. 
Jeder Minimallosung M,, ist nach Satz 4.1 em dualer Perfektspline zugeord- 
net. Nun sol1 noch gezeigt werden, dat3 nur em duales Paar existiert. Dabei 
benutzen wir Eeweismethoden wie sie Lange [5] angegeben bat. Dies fGhrt 
uns zur Losung unseres Problems. 
Wir untersuchen die weiter oben angegebene AbbiidLmg h: X - X. Urn 
gewisse Kontraktionseigenschaften van h nachzuweisen, betrachtet man die 
partielien Ableitungen von f und g. 
Informationen tiber diese partielle Ableitungen erha?t man, wenn man die 
CIeichungssysteme (4.2) und (4.4) differenziert. Es gilt 
LEMMA 4.5. Es seien die Gleichurzgssystenw P(X. 8) = 5 rrnd M( L’? x7) = 
0 gegeben. Dam isr 
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Beweis. Diese Aussage ergibt sich mit Hilfe der Verschranktheits- 
bedingungen von Lemma 3.9. 
Nun untersuchen wir die Gleichungssysteme 
(4.9) 
(4.10) 
Zunachst wird das Gleichungssystem (4.9) betrachtet. Es ist 
(4.11) 
Man bildet nun die Splines 
.j = 1 ,a’., k. (4.12) 
Aus (4.9) und (4.11) ergibt sich, da13 der Spline sj folgende Eigenschaften 
besitzt: 
Sj(Xi) = 0, i = l,..., k 
s&) = 6,jP”(.xj) i=l k ,...> 
sj’)(O) = 0, i E I, sji)(l) = 0, i E J. 
(4.13) 
Daraus ergibt sich: 
LEMMA 4.6. Fiir al1e.j = I,..,, k gilt 
g (X) > 0, i = l,..., r. 
‘J 
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Beweis. Der Einfachheit halber bezeichnen wir den Sphne van (4,11) 
mit den Eigenschaften (4.13) durch s : = S, Es habe die Form 
(a) Der Sphne s besitze kein Nullstellenintprvall. Damit ist 17 G z und 
q A i?. Aus (4.i3) folgt 
S-js(‘)(Oj)~pl < 17 - p - 1, s-(p’(i):y > q. 
Da Z(s; (0, 1)) > 2k - 1 und >TIj = 1, j = I,..,, I’, ist, fo‘olgt aus Satz 3.4, 
da13 C~I:(Z - 1 - ~TJ = 0, so dab s auf dem Interval1 [q I u,.] Maximaigrad 
hat. Nach Satz 3.3 gilt dann W’(s; (0, 1)j 2 Y. Da aber W(s: 11;) < I ist, fo!gt 
W(S; (0, lj) = i’. 
Damit haben wir gezeigt 
s-(s(iyo))t;-l = 72 - p - 1, ~-(p(~));-” = 4 
Z(s; (0, 1)) = 2/r - I, 
(4.14) 
(2 i Sei nun /zO = II,. = H - 1. Dann gilt nach Definition van W(.s; EIJ 
S’((- 1j2n~13(?~-lj(17i-), (- 1)Zi~--2S(n--?)(17i~). s’“-“(u;-~jj _ 2 j4.15) 
Weiter ist s~~~-~)(L~~~) + 0 und #“-lj(zli+) =L 0. i = I...., r. ALIS (4.15) folgt 
p-yl(i-j . .+-y&T) < 0, i = I,..., I’. Da (17 - 1 j! 6, = (s~+~)(u~~) - 
s’+ri(n,-)j ist, ergibt sich i&l)%< > 0, i = I,..., P und i = *l. 
Nun ist noch 5 zu bestimmen. Es ist (- lf”P(.sj 3 0 fur .Y E (0, l) nach 
Lemma 3.6a, also (-l)l~P”(.xjj > 0. Aus s’(x,>) = P”(x,) und der Tatsache, 
dab P sonst die gleichen Nullstellen wie s hat, folgt -s(xjP(x) > 0 fSr 
x E (0, E>, wobei E > 0 hinreichend klein ist. Aus (4.14) und (-l)“f(x) > 0 
fo‘olgt dann (-l)p~~“-~)(O) > 0 und damit (--lPb, < 0 und Ai . biTI < 0, 
i = 1 1 . I’ - I. kus (4.12) ergibt sich die Aussage des Satzes im Fall (,I). 
(/3) Sei .izo < i7 - 1, 17,. = 71 - 1. Dar-m folgt nach (3.3) 
syZfl-) - w)(Zf,+j < 0 
Es ist (n - I)! 6, = .sin--l)(z~l+j. We in (cY.) folgt 
i-1) E PJ(0) > 0, d.h. (-ij” b, < 0. 
Die anderen Knoten werden wie in (CX) behandelt. Wenn I?, c IZ - 1 ist, 
folgt aus .+n--l) (z(,+) = 0, dab bi den geforderten Bedingungen genugt. 
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(b) Die Funktion s besitze Nullstellenintervalle. Sie m&en von der Form 
[O, u,] b/w. [u, ) 11 sein. Falls s diese beiden Nullstellenintervalle besitzt, gilt 
S-(s(“J(uU))t-’ = 0, S+(S(~)(U~))~-~ = y1- 1. Nach Satz 3.4 gilt Z(s; (u, , q)) < 
v - p - 11. Aus der Verschranktheitsbedingung folgt, daD von den vorge- 
gebenen Nullstellen auf die Intervalle (0, u,], (u, , u,) bzw. [u, ) 1) jeweils 
II t ,LL - 1 - y, v - /-L - n bzw. II $ I’ - v - q entfallen. Aus Satz 3.4 
folgt, da0 s auf [II, , u,.] Maximalgrad hat. Wie in (a) folgt bibit < 0, 
t = CL ,..., v - 1, nach Satz 3.3 und (- 1)11-1s(~) > 0 fur x E (u, , U, + l ), 
d.h. (- l)“-lb, > 0. Daraus folgt nach (4.12), da13 (-l)“+“-‘;“(~~~/ax,) >.O 
ist. Da aber (n + p - 1 -p) gerade ist, weil die Anzahl der in (0, pU] 
vorgegebenen Nullstellen gerade ist, folgt afU/axj > 0, i = p,..., v - 1. 
Wenn nur ein Nullstellenintervall von s vorliegt, folgt der Beweis durch 
Argumente, wie sie in (a) und (b) verwendet werden. 
Bemerkmg 4.7. Es seien x,8 E J gegeben und u = f(X) b,-141. 0 =f (2). 
Nach der Kettenregel gilt 
i=l >.a’> r, (4.16) 
wobei die i-te Komponente von 0 bzw. v betrachtet wird. 
Die partiellen Ableitungen von f machen eine Aussage dariiber, wie sich die 
Knoten beim Interpolationsproblem fiir Perfektsplines andern, wenn die 
Eingangsdaten geandert werden. Zunachst haben wir in Lemma 4.6 gezeigt, 
da13 die partiellen Ableitungen nicht negativ sind. Jetzt sol1 eine Aussage iiber 
eine Summe partieller Ableitungen gemacht werden. 
Wir bilden 
S(x) = 5 q(x). 
i=l 
Aus (4.13) folgen die Eigenschaften 
S(q) = 0, S’(xi) = P”(x,), i = l,..., k, 
P(O) = 0, i E I, #j’(l) = 0, j E J. 
Sei nun 
s(x) = P’(x) - S(x) 
= Pn-l(X) +cc-- lP/(rf - 119 
(4.17) 
x p-1 + 2 -& (-l)i (X - Ui)Ty (1 - i $ (X))] (4.18) 
j=1 
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wobei P.+~ ein Polynom van Hiichstgrad n - I ist. Dieser Spline hat fo1- 
gende Eigenschaften 
3eweb, Nach Lemma 3.62 ist S(Pi”)(0)>g = II - y und s’(P’“‘(1)); = 4. 
(a) Es sei ((PcQiiJ(0))& ,..., (P (“fi+i)(0))&) die Teilfolge von (Pq”~(0))~ , 
in der die Nullen gestrichen sind. Sie enthalt YI - p + I Elemente mit r; - p 
Vorzeichenwechsel. Sei vI > 0. In der Folge (S(~)(O)):-” k&men hiichstens 
foigende Elemente ungleich Null sein 
(4.20) 
Da auberdem s?)(O) = P (vi+l)(0), j = I,..., 12 isr, folgt s+((5(i)(0)j~-1j < 1: -p. 
Sei ul = - 1. ‘Dann setzt man als ersten Block in (4.20) (J~~‘~+~~(O))& 
Damit bleibt die Abschatzung natiirlich such richtig. 
(b) Aus S+(P’“J(I))t = q ergibt sich, weil die Fclge q Nullen besitzt, 
dai3 jeder Block ohne Nullen stets das gleiche Vorzeichen besitzt. Sind zwei 
Bliicke durch eine gerade Anzahl van Nullen getrennt, besitzen sie gleiches 
Vorzeichen, sind sie durch eine ungerade Anzahl van Nullen getrennt, 
besitzen sie verschiedenes Vorzeichen. Mit diesen Argumenten ergibt sich 
s+p(n)),,,> = q - 1. 
(4.2 i) 
Beweiss, Im Fall p = q = 0 gilt s = 0 wegen der Verschrankheits- 
bedingungen. Damit ist ~~Z1(5&/2xi) = 1. Falls p + 0 oder q + 0 ist der 
Spline s * 0. Sei a: = S-(s’i)(0)),“-l, b-w. /3 = S+(@(I))l-I. 
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(a) Der Spline s besitze kein Nullstellenintervall und sei p + 0, q f 0. 
Aus Satz 3.4 und Lemma 4.8 folgt, dab nur die folgenden Falle miiglich sind: 
(,i)a=n-p,p=q-l,(ii)a==i?-p-l,p=q-1, (iii)a:=n-p,p=q. 
Seien i, und j, die grijbten Elemente in I bzw. J. Wenn 01 = n - p ist, gilt 
p(b+l)(o) = s’G(()j + 0. Aus P’i+l’(()) p(i+r)(()) < 0, s’i’(()) - s’i’l’(O) < 0, 
. . 2 = I, )...) I2 - I folgt P)(O) . s(+~)(O) > 0. AuDerdem ergibt sich aus /3 = q 
oder p == q - 1 wegen s (M(1) = f%+l)(lj f 0, da13 L+i)(l)p(i+l)(l) > 0, 
. . I = J* ,..., II - 1 ist und damit 
P-l)( 1 jP)(l) > 0. 
In Fall (i) gilt fur hinreichend kleine e1 , cp 
P(x)s(x) > 0, x E (0, Cl) 
P(x))s(x) < 0, x E (1 - Ep ) 1). 
Also hat s eine weitere Nullstelle in (0, l), es ist also Z(s; (0, 1)) > 2k + I. 
In Fall (ii) und (iii) ist Z(s; (0, 1)) 3 2k. Aus Satz 3.4 folgt nun, dab s auf 
bl Y II,.] vom Hiichstgrad ist. Dann folgt nach Satz 3.3 die Beziehung 
bv(s; (0, 1)) =: r. In Verbindung mit P(n)(l)s(“-l’(l) > 0 folgt P(n)(.~)~~(“~lJ(~) > 
0, x E 10, 11. Damit kann man (4.21) wie in Lemma 4.6 zeigen. 
(b) Sei s ohne Nullstellenintervall mit p = 0, q i 0 bzw. p + 0, q = 0. 
Dann ftihren mit 01 = n - 1 bz$o. p = 0 die gleichen Uberlegungen wie in (a) 
zum Ziel. 
(c) Der Spline s besitze Nullstellenintervalle: 
Im Fall p + 0, q + 0 liegt ein Nullstellenintervall [ui , UJ C (0, 1) vor. Man 
wendet die Uberlegungen von (a) auf die Intervalle [0, UJ und [q;, l] an, 
wobei S+(s(i)(z~i))‘“,-l = II - 1 und S-(s(“)(u,))~-, = 0 ist. Tm Falle p = 0 bzw. 
q = 0 ist aii = a bm, ulz = b. 
Benzeukmg. Das Lemma 4.9 und die Beziehung (4.16) ergeben, da13 bei 
Variation der Nullstellen eines Perfektsplines sich die Knoten nur innerhalb 
gewisser Schranken Bndern konnen. 
Fiir Monosplines wurden solche Aussagen schon von Lange [5] gezeigt. 
In dieser Arbeit wird ein etwas anderes Enterpolationsproblem betrachtet. 
Die dort verwendeten Methoden lassen sich such bier benutzen. Man kann 
aber such die Methoden von Lemma 4.6, Lemma 4.8 und Lemma 4.9 ver- 
wenden, wobei in diesem Fall Splines mit doppelten Knoten vorliegen. 
Im Einzelnen ergibt sich: 
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Sei 
Aus dem Gleichungssystem (4.10) ergeben sich desk& fkr die SpYines 
die Eigenschaften 
b3~mlA 4.10. filr die j = I,..., r gilt 
BeMreis. Wie in Lemma 4.6 zeigt man diese Aussage. Die Koeffizienten iii 
(4.23) werden unter Verwendung von (4.24) untersucht. 
Dann bidden wit- den Spline 
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der die Eigenschaften 
i(q) = M’(Uj), i=l )..., I 
ici)(0) = 0, i E I’, P(1) = 0, j E J’ 
(4.26) 
besitzt. Damit bilden wir den Spline 
t(u) = M’(u) - S(u) 
= u”-1/(n - 1) ! + 55-,-l + 5 &<zf - xi);--’ 
i=l 
- f b&z - 1) (1 - iI s (U)) (21 - xi):--2, (4.27) 
i=l 
wobei T,-~ ein Polynom vom Hbchstgrad n - 1 ist und /?i reelle Zahlen sind. 
Dieser Spline hat die Eigenschaften 
f(UJ = 0, i = l,..., I 
tti)(0) = kP+l)(O), i E I’, 
t (j)( 1) = M”i~l’(l), j E J’. 
LEMMA 4.11. Es gilt 
(4.28) 
Fiir I’ = J’ = a gilt ~~=,(agi/&rj)(U) = 1. Sonst 
~~=,(~gj~ji-Uj)(U) < 1 ist. 
existiert ein i,, , so daJ3 
Beweis. Es werden Aussagen iiber das Vorzeichen der Koeffizienten in 
(4.27) unter Benutzung von (4.28) gemacht (siehe Lemma 4.9). 
Nun sol1 die Abbildung /z betrachtet werden: 
Seien X1, x” E X gegeben und Ui =f(F) bzw. xi = g(F), i = 1,2. Dann ist 
5” - x,1 = I?,(Xl) - /7,(X’) = i (x,.” - X”‘) 2 (X’ + 6(x” - Xl)). 
jzl 3 
Weiterhin gilt 
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Aus Lemma 4.9 und Lemma 4. Ii folgt 
und es existiert ein v,, , so daR 
SATZ 4.12. Die Abbildmg h: % ---t +X besitzt hiichsterzs eiizez Fi.~purz!ct. 
Beweix. Wir nehmen an, es gebe zwei Fixpunkte X1, x” C X. Sei Xi 1 
(xsC ,..., xJz:ij, i = 1, 2. 
(a) Es existiere ein c, so daB 1 xi1 - xip i = c? i = i,..., :I-. Dann 
existiert eili7. vo. so dalj nach (4.29) und (4.30) gilt 
Dies ist ein Widerspruch. 
(b) Seien i o , is Indizes, so da8 I xz, - x$0 I > i xiZ - .xil : D ! = l,.... 1 
/ x:, - “:c i > ’ .+ - x: 1 gilt. Sei iO = v, i, = 1 
denn wir zeigen, da13 (&,/6x,+,)(X1 + 0,.(X’ - X1)) > 0 ist. Sei X = 
X = Ss + @,.(X2 - Xl), sowie f(X) = U = (zfi)bl, g(U) =X = (.Ti)5:=1 Es 
gelten die VerschrZnktheitsbedingungen u+~+~ < xi < zfZiip _ i = l,..., k. 
Der Spline q-I von (4.12) erfiillt s:,~(s,+~) + 0. Mit den Nullstelleneigen- 
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schaften (4.13) folgt, daB s,+~ auf [u~~--,~+~+~, u~ +~+J nicht identisch Null ist. 
Dies hei& 
+& (X) # 0, r, i = 2v - tr + p + 2,..., 2v + p + 2. 
AuBerdem gilt 4;1.-p < ui < ji+,+%, i = l,..., I’, wobei Jlipl = .FZj = Xi ist. Sei 
nun 7 = max(2v - rz + p + 2, 1). Aus 1 < v < k folgt 1 -< T ,< I’. Dann ist 
t,(u) auf [jL+--n , j,v+ol bm. E Ylpp ) J;l+n-2, ] nicht identisch Null. Es zeigt 
sich fur 17 >, 3, da13 [ yeY-i , $fv+J stets in dem zu T gehiirigen Interval1 liegt. 
Damit ist t, nicht identisch Null auf [-U y, X,,,] mit Knoten von doppelter 
Vielfachheit in T, und ,3,.+1 . Es gilt also (?~JZX,,+~)(X) & 0 und (&,/&r,)(U) + 
0. Daraus folgt 
Ebenso verlauft der Beweis fur i, = v - 1. Damit ist der Satz bewiesen. 
Beweis con Satz 2.1. Nach Satz 4.12 gilt fiir II >, 3, dal3 nur ein duales 
Paar existiert, fur y1 = 2 kann man es elementar nachweisen. Aus Bemerkung 
4.4 ergibt sich damit der Beweis von Satz 2.1. 
Beweis uon Satz 2.2. Es 1aBt sich entsprechend Satz 4.2 zeigen, da13 eine 
Minimallosung von Problem II genau 2k Nullstellen in (0, 1) besitzen mu& 
Perfektsplines mit dieser Eigenschaft haben beschrankte Koeffizienten und 
daher existiert eine Minimalliisung. Sie mu13 nach Satz 4.1 einen dualen 
Monospline besitzen. Nach Satz 4.12 existiert nur ein dualer Monospline. 
Damit ist der Satz gezeigt. 
5. BEISPIELE 
(I) Euler-Mac-Lawin$cche Quadraturformelnn 
Sei II = 2t + 1 oder n = 2t und I = J = {0, 1, 3 ,..., 2t - 11. Der Ein- 
fachheit halber betrachten wir das Interval1 [O, k + 11. Nun sol1 Problem I 
fur k Knoten gel&t werden. Als duales Paar erhalten wir den Bernoullischen 
Monospline 2, und einen etwas transformierten Eulerspline E,, i die folgender- 
maBen definiert sind: Der n-te Bernoullische Monospline B, wird definiert als 
B,,(x) = B,(x) O<X<l 
B,(x + 1) = B,(x), 
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tvobei B,, das n-te Bernoullische Polynom sein soll. Cer wte Eulerspline E,! 
wird definiert als 
E,(s) = E,(x). 0 <x <I, 
E,,(x L 1) = -E,(x), 
wobei Eiz das n-te Eulerpolynom sein solI. Sei weiterhin 
B,(x) = B,(x) + (1 + 21-“)2-“B,,(O), 
B,,+t(s) = (- l)fE,f+l(2.r) + (- !)‘+‘E,f,;(0), 
E,,(x) = (- 1)“&,(2x - (l/2)) + (.--- l)fc”,,(li2). 
In StrauB [14], S. 387 ist gezeigt, da13 B,T und I?, ein duaies Paa; im Sinne von 
Satz 2.1 sind. Damit ist gezeigt, da13 die Euler-Mac-Laurin-Formel, die den-n 
Bernouliischen Monospline zugeordnet ist (siehe Schoenberg [l?]), eine 
oprimale Quadraturformel im Sinne von (1.2) ist, wenn ~2. k. 1 und d in der 
genarmten Weise vorgegeben werden. 
rm Fai! iz = 2 ist das Interpolationsproblem (4.1) leicht l&bar. Man 
berrachtet nun alle Perfektsplines mit k doppelten Nullstellen und berechnet 
den Integralwert auf dem lntervall CO, I]. .i\nschlieDend bestimmt man durch 
DiKerentration die extremalen Stiitzstellen. Sie sind alierdings s&on 5ei 
Nikolskii [l l] zu finden. 
i. K. JETTER, Optimaie Quadraturformeln mit semideiiniten Peanokexen, Aiw~w, J.f~ih. 
25 11976), 239-249. 
2. S. &bRLIN, Interpolation properties of generalized perfect splines and the solutions 
of certain extremal problems. I, Trays. Amer. Muth. Sot. 206 (1575)! 25-66. 
3. S. KARLIN. Best quadrature formulas and splines, L Approxinzath F/wary 4 (19?1!, 
59-90. 
4. S. KARLIN AND C. A. MICCHELLI, The fundamental theorem of algebra for mono- 
splines satisfying boundary conditions, Iwnel ./: Math. I: (I 972). 405-45 1. 
5. 6. LANGE, “Beste und optimale Quadraturformeln,” Dissertation, Ciauslhal, I977. 
6. A. A. bfELKhl.w, The Budan-Fourier theorem for sptines, isiwi J. i’vf~~i/r. 19 11974), 
256-263. 
7. A. .A. MELKMAN, Interpolation by splines satisfyicg mixed boundar:; conditions. 
hael J. :Wath. 19 (1974), 369-381. 
8. C. A. MIC~HELLI, “The Fundamental Theorem of Algebra for Monosplines Li:ith 
Multlpiicities,” ISNM, Vol. 20, Birkhsuser, Basel. 1972. 
9. C. A. MICCHELLI AND T. J. RIVLIK, Quadrature formulae and Hermite--BirkhoF 
interpolation, Admnces in Math. 11 (1973), 93-117. 
226 HANS STRAUSS 
10. C. A. MICCHELLI, T. J. RIVLIN, AND S. WINOGRAD, The optimal recovery of smooth 
functions, Numer. Math. 26 (1976), 191-200. 
11. S. M. NIKOLSKII, “Quadrature Formulae,” Hindustan Publishing Corp., Delhi, 1964. 
12. I. J. SCHOENBERG, Monosplines and quadrature formulae, in “Theory and Applications 
of Sphne Functions” (J. N. E. Greville, Ed.), pp. 157-207, Academic Press, New York/ 
London, 1969. 
13. I. J. SCHOENBERG, A second look at approximate quadrature formulae and spline 
interpolation, Advances in Math. 4 (1970), 277-300. 
14. H. STRAUSS, Approximation mit Splinefunktionen und Quadraturformeln, in “Spline 
Functions” (K. Bohmer, G. Meinardus, and W. Schempp, Eds.) Lecture Notes in 
Mathematics No. 501, Springer-Verlag, Berlin, 1976. 
15. H. STRAU& “Best L,-approximation,” Bericht 035 des Instituts fur Angewandte 
Mathematik I der Universitat Erlangen-Niirnberg, pp. l-20, Eingereicht zur Ver- 
Bffentlichung. 
16. H. STRAU~, Untersuchungen fiber Quadraturformeln, ilt “Numerische Methoden der 
Approximationstheorie, Oberwolfach 1977,” L. Collatz, G. Meinardus, H. Werner, 
Eds., pp. 306-319, ISNM, Vol. 42, Birkhauser, Base& 1978. 
