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ABSTRACT
We tackle the problem of building explainable recommendation systems that are
based on a per-user decision tree, with decision rules that are based on single
attribute values. We build the trees by applying learned regression functions to
obtain the decision rules as well as the values at the leaf nodes. The regression
functions receive as input the embedding of the user’s training set, as well as the
embedding of the samples that arrive at the current node. The embedding and the
regressors are learned end-to-end with a loss that encourages the decision rules to
be sparse. By applying our method, we obtain a collaborative filtering solution that
provides a direct explanation to every rating it provides. With regards to accuracy,
it is competitive with other algorithms. However, as expected, explainability comes
at a cost and the accuracy is typically slightly lower than the state of the art result
reported in the literature.
1 INTRODUCTION
There is a growing demand for AI systems that justify their decisions. This is especially the case
in recommendation systems (RS), for which users can feel harmed or offended by the provided
recommendations. Unfortunately, most RS to date are uninterpretable black boxes.
Decision trees, with decision rules that are based on single attribute values, are perhaps the most
explainable machine learning model in use. The explanation is given by the sequence of decisions
along the path in the decision tree taken for a given input sample and each decision in the sequence is
directly linked to an input feature.
In the context of RS, fitting a decision tree to predict the user’s rating of a given item, based on
features derived from the item’s and the user’s data, leads to uncompetitive performance, due to the
task’s inherent complexity. Instead, we employ a personalized decision tree for each user, see Fig. 1
for a high-level illustration. However, learning such a tree based on the limited training data of every
single user would lead to overfitting.
Instead, we propose to build a regression function f that maps, at each node, the relevant training
samples to a decision rule. Similarly, we train a second network g to learn the value at the leaf nodes.
Both f and g are trained end-to-end together with an embedding function h that represents each
training sample (both the attribute vector and the provided target value) as a vector. This training
includes a data loss on the target values, as well as a sparsity term that encourages the decision rules
to be similar to decision stumps. The learned functions f, g, h are trained for multiple users in the
training set, and play the role of sharing information between users. This is a role that is played in
factorization-based collaborative filtering methods by forming basis vectors for the per-user columns
of the rating matrix.
Once trained, the decision rules are transformed to decision stumps, which consistently leads to
an improvement in performance. Additionally, for maximal explainability, the soft routing that is
employed during training is replaced by hard routing, which somewhat reduces the accuracy.
We explore two options, using either a fixed or a dynamic architecture. In the fixed architecture, we
employ full trees of a certain depth. In the dynamic architecture, we stop the tree growing at empty
nodes. On average, the dynamic trees are deeper yet employ fewer decision rules.
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Dumbo 3.2 Fantasy 2
Die Hard 4.8 Action 4
300 4.2 Action 5
Titanic 4.7 Drama 3
Movie avg. rating>3.7
Action?2.7
4.73.2
User’s Tree
Movie Prediction Why?
Avatar 3.2 High ratings, not action
Stolen 2.7 Low ratings
Batman 4.7 High ratings, action
Vice 3.2 High ratings, not action
Training Set Predictions
Figure 1: A schematic illustration of our explainable recommendation system.
We test our method on all the public recommendation benchmarks we could find. It is demonstrated
that our method is competitive with the classical methods of the field. However, the demand for
having an explainable decision, especially one that is as straightforward as a decision rule, means
that the method falls slightly short in accuracy in comparison to the latest state of the art results.
Our main contributions are: (i) proposing a paradigm for personalized explainable RS, (ii) a learning
method for building interpretable recommenders that significantly outperform models with the same
level of explainability, (iii) suggesting various model flavors with trade-offs between performance
and explainability and (iv) a thorough comparison to multiple algorithms on multiple datasets.
2 RELATED WORK
There is a growing literature on the subject of learning interpretable models, see Guidotti et al. (2018)
for a survey that focuses on generating interpretations for black-box models. Decision trees are one
of the few types of models that are naturally explainable, as long as the decision rules are easy to
interpret. Our work generates semi-global models, which are fixed per user, in contrast to local
explainable models, such as LIME (Ribeiro et al., 2016) which differ between individual decisions,
thus failing to capture the user’s model (appendix A). Local models have also been criticized for not
being robust to small modifications of the input (Yeh et al., 2019; Alvarez-Melis & Jaakkola, 2018).
Recently, Alvarez Melis & Jaakkola (2018) have suggested a framework for explainable neural
network models that are monotonic and additive.
The model learns a set of attributes that are trained to be interpretable and the explanation takes the
form of presenting the contribution of each attribute, while explaining the attributes using prototypes.
In our work we rely on decision trees and not on (generalized) linear models. We build decision rules
with additive contributions from the individual features, but encourage sparseness and advocate for
the usage of decision stumps.
In the field of RS, there have been various studies (Tintarev & Masthoff, 2007; Zhang & Chen,
2018) showing that equipping recommendations with personalized explanations helps to improve the
system’s persuasiveness and the users trust in it. In recent years, collaborative filtering methods, in
particular those utilizing deep learning models (Hartford et al., 2018; Berg et al., 2017; Zheng et al.,
2016), have improved recommendation performances, yet, the black box nature of deep learning
models and the latent space used in collaborative filtering, make these models hard to explain.
An explainable RS was presented by Abdollahi & Nasraoui (2016; 2017) where the recommendations
are based on user/item ratings and not on the attributes of the item. The method adds a regularization
term to the matrix factorization algorithm, such that users who rated similar items have closer
representations. The distribution of each item’s rating among the user’s nearest neighbors is then
provided as an explanations. This is an indirect explanation, which can be seen as inducing prejudice,
by grouping users together.
Wang et al. (2018) employed gradient boosted trees as feature extractors, where each feature represents
a leaf in a tree. All features, users and items are mapped to a latent space and the final prediction is a
linear combination of some bias, a weighted inner product of the user’s and item’s latent vectors and
a weighted sum of an attention-based pooling of the features’ latent vectors. Recommendations are
explained by the features that have the highest attention scores. These explanations pertain to only a
part of the score and are given in the form of a list of complex features, each of which is obtained as
a logical formula on top of the input features.
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The distillation of the information in a deep network into a soft decision tree (Irsoy et al., 2012) was
studied by Frosst & Hinton (2017). Like our work, the decision nodes are characterized by three
parameters w, b, β, and they also observe an improved accuracy with soft assignment to the leaves,
which is controlled by β. In their case, w is not a pseudo probability vector and no sparsification
takes process. Their decision rules are obtained by minimizing the entire loss, unlike our use of
regression functions.
Combining decision trees and neural networks was also studied by Tanno et al. (2018), in which
trees of dynamic architectures are grown such that the underlying network features gradually evolve.
In our work, the decision rules are based on the original features, and the neural networks we train
replace training the trees directly on the labeled set. Tanno et al. (2018) provide an extensive survey
of previous work that links decision trees and neural networks. As far as we can ascertain, none of
the literature methods employs regression networks for obtaining the decision rules and leaf values.
Our method belongs to the family of meta-learning algorithms, and specifically to the sub-family of
few-shot learning (Hinton & Plaut, 1987; Schmidhuber, 1987; Thrun & Pratt, 1998; Fei-Fei et al.,
2006; Mishra et al., 2018), in which sample-efficient training for a new task is performed based
on observing similar tasks during training. The embedding step of our inner loop resembles the
embedding step of Mishra et al. (2018). However, the resulting embedding is used differently in their
work, where a learned classifier receives the embedding of the samples as a conditioning input.
3 METHOD
Let Th be the hypothesis set of all decision trees of depth h with decision rules (inner nodes) of the
form w>x ≥ b for some parameters w ≥ 0,b. We consider two types of trees, the decision tree itself
t, and a soft tree, which we denote as S(t), in which each sample is soft assigned by the probability
σ(β(w>x− b)), for some parameter β, and these probabilities are multiplied along the path from the
root. The leaves contain fixed values, e.g., a score in the case of RS, or some label. In addition, for
every tree t we consider a sparsified version R(t), in which the hyperplane type decision rule, based
on w, is replaced by a decision stump type of rule, in which w is replaced with a one-hot vector that
corresponds to the largest value in w.
3.1 THE INNER LOOP: TREE GENERATION FOR A SINGLE USER
The inner loop generates a tree t given the samples L of a single user L =
{(x1, y1), (x2, y2), .., (xn, yn)} ⊂ Rdx × Rdy . In other words, it acts as a tree learning algorithm,
however, unlike conventional algorithms, it learns how to build suitable trees based on users in the
training set, see Sec. 3.2. Three learned functions are used to build trees: h : X × Y → Rdh , which
embeds a training sample and its label, f , which returns a decision rule given a set of embedded
training samples, and g, which provides a leaf value given such a set.
Within the inner-loop, the information in L is used to build a decision tree t ∈ Th. This is done using
a learned embedding function h:
ri = h(xi, yi) (1)
In order to represent the entire set, we employ mean pooling r = 1n
∑n
i=1 ri. Given a decision tree
t, we can grow a new tree node by examining the subset of indices I ⊂ [1, . . . , n] of samples in
L, which are assigned to this node. The subset I is also represented by performing mean pooling
rI =
1
|I|
∑
i∈I ri.
The parameters of the decision rule, concatenated to one vector [w, b, β] (recall that the third parameter
is the softness parameter), are then given by:
[w, b, β] = f(r, rI) (2)
We restrict the vector w to be a vector of pseudo-probabilities, by applying a softmax layer at the
relevant head of network f . The motivation for this decision is that we view it as a distribution over
the various features. In addition, a projection by a vector w that contains multiple signs is hard to
interpret. Note that the decision rule can still indicate both “larger than” and “smaller than” relations,
since β can be either positive or negative.
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𝐼1 = {1,… , 10}
𝒘𝟏, 𝒃𝟏 = 𝒇(𝒓, 𝒓𝑰𝟏)
𝐼2 = {1,… , 6}
𝒘𝟐, 𝒃𝟐 = 𝒇(𝒓, 𝒓𝑰𝟐)
𝐼3 = {7,… , 10}
𝒘𝟑, 𝒃𝟑 = 𝒇(𝒓, 𝒓𝑰𝟑)
𝐼4 = {1,2}
𝒗𝟒 = 𝒈(𝒓, 𝒓𝑰𝟒)
𝐼5 = {3,… , 6}
𝒗𝟓 = 𝒈(𝒓, 𝒓𝑰𝟓)
𝐼6 = {7}
𝒗𝟒 = 𝒈(𝒓, 𝒓𝑰𝟔)
𝐼7 = {8,9,10}
𝒗𝟓 = 𝒈(𝒓, 𝒓𝑰𝟕)
𝑤1
𝑇𝑥 ≥ 𝑏1𝑤1
𝑇𝑥 < 𝑏1
𝑤3
𝑇𝑥 ≥ 𝑏3𝑤3
𝑇𝑥 < 𝑏3𝑤2
𝑇𝑥 ≥ 𝑏2𝑤2
𝑇𝑥 < 𝑏2
Figure 2: An illustration of the
method. At the root node, all ex-
amples are embedded into rI1 ,
the function f then returns the
decision rule to split the sam-
ples between the root’s right and
left children. The process is re-
cursively repeated until reaching
leaf nodes, where, using the cur-
rent set embedding, g returns the
leaf value v.
Algorithm 1 The GrowTree procedure. To start the initial tree, we pass I = [n]
Input samples L = {(xi, yi)}ni=1, boolean isDynamic tree type, max depth d, I relevant indices
Output a decision tree t
1: r ← 1n
∑n
i=1 h(xi, yi) . r and h(xi, yi) can be computed once
2: rI ← 1|I|
∑
i∈I h(xi, yi)
3: if d = 0 then . Check if building a leaf node or an inner node
4: return Leaf(g(r, rI)) . The value of the leaf node
5: w, b, β ← f(r, rI) . The parameters of the decision node
6: Il ← {i ∈ I|βw>xi < βb}
7: Ir ← {i ∈ I|βw>xi ≥ βb}
8: if isDynamic and (Il = ∅ or Ir = ∅) then . For dynamic trees, stop at empty sets
9: return Leaf(g(r, rI)) . The value of the leaf node
10: childl ← GrowTree(L, isDynamic, d− 1, Il)
11: childr ← GrowTree(L, isDynamic, d− 1, Ir)
12: return Node(w, b, β, childl, childr)
The values at leaf nodes are assigned using a learned function as well, which seems to greatly
outperform the assignment of the mean value of all samples that arrive at a leaf (denoted by subset I):
v = g(r, rI) (3)
The process of building a tree is illustrated in Fig. 2 and listed in Alg. 1. Decision nodes are added in
a depth-first manner. Each sample in L is directed to only one node in each tree level, and the time
complexity of the method is O(nd), where d is the maximum depth of the tree. For fixed architecture
trees, we employ complete trees of a certain depth. For dynamic trees, nodes in which the decision
rule assigns the same label to all training samples that arrive at the node are turned into leaves.
Network architecture The function h is implemented as a four layer MLP with ReLU activations,
in which each layer is of size dh, where dh is a hyperparameter of the model. The two inputs (x, y)
are concatenated at the input layer. Both f and g are implemented as two layer MLPs with a ReLU
activation function, with a single hidden layer of size of 20 or 50 respectively. The output of g goes
through a logistic (sigmoid) activation function. In the recommendation benchmarks, we linearly
scale the output to match the range of target values.
3.2 THE OUTER LOOP: TRAINING THE NETWORKS ON THE SET OF TRAINING USERS
For training the three networks, we obtain a set of labeled training sets K = {Li}i∈[k]. Each set is
split into two: L′k that is used to build a decision tree tk, and L
′′
k that is used to evaluate the tree and
provide an error signal for training the three networks h, f, g. Specifically, during training, the trees
are constructed using the current version of the networks h, f, g using Alg. 1:
tk = GrowTree(L
′
k, h, f, g). (4)
The decision tree tk is a function from a sample x to some leaf label v. For the purpose of computing
a loss, we consider the soft decision tree tsoftk = S(tk), in which each sample x is soft-assigned
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to the leaves of the tree tk. Specifically, if a path to leaf node of depth δ + 1 is given by a set of
decision rules with parameters (wi, bi, βi)
δ
i=1, the sample is assigned to the leaf with the probability
Πiσ(βi(w
>
i x− bi)). The parameter βi controls the softness of the obtained probability.
Let Z be the set of tree leaves, where each leaf z ∈ Z being assigned a value vz . Let tsoftk (x, z) be the
soft assignment of x into leaf z. The regression loss that is used during training is given by:
C(K,h, f, g) =
∑
(L′k,L
′′
k )∈K
∑
(x,y)∈L′′k
||y −
∑
z∈Z
tsoftk (x, z)vz||2 (5)
where the link between the loss and the learned networks is given by Eq. 4. In addition, we would
like to encourage sparsity of each decision node in the tree. Let W (t) be the set of hyperplanes w
gathered from all nodes of a decision tree t with linear decision rules, and D be the operator that
returns the diagonal part of a matrix, we define the following loss:
R(t) = 1|W (t)|
∑
w∈W (t)
|ww> −D(ww>)|1 (6)
The overall loss is given by L(K,h, f, g) = C(K,h, f, g) + λ∑Kk=1R(tk). The first part of the
loss is the regression loss, and the second promotes the sparsity of the solution, which pushes the
hyperplanes w toward the form of one-hot vectors.
3.3 INFERENCE: BUILDING A TREE AT TEST TIME
We obtain the tree t given a user training set L as described in Sec. 3.1. Since the nodes perform a
linear combination of the inputs, they are only partly explainable. For this reason, we replace the
tree t with a sparsified tree R(t), in which each node is a decision stump: for a node with parameters
w, b, β, representing the decision rule β(w>x− b) ≥ 0, we identify the index i that has the maximal
value in w, i.e., i = arg maxw[i] (recall that w is a positive vector). We then replace the decision
rule of the node with the decision rule x[i] ≥ bw[i] if β is positive, and x[i] < bw[i] otherwise.
4 EXPERIMENTS
A Synthetic Classification Problem We test the meta trees method on a synthetic binary clas-
sification problem. The ground truth labels are obtained from a decision tree of depth two,
where each node is a decision stump. Each set of samples L in the experiment consists of ran-
dom d-dimensional vectors, and the set’s ground truth decision tree is constructed by drawing
three random indices {i1, i2, i3} ⊂ [d] from a skewed distribution defined as p(i) = si∑d
i=1 s
i ,
where s controls the skewness of the distribution. Finally, the set’s labels are determined as
y = ((xi1 > 0) ∧ (xi2 > 0)) ∨ ((xi1 ≤ 0) ∧ (xi3 > 0)). A separate set unseen during train-
ing, classified by the same decision rule, is used for evaluation. In our experiments, d = 10 and
s = 1.3. In the training set, the number of samples in each set L is sampled uniformly U(1, 50).
We test three types of meta trees: (i) full trees of depth two, (ii) full trees of depth three, and (iii) trees
that are grown according to the stopping criterion, up to maximum depth of five. In order to train the
meta trees for this classification problem, we replace the squared loss in Eq. 5 with the logistic loss.
For all three models dh = 512 (which seems optimal for the three models) and the loss is minimized
by the Adam optimizer with a learning rate of 3 · 10−4 and batch size of 256.
We compare sparse meta trees with hard decisions (each sample is associated with a single leaf) to two
types of vanilla decision trees, of depths two or three: (i) Local Trees – a decision tree classifier fitted
on the current set L of training samples, and (ii) Global Tree – a decision tree classifier fitted on the
union of the training samples from all training sets, with the addition of the set L. Both trees employ
decision stumps and are trained by the CART algorithm by Breiman et al. (1984) implementation in
scikit-learn (Pedregosa et al., 2011).
The results of the experiment are shown in Fig. 3(a,b) for trees of depth two and three, respectively.
Note that the dynamic meta-tree is the same experiment in both panels. The results show that the
vanilla trees are outperformed by the fixed-depth meta-tree as well as by the dynamic architecture meta
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Figure 3: Synthetic problem. (a,b) Performance as a function of the labeled set size (|L′|). The depth
of all models, except for the dynamic meta tree, is 2 in panel (a) and 3 in panel (b). (c) The average
number of inner nodes, as well as the 25th and 75th percentiles, used by the dynamic trees.
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Figure 4: Samples of global trees and meta-trees that are either dynamic or of a fixed architecture.
tree. As expected, the accuracy of all meta trees models, as well as that of the local trees, increases as
more training samples are presented. The results also indicate that the dynamic tree outperforms the
fixed tree of depths two or three when more training samples are present. Additionally, while the
fixed trees of depth three use exactly seven inner nodes, the dynamic trees tend to employ less. The
average number of nodes, as well as the 25th and 75th percentiles, are shown in Fig. 3(c).
Recommendations datasets To test our method on real data, we use three popular recommendations
datasets, MovieLens 100K, MovieLens 1M (Harper & Konstan, 2016) and Jester (Goldberg et al.,
2001). Two other datasets that are sometimes used in the literature, Netflix and Duban, are currently
not available for research. The MovieLens datasets consist of integer movie ratings from 1 to 5 and
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Table 1: Performance comparison on the MovieLens 100k, MovieLens 1M and Jester datasets.
MovieLens 100K MovieLens 1M Jester
RMSE MAE RMSE MAE RMSE MAE
Global Tree (best depth) 0.995 0.778 0.935 0.738 4.302 3.136
Local Trees (best depth) 1.018 0.791 0.947 0.737 4.556 3.137
KNN Trees (best k) 0.975 0.770 0.921 0.726 4.161 3.070
Gradient boosted regression trees 0.976 0.771 0.933 0.736 4.119 3.131
SVD 0.953 0.751 0.868 0.682 4.073 2.987
SVD++ 0.932 0.730 0.861 0.671 4.198 3.146
GRALS (Rao et al., 2015) 0.945 - - - - -
sRGCNN (Monti et al., 2017) 0.929 - - - - -
Factorized EAE (Hartford et al., 2018) 0.920 - 0.860 - - -
GC-MC (Berg et al., 2017) 0.905 - 0.832 - - -
Meta Trees (sparse, soft) 0.947 0.747 0.876 0.687 4.001 3.012
Meta Trees (sparse, hard) 0.970 0.766 0.916 0.722 4.131 3.030
Dynamic Meta Trees (sparse, soft) 0.948 0.747 0.872 0.683 4.008 3.062
Dynamic Meta Trees (sparse, hard) 0.975 0.767 0.914 0.720 4.171 3.097
include the movie metadata, such as the movie genres and its release year. Our decision trees are
based on this meta data with the addition of the average rating for each movie and the number of
times it was rated, both computed on the entire training set. The MovieLens 100K dataset contains
100,000 ratings of 943 users for 1680 different movies, and the MovieLens 1M dataset contains 1
million ratings of 6,040 users for 3,706 different movies. The Jester dataset is of continuous jokes
ratings from -10 to 10, containing the jokes’ texts. We extracted several features from the jokes texts,
such as the number of lines in the joke, the number of all tokens, and the number of occurrences of
each of the 50 most common non-stop tokens in the dataset. The dataset contains users with very
few ratings, after removing all users with less than 20 ratings, it contains approximately 1.4 million
ratings of 26,151 different users for 140 different jokes.
For the MovieLens 100k dataset, we report performance on the canonical u1.base/u1.test. For the
MovieLens-1M and the Jester datasets, 10% of the data was randomly selected for the test set.
We compare the performance of our method to acceptable literature baselines, which include: SVD
and SVD++ (Koren, 2008) which are popular collaborative filtering methods implemented in the
Python Scikit Surprise package (Hug, 2017), various tree baselines, and the state of the art methods
for both MovieLens benchmarks. From these methods, only the tree results are explainable.
The tree baselines include the Global- and Local-Tree models described in the synthetic problem
section. When presenting the results of these global and local trees, we choose the hyperparameters
that demonstrate the best test performance. This is done in order to set an upper bound on their
performance. For global (local) trees, we used a maximum tree depth of three, four and three (one,
two and one) for the MovieLens 100K, MovieLens 1M and Jester respectively. An additional baseline,
called kNN trees is added, in which the training set is augmented by the training set of the k nearest
users. User similarity is determined according to the cosine distance of the user embedding vectors
generated by the SVD++ method. This way, we augment the data of the user, which is limited by
nature, by the data of similar users, mitigating the risk of overfitting and potentially obtaining a
more accurate tree. The performance shown is for the best possible k as evaluted on the test set.
See appendix B for a graph depicting the performance as a function of k. While less interpretable
than the other tree-based baselines, we also add the performance of gradient boosted regression trees
(Friedman, 2001), using the scikit-learn implementation. We have also implemented the TEM method
of Wang et al. (2018). However, despite considerable effort, it failed to produce reasonable results
and we believe that the method is especially suited for the case of a large number of attributes.
For all benchmarks, we used a tree depth of three for the fixed architecture meta trees, and for both
the dynamic and fixed architectures we used dh = 512 and λ = 0.1. This set of parameters was set
early on in the development process and kept for all future experiments. In appendix C, we study the
parameter sensitivity showing that the model is largely insensitive to its parameters.
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Table 2: An ablation analysis testing various variants of our method (RMSE).
M.Lens100 Jester M.Lens100 Jester
Method/Routing Soft Hard Soft Hard Method/Routing Soft Hard Soft Hard
Meta Trees (sparse) 0.947 0.970 4.001 4.131 5. Without β 0.950 1.317 4.022 5.118
1. Semi-sparse 0.948 0.974 4.035 4.131 6. W/o β,allowing w<0 0.953 0.999 4.064 5.946
2. No sparse norm 0.953 0.988 4.024 4.190 7. 1-hot weights in train 0.958 1.024 4.035 4.277
3. Mean leafs(no g) 1.019 1.063 4.209 4.372 8. Hard routing in loss 0.969 0.973 4.050 4.077
4. g,f only using rI 0.952 0.984 4.083 4.243 9. Using train for loss 0.951 0.982 4.056 4.200
The models are compared in terms of the acceptable evaluation metrics: root-mean-square-error
(RMSE) and mean-absolute-error (MAE). The results of the experiment are shown in Tab. 1. From the
results it can be seen that for both MovieLens datasets the model outperforms the trees benchmarks
and achieves comparable performances to those of the SVD algorithm, but often falls slightly behind
the latest unexplainable methods. On the Jester dataset, for which most of the recent literature
methods do not report results, the model outperforms all baseline methods. See appendix E for
an analysis of the model performance and behavior with respect to the users’ training set size. In
addition, our model is robust to small modifications of the training set, see appendix D.
White-box models support introspection. In all three datasets we found the following types of trees:
(i) Feature specific trees: For most users, the model builds trees which use specific features. The
users depicted in Fig. 4(c,e) are generally aligned with the average rating. However, the first dislikes
adventure movies and the second tends to trust the average rating when the movies were frequently
rated.
(ii) Classic CF trees: This type of tree splits the examples by their average rating and adjusts the
leaf values to the specific user ratings. The model produces such trees mostly for users with a small
number of ratings, see appendix E. This behavior is very similar to that of a baseline CF algorithm
where the predicted user rating is the sum of the dataset average rating, the item bias and the user
bias. An example for such a tree built for a Jester user with very high ratings is shown in Fig. 4(d).
(iii) Reverse trees: this type of tree is built for users which prefer “bad” movies/jokes, i.e. they rate
highly items with low average ratings. The trees the model builds for such users are very similar to
classic CF trees in terms of splitting the examples. The difference is that the leaf values appear in
reverse order, adjusted to the specific user ratings. Fig. 4(f) shows an example for such a tree. We
show a more thorough analysis of this behavior in appendix F.
Ablation analysis To evaluate the various contributions, we have evaluated the following variants of
our method: 1. Test on trees without applying the sparsification operator R first (see Sec. 3.3). 2.
Removing the sparsification term (Eq. 6) from the training loss. 3. Using mean value in the leaves
instead of g. 4. Removing the first input r from f and g. 5. Training with a fixed β = 1. 6. Setting
β = 1 but allowing w to get negative values. 7. One-hot w in training, using straight-through (ST)
estimators (Bengio et al., 2013). 8. Employing hard routing and ST estimators when computing loss.
9. Measuring the loss also on the train samples in Lk, following Mishra et al. (2018). As Tab. 2
shows, all of these modifications seem detrimental to the loss. For example, when working with trees
where the sparsification operator R was not applied, the results for hard routing deteriorate slightly.
Using a fixed beta significantly harms the hard routing performance, and removing g results in poor
performances for both soft and hard. The only exception is variant 8, which could help improve
results for hard routing at inference.
5 DISCUSSION
Recommendation systems naturally call for meta-learning and inter-user knowledge sharing, and due
to the direct implications of the recommendations on users, transparency and interpretability are of
high interest. This is also true for personalized medicine and credit decisions. However, we could not
identify suitable datasets in these domains.
We believe that semi-global explainable models, in which the user (i) has full understanding of her
personalized decision rules, (ii) can validate that the model is unbiased toward protected groups,
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and (iii) can even edit the rules in an intuitive manner, is the right trade-off between explainability
and performance. While the tree generation networks behind the scenes are unexplainable, this is
unavoidable, since any global explainable model would be inherently inaccurate due to the need to
capture a diverse set of users with a model of limited capacity.
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Figure 5: KNN Trees performance as a function of k on all three datasets.
A LOCAL, SEMI-GLOBAL, AND GLOBAL EXPLAINABLE MODELS
We extend upon definitions of interpretable notions, which are only briefly discussed in the related
work and conclusions sections. A globally interpretable model is one in which the entire logic and
reasoning of the model are clear to the user. An example would be a global decision tree, in which
the user can understand the logical flow that led to a certain decision. The limiting factor in such
models is that the prediction capability is limited by the capacity of the model, which itself is limited
by the need to remain interpretable to human users.
In contrast, local interpretability is the ability to understand the local decision. Local models such as
LIME (Ribeiro et al., 2016) and SHAP (Lundberg & Lee, 2017) aim to provide this ability. For every
specific decision, the influence of local perturbations on the final decision is analyzed. In the case of a
movie rating, the user is able to ascertain from the explanation that for a specific movie, for example,
an increase in the average rating in the population would strengthen the recommendation and that if
the movie was not a drama, it would not have been recommended. However, the user cannot tell if
such considerations would apply to a different movie (the explanation is valid for only one movie).
The user can attempt to obtain a general understanding by examining many samples, but this process
is based on the user’s predictive capabilities, is subjective, and more importantly, is not given by the
model.
In the semi-global model that we present, the global model is divided into explainable parts. The
user is able to grasp the model that determines the recommendations for that user, while not being
able to understand how the algorithm obtained this model. Such a model is transparent to the user in
the sense that the user has a complete understanding how the predicted rating of a specific item is
determined and can evaluate the suitability of the model for her personal preferences. Such a model
disentangles the user-specific information from that of the entire population and, therefore, does not
suffer from the capacity problem as much of the global model. Unlike with local models, the user
can anticipate the results of new predictions with perfect fidelity, i.e., the prediction of the model as
grasped by the user completely matches that of the actual model.
B PERFORMANCE OF KNN TREES AS A FUNCTION OF k
The kNN Trees are used as a baseline method that, similarly to our meta trees method, transfers
knowledge from other users to augment the limited training set that is available for each user. The
results we report in the paper are for the best k and maximal tree depth (found to be three for all three
datasets) as evaluated on the test set, thus we provide an upper bound on the method’s performance
for each benchmark.
In order to provide a fuller characterization of the performance of this baseline method, we provide
the performance of the kNN Trees algorithm as a function of k on all three datasets. Fig. 5 shows
that when k = 1 (Local Trees) the algorithm indeed does not perform very well, the performance
improves as the single user training set is augmented with training data of its similar users. At higher
k values, the performance starts to degrade until finally the algorithm uses all training data for all
users (Global Tree).
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Figure 6: Model sensitivity to dh (top row) and tree depth (bottom) for the three datasets.
C PARAMETER SENSITIVITY
We test the sensitivity to the underlying parameters: maximal depth (for a fixed architecture) and the
size of the embedding dh. In our experiments, these were set early on to three and 512, respectively.
Fig. 6 shows the effect on the RMSE score when varying either one of these. As can be seen, the
method is largely insensitive to its parameters.
The parameters presented in the main text are not optimal: gains in accuracy can be achieved, in
some cases, by considering deeper or shallower trees or by enlarging the embedding.
D ROBUSTNESS TO PERTURBATIONS OF THE TRAINING SET
We can expect that a model that transfers knowledge between different users would be more robust to
perturbations of the training set of a new user than a model that is learned from scratch. In addition,
the mean pooling that we perform to compute the training set embedding r = 1n
∑n
i=1 ri averages all
samples together, which also indicates robustness.
The robustness to perturbations of the training set is shown in Fig. 7, in which we compare our meta
tree model to the local model on the MovieLens 100K dataset. The plots show the behavior as we
remove more and more samples from the training set, averaging over 10 random subsamples of the
training set.
We first measure if the obtained tree after removing samples is identical to the original tree in the
features along the nodes and in the order in which they appear. We then perform a more liberal test,
which compares the sets of features regardless of the node order and multiplicity of each feature. For
the sets of features we report both the percent of cases in which the two sets (obtained from the full
training set and the sampled one) are identical, as well as the Jaccard index.
As can be seen, the proposed meta-tree model is far more robust than the local tree model.
E COLD START: BEHAVIOR FOR A SMALL USER TRAINING SET
As an example of the ability to gain insight from interpretable models, we study the model behavior
with respect to the size of the user training set. In Fig. 8(a) we observe that the algorithm tends
to produce more trees using only the item average rating for users with small training sets. This
observation makes sense as for such users it is harder to have high certainty regarding the users’
preferences hence using the population consensus (with adjustments) is a reasonable option. From
Fig. 8(b) we learn that the algorithm is performing similarly to SVD++ across all bins of the training
set size for test users.
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Figure 7: Measuring the robustness of trees generated by the meta-tree model (“Meta”) and the
local-trees (“Local”) baseline. Comparing the trees generated using the original user’s training set
and after removing a random subset from it. (a) Exact match of the features used in each tree node
(order must be identical). (b) Exact match of the set of features used. (c) The Jaccard index of the set
of features used.
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Figure 8: Analysis of the model behavior on the MovieLens-100k dataset. (a) Percentage of trees
using only the item average rating as a function of the user’s training set size. (b) Performance
comparison of the meta-tree algorithm (“Meta”) and SVD++ for different per-user training set size.
F ODD USERS: THE CASE OF CONTRARIAN RATINGS
Inspecting the trees our algorithm produces, we encountered an unexpected type of trees generated
across all three datasets. We call these trees “Reverse trees”, and their logic indicates that the users
represented by them tend to prefer items which other users rate with low scores. This logic is in
contrast to the item bias term in CF algorithms, which is used to reduce the item average ratings
from each rating. In order to test whether the data supports this model behavior, we compared the
model performance to that of the SVD++ algorithm with respect to the correlation between the user’s
ratings and average item ratings. Fig 9 shows that our model indeed outperforms SVD++ for users
with negative correlation and that the performance of SVD++ improves as the correlation increases,
this phenomena was, to our knowledge, unknown and is a demonstration of the advantages of having
such an interpretable model at hand.
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Figure 9: Comparison of the meta-tree model (“Meta”) and the SVD++ algorithm performances
on the MovieLens-100k dataset with respect to the users’ ratings correlation with the average item
rating.
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