The human computer interaction will be more natural if computers are able to perceive and respond to human nonverbal communication such as emotions. Although several approaches have been proposed to recognize human emotions based on facial expressions or speech, relatively limited work has been done to fuse these two, improve the accuracy and robustness of the emotion recognition system. This paper analyzes the strengths and the limitations of systems based only on facial expressions or acoustic information. It also analyses two approaches used to fuse these two modalities: decision level and feature level integration, and proposes a new multilevel fusion approach for enhancing the person dependant and person independent classification performance for different emotions. Two different audiovisual emotion data corpora was used for the evaluating the proposed fusion approach -DaFEx[1,2] and ENTERFACE[3] comprising audiovisual emotion data from several actors eliciting five different emotions -anger, disgust, fear, happiness, sadness and surprise. The results of the experimental study reveal that the system based on fusion of facial expression with acoustic information yields better performance than the system based on just acoustic information or facial expressions, for the emotions considered. Results also show an improvement in classification performance of different emotions with a multilevel fusion approach as compared to either feature level or score-level fusion.
Introduction
The new trends in human computer interaction, which have evolved from conventional mouse and keyboard to automatic speech recognition systems and special interfaces designed for disabled people, do not take complete advantage of multiple channels of inter-personal human communicative abilities, involving both verbal and non cues such as facial expressions and tone of the voice, resulting often in a less than natural interaction. If computers could recognize these emotional inputs, they could give specific and appropriate help to users in ways that are more in tune with the user's needs and preferences.
It is widely accepted from psychological theory that human emotions can be classified into six archetypal emotions: anger, disgust, fear, happiness, sadness and surprise [4] . Facial motion and the tone of the speech play a major role in expressing these emotions. The muscles of the face can be changed and the tone and the energy in the production of the speech can be intentionally modified to communicate different feelings. Human beings can recognize these signals even if they are subtly displayed, by simultaneously processing information acquired by ears and eyes. Based on psychological studies, which show that visual information modifies the perception of speech [5] , it is possible to assume that human emotion perception follows a similar trend.
Motivated by these clues, De Silva et al. conducted experiments, in which 18 people were required to recognize emotion using visual and acoustic information separately from an audio-visual database recorded from two subjects [6] . They concluded that some emotions are better identified with audio such as sadness and fear, and others with video, such as anger and happiness. Moreover, Chen et al. [7] showed that these two modalities give complementary information, by arguing that the performance of the system increased when both modalities were considered together. Although several automatic emotion recognition systems have explored the use of either facial expressions [8] , [9] , [10] , [11] , [12] or speech [13] , [14] , [15] to detect human emotion states, relatively few efforts have focused on emotion recognition using both modalities [7] , [16] . These previous studies fused facial expressions and acoustic information either at a decisionlevel, in which the outputs of the unimodal systems are integrated by the use of suitable criteria, or at a feature-level, in which the data from both modalities are combined before classification.
However, none of these papers attempted to compare the relative merits of each fusion approach or investigate whether a multilevel fusion approach is more suitable for emotion recognition. This paper evaluates these two traditional fusion approaches and investigates multilevel fusion approach involving a both feature-level and score-level fusion, to enhance the classification performance of six different emotions. The paper is organised as follows. The details of the two audiovisual emotion corpora used is described in the next section. Section 3 describes the details of acoustic and visual feature extraction from the emotion video clips in the database, and the details of the proposed multilevel fusion approach is described in Section 4. Results of some preliminary experiments are described in Section 5 and the paper concludes with discussion in Section 7 and some conclusions and plan for further work in Section 8.
Audiovisual Emotion Data
Two different corpora -DaFEx [1, 2] and ENTERFACE [3] , with actors eliciting six different emotions were used for evaluating the proposed fusion approach.
DaFEx is an Italian audiovisual database of posed human facial expressions collected with the purpose of creating a valid benchmark for the evaluation of synthetic faces and embodied conversational agents. DaFEx can also be used as a general reference for research on emotions and facial Accepted after peer review of full paper Figure 1 shows some images from this corpus. Enterface corpus comprised English audiovisual emotion data collected by a particular project group for a European Similar Network of excellence workshop [3] . The audiovisual emotion data in this corpus was collected from 44 male and female subjects containing five utterances each for each emotion -anger, disgust, fear, happiness, sadness and surprise.
Acoustic and Visual Feature Extraction
Relatively few efforts have focused on using both facial expressions and acoustic information to recognize emotions. De Silva et al. proposed a rule-based audio-visual fusion approach, in which the outputs of the unimodal classifiers are fused at the decision-level . From audio, they used prosodic features, and from video, they used the maximum distances and velocities between six specific facial points. A similar approach was also presented by Chen et al. , in which the dominant modality, according to the subjective experiments conducted in [6] [7] , was used to resolve discrepancies between the outputs of uni-modal systems. In both studies, they concluded that the performance of the system increased when both modalities were fused. Yoshitomi et al. proposed a multimodal approach that not only considers speech and visual information, but also the thermal distribution acquired by infrared camera [17] . They argue that infrared images are not sensitive to lighting conditions, which is one of the main problems when the facial expressions are acquired with conventional cameras. They used a database recorded from a female speaker that read a single word acted in five emotional states. They integrated these three modalities at decision-level using empirically determined weights. The performance of the system was better when three modalities were used together. In [18] and [19] , a bimodal emotion recognition system was proposed to recognize six emotions, in which the audio-visual data was fused at feature-level. They used prosodic features from audio, and the position and movement of facial organs from video. The best features from both unimodal systems were used as input in the bimodal classifier. They showed that the performance significantly increased from 69.4% (video system) and 75% (audio system) to 97.2% (bimodal system). However they use a small database with only six clips per emotion, so the generalizability and robustness of the results should be tested with a larger data set.
For preliminary investigations reported in this study, we avoided using any automatic face detection and face tracking algorithms for simplicity, and performed the extraction of facial features by the use of markers.
Figure 2: Visual feature-markers and five face regions
All markers were translated in order to make a nose marker be the local coordinate center of each frame, then one frame with neutral and close-mouth head pose was picked as the reference frame. The three approximately rigid markers (manually chosen and illustrated as white points in Figure 2 ) define a local coordinate origin for each frame, and each frame was rotated to align it with the reference frame. Each data frame is divided into five blocks: forehead, eye, lower mouth, right cheek and left cheek area (see Figure 2) .
For each block, the 3D coordinate of markers in this block is concatenated together to form a data vector. Then, Principal Component Analysis (PCA) method is used to reduce the number of features per frame into a 10-dimensional vector for each area, covering more than 95% of the variation. Though The markers near the lips were shown in Figure 2 , they were not considered for actual experiments, because the articulation of the speech might be recognized as a smile, confusing the recognition of that emotion state [20] . Notice that for each frame, a 10-dimensional feature vector is obtained in each block. This local information might be used to train dynamic models such as HMM. However, in this paper we decided to use global features at utterance level for both unimodal systems, so these feature vectors were preprocessed to obtain a low dimensional feature vector per utterance. In each of the 5 blocks, the 10-dimensional features at frame level were classified using a K-nearest neighbor classifier (k=3), exploiting the fact that different emotions appear in separate clusters. Then, the number of frames that were classified for each emotion was counted, obtaining a 4-dimensional vector at utterance level, for each block. These feature vectors at utterance level take advantage not only of the spatial position of facial points, but also of global patterns shown when emotions are displayed. For example, when happiness is displayed in more than 90 percent of the frames, they are classified as happy, but when sadness is displayed even more than 50 percent of the frames, they are classified as sad. The SVM classifiers use this kind of information, improving significantly the performance of the system. Also, with this approach the facial expression features and the global acoustic features do not need to be synchronized, so they can be easily combined in a feature-level fusion. As shown in figure 3 , a separate SVM classifier was implemented for each block, so it is possible to infer which facial area gives better emotion discrimination. In addition, the 4-dimensional features vectors of the 5 blocks were added before classification, as shown in figure 3 .
The most widely used speech cues for audio emotion recognition are global-level prosodic features such as the statistics of the pitch and the intensity. Therefore, the means, the standard deviations, the ranges, the maximum values, the minimum values and the medians of the pitch and the energy were used as acoustic features. In addition, the voiced/speech and unvoiced/speech ratio were also estimated. By the use of sequential backward features selection technique, a 11-dimensional feature vector for each utterance was used as acoustic feature vector.
Audio-Visual Fusion
Six emotions -anger, disgust, fear, happiness, sadness and surprise were recognized by the use of four different approaches based on audio, facial expression bimodal, and multilevel bimodal fusion, respectively. The main purpose is to quantify the performance of unimodal systems, recognize the strengths and weaknesses of these approaches, compare different approaches to fuse these dissimilar modalities, and evaluate the proposed multilevel fusion approach to increase the overall recognition rate for different emotions. For all the experiments a support vector machine classifier (SVM) with 2nd order polynomial kernel functions [21] . Also, for all experiments, the training and testing using the corpora was done using leave-one-out cross validation method.
To fuse the facial expression features with acoustic features, three different approaches were used: feature-level fusion, in which a single classifier with features of both modalities are used (left of Figure 4a) ; score level fusion, in which a separate classifier is used for each modality, and the outputs are combined using some criteria (right of Figure 4a) ; and a multilevel fusion where feature fusion and score level fusion modules are fused with another level of fusion as shown in Figure 4b . 
Experimental Results
In this section some of the preliminary emotion recognition experiments for the unimodal acoustic and visual expression features, and fusion of these features based on feature level, score level and multilevel approaches are described. Table 1 shows the confusion matrix for recognizing four emotions based on acoustic information. For DaFEx corpus, the overall recognition performance was 70.9 %. The diagonal components of Table 1 reveal that all the emotions can be recognized with more than 64 percent of accuracy, by using only the features of the speech. However, Table 1 shows that some pairs of emotions are usually confused more. Sadness is misclassified as neutral state (22%) and vice versa (14%). The same trend appears between happiness and anger, which are mutually confused (19 %and 21 % respectively). These results agree with the human evaluations done by De Silva et al. [7] , and can be explained by similarity patterns observed in acoustic parameters of these emotions [22] . For example, speech associated with anger and happiness is characterized by longer utterance duration, shorter inter-word silence, higher pitch and energy values with wider ranges. On the other hand, in neutral and sad sentences, the energy and the pitch are usually maintained at the same level. Therefore, these emotions were difficult to be classified. For ENTERFACE corpus, the recognition performance was 5-8% lower than the DaFEx corpus, though the performance trend for individual emotion states was similar to the DaFEx corpus. Table 2 shows the performance of the emotion recognition for DaFEx corpus based on four facial expressions, for each of the five facial regions shown inn Figure 2 , and the combined facial expression classifier. This table reveals that the cheek areas give valuable information for emotion classification. It also shows that the eyebrows, which have been widely used in facial expression recognition, give the poorest performance. Also happiness seems to be classified without any mistake easy to recognize. Table 2 also reveals that the combined facial expression classifier has an accuracy of 85%, which is higher than most of the 5 facial region classifiers. For ENTERFACE database, the performance for individual facial regions showed similar trend as for DaFeX, though the performance of combined classifier was 82%. Table 3 also shows that in the facial expressions domain, anger is confused with sadness (18%) and neutral state is confused with happiness (15%). Notice that in the acoustic domain, sadness/anger and neutral /happiness can be separated with high accuracy, so it is expected that the bimodal fusion will give good performance for anger and neutral state. This table also shows that sadness is confused with neutral state (13%). Unfortunately, these two emotions are also confused in the acoustic domain (22%), so it is expected that the recognition rate of sadness in the bimodal classifiers will be poor. Other discriminating information such as contextual cues are needed. Table 4 displays the confusion matrix of the audiovisual fusion for DaFEx corpus when the facial expressions and acoustic information were fused at feature-level. The overall performance of this classifier was 89.1 percent. The overall performance of this classifier for ENTERFACE corpus was 86.1 percent. As can be observed, for both corpora, anger, happiness and neutral state are recognized with more than 90 percent of accuracy. As it was expected, the recognition rate of anger and neutral state was higher than unimodal systems. Sadness is the emotion with lower performance, which agrees with our previous analysis. This emotion is confused with neutral state (18%), because none of the modalities we considered can accurately separate these classes. Notice that the performance of happiness significantly decreased to 91 percent. Table 5 shows the confusion matrix of the score-level bimodal classifier when the product-combining criterion was used. The overall performance of this classifier was 89.0 percent for DaFEx corpus and 87.4% for ENTERFACE corpus, which is very close to the overall performance achieved by the feature-level bimodal classifier (Table 4) . However, the confusion matrices of both classifiers show important differences. Table 5 for DaFEx corpus shows that in this classifier, the recognition rate of anger (84%) and neutral states (84%) are slightly better than in the facial expression classifier (79% and 81%, Table 4 ), and significantly worse than in the feature-level bimodal classifier (95%, 92%, Table 4 ). However, happiness (98%) and sadness (90%) are recognized with high accuracy compared to the feature-level bimodal classifier (91% and 79%, Table 4 ). These results suggest that in the score-level fusion approach, the recognition rate of each emotion is increased, improving the performance of the audiovisual fusion. Table 6 shows the confusion matrix of the multilevel classifier shown in Figure 4 (b) comprising a fusion of scorelevel bimodal classifier (product-combining criterion) with acoustic features and facial expression classifiers. The overall performance of this classifier was 97.0 % for DaFEx corpus and 96.4% for ENTERFACE corpus, which is better than the overall performance achieved by both the feature-level and score level audiovisual fusion (Table 5 ). However, the confusion matrices of both classifiers show important differences. The happiness (100 %) and sadness (96%) are recognized with high accuracy compared to other fusion approaches. These results suggest that for the multi-level fusion approach, the recognition performance of each emotion is increased, improving the overall performance of the system. Further, it was observed that the ENTERFACE data performed equally good as the DaFEx data for multilevel fusion mode, which means multilevel fusion makes the system more robust irrespective of the quality of the data and recording conditions 
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Discussion
Humans use more than one modality to recognize emotions, so it can be expected that the performance of fusion of multiple modes at multiple levels will be higher than automatic unimodal systems. The results reported in this work confirm this hypothesis, since the multilevel fusion approach gave a significant improvement as compared to the performance of the acoustic or facial expression recognition schemes. The results show that pairs of emotions that were confused in one modality were easily classified in the other. For example, anger and happiness that were usually misclassified in the acoustic domain were separated with greater accuracy in the facial expression emotion classifier. Therefore, when these two modalities were fused at featurelevel, these emotions were classified with high precision. Unfortunately, sadness is confused with neutral state in both domains, so its performance was poor. Although the overall performance of the feature-level and decision-level bimodal classifiers was similar, the multilevel fusion approach resulted in better emotion recognition performance. Also, an analysis of the confusion matrices of both classifiers revealed that the recognition rate for each emotion type was totally different. For the multilevel fusion classifier, the recognition rate of each emotion increased compared to the facial expression classifier, which was the best unimodal recognition system. In the feature-level bimodal classifier, the recognition rate of anger and neutral state significantly increased. However, the recognition rate of happiness decreased 9 percent. However, the preliminary results suggested in this paper suggest that the multilevel approach seems to be best approach to fuse the modalities. Also, the results reveal that, even though the system based on audio information had poorer performance than the facial expression emotion classifier, its features have valuable information about emotions that cannot be extracted from the visual information. These results agree with the finding reported by Chen et al. [7] , which showed that audio and facial expressions data present complementary information. On the other hand, it is reasonable to expect that some characteristic patterns of the emotions can be obtained by the use of either audio or visual features. This redundant information is very valuable to improve the performance of the emotion recognition system when the features of one of the modal are inaccurately acquired as in two different emotion databases examined here. For example, if a person has beard, mustache or eyeglasses, the facial expressions will be extracted with high level of error. In that case, audio features can be used to overcome the limitation of the visual information.
Although the use of facial markers are not suitable for real applications, and an automatic face detection and feature tracking approach is needed, the preliminary analysis presented in this paper based on two emotion databases give important clues about emotion discrimination contained in different blocks of the face. The shapes and the movements of the eyebrows have been widely used for facial expression classification, the results presented in this paper show that this facial area does not provide good emotion discrimination as compared to other facial areas such as the cheeks. However, the results reported here were for just three emotion states and the neutral state -though the experiments were performed for all six emotions in the corpora. For other three emotions eyebrows do play an important role i.e. fear, disgust and surprise. Also, the experiments were conducted by using two emotion databases, where the quality of the data and the recording conditions was not similar.
Conclusions
In this paper, we reported the results of some preliminary experiments on analyzing the strengths and weaknesses of unimodal facial expression and acoustic emotion classification approaches, where some pairs of emotions are usually misclassified. We proposed an audiovisual fusion approach at multiple levels to show that most of these confusions could be resolved. The further plans for this research will be to find better methods to fuse audio-visual information that can model the dynamics of facial expressions and speech. Segmental level acoustic information can be used to trace the emotions at a frame level. Also, it might be useful to find other kind of features that describe the relationship between both modalities with respect to temporal progression. For example, the correlation between the facial motions and the contour of the pitch and the energy might be useful to discriminate emotions.
