In this paper, we propose and analyze stochastic proximal gradient methods for minimizing a non-convex objective that consists of a smooth non-convex loss and a non-smooth non-convex regularizer. Surprisingly, these methods are as simple as those proposed for handling convex regularizers, and enjoy the same complexities as those for solving convex regularized non-convex problems in terms of finding an approximate stationary point. Our results improve upon the-state-of-art results for solving non-smooth non-convex regularized problems in (Xu et al., 2018a; Metel and Takeda, 2019) . In addition, we extend our results to stochastic proximal gradient with momentum methods such as heavy-ball and Nesterov's accelerated gradient.
Introduction
In this work, we consider the following stochastic non-smooth non-convex optimization problem:
where ξ is a random variable, f (x) : R d → R is a smooth non-convex function, and r(x) : R d → R is a proper non-smooth non-convex lower-semicontinuous function. An important example of problem (1) in machine learning is in the following finite-sum form:
where n is the number of data samples. In the sequel, we refer to the problem (1) with a finite-sum structure as in the finite-sum setting and as in the online setting otherwise. The family of optimization problems with a non-convex smooth loss and a non-convex nonsmooth regularizer is important and broad in engineering, machine learning and statistics. (Xu et al., 2018a) O(nǫ −3 ) PM, LC Finite-sum SSDC-SVRG (Xu et al., 2018a) O(nǫ −4 ) PM, FV Finite-sum SPGA (this work) O(n 1/2 ǫ −2 + n) PM Finite-sum SPMA (this work) O(n 1/2 ǫ −2 + n) PM Examples of smooth non-convex losses include non-linear square loss with a sigmoid function for classification and truncated square loss (Xu et al., 2018b) for regression. Examples of non-smooth non-convex regualerizers include ℓ p (0 ≤ p < 1) norm, smoothly clipped absolute deviation (SCAD) (Fan and Li, 2001 ), log-sum penalty (LSP) (Candès et al., 2008) , minimax concave penalty (MCP) (Zhang, 2010) and transformed ℓ 1 norm (Zhang and Xin, 2018) . Stochastic optimization for the considered problem with a non-smooth non-convex regularizer is still under-explored. In the literature, a non-smooth non-convex optimization problem with a convex regularizer has been extensively studied in both online setting (Ghadimi et al., 2016; Davis and Drusvyatskiy, 2019; Wang et al., 2018; Pham et al., 2019) and finite-sum setting (Defazio et al., 2014; Reddi et al., 2016; Allen-Zhu, 2017; Paquette et al., 2018; Chen and Yang, 2018; Wang et al., 2018; Pham et al., 2019) . However, the presence of non-smooth non-convex functions r makes the analysis more challenging, which renders these previous analysis not applicable. A special case of non-convex r that can be written as a DC (Difference of Convex) function, i.e., r(x) = r 1 (x) − r 2 (x) with r 1 and r 2 being convex, has been recently tackled by several studies with stochastic algorithms (Xu et al., 2018a; Nitanda and Suzuki, 2017; Thi et al., 2017) .
In this paper, we focus on first-order stochastic algorithms for solving the problem (1) with a general non-smooth non-convex regularizer and study their non-asymptotic convergence rates. Although in the literature there are plenty of studies devoted to this problem (Attouch et al., 2013; Bolte et al., 2014; Zhong and Kwok, 2014; Li and Pong, 2015; Li and Lin, 2015; Yu et al., 2015; Bot et al., 2016; An and Nam, 2017; Yang, 2018; Liu et al., 2017) , they are restricted to deterministic algorithms and asymptotic or local convergence analysis. Regarding stochastic algorithms, Davis et al. (2018) proposed a proximal stochas-tic subgradient menthod and established asymptotic convergence results of the iterates to first-order stationary point under descent condition on objective function. To the best of our knowledge, Xu et al. (2018a) is the first work that presents stochastic algorithms with non-asymptotic convergence results for finding an approximate critical point of a non-convex problem with a non-convex non-smooth regularizer. Indeed, they considered a more general problem in which f is a DC function and assumed that the second component of the DC decomposition of f has a Hölder-continuous gradient. They proposed stagewise stochastic DC (SSDC) algorithms for solving their considered problems, which can employ different stochastic algorithms (e.g., stochastic proximal gradient method, adaptive gradient method, stochastic variance reduction methods) for solving constructed strongly convex and smooth problems at each stage. Their convergence results are the state-of-the-art for stochastic optimization of the problem (1) in the online setting. Metel and Takeda (2019) presented two algorithms, namely mini-batch stochastic gradient algorithm (MBSGA) and variance reduced stochastic gradient algorithm (VRSGA), for solving (1) and (2) with an improved complexity for the finite-sum setting.
In this paper, we present simple stochastic proximal gradient methods with better complexities than that presented in (Xu et al., 2018a; Metel and Takeda, 2019) in both the online setting and the finite-sum setting. A key difference from these two studies is that we directly handle the non-smooth non-convex regularizer by using its proximal mapping. In contrast, Xu et al. (2018a) ; Metel and Takeda (2019) use a Moreau envelope to approximate the regularizer, which can be written as a DC function. As a result, they have to carefully control the approximation parameter, which also has a negative impact on the convergence rate. Without introducing this approximation, our algorithms can enjoy faster convergence. As extensions of our results, we also present simple stochastic proximal gradient with momentum methods (e.g., heavy-ball, Nesterov's accelerated gradient) and establish their non-asymptotic convergence results. We summarize the complexity results of different algorithms for finding an ǫ-stationary solution in Table 1 .
Preliminaries
In this section, we present some preliminaries. Let x denote the Euclidean norm of a vector x ∈ R d . We let |S| be the number of elements in set S. We set dist(x, S) as the distance between the vector x and set S. Let denote by∂h(x) the Fréchet subgradient and ∂h(x) the limiting subgradient of a non-convex function h(x) :
where x h − →x means x →x and h(x) → h(x). We aim to find an ǫ-stationary point of problem (1), i.e., to find a solution x such that
Since f is differentiable, then we have∂F (x) =∂(f + r)(x) = ∇f (x) +∂r(x) (see Exercise 8.8, (Rockafellar and Wets, 1998) ). Thus, it is equivalent to find a solution x satisfying
For problem (1), we make the following basic assumptions, which are standard in the literature on stochastic gradient methods for non-convex optimization.
Assumption 1 Assume the following conditions hold:
(ii) There exists a constant
(iii) Given an initial point x 0 , there exists ∆ < ∞ such that F (x 0 ) − F (x * ) ≤ ∆, where x * denotes the global minimum of (1).
is smooth with a L-Lipchitz continuous gradient, i.e., it is differentiable and there exists a constant
In addition, we assume r(x) is simple enough such that its proximal mapping exists and can be obtained efficiently:
This assumption is standard to proximal algorithms for non-convex functions (Attouch et al., 2013; Bredies et al., 2015; Li and Pong, 2016) . The notation arg min denotes the set of minimizers. In the view of assumption the proper, lower-semicontinuous and coercive of r(x) imply that the set prox ηr [x] is not empty (Attouch et al., 2013; Bredies et al., 2015) . The closed form examples of proximal mapping for non-convex functions include hard thresholding for ℓ 0 regularizer (Attouch et al., 2013) and ℓ p thresholding for ℓ 1/2 regularizer (Xu et al., 2012) and ℓ 2/3 regularizer (Cao et al., 2013 ). An immediate difficulty in solving problem (1) is the presence of non-smoothness nonconvexity in the regularizer r(x). To deal with this issue, Xu et al. (2018a); Metel and Takeda (2019) use the the Moreau envelope of r to approximate r, which is defined as
where µ > 0 is an approximation parameter. It has been shown that the Moreau envelope of r(x) is a DC function:
, where R µ (x) is convex since it is the max of convex functions in terms of x. Instead of solving the problem (1) directly, their idea is to solve the following approximated problem:
x t+1 ∈ prox ηr [x t − η∇f (x t )] 4: end for 5: Output: x R , where R is uniformly sampled from {1, . . . , T }.
It is notable that this idea was originally due to Liu et al. (2017) , and was recently adopted in (Xu et al., 2018a; Metel and Takeda, 2019) for developing stochastic algorithms with non-asymptotic convergence results. However, this is a bad idea which introduces the approximation error on one hand and slows down the convergence on the other hand. For example, Metel and Takeda (2019) consider algorithms that update the solution based on a smooth function that is constructed by linearizing the term R µ (x). As a result, the smoothness constant of the resulting function is proportional to 1/µ. In order to maintain a small approximation error, µ has to be a small value which amplifies the smoothness constant dramatically.
In this paper, we consider a direct approach that updates the solution simply by a stochastic proximal gradient update:
where g t is a stochastic gradient of ∇f (x t ) with well-controlled variance, and η is a step size.
Warm-up: Proximal Gradient Descent Method
As a warm-up, we first present the analysis of the deterministic proximal gradient descent (PGD) method (also known as forward-backward splitting, FBS), which updates the solutions for t = 0, . . . , T − 1 iteratively given an initial solution x 0 :
where η = c L with 0 < c < 1. After T iterations, the output of PGD is x R , where R is uniformly sampled from {1, . . . , T }. We present the detailed updates of PGD in Algorithm 1. When r is an indicator function I C of a closed convex set C ⊂ R d , then Algorithm 1 becomes projected gradient method for solving the problem min x∈C f (x). We summarize the nonasymptotic convergence result of PGD in the following theorem. 
The iteration complexity is O(1/ǫ 2 ).
Remark: It is notable that this complexity result is optimal according to (Carmon et al., 2017) . Same complexity can be found in (Nesterov, 2013) for solving problem (1) when r(x) is convex. Proof Based on the update of Algorithm 1, by Exercise 8.8 and Theorem 10.1 of (Rockafellar and Wets, 1998) we know
which implies that
By the update of (7), we also have
Since f (x) is smooth with parameter L, then
Combining these two inequalities (9) and (10) and using the fact that
By summing the above inequalities across t = 0, . . . , T − 1 and using F (x * ) ≤ F (x) for any x ∈ R d and the Assumption 1 (iii), we know
By Young's inequality a ± b 2 ≤ 2 a 2 + 2 b 2 and the smoothness of f (x),
Therefore, summing the above inequalities across t = 0, . . . , T − 1 and using the inequality (12) with 1/η − L > 0,
then by the fact that R is uniformly sampled from {1, . . . , T },
By using the fact that
Remark: By the setting of η, it is easy to know from (11) that F (x t ) ≥ F (x t+1 ), showing that PGD makes sure the objective value of the considered problem is not increasing. It is worth mentioning that based on the sampling method of R, E[dist(0,∂F (x R ))] can be upper bounded by the term
, which is the key to our analysis. To upper bound the term
, we employ (11) by telescoping sum. For stochastic algorithms, there will be an additional term, i.e., the sum of variance of stochastic gradients, in the upper bound of E[dist(0,∂F (x R ))]. In the next section, we will present our proposed new stochastic algorithms for solving problem (1) that use the mini-batching techniques to control the variance of stochastic gradients.
Mini-Batch Stochastic Proximal Gradient Methods
In this and next section, we analyze mini-batch stochastic proximal gradient methods that use a stochastic gradient g t for updating the solution. The key idea of the two methods is to control the variance of the stochastic gradient properly.
We present the detailed updates of the first algorithm (named MB-SPG) in Algorithm 2, which is to update the solution based on a mini-batched stochastic gradient of f (x) at the t-th iteration and the proximal mapping of r(x). We first present a general convergence result of Algorithm 2. 
where c 1 =
and c 2 = 6−4c 1−2c are two positive constants.
Draw samples S t , let g t = 1 mt mt it=1 ∇f (x t ; ξ it ), where m t = |S t | 4:
x t+1 ∈ prox ηr [x t − ηg t ] 5: end for 6: Output: x R , where R is uniformly sampled from {1, . . . , T }.
Proof Recall that the update of x t+1 is
then by Exercise 8.8 and Theorem 10.1 of (Rockafellar and Wets, 1998) we know
By the update of x t+1 in Algorithm 1, we also have
Combining these two inequalities (14) and (15) we get
That is
where the last inequality uses Young's inequality a, b ≤ 1 2 a 2 + 1 2 b 2 . Then by rearranging above inequality and summing it across t = 0, . . . , T − 1, we have 1 − 2ηL 2η
where the second inequality uses the fact that F (x * ) ≤ F (x) for any x ∈ R d and the last inequality uses the Assumption 1 (iii).
On the other hand, by (16) we get
Since
η 2 x t+1 − x t 2 , then plugging above inequality into (18) and rearranging it we have
where the second inequality is due to Young's inequality a ± b 2 ≤ 2 a 2 + 2 b 2 ; the last inequality is due to the Assumption 1 (iv) of ∇f (x) − ∇f (y) ≤ L x − y for any x, y ∈ R d and Cauchy-Schwartz inequality. By summing up t = 0, 1, . . . , T − 1, we have
where the second inequality is due to
Combining above inequality with (13) and (17) and taking the expectation, we have
where 0 < c < 1 2 .
Next, we present two corollaries by using increasing mini-batch sizes and a constant mini-batch size.
Corollary 1 (increasing mini-batch sizes) Suppose Assumption 1 holds, run MB-SPG (Algorithm 2) with η = c L (0 < c < 1 2 ) and a sequence of mini-batch sizes m t = b(t + 1) for t = 0, . . . , T − 1, where b > 0 is a constant, then the output x R of Algorithm 2 satisfies
and c 2 = 6−4c 1−2c are two positive constants. In particular in order to have E[dist(0,∂F (x R ))] ≤ ǫ, it suffices to set T = O(1/ǫ 2 ). The total complexity is O(1/ǫ 4 ).
Algorithm 3 Stochastic Proximal Gradient with SPIDER/SARAH
if mod(t, q) == 0 then
4:
Draw samples S 1 , let g t = ∇f S 1 (x t ) // For finite-sum setting, |S 1 | = n 5:
x t+1 ∈ prox ηr [x t − ηg t ] 9: end for 10: Output: x R , where R is uniformly sampled from {1, . . . , T }.
Corollary 2 (constant mini-batch size) Suppose Assumption 1 holds, run proxSG (Algorithm 2) with η = c L (0 < c < 1 2 ) and a constant mini-batch size m t = bT for t = 0, . . . , T − 1, where b > 0 is a constant, then the output x R of Algorithm 2 satisfies
and c 2 = 6−4c 1−2c are two positive constants. In particular in order to
Remark: Although using an increasing mini-batch sizes has an additional logarithmic factor in the complexity than that using a constant mini-batch size, it should be more practical and user-friendly.
Stochastic Proximal Gradient Methods with SPIDER/SARAH
In this section, we adopt the novel recursive stochastic gradient update framework to tackle the stochastic variance with a better complexity inspired by the SARAH and SPIDER algorithms. We present the detailed updates of the proposed algorithm in Algorithm 3, where the stochastic gradient estimate g t is periodically updated by adding current stochastic gradient ∇f S 2 (x t ) and subtracting the past stochastic gradient ∇f S 2 (x t−1 ) from g t−1 . To the best of our knowledge, this framework was firstly introduced in SARAH (Nguyen et al., 2017a,b) for solving convex/nonconvex smooth finite-sum problems with r(x) = 0. Another algorithm so-called SPIDER with same recursive framework was proposed in (Fang et al., 2018) for solving non-convex smooth problems with r(x) = 0 both in finite-sum and online settings. One difference is that SPIDER uses normalized gradient update with step size Wang et al. (2018) and Pham et al. (2019) respectively extended SPIDER and SARAH to their proximal versions for solving non-convex smooth problems with convex non-smooth regularizer r(x). By contrast, we consider more challenging problems in this paper, i.e., non-convex non-smooth regularized non-convex smooth problems. In particular, we use SARAH/SPIDER estimator to compute a variance-reduced stochastic gradient in the proposed algorithm, which is referred to as SPGA. In order to use the SARAH/SPIDER technique to construct a variance-reduced stochastic gradient of f , we need additional assumption, which is also used in previous studies (Nguyen et al., 2017b; Fang et al., 2018; Wang et al., 2018; Pham et al., 2019) .
Assumption 2 Assume that every random function f (x; ξ) is smooth with a L-Lipchitz continuous gradient, i.e., it is differentiable and there exists a constant L > 0 such that
First, we present a general non-asymptotic convergence result of SPGA, which is summarized below.
Theorem 3 Suppose Assumptions 1 and 2 hold, run Algorithm 3 with η = c L (0 < c < 1 3 ) and q = |S 2 |, then the output x R of Algorithm 3 satisfies
are two positive constants.
Although the SARAH/SPIDER updates used in Algorithm 3 is similar to that used in (Wang et al., 2018; Pham et al., 2019) for handling convex regularizers, our analysis has some key differences from that in (Wang et al., 2018; Pham et al., 2019) . In particular, the analysis in (Wang et al., 2018; Pham et al., 2019) heavily relies on the convexity of the regularizer. In addition, they proved the convergence of the proximal gradient defined as
, while we directly prove the convergence of the subgradient∂F (x). The convergence of the proximal gradient only implies a weak convergence of subgradient (i.e., a solution x which satisfies G η (x) ≤ ǫ indicates that it is close to a solution
Before starting the proof, we present the error bound of the SARAH/SPIDER estimator in the following lemma from (Fang et al., 2018 ) that will be used in the proof.
Lemma 4 (Lemma 1 (Fang et al., 2018) ) Suppose that Assumptions 1 and 2 hold, then for any t such that (n t − 1)q ≤ t ≤ n t q − 1 with n t = ⌈t/q⌉ in Algorithm 3, we have
Proof [of Theorem 3] Similar to the proof of Theorem 2 we have
And we also have
where the second inequality uses Young's inequality a, b ≤ 1 2 a 2 + 1 2 b 2 . By taking the expectation on both sides of above inequality, we get
Next, we want to upper bound the variance term E[ g t − ∇f (x t ) 2 ] by using Lemma 1 of (Fang et al., 2018) . In particular, by Lemma 4, for any t such that (n t − 1)q ≤ t ≤ n t q − 1 with n t = ⌈t/q⌉ in Algorithm 3, we have
Plugging inequality (22) into inequality (21),
By the updates of Algorithm 3, under Assumption 1 (ii) we have
Then inequality (23) implies that
For any t such that (n t − 1)q ≤ t ≤ n t q − 1, we take the telescoping sum of (25) over t from (n t − 1)q to t.
where the second inequality is due to j ≤ t; the third inequality is due to
By the setting of η such that θ > 0, therefore above inequality becomes
where the second inequality is due to F (x * ) = min x∈R d F (x); the last inequality is due to Assumption 1 (iii). On the other hand, similar to the proof of Theorem 2 we also have
By taking the expectation on both sides of above inequality, we get
Plugging inequality (22) into inequality (27),
Therefore, we have
For any t such that (n t − 1)q ≤ t ≤ n t q − 1, we take the telescoping sum of (28) over t from (n t − 1)q to t.
Dividing by T on both sides of above inequality and rearranging it we have
Combining above inequality with (19) and (26) and taking the expectation, we have are two positive constants. The total complexity is O(ǫ −3 ).
Proof The result can be obtained from Theorem 3. The total complexity is are two positive constants. The total complexity is O( √ nǫ −2 + n).
Remark: It is notable that the above complexity result is near-optimal according to (Fang et al., 2018; Zhou and Gu, 2019) for the finite-sum setting. For same special cases of r(x), similar complexities have been established when r(x) = 0 (Fang et al., 2018; 2 or when r(x) is convex (Wang et al., 2018; Pham et al., 2019) . Proof The proof can be obtained by a slight change in the proof of Theorem 3 using the fact that
2. The complexity of SNVRG in is
where O(·) suppresses a logarithmic factor. Draw samples S 1,s , let
x t+1 ∈ prox ηr [x t − ηg t ] 6:
for q = 2, . . . , bs do 8:
x t+1 ∈ prox ηr [x t − ηg t ] 10:
end for 12: end for 13: Output: x R , where R is uniformly sampled from {1, . . . , T }.
The total complexity is
|S 2 |T + |S 1 | T q ≤|S 2 |T + |S 1 | T q + |S 1 | = √ n · (2θ + γη)∆ ηθǫ 2 + n · (2θ + γη)∆ ηθǫ 2 · 1 n + n =O( √ nǫ −2 + n).
SPGA with Increasing Mini-Batch Sizes
When ǫ is small enough, the mini-batch sizes |S 1 | = |S 2 | 2 = O(1/ǫ 2 ) in SPGA could be inconceivable large. In this subsection, we will propose a practical variant of SPGA, namely SPGA-imb, which uses increasing mini-batch sizes. The detailed updates are presented in Algorithm 4, where we divide the whole progress into S stages, and for each stage s ∈ [S], the mini-batch sizes |S 1 | and |S 2 | are set to be b 2 s 2 and bs, respectively, where b ≥ 1 is a constant. We summarize the non-asymptotic convergence result of SPGA-imb in the following theorem. 
are two positive constants. In particular in order to have E[dist(0,∂F (x R ))] ≤ ǫ, it suffices to set T = O(1/ǫ 2 ). The total complexity is O(1/ǫ 3 ).
Proof Following the similar analysis of Theorem 3 we have
We want to upper bound the variance term
by using Lemma 1 of (Fang et al., 2018) . By the updates of Algorithm 4 we know it can be written as
In particular, by Lemma 4, for any t such that s(s − 1)b/2 ≤ t ≤ s(s + 1)b/2 − 1 in Algorithm 4, we have
where the second inequality is due to Assumption 1 (ii). For any t such that s(s − 1)b/2 ≤ t ≤ s(s + 1)b/2 − 1, we take the telescoping sum of (32) over t from s(s − 1)b/2 to t.
where the second inequality is due to j ≤ t; the third inequality is due to s(s − 1)b/2 ≤ t ≤ s(s + 1)b/2 − 1; the last equality is due to |S 1,s | = b 2 s 2 and |S 2,s | = bs. Plugging inequality (33) into equality (31), we get
Plugging above inequality (34) into inequality (30) we then have
Rearranging the inequality (35), we know
where θ :=
1−3ηL 2η
> 0. On the other hand, similar to the proof of Theorem 3 by (27) we also have
Plugging inequality (34) into inequality (37),
where
η , the last inequality is due to (36). Combining above inequality with the fact that ∇f (
and taking the expectation, we have
where the last second inequality is due to S s=1 1 s ≤ log(S) + 1; the last inequality is due to
> 0.
Stochastic Proximal Gradient with Momentum Methods
Momentum methods (e.g., heavy-ball method (Polyak, 1964 ) and Nesterov's accelerated gradient method (Nesterov, 1983) ) and their stochastic versions (e.g., unified momentum methods (Yan et al., 2018) ) have been widely used in machine learning, deep neural network, image processing and matrix completion. However, the non-asymptotic convergence results of momentum methods for solving the problem (1) are still unclear. As extensions of Sections 3 and 4, we will propose SPG with momentum methods and establish their theoretical convergence rates for solving the problem (1) in this section. Although the results in this section are similar to that of SPG methods in previous sections, the non-asymptotic converegnce results of SPG with momentum methods for solving problem (1) are still unclear and SPG with momentum menthods should be more practical than SPG methods in real applications. Similarly, we start with the deterministic method as a warm-up, and then we extend it into stochastic version in next subsection. Finally, we apply SARAH/SPIDER updates to get improved convergence results.
Warm-up: Proximal Gradient with Momentum Methods
Momentum methods are firstly proposed in deterministic convex optimization and enjoy optimal converegnce rate for smooth and convex problems. Polyak (1964) proposed a heavyball (HB) method that updaets the current solution along the negative gradient direction but also uses the difference of two previous solutions as an adjusted direction. If we consider a special case of problem (1) with r(x) = 0 and f (x) is convex, then the updates of HB method are given by the following euqtions for t = 0, 1, . . . with initials x 0 = x −1 :
HB:
where η > 0 is a stepsize and β ∈ (0, 1) is a momentum parameter. Later on, Nesterov (1983) developped another momentum method namely accelerated gradient (NAG) method whose updates can be formulated in the following equations for t = 0, 1, . . . with initials x 0 = y 0 :
NAG: y t+1 =x t − η∇f (x t ),
where η > 0 is a stepsize and β ∈ (0, 1) is a momentum parameter. After the seminal work of NAG, several different acclerated methods have been proposed by many researchers (e.g., (Tseng, 2008; Beck and Teboulle, 2009) ). Following by (Yan et al., 2018) , HB and NAG can be writted as a unified momentum (UM) method for t = 0, 1, . . . with initials x 0 = y s 0 :
UM:
where η > 0 is a stepsize, β ∈ [0, 1) is a momentum parameter, and s ≥ 0. It is easy to see that UM reduces to GD, HB and NAG methods by setting s = 1 1−β , s = 0 and s = 1, respectively (Yan et al., 2018) . Let denote by the momentum term
then the updates of UM become
Algorithm 5 x t+1 ∈ prox ηr [x t −η(∇f (x t )−v t )], where v t = β η (x t −x t−1 +sη∇f (x t−1 )−sη∇f (x t )). 5: end for 6: Output: x R , where R is uniformly sampled from {1, . . . , T }.
To solve problem (1), we consider the following upadate of proximal gradient with momentum (PGM) method:
where v t is defined in (42), η = c L > 0 is a stepsize. After T iterations, the output of PGM is x R , where R is uniformly sampled from {1, . . . , T }. When s = 0, the update of (44) is same as the iPiano algorithm proposed in (Ochs et al., 2014) ; while s = 1, the update of (44) is same as the proximal gradient algorithm with extrapolation proposed in (Wen et al., 2017) and is also similar to pDCAe algorithm proposed in (Wen et al., 2018) . Thus PGM is more general. We present the detailed updates of PGM in Algorithm 5.
The main challenge in analyzing the momentum based proximal gradient methods is that the objective function does not decrease monotonically as PGD does. For example, the descent property of PGD can be easily shown based on the following inequality with stepsize η <
Then one can take telescoping sum to upper boundthe term
, which is the key to establishing convergence result. Therefore, construncting such a "descent inequality" (45) is very important to our analysis. To deal with this issue in momentum based methods, several Lyapunov functions (Lyapunov, 1992) have been employed (see (Zavriev and Kostyuk, 1993; Ochs et al., 2014; Wen et al., 2017; Bansal and Gupta, 2017; Taylor et al., 2018) for examples). Inspired by this idea, we construct a Lyapunove function H t in this way:
where λ > 0 is a constant that may depends on s, β, η, L. Then we will have the following "descent inequality":
showing that the Lyapunove function H t will decrease monotonically by carefully setting the momentum parameters β and stepsize η. Then one can easily upper bound the term
by taking telescoping sum of (47). We summarize the non-asymptotic convergence result of PGM in the following theorem.
Theorem 6 Suppose Assumption 1 (iii) and (iv) hold, run Algorithm 5 with η = c L where c satisfying 1−(2+s+sc 2 )β−c > 0, 0 < c < 1, β ∈ [0, 1), and let T =
Remark: It is notable that this complexity result is optimal according to (Carmon et al., 2017) . When r(x) is convex in (1), a similar complexity can be achieved by iPiano algorithm (Ochs et al., 2014) , which is a special case of PGM algorithm here (i.e. s = 0). For general problem (1), several convegence rates for different momentum methods are established under the Kurddyka-Łojasiewicz (KL) assumption. For example, Li and Lin (2015) developed Monotone APG algorithm with convergence rate by further assuming that f (x) and r(x) satisfy KL property. In addition, Ochs (2018) provided convergence rates for iPiano algorithm under an additional assumption of the function H(x, y) = F (x) + κ x − y 2 has KL property, where F (x) is the objective function in (1) and κ > 0 is a constant. Next, we give several remarks about the values of c and β for different algorithms to ensure 1 − (2 + s + sc 2 )β − c > 0. When s = 0 (HB), then one can select 0 < β < 1 2 and 0 < c < 1 − 2β. When s = 1 (NAG), we need 0 < β < for NAG. Proof See Appendix A.
Mini-Batch Stochastic Proximal Momentum Methods
In this and next subsection, we analyze stochastic versions of PGM methods that use a stochastic gradient g t for updating the solution. The mini-batch technique will be used to control the variance of the stochastic gradient. We present the detailed updating steps of the first algorithm in Algorithm 6, which is referred to as mini-batch stochastic proximal momentum (MB-SPM) method. Similar to the analysis of PGM, we also introduce a Lyapunov function in the proof. We present the non-asymptotic convergence results of Algorithm 6 in the following theorem.
Theorem 7 Suppose Assumption 1 holds, run Algorithm 6 with η = c L > 0 where c satisfaying ϑ := 1 − 2c − 5β − 4βs 2 c 2 > 0, 0 < c < 1, 0 ≤ β < 1, then the output x R of Algorithm 6 satisfies
where c 1 = (18+12s 2 )(1+12s 2 cβ) cϑ and c 2 = 36+24s 2 +2ϑ ϑ are two positive constants. In particular, we have the following two results:
⋄ set g −1 = g 0 in implementation 3: for t = 0, 1, . . . , T − 1 do
4:
Draw samples S t , let g t = 1 mt mt it=1 ∇f (x t ; ξ it ), where m t = |S t | 5:
, where v t = β η (x t − x t−1 + sηg t−1 − sηg t ). 6: end for 7: Output: x R , where R is uniformly sampled from {1, . . . , T }.
• (increasing mini-batch sizes) If Algorithm 6 runs with a sequence of mini-batch sizes m t = b(t + 1) for t = 0, . . . , T − 1, where b > 0 is a constant, then
In order to have E[dist(0,∂F (x R ))] ≤ ǫ, it suffices to set T = O(1/ǫ 2 ). The total complexity is O(1/ǫ 4 ).
• (constant mini-batch size) If Algorithm 6 runs with a constant mini-batch size m t = bT for t = 0, . . . , T − 1, where b > 0 is a constant, then
Remark: Although using an increasing mini-batch sizes has an additional logarithmic factor in the complexity than that using a constant mini-batch size, it should be more practical and user-friendly. It is notable that Yan et al. (2018) have established same complexity of O(1/ǫ 4 ) when r(x) = 0, which is a special case of our considered problems. Next, we give several remarks about the values of c and β for different algorithms to ensure ϑ > 0. When s = 0 (HB), then one can select 0 < β < for NAG. Proof See Appendix B.
Stochastic Proximal Momentum Methods with SPIDER/SARAH
In this subsection, we use the SARAH/SPIDER technique to construct a variancereduced stochastic gradient of f . The detailed updates are presented in Algorithm 7. In order to establish convergence results, we need additional Assumption 2 and Lemma 4, which are introduced in Scetion 4. We summarize the non-asymptotic convergence results of SPMA as follows. if mod(t, q) == 0 then
5:
Draw samples S 1 , let g t = ∇f S 1 (x t ) // For finite-sum setting, |S 1 | = n 6:
10: end for 11: Output: x R , where R is uniformly sampled from {1, . . . , T }.
Theorem 8 Suppose Assumptions 1 and 2 hold, run Algorithm 7 with q = |S 2 | and η = c L with c satisfaying ϑ := 1 − 2c − 5β − 4βs 2 c 2 > 0, 0 < c < 1, 0 ≤ β < 1, then the output x R of Algorithm 7 satisfies
where γ = L 2 (3 + 36s 2 β 2 ) + , then
The total complexity is O(ǫ −3 ).
• (Finite-sum setting) If Algorithm 7 runs with q = |S 2 | = |S 1 |, |S 1 | = n, and
, then the output x R of Algorithm 3 satisfies
The total complexity is O( √ nǫ −2 + n).
Remark: It is notable that the above complexity result for finite-sum setting is nearoptimal according to (Fang et al., 2018; Zhou and Gu, 2019) for the finite-sum setting. Next, we give several remarks about the values of c and β for different algorithms to ensure ϑ > 0 and θ > 0, or equavilantly 1 − 3c − 5β − 16βs 2 c 2 > 0. When s = 0 (HB), then one can select 0 < β < Draw samples S 1,s , let g t = ∇f S 1,s (x t ) ⋄ |S 1,s | = b 2 s 2 5:
, where v t = β η (x t − x t−1 + sηg t−1 − sηg t ).
6:
for q = 1, . . . , bs do
8:
Draw samples S 2,s , let g t = ∇f S 2,s (x t ) − ∇f S 2,s (x t−1 ) + g t−1 ⋄ |S 2,s | = bs 9:
10:
Proof See Appendix C.
Finally, we can also propose a practical variant of SPMA, namely SPMA-imb, which uses increasing mini-batch sizes. The detailed updates are presented in Algorithm 8. The following theorem summarizes the non-asymptotic convergence result of SPMA-imb.
Theorem 9 Suppose Assumptions 1 and 2 hold, run Algorithm 8 with η = c L where c satisfaying ϑ := 1 − 2c − 5β − 4βs 2 c 2 > 0, 0 < c < 1, 0 ≤ β < 1 and S satisfying bS(S + 1)/2 = T , then the output x R of Algorithm 8 satisfies
where γ = L 2 (3 + 36s 2 β 2 ) + Proof The proof can be easily obtained by the proofs of Theorems 5 and 8.
Conclusions
We have presented simple mini-batch stochastic proximal gradient methods for solving a non-convex optimization problem with a smooth loss function and a non-smooth non-convex regularizer. Our algorithms enjoy improved complexities than the state-of-the-art results.
In addition, we have extended the results to stochastic proximal gradient with momentum methods such as heavy-ball and Nesterov's accelerated gradient.
Appendix A. Proof of Theorem 6
Based on the update of Algorithm 5, by Exercise 8.8 and Theorem 10.1 of (Rockafellar and Wets, 1998) we know
By the update of (44), we also have
Combining these two inequalities (49) and (50) and using the fact that F (x) = f (x) + r(x), we get
Let's consider the last term in above inequality.
where the first inequality is due to Young's inequality a, b ≤ 1 2 a 2 + 1 2 b 2 and the last ienquality is due the smoothness of f (x). Plugging inequality (52) into inequality (51) we
Let
x t − x t−1 2 , then rearranging the inequality (53) we will have
On the other hand, by Young's inequality a ± b ± c 2 ≤ 3 a 2 + 3 b 2 + 3 c 2 and the smoothness of f (x),
where the second inequality is due to Young's inequality a, b ≤ 1 2 a 2 + 1 2 b 2 and the last ienquality is due the smoothness of f (x). Therefore, summing the above inequalities across t = 0, . . . , T − 1 and using the inequality (55) with 1/η − L > 0,
By (48) we know
By the setting of η = c L with c satisfying 1 − (2 + s + sc 2 )β − c > 0 and c > 0, and β ∈ [0, 1), and let T =
Appendix B. Proof of Theorem 7
Recall that the update of x t+1 is
where v t = β η (x t − x t−1 + sηg t−1 − sηg t ), then by Exercise 8.8 and Theorem 10.1 of (Rockafellar and Wets, 1998) we know
By the update of x t+1 in Algorithm 6, we also have
Combining these two inequalities (57) and (58) we get
That is 1 − ηL 2η
where the second inequality uses Young's inequality a, b ≤ 1 2 a 2 + 1 2 b 2 . Let's consider the last term in above inequality:
where the second inequality is due to the smoothness of f (x). Then by plugging inequality (61) into inequality (60), we get
where the last inequality is due to ηL < 1 and β < 1. By summing up t = 0, 1, . . . , T − 1, we have 
where the fourth inequality is due to F (x * ) ≤ F (x T ); the last inequality holds by Assumption 1(iii) of F (x 0 ) − F (x * ) ≤ ∆. Combining above inequality with (56) and (64) where ϑ = 1 − 2ηL − 5β − 4βs 2 η 2 L 2 > 0.
Next, we want to upper bound the variance term E[ g t − ∇f (x t ) 2 ] by using Lemma 1 of (Fang et al., 2018) . In particular, by Lemma 4, for any t such that (n t − 1)q ≤ t ≤ n t q − 1 with n t = ⌈t/q⌉ in Algorithm 7, we have
where the last inequality is due to the updates of Algorithm 7 and Assumption 1 (ii). For any t such that (n t − 1)q ≤ t ≤ n t q − 1, we take thesum of (70) over t from (n t − 1)q to t. where the second inequality is due to j ≤ t; the third inequality is due to (n t − 1)q ≤ t ≤ n t q − 1. Then
Plugging inequality (71) into inequality (69),
Dividing by T on both sided of inequality (72) and rearranging it we will get
where θ = ϑ 2η − (1+12s 2 ηLβ)Lq 2|S 2 | > 0 and ϑ = 1 − 2ηL − 5β − 4βs 2 η 2 L 2 > 0; the last inequality is due to Assumption 1 (iii).
On the other hand, similar to the proof of Theorem 7, by (66) 
where H t = F (x t ) + 6β 2 (1+s 2 η 2 L 2 ) η x t − x t−1 2 . By taking the expectation on both sides of above inequality and summing up from t = 0, . . . , T − 1, we get
≤(3 + 12s 2 β 2 ) 
Plugging inequality (71) into inequality (75) and dividing by T , > 0 and ϑ = 1 − 2ηL − 5β − 4βs 2 η 2 L 2 > 0.
