Approximating the inference probability Pr X = xjE = e] in any sense, even for a single evidence node E, is NP-hard. This result holds for belief networks that are allowed to contain extreme conditional probabilities|that is, conditional probabilities arbitrarily close to 0. Nevertheless, all previous approximation algorithms have failed to approximate e ciently many inferences, even for belief networks without extreme conditional probabilities.
Approximation Algorithms
Belief networks are powerful graphical representations of probabilistic dependencies among domain variables. Belief networks have beenused successfully in many realworld problems in diagnosis, prediction, and forecasting (for example, papers included in 1, 2 ] ) . Various exact algorithms exist for probabilistic inference in belief networks 19, 21, 27] . For a few special classes of belief networks, these algorithms can be shown to compute conditional probabilities e ciently. Cooper 6] , however, showed that exact probabilistic inference for general belief networks is NP-hard. Cooper 's result prompted constructions of approximation algorithms for probabilistic inference that trade o complexity i n r u n n i n g time for the accuracy of computation. These algorithms comprise simulation-based and searchbased approximations. Simulation-based algorithms use a source of random bits to generate random samples of the solution space. Simulation-based algorithms include straight simulation 25, 26] , forward simulation, 15], likelihood weighting 13, 33] , and randomized-approximation schemes 3, 4, 7, 8] . Variants of these methods such as backward simulation 14], exist Neal 23] provides a good overview of the theory of simulation-based algorithms. Search-based algorithms search the space of alternative instantiations to nd the most probable instantiation. These methods yield upper and lower bounds on the inference probabilities. Search-based algorithms for probabilistic inference include nestor 5] , and, more recently, algorithms restricted to two-level (bipartite) noisy-OR belief networks 16, 28, 29] , and other more general algorithms 11, 17, 18, 30, 32, 34] . Approximation algorithms are categorized by the nature of the bounds on the estimates that they produce and by the reliability with which the exact answer lies within these bounds. The following inference-problem instance characterizes the two forms of approximation 10]:
Instance: A r e a l v alue between 0 and 1, a belief network with binary valued nodes V arcs A conditional probabilities Pr hypothesis node X and set of evidence nodes 2 Deterministic and randomized approximations refer to the probability that the approximation Z is within the speci ed bounds. An approximation algorithm is deterministic if it always produces an approximation Z within the speci ed bounds. In contrast, an approximation algorithm is randomized if the approximation Z fails to be within the speci ed bounds with some probability > 0.
Let n parametrize the size of the input to the approximation algorithm|that is, the size of the input is bounded by a polynomial function of n. For example, in algorithms designed to approximate inference in belief networks, n may b e e i t h e r t h e number of belief-network nodes or the size of the largest conditional-probability t a b l e . For a deterministic algorithm, the running time of an approximation procedure for Pr X = xjE = e] is said to be polynomial if it is polynomial in n and ;1 . For a randomized algorithm, the running time is de ned as polynomial if it is polynomial in n, ;1 , and ln ;1 . Simulation-based algorithms are examples of randomized-approximation algorithms search-based algorithms are examples of deterministic-approximation algorithms that output absolute approximations. Both types of algorithms are known to require exponential time to estimate hard inferences. For example, forward-simulation and likelihood-weighting algorithms require exponential time to converge to small inference probabilities. Since these algorithms estimate the inference probability Pr X = xjE = e] from the ratio of the probabilities Pr X = x E = e] and Pr E = e], they require exponential time for rare hypotheses or rare evidence. Most search-based algorithms are heuristic algorithms that also require exponential time to approximate many inference probabilities. For example, we know that, even when E is a single node E, i f w e allow some of the other nodes to have extreme conditional probabilities with values near 0, then any polynomial-time algorithm cannot generate (1) deterministic approximations of the inference probability Pr X = xjE = e] with absolute error < 1=2, unless NP P and (2) randomized approximations with absolute error < 1=2 a n d failure probability < 1=2, unless NP RP 10] .
The complexity of exact or approximate computation of inference probabilities Pr X = xjE = e] in belief networks without extreme conditional probabilities remained enigmatic. Known results did not categorize these problems as NP-hard, yet all previous approximate inference algorithms failed to output reliably solutions in polynomial time, and exact algorithms had exponential worst-case run times. We construct the bounded-variance algorithm that proves that the complexity of approximating inferences in belief networks without extreme conditional probabilities is polynomial-time solvable.
The bounded-variance algorithm is a simple variant of the known likelihoodweighting algorithm 13, 33] , which employs recent results on the design of optimal algorithms for Monte Carlo simulation 9]. We consider an n-node belief network without extreme conditional probabilities and an evidence set E of constant size. We prove that, with a small failure probability , the bounded-variance algorithm approximates any inference Pr X = xjE = e] w i t h i n relative error in time polynomial in n, ;1 , a n d l n ;1
. Thus, we prove that, for belief networks without extreme conditional probabilities, probabilistic-inference approximation is polynomial-time solvable otherwise, it is NP-hard.
The bounded-variance algorithm is a randomized algorithm with an associated 4 failure probability . We use current advances in the theory of pseudorandom generation to derandomize this algorithm. The resulting algorithm is a deterministicapproximation algorithm. All previously known deterministic algorithms|for example, search-based methods|output relative approximations that require exponential running time in the worst case. We prove, however, that the deterministic boundedvariance algorithm outputs a relative approximation of Pr X = xjE = e] i n w orst-case subexponential time 2 (log n) d for some integer d > 1. The integer d depends on the depth of the belief network|that is, on the longest directed path between a root node and a leaf node. Thus, for small d, the deterministic bounded-variance algorithms o ers a substantial speedup over the known exponential worst-case behavior of all previous deterministic algorithms.
We prove that, if a belief network contains extreme conditional probabilities, we can still e ciently approximate certain inferences: Provided the conditional probabilities for nodes X and E in an inference probability Pr X = xjE = e] are not extreme, we prove that the bounded-variance algorithm and the deterministic algorithm approximate Pr X = xjE = e] e ciently. Thus, we can apply our results even to belief networks with extreme conditional probabilities, provided that the conditional probabilities of nodes X and E that appear in the inference probability are not extreme.
Deterministic Versus Randomized Algorithms
To i n troduce the di erence between deterministic and randomized algorithms, we can contrast the complexity of deterministic algorithms with the complexity of randomized algorithms for the simple case when the algorithms output absolute approximations. Randomized algorithms use random bits to generate samples of the solution space. Computer scientists have shown that randomization renders many problems tractable to polynomial-time approximations. These problems constitute the complexity class RP. Whether we can also generate deterministic approximations in polynomial time for problems in RP is a major open problem. Yao 35] shows that, if pseudorandom generators exist, then we can generate deterministic approximations for any problem in RP in subexponential time 2 (log n) d for some integer d > 1.
Constructions of deterministic-approximation algorithms for speci c problems in RP that do not rely on unproved conjectures, such as the existence of pseudorandom generators, have also achieved subexponential time 12, 22] . Thus far, deterministicapproximation algorithms require substantially increased run time, in comparison to a randomized-approximation algorithm for the same problem. Deterministic algorithms, however, have two signi cant advantages: (1) they do not require random bits, and (2) they do not fail to produce an approximation. Good random bits are computationally expensive, and a poor source of random bits biases the output. Furthermore, although we can make the failure probability of a randomized algorithm small by increasing the run time, we never know when the algorithm fails to output a v alid approximation Z.
To approximate the inference probability Pr W = w], randomized algorithms attempt to nd a small number of instantiations of the set of all nodes X = Z W that is representative of the probability space ( 2 Pr), where denotes the set of all instantiations of X. Let denote a subset of instantiations, and, for any instantiation w of W, let Pr W = w] denote the fraction of the instantiations in that instantiate nodes W to w. The subset preserves the properties of the probability space if, for any subset of nodes W and any instantiation of these nodes, the inference probability Pr W = w] di ers from the probability Pr W = w] by an absolute error . We refer to such a set as a preserving set. Monte Carlo theory proves that there exists a preserving set of size O(1= 2 ). This result follows directly from Chebyshev's inequality. Unfortunately, the theory does not provide a method to construct deterministically the set . Nonetheless, we can prove with some nonzero probability, the O(1= 2 ) instantiations generated by a Monte Carlo algorithm provides the set . Thus, for example, if we use a simple randomized algorithm, such as forward simulation, to generate complete instantiations of the belief network, then, with some nonzero probability, the set of instantiations generated 6 after O(1= 2 ) simulations provides a preserving set. The e ciency of such a randomized approach improves substantially the complexity of deterministic search-based algorithms. Both algorithms output absolute approximations however, the randomized approach requires in all cases polynomial time, whereas search-based algorithms require exponential worst-case time.
The tradeo , of course, is that the output of O( 1= 2 ) simulations of the randomized algorithm may fail to provide a preserving set , and, therefore, the estimates computed from the output of these simulations are not valid approximations. We d o not know how to verify e ciently when the outcome of O(1= 2 ) s i m ulations provides a preserving set.
Because Monte Carlo theory proves that small sets preserving the properties of probability spaces do indeed exist researchers attempted for several decades to derandomize Monte Carlo algorithms through deterministic constructions of these sets. Some of the early work used Latin hypercube sampling for one-dimensional problems, and uniform grids for multidimensional problems. Both these methods led to exponentially large sets . Recent advances in theoretical computer science on pseudorandom generators have shed light on the deterministic construction of small sets . At the heart of these methods lies the ability to stretch a short string of m truly random bits into a long string of n > m pseudorandom bits. If the pseudorandom bits appear random to a speci c model of computation, then we can use them as inputs to a randomized algorithm in this model of computation. By stretching all 2 m possible m-bit strings into length n pseudorandom bit strings, we generate deterministically a set of 2 m sample points that we use for . Although, with current methods for stretching short random bit strings into longer pseudorandom bit strings, we can construct sets that are subexponential, further development in this eld may ultimately elucidate methods for deterministically constructing sets that approach the O(1= 2 ) bound,suggesting that RP=P. 7 
Randomized Approximation
In this section, we present the bounded-variance algorithm. First we formally characterize the class of belief networks without extreme conditional probabilities by the local variance bound (LVB) of a beliefnetwork. This bound captures boththe representational expressiveness and the complexity of inference of beliefnetworks. We prove that the LVB demarcates the boundary between the class of belief networks with intractable approximations and that of those with polynomial approximations. We construct polynomial-approximation algorithms for the latter class.
We de ne the LVB as follows. For any belief network node X and parents (X) = fY 1 ::: Y t g, let u(X = x i ) denote the maximum, and let l(X = x i ) denote the minimum, of Pr X = x i j (X) = y] over all instantiations y = fy 1 : : : y t g of (X). The LVB is the maximum of the ratio u(X=x i ) l(X=x i ) over all nodes X and all instantiations x i of X. For binary-valued belief networks, for example, the LVB reduces to the ratio max( u l 1;l 1;u ), such that, for every node X, either the interval l,u] or 1-u, 1-l] contains the conditional probability Pr X = 0j (X) = x] for all instantiations x of (X). (Note that, if the interval l,u] contains Pr X = 0 j (X)] for all instantiations of (X), then 1-u, 1-l] contains Pr X = 1 j (X)] for all instantiations of (X).)
We make the following assumptions throughout the rest of the paper: (1) all nodes are binary valued, (2) the numberofnodesn parametrizes the size of the belief network, and (3) the LVB of the belief network is bounded by some polynomial n r for some integer r. Assumption 1 simpli es the presentation however, both the boundedvariance and the derandomized algorithms apply to belief networks with arbitrary m-ary valued nodes with similar running-time results. Assumption 2 also simpli es the presentation. This assumption is valid provided that each conditional-probability table has at most f(n) entries, where f is some polynomial function. For classes of belief networks where f is not a polynomial, we must use f(n) to parametrize the belief-network size. In the latter case, we can also prove convergence times to relative approximations that are polynomial and subexponential in the input size, f(n), for the bounded-variance and the derandomized algorithms, respectively. Those results apply to belief networks with LVB bounded by a polynomial in f(n). Those cases may be less interesting, however, because both the space requirement of the belief-network encoding, and the computational time for an approximation may bean exponential function of the number of nodes n if f(n) is an exponential function. For large n, both storage and computation become intractable.
Likelihood-Weighting Algorithm
We want to approximate the inference probability Pr X = xjE = e]. If we generate relative approximations of the inference probabilities Pr X = x E = e] a n d Pr E = e] with relative errors , then the ratio
Pr E = e] also represents a relative approximation of Pr X = xjE = e], with relative error 2 . We cannot, however, construct absolute approximations of Pr X = xjE = e] from absolute approximations of Pr X = x E = e] and Pr E = e]. Although Chebyshev's inequality proves that algorithms such as forward simulation generate absolute approximations Pr X = x E = e] and Pr E = e] in polynomial time, we cannot use these approximations to estimate Pr X = xjE = e] with any type of error.
To generate approximations of inference probabilities Pr X = xjE = e], likelihoodweighting algorithms proceed as follows. Let Z denote the belief-network nodes not contained by the subset E. Decompose the full joint probability Pr Z = z E = e] of the belief network into the path probability (z e) and the weight distribution !(z e):
(The notation j Z=z E=e appended to the functions Q Z i 2Z Pr Z i j (Z i )] and Q E i 2E Pr E i j (E i )] denotes instantiation of their arguments Z and E to z and e, respectively.) 9 The path probability represents a probability distribution over the space of all 2 jZj instantiations of the set of nodes Z. The weight distribution represents a random variable of this probability space with mean E! = P z2 (z e)!(z e) = Pr E = e]. Thus, if we sample the probability space, the mean 1 of the values !(z 1 e ) : : : ! (z N e ) generated from N samples z 1 : : : z N converges to Pr E = e] in the limit of in nite samples N.
We next de ne a new random variable (z e) that is equal to 1 if Z = z instantiates the node X to x, and is equal to 0 otherwise:
Thus, the mean of the random variable (z e)!(z e) is
(z e) (z e)!(z e) = Pr X = x E = e]:
If we sample the distribution (z e), then, in the limit of in nite samples N, the mean 2 of the values (z 1 e )!(z 1 e ) : : : (z N e )!(z N e ) converges to Pr X = x E = e].
To complete the description of the likelihood-weighting algorithm, we m ust show h o w to generate samples with distribution (z e).
To generate a sample z with probability (z e), we begin with the root nodes of the belief network. If a root node E i belongs to the set E, t h e n w e instantiate it to e i .
Otherwise, for each root node Z i we choose a numberu uniformly from the interval 0 1] we then set Z i = 0 if u Pr Z i = 0], Z i = 1 otherwise. Because u is chosen uniformly from the interval 0 1], the probability that u is less than Pr Z i = 0] is precisely Pr Z i = 0]. Thus, with probability Pr Z i = 0], the algorithm instantiates Z i to 0 with probability Pr Z i = 1 ] it instantiates Z i to 1. Once all the root nodes are instantiated, we proceed to the set of those nodes that have all parents instantiated.
Again, if any of these nodes belong to the set E, we instantiate them according to e otherwise, we set them according to the outcome of a random sample from 0 1]. We proceed until we instantiate all nodes in Z. This method generates an instantiation Z = z with the desired probability (z e).
We discussed how the means 1 and 2 of the random variables !(z e) and (z e)!(z e), respectively, converge to the inference probabilities Pr E = e] and Pr X = x E = e] in the limit of in nite samples. To generate relative approximations, however, we require only that, with probability at least 1 ; , the estimates 1 and 2 approximate Pr E = e] and Pr X = x E] with relative error . Since we generate samples Z = z in polynomial time, the run time of the likelihood-weighting algorithm depends on the number of samples required to guarantee convergence. Thus, for likelihood-weighting algorithms, we a r e i n terested in an upper bound on N that guarantees that, for any > 0,
with equal to Pr E = e] or = Pr X = x E = e]. The Zero|One Estimator
Theorem 20] gives an upper bound on the numberN:
Thus, provided that the probability Pr X = x E = e] Pr E = e] i s n o t too small| for example, it is at least 1=n O(1) |the numberof samples N is polynomial, and the algorithm converges in polynomial time. Unfortunately, i f E consists of several nodes or of a node instantiated to a rare value, then Pr X = x E = e] does not satisfy this constraint. Furthermore, even when Pr X = x E = e] does satisfy the constraint, we cannot verify a priori that it does.
Likelihood-Weighting Algorithm, Revisited
We are interested in an e cient algorithm to approximate inference probabilities. An e cient v ersion of the likelihood-weighting algorithm suggests itself. We refer to this version of likelihoodweighting as the bounded-variance algorithm, to distinguish it from the algorithm that we described in Section 3.1. Unlike t h e l i k elihood-weighting algorithm, the bounded-variance algorithm approximates inference probabilities in polynomial time.
Recall that, to approximate the inference probability Pr X = xjE = e], the likelihood-weighting algorithm outputs relative a p p r o ximations of the inferences Pr X = x E = e] a n d Pr E = e]. At a glance, we m a y n d i t u n usual that likelihood weighting approximates these probabilities by di erent methods. Clearly, w e can also approximate the inference probability Pr X = x E = e] by simply averaging the likelihood weights for the joint evidence X = x and E = e. This version of the likelihoodweighting algorithm constitutes the basis of the bounded-variance algorithm. By not using the random variable (z e), we reduce substantially the variance of our estimates. In fact, when the inference probability Pr X = xjE = e] is small, we know, based on a straightforward application of the Generalized Zero|One Estimator Theorem 9] , that likelihoodweighting requires exponential time to converge to an approximation. In contrast, we prove that the bounded-variance algorithm converges in polynomial time.
We n o w describe formally the bounded-variance algorithm. Let ; l n (2= ). This result is an improvement over the known convergence requirements of all other simulation algorithms. For example, consider a belief network with conditional probabilities Pr E = ej (E)] and Pr X = xj (X)] contained in the interval p 10 Corollary 2 shows that the bound on the performance of the bounded-variance algorithm deteriorates as the number of evidence nodes increases. The boundedvariance algorithm guarantees polynomial-time convergence for only those inferences with a constant number of query nodes. Empirical results in real-world applications, where we may observe a large fraction of query nodes and therefore cannot run the bounded-variance algorithm to completion, suggest that the algorithm continues to provide reliable approximations, although we cannot guarantee the error in those approximations 31].
Although we may entertain the possibility that another design of a randomized algorithm might lead to polynomial solutions for inference probabilities regardless of the number of observed nodes, we prove the contrary. In Section 5, we show that even to approximate Pr W = w] with an absolute error < 1=2 i s NP-hard for large sets W.
Deterministic Approximation
Deterministic-approximation algorithms, such as search-based algorithms, do not improve on the run time of randomized algorithms. Clearly, since the class of problems RP with randomized polynomial-time solutions contains the class of problems P with deterministic polynomial-time solutions, a deterministic solution requires as much o r more computation than does a randomized solution. The advantages of deterministic algorithms, however, are that (1) they do not require a source of random bits and (2) they do not have an associated failure probability. Recall that the output of a randomized algorithm fails to approximate the solution with some probability . Al-though we can make this probability small, we do not know when the estimate fails to approximate the solution. Previous deterministic-approximation algorithms are search-based algorithms that tighten incrementally the boundson an inference probability. For example, the sum of the probabilities Pr W = w Z = z] o ver all 2 jZj instantiations of Z yields an exact computation of the inference Pr W = w]. If, however, there exists a small number of instantiations z 1 : : : z N such that the probabilities Pr W = w Z = z i ] contribute most of the mass to the inference probability Pr W = w], then summing over these instantiations approximates Pr W = w]. Unfortunately, in most cases, there does not exist a small set of instantiations that captures most of the mass of a probability.
If there does exist such a small set of instantiations, then, in general, it is NP-hard to nd 10]. Nonetheless, researchers have developed various heuristic methods that attempt to nd these instantiations when possible.
We present a deterministic-approximation algorithm for probabilistic inference. Our approach is to derandomize the randomized bounded-variance algorithm. The methods that we use to derandomize the bounded-variance algorithm are, at present, applicable only to constant-depth belief networks. In contrast to the exponential worst-case behavior of search-based algorithms to output good approximations, subexponential worst-case behavior is demonstrated for the derandomized bounded-variance algorithm.
Derandomization of the Bounded-Variance Algorithm
To approximate the inference probability Pr W = w], the bounded-variance algorithm generates instantiations of the nodes Z with distribution (z w), and scores the random variable (z w). Recall that, to generate instantiations with distribution (z w), we rst order the n belief-network nodes such that each node occurs after its parents. We then instantiate the nodes W to w. Thus, the remaining uninstantiated nodes Z = fZ 1 ::: Z n;k g are ordered such that a parent of any node Z i either belongs to Z and therefore occursbefore Z i , or belongsto the set W and therefore is instantiated. We begin with the lowest ordered node Z 1 in Z. Either otherwise. Once we instantiate Z 1 , w e i n s t a n tiate Z 2 similarly, and continue the process until we instantiate all nodes in Z. The order on the nodes Z guarantees that we instantiate all the parents of a node Z i before we instantiate Z i . This process forms the Generate instantiation function for the bounded-variance algorithm shown in Figure 1 . Instead of choosing a numberu between 0 1] uniformly, w e can choose an m-bit string u uniformly from all m-bit strings. For example, if we l e t U denote the integer representation of u, then we set Z 1 = 0 if U=2 m Pr Z 1 = 0j (Z 1 ) = z 1 ], and we set Z 1 = 1 otherwise. Thus, we instantiate Z 1 = 0 with probability U=2 m that approximates Pr Z 1 = 0j (Z 1 ) = z 1 ] with absolute error 1=2 m . We assume for now that we c hoose m su ciently large to make this error insigni cant in the computation of an inference probability. (In Section A.3 in the appendix, we show how to choose m to bound this error.) Thus, to generate an instantiation of the nodes Z with distribution (z w), we choose an nm-bit string uniformly from the space of all 2 nm strings of length nm. We use the rst m bits to instantiate Z 1 , the second m bits to instantiate Z 2 , and so forth, until we instantiate all nodes in Z. If we score the outcomes of the random variable (z w) after several instantiations of Z, then the mean of (z w) approximates Pr W = w]= Q k i=1 u i .
Recall that Monte Carlo theory dictates that, with some nonzero probability, we approximate any inference probability Pr W = w] within absolute error after only O(1= 2 ) trials. In other words, the theory proves that there exists a subset of nm-bit strings of size O(1= 2 ) such that, if we score the random variable (z w) on the instantiations of Z generated from this subset, then the mean approximates Pr W = w]= Q k i=1 u i . Although we do not know how to nd deterministically a set of size O(1= 2 ), we show next that we can nd a set of subexponential size that approximates Pr W = w] with an absolute error 1=n q for any integer q. From this result, we p r o ve that, for constant depth belief networks without extreme conditional probabilities, we can approximate Pr X = xjE = e] in subexponential worst-case time within relative error 1=n q for any i n teger q. Thus, the deterministic speci cation of an input set on which t o e v aluate the function Generate instantiation provides the key to derandomizing the bounded-variance algorithm.
Observe that we can compute Pr W = w]= Q k i=1 u i exactly as follows. We cycle over all 2 nm possible instantiations of nm bits and, for each instantiation, we generate an instantiation of Z. We score the random variable (z w) for each instantiation of Z. The mean of the 2 nm values for (z w) yields Pr W = w]= Q k i=1 u i . Instead of cycling over the set of 2 nm instantiations of nm bits, however, we prove that we can cycle over a subset of subexponential size. Let d denote the depth of the belief network, let d = 5(d + 1 ) , and let l(n) = (log(nm)) 2 d+6 . We construct the set from the set of 2 l(n) bit strings of length l(n), stretched into length nm-bit strings by special binary-valued matrices A nm l(n) of size nm l(n). (Section A.2 in the appendix describes the construction of these matrices.) For each string in , we generate an instantiation of Z, and we score the random variable (z w). The mean of (z w) evaluated at all 2 l(n) instantiations of Z generated from the set is a deterministic approximation of the inference probability Pr W = w]= Q k i=1 u i .
This algorithm de nes the derandomized bounded-variance algorithm, or simply the derandomized algorithm, to approximate inference probabilities. We summarize this algorithm in Figure 2 in Section 4.2.3, we prove that this approximation is within relative error 1=n q of Pr W = w] f o r a n y integer q.
Proof of Subexponential Runtime
We rst discuss Boolean circuits as a model of computation and we then prove s u b e xponential runtime using this model. 
Boolean Circuits
We discuss a model of computation for which Nisan 24 ] proves that we can stretch a short string of truly random bits into a long string of pseudorandom bits that appears random to this model. These models are constant-depth, unbounded fan-in Boolean circuits, and consist of a directed acyclic graph (DAG) on a set of s binary-valued input nodes U 1 ::: U s , t binary-valued gate nodes Y 1 : : : Y t where t is polynomial in s, and one binary-valued output node O. In the DAG, the input nodes are the only source nodes, and the output node is the only sink node. The number of parents of a gate node and of the output node is unbounded|for example, the output node may have all other nodes as parents. Each gate node and the output node determines its value from the values of its parent nodes by one of three Boolean operations, \and", \or" and \not" we de ne three types of nodes, and-nodes, or-nodes and not-nodes.
The value of an and-node is the \and" of the parent nodes, the value of an or-node is the \or" of the parent nodes, and the value of a not-node is the \not" of its parent node. Figures 3(a) , (b), and (c) depict the Boolean circuits for those three Boolean operations. The size of the circuit is the numberof nodes in the circuit. The depth of the circuit is the longest directed distance in the DAG b e t ween an input node and the output node. For constant-depth circuits, the depth is not a function of the size of the circuit. Henceforth, we use circuits synonymous with constant-depth, unbounded fan-in Boolean circuits. Nisan gives a method that stretches (log s) 2d+6 truly random bits into s bits that appear random to any family of circuits of size polynomial in s and depth d. Speci cally, Nisan proves the following result. In Section A.2 in the appendix, we describe Nisan's design of the matrices A s l in su cient detail to allow their implementation. These matrices e ectively stretch l = (log s) 2d+6 truly random bits u into s bits A s l u that the circuit C s cannot distinguish from s truly random bits y, to within an error = 1 =s O (1) . We c a n put this result in the context of the discussion of Section 2. Let denote the set of all 2 s instantiations y, and let S denote the subset of inputs y such that C s (y) = 0 . The probability ) computations. We use Theorem 3 to derandomize the bounded-variance algorithm, and thus to construct a deterministic-approximation algorithm for probabilistic inference. We must overcome several di culties rst, however. First, we must prove that we can implement in a circuit the function Generate instantiation shown in Figure 1 .
Once we construct this circuit, we use the matrices A s l described in Section A.2 in the appendix to generate a set of input strings to the circuit. We m ust then prove that the approximation of an inference probability based on the set of inputs is within an absolute error of the exact computation based on all the inputs. Theorem 3 proves this property for only those circuits with a single output bit, whereas circuits that compute inference probabilities must output many bits|for example, we require n bits to express the output probability 1 =2 n . 23 In Section 4.2.2, we construct a circuit simulation of the function Generate instantiation z from u 2 that appears in the derandomized algorithm in Figure 2 . In Section 4.2.3, we use this circuit simulation to prove that, if we score the random variable (z w) on the output from Generate instantiation z from u 2 evaluated on the subexponential number of inputs , then we produce a relative-error deterministic approximation of Pr W = w]. We use the circuit simulation only for proof purposes we use the algorithm presented in Figure 2 for the implementation.
Circuit Implementation
We described how to derandomize the bounded-variance algorithm into a deterministicapproximation algorithm that we refer to as the derandomized algorithm. The correctness of the derandomized algorithm relies on the proof that a circuit of constant depth can simulate Generate instantiation z from u 2 . In this section, we construct a circuit of depth d = 5 ( d + 1) that simulates the Generate instantiation z from u 2 for belief networks of depth d.
We rst prove that elementary bit-string relations are veri able by constant-depth circuits.
Lemma 4 Let x denote an s-bit string. There exists a circuit of depth 4 that, for any s-bit string u, outputs 1 if u = x, and outputs 0 otherwise. Similarly, there e x i s t s a circuit of depth 5 that outputs 1 if u > x , and outputs 0 otherwise.
Proof First observe that we can verify whether the ith bits are equal, u i = x i , in a depth 3 circuit. This result follows because u i = x i if and only if (u i^xi )_ : (u i _x i ).
Thus, the circuit has input nodes x i and u i , an and-gate node that computes u i^xi , an or-node that computes u i _ x i , a not-node that negates u i _ x i , and an or-output node that computes (u i^xi ) _ : (u i _ x i ). Figure 3(d) illustrates that circuit. To verify that all s bits are equal, we observe t h a t u = x if and only if 8 s i=1 u i = x i . Thus, if we verify all s relations u i = x i individually by s depth 3 circuits, and we output 2 We now prove that, for any belief-network node X, we can construct a depth 5 circuit C X , s u c h that, for any instantiation y = fy 1 : : : y t g of (X) = fY 1 : : : Y t g and input string u of length m, C X (u y) = 0 if and only if the integer representation U of u satis es U 2 m Pr X = 0j (X) = y]. Figure 5 shows the circuit C X . Thus, on input (X) = y and a randomly chosen input u, both the circuit C X and the derandomized algorithm set X = 0 with the same probability.
Lemma 5 Let X and (X) denote a belief-network node and its parents, respectively.
There exists a circuit C X of depth 5 such that, for any instantiation (X) = y and We can easily show that these circuits allow u s t o s i m ulate the function Generate instantiation z from u 2 in constant-depth circuits for constant-depth belief networks. We construct circuits C X 1 : : : C Xn for the n belief-network nodes, and connect them into a circuit C such that, if X i 2 (X j ), then the output of C X i is also an input to C X j . Figure 6 shows an example of a circuit C for a ve-node belief network. Thus, to simulate Generate instantiation z from u 2 , we proceed as follows. We rst set the output node of each circuit C W i in C to w i . Let C Z 1 : : : C Z n;k denote an ordering of the remaining circuits in C according to the order Z 1 : : : Z n;k imposed by the derandomized algorithm|that is, the parents (Z i ) of any node Z i occurbefore that node in the order. We now choose an nm-bit string uniformly from the space of all 2 nm strings, and use the rst m bits as inputs to the circuit C Z 1 , the second m bits and the output of C Z 1 if Z 1 2 (Z 2 ) as inputs to the circuit C Z 2 , the third m bits and the outputs of C Z 1 and C Z 2 if either Z 1 or Z 2 belongs to (Z 3 ) as inputs to C Z 3 , and so forth. Thus, from the outputs of C Z 1 : : : C Z n;k , for a randomly chosen nm-bit string, we generate instantiations z of Z with the same probability a s Generate instantiation z from u 2 . We use the instantiation z to score the random variable (z w).
Proof of Subexponential Convergence
In this section, we p r o ve that the output of the derandomized algorithm approximates inference probabilities within relative error 1=n q for any i n teger q. The essence of the proof uses the result of Theorem 3.
Let denote the LVB of a belief network on n nodes and of depth d. As before, de ne d = 5(d + 1), and let l(n) = (log(nm) 2 d+6 , where m is chosen according to Section A.3 in the appendix. We use to denote the set of 2 l(n) binary strings of length nm, constructed according to Section A.2 in the appendix. Let denote the space of all 2 nm bit strings of length nm. We let E denote the mean of the random variable (z w) evaluated on the 2 nm instantiations Z = z generated from the di erent nm-bit strings. 
We s h o w next that, for all i = 1 ::: 2 h , j i j=2 l(n) approximates j i j=2 nm within absolute error 1=n q for any integer q.
For each i = 1 : : : 2 h we construct a depth 4 circuit C i with input nodes Z h such that, for any input string Z h = z h , C i (z h ) = 0 if and only if z h = z h i . Let C i denote the circuit C connected to the circuit C i . Thus, Pr C i (z) = 0] = j i j=2 nm , where z is an nm-bit string chosen uniformly from . To choose a string from uniformly, we choose an l(n)-bit string u uniformly from all 2 l(n) such strings, and stretch u into the string A nm l(n) u in . Thus, Pr C i (A nm l(n) u) = 0 ] = j i j=2 l(n) . Since C i has depth less than d = 5(d + 1 ) , from Theorem 3, Pr C i (A nm l(n) u) = 0] approximates Pr C i (z) = 0] within absolute error 1=n q for any integer q.
We have shown that E approximates E within absolute error 2 h =n q for any integer q. To convert this approximation to a relative error approximation, we o b s e r v e that (1) for some integer c, 2 h n ck , since jWj = k and each belief-network node can have at most O(log n) parents (recall that we boundthe size of the conditional probabilities by a polynomial in n) and (2) the LVB is at most n r , and therefore E n ;kr . Thus, a n ;q absolute-error approximation is a n ;q+(c+r)k relative-error approximation. 2 
Complexity of Approximation, Revisited
We have shown that, for beliefnetworks with polynomially bounded LVB|that is, for belief networks without extreme conditional probabilities|we can approximate e ciently any inference probability Pr X = xjE = e], where the size of the set E is constant. In contrast to these results, we prove that, when the size of E is a large fraction of the numberof nodes in the belief network, we cannot approximate inference probabilities, even for belief networks with LVBs near 1.
Theorem 7 Consider the class of belief networks with LVB < 1 + c for any constant c > 0. If there exists an algorithm to approximate inferences Pr X = xjE = e] for evidence set E of size n for any constant > 0, then, for any constant d > 0, (1) if this algorithm is deterministic and the approximation is within absolute error less than 1=2 ; d, then NP P a n d ( 2 ) if this algorithm is randomized a n d the approximation is within absolute error less than 1=2 ; d with probability greater than 1=2 + d, then NP RP. . Thus, we can nd a truth assignment v 2 for V 2 in BN 0 in exactly the same way as we found a truth assignment v 1 for V 1 in BN. Proceeding in this way, we nd a truth assignment for all the variables. This assignment is guaranteed to satisfy the original formula F under the assumption that F is satis able. If F is not satis able, then the algorithm terminates with an instantiation of the nodes V 1 : : : V n that does not satisfy F. Therefore, we can determine whether or not F is satis able by running the algorithm and checking whether or not v 1 : : : v n satis es F.
We can prove an analogous result with respect to randomized algorithms. The proof applies the same methods used in 10] to the preceding construction.
The size of the evidence set C 
6 Conclusions
We p r o ved that, for constant-sized evidence sets E, w e can generate relative approximations of inferences Pr X = xjE = e] in polynomial time for belief networks without extreme conditional probabilities. We also proved that we can generate these approximations deterministically in subexponential time. We showed that our results also apply to belief networks with extreme conditional probabilities, provided that the conditional probabilities of nodes X and E of the inference Pr X = xjE = e] are not extreme. Thus, even if all the other conditional probabilities assume 0 or 1 values, we can approximate the inference probability Pr X = xjE = e] with high probability in polynomial time, and deterministically in subexponential time. In addition, we proved that, when the size of the evidence set E is large, then we cannot approximate Pr X = xjE = e] unless either P NP or RP NP.
