ABSTRACT 3D CPS (Cyber Physical System) data has been widely generated and utilized for multiple applications, e.g. autonomous driving, unmanned aerial vehicle and so on. For large-scale 3D CPS data analysis, 3D object retrieval plays a significant role for urban perception. In this paper, we propose an endto-end domain adaptation framework for cross-domain 3D objects retrieval (C3DOR-Net), which learns a joint embedding space for 3D objects from different domains in an end-to-end manner. Specifically, we focus on the unsupervised case when 3D objects in the target domain are unlabeled. To better encode a 3D object, the proposed method learns multi-view visual features in a data-driven manner for 3D object representation. Then, the domain adaptation strategy is implemented to benefit both domain alignment and final classification. Specifically, an center-based discriminative feature learning method enables the domain invariant features with better intra-class compactness and inter-class separability. C3DOR-Net can achieve remarkable retrieval performances by maximizing the inter-class divergence and minimizing the intra-class divergence. We evaluate our method on two cross-domain protocols: 1) CAD-to-CAD object retrieval on two popular 3D datasets (NTU and PSB) in three designed cross-domain scenarios; 2) SHREC'19 monocular image based 3D object retrieval. Experimental results demonstrate that our method can significantly boost the cross-domain retrieval performances.
FIGURE 1.
The architecture of C3DOR-Net. In the training stage, each 3D object is rendered into 12 views, each of them passes through CNN 1 to extract the view based features. View-pooling layer is employed to aggregate the compact descriptor. To pair the 3D objects across different domains, in the domain alignment box, we employ a bottleneck layer to regularize the training of the source classifier and prevent overfitting to the particular nuances of the source distribution. In addition, we introduce the classification loss, CORAL loss and center loss to transfer knowledge from source domain to target domain. To better preserve the discriminative information, we maximize the target variance to preserve the domain-specific features. The outputs of the two bottleneck layer H s and H t are used as 3D object descriptor for retrieval operation.
and MSCOCO [8] . The most recent large-scale 3D datasets only contain no more than 60000 objects, such as ModelNet40 [9] and ShapeNetCore55 [10] . Deep learning algorithms may not outperform the traditional machine learning methods on small scale datasets, since they are highly dependent on big data. Therefore, it is important to find sophisticated methods to transfer the knowledge of large scale domains to small scale domains, and improve the generalization of 3D object retrieval methods.
2) It's hard to find an unified distance measurement for 3D objects from different domains with diverse data distributions. Recent years, some efforts have been made to bridge the gap between different modalities and different domains (e.g., text-to-image retrieval and image-to-image domain adaptation). In the research field of 3D objects classification and retrieval, the diversity and complexity of modalities in 3D data result in the difficulty of cross-domain 3D object retrieval. For instance, recently there have been multiple RGB-D datasets captured in the real world by advanced sensors, e.g., Microsoft Kinect and Intel Real Sence, while the popular 3D datasets for 3D object retrieval are designed by 3D CAD software. Hence, finding an effective algorithm for cross-domain distance learning becomes more practical.
3) Human annotation for 3D objects is rarely timeconsuming. Labeling increasing number of 3D objects is human intensive and expensive. Sometimes, it is even impossible to label numerous 3D data in a new domain. However, directly fine-tuning the parameters of a deep network on a small amount of labeled target data turns out to be problematic. Employing labeled 3D data in the source domain to boost the performance in the target domain is a straightforward and practical solution. Therefore, unsupervised distance learning is in great demand.
In this paper, we propose a novel cross-domain 3D object retrieval method which joint domain alignment and deep feature learning. As mentioned before, view-based methods in 3D object classification and retrieval significantly outperform model-based methods, we adopt the former one to encode 3D objects. It is essential for all view-based methods to find a way to effectively combine the information from different rendered images and learn a compact 3D object descriptor. Here, view-pooling layer ((e.g., max-pooling in MVCNN [11] ) is employed to compact multi-view features into compact representation.
For cross-domain distance learning, most of domain adaptation methods aim to reduce the discrepancy between two domains. Therefore, the target 3D objects distributed near the edge of the clusters, or far from their corresponding class centers are easier to be misclassified by the hyperplane learned from the source domain. To address this issue, a practical way is to provide the target 3D objects with better intra-class compactness and inter-class separability. To handle this problem, we propose the correlation alignment [12] and center loss [13] . Besides, to fully employ the label information of source data, we addtionally propose the discriminative loss to preserve the domain specific features. The entire network for cross-domain 3D object retrieval ( FIGURE 1) can be trained end-to-end.
The superiority of the proposed method is verified on extensive experiments. The main contributions of this paper are summarized as the following:
• Different from most of current methods, which work on 3D objects retrieval in the closed set, this paper focuses on the cross-domain problem, which is more practical and challenging.
• We propose a novel framework for cross-domain 3D object retrieval in the end-to-end manner. Moreover, VOLUME 7, 2019 we analytically and experimentally demonstrate the superiority of C3DOR-Net on two cross-domain experimental protocols.
II. RELATED WORK
This section reviews the recent progress in both 3D object retrieval and domain adaptation.
A. 3D OBJECT RETRIEVAL
Generally, the existing 3D object retrieval methods can be grouped into two types: model-based and view-based. Modelbased methods usually utilize the voxel grid and an RGB-D point cloud for 3D object representation. Wu et al. [9] represented a 3D object as a binary voxel probability distribution. The 3D binary voxel grid can be trained by the CNN framework. To enable deep learning and high resolution, OctNet [14] utilized the sparsity in the input data to hierarchically partition the space using a set of unbalanced octrees, where each leaf node stores a pooled feature representation. Li et al. [15] represented a 3D shape by volumetric fields and replaced the convolutional layer in a CNN with a Field Probing Filter, which can overcome the sparse problem of 3D voxels. A similar approach is VoxNet [16] , which leverages binary voxel grids and a supervised Convolutional Neural Network. View-based methods usually utilize a set of multi-view images for 3D object representation. The Multi-view Convolutional Neural Network [11] was proposed to process all rendered views and utilized the view-pooling layer to combine convolutional features. The compact descriptor generated through the view-pooling layer is robust and effective for the retrieval task. RotationNet [17] takes multiple views as inputs and estimated their pose and category. The discovered pose and category information can help improve the performance of 3D object retrieval. DeepPano [18] designed a variant of CNN to obtain the deep representation directly from panoramic views that were generated by the cylinder projection around its principal axis.
B. DEEP DOMAIN ADAPTATION
Generally, unsupervised domain adaptation can be divided into two categories: instance-based adaptation and feature transformation based adaptation [19] . Instance-based methods help to compensate the distribution divergence, such as reweighting samples to more reflect the point losses in the test distribution [20] , or find a unified transformation in a lower-dimensional space. The instance-based methods require the strong assumptions that the conditional distributions of source and target domain are identical [21] . While the feature transformation based methods only assume there exists a common space where the distributions of two domains are similar. Pan et al. [22] proposed a typical feature transformation based approach which minimizes the discrepancy between the instance of the source and target domain. Subspace alignment (SA) [23] aligns the source basis vectors and the target basis vectors using transformation matrix.
With the development of deep learning techniques, many domain adaptation approaches adopt deep architectures to reduce the domain shift. An impressive work is DeepCoral [24] which aligns the covariance of the source and target domains by CNN networks. Long et al. [25] aligned the joint distributions of multiple domain specific layers. Recently, contrastive loss [26] and center loss [27] have been widely employed to learn discriminative information. Among them, JDDA [13] proposed two discriminative feature learning methods which jointly align domains and discriminative feature learning, resulting in better intra-class compactness and inter-class separability. Motivated by JDDA, we proposed an novel framework for cross-domain 3D objects retrieval by implementing the discriminative feature learning and feature transformation [28] .
III. METHODS
The proposed method aims to address the problem of cross-domain 3D object retrieval where the source and target objects are drawn from different datasets. To better employ the mature 2D deep learning architectures, we adopt multi-view visual representation fot 3D objects. As shown in FIGURE 1, each 3D object is firstly represented by a set of multi-view 2D images. The image set is passed to all convolutional layers (conv 1−5 ), after the View-pooling layer and the bottleneck layer, the multi-view visual representation for target object and source object are obtained, respectively. We propose softmax loss function and three domain adaptation loss fuctions to reduce the domain shift.
A. MULTI-VIEW VISUAL REPRESENTATION
A 3D object can be represented by a set of rendered views captured from different viewpoints. In this paper, Phong reflection model [29] is implemented to capture and render multi-view images of 3D objects. Specifically, we assume that the input objects are upright oriented along a consistent axis (e.g., z-axis). In this case, the cameras are placed every 30 degrees around the object from the ground plane, pointing towards the centroid of the mesh. MVCNN [11] is taken for multi-view visual representation. AlexNet is used as the base model for feature learning. The parameters were pre-trained on ShapeNet55. View-pooling operation is employed to aggregate multi-view feature as a global feature, which takes the max operation between 12 views (after conv 5 layer). Following are three fully connected layers and the softmax classification layer.
B. JOINT DOMAIN ALIGNMENT 3D REPRESENTATIONS
Under the retrieval scene where the 3D objects come from the identical dataset, the similarity can be directly computed by a specific metric with the compact 3D representation. While for the cross-domain problem, it is mandatory to find a common space for source data and target data before similarity measurement.
An impressive work is Deep-CORAL [12] , which extends the CORAL to deep architectures, and aligns the covariance of the source and target features. The CORAL loss has been proved the outstanding performance in many domain adaptation approaches, which is employed by this paper. In order to learn the final features that can perform well on the target domain, the CORAL is adopted to align the covariance of the source and target features simultaneously. It can be seen that the light green box named 'CORAL' takes the target and source 3D representation as inputs. To guarantee the domain invariant features with better intra-class compactness and inter-class separability, the center loss is employed. In this paper, we adopt the MVCNN with shared parameters to operate on the cross-domain 3D object retrieval. As shown in FIGURE 1, the top branch operates on the target data and the bottom stream operates on the source data. Since the divergence between the source domain and target domain is quite large, the domain-shared and domain specific information should be maximally preserved. Besides, to avoid projecting features into irrelevant dimensions, we encourage the variances of target domain is maximized in the respective subspaces. Therefore we design the discriminative loss employment, shown as the pink box in FIGURE 1. In addition, to regularize the training of the source classifier and prevent overfitting to the particular nuances of the source distribution, we add a lower dimensional, ''bottleneck,'' adaptation layer. As shown in FIGURE 1, We place the domain distance losses on top of the bottleneck layer to directly regularize the representation to be invariant to the source and target domains.
The 3D objects in the source domain come from the distribution P s (X s ), denoted as X s ∈ R D×n s ; the 3D objects in the target domain come from the distribution P t (X t ), denoted as X t ∈ R D×n t , where D is the dimension of the visual feature, n s and n t mean the number of samples in source and target domain, respectively. In the unsupervised manner, the target data has no label information. Hence the target domain can be denoted as D t = x j n t j=1 while the source data can be formulated as
with label information, x ∈ R d . H s ∈ R b×L and H t ∈ R b×L denote the learned deep features in the bottleneck layer regard to the source and target domain, respectively. represents the shared parameters that should be learned. b represents the batch size and L denotes the number of hidden neurons in the bottleneck layer. For domain adaptation, the entire loss function can be formulated as:
where λ 1 , λ 2 and λ 3 are the trade-off parameters, represent the CORAL loss, center loss and the discriminative loss, respectively. The classification loss c( |x s i , y s i ) in Eqn. 2 is jointly trained with the CORAL loss, the center loss and the discriminative loss, which ensure the entire network works well on the target domain.
1) CORRELATION ALIGNMENT
CORAL loss is employed to minimize the difference between source and target correlations. The CORAL loss can be defined as
where · 2 F denotes the squared matrix Frobenius norm. The covariance matrices of the source and target data are given as cov(H s ) and cov(H t )
where 1 b ∈ R b is a column vector with all elements equal to 1, and b denotes the batch size. Batch covariances and the network parameters are shared between two networks, and the mini-batch SGD is employed for the training process.
2) CENTER LOSS
Since the data shift from different datasets is quite large, we aim to find two coupled projections to reduce shifts between both domains. Center loss [30] can excellently obtain domain specific descriptor. It penalizes the distance of each sample to its corresponding class center, which helps to encourage intra-class compactness and inter-class separability during the training process. Thus, the similar 3D objects can be closer and the dissimilar 3D objects can be far from each other in the embedding space. In this respect, the center loss in this paper can be formulated as
where c y i ∈ R d denotes the y i -th class center of features, y i ∈ {1, 2, ..., c} and c is the number of class. Ideally, c y i should be updated by averaging the deep features of all training samples. That is to say, the entire training set should be taken into account and averaging the features of every class in every mini-batch, which is impractical for the large scale datasets. Instead of updating the centers of the entire training set, we calculate the centers based on mini-batch. In each iteration, the centers are computed by averaging the features of the corresponding classes. Therefore, the gradients of L center can be formulated as
VOLUME 7, 2019 where δ(condition) = 1 if the condition is satisfied, δ(condition) = 0 if not. The ''global class center'' is initialized as the ''batch class center'' in the first iteration and updated according to the coming batch of samples via Eqn. 10,11 in each iteration.
3) DISCRIMINATIVE LOSS
To ensure the bottleneck layer feature can be projected into relevent dimensions, the variance should be maximized in the new space. In this paper, we use the Representer Theorem to kernelize our method. Hence, the proposed method can be extended to nonlinear problems in a Reproducing Kernel Hilbert Space (RKHS) using some kernel functions φ. L VAR Target can be formulated as:
S t =K tKt T is the scatter matrix of the target domain.
Here, X = [X s , X t ] denotes all the source and target training samples,
, where 1 t ∈ R n t ×n and 1 n ∈ R n×n are matrices with all elements equal to 1 n .
C. TRAINING PROCESS
We adopt the joint supervision of softmax loss, CORAL loss, center loss and discriminative loss for discriminative feature learning. The proposed method can be easily implemented via the mini-batch SGD. The total loss is given as
where the source loss is defined by the softmax classification layer. The CORAL loss L c , the center loss L center and the discriminative feature learning L var are all differentiable. Therefore, the parameters can be updated by the standard back propagation.
where η is the learning rate.
IV. EXPERIMENTS
In this section, we describe the experimental settings, evaluation criteria, and discuss the experimental results of two experimental protocols for cross-domain retrieval: NTU CAD object-to-PSB CAD object cross-domain retrieval and Monocular Image Based 3D Object Retrieval (MI3DOR).
A. EXPERIMENTAL SETTINGS 1) IMPLEMENTATION DETAILS a: CAD-to-CAD 3D OBJECTS RETRIEVAL
The National Taiwan University (NTU) 3D object dataset contains 549 3D objects from 46 categories. Princeton Shape Benchmark (PSB) consists of 1,814 objects from 161 categories. There are 20 common categories for both NTU and PSB, including 226 and 275 objects, respectively. The experiment was performed in three cross-domain scenarios: 1) NTU→PSB: the target is obtained from NTU, and the source is from PSB; 2) PSB→NTU: the target is obtained from PSB, and the source is from NTU; 3) NTU←→PSB: We synthesize a new dataset by mixing the common categories of NTU and PSB. Both target and source objects are from this dataset.
b: MI3DOR
For this experiment, we follow the experimental settings of [31] to deal with the MI3DOR problem. This benchmark includes 21 classes for both 2D images and 3D objects. The 2D object-centered image dataset contains uniformly classified 21,000 images of 21 categories, which are all collected from ImageNet [7] . The 7690 3D objects draw from the popular 3D dataset NTU [32] , PSB [33] , ModelNet40 [9] and ShapeNet [10] . Half of samples per class are chosen for the training set, and the rest are used for testing. The 3D objects (.OBJ) are first rendered by Phong reflection model [29] and get 12 views for each 3D object.
2) TRAINING SETTINGS
During training, the weights of the backbone network were loaded from AlexNet pre-trained on the ShapeNet55 (NTU and PSB dataset) and ImageNet (MI3DOR), the remaining layers were randomly initialized. Specially, we only updated the weights of the full-connected layers and the bottleneck layer and fixed other layers due to the small sample size of the NTU and PSB dataset. For each approach we used a batch size of 16 samples for the first protocols and 64 samples for the second protocols, and set the learning rate η to 10 −3 . The hyper-parameters were set with: λ 1 = 10, λ 2 = 1 and λ 3 = 0.05 for all the retrieval tasks.
3) EVALUATION CRITERIA
The following popular criteria are used for evaluation.
• Nearest neighbor (NN): the precision of the first retrieved object.
• First tier (FT): the recall for the first K relevant samples, where K is the cardinality of the target category.
• Second tier (ST): the recall for the first 2K relevant match samples.
• F-measure (F): the harmonic mean of precision and recall of the top retrieved results. The top 20 retrieved results are used in our experiments.
• Discounted Cumulative Gain (DCG): a statistical measure that assigns higher weights to relevant results at the top ranking positions under the assumption that a user is less likely to consider lower-ranked results.
• Average Normalized Modified Retrieval Rank (ANMRR): a rank-based measure that considers the ranking information of relevant objects among the retrieved objects.
• The area under the curve (AUC) of PR-curve: Precision-recall curve (PR-curve) can comprehensively demonstrate the retrieval performance; this measure illustrates the precision and recall measures by varying the threshold to distinguish relevance and irrelevance in 
TABLE 2.
Comparison between C3DOR-Net and representative 3D model retrieval methods. PSB→NTU: The experimental results on T-PSB and S-NTU scenario.
TABLE 3.
Comparison between C3DOR-Net and representative 3D model retrieval methods. NTU←→PSB: Both of target and source objects are from this the mixture of NTU and PSB dataset.
object retrieval [34] . The area under the curve (AUC) of PR-curve can be calculated for a quantitative evaluation. The above criteria range from 0 to 1. Higher values signify a better performance, except for ANMRR. Lower ANMRR value indicates better performance.
4) COMPETING METHODS
In order to evaluate the performance of our method, we choose some state-of-the-art methods as comparison. All the competing methods take the same experimental settings as the proposed method, and we choose the best results for comparison. In CAD-to-CAD 3D objects retrieval, these methods are followed as:
• Distance-Based Methods: Hausdorff (HAUS) [34] and SumMin [35] ;
• Model-Based methods: Adaptive Views Clustering (AVC) [36] , Bag-of-Visual-Features (BoVF) [37] ;
• Graph Matching-Based Methods: Weighted Bipartite Graph Matching (WBGM) [38] and Hypergraph Analysis (HA) [39] ;
• Deep learning method: Learning Multi-view Deep Features (LMDF) [40] , MVCNN [11] .
• The most recent cross-domain method for 3D object retrieval: MSTM [41] B. RESULT AND DISCUSSION OF CAD-TO-CAD 3D OBJECT RETRIEVAL
The experimental results of CAD-to-CAD 3D Object Retrieval are shown in Table 1 The results reveal several key observations: (1) View-based methods can outperform model-based and distance-based methods for cross-domain 3D object retrieval task. There exists a gap between traditional model-based methods and view-based methods. (2) Deep learning methods (i.e. MVCNN and C3DOR-Net) can dramatically outperform the hand-crafted feature-based methods. In our experiments, MVCNN directly employs the source and target data without domain alignment. Compared against the hand-crafted features, the deep feature conveys more detailed information that helps to reduce the domain discrepancy. (3) The C3DOR-Net can outperform the state-of-the-art method, MSTM, for cross-domain 3D object retrieval. MSTM represents a 3D object by a set of bags of topics discovered by the topic model. It performs topic clustering for the basic topics from two datasets and generates a common topic dictionary for the new representation. In this way, the two objects from different datasets can be aligned to the same common feature space for comparison. Moreover, MSTM assumes that there exists a common space that maps two domains into one common domain, which always fails when the dataset shift is large. C3DOR-Net relaxes the strict assumption about the common space and focuses on how to encourage intra-class compactness and inter-class separability among learned features. In addition, C3DOR-Net focuses on preserving the domain-shared and domain-specific features simultaneously, which benefits the retrieval between two domains.
C. MONOCULAR IMAGE BASED 3D OBJECT RETRIEVAL
Even though several approaches have been proposed to perform efficient 3D object retrieval due to the rapid development of 3D repositories, text and 2D image are still the mainstream input data for search engines. It motivates the monocular image-based 3D object retrieval (MI3DOR) for the practical applications. This task aims to retrieve 3D object using a RGB image captured in real world. The fundamental challenges of cross-domain 3D object retrieval also exists in the MI3DOR task. The gap between 2D images and 3D objects makes the problem extremely challenging.
The evaluation criteria keep the same as section IV-A.3. Here we use the AlexNet network pre-trained on ImageNet as the base model. In addition, two unsupervised domain adaptation participants (JMMD-Alexnet and MVML) in [31] are proposed for comparison. Since we take the same experimental settings as [31] , the results of JMMD-Alexnet and MVML are directly employed in this paper. This experiment further reveal that C3DOR-Net can consistently inherits the advantage of deep learning to generate the visual descriptors and can reduce the domain shift between different domains. It is very flexible for C3DOR-Net to adapt to different cross-domain 3D object retrieval tasks, without the restriction of modalities. inherits the advantage of deep learning to generate the discriminative visual descriptors for 3D objects by leveraging multi-view information D. SENSITIVITY STUDY λ 1 , λ 2 and λ 3 are the trade-off parameters which balance the contributions of the domain discrepancy loss and the discriminative loss. In JDDA, the CORAL loss and center loss are robust to the trade-off parameters, we only focus on the performance of λ 3 since discriminative loss is first proposed by us. Specifically, we investigate the effects of λ 3 that balance the contributions of the domain discriminative loss. The larger λ 3 would preserve more domain specific information, and vice versa. We vary λ 3 to study how source discriminative information affects the cross-domain retrieval performance. FIGURE 2(a) shows that within a wide range of [10 −4 , 10], C3DOR-Net can achieve stable results on task NTU→PSB. This finding demonstrates that C3DOR-Net is robust with respect to λ 3 .
To investigate how the dimension of the bottleneck layer affects the performance, we vary the dimensionality to study how the subspace dimension affects the performance by fixing λ 1 = 10, λ 2 = 1, λ 3 = 0.05. In FIGURE 2(b) , k can achieve stable results within a wide range of [40, 920] . C3DOR-Net significantly outperforms MVCNN within a wide range of [160, 400] . Both too large and too small k can lead to losing much discriminative information and consequently degrade the performance. The proposed method is robust with respect to k.
V. CONCLUSION
In this paper, we propose to solve the cross-domain 3D object retrieval problem via unsupervised domain adaptation with multi-view visual features. Specifically, the CORAL loss, the center loss are introduced to align different domains and encourage better intra-class compactness and inter-class separability. Besides, we propose a novel stategy that preserve the domain specific information and discriminative information by maximizing the target variance. Experimental results validate the effectiveness of the proposed method on cross-dataset and cross-modalities 3D object retrieval, which significantly outperforms the recent cross-domain 3D object retrieval method MSTM. In the future, we would continue to focus on 1) how to find the proper 3D representation for 3D object retrieval task and 2) how to minimize even reduce the domain shift in the aligned feature space to further address the cross-domain 3D object retrieval problem.
