is developed.
, and Walsh coefficient testing (WCT) [lo] , [ll] . In addition to presenting a unified view of the various compression methods, the authors in [12] have emphasized the need to match one or more compression methods to the function under test to obtain optimal fault coverage. Investigation of new compression functions or study of the combination of two or more compression functions (parallel compression) is therefore worthwhile. A desirable property in parallel compression is orthogonality between the compression functions. This property ensures minimum overlap in error masking. In [13], signature analysis and counting-based methods are shown to be orthogonal under certain conditions.
It is shown here that syndrome and transition count are uncorrelated. A function N(m, k, t ) is defined as the number of length-m binary sequences having syndrome and transition count values k and t, respectively. A 2 x 2 matrix generating function is derived whch enumerates 
COMBINATORIAL EXPRESSION
The test situation we wish to examine is indicated in Fig.  1 . For simplicity, we assume a single output function. At test time an input sequence is applied to the unit under test (UUT). The syndrome is analogous to the integral of the test data, while the transition count is analogous to the integral of the absolute value of the derivative. The output test data are compressed, and the two attributes of syndrome (k) and transition count ( t ) are compared to those of a correctly functioning unit. Error masking is possible if more than one length-rn sequence has the same values of k and t. We will count the number of such sequences. N(m, k, t ) is the number of length-m binary sequences having syndrome value k and transition count t . For a particular sequence, let R , be the number of runs of zeros and R , be the number of runs of ones. Thus
Since the type of run alternates,
The number of ones, k, is an upper bound on R,, and the number of zeros, m -k, is an upper bound on Ro. The 0018-9448/88/0100-0064$01.00 01988 IEEE transition count t is thus bounded t 5 2 m i n ( k , m -k ) .
This last expression implies that about half of the points in the joint space of m2 + m pairs k, t have N ( m , k, t ) = 0 (see Figs. 2 and 3) . The development of N for the rest of the space treats the cases of t even and t odd separately.
ways. In the same manner, the m -k -R , "extra" zeros can be independently distributed in
ways. The product of these two coefficients yields the number of patterns starting with either a one or a zero; thus an additional factor of 2 results, and ( 2 ) Expressions ( 1 ) and (2) assume / 3 is at least zero. For the particular case t = 0, which is not covered, the sequence must be all ones or all zeros, and clearly, for k = 0 and k = m ; otherwise.
N(m9 k,O) = { ; ;
For large values of m , k , and t an approximate expression can be obtained using the following limit form for the binomial coefficient [ 171: Fig. 2 is a representation of N(16, k , t ) for various pairs k and t . For even m the counts are clearly symmetric about k = m / 2 since f is preserved under complementation. Note that there are already suggestions of the Gaussian shape of limit form (3). Fig. 3 is a similar plot for m = 128. Note that both figures demonstrate the symmetry inherent in expressions (1) and (2). Substituting the limiting form (3) into (l) , assuming m, k , and t are large, results in
EQUIVALENT LENGTH
Counting-based compression techniques, which include syndrome [ 5 ] , transition count [7] , and spectral coefficients [ll], exhibit variable masking. That is, the number of sequences which give the same compressed result as correct operation depends on the particular function being compressed. Signature compression, on the other hand, is a linear operation having a fixed number of seqoences with the same signature. A signature compressor can be realized using a linear feedback shift register (LFSR). The number of sequences resulting in the same signature is exactly 2"-L for a LFSR with length L. As L is increased, the number of masking patterns decreases exponentially. We define the equivalent length Le for a compression method as that value of L which has the same number of masking patterns. Thus Le = m -log, N .
Note for the cases in Table I that an eight-stage counter is sufficient to calculate k or t . The first row is the worst case for counting where an eight-stage LFSR would have fewer masking sequences. As k and t differ from m/2, the equivalent length becomes larger.
IV. RECURRENCE RELATIONS
In t h s section we present some recurrence relations on No(m, k, t ) number of length-m binary sequences having syndrome k and transition count t with the restriction that the first term in all these sequences is always zero; number of length-m binary sequences having syndrome k and transition count t with the restriction that the first term in all these sequences is always one.
N ( m , k, t ) . Two subfunctions are defined as follows:
we consider noninteger L, for compafison purposes; of course, a real LFSR has integer length. Let Le( k) = Le for syndrome compression, L , ( t ) = Le for transition count,
From the definitions of subfunctions we have the following
where Lg represents the logorithm to the Base 2.
As has been noted, (5) and (6) indicate that the equivalent length grows as the square of the difference between k or t and their midvalues. The incremental benefit of using syndrome and transition count together over the use of either syndrome, transition count, or signature alone can be estimated from (5)-(7). Table I illustrates some values for m = 256. The following are base conditions for (8) and (9):
The base conditions are for length-one sequences. The TC for a length-one sequence is always zero. N ( m , k, t ) is defined for positive values of m with k and t satisfying the boundary conditions 0 I k I m and 0 I t I m -1, respectively. N(m, k, t ) is zero when k or t do not satisfy the boundary conditions. The function N(m, k, t ) may be interpreted for null sequence (m = 0) or for negative values of m, but then we may have to redefine k and t because the boundary conditions will not make sense. This interpretation is important because if we consider N,, (l,O,O) and apply (2) In the previous section we obtained recurrence relations on N(m, k, t). The enumeration can be easily done for small values of m. However, our interest is in examining the behavior of t h s function when m, k, and t are large. The problem of enumerating N(m, k, t ) is formulated in terms of probability generating functions and an asymptotic formula is derived. The following definitions and notations will be used: mean value of random variable k, A ( r n , k ) x k = E(;). k -4 l t x ) " (10) ,,(l) . It follows that r(1) =1, and r(x) behaves as a probability density function. Therefore, we have
-'(I).
Differentiating (10) and substituting x = 1, we get
and From [7] we have B(m, t ) = 2( l ) . Therefore, we have
In a manner similar to A(m, k) we can show m -1
. y ' = -
.
The following identities can be proved from the definitions of No, N,, and N:
Substituting (8) and (9) in the previous identities and applying boundary conditions, we can show that
(19) (20) From base conditions, we have
We can represent the generating functions more compactly in a 2 x 2 matrix closed form in (21):
Using (19) and (20), we can obtain g , (x, y ) = 1 + xy + xy 2 + x2y f 3 ( x , y ) = xy + x'y' + x'y + x3 h,fx, y ) =1 +2xy + 2 x 2 y + xy2 + x 2 y 2 + x 3 .
and, therefore, The coefficient of x'y in h 3 ( x , y ) will be the same as N (3,2, l) , namely, two. There are two length-3 sequences, (Oll,llO) , with k = 2 and t =l.
To derive the asymptotic result, we consider the joint distribution of k and t: .,' = -Let us define h ( x , y ) = hm(x, y)/h,,, (l,l) .
h(1,l) =1 and h(x, y) can be considered as a joint probability distribution density function. The covariance ( I 2 ) of the random variables k and t is p x y -p x p y :
Adding (22) and (23) 
+
Enumeration by this asymptotic formula closely follows the value of N ( m , k , t ) in the neighborhood of the maximum. We conjecture that generalized syndromes presented in [12] will exhibit similar orthogonal characteristics. It is conceivable that m complete and orthogonal generalized syndromes similar to 2" spectral coefficients could be defined. These syndromes, besides being useful in built-in testing, might find application in digital signal processing. 
number of length-m binary sequences having syndrome value k and transition count t . This count, which serves as a measure of the error masking for logic test data compression, has a strong dependence on the values of k and t . Differences between k and t and their respective midrange values of m /2 and ( m -1)/2 reduce this count exponentially as the square of these differences. The value of k is just the weight of the data sequence compressed and is independent of the order of the data.
For many real logic functions, k is significantly larger or smaller than m / 2 . The parameter t depends strongly on the order of the data. In testing logic circuits, it may be worthwhile to ' examine various test pattern sequences to minimize possible error masking by maximizing or minimizing t. Particularly for built-in testing, it may be advantageous to match the test pattern generator to the functions under test. The counter used to compute k could be time multiplexed to compute t as well.
