Abstract Scale, rotational, and translational 
Introduction
The focus of this work is two-dimensional image analysis applied to synthetic aperture sonar (SAS) imagery, where the goal is to try to recognize objects in these images. The objects of interest are characterized on the basis of their features. There are two distinct types of image features that can be used for such classifications: shapes and textures. It is known, that the boundaries of objects in images characterize the objects themselves to a certain degree and, thus, the shapes of these boundaries become an important feature. Here, we will study the discriminating characteristics of two invariant shape metrics applied to the extracted boundaries of target objects. Clockwise from the top left, we have a block, a cone, a cylinder, and a sphere.
This research is guided by the need to automatically recognize targets of interest in static SAS imagery, and the fact that shapes of boundaries of these target objects can be important in the process of discriminating between targets and non-targets. Figure 1 shows simulated SAS [6] imagery snippets of target objects.
Shape Features
There are various features that can be derived from shape that allow for a description of that shape, however these features may not possess scale, rotational, and translational invariance. The goal here is to classify shapes with the intent of eliminating these invariance limitations. Therefore, we will employ two invariant techniques, the integral invariant metric of [3] and the geodesic shape distance of [2] . Each method will be briefly described below, for a more in-depth discussion see [2] , [3] , and [4] .
Integral Invariant Shape Metrics
Generally, shape invariants are defined via differential operations that are inherently sensitive to noise. As is shown in Figure 1 , SAS imagery is rife with the potential for low SNR where the noise is background scattering. In [3] the authors introduced invariants which are defined as integral functions of the shape. These integral invariants are local descriptors, invariant to certain group transformations, and inherently robust to noise.
From Invariants to Shape Distances
Based on the integral invariants of [3] , we define a shape distance metric between different shapes. Here, a meaningful shape matching, i.e. a dense correspondence mapping the parameterized domains of one shape to another, is critical, as distance is defined as the difference between the integral invariant values of corresponding points. This is found by minimizing an appropriate energy functional, whereby the optimal correspondence is computed which is affected both by differences in the local geometry of the two curves and by the amount of stretching or shrinking of the shapes' parameterization required to map similar points to each other.
Given this dense correspondence, the concepts of shape comparison, modeling, and interpolation can be naturally derived. One such integral invariant is computed by centering an isotropic kernel with a parameter r at a point p on the contour C.
We define 
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Target Extraction
In order to analyze the shapes must be extracted from the imagery methods for extracting objects from all meant to be used with SAS im interested in are the shapes of th targets. However, this could be shapes of the shadow regions as w Vese segmentation method morphological processing will b techniques. The algorithm will be The key here is that this method m is not the focus of this work.
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Binary Morphological Segmentatio
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The most basic morphological operations erosion. Dilation adds pixels to the boundari an image, while erosion removes pixels on ob The number of pixels added or removed from an image depends on the size and shape of element used to process the image. A stru defines the shape of the neighborhood mask t for the morphological operation. The dilation operation assigns the value of the the maximum value of all the pixels in th neighborhood, e.g. in a binary image, if any set to the value 1, the output pixel is set to operation assigns the value of the outpu minimum value of all the pixels in th neighborhood, e.g. in a binary image, if any set to 0, the output pixel is set to 0. sify targets based on their res are the mean integral distance. There are two experiments that will test the ability of these features to resolve the targets. First, all 120 shapes are pair-wise distanced for both the integral invariant and the geodesic metrics. Second, all 120 shapes are pair-wise distanced with the six shape templates, shown in Figure 10 below, to get a baseline measuring stick rather than relying on the target set itself, since the dictionary of all shapes in a particular class may not be available in the field. The shape template measures will be clustered both independently and fused. A third experiment looks at the principal curvature components of each shape as an alternative feature. Whereby the shapes are projected onto the first three principle curvature components and clustered.
Shape Templates
The six templates below were chosen to represent ideal shapes that have various curvature features, i.e. right angles, arcs, etc. Therefore, we will measure the similarities between each targets shape and the six templates and then cluster these measures to look for groupings. To demonstrate the similarities and differences within the shape template group the pair-wise distances for each metric is shown in Tables I  and II below. In addition, the scaled matrix images of the pair-wise metrics are shown in Figure 11 . 
Experimental Results
The target shape features are clustered for each of the experiments using their 3-D embeddings for two different manifold learning techniques, MDS and Diffusion Maps to demonstrate the discriminating ability of these two metrics. Figure 12 shows the results for the template-target pair-wise geodesic distance metric and Figure 13 shows the results for the template-target pair-wise integral invariant metric. As can be seen in the clustering results above, the geodesic distance metric out performs the integral invariant metric for template-target pair-wise comparison. However, as is demonstrated in Figures 14 and 15 below the integral invariant produces better clustering results for these embedding techniques. In addition to the comparison of the two metrics, clustering was done using the fused features for template-target pairwise distance metrics. The results of this are show in Figure  16 . As is shown, the clustering of template-target fused geodesic and integral invariant metrics compares well with the geodesic metric results in Figure 12 .
The third experiment analyzes the principal curvature components of the shapes and the results of projecting onto the first three principal components. For the entire set of shapes the first nine principal components are shown in Figure 17 . As can be seen, the first two components look similar to two of the shape classes, whereas the others resemble something else entirely. It must be noted that the components need not be non-intersecting curves themselves and that are just the principal curvature vectors for the shape data. The plot in figure 18 show the clustering of shapes projected onto the first three principal components. The results demonstrate good separation for the eigen-curvature method. The major fallacy of this method is that a large sample of each shape size is required to calculate a reliable principal component decomposition that would capture a significant amount of the eigen-features relevant to each shape. Otherwise, the principal components may skew toward a particular class. 
Conclusions
As has been shown, shape features can play a major role in distinguishing targets from each other. Both the distance metrics and the eigen-curvature method employed here offer discriminating information with regards to the shape classes; however, the next step is to demonstrate that these metrics can be used to discriminate targets from non-target as well. In addition to this extended non-target work, emphasis must be placed on the shape extraction algorithm to better provide the optimum representative contour for each object. Future work should also include other non-shape image features as well as non-image based features to fuse with the shape features to provide a multimodal object view that could enhance multiclass target discrimination in addition to target vs. nontarget separability.
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