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PARAFREE AUGMENTED ALGEBRAS AND GRÖBNER-SHIRSHOV
BASES FOR COMPLETE AUGMENTED ALGEBRAS
SERGEI O. IVANOV AND VIKTOR LOPATKIN
Abstract. We develop a theory of parafree augmented algebras similar to the
theory of parafree groups and explore some questions related to the Parafree
Conjecture. We provide an example of finitely generated parafree augmented
algebra of infinite cohomological dimension. Motivated by this example, we
prove a version of the Composition-Diamond lemma for complete augmented
algebras and provide a sufficient condition for augmented algebra to be resid-
ually nilpotent on the language of its relations.
Introduction
For a group G we denote by (γi(G))i≥1 its lower central series. A group G
is called parafree if it is residually nilpotent and there is a homomorphism
from a free group F → G, such that F/γi(F) → G/γi(G) is an isomorphism
for any i. Baumslag introduced this class of groups [Ba67a], [Ba67b], [Ba68],
[Ba69] searching for an example of a non-free group of cohomological dimen-
sion 1. When Stallings and Swan proved their famous theorem about groups
of cohomological dimension one [St68], [Sw69], Baumslag realised that non-
free parafree groups have cohomological dimension at least two. Despite this
fact, Baumslag continued the study of homological properties which parafree
groups share with free groups. Baumslag raised the following conjecture,
which is known as the Parafree conjecture: for any finitely generated parafree
group G, H2(G) = 0. There is also a strong version: for any finitely generated
parafree group G, H2(G) = 0 and the cohomological dimension of G is at most 2.
For discussion of these conjectures see [Co87], [CO98]. For convenience, we
formulate the following conjectures related to the Parafree Conjecture: if G is
a parafree group, then
(C1) H2(G) = 0;
(C2) the cohomological dimension of G is at most 2.
Bousfield showed that H2(Fˆ) 6= 0, where Fˆ is the pro-nilpotent completion of
a free group with at least two generators [Bou77] (see also [IM18], [IM19]).
1
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This gives an uncountable counterexample to (C1). Recently a countable but
non-finitely generated counterexample to (C1) was constructed by Zaikovski,
Mikhailov and the first named author [IMZ]. However, the (C1) is open for
finitely generated parafree groups and this is the most interesting question in
this theory. The second conjecture (C2) is still open both in the general case
and in the finitely generated case.
It was decided to ask the same questions for other algebraic systems with
a hope that it is easier to answer them. Recenty Zaikovski, Mikhailov and
the first named author [IMZ] investigated these two conjectures for the case
of Lie algebras. They constructed non-finitely generated counterexamples to
analogues of both conjectures (C1), (C2) in the case of Lie algebras. However,
both conjectures are still open for finitely generated parafree Lie algebras.
In this paper we develop a theory of parafree augmented algebras and con-
struct a finitely generated parafree augmented algebra of infinite cohomolog-
ical dimension. This is a counterexample for (C2) in the case of augmented
algebras. Motivated by this example, we develop a theory of Gröbner-Shirshov
bases for complete augmented algebras in a more general setting then it was
done in [GH98]. This theory helps us to provide a method of proving that an
augmented algebra is residually nilpotent. Namely, we give a sufficient con-
dition for augmented algebra to be residually nilpotent on the language of its
relations.
It is also noted in [IMZ] that the counterexample for (C1) in the case of Lie
algebras gives a counterexample for (C1) in the the case of augmented algebras.
Then all known results about these conjectures can be listed in the following
table.
(C1) (C2) (C1) f.g. (C2) f.g.
groups × ? ? ?
Lie. alg. × × ? ?
Aug. alg. × ⊗ ? ⊗
Here we denote by “(C1)” and “(C2)” the two conjectures in the general case;
by “(C1) f.g.” and “(C2) f.g.” these conjectures in the finitely generated case;
by “×” the cases where counterexamples were constructed; by “?” the cases,
where conjecture is open; and by ⊗ the cases of that were closed in this paper.
Note that our work gives the first finitely generated example for all these types
of the Parafree Conjectures. However, we do not have a finitely generated
counterexample to (C1) yet, even in the case of augmented algebras.
Further we explain our results in more details.
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Throughout the paper we denote by k an (associative, unital) commutative
ring. By an algebra we always mean an associative unital k-algebra. An
augmented algebra is an algebra A together with an algebra homomorphism
εA : A → k. This homomorphism is called augmentation and its kernel is
called augmentation ideal I(A) = Ker(εA : A → k). An augmented algebra A
is called residually nilpotent if
⋂∞
n=1 I(A)
n = 0.
A morphism of augmented algebras ϕ : A → B is an algebra homomorphism
that commutes with augmentations. The free augmented algebra generated by a
set X is the algebra of non-commutative power series k〈X〉 with the augmen-
tation such that ε(x) = 0 for any x ∈ X.
An augmented algebra A is called parafree, if it is residually nilpotent and
there is a morphism of augmented algebras k〈X〉 → A such that the map
k〈X〉/I(k〈X〉)i → A/I(A)i is an isomorphism for any i ≥ 1. In this case the
image of X in A is called a set of parafree generators.
The trivial module over an augmented algebra A is the ring k considered as an
A-module via the augmentation. The (co)homology of an augmented algebra
A with coefficients in an A-module M are defined as
H∗(A,M) = TorA∗ (k,M), H
∗(A,M) = Ext∗A(k,M).
The cohomological dimension of A is the infimum of such n that Hn+1(A,M) = 0
for any M. The main result of this paper is the following theorem.
Theorem. The algebra defined by four generators and four relations
A = k〈x1, x2, y1, y2 | r1, r2, r3, r4〉,
where
r1 = x1x2 + y
2
1 − y1, r2 = x2x1 + y
2
2 − y2,
r3 = x1y2 − y1x1, r4 = x2y1 − y2x2,
is a parafree augmented algebra of infinite cohomological dimension. Here x1, x2 is a
set of parafree generators in A.
The most complicated part of this theorem is the proof of residually nilpotency
of this algebra. Motivated by this, we develop a theory of Gröbner-Shirshov
bases of complete augmented algebras of finite type. Let us explain the details.
We say that an augmented algebra A is of finite type if I(A)/I(A)2 is a finitely
generated k-module.
The completion of an augmented algebra A is defined as the inverse limit
Aˆ = lim
←−
A/I(A)i . This notion is useful for us because an augmented algebra
PARAFREE ALGEBRAS AND GRÖBNER-SHIRSHOV BASES 4
is residually nilpotent if and only if the natural map A → Aˆ is injective. An
augmented algebra is called complete, if the natural map A → Aˆ is an iso-
morphism. Similarly to the case of groups [Bou77, §13], the completion of an
augmented algebra A is not always complete but it is complete if A is of finite
type (Theorem 1.10). If X is finite, then k〈X〉 is of finite type and its comple-
tion is the algebra of non-commutative power series k〈〈X〉〉. We prove that an
algebra of finite type A is complete if and only if it can be presented as a quo-
tient of the algebra of non-commutative power series k〈〈X〉〉 by a closed ideal
a ⊆ I(k〈〈X〉〉)
A ∼= k〈〈X〉〉/a,
where X is finite.
In order to compute in the algebras of the form k〈〈X〉〉/a, it is useful to have a
theory of Gröbner-Shirshov bases for this case which is similar to the theory for
associative algebras (see [BC14], [Mo94]). Namely, we need an analogue of the
Composition-Diamond lemma. Such a theory was developed by Gerritzen and
Holtkamp [GH98]. The main difference with the theory for associative algebras
is that one need to replace the maximal term of a polynomial by the minimal
term of a power series. However, Gerritzen and Holtkamp consider only the
deg-lex order on the free monoid W(X) but we need more general admissible
orders. Gerritzen and Holtkamp use the notion of I-adic basis in their theory.
We had to replace this notion to a more general notion of topological basis in
order to prove the more general variant of the Composition-Diamond lemma
(Theorem 2.9). Proposition 2.5 shows a connection between the notions of I-
adic basis and topological basis. We also want to mention a thesis of Hellström
[H02] devoted to a similar theory but our approach is independent.
We use our variant of the Composition-Diamond lemma to prove a theorem
that gives a sufficient condition for residually nilpotency of an augmented alge-
bra on the language of its relations (Theorem 3.2). Then we apply this theorem
to our main example.
Note that a Lie algebra version of the Composition–Diamond lemma was first
proved by Shirshov [Sh99] in 1962 for free Lie algebras over fields (with the
deg-lex order). For commutative algebras, this lemma was proved by Buch-
berger [Buch70] in 1970.
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1. Complete augmented algebras
1.1. Preliminaries. Throughout the paper we denote by k a commutative ring
and by ⊗ the tensor product over k. By an algebra we always mean a k-algebra.
Let A be an algebra and a be an ideal of A. The a-adic topology on A is the
topology defined by taking the ideals an as basic neighborhoods of 0. For
an ideal b ⊳ A we denote by bc its closure in this topology. It is well-known
that the closure can be computed as follows bc =
⋂∞
n=1(b+ a
n) (see [Bour72,
Ch.III,§2.5]). In particular b is closed if and only if b =
⋂∞
n=1(b+ a
n). The a-adic
topology is Hausdorff if and only if the ideal (0) is closed i.e. ∩∞n=1a
n = (0).
An augmented algebra is an algebra A together with an algebra homomorphism
εA : A→ k. This homomorphism is called augmentation and its kernel is called
the augmentation ideal I(A) = Ker(εA : A → k). An augmented algebra will
be always considered together with the I(A)-adic topology. Whenever this can
be done without ambiguity we shall use the notation I instead of I(A).
A morphism of augmented algebras is a homomorphism f : A → B such that
εA = εB f . Note that for any morphism of augmented algerbas f : A → B we
have f (I(A)n) ⊆ I(B)n. In particular, f is continuous.
An augmented algebra A is called nilpotent if I(A)n = 0 for some n, and residu-
ally nilpotent if
⋂∞
n=1 I(A)
n = 0. Note that an augmented algebra A is residually
nilpotent if and only if it is Hausdoff with respect to I(A)-adic topology.
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For an augmented algebra A we define its associated graded algebra Gr(A) as
follows
Gr(A) =
⊕
n≥0
Grn(A), Grn(A) = I(A)n/I(A)n+1
with the multiplication induced by the multiplication in A.
1.2. The algebra of non-commutative power series. Let X = {x1, . . . , xN} be
a finite set and W(X) be the free monoid generated by X. Elements of W(X)
are called words in the alphabet X. We denote by Wn(X),W<n(X),W≥n(X)
the sets of words of length n, of length lesser than n, and of length at least n
respectively. If X is obvious, we simplify notation W := W(X).
The free algebra k〈X〉 consists of linear combinations ∑w∈W αww. Here we as-
sume that this linear combination is finite i.e., the set {w ∈ W | αw 6= 0}
is finite. We treat k〈X〉 as an augmented algebra with the augmentation
ε : k〈X〉 → k such that ε(x) = 0 for any x ∈ X.
Note that k〈X〉 is a free augmented algebra in the following sence. For any
augmented algebra A and a map X → I(A) there exists a unique extension of
this map to a morphism of augmented algebras k〈X〉 → A.
It is easy to see that for any n ≥ 1 the ideal I(k〈X〉)n consists of all finite sums
of the form ∑w∈W≥n αww.
Denote by k〈〈X〉〉 the algebra of non-commutative power series. Its elements
are (not necessarily finite) formal sums ∑w∈W(X) αww. The product in this
algebra is given by(
∑
w∈W
αww
)(
∑
w∈W
βww
)
= ∑
w∈W
 ∑
{(u,v)∈W2|uv=w}
αuβv
w.
It is well defined, because, for any w ∈ W, the number of decompositions
w = uv is finite. We also treat this algebra as an augmented algebra with the
augmentation ε(∑ αww) = α1.
For any n ≥ 1 we consider the following morphism of augmented algebras
pn : k〈〈X〉〉 −→ k〈X〉/In ,
defined by the formula ∑ αww 7→ ∑w∈W<n(X) αww.
Lemma 1.1. Let X = {x1, . . . , xN} be a finite set and n ≥ 1. Then I(k〈〈X〉〉)n =
Ker(pn). In other words, pn induces an isomorphism
k〈〈X〉〉/In ∼= k〈X〉/In .
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Proof. If we set Jn = Ker(pn), then we have Jn · Jm ⊆ Jn+m, and J1 = I. It follows
that In ⊆ Jn. Take an element a ∈ Jn, and let a = ∑w∈W≥n αww. It is clear that for
any n ≥ 1, w ∈ W≥n we have w = xi1xi2 . . . xinw
′, where i1, . . . , in ∈ {1, . . . ,N}.
Since {1, . . . ,N}n is finite, we can present a as a finite sum
a = ∑
(i1,...,in)∈{1,...,N}n
xi1 . . . xin · ai1,...,in ,
where ai1,...,in ∈ k〈〈X〉〉. Obviously xi1 . . . xin · ai1 ,...,in ∈ I
n. Hence a ∈ In. There-
fore In = Jn. 
Remark 1.2. If X = {x1, x2, . . . } is infinite, one can also define k〈〈X〉〉 but
Lemma 1.1 fails because of x22 + x
3
3 + x
4
4 + . . . /∈ I(k〈〈X〉〉)
2 .
1.3. Completion of augmented algebras. Let A be an augmented algebra. Its
completion is defined as the inverse limit
Aˆ = lim
←−
A/I(A)n .
The completion Aˆ is also an augmented algebra with the augmentation in-
duced by the augmentation of A. It is easy to see that k〈〈X〉〉 is the completion
of k〈X〉.
Lemma 1.3. For any augmented algebra A the completion Aˆ is residually nilpotent.
Proof. Set Jn = Ker(Aˆ → A/I(A)n). Then
⋂
Jn = 0 and Jn · Jm ⊆ Jn+m for any
n,m. Since I(Aˆ) = J1, we obtain I(A)n ⊆ Jn. Hence
⋂
I(Aˆ)n = 0. 
Lemma 1.4. Let f : A→ B be a morphism of augmented algebras. Then the following
statements are equivalent:
(1) fˆ : Aˆ→ Bˆ is surjective;
(2) I(A)/I(A)2 → I(B)/I(B)2 is surjective;
(3) Gr(A) → Gr(B) is surjective;
(4) A/I(A)n → B/I(B)n is surjective for any n.
Proof. (3)⇒ (2) is obvious.
(2) ⇒ (3). Note that the multiplication induces a well defined surjective map
I(A)/I(A)2 ⊗ I(A)n/I(A)n+1 → I(A)n+1/I(A)n+2 for any n ≥ 1. Therefore,
by induction on n, we obtain the surjectivity of I(A)n/I(A)n+1 → I(B)n/I(B)n+1
for any n ≥ 1.
Thus we have proved (2) ⇔ (3).
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(3) ⇒ (4). It follows by induction.
(4) ⇒ (2). Since A/I(A)2 ∼= k⊕ I(A)/I(A)2 , the surjectivity of A/I(A)2 →
B/I(B)2 implies the surjectivity of I(A)/I(A)2 → I(B)/I(B)2 .
Thus we have proved (2) ⇔ (3) ⇔ (4).
(1) ⇒ (4). Since A/I(A)n is a quotient of Aˆ, the surjectivity of Aˆ→ Bˆ implies
the surjectivity of A/I(A)n → B/I(B)n.
Now we only need to prove (2)&(3)&(4) ⇒ (1). Set Kn = Ker(A/I(A)n →
B/I(B)n) and consider the following commutative diagram with exact rows
and columns
I(A)n/I(A)n+1 I(B)n/I(B)n+1 0
0 Kn+1 A/I(A)n+1 B/I(B)n+1 0
0 Kn A/I(A)n B/I(B)n 0
Then by the snake lemma, Kn+1 → Kn is surjective. Hence, by the Mittag-
Leffler condition, the map lim
←−
A/I(A)n → lim
←−
B/I(b)n is surjective. 
1.4. Augmented algebras of finite type. We say that an augmented algebra A
is of finite type if I(A)/I(A)2 is a finitely generated k-module.
Lemma 1.5. For any finite set X the algebra k〈〈X〉〉 is of finite type.
Proof. It follows from Lemma 1.1. 
Proposition 1.6. Let A be an augmented algebra. Then the following statements are
equivalent:
(1) A is of finite type;
(2) Grn(A) is finitely generated as a k-module for any n ≥ 0;
(3) A/I(A)n is finitely generated as a k-module for any n;
(4) Aˆ ∼= k〈〈X〉〉/a for some closed ideal a ⊆ I(k〈〈X〉〉) and finite X.
Proof. (2)⇒ (1) and (3) ⇒ (1) are obvious.
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(4) ⇒ (1). By Lemma 1.5, Aˆ is of finite type. The epimorphism Aˆ։ A/I(A)2
induces an epimorphism Aˆ/I(Aˆ)2 ։ A/I(A)2. It follows that A is of finite
type.
(1) ⇒ (2), (3), (4). Consider a finite set X and a map X → I(A) such that the
image of the composition X → I(A) → I(A)/I(A)2 generates I(A)/I(A)2 .
This map induces a morphism k〈X〉 → A such that I(k〈X〉)/I(k〈X〉)2 →
I(A)/I(A)2 is surjective. Then (2) and (3) follow from Lemma 1.4. Moreover,
it follows that the map k〈〈X〉〉 → Aˆ is surjective. By Lemma 1.3 the augmented
algebra Aˆ is Hausdorff in the I(A)-adic topology and hence, 0 is a closed ideal.
Therefore a = Ker(k〈〈X〉〉 → Aˆ) is closed and (4) follows. 
1.5. Complete augmented algebras. An augmented algebra A is called com-
plete if the map A→ Aˆ is an isomorphism.
The completion Aˆ of an augmented algebra A is not necessarily complete as
an augmented algebra, because the I(Aˆ)-adic topology on Aˆ does not need to
be equal to the inverse limit topology. However, we prove (Theorem 1.10) that
Aˆ is complete if A is of finite type.
Lemma 1.7. For any finite set X the algebra k〈〈X〉〉 is complete.
Proof. It follows from Lemma 1.1. 
Lemma 1.8. Let A → B be a morphism of complete augmented algebras. Then the
following statements are equivalent.
(1) A→ B is surjective;
(2) I(A)/I(A)2 → I(B)/I(B)2 is surjective.
(3) Gr(A) → Gr(B) is surjective;
(4) A/I(A)n → B/I(B)n is surjective for any n.
Proof. It follows from Lemma 1.4. 
Lemma 1.9. Suppose A is a complete augmented algebra and a ⊆ I(A) is a closed
ideal. Then A/a is also complete.
Proof. Lemma 1.4 implies that the map A → Â/a is surjective. Hence A/a →
Â/a is surjective. Since a is closed, we have
⋂∞
n=1(a+ I(A)
n) = a. Then map is
injective because
⋂∞
n=1 I(A/a)
n =
⋂∞
n=1(a+ I(A)
n)/a = a/a = 0. 
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Theorem 1.10. Let A be an augmented algebra of finite type. Then Aˆ is complete and
the map A→ Aˆ induces isomorphisms
A/I(A)n ∼= Aˆ/I(Aˆ)n, Gr(A) ∼= Gr(Aˆ).
In particular, Aˆ is of finite type.
Proof. By Proposition 1.6, Aˆ ∼= k〈〈X〉〉/a, where a ⊆ I(k〈〈X〉〉) is a closed ideal.
Then, by Lemma 1.9, Aˆ is complete.
Nowwe aim to prove A/I(A)n ∼= Aˆ/I(Aˆ)n and In(A)/In+1(A) ∼= In(Aˆ)/In+1(Aˆ).
The second one easily follows from the first one. So we need to prove only the
first one. Since A → Aˆ induces an isomorphism on completions, Lemma 1.4
implies that A/I(A)n → Aˆ/I(Aˆ)n is surjective. On the other hand it is injective
because the composition A/I(A)n → Aˆ/I(Aˆ)n → A/I(A)n is identical. 
Denote by Augfin the category of augmented algebras of finite type. Consider
its full subcategory CAugfin consisting of complete algebras of finite type.
Proposition 1.11. The operation of completion defines the left adjoint functor to the
functor of embedding ι : CAugfin →֒ Augfin.
(̂·) : Augfin ⇆ CAugfin : ι.
Proof. By Theorem 1.10, the functor of completion (̂·) : Augfin → CAugfin is well
defined. Then we only need to prove that for any morphism from an aug-
mented algebra to a complete augmented algebra f : A → C there exists a
unique fˆ : Aˆ → C that makes the diagram is commutative. Such a morphism
can be constructed as the composition of the completion of the original mor-
phism and the isomorphism Aˆ → Cˆ ∼= C. It is unique because the image of
A→ Aˆ is dence in Aˆ and the morphisms Aˆ→ C are continuous. 
Theorem 1.12. Let A be an augmented algebra of finite type. Then A is complete if
and only if there exists a finite set X and a closed ideal a ⊆ I(k〈〈X〉〉) such that
A ∼= k〈〈X〉〉/a.
Proof. Any algebra of the form k〈〈X〉〉/a is complete by Lemma 1.9. On the
other hand, by Proposition 1.6, we have A ∼= Aˆ ∼= k〈〈X〉〉/a for a closed ideal
a ⊆ I(k〈〈X〉〉). 
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2. Gröbner-Shirshov bases for closed ideals of k〈〈X〉〉
The goal of this section is to prove a variant of the Composition-Diamond
lemma for closed ideals of the algebra of non-commutative power series k〈〈X〉〉
in a more general setting then it was done by Gerritzen and Holtkamp [GH98].
Namely we prove it with respect to an arbitrary admissible N-order on the
free monoid W(X) and over an arbitrary commutative ring k. We also want
to mention a thesis of Hellström [H02] devoted to a similar question but our
approach is independent.
2.1. Topological bases and I-adic bases. Gerritzen and Holtkamp in [GH98]
use the notion of I-adic basis. In our generalisation we need a more general
notion of topological basis that is introduced in this subsection.
Here k is considered as a discrete topological commutative ring.
Definition 2.1 (topological sum). Let M be a Hausdorff topological k-module
and let (mi)i∈I be a family in M indexed by some not necessarily finite set I.
An element m is called topological sum of this family if for any neighbourhood
U of m there exists a finite subset F ⊆ I such that for any finite F′, satisfying
F ⊆ F′ ⊆ I, we have ∑i∈F′ mi ∈ U. If a topological sum exists, then the family
(mi)i∈I is called summable. Since M is Hausdorff, we see that a topological
sum, if it exists, is unique and we denote it by
m = ∑
i∈I
mi.
We do not call topological sums “series” so as not to confuse with elements of
k〈〈X〉〉.
Definition 2.2 (topological basis). Let M be a Hausdorff topological k-module
and let (bi)i∈I be a family of elements of M. A topological linear combination of
(bi)i∈I is a topological sum of the form ∑i∈I αibi, where (αi)i∈I is a family of
scalars such that (αibi)i∈I is summable. The family (bi)i∈I is called topological
basis of M if any element of M can be uniquely presented as its topological
linear combination.
Lemma 2.3. Let A be a complete augmented algebra, let (ai)i∈I, ai ∈ A be a family
and In = {i ∈ I | ai /∈ I(A)n}. Then (ai)i∈I is summable if and only if In is finite
for any n.
Proof. Assume that (ai)i∈I is summable and s = ∑i∈I ai. For a finite F ⊆ I we
consider a sum sF = ∑i∈F ai. Then for any n there exists a finite Fn ⊆ I such
that for any finite F′ satisfying Fn ⊆ F′ ⊆ I we have s − sF′ ∈ I(A)n. Then
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for any i /∈ Fn we have ai = (s − sFn) − (s − sFn∪{i}) ∈ I(A)
n. It follows that
In ⊆ Fn and hence In is finite.
Now assume that In is finite and set sn = ∑i∈In ai. Then sn − sn+1 ∈ I
n and
hence sn converges to some element s so that s− sn ∈ In. For any neighbour-
hood U of s there is n such that s+ In ⊆ U. Since ai ∈ In for any i /∈ In, we
obtain that ∑i∈F′ ai ∈ s+ I
n ⊆ U for any finite F′ such that In ⊆ F′ ⊆ I. Then
(ai)i∈I is summable. 
Definition 2.4 (I-adic basis). Let A be a complete augmented algebra, (bi)i∈I, bi ∈
A be a family and In = {i ∈ I | bi /∈ I(A)n}. Following [GH98] we say that
(bi)i∈I is an I-adic basis if (pn(bi))i∈In is a basis of the k-module A/I(A)
n for
any n ≥ 0.
Here we give an interpretation of the notion of the I-adic basis in terms of
topological bases.
Proposition 2.5. Let A be a complete augmented algebra, (bi)i∈I, bi ∈ A be a family
and In = {i ∈ I | bi /∈ I(A)n}. Then (bi)i∈I is an I-adic basis if and only if (bi)i∈I\In
is a topological basis of I(A)n for any n.
Proof. Assume that (bi)i∈I is an I-adic basis. Fix n ≥ 0. Since (pn(bi))i∈In
is a basis for any n, we obtain that (pm(bi))i∈Im\In is a basis of I
n/Im for
any m > n. Take an element a ∈ In. Consider a linear combitation pm(a) =
∑i∈Im\In αi,mpm(bi). The fact that the map pm : A → A/I
m factors as A →
A/Im+1 → A/Im, implies that αi,m = αi,m+1 for any i ∈ Im \ In. Hence we can
define αi := αi,m and obtain a = ∑i∈I\In αibi.
Prove that this presentation is unique. It is enough to prove that the equality
∑i∈I\In αibi = 0 implies αi = 0 for any i ∈ I \ In. If ∑i∈I\In αibi = 0, then
∑i∈In\Im αipm(bi) = 0 for any m > n, where this sum is a usual linear combi-
nation. Hence αi = 0 for any i ∈ In \ Im and for any m > n.
Now assume that (bi)i∈I\In is a topological basis of I
n for any n and prove
that it is an I-adic basis. First we prove that (pn(bi))i∈In spans A/I
n. Take an
element a ∈ A/In and any its preimage a′ ∈ A. Present a′ as a topological
linear combination a′ = ∑i∈I αibi. Since (αibi)i∈I is summable, then Fn := {i ∈
I | pn(αibi) 6= 0} is finite. Note that Fn ⊆ In. Then a = ∑i∈Fn αibi and hence
(pn(bi))i∈In spans A/I
n.
Prove that (pn(bi))i∈In is linearly independent. Assume ∑i∈In αipn(bi) = 0.
Then ∑i∈In αibi ∈ I
n. Therefore ∑i∈In αibi = ∑i∈I\In βibi for some family (βi)i∈I\In .
Hence ∑i∈I γibi = 0, where γi = αi for i ∈ In and γi = −βi for i ∈ I \ In. It
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follows that γi = 0 for any i ∈ I and hence αi = 0 for any i ∈ In. Thus
(pn(bi))i∈In is linearly independent. 
2.2. Composition-Diamond lemma. An N-order is an order ≤ on some count-
able set which is isomorphic to N. In other words, N-order is a total order such
that any bounded above subset is finite.
An order < on a monoid M is called admissible if it is total and satisfies 1 < m
for all m ∈ M \ {1}, and m1 < m2 implies m′m1m′′ < m′m2m′′ for any m′,m′′ ∈
M. Note that admissible orders can exist only on cancellative monoids.
Further we assume that X = {x1, . . . , xN} is a finite set, where x1, . . . , xN are
distinct elements, and we assume that W := W(X) is endowed by an admissi-
ble N-order such that x1 < x2 < · · · < xN. For example, deg-lex order is an
admissible N-order on W.
For any f = ∑ fww ∈ k〈〈X〉〉, where fw ∈ k, we set supp( f ) := {w ∈ W :
fw 6= 0}. If f 6= 0, we denote by mt( f ) the minimal element of supp( f ). We
call mt( f ) the minimal monomial of f . For any subset S ⊆ k〈〈X〉〉 \ 0 we set
mt(S) = {mt(s) | s ∈ S}. Note that if a is a closed ideal of k〈〈X〉〉, then mt(a \ 0)
is a monoid ideal of the monoid W(X). Further, we set r( f ) = f − fmt( f )mt( f ).
Then
f = fmt( f )mt( f ) + r( f )
and mt(r( f )) > mt( f ). A power series f is called monic, if fmt( f ) = 1. A set S of
power series is called monic if it consists of monic power series.
For a subset S ⊆ k〈〈X〉〉 we denote by (S)c the closed ideal of S ⊆ k〈〈X〉〉
generated by S.
Definition 2.6 (Gröbner–Shirshov basis). A monic set S ⊆ k〈〈X〉〉 is called a
Gröbner–Shirshov basis if mt((S)c \ 0) = Wmt(S)W. In other words, the monoid
ideal mt((S)c \ 0) is generated by mt(S).
Definition 2.7 (Compositions). Let f , g ∈ k〈〈X〉〉 be two monic power series and
w ∈ W. We introduce two types of elements that will be called compositions of
f and g with respect to w :
• If w = mt( f ) · u = v ·mt(g) for some u, v ∈ W, u, v 6= 1, then the power
series f u− vg is called the intersection composition of f and g with respect
to w.
• If w = mt( f ) = u · mt(g) · v for some u, v ∈ W, then the power series
f − ugv is called the inclusion composition of f and g with respect to w.
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Note that for any composition h of f and gwith respect to wwe havemt(h) > w
and h ∈ ( f , g)c, where ( f , g)c is a closed ideal generated by f and g.
Definition 2.8 (Trivial modulo (S,w)). Let S ⊆ k〈〈X〉〉 be a monic set and
w ∈ W. We say that f ∈ k〈〈X〉〉 is trivial modulo (S,w), if f can be presented as
an topological sum
f = ∑
i∈N
gisihi, such that mt(gi)mt(si)mt(hi) > w
si ∈ S, gi, hi ∈ k〈〈X〉〉 for any i ∈ N.
We say that f1 and f2 are equal modulo (S,w), denoted by
f1 ≡ f2 mod (S,w),
if f1 − f2 is trivial modulo (S,w).
Theorem 2.9 (Composition–Diamond lemma). Let X be a finite set, let W =
W(X) be the free monoid endowed by an admissible N-order and S be a monic subset of
k〈〈X〉〉. Set A := k〈〈X〉〉/(S)c , β(S) := W \Wmt(S)W and denote by ϕ : k〈〈X〉〉 →
A the projection. Then the following statements are equivalent:
(1) S is a Gröbner-Shirshov basis;
(2) every composition of series of S with respect to a word w is trivial modulo
(S,w);
(3) If f ∈ (S)c \ 0 and w < mt( f ), then f is trivial modulo (S,w);
(4) (ϕ(w))w∈β(S) is a topological basis of A.
To prove the CD-lemma we need the following two lemmas.
Lemma 2.10. Let S satisfy (2) of the theorem. If w = u1mt(s1)v1 = u2mt(s2)v2,
where u1, v1, u2, v2 ∈W, s1, s2 ∈ S, then u1s1v1 ≡ u2s2v2 mod (S,w).
Proof. There are three cases to consider.
Case 1. Suppose that subwords mt(s1) and mt(s2) of w are disjoint, say, |u2| ≥
|u1|+ |mt(s1)|. Then, u2 = u1mt(s1)u and v1 = umt(s2)v2 for some u ∈W, and
so, w = u1mt(s1)umt(s2)v2.
Now,
u1s1v1 − u2s2v2 = u1s1umt(s2)v2 − u1mt(s1)us2v2
= −u1s1u(s2 −mt(s2))v2 + u1(s1 −mt(s1))us2v2
= −u1s1ur(s2)v2 + u1r(s1)us2v2.
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Since mt(r(s2)) > mt(s2) and mt(r(s1)) > mt(s1), we conclude that
mt(u1)mt(s1)mt(ur(s2)v2) > w, mt(u1r(s1)u)mt(s2)mt(v2) > w.
Hence u1s1v1 − u2s2v2 ≡ 0 mod (S,w).
Case 2. Suppose that the subword mt(s1) of w contains mt(s2) as a subword.
Then mt(s1) = umt(s2)v, u2 = u1u and v2 = vv1, that is, w = u1umt(s2)vv1.
We have u1s1v1 − u2s2v2 = u1(s1 − us2v)v1. Since the inclusion composition
s1 − us2v is trivial modulo (S,mt(s1)), the statement follows.
Case 3. mt(s1) and mt(s2) have a nonempty intersection as a subword of w. We
may assume that u2 = u1u, v1 = vv2, w = u1mt(s1)vv2 = u1umt(s2)v2, where
u, v 6= 1. Then s1v− us2 is an intersection composition and, similar to the Case
2, we have u1s1v1 ≡ u2s2v2 mod (S,w). 
Lemma 2.11. Let S ⊆ k〈〈X〉〉 be a monic set, f ∈ k〈〈X〉〉 and w ∈ W such that w <
mt( f ). Then there exists g ∈ k〈〈X〉〉 such that f ≡ g mod (S,w) and supp(g) ⊆
β(S). Moreover, if mt( f ) ∈ β(S), then mt(g) = mt( f ).
Proof. In this prove for a power series h and a word w we denote by hw the coef-
ficient of h next to w so that h = ∑ hww. Denote byW>w the set of words greater
than w. Note that supp( f ) ⊆ W>w. Since W is N-ordered, we can present
Wmt(S)W ∩W>w as a increasing sequence of wordsWmt(S)W ∩W>w = {w1 <
w2 < w3 < . . . }.
For each n ≥ 1 we take the element wn ∈ Wmt(S)W ∩W>w and decompose it
as wn = unmt(sn)vn for some un, vn ∈ W, sn ∈ S. We will construct inductively
two sequences g(1), g(2), · · · ∈ k〈〈X〉〉 and α1, α2, · · · ∈ k satisfying:
• g(n) = f + ∑ni=1 αivisiui;
• supp(g(n)) ∩ {w1, . . . ,wn} = ∅;
• if mt( f ) ∈ β(S), then mt( f ) = mt(g(n)),
for each n ≥ 1. Take α1 := − fw1 and g
(1) = f + α1u1s1v1. Hence w1 /∈
supp(g(1)) and, if mt( f ) ∈ β(S), then mt( f ) = mt(g(1)). Assume that we
have already constructed g(i), αi for i < n. Take αn = −g
(n−1)
wn and g
(n) =
g(n−1) + αnvnsnun. It is easy to check that g(n) satisfies the conditions.
Since there is only finite number of words w of length no more than m, we
obtain that there is n0 such that αnunsnvn ∈ Im for any n ≥ n0. Then the
sequence g(n) converges to some power series g = f + ∑∞i=1 αiuisivi. It is easy
to see that g satisfies all required conditions. 
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Proof of Theorem 2.9. (2) ⇒ (1). Take f ∈ (S)c \ 0 and show that mt( f ) ∈
Wmt(S)W. Chose k big enough so that k > |w| for any w ≤ mt( f ). For any
power series h we denote by h˜ := pk(h) its image in k〈〈X〉〉. Then f˜ ∈ (S˜).
Using that k〈〈X〉〉/Ik ∼= k〈X〉/Ik (Lemma 1.1), we obtain
(2.1) f˜ =
n
∑
i=1
αiui s˜ivi,
for some ui, vi ∈ W, si ∈ S, αi ∈ k \ {0} such that
u1mt(s1)v1 ≤ u2mt(s2)v2 ≤ · · · ≤ unmt(sn)vn.
Set wi := uimt(si)vi ∈ Wmt(S)W. Since k is big enough, we have that mt( f ) =
mt(∑ni=1 αiuisivi) and hence w1 ≤ mt( f ).
There are many presentations of f˜ of the form (2.1) and now we chose the one
with the maximal possible w1. Such a presentation exists because w1 ≤ mt( f ).
Let
w1 = w2 = · · · = wℓ < wℓ+1 ≤ · · · .
If ℓ = 1, then mt( f ) = mt(u1s1v1) = w1 ∈Wmt(S)W and the statement follows.
Assume that ℓ ≥ 2. Then by Lemma 2.10,
uisivi ≡ u1s1v1 mod (S,w1),
for 1 ≤ i ≤ ℓ. It follows that for 1 ≤ i ≤ ℓ we have
ui s˜ivi = u1s˜1v1 +
mi
∑
j=1
α′i,ju
′
i,j s˜
′
i,jv
′
i,j
such that u′i,jmt(s
′
i,j)v
′
i,j > w1. Therefore we get
(2.2) f˜ = (α1 + · · ·+ αℓ)u1 s˜1v1 +
ℓ
∑
j=1
mi
∑
j=1
αiα
′
i,ju
′
i,j s˜
′
i,jv
′
i,j +
n
∑
i=ℓ+1
αiui s˜ivi.
We claim that α1 + · · · + αℓ 6= 0. Because if α1 + · · · + αℓ = 0, we obtain a
new presentation (2.2) of the form (2.1) with a smaller w1, which contradicts
to our choice of presentation (2.1). Then α1 + · · · + αℓ 6= 0. It follows that
mt( f ) = mt(u1s1v1) = w1 ∈Wmt(S)W.
(3) ⇒ (2). Obvious.
(4) ⇒ (3). Take f ∈ (S)c \ 0 and w ∈ W such that w < mt( f ). By Lemma 2.11,
there exists g such that f ≡ g mod (S,w) and supp(g) ⊆ β(S). Since g ∈ (S)c
and (ϕ(w))w∈β(S) is an topological basis of k〈〈X〉〉, we obtain g = 0.
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(1) ⇒ (4). Set A = k〈〈X〉〉/(S)c and prove that (ϕ(w))w∈β(S) is a topological
basis of A. By Lemma 2.11, we obtain that any element of A can be presented
as a topological linear combination of the family (ϕ(w))w∈β(S) . Prove that it is
unique. It is enough to prove that if ∑w∈β(W) αwϕ(w) = 0, then αw = 0 for
any w ∈ β(S). Note that by Lemma 2.3, any family of the form (αww)w∈β(S) is
summable in k〈〈X〉〉. If ∑w∈β(W) αwϕ(w) = 0, then f := ∑w∈β(W) αww ∈ (S)
c.
Since S is a Gröbner-Shirshov basis, we see that mt( f ) ∈ Wmt(s)W. However
supp( f ) ⊆ β(S). This is a contradiction. 
2.3. θ-lex orders on W(X). In this subsection we present a way to construct
admissible orders on W(X), which generalise the deg-lex order.
We denote by <lex the lexicographical order on W(X). Note that <lex is not
admissible because 1 <lex x1 but x2 >lex x1x2. However, the lexicographical
order is not far away from being admissible because it satisfies the following
useful property. If w1 6= 1, then w1 <lex w2 implies uw1v <lex uw2v for any
u, v ∈ W(X).
Definition 2.12 (θ-lex order). Let P be a poset and let θ : W(X) → P be a map.
Then the θ-lex order <θ on W(X) is defined as follows. The inequality u <θ v
holds if either θ(u) < θ(v); or θ(u) = θ(v) and u <lex v. It is easy to check that
<θ is an order.
For example, the classical deg-lex order is the θ-lex order, where θ = deg :
W(X) → N is the degree function. The lexicographical order is the θ-lex order,
where θ : W(X) → {∗} is the map to a one-element set.
Lemma 2.13. Let M be a monoid with an admissible order and let θ : W(X) → M
be a homomorphism such that w 6= 1 implies θ(w) 6= 1. Then the θ-lex order is
admissible. Moreover, if M = N, then the θ-lex order is an N-order.
Proof. It is easy to see that the order is total. For any w 6= 1 we have 1 < θ(w),
and hence 1 <θ w. Let w1 <θ w2 and u, v ∈ W(X). Consider two cases:
θ(w1) < θ(w1) and θ(w1) = θ(w2). If θ(w1) < θ(w1), then θ(u)θ(w1)θ(v) <
θ(u)θ(w2)θ(v) and hence uw1v <θ uw2v. If θ(w1) = θ(w2), then w1 <lex w2.
Note that w1 6= 1 because w1 = 1 would imply 1 = θ(w1) = θ(w2) and w2 = 1.
Hence w1,w2 ∈ W(X) \ {1}. Then uw1v <lex uw2v and θ(uw1v) = θ(uw2v). It
follows that uw1v <θ uw2v.
Assume that M = N. Since θ(xi) > 0 for any xi ∈ X and X is finite, for any
n ∈ N the set of all words w with θ(w) ≤ n is finite. Then any bounded above
set in W(X) is finite. 
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2.4. Counterexamples to possible generalisations of CD-lemma. Here we
show that it is impossible to replace an N-order by a well-order in Theorem 2.9
and it is impossible to replace topological bases by I-adic bases.
Example 2.14. Let X = {x1, x2, x3, x4}. Consider a homomorphism f : W(X) →
N4 given by f (xi) = (0, . . . , 0, 1, 0, . . . , 0), where 1 is placed in ith position.
We consider N4 as an ordered monoid with the lexicographical order. Then
W(X) is considered with the θ-lex order. It is easy to check that this order
is an admissible well-order on W(X). Consider relations sn = xn2x
n
3x
n
4 − x1
and a set S = {sn | n ≥ 1}. Then mt(sn) = xn2x
n
3x
n
4 . Note that S has no
compositions and hence satisfy (2) of Theorem 2.9. Since x1 = sn + xn2x
n
3x
n
4 ,
we obtain x1 ∈ (S) + I3n, and hence x1 ∈ (S)c. On the other hand x1 ∈ β(S).
Then (ϕ(w))w∈β(S) is not a topological basis of k〈〈X〉〉/(S)
c , then Theorem 2.9
fails because of (4). Therefore Theorem 2.9 has no a straight generalisation to
the case of admissible well-orders.
Example 2.15. Let X = {x1, x2, x3, x4}. Consider θ : W(X) → N such that
θ(x1) = θ(x2) = 1 and θ(x3) = θ(x4) = 3. Take s = x1x2 + x3 + x4 and
S = {s}. Then mt(s) = x1x2 and S is a Gröbner-Shirshov basis in k〈〈X〉〉. Then
(ϕ(w))w∈β(S) is a topological basis. However, we claim that it is not an I-basis.
Indeed, x3, x4 ∈ β(S) but their images in A/I2 are linearly dependent.
3. Residually nilpotent augmeted algebras
An augmented algebra A is called residually nilpotent if
⋂
n≥0 I(A)
n = 0. In
other words, A is residually nilpotent if and only if the map to the completion
A → Aˆ is injective. This section is devoted to a theorem, that is based on
the CD-lemma, gives a method to find out whether an augmented algebra is
residually nilpotent.
In this section we will strictly distinguish between non-commutative polyno-
mials p ∈ k〈X〉 and corresponding power series which will be denoted by
ι(p) ∈ k〈〈X〉〉. Polynomials are denoted by p, q · · · ∈ k〈x〉 and power series are
denoted by f , g, · · · ∈ k〈〈X〉〉. So we have an embedding
ι : k〈X〉 −→ k〈〈X〉〉.
Lemma 3.1. Let X be a finite set, R ⊂ I(k〈X〉), and A = k〈X〉/(R). Then
Aˆ ∼= k〈〈X〉〉/(ι(R))c .
Proof. Since ι induces an isomorphism k〈X〉/In ∼= k〈〈X〉〉/In (Lemma 1.1), we
have A/In ∼= k〈〈X〉〉/((ι(R)) + In). Note that (ι(R)) + In = (ι(R))c + In. Using
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that k〈〈X〉〉/(ι(R))c is complete (Lemma 1.9), we obtain Aˆ ∼= lim←− k〈〈X〉〉/((ι(R))
c +
In) ∼= k〈〈X〉〉/(ι(R))c . 
Wewill use both the classical theory of Gröbner-Shirshov bases for non-commutative
polynomials k〈X〉 and our theory of Gröbner-Shirshov bases for k〈〈X〉〉. Let us
remind the definition for non-commutative polynomials and introduce some
notation.
Assume that the free monoid W(X) is endowed by some admissible order ≤.
Then for a polynomial p ∈ k〈X〉 we denote by MT≤(p) the maximal term of p.
MT≤(p) = max(supp(p)), p ∈ k〈X〉.
A polynomial is p called monic if the coefficient ofMT≤( f ) in f is 1. We say that
a subset R ⊂ k〈X〉 is a Gröbner-Shirshov basis with respect to ≤ if it consists
of monic polynomials and W(X)MT≤(R)W(X) = MT≤((R)), where (R) is the
ideal generated by R.
Now assume that 4 is an admissible N-order on W(X). For a power series f ,
as before, we denote by mt4(g) the least monomial of f
mt4( f ) = min(supp( f )), f ∈ k〈〈X〉〉.
As before, a power series f is called monic if the coefficient of MT4( f ) in f is
1; and we say that S ⊂ k〈〈X〉〉 is Gröbner-Shirshov basis with respect to 4, if
W(X)mt4(S)W(X) = mt((S)
c), where (S)c is a closed ideal generated by S.
Theorem 3.2. Let X be a finite set, ≤ be an admissible order on W(X) and 4 is an
admissible N-order on W(X). Assume that R ⊂ I(k〈X〉) is a Gröbner-Shirshov basis
in k〈X〉 with respect to ≤ and S ⊂ I(k〈〈X〉〉) is a Gröbner-Shirshov basis in k〈〈X〉〉
with respect to 4 such that
• (ι(R))c = (S)c;
• MT≤(R) = mt4(S).
Then k〈X〉/(R) is residually nilpotent.
Proof. Set A = k〈X〉/(R). Then, by Lemma 3.1, we have Aˆ ∼= k〈〈X〉〉/(ι(R))c =
k〈〈X〉〉/(S)c . Consider the projections ψ : k〈X〉 → A and ϕ : k〈〈X〉〉 → Aˆ. By the
classical Composition–Diamond for k〈X〉, the family (ψ(w))w∈W\WMT≤(R)W is
a basis of A. By Theorem 2.9, the family (ψ(w))w∈W\Wmt4(S)W is a topological
basis of Aˆ. Note that Wmt4(S)W = WMT≤(R)W. The statement follows. 
Example 3.3. The fact that the commutative polynomial algebra
A = k[x, y] = k〈x, y | xy− yx〉
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is residually nilpotent is obvious but we to want show how to prove this by
using Theorem 3.2. Take R = {xy− yx} and S = ι(R). Define an order ≤ as
the deg-lex order corresponding to the order x > y on letters and 4 deg-lex
order corresponding to y > x. Then MT≤(xy− yx) = xy = mt4(xy− yx). It is
easy to see that R and S are Gröbner-Shirshov bases in appropriate senses and
the assumption of the theorem is satisfied.
Example 3.4. Let X = {x1, x2, x3}, r = x1x2 + x23 − x3 and R = {r}. Consider
two orders on W(x1, x2, x3) : the deg-lex order ≤ corresponding to the order
x1 > x2 > x3 and the θ-lex order 4=≤ f corresponding to the same order on
letters and θ(x1) = θ(x2) = 1, θ(x3) = 3. Then MT≤(r) = x1x2 = mt4(r). Note
that r has no self-compositions and hence R and ι(R) are Gröbner-Shirshov
bases. Therefore
A = k〈x1, x2, x3 | x3 = x1x2 + x
2
3〉
is residually nilpotent.
This example can be generalized as follows.
Example 3.5. Let Z = X ∪ Y, X = {x1, . . . , xn} and Y = {y1, . . . , ym}. Let u
be an arbitrary element of W(X) such that u cannot be decomposed as follows
u = u′u′′u′, with u′ ∈ W(X) \ {1}, u′′ ∈ W(X).
Let us consider the deg-lext order ≤ on W(Z) corresponding to the order
x1 > x2 > · · · > xn > y1 > y2 > · · · ym on the letters.
Next, let us choose a polynomial ϕ ∈ k〈Y〉 such that v ≤ u (in W(Z)) for any
monomial v of ϕ.
Consider now an θ-lex order ≤θ corresponding the the same order on the
letters, θ(x1) = · · · = θ(xn) = 1, and for any 1 ≤ i ≤ m we put θ(yi) := ni ∈ N
with ni > |u|.
It is clear that MT≤(r) = mt≤θ(r), for r = u − ϕ and by the construction of
u and ϕ it follows that r has no self-compositions, and thus R and ι(R) are
Gröbner-Shirshov bases, where R := {r}.
It implies that an algebra
A = k〈x1, . . . , xn, y1, . . . , ym | u = ϕ〉
is residually nilpotent.
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4. 2-acyclic morphisms
4.1. Homology of augmented algebras. The homology of an augmented alge-
bra A with coefficients in an A-module M is
H∗(A,M) = TorA∗ (M,k),
and we set H∗(A) := H∗(A,k). It is well known that there is an exact sequence
0 −→ H2(A) −→ I(A)⊗A I(A) −→ I(A) −→ H1(A) −→ 0,
where the middle map is induced by the product. In particular,
H1(A) = I(A)/I(A)
2 .
Lemma 4.1 (Hopf’s formula). Let ϕ : A → B be a surjective homomorphism of
augmented algebras. Set a = Ker(ϕ) and I = I(A). Then there is an exact sequence
H2(A) −→ H2(B) −→
a∩ I2
Ia+ aI
−→ 0.
Proof. It follows from the snake lemma applied to the following diagram
0 H2(A) I(A)⊗A I(A) I(A)2 0
0 H2(B) I(B)⊗A I(B) I(B)2 0
because Ker(I(A)2 → I(B)2) = a∩ I(A)2 and the sequence
(I(A)⊗A a)⊕ (a⊗A I(A)) → I(A)⊗A I(A) → I(B)⊗A I(B) → 0
is exact. 
Corollary 4.2. If A = k〈X〉/r for some ideal r ⊆ I, where I = I(k〈X〉), then there
is an isomorphism
H2(A) ∼=
r∩ I2
Ir+ rI
.
Remark 4.3. Let R ⊆ I = I(k〈X〉) be a set and A = k〈X | R〉. Then any element
of H2(A) can be presented as a linear combination of the relations
n
∑
i=1
αiri ∈ (R) ∩ I
2, αi ∈ k, ri ∈ R
without summands given by products pr, rp, where r ∈ R, p ∈ k〈X〉 because
they lie in (R)I + I(R).
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4.2. Paraequivalences. A morphism of augmented algebras A → B is called
para-equivalence if it induces an isomorphism A/I(A)n ∼= B/I(B)n for each n.
It is easy to see that a paraequivalence A → B induces an isomorphism of
completions Aˆ ∼= Bˆ. If A and B are of finite type, then the opposite also holds
by Theorem 1.10. For example, the map A → Aˆ is a paraequivalence for an
augmented algebra of finite type.
4.3. 2-acyclic morphisms. Amorphism of augmented algebras A→ B is called
n-acyclic if it induces an isomorphism Hi(A) ∼= Hi(B) for i < n and an epimor-
phism Hn(A)։ Hn(B). Here we give an analogue of Stalling’s theorem [St65]
with a similar proof.
Proposition 4.4 (Stalling’s theorem). A 2-acyclic morphism is a paraequivalence.
Proof. Prove that A/I(A)n → B/I(B)n is an isomorphism. The proof is by
induction on n. For n = 1 it is obvious. For n = 2 it is equivalent to the
isomorphism H1(A) ∼= H1(B). Assume n > 2. Lemma 4.1 implies that the
rows of the diagram
H2(A) H2(A/I(A)n−1) A/I(A)n 0
H2(B) H2(B/I(B)n−1) B/I(B)n 0
are exact. By induction hypothesis, we obtain that the middle vertical map is an
isomorphism. Then a simple diagram chasing shows that A/I(A)n → B/I(B)n
is surjective. 
Lemma 4.5 (2-acylic surjections). A surjective morphism A ։ B is 2-acylic if and
only if its kernel a = Ker(A → B) satisfies a ⊆ I2 and a = Ia+ aI.
Proof. Since I(A)/I(A)2 ∼= H1(A) → H1(B) ∼= I(B)/I(B)2 is an isomorphism,
we obtain a ⊆ I(A)2. Then Lemma 4.1 implies a = Ia+ aI. 
4.4. Standard 2-acyclic morphisms. If A and B are two algebras we denote by
A ∗ B their free product i.e., the coproduct in the category of algebras. If A and
B are augmented, then by the universal property, the augmentations induce an
augmentation A ∗ B → k. This augmented algebra A ∗ B is the coproduct of A
and B in the category of augmented algebras.
Let A be an augmented algebra and let X be a set, which we call a set of
variables. We define a A-polynomial as an element of A ∗ k〈X〉. Consider the
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morphism
A ∗ k〈X〉 −→ k〈X〉/I2 ,
which sends I(A) to zero. An A-polynomial p ∈ A ∗ k〈X〉 is called acyclic, if it
is in the kernel of this map. Let
P = (px)x∈X
be a family of A-acyclic polynomials indexed by the set of variables. We denote
by rP the ideal of A ∗ k〈X〉 generated by the set {x − px | x ∈ X} and define
an algebra AP as follows
AP = (A ∗ k〈X〉)/rP .
We denote by wP : A −→ AP the obvious homomorphism.
Proposition 4.6. The morphism wP : A→ AP is 2-acyclic.
Proof. It is easy to see that I(A ∗ B)/I(A ∗ B)2 = I(A)/I(A)2 ⊕ I(B)/I(B)2 for
arbitrary A, B. Set F = k〈X〉. Consider the map ϕ : I(A ∗ F) → I(A)/I(A)2 ⊕
I(F)/I(F)2 . Then ϕ(px) = (ax + A2, 0) for some ax ∈ A. Set qx = px − ax .
Note that qx ∈ I(A ∗ F)2. Then the ideal rP is generated by the relations x =
ax + qx, where ax ∈ A and qx ∈ I(A ∗ F)2. Therefore, rP + I(A ∗ F)2 = J +
I(A ∗ F)2, where J is generated by relations x − ax. Since (A ∗ F)/J = A, we
obtain AP/I(AP )2 = (A ∗ F)/(J + I(A ∗ F)2) = A/I(A)2. Therefore, the map
H1(A) → H1(AP ) is an isomorphism.
Let A = k〈Y | R〉 for some set Y and some set R ⊆ I(k〈Y〉). Then
AP = k〈X ⊔Y | R˜ ∪ {x− px | x ∈ X}〉,
where R˜ is the image of R in k〈X ⊔Y〉. Here we identify the second homology
with the Hopf’s formula. Consider an element θ ∈ H2(AP ) and presented it
as a linear combination of the relations
θ = ∑
r∈R
αrr+ ∑
x∈X
βx(x− px)
(see Remark 4.3). The image of θ in F/I(F)2 equals to zero because θ lies in
I(k〈X ∪ Y〉)2. On the other hand it equals to ∑x∈X βxx. Therefore βx = 0 for
any x ∈ X. It follows that θ = ∑r∈R αrr. Then it comes from H2(A). Thus
H2(A) → H2(AP ) is an epimorphism. 
The morphisms wP : A→ AP will be called standard 2-acyclic morphisms.
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5. Parafree augmented algebras
An augmented algebra A is called parafree if it is residually nilpotent and there
is a paraequiavence from a free algebra k〈X〉 → A, where X is finite. In patic-
ular, the completion of a parafree algebra is the algbra of non-commutative
power series Aˆ ∼= k〈〈X〉〉.
There is a standard way to construct parafree algebras. Take a family P =
(py)y∈Y of acyclic k〈X〉-polynomials. This means that py ∈ Ker(k〈X ⊔ Y〉 →
k〈Y〉/I2). Then, by Proposition 4.6, the map
k〈X〉 −→ k〈X〉P
is 2-acyclic and hence it is a paraequivalence. The algebra k〈X〉P need not to be
parafree, because it is not always residually nilpotent. However, the quotient
Para(P) = k〈X〉P/I
ω
is parafree, where Iω =
⋂
In. Such augmented algebras will be called stan-
dard parafree algebras. If Y = {y1, . . . , yM} is finite, then Para(P) is finitely
generated. In this case we will use notations pi = pyi and Para(p1, . . . , pM) :=
Para(P). Then
Para(p1, . . . , pM) = k〈x1, . . . , xN, y1, . . . , yM | y1 = p1, . . . , yM = pM〉/I
ω.
Example 5.1. Let X = {x1, x2} and Y = {y}. Then Para(x1x2+ y2) = k〈x1, x2, y |
y = x1x2 + y
2〉/Iω. Then, by Example 3.4, we have Iω = 0. Therefore
Para(x1x2 + y
2) = k〈x1, x2, y | y = x1x2 + y
2〉.
6. The main example
Let X = {x1, x2} and Y = {y1, y2}. The elements x1x2+ y21, x2x1+ y
2
2 are acyclic
k〈X〉-polynomials. Consider the following parafree augmented algebra
A := Para(x1x2 + y
2
1, x2x1 + y
2
2).
Set
r1 := x1x2 + y
2
1 − y1, r2 = x2x1 + y
2
2 − y2,
r3 := x1y2 − y1x1, r4 := x2y1 − y2x2
and B := k〈X〉P = k〈x1, x2, y1, y2 | r1, r2〉. Then A = B/Iω.
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Lemma 6.1. The parafree algebra A has the following presentation
A = k〈x1, x2, y1, y2 | r1, r2, r3, r4〉.
Moreover, if we take the deg-lex order on W(x1, x2, y1, y2) such that x1 > x2 > y1 >
y2, then R = {r1, r2, r3, r4} is a Gröbner-Shirshov basis.
Proof. It is enough to prove that Iω(B) = (r3, r4). Prove that r3, r4 ∈ Iω(B). Note
that
r3 = x1(x2x1 + y
2
2)− (x1x2 + y
2
1)x1
= x1y
2
2 − y
2
1x1
= r3y2 − y1r3.
Using the equation r3 = r3y2 − y1r3, it is easy to prove by induction that r3 ∈
In(B) for any n. Similarly r4 ∈ In(B) for any n. Then r3, r4 ∈ Iω(B). In order
to prove that Iω(B) = (r3, r4), it is enough to check that A˜ := B/(r3, r4) is
residually nilpotent.
Prove that A˜ is residually nilpotent using Theorem 3.2. Set R = {r1, r2, r3, r4}.
Then A˜ = k〈x1, x2, y1, y2〉/(R). Consider two orders: ≤ is the deg-lex order
such that x1 > x2 > y1 > y2 and 4 is the θ-lex order such that θ(x1) = θ(x2) =
1, θ(y1) = θ(y2) = 3 and y1 > y2 > x1 > x2. Then
MT≤(r1) = x1x2 = mt4(r1), MT≤(r2) = x2x1 = mt4(r2),
MT≤(r3) = x1y2 = mt4(r3), MT≤(r4) = x2y1 = mt4(r4).
Straightforward computations show that R and ι(R) are Gröbner-Shirshov
bases in appropriate senses. Theorem 3.2 implies that A˜ is residually nilpo-
tent. Therefore Iω(B) = (r3, r4), and hence, A = A˜. 
Further we will identify elements of k〈x1, x2, y1, y2〉 with their images in A.
Denote by B the set of words in W(x1, x2, y1, y2) that do not contain x1x2, x2x1,
x1y2, x2y1 as subwords. Then, by the CD-lemma, (w+ r)w∈B is a basis of A,
where r = (r1, r2, r3, r4). For each word w ∈ B and each letter l ∈ {x1, x2, y1, y2}
we set
cl(w) :=
{
u, if w = lu for u ∈ B
0, else.
In particular, cl(1) = 0. Extend this to a k-linear map cl : A→ A. Then for any
a we have
(6.1) a = ε(a) + x1cx1(a) + x2cx2(a) + y1cy1(a) + y2cy2(a).
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If a ∈ A we denote by cla and acl maps A → A given by compositions
(cla)(x) = cl(ax) and (acl)(x) = acl(x). Using this functional language we
can rewrite the equation (6.1) as
id = ε + x1cx1 + x2cx2 + y1cy1 + y2cy2 .
Lemma 6.2. The following equations for cx1 , cx2 , cy1 , cy2 hold
cx1x1 = ε + x1cx1 + y1cy1 , cx1x2 = 0,
cx2x1 = 0 cx2x2 = ε + x2cx2 + y2cy2 ,
cy1x1 = −(y1 − 1)cx2 + x1cy2 , cy1x2 = 0,
cy2x1 = 0 cy2x2 = −(y2 − 1)cx1 + x2cy1 ,
cyiyi = id,
clyi = 0 for l 6= yi,
where i = 1, 2.
Proof. First we prove the equations for clx1. It is enough to prove that the equa-
tions holds on all w ∈ B. If w = 1, it is obvious. Assume that w 6= 1 and denote
by l the first letter of w. Consider the following cases.
Case 1: l = x1 or l = y1. In this case x1w ∈ B and cx1(x1w) = w = x1cx1(w) +
y1cy1(w). We also have 0 = cx2(x1w) = cy1(x1w) = cy2(x1w) and 0 = cx2(w) =
cy2(w).
Case 2: l = x2. In this case w = x2u for some u ∈ B and we have x1w ≡
x1x2u ≡ −y
2
1u + y1u. Note that y
2
1u, y1u ∈ B. Then cy1(x1w) = −y1u + u =
−(y1 − 1)cx2(w) and 0 = cx1(x1w) = cx2(x1w) = cy2(x1w1) = cx1(w) = cy2(w).
Case 3: l = y2. In this case w = yn2u for some u ∈ B whose the first letter is not
y2 and some n ≥ 1. Consider two sub-cases here.
Case 3.1: the first letter of u is not x2. In this case x1w = x1yn2u = y
n
1x1u
and yn1x1u ∈ B. Then cy1(x1w) = y
n−1
1 x1u = x1y
n−1
2 u = x1cy2(w). We
also have cs(x1w) = 0 for s = x1, x2, y2 and ct(w) = 0 for t = x1, x2, y1.
Case 3.2: the first letter of u is x2. Then u = x2v. In this case x1w =
x1y
n
2x2v = −y
n
1(y
2
1 − y1)v = −(y
2
1 − y1)y
n
1v. Note that y
k
1v ∈ B for k =
n + 1, n + 2, and hence, cy1(x1w) = −y
n−1
1 (y
2
1 − y1)v = y
n−1
1 x1x2v =
x1y
n−1
2 x2v = x1cy2(w). We also have cs(x1w) = 0 for s = x1, x2, y2 and
ct(w) = 0 for t = x1, x2, y1.
So we proved the equations for clx1. The equations for clx2 are similar. The
equations for clyi follow from the fact that w ∈ B implies yiw ∈ B. 
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Now we will work with right modules. A homomorphism of right modules
A → A is a left multiplication x 7→ ax on some element a ∈ A. We will also
identify elements of A with such homomorphisms a : A → A. Elements of
An will be written as columns. A homomorphism of right modules An → Am
will be written as a m× n-matrix over A. Composition then corresponds to the
matrix multiplication (ai,j)i,j(bj,k)j,k = (∑j ai,jbj,k)i,k.
More generally, if we have some k-module M, we describe k-linear maps Mn →
Mm as m× n-matrices ( fi,j)i,j of k-linear maps fi,j : M → M.
Consider the following chain complex P• such that Pi = 0 for i < 0, P0 = A,
Pi = A
4 for i > 0
. . .
d4−→ A4
d3−→ A4
d2−→ A4
d1−→ A→ 0→ . . .
whose differentials are described as follows: d1 = (x1, x2, y1, y2) and
d2+2n =

x2 0 −y2 0
0 x1 0 −y1
y1 − 1 0 x1 0
0 y2 − 1 0 x2
 , d3+2n =

x1 0 y1 0
0 x2 0 y2
−y2 + 1 0 x2 0
0 −y1 + 1 0 x1

for n ≥ 0. A straightforward computation show that didi+1 = 0.
Lemma 6.3. P• is a projective resolution of the trivial right module k over A.
Proof. In order to prove that P• is a resolution, it is enough to prove that the
augmented resolution P′• = (· · · → P1 → P0
ε
→ k→ 0→ . . . ) is contractible as
a complex of k-modules. Consider the following k-linear maps hi : Pi → Pi+1
and h−1 : k→ P0 given by h−1(1) = 1, h0 = (cx1 , cx2 , cy1 , cy2)
⊤
h1+2n =
 cx2 0 0 00 cx1 0 0
−cy2 0 0 0
0 −cy1 0 0
 , h2+2n =
 cx1 0 0 00 cx2 0 0
cy1 0 0 0
0 cy2 0 0

for n ≥ 0. Using Lemma 6.2 one can check
h−1ε + d1h0 = idA,
hi−1di + di+1hi = idA4
for i = 1, 2, 3. This implies that the augmented resolution P′• is contractible. 
Note that Im(d1 : P1 → P0) = I(A). Denote by d˜1 : A4 ։ I(A) the restriction of
the map d1. Then d˜1 induces an isomorphism I(A) ∼= Coker(d2+2n). It follows
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that there exists a map α : I(A) → P2+2n such that d3+2n = αd˜1. Then we have
an exact sequence
(6.2) 0→ I(A) → P2+2n → · · · → P1 → P0 → k→ 0
for any n ≥ 0. This exact sequence represents an element in Ext3+2nA (k, I(A)) =
H3+2n(A, I(A)).
Remark 6.4. The contracting homotopy for this resolution was hinted by results
of [JW09], [Sc06] about Anick’s resolution.
Lemma 6.5. The exact sequence (6.2) represents a non-trivial element of H3+2n(A, I(A))
for any n ≥ 0. In particular,
H3+2n(A, I(A)) 6= 0
for any n ≥ 0.
Proof. The diagram
P3+2n P2+2n . . . P1 P0 k
I(A) P2+2n . . . P1 P0 k
d3+2n
d′1
α
shows that the exact sequence (6.2) corresponds to d˜1 in Hom(P3+2n, I(A)), if
we present H3+2n(A, I(A)) as the homology of the complex Hom(P•, I(A)). If
we use the isomorphism HomA(A4, I(A)) ∼= I(A)4 we obtain that the complex
Hom(P•, I(A)) is isomorphic to the complex
. . .
d⊤4←−− I(A)4
d⊤3←−− I(A)4
d⊤2←−− I(A)4
d⊤1←−− I(A) ← 0,
where d⊤i denotes transposed matrix di considered as a map I(A)
n → I(A)m.
Moreover, the element d′1 : P3+2n → I(A) corresponds to the element (x1, x2, y1, y2)
⊤ ∈
I(A)4. Then it is enough to prove that (x1, x2, y1, y2)⊤ /∈ Im(d⊤3+2n), where
d⊤3+2n =
( x1 0 −y2+1 0
0 x2 0 −y1+1
y1 0 x2 0
0 y2 0 x1
)
: I(A)4 → I(A)4.
Assume the contrary that there exists v = (v1, v2, v3, v4) ∈ I(A)4 such that
d⊤3+2n(v) = (x1, x2, y1, y2)
⊤. This implies x1v1 + (−y2 + 1)v3 = x1. We apply
cy2 to both sides of this equation. By Lemma 6.2, we obtain cy2(x1v1) = 0
and cy2(y2v3) = v3. Therefore, the equation x1v1 + (−y2 + 1)v3 = x1 implies
v3 = cy2(v3). It follows that v3 = 0. Then x1 = x1v1 and v1 ∈ I(A). Then by
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induction we obtain x1 ∈ I(A)n for any n. Since A is residually nilpotent, this
implies x1 = 0. This is a contradiction. 
Theorem 6.6. The algebra A is a finitely generated parafree algebra of infinite coho-
mological dimension.
Proof. This follows from Lemma 6.5 and the definition of A. 
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