A fundamental question in neuroscience is how the brain integrates information derived from different sensors, cues, and modalities into coherent percepts. Many researchers have looked at this question from behavioral, computational, and neurophysiological viewpoints. Unfortunately, different integration strategies have been observed in different experiments. Examples are weighted averaging (von Holst 1950; Bruno and Cutting 1988) or extensions thereof (Landy et al 1995) , multiplicative interactions (Stein and Meredith 1993), Boolean logic (Newman and Hartline 1982), fuzzy logic (Massaro and Friedman 1990) , and linear and nonlinear Bayesian inference (Yuille and Bu« lthoff 1996) . It seems that the way in which different cues are integrated depends on the cues involved, the nature of the task, characteristics of the sensory environment, and prior experience and knowledge of the observers. We believe that an important reason for investigators being unable to identify``the cue-integration strategy'' is that observers do not use a single, immutable strategy. Rather, they use a collection of context-sensitive strategies that are adaptable in an experience-dependent manner.
that subjects' estimates of visual slant relied more heavily on a visual cue when the cue was consistent with haptic feedback than when it was inconsistent with this feedback. Also using a virtual-reality environment, Atkins et al (2001) showed that observers compare visual and haptic percepts in order to evaluate the relative reliabilities of visual cues, and use these reliabilities in order to determine how to combine cues during three-dimensional visual perception. In addition, observers are able to learn multiple, context-sensitive cue-integration strategies by comparing visual and haptic percepts.
Although it now seems clear that observers' visual cue-integration strategies are adaptable, little is known about this adaptation process. For example, the studies reviewed above demonstrate adaptation on a relatively long time scale (hours or days). They do not address the question whether or not a faster adaptation can influence on-line processing by modifying observers' cue-integration rules on shorter time scales. Triesch and von der Malsburg (2001) recently proposed that the driving force behind these adaptive phenomena in sensory integration could be a mechanism that makes different cues constantly try to agree on a coherent percept while at the same time adapting towards what is being agreed on. They suggest that this scheme might be very useful on shorter time scales too, predicting fast re-weighting of cues based on their mutual agreement.
We studied the fast temporal dynamics of visual cue integration and report here the results of an experiment in which we used a tracking task. Subjects tracked a target object among distractors and identified the target after an occlusion. Objects were defined by three visual attributes (color, shape, and size). In each trial, two of the attributes were unreliable, in the sense that their values changed frequently within a trial, whereas the remaining attribute was reliable, ie its value did not change. The results suggest that subjects rapidly re-weighted the different cues during the course of each trial by emphasizing the information provided by the reliable cue and by discounting the information provided by the unreliable cues. Most of this re-weighting took place in about 1 s and, thus, the results show that cue integration can exhibit adaptive phenomena on a very fast time scale. The experimental results are successfully accounted for by a probabilistic model with temporal dynamics for cue weights.
The paper is organized as follows. In section 2 we describe the experimental setup. Our results are presented in section 3. We propose a probabilistic model to account for the effect in section 4. Finally, our results are discussed in a broader context in section 5.
General methods

Stimuli and apparatus
We performed the experiment using a virtual-reality apparatus (Pelz et al 1999) . A visual environment was rendered by a Silicon Graphics workstation on a pair of displays embedded in head-mounted goggles (see figure 1) . The environment consisted of twelve virtual objects. Objects were defined by shape, color, and size attributes. Each attribute could take one of two possible values. The possible object shape values were sphere and cube, the possible color values were yellow and green, and the possible size values were small (2 cm) and big (3 cm). Subjects freely adjusted their viewing distance to the objects by altering their seating position during the experiment. Usual distance was of the order of 60 cm; thus the average visual angle of small and large objects was 2 and 3 deg, respectively.
Objects moved in a square region of the frontoparallel plane. Each side of the region was 30 cm in length. The initial velocity of an object was selected at random (mean 24X5 cm s À1 ; for the typical viewing distance this corresponds to an angular velocity of roughly 20 deg s À1 ). Objects bounced when they collided with the sides of the square region or with each other. Because objects exchanged energy when they collided, their velocities changed during the course of a trial but the total energy of the system remained constant.
2.2
Procedure A subject's task was to visually track one of the objects and to identify it after an artificial occlusion. At the start of each trial, two choices were made. First, one of the twelve objects was randomly selected to be the object to be tracked. This object is referred to as the target; the remaining objects are referred to as distractors. Second, one of the visual attributes was randomly selected to be reliable. For each object, the value of the reliable attribute did not change during the course of a trial. In contrast, the other attributes were unreliable in the sense that their values were modified during a trial. For example, suppose that color was selected as the reliable attribute. The shapes and sizes of the target and distractor objects changed during the trial, but the colors of these objects did not.
A trial consisted of four phases. During the preparation phase, the object to be tracked was uniquely defined by its white color. This phase ended after 2 s when the target turned either yellow or green. In the tracking phase, all objects randomly changed the values of their unreliable attributes according to a geometric distribution (ie at each time step there was a constant probability of an attribute changing its value). The parameter of the geometric distribution was chosen such that an attribute changed its value within 0.4 s with probability 0.5. The duration of the tracking phase was sampled from a uniform distribution ranging between 2.5 and 4.5 s. If a subject lost track of the target, he or she could abort the trial by pressing a key on the keyboard. After the tracking phase, all objects turned invisible for 0.5 s. This occlusion phase simulated a short occlusion of the visual scene during which the objects kept moving. Finally, in the response phase, the objects reappeared and moved for another 1 s before they stopped. Subjects then indicated which object they thought was the target by touching one of the twelve objects with a three-dimensional pointing device.
In order to estimate how much the objects' attributes (and their reliabilities) influenced subjects' decisions we used the following manipulation without informing subjects about this: Immediately before the objects reappeared at the end of the occlusion phase, the target and a second randomly chosen object were removed and replaced by two candidate objects, which were placed close to where the target had been with similar velocities to what the target velocity had been. The trajectories of the two candidates deviated from the trajectory of the target by the same amount. Note that, for the purpose of tracking the target through an occlusion, subjects could use the trajectory of the object as well as its attributes as cues. By introducing two competing candidates whose trajectories differed from the trajectory of the target by an equal amount we could study the effect of the different attributes of the candidates in isolation, because effects of the trajectory should have canceled out.
The two candidate objects had exactly two attribute values in common with the target at the end of the tracking phase, and one attribute value in common with each other. In other words, both candidates differed from the last appearance of the target in one attribute, but this changed attribute was a different one for the two candidates. For example, if the last attribute values of the target were (sphere, yellow, small), then the values of the candidates may have been (sphere, yellow, big) and (cube, yellow, small). In this example, the subject's response would reflect whether the subject's cueintegration strategy placed greater emphasis on the information provided by the shape cue or the size cue at the end of the trial. If subjects selected neither candidate but a different object, the trial was disregarded, because subjects could have picked this object for a variety of reasons other than the object attributes (subjects lost track of the target, trajectory of the chosen object matched that of the target better than the trajectories of the two candidates) and its choice does not allow clear inferences about the relative weighting of the cues. For a single subject this happened on average in (16 AE 5)% of all trials.
Altogether there were nine types of trials: any of the three attributes could be the reliable one, and any of the three attributes could be the one whose value both candidates shared with the target at the end of the tracking phase. The nine types of trials were presented in random order, forming a block. Subjects performed 30 blocks (270 trials). In two-thirds of the trials, both candidates had the same value of an unreliable attribute as each other and as the target, meaning that they differed in the reliable attribute and an unreliable attribute. We call this set of trials reliableû nreliable trials. In the remaining trials, both candidates shared the reliable cue with the target, so that they differed in the two unreliable attributes. We call this set of trials unreliable^unreliable trials. After the experiment, subjects filled in a questionnaire about the experiment.
Subjects
The ten subjects were students at the University of Rochester. They had normal or corrected-to-normal vision. They were na|« ve to the purposes of the experiment.
Results
The experiment was designed to evaluate whether or not subjects quickly adapt their cue-integration strategies on the basis of cue reliabilities. Our prediction was that subjects would quickly adapt their strategies so as to emphasize information provided by the reliable attribute and to discount information provided by unreliable attributes. We also predicted that subjects would tend to more equally weight the information provided by reliable and unreliable attributes when the value of an unreliable attribute had not changed for some significant duration of time.
Reliable^unreliable trials
In order to test these predictions, we first limit our analysis to the set of reliableû nreliable trials, which comprised two thirds of all trials. It is useful for us to consider this set because it allows for a direct comparison of how much subjects based their decisions on the reliable attribute versus an unreliable attribute. As a matter of terminology, we refer to the unreliable attribute in which the two candidates differed as thè`r elevant unreliable attribute''. In addition, we refer to the candidate with the same value of the reliable attribute as the target as the``reliable-same candidate'' and to the other candidate, the one with the same value of the relevant unreliable attribute as the target, as the``unreliable-same candidate''. For instance, consider the case where the last attributes of the target were (sphere, red, small) and the reliable attribute was color, meaning that the unreliable attributes were shape and size. If the two candidates were (sphere, red, big) and (sphere, green, small), then size would be the relevant unreliable attribute, the first candidate would be the reliable-same candidate, since it matches the target in the reliable color attribute, and the second candidate would be the unreliablesame candidate, since it matches the target in the relevant unreliable size attribute.
The results of the analysis are shown on the left in figure 2. Shown are the number of trials (over all subjects) in which the subject chose the reliable-same candidate (dark bar) and the unreliable-same candidate (light bar). If subjects' cue-integration strategies were not sensitive to the reliability of cues, then both bars should be about equally high. However, subjects chose the reliable-same candidate much more often. We tested the statistical significance of this result as follows. Our null hypothesis is that cue reliability does not affect subjects' choices but that their decisions are based only on the attributes of the target immediately before it disappeared. Assuming independence of trials, the number of decisions for the reliable-same candidate should be binomially distributed according to B(N, 0X5), where N is the total number of trials considered. The probability of obtaining at least as many decisions for the reliablesame candidate as we observed under the null hypothesis, however, is p 5 0X01. Thus we reject the null hypothesis. Thus, subjects' responses cannot depend only on the target's attributes immediately before the occlusion, but the recent history of attribute changes has to play a role. Our suggestion is that subjects dramatically re-weight different attributes on the basis of an estimate of how reliable they are. Because the tracking phase of a trial lasted from 2.5 to 4.5 s, we can conclude that the temporal dynamics of the adaptation process are fast enough to be important at this time scale.
In figure 3, the strength of the effect is shown on a subject-by-subject basis. When we perform the statistical analysis for subjects individually, the result is significant at the p 5 0X05 level for eight of the ten subjects.
We also tested whether the observed effect could be due to a simple perceptual limitation: sometimes the last change of the unreliable attribute might have been so short before the occlusion that subjects did not notice the last change. We limited our analysis to the trials where the last change in the relevant unreliable attribute had been at least 100 ms before the occlusion, giving subjects 100 ms to notice the change. This time has been found to be sufficient for continuous object recognition (Potter 1976) and is well above time scales typically associated with serial visual search (Treisman and Gelade 1980 ). Again we found a significant trend for subjects choosing the reliablesame candidate ( p 5 0X01), suggesting that a perceptual limitation cannot account for the effect. In order to learn more about the temporal dynamics of the adaptation process, we considered how subjects' responses depended on the amount of time that the relevant unreliable attribute had been unchanged on the target before the simulated occlusion. For example, suppose that on two trials color was the relevant unreliable attribute, and that on the first trial, the color of the target had not changed during the 100 ms prior to the occlusion, whereas on the second trial the color had not changed during the prior 1000 ms. We might reasonably expect that subjects will be more likely to choose the reliable-same candidate on the first trial because the relevant unreliable cue recently changed its value on this trial, whereas on the second trial this cue had been relatively stable. Figure 4 shows that this is indeed the case. The horizontal axis gives the time that the relevant unreliable cue was unchanged prior to the occlusion; the vertical axis gives the average ratio of trials in which a subject chose the reliable-same candidate (the error bars give the standard error of the mean). The results are that subjects tended to emphasize the information provided by the reliable cue, and to discount the information provided by the relevant unreliable cue when the relevant unreliable cue had changed soon before the occlusion. Importantly, when the relevant unreliable cue had not changed for more than approximately 0.3 s before the occlusion, subjects' performances were closer to chance. In this case, they did not seem to strongly distinguish between reliable and unreliable cues once the unreliable cue had been stable for this duration of time. 
Unreliable^unreliable trials
In the one-third of trials constituting the unreliable^unreliable set, subjects choose between two candidates which differ from the target in a different unreliable attribute. Generally, one of these two attributes has been stable for a longer amount of time. We call these attributes the more reliable attribute and less reliable attribute, respectively. We call the candidate that matches the target in the more reliable attribute the more-reliable-same candidate. The other candidate is the less-reliable-same candidate. We tested whether subjects' decisions were favoring either type of candidate. The result is shown in figure 2 right. Subjects prefer the more-reliable-same candidate over the less-reliable-same candidate. We performed the same statistical analysis to test the significance of this finding as described above and found that the probability of finding at least as many decisions for the more-reliable-same candidate under the null hypothesis that subjects do not take cue reliabilities into account is p 5 0X01, leading to rejection of the null hypothesis. This result is consistent with the result from the reliableû nreliable trials and confirms our hypothesis of fast re-weighting of cues based on their reliability.
Again, we confirmed that the effect is not just due to a perceptual limitation by restricting our analysis to the trials where the last change in the less reliable attribute had been at least 100 ms before the occlusion, giving subjects 100 ms to notice the change. Again, we found a significant trend for subjects choosing the more-reliablesame candidate, p 5 0X01.
Biases for cues
An interesting aspect of the data is that they reveal that subjects' cue-integration strategies were usually biased toward emphasizing the information provided by a particular cue regardless of the relative reliability of that cue. A subject, for instance, may have entered the experiment with a high relative sensitivity to information provided by the shape cue, and lower sensitivities to information provided by the color and size cues. For each attribute, we counted the number of trials among all the experimental trials in which a subject chose a candidate object that had the same attribute value as the target object at the end of the tracking period. For example, if at the end of the tracking period the target was (sphere, yellow, small) and the subject chose a candidate that was (sphere, yellow, big), then we would increment the count of the shape and color attributes, but not the count of the size attributes. According to this simple measure, seven out of ten subjects tended to emphasize the shape cue; two subjects emphasized the size cue; while one subject emphasized the color cue.
Conscious strategies
When each subject was asked at the end of the experiment whether he or she followed a particular strategy, only three subjects mentioned paying attention to the attributes of the target. However, when asked whether subjects noticed that there had always been one attribute that did not change its value during a trial, most subjects claimed to have noticed this in at least some of the trials. When asked whether they noticed anything else, two subjects suggested that the candidate was``split in two'' during the occlusion.
Computational model
In order to better understand the temporal dynamics of the subjects' cue-integration strategies, we developed a simple computational model that successfully accounts for subjects' responses. We assume that subjects are using four cues to identify the target after the occlusion: the trajectory of an object, and its shape, color, and size attributes. The trajectories of the two candidates differ from that of the target by exactly the same amount, so we can assume that information from the trajectory cue will not favor one of the two candidates over the other, but that it provides information distinguishing the candidate from the non-candidate objects. When subjects choose either candidate at the end of the trial, we can conclude that they must have favored this candidate over the other on the basis of the different features. When subjects choose neither candidate but one of the other objects, this may be due to the features and/or trajectory of the chosen object being more similar to those of the original object than those of both candidates. These trials are uninformative with respect to the relative contribution of the features, because the trajectory enters as a confounding factor. Since we do not have a model for how trajectory differences influence subjects' choices, we must restrict our analysis to the trials where subjects choose either candidate and focus on their features. This is not to say that we assume that subjects choose only among the two candidates and not among all twelve objects, but we assume that the probability of a subject favoring one of the two candidates over the other is independent of the other objects present.
Let n be a set whose elements are the possible attribute values: sphere, cube, yellow, green, small, and big. In addition, let v P n denote an attribute value, and f v be a binary feature whose value is 1 if a candidate object has attribute value v; otherwise it is 0. For example, a candidate that is (sphere, yellow, small) would be indicated by the following feature values: f sphere 1, f cube 0, f yellow 1, f green 0, f small 1, and f big 0. We denote a particular combination of features by f i , where f i represents the set of all features f i v , v P n. Our model assumes that subjects estimate a probability p( f i jT ) that the target will have features f i after the occlusion. It further assumes that this probability estimate is proportional to a weighted sum of contributions from the different features:
where w v is the weight of feature v at the time of the decision. The probability is computed by using the following normalization:
where the sum over j runs over all possible feature combinations that an object can have. We assume that the weights w v are a product of two quantities: (i) a reliability, r v , that indicates how stable attribute value v has been with respect to the target, and (ii) a bias, b v , that indicates the bias in a subject's cue-integration strategy toward emphasizing information provided by attribute value v:
In regard to the temporal dynamics of the reliabilities r v , we assume that these dynamics are given by a simple leaky integrator:
where t denotes time. In discrete time, this equation may be rewritten as
where g Dtat. A reliability r v is increased at time t if the candidate has attribute value v at time t ; otherwise it is decreased. In regard to the biases b v , we assume that these are constant values for a particular subject. In addition, we assume that the biases for attribute values of the same attribute are equal, and that the biases associated with the different attributes are a set of non-negative numbers that sum to 1. For example, a possible set of biases is b shape b cube b sphere 0X5; b color b yellow b green 0X2; and b size b small b big 0X3.
At the end of the trial the subject decides for one of the twelve objects. The feature combinations of the two candidates are denoted f 1 and f 2 . We assume that the probability of the subject preferring candidate 1 over candidate 2, which we denote by p(1), is independent of the other (non-candidate) objects and is given by:
To use the model to predict subjects' responses, we exposed the model to the same trials as the subjects. In each trial, the model used equation (5) during the tracking phase to update its estimates of the reliabilities. After the occlusion, the model was exposed to two candidate objects and it computed the probability that each candidate was the target. The model has three free parameters: the time constant t and two independent attribute biases (recall that the biases sum to 1). Based on a subject's responses, we performed an exhaustive search of the parameter space to find the parameter values that allowed the model to best fit the subject's responses in a maximum-likelihood sense. Since we are only considering trials where the subject picked either of the two candidates, we can compute the Bernoulli likelihood, L, of a subject's decisions given a particular set of model parameters according to:
where n indexes the trials, N is the number of trials where the subject selected either candidate, p n (i) is the probability of candidate i being the target on trial n as defined in equation (6), and R n describes the subject's response according to:
R n 1 X subject chose candidate 1 0 X subject chose candidate 2
The time constant t was evaluated between 0 and 5 s in steps of 0.1 s, and the biases were evaluated between 0 and 1 in steps of 0.1 with the constraint that the three biases sum to 1. For each possible setting of the parameter values, we calculated the likelihood L of a subject's responses. The parameter set which maximizes L is the maximum-likelihood estimate for that subject.
The model estimates the probability that each candidate is the target. In the following, we will refer to the candidate that is assigned a higher probability by the model as the favored candidate. Subjects could use the probability estimates in at least two ways to make a decision. First, subjects could always pick the favored candidate, or, second, subjects could perform probability matching, ie pick a candidate probabilistically such that the probability of picking a candidate is proportional to its probability estimate of being the target. Figure 5 compares model and subject responses. The horizontal axis gives the probability estimate for the favored candidate given by the model. The vertical axis gives the ratio of trials where the subject selected this candidate. For trials where one candidate (the favored one) is clearly preferred by the model, it is very likely to correctly predict the subject's response. The results are in good agreement with the idea that subjects estimate a probability for each candidate as suggested by the model and then perform probability matching to select one of them. The results could also be consistent with the subject always picking the favored candidate if the probability estimates are corrupted by noise. Our experiment does not allow us to distinguish between these hypotheses, although probability matching is a common observation (eg Kowler and Anton 1987) .
The time constants t that are estimated for different subjects have a median of 0.3 s but show considerable variability; they range from 0.0^3.1 s. To gain a better understanding why the model estimated different time constants for different subjects, we performed several Monte Carlo simulations using the model. For this purpose, we created large sets of random stimuli and considered the decisions that the model would make for different time constants t assuming probability matching. These results are limited to the set of reliable^unreliable trials. They are summarized in figure 6 . The horizontal axis gives the time that the relevant unreliable cue was stable prior to the occlusion; the vertical axis gives the average ratio of trials in which the model chose the reliable-same candidate. The results show that, as the value of t gets larger, the model is more likely to choose the reliable-same candidate even when the relevant unreliable cue has been unchanged for a significant duration of time. Consequently, the percentage of trials in which the reliable-same candidate is chosen is larger as t gets larger. The Monte Carlo results are similar to the experimental results shown in figure 4.
Model comparison
To determine whether or not our model with dynamic re-weighting fits subjects' data better than a static model (a model without temporal dynamics; t 3 0) we performed a Bayesian model comparison (MacKay 1992). Model M 1 is the model introduced above and model M 2 is identical but with the time constant t fixed at 0. Thus, model M 1 has three free parameters (two independent biases and the time constant t), while model M 2 has only two free parameters (the biases). In the following, we refer to the parameter sets of M 1 and M 2 as U 1 and U 2 , respectively. With Bayesian statistics, the difference in complexity between the two models is properly accounted for during the comparison in the sense that the model with more parameters is penalized for its extra flexibility (MacKay 1992) .
We are interested in the probability of M i (i 1, 2) being the correct model given the data D:
On the assumption of uniform priors p(M 1 ) p(M 2 ) 0X5, P(M i jD) is proportional to p(DjM i ) since p(D) does not depend on the model. We compute p(DjM i ) by considering p(DjM i , U i ) and marginalizing over the parameters U i :
( 1 0 ) Here, p(U i ) is the prior probability distribution over the model parameters and P(DjM i , U i ) is just the likelihood defined in equation (7). By using uniform priors for p(U i ) we can calculate p(DjM i ) and hence p(M i jD), correctly taking into account that the models have a differing number of free parameters. (1) The results are shown in figure 7 . For eight out of ten subjects the dynamic model is clearly superior to the static model. Interestingly, subject SB, whose results seem to be most in favor of the static model, was one of two subjects (TK was the other) that verbally suggested at the end of the experiment that the target object was split in two. He reported to have chosen a candidate randomly whenever he noticed this, in which case we would not expect to see any effect, of course.
In summary, our analysis shows that the dynamic model is superior to the static model at describing subjects' cue-integration strategies and that temporal integration and rapid re-weighting of cues are necessary for accounting for subjects' responses.
(1) The priors are also called Occam factors in the literature. The model with the smaller number of parameters has a bigger prior; in our case p (U 2 ) 4 p (U 1 ). The abscissa marks the subject; the ordinate gives the probability of M 1 being the correct model.
Discussion
In summary, recent studies have demonstrated that visual cue-integration strategies are adaptable in an experience-dependent manner. These studies have shown adaptation on a relatively long time scale (hours or days), but have not considered the issue of whether or not adaptation can influence on-line processing by modifying observers' cue-integration strategies on a short time scale (seconds). Recently, Triesch and von der Malsburg (2001) demonstrated the benefits of very fast re-weighting of cues (t 0X5 s) in an artificial face-tracking system, suggesting that a similar mechanism might be beneficial for human perception as well. Here we studied the fast temporal dynamics of visual cue integration by reporting the results of an experiment in which we used a tracking task. Subjects tracked a target object among distractors and identified the target after an occlusion. Objects were defined by three visual attributes (color, shape, and size). Two of the attributes were unreliable in the sense that their values changed frequently within a trial, whereas the remaining reliable attribute was stable. The results are compatible with the hypothesis that subjects rapidly re-weighted the different cues on each trial by emphasizing the information provided by the reliable cue and by discounting the information provided by the unreliable cues. A re-weighting of cues to reflect their current reliability and consistency had been proposed earlier (Landy et al 1995) but no attempts have been made to model the underlying mechanisms and no suggestions have been made regarding the time scale of such a re-weighting. In our experiment, most of the re-weighting took place in less than 1 s and, thus, the results show that cue integration can indeed exhibit adaptive phenomena on a very fast time scale. (2) The issue whether adaptive changes in responses to multiple-cue stimuli are due to changes in observers' cue combination (as we have suggested) or due to changes within individual cues has been problematic for many studies on cue integration (Ernst et al 2000; Atkins et al 2001) and is problematic in this study, too. We have preferred the interpretation of a re-weighting of the information provided by the cues over changes within the cues themselves, but the experiment does not allow to distinguish between these alternatives. This distinction ultimately rests on where we define the processing of a cue to end and the cue-integration process to start.
In experiments on depth cue integration, an often-made assumption is that individual cues compute a best depth estimate given the information provided to the cue and that these best depth estimates of individual cues are subsequently integrated. In our experiment, the situation is somewhat different because we interpret an individual cue not as computing a`best estimate' for the quantity in question (which is the target?), but as providing more or less evidence for each of the objects depending on the features of the objects, and the subject chooses the object that accumulated most evidence. The classical view from the depth-cue-integration literature is not applicable here because we cannot`average' entire objects or even only their shapes.
In our model, we try to capture the confluence of evidence from different cues by an additive combination. Such additive combination of evidence from very different cues like color, size, and shape has also recently been reported by Oyama and Simizu (1999) in an experiment on the effects of object similarity on apparent motion and perceptual grouping. In their experiment, differences in color, luminance, size, and shape of dots in grid-like display were found to contribute additively to subjects' perception in an apparent-motion and a perceptual-grouping task.
Although our task has a memory component due to the occlusion during which information about the target trajectory and attributes has to be retained, the memory requirements are well below the capacity of visual working memory which seems to (2) Whether this re-weighting is called a form of adaptation of the system or part of the flexible on-line processing of a fixed non-adaptive system is a matter of personal taste. store integrated objects in contrast to individual attributes (Vogel et al 2001) . Hence, working-memory limitations should not interfere with the observed effect.
The median time constant for the adaptation estimated for the subjects was 0.3 s. Interestingly, this time is similar to the time scale that Motter (1994) has observed for the switching of responses of V4 neurons when stimuli in the receptive field of a neuron switch from being task-relevant to task-irrelevant or vice versa without a change in the stimulus in the classical receptive field of the neuron. This switching of a feature from being task-relevant to being task-irrelevant can be regarded as a special case of changes in the reliability of a cue for a given task. Hence, Motter's result may be understood as an enhancement/suppression of a cue that suddenly becomes reliable/ unreliable. This view suggests that a similar mechanism might accompany the re-weighting of cues in the present experiment.
We expect the observed dynamics of cue integration to be a ubiquitous phenomenon, which affects sensory processing whenever cue changes in their reliabilities for the given task or their inherent noise properties (Triesch 2000) , as is often the case in cueconflict experimental paradigms, or task-switching paradigms. Indeed, it might be the case that researchers have witnessed these effects earlier, but simply misinterpreted them as noise in the cue-integration process.
