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2.1. INTRODUCTION 
There are two main goals in this introduction. The first is to sketch the 
way of thinking that led to this work and to a previous one [2]. The second 
purpose is to provide information about the order of the contents of this 
work. The imminent shortcomings in problems of mathematical physics that 
depend on a parameter E seem to me to naturally point to a needed remedy. 
That remedy is offered in this work. 
Let us start with Burger’s equation as a model problem. 
Ilr + Iv, = w.x.x 
with the boundary conditions 
P(-w) = a, !4+w) = P, 
(2.1.1) 
(2.1.2) 
and the initial condition 
P.(XJ9 = P(X). (2.1.3) 
(Y and /3 are some constants and p(x) is a piecewise continuous function. In 
this problem, E may be considered a diffusion coefficient or a viscosity 
parameter. We will refer to (2.1.1)-(2.1.3) as the full problem. The problem 
Py + pop: = 0, (2.1.4) 
cLOb~O) = P(X) (2.1.5) 
*This work is an extension of the results of a previous paper (H. Gingold, A new basis for 
singularly perturbed problems: A representation theorem, Ado. in Appl. Math. 1 (1980), 
67-107)). 
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will be called the reducedproblem. In particular, if p is an n-column vector, 
the reduced equation of the “full system” (with F an n vector function 
which represents flux) 
will be the well-known equation of conservation law 
PY + (Go)). = 0. 
(2.1.6) 
(2.1.7) 
The parameter E represents a coefficient of dissipation in the physical system 
of (2.1.6). See, e.g., [15, Chap. 41. It is convenient to pick the scalar equation 
(2.1.1) as a model since an explicit solution is available. See [l, 41. The 
theory of a scalar equation more general than (2.1.1), namely, 
Pt + 4P>x = ~P,.x~ (2.1.8) 
with its reduced equation, 
cl: + a(pO)pO, = 0, (2.1.9) 
is able to describe quite well the relevant physical solutions of (2.1.9) and its 
relation to the solution of the full problem. To my knowledge, in cases 
(2.1.6) and (2.1.7) this is not so, in spite of many previous efforts. Moreover, 
more difficulties arise in differential equations of conservation laws in 
several dimensions (with x a vector.) 
We will try to obtain an insight into shortcomings which I believe to be 
imminent in some classes of singularly perturbed problems today. I will 
focus, first, on difficulties associated with the singularly perturbed problem 
(2.1.6). 
A common practice in attempting to solve the full problem (2.1.6) is to 
solve the relatively “much simpler” reduced problem (2.1.7). The solution 
~‘(x, t) is considered a good approximation to the solution ~(x, t, E) of the 
full problem (2.1.6) for most values of x in the domain of interest. For 
certain values of x, adjustments are made to ~‘(x, t), to account for the 
creation of what is called contact discontinuities and shocks. The result is 
considered to be an approximation to the solution ~(x, t, E) of the full 
problem (2.1.6). Solving a reduced problem and “adjusting for certain 
values of x ” in the solution is typical not only of systems of conservation 
laws but also of many problems of singular perturbations. 
What are some of the difficulties encountered by the above-mentioned 
process in the special case of systems of conservation laws? 
The first difficulty arises from nature’s point of view. The reduced 
problems do not take into consideration the inevitable dissipation phenome- 
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non, no matter how small the coefficient E is. The resulting effect in some 
problems is the creation of “inner boundary layers” known by the name of 
contact discontinuities and shocks. It may or may not be true that the 
solution of a reduced problem is a good approximation to the solution of a 
full problem for E small. 
Even if a solution ~‘(x, t) of the reduced problem is a good approxima- 
tion for part or most of the points x involved, locating the contact 
discontinuities or shocks is a difficult task. It is also a very important one. 
Another important and dilhcult problem to overcome is approximating a 
physical solution at the location of shocks and contact discontinuities after 
they are found. 
It is well known that for the existence and uniqueness of the relevant 
physical solution of an initial value problem associated with the reduced 
scalar problem (2.1.4) one needs an extra condition known as the en- 
tropy condition. See, e.g., [6]. The analog of this condition for general 
systems of conservation laws has not yet been rigorously described. 
Moreover, the setting of relevant boundary conditions in a reducedproblem 
could be a difficult task. 
It is worth mentioning that derivatives of solutions of a reduced problem 
may be discontinuous or unbounded. See, e.g., [15, Chaps. l-41. 
The “right space” in which the solutions of a reduced problem (2.1.7) 
have to dwell in order to guarantee existence and uniqueness of a physical 
solution of the reduced problem has not yet been successfully identified. 
I can mention some other singularly perturbed problems in which similar 
difficulties arise. 
For many practical purposes the matched asymptotic expansion method, 
like the method of strained coordinates, provides asymptotic solutions to 
problems in fluid dynamics. However, due to the lack of a rigorousfoundu- 
tion, the doubt always exists as to what degree the asymptotic solution 
obtained by the above means is really asymptotic. The method of matched 
asymptotic expansion points out that for the location of boundary layers, 
one cannot draw all the information from a reduced problem. Sooner or 
later, one has to solve a full problem. See, e.g., [12, Chap. 51. 
In a fluid dynamics problem that depends on a parameter, one may be 
interested not only in an asymptotic solution for E > 0, E small, but also in a 
full range 0 I E < 00. See, e.g. [12, Chap. 81, where E is R - ‘, R the 
Reynolds number. I do not know of any other method to date, other than 
that of Gingold [2], which can yield the values of ~(x, t, E) for all E, 
0 < E < CQ, by one representation. 
The reader may find references for singularly perturbed problems in the 
realm of partial differential equations by, e.g., O’Malley [8]. 
There is a trend in some singularly perturbed problems for ordinary 
differential equations whose results are rigorously proven. It amounts to the 
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following: “Under certain conditions the solution of a full problem is close 
to the solution of the reduced problem, corrected for some values of x. One 
can also measure the distance between the solution of the full problem and 
the corrected solution of the reduced one.” See [13]. Many later results 
follow the above formulation. Those “certain conditions” which allow these 
types of results to be proved “skip over” important problems in applied 
mathematics. The above trend also makes extensive use of the assumption 
that we are given a solution of the reduced problem. However, as we have 
seen, this may not always be the case. For singularly perturbed problems 
associated with ordinary differential equations, one may consult [14,9]. 
This was a short sketch of part of the shortcomings encountered in 
solving problems of mathematical physics that depend on a small parame- 
ter. The conclusions from the method I am going to suggest, as well as the 
interpretations and advantages of its intrinsic features, will be postponed 
until Section 5. Prior to that, I must be fair and confess: I have no theoretic 
remedy to all the theoretic woes that I mentioned above, nor have I a better 
asymptotic analysis in this work for specijc problems. 
The arguments above lead to this conclusion: It might be a good idea to 
construct the solution ~(x, t, E) of the full problem of a singularly perturbed 
problem (2.1.6) for values of the parameter away from the singular value 
E = 0. By doing this, we avoid many of the difficulties mentioned above. 
This construction could be very helpful only if two extra conditions are 
fulfilled: 
(i) Using a new technique we produce the values of ~(x, t, E) for E 
small, E > 0, from the values of ~(x, t, E) with E away from E = 0. 
(ii) Using a new technique we produce the true ideal $0~ (from the 
values of n(x, t, E) with E away from E = 0) defined by 
lim p(x, t, a) = p(x, t,O+). 
t-+0+ 
(2.1.10) 
By doing this, we will not have to worry about: 
I. how to set initial or boundary conditions for a reduced problem, 
II. how to construct the solution ~‘(x, t) of the “singular” reduced 
problem, 
III. whether ~‘(x, t) (when constructed) real& and tru& coincides with 
the physical solution of idealflow which is given by (2.1.10), or 
IV. how to locate the contact discontinuities and shocks. 
From the point of view of applied mathematics, the heart of the proposed 
method is as follows: construct one expression (a uniform representation) for 
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a solution of a singularly perturbed problem for a wide range of the physical 
parameter E, 0 < E < 00, which, in particular, yields the values of the 
solution for E small, or yields the limit values for E --) O+, whenever the limit 
exists. 
The basic idea is simply to “somewhat” construct the Fourier expansion 
of a solution of a full problem with respect to the parameter E. Then, by a 
summability technique, we give meaning to the formal Fourier series for all 
values of E involved. The method sounds simple. The only thing remaining 
to do is to substitute in our equation a formal Fourier series, to find the first 
coefficient, and by a recursion formula, to obtain all of the remaining 
coefficients. Not quite! We will witness in Section 2 the difficulties we may 
run into if such an attempt is made. In Section 3 we will construct the 
Fourier coefficients of a solution with respect to Jacobi polynomials. In 
Section 4, a representation theorem for a solution as a function of the 
parameter E will be formulated. In Section 5, I will demonstrate the 
technique on a singularly perturbed initial value problem with coalescing 
zeros. We will then take a look at the technique expounded and draw our 
conclusions. 
In [2] I demonstrated the above technique for the special case of Tshe- 
bysheffs polynomials of the second kind. The proofs in that paper are 
self-contained. In some respects, this work could be considered a generaliza- 
tion and an extension of the results of [2]. 
2.2. PROPER AND IMPROPER BASIS 
In this section we compare the possibility of expanding a solution of a 
singularly perturbed problem in terms of a power series in powers of 
ej, j-O,1 ,..., with the possibility of expanding a solution of a singularly 
perturbed problem in terms of orthogonal polynomials on an interval (a, 6) 
with a weight function P(E). When precisely formulated for a model 
problem it turns out that no power series solution of { ej}T& can be a 
formal solution to a general singularly perturbed problem. On the other 
hand, the linear space of infinite series C~&,a,(t)w,(~), where W,(E) and 
& = O,l,... are the orthonormal polynomials corresponding to the non- 
negative weight function, P(E), is large enough to accommodate every 
solution of a singularly perturbed problem. “Unfortunately” it will turn out 
that it is “too large.” 
To demonstrate this we will use a linear singularly perturbed differential 
equation. We will consider the initial value problem 
ey’ + .4(t)y = b(t), y(0) = a, t E J (2.2.1) 
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with 
J an interval, 
J = (tl0 I t I l}, 
A(t) an n x n continuous matrix function on J, 
b(t) an n-column continuous vector function on J, 
a an n-column fixed vector. 
The initial value problem (2.2.1) is easily observed to be equivalent to the 
integral equation 
ey + J:A(s)y(s) ds = p(s) ds + ea. (2.2.2) 
Notation 2.2.1. The linear space of formal power series 
yF = E cj(t)&j, ZF = ,godj(t)d (2.2.3) 
j=o 
with cj(t), dj(t) E C1( J), j = O,l,. . . , will be denoted by FPS. cj(t), dj(t) 
are n-column vectors. We agree to have for v < 0 
c,(t) = 0, d,(t) = 0. (2.2.4) 
DEFINITION 2.2.2. We have for y “, zF E FPS 
yLzF (2.2.5) 
iff 
cj(t) = dj(t)Y j = 0,l )... . (2.2.6) 
The product of “two series” will be defined by the “Cauchy rule” 
&yF = J~ocj-l(t)ej. (2.2.7) 
The operation &4(s)yFds will be defined by 
JorA(s)y’ds = E [jbA(s)cj(s) ds]eJ. 
j=O 
(2.2.8) 
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The operation ( y ‘)‘, will be defined by 
(y”)’ = f c;(t)&j. (2.2.9) 
j=o 
Notation 2.2.3. A linear space FPS with the properties (2.2.4)-(2.2.9) 
will be denoted by an FPSC. 
We need an extra definition in order to state a well-known fact in a 
concise formulation. 
DEFINITION 2.2.4. We say that I.V.P. (2.2.1) has a formal solution if 
there exists yF E FPSC which satisfies 
&Y F + /k(s)yFds = lfb(s) a5 + LYE. 
0 0 
(2.2.10) 
THEOREM 2.2.5. The initial value problem (2.2.1) does not possess a 
formal solution if 
A( = b(0) (2.2.11) 
is not satisfied. If A(t) is invertible and (2.2.11) holds then (2.2.1) possesses a 
unique formal solution. 
ProofI We first notice by (2.2.10) that if the initial value problem (2.2.1) 
possesses a formal solution y”, then 
yF(o) = f Cj(0)&j = a. (2.2.12) 
j=o 
This implies 
co(o) = a, c,(O) = 0, j= 1,2,3 ,... . (2.2.13) 
By differentiation of (2.2.10) we obtain 
This yields 
and 
2 [c;-&) + A(t)c,(r)]ej= b(t). 
j=O 
A(t)co(d = b(t) 
A(t)+) = -c,-,(t), j = 1,2,... . (2.2.16) 
(2.2.14) 
(2.2.15) 
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Substitution of t = 0 in (2.2.15) yields the first conclusion. The other part of 
the result follows easily by letting 
cj(t) = -A -‘( t)cj-l(t), j= 1,2 )... . (2.2.17) 
We show next the opposite nature of formal series of orthogonal poly- 
nomials. Before doing that, we need a precise formulation of what a formal 
solution is in this case. 
Notation 2.2.6. Let P(E) 2 0, P(E) E C[a, b] and P(E) = 0 only for a set 
of measure zero in [a, b]. Let We, j = 0, 1, . . . , be the orthonormal set of 
polynomials with weight P(E) on [a, b]. See [5, Vol. 2, Chap. 41. We recall 
from [5, p. 511 that the recursion formula 
n = 2,3,4 . . . . (2.2.18) 
holds, with 
h 
/ 0 P E En=&, 
n = 0,l ,.‘., 
a 
An-A+1 / 
“PEWS de 
x n+l = 
A2 ’ n %I+’ = /“p(+,f(e) de 
a 
. . 
(2.2.19) 
-9 
(2.2.20) 
(2.2.21) 
It is well known that 
A n+l ’ 0, %+1 > 0, A, > 0, n=O,l )... . (2.2.22) 
We change the form of (2.2.18). We shift elements in an obvious manner 
from the right-hand side to the left-hand side. After division by \lm 
we obtain 
%(4 = /G-lb) + %+1%(4 + $cl%+1(4 
n = 2,3,4 ,... . (2.2.23) 
MATHEMATICAL PHYSICS AND JACOBI SERIES 365 
(We used the definition (2.2.21) twice.) It is easily verified that if we 
interpret 
W”(E) = 0, v < 0, (2.2.24) 
and 
a 1, -1 = (2.2.25) 
then (2.2.23) holds for n = 1, too. 
DEFINITION 2.2.7. Let FORC be a linear space with the following 
properties: 
(i) Each element y”, zF E FORC has a unique representation 
such that 
YF = f cjt+jt4, ZF = 2 dj(t)y(&) (2.2.26) 
j=O j=O 
yLzF (2.2.27) 
implies 
cj(t) = dj(t)9 j= 0,l )... . (2.2.28) 
c,(t), dj(t) are n-column vectors belonging to C’(J). 
(ii) Let A(t) be an n X n matrix function A(t) E C(J). The opera- 
tions j&4(s)yFds, ( yF)’ are defined, respectively, by 
J~A(s)yQs = 2 [jsf(~)cj(s)ds]wj(e) 
0 j=O 0 
(2.2.29) 
and 
(YFY =~~os’tr)yt4. (2.2.30) 
(iii) eyF = IE [ dx,,,,+l + Cjaj+l + Cj-l&] Wj(e)* (2.2.31) 
j=O 
We now focus on the integral form (2.2.10) of the initial value problem 
(2.2.1). We define (~a)~ by 
(ea)F=ahowo(e)+ahlwl(e)+O~w2(~)+ .a. +O.,(E)+ -.- 
(2.2.32) 
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with 
ho = [ lDp(4~0(4EdE]~ (2.2.33) 
h, = [ j*p(r)wl(E)rdr]. (2.2.34) 
a 
This leads to 
DEFINITION 2.2.8, We say that (2.2.1) possesses an orthogonal formal 
series solution if there exist yF E FORC s.t. 
EY F +&4(s)yFds = [qys)ds + ah,]w,(s) 
+ah,w,(e) + OW3(&) + *** . (2.2.35) 
The surprising fact is found in the next theorem. 
THEOREM 2.2.9. For arbitrary co(t) E C’(J) and c,(t) jixed, the initial 
value problem (2.2.1) possesses a unique formal orthogonal series solution y “, 
yF= co(t)wo(&) + E Cj(t)WJ(E). (2.2.36) 
j=l 
Proof We substitute an unknown y F in (2.2.35). We use definitions 
(2.2.27)-(2.2.34) to obtain the set of equations 
@&> + c&b, + /ok(+,(s) ds = /hi-j-%) ds + ah,, 
0 
(2.2.37) 
&q(t) + a&) + @k,(t) +~(s)c,(s)ds = 4, (2.2.38) 
and 
fic,+l(r) + aj+lCj(t) + ficj-ltt) +/ok(s)cj(s) ds = Oy 
j= 2,3 )... . (2.2.39) 
Let c,(t) be any continuous vector function belonging to C’(J). It is 
readily observed that after co(t) is determined, a differentiable vector 
function cl(t) E C’(J) could be uniquely determined such that (2.2.37) is 
satisfied. This is true by virtue of h, > 0. Assume by induction that in this 
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manner we have already proved that ci( t), . . . , c,(t) were uniquely de- 
termined by virtue of the fact that A,, . . . , hj are positive numbers. Then, 
Eq. (2.2.39) uniquely determines c,+i(t) E C’(J) by virtue of hj+i > 0. 
Remark. The theorem just proved does not depend on the length of the 
interval [a, b]. The result remains the same whether a or b is infinite, or 
both a and b are infinite. 
One may be tempted to slightly change the form of the singularity of the 
differential equation and try to find out what situation occurs with the 
ordinary Fourier series on the interval (-V, m). If one does so, a similar 
result holds. Consider the initial value problem 
(1 - cose)y’ + A(t)y = b(t), 
Y(O) = a, -lrIT<E<, E # 0. (2.2.40) 
We transform (2.2.40) into 
(1 - co+ + J:A(s)yds = p(s) ds +(l - cose)a (2.2.41) 
and proceed to define what is meant by a formal solution of (2.2.40). We 
first note that if y( t, E) is a solution of (2.2.40), then so is y(t, -E). 
Therefore, we will consider a linear space of even formal Fourier series. 
DEFINITION 2.2.10. We say that y”, zF E FFOUC if 
6) F _ co(t) Y -2 + E cj(t)cosj&, 
j=l 
zF‘- do(t) OcI -- 
2 
+ c d,(t)cosjE, 
j=l 
C,(t), d,(t) E C’(J), j = O,l,. . ., and 
yL zF (2.2.43) 
imply 
c,(t) = dj(t), j= 0,l )... . (2.2.44) 
(ii) The operations &4(s) yFds, ( yF)’ are defined, respectively, by 
2 /fA(s)co(s) ds + f [/‘A(s)cj(s) ds] cos je, 
(1 J=l ’ 
(2.2.45) 
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and by 
(y’)’ - cy + E c;(t)cosje. 
j=l 
(2.2.46) 
(iii) (1 - cose)yF is a new formal Fourier series defined by 
(1 - cose)yF : = -&(t) + &)(t) 
+ ; [ - fcj+l(t) + Cj(f) - :c,,(t)] cosje. 
j=l 
(2.2.47) 
The reader may notice that this rule is induced by the trigonometric formula 
cos jocose = f[cos( j + 1)~ + cos( j - 1)&l. (2.2.48) 
We consider the formal analog of (2.2.35) to be 
(1 - cose)yF +/‘A(s)y% = (p(s) dr + CX) - (YCOSE. (2.2.49) 
0 
This leads to 
DEFINITION 2.2.11. We say that the initial value problem (2.2.1) has a 
formal cosine Fourier series solution if there exists yF E FFOUC such that 
(2.2.49) is satisfied. An analog of Theorem 2.2.9 follows. 
THEOREM 2.2.12. For c,(t) E C’(J), arbitrary and fixed, there exists a 
unique formal Fourier series solution of the initial value problem (2.2.1). 
ProofI By substituting yF into Eq. (2.2.49) we obtain the set of recursive 
relations 
- $1(t) + $c,(t) + q4(s)c,(s) at?? = p(s) ds + a, 
(2.2.50) 
- +2(t) + q(t) - &,(t) + (4(s)c,(s) a3 = -a, (2.2.51) 
- ~Cj+l(t)+ Cj(t)--tCj_l(t)+~(S)Cj(S)dS = 0, j=2,3 ,... . 
(2.2.52) 
We arbitrarily choose c,(t) E C’(J). For this fixed c,(t), a unique c,(t) E 
C’(J) is determined by (2.2.50). Since in (2.2.51) and in (2.2.52), 
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c2( t), cj+i( t) have non-zero coefficients, we obtain a unique sequence of 
c,(t) E C’(J), j = 1,2 ,... . The result follows by an induction procedure. 
One may argue that in both Theorems 2.2.9 and 2.2.12, we should have 
taken full advantage of the initial value and demanded that the formal 
solutions yF E FORC and y F E FFOUC satisfy the formal original differ- 
ential equations as well as the formal original initial values. 
The respective initial values are 
: Cj(0)Wj(&) = a + 0. WI(E) + 0. WZ(&) + **. (2.2.53) 
j=O 
or 
c,(o) = awo-l(&), Cj(0) = 0, j= 1,2 ,..., (2.2.54) 
and 
do) m 
2 
+ C cj(0) cos je = a + 0 . COSE + 0 . cos2e + -a - 
j=O 
(2.2.55) 
or 
c,(O) = 2a, c,(o) = 0, j= 1,2 )... . (2.2.56) 
We will now show that this, in essence, does not remedy the main phenome- 
non of non-uniqueness of formal solutions. It is also interesting to note that 
formal solutions of the integral form are not equivalent to formal solutions 
of the original initial value problems. 
DEFINITION 2.2.13. We say that the initial value problem (2.2.1) pos- 
sesses a genuine orthogonal formal series solution if there exists y ’ E FORC 
s.t. 
E(yP)‘+A(t)yF= [b(t)W~-l(E)]Wo(E)+O. WI(&)+ *a., 
yF(0) = [aw;l (E)] W&) + 0 * WI(E) + 0 . W*(E) + . . . ) 
(2.2.57) 
and 
t E J. 
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THEOREM 2.2.14. For every c,,(t) E C’(J) with 
c,(o) = cYw,-‘(E) (2.2.58) 
the initial value problem (2.2.1) possesses a unique genuine orthogonal series 
solution. 
Proof: The proof is similar to that of Theorem 2.2.9. From (2.2.57) one 
obtains the recursive set of relations 
&dt> + vi#) +-4(+,(t) = b(t), 
c,(O) = 0, ,(2.2.59) 
&c;(t) + “*C;(t) + l/x&t) + A(t)c,(t) = 0, 
and 
~(0) = 0, (2.2.60) 
IIXjrlcj+l(t) + aj+,cj(t) + ~c,‘-,(t) +A(t)cj(t) = 0, 
c~+~(O) = 0. (2.2.61) 
After c,,(t) E C’(J) satisfying (2.2.58) is determined, we determine uniquely 
solutions of the ordinary initial value problems (2.2.60), (2.2.61), j = 
1,2,... . In a similar manner we have 
DEFINITION 2.2.15. We say that the initial value problem (2.2.40) pos- 
sesses a genuine formal cosine Fourier series if there exists yF E FFOUC 
s.t. 
(1 - cose)(yF)’ + A(t)yF = b(t), 
yF(0)=f(2a)+O~cos&+O*cos2&+ ... . (2.2.62) 
The analog of Theorem 2.2.14 follows. 
THEOREM 2.2.16. For every c,,(t) E C1( J) which satisfies 
c,(o) = 2ar, (2.2.63) 
the initial value problem (2.2.40) possesses a unique genuine formal cosine 
Fourier series solution. 
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Proof. Let c,(t) E C’(J) satisfy (2.2.63). The relations in (2.2.40) yield 
the recursive set of initial value problems 
-c;(t) + c;(t) +A(t)c,(t) = 2b(t), 
cl(O) = 0, (2.2.64) 
- 4c;(t) + c;(t) - $6(t) + A(t)c,(t) = 0, 
~~(0) = 0, (2.2.65) 
and 
- +c;+, (t) + c;(t) - &(t) +A(t)cj(t) = 0, c,+,(o) = 0. 
(2.2.66) 
The sequence of initial value problems (2.2.64)-(2.2.66) yields a unique 
sequence cj(t) E C1( J), j = 1,2,. . . . The result follows. 
The main reason for this non-uniqueness phenomenon is the following. If 
zF is a constant member of FORC and y ’ E FORC is an unknown 
member then the equation 
EY FzzF (2.2.67) 
does not have a unique solution. A similar conclusion holds for the algebraic 
equation 
(1 - cose)yF = ZF, (2.2.68) 
with z F fixed and y F unknown in the linear space FFOUC. The last 
theorems point out the problems encountered when one proceeds to find a 
series expansion in terms of an orthogonal polynomial with a weight 
function p(e) on an interval [a, b] of a solution of a singularly perturbed 
problem. Even if E = 0 does not belong to [a, b], substitution of an 
unknown series expansion in terms of orthogonal polynomials in a relatively 
simple linear singularly perturbed differential equation like (2.2.1) does not 
lead to a recursive set of equations which will determine uniquely the 
desired solution. A much more complicated situation will occur in a 
nonlinear singularly perturbed problem. Besides having the non-uniqueness 
phenomenon, we also find out that the recursive relations among the 
Fourier coefficients may get uety complicated. Each equation of the recursive 
set of relations may involve an injinite number of the Fourier coefficients. 
Thus, in the nonlinear case, we may be confronted with an infinite nonlinear 
set of equations for the Fourier coefficients. 
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2.3. CONSTRUCTION OF THE FOURIER COEFFICIENTS 
In this section we show how to construct the Fourier coefficients of a 
solution of a singularly perturbed problem. 
Notation 2.3.1. The letter J will represent one of the sets 
J = (t10 I t I l}, J = (t10 I t < m}, (2.3.1) 
or a simply connected domain in the t-complex plane. 
Notation 2.3.2. $@)(x) will denote the jth Jacobi polynomial with 
weight 
w(x) = (1 - x)*(1 + x)8, (2.3.2) 
and such that 
~+lw(x)[~‘“~‘(x)ju~~)(x)] ds = ajk. (2.3.3) 
-1 
ajk is the Kronecker symbol. See, e.g., [5, Chap. IV]. 
Assumption 2.3.3. We will assume throughout this work that 
(a + 1) > 0, (/I? + 1) > 0. (2.3.4) 
LEMMA 2.3.4. The moments c#B~~ given by 
+jv = J +lxp(l - x)*(1 + x)‘$“~~‘(x) dx 
-1 
(2.3.5) 
satisfr 
+jv = 2jdjP,jY-j-l(Ljvl[l + O(Y-l)] + ICjv,[l + O(y-l)])Y 
(2.3.6) 
where Ljvl, Ljy2 (“the leading terms” as Y + oo) are given by 
L, = =x3 +j + 1) 
JY1 
vfi ’ 
Ljy2 = (-1)“-‘2sY(, + j + 1) 
VU 
9 
j = 0,1,2 ,***, (2.3.7) 
dj = 
(a + p + 2j + 1)“2P~2(a + p + j + 1) 
2(~+B+2j+W*rl/2(a + j + l)rW(p + j + l)rl/2( j + 1) ’ 
(2.3.8) 
MATHEMATICAL PHYSICS AND JACOBI SERIES 373 
and 
P,‘= v(v - 1) *** (Y -j + 1). (2.3.9) 
The term 0( v -‘) in (2.3.6) has the above order of magnitude for v + 00 if 
j, a, /3 are fixed. Formula (2.3.7) holds for v = j, j + 1, . . . . 
ProoJ From [5, p. 1061 
$a.fi’(x) = (-l)‘djw,(x) (2.3.10) 
with w)(x) given by the generalized Rodrigues formula 
y(x) = (1 - x))“(l + x)-@&(1 - X)a+‘(l + x)P+q. 
(2.3.11) 
Therefore, (pjy is given by 
+jv = (-l)‘d,/-;lx’~[(l - x),+j(l + X,‘+‘]. 
Let 
u(x) = (1 - x)“+‘(l + x)@+j. 
We first prove that 
+jiy = d,/ +‘x’[u(x)]“‘dx. 
-1 
Because of the assumption cy + 1 > 0, p + 1 > 0, we have 
u(‘)(+l) = zP(-1) = 0, l=O,l,..., (j- 1). 
This can easily be seen by the Leibnitz formula 
u(‘)(x) = i h,,,(l _ x)a’+j-s(l + x)p+j-(‘-s), 
s=o 
where h!,, are suitable constants. - 
(2.3.12) 
(2.3.13) 
(2.3.14) 
(2.3.15) 
(2.3.16) 
By using a well-known integration by parts formula one obtains 
q,jjy = u +(-l)jP~dj/~~lx’-‘u(x)dx (2.3.17) 
374 
with 
H. GINGOLD 
v = [ u(i-l)(x)x~ _ u(i-2)(x)(xy)(1) + u(~-3)(x)(x~)(2) 
+ -** +(-1) Wl),(x)(x~)(j-l)] ‘:. (2.3.18) 
By virtue of (2.3.15) 
v = 0. (2.3.19) 
Since P;’ = 0 for v < j, we have 
+j” = 0 for v <j. (2.3.20) 
We now focus on (2.3.17) and split the integration over [ - 1, 11 into two 
parts, namely, over [ - 1, 0] and [0, 11. We have 
+j” = P;‘d,[ \k, + \k,] (2.3.21) 
with 
qk, =J’xu-j (1 - x)“+‘(l + x)8+& 
0 
and 
q2=jox~-j (1 - x)*+‘(l + x)fi+‘dx. 
-1 
Substituting in (2.3.23) 
x= -s, dx = -ds, 
one obtains 
‘k2 = ( -l)v-‘Jols “-‘(1 - s)‘+j(l + s)*+jds. 
(2.3.22) 
(2.3.23) 
(2.3.24) 
(2.3.25) 
We let 
g(j,v,aJ): = ‘k, =/L-j (1 - ~)~+j(l + x)‘+‘dx. (2.3.26) 
0 
Therefore, 
q2 = (-1)“~‘g(j,vJ?,a). (2.3.27) 
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The next goal is to obtain the asymptotic behaviour of g( j, v, fi, a) for 
v + co. To this end in (2.3.22) we use the transformation 
-1nx = z, x = eez dx = -e-‘dz. (2.3.28) 
This yields 
dj, v, a, P) = lme -vz(~ _ e-z)a+j(l + e-Z)6+ie(j-l)Zdz. 
0 
(2.3.29) 
Consider the function h(z), 
htz) = (1 _ e-z)*+j(l + ,-r)fl+je(i-l)z. 
It has a zero of order ((Y + j) at z = 0. So, we can write 
(2.3.30) 
h(z) = z *+‘r(z)q(z), r(z): = [z-‘(1 - e-‘)la+‘, 
q(z): = (1 + e-2)fl+je(i-m. (2.3.31) 
Also, by the mean value theorem 
r(z)&) = r(O)q@) + zR(i), O<?<z, (2.3.32) 
with 
R(i) = r’@)q(b) + r(i)q’(2). (2.3.33) 
We now estimate R(i) since it will serve as the remainder term in the 
evaluation of the asymptotic expansion of g(j, v, (Y, p) for v + cc. 
Since 
~~‘(1 - e-‘) < 1 for0 <z, Zty+z-‘(l - ePZ) = 1, 
(2.3.34) 
we have 
0 I r(z) Il. 
Also upon computing r’(z) we obtain 
(2.3.35) 
r’(z) = (a +j)r(z)[ -1 + 1 -lee= - +I. (2.3.36) 
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We focus now on the bounds of G(z). 
G(z): = 1 -lepz _ f = L112! - z/3! + ‘** 1 
[l - z/2! + z2/3! - * * * ] ’ 
G(0) = f, G(m) = 1. 
To that end we investigate the size of its derivative 
G’(z) = -‘-’ + L= (1 - e-‘)* - z2eeZ 
(1 - epz)* Z* z*(l - e-‘)* 
= (1 - e-’ - ze-‘I*)(1 - e-’ + ze-‘I*) 
z2(1 - e-q* 
Obviously the sign of G’(z) will be determined by F(z). 
F(z): = 1 - e-’ - ze-“I*, o<z<cQ, 
(2.3.37) 
(2.3.38) 
(2.3.39) 
as the other factors in (2.3.38) are non-negative. The transformation 
y = e -r/2 
facilitates the investigation since 
(2.3.40) 
satisfies 
P(y): = 1 - y* + 2ylny, O<y<l, 
F(0) = 1, P(l) = 0 (2.3.41) 
F(z) = P(e-‘I*), o-=z< +m. (2.3.42) 
Thus we have 
F’(y) = -2y + 2 + 21n y; 
F’(0’) = -co, P(1) = 0, (2.3.43) 
P’(y) = 2(1 - l/y) 2 0, O<ycl, 
P’(0’) = +ccl, P(1) = 0. (2.3.44) 
We could summarize the information gathered on F(y) by (2.3.43), (2.3.44) 
in Table 2.3.1. The arrows /* or \* signify that functions in each row are 
monotonically increasing or decreasing, respectively. The signs of the func- 
tions appear in that row. The information in row 1 implies the information 
in row 2 and the information in row 2 implies the information in row 3. This 
implies that G’(z) is positive on 0 < z < cc. 
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Therefore, by (2.3.36), (2.3.37) and by the monotonicity of G(z) com- 
bined with the extremal values of G(z) given in (2.3.37) 
It-‘(z)1 I (a +j) . 1 .IG(z) - 115 2-‘(a +j). (2.3.45) 
By (2.3.31) we have 
0 I q(z) I 28+~e(j-1)r. (2.3.46) 
Since 
q’(z) = (1 + e -y-l,(i-l)z [(/3 - l)e-’ +(j - l)], (2.3.47) 
we have 
[q’(z)1 5 L * 2(fi+i-‘v-‘)Z, L : = p - 11 + I/l - 11. 
(2.3.48) 
We combine now the estimates in (2.3.35), (2.3.45)-(2.3.48) to obtain 
IR(i)l I 2-‘(a +j) * 2 B+ie(j-lP + L. 2@+j-l)e(i-l)i 
s e. 28+ie(i-lC 5 i. 28+j,l.-ll~ j=O,l ,***, 
(2.3.49) 
with 
We now have 
i : = 2-‘(a + j + L). (2.3.50) 
with 
g(UvJ) = gl + A(j,v,a,P) (2.3.51) 
g,: = r(0)q(o)~we-v~za+~dz (2.3.52) 
TABLE 2.3.1 
Row No. J 0 I 2 1 
1 WY) + co + + + 0 
2 F’(y) -cc - ir - ~ _ 0 
3 P(Y) 1 +\ +b + 0 
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and a remainder term A majorized as follows, 
]A] I e. 2p+j/oae -(v- ~j-lI)zZu+j+l~Z > (2.3.53) 
by virtue of (2.3.49). It is easily verified that 
I=/% -“z’dz = A-‘-‘I’(0 + l), A > 0, Re(B + 1) > 0. 
0 
(2.3.54) 
This is achieved by the transformation 
AZ =y, 
which takes the integral I into 
(2.3.55) 
I= h-B-1 
J 
Ooe- J’y’dy = A-‘-‘I+3 + 1). 
0 
(2.3.56) 
See, e.g., [7, p. 311 for the definition of the l? function. Also see [7, Chap 3.1 
for a detailed discussion of the Laplace method which we employed. 
Since by (2.3.31) 
r(O)q(O) = 2p+j, (2.3.57) 
we obtain from (2.3.52), (2.3.54) 
gtj, v,P) = v -(a+j+1)2~+jI’(a +j + 1) + A(j,v,a,@, 
v =j, j + l,..., (2.3.58) 
with 
lA(j, V&p) 1 I i .(V - lj - iI)-(a+j+2)2B+jr(a i-j + 2), 
j=O,l,..., v=j,j+l,.... (2.3.59) 
Thus. 
dj, v,a,P) = v- (“+j+1)2p+ir(a + j + l)[l + S( j, v,cx,p)] 
(2.3.60) 
and 
IS(j,v,a,p)l~2-'(lj-lI + II-PI +a+j)(a+j+l) 
x [l - 1 j _ 1 Iv -11 --(a+j+2)v-l. (2.3.61) 
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It is easily observed now that for a, p, jJixed 
W,v,P) = @v-l), v+ 03. (2.3.62) 
+j)jy = 2jd,P+ -j-1{2~v-aI$x +j + l)[l + S(j,v,cxJ3)] 
+25-Q(p +j + l)[l + S(j,v,S,cr)]} 
(2.3.63) 
and the result follows. 
LEMMA 2.3.5. With the assumptions of Lemma 2.3.4, let 
a=p=y. (2.3.64) 
Then, 
+j)jy = 0 if v < j or if v - jisodd. (2.3.65) 
If v - j = 2k, k = 0, 1, . . . . Then, 
g(j,2k +j,y,y) = B(k + i,y + j + l), (2.3.66) 
where B( p, q) is the Euler integral 
B( p,q) = J,l(l - x)‘-‘F1 dx = ;\Pdfb4: , Rep > O,Req> 0. 
(2.3.67) 
(See [5, p. 1041.) Also for k + 00 one obtains 
$j,2k+j = djPik+,(k + j/2)-‘-‘-Y[1 + 26(j,2k + j,y,y)] 
(2.3.68) 
with 
d = (y + j + t)l’2r1/2(2y + 2 j + 1) 
J 2Y+j+lDrl/2( j + 1) 
(2.3.69) 
and 
126(j,2k + j,y,y)ll (lj - 11 + I1 - YI + Y +j)(y +j + 1) 
X [l - lj - 1)(2k +j)-1]-(Y+j+2)(2k + j)-‘. 
(2.3.70) 
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Proof: We follow the proof of Lemma 2.3.4. The fact that +j)jy is zero for 
Y -C j follows from (2.3.20). Since 
‘kl + ‘k2 = d.P,Y~Y) +(-1>y-ig(AhY9Y), (2.3.71) 
it follows by (2.3.21) that +j)jy is zero for v - j odd. For v = 2k + j, k = 
O,l,..., we have by (2.3.21), (2.3.26), and (2.3.27) that 
@j,2k+j = 2Pdk+jdjg(j,2k +j,Y,Y)* (2.3.72) 
But by (2.3.26) 
I: = g(j,2k +j,y,y) =&~‘)~(l - x2)‘+jdx. (2.3.73) 
Substitution of 
x2 = y, 2xdx = dy (2.3.74) 
implies 
1: = ~1y”-‘~2(1 - y)‘+jdy (2.3.75) 
and (2.3.66) follows. 
The asymptotic behaviour of +j,2k+j is obtained by inserting a = fl = y 
into (2.3.60), (2.3.61), and (2.3.8). 
We are able now to formulate the main result of this section. This will 
enable us to construct the Fourier coefficients of a function with respect to 
the Jacobi polynomials. 
THEOREM 2.3.6. Let 
Y(W) ~~&,(--1J) (2.3.76) 
with 
w(x) = (1 - x)“(l + x)! (2.3.77) 
Let y(t, x) be holomorphic in the unit disk having the series expansion 
Yk 4 = 2 Yvwx’ (2.3.78) 
v=o 
with 
lb(t) I s m(t)vq- (2.3.79) 
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Let 
u = rnin{a,B)~ (2.3.80) 
x = m={~,8), (2.3.81) 
and 
a-q>o. (2.3.82) 
Then, y(t, x) admits a Fourier expansion in terms of Jacobi’s polynomials, 
y(t,x) - 2 Aj(l).pyX), (2.3.83) 
j=O 
where the coeficients Aj(t), j = O,l,. . . , are given by the absolutely con- 
vergen t series 
(2.3.84) 
V=j 
The Go,, were defined in (2.3.5). Moreover, for N 2 j one has 
Ai - i ~#~~~y,(t) s m(t)M,(a - q)-lN-(“-q), (2.3.85) 
v=j 
with Mi independent of N. I f  a = p = y then the Fourier coeficients for the 
ultraspherical polynomials are given by the absolutely converging series, 
An(t) = I? +21,2k+21Y*k+2(4? 
k-0 
1 = 0, l,.. ., (2.3.86) 
4,+1(f) = I? + 21+1,2k+2/+1Y2k+2/+l(t), I= o,l,.*. * 
k-0 
(2.3.87) 
~f.Yp(t), v = Ql,..., are continuous functions of t E J, so are the Fourier 
coeficients Ai( j = O,l,. . . . 
Proof We consider formulas (2.3.6), (2.3.7), and (2.3.8) in Lemma 2.3.4. 
Then let 
$=2+6(j,v,a,/3)+S(j,v,~,a). (2.3.88) 
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It is readily observed by (2.3.6) that with 
.io 2j, jo> 1, 
M,: = S~p2j+~d,I(x + j + l)(P,iv-j) b < 00 
Y rjo 
and that 
l$j”l I MjY-o-l. 
By virtue of (2.3.79) and (2.3.91), we obtain the estimation 
I m(t)Mj( j, - l)-(“‘-q)(~ - 4)-l, 
We notice that for the ultraspherical polynomials, 
(Y=p=y=a=x* 
(2.3.89) 
(2.3.90) 
(2.3.91) 
(2.3.92) 
(2.3.93) 
Formula (2.3.85) follows by replacing j, with N + 1 in (2.3.92), since 
Aj(t) ’ 5 +jvYvCt) = E +jj,Yvtt)' (2.3.94) 
v=j N+l 
A remark is in order about the integration of an infinite series which may 
be divergent for x = + 1. By (2.3.76) we are guaranteed that there exist 
Ai = ~~l~(x)y(r,n)~(‘8’(x) dx, j= 0,l ,. . . . (2.3.95) 
On the other hand, because of the absolute convergence of the series 
Xj(l) : = 5 GjvYPtt>9 j = 0,l , * . * 3 (2.3.96) 
v=j 
x j( t) are well defined. In order to establish that 
Aj(t) = Xjtt)> j= 0,l ,*.., (2.3.97) 
we notice that by the fact that r(t, x) is holomorphic for - 1 -C x -C 1, we 
have for 8 > 0 and 8 small 
/ l-e w(x)y(t,x).pJyx) dx = E #ye w( x)xWJ)( x) dx. -l+e v=o -1+o 
(2.3.98) 
MATHEMATICAL PHYSICS AND JACOBI SERIES 383 
Therefore, if we let 
(2.3.99) 
(2.3.100) 
p1 : = f yv(t)/-l+B~(~)~v~‘a~~~(x) dx, 
v=j -1 
p2: = E v,(t)~l~~(x)x~~(~,~)(x) dx, 
lJ=j 
p3: = “~,j;‘Bw(x)y(t,x)j:..B)(x)dx, 
p4: = E Ill+s~(x)y(t,x)~~~,a)(x) dx, 
v=j 
(2.3.101) 
(2.3.102) 
it turns out that 
xjm - ‘qd = Pl + P2 - P3 - P4. (2.3.103) 
But p3, p4 tend to 0 with 6 + 0 since y E Z’:Cxj( - 1, l), and pl, p2 tend to 
0 with 8 --) 0 since the series 
Ifi +jvYvtt) (2.3.104) 
u=j 
was shown to be absolutely convergent. 
2.4. A REPRESENTATION THEOREM 
In what follows we will formulate a representation theorem with the 
Jacobi polynomials in the spirit of [2]. However, a different method of proof 
will follow by quoting summability theorems. These can be found in [lo]. 
Let us adopt some notation throughout the rest of this work. 
Notation 2.4.1. We denote by D, a simply connected domain in the E 
plane (see Fig. 2.4.1). We assume that 0 and a belong to the boundary of 
De, with 
Ima=O. 
We assume there exists a conformal mapping 
& = E(X) = 9(x) 
such that the unit disk 
1x1 < 1 
(2.4.1) 
(2.4.2) 
(2.4.3) 
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is mapped onto 0, in such a manner that the segment 
mapped onto I,. Z, is given by 
l<x<l is 
I, = {ale E D,,Im E = O}. (2.4.4) 
Therefore, 
lim E(X) = 0, 
X*1- 
lim E(X) = a. 
.x+ -1+ 
(2.4.5) 
Notation 2.4.2. Let y(t, E) be a holomorphic function of E E DE for 
some t E J (see Notation 2.3.1). We denote 
YW’) = JimmYb(X)) (2.4.6) 
and say that y(t, E) is continuous at E = 0 if there exists a limit in (2.4.6). 
We denote 
YOd = x~~l+Y(~&N (2.4.7) 
and say that y(t, E) is continuous at E = a if there exists a limit in (2.4.7). 
Notation 2.4.3. C,” denote the coefficients in the power series expansion 
(1 - q-l = g c/Y, jr\ < 1. (2.4.8) 
v=o 
Given a series C~~O~,, we say that it is summable (C, k) if Cru,r” is 
convergent for Irl < 1 and if S,k, defined by the series expansion 
(1 - r)-k-lE~VrV = E Sir’, 
0 n==O 
(2.4.9) 
I- 
DE 
a 
C-plane 
FIGURE 2.4. 
43 -1 1 
x-plane 
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satisfies 
In that case, we denote 
(c, k)~u, = L. (2.4.11) 
0 
Assumption 2.4.4. The function y( t, E(X)) is Lebesgue-measurable in 
[ - 1, 11. The integral 
J 
l (1 - x)*(1 + x)Q(t, E(X)) 1 dx. (2.4.12) 
-1 
exists. 
Assumption (antipode) 2.4.5. The integra! 
/-up +4 B/2-1’4(y(t,e(~)) Idx (2.4.13) 
exists. 
Assumption 2.4.6. The integral 
j-p - 4 a’2-1’4(1 + x)P’2-1’4(y(t, e(x)) Idx (2.4.14) 
exists. 
We can now quote Theorems 9.12-9.14 from [lo, p. 2441, with a slight 
change of formulation. The theorems deal with the summability of Jacobi 
series. 
THEOREM 2.4.7. With Assumptions 2.4.4 and 2.4.6 let S,,(x) denote the 
nth partial sum of the expansion of y(t, e(x)) in a Jacobi series. Let F,(cos 13) 
denote the nth partial sum of the Fourier (cosine) series of 
(1 - COS~)~‘~-“~(~ + cosO)8’2-1’4y(t, e(cos@). (2.4.15) 
Then,for -l<x<l 
Jilil (s,(x) -(l - X)-n’2-1’4(1 + x)-B’2-1’4c(x)] = 0 
(2.4.16) 
uniformly in - 1 + 8 I x I 1 - 0 for 8 a fixed positive number. 
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THEOREM 2.4.8. Lety(t, E(X)) be continuous on the closedsegment [ - 1, 11. 
The expansion of y( t, E(X)) in a Jacobi series is (C, k) summable at x = + 1, 
provided k > a + 4. In general this is not true if k = a + i, An analogous 
statement hoh& for x = - 1, a being replaced by j3. 
THEOREM 2.4.9. Let Assumption 2.4.4 hold. The Jacobi series is (C, k) 
summable with k > a + f at x = + 1 provided that in the case 
a++<k<a+/3+1, fl> -5 (2.4.17) 
the (antipode) assumption 2.4.5 holds. 
If k 2 a + fi + 1, Assumption 2.4.5 is unnecessary. The statement is not 
true for k I a + $ or k > a + 5 without Assumption 2.4.5. 
We can now formulate a representation theorem. 
(REPRESENTATION) THEOREM 2.4.10. (i) Let y(t, F) be a holomorphic 
function of E for E E D, and some t E J. 
(ii) Let assumptions of Theorems 2.3.6 and 2.4.7 hold. 
(iii) Let assumptions of Theorem 2.4.8 or of Theorem 2.4.9 hold. 
Then, for all points of E, E E 7, (including E = 0), where y(t, E) is 
continuous, we have 
(1) 
r(t, E) = y&j +(C k) A (2.4.18) 
with 
A: = ( ~la~y”(t))jd”,B’(r-‘(&)) 
+ f f+j”y&) pyP(&)). 
i 1 
(2.4.19) 
j=l v-j 
The series 
E (PjvYvtt)9 j = O,l,..., (2.4.20) 
v=j 
where +jjy are given by (2.3.5), are absolutely convergent and k must satisfy 
k>a+t>O. (2.4.21) 
(II) For y( t, O+) in particular, we have 
r(O+) -y,(t) = CC, *)[ ( ;li,.v,(r)i -fP8’(l> + J’] (2.4.24 
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with 
(2.4.23) 
and 
1 
q@)(l) = I@ + 1) 
X 
[ 
2-(a+fl+l+ + p + 2j + l)I+ t-j + l)I+Y + p +j + 1) l’* 
I-(/l +j + l)IY(j + 1) I * 
(2.4.24) 
(III) Zf in addition 
y(oo, 4: = I\;Y(t, 4, (2.4.25) 
then there exists 
Y”bb = t~y$w~ y=O,l )... . (2.4.26) 
(IV) Zf Theorems 2.3.6 and 2.4.7 and Theorem 2.4.8 or 2.4.6 hold for 
t = 00, then (2.4.18)-(2.4.21) hold with t = 00. 
Proofl Since assumptions of Theorem 2.3.6 hold, the Fourier coefficients 
of the Jacobi series are given by the absolutely converging series (2.4.20). 
Let E E Z,. Then, since y(t, E) is a holomorphic function of E for E E Z,, 
also y(t, E(X)) E C’( - 1,l) as a function of x. Therefore (see, e.g., [ll, p. 
4061), 
y(t, E(X)) = nhrmm (1 - x)-u/2-l/4(1 + x)-“~-~‘~C(X). 
(2.4.27) 
But, by Theorem 2.4.7, this implies that 
(2.4.28) 
Since the (C, k) methods are regular the result follows; (2.4.18) and (2.4.19) 
follow by “extraction” of ye(t) from the coefficient A,(t). Let E = 0. Then 
x = + 1. By Theorem 2.4.8 or 2.4.9 the formula (2.4.18) holds for E = 0 or 
E = a+ whenever there exists a limit. This also implies (2.4.22) with (2.4.23). 
Formula (2.4.24) may be found in, e.g., [5] by combining formulas (167) on 
page 107 and (173) on page 108. 
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The case t = cc follows in a similar manner. 
In spite of the apparent generalization the representation theorem 2.4.10 
for cy = /I = 3, k = 2, does not contain the representation theorem of 
Gingold [2]. The main reason is that Theorem 2.4.10 assumes either y( t, E(X)) 
to be continuous on the closed interval [ -1, l] or y(t, E(X)) to satisfy 
Assumption 2.4.6. 
2.5. APPLICATION TO A SINGULARLY PERTURBED INITIAL 
VALUE PROBLEM 
Let 
Ehy’ = my + @w), y(t,) = c, t, t, E J, E E D,, (2.5.1) 
be an initial value problem. 
Let the following assumption hold: 
Assumption 2.5.1. The n X n matrix function H(t) is Hermitian on J. 
Its real eigenvalues can be ordered, 
with 
A,(t) s h2(t) 5 *-- I A,(t) IO, (2.5.2) 
A,(t) = mm&(t), A,(t) = maxhi( (2.5.3) 
i i 
?i!(t) # 0, i = 1,2,. . . , n, t E J, except possibly for a countable number of 
t, t E J. Thus, the eigenvalues of H(t) may coalesce with the same value 0 
on J. We also assume that H(t) and the n-column vector b(t) belong to 
C(J). c is an n-column constant vector, and h and d are non-negative 
numbers. J is an interval. 
The problem to be solved is as follows: 
(i) Find a uniform representation for the unique solution of y(t, E) of 
(2.5.1) for all t E J and all 0 < E < co; 
(ii) in particular, obtain an approximation of the solution for e posi- 
tive and small; and 
(iii) whenever there exists 
y(o+): = p+Y(f, 4, (2.5.4) 
find or approximate y( t, O+). Since from the very beginning H(t) need not 
be invertible at a set of measure zero of J, it is not easy to define a solution 
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of the reduced problem 
H(t)j + Odb(t) = 0. (2.5.5) 
This is true in particular for d = 0. 
Let Y(t, s) be a matrix solution of the initial value problem 
EhY’ = H(t)Y, Y(s, s) = I. (2.5.6) 
I is the n x n identity matrix. Then the solution of (2.5.1) is given by 
y(c) = Y(t, t(Jc + phY(t,s)b(s) ds. 
t0 
(2.5.7) 
For the next computations we will need a few estimations. We will 
formulate them in the following lemma: 
LEMMA 2.5.2. Let A(?, E) be an n X n matrix function for t E J, E E D, 
S.C. A(t, E) E C(J) for every E E 0,. Let b(t, E) be an n-column vector s.t. 
for every E E D,, b( t, E) E C(J). Let c be a constant n-column vector, c E C *. 
Let +(t, E) be a continuous scalar function s.t. 
+(f, E) = I+tt, E) leie, (2.5.8) 
and 6 = tI( t, E) is a continuous function of t for each E E 0,. Denote by 
Pl,..., pCLn the n real eigenvalues of the Hermitian matrix function G de$ned by 
G: = A(t, E)e-” + A*(t, e)e” (2.5.9) 
and arranged in ascending order 
PlW) 5 P*(O) s ... 2 P,W). 
Let (1 II2 denote the norm induced by the dot product 
(2.5.10) 
(b*,c) = t bit;, llcll: = iclEi, (2.5.11) 
1=1 i 
with b, c n-column vectors with components b,, ci, respectively, i = 1,. . . , n. 
b* is the conjugated transpose of b. Let y( t, E) denote the vector solution of the 
initial value problem 
cp(t, E).Y’ = A(& E)Y + b(t, e), Y(S) = c, SEJ,CEC”. 
(2.5.12) 
Let Y( t, s) denote the fundamental solution of 
+(t, E)Y’ = A(t, E)Y, Y(s,s) = I, t, s E J. (2.5.13) 
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Let g(q) be a real continuous function defined for 17 E J. Denote 
K(t, s, E, g): = exp4/‘l+(v. e) I-‘g(v) dv. (2.514) 
s 
Let t 2 s. Then: 
(i) For 
b(t, E) = 0, (2.5.15) 
Il4ZWA E> I-9) 5 113112 2 Ilwm s, 69 PA (2.516) 
(ii) for any b(t, E) 
llvllz 2 Il4*m s, EY PJ 
+ ‘I~(~,&)I-11(b(5,&)IlzK(f,5,E,~n)dS; J (2.5.17) 
(iii) I[Y(t,s);/z = Sup I(Y(t,S)c112 2 K(t,s,hP,). (2.5.18) 
Il~llZ=l 
Proof From (2.5.12) we obtain the two differential equations 
I+ly’ = Ae-“y + be-” (2.5.19) 
and 
I$,Iy*’ = y*A*e’* + b*eie. (2.5.20) 
We carry out the inner product by multiplying (2.5.19) with y* from the left 
and (2.5.20) by y from the right. We then add the two results to obtain 
I+(t,~)l(y*,y)’ =y*(Ae-” + A*eie)y +(y*,be-“) +(b*e”,y). 
(2.5.21) 
Since (Ae - ie + A*e”) is Hermitian, there exists for each fixed y a unitary 
matrix U such that 
y = uz (2.5.22) 
and 
y*(Ae-” + A*e”)y = z*U*(Ae-” + A*e”)Uz = i pilz,12; 
i=l 
(2.5.23) 
(z*, z) = (y*, Y> = i lz;12 (2.5.24) 
i=l 
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and 
Pl ’ i Izi12 s ,~lPilzi12 s PH. ,IjIlzi12* (2.5.25) 
r=l 
We then obtain by (2.5.21)-(25.25) that for b = 0 
PI TY*> Y) 2 he*5 A 5 Pn Iv*? Y> 
or 
(2.5.26) 
(2.5.27) 
(for y, a non-zero vector solution of the homogeneous problem). This leads 
to the desired inequality (2.5.16). We use Schwartz’ inequality in order to 
obtain 
I(y*, be-“) 1 I (y*, y)“‘(b*, b)l’*, (2.5.28) 
l(b*/,y)l I (y*,~)“~(b*, b)“2. (2.5.29) 
We use (2.5.28) and (2.5.29) in (2.5.21) together with the right-hand side of 
(2.5.25) to obtain \ 
j+l(y*, y)’ I p,, -(y*, y) + Q*,b)“*(y*, .d’*, (2.5.30) 
(y*, yy* 2 0; (2.5.31) 
therefore 
21~1 [(y”, Y)“~]’ I p,Jy*, .J+‘* + 2(b*, b)1’2. (2.5.32) 
The differential inequality (2.5.32) may be replaced by the differential 
equation 
Ilvll; = tld -1~,11~112 + WI -‘ll~ll2 - r(h 4 
r( 1, E) is some nonnegative function for each fixed E. 
The solution of (2.5.33) subject to the initial condition 
Ilvcb 412 = IIcll2 
is given by 
(2.5.33) 
(2.5.34) 
lb412 = IIC112ewJ’tl~l -‘II, dv + /bl ?lhJ,( exp ~r&t4 -%, dll) & - ~4. 
s s 
(2.5.35) 
392 H. GINGOLD 
M is the nonnegative mapping 
M(t,s,~) = ~f~(‘l,E)(exp~~l~l-l~~dg) d5. 
Consequently, for t 2 s, 
(2.5.36) 
llvlll s Ilcl12ex~~%#4%d~ + /19l~‘ll~ll~(~~~~hlrpl~b,~~) 4 s s 
(2.5.37) 
Utilize the notation of (2.5.14) in the inequality (2.5.37) to obtain (2.5.17). 
The inequality (2.5.18) follows by (2.5.16). 
Let us return to the initial value problem (2.5.1). Since H(t) is a 
Hermitian matrix, the eigenvalues of (Ae -M + A*e+ihe) in Lemma 2.5.2 
are the eigenvalues of 2H(t)cos he. In order to ensure that coshe is 
positive, we will set in our equation 
E = S’, 6 = 161ei*,0 < 1, I*1 s 5, (2.5.38) 
so that 
(hlQI II ;q, o<q<1, (2.5.39) 
or 
0 < I I qh-? (2.5.40) 
We claim that if we substitute (2.5.38) into (2.5.1), a new initial value 
problem will ensue such that the solution of 
iP’y’ = H(t)y + G%(t), Y(kl> = c, (2.5.41) 
will be a holomorphic function of 6, for Rea > 0. Let us focus on the 
asymptotic behaviour of the solution as 16 1 + O’, Re 6 > 0. By the varia- 
tion of constants formula (2.5.7) we have 
Ad = m ki)c + YJOT (2.5.42) 
with yP( t) a particular solution of (2.5.41) satisfying 
YpkJ = 0. (2.5.43) 
The asymptotic behaviour of Y(t, to) is easily observed to be exponentially 
small for t > 1, and 16 1 + O+. This is easily observed by (2.5.16) of Lemma 
2.5.2. 
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Since by Assumption 2.5.1, x,(t) cannot be identically zero on a subinterval 
of J, we have for any t, < t, t,, t E J 
g(t) : = /rL(s) dll f 0, so> < 0, (2.5.45) 
10 
Thus, we obtain 
IlYk tobIt 5 I1412exdl~l +%osW WI. (2.5.46) 
We are left with the problem of finding the asymptotic behaviour of a 
particular solution y,(t) of (2.5.41) with 
Yph) = 0. (2.5.47) 
Let us use (2.5.17) of Lemma 2.5.2. We obtain for 
(2.5.48) 
(2.5.49) 
R: = exp ISI-h’l’(h.(q)(coshl\k)dg 
I 
. (2.5.50) 
s 
But by (2.5.39) 
cos hl\k 2 cos qf = f > 0. (2.5.51) 
Therefore, 
with 
R I I(t,s) (2.5.52) 
I(t,s) = exp f161Ph’JX.(q)dq 1 . (2.5.53) s 
Let us focus on each jixed t in the interval J. Assume a situation where all 
or part of the eigenvalues of H(t) coalesce for the same value i > t,, 
t,, i E J. We need an extra assumption for the differential system (2.5.1). 
Assumption 2.5.3. For each t, t 2 t, 
(9 IP(dll2 - (t - $(‘)-‘Q(t), s + t, (2.5.54) 
(4 h,(t) - (t - ?jylP(t), 77 + t, (2.5.55) 
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and 
(iii) the relation (2.5.55) implies 
fJrh,(ll) d?l - 0 - 4Ywo, for s + t. (2.5.56) 
s 
Q(t), P(t), P(t) are some numbers. 
Using the Laplace method we invoke, e.g., Theorem 7.1 in [7, p. 811 to 
obtain 
I(tJ) - I-(Xy-')QP-"Y-I . y-' . JSl[(d-h)+hhY-']', (2.5.57) 
where I is the gamma function. Three cases may occur: 
I 
I 0(l) for f[(d- h) +hh(t)y-l(t)] > 0 
I(& 6) - II O(1) for I{(d- h) + hX(t)y-l(t)} = 0 
III cc for I[(d - h) + hh(t)y-l(t)] < 0. 
(2.5.58) 
In case (I) we gain a lot of information on y,(t) when 6 -+ Of, without 
referring to any new methods. 
In case (III) nothing can be said about y,(t) for 6 + O+. 
In case (II) we deduce that y,(t) is bounded. For this case I do not know 
of any method today which may yield the values of y,(t, S) for 6 > 0 and S 
small. 
For most of the points t E J, we assume the following is true: 
Y(d = 1, h(t) = 1. 
The case that d = 0, (2.5.59) means that for almost all t, 
(2.5.59) 
YpO> = o(1). (2.5.60) 
Another “pathological” case may arise where for some fixed t^ > t, case 
(III) prevails. For that case, y,(t) is bounded except possibly at a countable 
number of points. 
In order to achieve the three goals set at the beginning of this section, we 
proceed to construct y,(t, 6) for all 0 < 6 by using a representation 
theorem. By the transformation 
(2.5.61) 
(Y fixed, the right half-plane Re S > 0 is mapped onto lx 1 < 1. In particular 
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if (Y = 6, x = 0 and if S + O+ then x -+ l-. We plug (2.5.61) into (2.541) 
to obtain the initial value problem 
(p(l - x’:;y; = fqf)y + adl(l - XYb@), 
0 + 4 P 0 + x> rp(to> = 0. 
(2.5.62) 
In (2.5.62) 
(2.5.63) 
We use the coefficients of the expansions 
(1 - ~)~‘(l + x)~’ = jj e,x’, 
r=O 
(2.5.64) 
(1 + $‘(l - x)~‘= f k,x’, 
r=O 
a, 
(2.5.65) 
(1 + x)(h+d)’ = c p,x’. 
r=O 
(2.5.66) 
In this manner we construct the regular sequence of initial value problems 
&‘r,’ = Wb” + ~“(~L Y&o) = 03 v = 0,l )... . 
(2.5.67) 
h,(t) are constructed in an obvious manner. 
h,(t) = &b(t) (2.5.68) 
and h,(t), in particular, depend on yO( t), vi(t), . . . , y, _ i(t). We use the 
representation theorem (2.4.10) with q = 0 to obtain y,(t, 8) for all 6 > 0 
and for 6 = O+ whenever yP( t, 0’) exists. 
Let us review the ingredients of our technique: 
I. The assumption that r(t, E) is a holomorphic function of E for 
E E D, is crucial. However, this is a reasonable price to pay. 
II. The expansion of y(t, E(X)) in a power series of x around x = 0 is 
equivalent to solving a sequence of regular problems of difirential equations 
for a special and fixed value of the parameter 
a = E(O), (2.5.69) 
(Y away from zero. (Y can be chosen away from zero at our convenience. 
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III. The recursive procedure of finding, first, yO(t) and then, 
Yl(f), . *. 3 r,(t) * * * is readily observed to work for any nonlinear di~erential 
equation, as well. 
IV. In a practical problem in applied mathematics, the method could, 
in particular, be useful when no asymptotic analysis is available. A good 
guess about a domain D, where the solution is bounded leads to a 
representation of the solution for all values of E E I, including E = 0 
whenever there exists a limit. 
V. It is easier to prove boundedness for a solution in D, than to 
obtain an asymptotic analysis. This is demonstrated in the example above, 
theoretically and practically. 
VI. In essence, the finding of the correct limit value for E = 0 whenever 
the limit exists is equivalent to the following problem in summability. 
Let CFEOy,(~) be a divergent series. Let CTy,( 1) be Abel summable to 
L(t). Then under appropriate conditions specified in the representation 
theorem 2.4.10, the linear transformation 
(2.570) 
takes the series Ccy,(t) into the correct value L(t). 
VII. The method also provides an answer to a problem in complex 
analysis. Let h(x) be a holomorphic function in the unit disk ] x] -C 1 given 
by the power series expansion 
h(x) = fh,x”. 
0 
(2.5.71) 
Let x = 1 be a singular point of h(x) (e.g., an essential singularity) and let 
h(x) admit an asymptotic expansion 
h(x) - q0 + qi(1 - x) + q2(1 - x)’ + ... , x + 1+. (2.5.72) 
In terms of h,, v = O,l, . . . , find the coefficient q,,, ql,. . . in the asymptotic 
expansion (25.71). In Section 5 we have demonstrated the construction 
of 40. 
VIII. Assume we would like to have an analytic continuation of h(x) 
into a point x0 which is outside the unit disk. Methods in complex analysis 
and in summability theory demand that x0 be an interior point of a starlike 
open domain in which h(x) is analytic. The method demonstrated provides 
some kind of continuation into an essential singularity x0 = 1, located on the 
boundary of the circle of convergence of h(x). See, e.g., [3, p. 1871. 
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