Abstract. To segment an image using the random walks algorithm; users are often required to initialize the approximate locations of the objects and background in the image. Due to its segmenting model that is mainly reflected by the relationship among the neighborhood pixels and its boundary conditions, random walks algorithm has made itself sensitive to the inputs of the seeds. Instead of considering the relationship between the neighborhood pixels solely, an attempt has been made to modify the weighting function that accounts for the intensity changes between the neighborhood nodes. Local affiliation within the defined neighborhood region of the two nodes is taken into consideration by incorporating an extra penalty term into the weighting function. Besides that, to better segment images, particularly medical images with texture features, GLCM variance is incorporated into the weighting function through kernel density estimation (KDE). The probability density of each pixel belonging to the initialized seeds is estimated and integrated into the weighting function. To test the performance of the proposed weighting model, several medical images that mainly made up of 174-brain tumor images are experimented. These experiments establish that the proposed method produces better segmentation results than the original random walks.
Introduction
Image segmentation is the process of clustering an image into regions based on some homogeneity criteria. It is usually not hard to extract a region of interest (ROI) when it has distinctively discernible homogeneous features such as color, texture and shape from the background. However, in medical images depending on the pathological tissues or location, the appearance or the substructure of the ROI may not always appear to be prominent. The gradual changes of intensity or inhomogeneity of pixels within a local appearance may hinder an effective segmentation. The ROI may be homogenous in its center, but this homogeneity tends to fade and blend into its background when it is reaching the boundary. This non-uniformity poses major challenge to the satisfactory segmentation of the ROI. In such instances, segmentation methods that possess the capability of handling weak boundaries are often favored.
Random walks algorithm, which is equivalent to solving the problem of Dirichlet [1] is among the most common approaches in segmenting images with vague edges. In random walks algorithm, the solution to the discrete Dirichlet problem on a graph is portrayed using the explanation on circuit theory. Associating a pixel to a labeled pixel or seed pixel representing an ROI is solved through finding the probability of a walker from the unlabeled pixel first reaches a priory labeled pixel.
Over the years, there are numerous publications that apply and extend the random walks algorithm to image segmentation. One most frequent improvement done is on automating the semi-automatic random walks algorithm. Instead of manually identifying and labeling the seed pixels of foreground and background, research on automating the seeding process has been addressed in [2] [3] [4] . Besides that, several studies have also been made to incorporate an extra term particularly the prior knowledge into the random walks algorithm so as to automate and enhance the results of random walks algorithm [5] [6] [7] . In these studies, the 'aspatial' energy term obtained from the training images or input from the user was integrated into either the conventional spatial energy function or the distance function in the random walks.
The levels of contrast and the properties of the image, as well as the quantity or extensiveness of the seeds are among the factors that influence the random walks segmentation. Segmentation of ROI with better accuracy may be achieved by increasing the extensiveness or quantity of the seeds. However, this increases the necessity for user interaction that is not desirable. Minimum seed input with good output is comparatively preferred. Therefore, to enhance the segmentation results without entailing a change of quantity or locations of the seeds becomes the main focus of this work.
Despite the enormous amount of studies on extending and enhancing the random walks algorithm that are mostly problem-specific, the general issue, sensitivity to seeds' selection is yet to be addressed. Even though it is anticipated [8] that a small deviation on the seeds placement will not cause a large difference in the results, but to enhance the robustness of random walks in ensuring the credibility of the segmentation is undoubtedly indispensable. In random walks algorithm, image is treated as a weighted graph. The probability of a pixel belonging to the seeds relies on the neighborhood pixel intensities that are mapped into edge weights by using a typical Gaussian weighting function. Thus, to solve Dirichlet problem using a system of linear equations, when user input persists, the effect of edges and the corresponding weights between vertexes that constitute the Laplacian matrix is important to be studied. Several studies [9] [10] [11] have attempted various weighting functions in improving the random walks segmentation. For instance, Dakua and Sahambi [10] proposed to use the derivative of Gaussian (DRoG) instead of the Gaussian weighting function [1] to segment the ROI with inhomogeneous and indistinctive gray values in ischemic Cardiac Magnetic Resonance (CMR) images. In their work, the derivative of the Gaussian function obtained from [12] was simplified and utilized as the weighting function on the scaled image. Though the proposed weighting functions [9] [10] [11] showed generally better results in the segmentation, the tangible properties of the proposed functions were not being addressed in the context of image segmentation. That is the basis of the projected modifications did not take full advantage of the characteristics of the image itself.
Improving segmentation results without increasing the quantity of seeds is the objective of this work. To this end, a modified weighting function of the random walks algorithm that utilizes additional characteristics of the image is proposed. The modifications are, (i) incorporating a penalty term, which analyzes the local relationship within the defined region of the two distant nodes (refer to Section 2).
(ii) incorporating an object-feature based affinity, in specific Haralick textural feature, into the edge weights function.
The rest of the paper is organized as follows: Section 2 briefly reviews the theoretical concepts of the random walks algorithm. Section 3 introduces the proposed model. Section 4 includes experiments and its results and finally Section 5 concludes this paper.
Random walks
In the state of local finite, e.g. a graph, random walks theory is a mathematically formalized algorithm of finding the probability of a random walker reaching a predefined node. A graph, G is made up of vertices, ‫ݒ‬ ‫א‬ ܸ and edges, ݁ ‫א‬ ‫ܧ‬ ‫ك‬ ܸ ൈ ܸ, G=(V, E). A weighted graph contains weight, ‫ݓ‬ , at each and every edge, ݁ that links ‫ݒ‬ and ‫ݒ‬ . The number of edges, ݁ incident to vertex, ‫ݒ‬ is known as the degree, ݀ ൌ ∑ ‫ݓ‬ሺ݁ ሻ.
In image segmentation, the relationship between random walks and Dirichlet problem is established in clustering the respective sub-regions according to the users' inputs [1] . Given a set of foreground seeds, ܸ ி , and background seeds, ܸ , where ܸ ௌ ൌ ܸ ி ‫‬ ܸ and ܸ ி ‫ת‬ ܸ ൌ ‫,‬ the probability of a random walker, ‫ݔ‬ starting at node ‫ݒ‬ first reaches a seeded node, ‫ݒ‬ ௌ is equivalent to the solution to the Dirichlet problem of finding the harmonic function subjects to its boundary values.
where ‫ܮ‬ , the unseeded nodes in Laplacian, is one component of the decomposition of the combinatorial Laplacian matrix, Eq. (2), B is the boundary conditions at the locations of the seeded points, ‫ݔ‬ ெ .
The derivation of Eq. (1) can be found in [1] . With a defined set of seeds ‫ݔ‬ , the belongingness of an unlabelled node ‫ݒ‬ to the seed ‫ݒ‬ ௌ with label s, where ‫ݏ‬ ൌ ሼ‫,݃ܨ‬ ‫݃ܤ‬ሽ can be identified when its probability, pr to reach ‫ݒ‬ ௌ with label s is higher.
The weighting function is represented by the typical Gaussian weighting function,
where ݃ indicates the image intensities at ‫ݒ‬ and the value β represents the free parameter that is to be decided by the user.
Proposed model
Eq. (1) typifies that the harmonic function changes according to the boundary conditions as well as the variations of it. Therefore, the correct localization of the seeds (boundary conditions) from the user becomes crucial in order to obtain good segmentation. To enhance the result where the user input appears to be the fixed input in the context of the equation, the effect of the edges that contribute to the combinatorial Laplacian matrix on the solution is one useful entity to study [13] .
Modified weighting function
The global relationships Eq. (1) between the nodes are initiated by its local connectivity represented in Eq. (2) . With the intention of enhancing the robustness of the algorithm regardless of the extensiveness of the user input; the commonly used direct neighborhood of ݃ and ݃ is extended to a wider range within some fixed radius, ܴ. It is commonly perceived that the stronger the connectivity (more edges) in the graph, the better the segmentation is [14] . However, when the range is extended to more than the direct neighborhood, the information of the intermediate nodes is not considered. This inadequacy causes some loss of information that may afflict the overall result.
Although it is generally assumed that pixels from the same region often share similar intensities, it is not always true in real images. Despite the large intensity difference between the pixels; it still may happen that both the pixels belong to the same region when the intensities of the bounded pixels stay close to the local mean. The undulated weights resulting from merely the intensity differences between nodes may cause higher inter-region similarity that consequently induces negative effects on the segmentation results. Hence, it is suggested to include the statistical dispersion of the intermittent intensities in ensuring a more credible affiliation between the distance nodes. A penalty term is included to reflect a concern on the intensities of the intermediate nodes.
ܲ is a function that penalizes the dispersion of Gaussian-filtered intensities,
where ܰ=cardinality of ߙ ‫ݔ|=‬ െ ‫ݔ‬ | ൈ ‫ݕ|‬ െ ‫ݕ‬ |, the area of the Euclidean geometry formed by ‫ݒ‬ and ‫ݒ‬ , and ‫ݖܩ‬ is the value of the Gaussian smoothed map at ܽ with ܽ ‫א‬ ߙ , and ‫‪ҧ‬ݖܩ‬ is the Gaussian mean value in ߙ . Gaussian filter kernel is used to reduce the responsiveness of the variation of intensities in this penalty term. By multiplying the Gaussian weighting function with the reciprocal of the standard deviation (the denominator of Eq. (6)), finer result with the additional information that better explains the relationship between nodes is expected. Weights that exhibit stronger connectivity within cluster could be advantageous for the segmentation. This modification can be demonstrated by the higher intra-and lower inter-cluster similarity (the right column of Figure 1 ) resulted from the higher gap between the high and low values of weights attributable to the multiplicative effect in Eq. (5).
The intuition of segmentation is to divide an image into the corresponding regions based on the similarities between nodes, and weights between them usually best demonstrate it. Inspired by the concept of spectral partitioning that uses the eigenvector and eigenvalues to bisect graphs, the second smallest eigenvalue, Fiedler value, ߣ ଶ is employed to measure the connectivity of the graph. In general, a graph is connected if ߣ ଶ 0 and it is usually perceived that small Fiedler value, ߣ ଶ leads to good ratio cut [15] . Therefore, to further assess the weighting functions, ߣ ଶ extracted from the ‫ܮ‬ is used to measure the separability of the corresponding graph. The smaller the Fiedler value is, the more distinguishable the clusters are.
As depicted in Figure 1 , the enhanced weighting function can generate better probability maps with smaller ߣ ଶ values.
Object-feature based affinity
In addition to introducing a penalty term described in the previous section, an object feature based affinity, a notion borrowed from [16] is integrated into the weighting function of Eq. (5). This incorporation is to further represent the contextual information of the ROI.
Object feature based affinity, as the name implies, considers pixels' similarity based on the information of the seeds. Instead of solely depending on the intensity differences in attaining the affinity between nodes, the estimated probability density of the nodes belonging to the feature distribution of a pre-identified priori (seeds with labels) is integrated into the weighting function. For simplicity, Gaussian kernel is employed to produce the prior model that constitutes the estimated densities of each of the priori [5] . The obtained prior model is incorporated into the weighting function [7] instead of the energy function as originally proposed in [5] .
Several works [7] have employed image features such as intensity and color in estimating the probabilities. In medical images, segmentation using gray level alone does not always provide the desired results. These images, on the other hand often possess a large amount of textures information that differentiates the regions [17, 18] . As a result, this work proposes to use the texture property that better represents medical images in generating the probability density. In compliance with the literature, it is found that different texture descriptors distinguish different texture discriminants. The Haralick parameters computed from the gray level co-occurrence matrices (GLCM) is chosen to demonstrate the incorporation of textural information into random walks algorithm as it is proven to be one of the most powerful descriptors in feature extraction. Despite having fourteen features in the GLCM, only GLCM variance that measures the heterogeneity is used. The characteristic that captures intensity difference in stochastic texture is suitable when variance is being portrayed as the diversity between regions. GLCM variance is given by,
where G is the number of gray-level quantization, g is the GLCM, and ߤ is the mean value of g. Alternately, Eq. (7) may be substituted with other textural features that carry similar characteristic.
To calculate the probability density that the nodes in the image, ‫ܫ‬ are grouped as the object or background, the values obtained from GLCM variance is used. Given a set of seeds, S= ‫ݏ{‬ ଵ , ‫ݏ‬ ଶ , … , ‫ݏ‬ ௗ } with corresponding labels, ‫ܮ‬ ൌ ሼ݈ ଵ , ݈ ଶ , … , ݈ ሽ, having cardinality |S|=d and |L|=c, the probability, ܲ of a node belongs to ݈ is generated using kernel density estimation (KDE).
where b is a free parameter while K is the kernel function (typically a Gaussian, Eq. (8)) satisfying ‫ܭ‬ሺ‫ݔ‬ሻ 0 and ‫‬ ‫ܭ‬ ሺ‫ݔ‬ሻ݀‫ݔ‬ ൌ 1, while ‫ݏ‬ and ݊ are the values of the seeds' variance and the number of seeds in ݈ respectively.
‫ܭ‬ሺ‫ݑ‬ሻ ൌ exp ሺെ
When each node has obtained its ܲ , the weights between nodes can be computed by using its differences,
The final weighting function will be the additive average of the homogeneity based affinity, ‫ݓ‬ (3) and the object-feature based affinity ‫ݓ‬ , which yields
where ߱ ଵ and ߱ ଶ are the trade-off values that satisfy ߱ ଵ ߱ ଶ =1 of the normalized values of both w.
Experiments
The proposed weighting function in random walks is tested on several medical images that mainly made up of the brain tumor images. In the experiments, the neighborhood radius ܴ is set at 3 with neighborhood size of 28 to avoid imposing excessive computational burden. The elements in generating the GLCM are consistently set across images, where the grey level quantization G, window size, displacement, and orientation were experimentally set to 128, 3 by 3, 1, and averaging direction respectively. Although it was found to be unnecessary of having ‫ܩ‬ 64 in [19] , but to safeguard the detail in medical images, higher G is used. Small window size is chosen to ensure the accuracy in locating the boundaries between regions [20] and at the same time to keep the computational power low.
Performance of the proposed method is first demonstrated on the medical images that possess the faint boundaries or/ and textural elements. The ground truth images obtained from the field experts are projected as benchmarks in this experiment. Results of the proposed approach are compared with the original random walks algorithm. Minimal user interaction with as little seeds as possible is used to test the robustness of the methods. Figure 2 illustrates some of the experimental results. It can be seen that results using the proposed weighting function are considerably better as compared to the conventional random walks with the identical ܴ. The results visually demonstrated the effectiveness of the proposed modifications of the weighting function. From Figure 2 , it is observed that, the original random walks algorithm is less efficient when the gray levels of the regions do not appear to be homogenous. In contrast to that, with the proposed edge weight that penalizes the high differences within a local region and incorporating probability density using the GLCM variance, regions with random or orderliness changes of gray level are segmented relatively better.
Input
Ground Truth Conventional RW Proposed Approach To further validate the proposed method, images of brain tumor [21] are employed. The images, either the T2 or T1C that are found to be independently sufficient to identify tumor are preselected. The segmented results are then compared with the ground truth. Table 1 shows the results that comprise the mean scores of DICE index, True Positive Fraction (TPF), False Positive Fraction (FPF), and Error Positive Fraction (EPF) of each brain dataset made up of 174 images.
The proposed model performs statistically better with higher DICE and TPF along with lower FPF and EFF in comparison to the conventional random walks.
Conclusion
In this paper, the weighting function that considers a more exhaustive relationship between the neighboring nodes is proposed. Extra terms that include standard deviation of the local pixels within the adjacent pixels and the object feature based affinity are incorporated in to the weighting function. The method is tested and the results have demonstrated a better ROI segmentation as compared to the traditional random walks by using several evaluation approaches. We are currently extending this work to quantitatively measure the performance of the segmentation with the images of brain tumor [21] .
