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Geleitwort
Die angewandteMathematik ist eineWissenschaft, derenAnwendungspotentiale in
ju¨ngsterZeitoﬀensichtlichgeworden sind.OhnemoderneMathematikwa¨renweder
MP3-PlayernochBestrahlungstherapienbeiKrebserkrankungennochAufkla¨rungs-
drohnen realisierbar.Wer u¨ber die gesellschaftlicheBedeutung dieserDisziplin und
ihrer Erfolge urteilen will, sollte zur EAGLE-STARTHILFE Mathematik und Ge-
sellschaft. ZurFunktion der angewandtenMathematik greifen.Siebietet einen tour
d’horizonu¨berphilosophischeGrundkonzepteundderenGenesis,undzwardarauffo-
kussiert,obundwiesie fu¨rdieangewandteMathematik relevantwerden.Zieldieses
weitgespannten U¨berblicks ist es, eineErkla¨rung fu¨rdieaktuellenEntwicklungsten-
denzen in derMathematik, insbesondere fu¨r dieEntwicklung hin zur angewandten
Mathematikzu liefernunddieFragezu stellen,wohindenndieseEntwicklunggeht:
Kannvon einerTransformationder angewandtenMathematik inTechnologieheute
dieRede sein?Mitdieser innermathematischenVerschiebungderGewichtegehtdie
Vera¨nderungderStudienstruktureneinher,wegvomBeweiseergru¨ndendenMathema-
tikerhinzummathematischenTechnologen,derzubeliebigenenZweckenMethoden
und Modellierungen einsetzen ko¨nnen soll. Trotz des in Bachelor und Master ver-
stecktenDiplomstudiums, in dem bewiesenwirdwie vor derenEinfu¨hrung, gibt es
eineTendenz,denAnteilderzuerlernenden,aufAnwendungorientiertenMethoden
gegenu¨berdemBeweisenzuerho¨hen.
Seit ihrem Anbeginn hatten die Wissenschaften mit der Praxis, mit der gegensta¨nd-
lichen Arbeit, mit den Fragen, die aus der Praxis kamen, und nicht zuletzt mit der
Ru¨ckkopplung, also den Wirkungen der von den Wissenschaften in Szene gesetzten
Anwendungen zu tun. Freilich waren fu¨r diese Herausbildung der Wissenschaften auch
ideelle Prinzipien wie die gegen gesellschaftliche Herrschaft sich richtende Freiheit
(insbesondere der Wissenschaft), wie die Unabha¨ngigkeit fu¨r die produktive Einbil-
dungskraft und die Hoﬀnung auf das Fortschreiten des Menschengeschlechts mit dem
Ziel der befreiten Gesellschaft konstitutiv. Mithin wirkten seit jeher zwei einander
widerstreitende Kra¨fte auf die Wissenschaften: die Anforderungen seitens der Praxis,
gar die Unterordnung unter die Maßgabe der Anwendung versus die von der wissen-
schaftlichen Vernunft geforderte Freiheit, eine Freiheit von jener Praxis und gegen
jene Praxis und zuweilen gegen Praxis u¨berhaupt. Jedoch bleibt die Darstellung ab-
strakt, werden beide Kra¨fte schlicht als einander a¨ußerlich gegenu¨bergestellt. Anhand
des Verlaufs der Entwicklung der Wissenschaften zeigt sich vielmehr in concreto, wie
die Praxis samt den Anwendungen wissenschaftlicher Resultate in derselbigen in ein
systematisches Verha¨ltnis zu dem tritt, was gegenu¨ber dieser Praxis Freiheit und
Autonomie der Vernunft reklamiert. Die aktuelle Wissenschaftsentwicklung oﬀenbart
dann die in diesem systematischen Verha¨ltnis liegende Paradoxie: Was sich von der
Praxis und insbesondere auch gegenu¨ber der die Praxis dominierenden gesellschaftli-
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chen Herrschaft emanzipierte oder zu emanzipieren intendierte, zeigt in ihrer immer
weiter vorangetriebenen Fortentwicklung eine Verfallsgeschichte. Diese kann mit der
These von der tendenziellen Transformation der Wissenschaften (insbesondere der
Naturwissenschaften) in Technologie begriﬀen werden.
Die vorliegende Studie ero¨ﬀnet einen ersten Blick auf dieses umfassende Panora-
ma. In den Anfangskapiteln werden aus der Philosophie stammende Basiselemente
fu¨r eine Erkla¨rung kurz und knapp aufgefu¨hrt. Die dann folgenden Kapitel gewa¨hren
dem Leser verblu¨ﬀende Einsichten. So wird zum Beispiel die Entwicklung hin zum
Dedekindschen Schnitt als Modell fu¨r Hegels
”
Der Fortgang der Entwicklung ist zu-
gleich Ru¨ckgang in den Grund“ begriﬀen. Oder es wird durch die Stelle aus der
Einleitung in der Kritik der reinen Vernunft, wo die sinnliche Erfahrung zwar der
Anfang unseres Erkennens, aber eben nicht der absolute Anfang ist, aus dem unser
Erkennen entspringt, die Aussage, dass es weder einen Primat der reinen Mathema-
tik noch einen der angewandten Mathematik gebe, in erhellender Weise erla¨utert.
Als besonders luzide erscheint die Passage u¨ber die durch den Computer bewirkten
Vera¨nderungen innerhalb der Mathematik, na¨mlich dass mit dem Computer fu¨r die
Mathematik ein
”
experimentelles Verfahren“ mo¨glich wird. Damit wird in unserer
Zeit durch die technische Innovation des Computers fu¨r die Mathematik mo¨glich, was
fu¨r die Naturwissenschaften schon Jahrhunderte fru¨her – mit Galilei – wesentlich und
zentral war: die experimentelle Arbeit als Schlu¨ssel zum Erkennen der Natur. Nur
mittels des Experiments gelingt es, an die Natur genau die entscheidenden Fragen zu
stellen, um dann als urteilende Vernunft etwas u¨ber die Natur herauszubekommen.
Mathematische Erkenntnisse waren nun konstitutiv fu¨r die Entwicklung des Compu-
ters; dieser pra¨gte mit den dann mo¨glichen neuartigen experimentellen Verfahren eine
produktive Entwicklung der Mathematik.
Neugierig macht das frappierende Bourbaki-Zitat u¨ber die axiomatische Methode.
In neuer Weise fa¨llt ein Licht auf diese Methode, wenn sie als in der mathematischen
”
Produktionsweise“ zu entdeckende Analogie zu dem Taylorsystem in der materiel-
len Produktion verstanden wird. Und damit stellen sich die folgenden Fragen: Wird
mit der Taylorisierung des mathematischen Arbeitens die origina¨r fu¨r die Wissen-
schaft entscheidende produktive Einbildungskraft gehemmt oder erstickt? Bedeutet
das U¨berhandnehmen des methodischen Moments in der Wissenschaft u¨ber diese
produktive Einbildungskraft eine Herrschaft u¨ber letztere? Wird dadurch, dass u¨ber
dieses anwachsende methodische Moment ein wissenschaftsexterner Financier
”
ein-
geschleust“ wird, die Wissenschaft einer heteronomen Regulierung unterworfen? Es
sind solche neuartigen Fragen, welche die vorliegende Studie aufwirft. Fu¨r den wei-
teren Fortgang der Wissenschaft Mathematik wird es von zentraler Bedeutung sein,
wie diese Dialektik des Zerfalls reﬂektiert werden wird.
Es bleibt zu wu¨nschen, dass all das, was Achim Ilchmann vorbringt und als Problem
aufwirft, eine Ausarbeitung und Weiterentwicklung in detaillierten Studien erfa¨hrt.
Oldenburg, im Juli 2016 Ulrich Ruschig
Vorwort
Was ist angewandte Mathematik? Wie unterscheiden sich reine und angewandte Ma-
thematik? Sind diese Begriﬀe sinnvoll? Wie unterscheiden sich angewandte Mathema-
tik und Ingenieurwissenschaften? Wie und warum entstand die angewandte Mathe-
matik? Welche Tendenzen zeichnen sich ab? Welche Funktion erfu¨llte die angewandte
Mathematik in ihrer Entstehungsphase und welche Funktion erfu¨llt sie heute? Wie ist
es um die Moral bestellt? Triﬀt Peter Bulthaups These der
”
tendenziellen Transforma-
tion der Wissenschaft in Technologie“ fu¨r die angewandte Mathematik zu? Um diese
Fragen zu ero¨rtern, werden die dafu¨r relevanten Gegensta¨nde der Philosophie und
der Geschichte der Mathematik, Naturwissenschaften und Ingenieurwissenschaften
bereitgestellt. Die Begriﬀe Wissenschaft, Einzelwissenschaft und Mathematik werden
mithilfe des Ru¨ckgriﬀs auf Platon, Aristoteles, Kant und Hegel erkenntnistheoretisch
bestimmt, um das Wesen der angewandten Mathematik zu erfassen.
Reine Mathematik und angewandte Mathematik sind als voneinander isolierte Be-
griﬀe gar nicht zu bestimmen, ja sie widersprechen einander. Erst mittels des He-
gelschen Konzepts der Einheit von einander entgegengesetzten Momenten la¨sst sich
die Mathematik als Einheit mit ihren Momenten reine und angewandte Mathema-
tik begreifen. Die systematische Abhandlung der philosophischen Begriﬀe erlaubt ei-
ne Darstellung der historischen Durchsetzung der angewandten Mathematik in ihrer
Auseinandersetzung mit der reinen Mathematik und den Ingenieurwissenschaften. In
diesem Zusammenhang wird auch das Verha¨ltnis von Technologie, Technikwissen-
schaften und angewandter Mathematik erla¨utert.
Zu beobachten ist die Tendenz, die Forschung innerhalb der angewandten Mathe-
matik in Technologie zu transformieren. Das belegt die Art der Finanzierung und
Ausrichtung diverser Forschungsinstitute, an denen Dienstleistungs-Mathematik be-
trieben wird, und auch die Entwicklung an den Universita¨ten. Eine weitere Tendenz
ist, die Lehre der angewandten Mathematik fu¨r die Technologie auszurichten. Aber
ganz so einseitig ist diese Tendenz nicht. Hochschullehrer sperren sich bewußt oder
unbewußt gegen diese, und zweifelsohne wurden in den letzten Dekaden in der ange-
wandten Mathematik zahlreiche tiefe Forschungsresultate erzielt. Ist die These von der
tendenziellen Transformation von Wissenschaft, und insbesondere von angewandter
Mathematik, in Technologie zutreﬀend?
Herzlich danke ich Ulrich Ruschig (Oldenburg) fu¨r seine akribische Durchsicht und
konstruktive Kritik, Volker Mehrmann (Berlin) fu¨r zahlreiche hilfreiche Anmerkun-
gen, Stefan Brechtken (Ilmenau) fu¨r seine kompetente Unterstu¨tzung bei der LATEX-
Darstellung und Ju¨rgen Weiß vom Verlag Edition am Gutenbergplatz Leipzig.
Ilmenau, im August 2016 Achim Ilchmann
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1 Was ist Wissenschaft?
In diesem Kapitel werden fu¨r die folgen-
den Kapitel grundlegende Gedanken von
Platon, Aristoteles, Kant und Hegel zur
Kla¨rung des Begriﬀs Wissenschaft dar-
gestellt. Mit diesen Bestimmungen wird
auch die Funktion der Mathematik inner-
halb der Wissenschaften eingeordnet.
1.1 Die aristotelische Bestimmung
von Wissenschaft als eine von
vier Erkenntnisstufen
Aristoteles (384-322 v. Chr.) entwickelt
in der Metaphysik [3, Kap. I.1] und in
der Analytica Posteriora [2, Kap. II.19]
einen ersten Begriﬀ der Wissenschaft. Er
unterscheidet vier Stufen der Erkenntnis:
1.) sinnliche Wahrnehmung (sehen,
ho¨ren, tasten, schmecken, riechen)
2.) Erinnerung
3.) Vorstellung, Erfahrung
4.) Wissenschaft, Kunst, U¨berlegung
Diese Stufen sind aufsteigend bezu¨glich
des erkenntnistheoretischen Fortgangs;
sie sind absteigend bezu¨glich der logi-
schen Entwicklung, m.a.W. das sinnlich
Erste ist das logisch Letzte.
Aus sinnlicher Wahrnehmung muss
nicht Erinnerung entstehen, da jene in-
dividuell ist, diese aber einen allge-
meinen Aspekt hat. Erinnerung bedeu-
tet
”
ein Bleiben des Wahrnehmungsin-
halts“ [2, 99b36], und dieses allgemeine
Moment ist bei der sinnlichen Wahrneh-
mung nicht vorhanden. Die Erinnerung
wird aus der Wahrnehmung entwickelt,
ist insofern spa¨ter. Gleichwohl ist Erin-
nerung fu¨r diese Wahrnehmung logisch
vorausgesetzt – ohne dass wir uns erin-
nern, ko¨nnen wir Wahrnehmungen nicht
auseinanderhalten. Logisch ist die Er-
innerung vorausgesetzt fu¨r die sinnliche
Wahrnehmung.
Das Verha¨ltnis von der zweiten Stu-
fe Erinnerung und der dritten Stufe
Vorstellung/Erfahrung ist analog be-
stimmt. Aus der Erinnerung muss nicht
zwingend eine Erfahrung oder Vorstel-
lung entstehen, da letztere Spontaneita¨t
der Einbildungskraft erfordert, was jene
nicht umfasst. Erfahrung stellt nur ganz
bestimmte Erinnerungen in einen Zu-
sammenhang; dieser Zusammenhang aus
der Mannigfaltigkeit der Erinnerungen
stellt sich nicht notwendig ein. Stellt er
sich ein, so ist die Erfahrung aus der Er-
innerung entwickelt und gleichwohl gilt,
dass logisch die Erfahrung fu¨r die Erin-
nerung vorausgesetzt ist.
Ebenso fu¨hrt Erfahrung nicht notwen-
dig zur wissenschaftlichen Erkenntnis –
der vierten und letzten Stufe. Die wissen-
schaftliche Erkenntnis setzt die Kennt-
nis des Allgemeinen und des Zugrun-
deliegenden voraus; fu¨r die Erfahrung
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ist die Gewo¨hnung schon hinreichend.
Der Begriﬀ τέχνη (griech. Technik)
geht zuru¨ck auf
”
ein zielgerechtes, sach-
gema¨ßes Ko¨nnen, eine Fertigkeit, Ge-
schicklichkeit oder Kunst (lat. ars)“ [23,
Artikel Technik ]. τέχνη ist menschliche
Arbeit, die die Natur einem Zweck gema¨ß
umformt. Fu¨r die τέχνη gilt: Sie ist nicht
bloß praktisch ausgerichtet wie die Er-
fahrung, sondern geht auf die Grund-
lagen; sie erkennt die Ursachen; sie ist
lehrbar; sie geht auf das Allgemeine und
nicht auf das Einzelne. Die Wissenschaft
wird aus der Erfahrung entwickelt, in-
sofern ist jene spa¨ter als diese. Gleich-
wohl ist Wissenschaft fu¨r die Erfahrung
logisch vorausgesetzt – ohne Erfahrung
ist Wissenschaft nicht mo¨glich.
Fu¨r alle drei U¨berga¨nge von ei-
ner Erkenntnisstufe zur na¨chstho¨heren
gilt, dass ein U¨bergang nicht zwin-
gend ist,
”
denn das Zugrundeliegende
bewirkt doch nicht selbst seine eigne
Vera¨nderung“ [3, 984a21ﬀ.]. Findet hin-
gegen ein U¨bergang von einer Stufe zur
na¨chsten statt, so ist jene untere Stu-
fe sinnlich vorausgesetzt und diese obere
Stufe logisch vorausgesetzt.
Die obigen Ausfu¨hrungen sind in die-
ser Form nicht in Aristoteles’ Metaphy-
sik [3, Kap. I.1] oder Analytica Poste-
riora [2, Kap. II.19] entwickelt, sie sind
aber die systematische Grundlage sei-
ner Darstellung der vier Erkenntnisstu-
fen: Dem erkenntnistheoretischen Fort-
schritt von der sinnlichen Wahrnehmung
bis zur Wissenschaft korrespondiert der
historische Fortschritt in der Entwick-
lung der Wissenschaft. Die Wissenschaft
als ho¨chste und zuletzt entwickelte Stufe
ist die logisch erste Grundlage. Die Er-
kenntnisstufen sind absteigend bezu¨glich
der logischen Erkenntnis der sinnlichen
Erscheinungen; sie steigen ab zu dem All-
gemeinen, welches erkannt werden muss,
um als Grundlage das Einzelne zu be-
stimmen. In Hegelschen Termini, die in
Abschnitt 1.5 na¨her erla¨utert werden,
lautet die Konsequenz: Das sinnlich Er-
ste ist das logisch Letzte, und der er-
kenntnistheoretische Fortschritt ist ein
Ru¨ckgang in den Grund.
1.2 Nicht Praxis, sondern Muße ist
notwendige Bedingung fu¨r
Wissenschaft
Eine ha¨uﬁg vertretene These ist, dass
Wissenschaft das Resultat der prakti-
schen Auseinandersetzung des Menschen
mit der Natur sei. Beispielsweise zeigt
Wußing (1927-2011) in [57, S. 380] ein
Flussdiagramm, welches fu¨r die Periode
der
”
Wissenschaftlichen Revolution in
der Mathematik“ einen
”
linearen“ Ver-
lauf von Problemen der Technik und Na-
turwissenschaften bis hin zu avancierter
reiner Mathematik suggeriert. Im selben
Buch schreibt er bezogen auf die me-
sopotamische Mathematik:
”
Mathemati-
sche Fragen, U¨berlegungen und Metho-
den entstehen im Zusammenhang mit
Bauwesen, Handel, Wirtschaft und astro-
nomischen Beobachtungen [und] dienen
der Praxis.“ [57, S. 142] Diese Behaup-
tung steht allerdings im diametralen Ge-
gensatz zu Aristoteles, der schon festge-
stellt hatte, dass Muße eine notwendige
Bedingung der Mo¨glichkeit von Wissen-
schaft ist: Es musste
”
so ziemlich alles
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zur Annehmlichkeit und Lebensfu¨hrung
No¨tige vorhanden“ [3, 982a19ﬀ.] sein,
bevor
”
man diese Art der Einsicht zu
suchen“ [3, 982a23] begann. Die poten-
tielle Freistellung von Arbeit und die
Bereitstellung von Konsumtionsmitteln
sind notwendige Bedingungen der Muße.
”
Als daher schon alles Derartige geord-
net war, [. . . ] bildeten sich in A¨gypten
zuerst die mathematischen Ku¨nste (Wis-
senschaften) aus, weil dort dem Stan-
de der Priester Muße gelassen war.“ [3,
981b20] Dieser historischen Darstellung
liegt das folgende systematische Argu-
ment zugrunde: Muße setzt freie Zeit vor-
aus, und die ist in einer durch Herr-
schaft bestimmten Gesellschaft nur fu¨r
die Herrscher selbst und den von ihnen
privilegierten (zum Beispiel die Priester)
verfu¨gbar. Insofern ist Muße eine fu¨r die
Wissenschaft notwendige Bedingung, die
durch die Sklavenhaltergesellschaft hi-
storisch durchgesetzt wurde:
”
Ohne Skla-
verei kein griechischer Staat, keine grie-
chische Kunst und Wissenschaft. [. . . ]
Ohne die Grundlage des Griechentums
und des Ro¨merreichs aber auch kein mo-
dernes Europa. Wir sollten nie vergessen,
daß unsere ganze o¨konomische, politi-
sche und intellektuelle Entwicklung einen
Zustand zur Voraussetzung hat, in dem
die Sklaverei ebenso notwendig wie allge-
mein anerkannt war.“ [19, S. 168] Aller-
dings folgt aus dieser historischen Tat-
sache nicht, dass Muße als notwendige
Bedingung fu¨r Wissenschaft nur in ei-
ner Klassengesellschaft hergestellt wer-
den kann.
John D. Bernal (1901-1971) formuliert
vorsichtig:
”
Ob die Wissenschaft in ihren
ersten Entwicklungsphasen fu¨r irgend-
welche Zwecke u¨berhaupt wirklich not-
wendig war, ist noch fraglich.“ [7, S. 802]
Georg Wilhelm Friedrich Hegel (1770-
1831) la¨sst aber kein Zweifel aufkommen,
dass nicht die praktischen Auseinander-
setzung des Menschen mit der Natur ein
Grund fu¨r die Entstehung der Mathe-
matik ist, sondern fu¨r die Philosophie
der Griechen und deren Motivation gilt:
”
Man hat angefangen zu philosophieren,
um die Unwissenheit zu ﬂiehen. Daraus
folgt, daß man um des Erkennens willen
das Wissen verfolgt hat, nicht nur um des
Nutzens willen, nicht um irgendeines an-
deren Gebrauchs willen.“ [26, S. 359-360]
Dieser Standpunkt, na¨mlich dass Pra-
xis keine notwendige Bedingung fu¨r Wis-
senschaft ist, steht nicht im Gegensatz
dazu, dass praxisrelevante Fragestellun-
gen initial fu¨r eine Theorie sein ko¨nnen,
welche die Ursachen fu¨r die Praxis er-
kennt.
1.3 Die Allgemeingu¨ltigkeit und
Notwendigkeit der Resultate der
Wissenschaft
Folgt man Aristoteles’ Einteilung, so
geht Wissenschaft als die ho¨chste Er-
kenntnisstufe notwendig auf
”
die ersten
Ursachen und Prinzipien“ [3, 981b28].
Nicht notwendig bedeutet zufa¨llig; genau
das erfu¨llt eine wissenschaftliche Aus-
sage nicht. Zudem sind ihre Resulta-
te allgemeingu¨ltig: Ein Wissenschaftler
muss
”
den (allgemeinen) Begriﬀ besit-
zen“ [3, 981a15]. Nicht allgemein bedeu-
tet empirisch beschra¨nkt, einzeln. Um
den allgemeinen Begriﬀ zu erarbeiten,
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kann es zwar verschiedene
”
Ansa¨tze“
oder Betrachtungen geben, aber das
Denken wird
”
von der Wahrheit selbst
geno¨tigt“ [3, 984b10], und die Ansa¨tze
mu¨ssen zu demselben Ergebnis gelangen.
Fu¨r eine wissenschaftliche Erkenntnis
sind Notwendigkeit und Allgemeinheit
unentbehrlich, so auch Kant zweitau-
send Jahre spa¨ter:
”
Notwendigkeit und
strenge Allgemeinheit sind also sichere
Kennzeichen einer Erkenntnis a priori,
und geho¨ren auch unzertrennlich zusam-
men.“ [37, B 4]
1.4 Die Mathematik als Prototyp
einer Wissenschaft
Die Mathematik war das erste Gebiet,
in dem notwendige und allgemeingu¨ltige
Aussagen formuliert wurden; beispielhaft
dafu¨r sind Euklids Elemente [20]. Imma-
nuel Kant (1724-1804) ist – wie Ador-
no es ausdru¨ckt – u¨berzeugt
”
von der
ungeheuren Gewalt und Dignita¨t“ [1,
S. 51] der Mathematik und der Naturwis-
senschaften. Kant konstatiert:
”
Die Ma -
th ema t i k ist von den fru¨hesten Zeiten
her [. . . ] den sicheren Weg einer Wissen-
schaft gegangen.“ [37, BX] Ihr kommen
”
Notwendigkeit und strenge Allgemein-
heit“ zu.
1.5 Womit muss der Anfang der
Wissenschaft gemacht werden?
So lautet die U¨berschrift eines Ab-
schnitts zu Beginn in Hegels Wissen-
schaft der Logik I [27, S. 37-54]. Ge-
org Wilhelm Friedrich Hegel (1770-1831)
geht aus von der griechischen Erkennt-
nis einer ἀπορία (griech. Aporie). Diesem
Wort liegt zugrunde πόρος (griech. Weg,
Durchgang, Pfad und Hilfmittel), wel-
ches mit der Vorsilbe α verneint wird zu
ἄ-πορος (griech. ohne Mittel und Wege,
ratlos, unfa¨hig, du¨rftig). Der im Eristi-
schen Satz entwickelten Aporie der Aus-
weglosigkeit des Anfangs geht Hegel auf
den Grund und entwickelt das Problem
des Anfangs.
1.5.1 Der Eristische Satz:
Der Anfang ist eine Aporie
Erstmals systematisch reﬂektiert wur-
de das Problem des Anfangs in der
Wissenschaft im sogenannten Eristischen
Satz (Eristik: die Kunst des Strei-
tens oder Disputierens: Eristiker wur-
den die Schu¨ler des Eukleides von Me-
gana (400 v.Chr.) wegen ihrer Neigung
zum Wortstreit genannt [31]) formuliert:
”
Daß na¨mlich ein Mensch unmo¨glich su-
chen kann, weder was er weiß, noch was
er nicht weiß. Na¨mlich weder was er
weiß, kann er suchen, denn er weiß es
ja, und es bedarf keines Suchens wei-
ter; noch was er nicht weiß, denn er
weiß ja dann auch nicht, was er suchen
soll.” [45, S. 80c] Die beiden Pole
”
Wis-
sen“ und
”
Nichtwissen“ sind aporetisch
bestimmt: Weiß der Mensch, so braucht
er nicht zu forschen; weiß er nicht, so
kann er nicht forschen. Danach wa¨re For-
schung, die Unwissen und Wissen ver-
mittelt, nicht mo¨glich. Die Konsequenz
dieser Einsicht dru¨ckt Platon drastisch
im Menon aus, wo der Sklave (wohlge-
merkt: Der Sklave ist fu¨r Platon der Ein-
sicht fa¨hig, das war in der griechischen
Gesellschaft allgemein nicht akzeptiert.)
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erstarrt:
”
Daß ich voll Verwirrung ge-
worden bin, und du [Menon, A.I./Achim
Ilchmann] du¨nkst mich, [. . . ] dem Zit-
terrochen zu gleichen. Denn auch dieser
macht jeden, der ihm nahekommt und
ihn beru¨hrt, erstarren.“ [45, 80a] Der Zit-
terrochen ist ein Knorpelﬁsch, der bis zu
einem Meter Durchmesser groß sein kann
und dessen Organe elektrische Spannun-
gen von bis zu 200 Volt produzieren
ko¨nnen. Der Sklave erstarrt wie vom Zit-
terrochen gestochen, weil die Praxis im
Widerspruch zur gedachten Aporie steht:
Es gibt Forschung, man u¨berwindet die
Unwissenheit und gelangt zum Wissen.
Platon weiß, dass es ein diskursives Ver-
fahren nicht gibt, welches angibt, wie der
in den gegebenen Pra¨missen enthalten-
de Widerspruch zu u¨berwinden ist, um
zu neuen Erkenntnissen zu gelangen. Wie
gleichwohl neue wissenschaftliche Resul-
tate erzielt werden ko¨nnen, vermo¨gen die
Griechen systematisch nicht zu fassen. Es
gibt na¨mlich die Spontaneita¨t der Einbil-
dungskraft. Aber woher kommt sie und
was treibt sie voran? In der Mathematik
ist uns diese Praxis sehr wohl bekannt:
Voran treibt der Widerspruch und der
Zweifel; die
”
zu¨ndende Idee“ – woher sie
auch immer stammt – hat mit einem dis-
kursiven Verfahren nichts zu tun.
1.5.2 Der Mythos ἔρως: Eine Einheit
von Momenten
Im Symposion [46] wa¨hlt Platon die
Form des Mythos’, um die Apo-
rie des Eristischen Satzes und deren
”
U¨berwindung“ darzustellen. Wohlge-
merkt – eine Aporie kann logisch nicht
u¨berwunden werden, sie ist ein Wider-
spruch; dem Widerspruch muss auf den
Grund gegangen werden.
In der griechischen Philosophie ist der
ἔρως (griech. Eros) weder ein Gott noch
ein Mensch, sondern ein Da¨mon, der
”
immer in der Mitte“ [46, 203e] steht
und mit seinem
”
geschmeidigen We-
sen [vermittelt, A.I.], denn sonst ver-
mo¨chte er nicht u¨berall sich anzuschmie-
gen“ [46, 196a] zwischen dem Unsterb-
lichen und dem Sterblichen,
”
zwischen
Weisheit und Torheit“ [46, 202a]. Im pla-
tonischen Mythos wird der ἔρως gezeugt
beim Geburtsfest der ΄Αφροδίτη (griech.
Aphrodite: die Go¨ttin der Liebe, der
Scho¨nheit und der sinnlichen Begierde).
Des ἔρως Mutter ist πενία (griech. Pe-
nia: Armut, Mangel); des ἔρως Vater
ist πόρος (griech. Poros: Weg, Durch-
gang, Pfad und Hilfmittel); des πόρος
Mutter ist μῆτις (griech. Metis: Klug-
heit, Weisheit, Plan und Rat). πόρος
und πενία als einander entgegengestell-
te Pole beziehen sich im ἔρως aufein-
ander:
”
Zuerst ist er [ἔρως, A.I.] immer
arm [. . . ] und der Du¨rftigkeit Genos-
se.“ [46, S. 203c/d]
”
Nach seinem Vater
[πόρος, A.I.] wiederum stellt er dem Gu-
ten und Scho¨nen nach, ist tapfer, keck
und ru¨stig, ein gewaltiger Ja¨ger, allezeit
irgend Ra¨nke schmiedend, nach Einsicht
strebend, sinnreich, sein ganzes Leben
lang philosophierend, ein arger Zaube-
rer, Giftmischer und Sophist, und weder
wie ein Unsterblicher geartet, noch wie
ein Sterblicher, bald an demselben Tage
blu¨hend und gedeihend, wenn es ihm gut
geht, bald auch hinsterbend, doch aber
wieder auﬂebend nach seines Vaters Na-
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tur.“ [46, 203d/e]
Dieser Mythos verweist auf einen
Grund. Zur damaligen Zeit ist mit
logisch-systematischen Mitteln das Pro-
blem nicht darstellbar. Deswegen wird ei-
ne Geschichte erza¨hlt. Nimmt man πόρος
und πενία als selbsta¨ndige, voneinander
geschiedene Akteure, dann gibt es kei-
ne Lo¨sung, sie sind ihren Eigenschaften
nach einander entgegengesetzt. So eben
auch im Eristischen Satz: Das Nicht-
Wissen bleibt bei sich – und das Wis-
sen eben auch – dies ist eine aporetisch
bleibende Gegenu¨berstellung. Der Grund
der Aporie wird von Platon im Mythos
nur indirekt angegeben. Erst zweitau-
send Jahre spa¨ter entwickelt Hegel in
logisch-systematischerWeise das zugrun-
deliegende Problem: Erst wenn πόρος
und πενία in einer Einheit sind – im My-
thos ist die Einheit der ἔρως, sind bei-
de Momente, Momente in dieser Einheit.
Bei Hegel wird aus dem Verha¨ltnis von
zwei einander Gegenu¨berstehenden die
Einheit dieser beiden logisch entwickelt.
Erst wenn – so der Mythos – πόρος und
πενία in eine Konstellation treten, wird
eine Einheit beider mo¨glich. Und dann
wird es mo¨glich, dass ἔρως als Einheit
von πόρος und πενία etwas Neues hervor-
bringt. Erst in der Einheit wird die Spon-
taneita¨t der Einbildungskraft ermo¨glicht.
Das ist bei Platon angelegt:
”
In der
Mitte zwischen beiden [Gott und dem
Sterblichen, A.I.] ist es [die Verrichtung
des ἔρως, A.I.] also die Erga¨nzung, daß
nun das Ganze in sich selbst verbunden
ist.“ [46, 202e] Das Ganze ist die Ein-
heit, hier die Einheit Erkenntnis mit den
Momenten Wissen und Unwissen, es ist
nicht bedingt durch anderes, Platon sagt
”
in sich selbst verbunden“, und gleich-
zeitig verbindet das Ganze die ehemalig
sich widersprechenden und fu¨r die Ein-
heit konstitutiven Pole, die dann als Mo-
mente aufgehoben sind. Aufgehoben sind
die Momente in der doppelten Bedeu-
tung von negiert und aufbewahrt: Ne-
giert ist ihre Selbsta¨ndigkeit, aufbewahrt
wird ihr Anteil als Moment in der Be-
stimmung der Einheit. Die Momente be-
stehen nicht fu¨r sich, sie haben Bestand
in der Einheit.
1.5.3 Hegels Aufhebung des Eristischen
Satzes: Das Problem des Anfangs
Hegel beschreibt die Aufhebung des Eri-
stischen Satzes, die schon im Mythos
mit der Figur des Halbgottes ἔρως an-
gelegt war, systematisch. Dem Wider-
spruch von Unwissen und Wissen im Eri-
stischen Satz ist auf den Grund zu gehen.
Hegel sagt nicht, dass der Widerspruch
zur Aufgabe zwingt, sondern geradezu
umgekehrt, dass der Widerspruch fu¨r den
Begriﬀ des Anfangs (der Forschung) not-
wendig ist. Dem Einwand, dass ein in
sich widerspru¨chlicher Begriﬀ, ein nihil
negativum, nichts bezeichnen kann, ha¨lt
er entgegen, dass ein Begriﬀ, der nichts
bezeichnen kann, nicht einmal sich selbst
widersprechen kann. Hegel fasst den Eri-
stischen Satz in allgemeinerer Form als
Problem des Anfangs in der Philosophie:
”
Der Anfang der Philosophie muß ent-
weder ein Ve rm i t t e l t e s oder Unmi t -
t e l b a r e s seyn, und es ist leicht zu zei-
gen, daß er weder das eine noch das And-
re seyn ko¨nne.“ [27, S. 37] Der Anfang
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muss vermittelt sein, weil er zwischen
Unwissen und Wissen oder Zugrunde-
liegendem und Entwickeltem vermittelt;
er muss unvermittelt sein, weil er sonst
auf das Vermittelte verweist, von dem er
abha¨ngt und dann kein Anfang wa¨re.
Auf den zweiten Aspekt, na¨mlich dass
der Anfang unvermittelt zu sein hat,
hat schon Aristoteles verwiesen, indem
er u¨ber das Prinzip festlegt:
”
Ich nen-
ne Prinzipien in einer jeden Gattung
diejenigen, von denen es unmo¨glich ist
zu beweisen, daß sie sind.“ [2, 76a]
Die Forderung, das Erste selbst wieder
zu beweisen, kritisiert er als
”
Mangel
an Bildung“ [4, 1006a], denn
”
daß es
u¨berhaupt fu¨r alles einen Beweis gebe, ist
unmo¨glich, sonst wu¨rde ja ein Fortschritt
ins Unendliche stattﬁnden“ [4, 1006a].
Auch von dem zweiten Aspekt weiß Ari-
stoteles, wenn er ihn auch nicht expli-
zit ausspricht, er sagt:
”
Da wir nun diese
Wissenschaft [die Metaphysik, die Weis-
heit, A.I.] suchen, mu¨ssen wir danach fra-
gen, von welcherlei Ursachen und Prinzi-
pien die Wissenschaft handelt.“ [3, 982a]
Diese zwei sich widersprechenden
Aspekte des Prinzips, na¨mlich ein Un-
mittelbares und ein Vermitteltes zu sein,
vermag Hegel als das konstitutive fu¨r den
Anfang herauszuarbeiten. Diese Aporie
liegt im Begriﬀ des Anfangs, die Momen-
te Zugrundeliegendes und Entwickeltes
(oder Nichtwissen und Wissen) sind als
isolierte betrachtet sich widersprechend.
Das fu¨hrt nicht wie beim Eristischen
Satz zur Resignation. Sondern die Reﬂe-
xion auf den Begriﬀ des Anfangs ergibt,
dass die einander widersprechenden Pole
im Begriﬀ des Anfangs aufgehoben sind.
Allgemein ausgedru¨ckt: Die Momente
konstituieren die Einheit. Sie bestehen
nicht fu¨r sich, und sie haben Bestand in
der Einheit. Sie sind notwendig einander
widersprechend und als solche widerspre-
chende machen sie die Einheit, hier den
Begriﬀ des Anfangs, aus. Aufgehoben
sind die Momente der Einheit in doppel-
ter Bedeutung: Sie sind negiert, weil sie
als widersprechende erkannt sind und so
als isolierte keinen Bestand haben; sie
sind aufbewahrt, weil nur mit ihnen die
Einheit begriﬄich zu fassen ist. Hegel
dru¨ckt diesen Sachverhalt wie folgt aus:
”
Ein System von Momenten ist eine Ein-
heit Entgegengesetzter, die nichts außer
dieser Entgegensetzung, außer diesem
Verha¨ltnisse sind, nicht gleichsam noch
einen U¨berschuß u¨ber einander haben,
wodurch sie fu¨r sich wa¨ren; sondern so
gleichsam aufeinanderpassen, daß indem
sie in der That bey ihrer Entgegenset-
zung als ein System oder als Einheit dar-
gestellt werden, sie sich aufheben.“ [25,
S. 9]
Ein weiteres Beispiel fu¨r eine Einheit
von Momenten ist in der aristotelischen
Vier-Ursachen-Lehre [3, Kap. I.3] zwar
so nicht ausgefu¨hrt, aber angelegt: Form
und Materie sind Momente in der Einheit
des Einzeldings, der ersten Substanz. In
einem Einzelding ist die Form stets auf
eine Materie bezogen. Umgekehrt gibt es
die Materie im Einzelding nicht als form-
lose. Nur wenn man Form und Materie
nicht abstrakt und fu¨r sich selbsta¨ndig
betrachtet, sondern als Momente in einer
Einheit, kann man das Einzelding und
seine Genese verstehen. Form und Ma-
terie sind – so Aristoteles – die causae
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dieses Einzeldings, was er am Beispiel
einer Statue erla¨utert. Sie bestehen ne-
ben anderen Momenten (causa eﬃciens
und causa ﬁnales) im Einzelding. Im Ab-
schnitt 4.1 wird ein mathematisches Bei-
spiel fu¨r die Einheit angegeben.
In welchem Sinne wurde der Eristi-
sche Satz nun u¨berwunden? Platon hat-
te die Aporie von Wissen und Unwissen
im Eristischen Satz dargestellt. Er la¨sst
den Sklaven dies erkennen und der Skla-
ve erstarrt wie vom Zitterrochen gesto-
chen. Der Sklave erstarrt deshalb, weil er
einerseits erkennt, dass Wissen und Un-
wissen nicht zu vermitteln sind, er ande-
rerseits aber sieht, dass ein Fortschritt
in der Wissenschaft stattﬁndet. Platon
konstatiert dies. Diesem Widerspruch
zwischen der Erkenntnis
”
Forschung ist
nicht mo¨glich“ und
”
Forschung ﬁndet
statt“ versucht Platon im Mythos ἔρως
zu u¨berwinden. Er konstruiert den ἔρως
als Vermittelnden zwischen den Polen
πενία (Unwissen) und πόρος (Wissen).
Aber so geschickt Platons Konstruktion
auch ist, erst Hegel vermag eine Konzep-
tion anzubieten, bei der die Aporie nicht
stehen bleibt.
1.5.4 Fortschritt ist Ru¨ckgang
Das Verha¨ltnis der Momente Unwissen
und Wissen, Unmittelbares und Vermit-
teltes oder, analog und allgemeiner, die
Einheit des Anfangs mit den Momen-
ten Zugrundeliegendes und Entwickel-
tes, oder Grund und entwickeltes Resul-
tat, soll weiter untersucht werden. Dieses
Verha¨ltnis wird in Abschnitt 1.6.1 funda-
mental sein, um den Begriﬀ der mathe-
matische Forschung zu fassen.
Hegel sagt:
”
Das Vorwa¨rtsgehen [ist]
ein R u¨ ckg ang in den Grund, zu dem
Ur sp r u¨ n g l i ch en und Wahrha f t en,
von dem das, womit der Anfang gemacht
wurde, abha¨ngt und in der That hervor-
gebracht wird.“ [27, S. 43] Das Vorwa¨rts-
gehen, die gedankliche Entwicklung zu
neuer Erkenntnis, ha¨ngt von seinem An-
fang ab, denn ex nihilo nihil ﬁt. Indem
man das Neue, das vom Gang des Erken-
nens betrachtet ein Spa¨teres, ein Abge-
leitetes ist, entwickelt, erkennt man das
logisch Fru¨here, den Grund fu¨r das Neue.
Deshalb ist
”
das Vorwa¨rtsgehen [. . . ] ein
Ru¨ckgang in den Grund“. Man erkennt
den logischen Grund, der dem Spa¨teren
zugrunde liegt.
Dieser Prozess, in dem das Fortschrei-
ten im Erkennen zugleich ein logisches
Zuru¨ckgehen ist, u¨berwindet die Starr-
heit der isolierten Momente, indem die
Momente nur in diesem Prozess ihren
Bestand haben. Wieder ist fu¨r diesen
Prozess ein diskursives oder methodi-
sches Verfahren nicht angebbar, sondern
der Anfang wird zugleich als Resultat
verstanden, wenn er als Resultat der
mit ihm beginnenden erkennenden Bewe-
gung dargestellt wird.
1.5.5 Der Anfang ist Bewegung und
Resultat
Der Anfang wird als Gegenteil dessen er-
kannt, wofu¨r er anfangs gehalten wurde.
Er ist weder eine feste, ruhende Grund-
lage, noch ist er etwas, von dem auszu-
gehen ist. Hegel erkennt, dass die Wis-
senschaft (oder synonym der Erkennt-
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nisprozess) Bewegung ist, indem die er-
ste Bestimmung zu einer letzten wird,
indem sie weiter entwickelt wird, und
das erkenntnistheoretisch Letzte zugleich
das logisch Fru¨here ist:
”
Das Wesentli-
che fu¨r die Wissenschaft ist [. . . ], daß
das Ganze derselben ein Kreislauf in
sich selbst ist, worin das Erste auch
das Letzte, und das Letzte auch das
Erste wird.“ [27, S. 44] Die Metapher
”
Kreislauf“ ist vielleicht nicht ganz tref-
fend; besser wa¨re
”
spiralfo¨rmiger Kreis-
lauf“, alldieweil der Prozess nicht im
Kreislauf an dieselbe Stelle zuru¨ckkehrt,
sondern zwar zu derselben Bestimmung
zuru¨ckkehrt, die dann aber gerade da-
durch weiter entwickelt ist: Es ﬁndet zu-
gleich eine ru¨ckwa¨rtsgehende Erschlie-
ßung des Grundes (logisch) und eine
vorwa¨rtsgehende Entwicklung des Grun-
des (erkenntnistheoretisch) statt. Der
Anfang wird, indem auf ihn selbst re-
ﬂektiert wird, als Bewegung erkannt und
diese Erkenntnis ist ein Resultat, wel-
ches den Anfang selbst begru¨ndet. Die-
se Dialektik analysiert Ulrich Ruschig
ausfu¨hrlich in [53].
1.6 Die Kopernikanische Wende –
wider die Abbildtheorie
Die Mathematik ist fu¨r Kant – wie in Ab-
schnitt 1.4 ausgefu¨hrt – der Prototyp der
Wissenschaften. Nach ihrem Vorbild lei-
tet er die
”
Kopernikanischen Wende“ der
Erkenntnistheorie ein, damit
”
ein blo-
ßes Herumtappen“ in der Philosophie ein
Ende habe und sie
”
den sicheren Gang ei-
ner Wissenschaft gehe“ [37, BVII]. Bis
zu dieser Wende betrachtete man in
der Erkenntnistheorie getrennt die Na-
tur einerseits und den kontemplativen
(passiv-beobachtenden) Verstand ande-
rerseits. In verschiedenen Varianten hat-
ten die Vertreter der Abbildtheorie ver-
sucht zu erkla¨ren, wie die Gegensta¨nde
der Natur dem Verstand
”
eingegeben“
werden; der Verstand schaut die Na-
tur an und erkennt durch die Anschau-
ung die Natur. Kants schlagendes Ar-
gument ist, dass aus endlich vielen Be-
obachtungen der Natur nicht ein Allge-
meines im Denken folgen kann: Ein Em-
pirisches, ein sinnlich Einzelnes, wie oft
es auch betrachtet wird, kann als Endli-
ches nicht zu einer allgemeinen Aussage
fu¨hren. Selbst fu¨r ein im Geiste Ange-
schautes wie beispielsweise ein mathema-
tischer Gegenstand, welcher stets nicht
empirisch ist, muss entgegengesetzt ar-
gumentiert werden:
”
Bisher nahm man
an, alle unsere Erkenntnis mu¨sse sich
nach den Gegensta¨nden richten; [. . . ]
man versuche es daher einmal, ob wir
nicht den Aufgaben der Metaphysik da-
mit besser fortkommen, daß wir anneh-
men, die Gegensta¨nde mu¨ssen sich nach
unserem Erkenntnis richten.“ [37, BXVI]
Das beschreibt in Ku¨rze die
”
Koper-
nikanische Wende“. Bevor dies in den
folgenden Unterabschnitten im einzel-
nen erla¨utert wird, sei noch angemerkt,
”
daß die Thematik der
’
Kritik der rei-
nen Vernunft‘ nicht sowohl die spekulati-
ve Entwicklung, Hervorbringung, Erzeu-
gung dieser synthetischen Urteile a priori
oder u¨berhaupt irgendwelcher Wahrhei-
ten sei, sondern vielmehr die Pru¨fung ih-
rer Gu¨ltigkeit“ [1, S. 51].
22 1 Was ist Wissenschaft?
1.6.1 Das a-priori-Wissen
Kant gesteht Descartes, Leibniz und an-
deren u¨ber die Mo¨glichkeit unseres Er-
kennens nachdenkenden Philosophen zu,
dass das Subjektive notwendig an der
Erkenntnis beteiligt ist; aber Kant ent-
wickelt nicht wie jene die Erkenntnis
aus dem reinen Denken, sondern er will
zeigen, warum die Ergebnisse der Ma-
thematik und der Naturwissenschaften
gu¨ltig sind. Er will auch begru¨nden,
warum Mathematik mo¨glich ist.
Als Beispiel mathematischer Erkennt-
nis fu¨hrt Kant das mathematische Drei-
eck an:
”
Dem ersten, der den g l e i ch -
s e i t i g en Tr i a ng e l demonstrierte
[. . . ], ging ein Licht auf; denn er fand,
daß er nicht dem, was er in der Figur sah,
oder auch dem bloßen Begriﬀe derselben
nachspu¨ren und gleichsam davon ihre
Eigenschaften ablernen, sondern durch
das, was er nach Begriﬀen selbst a priori
hineindachte und darstellte (durch Kon-
struktion), hervorbringen mu¨sse.“ [37,
BXI-XII]
A priori heißt nicht, dass es eine geson-
derte, zeitlich vorhergehende Erkenntnis
ist, sondern an der Erkenntnis ist ein
Moment des Allgemeinen. Das Apriori-
sche geht nicht auf im empirischen End-
lichen. Das Apriorische ist nicht fu¨r sich
zu bestimmen, denn sonst wa¨re es eine
”
ho¨here Eingebung“, sondern das Aprio-
rische ist Resultat einer Reﬂexion: An
der Erkenntnis ist ein Moment, das nicht
in der sinnlichen Empﬁndung aufgeht,
das nur negativ bestimmt werden kann.
Betrachtet man Erkenntnisse, denen gar
nichts Empirisches beigemischt ist, so
nennt Kant diese
”
rein a priori“.
”
Reine
Urteile a priori [sind beispielsweise] alle
Sa¨tze der Mathematik.“ [37, B 4]
Bemerkenswert ist Kants Betonung
im obigen Zitat:
”
Er nach Begriﬀen
selbst a priori hineindachte und dar-
stellte (durch Konstruktion), hervorbrin-
gen mu¨sse.“ [37, BXII] Wissenschaftli-
ches Erkennen ist zugleich ein aktiver
(
”
hervorbringen“) Vorgang des Indivi-
duums, der empirische Einzelcharakter
denkt hinein und konstruiert. Nur so
kann das Neue entstehen.
1.6.2 Die Spontaneita¨t der
Einbildungskraft
Betrachten wir noch einmal das Kant-
sche Beispiel eines Dreiecks aus [37, BXI-
XII]. Wie erkennt man, dass die Winkel-
summe im Dreieck 180◦ betra¨gt? Dieses
Resultat erkennt man weder in der ge-
zeichneten Figur, denn diese ist immer
ungenau, noch in dem Begriﬀ des Drei-
ecks, denn dieser entha¨lt die 180◦ nicht.
Man muss konstruieren, man muss dar-
auf kommen, eine bestimmte Linie un-
ter unendlich vielen Linien zu ziehen,
um dann mittels geeigneter Winkelreﬂe-
xionen und -verschiebungen das Resul-
tat zu beweisen. Die Beweisidee, ent-
springend der Spontaneita¨t der Einbil-
dungskraft, folgt nicht analytisch durch
Zerlegen des Begriﬀs aus den Axiomen.
Die Konstruktion ist
”
a priori hineinge-
dacht“ in den Begriﬀ des Dreiecks, sie
entspringt nicht dem empirischen Drei-
eck, sondern man erkennt an (nicht aus)
dem empirischen Dreieck etwas, was fu¨r
alle Dreiecke gilt. Die Erkenntnis folgt
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”
durch das, was er [der Erkennende, A.I.]
nach Begriﬀen selbst a priori hineinge-
dachte und darstellte (durch Konstruk-
tion)“ [37, BXII]. Diese Konstruktion
mu¨sse der Erkennende selbst hervorbrin-
gen. So wird die ta¨tige produktive Ein-
bildungskraft zur Arbeit am Begriﬀ. Im
Mythos steht dafu¨r der ἔρως, siehe das
Symposion in [46]. Diese Konstruktion
ermo¨glicht synthetische Urteile a priori.
Das, was an der Sache, am Gegenstand,
a priori gilt, erkenne ich durch die Kon-
struktion. Das Apriorische ist nicht fu¨r
sich zu bestimmen. Es wird erst erkannt,
indem erkannt wird, daß das uns empi-
risch Gegebene nicht nur empirisch zu er-
kennen ist, die Erkenntnis notwendig ein
nicht-empirisches Moment entha¨lt.
Der Verstand ist, ganz im Gegen-
satz zur Auﬀassung des klassischen Rea-
lismus, nicht passiv kontemplativ, son-
dern ta¨tige produktive Einbildungskraft,
Spontaneita¨t der Einbildungskraft; das
Erkennen hat ein produktives Moment.
Dieses produktive Moment ist dasjenige,
was Platon im Mythos in der Form des
ἔρως auszudru¨cken versucht hat.
Die Naturgesetze, auf die in Ab-
schnitt 2.2 na¨her eingegangen wird, wer-
den durch menschliche experimentelle
Arbeit erkannt. Das bedeutet aber nicht,
dass sie aus dieser Arbeit, den Experi-
menten, entspringen. Ebenso entspringt
die Theorie der Mathematik nicht, son-
dern sie muss erschaﬀen werden. Diese
Arbeit der Erkenntnis leistet der empiri-
sche Einzelcharakter, aber dieser ist be-
liebig, das Resultat ist dann Gattungs-
wissen. Friedrich Schiller (1759-1805)
dru¨ckt diese Erkenntnis in seiner akade-
mischen Antrittsrede Was heißt und zu
welchem Ende studiert man Universal-
geschichte? aus mit den Worten:
”
Was
einer im Reiche der Wahrheit erwirbt,
hat er allen erworben.“ [54, Bd. II, S. 12]
Die Spontaneita¨t der Erkenntnis fu¨hrt
zur Erkenntnis fu¨r die Gattung Mensch,
das Subjektive ist Moment.
Die Parallele zwischen der handwerk-
lichen und geistigen Arbeit ist wie folgt:
Was bei dem Handwerker der artistische
Umgang mit dem Material ist, das ist bei
dem Wissenschaftler die produktive Ein-
bildungskraft.
Das produktive Moment der Erkennt-
nis bedeutet nicht, dass die Erkenntnis
ein Willku¨rliches ist. Weder ist die Er-
kenntnis ein Abbild einer irgendwie ge-
arteten
”
Wirklichkeit“; noch verfa¨hrt Er-
kenntnis nach dem
”
Modell Ostereier“
in dem Sinne, dass das Subjekt etwas
Beliebiges in die Sache hineinlegt, wel-
che sie dann in derselben Sache wieder-
ﬁndet. Sondern:
”
Die Vernunft muß mit
ihren Prinzipien [. . . ] und mit dem Ex-
periment, das sie nach jenen [Prinzipi-
en, A.I.] ausdachte, [. . . ] an die Natur
herangehen, zwar um von ihr belehrt zu
werden, aber nicht in der Qualita¨t ei-
nes Schu¨lers, der sich alles vorsagen la¨ßt,
[. . . ] sondern eines bestallten Richters,
der die Zeugen no¨tigt, auf die Fragen
zu antworten, die er ihnen vorlegt.“ [37,
BXIII]
In der Mathematik wird nicht ein
Beliebiges ausgedacht, sondern es wird
dasjenige erdacht, welches taugt, um
das schon vorhandene Material zu be-
gru¨nden.
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1.6.3 Die synthetischen Urteile a priori
Kant unterscheidet analytische und syn-
thetische Urteile. Analytische (oder syn-
onym Erla¨uterungs-) Urteile sind solche,
bei denen
”
die Verknu¨pfung des Pra¨di-
kates mit dem Subjekt durch Identita¨t
[. . . ] gedacht wird. [. . . ] Das Pra¨dikat B
[eines Urteils, A.I.] geho¨rt zum Subjekt A
als etwas, was in diesem Begriﬀe A (ver-
steckterweise) enthalten ist“ [37, B 10].
Kants klassisches Beispiel fu¨r ein analy-
tisches Urteil ist: Alle Ko¨rper sind aus-
gedehnt. Das Pra¨dikat ausgedehnt ist in
dem Subjekt Ko¨rper enthalten.
Synthetische (oder synonym Erweite-
rungs-) Urteile sind solche,
”
in denen
diese Verknu¨pfung [des Pra¨dikats mit
dem Subjekt] ohne Identita¨t gedacht
wird. [. . . ] Das Pra¨dikat B liegt ganz
außer dem Begriﬀ A, ob es zwar mit
demselben in Verknu¨pfung steht“ [37,
B 10]. Fu¨r Kant ist klar:
”
Ma thema t i -
s ch e Ur t e i l e s i nd i n s g e s amt s yn-
th e t i s ch.“ [37, B 14] Diese Bestimmung
ist problematisch, Hegel schreibt:
”
Es
wird aber, wenn man diesen Unterschied
[des analytischen und synthetischen Er-
kennens, A.I.] na¨her betrachtet, schwer
sein, in ihm einen bestimmten Gedan-
ken, vielweniger einen Begriﬀ zu ent-
decken.“ [28, S. 316] Hier soll nicht die ge-
samte Problematik der analytischen und
synthetischen Urteile thematisiert wer-
den, sondern nur die wesentlichen Kant-
schen Bestimmungen bezu¨glich der Ma-
thematik ero¨rtert werden.
Konsistent ist die Bestimmung der
analytischen Urteile bezu¨glich der Ma-
thematik: Analytische Urteile sind sol-
che, die den Begriﬀ lediglich zerglie-
dern. Wa¨ren mathematische Urteile ana-
lytisch, dann wa¨re die Mathematik tau-
tologisch, es wu¨rde nichts Neues erkannt.
Die Mathematik wa¨re ein
”
intellektueller
Urknall“: Das Material wu¨rde existieren,
woher auch immer.
”
Man muß u¨ber diese
Begriﬀe hinausgehen.“ [37, B 15] Mathe-
matisches Erkennen bedeutet nach Ab-
schnitt 1.6.1 und 1.6.2, dass in die ma-
thematischen Gegensta¨nde etwas a priori
hineingedacht und dass durch die Kon-
struktion etwas Neues hervorgebracht
wird. Hervorbringen und konstruieren
bedeutet Synthesis. Also sind mathe-
matische Urteile synthetisch, und weil
die mathematischen Gegensta¨nde kei-
ne empirischen Gegensta¨nde sind, sind
die mathematischen Urteile synthetisch
a priori.
1.6.4 Das Schema
Die Ausfu¨hrungen Kants zum Schema-
tismus sind der Versuch, zwischen rei-
nen Verstandesbegriﬀen und Anschau-
ung oder zwischen Theorie und Praxis
oder zwischen Vernunft und Natur zu
vermitteln. Was ist die Anschauung ei-
nes Begriﬀs? Was ist eine Anschauung
des Dreiecks oder des Banachraums? Es
gibt ein Bild, welches ein Dreieck zeigt;
aber dieses Bild erfasst nicht den Begriﬀ
des Dreiecks. Fu¨r den Banachraum kann
man ohnehin kein Bild erstellen. Kant
sagt:
”
Das Schema ist doch vom Bilde
zu unterscheiden. [. . . ] Diese Vorstellung
nun von einem allgemeinen Verfahren
der Einbildungskraft, einem Begriﬀ sein
Bild zu verschaﬀen, nenne ich das Sche-
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ma zu diesem Begriﬀe.“ [37, B 179-180]
Dem Bild liegt zugrunde der allgemeine
Begriﬀ. Das Schema ermo¨glicht das Er-
schaﬀen des Bildes, es liegt notwendig
zugrunde. Fragt man weiter, woher die-
ses Vermo¨gen des empirischen Einzelcha-
rakters stammt, so antwortet Kant: Dem
Schema liegt zugrunde
”
eine verborgene
Kunst in den Tiefen der menschlichen
Seele“ [37, B 180]. Wie der Einzelcha-
rakter dazu in der Lage ist, das bleibt
”
verborgen“ und interessiert in erkennt-
nistheoretischer Hinsicht nicht. Nicht
verborgen ist das Verha¨ltnis von Sche-
ma und Bild. Das transzendentale Sche-
ma wird von Kant als Drittes verstan-
den, welches die Gleichartigkeit von Be-
griﬀ und Vorstellung gewa¨hrleistet.
”
Das
B i l d ist ein Produkt des empirischen
Vermo¨gens der produktiven Einbildungs-
kraft.“ [37, B 181] Das Vermo¨gen ist em-
pirisch, weil es sich auf Gegensta¨nde oder
Bilder von Gegensta¨nden bezieht. Es ist
ein produktives Denken no¨tig, um solche
Bilder zu ermo¨glichen. Zusammenfas-
send:
”
Das Schema sinnlicher Begriﬀe
[. . . , ist, A.I.] ein Produkt und gleichsam
ein Monogramm der reinen Einbildungs-
kraft a priori, wodurch und wonach die
Bilder allererst mo¨glich werden.“ [37,
B 181] Die Einbildungskraft produziert
das Schema und gleichzeitig ist das Sche-
ma die ausgezeichnete Eigenschaft der
Einbildungskraft; durch das Schema ist
die Einbildungskraft erst das, was sie ist.
1.7 Die Gegenstandsbereiche und das
System von Wissen
Eine Wissenschaft von etwas muss einen
bestimmbaren – gegen andere abgrenz-
baren – Gegenstandsbereich haben, u¨ber
den sie handelt. Durch unterschiedliche
Gegenstandsbereiche wird die Wissen-
schaft in unterschiedliche Einzelwissen-
schaften unterteilt. Innerhalb des Gegen-
standsbereichs einer Wissenschaft gibt es
mannigfaltige einzelne Sachverhalte und
u¨ber diese mannigfaltige einzelne Resul-
tate unseres Erkennens. Diese in ihrer
Gesamtheit machen die jeweilige Ein-
zelwissenschaft aus. Die Einzelresultate
sind so bezogen aufeinander, dass sie
durch ihren inneren Zusammenhang ein
konsistentes System von Wissen bilden.
Eine Akkumulation von Einzelresultaten
allein schaﬀt nicht notwendig dieses Sy-
stem von Wissen. Insbesondere kann ei-
ne Wissenschaft nicht hergestellt wer-
den durch einen a¨ußerlichen Zusammen-
hang, indem lediglich Einzelresultate zu
einem Begriﬀ zusammengestellt werden.
In diesem Sinne kann beispielsweise die
sogenannte Medienwissenschaft nicht ei-
ne Wissenschaft sein, denn sie ist allein
dadurch bestimmt, dass sie alles in Be-
zug zu den Medien stehende untersucht.
Eine Einzelwissenschaft entwickelt sich
weiter durch die Akkumulation und Inte-
gration von Einzeluntersuchungen. Diese
Entwicklung ist nur mo¨glich auf Grund-
lage des vorhandenen Wissens, letzteres
ist eine notwendige Voraussetzung. In-
terdisziplina¨re Forschung zwischen Ein-
zelwissenschaften kann fu¨r die jeweili-
gen Systeme der Einzelwissenschaften
fruchtbar sein und dann gegebenenfalls
zu einem neuen, umfassenderen System
fu¨hren.
”
Resultat der Entwicklung ei-
ner Wissenschaft ist also nicht nur die
Anha¨ufung einzelner Ergebnisse, son-
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dern ein System des Wissens, in dem
diese Ergebnisse untereinander zusam-
menha¨ngen und das in jeder einzelnen
Forschung partiell aktualisiert wird.“ [14,
S. 12]
2 Die Einzelwissenschaften
Nach den Ausfu¨hrungen zum Begriﬀ der
Wissenschaft in Kapitel 1 werden in
diesem Kapitel die Einzelwissenschaften
Philosophie, Mathematik, Naturwissen-
schaften, Technikwissenschaften und de-
ren Zusammenhang untersucht.
2.1 Die Philosophie
2.1.1 Ihr Gegenstandsbereich
Der Gegenstandsbereich der Philosophie
ist das Erkennen und das Wissen
schlechthin. Der Philosophie ist eigen,
dass ihre methodischen Werkzeuge mit
dem Gegenstandsbereich zusammenfal-
len: Sie beweist mit den ersten Ursachen
(i.e. den logischen Prinzipien, die zu-
grunde liegen) die ersten Ursachen (i.e.
die logischen Prinzipien, ohne die nicht
gedacht werden kann). Der Grund (er-
ste Ursachen) und der Gegenstand (Ziel
der Wissenschaft) fallen zusammen. Ari-
stoteles hatte dies erkannt:
”
Durch diese
[Methoden, A.I.] und aus diesen [Prinzi-
pien, A.I.] wird das andere erkannt, nicht
aber sie [die Philosophie, A.I.] aus dem
Untergeordneten.“ [3, 982b2ﬀ.] Durch
die Prinzipien wird erkannt, sie sind die
Grundlage fu¨r die Methode des Erken-
nens; aus den Prinzipien wird erkannt,
sie sind das Zugrundeliegende, worauf die
Methode geht. Erkannt wird eben diese
Grundlage und diese Methode. Damit
fallen Methoden, Zugrundeliegendes und
Gegenstand des Erkennens zusammen.
Anders ausgedru¨ckt: Die Philosophie
denkt nach u¨ber das Denken selbst. Spe-
zieller fu¨r die Logik ausgedru¨ckt: Der lo-
gische Schluss als Resultat ist nur logisch
(methodisch) aus logischen Grundlagen
(Prinzipien) herzuleiten. Die Erkenntnis
der philosophischen Gegensta¨nde ha¨ngt
nicht ab von einer ihr logisch vor- oder
untergeordneten Wissenschaft, sondern
der Gegenstandsbereich der Philosophie
fa¨llt zusammen mit den Methoden und
den Prinzipien.
2.1.2 Die Reﬂexivita¨t der Philosophie
Die Philosophie ist
”
allein um ihrer selbst
willen“ [3, 982b26]; sie ist die einzige
Wissenschaft, in der Methoden und Prin-
zipien zusammenfallen. In methodischer
Hinsicht stellt sie die logischen Werk-
zeuge und deren Tragweite bereit; in er-
kenntnistheoretischer Hinsicht erforscht
sie das Sein als Seiendes, welches Grund-
lage jeder Einzelwissenschaft ist. Weil
Methoden und Prinzipien zusammenfal-
len, ist die Philosophie zweifach und ein-
fach zugleich, sie ist reﬂexiv; siehe auch
Abschnitt 3.4. Die Philosophie ist nicht
bedingt durch andere Wissenschaften, al-
lerdings ist sie auch nicht losgelo¨st von
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allen anderen, sondern sie bedingt al-
le anderen Einzelwissenschaften. Sie be-
handelt beispielsweise den Satz vom zu
vermeidenden Widerspruch und tertium
non datur; diese logischen Werkzeuge lie-
gen notwendig allen anderen Einzelwis-
senschaften zugrunde. Deswegen ko¨nnte
man auch sagen, dass die Philosophie
streng genommen gar keine Einzelwis-
senschaft ist, denn sie behandelt das fu¨r
alle Einzelwissenschaften Gemeinsame.
2.1.3 Der aristotelische Freiheitsbegriﬀ
Nach Aristoteles ist die Philosophie
”
als
allein unter allen frei; denn sie allein
ist um ihrer selbst willen“ [3, 982b26].
Er setzt Reﬂexivita¨t und Freiheit gleich;
das ist der aristotelische Freiheitsbegriﬀ.
Aber – wie spa¨ter Kant und Hegel kri-
tisieren werden – die Reﬂexivita¨t pur,
na¨mlich das Denken des Denkens, ist
leer. Oder anders ausgedru¨ckt: das Den-
ken fu¨r sich ist leer. Richtig am aristote-
lischen Freiheitsbegriﬀ ist, dass die Wis-
senschaft oder die Philosophie nicht be-
stimmt ist durch anderes. Aber das wa¨re
Freiheit im weitesten Sinne, na¨mlich so
zu handeln, wie man will, das alleine
macht Freiheit nicht aus. Die Freiheit im
engeren Sinne wird in Abschnitt 3.3 be-
handelt.
2.2 Die Naturwissenschaften
2.2.1 Die Gegenstandsbereiche der
Naturwissenschaften
Die Physik untersucht die materiel-
len und energetischen Verha¨ltnisse der
Ko¨rper; die Chemie untersucht die Zu-
sammensetzung und die Reaktionen der
Stoﬀe; die Biologie untersucht das Leben
und die Lebewesen.
Die Gegensta¨nde der Naturwissen-
schaften fallen nicht mit den unmit-
telbar in der Natur gegebenen Ge-
gensta¨nde zusammen. Diese vorﬁndli-
chen Gegensta¨nde sind vera¨nderlich,
nicht mit sich identisch und damit nicht
so einfach auf den Begriﬀ zu bringen.
Die Gegensta¨nde der Wissenschaft hin-
gegen mu¨ssen identische Gegensta¨nde
sein, sonst wa¨ren notwendige und all-
gemeingu¨ltige Aussagen nicht mo¨glich.
Peter Bulthaup (1934-2004) betont die
Notwendigkeit von experimenteller Ar-
beit, die aus den unmittelbar gegebe-
nen Naturgegensta¨nden und deren uni-
versellen Zusammenha¨ngen die beson-
deren, auf partikulare Zusammenha¨nge
reduzierte Gegensta¨nde der Naturwis-
senschaften herauspra¨pariert:
”
Aus dem
empirisch Gegebenen das Reproduzier-
bare herauszuarbeiten, [darin] besteht
gerade die wissenschaftliche Anstren-
gung.“ [14, S. 10]
”
Weil die Naturwissen-
schaften nicht einen identischen Gegen-
stand, die Natur, haben, sondern eine
Vielzahl von partikularen Gegensta¨nden,
[wurden sie] aus dem Naturzusammen-
hang isoliert.“ [14, S. 9] Diese Arbeit
des Isolierens markiert den Zusammen-
hang von Gegensta¨nden der Naturwis-
senschaften und Gegensta¨nden der Na-
tur: Die Gegensta¨nde der Naturwissen-
schaften sind nicht Naturgegensta¨nde,
aber sie sind bezogen auf Gegensta¨nde
der Natur, insofern als sie aus diesen
durch experimentelle Arbeit hervorge-
bracht werden.
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2.2.2 Die Kopernikanische Wende
Die Kopernikanische Wende haben wir
in Abschnitt 1.6 in philosophischer Hin-
sicht ausgefu¨hrt. In den Naturwissen-
schaften ist die Kopernikanische Wen-
de zugleich der Beginn der Naturwissen-
schaften; vergleiche Abschnitt 5.4. Ko-
pernikus (1473-1543) u¨berwindet das ari-
stotelische Weltbild, indem er – im Un-
terschied zu seinen Vorga¨ngern – nicht
die Erscheinungen fu¨r das Wahre nimmt,
sondern den den Erscheinungen zugrun-
deliegenden Prozess sucht. Kepler (1571-
1639) sagt, dass
”
die Natur in den Let-
tern der Mathematik geschrieben“ sei;
das ist die Kopernikanische Wende in
den Naturwissenschaften. Zwar ist die-
ses Weltbild verglichen mit dem ari-
stotelischen ein wesentlicher Fortschritt,
aber es wird fa¨lschlich unterstellt, dass
der Mensch bloß die Natur zu betrach-
ten brauchte, um mit seinem verwand-
ten mathematischen Geist die mathema-
tische Struktur der Natur wiederzuerken-
nen. Salopp gesprochen: Der Mensch ﬁn-
det in der Natur die quasi dinglichen Na-
turgesetze auf. So ist es aber nicht. Viel-
mehr produziert der Mensch diese Geset-
ze und muss dann als bestallter Rich-
ter die Natur no¨tigen, ihm seine Fra-
gen zu beantworten; vergleiche Kant [37,
BXIII]. Wir kommen in Abschnitt 5.4
darauf zuru¨ck.
2.2.3 Die Geltung der Naturgesetze
Die Inhalte der Naturwissenschaften sind
die Naturgesetze; sie gelten mit Notwen-
digkeit und Allgemeinheit. Das Fallge-
setz s = g
2
t2 zum Beispiel, welches den
zuru¨ckgelegten Weg in Abha¨ngigkeit der
Zeit beschreibt, gilt notwendig und oh-
ne Ausnahme und gilt allgemein fu¨r je-
den Ko¨rper unter zum Gesetz geho¨rigen
Nebenbedingungen. Die Geltung ist un-
abha¨ngig davon, ob das Naturgesetz er-
kannt wird oder nicht. Allerdings gilt
ein Naturgesetz nicht fu¨r die Natur
schlechthin oder fu¨r den Gesamtzusam-
menhang der Natur, sondern fu¨r (durch
experimentelle Arbeit) isolierte partiku-
lare Naturzusammenha¨nge:
”
Nur wenn
aus dem universalen Zusammenhang ein
partikularer isoliert wird, ko¨nnen aus
dem allgemeinen Naturgesetz realisierba-
re Modelle konstruiert werden, nur un-
ter der Voraussetzung der Isolierung von
den universellen Zusammenhang la¨ßt die
universale Gesetzma¨ßigkeit sich bestim-
men.“ [14, S. 40] Im Beispiel: s = g
2
t2
gilt fu¨r ein durch experimentelle Arbeit
isoliertes System (fallende Ko¨rper im Va-
kuum) und nicht generell fu¨r alle in der
Natur fallende Ko¨rper; die Formulierung
des Gesetzes ist an Nebenbedingungen
gebunden.
2.2.4 Die Herrschaft u¨ber die Natur
Schon in der Antike nutzte man – wenn
auch in Unkenntnis der Naturgesetze –
die Naturkra¨fte im Dienste des Men-
schen. Durch sinnreiche Mechanismen
wurden die Naturkra¨fte so kombiniert,
dass damit der Zweck des Menschen,
wie zum Beispiel der Dienst der Na-
turkra¨fte in der Produktion, realisiert
werden konnte. Beispielsweise wurde das
Rad oder die Mu¨hle zum Antrieb ge-
nutzt.
”
Herrschaft u¨ber die Natur“ ist
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nur mo¨glich, indem die Naturgesetze aus-
genutzt werden; eine Vera¨nderung der
Naturgesetze ist nicht mo¨glich. Anders
ausgedru¨ckt: Die Natur ist nicht durch
den Menschen herstellbar, zersto¨rbar
durch den Menschen ist sie sehr wohl.
Der Mensch ist zwar Teil der Natur, er
kann sich dieser aber (durch seine Intel-
ligenz und die damit entwickelten Werk-
zeuge) als a¨ußerliche Natur entgegenstel-
len und sie bearbeiten:
”
An seinen Werk-
zeugen besitzt der Mensch die Macht
u¨ber die a¨usserliche Natur, wenn er auch
nach seinen Zwecken ihr vielmehr unter-
worfen ist.“ [28, S. 256]
2.3 Die Mathematik
2.3.1 Der Gegenstandsbereich der
Mathematik
Der Gegenstandsbereich der Mathema-
tik besteht aus Zahlen, Gro¨ßen, Verha¨lt-
nissen und Strukturen;
”
From Antiqui-
ty mathematics has focused on the con-
cepts of number, magnitude, order and
form.“ [55] Die Zahlen sind nicht iden-
tisch mit dem Denken, die Gegensta¨nde
der Mathematik unterscheiden sich vom
Denken. Damit ist die Mathematik – im
Gegensatz zur Philosophie – nicht reﬂe-
xiv. Zwar sind die Gegensta¨nde der Ma-
thematik ideelle – das mu¨ssen sie als
Gegensta¨nde einer Wissenschaft sein –,
aber sie haben nicht notwendig wie
die Gegensta¨nde der Naturwissenschaf-
ten einen (vermittelten) Bezug zu sinn-
lich wahrnehmbaren Ko¨rpern; letzteres
ist in Abschnitt 2.2.1 gezeigt. Die Mathe-
matik nimmt eine Zwischenstellung zwi-
schen der Philosophie und den Naturwis-
senschaften ein. Hinsichtlich des Bezu-
ges zur Natur gilt die Ordnung: Philoso-
phie – Mathematik – Naturwissenschaf-
ten.
Eine weitere Unterscheidung in reine
und angewandte Mathematik werden wir
in Abschnitt 4.2 ausfu¨hren.
2.3.2 Der Unterschied von Philosophie
und Mathematik
Anknu¨pfend an die Kantschen Bestim-
mungen zur Mathematik, wie in den
Abschnitten 1.6.1 und 1.6.3 ausgefu¨hrt,
wird in der Transzendentalen Metho-
denlehre der Kritik der reinen Ver-
nunft der wesentliche Unterschied zwi-
schen Philosophie und Mathematik wei-
tergefu¨hrt:
”
Der wesentliche Unterschied
dieser beiden Arten der Vernunfterkennt-
nis [der philosophischen und der mathe-
matischen, A.I.] [. . . ] beruht nicht auf
dem Unterschied ihrer Materie, oder Ge-
gensta¨nde.“ [37, B 742] Dass Philosophie
und Mathematik sich wegen ihrer unter-
schiedlichen Gegenstandsbereiche unter-
scheiden, das ist ohnehin klar. Scharf kri-
tisiert Kant die Auﬀassung, dass Philo-
sophie Qualita¨t und Mathematik Quan-
tita¨t zum Objekt haben; das wa¨re ei-
ne Vertauschung von Ursache und Wir-
kung. [37, B 742] Sondern
”
die ph i l o s o -
ph i s ch e Erkenntnis ist die Ve r nun f t -
e r kenntn i s au s Beg r i f f e n, die ma-
thematische [Erkenntnis ist die Vernunft-
erkenntnis, A.I.] aus der Kon s t r uk t i -
o n der Begriﬀe“ [37, B 741]. Der Gegen-
stand des Mathematikers ist ein mathe-
matischer Begriﬀ und diesem ist eigen,
dass er konstruiert werden muss, d.h.
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”
die ihm korrespondierende Anschauung
a priori darstellen“ [37, B 741]. Der Ma-
thematiker
”
soll [. . . ] u¨ber Eigenschaf-
ten, die in diesem Begriﬀe nicht liegen,
aber doch zu ihm geho¨ren, hinausge-
hen“ [37, B 746]. Das, was an der Sa-
che, am Gegenstand, notwendig und all-
gemein gilt, erkennt der Mathematiker
durch die Konstruktion. Der Begriﬀ des
Dreiecks wird nicht zergliedert, um zu
folgern, dass die Winkelsumme 180◦ be-
tra¨gt, sondern
”
der Begriﬀ [. . . ] la¨ßt sich
konstruieren, d.i. a priori in der Anschau-
ung darlegen“ [37, B 743]. Der Begriﬀ
wird in der Anschauung (Einheit von Ge-
genstand und Erkenntnis), im Denken
durch Begriﬀe, dargestellt oder konstru-
iert.
Im Unterschied dazu der Vernunft-
ku¨nstler Philosoph, der
”
wohl durch
ihn [den Begriﬀ, A.I.] synthetisch und
a priori urteilen [kann, A.I.], aber nur
diskursiv, nach Begriﬀen“ [37, B 748].
Wa¨hrend der Vernunftku¨nstler Mathe-
matiker
”
intuitiv durch die Konstruktion
des Begriﬀes [urteilt, A.I.]“ [37, B 748].
Mittels des Schematismus vermittelt
Kant Anschauung und Begriﬀ in der
Konstruktion:
”
Daß ich meinen Gegen-
stand nach den Bedingungen [. . . ] der
reinen Anschauung bestimme. [. . . , Das]
ist die mathematische [. . . ] Konstrukti-
on, vermittelst deren ich in einer rei-
nen Anschauung [. . . ] das Mannigfalti-
ge, was zu dem Schema eines Trian-
gels u¨berhaupt, mithin zu seinem Begrif-
fe geho¨rt, hinzusetze, wodurch allerdings
allgemeine synthetische Sa¨tze konstruiert
werden mu¨ssen.“ [37, B 746] Siehe Ab-
schnitt 1.6.4.
2.4 Die Technik
Der Begriﬀ τέχνη wurde in Abschnitt 1.1
entwickelt. τέχνη ist die Herstellung von
Gegensta¨nden; diese heißen dann tech-
nische Gegensta¨nde, wie zum Beispiel
Werkzeuge oder Maschinen. Nach Ari-
stoteles [3, Kap. I.1] ist die durch den
Handwerker hergestellte Beziehung zwi-
schen τέχνη und Natur ahnungslos und
artistisch ist: Ahnungslos, weil der Hand-
werker nicht um die Ursachen weiß; ar-
tistisch, weil der Handwerker mit seiner
Erfahrung die Natur u¨berlistet. List ist,
den Hebel auszunutzen, ohne das He-
belgesetz zu kennen. Es hat immer wie-
der Versuche gegeben, diese List u¨ber
la¨ngere Zeit geheim zu halten (wie bei-
spielsweise das Arkanum zur Herstellung
von Porzellan) oder durch Patente zu
sichern. Ein erster Versuch, das hand-
werkliche Ko¨nnen und technische Pro-
zesse zu dokumentieren, war das 1747
von d’Alembert und Diderot begon-
nene Unternehmen einer Enzyklopa¨die.
Das Ziel der Technikwissenschaften ist,
die Ahnungslosigkeit weitgehend aufzu-
heben und das artistische durch ein stan-
dardisiertes Verfahren zu ersetzen. Zwi-
schen Naturwissenschaft und Technik –
jene die Wissenschaft von der Natur, die-
se die
”
U¨berlistung der Natur“ – vermit-
teln Technikwissenschaften und Techno-
logie.
2.5 Die Technik- oder
Ingenieurwissenschaften
Die Gegensta¨nde der Technikwissen-
schaften (oder synonym der Ingenieur-
wissenschaften) sind nicht die techni-
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schen Gegensta¨nde. Wie schon zu den
Gegensta¨nden der Naturwissenschaften
in Abschnitt 2.2 ausgefu¨hrt, mu¨ssen die
Gegensta¨nde der Wissenschaft identi-
sche Gegensta¨nde sein, und das sind
vorﬁndliche, einzelne technischen Gera¨te
nicht. Es kommt darauf an, aus den
empirisch gegebenen technischen Ge-
gensta¨nden das Reproduzierbare, das
Identische herauszuarbeiten, um einzel-
ne empirische Gegensta¨nde oder Prozes-
se zu konstruieren oder zu bauen.
Im Unterschied zu den Naturwissen-
schaften ist der Zweck der Technikwis-
senschaften ein funktionierendes techni-
sches Gera¨t oder ein Prozess. Einen sol-
chen Zweck gibt es nicht in den Natur-
wissenschaften. Funktionieren bedeutet
fu¨r die letzteren, dass die theoretischen
Ergebnisse in einem Experiment rea-
lisierbar sind. Die Technikwissenschaft
geht einen Schritt weiter, es muss nicht
nur ein funktionierender Prototyp reali-
siert werden, sondern zahlreiche techni-
sche Gera¨te und Prozesse mu¨ssen funk-
tionieren. Die wissenschaftliche Grund-
lage eines technischen Gera¨tes in seiner
Notwendigkeit und Allgemeinheit muss
soweit durchdrungen sein, dass Metho-
den, Gera¨te, Verfahren und Prozesse ent-
wickelt werden, die zur tatsa¨chlichen
Bearbeitung der Natur verla¨sslich sind.
Das ist nicht nur Analyse der Wirklich-
keit, sondern Eingriﬀ in die Wirklichkeit
durch den Bau neuer Gera¨te.
Im Unterschied zum aristotelischen
Handwerker, der ohne die fundamentalen
Prinzipien auch nur zu ahnen mittels sei-
ner akkumulierten Erfahrung die Natur
zwar u¨berlistet, aber von ihr keinen all-
gemeinen Begriﬀ besitzt (siehe [3, 981a]),
ist die Kenntnis der Naturgesetze und
die der Mathematik wesentlich fu¨r die
Technikwissenschaften. Diese Kenntnis
ist notwendig fu¨r die Notwendigkeit und
Allgemeingu¨ltigkeit des Funktionierens
der Gera¨te und Prozesse, und damit ist
dann das Funktionieren gewa¨hrleistet –
analog zu der Reproduzierbarkeit des na-
turwissenschaftlichen Experiments, ver-
gleiche Abschnitt 2.2.3 – nur unter strik-
ter Einhaltung der Randbedingungen der
Naturgesetze, identischer Konstruktion
und gleichem Bau. Der Technikwissen-
schaftler geht auf das Allgemeine, er gibt
ein standardisiertes Verfahren oder einen
Prozess an.
Damit ist die Erfahrung des Hand-
werkers und sein artistisches Verha¨ltnis
zum Material im Hegelschen Sinne auf-
gehoben: Die Erfahrung ist aufbewahrt,
weil die Funktion verstanden wird; das
artistische Vorgehen ist vernichtet, weil
der Prozess nicht mehr von Erfahrung
abha¨ngig ist, sondern standardisiert ist.
2.6 Technologie versus Wissenschaft
Betrachten wir vorweg die historische
Entwicklung des Begriﬀs Technologie,
der in den vergangenen zweitausend Jah-
ren unterschiedlich belegt worden ist;
siehe den Beitrag Technologie von Ste-
phan Meier-Oeser in [23, S. 958-962]. Die
Bedeutung a¨nderte sich mit der Ent-
wicklung der Produktivkra¨fte. Seit dem
18. Jahrhundert ist Technologie die Leh-
re von materiellen Produkten. Christi-
an Wolﬀ (1679-1754) verstand 1728 un-
ter Technologie die
”
Wissenschaft [ge-
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nauer wa¨re
”
Lehre“, A.I.] dessen, was
von den Menschen durch das Werk der
Organe des Ko¨rpers, insbesondere der
Ha¨nde, hergestellt wird“; im 20. Jahr-
hundert war Technologie die
”
Lehre von
technischen Verfahren bei der Herstel-
lung von Produkten“; und H. Lenk
deﬁnierte sie 1971 als
”
methodisch-
rationales Verfahren der Systemsteue-
rung“ und
”
einer optimalen beziehungs-
weise optimierenden Organisation ziel-
gerichteter Transformationsprozesse“.
Im Universal-Lexikon heißt es unter
dem Stichwort
”
Schlu¨sseltechnologien“:
”
Industriell verwertbare technische
Fa¨higkeiten und Mo¨glichkeiten, oft auf
der Grundlage neuer wissenschaftlicher
Erkenntnisse, sowie innovative Produk-
te und Fertigungsmethoden, [. . . ] Als
Schlu¨sseltechnologien eingestufte Tech-
nologien sind daher bevorzugter Gegen-
stand industrieller Forschung und staat-
licher Fo¨rderung.“
Die Verwendung des Begriﬀs Techno-
logie als Wissenschaft war und ist unein-
heitlich. In der vorliegenden Arbeit wer-
den Technikwissenschaften und Techno-
logie nicht univok verwendet. Wir legen
unsere verwendete Bedeutung des Be-
griﬀs fest: Technologie ist keine Wissen-
schaft. Als Indiz, keineswegs als Argu-
ment, gilt, dass es Technologie als Stu-
dienfach nicht gibt. In der Technolo-
gie werden die in den Einzelwissenschaf-
ten entwickelten Methoden und Erkennt-
nisse benutzt und kombiniert, um die
allgemeinen Voraussetzungen fu¨r techni-
sche Anwendungen zu liefern. Zu dieser
Kombination sind Systematik und Krea-
tivita¨t notwendig, es wird etwas Neues
geschaﬀen, es werden synthetische Ur-
teile gefa¨llt, aber synthetische Urteile
allein qualiﬁzieren nicht notwendig zur
Wissenschaft. Wa¨hrend bei den Tech-
nikwissenschaften das Funktionieren der
empirischen Gera¨te und Prozesse eben-
so wichtig ist wie das wissenschaftli-
che Versta¨ndnis fu¨r dieses Funktionie-
ren, ist diese Relation bei der Techno-
logie eine andere: das wissenschaftliche
Versta¨ndnis ist untergeordnet. Zwar ist
fu¨r jede Technologie eine breite Kennt-
nis von avancierten Methoden der Ma-
thematik und der Technikwissenschaften
notwendig, aber ein Versta¨ndnis der Me-
thoden ist nur insoweit gefragt, wie es zur
Anwendung no¨tig ist.
Bis einschließlich zur Manufakturperi-
ode ist das Werkzeug das Mittel zur Be-
arbeitung der Natur im Dienst des Men-
schen, und dieses Werkzeug wird vom
Handwerker bedient, ohne die fundamen-
talen Prinzipien seiner Ta¨tigkeit auch
nur zu ahnen. Nach der industriellen Re-
volution wird das Werkzeug von Ma-
schinen, Prozessen und Computern ab-
gelo¨st, die ebenfalls Mittel zur Bearbei-
tung der Natur im Dienst des Menschen
sind. Fu¨r das Verha¨ltnis des Anteils von
Methodischen und produktiver Einbil-
dungskraft bei der wissenschaftlichen Ar-
beit konstatiert Peter Bulthaup 1973:
”
Durch Arbeitsteilung und Akkumulati-
on, die als Spezialisierung und als immer
gro¨ßerer technischer Aufwand erschei-
nen, u¨berwiegt der Anteil des Erlernba-
ren, Methodischen [. . . ] immer mehr die
produktive Einbildungskraft.“ [14, S. 14]

3 Die Attribute und die Einteilung der
Wissenschaften
In diesem Kapitel wird der Begriﬀ Wis-
senschaft hinsichtlich Selbstbewusstsein,
Reﬂexivita¨t, Autonomie und Freiheit un-
tersucht.
3.1 Das materiale Moment der
Wissenschaft/Freiheit
Der aristotelische Freiheitsbegriﬀ labo-
riert daran, dass er als reine Reﬂexi-
vita¨t bestimmt ist. Das Denken des Den-
kens ist bei sich, es ist eine Selbstbewe-
gung des Gedankens, der immer nur sich
selbst – den reinen Gedanken – denkt.
Dann ist das Denken oder die aristoteli-
sche Freiheit leer. Wie wird das Denken
wirklich? Nach Kant muss es sich auf ein
Material beziehen, das selbst nicht rei-
ne Reﬂexivita¨t ist. Die Philosophie muss
beantworten ko¨nnen, wie der
”
aus krum-
mem Holz geschnitzte Mensch“ die Welt
erkennt; was ist Freiheit und wie ist
sie fu¨r die empirischen sinnlichen Men-
schen mo¨glich? Die Mathematik behan-
delt Gro¨ßen und Strukturen, wie kann
der Mensch solche objektiven, nicht-
empirischen Strukturen erkennen? Kant
erkennt, dass, um menschliche Freiheit
bestimmen zu ko¨nnnen, zu dem aristote-
lischen Begriﬀ der Freiheit ein materiales
Moment hinzukommen muss.
3.2 Descartes: Das Selbstbewusstsein
Auf dem Wege zu einem konkreteren
Freiheitsbegriﬀ ist die Bestimmung des
Selbstbewusstseins wesentlich. Das hat
Descartes (1596-1659) geleistet, indem er
das Selbstbewusstsein als logische Form
des radikalen Zweifels entdeckt:
”
Ego co-
gito, ego sum.“ [16, Teil I, Abschnitt 7]
Das ego in
”
ego cogito“ ist das gramma-
tikalische Subjekt; das ego in
”
ego sum“
ist das grammatikalische Objekt. Urtei-
lendes Subjekt und Objekt des Urteils
sind verschieden und sind gleich; Subjekt
und Objekt sind verschieden und sind
gleich; Bewusstsein und Gegenstand des
Bewusstseins sind verschieden und sind
gleich. Dieser Unterschied wird gedacht,
er fa¨llt ins Denken. Im Unterschied da-
zu beispielsweise das Sehen: Das Sehen
ist nicht zu sehen. Wegen dieser dop-
pelten Funktion des ego ist das Ich re-
ﬂexiv, Descartes nennt es
”
denkendes
Ding“. Der Terminus
”
denkendes Ding“
(res cogitans) ist mit Absicht widerspre-
chend gewa¨hlt: Das Ich ist sowohl ein
Ding als auch ein Denkendes. Descartes
Schlussfolgerung ist
”
cogito ergo sum“.
Die oft genannte U¨bersetzung
”
ich den-
ke, also bin ich“ ist falsch, aus dem Den-
ken folgt keine Existenz. Beispielsweise
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la¨sst die Feststellung
”
ich sehe“ nicht den
Schluss auf die Existenz des Ich zu. Nur
wegen der Reﬂexivita¨t ist der Schluss
der Existenz zula¨ssig. Deshalb lautet die
korrekte U¨bersetzung:
”
Ich denke, dass
ich denke, also bin ich.“ Selbstbewusst-
sein ist nach Descartes die Erkenntnis,
dass das Denken in
”
ego cogito, ego sum“
einen Unterschied des Ich feststellt, die-
ser Unterschied vom Ich festgestellt wird
und im Ich stattﬁndet. Damit erkennt
sich das Denken als Denkendes selbst,
und genau das ist Selbstbewusstsein; es
ist ein sich auf sich beziehendes Den-
ken. Peter Bulthaup dru¨ckt das pra¨gnant
aus:
”
Das Denken kann sich den Unter-
schied von Denken und Gedachtem und
damit mittelbar sich selbst zum Gegen-
stand machen. So wird es reﬂexiv.“ [15,
S. 185]
Die Konsequenz dieses so konstituier-
ten Ichs ist: Das Selbstbewusstsein ist
das Vermo¨gen zu denken. Das Denken
setzt sich selbst, es ist insbesondere nicht
bedingt durch anderes. Die Wissenschaft
wird nicht bestimmt durch Zwecke, die
ihr heteronom sind. Dieses Selbstbe-
wusstsein ist eine notwendige Bedingung
fu¨r die Freiheit. Diese Freiheit im wei-
teren Sinne, die Freiheit des Willens, ist
dem Zwang entgegengesetzt. Aber die
notwendige Bedingung erkla¨rt nicht, wie
der Mensch erkennen kann und wie das
materiale Moment realisiert wird. Das
Selbstbewusstsein ist noch nicht Frei-
heit.
3.3 Die Freiheit der Wissenschaften
Kant untersucht die Relation
”
Ursache –
Wirkung“, um in der dritten Antino-
mie der Kritik der reinen Vernunft [37]
das Problem der Freiheit zu untersuchen.
Er verweist auf die Antinomie der fol-
genden Thesis und Antithesis. Thesis:
”
Es ist noch eine Kausalita¨t durch Frei-
heit [. . . ] anzunehmen notwendig.“ [37,
B 472] Ga¨be es diese nicht, sondern le-
diglich eine Kausalita¨t nach Gesetzen der
Natur, so wa¨re jedem Geschehen ein wei-
teres in der Zeit vorgeordnet und diese
unendliche Kette ha¨tte keinen Anfang.
Somit kann Kausalita¨t nach Gesetzen
der Natur nicht die einzige sein und es
gibt eine Kausalita¨t durch Freiheit. Die-
se Idee der Freiheit kann noch Verschie-
denes sein: Spontaneita¨t Gottes, Spon-
taneita¨t der Einbildungskraft, der freie
Wille.
Im Widerspruch dazu lautet die An-
tithesis:
”
Es ist keine Freiheit, sondern
alles in der Welt geschieht lediglich nach
Gesetzen der Natur.“ [37, B 473] Ga¨be
es eine Freiheit, nach welcher eine Folge
von Zusta¨nden bega¨nne, so fa¨nge diese
Freiheit selbst schlechthin an. Dies wi-
derspra¨che aber der Kausalita¨t nach Ge-
setzen der Natur, wo jede Wirkung eine
Ursache haben muss.
Kants U¨berwindung – eine Auﬂo¨sung
ist nicht mo¨glich – dieser Antinomie ist,
dass es je nach Ursache zwei verschie-
dene Kausalita¨ten gibt: die
”
Kausalita¨t
durch Freiheit“ ist die intelligible Ursa-
che einer Erscheinung, und die
”
Kau-
salita¨t nach Gesetzen der Natur“ ver-
knu¨pft die Erscheinung mit anderen in
der Zeit. Damit entsteht das Problem,
dass die intelligible Ursache – im Unter-
schied zu der nach Gesetzen der Natur –
keine Ursache innerhalb der Erscheinun-
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gen hat, Ursache und Wirkung sind emi-
nent verschieden. Kant fu¨hrt weiter aus,
dass die intelligible Ursache in
”
Kausa-
lita¨t durch Freiheit“ nicht Idee sein kann.
Nach Kant sind die Ideen von der Ver-
nunft hervorgebrachte regulative Prinzi-
pien dieser selbst, und somit kann eine
Idee nicht konstitutiv sein. Die Freiheit
als Idee kann aber auch nicht regulativ
sein, sonst wa¨re sie nicht bestimmende
Ursache fu¨r das Handeln. Eine regulative
Idee hat keinen ihr korrespondierenden
Gegenstand in der Erfahrung. Ulrich Ru-
schig schreibt:
”
Konstitutiv darf Freiheit
als Idee nicht sein, regulative Idee kann
sie als die bestimmende Ursache fu¨r das
Handeln nicht sein.“ [51, S. 2] Somit ist
sie unbestimmt – so in Kants Kritik der
reinen Vernunft.
3.4 Die Autonomie der
Wissenschaften oder die
Selbstgesetzgebung der Vernunft
In der Kritik der praktischen Ver-
nunft [36] schließt Kant auf die Existenz
eines Freiheitsvermo¨gens, das durch die
Idee der Freiheit und durch das mora-
lische Gesetz bestimmt wird. Das Frei-
heitsvermo¨gen, oder die intelligible Ur-
sache des Handels, ist
”
Ding an sich“.
Realisiert wird es durch den menschli-
chen Willen. Dieser ist autonom (inso-
weit erha¨lt er das artistische Moment)
und bezieht sich auf einen Zweck, auf ein
Material. Er ist Zweck an sich selbst.
Die Natur produziert nicht das Erken-
nen ihrer eigenen Gesetze, sondern das
eine (nicht fu¨r jeden empirischen Ein-
zelcharakter ein verschiedenes) Selbstbe-
wusstsein denkt
”
der Mensch ist Zweck
an sich selbst“. Dieser Satz des mensch-
lichen Bewusstseins ist bestimmend fu¨r
den Willen, es ist damit eine Kausa-
lita¨t, diese Kausalita¨t ist durch Freiheit.
Der
”
Zweck an sich selbst zu sein“ ist
mehr als die reine Reﬂexivita¨t. Mit die-
sem Zweck ist die Freiheit des Willens auf
das
”
Reich der Zwecke“ bezogen. Damit
hat Freiheit ein materiales Moment.
Die Menschheit verfasst (konstituiert)
die Naturgesetze, und eben das ist Kau-
salita¨t durch Freiheit. Die Freiheit der
Wissenschaften realisiert sich in ihren je-
weiligen Gesetzen. Diese beweisen sich
nicht von selbst; dass sie aber bewiesen
werden, hat einen Grund, und der ist
die intelligible Ursache analog zu Kants
”
Ding an sich“. Realisiert wird die Frei-
heit durch die Menschheit, indem die-
se die Resultate der Wissenschaften ei-
nerseits schaﬀt und andererseits mit de-
ren Hilfe vernu¨nftige menschliche Zwecke
verwirklicht.
Der Eristische Satz, wie in Ab-
schnitt 1.5.1 ausgefu¨hrt, ist eine Apo-
rie, weil es Wissenschaft gibt. Dieses
materiale Argument benutzt auch Kant:
Es gibt die Naturwissenschaften, und
weil die Natur das Erkennen ihrer Ge-
setze nicht selbst produziert, gibt es
die Freiheit der Naturwissenschaften.
Ebenso gibt es Mathematik, und damit
die Freiheit der Mathematik. Weiter ist
im Erkennen von allgemeinen Zusam-
menha¨ngen in einer Wissenschaft kein
partikularer Nutzen gegeben. Sondern
es wird ein allgemeines Gattungswissen
produziert, und das ist eine Realisation
der menschlichen Freiheit.
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3.5 Die Rangordnung der
Wissenschaften bezu¨glich des
aristotelischen Freiheitsbegriﬀs
Aristoteles fu¨hrt, wie in Abschnitt 1.1
ausgefu¨hrt, eine Rangordnung des Wis-
sens bezu¨glich der Erkenntnisstufen ein,
in der die Wissenschaft am ho¨chsten
steht und die sinnliche Wahrnehmung
am tiefsten. Eine entgegengesetzte Rang-
ordnung ergibt sich, wenn das Kriterium
das Handeln die Tat ist: Da
”
Erfahrung
Erkenntnis des Einzelnen ist“ [3, 981a15],
so treﬀen
”
die Erfahrenen [die Handwer-
ker, A.I.] mehr das Richtige [. . . ] als die-
jenigen [die Wissenschaftler, A.I.], die
ohne Erfahrung nur den (allgemeinen)
Begriﬀ besitzen“ [3, 981a13ﬀ.].
Diese zwei Rangordnungen lassen sich
in analoger Weise auf die Einzelwis-
senschaften u¨bertragen. Die Einzelwis-
senschaften lassen sich nach dem ari-
stotelischen Freiheitsbegriﬀ,
”
nicht um
eines anderen willen“ zu sein, anord-
nen. Die Philosophie denkt u¨ber das
Denken nach, sie ist reﬂexiv; das ist
das Ergebnis von Abschnitt 2.1.2. Auch
wenn der Gegenstandsbereich jeder Na-
turwissenschaft nicht mit den entspre-
chenden Gegensta¨nden der Natur zusam-
menfa¨llt, so sind die Gegensta¨nde der
Naturwissenschaften grundsa¨tzlich ver-
schieden von den Gegensta¨nden der Phi-
losophie. Die Naturwissenschaften sind
nicht reﬂexiv. Die Mathematik, deren
ideelle Gegensta¨nde sich nicht notwendig
auf die Natur beziehen und auch nicht
auf sich selbst, nimmt eine Mittelstellung
zwischen Naturwissenschaften und Phi-
losophie ein. Die Ingenieurwissenschaf-
ten haben technische Prozesse zum Ge-
genstand und benutzen die Ergebnisse
der Naturwissenschaften und Mathema-
tik. Insoweit ha¨tten wir die Rangordnung
bezu¨glich des aristotelischen Freiheitsbe-
griﬀs: Philosophie, Mathematik, Natur-
wissenschaften, Ingenieurwissenschaften.
3.6 Die Rangordnung der
Wissenschaften bezu¨glich der
Praxis
Die obige Rangordnung dreht sich um,
wenn die Rangordnung bezu¨glich des
Handelns auf die Einzelwissenschaften
angewandt wird. Aristoteles schreibt
zum Unterschied von Erfahrung und
Wissenschaft:
”
Zum Zweck des Handelns
steht die Erfahrung der Kunst nicht
nach, vielmehr sehen wir, daß die Erfah-
renen mehr das Richtige treﬀen als dieje-
nigen, die ohne Erfahrung nur den (allge-
meinen) Begriﬀ besitzen.“ [3, 981a13ﬀ.]
Der Wissenschaftler handelt in prakti-
schen Dingen weniger eﬀektiv als der
Handwerker.
Aristoteles’ Erkenntnisstufen hinsicht-
lich des erkenntnistheoretischen Fort-
schritts werden in ihrer Reihenfolge
umgekehrt, wenn das Kriteriums der
Praxis angewendet wird. Das la¨sst
sich analog auf die Einzelwissenschaften
u¨bertragen. Anhand der Gegenstandsbe-
reiche der Einzelwissenschaften kann ver-
glichen werden, inwieweit die jeweilige
Wissenschaft zur Bearbeitung der Na-
turgegensta¨nde taugt. Die Philosophie
taugt unter diesem Aspekt gar nicht. Die
Mathematik ist zwar notwendig fu¨r den
praktischen Eingriﬀ in die Natur, aber
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sie allein taugt dazu nicht. Die Tech-
nikwissenschaften zielen auf die Bearbei-
tung der Natur:
”
Handlungen und Ent-
stehungen gehen auf das Einzelne.“ [3,
981a17] Wobei allerdings die Naturwis-
senschaften den Technikwissenschaften
zugrunde liegen. Damit ergibt sich eine
Rangordnung, die umgekehrt zu der in
Abschnitt 3.5 verla¨uft: Ingenieurwissen-
schaften, Naturwissenschaften, Mathe-
matik, Philosophie.
3.7 Theoretische und praktische
Wissenschaften
Kant fu¨hrt in seiner Vorrede zur Kri-
tik der reinen Vernunft [37, B IX-X] die
Unterscheidung von Wissenschaften in
theoretische und praktische Erkenntnisse
der Vernunft aus. Wissenschaft beinhal-
tet notwendig eine Erkenntnis, und die-
se ist unabha¨ngig von aller Erfahrung,
i.e. a priori. Die
”
Erkenntnis kann auf
zweierlei Art auf ihren Gegenstand bezo-
gen werden“: Die theoretische Erkennt-
nis der Vernunft bestimmt bloß den Ge-
genstand und seinen Begriﬀ; die prakti-
sche Erkenntnis der Vernunft macht den
Gegenstand wirklich. Letzteres zielt auf
das Handeln ab, die Kritik der prakti-
schen Vernunft behandelt die Ethik und
das ethische Handeln. Kant betont, dass
der Begriﬀ, der in der theoretischen Er-
kenntnis bestimmt werden soll,
”
ander-
weitig gegeben werden muß“, die Be-
griﬀe werden nicht aus sich selbst ge-
schaﬀen. Die Mathematik und ihre Be-
griﬀe sind bestimmt durch ihren Ge-
genstandsbereich. Mit dieser Unterschei-
dung kann man jetzt von theoretischer
und praktischer Wissenschaft sprechen.
Als Beispiele fu¨r theoretische Wissen-
schaften fu¨hrt Kant auf:
”
Ma thema t i k
und Phy s i k sind die beiden theoreti-
schen Erkenntnisse der Vernunft, welche
ihre Ob j e k t e a priori bestimmen sol-
len.“ [37, B IX] Sowohl die Mathematik
als auch die Physik vermo¨gen nicht,
”
den
Begriﬀ wirklich zu machen“, sondern sie
bestimmen den Gegenstand und dessen
Begriﬀ a priori.
3.8 Reine und nicht-reine
Wissenschaften
Kant fu¨hrt die Zergliederung in theoreti-
sche und praktische Wissenschaften wei-
ter: Sowohl die theoretischen als auch
die praktischen Wissenschaften haben
einen reinen und einen nicht-reinen Teil.
”
Der reine Teil [ist] derjenige, darin Ver-
nunft ga¨nzlich a priori ihr Objekt be-
stimmt.“ [37, BX] Der nicht-reine Teil
entha¨lt neben reinen Teilen
”
dasjenige,
was aus anderen Quellen kommt“ und
damit vermengt ist.
”
Die Mathematik
[ist] ganz rein“, die Physik
”
wenigstens
zum Teil rein, dann aber auch nach Maß-
gabe anderer Erkenntnisquellen als der
der Vernunft“ [37, BX]. Wenn auch, wie
in Abschnitt 2.2 ausgefu¨hrt, der Gegen-
standsbereich der Physik nicht identisch
ist mit den Gegensta¨nden der Natur, so
ist dieser Gegenstandsbereich doch ver-
mittelt mit den Gegensta¨nden der Natur.
Das ist eine andere Quelle, und deshalb
ist die Physik nicht rein.
Den Begriﬀ der angewandten Mathe-
matik gab es fu¨r Kant nicht, der kam
erst gegen Ende des 18. Jahrhunderts
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auf. In Abschnitt 4.2 und folgenden wird
er aufbauend auf die hiesigen Kantschen
Ausfu¨hrungen entwickelt werden.
4 Die Mathematik
Nachdem in den ersten drei Kapiteln die
Wissenschaften im Allgemeinen und im
Besonderen ero¨rtert wurden, wenden wir
uns jetzt der Einzelwissenschaft Mathe-
matik zu. Mittels Hegelscher Konzepte
wird das Verha¨ltnis von reiner und ange-
wandter Mathematik gekla¨rt als ein sol-
ches von konstitutiven Momenten in der
Einheit Mathematik.
4.1 Anfang und Fortschritt in der
Mathematik
In diesem Abschnitt geben wir zahlrei-
che Beispiele fu¨r die allgemeinen Aus-
fu¨hrungen zur Aporie des Eristischen
Satzes, zum Problem des Anfangs und
zur Bewegung des Begriﬀs wie in den
Abschnitten 1.5 und 1.6.4 allgemein aus-
gefu¨hrt. Der Anfang in der Mathema-
tik ist ein anderer als der in der Philo-
sophie: Zu dem Anfang der Philosophie
geho¨rt eine erkenntnistheoretische Ent-
wicklung des Anfangs, ihre Gegensta¨nde
mu¨ssen begru¨ndet werden. Die Diszipli-
nen der Einzelwissenschaft Mathematik
setzen einen Gegenstandsbereich voraus;
es wird gezeigt, was diese Gegensta¨nde
sind, aber deren Existenz wird nicht be-
gru¨ndet. Eine Ausnahme macht eventuell
die Logik, aber dieser Bereich der Logik
ist eher der Philosophie zuzurechnen.
4.1.1 Mathematische Deﬁnitionen
Ein grundlegender mathematischer Be-
griﬀ (wie beispielsweise die Stetig-
keit) ist allein durch seine Deﬁniti-
on keineswegs zu verstehen. Zwar ist
die Deﬁnition nicht widerspru¨chlich,
aber unversta¨ndlich. Erst beispielhafte
Ausfu¨hrungen, die zeigen, was aus der
Deﬁnition entwickelt werden kann (z. B.
der Zwischenwertsatz), fu¨hren zu einem
Versta¨ndnis des Grundes der Deﬁniti-
on, das logisch Erste wird verstanden
durch das dem Gang des Erkennens nach
Spa¨tere.
Die historische Entwicklung des Be-
griﬀs der Stetigkeit zeigt, dass lange Zeit
mit dem Material (stetige Funktionen)
gearbeitet wurde, um spa¨ter als Resul-
tat zu entwickeln, was diesem Material
logisch fru¨her zugrunde liegt.
Ein weiteres Beispiel ist der Dedekind-
sche Schnitt: Die reellen Zahlen sind die
Grundlage fu¨r den Großteil der Mathe-
matik. Diese Grundlage wurde Jahrhun-
derte lang hingenommen, bis 1872 durch
den Dedekindschen Schnitt die reellen
Zahlen deﬁniert werden konnten. Der
Umgang mit dem mathematischen Ma-
terial ist die Voraussetzung, um dessen
Voraussetzung zu entwickeln. Das Mate-
rial ist der Grund, um dessen Grundla-
ge zu entwickeln. Und dieser kreisende
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Prozess ist ohne Ende. Die reellen Zah-
len werden nicht anders, aber tiefer ver-
standen, wenn man sie als Teilmenge der
Nichtstandard-Zahlen versteht.
4.1.2 Eine Promotion
Die mathematische Promotion ist ein
weiteres Beispiel fu¨r die Aporie des An-
fangs wie in Abschnitt 1.5.3 allgemein
ausgefu¨hrt. Das zu erarbeitende Resul-
tat kennt man nicht, sonst wa¨re es ei-
ne Promotion nicht mo¨glich; man kennt
bestimmte mathematische Resultate und
Methoden, aber man weiß nicht, wozu
diese fu¨hren ko¨nnen. Diese Aporie zwi-
schen Unwissen und Wissen wird prak-
tisch dadurch u¨berwunden, dass ein
”
er-
fahrener“ Betreuer ein
”
machbares The-
ma“ vorschla¨gt und der Doktorand zwi-
schen den Polen bekannte Resultate und
nicht bekanntes Ziel vermitteln muss. Je
speziﬁscher das Thema gefasst ist und
je besser man Methoden zur Bearbei-
tung angeben kann, desto eher ist das
Projekt eine Masterarbeit und nicht ei-
ne Dissertation. Das Thema kann nicht
Nichts sein, d.h. man muss ein Ziel an-
geben ko¨nnen, aber eben nur ungenau.
Die Aufgabe des Doktoranden ist, eine
neue Theorie oder ein neues Resultat
zu erarbeiten. Das heißt dann bei He-
gel:
”
Der Begriﬀ [des begreifenden Den-
kens; A.I.] erzeugt sich in ihrem [der Wis-
senschaft; A.I.] Verlaufe.“ [27, S. 2] Die
Theorie schaﬀt ihre eigene Grundlage
und ha¨ngt zugleich ab von dieser Grund-
lage. Ist dieser Prozess abgeschlossen –
wenn man davon u¨berhaupt sprechen
kann –, so heißt es bei Bertolt Brecht:
”
Das Chaos ist aufgebraucht, es war die
beste Zeit.“ [12, S. 89]
4.1.3 Das Unendlichkleine
Zur Zeit Hegels bezweifeln die Mathema-
tiker die Gu¨ltigkeit der Diﬀerentialrech-
nung. Das Problem oder die Aporie sei
anhand der Funktion ϕ : R→ R, x → x2,
illustriert. Es gilt fu¨r alle dx ∈ R \ {0}
und fu¨r alle x ∈ R
ϕ(x + dx)− ϕ(x)
dx
= 2x+ dx.
Mit diesem Ausdruck ist die Steigung der
Sekante durch ϕ(x+dx) und ϕ(x) an der
Stelle x beschrieben. Das ist eine end-
liche Gro¨ße. Die Beziehung wird apore-
tisch, wenn dx = 0 gesetzt wird: Dann
steht auf der linken Seite der unsinnige
Ausdruck 0
0
; auf der rechten Seite steht
2x, das ist die Steigung der Tangente an
ϕ(x). Zu dieser Fragestellung entwickel-
te sich im 18. und 19. Jahrhundert ein
Streit unter den Mathematikern, zu dem
Hegel sagte: Es ist
”
vornehmlich aber
die Unvermo¨genheit [der Mathematiker,
A.I.], den Gegenstand [der unendlich-
kleinen Gro¨ßen, A.I.] als [dialektischen,
A.I.] B eg r i f f zu rechtfertigen, Schuld
an den Anfechtungen [der Mathematik,
A.I.]“ [27, S. 320].
Fu¨r Hegel ist die Diﬀerentialrechnung
ein ausgezeichnetes Beispiel, um zu zei-
gen, dass ein solcher Begriﬀ nur als Ein-
heit von Momenten gefasst werden kann;
die Momente dx = 0 und dx = 0 als
isolierte widersprechen sich und fu¨hren
nicht weiter. Erst in der Einheit bestehen
sie
”
als verschwindende Gro¨ße d.h. sol-
che, die nicht mehr irgend ein Quantum,
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aber auch nicht nichts, sondern noch
eine Be s t immthe i t g e g en ande r e s
sind“ [27, S. 321]. Hegel konnte erkla¨ren,
warum das Unendlichkleine dx kleiner
als jede gegebene Gro¨ße ist und gleich-
zeitig nicht Null ist; es ist keine Gro¨ße
aber auch nicht Nichts; fu¨r detaillierte
Ausfu¨hrungen siehe [34]. Damit griﬀ He-
gel die Begru¨ndung der Nichtstandard-
analysis, wie sie erst in der Mitte des
20. Jahrhunderts eingefu¨hrt wurde, vor-
weg. Daru¨ber hinaus zeigt Harald Boeh-
me [9], dass Hegel auch die Diﬀerential-
rechnung Newtons im Detail rezipierte.
4.1.4 Der Anfang des
Mathematikstudiums
Wie soll ein Student der Mathematik be-
urteilen, womit er sein Studium beginnen
soll? Wegen seiner Unkenntnis der Ma-
thematik kann er gar nicht sagen, womit
anzufangen sei. Also muss er dem Wis-
senschaftsbetrieb sich anvertrauen, dem
Angebot folgen; gerade mit dieser Hal-
tung ist er aber unwissenschaftlich; Wis-
senschaft heißt, sich seines eigenen Ver-
standes zu bedienen und nicht der Bevor-
mundung eines anderen zu folgen. Damit
steckt der Student zu Anfang des Studi-
ums in einer Aporie, die sich bei vielen
Studenten in einer Orientierungslosigkeit
ausdru¨ckt. Praktisch wird die Aporie mit
”
Augen zu und durch“ u¨berwunden, man
lernt den Stoﬀ, um erst viel spa¨ter in-
nermathematisch zu verstehen, warum
der Stoﬀ des Anfangs auch tatsa¨chlich
den Anfang ausmacht. Erst der
”
zweite
Durchgang“ beispielsweise in Form der
Betreuung von U¨bungsgruppen fu¨hrt da-
zu, dass der Anfang, nun in Kenntnis des
darauf aufbauenden Stoﬀes, als solcher
weiter durchdrungen wird.
4.2 Reine und angewandte
Mathematik
Was ist reine Mathematik und was ist
angewandte Mathematik? Nicht wenige
Mathematiker behaupten, dass es weder
eine reine noch eine angewandte Mathe-
matik gibt. Dem steht entgegen, dass die-
se Terminologie ha¨uﬁg verwendet wird;
an vielen Universita¨ten gibt es ein
”
Insti-
tut fu¨r Angewandte Mathematik“ und es
gibt Denominationen von Professuren fu¨r
angewandte und fu¨r reine Mathematik.
Auch Gottfried Wilhelm Leibniz (1646 -
1716) sprach von
”
angewandter Mathe-
matik“ [40, S. 7]. Die Sprache tru¨gt nicht,
sie verweist auf ein fundamentum in re.
Eine erste Unterscheidung von reiner
und angewandter Mathematik versuchen
wir im Kantschen Sinne. In Abschnitt 3.7
ist gezeigt, wie Kant die Wissenschaften
in theoretische und praktische unterteilt.
Sowohl die theoretischen als auch die
praktischen Wissenschaften sind Wissen-
schaften, und deshalb sind ihre Erkennt-
nisse a priori – also unabha¨ngig von jegli-
cher Erfahrung. In Abschnitt 3.8 ist wei-
tergehend gezeigt, wie Kant die theore-
tische und praktische Wissenschaft un-
terteilt in jeweils reine und nicht-reine,
wobei reine
”
Vernunft ga¨nzlich a prio-
ri ihr Objekt bestimmt“ [37, BX], und
in der nicht-reinen Vernunft die Objekte
mit Objekten aus anderen Quellen ver-
mengt sind. Zu dem Begriﬀ rein vermerkt
Kant an anderer Stelle:
”
Von den Er-
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kenntnissen a priori heißen aber diejeni-
gen rein, denen gar nichts Empirisches
beigemischt ist.“ [37, B 3] Eine weiter-
gehende Einordnung der Disziplinen ei-
ner Wissenschaft gab es zu Kants Zeiten
nicht; die Mathematik nannte er
”
ganz
rein“ [37, BX].
Das Kriterium der reinen Wissenschaft
kann man analog auf jede Einzelwissen-
schaft anwenden. Wir fu¨hren es fu¨r die
Mathematik frei nach Kant in Analogie
zu [37, BX] aus: Die reine Mathema-
tik ist diejenige, darin Vernunft ga¨nzlich
a priori ihre Objekte bestimmt, und die-
se Objekte sind Gegensta¨nde der Mathe-
matik, die keinen Bezug zu empirischen
Gegensta¨nden der Natur haben. Die an-
gewandte Mathematik ist diejenige, darin
Vernunft a priori ihre Objekte bestimmt,
und diese Objekte kommen teilweise aus
anderen nicht-mathematischen Quellen
oder haben einen Bezug zu empirischen
Gegensta¨nden der Natur. Ein Unter-
schied zwischen reiner und angewandter
Mathematik besteht nicht darin, wie ih-
re Objekte von der Vernunft bestimmt
werden, denn beide Male geho¨ren sie zur
Mathematik, und diese zeichnet sich als
Wissenschaft dadurch aus, dass ihre Ob-
jekte a priori von der Vernunft bestimmt
werden. Sondern ein Unterschied zwi-
schen reiner und angewandter Mathema-
tik zeigt sich darin, ob ihre Objekte einen
Bezug zu nicht-mathematischen Quellen
aufweisen.
Beispielsweise geho¨rt die Bestimmung
des Volumens einer Kugel und deren Ei-
genschaften zur angewandten Mathema-
tik, ihr Objekt ist kein sinnlich wahr-
nehmbarer Gegenstand, denn dieser kann
als einzelner nicht Gegenstand einer Wis-
senschaft sein, aber ihr Objekt bezieht
sich auf einen sinnlich wahrnehmbaren
Gegenstand. Die Bestimmung der Prim-
zahlen und deren Eigenschaften geho¨rt
zur reinen Mathematik, denn die Prim-
zahlen sind ga¨nzlich a priori durch die
Vernunft bestimmt.
4.3 Weder ein Primat der reinen
noch eines der angewandten
Mathematik
Zum weiteren Versta¨ndnis des Verha¨lt-
nisses von reiner und angewandter Ma-
thematik verweilen wir bei Kant. Kants
erster Satz in der Kritik der reinen Ver-
nunft – und den ersten Satz eines sol-
chen fundamentalen Werkes hat er mit
besonderer Sorgfalt bestimmt – charak-
terisiert das Verha¨ltnis von reiner und
empirischer Erkenntnis:
”
Daß alle un-
sere Erkenntnis mit der Erfahrung [i.e.
die Verarbeitung des rohen Stoﬀes sinn-
licher Eindru¨cke zu einer Erkenntnis der
Gegensta¨nde, A.I.] anfange, daran ist
gar kein Zweifel; [ . . . aber . . . ] so ent-
springt sie darum doch nicht eben alle
a u s der Erfahrung.“ [37, B 1] In Ana-
logie la¨sst sich fu¨r die Mathematik for-
mulieren: Dass alle unsere Mathematik
mit der praktischen Anwendung anfan-
ge, daran ist gar kein Zweifel; aber so
entspringt sie darum doch nicht eben alle
aus der Erfahrung.
Mathematik besteht nicht in einer me-
chanistischen Abfolge vom praktischen
Problem hin zum mathematischen Pro-
blem und weiter zur mathematischen
Lo¨sung und letztlich zur praktischen
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Lo¨sung. Aus dem praktischen Problem
entspringt nicht das mathematische Pro-
blem oder gar die dazugeho¨rige Mathe-
matik. Umgekehrt ist Mathematik ohne
Anregungen aus heteronomen Gebieten
zwar im Prinzip mo¨glich, aber historisch
so nicht verlaufen. Historisch hat sich im-
mer wieder gezeigt – wenn auch nicht
notwendig, und wenn es auch Gegenbei-
spiele gibt –, dass entscheidende Impul-
se fu¨r rein mathematische Probleme aus
den Anwendungen kamen. Die Palette
der Anwendungen reicht von Problemen
der theoretischen Physik (vielleicht der
Klassiker fu¨r große Teile der Mathematik
im 20. Jahrhundert), den anderen Natur-
wissenschaften, u¨ber Probleme der Na-
turwissenschaften bis hin zu Problemen
der Technikwissenschaften.
4.4 Mathematik: Die Einheit ihrer
Momente reine und angewandte
Mathematik
Interpretiert man die in Abschnitt 4.2
entwickelte Unterscheidung von Mathe-
matik in reine und angewandte Mathe-
matik als isolierte und selbsta¨ndige Po-
le, so ist dies eine falsche Abstraktion.
Rein und angewandt sind unterschieden,
aber deshalb ist das eine nicht von dem
anderen isoliert, sondern die reine Ma-
thematik bezieht sich auf die angewand-
te Mathematik und umgekehrt. Dies soll
im Folgenden systematisch und histo-
risch belegt werden.
Fu¨r jeden Gegenstand der reinen Ma-
thematik la¨sst sich bei hinreichender
Durchdringung des Gegenstandes ein Be-
zug zu einer nicht-mathematischen Quel-
le herstellen. Betrachtet sei beispielswei-
se die Zahlentheorie, eine Disziplin der
Mathematik, von der Godefroy H. Hardy
(1877-1947) u¨berzeugt war,
”
daß sie di-
rekt weder zur Ausbeutung noch zur
Vernichtung von Menschen verwendet
werden kann“; zitiert nach [56, S. 224].
Die Disziplin Zahlentheorie geho¨rte zum
Zeitpunkt ihrer Entstehung zur reinen
Mathematik; mit nicht-mathematischen
Anwendungen stand sie in keinerlei Zu-
sammenhang.
”
Die Saat der Wissen-
schaft kann weder gesa¨t werden, noch
wird sie gedeihen, wenn der gesellschaft-
liche Boden nicht durch o¨konomische Ak-
tivita¨t in entsprechendem Maße darauf
vorbereitet ist.“ [7, S. 806/7]Wenige Jah-
re spa¨ter nach Hardys Entwicklung der
Zahlentheorie waren seine Resultate fun-
damental fu¨r die Kodierungstheorie, wel-
che von Bedeutung im zweiten Weltkrieg
war und in jedem weiteren Krieg sein
wird. Die Unterscheidung von angewand-
ter und reiner Mathematik unterliegt,
wie an diesem Beispiel demonstriert, ei-
ner zeitlichen Vera¨nderung. Ein Gebiet
der reinen Mathematik kann zur ange-
wandten Mathematik werden.
Umgekehrt gilt ebenso: Betrachtet man
einen Gegenstand der angewandten Ma-
thematik, so kann man ihn bei hinrei-
chender Durchdringung ausschließlich
hinsichtlich seiner innermathematischen
Struktur und Zusammenha¨nge analy-
sieren. Der ehemalige Bezug zur nicht-
mathematischen Quelle ist dann bezo-
gen auf die Gesamtheit der Erkenntnis-
se u¨ber den Gegenstand verschwindend
klein.
Reine und angewandte Mathematik
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sind unterschiedene Pole der Mathema-
tik, die als isolierte keinen Bestand ha-
ben. Sie sind ﬂießend: Reine Mathema-
tik geht in angewandte Mathematik u¨ber
und umgekehrt. Gleichwohl haben sie
Bestand als Teilgebiete der Mathematik,
wenn sie als unselbsta¨ndige Momente in
der Einheit Mathematik verstanden wer-
den. Als diese Momente konstituieren sie
die Mathematik, und die Mathematik ist
die Einheit der Momente reine und ange-
wandte Mathematik.
4.5 Die Steuerung der
mathematischen Forschung
Eine Steuerung der reinen oder der ange-
wandte Mathematik von Seiten des Staa-
tes ist in dem engen Sinne, dass Ergeb-
nisse vorgegeben werden, nicht mo¨glich.
Die Mathematik ist als Wissenschaft au-
tonom, ebenso sind ihre Gebiete auto-
nom – das ist in Abschnitt 3.4 gezeigt.
Es gibt kein methodisch geregeltes Ver-
fahren, um das Synthetische einer Be-
weisidee zu erzwingen. Es ist weder vor-
hersehbar, welche und wie viel reine Ma-
thematik fu¨r die angewandte Mathema-
tik nu¨tzlich ist, noch welche angewandte
Mathematik die weiterfu¨hrenden Impul-
se fu¨r die reine Mathematik liefert. Al-
lerdings kann man gezielt Schwerpunkte
innerhalb der reinen oder angewandten
Mathematik durch Streichung oder Aus-
schreibung von Universita¨tslehrstu¨hlen
oder durch Drittmittel fo¨rdern. Damit
gibt man nicht bestimmte Resultate vor,
sondern beeinﬂusst Disziplinen insge-
samt.
Wie lange diese Richtungsvorgaben
dem Staat dienlich sind ist unklar:
”
Hy-
pe waves“ werden bedient, aber diese
sind kurzlebig. In der Industrie verla¨sst
man sich auf intensives Training der
Anfa¨nger, um so das aktuelle Spezialwis-
sen sicher zu stellen. Was in den na¨chsten
drei Jahren erfordert wird, ist nicht abzu-
sehen. Siehe dazu die Ausfu¨hrungen zur
aktuellen Situation in Abschnitt 10.3.
4.6 Mathematische Anwendungen
Was sind mathematische Anwendungen?
Es ist die Inbetriebnahme von Resul-
taten der angewandten Wissenschaften.
Die mathematische Anwendung ist kei-
ne angewandte Mathematik, denn Ma-
thematik steht adjektivisch im Terminus.
Eine mathematische Anwendung ist eine
Anwendung von Mathematik, und die-
se Anwendung von Resultaten der Ma-
thematik untersteht einem Zweck. Bei-
spielsweise kann der Zweck bei Anwen-
dungen von Resultaten der Zahlentheo-
rie die Bestimmung des kalendarischen
Datums des Osterfestes sein oder auch
die Verschlu¨sselung von Nachrichten wie
im 2.Weltkrieg. Es gilt dann zu bestim-
men, ob eine solche Anwendung mora-
lisch geboten oder verboten ist. Dies wird
im Abschnitt 5.9
”
Die moralische Pﬂicht“
weiter ausgefu¨hrt.
Die wissenschaftliche Arbeit des Be-
weises eines Theorems ist, sobald der Be-
weis erbracht ist, im Theorem erloschen.
Dann wird nur noch der Beweis darge-
stellt, aber nicht mehr erarbeitet. Des-
halb sind Wissenschaft (wissenschaftli-
che Arbeit) und Resultate der Wissen-
schaften nicht in eins zu setzen.
5 Die Entstehung der angewandten Mathematik
(1543-1794)
Die nachfolgenden drei Kapitel haben
hauptsa¨chlich einen historischen Cha-
rakter. Wir beschreiben die Entstehung
der angewandten Mathematik im christ-
lichen Europa und Mittelmeerraum. Die
Zeitspanne ist stellvertretend gewa¨hlt,
1543 vero¨ﬀentlichte Kopernikus De Re-
volutionibus Orbium Coelestium und
1794 wurde in Paris die E´cole Polytech-
nique gegru¨ndet.
5.1 Die Wissenschaft im Mittelalter
Mit der Entstehung der Mathematik
gab es auch angewandte Mathematik.
Allerdings wurde in Abschnitt 1.2 ge-
zeigt, dass die Mathematik in der An-
tike nicht aufgrund praktischer Proble-
me entstand, sondern umgekehrt war
die Muße der Priester eine notwendi-
ge und nicht hinreichende Voraussetzung
fu¨r die Entstehung der Mathematik. Bis
zum Ausgang des Mittelalters blieben
die mathematischen Anwendungen be-
schra¨nkt auf elementare Rechnungen der
Ha¨ndler, Buchfu¨hrung, ein wenig Navi-
gation und auf die Erstellung des Ka-
lenders, insbesondere die Bestimmung
des Datums des Osterfestes; siehe da-
zu beispielsweise Dirk Jan Struik [56,
Kap. 5]. Die Kulturzentren waren zu Be-
ginn des Mittelalters fast ausschließlich
Klo¨ster. Die aufstrebenden Sta¨dte wa-
ren mit neuen Schichten verbunden; Ju-
risten, A¨rzte und Lehrer wollten bes-
ser ausgebildet sein. Auch Tuch- und
Warenha¨ndler und Notare hatten An-
spru¨che, welche von den Klosterschulen
nicht befriedigt werden konnten. Die Ka-
thedralschulen blu¨hten, es wurden die er-
sten Universita¨ten gegru¨ndet: 1119 Bo-
logna, 1160 Paris, 1167 Oxford, 1209
Cambridge, 1222 Padua, 1224 Neapel,
1227 Salamanca.
”
Die Rationalisierung
der Verwaltungen, das Vordringen der
Rechenhaftigkeit, die Organisation des
Handels, die Entwicklung des Geldwe-
sens, die Erfahrung in der Selbstverwal-
tung kommunaler Ko¨rperschaften und
die selbsta¨ndige Regelung von Rechts-
konﬂikten“ [22, S. 207], das waren die
Fa¨higkeiten, die von den Absolventen der
Universita¨ten erwartet wurden. Trotz-
dem blieb das vornehmliche Ziel der Aus-
bildung das zur Geistlichkeit; das Studi-
um der Heiligen Schrift wurde als eine
notwendige Voraussetzung fu¨r die pro-
fanen Wissenschaften angesehen. Es gab
von Seiten des Staates oder der Feudal-
herren kein systematisches Interesse an
den Wissenschaften geschweige denn an
der Mathematik.
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5.2 Technische Erﬁndungen im
Spa¨tmittelalter
Im Spa¨tmittelalter entwickelten Feudal-
herren und Staaten ein Interesse an
der Wissenschaft, weil sie sich da-
von
”
brauchbare“ technische Erﬁndun-
gen versprachen. Als prominentes Bei-
spiel sei die Schiﬀahrt genannt; zum Bei-
spiel waren Verbesserungen des Kompas-
ses von Interesse fu¨r die Kriegs- und
Handelsﬂotten. Um die Zuverla¨ssigkeit
und Eﬃzienz der Eroberungsfahrten zu
versta¨rken, durfte Heinrich der Seefah-
rer (1394-1460) eine Seefahrerschule an
der Algarve errichten. Diese Schule trug
bekannte Resultate der Nautik, Astro-
nomie, Mathematik und des Schiﬀbaus
zusammen; sie schuf keine eigenen Re-
sultate. Es war typisch, dass der Staat
in die Errichtung von Schulen Hoﬀnun-
gen zur Verbesserung seiner Kriegs- und
Handelsﬂotte setzte, und durchaus er-
folgreich war wie im Falle Vasco da Ga-
mas (1469-1524). Aber der Erfolg ba-
siert auf die Akkumulation schon vor-
handenen Wissens und nicht durch die
Entwicklung wissenschaftlicher Resulta-
te mit direkter Anwendung.
5.3 Die Akademien
”
Bis weit u¨ber das Mittelalter hinaus
waren Universita¨ten oftmals vorwiegend
Schulen, in denen vor allem
’
gesicher-
tes‘ Wissen vermittelt wurde. Ihre en-
ge Bindung an die Ideologie der mit-
telalterlichen Kirche zog ihrem Wir-
ken in der wissenschaftlichen Erkennt-
nis Grenzen.“ [24, S. 16] Die Funktion
der Universita¨ten des Mittelalters, wie
in Abschnitt 5.1 beschrieben, a¨nderte
sich in der Neuzeit. Weil die scholasti-
schen Universita¨ten starr dem Studium
der Heiligen Schrift und der Auslegung
Aristoteles’ verschrieben waren, standen
sie der neuen Experimentalphilosophie
(i.e. der damalige Name fu¨r die auf-
kommenden Naturwissenschaften) hem-
mend entgegen; siehe auch Dirk J. Struik
(1894-2000) [56, S. 113]. Die absolutisti-
schen Staaten gru¨ndeten Akademien und
Observatorien; die wesentlichen Neu-
gru¨ndungen waren: 1560 Academia Se-
cretorum Naturae in Neapel, 1603 Ada-
demia dei Lincei in Rom, 1652 Academia
Naturae Curiosum in Schweinfurt (die
spa¨tere Leopoldina in Halle), 1662 Royal
Society in London, 1666 Acade´mie des
Sciences in Paris, 1700 Brandenburger
Sozieta¨t der Wissenschaften (die spa¨tere
Preußische Akademie der Wissenschaf-
ten), 1724 Petersburger Akademie der
Wissenschaften; und die Sternwarten
1460 Regio montanus in Nu¨rnberg, 1580
Uranienburg in Da¨nemark, 1672 Obser-
vatoire Royal in Paris, 1675 Royal Obser-
vatory in Greenwich, 1725 Petersburger
Akademie, 1790 Sternwarte auf dem See-
berg bei Gotha.
Nicht unerheblich trug die Eitelkeit
zur Gru¨ndung verschiedener Akademien
bei:
”
Zugleich erfu¨llten die Akademien
ein starkes Repra¨sentationsbedu¨rfnis der
Herrscher. Es galt geradezu als Maß der
Sta¨rke eines Staates, wie viel beru¨hmte
Gelehrte bei Hofe aufgeboten werden
konnten.“ [57, S. 384] Aber der wesent-
liche Gesichtspunkt zur Gru¨ndung war,
dass aufgekla¨rte Fu¨rsten und Staats-
ma¨nner die Bedeutung wissenschaftli-
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cher Einrichtungen fu¨r die Durchset-
zung ihrer eigenen Pla¨ne erkannten. Dies
kommt in Robert Hookes (1635-1702)
Entwurf fu¨r die Statuten der Royal So-
ciety von 1663 zum Ausdruck:
”
Gegen-
stand und Ziel der Royal Society ist es,
die Kenntnisse von natu¨rlichen Dingen,
von allen nu¨tzlichen Ku¨nsten, Produkti-
onsweisen, mechanischen Praktiken, Ma-
schinen und Erﬁndungen durch Expe-
rimente zu verbessern – ohne sich in
Theologie, Metaphysik, Moral, Politik,
Grammatik, Rhetorik oder Logik ein-
zumischen“; zitiert nach [10, S. 55/6].
Der Staat erwartete mehr Anwendungs-
bezug und erhoﬀte sich verwertbare wis-
senschaftliche Resultate fu¨r seine mi-
lita¨rischen und o¨konomischen Interessen.
Allerdings wurden diese Hoﬀnungen nur
selten erfu¨llt.
”
Die wissenschaftliche Ta¨tigkeit kon-
zentrierte sich gewo¨hnlich im Umkreis
von Akademien, unter denen die von Pa-
ris, Berlin und Petersburg hervorragten.
Der Universita¨tsunterricht spielte dem-
gegenu¨ber eine geringe oder gar keine
Rolle.“ [56, S. 125]
Die Grenzen zwischen den Schwer-
punkten der Universita¨ten und der Aka-
demien waren nicht fest; hilfreich ist
aber die von Conrad Grau (1932-2000)
getroﬀene grobe Unterteilung in
”
for-
schungsverbundene Lehre an den Uni-
versita¨ten und bildungsverbundene For-
schung an den Akademien“ [24, S. 16].
Zu den Unterschieden unter den Akade-
mien geho¨rte, dass fu¨r die Royal Society
und die Acade´mie Franc¸aise die
”
utilitas“
bestimmend waren; fu¨r die Leopoldina
die
”
curiositas“. U¨ber die Zwecke der
Acade´mie des Sciences in Paris vermerkt
Conrad Grau, dass diese
”
vor allem zur
Nutzung der Naturwissenschaften fu¨r die
Wirtschaft im Rahmen der merkantili-
stischen Politik 1666 gegru¨ndete [wur-
de]“ [24, S. 50]. Die Lehre der Mathema-
tik und Naturwissenschaften an den Uni-
versita¨ten und Akademien hatte nur eine
einzige Funktion: die Wissenschaftler fu¨r
die Wissenschaft auszubilden.
Auch die Form der wissenschaftlichen
Kommunikation a¨nderte sich. Neben
Bu¨chern und Korrespondenzen trugen
neugegru¨ndete wissenschaftliche Zeit-
schriften dazu bei, dass die wissenschaft-
lichen Ergebnisse allen Wissenschaftlern
zuga¨nglich waren. 1665 erschienen in Pa-
ris das Journal des Sc¸avans und in Lon-
don die Philosophical Transactions der
Royal Society.
”
Eine Za¨hlung der neu ge-
gru¨ndeten wissenschaftlichen Zeitschrif-
ten zwischen 1725 und der Jahrhundert-
wende hat 74 Titel ergeben.“ [57, S. 384]
Der Staat verfu¨gte u¨ber die For-
schungsanstalt, indem er sie ﬁnanzier-
te. Gleichwohl war der Staat von der
direkten Verwertung der wissenschaftli-
chen Resultate weit entfernt. Im Gegen-
teil – die Akademien schufen dem Gelehr-
ten einen Freiraum, wo er seinen eigenen
wissenschaftlichen Interessen nachgehen
konnte.
5.4 Die Kopernikanische Wende: das
mechanistische Weltbild
(1543-1687)
In der Periode der Mechanisierung des
Weltbildes, beginnend mit Kopernikus’
(1473-1543) De Revolutionibus Orbium
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Coelestium (1543) und endend etwa mit
Newtons (1643-1727) Philosophiae Natu-
ralis Principia Mathematica (1687), wur-
de die Mathematik wesentlich vera¨ndert.
So schreibt Hans Wußing:
”
Vier Gene-
rationen von Ma¨nnern haben die die-
se durchgreifende Wandlung vollzogen.
[. . . ] Ihre Leistungen und die ihrer Mit-
streiter bewirkten eine ga¨nzliche Um-
gestaltung der Mathematik, der Astro-
nomie und der Mechanik, insbesondere
der Dynamik, die recht eigentlich erst
als wissenschaftliche Disziplin begru¨ndet
wurde.“ [57, S. 379] Beispielsweise formu-
lierte Galilei (1564-1642) das Fallgesetz,
Kepler (1571-1630) entwickelte die Ge-
setze der Planetenbahnen, und Newton
begru¨ndete die Mechanik.
Was ist neu an der Mechanisierung
des Weltbildes? Technische Erﬁndun-
gen im Spa¨tmittelalter wurden im Sin-
ne des aristotelischen Weltbildes eher
als U¨berlistung der Natur denn als de-
ren Ausnutzung verstanden. Die Kritik
und U¨berwindung dieses Weltbildes wur-
de durch die
”
Kopernikanische Wende“
eingeleitet: Statt die Erscheinungen (zum
Beispiel die Drehung der Sonne um die
Erde) fu¨r das Wahre zu nehmen, konstru-
ierte man einen den Erscheinungen zu-
grundeliegenden Prozess, der die Wahr-
nehmungen erzeugen sollte, der aber
selbst nicht wahrnehmbar war. Grundla-
ge fu¨r dieses sogenannte mechanistische
Weltbild war das Selbstbewusstsein, wie
von Descartes erkannt; siehe dazu Ab-
schnitt 3.2. Falsch war das Weltbild, weil
es nur das Kausalita¨tsprinzip, das Gesetz
von der notwendigen Verknu¨pfung von
Ursache und Wirkung, zuließ, Kausalita¨t
durch Freiheit aber ignorierte; siehe da-
zu Abschnitt 3.3. Gleichwohl fu¨hrte das
falsche Weltbild einer mechanisch funk-
tionierenden Natur zusammen mit rich-
tiger Kritik der aristotelischen Naturvor-
stellung zu den ersten Naturgesetzen.
5.5 Die angewandte Mathematik als
Konstituens des mechanistischen
Weltbildes
Eduard J. Dijksterhuis (1892-1965) fasst
das Neue des mechanistischen Weltbil-
des pra¨gnant zusammen:
”
Die Mecha-
nisierung, die das Weltbild beim U¨ber-
gange von antiker zu klassischer Na-
turwissenschaft erfahren hat, besteht in
der Einfu¨hrung einer Naturbeschreibung
mittels mathematischer Begriﬀe der klas-
sischen Mechanik.“ [18, S. 557] Auch
wenn es Anwendungen der Mathema-
tik gab, seit es Mathematik gab, so
a¨nderte sich in der Periode des mecha-
nistischen Weltbildes der Charakter der
angewandten Mathematik: Angewandte
Mathematik wurde systematisch betrie-
ben und naturwissenschaftliche Frage-
stellungen wurden mathematisch formu-
liert. Letzteres ist eine notwendige Vor-
aussetzung, um naturwissenschaftliche
Resultate, Naturgesetze, zu ﬁnden. Ge-
rade dies ist typisch fu¨r die angewandte
Mathematik, und die Naturwissenschaf-
ten sind notwendig auf die Mathematik
verwiesen. Allerdings verblieb die ange-
wandte Mathematik im Wesentlichen be-
schra¨nkt auf naturwissenschaftliche An-
wendungen, na¨mlich auch Mechanik und
Astronomie.
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5.6 Die reine Mathematik
Zeitverschoben zu der Periode des me-
chanistischenWeltbildes (1543-1687) gab
es von 1620 bis 1740 die sogenannte
”
Mathematik der Rationalisierung“ [59,
S. 149], in der die reine Mathematik we-
sentliche Fortschritte verzeichnete: Des-
cartes’ analytische Geometrie, Fermats
Zahlentheorie und insbesondere die In-
ﬁnitesimalrechnung Newtons und Leib-
niz’. Letztere ist vielleicht die wichtig-
ste Errungenschaft dieser Zeit, na¨mlich
die Entdeckung der Diﬀerential- und In-
tegralrechnung. Dabei ist die reine Ma-
thematik eng mit der angewandten Ma-
thematik verschra¨nkt. Dass die neu ent-
standene angewandte Mathematik der
Grund fu¨r die Fortschritte in der reinen
Mathematik war, la¨sst sich nicht bele-
gen. Dass es aber eine fruchtbare Wech-
selbeziehung zwischen reiner und ange-
wandter Mathematik gab, das steht au-
ßer Zweifel. Felix Klein (1849-1925) sagt
zu dieser Periode:
”
Im ganzen tritt [im
18. Jahrhundert, A.I.] aber doch die un-
abha¨ngige Bearbeitung der reinen Ma-
thematik zuru¨ck hinter den gewaltigen
Scho¨pfungen, mit denen die reine und
die angewandte im Bunde den Forde-
rungen der Zeit gerecht werden.“ [39,
S. 3] Historisch wird damit besta¨tigt,
was in Abschnitt 4.2 u¨ber den Begriﬀ
der reinen und angewandten Mathema-
tik entwickelt wurde: Sowohl reine als
auch angewandte Mathematik sind un-
selbsta¨ndige Momente, die nur in der
Einheit Mathematik Bestand haben und
weitergehend erst sie diese Einheit aus-
machen.
5.7 Die Nu¨tzlichkeit der
angewandten Mathematik
Die Probleme der Naturwissenschaf-
ten und der Mathematik im 16. bis
18. Jahrhundert waren zwar durch tech-
nische und insbesondere milita¨rische An-
wendungen motiviert (z. B. Pumpen im
Bergbau, Pendeluhren, Ballistik), aber
die Ergebnisse der angewandten Mathe-
matik der Zeit taugten in ihrer Allge-
meinheit nicht zur Lo¨sung technischer
Probleme. Die Navigation, insbesondere
die Bestimmung des La¨ngengrades, blieb
ein zentrales Problem u¨ber die Jahrhun-
derte; siehe Jonathan Betts’ [8] spannen-
de und detaillierte Darstellung: Nach-
dem am 22. Oktober 1707 die englische
Flotte die franzo¨sische vernichtet hat-
te, strandete sie selbst vor der engli-
schen Ku¨ste, weil man den La¨ngengrad
nicht hat bestimmen ko¨nnen, und nahe-
zu 2000 Seeleute ertranken. In England
und anderen europa¨ischen La¨ndern wur-
den immer wieder Preise zur Lo¨sung des
Problems Bestimmung des La¨ngengrades
ausgeschrieben. So wurden z. B. 20.000
englische Pfund (heutiger Wert etwa
3,5 Millionen Euro) vom britischen Par-
lament 1714 ausgeschrieben. Mit Chri-
stiaan Huygens’ (1629-1695) Beitrag De
Horologium Oscillatorium war das Pro-
blem der exakten Uhr zwar schon 1673
gelo¨st, aber die Theorie konnte nicht
praktisch umgesetzt werden. Das gelang
erst 1775 dem Uhrmacher John Harri-
son (1693-1776), der ein a¨ußerst pra¨zises
Chronometer baute, allerdings ohne die
wissenschaftlichen Ergebnisse der Zeit zu
nutzen.
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Dies ist ein charakteristisches Beispiel,
um das Unvermo¨gen zu zeigen, die zur
Verfu¨gung stehenden wissenschaftlichen
Theorien fu¨r praktische Zwecke anzu-
wenden.
Die Diskrepanz zwischen dem vor-
handenen theoretischen Wissen und
den praktischen Anwendungen dieser
Resultate hatte einen systematischen
Grund:
”
Voraussetzung der Reproduzier-
barkeit [des naturwissenschaftlichen Ex-
periments, A.I.] ist auf der Seite der
Theorie das universal geltende, iden-
tische Naturgesetz, restringiert durch
identische Randbedingungen, und auf
der Seite des praktischen Eingriﬀs in
den Naturzusammenhang die identische
Versuchsanordnung.“ [14, S. 41]
”
Identi-
sche Versuchsanordnung“ erforderte so-
wohl technischen und als auch ﬁnanziel-
len Aufwand; jener war wegen der man-
gelnden Technik nicht ohne weiteres her-
zustellen, dieser wurde vom Staat nicht
ausreichend beglichen. Gleichwohl ﬁnan-
zierte der Staat u¨ber die Akademien die
Wissenschaften.
5.8 Die Abtrennung der Philosophie
und die Entstehung der
Einzelwissenschaften
Descartes’ mathematisches Denken war
durch Metaphysik und Theologie ge-
pra¨gt. Der Mathematiker der Neuzeit
war ein Gelehrter, fu¨r den die Trennung
zwischen Experimentalphilosophie, Ma-
thematik und Philosophie nicht existier-
te, geschweige denn, dass es eine Tren-
nung in reine und angewandte Mathe-
matik gab. Im 17. und der ersten Ha¨lfte
des 18. Jahrhunderts kam es zur Abtren-
nung der Philosophie und zur Herausbil-
dung der Einzelwissenschaften. Das obi-
ge Zitat von Robert Hooke belegt, dass
diese Trennung bewusst vollzogen wurde,
und ebenso schließt d’Alembert (1717-
1783) in seiner mathematischen Phy-
sik bewusst metaphysische Aspekte aus.
Ein Grund fu¨r die Entstehung der Ein-
zelwissenschaften lag sicherlich in der
Akkumulation von Resultaten, die ein
einzelner Wissenschaftler immer weniger
u¨berblicken konnte. Der Grund fu¨r die
Abgrenzung von der Philosophie war,
dass letztere weithin durch das aristo-
telische Weltbild, gepra¨gt war. Deswe-
gen stand die Philosophie (und auch die
Theologie) den aufkommenden Einzel-
wissenschaften hemmend gegenu¨ber. Die
Inquisition nahm Galileo Galilei (1564-
1642) in seinen letzten zehn Lebensjah-
ren in Gewahrsam. Allma¨hlich aber mus-
sten die Resultate der Experimentalphi-
losophie anerkannt werden. Mithin ver-
schlechterte sich das Ansehen der Philo-
sophie. So schrieb Immanuel Kant 1781:
”
Es war eine Zeit, in welcher sie [die Me-
taphysik, A.I.] die K o¨ n i g i n aller Wis-
senschaften genannt wurde. [. . . ] Jetzt
bringt es der Modeton des Zeitalters so
mit sich, ihre alle Verachtung zu bewei-
sen.“ [37, A VIII] Kants Absicht war die
Herstellung der Metaphysik als Wissen-
schaft:
”
Die Bearbeitung der Erkenntnis-
se, die zum Vernunftgescha¨fte geho¨ren,
[soll, A.I.] den sicheren Gang einer Wis-
senschaft gehe[n].“ [37, B VII] Die Tren-
nung war ein fu¨r alle mal vollzogen.
Die Mathematik hatte dabei Vorbild-
charakter:
”
Die Mathematik gibt das
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gla¨nzendste [(Superlativ), A.I.] Beispiel,
einer sich, ohne Beihilfe der Erfahrung,
von selbst glu¨cklich erweiternden rei-
nen Vernunft.“ [37, B 740] Kant will die
Notwendigkeit von Philosophie aufzeigen
und zugleich den Einzelwissenschaften
das Feld ihrer Untersuchungen lassen.
5.9 Die moralische Pﬂicht
Zu Beginn der Neuzeit war das Selbst-
versta¨ndnis der Wissenschaftler explizit
politisch. Francis Bacon (1561-1626) als
ein typischer Vertreter schreibt 1620:
”
Erwerbe sich nur das menschliche Ge-
schlecht die Herrschaft u¨ber die Natur
[durch die Wissenschaften, A.I.], wozu es
von Gott bestimmt ist; bewa¨ltige es nur
erst die Masse: fu¨r die rechte Anwendung
wird die gesunde Vernunft und die Reli-
gion sorgen.“ [5, Aphorismus 129] Dieser
allgemeine Anspruch, na¨mlich durch die
wissenschaftliche Erkenntnis der Natur
die Lebensbedingungen der Menschen,
und zwar aller, zu verbessern, erstreckt
sich auf jede wissenschaftliche Untersu-
chung, denn der Mo¨glichkeit nach taugt
jedes wissenschaftliche Resultat fu¨r die
Anwendung.
Dieser Anspruch ist mehr als eine
Mo¨glichkeit, aus dem Begriﬀ der Wis-
senschaft heraus ist die Anwendung ge-
boten: Wissenschaft ist vernu¨nftig und
frei – dies wurde in den Abschnitten 3.3
und 3.4 entwickelt. Die Realisierung ih-
rer immanenten Vernunft und Freiheit ist
Anwendung, und die Realisierung ihrer
eigenen Zwecke macht die Wissenschaft
aus.
Fast zweihundert Jahre spa¨ter ist die-
se moralische Einsicht immer noch Pro-
gramm:
”
Von dem Fortgange der Wissen-
schaft ha¨ngt unmittelbar der ganze Fort-
gang des Menschengeschlechts ab“ [21,
S. 328], so schreibt Johann G. Fichte
1794 (1762-1814) und leitet daraus
”
die
wahre Bestimmung des Gelehrtenstandes
[ab, A.I.]: es ist die oberste Aufsicht u¨ber
den wirklichen Fortgang des Menschen-
geschlechts im allgemeinen, und die ste-
te Befo¨rderung dieses Fortganges“ [21,
S. 328]. Fichte leitet aus dem Kantschen
Sittengesetz einen politischen Anspruch
ab. Der Deutsche Idealismus entdeckt,
dass die menschliche Arbeit und das
Handeln einer Moral untersteht, und da
wissenschaftliche Arbeit eine besondere
Form der Arbeit ist, so ist auch die-
se der Moral verpﬂichtet. Die Wissen-
schaft setzt selbst die Moral der Wis-
senschaft, der einzelne Wissenschaftler
ist dieser Moral verpﬂichtet. Es ist ei-
ne und nur eine Moral, gescho¨pft aus
der Vernunft, gegenu¨ber den widrigen
Bedingungen Freiheit unterstellend, aber
diese auch einfordernd und dem Fort-
gang des Menschengeschlechts verpﬂich-
tet, einem Fortgang, der allen Men-
schen die Entfaltung ihrer jeweils beson-
deren Fa¨higkeiten ermo¨glicht. Fu¨r wei-
terfu¨hrende Ausfu¨hrungen siehe Ulrich
Ruschig [52, S. 25-28] und [51].

6 Die reine und angewandte Mathematik
(1794-1860)
Die Zeitspanne 1794-1860 ist bestimmt
durch die Gru¨ndung der E´cole Poly-
technique in Paris, die ein Vorbild fu¨r
alle spa¨teren technischen Hochschulen
war; und ab 1860 hatte die industrielle
Revolution dazu gefu¨hrt, dass Deutsch-
land Großbritannien den Rang abgelau-
fen hatte und zu der fu¨hrenden Indu-
strienation in Europa aufgestiegen war.
Dazu hatten auch die Hochschulen bei-
getragen, und genau dies soll in diesem
Kapitel unter Beru¨cksichtigung der ange-
wandten Mathematik analysiert werden.
6.1 Technische Hochschulen werden
vom Staat eingerichtet
Mit der industriellen Revolution stieg
der Bedarf an Ingenieuren und Tech-
nikern. Gleichzeitig entstand das Po-
tential, die Resultate der Wissenschaf-
ten systematisch fu¨r die industrielle Pro-
duktion zu nutzen. Der Staat erkann-
te sein Bedu¨rfnis nach ausgebildeten In-
genieuren in den neuen Technikwissen-
schaften und nach Forschungsergebnis-
sen in diesen Wissenschaften. Von der In-
dustrie selber konnten diese Bedu¨rfnisse
nicht bedient werden; die industriellen
Betriebe konnten im großen Maßstab
weder die allgemeine Ausbildung noch
die Forschung ﬁnanzieren. Diese Funk-
tion u¨bernahm der Staat, indem er die
Universita¨ten fu¨r diese neue Forschung
und Lehre zweckentsprechend einrichte-
te. Im Konkurrenzkampf der National-
staaten setzte man in Deutschland und
Frankreich die Erwartung in die Tech-
nikwissenschaften und begegnete der von
England angefu¨hrten Vorherrschaft der
Industrie mit der Gru¨ndung von Inge-
nieurschulen. 1794 wurde in Paris die
E´cole Polytechnique gegru¨ndet. Obwohl
Carl G. J. Jacobi (1804-1851) [35, S. 365]
sie als
”
eine Schule ohne Vorbild und
ohne Nachbild in Europa“ kennzeichnet,
ist sie der Prototyp der Ingenieurschu-
len und der spa¨teren technischen Hoch-
schulen. In Deutschland wurden erst in
der zweiten Ha¨lfte des 19. Jahrhunderts
die ersten technischen Hochschulen ge-
gru¨ndet: Karlsruhe 1865, Mu¨nchen 1868,
Aachen 1870, Braunschweig 1872, Stutt-
gart 1876, Darmstadt 1877, Berlin 1879,
Hannover 1880, Dresden 1890. Viele die-
ser technischen Hochschulen bestanden
schon fu¨nfzig Jahre vor ihrer Gru¨ndung
als Institute oder Polytechnika; so bei-
spielsweise das Collegium Carolinum von
1745 in Braunschweig und in Berlin
das Berginstitut 1770, die Bauakademie
1799, die Gewerbeakademie 1821. Es gab
auch einzelne naturwissenschaftliche In-
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stitute an den Universita¨ten. Fu¨r ei-
ne ausfu¨hrliche Darstellung der Entwick-
lung an den technischen Hochschulen sie-
he Susann Hensel [29] und fu¨r die Aka-
demien siehe Conrad Grau [24].
6.2 Die Forschung
U¨ber Wissenschaften im 19. Jahrhundert
schreibt Felix Klein: Es kam
”
zur stren-
gen Spezialisierung der einzelnen Zwei-
ge der Wissenschaften“ [39, S. 3]. Diese
Spezialisierung der Wissenschaftler gab
es insbesondere in der Mathematik.
”
Die
Mathematik trennte sich von der Astro-
logie, der Geoda¨sie, der Physik, der Sta-
tistik usf.“ [39, S. 3/4] Die wesentlichen
mathematischen Resultate, und wesent-
lich bedeutet, dass sie konstitutiv fu¨r den
Fortschritt der Mathematik waren, wur-
den von den wenigen mathematischen
Genies erzielt, und fu¨r diese galt, dass
sie entgegen der allgemeinen Tendenz der
Spezialisierung sowohl die reine als auch
die angewandte Mathematik betrieben.
Beispielsweise merkt Felix Klein u¨ber
Carl Friedrich Gauß (1777-1855) an:
”
Die
besprochenen Arbeiten von Gauß auf
dem Gebiet der angewandten Mathema-
tik mo¨chte ich als die Kro¨nung seines
Lebenswerkes bezeichnen. Der eigentli-
che Kern und das Fundament seiner Lei-
stungen aber liegt auf dem Gebiet der
reinen Mathematik.“ [39, S. 24] Fu¨r den
ﬂießenden U¨bergang von angewandter zu
reiner Mathematik steht Jean Baptiste
Joseph Baron de Fourier (1768-1830):
”
Wa¨hrend aber bei ihm der Gedanke an
die Nu¨tzlichkeit, an die Anwendbarkeit
der Methode auf die großen, von Natur
vorliegenden praktischen Probleme der
eigentliche Antrieb alles Schaﬀens war,
gewinnt spa¨ter ein abstraktes, rein funk-
tionentheoretisches Interesse an dem im-
mer mehr verfeinerten mathematischen
Werkzeug die Oberhand.“ [39, S. 70]
Ein weiteres Beispiel dafu¨r, dass rei-
ne und angewandte Mathematik nicht zu
ﬁxieren sind, ist die nicht einzuhalten-
de Absicht von August Leopold Crelle
(1780-1855). Dieser gru¨ndete 1826 das
Journal fu¨r die reine und angewand-
te Mathematik in der Absicht,
”
eine
die ganze Mathematik umfassende Zeit-
schrift ins Leben zu rufen. [. . . ] So be-
ginnt der erste Band des Journals mit
der Bestimmung der Wassermenge eines
Stromes durch Eytelwein, woran sich die
erste Abhandlung von Abel schließt“ [39,
S. 95]. Nach kurzer Zeit jedoch wurden in
dem Journal fast ausschließlich die der
reinen Mathematik zugeho¨rige Arbeiten
vero¨ﬀentlicht. Felix Klein sah darin:
”
Das
neuhumanistische Ideal der reinen Wis-
senschaft als Selbstzweck, das die Ver-
achtung aller Nu¨tzlichkeit im gemeinen
Sinne in sich barg, fu¨hrte bald zu ei-
ner geﬂissentlichen Abkehr von allen der
Praxis zugewandten Bestrebungen.“ [39,
S. 95] Aber diese Entwicklung ist nur ein
Aspekt. Andersherum war nach wie vor
die Physik ein wesentlicher Impuls fu¨r die
Entwicklung der reinen Mathematik.
Insgesamt ergibt sich, dass reine und
angewandte Mathematik noch sta¨rker
als im 18. Jahrhundert ineinander ver-
schra¨nkt sind. In einem solchen ﬂießen-
den U¨bergang sind sie als isolierte kaum
auszumachen, sie sind die konstitutiven
Momente der Mathematik.
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Allerdings ist der Unterschied zwi-
schen der mathematischen Physik und
der Mathematik fu¨r die Technikwis-
senschaften erheblich. Die zu Beginn
der industriellen Revolution entstande-
nen Technikwissenschaften (das sind die
Baustatik, die technische Mechanik und
das Maschinenwesen) waren noch weit
davon entfernt, Wissenschaften zu sein.
Wie schon fu¨r die in Kapitel 5 be-
trachtete Periode galt auch jetzt noch:
”
Die neue und ungestu¨me mathemati-
sche Produktivita¨t beruhte n i cht [Her-
vorhebung A.I.] in erster Linie auf tech-
nischen Problemen, die von neuen Indu-
strien aufgeworfen wurden.“ [56, S. 147]
Als Beispiel sei die 1868 vero¨ﬀentlichte
erste wissenschaftliche Arbeit u¨ber Rege-
lungstheorie von James C. Maxwell [42]
(1831-1879) genannt. Er zeigte, dass ein
Fliehkraftregler notwendig mit Reibung
zu entwerfen ist, um die Stabilita¨t der
zu regulierenden Drehgeschwindigkeit zu
garantieren. Allerdings war der Flieh-
kraftregler schon seit fast hundert Jahren
im Einsatz und selbstversta¨ndlich war
aus der Erfahrung die Wichtigkeit der
Reibung bei der Regelung bekannt.
Trotz der Interessen des Staates fu¨r
Anwendungen galt:
”
Das Studium der
Wissenschaft im ganzen machte sich
noch sta¨rker von den Forderungen des
Wirtschaftsleben oder des Kriegswesen
frei. Es entwickelte sich der Spezialist,
der an der Wissenschaft um ihrer selbst
willen interessiert war. Die Verbindung
mit der Praxis war niemals ganz abgeris-
sen, aber sie wurde oft verdunkelt.“ [56,
S. 147] Ko¨nnte es sein, dass die Ma-
thematik zwar vom Staat institutiona-
lisiert wurde und werden musste, dass
aber in diesen Instituten fu¨r den empiri-
schen Einzelcharakter, dem mathemati-
schen Wissenschaftler, noch eine Nische
vorhanden war, in der er nicht hetero-
nom bestimmten mathematischen Inter-
essen nachgehen konnte?Weil die Mathe-
matik eine Wissenschaft ist, ist sie auto-
nom, und Autonomie impliziert selbstbe-
stimmte Freira¨ume der Forschung.
6.3 Die Lehre
Die im vorigen Abschnit beschriebene
Spezialisierung der Wissenschaften in
der Forschung setzte sich in der Mathe-
matik auch als eine Trennung innerhalb
der Lehre durch. Ein notwendiger Be-
standteil der Lehre in den Technikwis-
senschaften sind die Naturwissenschaften
und die angewandte Mathematik. Die
neue Aufgabe der technischen Hochschu-
len – verglichen mit den traditionellen
Universita¨ten und Akademien – war die
Ausbildung von sehr vielen Studenten,
und insbesondere in angewandter Mathe-
matik. Dies hatte Auswirkungen auf die
Universita¨ten, an denen nun angewandte
Mathematik zu unterrichten war fu¨r an-
gehende Lehrer, die an den Schulen die
Schu¨ler auf die technischen Hochschulen
vorzubereiten hatten. Obgleich es an den
Hochschulen und Schulen bis zur Mitte
des 19. Jahrhunderts mangelnde Kennt-
nisse in der angewandten Mathematik
gab, bewirkte die industrielle Revoluti-
on, dass angewandte Mathematik eine ei-
gensta¨ndige Bedeutung in der Lehre be-
kam.
Die Ausbildung in der E´cole Poly-
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technique verlief in zwei Etappen: in
den ersten zwei Jahren wurde ausschließ-
lich Mathematik und Naturwissenschaf-
ten unterrichtet, erst im dritten und vier-
ten Jahr wurde Technik gelehrt. Die-
se Organisation der Lehre spiegelt den
Charakter der Technikwissenschaften wi-
der. Die mathematische Grundlage dient
dem Versta¨ndnis der Naturwissenschaf-
ten, und mittels der Naturwissenschaften
lassen sich technische Anwendungen be-
schreiben. Dieser inhaltliche Grund der
Ausbildung wurde durch einen histori-
schen erga¨nzt. Nach der franzo¨sischen
Revolution wurden die Universita¨ten
weitgehend aufgelo¨st, und Professoren
fanden neue Anstellungen an der E´cole
Polytechnique. Diese Professoren waren
keine Ingenieure, sondern Naturwissen-
schaftler oder Mathematiker. Als um
1850 in Deutschland die ersten tech-
nischen Hochschulen und naturwissen-
schaftlichen Institute an den Univer-
sita¨ten gegru¨ndet wurden (siehe den Be-
ginn dieses Kapitels), war die Ausbil-
dung nicht mehr zweiphasig wie bei der
E´cole Polytechnique konzipiert, sondern
die einzelnen Gebiete griﬀen von Anfang
an ineinander.
Die Funktion der Universita¨ten
a¨nderte sich ein weiteres Mal. Im
19. Jahrhundert dienten die Univer-
sita¨ten der Ausbildung des Lehrerbe-
rufes. Damit ru¨ckten die Akademien in
den Hintergrund.
6.4 Der Verfall der Moral im
19. Jahrhundert
Die Konsequenz dieser Entwicklung fu¨r
den einzelnen Wissenschaftler bedeutete
einerseits, dass er vom Staat alimentiert
wurde und somit, im Vergleich seiner Be-
dingungen zu feudalistischen Zeiten, ﬁ-
nanzielle Unabha¨ngigkeit erlangte. An-
dererseits begann im 19. Jahrhundert, als
Forschung und Lehre auf die Bedu¨rfnisse
von Staat und Kapital ausgerichtet wur-
de, der Prozess der Aufgabe der aka-
demischen Freiheit des Wissenschaftlers.
Diese akademische Freiheit bestimmte
Max Horkheimer (1895-1973) als wesent-
liche, unverzichtbare Voraussetzung ei-
ner Universita¨t:
”
Akademische Freiheit
[. . . ] bedeutet die Freiheit der Lehre
und der Forschung, ihre Unabha¨ngigkeit
von allen Bindungen und Kontrollen,
die dem Prozeß der Erkenntnis a¨ußerlich
sind.“ [32, S. 425]
Mit dieser Entwicklung einhergehend
vera¨nderte sich auch das Selbstver-
sta¨ndnis der Wissenschaftler von ihrer
moralischen Pﬂicht als Wissenschaftler.
Wa¨hrend der Wissenschaftler im 17. und
18. Jahrhundert zweifelsfrei davon aus-
ging, im Dienste und zum Wohle der
Menschheit zu forschen (siehe das Fichte-
Zitat in Abschnitt 5.9), wurde dieses
Versta¨ndnis im 19. Jahrhundert ein an-
deres. Jacobi kritisierte 1835 Fourier:
”
Es
ist wahr, daß Herr Fourier der Meinung
war, daß das Hauptziel der Mathema-
tik im o¨ﬀentlichen Nutzen und in der
Erkla¨rung der Naturvorga¨nge bestu¨nde;
aber ein solcher Philosoph wie er ha¨tte
wissen mu¨ssen, daß das einzige Ziel der
Wissenschaft die Ehre des menschlichen
Geistes ist und daß unter diesem Ge-
sichtspunkt ein Problem der Zahlen ge-
nauso wertvoll ist wie eine Frage nach
dem Bau der Welt.“ Zitiert nach [56,
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S. 146/7]. Aber der Unterschied zwischen
Fouriers Position
”
Hauptziel der Mathe-
matik [liegt, A.I.] im o¨ﬀentlichen Nut-
zen“ (Fourier) und Jacobis Position
”
ein-
ziges Ziel der Wissenschaft [ist] die Eh-
re des menschlichen Geistes“ (Jacobi) ist
nur ein gradueller, wenn diese gemes-
sen werden an Fichtes Position
”
Fort-
gang des Menschengeschlechtes im allge-
meinen”. Ist das Ziel der Wissenschaft
die Ehre des menschlichen Geistes, so
geht es nur noch um
”
reinen Geist“,
welcher als reiner
”
wertneutral“ vorge-
stellt wird. Es soll nur noch der rei-
ne Selbstzweck und eine nur noch for-
melle und damit leere Autonomie be-
stimmend sein; der von Fichte formu-
lierte wissenschaftsimmanente politische
Impuls ist gelo¨scht. Fu¨r solcherart
”
au-
tonome“ Wissenschaftler ist es dann
keineswegs mehr moralisch verwerﬂich,
wenn geehrte Nobelpreistra¨ger Kampf-
stoﬀe herstellen, alldieweil die Anwen-
dung vo¨llig getrennt von der wissen-
schaftlichen Arbeit ist. Ob nun reiner
Selbstzweck, und damit unpolitisch und
wertneutral, oder o¨ﬀentlicher Nutzen oh-
ne Zweckangabe und ohne Sittengesetz,
beide Positionen leiten den Verfall der
wissenschaftlichen Moral ein.

7 Die Anwendung der angewandten Mathematik
(1860-1920)
Gegen Ende des 19. Jahrhunderts hat-
te Deutschland Großbritannien als die
fu¨hrende Industrienation abgelo¨st. Die
im vorigen Kapitel beschriebene Ten-
denz zur Spezialisierung der Wissen-
schaften setzte sich fort. So schreibt
Dirk J. Struik (1894-2000):
”
Um 1870
war die Mathematik zu einem riesigen
und unu¨bersehbaren Geba¨ude angewach-
sen, das in eine große Anzahl von Teil-
gebieten aufgegliedert war, in denen sich
nur noch Spezialisten auskannten. Selbst
bedeutende Mathematiker [. . . ] konn-
ten nur wenige dieser vielen Gebiete
u¨berblicken.“ [56, S. 184] Die dadurch be-
dingten Auswirkungen fu¨r die Forschung
und Lehre insbesondere fu¨r die ange-
wandte Mathematik wird in diesem Ka-
pitel analysiert.
7.1 Die Reproduzierbarkeit des
naturwissenschaftlichen
Experiments und des technischen
Prozesses
Bis zum 18. Jahrhundert wurde die Re-
produzierbarkeit eines technischen Pro-
zesses – mehr oder weniger und ha¨uﬁg
nicht sicher –
”
gewa¨hrleistet“ durch den
artistischen Umgang des Handwerkers
mit dem Material. Die wissenschaftliche
Grundlage war nicht erkannt. Man ver-
suchte, in sogenannten Technologien, das
waren Handwerkskunden, das artistische
Verha¨ltnis pra¨zise anzugeben, um es da-
mit zu bewahren und zu standardisie-
ren und den Aneignungsprozess fu¨r ande-
re zu verku¨rzen. Erst im 19. Jahrhundert
gelang die wissenschaftliche Erkenntnis
von naturwissenschaftlichen und techni-
schen Prozessen; diese wurden beschrie-
ben unter der Angabe von Randbedin-
gungen; das sind beim Naturgesetz Dif-
ferentialgleichungen mit Randwertbedin-
gungen. Fu¨r das Funktionieren des tech-
nischen Prozesses oder die Reproduzier-
barkeit des naturwissenschaftlichen Ex-
periments sind identische Randbedin-
gungen notwendig, das ist in den Ab-
schnitten 2.2.3 und 2.2.4 ausgefu¨hrt.
Beispielsweise entwickelte Justus Frei-
herr von Liebig (1803-1873) Mitte des
19. Jahrhunderts ein Arsenal von stan-
dardisierten Destillationskolonnen, Heiz-
vorrichtungen etc., um reproduzierba-
re Experimente fu¨r den Chemiker zu
ermo¨glichen. Der technische Apparat ist
notwendig fu¨r die Natur- und Tech-
nikwissenschaft; und ein solcher Ap-
parat kann nur gebaut werden, wenn
die Natur- und Technikwissenschaft hin-
reichend entwickelt sind. Zugleich ent-
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steht durch diese fu¨r das wissenschaftli-
che Arbeiten notwendige Apparatur eine
Abha¨ngigkeit vom Geldgeber.
Auch wenn die mathematischen Re-
sultate fu¨r technische Anwendungen ge-
nutzt werden, so la¨sst sich aus dieser
Verknu¨pfung vermittels der Anwendung
nicht schließen, dass der Staat einen
direkten Einﬂuss auf die Gegensta¨nde
der Mathematik erwirken kann. Die Ein-
ﬂussnahme ist subtil und soll in den ver-
bleibenden Kapiteln beschrieben werden.
7.2 Das autonome und das materiale
Moment der wissenschaftlichen
Arbeit
Bis zur Mitte des 19. Jahrhunderts
war es weder mo¨glich, die vorhan-
denen Forschungsresultate der Wissen-
schaft in proﬁtable Anwendungen um-
zusetzen, noch konnte umgekehrt ausge-
hend von technischen Problemen die For-
schung zur Lo¨sung dieser Probleme hin
dirigiert werden. Der Grund ist ein sy-
stematischer: Wie in Abschnitt 1.5.1 zum
Eristischen Satz ausgefu¨hrt, gibt es kein
methodisch geregeltes Verfahren, wel-
ches aus Unwissen Wissen werden la¨sst.
Erst mittels der Spontaneita¨t der Ein-
bildungskraft ist die U¨berwindung der
Aporie des Eristischen Satzes mo¨glich;
erst mittels einer Beweisidee kann ein
nicht-trivialer Beweis gefunden werden.
Diese Beweisidee ist synthetisch, sie er-
gibt sich nicht aus analytischen Zerglie-
derungen und Umformungen der Deﬁ-
nitionen, und sie unterliegt keinem me-
thodisch geregelten Verfahren. Wie man
zu einer solchen synthetischen Beweis-
idee kommt, ist nicht aus gegebenen De-
ﬁnitionen ableitbar. Das Dialektische im
Erkenntnisprozess, na¨mlich dass das er-
kenntnistheoretische Spa¨tere das logisch
Fru¨here ist, garantiert die Autonomie der
wissenschaftlichen Arbeit und verhindert
zugleich, dass Forschung und Ergebnisse
gezielt zu planen sind.
Die Reproduzierbarkeit des naturwis-
senschaftlichen Experiments und
des technischen Prozesses erzwingt
die Bereitstellung von standardisier-
ten hochspezialisierten technischen
Gera¨tschaften; siehe Abschnitt 7.1.
Damit ist in der zweiten Ha¨lfte des
19. Jahrhunderts das bloße
”
Herumtap-
pen“ u¨berwunden; aber das autono-
me Moment der wissenschaftlichen Ar-
beit ist gepaart mit einem materialen
Moment: Die Gera¨tschaften mu¨ssen ﬁ-
nanziert werden. Das kann der einzel-
ne Wissenschaftler oder der einzelne
Betrieb nicht leisten. Es entsteht die
Abha¨ngigkeit vom Staat.
Fu¨r die angewandte Mathematik tritt
diese Entwicklung erst wesentlich spa¨ter
ein, na¨mlich dann, wenn Mathematiker
bei ihrer Arbeit auf die materiale Bedin-
gung Computer verwiesen sind; das ist in
Abschnitt 8.2 na¨her beschrieben.
7.3 Das Verha¨ltnis von Universita¨t,
Staat und Industrie
JohnD. Bernal (1901-1971) konstatiert
1954:
”
Gegen Ende des 19. Jahrhunderts
war es unmo¨glich geworden, daß sich der
wissenschaftliche Fortschritt noch la¨nger
in seiner alten Form vollzog, d.h. durch
die Aktivita¨t einzelner Wissenschaftler,
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die entweder u¨ber eigenes Vermo¨gen
verfu¨gten oder als private Berater ih-
ren Unterhalt verdienten. Die entschei-
dende Weiterentwicklung in der Grund-
lagenforschung erfolgte jetzt an den Uni-
versita¨ten, die zu ihrer alten Funktion,
der Lehre, die neue Aufgabe, Forschung,
zusa¨tzlich u¨bernahmen. Diese Organisa-
tionsform hat sich heute fast allgemein
durchgesetzt.“ [7, S. 820]
In der Neuzeit entwickelte der Staat
ein Interesse an wissenschaftlichen Er-
gebnissen, um diese fu¨r Produktion
und Kriegsfu¨hrung zu nutzen; siehe
Abschnitt 6.1. Da die dafu¨r notwendi-
gen Wissenschaftler und Techniker aus
Kostengru¨nden nicht an Einzelbetrie-
ben ausgebildet werden konnten (siehe
Abschnitt 7.1), gewa¨hrleistet der Staat
durch die Universita¨t die entsprechende
Forschung und Lehre. Sein Interesse ist
das der Industrie in ihrer Gesamtheit;
die konkurrierenden Interessen der Ein-
zelbetriebe werden ignoriert. Ausgebilde-
te Techniker, Lehrer und Wissenschaft-
ler sollen universell einsetzbar sein. Dies
erfordert eine ﬂexible allgemeine Ausbil-
dung, die zugleich praxisnah sein muss.
Die Universita¨ten wurden beauftragt, ei-
ne solche Ausbildung anzubieten, eine
weitergehende Reglementierung gab es
nicht. Die Universita¨ten waren autonom,
es bestand die
”
Freiheit von Forschung
und Lehre“ mit der Einschra¨nkung, dass
von den technischen Hochschulen
”
ange-
wandte“ Forschung und Lehre erwartet
wurde. Die Wahl des wissenschaftlichen
Gegenstandes wurde nicht eingeschra¨nkt.
7.4 Die Durchsetzung der
angewandten Mathematik an den
technischen Hochschulen
Die folgenden historischen Bezu¨gen be-
schra¨nken sich auf Deutschland, fu¨r
die anderen Industrienationen gelten
a¨hnliche Entwicklungen mit zeitlichen
Verschiebungen.
Dem Zeitalter der Restauration und
der 48er Revolution folgte ein wirt-
schaftlicher Aufstieg der Industriestaa-
ten. Gegen Ende des 19. Jahrhunderts
war Deutschland die fu¨hrende Industrie-
nation, England und Frankreich waren
u¨berholt; der vorrangige Konkurrent wa-
ren die Vereinigten Staaten von Amerika.
Das ohnehin niedrige mathematische
Niveau der Ausbildung an den polytech-
nischen Schulen und den meisten tech-
nischen Hochschulen und ebenso die ge-
ringe Forschungsta¨tigkeit waren ange-
sichts der zunehmenden Mathematisie-
rung der Naturwissenschaften ein Man-
gel. Diese Kritik wurde von zwei Seiten
an den Staat herangetragen: Die Indu-
strie – vertreten durch deren Standesor-
ganisation, dem Verband Deutscher In-
genieure (VDI), gegru¨ndet 1856 – for-
derte eine bessere Ausbildung der Ab-
solventen und mehr anwendungsrelevan-
te Forschung; die technischen Hochschu-
len selbst beziehungsweise deren Vertre-
ter verlangten nach Wissenschaft, um
den Universita¨ten gleichgestellt zu wer-
den. Siehe dazu die ausfu¨hrliche Darstel-
lung in Susann Hensel [29, Absch. 3.2.1].
Die Aufwertung der Naturwissenschaf-
ten und der wissenschaftlichen Ausbil-
dung hatte zur Folge, dass mehr Mathe-
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matik gelehrt wurde. Die Erfolge in der
Mathematik wa¨hrend der zweiten Ha¨lfte
des 19. Jahrhunderts waren insbesonde-
re in Deutschland immens. Um 1870/80
wurden zunehmend Mathematiker – und
nicht mehr Naturwissenschaftler oder In-
genieure – als Professoren fu¨r Mathe-
matik an die technischen Hochschulen
berufen. Das bedeutete den Einzug der
angewandten Mathematik in die techni-
schen Hochschulen. Es kam zu einer Auf-
wertung der Mathematik an den techni-
schen Hochschulen; diese erhielten 1899
das Promotionsrecht, damit waren sie
den Universita¨ten gleichgestellt.
7.5 Die Antimathematische
Bewegung etabliert die Lehre der
angewandten Mathematik
In den nachfolgenden Jahren wurde die
angewandte Mathematik zwar etabliert,
allerdings wandelte sich deren inhaltli-
che Ausgestaltung. Die Kritik an der
Vergro¨ßerung der Kluft zwischen ei-
ner weit entwickelten Mathematik und
den technischen Anwendungen kulmi-
nierte, wie in Abschnitt 5.7 ausgefu¨hrt,
in die sogenannte
”
Antimathematische
Bewegung“ (circa 1890-1915), angefu¨hrt
von Ingenieuren und Vertretern der In-
dustrie; fu¨r eine ausfu¨hrliche gelunge-
ne Darstellung siehe [29, Absch. 5]. Die
nur wenige Jahre zuvor vertretene Po-
sition, dass naturwissenschaftliche und
technische Fa¨cher nur wegen der Ma-
thematik zu einer Wissenschaft werden
ko¨nnen, wurde jetzt mit Argwohn be-
trachtet. In dieser Auseinandersetzung
nahm Alois Riedler (1850-1936), Pro-
fessor des Maschineningenieurwesens an
der Technischen Hochschule Berlin, ei-
ne exponierte Stellung ein; er wandte
sich 1896 gegen die
”
Sucht, naturwissen-
schaftliche Fa¨cher nur dann als wissen-
schaftlich anzusehen, wenn sie in mathe-
matisches Gewand gekleidet sind“ [49,
S. 305]. Einen zweiten Aspekt der Kri-
tik aus dem Kreise der Antimathemati-
schen Bewegung dru¨ckt ebenfalls Ried-
ler aus:
”
Die technischen Hochschulen
verfolgen als Ziel ihrer Ausbildung: die
Anwendung der naturwissenschaftlichen
Erkenntnis zu wirtschaftlichem Zwecke.“
[49, S. 305] Der wirtschaftliche Zweck
soll bei Forschungs- und Lehrinhalten an
den technischen Hochschulen im Vorder-
grund stehen; diesem wissenschaftshete-
ronomen Zweck gilt die Wissenschaft nur
als Mittel, die Mathematik sei zwar
”
un-
erla¨ßliches Grundwerkzeug, aber nicht
Grundlage selbst“ [49, S. 305].
In diesem Streit zwischen Mathema-
tikern und Ingenieuren nahm der von
beiden Seiten respektierte Mathematiker
Felix Klein (1849-1925) eine integrati-
ve Funktion ein. In seiner Leipziger An-
trittsrede hatte er 1880 den Mangel der
Umsetzung von wissenschaftlichen Re-
sultaten in praktische Anwendungen be-
klagt und machte dafu¨r nicht die Ma-
thematiker, sondern die Ingenieure ver-
antwortlich:
”
Von Niemandem wird ge-
leugnet, daß die reine Mathematik seit
Anfang des Jahrhunderts nach den ver-
schiedenen Richtungen hin eine ma¨chtige
und tiefgreifende Entwickelung erfahren
hat. Aber fu¨r die Anwendungen scheint
alle diese Entwickelung beinahe nutzlos
gewesen zu sein. Der Praktiker ignoriert
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unsere Fortschritte.“ [38]
Das Ergebnis der Antimathematischen
Bewegung fu¨r die technischen Hochschu-
len war, dass diese das Primat der an-
gewandten gegenu¨ber der reinen Ma-
thematik in Forschung und Lehre im-
mer wieder betonten und in der Leh-
re dazu u¨bergingen, diese pragmatisch
hinsichtlich auf Methoden ausgerichte-
te Inhalte zu lehren. Damit wurde zwar
einerseits die angewandte Mathematik
in Forschung und Lehre an den tech-
nischen Hochschulen ein etabliertes Ge-
biet, aber inhaltlich verstand man unter
angewandter Mathematik oftmals, etwas
u¨berspitzt ausgedru¨ckt, Methoden statt
Inhalte.
7.6 Die angewandte Mathematik als
etablierte Disziplin
Um 1900 erfuhr die angewandte Mathe-
matik eine Erweiterung: Sie bescha¨ftigte
sich nicht mehr ausschließlich mit Pro-
blemen der Naturwissenschaften, son-
dern auch mit technischen Problemen.
Aus der Abteilung Mathematik und
Astronomie der Gesellschaft Deutscher
Naturforscher und A¨rzte entwickelte
sich 1890 die Deutsche Mathematiker-
Vereinigung (DMV). Der Verband Deut-
scher Ingenieure (VDI) wurde 1856
gegru¨ndet. 1897 gru¨ndete man in
Go¨ttingen das Institut fu¨r angewandte
Mathematik und Mechanik und ab 1898
erschien die Encyklopa¨die der mathema-
tischen Wissenschaften mit Einschluss
ihrer Anwendungen. 1904 wurde Carl
Runge (1856-1927) auf Bestreben von
Felix Klein auf die
”
Professur fu¨r an-
gewandte Mathematik“ an die Georg-
August-Universita¨t Go¨ttingen berufen.
Es war die erste Professur fu¨r ange-
wandte Mathematik in Deutschland,
Carl Runge forschte zu numerischen
und graphischen Verfahren zur Lo¨sung
von technischen Problemen. 1917 wur-
de in Preußen angewandte Mathematik
als Studienfach obligatorisch; 1921 ist
das Gru¨ndungsjahr der Zeitschrift fu¨r
angewandte Mathematik und Mechanik
(ZAMM); 1922 wurde die Gesellschaft
fu¨r angewandte Mathematik und Mecha-
nik (GAMM) gegru¨ndet.
7.7 Die außeruniversita¨re
angewandte Mathematik
Gegen Ende des 19. Jahrhunderts war
das Monopol der Universita¨ten bezu¨glich
der wissenschaftlichen Forschung gebro-
chen. Es kam zu der Gru¨ndung außeruni-
versita¨rer Forschungsinstitute, an denen
nicht gelehrt wurde: 1887 Physikalisch-
Technische Reichsanstalt (PTR), 1889
Carl-Zeiss-Stiftung, 1898 Go¨ttinger Ver-
einigung, 1910 Robert-Bosch-Stiftung. In
diesen Instituten war der Forschungs-
gegenstand nicht frei wa¨hlbar, sondern
vorgeschrieben waren diejenigen Anwen-
dungen, die als Dienstleistungsangebo-
te eine proﬁtable Produktion verspra-
chen. Die Forschung musste interdiszi-
plina¨r organisiert werden, man arbeitete
in Teams. Die Tendenz zur Transforma-
tion der Einzelwissenschaften in Techno-
logie war damit eingeleitet. Fu¨r die ange-
wandte Mathematik bedeutete dies, dass
ihre Methoden fu¨r die Anwendungen im
Vordergrund standen. Gefragt waren ma-
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thematische Anwendungen, weniger die
angewandte Mathematik.
7.8 Der Ruin der Moral im
20. Jahrhundert
”
Seit dem 19. Jahrhundert [versta¨rkte
sich jedoch insbesondere] der nationa-
le Aspekt der Wissenschaft, sowohl auf
dem Gebiet der Forschung als auch der
Organisation. Wa¨hrend des ersten Welt-
krieges wurde die Wissenschaft nicht
nur bewusst und gezielt fu¨r milita¨rische
Zwecke eingesetzt, auch nationalisti-
sche Auﬀassungen drangen auf beiden
kriegfu¨hrenden Seiten versta¨rkt in wis-
senschaftliches Denken und Forschen
ein.“ [24, S. 229]
In Abschnitt 6.4 hatten wir den u¨ber
Stufen verlaufenden Verfall der Mo-
ral im 19. Jahrhundert dargestellt, und
zwar anhand der stellvertretend auf-
gefu¨hrten Positionen zum Begriﬀ der
Wissenschaft:
”
der Fortgang des Men-
schengeschlechtes im allgemeinen“ Fich-
te 1794,
”
das Hauptziel der Mathematik
liegt im o¨ﬀentlichen Nutzen und in der
Erkla¨rung der Naturvorga¨nge“ Fourier
1830,
”
das einzige Ziel der Wissenschaft
ist die Ehre des menschlichen Geistes“
Jacobi 1835. Im 20. Jahrhundert kam es
zu einer weiteren Verdeutlichung und da-
mit Verscha¨rfung der beiden letzten Po-
sitionen:
”
Erst die Anwendung [. . . ] ist
die ho¨chste Stufe der Erkenntnis“, so
Alois Riedler zitiert nach [33, S. 302].
Im 1.Weltkrieg sah diese Anwendung
so aus:
”
Sowohl in Fritz Habers Berli-
ner Kaiser-Wilhelm-Institut fu¨r Physi-
kalische Chemie und Elektrochemie als
auch bei Bayer liefen die Vorbereitun-
gen fu¨r den milita¨rischen Einsatz von
chemischen Kampfstoﬀen. Haber leitete
perso¨nlich den ersten Angriﬀ mit Chlor,
allein am ersten Abend starben 5000
Menschen.“ [50, S. 5] Dieses antimorali-
sche Verhalten steht im Widerspruch zu
Fichtes
”
Wissenschaft zumWohle des ge-
samten Menschengeschlechts“ im Sinne
der Aufkla¨rung. Am Beispiel Fritz Haber
wird deutlich, wohin Jacobis Standpunkt
”
Wissenschaft als Ehre des menschlichen
Geistes“ fu¨hrt. Auch wenn nicht jeder
Wissenschaftler sich wie Haber mit dem
Staat identiﬁzierte und zum Nationali-
sten wurde, so wurde doch spa¨testens
ab dem 20. Jahrhundert von dem ein-
zelnen Wissenschaftler geleugnet, dass
er perso¨nlich fu¨r die Verknu¨pfung sei-
nes Handelns mit dem Fortschreiten des
Menschengeschlechts zusta¨ndig sei. Mit
einer solchen Position war die Moral der
Wissenschaft ruiniert.
8 Die tendenzielle Transformation der
Naturwissenschaften in Technologie im
20. Jahrhundert
In den vorangehenden Kapiteln wurde
gezeigt, wie bis zum Beginn des 20. Jahr-
hunderts die Entwicklung in der Wis-
senschaft dazu fu¨hrte, dass in der wis-
senschaftlichen Arbeit der methodische
Anteil gegenu¨ber dem artistischen An-
teil zunehmend u¨berwog. In diesem und
dem nachfolgenden Kapitel wird gezeigt,
wie sich diese Tendenz versta¨rkte und
im 20. Jahrhundert dadurch der Charak-
ter der Natur- und Technikwissenschaf-
ten ein anderer wurde.
8.1 Die Zergliederung des
menschlichen Arbeitsprozesses
Bis zu den Zeiten der Aufkla¨rung waren
Geschick und Erfahrung des Arbeiters
notwendig, um den nicht-identischen Ar-
beitsgegenstand zu bearbeiten. Bestim-
mend fu¨r den Arbeitsprozess war das
artistische Verha¨ltnis zum Material, al-
so zum Arbeitsgegenstand und zu den
Arbeitsmitteln. Im Arbeitsprozess wurde
lediglich in handwerklicher Arbeit her-
gestellt. Karl Marx hat in dem Kapitel
Teilung der Arbeit und Manufaktur [41,
12.Kapitel] ausfu¨hrlich dargestellt, wie
die Revolutionierung des handwerklichen
Arbeitsprozesses bis hin zur industriellen
Arbeit mit der Revolutionierung der Ar-
beitsinstrumente begann. In dem Kapi-
tel Maschinerie und große Industrie [41,
13.Kapitel] zeigt er dann die darauf fol-
gende Revolutionierung des Antriebs fu¨r
die unmittelbar an dem Arbeitsgegen-
stand angreifenden Instrumente wie zum
Beispiel die Dampfmaschine. Mit der In-
dustriellen Revolution wurde die Ma-
schine zum wesentlichen Bestandteil des
Arbeitsprozesses. Die durch die Dampf-
maschine produzierte kinetische Energie
stand unabha¨ngig von den natu¨rlichen
Voraussetzungen zur Verfu¨gung; diese
Eigenschaft eines Instruments wurde ge-
nutzt, um einzelne Arbeitsprozesse in
einfache Teilprozesse zu zergliedern. Der
kapitalistische Produktionsprozess wur-
de von dem einzelnen Arbeiter mit des-
sen individuellen Fa¨higkeiten nicht zu-
letzt deswegen unabha¨ngig, weil dessen
Funktion im Produktionsprozess zu ei-
ner herstellbaren Qualiﬁkation gemacht
werden konnte. Hinzu kam, und das
ist ganz wesentlich, die systematische
und teilweise wissenschaftliche Durch-
dringung des Arbeitsprozesses mittels
Natur- und Technikwissenschaften. Da-
mit vera¨nderte sich die menschliche Ar-
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beit gema¨ß den jener wissenschaftlichen
Durchdringung umgestalteten Maschi-
nen. Die
”
Perfektion“ dieser Entwick-
lung war Anfang des 20. Jahrhunderts
der Taylorismus, na¨mlich die Analyse
und Zergliederung der menschlichen Ar-
beit, um sie im Interesse des Kapitals fu¨r
den Arbeitsprozess optimal einzusetzen.
8.2 Der Computer – ein neues
Produktionsmittel
Der Computer hat wesentlich den Cha-
rakter der Industrialisierung, der Tech-
nologie, der Wissenschaften, und vor
allem der angewandten Mathematik
vera¨ndert. Wie die Dampfmaschine kine-
tische Energie und deren Ausnutzung an
nahezu beliebigen Orten ermo¨glichte, so
wurden durch den Computer Daten und
deren schnelle Ausnutzung an beliebigen
Orten ermo¨glicht. Der Taylorismus hatte
Anfang des 20. Jahrhunderts auf ein Pro-
duktionsmittel wie den modernen Com-
puter nur gewartet. Der Computer war
seit den 1960er-Jahren ein Katalysator
fu¨r die schon fu¨nfzig Jahre fru¨her begon-
nene Taylorisierung der Arbeitsprozesse;
diese wurden weiter zergliedert und in-
tensiviert, durch den Computer wurde
der Taylorismus perfektioniert.
Eine analoge Beobachtung la¨sst sich
fu¨r die Zergliederung des wissenschaftli-
chen Arbeitsprozesses durch den Com-
puter machen. Im gegenwa¨rtigen Ab-
schnitt wird gezeigt, dass der Compu-
ter ein Katalysator der tendenziellen
Transformation von Natur- und Tech-
nikwissenschaften in Technologie war. In
Kapitel 10 wird diese Transformation
fu¨r die angewandte Mathematik unter-
sucht. Allerdings hatte der Computer
diese pra¨gnante Funktion nur etwa ei-
ne halbe Dekade: brauchte man in den
siebziger Jahren noch kostspielige auf-
wendige Großrechner, so erbringen heu-
tige Personal-Computer eine wesentlich
sta¨rkere Rechenleistung und die Kosten
fallen kaum ins Gewicht.
8.2.1 Der Computer in den Natur- und
Technikwissenschaften
Der Computer vera¨nderte den Charak-
ter der Natur- und Technikwissenschaf-
ten, denn durch ihn konnten kostspielige
und aufwendige Experimente durch Si-
mulationen ersetzt werden. Das experi-
mentelle Instrumentarium kann teilweise
durch den Computer ersetzt werden oder
wesentlich gezielter genutzt werden, in-
dem mittels des Computers die experi-
mentiellen Fragen an die Natur vorberei-
tet werden.
8.2.2 Die Informatik als Wissenschaft?
Diejenige wissenschaftliche Disziplin,
welche sich mit dem Computer befasst,
ist die Informatik. Sie lo¨ste sich in den
1970er-Jahren als eigensta¨ndige Diszi-
plin von der Mathematik ab oder wurde
abgetrennt. Ob die Informatik sich zu ei-
ner Wissenschaft entwickeln wird, ist aus
folgenden Gru¨nden unklar. Sie besteht
aus drei wissenschaftlichen Teilgebieten:
Logik, Datenbanken und Gera¨tetechnik.
Ihr Gegenstandsbereich ist die
”
Struktur
und Organisation von digitalen Rechen-
maschinen und informationsverarbeiten-
den Prozessen“. Das scheint aber ein
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Teilgebiet der Mathematik sein, na¨mlich
Logik mit elektrotechnischen Anwen-
dungen. Friedrich L. Bauer (1924-2015),
der maßgeblich an der Entwicklung der
Informatik beteiligt war, geht der Fra-
ge nach dem Gegenstandsbereich expli-
zit nach, kommt aber nicht weiter als:
”
Im ganzen spannt sich somit die In-
formatik wie eine Bru¨cke u¨ber die Ab-
gru¨nde und Untiefen der Programmie-
rung, mit zwei Bru¨ckenko¨pfen auf festem
Land, die aber nicht zu ihr geho¨ren: der
(mathematischen) formalen Logik auf
der einen Seite, der (elektrotechnischen)
Gera¨tetechnik auf der anderen Seite.“ [6,
S. 368]
8.3 Der Taylorismus
Der Begriﬀ
”
Taylorismus“ geht zuru¨ck
auf F.W.Taylors (1856-1915) Untersu-
chungen der ko¨rperlichen Arbeit eines
Bandarbeiters bei den Ford-Automobil-
werken gegen Ende des 19. Jahrhun-
derts. Mit Taylorismus wird die Analyse
und Zergliederung des menschlichen Ar-
beitsprozesses bezeichnet, um diesen fu¨r
die Zwecke des Kapitals zu organisieren.
Die Umsetzung heißt in Marxschen Ter-
mini die
”
reelle Subsumtion der Arbeit
unter das Kapital“.
8.3.1 Die Zergliederung der
wissenschaftlichen Arbeit
Der wissenschaftliche Arbeitsprozess
vera¨nderte sich analog zum menschli-
chen Arbeitsprozess u¨ber die Jahrhun-
derte. In Abschnitt 7.5 hatten wir gese-
hen, wie die
”
Erkenntnis zu wirtschaft-
lichem Zwecke“ zum erkla¨rten Ziel der
Naturwissenschaften wurde. Zuna¨chst
wurden dazu die erforderlichen expe-
rimentellen Apparaturen und Maschi-
nen hinsichtlich ihrer Funktionen zer-
gliedert. Mit anderen Worten: das mate-
riale Moment konnte weiter zergliedert
werden. In einem na¨chsten Schritt wur-
den die wissenschaftlichen Arbeitspro-
zesse selbst zergliedert. Weil der einzelne
Wissenschaftler seine Wissenschaft gar
nicht mehr u¨berschauen kann, ist diese
Zergliederung der wissenschaftlichen Ar-
beit notwendig. Die Konsequenz dieser
Zergliederung beschrieb Friedrich Nietz-
sche (1844-1900) im Jahre 1872:
”
So ein
exklusiver Fachgelehrter ist dann dem
Fabrikarbeiter a¨hnlich, der sein Leben
lang nichts anderes macht als eine be-
stimmte Schraube oder Handhabe zu
einem bestimmten Werkzeug oder zu ei-
ner Maschine, worin er dann freilich eine
unglaubliche Virtuosita¨t erlangt.“ [43,
S. 193] Die geistige Arbeit wird zerlegt
in Teilprozesse, und es kommt zu ei-
ner
”
instrumentellen Verwendung des
schon Erforschten“ [14, S. 13]. Letzte-
res bedeutet Technologie und nicht mehr
Wissenschaft – in einem traditionellen
Sinn verstanden. Allerdings sind Analy-
se, Zergliederung und Neuzusammenset-
zung von Arbeitsprozessen keine hinrei-
chende Bestimmung des Taylorsystems.
Hinzukommen muss ein diese Analy-
se, Zergliederung und Neuzusammenset-
zung steuernder Zweck, der hinter dem
Ru¨cken der Arbeitenden wirkt: die Ka-
pitalvermehrung. Wendete man nun das
Taylorsystem, so wie es von Ford fu¨r
die handwerklich-ko¨rperliche Arbeit ent-
wickelt wurde, auf die geistige Arbeit
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von Wissenschaftlern an, so bedeute-
te dies notwendig, dass diese dann so
taylorisierte geistige Arbeit hinter dem
Ru¨cken der Wissenschaftler auf den Ka-
pitalzweck dirigiert wird.
8.3.2 Taylorismus wissenschaftlicher
Arbeit – ein Widerspruch in sich?
Taylor zergliederte die ko¨rperliche Arbeit
eines Bandarbeiters bei den Ford-Auto-
mobilwerken in einzelne Phasen, um die-
se dann so zusammenzusetzen, dass das
angestrebte Endprodukt, das Auto, in ei-
ner fu¨r das Kapital besseren, i.e. eﬃzien-
teren und schnelleren Weise hergestellt
werden konnte. Die Frage ist, ob die gei-
stige Arbeit eines Wissenschaftlers ana-
log zerlegt und zusammengesetzt wer-
den und so ein eﬃzienterer Kontroll- und
Antriebsmechanismus installiert werden
kann. Doch eine solche geistige Arbeit,
fu¨r die das spekulative Moment konsti-
tutiv ist, kann nicht in derartige Phasen
zerlegt und neu zusammengesetzt wer-
den. Denn, wie in Kapitel 1 dargestellt,
kann dieses spekulative Moment nicht
durch ein methodisch geregeltes und ten-
denziell standardisierbares Verfahren er-
zeugt werden. Eine gelingende Taylorisie-
rung wissenschaftlicher Arbeit wu¨rde be-
deuten, dass man aufbauend auf der Zer-
gliederung der geistigen Arbeit ein Ver-
fahren angeben ko¨nnte, um Neues me-
thodisch zu schaﬀen. Doch eine solche
Taylorisierung gelingt nicht, weil jenes
notwendige spekulative Moment nicht
von der Freiheit eines Subjektes und
dessen produktiver Einbildungskraft ab-
getrennt und einer fremden Macht un-
terworfen werden kann, die dieses Mo-
ment zergliedert und fu¨r ihre Zwecke
neu zusammensetzen ko¨nnte, so dass es
gleichermaßen (oder gar besser) funktio-
nierte. Derartige Zergliederung bedeute-
te vielmehr die Tilgung jenes spekulati-
ven Moments. Was bleibt dann noch von
der wissenschaftlichen Arbeit – in einem
traditionellen Sinn verstanden – u¨brig?
Nichts, so befu¨rchtete Max Horkheimer
(1895-1973) schon 1952:
”
Die intellektu-
elle Fortbewegung der Wissenschaft, vor
allem aber ihre Durchorganisation zielen
darauf ab, den Intellekt, das spekulati-
ve Element des Denkens, ohne das nichts
sich bilden kann, zu liquidieren.“ [32,
S. 402]
8.4 Die Steuerung von Forschung
und Lehre
Die Steuerung der Forschung versucht
der Staat insbesondere in Kriegszei-
ten zu realisieren:
”
Wa¨hrend des [zwei-
ten Welt-, A.I.] Krieges war praktisch
die gesamte Wissenschaft in Großbri-
tannien und den Vereinigten Staates in
den Dienst des Krieges gestellt wor-
den.“ [7, S. 821] Allerdings verhindert,
wie in Abschnitt 4.3 ausgefu¨hrt, die Au-
tonomie der Wissenschaft eine Steue-
rung der Wissenschaft in dem engen Sin-
ne, dass Resultate vorgegeben werden,
denn die fu¨r die Wissenschaft wesent-
liche Spontaneita¨t der Einbildungskraft
kann nicht gesteuert werden. Wenn es
aber nun doch zu einer zunehmenden
Zergliederung der wissenschaftlichen Ar-
beit kommt und auch kommen muss,
dann ko¨nnen die Geldgeber der fu¨r
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die fortschreitende Wissenschaft notwen-
dig immer aufwendiger werdenden For-
schungssta¨tten die Organisation und Zer-
gliederung der Forschung bestimmen,
und u¨ber dieses aufwendige Instrumen-
tarium ko¨nnen Schwerpunkte und Inhal-
te von Forschung und Lehre beeinﬂusst
werden. Das sind keine wissenschaftsim-
manenten Interessen.
Dieser Prozess fand historisch statt.
Der Staat richtete, um die Techno-
logie in seinem Interesse zu nutzen,
dafu¨r eigene Forschungsinstitute ein oder
vera¨nderte Bildungs- und Forschungsan-
stalten. Universita¨ten waren nicht mehr
die einzigen Sta¨tten, an denen die-
ses realisiert wurde. Es wurden au-
ßeruniversita¨re Forschungsinstitute wie
die Kaiser-Wilhelm-Institute gegru¨ndet;
dort wurde ausschließlich geforscht und
nicht gelehrt. Beispielsweise wurde von
dem Kaiser-Wilhelm-Institut in Berlin-
Dahlem Katalysator-Forschung erwartet.
Wenn auch das im 1.Weltkrieg seitens
der deutschen Truppen eingesetzte Gift-
gas (Chlor) nicht Forschungsgegenstand
im Berliner Kaiser-Wilhelm-Institut war,
so lieferte doch der Dienstherr dieses
Instituts und spa¨tere Nobelpreistra¨ger
Fritz Haber das Know-how fu¨r den Um-
gang mit solchen chemischen Stoﬀen
in der prozess-technischen Anwendung,
welches Know-how den Genera¨len der
Reichswehr nicht zuga¨nglich und gar
fremd war und welche technische Anwen-
dung diese Genera¨le u¨berforderte.
Auch die Rolle der Akademien wur-
de vera¨ndert, und das insbesondere in
den Staaten des Ostblocks. So konsta-
tiert Conrad Grau (1932-2000):
”
Zwei
wesentliche Merkmale der neuen soziali-
stischen Konzeption der Akademie sind
deren konsequente Orientierung auf die
Forschung und vor allem die Grundla-
genforschung bzw. die Anwendung ih-
rer Ergebnisse sowie die Durchsetzung
der langfristigen Planung der Wissen-
schaft im Zusammenhang mit der Volks-
wirtschaftsplanung. [. . . ] Die Akademie
[der UdSSR, A.I.], die in ihrem Statut
von 1963 [. . . ] als
’
oberste wissenschaft-
liche Einrichtung der UdSSR‘ bezeich-
net wird, [. . . hatte sich, A.I.] zur gro¨ßten
Einrichtung dieser Art in der Welt ent-
wickelt.“ [24, S. 255/6]
Die Technologie beruht auf dem ge-
zielten Einsatz der Resultate der Einzel-
wissenschaften, diese werden als
”
Dienst-
leistungen“ abgerufen. In der Technolo-
gie kam es versta¨rkt auf den Einsatz in-
terdisziplina¨rer Forschungsergebnisse an.
Der Staat nahm Einﬂuss, um die For-
schung an den Universita¨ten hinsichtlich
der Interdisziplinarita¨t zu versta¨rken.
Die Lehre und die Studienga¨nge wurden
an den Universita¨ten entsprechend den
Bedu¨rfnissen des Staates gea¨ndert, oder
zumindest wurde ein solcher Versuch un-
ternommen. Das ist am Beispiel der Ma-
thematik im Abschnitt 9.2 weiter aus-
gefu¨hrt.
Seit den 1980er-Jahren setzte versta¨rkt
die Steuerung der Forschung und Leh-
re durch Drittmittel ein. Projekte wur-
den immer weniger direkt von den Uni-
versita¨ten ﬁnanziert. Die Deutsche For-
schungsgemeinschaft (DFG) verteilt in
Deutschland im Interesse des Staates
Drittmittel; dazu kommen noch diverse
Stiftungen der verschiedensten Ausrich-
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tungen. Heutzutage ist es fu¨r die Karrie-
re eines Wissenschaftlers an der Univer-
sita¨t nahezu notwendig, dass er Drittmit-
tel einwirbt. Die DFG legt die Bereiche
fest, fu¨r die Drittmittel ausgegeben wer-
den, und versucht damit zu steuern, wel-
che Apparaturen, Disziplinen und Me-
thoden ﬁnanziert werden. Fu¨r weitere
Ausfu¨hrungen dazu siehe die Abschnit-
te 9.4 und 9.5.
8.5 Die tendenzielle Transformation
der Natur- und
Technikwissenschaft in
Technologie
Die Technologie hat den Zweck – wie
in Abschnitt 2.6 ausgefu¨hrt – standar-
disierte, sichere und proﬁtable techni-
sche Gera¨te und Verfahren zu analysie-
ren oder herzustellen. Ihre Arbeitsme-
thoden beruhen notwendig auf wissen-
schaftlichen Kenntnissen und beinhalten
synthetische Urteile zur Anwendung von
wissenschaftlichen Resultaten. Wesent-
lich sind ihr dabei zwar wissenschaftli-
che Methoden, aber das allein macht eine
Wissenschaft nicht aus; allgemeingu¨ltige
und notwendige Resultate werden nicht
erarbeitet.
Seit dem 20. Jahrhundert wurde die
methodische Komponente in der natur-
und technikwissenschaftlichen Forschung
aufwendiger und kostspieliger, das ex-
perimentelle Instrumentarium wurde
gro¨ßer und teurer. Dies galt in der zwei-
ten Ha¨lfte des 20. Jahrhunderts eben-
so fu¨r diejenigen reinen Disziplinen, die
seit den 1960er-Jahren auf kostspielige
Großcomputer angewiesen waren. Der
Schwerpunkt der wissenschaftlichen Ar-
beit verschob sich auf die Entwicklung
und Verwendung von Methoden. Imple-
mentierte numerische Verfahren wurden
zu materialisierten Methoden, deren In-
halte und Hintergru¨nde die wenigsten
Benutzer verstehen. Fu¨r die Numerik
a¨nderte sich allerdings diese Bestimmung
ab dem 21. Jahrhundert: Großrechner
wurden weniger gefragt, die Numerik ist
ein Teilgebiet der Mathematik, welches
sich nicht auf Methoden reduzieren la¨sst.
Fu¨r die Chemie – und allgemeiner
fu¨r die Natur- und Technikwissenschaf-
ten – fasst Peter Bulthaup (1934-2004)
den oben beschriebenen Prozess und
die damit verbundene Zuru¨ckdra¨ngung
und Verminderung des spekulativen Mo-
ments wie folgt zusammen:
”
Diese den
exakten Wissenschaften [i.e. den Na-
turwissenschaften, A.I.] immanente Ent-
wicklungstendenz fu¨hrt dazu, dass in ih-
nen die Qualiﬁkation der Arbeitskraft
nicht nur notwendige, sondern zum Teil
schon hinreichende Bedingung wissen-
schaftlicher Arbeit ist, die sich von der
von Technikern in der Industrie geleiste-
ten immer weniger unterscheidet.“ [14,
S. 13/14]
Ob diese immanente Entwicklungsten-
denz auch fu¨r die Mathematik zutriﬀt,
wird in Abschnitt 10 untersucht werden.
Nach Peter Bulthaup ist diese Trans-
formation in Technologie der Ent-
wicklung der Naturwissenschaften im
20. Jahrhundert immanent, die Transfor-
mation wird nicht von außen bewirkt;
und sie ist ein tendenzieller Prozess –
nicht ein vollzogener U¨bergang:
”
Die
Wissenschaft selbst transformiert sich
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tendenziell in Technologie.“ [14, S. 13]
Diese Transformation bedeutet der Ten-
denz nach die Abschaﬀung der Naturwis-
senschaften in ihrer traditionellen Form.
8.6 Die tendenzielle Transformation
des Naturwissenschaftlers zum
wissenschaftlichen Lohnarbeiter
Die Technologie ist bestimmt – wie in
Abschnitt 2.6 entwickelt – durch die
Anwendung wissenschaftlicher Resulta-
te der Naturwissenschaften und der Ma-
thematik, sie ist keine Wissenschaft. In
der Technologie ist die Herleitung wis-
senschaftlicher Resultate nur bedingt re-
levant, im Vordergrund steht die An-
wendung der Resultate. Damit entfa¨llt
die Grundlage fu¨r die Autonomie wissen-
schaftlicher Arbeit. Der Wissenschaftler
kann zum Lohnarbeiter werden, wenn
er vom Geldgeber (z.B. Staat, Industrie,
Drittmittelgebern) abha¨ngt; das wa¨re die
formelle Subsumtion der wissenschaftli-
chen Arbeit. Wird die Naturwissenschaft
tendenziell zu Technologie, so werden die
Wissenschaftler tendenziell zu wissen-
schaftlichen Lohnarbeitern. Damit wa¨re
die reelle Subsumtion der wissenschaftli-
chen Arbeit unter das Kapital umgesetzt.

9 Die Konsequenzen der 1968-Reformen fu¨r die
angewandte Mathematik
In den 1960er-Jahren kam es zu einem
Umbruch. Die Vertreter der Wirtschaft
setzten auf avancierte Technologie und
forderten insbesondere mehr und bes-
ser ausgebildete Ingenieure und Natur-
wissenschaftler. Der Staat unterstu¨tzte
diese Forderungen und bewirkte letzt-
endlich zahlreiche Neugru¨ndungen von
(Reform-) Universita¨ten; an vielen Uni-
versita¨ten erfolgte eine Umstrukturie-
rung der Organisation von Forschung
und der Inhalte der Lehre. Eine neue Rol-
le kam auch dem Computer zu, der tech-
nologisch in den 1960er-Jahren wesent-
lich weiterentwickelt wurde und dessen
Rechenkapazita¨t wesentlich vergro¨ßert
wurde.
9.1 Die Funktion des Computers
Die Mathematik, und insbesondere die
reine Mathematik, war konstitutiv fu¨r
die Entwicklung des Computers. Umge-
kehrt erfuhr die Mathematik, und ins-
besondere die angewandte Mathematik,
durch dieses neue Hilfsmittel eine we-
sentliche Vera¨nderung. Der Computer
war ein Katalysator fu¨r die Entwicklung
von Methoden der angewandten Mathe-
matik. Die Numerik wurde erst wegen
des Computers zu einer ausgereiften Dis-
ziplin, spa¨ter entwickelte sich ein Zweig
davon zu
”
wissenschaftlichem Rechnen“.
Wa¨hrend es bisher nur in den Naturwis-
senschaften mo¨glich war, mittels des Ex-
periments dem Gegenstand der Untersu-
chung Fragen zu stellen, so ermo¨glichte
jetzt der Computer ein solches experi-
mentelles Vorgehen auch in der Mathe-
matik. Weiterhin wurde es erst durch den
Computer und die Entwicklung numeri-
scher Methoden mo¨glich, die Lo¨sungen
komplexer Probleme hinreichend genau
zu approximieren und zu visualisieren.
Die Weiterentwicklung der Wissen-
schaft Mathematik kam in der zwei-
ten Ha¨lfte des 20. Jahrhunderts in ein
Stadium, in welchem sich die Natur-
und Technikwissenschaften schon hun-
dert Jahre fru¨her befanden – siehe Ab-
schnitt 7.2. Die immer aufwendigere
hochspezialisierte technische Apparatur
in den Technik- und Naturwissenschaf-
ten repra¨sentierte das anwachsende und
gewichtiger werdende materiale Moment
der wissenschaftlichen Arbeit. Diese Ap-
paratur musste ﬁnanziert werden. Mit
der Einfu¨hrung der Großcomputer galt
das ebenso fu¨r die angewandte Mathema-
tik. Weder die Einzelwissenschaftler noch
die Einzelbetriebe konnten Großcompu-
ter bezahlen. Die Finanzierung wur-
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de den Universita¨ten u¨bertragen, und
das hatte eine Abha¨ngigkeit der Univer-
sita¨ten vom Staat zur Folge. Mit anderen
Worten, die Erﬁndung des Computers
hatte zur Konsequenz das Gewichtiger-
Werden der materialen Bedingung fu¨r
die wissenschaftliche Arbeit in der an-
gewandten Mathematik. Allerdings galt
dieser Vorgang nur fu¨r ein halbes Jahr-
hundert. Zu Beginn des 21. Jahrhunderts
ko¨nnen zahlreiche aufwendige mathe-
matische Simulationen auch auf nicht
sehr kostspieligen Personal-Computern
durchgefu¨hrt werden. Es gibt gleichwohl
immer noch Teilgebiete der Mathematik,
wie beispielsweise Modellreduktion oder
Zahlentheorie, in denen Großrechner von
Nutzen sind.
Der Computer fu¨hrte dazu, dass die In-
formatik als Lehrfach eingefu¨hrt wurde.
Sie wurde wesentlich fu¨r die Forschung
in vielen Einzelwissenschaften und wur-
de deshalb auch zu einem Bestandteil der
Lehre in diesen Wissenschaften.
9.2 Die Lehre
Die Lehre der angewandten Mathema-
tik blieb bis in die 1960er-Jahre an den
technischen Hochschulen im Wesentli-
chen unvera¨ndert. An den Universita¨ten
wurden Mathematiker vornehmlich fu¨r
den Lehrerberuf ausgebildet. Zwar gab es
ab 1942 den Diplommathematiker, aber
dieser wurde nicht speziﬁsch, z. B. als
Versicherungs- oder Technomathemati-
ker, ausgebildet. Seine Qualiﬁkation be-
stand imWesentlichen darin, in allgemei-
nen Strukturen denken zu ko¨nnen und
Wesentliches herausarbeiten zu ko¨nnen.
Es kam in einem gewissen Sinne zu ei-
ner Neuauﬂage der Antimathematischen
Bewegung (siehe Abschnitt 7.5), das Ziel
war die
”
praxisorientierte“ Qualiﬁkation
der Absolventen. Vorrangig sollte die an-
gewandte Mathematik weiterentwickelt
werden, um am Ende des Studiums einen
wissenschaftlichen Lohnarbeiter geformt
zu haben, der fu¨r die Anspru¨che der In-
dustrie und der Versicherungen geeignet
war. Fu¨r dieses Ziel wurden vielfa¨ltige
Vera¨nderungen umgesetzt, von denen
aber die meisten – aus Gru¨nden, die noch
zu kla¨ren sind – weit von den Anspru¨chen
entfernt blieben. Dies soll im Folgenden
dargestellt werden.
Reformuniversita¨ten wie beispielsweise
Oldenburg und Bremen fu¨hrten das Pro-
jektstudium Mathematik ein. Dieser Ent-
wicklung ist in [48] dargestellt. Im Pro-
jektstudium studierten Studenten der
Diplommathematik gleich zu Beginn des
Studiums in Projekten, um die spa¨ter
fu¨r den Beruf relevanten Fa¨higkeiten
zu erlernen. Bei diesen Versuchen stell-
te sich heraus, dass ohne Kenntnis der
Herleitung der mathematischen Resul-
tate (genauer: ohne den Prozess der
wissenschaftlicher Arbeit mit der damit
verbundenen produktiven Einbildungs-
kraft zu wiederholen) eine Anwendung
von mathematischen Resultaten nur me-
chanisch und damit dilettantisch war.
Daru¨ber hinaus wurden diese Reformen
selbst in den einzelnen mathematischen
Instituten nicht einheitlich umgesetzt. So
blieb beispielsweise an der Universita¨t
Bremen u¨ber viele Jahre die reine Ma-
thematik ohne Anwendungsbezug stark
vertreten; dasselbe galt auch fu¨r die Uni-
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versita¨t Bielefeld, um nur zwei Beispiele
zu nennen.
Eine weitere
”
Reform“ der Univer-
sita¨ten bestand darin, Vertiefungsrich-
tungen zu Studienga¨ngen
”
aufzuwer-
ten“. Es wurden
”
Bindestrich-Fa¨cher“
kreiert. Typisch waren fu¨r die Mathe-
matik die neuen Diplomstudienga¨nge
Versicherungs- oder Wirtschaftsmathe-
matik, Technomathematik und Infor-
matik. Mit diesem Etikettenschwin-
del versuchte man die Anzahl der
Anfa¨ngerstudenten zu erho¨hen. Wirt-
schaftsmathematik bedeutete entweder
eine Schwerpunktsetzung im Diplomstu-
diengang, die auch fu¨r den Diplom-
mathematiker im Wesentlichen mo¨glich
war; ob mit einer solchen Schwerpunkt-
setzung eine Berufsqualiﬁkation erreicht
wird, die u¨ber jene des Diplommathema-
tikers hinausgeht, ist zweifelhaft. Oder
Wirtschaftsmathematik bedeutete eine
Ausrichtung des Studiums mit so vie-
len Wirtschaftsveranstaltungen, dass die
Qualiﬁkation am Ende nicht mit der
eines Mathematikers vergleichbar ist;
das ist beispielsweise an der Universita¨t
Hamburg der Fall. Daru¨ber hinaus ist
auﬀa¨llig, dass Absolventen, die eine An-
stellung bei einer Versicherung erhal-
ten, im ersten Jahr ihrer Anstellung ei-
ne
”
Lehre“ zu absolvieren haben, in der
sie in die speziellen Anforderungen ein-
gefu¨hrt werden.
Ganz a¨hnlich verha¨lt es sich mit dem
Diplommathematik-Studiengang Tech-
nomathematik, der 1981 erstmalig an
der Technischen Universita¨t Kaiserslau-
tern eingefu¨hrt wurde. Er besteht im
Wesentlichen aus einer Schwerpunktset-
zung des ehemaligen Diplommathema-
tikstudiengangs. Im Studiengang werden
versta¨rkt naturwissenschaftliche Veran-
staltungen geho¨rt, und im Nebenfach
ko¨nnen auch ingenieurwissenschaftliche
Vorlesungen belegt werden. Zahlreiche
Universita¨ten, vornehmlich technische,
bieten heute einen solchen Studiengang
an. Der Grund ist auch hier die – durch-
aus erfolgreiche – Absicht, mehr Studen-
ten anzuziehen.
Gleichzeitig wurde der Studiengang
Informatik eingefu¨hrt. An den meisten
Universita¨ten lo¨ste sich dieses Fach –
obwohl urspru¨nglich ein Teilgebiet der
Mathematik – von der Mathematik ab,
und die Informatik wurde sowohl ei-
gensta¨ndig als auch ein gewichtiges Ne-
benfach in der Mathematik, Wirtschafts-
und Technikwissenschaften. Zu der Fra-
gestellung, ob die Informatik eine Wis-
senschaft ist, siehe Abschnitt 8.2.2.
Zu Beginn des 21. Jahrhunderts wur-
de der Diplomstudiengang Mathematik,
der durchschnittlich dreizehn Semester
studiert wurde, abgeschaﬀt und es wur-
den Bachelor- und Master-Studienga¨nge
eingefu¨hrt. Der in einem durchschnitt-
lichen dreizehnsemestrigen Diplomma-
thematikstudium erzielte intellektuelle
U¨berschuss war fu¨r den beno¨tigten ma-
thematischen Lohnarbeiter aus politi-
scher Sicht eine U¨berqualiﬁkation und zu
teuer. Das wollte man einsparen durch
einen sechssemestrigen Bachelorstudien-
gang und einen aufbauenden vier- oder
fu¨nfsemestrigen Masterstudiengang. Ei-
ne solche Absicht war vierzig Jahre
nach Gru¨ndung der Reformuniversita¨ten
nur konsequent. Vorbild war das angel-
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sa¨chsische System, welches wesentlich
pragmatischer orientiert ist; dort stehen
die Methoden im Vordergrund. Salopp
gesprochen: der Angelsachse rechnet die
Lo¨sung eines Problems aus, wa¨hrend
der Kontinentaleuropa¨er die Existenz der
Lo¨sung zu beweisen versucht. Stellvertre-
tend sei aus dem aktuellen Buch [47] der
Protagonisten der Technomathematik an
der Technischen Universita¨t Kaiserslau-
tern zitiert: Im Vordergrund der Lehre
steht eine
”
problemgetriebene, modell-
bezogene und lo¨sungsorientierte Mathe-
matik“. Es ist zu bezweifeln, ob die-
ser Vorsatz umgesetzt worden ist. An
den meisten deutschen Mathematikin-
stituten oder -fachbereichen gelang die
Einfu¨hrung der Bachelor- und Master-
studienga¨nge nicht wie geplant. Statt-
dessen kam es zu einer Aufteilung
des urspru¨nglichen Diplomstudienganges
in zwei Etappen, eben Bachelor- und
Master-Studium, die Lehrinhalte blieben
dieselben. Das angelsa¨chsische System
blieb den Kontinentaleuropa¨ern fremd.
Auch die Schulausbildung sollte ent-
sprechend den Anspru¨chen der ange-
wandten Mathematik zugeschnitten wer-
den. Nach Auskunft der anwendungs-
orientierten Universita¨ten ist die Um-
setzung noch weit von dem Anspruch
entfernt:
”
Die angewandte Mathematik
nimmt in der Ausbildung der Lehrer bis
heute einen bescheidenen Teil ein.“ [47,
S. 18]
Die Reformbestrebungen in der Ma-
thematik haben erreicht, dass die Leh-
re in vielerlei Hinsicht unangemessen
reguliert worden ist: Die Inhalte der
Veranstaltungen werden in Module
”
ge-
presst“ und jeweils in einer Pru¨fung ab-
gefragt; der Gesamtzusammenhang steht
nicht im Vordergrund, sondern isolierte
Fakten. Fu¨r Fortgeschrittenenseminare
oder allgemeinbildende Veranstaltungen
bleibt in der Studienordnung nur wenig
Zeit. Abschlussarbeiten mu¨ssen in vor-
schriebenen Zeitra¨umen angefertigt wer-
den; dies verhindert die fu¨r die wissen-
schaftliche Arbeit notwendige Muße. Die
Ausbildung an den Universita¨ten ist ver-
schulter geworden.
Trotzdem kann man zusammenfassend
feststellen, dass das Interesse des Staates,
na¨mlich die Bereitstellung des mathema-
tischen Lohnarbeiters seitens der Uni-
versita¨ten oder, konkreter ausgedru¨ckt,
die Transformation von Mathematik in
Technologie, durch die vielfa¨ltigen Re-
formen nicht im geplanten Sinne befrie-
digt worden ist. Der Master-Student der
Mathematik oder unter anderem Eti-
kett Technomathematiker ist nur wenig
schlechter qualiﬁziert als der Diplomma-
thematiker vor vierzig Jahren.
Warum verha¨lt sich die Mathematik
gegen diese Reformabsichten so
”
wider-
spenstig“? Gibt es dazu der Mathematik
inha¨rente Gru¨nde? Die Hochschullehrer
sind keineswegs gegen die Reformen an-
getreten. Sie haben die die Reformen
und die die Studenten betreﬀende Ver-
schlechterungen u¨ber sich ergehen lassen.
Bestenfalls wurde eine
”
stille Sabotage“
versucht, indem man die Vorgaben wei-
testgehend zu ignorieren versuchte.
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9.3 Die universita¨re Forschung
Fu¨r die Naturwissenschaften galt schon
im 19. Jahrhundert, dass die Finanzie-
rung der von ihr beno¨tigten Appara-
tur in der Forschung nicht von Einzel-
betrieben geleistet werden konnte. Die-
se Finanzierung u¨bernahm der Staat.
Daru¨ber nahm der Staat Einﬂuss auf die
Schwerpunkte der Forschung – er konn-
te nicht Einﬂuss auf die Einzelresultate
nehmen, das ist nicht mo¨glich. Eine ana-
loge Entwicklung la¨sst sich in den 1970er-
Jahren fu¨r die Mathematik mit der
Einfu¨hrung von Großcomputern nach-
weisen. Allerdings war diese Entwicklung
eine voru¨bergehende. Die Computertech-
nologie wurde soweit entwickelt, dass
Anfang des Jahrtausends Großcomputer
weitestgehend wieder u¨berﬂu¨ssig wur-
den. Rechenintensive Operationen lassen
sich heutzutage auf Laptops ausfu¨hren.
Die avancierte Technologie – genau
diese wurden in Deutschland forciert aus-
gebaut – und deren Bedu¨rfnisse hatten in
der Mathematik seit Ende des 20. Jahr-
hunderts folgende Konsequenzen: Es
kam zu einer Aufwertung der angewand-
ten Mathematik, weil man sich von ihr
verspricht, dass sie an den technologi-
schen Innovationen maßgeblich beteiligt
ist. Fu¨r die Universita¨ten bedeutete dies,
dass Gebiete und Stellen der angewand-
ten Mathematik vorzugsweise ausgebaut
wurden; beispielsweise fu¨r die partiel-
len Diﬀerentialgleichungen und insbe-
sondere deren Numerik. Die reine Ma-
thematik wurde zuru¨ckgedra¨ngt, zahlrei-
che Professorenstellen an den Univer-
sita¨ten wurden in diesem Bereich nicht
mehr besetzt. Grundlagenforschung fu¨r
sich war weniger gefragt und nur dann,
wenn langfristig ihr Anwendungsbezug
zu erahnen war. Die Arbeitsbedingun-
gen fu¨r Forschung an den Univer-
sita¨ten wurde wesentlich eingeschra¨nkt:
Die Autonomie der Universita¨ten fu¨hrte
zu der Selbstverwaltung der Armut.
Das implizierte eine drastische Reduk-
tion der ehemaligen Haushaltsstellen.
Promotions- und Postdoc-Stellen werden
heute gro¨ßtenteils nur u¨ber Drittmitttel
ﬁnanziert.
Die Forschung an den Univer-
sita¨ten wird heutzutage vornehmlich
durch die Deutsche Forschungsgemein-
schaft (DFG) ﬁnanziert. Die DFG hat
verschiedene Programme, die sie inhalt-
lich steuert. Andere Programme wer-
den zwar inhaltlich nicht vorgegeben,
aber die Chancen einer Bewilligung sind
gro¨ßer, falls die Thematik einen An-
wendungsbezug aufweist oder interdis-
ziplina¨r bearbeitet wird. Die DFG ist
auch fu¨r die Grundlagenforschung ver-
antwortlich, und sie kommt dieser Ver-
antwortung nach.
Das
”
DFG-Forschungszentrum Mathe-
matik fu¨r Schlu¨sseltechnologien, Model-
lierung, Simulation und Optimierung
realer Prozesse“, kurz Matheon, ist in
Berlin angesiedelt und wurde von 2002
bis 2014 von der DFG ﬁnanziert; seit
2015 hat sich die Finanzierung gea¨ndert,
die Ziele und Aufgaben sind dieselben ge-
blieben:
”
Das Matheon entwickelt Ma-
thematik fu¨r Schlu¨sseltechnologien und
unterstu¨tzt Partner in Industrie, Wirt-
schaft und Wissenschaft. Schule und
O¨ﬀentlichkeit bilden einen weiteren Fo-
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kus seiner Aktivita¨ten.“ Das Matheon
unterscheidet sich von vielen Forschungs-
instituten der Mathematik und Techno-
logie darin, dass es nicht Mathematik
mit Technologie gleichsetzt, sondern sei-
nen Auftrag fasst als
”
Mathematik fu¨r
Technologien“. Dieser kleine Unterschied
ist eminent. Setzte man Mathematik mit
Technologie gleich, so wu¨rde dies den
tendenziellen Ruin der Mathematik be-
deuten; siehe Abschnitte 2.6 und 9.5.
Beim Matheon ist dies nicht der Fall,
stattdessen werden dort mathematische
Methoden fu¨r die Anwendungen ent-
wickelt und verwendet. Tatsa¨chlich wird
das gesamte Spektrum von Grundlagen-
forschung bis hin zu bloßer Bereitstel-
lung und Anwendung von Methoden ab-
gedeckt.
9.4 Außeruniversita¨re mathematische
Forschungsinstitute
Eine weitere Organisationsform fu¨r ma-
thematische Forschung sind die Leibniz-
Institute. Dazu za¨hlt das Weierstraß-
Institut fu¨r Angewandte Analysis und
Stochastik in Berlin, welches als sei-
ne Aufgabe versteht:
”
Projektorientier-
te Forschung in Angewandter Mathema-
tik, insbesondere in Angewandter Ana-
lysis und Angewandter Stochastik. Die
Forschungsta¨tigkeit orientiert sich an
konkreten Anwendungssituationen [. . . ]
Sie umfasst das gesamte Spektrum der
Problemlo¨sung von der mathematischen
Modellierung u¨ber die mathematisch-
theoretische Analyse der Modelle bis
hin zur Entwicklung von Algorithmen
und zur numerischen Simulation tech-
nologischer Prozesse.“ Auch wenn vie-
le seiner Arbeiten im Wesentlichen auf
Methoden basieren, so ist dieses In-
stitut keineswegs ein mathematisches
Dienstleistungs-Institut, sondern es be-
treibt Grundlagenforschung.
Ein weiteres Leibniz-Institut ist das
Max-Planck-Institut fu¨r Mathematik in
den Naturwissenschaften in Leipzig. Auf
dessen Fahnen steht geschrieben:
”
Ma-
thematische Modelle und Methoden ge-
winnen zunehmend an Bedeutung [. . . ]
Fundamentale Fragen aus den Natur-
und Ingenieurwissenschaften und der
O¨konomie haben Mathematiker immer
wieder inspiriert, nach neuen mathema-
tischen Methoden und Strukturen zu su-
chen. Die Interaktion von Mathematik
und den Naturwissenschaften bildet den
Kernpunkt der Arbeit dieses Instituts.“
Ein ausschließlich mathematisch aus-
gerichtetes Leibniz-Institut ist das Max-
Planck-Institut fu¨r Mathematik in Bonn.
Dort wird mathematische Grundlagen-
forschung betrieben, der Anwendungsbe-
zug steht im Hintergrund.
Fu¨r die oben genannten außeruniver-
sita¨ren Forschungsinstitute, die auch mit
den Universita¨ten auf verschiedene Art
und Weise verschra¨nkt sind, gilt mit ver-
schiedenen Gewichtungen, dass sie so-
wohl die angewandte Mathematik betrei-
ben als auch Mathematik fu¨r Technolo-
gien bereitstellen und anwenden.
9.5 Mathematische
Dienstleistungs-Institute
Bei den verschiedenen Fraunhofer-
Instituten steht im Vordergrund ihrer
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Arbeit das Funktionieren eines poten-
tiell verkaufbaren Produktes.
”
Fraunho-
fer ist die gro¨ßte Forschungsorganisati-
on fu¨r anwendungsorientierte Forschung
in Europa. [. . . ] Wir gestalten Technik,
wir entwerfen Produkte, wir verbessern
Verfahren, wir ero¨ﬀnen neue Wege. Wir
erﬁnden Zukunft.“ Die Anwendung der
Forschung ist bestimmt durch den Nut-
zen fu¨r die Wirtschaft:
”
Die Fraunhofer-
Gesellschaft fo¨rdert und betreibt inter-
national vernetzt anwendungsorientierte
Forschung zum unmittelbaren Nutzen
fu¨r die Wirtschaft.“
Von den fu¨nfundsechzig Fraunhofer-
Instituten
”
basieren drei auf mathemati-
schen Methoden, das itwm in Kaisers-
lautern, das SCAI in Sankt Augustin
und das Mevis in Bremen“ [47, S. vi].
Das Fraunhofer-Institut fu¨r Techno- und
Wirtschaftsmathematik (itwm) in Kai-
serslautern mit etwa 200 Akademi-
kern betont in seinen Selbstdarstellungen
durchga¨ngig die Gleichsetzung
”
mathe-
matik ist technologie“ (so auf einem
Flyer aus dem Jahre 2014) und
”
Mathe-
matik [ist] eine Schlu¨sseltechnologie ge-
worden“ [47, S. vi]. Die Sprache verweist
auf ein fundamentum in re: Das itwm
ist als Fraunhofer-Institut verpﬂichtet,
circa zwei Drittel der Drittmittel von
der Wirtschaft und der o¨ﬀentlichen Hand
einzuwerben. Die am itwm betriebene
mathematische Arbeit wird charakteri-
siert durch
”
Problemgetrieben – Modell-
bezogen – Lo¨sungsorientiert“, so der Un-
tertitel des Buches [47]. Nicht Mathema-
tik als von den Zwecken mo¨glicher An-
wendung freie Suche nach mathemati-
schen Zusammenha¨ngen steht im Vorder-
grund, sondern die Mathematik als Mit-
tel:
”
Die Kernkompetenzen des ITWM
bilden [. . . ] die klassischen Disziplinen
der angewandten Mathematik, wie Nu-
merik, Diﬀerenzialgleichungen, Stocha-
stik und Optimierung. Mit diesen Kern-
kompetenzen bearbeitet das ITWM die
Gescha¨ftsfelder. [. . . ] Die Produkte rei-
chen von in Software gegossenem Know-
how u¨ber Beratungs- und Supportange-
bote bis hin zu Systemlo¨sungen.“ Es ist
nur konsequent, die Arbeit des itwm in
dem in Abschnitt 2.6 entwickelten Sin-
ne als Technologie zu bezeichnen. Nicht
konsequent ist allerdings die Gleichset-
zung von (angewandter) Mathematik
und Technologie, denn angewandte Ma-
thematik ist keine Dienstleistung. Die re-
elle Subsumtion der mathematischen Ar-
beit unter die Zwecke des Kapitals hat
stattgefunden.
Das Fraunhofer-Institut fu¨r Bild-
gestu¨tzte Medizin (MEVIS) in Bremen
mit circa 80 Akademikern ist weniger der
Mathematik als der
”
angewandten For-
schung und Entwicklung in der Informa-
tik und den Naturwissenschaften zuzu-
ordnen. [. . . Es] bescha¨ftigt sich schwer-
punktma¨ßig mit Medical Image Compu-
ting.“ So geben sie auf ihrer Webseite
an.
In diesen drei Instituten, und in
a¨hnlicher Weise kommt dies auch vie-
len Leibniz-Instituten und Max-Planck-
Instituten zu, ist die angewandte Mathe-
matik bestenfalls ein Mittel, ein Metho-
denvorrat, um Produkte zu produzieren.

10 Gibt es eine tendenzielle Transformation der
angewandten Mathematik in Technologie?
In Kapitel 8 wurde fu¨r die Naturwis-
senschaften der Prozess der tendenziel-
le Transformation in Technologie aufge-
zeigt. Jetzt wird die Frage ero¨rtert, ob
ein analoger Prozess in der angewandten
Mathematik stattﬁndet.
In dem Transformationsprozess der
Naturwissenschaften in Technologie
spielt die Mathematik eine herausra-
gende Rolle. Wurde noch die Dampf-
maschine ohne Kenntnis der Thermody-
namik entwickelt, so basierte die Ent-
wicklung des Elektromotors auf den Re-
sultaten der Elektrodynamik, fu¨r die
wiederum angewandte Mathematik not-
wendig war. Angewandte Mathematik
wurde konstitutiv fu¨r den technologi-
schen Fortschritt. Wurde in der zwei-
ten Ha¨lfte des 20. Jahrhunderts noch be-
hauptet, dass nur die Naturwissenschaf-
ten fu¨r Technologien relevant sind, hat
diese Funktion heute uneingeschra¨nkt
und prominenter die (angewandte) Ma-
thematik u¨benommen:
”
Die angewandte
Mathematik in Deutschland [. . . , ran-
giert] unter den Top 3 der Welt.“ [47,
S. 13] In zahlreichen Bu¨chern, die an-
hand von Beispielen beschreiben, wie
die Resultate der angewandten Mathe-
matik fu¨r Technologien genutzt werden,
werden die Begriﬀe Mathematik und
Schlu¨sseltechnologie auf verschiedene
Art und Weise miteinander verknu¨pft:
Schlu¨sseltechnologie Mathematik [44],
Mathematik – Schlu¨sseltechnologie fu¨r
die Zukunft · Verbundprojekte zwischen
Universita¨t und Industrie [30] und ma-
theon – Mathematics for Key Techno-
logies [17].
Wenn in den Naturwissenschaften die
Tendenz zu deren Transformation in
Technologie zu beobachten ist und wenn
von der angewandten Mathematik ent-
wickelte Methoden wesentlich zu dieser
Technologisierung der Naturwissenschaf-
ten beigetragen, dann liegt die Vermu-
tung nahe, dass die angewandte Ma-
thematik davon, dass die von ihr ent-
wickelten Methoden jene Tendenz in
den Naturwissenschaften befo¨rdern, ih-
rerseits nicht unbehelligt bleibt und dass
sie mithin selbst gleichfalls einem Prozess
ausgesetzt wird, in welchem die von ihr
entwickelten Methoden auf ihre wissen-
schaftliche Arbeitsweise zuru¨ckwirken.
Diese Methoden samt der damit ver-
bundenen Zwecksetzungen ko¨nnen dann
auch innerhalb der angewandten Ma-
thematik u¨berhand nehmen und so das
nicht standardisierbare und nicht regu-
lierbare, der produktiven Einbildungs-
kraft geschuldete spekulative Moment –
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die Grundbedingung jeglicher Wissen-
schaft – zuru¨ckdra¨ngen und vermindern.
Schließlich diente der gesamte Betrieb
nur noch dazu, die bislang entwickel-
ten Methoden anzuwenden, miteinander
zu kombinieren, die Anwendung selbst
zu optimieren und neue Anwendungs-
felder zu erschließen – angewandte Ma-
thematik wa¨re in eine Form mathema-
tischer Technologie transformiert. Dem
steht entgegen, dass es in den vergan-
genen Dekaden beachtliche Forschungs-
resultate in der reinen und angewandten
Mathematik, siehe den Abschnitt
”
11.9
Gelo¨ste und ungelo¨ste Probleme“ in [58]
und im Internet
”
Problems solved since
1975“. So steht in Frage, ob die The-
se von der tendenziellen Transformati-
on in Technologie so einfach auf die an-
gewandte Mathematik u¨bertragen wer-
den kann. Nimmt die Mathematik eine
von den Naturwissenschaften abweichen-
de Rolle ein? Wenn ja, welche?
10.1 Der Taylorismus in der
mathematischen Arbeit
Der Taylorismus wurde eingefu¨hrt zur
Zergliederung der menschlichen Arbeit;
siehe Abschnitt 8.3. Dass es tenden-
ziell einen analogen Prozess auch fu¨r
die wissenschaftliche Arbeit gab, wur-
de im selben Kapitel ausgefu¨hrt, sie-
he dazu insbesondere das Nietzsche-Zitat
von 1872 in Abschnitt 8.3.1. Hinsicht-
lich der Zergliederung der mathemati-
schen Arbeit konstatiert Felix Klein:
”
Da
gibt es in jedem Kulturland Hunder-
te von produzierenden Mathematikern,
von denen jeder nur eine ganz kleine
Ecke seiner Wissenschaft beherrscht, die
ihm dann begreiﬂicherweise an Wichtig-
keit alles andere zu u¨berragen scheint.
Die Fru¨chte seiner Arbeit publiziert er
in abgerissenen Einzelaufsa¨tzen in meh-
reren, womo¨glich verschiedensprachigen,
weitverstreuten Zeitschriften. Die Dar-
stellung, nur fu¨r wenige Spezialkollegen
berechnet, entha¨lt sich jeder Andeutung
eines Zusammenhangs mit gro¨ßeren all-
gemeinen Fragen und ist dadurch viel-
leicht schon einem etwas anderweitig in-
teressierten Kollegen schwer zuga¨nglich,
einem gro¨ßeren Kreise aber ga¨nzlich un-
genießbar.“ [39, S. 5] In der Mathema-
tik fu¨hrt, analog zur großen Industrie,
die Menge von Einzelresultaten zu ei-
ner Zergliederung der wissenschaftlichen
Arbeitsprozesse. Der Zusammenhang der
Einzelresultate ist fu¨r den einzelnen Wis-
senschaftler nicht pra¨sent. Die Wissen-
schaftler werden dann einem von ih-
nen nur sehr schwer zu durchschauenden
Prozess unterworfen. Damit werden sie
von anonymen Steuerungsmechanismen
abha¨ngig, auf die sie kaum Einﬂuss ha-
ben.
Im Jahre 1971, als die Mathematik ver-
glichen mit 1930 eine wesentliche struk-
turelle Vera¨nderung erfahren hatte, stell-
te Nicolas Bourbaki fest:
”
Man ko¨nnte
fast sagen, daß die nur auf die wesent-
lichen, na¨mlich strukturellen Daten der
Probleme gerichtete axiomatische Me-
thode weiter nichts ist als das
’
Taylorsy-
stem‘ der Mathematik.“ [11] Die Taylo-
risierung der Arbeit eines Bandarbeiters
bei den Ford-Automobilwerken hat den
Zweck, den Bandarbeiter der Steuerung
durch das Kapital zu unterwerfen und
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damit dem Bandarbeiter die Verfu¨gung
u¨ber seinen Arbeitsprozess zu nehmen,
so dass Tempo und Rhythmus vorge-
ben werden ko¨nnen. Wenn nun Bourba-
ki mittels der Analogie zum Taylorsy-
stem die axiomatische Methode zu be-
greifen versucht, dann meint er, dass –
mal abgesehen davon und zugestanden,
dass kein steuerndes Kapital als Sub-
jekt des Arbeitsprozesses in Sicht ist –
das mathematische Arbeiten durch die
axiomatische Methode auf ein normier-
bares Schema gebracht wird, wodurch al-
les, was nicht in dieses Schema hinein-
passt, getilgt wird und wodurch dem ein-
zelnen Arbeiter – in u¨bertragener Wei-
se – Tempo und Rhythmus vorgege-
ben wird. Durch die universelle Anwen-
dung und Perfektionierung kommt es
zu einer immer weitergehenden Zerglie-
derung der einzelnen mathematischen
Schritte. Das methodische Moment im
mathematischen Prozess u¨berwiegt und
der Anteil des spekulativen Moments
wird verschwindend klein. Die Entwick-
lung der der Mathematik zugrundelie-
genden Axiome war durchaus ein er-
kenntnistheoretischer Fortschritt fu¨r die
Mathematik, der gleichwohl zu einem
Ru¨ckschritt wurde, weil die universel-
le Anwendung der Axiomatisierung zu
einem formalisierten Korsett fu¨hrte, in
welchem jenes spekulative Moment pro-
duktiver Einbildungskraft getilgt war
und wodurch dann der Gesamtzusam-
menhang eher verunkla¨rt wurde. Die-
se Beobachtung ist ganz im Sinne von
Egbert Brieskorn, der 1974 ausfu¨hrte:
”
So kann es dazu kommen, daß die ur-
spru¨nglich fortschrittliche Tendenz, die
in der Entwicklung einer mathemati-
schen Arbeitstechnik liegt, welche Bour-
baki mit dem Taylorismus vergleicht,
umschla¨gt in ein hemmendes Moment, in
die Trennung von kreativer mathemati-
scher Forschung einerseits und die Ver-
mittlung von vorgegebenem Wissen und
fertigen Techniken andererseits.“ [13,
S. 233]
10.2 Die Einheit Mathematik mit
ihren Momenten reine und
angewandte Mathematik
Wir knu¨pfen an die Ausfu¨hrungen aus
Abschnitt 4.2 zur Einheit Mathematik
an. Ohne reine Mathematik la¨sst sich
Mathematik nicht formulieren; beispiels-
weise haben die Deﬁnitionen der reel-
len Zahlen, der Primzahlen oder der
Stetigkeit keinen Anwendungsbezug, sie
geho¨ren der reinen Mathematik an. Oh-
ne angewandte Mathematik la¨sst sich
die Mathematik nicht formulieren; bei-
spielsweise ist der Begriﬀ der Ableitung,
der in der reinen Mathematik formu-
liert werden kann, sofort mit der Be-
schreibung physikalischer Gesetze ver-
knu¨pft. Mit anderen Worten: Die bei-
den Momente reine und angewandte Ma-
thematik sind notwendig zur Beschrei-
bung der Mathematik. Diese Momente
sind nicht isoliert fu¨r sich zu haben. In
Abschnitt 4.2 wurde gezeigt, dass das ei-
ne Moment sowohl historisch als auch in-
haltlich in das andere u¨bergeht und um-
gekehrt. Daru¨ber hinaus gibt es in der
Mathematik Gebiete, in denen diese Mo-
mente permanent ineinander verschra¨nkt
sind; beispielsweise die Theorie der Diﬀe-
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rentialgleichungen. Fu¨r die Mathematik
sind beide Momente konstitutiv, die Ma-
thematik beruht auf diesen Momenten.
Das Bestreben, die mathematische Ar-
beit zu taylorisieren, fu¨hrt zu einer Isola-
tion der Momente und somit tendenziell
zu dem Ruin der Mathematik.
10.3 Die Steuerung der
mathematischen Forschung
Die Mathematik ist eine Wissenschaft
und deshalb, wie in Abschnitt 3.4 darge-
stellt, autonom. Als solche ist sie nicht –
und sollte sie nicht – der Steuerung durch
ihr heteronome Zwecke unterworfen wer-
den. Die Hereinnahme von heteronomen
Zwecken – durch den Praxisbezug der
angewandten Mathematik – ist nur da-
durch aufzufangen, dass an der Einheit
von reiner und angewandter Mathema-
tik festgehalten wird. Nur so ist die Au-
tonomie der Mathematik zu bewahren
und eine Preisgabe und Unterordnung
unter heteronome Zwecke zu verhindern.
Der Taylorismus der mathematischen
Arbeitsprozesse – im Sinne von Bourba-
ki – aber fu¨hrt zu einer Separation und
Vereinzelung der mathematischen Gebie-
te. Diese Tendenz ermo¨glicht eine Steue-
rung durch Mathematik-externe Fakto-
ren. Die Vereinzelung widerspricht, wie
in Abschnitt 1.7 dargestellt, dem Cha-
rakter einer Wissenschaft, die als solche
einen inneren Zusammenhang und konsi-
stentes System von Wissen bildet.
Max Horkheimer (1895-1973) hatte
schon 1952 bemerkt:
”
Naturschutzparks
fu¨r das spekulative Element ko¨nnen nicht
errichtet werden“ [32, S. 402]. Der Ma-
thematik ist es als Wissenschaft langfri-
stig nicht beko¨mmlich, wenn sie an dem
einen Ort pur betrieben wird und an ei-
nem anderen nur bezu¨glich der Verwert-
barkeit ihrer Resultate.
Die Gefahr durch die Taylorisierung
ist dem einzelnen Mathematiker und
auch den Forschungsinstituten bekannt,
man begegnet ihr mit der Forderung
nach Interdisziplinarita¨t. Dadurch wird
eine der ju¨ngsten Wissenschaftsentwick-
lung geschuldete Verarmung der wissen-
schaftlichen Arbeit, na¨mlich die Verein-
zelung, zugleich auch als Chance begrif-
fen, na¨mlich durch interdisziplina¨re Ar-
beit die unvermeidliche Vielfalt des Ge-
bietes doch zu bewa¨ltigen. Der Prozess
der Vereinzelung steht einem ihr kon-
terkarierenden Prozess gegenu¨ber; die
Vereinzelung wird aufgebrochen, indem
die mathematischen Probleme interdiszi-
plina¨r bearbeitet werden.
Eine Steuerung durch die Vorgabe des
zu erzielenden Forschungsresultats ist
nicht mo¨glich, denn selbst wenn das Pro-
blem pra¨zise beschrieben werden kann,
gibt es kein diskursives oder methodi-
sches Verfahren zur Lo¨sung. Stattdes-
sen ist der Anfang der Lo¨sung des Pro-
blems zugleich das Resultat, indem der
Anfang als Resultat der mit ihm be-
ginnenden erkennenden Bewegung dar-
gestellt wird. Der Gebrauch wissen-
schaftlicher Methoden und wissenschaft-
licher Werkzeuge ist fu¨r die weitere For-
schung – und erst recht fu¨r die An-
wendungen – nicht vorhersehbar. Das
heißt aber nicht, dass Forschungsresulta-
te vollkommen u¨berraschend sind. Wer-
den Schwerpunkte – beispielsweise sei-
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tens der DFG oder bei Forschungsinsti-
tuten – gesetzt und ﬁnanziert, so gibt es
bei hinreichend langer Bearbeitung Er-
gebnisse in dem gesetzten Schwerpunkt.
Insoweit ist Forschung in einem gewis-
sen, eben schwa¨cheren Ausmaß steuer-
bar. Es macht einen Unterschied, ob die
Forschung zur Bilderkennung in der Me-
dizin oder zur Atomspaltung ﬁnanziert
wird.
Die Steuerung der Inhalte, die Wis-
senschaftler an den Universita¨ten erfor-
schen, kann zwar u¨ber vorgegebene Pro-
gramme versucht werden, andererseits
gibt es aber zahlreiche Beispiele, dass
angewandte Mathematiker sich als ange-
wandt geben, tatsa¨chlich aber weit davon
entfernt sind.
10.4 Die tendenzielle Transformation
Die im Abschnitt 9.5 dargestellte ma-
thematische Arbeit an den außer-
universita¨ren Dienstleistungs-Instituten
wird repra¨sentiert durch das Mot-
to des itwm:
”
Anwendbare Mathe-
matik [ist] in wirklich angewendete
Mathematik umzusetzen.“ [47, S. 22]
Die angewandte Mathematik wird von
diesen Dienstleistungs-Instituten als
”
Schlu¨sseltechnologie Mathematik“ aus-
gegeben. Dies hat einen Grund in der
Sache, na¨mlich an diesen Instituten wird
nicht angewandte Mathematik, sondern
tendenziell Technologie betrieben. Die
Mathematik ist dort zu einer Dienstlei-
stung transformiert worden, welche un-
ter die Zwecke von Staat und Kapitel
subsumiert worden ist.
Ebenso wird von Seiten des Staates
versucht, die tendenzielle Transforma-
tion der angewandten Mathematik in
Technologie durch eine Reform der Lehre
an den Universita¨ten zu unterstu¨tzen, in-
dem das methodische Moment in der ma-
thematischen Arbeit in den Vordergrund
geru¨ckt wird; das wurde in Abschnitt 9.5
ausgefu¨hrt. Die Universita¨ten sind be-
auftragt, den dazu erforderlichen wissen-
schaftlichen Lohnarbeiter mit der ent-
sprechenden Qualiﬁkation auszubilden.
Allerdings ist hier die Transformation
in Technologie nicht vollzogen, die bis-
her stattgefundene Umsetzung wird ja
bema¨ngelt, es besteht lediglich eine Ten-
denz.
Was die Forschung an den Uni-
versita¨ten und an universita¨tsnahen
Instituten (siehe die Abschnitte 9.3
und 9.4) betriﬀt, so wird dort so-
wohl Dienstleistungs-Mathematik betrie-
ben als auch Grundlagenforschung. An
den außeruniversita¨ren Dienstleistungs-
Instituten ist die tendenzielle Transfor-
mation der angewandten Mathematik in
Technologie nahezu vollzogen.
Aufgrund der anwachsenden Domi-
nanz des methodischen Moments ge-
genu¨ber dem spekulativen Moment er-
scheint die Tendenz der Zuru¨ckdra¨ngung
der produktiven Einbildungskraft und
des Leerlaufens des Betriebs unaufhalt-
sam zu sein. Diese Entwicklung sei zum
Abschluss zusammengefasst: Die Ent-
wicklung der Mathematik beinhaltet die
Akkumulation von Axiomen, Resultaten
und Methoden. Die Mathematiker schaf-
fen mittels der produktiven Einbildungs-
kraft im Zusammenhang mit dem akku-
mulierten Wissen neue Resultate, neue
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Methoden und neue Axiomensysteme.
Das Verha¨ltnis des Umfangs von Metho-
den und spekulativem Moment a¨ndert
sich im Laufe der Geschichte. In der
Gru¨ndungsphase der Mathematik, das
ist fu¨r Europa die griechische Mathema-
tik, ist das spekulative Moment domi-
nant. Die weitere Entwicklung der ange-
wandten Mathematik fu¨hrte zu einer rei-
chen Methodenvielfalt. Die Mathemati-
ker schaﬀen ein Instrumentarium, eben
die Methoden, welches gegenu¨ber der
Spontaneita¨t der Einbildungskraft in im-
mer gro¨ßeremMaße u¨berwiegt. Wa¨hrend
der historischen Entwicklung wird das
Verha¨ltnis des Anteils von methodischem
und produktivem Moment an der mathe-
matischen Arbeit ein anderes, das me-
thodische Moment u¨berwiegt. Doch es
dreht sich nicht nur das Verha¨ltnis um,
sondern der Charakter der mathemati-
schen Arbeit wird tendenziell ein ande-
rer. Die von dem produktiven Moment
hervorgebrachten Methoden werden so
umfangreich, dass sie tendenziell das pro-
duktive Moment beherrschen. Das be-
deutet eine Verku¨mmerung der Spon-
taneita¨t der Einbildungskraft gegenu¨ber
den zur Verfu¨gung stehenden und ange-
wandten Methoden. In dieser Hinsicht
transformiert sich die Mathematik, und
insbesondere die angewandte Mathema-
tik, tendenziell in eine Technologie.
Es sei darauf hingewiesen, dass ei-
ne Tendenz kein U¨bergang ist. Der
durch die dargestellten Prozesse verur-
sachte tendenzielle Ruin der Wissen-
schaft Mathematik ist nicht lu¨ckenlos
und nicht in jeder Hinsicht vollkommen
durchgreifend. Es gibt auch heute im-
mer noch neue bahnbrechende Resultate
in der Mathematik, insbesondere in der
zuru¨ckgedra¨ngten reinen Mathematik.
10.5 Zur Moral
Die tendenzielle Transformation der
Wissenschaft in Technologie korrespon-
diert mit der tendenziellen Transforma-
tion der auf das Wohl der gesamten
Menschheit abzielenden Moral des Wis-
senschaftlers in die Unverantwortlichkeit
des Technokraten. Der wissenschaftliche
Lohnarbeiter verantwortet nicht das, was
er tut, weil er diese seine Subsumti-
on aﬃrmiert und damit die moralische
Verantwortung fu¨r diese Subsumtion ab-
lehnt.
Heute gibt es im Wesentlichen zwei
Positionen zur wissenschaftlichen Moral.
Zum einen diejenigen, die weiterhin auf
die Pﬂicht der Wissenschaft zum Woh-
le der gesamten Menschheit pochen; zum
anderen diejenigen, die ihre Verantwor-
tungslosigkeit damit zu begru¨nden versu-
chen, dass die erste Position nichts wei-
ter als ein leeres Sollen sei. Ulrich Ru-
schig kritisiert, dass das
”
leere Sollen“
die gesellschaftlichen Umsta¨nde, in de-
nen Wissenschaft betrieben wird, igno-
riert:
”
Die reelle Subsumtion wissen-
schaftlicher Arbeit unter die Zwecke von
Kapital und Staat hat inzwischen statt-
gefunden und die materialen Bedingun-
gen wissenschaftlicher Arbeit soweit un-
terworfen, dass die Selbsta¨ndigkeit der
Moral als falsche Hypostase dekuvriert
und der Appell an die Wissenschaftler
zur
’
Verantwortung‘ ein vergebliches und
leeres Sollen ist.“ [52, S. 30/1] Die zwei-
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te Position ist mit demselben Argument
zu kritisieren, denn das
”
leere Sollen“ als
Heuchelei abzutun verkennt ebenso die
Umsta¨nde, warum es zu einem solchen
geworden ist. Beide Positionen – das Po-
chen auf das Wohl fu¨r die Menschheit als
auch die Kritik, dass dieses Pochen ein
leeres Sollen sei, – ignorieren die Kritik
der gesellschaftlichen Umsta¨nde, unter
denen es zu der reellen Subsumtion der
wissenschaftlichen Arbeit gekommen ist.
”
Der Zerfall der Moral ist nicht durch die
Moral selbst gesetzt.“ [52, S. 30] Es gilt
zu verstehen, warum und wie der Zerfall
mo¨glich war, um dann die Umsta¨nde so
einzurichten, dass das Sollen nicht mehr
leer bleibt.
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