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Abstract-The qualitative analysis problem for chaotic dynamics of nonlinear control systems and 
stabilization of unstable periodic orbits (UP0 stabilization) and stationary states were considered 
in the paper. Nonlinear control systems are analysed by the canonical transformation methods of 
affine systems and by the localization of periodic orbits method based on properties of Lie derivatives 
along smooth vector fields. It ls proved that Lorenz and Ri%sler systems are not equivalent in the 
aSine classification. For chsotic systems, a general approach to UP0 stabilization and stabilization 
of stationary states based on canonical transformations was proposed. Estimates for chaotic regions 
in the phase space for Lorenz and Rissler systems were obtained. Relations between canonical 
transformations, localization, and UP0 stabilization problems were studied. 
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I. INTRODUCTION 
It is well known that nonlinear dynamics is essentially more rich and more diverse then linear 
dynamics. However, up to now the linear theory has been a basis for different methods of analysis 
and design of automatic control systems. 
It is explained by a simplicity of linear theory and by the fact that in the majority of cases 
linearization is enough for describing important properties of control systems. 
By linear orientation, the control theory has accumulated a rich arsenal of tools and methods for 
solving different practical problems and has developed the methodology of constructive analysis 
and engineering design for complex models. Proved by practice, the contemporary conception aif 
control may be presented by the following scheme--first, to detect essential features of model, 
then to linearize, and finally to “press” a nonlinearity globally. In other words, the control is 
realized on the way from complex models to primitive behavior. 
The discovery of “self-organization” which is observed for systems with complex behavior 
in many biological, chemical, and physical processes [l] adds some new features to traditional 
conceptions of control. 
Self-organization or a formation of dissipative structures is possible in nonlinear systems with 
chaotic dynamics by means of “small” external perturbations. In paper [2], the problem of con- 
trolling chaos by small actions was discussed, and the OGY method for constructing such control 
This work wss supported by the Commission of the European Communities-DGIII/ESPRIT Project-ACTCS 
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was proposed. The development of this idea by delay linear feedback with tuning parameters- 
the Pyragas method-was given in [3,4]. The OGY and Pyragm methods were applied in [s-8] 
to stabilization of unstable periodic orbits in synchronization activity models of neural networks. 
As results [2-81 have heuristic and experimental character, paper [9] notes the usefulness of 
chaotic dynamics for control-a possibility to achieve large performances by a little effort-and 
gives a perfect review on controlling chaos from the classical point of view of control theory. 
Paradoxically, chaotic dynamics is also the complex behavior of simple systems [l,lO]. Well- 
known examples of Lorenz, Rassler, Chua and others obviously illustrate how nonlinearity gen- 
erates a chaos. 
Dynamical chaos is a nonlinear phenomenon in principle. Control of chaos must be based 
on nonlinear principles. The above-mentioned “industrial” conception of control leads to large 
efforts in simplifying system dynamics. The desire to reduce these efforts and to take advantage 
of useful properties of chaotic dynamics requires revision of this conception. A new conception 
of controlling chaos must be based on the principle of conversion from simple models to complex 
behavior. This is not possible without detailed analysis of nonlinear phenomena. 
Different methods for analyzing nonlinear dynamics have been applied in the control theory long 
ago, but, as it was mentioned above, only with the linear orientation. In this paper, elements of 
nonlinear analysis are applied to investigate the nonlinear features of control systems, specifically, 
to study chaotic dynamics. 
Chaotic dynamics may be considered as specific parameter combinations of nonlinear dynam- 
ics. Is it possible to study chaotic dynamics by general nonlinear approach? In this paper, two 
methods of analyzing nonlinear dynamics were considered: the method of canonical transforma- 
tions of affine control systems and localization method for periodic orbits based on properties of 
Lie derivatives along smooth vector fields. 
Transformation of a control system to the canonical form is a traditional step in the control 
theory, because canonical forms have several merits. Thus, canonical variables allow us to describe 
all curves which may be trajectories for a system with some control. Such description requires 
minimal information about system properties and no integrating. 
Canonical forms give a basis for affine classification of control systems and take into account 
the system behavior on the set of singular points. In this paper, the canonical transformation 
method was applied to distinct Lorenz and Rijssler systems. It was shown that these systems 
have different sets of singular points (see Part III). Moreover, for canonical forms we can directly 
get a stabilizing law for stationary states and defined trajectory (see Section 2). 
Strange attractor of chaotic system is a dense set of unstable periodic orbits. The localization 
method gives the localization for all regions containing cycles [ll], and by the same token defines 
the locus of strange attractors in the phase space. In this paper, the localization method is applied 
to estimate domains containing attractors for Lorenz and R6ssler systems. The localization 
method gives the more precise estimate of an attractive region for Lorenz system than [12]. 
In this paper, relations between canonical forms, localization, and UP0 stabilization were 
established. The relation between localization and canonical transformations is the following: 
the transformation of affine system to its canonical form is accomplished by some function. The 
same function may be used in the localization method for estimation of the domain containing 
cycles. 
The localization method allows us to also find Poincar6 sections for iteration algorithms of 
approximating unstable cycles proposed in [13]. In turn, the information about cycles is nec- 
essary for design programmed stabilizing control and calculating feedback parameters of UP0 
stabilization. 
Theoretical results of Part II of the paper are applied to analyse Lorenz and Rijssler systems 
in Part III. 
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II. GENERAL THEORY 
1. TRANSFORMATION OF AFFINE SYSTEMS 
General theory of canonical transformations for nonlinear affine systems is considered. Canon- 
ical forms of affine systems are introduced. Nonlinear transformations to canonical forms are 
constructed. Necessary and sufficient conditions for equivalence of affine systems to their canon- 
ical forms are given. 
1.1. Canonical Forms of Afflne Systems 
We consider an a&e system, i.e., nonlinear dynamical control system in the form 
ci = A(z) + B(s)u, 2 E w, u E w’, (1-K) 
where (:) = d(.)/dt, A(s) = (al(z),. . .,a,,(~))~, B(s) = (h(z),. . . ,b,(~))~, ai( bi(.) E 
CqP). 
Let X be an open subset in IV = {z ( x = (21,. . . , x,)~}, 2 be an open subset in IP = (2 1 
2 = (z1 , . . . , zn)r}. The map 
ip : JR* = {x} --) lRn = (z} (1.2) 
is a diffeomorphism of X onto 2, if ip E P’(X), there exists the inverse map 
and @-’ E Cm(Z). Now we recall the following concept. Affine system (1.1) is called equivalent 
on X to the affine system 
i = C(z) + D(Z)U, 3 = (x1,. . . ,xn)T E 2, (1.3) 
if there exists a diffeomorphism ip : X --f 2, Q(x) = z such that 
C(z) = ~‘WW La-1 (z), W) = fJ%4~(4Iz=@-1(,), 
where Q’(x) = 9 is the Jacobi matrix. It means that in variables z = @p(z), system (1.1) 
coincides with &fine system (1.3). 
By definition, affine system (1.3) is a canonical form system and z = (zi , . . . , z,)~ are canonical 
variables if (1.3) has the form 
i i = zi+1, i=1,2 )..., n-l, in = f(z) + !dzb* (1.4) 
If we introduce phase variables 
y = Zl, p = Z‘J, . . . , y(-f) = z,, (1.5) 
then system (1.4) of canonical form can be rewritten as the differential equation 
Ytn) = m + !m’zL7 (14 
where jj = (y, 9,. . . ,~(“‘-l))~. 
The canonical form (1.4) and equation (1.6) are called regular (singular) at some point M E R” 
if g(M) # 0 (g(M) = 0). 
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1.2. Transformation into Canonical Form 
In order to find the canonical form of affine system (l.l), we need the following notation. Let 
A and B be the vector fields on R” corresponding to system (1.1): 
P-7) 
Let us put UC&B = B, ad:B = [A,&>-‘B], s > 0, where the vector field [A, aclr’B] is 
a commutator of the vector fields A and adr’B. It is known that in local coordinates the 
coordinate column [X, Y]( ) f z o commutator [X, Y] can be found by the formula 
[X,Y](x) = TX(x) - $gY(,), 
where X(z), Y(z) are the coordinate columns of X, Y; v and v are the Jacobi matrices. 
A Lie derivative of a function (p(z) along a vector field, say A, will be denoted by L~(p(z) or 
Ap(x) = &,(z)~ and A$(x) = A(A”-‘q(x)), k> 1. 
i=l I 
THEOREM 1. Affine system (1.1) is equivalent on X C IR” to fine system (1.4) iff for a. function 
v(x) E CM(X) the following conditions hold: 
(i) p(x) is a solution of system of partial differential equations 
ad: Bq(x) = 0, k=O,...,n-2, XE X; 
(ii) the map ff? : X + Wn, given by z = a(x), 
zi = Ai-‘p(x)y i=l ,...,n, x E x, 
(1.9) 
(1.10) 
is a diffeomorphism @ : X -+ Q(X) . 
PROOF. To prove Theorem 1, we need the following result (see [14]). 
LEMMA 1. Let X and Y be smooth vector fields on X. The function p(s) E C”“(X) is a solution 
of the system 
YX%pl(X) = 0, k =0 ,..., p, x E X, 
if and only if it is a solution of the system of equations: 
Ud$Y~(X) = 0, k=O ,..., p, a:~ X. 
NECESSITY. Assume that affine system (1.1) is equivalent on X C W” to affine system of canonical 
form (1.4), and the canonical variables t are expressible in terms of old variables 2 in the form 
& = Vi(X), i=l ,***, n, 2 E x. (1.11) 
We will first show that the change of variables (1.11) transforming (1.1) to canonical form (1.4) 
is completely determined by the function cpl(x). Indeed, z 1 = cpl(z). Now, differentiating this 
equality by affine system (1.1) and substituting in the second equation of (1.4), we obtain 
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Thus, using (l.ll), we get 
de (xl 
m(x) = yg-- 
(1.1) * 
We similarly prove the remaining equalities: 
$%+1(x) = a+1 = 8 = - 
dt” (1.1) ’ 
k=l,...,n-1. 
The derivative of function (~1 (x) by system (1.1) is 
da (xl 
dt = API(X) + u~ql(x) = cpz(x). (1.1) 
Since (pi(z), and in particular cps(x), are independent of the control U, we have from the last 
equaiity 
all = 0, %2(x) = &l(x). 
Substituting the last equality in the third equation of system (1.4), we get 
p3(2) = t3 = Q = 
d&l (xl 
dt (1.1) 
= 4+1(x) + ‘IL@&I(x))) = A244 + uBAn(x), 
and since (ps(x) is independent of the control, 
BAw(x) = 0, z3(x) = A2n (xl. 
In the same way we derive the corresponding conditions for other functions vi(x). Thus we have 
BA$(x) = 0, k = 0, . . . , n - 2, (1.12) 
q = Ai-‘pi(x), i=l,...,n. (1.13) 
If we put v(x) = vi(x), we obtain (1.10) from (1.13), and to conclude the proof of necessity, it 
remains to note that by Lemma 1 we get (1.9) from (1.12). 
SUFFICIENCY. Assume that the function p(x) satisfying the first condition of the theorem exists 
We will show that the functions (1.10) satisfy the system of equations (1.4) with appropriately 
chosen functions f(.z),g(z). By Lemma 1 
BA”(p(x) = ad;&(x) = 0, k=O ,..., n-2, XEX, 
so that 
il = ddx) 
dt (1.1) 
= Aq(x) +&p(x) = Aq(x) = ~2, 
in-1 = 
dAn-2q(x) 
dt 
= A+‘cp(x) + uBA*-~~(x) = A”-‘p(x) = z,. 
0.1) 
To find the nth equation (for zn), we differentiate z, = A”-‘p(x) by (1.1) 
z, = 
dA’+p(x) 
dt 
= A’+(x) + ~BA~--~p(xc). 
(1.1) 
(1.14) 
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Since the map (1.10) has the inverse map 2 = ‘P-i, we can rewrite (1.14) in the form 
&a = f(z) + g(z)% 
where 
f(4 = A’W4lz+y,), g(z) = ~An-lcp(x)l,=~-+). (1.15) 
This completes the proof of Theorem 1. I 
In order to obtain the canonical form of affine system (1.1) it is necessary to find solution cp(z) 
of system (1.9) of the first order linear partial differential equations (SPDE’s). If the system of 
algebraic expressions (1.10) corresponding to affine system (1.1) and to the solution P(Z) defines 
a nonsingular coordinate transformation in X, then new variables z (1.10) are canonical ones. In 
these variables (l.lO), the afhne system (1.1) has the canonical form (1.4), (1.14). 
2. STABILIZATIbN 
General approach to design stabilizing control for nonlinear dynamical systems based on trans- 
formations to canonical forms is described in this section. Sufficient conditions for global and 
local stabilization are given. Stabilization of unstable equilibrium points and unstable periodic 
orbits (UP0 stabilization) are considered. 
2.1. Trajectory Stabilization with Program Component 
Let X* be a solution of the system 
i = A(x), x E x, (2.1) 
i.e., & = A(z,). Suppose the affme system (1.1) satisfies the conditions of Theorem 1. Then 
x = x*, u = u* = 0 and jj* = 9(x*), u = u+ = 0 are solutions of affine system (1.1) and 
equation (1.6). Evidently 
Y* = 4x*), dk) = Akq(x*), k=l,...,n-1. 
The deviation variables are defined by Au = u-u* = u, Ag = jj-&, i.e., Aytk) = y(“) -y!‘) = 
y(“) - Akcp(x*), k = 0,. . . ,n - 1. 
Then Aycn) = ytn) - A”cp(x,) = f(g) + g(jj)u - Ancp(x,) = Ancp(x) - Ancp(z,) +g($u and for 
the feedback control 
u= 
-A?&) + Ancp(x,) - C;:; kiAyci) 
g(8) 
, ki=const, i=O ,..., n-l, (2.2) 
the closed loop system coincides with 
n-1 
The substitution 
A@ + c kiAy@ = 0. 
i=o 
(2.3) 
AyCk) = A”cp(x) - A”(x,), k=O,...,n-1, 
in (2.2) yields the following formula for control (2.2): 
u _ -A’$+) + An++,) - C;:; ki(A+&) - AWx*)) 
BAn-lq(z) (2.4) 
We fix such constants ki, i = 0,. . . , n - 1 for which equation (2.3) is asymptotically stable. 
Second, we note that control (2.4) is well-defined only at regular points (where g # 0). As a 
result, feedback (2.4) is a locally stabilizing control if g(cp(z,)) # 0. 
Feedback (2.4) is a stabilizing control on the whole for Z+ if three conditions hold: 
(1) the function p(z) is a solution of SPDE’s (1.9) in lRn; 
(2) system (1.10) is a coordinate transformation in IV; 
(3) canonical system (1.4) is regular, i.e., BAn-‘p(z) # 0 in IV. 
These conditions can be fulfilled for certain systems. This is the case of the R.&sler system. 
But the Lorenz system requires an additional analysis. 
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2.2. Stabilization of Stationary States 
If Z+ is an equilibrium point of the system (2.1), then 
A”&,) = 0, i=l ,...,n-1. (2.5) 
If the conditions of Theorem 1 are fulfilled, the substitution (2.5) in (2.4) yields the following 
formula for control: 
21 = -An&) - C;:, k&p(z) + kocp(z*) 
BA”-‘p(z) (2.6) 
In regular case, feedback (2.6) is a locally stabilizing control for the equilibrium point z+. 
2.3. Feedback UP0 Stabilization 
If x* is a cycle of period T of system (2.1), we can replace x* by XT = x(t - T) in (2.4). The 
result is 
‘LL = -A’%&) + Ancp&-) - C;:; b(Aiv(4 - A”cp(m)) 
BAn-lp(s) (2.7) 
This control vanishes on T-periodic cycles and can be considered as nonlinear generalization of 
control proposed in [7]. 
3. LOCALIZATION OF CYCLES 
Localization problems for cycles of system (2.1) are considered in [ll]; regions in the phase 
space containing all cycles of (2.1) and hypersurfaces having points of intersection with cycles are 
constructed. A method based on properties of Lie derivative along vector field of system (2.111 
is developed for these purposes. The method generalizes Lyapunov’s concept. The main idea of 
this method is the following. 
Let x(t) be a periodic solution of system (2.1), let A c lP be a subset containing all cycles off 
system (2.1). If a function cp E C2(h), the function cp(x(t)) has its maximum and minimum. Let 
t, be a minimum, and let t* be a maximum. The points x(t*), x(t*) E S, n A, where 
s, = {x 1 L@(x) = 0). (3.1) 
Therefore, 
cp(x(t)) I 4x@*)) 5 ~UP{CP~S+J-IA~ = vsup,l\r 
cp(x(t)) 2 cp(x(t*)) 2 inf{cpls,d = (Pinf,h* 
Now, it follows that the sets 
and 
contain also all cycles of system (2.1). 
III. EXAMPLES 
4. THE LORENZ SYSTEM 
This system is described by the following differential equations: 
21 = -0x1 + BZ2, 
52 = TZ1 - 22 - 21x3, 
$3 = 21x2 - bZ3, 
where O, T, and b are positive parameters. 
(3.2:) 
(3.3) 
(4.1) 
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4.1. The Canonical Form 
We consider the corresponding affine system in the form 
k, = -ux1+ CXQ, 
i2 =rx1-22 -Lc123+u, (4.2) 
53 = 2122 -bx3. 
For system (4.2) A(s) = (- ~21+~22,T21--22-2123,Z1Z2--bZ3)T, B(Z) = (0, l,o)T, [A,B](z) = 
(-a, 1, -zI)~ and SPDE’s (1.9) has the form 
cp’,,(d = 0, -4, (x) + &cd - w:,(x) = 0. 
Therefore v(o) = cr(x: - 20x3), where a(.) is any function depending on Z: - 2~2s. If cp(x) = 
Z: - 26z3, we obtain the map g = a(x) in the form 
y = p(x) = xf -%xc3, 
9 = Ap(z) = -2a(sf - kg), (4.3) 
yc2) = A2&) = 2u(2mq + (b - 2~7)2~2~ - b2z3). 
Therefore, the inverse map z = G-‘(g) is defined by 
Xl = f 3i+2uy 
x3 = 2a(b - 20)’ 
and 
x2 = y(2)/(2a) - 2as: + b%3 
(b - 2a)q , 
(4.4 
(4.5) 
where 3~1,~ are from (4.4). If b = 2a, then for y = xt - 20x3, we get Q = -2ay, and the Lorenz 
system (4.1) does not have chaotic motion. 
We consider the case b < 20. It follows from (4.3)-(4.5) that the conditions of Theorem 1 for 
Lorenz system (4.2) with control are fulfilled on the sets 
X+ = {x 1 x1 > 0}, X- = {x 1 x1 < 0}, and (4.6) 
x0 = {x 1 Xl = 0) (4.7) 
is a singular points set. One can find 
BA2p(z) = 2a(b - 2o)sl, 
A3p(z) = 20(40x1(--axI + m2) + (b - 2a)(a(-x1 + x2)x2 (4.8) 
+z1(rx1 -22 -x123))- P(Z122 - bx3)). 
It follows from (4.4), (4.5), (4.8) that Lorenz system (4.1) on lR3 \ X0 is equivalent to two copies 
of the third-order ordinary differential equation (“two-sheeted equation”) 
yc3) = A3~(x)1z=~-~(g), (4-9) 
where A3p(cc) from (4.8), g = (y,$,~(~)). Equation (4.9) is defined on ((6 - 2a)@ + by) > 0). 
The plane jr + by = 0 is a pasting together surface of these equation copies and a branching points 
set of map (4.4), (4.5). Map (4.3) restricted on X+ or on X- is a diffeomorphism of the indicated 
domains and {(b - 2a)(e + by) > 0). S in u ar set (4.7) is a critical points set of map (4.3) and g 1 
its image under (4.3) is a straight line in the set {ti + by = 0). 
In phase variables (4.3) the affine system (4.2) has the form 
yt3) = A3~(x)/,=~-yg~ + ~BA2Wl,=o-qg), (4.10) 
where A3p(z) and J3A2&z) are from (4.8). Hence, control system (4.10) and differential equa- 
tion (4.9) admit the analogous descriptions. They differ only in one position. Control sys- 
tem (4.10) is two-valued. It is equivalent on R3 \ X0 to two control systems of canonical form 
defined on {(b - 2a)($ + by) > 0). These canonical form control systems have opposite signs 
before control. 
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4.2. Localization of Cycles 
To obtain cylindrical and elliptic estimations of domain with cycles, we use method [ll]. 
THEOREM 2. 1” The domain of diss@ation R E W3 for system (4.1) is limited by the ellipsoid: 
A=&B, B=C=dn, (4.11) 
of center 01 = (O,O, T + l), and 
(r + 1)2 
(r : 1)ak 
atO<bI2, CT>:; 
P(T, b, c) = 8(b - 1) ’ 
at2<b, g?l; 
(r + 1)2b2 
8o(b - a) ’ 
atO<o<l, b>2u. 
2” Any cycle of system (4.1) intersects a set restricted by eJJJpsoid (4.11) in the plane 21 = Q. 
This set bijectively projects along the axis x1 on a set limited in the plane (22,~) by the ellipse: 
xf 
s+ 
(x3 - (r + 1))2 
(3 =L a= &&jY (4.12:) 
of center 0: = (0, T + 1) and an inequality: 
Z2(T - 1 - 53) 5 0. 
If the inequaJjty is strict, the cycle intersects the plane x1 = x2 transversely. 
PROOF. According to [ll], for a localization of cycles it, is sufficient to determine a function 
cp E Cm(W3) such that the set 
s, b {x E R3 1 Lf’p(X) = 0) 
is compact. Then all cycles are contained in the set 
0, 2 {X 6 Et3 1 (Pinf 5 V(X) 5 V*up}7 
where Vinf = inks, v(x) ad (psup = SUP,~S, v(X). 
The right-hand side of equations (4.1) are polynomials of first or second degrees in the variables 
xl, x2, x3. For finding the function cp, we use the following lemmas. 
LEMMA 2. There exists a polynomial v(x) of degree 2 of the form 
cp = ax: + pxz + -yx$ + 25x1x2 + 2~x123 + 2~x2~3 + 2~x2 + 2Xx3, (4.13) 
satisfying the following three conditions. 
lo deg LAcp = 2. 
2’ The terms of second degree of function LACY compose a negative definite quadratic form. 
3O The terms of second degree of function cp compose a positive definite quadratic form. 
If the conditions lo-3’ hold, the set S,,, is compact. 
PROOF. Since 
LAP = 2CWXl(-Xl +X2) + 2pX2(TX1 - X2 -X1X3) + 2-/23(X1X2 - bxg) 
+ 2621(rx1- x2 - X1X3) + 26xza(-xl+ x2) 
+ ~EX~~(-XI + x2) + 2ex1(2122 - bx3) 
+ 2px2(21x2 - bxg) + ~~X~(TXI - x2 - 21x3) 
+ 2v(rxl- x2 - x1x3) + 2X(x1z2 - bxs), 
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I.e., 
LA9 = 2(7 - 0) X1X2X3 - %+3 + 2ezfz2 + 2j~ri2; - 2j.~iz?j + . - - , 
then the first condition is fulfilled iff 
Y = P, ii=E=p=o. 
Therefore 
and 
cp = ax: + @xX + Pxi + 2~x2 + 2Axs, 
If, in addition, we put 
1 
a=g P= ;, 
r+l 
x=-2, u = 0, 
(4.14) 
then all conditions are fulfilled. 
Substituting (4.15) in (4.14) and adding (T- + 1)2/2, we get 
rp=~x~+~xi:+~(~3-(T+1))2. (4.16) 
For function (4.16) 
LAf+, = --XI - X; - bxi + (?- + l)bxs, 
and after elementary transformations, the equation LACY = 0 of surface S, accepts the form 
1 A=B=dk, c = (T + 1)/2, (4.17) 
i.e., the surface S, is an ellipsoid of center 01 = (O,O, (r + 1)/2). 
LEMMA 3. For function (4.16) 
I 
Vhf = 07 (PSUP = PC? b, a), 
where p(r, b, a) is determined in (4.11). 
PROOF. The finding of (Pint and (psUp can be reduced to the conditional extremum problem: 
94x1 + e*r, LA+) = 0. (4.18) 
To solve problem (4.18), we use the Lagrange multiplier 
,?, = Cp - XL,@ = &xy + fx; + :(x3 - (r + l))2 - x(-x; - x; - bx; + (r + l&3), 
and obtain necessary conditions for extremum in the form 
L& = - “d f2kci =o, 
LL, = x2 + 2Xx2 = 0, 
L& = x3 - (T + 1) - A(-2bzs + (T + 1)b) = 0, 
XI + x; + bx; - (T + l)bx3 = 0. 
(4.19) 
The points 0 = (O,O, 0) and 01 = (O,O, T + 1) are always solutions of system (4.19). If b 2 2, the 
points 
03,4 = ( 0, f b(T + l)&Tz (b - 2)(r + 1) 2(b-1) ’ 2(b - 1) > 
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are solutions of system (4.19), and for b > 2a, b > 2, the points 
05,6 = 
( 
f 
b(r + 1)&=?6 
,o c2 
u - b)(r + 1) 
2(b-a) ’ 2(u - b) > 
are solutions, too. 
If b 2 2 and Q = 1, the points Cs,4,5,s lie on a circle, being the intersection of ellipsoid (4.17) 
with the plane 
x3 = 
(b - 2)(r + 1) 
2(b-1) . 
All points of this circle are solutions of system (4.19) too. 
To conclude the proof, it remains to compare the values of function (4.16) at critical points. 
I 
The condition vinr < q(z) is fulfilled for all 2 and does not impose restrictions. On the other 
hand, condition q(z) 5 (psup defines a set limited by ellipsoid (4.11). We have proved statement la 
of Theorem 2. 
Now we prove 2O. In [ll], it was shown that any $J E C*(!lP) has at least one generic point; 
with each cycle in the set {x E E+, ) L2f$(a) 2 0). On the other hand, all cycles are contained in 
the set 0,. Therefore, traces of all cycles are localized on the set {x E S+ n R, 1 L!@(x) 2 0). 
If we consider as second function $(z) = xi, then 
LA$ = a(--xl + 22)~ LiT+h = o(-0(-x1 +x2) + 731 - x2 - 2153). 
Therefore S$ 6 {x E W3 1 LA+(X) = 0) = {x E W3 ) xi = 22). If x2(r - 1 - 5s) 5 0, then 
Lpm 5 0. 
The intersection of S+ with the set R, projects on the plane xi = 0 a set of points limited by 
ellipse 
x;(++&)+(x3-~;1))2 =l, A=tiB, B=C=dm. 
So, each cycle of system (4.1) has at least one point in common with the part of plane xi = x3 
projected on coordinate plane (x2, x3) in the set of points limited by ellipse (4.12). 
If xs(r - 1 - 2s) < 0, then this point is a point of intersection in transverse position. This 
completes the proof of Theorem 2. I 
Consider the function (p(x) = xf - 2~x3 which transforms the Lorenz system to canonical form. 
Using this function we can obtain the cylindrical estimation for the domain with cycles. 
For this function LAP(S) = 2xla(-x1+ x2) - 2c~(xl~ - bx3) = 2a(bxs - x:) and 
S, = {x 1 bx3 - x’4 = 0). 
Therefore 
cp(X)l& = xy 1 - 5 . 
( ) 
For the case b < 20, it follows that cp(z)ls, L 0, ‘psuP = 0, yJinf = -00. Hence all cycles of system 
(4.1) are contained in 
52, = {x 1 (p(x) 5 0) = {x 1 x14 - 2~x3 5 0). 
Therefore for all cycles, x3 > x9/(20) 2 0. 
COROLLARY 1. Suppose (&(t),&(t), Zs(t))T E lR3 is a periodic solution of system (4.1); then 
the following estimations hold with any t >_ 0: 
Iz(t)l 5 I+ T + Jm, Ii%(t)1 I A, Ifz(t)l 5 B, lW)l I r- + 1+ C. 
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4.3. Stabilization of Equilibrium Points 
For r > 1, Lorenz system (4.1) has three equilibrium points 
x0 = (O,O, O)T, xf = (+/qiq, f&rij, T - 1)T. 
Let x. be one from the two last. 
The substitution of z*,n = 3, (4.3), and (4.8) into (2.7) gives the control that we will denote 
by u,-,(x). Under this control the equilibrium points Z* (the both!) of system (4.1) are locally 
asymptotically stable. This follows from the properties of control (2.7). The control 210(z) is 
defined on W3 \ X0. Any point on the plane X0 is a point of singularity. 
We consider feedback control defined on JR3 
w(x) = { 
uo(x), 1x11 > &, 
(a - r)x1+ (P + l)z2 + 21x3, 1x11 I E, 
where e is a positive constant and in (4.20), /J < 0, (Y < -/3. 
Under these conditions, closed loop system (4.1), (4.20) has three equilibrium points z”,x*. 
These equilibrium points of the closed loop systems are locally asymptotically stable. 
The closed loop system (a = 10, T = 28, b = 8/3, ko = 6, ICI = 11, k2 = 6, E = 0.01, LY = 0, 
fl = -1) was tested with different initial conditions. The obtained numerical results show that 
the equilibrium points set attracts all considered trajectories. 
Probably the asymptotical stability of this equilibrium points set can be proved theoretically 
using the Lyapunov and phase space methods. But the proof will be difficult enough. That is 
why we consider the control u~(x, t) which coincides with the control Us (4.20) (where (Y = 0, 
0 = -1) while the trajectory does not enter through one of the planes x1 = f& in the area 
s-2 = (1x11 5 &) l-l (1x21 > E), 
or it does not touch these planes exterior to Cl. At the time t = t, of such entrance in Cl or 
contact with the planes, the parameter p accepts new value 
Under the control uz(x, t), system (4.1) in the area 1x11 5 E has the form 
L-i1 = -0x1 + 0x2, 
52 = Px2r (4.22) 
k3 = 21x2 - bx3, 
where @ = -1 or is calculated according to (4.21). In the first case, a trajectory can leave the 
area 1x11 5 E, while in the second case it is attracted in 1x11 5 E by the equilibrium point x0. It 
immediately results from (4.22). 
If for some to L 0 a trajectory x(t), t > to does not intersect and does not touch the planes 
21 = fe, it remains in one of three areas {xl < --E}, (1x11 5 E}, or (~1 > E}. In each of these 
areas the closed loop system is a linear asymptotically stable system. Therefore, the .trajectory 
is attracted by the equilibrium point. 
Now, we consider the last case when a trajectory and the plane x1 = E (x1 = -E) have a 
common point with 1x21 < E. Such a trajectory is attracted in (1x11 5 E, 1x21 5 ,E} by the 
equilibrium point x0. It also results from (4.22). 
So, we have received that any trajectory is attracted by the set of equilibrium points z”, x*, 
i.e., this set is asymptotically stable on the whole. 
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5. THE RijSSLER SYSTEM 
This system is described by the following differential equations: 
izl = -22 - 23, 
k2 = Xl + a22, 
k3 = x + x3(21 - b), 
where a, b, and c are positive parameters. 
5.1. The Canonical Form and Stabilization 
We consider the corresponding affine system in the form 
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(5-l) 
kl = -x2 - 23, 
k2 = x1 + ax2, 
k3=c+23(q--b)+u. 
(5.2) 
For system (5.2), A(x) = (-22 - 23,x1+ax2,~+~3(xi-b))~, B(x) = (O,O,l)T. The coordinate 
column of the vector field adAB = [A, B] can be obtained using formula (1.8) [A,B](x) = 
(l,O,b-Xi)T. 
SPDE’s (1.9) for system (5.2) has the form 
&b> = 07 94, (x) + (b - Q4, (2) = 0. 
Hence, it is evident that q(x) = CX(X~), where CY(.) is any function depending on x2. 
Taking into account (l.lO), we get for v(x) = x:2 
From (5.3) we get 
Y = (P(x) = 22, 
G= Ac,o(z) = x1 + ax2, 
yt2) = A2p(x) = ax1 + (a2 - 1)x2 -x3. 
(5.3) 
xl = G - ay, x2 = Y, 
Finally from (5.3) we have that 
x3 = yc2) - a(jc - ay) + (a2 - 1)~. 
A3p(x) = -a(xz + x3) + (a2 - 1)(x1 + axs) - c - x3(x1 - b), 
BA2q(x) = -1f 0, 
i.e., system (5.2) is regular on W3. 
(5.4) 
System (5.1) has two equilibrium points x3 = (bfda)/(2a), xi = axs, 22 = -x3, where 
b2 - 4ac > 0. Let x+ be one of them. The substitution of x*, n = 3, (5.3), and (5.4) into (2.7) 
gives the feedback control stabilizing the equilibrium point x* on the whole (the constants ki 
must be fixed as above). 
5.2. Localization of Cycles 
The method [ll] allows us to find the function cp = x: + x1 + 2x3. For this function the 
surface S, is a parabolic cylinder 
ax; - bx3 + c = 0, 
and pinf = 2c/b, (~sup = +OO. 
All cycles of system (5.1) place outside of paraboloid 
C 
x3 = 
x: + xi: 
i;--2' 
(5.5) 
For function $(x) = x2, S$ = {L& = 0) = {x ] xi + ax2 = 0) and each cycle of system (5.1) 
has at least one point in common with the part of plane xi + ax2 = 0, which is outside of the 
domain restricted by surface (5.5) and where x3 2 x2. If x3 > x2, then this point is a point of 
intersection in transverse position. 
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