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The purpose of this paper is to generalize the theory, methods, and results 
for oscillation of second-order normal ordinary differential equations. This 
purpose is obtained by use of a theory of quadratic forms on Hilbert spaces 
given by Hestenes and the author. 
In particular, the ideas of this paper may be applied to second-order abnormal 
problems of differential equations, higher-order control problems, integral 
and partial differential equations, abstract approximation problems, and to 
finite dimensional approximations which lead to meaningful computer al- 
gorithms. 
For expository purposes some examples are included. Finally we show that 
specific existence and comparison theorems for the second-order case may be 
generalized to the Znth-order case. 
1. INTRODUCTION 
It appears that current methods for second-order normal oscillation 
problems cannot be easily extended to more general oscillation problems. 
For example, they will not easily extend to second-order abnormal problems 
of differential equations, to higher-order control problems, to integral and 
partial differential equations, nor to discrete approximation problems, 
where the discrete approximations may not vanish but should be called 
oscillatory. A further weakness of current methods is that (even for simple 
problems) they are qualitative and not quantitative. 
The primary purpose of this paper is to consider a theory of oscillation 
which corrects the situations described above and which contains the second- 
order normal theory of oscillation. Our results will be based upon the qua- 
dratic form theory of Hestenes and on the focal point (and focal interval) 
theory of Hestenes and the author. In fact it seems that oscillation phenomena 
might more properly be called “focalization.” We will use the former term 
for “commercial” purposes. 
A major advantage of our unifying methods is that the groundwork for 
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many difficult problems has been done. For example, Mikami has given a 
general theory for quadratic control problems; Lopez has given a general 
theory for (quadratic) higher-order derivatives including integral equations; 
and the author has given a general theory for approximation, including 
discrete and “computer type” results. A second advantage is that we obtain 
the “right” definition of oscillation for quadratic extremal problems and 
eigenvalue problems. 
This paper is divided in the following way. Section 2 contains the necessary 
result from quadratic forms and focal point theory for the remainder of the 
paper. Since these ideas may appear obtuse, Sections 3 and 4 contain specific 
examples. The former section contains an elementary normal second-order 
problem; the latter section has a more complicated eight-order problem 
which illustrates many pertinent ideas of focal intervals. Section 5 gives the 
theory and some results for problems in the control setting. Section 6 gives 
some specific existence and comparison theorems for fourth-order equations 
in such a way that the generalization to the 2nth-ordered case may be carried 
out as an exercise. Section 7 gives the theory of oscillation in the “calculus of 
variations” setting as opposed to the control setting of Section 5. 
2. PRELIMINARIES 
In this section we give the necessary preliminary results concerning 
quadratic form theory and focal point theory. The former is contained in 
Refs. [3 or 61 while the latter is contained in Ref. [3]. 
Let J(X) be a (real) elliptic quadratic form defined on a (real) Hilbert space 
& in the sense of Hestenes [6]. Let gJ denote the set of vectors / orthogonal 
to 9. The set g0 = g n gJ will be called the j null vectors of J(X) on g. 
The dimension of @, will be called the nullity of J(X) ona and denote by n(g). 
The signature (index) of J(X) on a, denoted by s(9), is the dimension of a 
maximal V of B such that y # 0 in G? implies J(y) < 0. 
The indices s(B) and Q?) are finite and may be characterized in many 
ways. For example, the signature is the dimension of a maximal subspace V 
of a such that J(X) < 0 on %’ and V? n B,, = 0. The sum s(B) + n(a) is the 
dimension of a maximal subspace 9 of g such that J(X) < 0 on 9. 
Let (1 = [a, b] and assume for each h in fl there exists a closed subspace 
9?(X) of .%Y such that g’(a) = 0, G’(b) = B’; X, < h, implies 99(X,) C9Y(X,); 
99(/\,) = (Jg,, O(h)) whenever a < X < b. 
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Let s(X) and n(h), respectively, denote the signature and nullity of J(X) 
on B(X). The symbol s(h + 0) will be the right-hand limit of s(X); s(h - 0), 
n(A + O), n(A - 0) are analogously defined. We define s(a - 0) =: s(a) = 0, 
n(a - 0) =Z n(u) = 0, s(b + 0) = s(b), and n(b + 0) = n(h). The real 
number X in A is a focal poinr if s(h + 0) f s(X - 0). The difference 
f(h) = s(X + 0) - s(h - 0) will be called the order of h as a focal point. 
The following results have been given in Ref. [3], Theorem I allows for the 
existence of nondegenerate focal intervals (corresponding to abnormal solu- 
tions) while Theorem 2 corresponds to the more usual normal case. Focal 
intervals have been characterized in Reference [3]. 
THEOREM 1. Let A, be given such that a :< A, < b. Then the following 
inequalities hold: 
s(& - 0) = s&J, s(& + 0) z s&d (24 
4&l> 3 n&l - Oh n(h) 3 n(& + 0) (2b) 
s(Ao + 0) - s(AJ = n(h,) - n(A, + 0) >, 0. (24 
THEOREM 2. If .%fo(h,) n9i?,,(Xz) = 0 eohm A, i A,, then f(u) = 0 and 
f(h) = n(X) on a < X < b. Thus if A, in A the following quantities are equal: 
(3a) the number of focal points on a < X < A0 , 
(3b) the signature s(h,) of J(x) on B(h,), 
(3~) the sum ILs,,<~~~(X), and 
(3d) the sum C [s(Ai + 0) - s(hJ] t a k en over all A, such that a < hi < A, 
and s(X) is discontinuous at /Ii . 
3. AN ELEMENTARY EXAMPLE 
To illustrate Theorem 2 we give an elementary example. Thus, let 
J($ = jon (9 - 169) dt 
be defined relative to a one-parameter family of subspaces a(X) (0 < X < r) 
of arcs x(t), where r(t) is absolutely continuous, k(t) (the derivate of x(t)) 
is square integrable, with boundary conditions 
x(0) = 0 and s(t) = 0 on h < t < 57. 
It is immediate that x(t) is in go(A) f i and only if x(t) satisfies the above 
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boundary conditions and i + 16.~ = 0; that is, x(t) = sin 4t on 0 < t < h 
and x(t) = 0 on h < t < rr. 
The following results agree with Theorem 2: 
if h = 3r/4, %-/2,3n/4, 77 
otherwise, 
and 
X < 3714 
7714 < x < ?r/2 
z-r/2 < A < 3(7r/4) 
3(7-r/4) < h < 7r. 
We note that at the points X = 7~14, n/2, and 3~714 we have gained a negative 
vector. This suggests that the usual second-order normal oscillation problems 
can be studied as extremal problems. Furthermore (using Ref. [4]) these 
oscillation problems can be studied by approximation methods. 
4. A FURTHER EXAMPLE 
The purpose of this section is to give an example for Theorem 1. In this 
case we have abnormal solutions to our differential equations and hence 
nondegenerate focal intervals. It seems that the usual oscillation arguments 
will not carry over from second-order equations to this example. This example 
has been given in Ref. [9] with other purposes and methods in mind. Omitted 
details will be found in the next section or in Refs. [S and 91. 
Thus let 
J(x) = [ (u*u - x*x> dt (4) 
be defined relative to a one-parameter family of subspaces g(X) (0 < X < QT) 
of arcs X: xi(t), d(t) (0 < t < GT; i, k = l,..., 4) such that 
.e = Bu (0 < t d 4 (5) 
with boundary conditions 
and 
x(t) = 0, 
x(0) = 0 (W 
u(t) = 0 (A < t < n). (6b) 
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The 4 x 4 matrix B(t) has been chosen to be 
respectively on the intervals 0 < t < n/2, 7r/2 < t < 3(rr/4), and 
3(rr/4) < t < m. In the above v* and 6, respectively, denote the transpose 
and derivate of z’. 
In the next section we show that the vector x(t) is in V,(h) if and only if 
there errists an absolutely continuous vector p: pi(t) (0 < t < a; i = I,..., 4) 
such that (5), (6), and 
I, = -x (0 < t < A), (74 
Pp=u (0 < t < 4 0) 
hold. We note that (5) and (7a) become 
ff = BB*p, p E --x. (8) 
There exist four linearly independent solutions (x, p) of (8) satisfying (6a). 
Denoting these solutions by (X0 , P,), (X, , PJ, (XC , PC), and (X, , Pd) 
the reader may verify that the solutions are given by 
X,l = 2 sin 2t, 0, -2 sin(2t - 3rr/2) 
Pa’ = cos 2t, - 1, -cos(2t - 3z-/2) 
Xap = 2 sin 2t, 0,O 
P,” = cos2t, -1, --I 
Xr,l = 0, 0, -2 sin(2t - 3n/2) 
Pbl = - 1, -1, -cos(2t - 3?r/2) 
P,2 = 1, 1, 1 
XC3 = 2 sin 4t, 0, -sin(2t - 3~r/2) 
PC3 = t cos 4t, $, 4 cos(2t - 3~12) * 
Xd4 = 2 sin t, 2 sin t, 2 sin t 
P,4 = 2 cos t, 2 cos t, 2 cos t, 
where the “commas” denote the intervals 0 < t < a/2, 7~12 < t < 3~14, 
and 37r/4 < t < r, respectively; and omitted solutions are identically zero. 
We note that there is a solution to (8) which vanishes at each point of 
0 < t < n, since X,(t) = 0 on 0 < t < 3n/4 while X,(t) - 2&(t) = 0 on 
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3rr/4 :< t < CT. Thus we expect that the usual oscillation methods will not 
be effective. 
From Ref. [3], we note that X is a focal point if and only if h is the right-hand 
end point of a focal interval which cannot be extended in either direction 
and whose left endpoint is not t = 0. Thus X = rrj4 is a focal point of order 1, 
since it is a (degenerate) focal interval for XC . In addition X = 3rr/4 is a focal 
point of order 1 since the focal interval I = (t: rr/2 < t < 3rr/4} associated 
with .X, is not to be extended in either direction. We note that X = 33~14 
does not have order 2 since the solution X, - X, is zero to the right of 
h = 3~/4. Finally, if B(t) is extended smoothly at t = 7~, then h = 7r would 
be a focal point associated with X, and possibly with X, - X0 . 
In terms of the indices s(h) and n(h) we have 
and 
1 
0 if 0 < x < 7714 
s(X) = 1 if n/4 < x < 37r/4 
2 if 37r/4 < x < 7r 
if 
if 
if 
0 < A < 7~14 or 7r/4 < X < n/2 
h = 3~14 or 33~14 < h < r 
7~12 < h < 3i7/4 or h = 77. 
5. A NEW DEFINITION OF OSCILLATION FOR 
QUADRATIC CONTROL PROBLEMS 
In this section we give a new definition of oscillation. It is immediate that 
“oscillation points” are really focal points. For commercial reasons we have 
chosen the former wording. It is shown that this definition reduces to the 
usual definition for the usual (normal second-order) problems related to 
Theorem 2. It appears that this definition is the natural one to use for higher- 
order quadratic control and integral equation problems, approximation 
results, quantitative results, and more abstract systems. Thus let 
where 
J(x) = Jab 2wp, x, u) dt, (94 
2w(t, x, u) = x*P(t) x + x*Q(t) u + u*Q*(t) x + u*R(t) u (9b) 
is given relative to a one-parameter family J%(h) (a < X < b) of arcs (x, U) 
satisfying the control equation 
a=AxfBu (a < t < 4, (104 
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a linear constraint 
xx + Nu = 0 (a . f i. A), 
and the boundary conditions 
s(a) = 0 
x(t) = 0, u(t) = 0 (A < t < b). 
(Job) 
(114 
(lib) 
In the above, x(t) is absolutely continuous; ,z’(t) and u(t) are square inte- 
grable; A, P = P*, and Q are square integrable; B, M, N, and R = R* 
are essentially bounded and measurable. The vectors .X and u, respectively, 
are n and 4 dimensional while * denotes matrix transpose. In addition we 
assume J(X) is elliptic in the sense of Hestenes (see Ref. [S]). The following 
theorem is given in Ref. [8 or 91. 
THEOREM 3. The vector x is J orthogonal to a(X) if and only $ there exists 
an absoZuteZy continuous vector p(t) (a < t < A) and a square integrable vector 
v(t) (a < t < A) such that 
p + i* + M*v = wg (124 
and 
& + 6” = uu WI 
hold on a < t < A. Thus x is in @‘,(A) if and ont’y if (10) and (11) hold and 
(12) holds on a < t < A. 
The control problem given by (9), (lo), and (11) is oscillatory of degree m 
if s(b) = m. Equation (12) is oscillatory of degree m on a < t < b if there 
exists vectors (x, U, p, u) satisfying the above continuity conditions, such that 
(x, U) is J orthogonal 99(b) and th e well-defined associated control problem is 
oscillatory of degree m. In this case the vector (x, U) is an oscillatory solution 
of degree m on a < t < b. Equation (12) is oscillatory if for any integer M > 0 
there exists real numbers a < b such that Eq. (12) is oscillatory of degree m 
on a < t < b and m > M. Finally, Eq. (12) is nonoscillatory if it is not 
oscillatory. 
For second-order differential equations, the usual definition of oscillatory 
is that a nonzero solution of the associated differential equation have arbitrary 
large zeros on [0, a). Since these problems are normal in that they correspond 
to Theorem 2, our definition is more general. In this case (12) becomes 
(YX’)’ - px = 0, 
with r(t) > 0. Thus we have the following. 
(12’) 
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THEOREM 4. If a nonzero solution of Eq. (12’) has arbitrary large zeros 
on [0, a) and if Equation (12’) is normal then it is oscillatory (in our sense). 
Let x(t) be the solution described above such that X(X) = 0. Let y(t) = x(t) 
on [0, A], and set y(t) = 0 otherwise. By Theorem 3, y(t) is in a,,(h), and 
thus X is a focal point by Theorem 2. The result now follows from the defini- 
tion of oscillation. 
We note that Theorem 4 may be extended to the abnormal situation. In 
this case we mean by “arbitrary large zeros on [0, co)” the focal interval 
phenomena of Section 4. 
We will now consider comparison theorems for more general oscillation 
problems. For this purpose (for i = 1,2) we set 
2w,(t, x, u) = S,(t) x + U*&(t) 11, (%) 
with corresponding changes to Eqs. (9a), (lo), and (12) and to A,, Bi , Mi 
and Ni in Eqs. (lOi) and (121). We assume both problems are elliptic in the 
sense of Hestenes. In Theorem 5, T, > T1 means T = T2 - T1 is a non- 
negative definite matrix. 
THEOREM 5. If R,(t) 3 R,(t), Pr(t) < PI(t) and Eq. (12,) is oscillatory 
of degree M, , then Eq. (12,) is oscillatory of degree M, > M, . Thus if (12r) 
is oscillatory then (12,) is oscillatory; if (12,) is nonoscillatory then (12,) is 
nonoscillatory. 
This theorem follows immediately from Theorem 3 and the fact that if 
(x, u) is such that Jr(x) < 0 then Jo < Jr(x) < 0. 
More generally we have the following. 
THEOREM 6. If Eq. (12,) is oscillatory and the focal points of the i = 2 
control system interlace the focal points of the i = 1 system, then Eq. (12,) is 
oscillatory. 
If we assume the normal setting we have by Theorem 2 and 3 the more 
familiar Theorem 7. 
THEOREM 7. Assume Eq. (12,) is oscillatory and between any two conse- 
cutive zeros t, < t, of a nonzero solution x(t) of (12,) there exists a nonzero vector 
y(t) vanishing outside (tl , tz) such that J2( y) < 0. Then Eq. (12,) is oscillatory. 
We note that proper interpretation of Theorem 7 leads to many oscillation 
results (for example, Theorems 10 and 12). 
4091511'3-7 
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6. THE FOURTH-ORDER NORMAL PROBLEM 
In this section we will consider the normal fourth-order case. The extension 
of these results to the general (abnormal), 2nth-order case (n > 3) is imme- 
diate and left as an exercise. Thus let 
J(z) = fh [r(t) Z’ - q(t) z’] dt (13) 
-Cl 
be given relative to a one parameter family V(h) (a < h < b) of arcs 
x = (z, ,z?)* such that z(t) is continuously differentiable, i is absolutely 
continuous, and z is square integrable on a < t < h satisfying 
x(u) = [z(a), .$a)]* = 0 
r(t) = [z(t), i(t)]* = 0 (A < t < 6). 
The above is the normal fourth-order problem with 
(14a) 
(14b) 
44 = (“, $)) 7 P(t) = (-$’ ;, 
in Eq. (9b); 
4) = (“, “,, F w = (:, ;, 
in Eq. (10a); and 
w> = (; A) 9 w = (-:, x, 
in Eq. (lob). 
The conditions of ellipticity are satisfied, since the strengthened Clebsch 
conditions (see Ref. [S]) hold if r(t) 3 E > 0. For in this case 
(for 7r in E2) 
holds for almost all t in a < t < b with h, = h, = E. Letting d(t) denote the 
derivative of z (when convenient); Eqs. (12a) and (12b), respectively, become 
g:, + (; 8, (f:, = WI == (-; ;, (Z,) (15a) 
and 
(;;) + (-:, 8) (f:, = 46 x’ = (; $,, (it:) 5 (159 
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which becomes 
(YZ”)” - qx = 0. (16) 
THEOREM 8. The vector z(t) is J orthogonal to V?(h) ;f and only if there 
exists an absolutely continuous vector p(t) = [p,(t), p,(t)]* (a < t < A) and a 
square integrable vector p(t) = [PI(t), &t)]* (a < t < A) such that Eqs. (15) 
hold on a < t < A. Thus z is in ‘?Z&) if and only if (15) holds on a < t < A; 
x(a) == z’(a) = 0; z(t) = z’(t) = 0 on h < t < b. 
COROLLARY 1. Let a < X < b. Then n(h) # 0, OY equivalently, A is a 
focal point, if and only if there exists x(t) # 0 satisfying (16) on a < t < b such 
that z(a) = z?(a) = 0 and z(X) = i(h) = 0. 
Letting y = ( y1 , ya , ya , ya)* where y, = x, y2 = a’, ya = TX”, y4 = (TZ”)‘, 
Eq. (16) becomes the more familiar linear system S(t) y’ + T(t) y = 0 or 
y’ = U(t) y where 
w = i 0 0 I/Y 
0 
0 o 1 i . 
qo 0 0 
For illustration purposes we present a constructive type which is not “best 
possible” but illustrates some important concepts. 
THEOREM 9. Assume r(t) and q(t) in Eq. (16) satisfy 0 < h < r(t) < cl 
and q(t) > c2 > 0 on an interval t, < t < t, of length 
8~1 ( 1 
114 
t,-tt,=M>4 __ . 
39 
Then there exists a nontrivial solution of (16) which satisfies 
z(ti) = .z’(fJ = 0 (i = 1, 2) for t, < 51 < ‘5 < t, * 
The ideas are “variations on a theme” that the author has used for second- 
order equations. 
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Thus let 
r(t) = 
t, + 3t, if ~ 
4 
<tet, 
otherwise 
Letting 7 = (tz - tJ4 we have 
since 
I = it:’ y’(t) dt = L” s4 ds + /;n [-s2 + 27f] ds - lo s4 ds 
>,2 -n 
J 
s4 ds + 2 n [s4 - 4s27j” + 4777 ds 
0 I 0 
= v6[8 - 8/3 + 4/5] > 6~~. 
Thus s(t.J > s(tl) + 1 and our result follows by Theorems 2 and 8. 
It is interesting to note that the above procedure can be extended to more 
general (abnormal) cases including the normal equation 
@p))(n) - p = 0. (17) 
The rationale is to choose y(t) vanishing outside of (tl , tz) with the “control” 
y(“)(t) = 1 on the interval [tl , t, + T), yfn)(t) = -1 on (tl + 7, t, + 377),..., 
y(“)(t) = --I on (tz - 37, t, - q), and y(“)(t) = 1 on (tz - 7, tn), where 
77 = (tz - t,)/2”. For each n we have constructed a “negative” vector, so that 
s(tJ > s(t,) + 1 if t, - t, = M 3 k(n) (zJE~)~/~~ where K(n) depends on 12. 
We now give two sufficiency comparison theorems for fourth-order oscilla- 
tion problems. As might be expected the results are weaker than the similar 
result for second-order equations given by the author. Thus let 
[rl(t) x”]” - S(t) 41(t) x = 0 
be associated with a second form 
(18) 
.A(4 = 1‘p P&) xn* - W a(t) ~“14 (19) 
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which is given relative to the spaces U(X) defined above. To simplify the 
text we assume r, q, Y, , q1 are continuous on a < t < b while each condition 
S(t) ;s 1, C” = 0, and [r(c2)‘]’ < 0 holds piecewise on a < t < b, so that 
the integrals given below exist. Finally, assume r(t) > rI(t) > 0 and 
q(t) <; ql(t) hold on a < t < b. 
THEOREM 10. If x # 0 satisfies (16) 011 [tr , t2] and 
x(Q = x(t2) = x’(Q = x’(t2) = 0, 
then there exists a nontrivial solution w(t) of (18) satisjying w(t) = w’(t) = 0 
for some f in [tl , t2). Thus ;f (16) is oscillatory so is (18). 
Let x(t) = c(t) y(t) on [tl , t,] and y(t) = 0 otherwise. Then 
and 
YW = YO2) = 0, Y’(h) = YV2) = 0 
0 = J;; (YF - 4x2) dt = s” {r[cy” + 2c’y’ + c”y]” - qc2y2) dt 
t1 
= j-:’ hr”” - c2w21 dt + 1: ((c”t. - ~1) Y”” - c2(q - qJ y”} dt 
-i- 4 j- t2r[(c’yt)2 + cc’y’y”] dt. 
t1 
Since 
0 = l:’ 1 {[r(c2)‘] (Y’)~} dt = I,:’ {[r(c2)‘]’ (Y’)~ + 4~cc’r’y”) dt, 
(20) 
the second and third integrals of the previous equality are nonnegative. Thus 
s t* [boy”* - c2qly2] dt < 0 h 
and s(t,) >, s(tl) + 1. The result follows by Theorems 2 and 8. 
More generally we set p(t) = 2cc”, c(t) = 2cc’ = (c2)‘, q(t) = c’c” - cc”’ 
and assume c(t) satisfies S(t) 3 1, cc”” > 0, and 2cc” < cl2 piecewise on 
[tl , t,]. Then 
s t2 d tl dt [CY” + P(YY’) + 7~7 dt = 0 
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whenever 
so that 
y(tJ = y(t,) = y’(t1) = y’(t2) = 0 
* t, 
- 1 (c’) + 2c’y’) (c’) + 2c’y’ + 2cy”) dt t, 
. tp 
= 
J 
((7)’ - cZP)y2 + (p’ + 27 - 4c’c”)yy’ + (E’ + p -- 4c’2)y* (21) tl 
+ (26 - 4cc’)y’y” + (p - 2cc”)yy”) dt < 0. 
COROLLARY 2. Assume r(t), rl(t), q(t) and ql(t) satisfy the conditions of 
Theorem 10, and c(t) satisfies the above conditions. Then Theorem 10 holds. 
Replace the last integral in (20) by 
.t2 
I 
{y(cy + 2cy’) (~“3’ + 2c’y’ + 2cy”)) dt. 
t1 
This integral is nonnegative by inequality (21) and the meanvalue theorem. 
The result now follows as in Theorem 10. 
We note that the process of (differentially) completing the square yields 
corresponding comparison results between Eq. (17) and 
Y1Z(2n) _ 2 c q12 = 0. (22) 
7. OSCILLATION THEORY IN THE CALCULUS OF VARIATIONS SETTING 
In this section we will consider higher-order quadratic problems in a cal- 
culus of variations setting as opposed to the control setting of Section 5. In 
many problems the two settings, when viewed properly, yield equivalent 
results. Even in this case it is usually more convenient to work in one setting 
as opposed to the other. 
We note that the Euler-Lagrange equations described below may be 
found in Ref. [ll]. This reference also contains the same background ideas 
necessary for the study of oscillation problems for integral equations. The 
latter topic will not be considered here. 
The fundamental Hilbert space considered in this section is the set of real 
valued functions x(t) = [z,(t),..., zp(t)], whose crth component, z,(t) is a 
real-valued function defined on the interval a < t < b of class C”-l; ,zr-“(t) 
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is absolutely continuous and z;)(t) is Lebesque square integrable on 
a < t < b. The inner product is given by 
(x, y) = .$“(a) y?‘(a) + jab &)(t)&)(t) dt, 
where we assume 01 = l,..., p; k = 0 ,..., n - 1; the superscripts denote the 
order of differentiation and the above expression is summed with respect to OL 
and k. 
The fundamental quadratic form J(X) is given by 
J(4 = jab a 4 R:;(t) di)(t) x(‘)(t) dt J (23) 
(CX, p I= l,..., p; ;,j = 0 ,..., n), where R:;(t) = RE(t) are essentially bounded 
and integrable functions on a < t < b, and the inequality 
(a, B = I,..., p; a, /3 summed) (24) 
holds almost everywhere on a < t < b for every CT = (9 ,..., nQ) in EP and 
some h > 0. Inequality (24) is the ellipticity condition for quadratic problems 
in this setting. 
Let S? denote the linear subspace whose component functions x&t) satisfy 
.xm”(a) = x=“(b) = 0, and let &?(A) (a < h < b) denote the subclass whose 
component functions satisfy (for 01 = l,..., p; k = 0 ,..., n - 1) 
and 
x?‘(a) = 0 (25a) 
xLY(t) = 0 on h<t,(b. (25b) 
In this section we assume OL = l,..., p and k = 0 ,..., n - 1. For the next 
theorem let x = [x1 ,. .., XJ and set 
and 
Toi = P;(t) x’“‘(t) a a 3 
uo”(t) = jt TBO(S) ds + GO, 
n 
woe(t) = j ’ [T,“(S) - &l(s)] ds + cBe, 
n 
(264 
Wb) 
(264 
where (26a) holds almost everywhere on a < t < b; OL, /3 = l,...,p; 
i,j = 0 ,..., n; 1 = l,..., n - 1; and coo ,..., ci-r denote (n x p) real constants. 
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THEOREM 11. The vector x = [s(t),..., s,(t)] is J orthogonal to 9(X) 
if and only if there exist constants cBo,..., ci-l in (26) such that the Euler equa- 
tions given by 
Q”(t) = z$-l(t) (27) 
hold almost everywhere on a < t < A, where To’“(t) is gizjen by (26a) and vi-‘(t) 
is given by (26~). Thus x is in B,,(X) if and only if Eq. (25) holds and (27) is 
satisfied almost everywhere on a < t < A. 
For illustrative purposes we note that the problem considered in Section 6 
becomes with p = 1, rz = 2: 
1 
y(t) 
R”‘(t) = -p(t) 
I 0 
if i=j=2 
if i=j=O 
otherwise, 
i 
-p(t) x(t) if i=O 
P(t) = 
1 
r(t) x”(t) if i=2 
0 if i= 1. 
vO(t) = 1’ [-p(s) x(s)] ds, 
a 
‘I@) = /at [-v”(s)] ds, 
and 
r(t) x”(t) = d(t) or [r(t) x”(t)]” = p(t) x(t). 
The last equation is Eq. (16). 
The control problem given by (23), (24), and (25) is oscillatory of degree m 
if s(b) = m. Equation (27) is oscillatory of degree m on a < t < b if there exist 
a vector x = [x1 ,..., XJ which is J orthogonal to /?(b), and the well-defined 
associated control problem is oscillatory of degree m. In this case the vector x 
is an oscillatory solution of degree m on a < t < b. Equation (27) is oscilla- 
tory if for any integer M > 0 there exists real numbers a < b such that (27) 
is oscillatory of degree m on u < t < b and m 3 M. Finally, Eq. (27) is 
nonoscillatory if it is not oscillatory. 
We note as before that problems in this setting need not be normal. 
Theorem 1 is always satisfied while Theorem 2 holds only if solutions are 
unique. 
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