Q-resolution and Q-term resolution are proof systems for quantified Boolean formulas (QBFs). We introduce generalizations of these proof systems named Q(D)-resolution and
Introduction
As a result of impressive performance gains over the past decade, propositional satisfiability (SAT) solvers are now an integral component of state-of-the-art tools in formal verification and planning [3, 5, 17, 15] . Modern SAT solvers evolved from the Davis-Putnam-Logemann-Loveland (DPLL) procedure, a recursive algorithm that branches on the assignment of propositional variables and prunes the search space based on falsified clauses [9] . This procedure has been generalized to the satisfiability problem of quantified Boolean formulas (QSAT) under the name of QDPLL [8] . One of the key differences between these two algorithms lies in how they choose decision variables: in DPLL, every unassigned variable can be used for branching, and sophisticated heuristics for choosing the right variable are among the key features of modern SAT solvers [22] ; in QDPLL, a variable can only be assigned if it appears in the leftmost quantifier block that has unassigned variables, a constraint that renders branching heuristics much less effective.
This restriction was partially circumvented by the application of dependency schemes in the PCNF solver DepQBF [4, 16] . A dependency scheme maps each PCNF formula to a binary dependency relation on variables [20, 21] . DepQBF uses this relation to regain some freedom in the branching order compared to unmodified QDPLL: a variable can be assigned if it does not depend (according to the dependency relation) on unassigned variables. Because it is PSPACE-hard to determine whether two variables are dependent [21] , the standard dependency scheme used by DepQBF computes an overapproximation that may contain spurious dependencies. The number of such spurious dependencies can be reduced by performing a more sophisticated syntactic analysis of input formulas. Among various refinements of the standard dependency scheme proposed in the literature, the resolution-path dependency scheme computes the fewest spurious dependencies [23, 24] .
Its use of dependency schemes is arguably the most distinctive feature of DepQBF, but it has not shown to be sound, not even for the standard dependency scheme. In this paper, we approach this issue from a proof theoretic angle. The traces of ✩ A preliminary version of parts of this paper appeared in the proceedings of SAT 2014.
QDPLL solvers for formulas in prenex conjunctive normal form (PCNF) can be used to generate Q-resolution certificates [7, 10, 18] . More specifically, traces yield Q-resolution refutations of false formulas and Q-term resolution proofs of true formulas. As a consequence of the way it uses dependency schemes, DepQBF produces certificates that-in general-do not correspond to Q-resolution proofs. To reason about these certificates, we introduce Q(D)-resolution and Q(D)-term resolution, two proof systems that are parameterized by a dependency scheme D and endowed with more powerful ∀-reduction and ∃-reduction rules, respectively-these reduction rules are used by DepQBF for constraint learning [4, p. 7] . We prove the following results:
1. Q(D)-term resolution is sound for the resolution-path dependency scheme.
One would expect that soundness can also be proved for Q(D)-resolution with the resolution-path dependency scheme, but this turns out not the case: we will demonstrate that Q(D)-resolution is unsound for the resolution-path dependency scheme. An inspection of the formula used as a counterexample to soundness points to a single, mild condition in the definition of the resolution-path dependency scheme as the culprit. We call the dependency scheme obtained by omitting this condition the reflexive resolution-path dependency scheme and prove the following result:
2. Q(D)-resolution is sound for the reflexive resolution-path dependency scheme.
The reflexive resolution-path dependency scheme (D rrs ) identifies more dependencies than the resolution-path dependency scheme (D res ), but it still computes fewer spurious dependencies than the standard dependency scheme (D std ). That is,
for every PCNF formula we have the following inclusions among dependency relations (and they are strict for some formulas):
In combination with the above two soundness results, these inclusions imply soundness of the proof systems used by DepQBF as a corollary:
Q(D)-resolution and Q(D)-term resolution are sound for the standard dependency scheme.
To prove the first result we show that every false PCNF formula has countermodels that are preserved by Q(D res )-resolution.
These countermodels can be constructed from ordered Q-resolution refutations along the lines of canonical certificate extraction algorithms [2, 11] . The proof of the second result is more involved: we show that Q(D rrs )-resolution refutations can be turned into Q-resolution refutations by proof rewriting. The individual operations for manipulating proofs are easy enough to describe, but arguing in a formally rigorous way that their combination yields a correct and terminating rewriting algorithm requires some work. The remainder of the paper is organized as follows. In Section 2 we introduce basic notation and terminology. 
Q(D)-resolution and Q(D)
-
Preliminaries
Sequences We write ε for the empty sequence. Graphs A graph is a pair G = (V , E), where V is a finite set and E is a set of 2-element subsets of V . The elements of V are the vertices of G, and the elements of E are the edges of G. 
An input clause C ∈ ϕ can be used as an axiom. From two clauses C 1 ∨ x and ¬x ∨ C 1 , where x is an existential variable of (called the pivot variable), the resolution rule can derive the clause C 1 ∨ C 2 , provided that this clause is non-tautological.
C ∨ (∀-reduction) C
The ∀-reduction rule derives a clause C from a clause C ∨ provided that is a universal literal and (e, ) ∈ R for every existential literal e ∈ C . 
We extend R Q to a relation on literals in the obvious way, and drop the subscript from R Q and q Q whenever the prefix is clear from the context. A quantifier block (of Q) is a maximal (sub)sequence 
For a set X of variables, a truth assignment (or simply assignment) is a mapping τ : X → {0, 1}. We extend τ to literals by letting τ (¬x) = 1 − τ (x) . Let τ : X → {0, 1} be a truth assignment. We define the application 
Models and countermodels
of model functions for variables in X ⊆ var( ) and a truth assignment τ : 
If f x is a total function for each x ∈ var ∃ ( ) then f is a complete model of . An indexed family g = {g x } x∈var ∀ ( ) of model functions for the universal variables in is a countermodel of if, for every assignment τ :
If g x is a total function for each x ∈ var ∀ ( ) then g is a complete countermodel of . Complete models are sometimes referred to as Skolem-function models, while complete countermodels are also known as Herbrand-function countermodels [2] . A PCNF formula is true if it has a model, and false if it has a countermodel.
Q-resolution and Q(D)-resolution

Q-resolution and term resolution
Q-resolution is a generalization of propositional resolution to PCNF formulas [7] . Its derivation rules are displayed in Fig. 1 . Throughout the paper, we refer to clauses (or terms) above the inference line of a derivation rule as the premises, and to the clause (or term) below the inference line as the conclusion of the derivation rule.
The dual of Q-resolution, operating on terms instead of clauses, is known as term resolution. Term resolution yields a proof system for (true) prenex QBFs with matrices in disjunctive normal form (DNF). One obtains a proof system for PCNF formulas by adding the so-called model generation rule. This rule carries out the CNF to DNF conversion, one term at a time [10] . We call the resulting proof system Q-term resolution. Its derivation rules are shown in Fig. 2 .
Q-resolution and Q-term resolution are closely related to search-based QBF solvers that implement the QDPLL algorithm [8] . The trace of a QDPLL solver can be used to generate either a Q-resolution proof (if the input formula is false) or a Q-term resolution proof (if the input formula is true) [10] . This correspondence is perhaps even more immediate in the presence of clause learning: every clause (term) learned by the solver can be derived by Q-resolution (Q-term resolution) [10] .
The model generation rule [10] can derive a non-contradictory term T such that T ∩ C = ∅ for every C ∈ ϕ. The resolution rule for terms is dual to resolution for clauses. The pivot variable x has to be a universal variable of and T 1 ∧ T 2 must be non-contradictory.
T ∧ (∃-reduction) T
The ∃-reduction rule can derive the term T from T ∧ if is an existential literal and (u, ) ∈ R for every universal literal u ∈ T . 
Dependency schemes and DepQBF
QDPLL lifts the well-known DPLL procedure [9] from SAT to QSAT. In essence, DPLL is a recursive algorithm that picks a variable of its input formula and calls itself for both possible instantiations of that variable. Modern SAT solvers derived from the DPLL algorithm, delegate the choice of which variable to branch on to clever heuristics [22] .
In QDPLL, these heuristics are constrained by the order of variables given by the quantifier prefix: a variable may be assigned only if it occurs in the leftmost quantifier block with unassigned variables. This is often much more restrictive than necessary. For instance, two variables appearing in different, variable disjoint subformulas can be assigned in any order. More generally, a variable can be assigned as long as it does not depend on any unassigned variable. This is the insight underlying the algorithm implemented in the solver DepQBF [4, 16] . DepQBF uses a dependency scheme [21] to compute an overapproximation of variable dependencies. Dependency schemes are mappings that associate every PCNF formula with a binary relation on its variables that encodes constraints on the order of pairs of variables. The fact that the order of two existential or two universal variables is irrelevant motivates the following definition. Prima facie, every refinement of the trivial dependency scheme is a potential dependency scheme. We refer to such mappings as proto-dependency schemes. DepQBF uses the dependency relation given by the so-called standard dependency scheme [21] to determine variables that can be branched on: if, for a given variable y, there is no unassigned variable x such that (x, y) is in the dependency relation, then y is considered ready for assignment. DepQBF also takes advantage of the dependency relation to generalize the ∀-reduction and ∃-reduction rules used in constraint learning [4] . These derivation rules, which we refer to as ∀(D)-reduction and ∃(D)-reduction, are shown in Fig. 3. 
Q(D)-resolution and Q(D)-term resolution
To study proofs generated by DepQBF in combination with different proto-dependency schemes, we introduce two families of proof systems as follows.
Let D be a tractable proto-dependency scheme. We define Q(D)-resolution as the proof system consisting of resolution and ∀(D)-reduction, and Q(D)-term resolution as the proof system consisting of (term) resolution, ∃(D)-reduction, and the model generation rule.
Derivations in these proof systems consist of repeated applications of the derivation rules to derive a clause or term from the clauses of an input formula. Derivations are commonly represented as sequences of clauses (or terms) or as directed acyclic graphs (DAGs). Given a derivation in the latter representation, the underlying DAG can be turned into a tree, usually at the cost of increasing the size of the derivation. Since these differences in size are irrelevant for the purposes of this paper and tree-like derivations are more convenient to work with, we will represent Q(D)-resolution derivations as trees. Q(D)-term resolution derivations, on the other hand, will be represented simply as sequences.
A tree-like Q(D)-resolution derivation of clause C from a PCNF formula = Q.ϕ is a rooted tree T with labeled nodes and edges satisfying the following properties. Each node is labeled with a clause, and each edge is labeled with a literal.
Leaves are labeled with clauses in ϕ. Each internal node has at most two child nodes. If a node t labeled with clause C has two child nodes t 1 and t 2 labeled with clauses C 1 and C 2 , respectively, then there is an existential literal such that ∈ C 1 and ∈ C 2 , and C can be derived from C 1 and C 2 by resolution; the edge t 1 t is labeled with , and the edge t 2 t is labeled with . If t has a single child node t labeled with clause C , then there is a universal literal such that ∈ C and C can be derived from C by ∀(D)-reduction; the edge t t is labeled with . The (clause) label of the root node is called the conclusion of T . For a node t, the subderivation (of T ) rooted at t is just the labeled tree rooted at t. [7, 10] .) Let be a PCNF formula.
is false if and only if there is a Q-resolution refutation of .
is true if and only if there is a Q-term resolution proof of .
Proof (Sketch). Soundness of Q-resolution will emerge as a special case of a result on Q(D)-resolution proved below, so we only sketch the argument for completeness. Let be false PCNF formula. We show that has a Q-resolution refutation by induction on the number n of variables occurring in . If n = 0 then the formula does not contain any variables, so its matrix must contain the empty clause. We immediately get a Q-resolution refutation of by applying the input clause rule. Assume the statement holds for formulas containing up to n variables and let = Q xQ.ϕ be a PCNF formula containing n + 1 variables. Suppose first that Q = ∃. By assumption is false, so both 0 
] denotes the PCNF formula obtained from assigning x to c in the matrix, simplifying, and removing redundant quantifiers from the prefix). By induction hypothesis, there is a Q-resolution refutation T 0 of 0 and a Q-resolution refutation T 1 of 1 . Each clause C of 0 can be obtained from a clause C of by assigning x to 0. Let T 0 be the result of replacing each input clause C in T 0 by its corresponding clause C from and attempting to carry out each derivation step as before. Input clauses C can contain the literal x but not ¬x, so no intermediate clause derived in T 0 is tautological; moreover, x is leftmost in the quantifier prefix and cannot interfere with ∀-reduction. It follows that T 0 is a Q-resolution derivation of either the empty clause or {x} from . In the first case, T 0 is a Q-resolution refutation of and we are done. In the second case, we use the same strategy on T 1 to construct a Q-resolution derivation T 1 of the empty clause or {¬x} from . By applying a final resolution step (if necessary), we obtain a Q-resolution refutation of . Now suppose Q = ∀. Then at least one of the formulas 0 and 1 is false. Using a similar argument as in the first case,
we either directly obtain a refutation of or a derivation of {x} or {¬x} from which can be turned into a Q-resolution refutation of by applying ∀-reduction. This proves that every false PCNF formula has a Q-resolution refutation. A dual argument shows that every true PCNF formula has a Q-term resolution proof. 
Resolution-path dependencies
In this section, we define the resolution-path dependency scheme [24, 23] and introduce a variant we call the reflexiveresolution path dependency scheme. We give a streamlined version of the original definition of resolution of the resolution-path dependency scheme, cf. [23] .
Definition 3 (Resolution path). Let
= Q.ϕ be a PCNF formula and let X ⊆ var ∃ ( ). A resolution path (from 1 to 2k ) via X (in ) is a sequence 1 , . . . , 2k of literals satisfying the following properties:
If p = 1 , . . . , 2k is a resolution path in via X , we say that 1 and 2k are connected in (with respect to X ). For every i ∈ {1, . . . , k} we say that p goes through var( 2i ).
We observe that a resolution path taken in inverse order is a resolution path as well. Moreover, two resolution paths can be concatenated if their first and last literals, respectively, are different polarities of the same variable, as stated in the following lemma. 
p and p are resolution paths in and 2i
Resolution path dependencies are induced by a pair of resolution paths that connects two literals and their negations.
Definition 4 (Dependency pair).
Let be a PCNF formula and x, y ∈ var( ). We say {x, y} is a resolution-path dependency pair of with respect to X ⊆ var ∃ ( ) if at least one of the following conditions holds:
• x and y, as well as ¬x and ¬y, are connected in with respect to X .
• x and ¬y, as well as ¬x and y, are connected in with respect to X .
Definition 5 (Resolution-path dependency scheme). The resolution-path dependency scheme is the mapping D
res that assigns to
The resolution-path dependency scheme is known to be a so-called cumulative dependency scheme [23] . Cumulative dependency schemes can be used for "shifting" the position of sets of variables in the prefix of PCNF formulas; that is, the following operation preserves the truth value of a formula: given a set of variables, compute the transitive closure of this set with respect to the dependency relation, then place this set rightmost in the quantifier prefix, without changing the order of variables in this set or the order of the remaining variables. It was conjectured that the use of cumulative dependency schemes in DepQBF always leads to a sound decision procedure [4] . The following example (taken from [20] ) proves that this claim, when taken as a statement about the soundness of Q(D)-resolution, does not hold. The problem with Example 1 can be "fixed" if the resolutions paths ¬x, ¬y and x, ¬y, y, z, ¬z, y cause (x, y) to be in the dependency relation even though the second path goes through y. Based on this observation we define the following relaxation of the resolution-path dependency scheme. 
Definition 6 (Reflexive resolution-path dependency scheme
We can define a pointwise partial order of proto-dependency scheme as follows. A proto-dependency scheme D is at least as general as a proto-dependency scheme D if D ⊆ D for every PCNF formula . If this inclusion is strict for some formulas we say D is strictly more general than D . We now prove that the reflexive resolution-path dependency scheme is strictly more general than the standard dependency scheme [21] used in the current implementation of DepQBF [4] . We begin by giving a simplified definition of the standard dependency scheme in terms of a formula's primal graph.
Definition 7 (Primal graph). Let
= Q.ϕ be a PCNF formula. The primal graph of is the undirected graph with vertex set var( ) and edge set { xy : x, y ∈ var( ), x = y, and there is a clause C ∈ ϕ such that x, y ∈ var(C ) }. The resolution-path dependency scheme D res is known to be tractable [23] . An inspection of the proof shows that the reflexive resolution-path dependency scheme D rrs is tractable as well. In fact, one can show that the dependency relation of D rrs can be computed in time quadratic in the size of the input PCNF formula, whereas the best known algorithm for computing the dependency relation for D res is cubic [23] .
Definition 8 (Standard dependency pair
Soundness of Q (D res )-term resolution
Q-term resolution preserves complete countermodels of PCNF formulas. That is, if a PCNF formula has a complete countermodel f and σ is an assignment to the existential variables of , then every term that can be derived from by Q-term resolution is falsified by the assignment σ ∪ f(σ ). In particular, if the empty term can be derived from by Q-term resolution, cannot have a countermodel and must be true. This can be generalized to Q(D)-term resolution and countermodels whose functions are independent of certain existential variables, in the following sense.
Definition 10 (Independence). Let f : 2 X → {0, 1} be a function and let x ∈ X . We say f is independent of x if f (σ ) = f (τ ) for every pair of truth assignments σ , τ : X → {0, 1} such that σ (y) = τ (y) for all y ∈ X \ {x}. Proof. We prove the lemma by induction on k.
by the model generation 
To prove soundness of Q(D res )-term resolution, we are going to show that every false PCNF formula has a D res -countermodel (Proposition 3). Given a false PCNF formula , we will construct this countermodel from a Q-resolution refutation of . To simplify the construction, we will start from an ordered Q-resolution refutation-this is without loss of generality, as every false formula has an ordered Q-resolution refutation (the proof of Theorem 1 sketched above also works for ordered refutations). We first define a countermodel that is not necessarily complete (Lemma 3). Using a connection between the structure of Q-resolution derivations and resolution-path dependencies (Lemma 2), we then prove that the model function of a universal variable u in this countermodel has the following property: it takes on the same value for any two assignments that differ only on existential variables that u does not depend on, according to D res (Lemma 4). From there, it is straightforward to extend the countermodel to a complete countermodel that is in fact a D res -countermodel of (Lemma 5). Proof. We first prove the following claim: if C is the clause derived by a subderivation T of T and 1 , 2 ∈ C are distinct literals then there is a resolution path from 1 to 2 via the pivot variables of T . We proceed by induction on the size of T . In the base case C is a clause appearing in the matrix of and 1 , 2 is a resolution path. For the inductive case, assume the claim holds for every derivation strictly smaller than T . There are two cases: if the conclusion of T is derived by ∀-reduction, then already its premise must contain 1 and 2 , and so there is a resolution path from 1 to 2 via the pivot variables of T by induction hypothesis. Otherwise C is derived by resolution on a pivot variable x. Let T 1 and T 2 be the subderivations of T rooted at the in-neighbors of the root, and let C 1 and C 2 denote the conclusions of T 1 and T 2 , respectively. If 1 , 2 ∈ C 1 or 1 , 2 ∈ C 2 the claim again follows from the induction hypothesis. Otherwise, assume without loss of generality that x ∈ C 1 and ¬x ∈ C 2 . By induction hypothesis, there is a resolution path from 1 to x via the pivot variables of T 1 and a resolution path from ¬x to 2 via the pivot variables of T 2 . By Lemma 1, the combination of these resolution paths yields a resolution path from 1 to 2 via x and the pivot variables of T 1 and T 2 -that is, the pivot variables of T . This proves the claim.
Now suppose e and u occur on a path from the root of T to one of its leaves. We prove the lemma by induction on the number of intermediate edges on that path. In the base case, ∀-reduction on u is followed immediately by resolution on e. The premise of the ∀-reduction must already contain e , so it follows from the claim proved above that there is a resolution path from e to u via the pivot variables of the subderivation preceding the ∀-reduction. Since T is ordered and (e, u) ∈ R these variables must be contained in R (e) \ var ∀ ( ). For the inductive case, suppose the lemma holds if the number of intermediate edges is strictly smaller than the number of intermediate edges between those labeled with u and e . The endpoint of the edge labeled with e that is closer to u is a clause containing e . If we continue working our way back from e to u and find only clauses that contain e then there is a clause containing both u and e , and we can simply apply the claim as in the base case. Otherwise, let C be the first clause encountered upon backtracking that does not contain e . This clause must be the premise of a resolution step with some pivot variable x. Let C be the other premise. Since C is the first clause on the path not containing e , the conclusion of this resolution step contains e and we must have e ∈ C . Assume without loss of generality that x ∈ C and ¬x ∈ C . By induction hypothesis there is a resolution path from u to x via R (x) \ var ∀ ( ), and by the claim proved above there is a resolution path from ¬x to e via the pivot variables of the subderivation with conclusion C . Since the derivation is ordered, these variables are contained in R (x) \ var ∀ ( ). By Lemma 1 we can concatenate these resolution paths to obtain a resolution path from u to e via (R (
For the remainder of this section let = Q.ϕ be an arbitrary, but fixed, false PCNF formula, and let E and U denote its sets of existential and universal variables. Moreover, let T be an arbitrary, but fixed, ordered Q-resolution refutation of .
Definition 12 (Induced path).
Let σ be an assignment to a set E ⊆ E of existential variables appearing in some initial part of the quantifier prefix (that is, for any two existential variables e and e , if e ∈ E and (e , e) ∈ R then e ∈ E ). The induced path of σ is the (unique) longest path starting from the root of T such that every literal labeling an edge on this path is either universal or mapped to 0 by σ .
We define an indexed family 
Proof. Let σ , τ : L u → {0, 1} be assignments such that f u (σ ) = 0 and f u (τ ) = 1. We have to show that σ u τ . Then u has to be on the induced path of σ and ¬u has to be on the induced path of τ by construction of f. Because T is ordered, every path starting from the root of T can contain at most one ∀-reduction step involving the variable u, so there must be an existential variable e such that e appears as an edge label on the induced path of σ and ¬e appears as an edge label on the induced path of τ , or vice versa. Assume without loss of generality that e appears on the induced path of σ and ¬e appears on the induced path of τ . Then σ (e) = 0 and τ (e) = Proof. It is immediate from Lemma 3 that g is a countermodel of , and g is complete by construction. Let u ∈ U and e ∈ E such that (e, u) / ∈ D res . Towards a contradiction, let σ , τ : L u → {0, 1} be truth assignments such that σ (y) = τ (y) for each y ∈ L u \ {e}, but g u (σ ) = 0 and g u (τ ) = 1. By construction of g there has to be an assignment σ : L u such that σ ∼ u σ and g u (σ ) = f u (σ ) = 0. Note that σ ∼ u τ and recall that ∼ u is an equivalence relation. It follows that σ ∼ u τ . Since g u (τ ) = 1 this implies that there has to be another truth assignment τ such that τ ∼ u τ and g u (τ ) = f u (τ ) = 1. But σ ∼ u τ by transitivity of ∼ u , so we can apply Lemma 4 to conclude that
Since is an arbitrary PCNF formula we immediately obtain the following result.
Proposition 3. Every false PCNF formula has a complete D res -countermodel.
Theorem 2. A PCNF formula is true if and only if there is a Q(D res )-term resolution proof of .
Proof. The empty term is trivially satisfied by any truth assignment, so the combination of Proposition 2 and Proposition 3 implies that no false PCNF formula can have a Q(D res )-term resolution proof. This proves the "if" part. The "only if" part follows immediately from Theorem 1 and the fact that every term resolution proof is a Q(D res )-term resolution proof. 2
By Proposition 1 the resolution-path dependency scheme is strictly more general than the standard dependency scheme, so we obtain the following result as a corollary.
Corollary 1. A PCNF formula is true if and only if there is a Q(D std )-term resolution proof of .
Soundness of Q (D rrs )-resolution
In this section we show that Q(D rrs )-resolution is sound. As mentioned in the introduction, we use a different proof strategy than the one used in the previous section: we will show how to rewrite Q(D rrs )-resolution refutations into ordinary Q-resolution refutations, proving the following result.
Proposition 4. There is an algorithm that, given a PCNF formula and a Q(D rrs )-refutation T of , computes a Q-resolution refutation of of size at most 3 |T | .
Recall that ∀(D)-reduction is a generalization of ∀-reduction that can remove a universal literal u from a clause C if C does not contain an existential literal e such that (var(u), var(e)) ∈ D . Thus ∀(D)-reduction can sometimes remove a universal literal u ∈ C even when there is an existential literal e ∈ C that blocks u (that is, where (u, e) ∈ R ). We refer to such an application of ∀(D)-reduction as a strict ∀(D)-reduction. We suppress the proto-dependency scheme D in this notation and simply speak of strict reductions when D is clear from the context.
Algorithm outline To turn a (tree-like) Q(D rrs )-refutation T of a PCNF formula
into a Q-resolution refutation of , the algorithm recursively gets rid of strict reductions, starting with what we call an outermost strict reduction. Relative to T , a strict reduction is outermost if the universal variable u removed by this strict reduction is leftmost in the quantifier prefix among the variables removed by strict reductions in T . Suppose u is the universal literal removed by an outermost strict reduction. We have to consider two cases.
1. Suppose the complementary literal u is not contained in any clause appearing as a node label on the path from the strict reduction to the root of T . Then we postpone this strict reduction, that is, we omit it and add a ∀(D rrs )-reduction at the root of T instead. If the conclusion of T does not contain any literals blocking u, the ∀(D rrs )-reduction is in fact an instance of ∀-reduction. This condition is satisfied by a refutation, and it will be maintained for subderivations and their outermost strict reductions in the recursion step.
2. Otherwise, the derivation must contain a resolution step on an existential literal e such that (e, u) ∈ R (see Lemma 14) .
We "drop" a lowermost (i.e. closest to the root) such resolution step to the root of the derivation. This may introduce e or e to the clauses on the path from the resolution step to the root. But since the strict reduction picked in the first step is outermost, these literals will not interfere with strict reductions. Moreover, because the resolution step is lowermost, every clause on the path contains an existential pivot variable y such that y blocks u. Thus any ∀(D rrs )-reduction on this path is in fact a strict reduction and the resulting derivation is a Q(D rrs )-derivation.
In this way, we obtain a tree-like refutation whose immediate subderivations are (a) strictly smaller than the original refutation (although the overall size of the refutation may increase) and which (b) do not contain "new" strict reductions (we will define a preorder on derivations to make this notion precise). We obtain a Q-resolution refutation by running the algorithm on these subderivations to rewrite them into Q-resolution derivations and adding a final resolution (or ∀-reduction step), if necessary. We illustrate this rewriting procedure with the following example.
1 Example 2. Consider the PCNF formula
The refutation T 1 in Fig cases applies. We find that the resolution with pivot e 1 is a lowermost resolution step such that (e 1 , u) ∈ R . "Dropping" this resolution step to the root of the derivation leads to the Q-resolution refutation T 3 .
To facilitate the proof of Proposition 4 we introduce auxiliary notation for manipulating Q(D)-resolution derivations. For the following definitions, let D be an arbitrary proto-dependency scheme and let be a PCNF formula.
• If T 1 and T 2 are tree-like Q(D)-resolution derivations of clauses C 1 and C 2 from such that ∈ C 1 and ∈ C 2 for some existential literal , and such that the resolvent of C 1 and C 2 is defined, we write T 1 T 2 to denote the tree-like Q(D)-resolution derivation of (C 1 \ { }) ∪ (C 2 \ { }) obtained by taking the (disjoint) union of T 1 and T 2 and adding an application of resolution with premises C 1 and C 2 at the root.
• If T is a tree-like Q(D)-resolution derivation of clause C from and ∈ C is a universal literal such that ∀(D)-reduction can derive the clause C \ { } from C , then T denotes the tree-like Q(D)-resolution derivation obtained from T by adding the corresponding application of ∀(D)-reduction at the root.
• Let T be a tree-like Q(D)-resolution derivation from . A position of T is the sequence of literals appearing (in the same order) as edge labels on a path starting from the root of T . In particular, the empty sequence ε is a position of T . If α is a position of T we write T [α] to denote the subderivation rooted at the (non-root) endpoint of the path associated with α.
• If T 1 and T 2 are Q(D)-resolution derivations from we write T 1 ≈ T 2 to indicate that T 1 and T 2 are isomorphic (as labeled trees).
We will sometimes combine the above notation with wildcards and write expressions of the form T ≈ as a shorthand for there exist derivations T 1 and T 2 such that T ≈ T 1 T 2 . We will also identify derivations with their final derivation rules and say that T ≈ is a ∀-reduction step or that T ≈ is a resolution step. Rewriting a derivation may cause literals to disappear from its conclusion, so that subsequent applications of resolution or ∀-reductions may become inapplicable. To suppress explicit case distinctions needed for situations of this kind we introduce "lazy" versions of the and operations as follows (cf. [11] ). Let T 1 , T 2 , and T be Q(D)-derivations of clauses C 1 , C 2 , and C . We define 1 Example 2 also demonstrates that known rewrite strategies for removing long-distance resolution steps from Q-resolution proofs [2, 10] cannot be applied to remove strict reductions from Q(D rrs )-resolution refutations. Long distance resolution is a generalization of the resolution rule that allows for the derivation of a clause containing a universal variable u both negated and unnegated, provided that the pivot variable appears to the left of u in the quantifier prefix [2] . Accordingly, if a long-distance resolution step leads to a clause containing a universal variable u in both polarities, the pivot variable does not block u. In a refutation, any literal blocking u has to be resolved out eventually, so one can remove the long-distance resolution step by successively lowering it [2] or by (recursively) resolving out blocking literals using clauses resolved closer to the root of the derivation [10] . Resolving the clauses (u ∨ e 2 ) and (¬u ∨ ¬e 2 ) in refutation T 1 would amount to a long-distance resolution step. But e 2 is both the pivot variable and the variable blocking u in the premises, so we cannot further lower this resolution step.
In order to describe Algorithm 3 and prove its correctness (and termination) we are going to define and characterize the following two rewriting operations: 
Substitution (Definition 15 and Lemma 7). 2. Dropping a resolution step (Algorithm 2 and Lemma 11).
The second operation can in turn be represented by a successive "lowering" of a resolution step (Algorithm 1, Lemmas 9 and 10). 2 For the remainder of this section, let D be an arbitrary but fixed proto-dependency scheme, and let be an arbitrary but fixed PCNF formula. We would like to make statements to the effect that rewriting operations do not create "new" strict reductions. To make this idea formal we introduce the following relations on derivations. respectively. The derivation T 1 -subsumes T 2 , T 1 ⊆ T 2 in symbols, if every literal in C 1 that blocks is contained in C 2 .
We say that T 1 subsumes T 2 and write T 1 ⊆ T 2 whenever C 1 ⊆ C 2 .
Definition 14. Let T 1 and T 2 be tree-like Q(D)-resolution derivation from . We write T 1 T 2 if, for every position α of T 1
The relation defines a preorder on tree-like Q(D)-resolution derivations from with the following properties.
Lemma 6. Let T and S be tree-like Q(D)-resolution derivations from .
T [α]
T for every position α of T .
If S ≈ S such that S T and there exists a position
α of T such that S ⊆ T [α] then S T .
If T [α] ≈ is a strict reduction and T S then there is a position β of S such that S[β] ≈
is a strict reduction.
Proof.
The statement follows from the observation that
then α = ε and hence α = β or β for some position β. Assume without loss of generality that α = β. 
Let T be a tree-like Q(D)-resolution derivation from , let α be a position of T , and let be a literal. We say that T does not contain below α if, for every proper prefix γ of α, the conclusion of T [γ ] does not contain .
Lemma 7. Let T be a tree-like Q(D)-resolution derivation from of a clause C such that T [α] ≈ T . If T does not contain below
Proof. The derivation T [α ← T ] simply omits the ∀(D)-reduction step on at position α, introducing to clauses on the path from α to the root of the derivation (not necessarily all the way to the root, as there may be another ∀(D)-reduction step on that may remove ). By assumption, T does not contain below α, so the result will be a tree-like Q(D)-resolution derivation. 2
Lemma 8. Let T and S be tree-like Q(D)-resolution derivations from . Let α be a position of T such that such that S ⊆ T [α] and
2 This lowering operation essentially corresponds to the rewrite rules presented in [2] for turning long-distance resolution proofs into ordinary Qresolution proofs, the only difference being that the (easy) cases covered in lines 5-8 of Algorithm 1 are omitted in [2] .
Proof. The proof is by induction on the length of α. For α = ε the lemma holds trivially. Assume it holds for positions of length up to k and let α = β be a position of length k + 1. We distinguish two cases.
. By induction hypothesis T 1 is a tree-like
holds by Lemma 6(2). 
For the lowering operation, we distinguish two cases based on whether the resolution step is lowered past a ∀(D)-reduction step (Lemma 9) or another resolution step (Lemma 10). 
Lemma 9. Let T ≈ ( a ) b be a tree-like Q(D)-resolution derivation from such that a does not block b. Then lower(T , b) is a tree-like Q(D)-resolution derivation from such that lower(T , b) ⊆ T and lower(T , b) T .
Proof. It is readily verified that lower(T , b) is a tree-like Q(D)-derivation
Proof. Since every clause of is non-tautological, the conclusion of every subderivation of T must be non-tautological. 
T ), and condition 1 is satisfied. We now establish a correspondence between the structure of tree-like Q(D)-resolution derivations and resolution paths.
More specifically, we will show that under certain conditions, literals appearing in a tree-like Q(D)-resolution derivation T are connected through resolution paths via the set resvar(T ) of variables appearing as pivot variables in T . The following result captures the key insight about this correspondence (cf. [24, 23] ).
Lemma 12. Let T be a tree-like Q(D)-resolution derivation of a clause C from . If a, b ∈ C are distinct literals there is a resolution path from a to b via resvar(T ).
Proof. We proceed by induction on the height of T . If T has height 0 then C is a clause of and the sequence ab is a resolution path. Suppose the claim holds for derivations of height up to k and let T have height k + 1. There are two cases. If T ≈ T then a and b must already be contained in the conclusion C of T . Because T has height k, we can apply the induction hypothesis to conclude that there is a resolution path from a to b via resvar(T ) = resvar(T ). Otherwise, T ≈ T 1 T 2 . Let C 1 and C 2 denote the conclusions of T 1 and T 2 . Assume without loss of generality that a ∈ C 1 and b ∈ C 2 . Since ∈ C 1 and ∈ C 2 and T 1 and T 2 both have height at most k, we can apply the induction hypothesis to conclude that there must be a resolution path p from a to via resvar(T 1 ) and a resolution path p from to b via resvar(T 2 ). By Lemma 1, the sequence p p is a resolution path from a to b via resvar( and (b, a) ∈ R . Since a = a, a ∈ C , and a ∈ C , where C is the conclusion of T , we can apply Lemma 13 to conclude that there is a resolution path p from a to a via resvar(T ). Moreover, since a ∈ C we have a / ∈ C , so p must go through an existential variable e ∈ var(C ) ∩ resvar(T ). • If T does not contain a strict reduction again normalize( , T ) = T and the size bound holds.
• Suppose T ≈ S a and normalize( ,
• . We have |S| ≤ |T | − 1 and |normalize( , S)| ≤ 3 |S| by induction hypothesis. Overall, we
• is satisfiable then is false. Accordingly, Proposition 3 allows us reduce satisfiability testing of DQBFs to QSAT in certain cases. With the satisfiability problem of DQBFs being NEXPTIME-complete [19] and thus believed to be much harder than QSAT such reductions may be of practical interest. A related open question concerns the possibility of efficiently extracting D res -countermodels from general-not necessarily ordered-Q-resolution refutations.
Conclusion
Motivated by the use of dependency schemes in the PCNF solver DepQBF, we introduced and studied two families of resolution proof systems for PCNF formulas that take a dependency scheme D as a parameter: Q(D)-resolution, a generalization of Q-resolution, and Q(D)-term resolution, a generalization of Q-term resolution. We showed that these systems are sound for dependency schemes that are strictly more general than the standard dependency scheme currently implemented in DepQBF. It follows that, in particular, the proofs systems used for proof generation by DepQBF are sound, a fact that, although generally assumed to be true, had not been proved. Beyond that, we see our results as providing a theoretical basis for augmenting DepQBF with stronger dependency schemes in the future.
Having established soundness of Q(D)-resolution (and Q(D)-term resolution) in these instances, a natural follow-up task is to compare the sizes of proofs in these systems and proofs in "ordinary" Q-resolution; that is, to study the proof complexity of Q(D)-resolution. Our results show that Q-resolution can simulate Q(D)-resolution for certain dependency schemes D, but this simulation may lead to an exponential increase in proof size. Whether this is an artifact of our rewriting strategy or the symptom of a separation remains to be seen. Finally, we want to stress that the use of dependency schemes is not limited to QDPLL solvers and resolution-based proof systems-expansion-based solvers can also benefit from an analysis of variable dependencies [6, 16, 20, 21] . The recent emergence of proof systems capturing the power of quantifier expansion [14, 13, 12] provides an excellent opportunity for initiating theoretical research on the combined power of expansion and dependency schemes.
