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resting	 state	 to	 characterize	 the	 functional	 connectivity	 of	 the	 subjects	 for	 the	
visualization	of	the	obtained	results.	
As	 well	 as	 evaluating	 the	 accuracy	 of	 the	 classification	 system	 developed,	 another	
objective	 of	 the	 project	 is	 to	 determine	 which	 of	 the	 cerebral	 networks	 are	 more	
discriminative	in	the	task	of	separating	men	and	women.	
























La	 metodologia	 utilitzada	 combina	 dues	 tipologies	 d'aprenentatge	 automàtic:	
l'aprenentatge	no	supervisat,	com	l'Anàlisi	de	Components	Independents	i	l'Anàlisi	de	
Components	Principals;	i	aprenentatge	supervisat,	com	els	classificadors	K-NN	i	SVM.		











conjunto	 de	 sujetos	 según	 su	 sexo	 a	 partir	 de	 datos	 de	 imágenes	 por	 resonancia	
magnética	en	estado	de	reposo.		
Las	imágenes	por	resonancia	magnética	en	estado	de	reposo	son	una	herramienta	para	








La	 metodología	 utilizada	 combina	 dos	 tipologías	 de	 aprendizaje	 automático:	 el	
aprendizaje	 no	 supervisado,	 como	 el	 Análisis	 de	 Componentes	 Independientes	 y	 el	
Análisis	de	Componentes	Principales;	y	aprendizaje	supervisado,	como	los	clasificadores	
K-NN	y	SVM.			













apoyo	constante,	 así	 como	su	 confianza	y	paciencia,	que	me	ha	 transmitido	durante	
todo	el	proyecto.	Ha	sido	un	verdadero	placer	trabajar	con	ella.	
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por	 lo	 tanto,	 se	 convierte	 en	 una	 tarea	muy	 compleja.	 En	 este	 trabajo	 utilizamos	 el	
Análisis	 de	 Componentes	 Independientes	 (ICA,	 del	 inglés	 Independent	 Component	
Analysis)	 [	 3	 ],	 con	 el	 cual	 podemos	 extraer	 las	 RSN	 [	 5	 ]	 y	 entender	 las	 estructuras	
espacio-temporales	de	la	señal.	


























































La	resonancia	magnética	es	una	técnica	no	 invasiva	mediante	 la	cual	podemos	ver	 la	
estructura	del	cerebro,	así	como	medir	su	actividad.		Con	este	instrumento	obtenemos	
imágenes	formadas	de	100	a	200.000	piezas	de	información	cerebral	—en	caso	que	sea	
una	 sucesión	 de	 imágenes	 se	 tomarán	 cada	 segundo,	 aproximadamente.	 	 Este	
instrumento	puede	realizar	dos	tipos	de	técnicas:	
1. Estructural:	 la	 imagen	de	 la	anatomía	cerebral.	Este	tipo	de	 imagen	es	de	
gran	definición.	
2. Funcional:	es	la	captura	de	la	actividad	cerebral	en	partes	del	cerebro.	
Los	 resultados	 obtenidos	 a	 través	 de	 una	 de	 estas	 dos	 técnicas	 se	 utilizan	 con	 el	









































método	puede	 ser	usado	para	estimar	 la	 respuesta	 cerebral	 con	un	 suceso	
	 5	 	
	






b. Funcional:	 que	 compara	 las	 correlaciones	 extrayendo	 un	 patrón	
temporal	de	la	activación	neuronal.			
3. Predicción:	empleo	de	 la	actividad	general	de	un	 sujeto	para	percepciones,	
comportamientos	 o	 salud.	 En	 este	 apartado	 se	 utilizan	 clasificadores	 de	
patrones	mediante	estadística	y	técnicas	de	aprendizaje	automático.		
3.2 Análisis	de	Componentes	Independiente	
El	 Análisis	 de	 Componentes	 Independientes	 (ICA,	 del	 inglés	 Independent	 Component	





𝑥 = 𝐴	𝑠	 	(	1	)	
Grosso	modo,	ICA	descompone	una	señal	muy	compleja	en	partes	simples.	






































funcional	 en	 estado	 de	 reposo.	 Estas	 técnicas	 han	 demostrado	 ser	 útiles	 en	 la	
caracterización	de	estas	fluctuaciones	funcionales	a	nivel	de	sujeto	individual.	En	este	
apartado	se	comentará	un	método	de	análisis	que	combina	ICA	sobre	múltiples	sujetos	



















En	 esta	 etapa,	 es	 donde	 se	 identifican	 los	 mapas	 espaciales	 y	 los	 patrones	
temporales	en	cada	uno	de	 los	N	 sujetos	 individuales.	Para	 cada	conjunto	de	
datos,	es	decir,	para	cada	rs-fMRI	o	sujeto	se	realizan	los	siguientes	pasos:	














los	 sujetos	 (subject-specific	 information).	 Primero,	 obtenemos	 las	 señales	 temporales	











permutaciones).	 Los	 mapas	 espaciales	 resultantes	 entre	 sujeto	 y	 diferencias	
grupales.	
3.3.1 Propiedades	de	la	Regresión	Dual	
La	 regresión	 dual	 está	 relacionada	 con	 los	 enfoques	 alternativos	 para	 el	 análisis	 del	
grupo:	
§ No	se	basa	en	una	única	ubicación	sino	que	integra	la	información	temporal	de	
los	 datos	 fMRI	 distribuidos	 a	 través	 de	 las	 RSN 2 .	 Los	 resultados	 de	 la	
descomposición	 inicial	 definen	 las	 regiones	 o	 las	 redes	 de	 interés	 que	 son	
relevantes	a	nivel	de	grupo	para	la	población	en	particular.	
En	lugar	de	utilizar	 la	regresión	individual,	emplea	la	regresión	lineal	múltiple;	









Las	 redes	 en	 estado	 de	 reposo	 (RSN,	 del	 inglés	 Resting	 State	 Netwok)	 no	 fueron	
descubiertas	hasta	el	1995.	Primer,	en	los	estudios	donde	se	utilizaban	rs-fMRIs	surgían	
fluctuaciones	de	frecuencia	baja,	es	decir,	perturbaciones	de	la	señal	menores	a	0,1	Hz.	






No	 fue	 años	 hasta	 más	 tarde	 cuando	 se	 confirmó	 la	 existencia	 de	 patrones	 en	 el	





Después	 de	 una	 gran	 recopilación	 de	 datos	 pudieron	 extraer	 zonas	 separadas,	
físicamente,	pero	funcionalmente	conectadas,	que	seguían	un	patrón	durante	el	estado	
















La	metodología	 seguida	 en	 el	 sistema	 de	 clasificación	 que	 proponemos	 contiene	 los	





















ICA,	 con	 el	 que	 extraeremos	 las	 características	 comunes	 a	 los	 sujetos,	 y	 a	
continuación,	realizamos	un	Regresión	Dual,	método	que	nos	permite	extraer	las	




















𝑋G	×	EFK = 	 𝑆G	L	HK 	×	𝐺H	×	EF 	 	(3	)	
2º problema	de	regresión:	
Este	 proceso	 consiste	 en	 resolver	 dos	 problemas	 consecutivos	 de	 regresión	 lineal,	







𝑆C = 	 𝑅𝑆𝑁P, 𝑅𝑆𝑁Q, … , 𝑅𝑆𝑁R 	 	(5)	


















componentes	principales	o	 factores	serán	una	combinación	 lineal	de	 las	variables	de	
origen.	
4.3 Clasificadores	
Durante	 la	 realización	 de	 este	 proyecto	 se	 han	 empleado	 los	 clasificadores	 que	
explicaremos	 a	 continuación.	 Estos	 clasificadores	 son	 métodos	 de	 aprendizaje	
supervisado,	es	decir,	que	se	pueden	dividir	en	2	partes:	



















Dado	los	ejemplares	𝑥P = (𝑎P, 𝑏P)	y	𝑥Q = (𝑎Q, 𝑏Q	)	la	ecuación	(		6		)	muestra	la	distancia	
entre	estos:	























En	 la	 Figura	 11,	 se	 puede	 ver	 la	 frontera	 creada	 por	 este	 algoritmo	 para	 los	 datos	
introducidos	de	distinto	color.	Además,	el	hiperplano	óptimo	representado	por	la	línea	





de	muestras	que	 tenemos	en	dos	 subconjuntos,	 el	 de	 aprendizaje	 (train	 set)	 y	 el	 de	
prueba	(test	set).	Esta	técnica	evalúa	los	resultados	de	un	análisis	estadístico	o	análisis	
de	aprendizaje	automático.	
En	 este	 proyecto,	 utilizaremos	 el	 K-fold	 cross-validation	 para	 analizar	 los	 resultados	
obtenidos.	Este	método	divide	los	datos	en	K	subconjuntos.	Uno	de	los	subconjuntos	se	
utilizará	para	el	test	set	y	todos	los	demás	para	el	aprendizaje.	El	proceso	consiste	en	ir	





























>>melodic -i path_to_data.txt --nobet --tr=2.0 --Ostats -o 
ICA_result --report –v 
b. 	Morfología: 















-o, --outdir: para	indicarle	la	carpeta	donde	se	guardará	el	output  
--report: este	argumento	opcional	genera	una	web	donde	saldrá	el	
informe	de	Melodic	
-v, --verbose: para	encender	los	mensajes	de	diagnóstico. 
• Inputs: 








>> dual_regression melodic_IC.nii 1 design.mat design.con 1 
DR_result_50 `cat path_to_data.txt` 
b. 	Morfología:	
>> dual_regression <group_IC_maps> <des_norm> <design.mat> 














pero	 se	 recomienda	 1.	 Este	 parámetro	 sirve	 para	 normalizar	 los	
timecourses	usados	en	la	segunda	etapa	de	la	regresión. 















>> fslcc -t 0.2 melodic_IC.nii Resampled_Biswal.nii 
b. 	Morfología:	





<first-NIFTI>/<second-NIFTI>: archivos que contienen 




Python	 es	 un	 lenguaje	 interpretado	 con	 el	 objetivo	 de	 hacer	 una	 sintaxis	 legible.	 A	
continuación,	se	explicarán	las	librerías	de	Python	que	se	han	utilizado	en	el	proyecto	
4.6.2.1 Nibabel	
















Scikit-learn,	 abreviado	 SKlearn,	 es	 una	 biblioteca	 libre	 de	 Python	 para	 facilitar	 la	












- N_neighbors:	 que	 especifica	 el	 número	 de	 vecinos	 por	 defecto	 es	 igual	 a	 5,	 y	
hemos	utilizado	esta	configuración	para	clasificar.	
El	problema	de	encontrar	la	K	óptima	es	que	si	la	K	es	muy	pequeña	se	ajusta	demasiado	
al	modelo,	por	 lo	 tanto,	el	 ruido	de	 la	muestra	o	 las	muestras	que	pueden	ser	 ruido	
afectan	al	modelo.		Por	el	contrario,	si	K	es	muy	grande,	es	decir,	si	K	coge	el	valor	del	











SVC (kernel, degree, gamma) 













train,	es	decir,	 con	valores	bajos	 indica	 lejanía	y	 con	valores	altos	proximidad.	
Aparte	del	automático	se	ha	utilizado	una	gamma	con	un	valor	de	0,5.		







KFolfd(n, n_fold, shuffle) 
Donde:	
• n	es	el	número	de	ejemplares	utilizadas.	
• n_fold	 el	 número	 de	 carpetas	 a	 dividir	 la	 muestra,	 en	 el	 proyecto	 n_fold	














queremos	 reducir.	 Este	 parámetro	 te	 da	 la	 opción	 de	 que	 sea	 nulo	 y,	 como	





para	 desarrollo	 de	 algoritmos,	 visualización	 de	 datos,	 análisis	 de	 datos	 y	 cálculo	
numérico.	 Con	 MATLAB,	 se	 pueden	 resolver	 problemas	 de	 cálculo	 técnico	 más	
rápidamente	 que	 con	 lenguajes	 de	 programación	 tradicionales,	 tales	 como	 C,	 C++	 y	
FORTRAN.	
Se	puede	usar	MATLAB	en	una	amplia	gama	de	aplicaciones	que	incluyen	procesamiento	












La	 base	 de	 datos	 facilitada	 por	 el	 HCP	 (http://www.humanconnectome.org/)	 está	
formada	 por	 970	 sujetos	 de	 los	 cuales	 819	 tienen	 4	 	 rs-fMRI.	 Prestaremos	 especial	

















Como	 hemos	 comentado	 anteriormente,	 los	 sujetos	 seleccionados	 tienen	 4	 rs-fMRI.	

































los	 diferentes	 procesos,	 etcétera—	 	 para	 diferentes	 cantidades	 de	 sujetos,	 con	 la	
finalidad	de	poder	tener	una	aproximación	de	tiempo	para	la	prueba	final.			
Como	se	puede	observar	en	la		
Tabla	3,	 	 tenemos	 los	datos	recogidos	en	tres	pruebas.	En	esta	tabla	podemos	ver	el	






de	 RSNs.	 Estas	 RSNs	 se	 han	 podido	 observar	 que	 están	 formadas	 por	 datos	 muy	
ruidosos.	Es	el	Group	ICA	de	20	sujetos,	en	las	que	estas	RSN	ruidosas	no	aparecen,	que	
contiene	algo	de	ruido.		










TIEMPO	GICA	 03:50	 05:13	 25:24	
TIEMPO	DR	 00:15	 00:38	 15:44	
TIEMPO	TOTAL	 04:05	 05:52	 41:08	
	









miraremos	que	RSNs	de	 la	 salida	del	Group	 ICA	son	más	parecidas	con	estas	20	RSN	
estándar.	Para	obtener	esta	correlación	tuvimos	que	seguir	este	procedimiento:	













1	 8	 6	 12	 11	 1	 16	 28	
2	 11	 7	 25	 12	 37	 17	 30	
3	 3	 8	 10	 13	 21	 18	 24	
4	 2	 9	 17	 14	 13	 19	 6	







En	 la	 Tabla	 5,	 resumimos	 los	 resultados	 obtenido	 de	 las	 pruebas.	 Los	 índices	 de	 la	
primera	 columna	 de	 la	 tabla	 son	 las	 RSN	 que	 hemos	 extraído	 del	 ICA	 y	 con	 más	
correlación	con	las	RSN	Biswal.		Observando	los	resultados,	nos	damos	cuenta	de	la	mala	

















3) 20	 componentes,	 que	 han	 sido	 las	 que	 tienen	 mayor	 correlación	 con	 las	
componentes	de	Biswal,	sin	PCA	
4) 20	 componentes,	 las	 que	 tienen	mayor	 correlación	 comparando	 las	 redes	 de	
Biswal,	aplicando	PCA	
 K-NN	 POLY	 LINEAL	 RBL	1/NºF	 RBL	0.5	
8	 0,52	 0,42	 0,63	 0,47	 0,43	
11	 0,52	 0,43	 0,49	 0,47	 0,43	
3	 0,51	 0,51	 0,72	 0,47	 0,43	
2	 0,51	 0,34	 0,51	 0,47	 0,43	
46	 0,49	 0,51	 0,58	 0,47	 0,43	
12	 0,55	 0,41	 0,54	 0,47	 0,43	
25	 0,49	 0,47	 0,61	 0,47	 0,43	
10	 0,54	 0,41	 0,52	 0,47	 0,43	
7	 0,55	 0,34	 0,63	 0,47	 0,43	
55	 0,50	 0,33	 0,53	 0,47	 0,43	
1	 0,59	 0,32	 0,60	 0,47	 0,43	
37	 0,49	 0,43	 0,55	 0,47	 0,43	
21	 0,52	 0,32	 0,52	 0,47	 0,43	
13	 0,50	 0,51	 0,55	 0,47	 0,43	
23	 0,49	 0,43	 0,55	 0,47	 0,43	
28	 0,45	 0,41	 0,54	 0,47	 0,43	
30	 0,54	 0,32	 0,51	 0,47	 0,43	
24	 0,48	 0,51	 0,51	 0,47	 0,43	
6	 0,49	 0,49	 0,54	 0,47	 0,43	
27	 0,47	 0,47	 0,49	 0,47	 0,43	




nombre	 de	 sujetos	 empleados	 y	 se	 divide	 en	 2	 partes,	 ya	 que,	 se	 utiliza	 la	 misma	
cantidad	de	hombres	que	de	mujeres.	
Las	tablas	que	se	muestran,	a	continuación,	contienen	la	media	de	los	resultados	en	los	
10	 K-Fold	 ordenadas	 de	 forma	 descendiente,	 es	 decir,	 creamos	 un	 ranking	 de	 las	
mejores	medias	de	precisión.	Las	tablas	han	sido	divididas	a	ambos	lados:	las	celdas	de	


















27	 0,683	 0,683	 32	 0,545	 0,545	
4	 0,675	 0,675	 35	 0,542	 0,542	
40	 0,66	 0,66	 29	 0,54	 0,54	
9	 0,62	 0,62	 7	 0,539	 0,539	
13	 0,603	 0,603	 137	 0,538	 0,538	
2	 0,6	 0,6	 139	 0,532	 0,532	
26	 0,596	 0,596	 19	 0,531	 0,531	
20	 0,592	 0,592	 38	 0,527	 0,527	
46	 0,592	 0,592	 1	 0,527	 0,527	
39	 0,591	 0,591	 107	 0,524	 0,524	
42	 0,591	 0,591	 25	 0,523	 0,523	
18	 0,589	 0,589	 121	 0,521	 0,521	
23	 0,589	 0,589	 90	 0,521	 0,521	
76	 0,58	 0,58	 44	 0,52	 0,52	
33	 0,568	 0,568	 10	 0,508	 0,508	
8	 0,564	 0,564	 12	 0,507	 0,507	
15	 0,562	 0,562	 31	 0,506	 0,506	












27	 0,683	 0,683	 10	 0,508	 0,508	
13	 0,603	 0,603	 12	 0,507	 0,507	
2	 0,6	 0,6	 21	 0,502	 0,502	
46	 0,592	 0,592	 24	 0,499	 0,499	
23	 0,589	 0,589	 28	 0,484	 0,484	
8	 0,564	 0,564	 30	 0,482	 0,482	
17	 0,549	 0,55	 3	 0,471	 0,471	
6	 0,547	 0,547	 37	 0,447	 0,447	
1	 0,527	 0,527	 11	 0,428	 0,428	












• La	 sensibilidad	nos	 indica	 la	 capacidad	de	nuestro	 clasificador	para	dar	 como	
casos	positivos	los	casos	realmente	negativos.	
• la	 especificidad	 nos	 indica	 la	 capacidad	 de	 nuestro	 estimador	 para	 dar	 como	
casos	negativos	los	casos	realmente	positivos.	
En	nuestro	caso	estas	definiciones	se	pueden	ajustar	como:		
111	 0,557	 0,557	 96	 0,505	 0,505	
50	 0,556	 0,556	 104	 0,503	 0,503	
17	 0,549	 0,55	 21	 0,502	 0,502	








En	 la	 	 Tabla	 8	 se	 puede	 observar	 la	 sensibilidad	 y	 la	 especificidad	 obtenidos	 del	






	 NO	PCA	 PCA	 NO	PCA	 PCA	
SENSIBILIDAD	 0,576	 0,576	 0,576	 0,576	












o	 algunas	 RSN/s	 que	 pudieran	 discriminar	 ambos	 sexos.	 Esas	 expectativas	 se	 han	
cumplido,	 ya	 que	 se	 ha	 logrado	 alcanzar	 este	 objetivo	 utilizando	 técnicas	 que	






En	 cuanto	a	 la	 implementación,	 se	ha	 intentado	elaborar	un	código	 limpio	y	 fácil	de	








número	 de	 sujeto.	 Se	 ha	 intentado	 aplicar	 un	 Group	 ICA	 con	 50	 sujetos,	 pero	 los	
requisitos	que	se	requerían	no	eran	satisfechos,	ya	que	esta	tarea	es	algo	complicada	y	
se	necesita	un	ordenador	con	altas	prestaciones	para	poder	realizarla	con	éxito.		
Otra	mejora	posible	es	probar	esta	metodología	en	los	diferentes	grupos	de	edades	para	
obtener	si	esta	RSN	discriminativa	obtenida	se	mantiene	a	lo	largo	de	los	rangos	de	edad,	
o	en	caso	contrario,	la	RSN	va	cambiando	según	el	rango	de	edad.	
También	queda	pendiente	discutir	los	resultados	con	neuropsicólogos	y	hacer	algún	test	
estadístico	para	ver	si	el	resultado	es	estadísticamente	significativo.	
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