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Resumo
As redes de sensores sem fios (RSSFs) constituem uma área de desenvolvimento de
aplicações inovadoras, despertando um enorme interesse na comunidade de investiga-
ção. Estas redes são compostas por dispositivos sensores com capacidades limitadas de
processamento, armazenamento e autonomia energética, comunicando entre si por liga-
ções sem fios suportadas por comunicações por rádio frequência. As limitações desses
dispositivos impõem diversos desafios ao desenvolvimento de software para estas redes.
Por outro lado, a estruturação de serviços de suporte à operação destas redes, bem
como o suporte desses serviços em pilhas de protocolos adaptados às suas caraterísticas,
continua na agenda de investigação. A concepção de serviços de segurança para a opera-
ção segura destas redes é um aspecto particularmente relevante, nomeadamente quando
estas são utilizadas como redes auto-organizadas, operando em cenários de grande es-
cala e sem supervisão humana. Neste tipo de ambiente de utilização, as RSSFs podem
ser sujeitas a ataques às comunicações, bem como ataques por intrusão ao nível dos nós
sensores.
O objectivo desta dissertação é desenvolver, implementar e testar um serviço de en-
caminhamento seguro e tolerante a intrusões para RSSFs de grande escala, funcionando
de forma auto-organizada num ambiente de comunicação multi-hop. O sistema de enca-
minhamento adopta uma estratégia suportada na descoberta, seleção e organização de
múltiplas rotas disjuntas e múltiplas estações base (ou nós agregadores), sendo as rotas
formadas de forma proactiva durante o processo de auto-organização da rede, visando
assegurar condições de resiliência para tolerância a intrusões.
Para o efeito, a solução baseia-se numa estrutura de rede sobreposta. Numa primeira
camada, os nós sensores recolhem e transmitem dados pelas múltiplas rotas de encami-
nhamento criadas para as diferentes estações base. Numa segunda camada, as estações
base, que possuem maiores capacidades de computação, comunicação e energia, funcio-
nam como nós seguros de agregação e consenso de dados. Estes nós processam os dados
encaminhados na primeira camada, tendo por base um protocolo de acordo bizantino
iii
iv
probabilístico sobre os dados recebidos, de forma tolerante a intrusões. Os dados resul-
tantes do acordo podem então ser disponibilizados para serem finalmente processados
por sistemas ou aplicações externos à rede.
Palavras-chave: redes de sensores sem fios, protocolos e serviços de encaminhamento,
disseminação de dados, fiabilidade, segurança, tolerância a intrusões, consenso distri-
buído não-determinístico
Abstract
Wireless Sensor Networks (WSNs) provide a baseline to develop new and innova-
tive applications, having become an area of great interest by the investigation commu-
nity. These networks are composed by sensor nodes with limited computational, stor-
age, wireless communication and energy resources. Sensor nodes communicate through
radio frequency, usually using the standard IEEE 802.15.4. These limitations on sensor
nodes impose various challenges to software development for WSNs.
Despite the interest in WSNs, the development of services to support these networks’
operation, as well as the inclusion of those services in WSN adapted protocol stacks, is
still in the research agenda. The development of security services for the secure oper-
ation of WSNs is particularly relevant, once these networks are used in unsupervised
and large scale scenarios, needing to auto-organize the nodes. Considering this environ-
ment, WSNs are vulnerable to communication attacks and intrusion attacks on the sensor
nodes.
The main purpose of this thesis is to develop, implement, test and evaluate a se-
cure and intrusion tolerant routing service for large scale WSNs, following a disjoint
routs multi-hop routing strategy to multiple base stations (or sink nodes), to assure re-
silience and intrusion tolerance properties. Routes are built during the network’s self-
organization process.
The solution is based on an overlay network vision. On the first layer, sensor nodes
capture data and send it to the multiple base stations, through multiple routes. On the
second layer, the base stations, nodes with greater computational, communication and
energy capabilities than sensor nodes, are secure nodes that collect the data received
from the first layer. Base stations process the received data using an intrusion tolerant
probabilistic byzantine agreement protocol to assess the correctness of the received data.
After being approved, the received data is delivered to the application level.
Keywords: wireless sensor networks, routing services and protocols, data dissemina-
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Introdução
1.1 Motivação e Enquadramento
As redes de sensores sem fios (RSSF) tornaram-se numa área de grande interesse por
parte da comunidade de investigação. Atendendo às suas características [39, 65, 73],
estas redes são particularmente adequadas ao suporte de aplicações interessantes e ino-
vadoras, entre as quais estão: monitorização de habitats naturais [49] e/ou de condições
ambientais [9]; monitorização de indicadores biomédicos [53]; vigilância de instalações
industriais críticas [29]; monitorização da operação de infra-estruturas de engenharia ci-
vil [36]; controlo e vigilância na monitorização e localização de pessoas e/ou mercadorias
[25]; controlo de fenómenos naturais na área da vulcanologia e/ou sismologia [75]; apli-
cações militares de monitorização de campos de batalha e/ou de detecção de intrusões
em zonas sob controlo militar [30].
No âmbito de algumas das aplicações apresentadas, as RSSFs operam sem supervi-
são humana, em condições de funcionamento como sistemas autónomos e como redes
auto-organizadas. Nestes cenários de utilização, impõem-se requisitos de segurança aos
diferentes níveis da estruturação da arquitectura de serviços de software para as RSSF.
Estes requisitos estão associados à necessidade de suportar falhas ou ataques que ocor-
rem quer ao nível das comunicações sem fios, quer ao nível de falhas ou ataques por
intrusão aos nós sensores.
Face aos requisitos de fiabilidade e segurança das comunicações, as soluções para as
RSSF devem considerar no seu modelo de falhas e de segurança que as falhas e vulnera-
bilidades podem resultar de tipologias de ataques semelhantes às conceptualizadas pela
Framework X.800 [71] ou definidas por um modelo de adversário do tipo Dolev-Yao [22].
Face aos requisitos impostos pela necessidade de defesa contra ataques por intrusão,
1
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os anteriores modelos tornam-se limitados. Assim, os modelos de fiabilidade e segu-
rança, devem estender-se a tipologias de ataques por intrusão envolvendo: a possível
captura física de nós; o acesso a memória e armazenamento de dados nos sensores da
rede; a modificação ou inserção de código malicioso nos nós capturados; ou a introdução
de nós na rede, controlados pelo atacante. A tolerância face a ataques por intrusão torna-
se particularmente mais complexa se admitirmos que o atacante é capaz de capturar e
invadir um nó, e replicar rapidamente eventuais comportamentos maliciosos a outros
nós da rede.
Os serviços de segurança para RSSFs requerem técnicas adequadas às características
dos dispositivos que são utilizados como nós destas redes, atendendo às limitações des-
ses dispositivos em relação a recursos computacionais e de comunicação e ao consumo
energético. A necessidade destes serviços adaptados tem motivado a investigação de
diferentes tipos de mecanismos, técnicas e serviços para níveis distintos da organização
da pilha de serviços: serviços ao nível MAC ou de suporte básico de comunicação se-
gura sem fios [54], onde os ataques têm como principais objectivos impedir que a RSSF
funcione (Denial of Service) ou esgotar a bateria dos nós sensores; serviços ao nível rede
que introduzem noções de segurança no processo de auto-organização topológica, no
endereçamento e encaminhamento dos dados; e serviços ao nível das aplicações onde se
introduzem noções de segurança específicas da aplicação.
O âmbito da presente dissertação encontra-se na segurança ao nível rede, onde se
inserem os protocolos de encaminhamento de dados.
1.2 Problemática do Encaminhamento de Dados Tolerante a In-
trusões em RSSFs
Grande parte da investigação em protocolos e sistemas de encaminhamento seguro to-
lerantes a intrusões para RSSFs, desenvolveu protocolos interessantes que incorporam
contra-medidas face a determinadas tipologias de ataques ao encaminhamento de dados,
Porém, muitas das soluções existentes são limitadas, nomeadamente na incorporação de
mecanismos de tolerância a intrusões que abranjam, numa mesma solução, as dimensões
de prevenção, detecção e recuperação dinâmica da rede, quando esta opera em cenários
de grande escala, com operação não supervisionada e suporte de comunicação multi-hop.
Por um lado torna-se particularmente interessante analisar as limitações de algumas das
propostas de investigação, face à definição de modelos de adversário associados a este
tipo de redes. Por outro lado, é preciso ter em conta que só se tornam realistas soluções
que sejam adequadas ás características e capacidades de computação, processamento e
limitações energéticas das RSSF.
No âmbito da presente dissertação interessam particularmente os protocolos que apos-
tam na prevenção probabilística de intrusões, nomeadamente os protocolos definidos em
2
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[20, 28, 46], e os protocolos de encaminhamento tolerantes a intrusões que incluem detec-
ção e remoção de intrusos, nomeadamente os protocolos descritos em [42, 58].
Uma possibilidade de ultrapassar as anteriores limitações, consiste em estruturar as
RSSFs para grande escala, conjugando o processamento interno da rede (encaminha-
mento primário de dados) com o processamento específico que pode ser realizado ao
nível de estações base ou de nós especiais com maiores recursos computacionais. Nesta
visão, as RSSFs são ambientes estruturados de redes sobrepostas, em que a primeira ca-
mada é responsável pelo processamento primário da rede e está associada aos serviços de
auto-organização e encaminhamento multi-hop por rotas múltiplas e a segunda camada
procede a computações de segurança e agregação de dados. Através de mecanismos e
protocolos de consenso distribuído de dados recebidos pelas múltiplas rotas, as estações
base fazem acordos de modo aos dados serem agregados com alta fiabilidade e posterior-
mente enviados em segurança para os sistemas de processamento e aplicações externas à
rede. Na segunda camada é possível incluir também serviços de detecção e recuperação
de intrusões existentes na primeira camada.
1.3 Problemática do Consenso Distribuído
De acordo com a anterior visão, vários nós de uma RSSF necessitarão de proceder a com-
putações de consenso de valores com tolerância a falhas bizantinas, correspondentes aos
dados encaminhados por múltiplas rotas.
Existem várias soluções apresentadas para o problema do consenso distribuído. Con-
tudo, para o efeito pretendido, será necessário recorrer a mecanismos de consenso distri-
buído não-determinístico (devido aos problemas de comunicação nas RSSFs) e tolerante
a intrusões. As soluções de consenso distribuído não-determinístico revelam-se mais
apropriadas às características das RSSF, por admitirem que o sistema pode ser assín-
crono. Existem diferentes propostas de solução para o problema do consenso distribuído
não-determinístico, mas no âmbito desta dissertação serão mais focados os protocolos de
consenso binário aleatórios [7, 11, 56, 55]. Estes protocolos serão discutidos na secção 3.3.
1.4 Objectivos e Contribuições
A presente dissertação visa propor, desenvolver, implementar e testar um serviço de en-
caminhamento seguro e tolerante a intrusões para RSSF de grande escala e ambiente de
comunicação multi-hop. A solução proposta visa o encaminhamento resiliente de dados
originados nos sensores por múltiplas rotas disjuntas formadas pela rede de sensores,
tendo como destino diferentes estações base. As rotas são formadas de forma dinâmica
e proactiva durante o processo de descoberta e auto-organização da rede, tendo como
critério que um mesmo nó de encaminhamento não seja nó interior em mais do que uma
rota estabelecida.
Os dados encaminhados para as estações base são aí submetidos a uma verificação
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baseada num protocolo de consenso distribuído e tolerante a intrusões, sendo este proto-
colo executado ao nível das estações base utilizadas.
A solução preconizada pode ser vista como uma solução de rede sobreposta, com base
em duas camadas do sistema de encaminhamento. A primeira camada é formada pela
rede de sensores, sendo o encaminhamento suportado pelas múltiplas rotas estabeleci-
das até às estações base, sendo este encaminhamento suportado com base na pilha IEEE
802.15.4. Na segunda camada, as estações base agregam os dados recebidos e executam
um protocolo de consenso distribuído tolerante a intrusões, sendo este suportado numa
rede estabelecida pelas estações base. Nesta segunda camada, a comunicação entre as
estações base pode ser assegurada por comunicações na pilha IEEE 802.15.4, rede local
sem fios (ex., IEEE 802.11) ou mesmo, com base numa interligação via rede local com fios
(ex., IEEE 802.3).
As principais contribuições são as seguintes:
• Desenvolvimento, implementação e teste, com base num ambiente de simulação
para RSSFs de grande escala, de um protocolo de encaminhamento com preven-
ção de intrusões, usando múltiplas rotas disjuntas auto-organizadas (constituindo
a primeira camada da visão de rede sobreposta).
• Desenvolvimento, implementação e integração, no protocolo de encaminhamento
proposto, do nível de processamento de agregação e consenso dos dados por parte
das estações base (constituindo o serviço da segunda camada da visão de rede so-
breposta).
• Avaliação e validação da solução global proposta, com base num ambiente de simu-
lação para redes de sensores sem fios de grande escala (permitindo simular redes
da ordem de centenas de até dezenas de milhar de nós), com análise de métricas
obtidas nas simulações dos seguintes indicadores:
– latência do encaminhamento;
– condições de conectividade e cobertura da rede;
– indicadores de fiabilidade
– métricas de consumo de energia;
– indicadores relativos à correcção e execução do protocolo de consenso.
A solução apresentada na dissertação constitui uma proposta inovadora para um sistema
de encaminhamento tolerante a intrusões para RSSF que integra mecanismos de pre-
venção de intrusões com encaminhamento resiliente multi-caminho e tolerância a intru-
sões com base em técnicas de consenso distribuído de dados. A solução global assegura
um serviço de encaminhamento que defende a rede de ataques ao encaminhamento, in-
cluindo ataques por intrusões que induzam processamento incorreto ou malicioso, quer
ao nível dos nós de encaminhamento na RSSF, quer ao nível das estações base.
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Um grande desafio que se colocava desde o início da fase de preparação da disser-
tação foi o facto de nenhum protocolo de consenso ter sido desenvolvido a pensar nas
características das RSSFs. Os protocolos que mais se aproximam dos requisitos destas re-
des são os protocolos de consenso binário aleatório, que não são suficientes para realizar
consensos de dados de maiores dimensões. Sabia-se que seria um desafio interessante,
com resultados imprevisíveis por se tratar de uma solução inovadora.
Durante o processo de desenvolvimento dos protocolos de consenso, surgiu a ideia
de incluir serviços de detecção e remoção de nós intrusos baseados na realização dos con-
sensos. No entanto, por não se incluírem nos objectivos da tese, os serviços de detecção e
remoção de intrusos são visto numa perspectiva de trabalho futuro.
1.5 Estrutura do Documento
As secções que se seguem neste documento estão organizados do seguinte modo:
• A secção 2 apresenta uma introdução às RSSFs, referindo as suas principais caracte-
rísticas e abordando os aspectos mais relevantes para a problemática tratada nesta
dissertação.
• A secção 3 é dedicada à apresentação do estado da arte, cobrindo os aspectos do tra-
balho relacionado que estão directamente associados aos objectivos da dissertação,
sendo esses aspectos: Os mecanismos de segurança e tolerância a intrusões utili-
zados nas RSSFs; os diferentes tipos de protocolos de encaminhamento seguro que
existem para as RSSFs, assim como exemplos específicos de alguns desses protoco-
los; a problemática do consenso em RSSFs: o porquê de os protocolos de consenso
determinístico não serem adequados às RSSFs e a apresentação de algumas solu-
ções para o problema do consenso bizantino não-determinístico; apresentação de
diferentes ambientes de simulação para RSSFs, cujas características podem servir
para testar e avaliar a solução desenvolvida e outras existentes. Considerou-se re-
levante dedicar uma parte desta secção a mecanismos de detecção e remoção de
intrusões, para apoiar a perspectiva de trabalho futuro.
• A secção 4 descreve o modelo do sistema ideal para o funcionamento da solução.
A visão do modelo de sistema inclui: modelo de rede, modelos de adversário e de
falhas e modelo de software. Dedica-se também uma sub-secção para fazer uma
pequena descrição da arquitectura do simulador onde foi implementada e testada
a solução.
• A secção 5 descreve o funcionamento da solução desenvolvida, o protocolo de en-
caminhamento MINSENS++. É descrito o funcionamento do protocolo nas suas
diferentes fases. Esta secção é mais dedicada à primeira camada da visão de rede
sobreposta, onde os dados são encaminhados.
5
1. INTRODUÇÃO 1.5. Estrutura do Documento
• A secção 6 é dedicada à descrição dos protocolos de consenso de dados desenvol-
vidos. Esta secção inclui descrições de: (1) primitivas de comunicação utilizadas
nos consensos, tendo uma delas, a difusão eco probabilística, sido desenvolvida
no contexto desta dissertação; (2) protocolo de consenso binário Turquois, ligei-
ramente adaptado para melhor se adaptar aos requisitos das RSSFs; (3) protocolo
de consenso multi-valor desenvolvido, uma versão fortemente adaptada de uma
solução já existente; (4) módulos de consenso de dados e de rotas; (5) módulo de
recuperação de atrasos, um componente importante na adaptação dos protocolos
de consenso às RSSFs.
• A secção 7 descreve pormenores de implementação dos protocolos (encaminha-
mento e consenso). Também é referido um módulo de extensão ao simulador, que
foi desenvolvido para avaliar os protocolos de consenso.
• A secção 8 contém os resultados da análise experimental realizada aos protocolos
desenvolvidos.
• Na secção 9 apresentam-se as conclusões a que se chegou durante a elaboração da




2.1 Redes de Sensores Sem Fios (RSSFs)
As redes de sensores sem fios (RSSF) são redes de comunicação por radiofrequência que
utilizam a norma IEEE 802.15.4, ZigBee [5]. Estas redes são formadas por dispositivos
(sensores) de baixo custo e de pequenas dimensões (da ordem de grandeza das dezenas
de milímetros cúbicos às dezenas de centímetros cúbicos). Os sensores são dotados de ca-
pacidades computacionais, energéticas e de comunicação muito limitadas [35], podendo
ser distribuídos ao longo de uma determinada área geográfica formando redes de comu-
nicação mais ou menos densas, aproveitando o baixo custo dos dispositivos e a facilidade
de instalação dos mesmos, sem custos operacionais relevantes. Para o efeito são particu-
larmente importantes as características de auto-organização da rede e não necessidade
de supervisão da operação [74].
Numa RSSF os sensores cooperam entre si para monitorizar eventos que resultam
da interacção entre os dispositivos e o meio ambiente, medindo valores associados a di-
ferentes tipos de fenómenos físicos. Na tecnologia actual, os sensores para RSSFs são
pequenos dispositivos computorizados, baseados em substratos mais ou menos genéri-
cos, sobre os quais poderão existir um ou mais sensores (propriamente ditos, que obtêm
dados do ambiente). Aquele tipo de substrato envolve um microprocessador, um circuito
de comunicação por rádio (IEEE 802.15.4) e um ou mais sensores com capacidades para
processamento de sinal associado a determinado tipo de eventos externos: temperatura,
som ou ruído, humidade, movimento, poluição ou níveis de concentração de certo tipo
de substâncias, pressão, vibração ou luminosidade. Existem ainda sensores especializa-
dos para medir indicadores fisiológicos ou sinais vitais de saúde, por exemplo. Na figura
2.1 apresenta-se a arquitectura genérica dos nós sensores.
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Figura 2.1: Arquitectura genérica de um nó sensor
Nas RSSFs os eventos são detectados e medidos em cada nó sensor, podendo tam-
bém a informação obtida ser pré-processada localmente, sendo posteriormente difundi-
dos pela rede através de outros sensores com base em topologias de organização multi-hop
(podendo em alguns casos ser single-hop [67]). Os dados transmitidos podem ainda ser
processados e agregados por outros sensores ao longo da rede, durante a transmissão e
encaminhamento dos mesmos. Finalmente, a informação gerada pela rede é geralmente
recolhida em nós de captura de dados (habitualmente designados por estações base ou
nós sink), que poderão estar interligados a sistemas que executam aplicações para trata-
mento e análise de dados. Esta ligação poderá fazer-se com base em qualquer tipo de
comunicação (ex.: redes locais com ou sem fios, através da Internet, etc.).
2.2 Pilha de serviços para suporte de aplicações em RSSFs
As arquitecturas de software para aplicações em RSSFs são estruturadas tendo em conta
requisitos específicos de aplicações, sendo que em alguns casos os serviços correspon-
dentes a diferentes camadas da pilha podem fundir-se, normalmente por motivos de
eficiência. Pode-se, no entanto, ter um modelo genérico de referência, como o apresen-
tado na figura 2.2. A camada de segurança tem um carácter mais transversal, podendo
fornecer serviços a qualquer das outras camadas.
O foco desta dissertação é a camada de rede, assim como a camada de segurança no
que diz respeito aos serviços que pode oferecer à camada de rede. Também serão vistas
as camadas física e MAC, com o intuito de compreender os serviços que estas oferecem
para suportar a camada de rede.
2.3 Camadas Física e MAC: A Norma IEEE 802.15.4
A norma IEEE 802.15.4 especifica as duas camadas de nível mais baixo da pilha de ser-
viços: a camada física e a camada de controlo de acesso ao meio (MAC), que foram ide-
alizadas tendo em consideração as baixas taxas de dados enviados/recebidos que carac-
terizam este tipo de redes, bem como as suas limitações a nível energético. O espaço de
operação das redes 802.15.4 está bem delimitado – o raio de acção de um nó dessa rede
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Figura 2.2: Exemplo de pilha de serviços para suporte a aplicações em RSSFs
é da ordem das dezenas de metros – pelo que estas redes são também conhecidas por
WPAN (Wireless Personal Area Network).
Um dispositivo pertencente a uma rede 802.15.4 poderá ter um endereço IEEE de 64
bits ou um endereço mais curto de 16 bits.
A norma IEEE 802.15.4 é essencialmente um standard que tenta satisfazer um dos
principais requisitos deste tipo de redes (as suas limitações energéticas), tentando assim
obter custos de operação mínimos juntamente com uma simplicidade a nível tecnológico,
sem que para isso seja necessário sacrificar a flexibilidade ou a usabilidade do sistema.
A camada física fornece uma interface entre a camada MAC e o canal físico de rádio.
Esta camada gere o emissor/receptor dos sinais rádio e efectua a selecção de canais, para
além de fornecer funções relacionadas com a energia e o sinal do dispositivo.
2.4 Camada de Rede
De forma a suportar a comunicação multi-hop, vários protocolos de encaminhamento
foram propostos. Eles podem ser classificados segundo duas categorias: table-driven (ori-
entados para a utilização de tabelas – protocolos pro-activos) ou on-demand (só actuam
quando necessário – protocolos reactivos).
Nos protocolos table-driven, os nós trocam informação entre eles de forma constante de
modo a manter as tabelas de encaminhamento sempre actualizadas, independentemente
de existirem ou não pedidos de estabelecimento de comunicação. O DSDV (Destination-
Sequenced Distance-Vector) [61] e o OLSR (Optimized Link State Routing) [17] são alguns
exemplos de protocolos de encaminhamento table-driven. Este tipo de protocolos de enca-
minhamento envolve normalmente uma fase de descoberta de nós associada a processos
de auto-organização da rede, uma fase de descoberta de rotas e selecção das rotas óptimas
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ou adequadas para envio de eventos desde os nós sensores até às estações base, e uma
fase de gestão e manutenção das tabelas de encaminhamento associadas às rotas utiliza-
das. A sobrecarga da gestão de tabelas de encaminhamento nestes protocolos compensa
o encaminhamento de dados, sobretudo em aplicações em que valores de sensoriamento
têm que ser enviados de forma regular ou permanente. Tal acontece por exemplo em
aplicações de monitorização permanente de eventos ou aplicações de medida regular de
métricas de fenómenos físicos medidos pelos sensores.
Para suporte de muitas aplicações baseadas na noção de disseminação não regular de
eventos, os protocolos on-demand podem tornar-se mais vantajosos, pois os nós só trocam
informação quando existem comunicações por estabelecer. Este facto faz com que não
seja necessário manter tabelas de encaminhamento, podendo estes protocolos desenca-
dear processos de selecção de rotas quando se torne necessário enviar dados pela rede,
evitando a sobrecarga da gestão e manutenção de tabelas nos nós. O AODV (Ad-hoc On-
demand Distance Vector) [62] é um exemplo de um protocolo on-demand. Existem também
variantes que seguem uma política de source-routing, como é o caso do DSR (Dynamic
Source Routing) [33].
Os protocolos on-demand são muito utilizados nas redes ad-hoc no geral, mas princi-
palmente nas redes móveis devido, precisamente, à mobilidade dos nós, que dificulta a
manutenção do estado das ligações. No caso das RSSFs, em que os sensores são estáticos
e enviam regularmente os valores “sentidos”, não se verifica a tendência de implementar
protocolos de encaminhamento on-demand, uma vez que os processos de reorganização
da rede, descoberta de rotas ou selecção e avaliação de novas rotas pode tornar-se des-
vantajoso face a gastos de energia, bem como podem induzir maior latência média na
disseminação de eventos através da rede.
Independentemente de ser reactivo ou pro-activo, um protocolo de encaminhamento
pode descobrir as suas rotas de modo centralizado ou distribuído. Na descoberta centra-
lizada os nós recorrem a estações base ou a outros nós especiais da rede para que estes
procedam à descoberta das rotas, com base na informação da vizinhança de cada nó. No
caso da descoberta distribuída cada nó é responsável por criar e manter a sua tabela de
encaminhamento.
Algo que é comum a todos os protocolos de encaminhamento é poder-se conside-
rar que são constituídos por três fases distintas: descoberta de rotas, estabelecimento de
rotas e encaminhamento de dados. A fase de descoberta de rotas dá-se quando os nós
enviam mensagens HELLO uns aos outros, para se darem a conhecer à vizinhança. O es-
tabelecimento de rotas corresponde à fase em que os nós da rede decidem quais as rotas
a utilizar. A fase de encaminhamento de dados dá-se quando os nós têm conhecimento
das rotas e já estão a transmitir dados.
Os protocolos apresentados acima não têm qualquer tipo de segurança, sendo a sua
única preocupação resolver o problema do encaminhamento. Na secção 3.2 abordam-se
alguns protocolos seguros.
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2.5 Organização e Operação das RSSFs
Uma RSSF forma um sistema distribuído capaz de capturar dados através da actividade
autónoma e assíncrona dos sensores, com possível pré-processamento desses dados no
nó que os registou. Os dados são depois transmitidos e processados de forma interna (ao
nível dos nós intermédios) e enviados para os nós de agregação de dados (estações base
ou nós sink).
Por norma, uma RSSF é formada por um grande número de nós sensores comuns e
por um ou mais nós de agregação de dados. O modelo de comunicação consiste no en-
caminhamento multi-hop dos dados originados nos nós sensores, ao longo dos vários nós
da rede até aos nós de agregação de dados.
Para os nós sensores das RSSFs, o custo energético da obtenção e do processamento
dos dados pode ser de várias ordens de grandeza inferior ao custo energético da comu-
nicação, tornando-se assim imperativo que seja feita alguma filtragem de dados ao longo
da rede (de preferência a começar no nó origem) de modo a reduzir o consumo energé-
tico dos nós, o que leva a um maior tempo de vida da rede.
Um dos principais objectivos das RSSFs é permitir que estas sejam utilizadas em am-
bientes de grande escala, na ordem dos milhares de nós, sendo assim possível cobrir áreas
geográficas enormes desde que se verifiquem determinadas propriedades de densidade e
distribuição espacial, isto é, o número de nós tem de ser suficiente de forma a cobrir toda
a área tendo em conta as limitações existentes ao nível das comunicações. Desta forma
torna-se particularmente importante que as RSSFs se possam formar e gerir de forma au-
tónoma, com base em determinados critérios de descoberta de nós e auto-organização da
rede.
Os protocolos de encaminhamento têm diferentes modos de encaminhamento e orga-
nização dos nós e das rotas na rede. Existem 3 grandes grupos de protocolos que diferem
nesta característica, que são os protocolos de encaminhamento geográfico, encaminha-
mento baseado em grupos (cluster-based) e encaminhamento plano.
Nos protocolos de encaminhamento geográfico assume-se que os nós conhecem a sua
própria localização e a localização dos destinos para os quais vão enviar dados. Os nós
não necessitam de guardar qualquer informação relativa a rotas, sendo que o local para
onde os pacotes são enviados é determinado no momento da recepção dos mesmos e de-
pende unicamente da informação geográfica do destino. Os exemplos mais significativos
de protocolos de encaminhamento pertencentes a este grupo são os protocolos da família
SIGF [76].
Os protocolos de encaminhamento baseado em grupos, também chamados de pro-
tocolos de encaminhamento hierárquico ou de encaminhamento de eficiência energética
(energy-efficient), agregam os nós em grupos, sendo que cada grupo tem um represen-
tante, denominado de cluster-head. Os nós de cada grupo enviam informação para os
representantes que por sua vez tratam de encaminhar os dados para o destino, que nor-
malmente é uma estação base, podendo também ser outro nó da rede (nó “normal” ou
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cluster-head). Podem existir um ou mais níveis na hierárquica de grupos, sendo que um
representante de grupo pode ele próprio pertencer a um outro grupo que tem outro re-
presentante de nível superior. Alguns exemplos destes protocolos são: LEACH [31] e
PEGASIS [44].
Os protocolos de encaminhamento plano não obrigam a qualquer tipo de estrutura
para a rede, dando total liberdade a quem desenvolve um protocolo de definir o modo
como os nós são organizados e as rotas são geradas. Dada esta liberdade, é natural que
alguns protocolos optem por utilizar uma estrutura para organizar a rede e outros proto-
colos utilizem a rede sem uma estrutura específica. Tal como o nome indica, uma organi-
zação não estruturada não define regras no que diz respeito às rotas que são encontradas
e à organização dos próprios nós da rede. Já no caso de uma organização estruturada, é
necessário seguir regras de construção para a rede. Por exemplo, numa organização em
árvore coloca-se o nó receptor (normalmente a estação base) na raiz e os restantes têm
de estar organizados de modo a que cada nó tenha no mínimo um nó raiz acima dele.
Um esquema deste tipo leva a um maior desgaste dos sensores dos níveis superiores da
árvore. Exemplos destes protocolos são dados em detalhe na secção 3.2.
No âmbito desta dissertação são relevantes os protocolos de encaminhamento plano,
visto estes se inserirem nos objectivos do trabalho a realizar.
2.6 Segurança em RSSFs
Devido às características das RSSFs, as técnicas, mecanismos e serviços de segurança uti-
lizados vulgarmente nas redes convencionais, ou mesmo no âmbito das redes móveis
ad-hoc em geral, não podem ser directamente aplicados às redes de sensores. Dadas as
características físicas, a natureza das comunicações sem fios e os cenários de aplicação
destas redes, os mecanismos de segurança têm de estar presentes em todos os níveis da
pilha de serviços, como referido na secção 2.2.
As redes de sensores são muitas vezes distribuídas em locais sem vigilância, consti-
tuindo um maior risco devido à eventualidade de ataques físicos. A interacção destas
redes com o meio envolvente aumenta também o nível de vulnerabilidade, pois os sen-
sores estão expostos a todo o tipo de adversidades proporcionadas pelo ambiente em que
estão inseridos.
Uma das características que se pretende que uma RSSF segura possua é que a degra-
dação do funcionamento da rede seja, no máximo, directamente proporcional ao número
de atacantes/ataques activos, característica a que se dá o nome de graceful degradation. É
claro que, do ponto de vista de propriedades de segurança e fiabilidade, uma rede será
tanto melhor quanto mais resistir a condições de falha ou de ataque, pelo que quanto
mais imune for a rede à quantidade de nós afectados e quanto mais mantiver condições
de cobertura ou conectividade global, melhor serviço prestará. Este critério é crucial para
um serviço de encaminhamento seguro, pois este deve garantir a conectividade da rede,
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propiciar que os dados possam ser entregues de forma fiável e, de preferência, garan-
tir que a disseminação dos dados se faça em condições óptimas em relação a critérios
como latência da comunicação e energia consumida. Para que isso aconteça é necessário
também que os vários serviços de segurança, implementados em diferentes camadas da
pilha de suporte, se complementem para tornar a rede mais segura, resistente e fiável,
que possuam complexidade computacional e de comunicação adequada às limitações
dos dispositivos usados e que garantam optimização da energia ao nível do processa-
mento dos nós e do processamento na rede, no seu conjunto.
De modo a compreender o tipo de ameaças a que as RSSFs estão sujeitas é necessário
definir o modelo de adversário. Tendo em conta as ameaças é também necessário definir
os mecanismos de segurança a utilizar e em que camada da pilha de suporte de inserem.
A presente dissertação foca-se na camada de rede, no entanto é importante compreender
quais as garantias de segurança das camadas abaixo, nomeadamente a camada MAC.
2.6.1 Modelo de Adversário
Os modelos de adversário são importantes na medida em que permitem definir o pos-
sível comportamento de um atacante perante um determinado sistema. O modelo de
adversário para as RSSFs está muito bem definido por Karlof-Wagner [35] e a descrição
que se segue é baseada nessa definição.
Nas RSSFs considera-se que um adversário pode ser passivo ou activo. O adversário
passivo tem características semelhantes às do modelo de adversário definido por Dolev-
Yao [22], limitando-se a interceptar comunicações com o intuito de conhecer a informação
que está a ser passada. O adversário activo tem como objectivo alterar o comportamento
da rede, sendo que o seu comportamento abrange algumas das características dos mo-
delos de adversário de Dolev-Yao e da Framework OSI X.800 [71], podendo o atacante
ter comportamentos como alterar a informação transmitida numa comunicação, fazer-se
passar por vários nós da rede, fazer drop de todas as mensagens que lhe chegam e que
deveria enviar para outros nós, enviar informação de um nó da rede para outro que não
pertence à sua vizinhança, etc.
Independentemente de ser activo ou passivo, o adversário pode ser externo ou in-
terno. Um adversário externo actua de fora da rede, onde pode observar o tráfego ou
bloquear as comunicações da rede por jamming. O adversário externo pode pertencer a
uma de duas classes: sensor-class ou laptop-class. Um adversário sensor-class utiliza um
ou vários sensores como os da rede para efectuar o ataque, o que indica que apenas con-
segue afectar a vizinhança de cada sensor. Um adversário laptop-class está equipado de
um computador portátil, que tem maior poder de computação, memória, comunicação
e energia que os nós da rede, o que faz com que este adversário possa chegar a grande
parte da rede, potencialmente toda a rede, com capacidade de efectuar ataques mais so-
fisticados.
O adversário interno é o mais perigoso para as RSSFs e é também a razão pela qual
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estas redes necessitam de serviços de segurança que as tornem tolerantes a intrusões.
Assume-se que este adversário é capaz de capturar um ou vários nós da rede (quaisquer
nós) e capturar toda a informação contida nele, incluindo histórico de comunicações e
chaves criptográficas. Deste modo o nó continua a pertencer à rede, uma vez que pos-
sui as credenciais que lhe foram dadas, mas pode ter um comportamento especificado
pelo adversário. Pode, portanto, ter o mesmo comportamento do atacante externo, mas
em posição privilegiada por ter a confiança dos outros nós da rede. Ao alterar o com-
portamento normal de um nó, um adversário, que neste caso é um intruso, pode atacar
seguindo o modelo bizantino.
2.6.2 Camada MAC
Alguns dos ataques descritos no modelo de adversário são dirigidos à camada MAC.
Desses ataques, alguns seguem o protocolo MAC definido e outros não.
Nos ataques que seguem o protocolo MAC, o adversário age como um membro le-
gitimo da rede. Ele pode atacar ao inundar a rede com pacotes de tamanho máximo,
criando um ataque de Denial of Service que acelere o esgotamento da energia dos nós
correctos da rede e reduza a largura de banda disponível. Outro ataque trata-se de con-
figurar um nó para funcionar como se não estivesse a funcionar com bateria, o que faz
com que o mecanismo CSMA/CA monopolize o acesso ao meio, por diminuir o tempo
de pausa entre retransmissões no caso da detecção de colisões. Ambos os ataques descri-
tos diminuem a taxa de entrega de pacotes [54].
Quando um adversário não segue o protocolo MAC, este pode fazer com que um
nó não utilize correctamente o mecanismo CSMA/CA, de modo a que nó comunique
quando já existem outras transmissões, o que provoca colisões e bloqueia todas as trans-
missões. Este atacante pode também reenviar ou alterar informação, assim como enviar
informação falsa (como ACKs falsos, por exemplo).
2.6.3 Camada de Rede
A camada de rede nas RSSFs está relacionada com os modelos de encaminhamento e dis-
seminação de dados, assim como com a organização da rede. Também são considerados
mecanismos de distribuição de chaves criptográficas, no entanto no contexto da presente
dissertação assume-se que está disponível um esquema seguro de distribuição de cha-
ves.
Os primeiros protocolos de encaminhamento que surgiram assumem que todos os
nós agem de forma correcta, não tendo quaisquer preocupações com a segurança. Os
protocolos desenvolvidos mais recentemente já consideram o modelo de adversário para
as RSSFs. Uma das principais preocupações é fazer com que os protocolos sejam tole-
rantes a intrusões, sendo que os protocolos têm uma de duas abordagens: prevenção ou
detecção/correcção.
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Tabela 2.1: Relação entre os ataques às RSSFs e as fases dos protocolos de encaminha-
mento
Os protocolos preventivos utilizam mecanismos para funcionarem o mais correcta-
mente possível na presença de intrusões. Os protocolos que apostam na detecção/cor-
recção implementam detectores de intrusos e, alguns deles, corrigem a rede removendo
os nós intrusos. Na secção 3.2 são vistos alguns exemplos de protocolos com estas carac-
terísticas.
2.6.4 Ataques ao Encaminhamento nas RSSFs
De acordo com Karlof-Wagner [35], existem os seguintes ataques internos ao encaminha-
mento nas RSSFs: informação de encaminhamento falsa, encaminhamento selectivo (se-
lective forwarding), ataques Sinkhole, ataques Sybil, wormholes e ataques HELLO flood.
Estes ataques podem ter dois modos de actuar distintos, sendo que uns ataques vi-
sam a informação trocada entre os nós da rede e outros pretendem alterar a topologia da
própria rede.
Os ataques descritos em seguida, devido às suas características, são direccionados a
diferentes fases dos protocolos de encaminhamento nas RSSFs. A tabela 2.1 mostra a re-
lação entre os ataques e as fases dos protocolos. Esta relação ajuda a compreender em que
fases e em que operações se devem implementar os mecanismos de defesa contra cada
ataque específico.
2.6.4.1 Informação de encaminhamento falsa
A forma mais directa de atacar uma RSSF é tentar alterar os dados trocados entre os
nós da rede. Ao alterar, reenviar ou enviar informação relativa ao encaminhamento, um
atacante consegue criar partições na rede, criar ciclos de encaminhamento, etc.
2.6.4.2 Encaminhamento selectivo (selective forwarding)
As redes multi ponto (multi-hop) funcionam seguindo o principio de que todos os nós
vão entregar correctamente os dados que passam por eles. Um nó que realize este ataque
decide o que fazer com a informação que lhe chega. O caso mais simples é o nó agir como
um buraco negro (blackhole), limitando-se a não enviar toda a informação que lhe chega.
Um ataque do tipo blackhole corre o risco de ser detectado facilmente pelos vizinhos do
nó atacante, por isso pode-se fazer algo mais sofisticado, fazendo com que o nó decida
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se encaminha ou não informação com base numa probabilidade de envio, por exemplo.
Este ataque só tende a funcionar em casos em que o atacante é um intruso, ou seja interno
à rede, e esteja no meio de uma rota. Os ataques Sinkhole e Sybil são bons exemplos de
como um atacante se pode introduzir na rede.
2.6.4.3 Ataque Sinkhole
O objectivo deste ataque é o de atrair o tráfego de uma determinada zona da rede para
um único nó comprometido, ao qual se dá o nome de sinkhole. Para realizar este ataque,
o atacante faz com que o nó comprometido se torne atraente para os outros nós, no que
diz respeito ao protocolo de encaminhamento, i.e. se o protocolo utiliza métricas para
seleccionar rotas óptimas, como a distância até à estações base, o nó oferece boas rotas de
modo a entrar na grande maioria das rotas dos outros nós.
2.6.4.4 Ataque Sybil
No ataque Sybil [23] um nó comprometido apresenta várias identidades diferentes aos
outros nós da rede. No caso de uma RSSF do tipo multi-path que crie duas rotas disjuntas
entre um nó origem e uma BS, é possível com este ataque que um único nó compro-
metido se insira nas duas rotas em simultâneo, comprometendo todas as comunicações
provenientes do nó origem.
2.6.4.5 Wormhole
O ataque wormhole [16] consiste em criar um túnel fazendo com que o tráfego desapareça
de uma zona da rede e reapareça numa zona onde não era suposto passar. O que normal-
mente ocorre neste ataque é o atacante ter dois nós comprometidos em diferentes partes
da rede que transmitam informação entre sim por um canal de comunicação que apenas
está disponível para o atacante. Com esta técnica, o atacante pode criar um sinkhole, ao
colocar um nó comprometido no meio da rede e outro junto a uma BS, fazendo com que
o nó que está no meio da rede ofereça uma rota de um único salto até à BS.
2.6.4.6 Ataque HELLO flood
Os ataques HELLO flood são relativamente recentes e aproveitam-se do facto de grande
parte dos protocolos de encaminhamento para RSSFs utilizarem mensagens de HELLO
para que um nó se apresente à sua vizinhança. Quando um nó vizinho recebe uma men-
sagem HELLO assume que o emissor se encontra está a uma distância que permite que
exista comunicação entre eles. Como intruso e se usufruir de um dispositivo com grande
alcance de comunicação, um atacante pode utilizar um nó comprometido para enviar
mensagens de HELLO para toda a rede, fazendo os nós acreditarem que esse nó é seu




3.1 Mecanismos de Defesa para RSSFs
De modo a proteger as RSSFs contra os possíveis ataques há a necessidade de implemen-
tar mecanismos de segurança na pilha de protocolos da rede. Como foi referido na secção
anterior, todas as camadas de protocolos da rede estão sujeitas a ataques, sendo o foco da
tese a camada de transporte, mais especificamente os protocolos de encaminhamento.
Como foi referido na secção dedicada aos ataques ao encaminhamento nas RSSFs, há
ataques aos dados e ataques à topologia da rede. Cada uma destas categorias de ataques
tem características muito diferentes e, por isso, os mecânismos de segurança utilizados
em cada uma são diferentes. Passe-se então a uma visão dos mecânismos para cada uma
destas categorias de ataques.
3.1.1 Defesas Contra Ataques aos Dados
Os ataques aos dados resumem-se à observação, replicação ou alteração dos mesmos.
Uma boa maneira de impedir que os dados sejam vistos por atacantes é tornar os dados
confidenciais, fazendo com que apenas os nós da rede interessados sejam capazes de ver
o conteúdo de cada mensagem. A utilização de algoritmos criptográficos para cifrar men-
sagens é o mecanismo de defesa mais utilizado para obter confidencialidade. Devido às
limitações dos sensores nas RSSFs não é viável utilizar mecanismos de cifra assimétrica
(ou de chave pública), sendo, por isso, utilizada a cifra simétrica na grande maioria dos
casos. No entanto tem sido investigada a hipótese de utilizar soluções de cifra assimé-
trica baseadas em hardware [27] ou com criptografia de curvas elípticas (ECC) [37, 45].
Para proteger os dados contra alterações e para autenticar o emissor dos mesmos,
17
3. TRABALHO RELACIONADO 3.1. Mecanismos de Defesa para RSSFs
utilizam-se mecanismos de integridade de dados, como assinaturas MAC (Message Authen-
tication Code) e os seus derivados (CMAC, HMAC, VMAC, UMAC) ou autenticação de
mensagens com chave privada, no caso de se utilizar criptografia assimétrica.
Perrig et al. desenvolveram um conjunto de protocolos adaptados às RSSFs, ao qual
deram o nome de SPINS [63] que implementa mecanismos de defesa contra ataques aos
dados, incluindo confidencialidade e autenticação de dados, e detecção e descarte de ré-
plicas. Exemplos de outros protocolos que implementam estes serviços de segurança são
Zigbee [5], TinySec [34] e MiniSec [48].
3.1.2 Serviços de Tolerância a Intrusões
Os ataques internos são feitos por um adversário que consegue invadir um ou mais nós
na rede. Para preparar uma RSSF contra intrusões é necessário implementar mecanismos
ou serviços de tolerância a intrusões. Um comportamento errado devido a intrusão pode
ser considerado como uma falha bizantina [40], sendo por isso possível utilizar alguns
dos mecanismos de defesa contra falhas bizantinas.
Um dos mecanismo de defesa mais utilizado para tratar destes casos é um clássico:
redundância. Nas RSSFs considera-se normalmente redundância em duas dimensões di-
ferentes: rotas e nós de agregação.
Os protocolos de encaminhamento multi-path utilizam redundância de rotas de cada
nó origem até aos nós de destino, para poderem transmitir dados pelas diferentes rotas,
esperando que alguma dessas rotas não contenha um intruso. Para reforçar a resiliência
deste mecanismo, em muitos casos, utilizam-se múltiplas rotas disjuntas, para que um
único intruso não esteja presente em diferentes rotas.
Poucos protocolos de encaminhamento para RSSFs utilizam redundância de estações
base. Este mecanismo, juntamente com multiplas rotas, permite ter várias rotas para vá-
rias estações base, aumentando o número de opções que um nó tem ao transmitir dados.
Quando um nó envia dados para 3 ou mais estações base é necessário que estas entrem
em acordo em relação ao valor que foi recebido.
Karlof-Wagner [35] afirmam que ataques como wormhole e sinkhole devem ser tratados
na fase de desenho de um protocolo de encaminhamento, referindo que um protocolo
que utilize métricas para seleccionar melhores caminhos está mais susceptível a estes
ataques.
Um modo de minimizar os danos causados por um intruso é fazer com que cada nó
tenha um número limitado de vizinhos. Esta medida tem duas dimensões: (1) impedir
que um intruso afecte muitos nós e impedir que nós correctos aceitem vários intrusos
como vizinhos (esta dimensão é particularmente direccionada ao ataque Sybil).
3.1.3 Mecanismos de Detecção e Correcção de Intrusões
A tolerância a falhas é importante na medida em que permite que uma RSSF funcione
correctamente mesmo na presença de intrusos. No entanto, para que a rede seja mais
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fiável, é desejável que os intrusos sejam inexistentes ou em número reduzido. Uma abor-
dagem que surgiu recentemente é a de detecção e remoção de intrusos, que consiste na
implementação de mecanismos para detectar nós intrusos na rede. A estas implementa-
ções dá-se o nome de Intrusion Detection System (IDS).
Pouco trabalho foi desenvolvido na área de IDSs até ao momento, sendo uma das
principais limitações das soluções propostas o facto de serem direccionadas a um ataque
específico.
SAM (Statistical Analysis Multipath scheme) [70] é um esquema utilizado para detectar
ataques wormhole. Neste esquema, se um nó está presente num grande número de rotas
a rede entra em modo de suspeita.
Abu-Ghazaleh et al. [1] propõem um IDS, integrado num protocolo de encaminha-
mento por múltiplas rotas, baseado em valores de confiança associados a cada nó na
tabela de encaminhamento, para detectar e remover nós intrusos que estejam a fazer o
ataque de encaminhamento selectivo. Quando se observa que uma mensagem é entregue
ao destino correcto e sem ter sido alterada incrementa-se o valor de confiança do emissor.
Caso contrário o valor de confiança é decrementado. Quando o valor de confiança de um
nó está abaixo de um determinado limite inferior, o nó em questão é removido da tabela
de encaminhamento. O comportamento dos nós é observado pela sua vizinhança, que
determina se as mensagens são ou não bem entregues.
Ramaswami e Upadhyaya [64] sugerem um IDS para detecção do ataque blackhole e
remoção dos nós intrusos. No entanto, o processo de detecção do nó não é descrito.
Zhao e Delgado-Frias [78] sugerem também um IDS para detecção do ataque blackhole,
com recurso a múltiplas rotas, mas apenas consegue detectar rotas que contêm intrusos.
O nó envia a mesma mensagem por duas rotas, se apenas chegar uma ao destino assume-
se que existe um intruso.
Na maioria dos IDS, é a vizinhança dos nós que detecta comportamentos errados,
sendo por isso uma detecção feita de forma distribuída. Uma das abordagens utilizadas
é um sistema de watchdogs, que consiste em ter vários nós monitores espalhados na rede
que observam o comportamento dos outros nós [51, 18]. Outra abordagem é a utilização
de um neighborwood watch system, no qual a vizinhança de um nó observa, guarda e troca
informação sobre as comunicações desse nó. A grande diferença entre os dois sistemas de
observação de vizinhança descritos, é que o primeiro utiliza nós monitores, o que sugere
uma rede heterogénea, enquanto que o segundo utiliza nós “normais”, podendo assim
aplicar-se a uma rede homogénea.
Alguns protocolos de encaminhamento para RSSFs que implementam IDS no seu fun-
cionamento são descritos na secção 3.2.
Na verdade, a inclusão de mecanismos de detecção de intrusões que podem ainda ser
complementados com mecanismos de reconfiguração ou recuperação da rede face a in-
trusões, é uma área que só mais recentemente tem sido explorada ao nível de serviços de
encaminhamento para redes de sensores. O principal desafio em conseguirem suportar-
se protocolos de encaminhamento tolerantes a intrusões que conjuguem as dimensões de
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prevenção, detecção e recuperação prende-se com a complexidade deste tipo de meca-
nismos. Esta complexidade é particularmente notável em redes de grande escala, com
encaminhamento multi-hop e sem nós especiais de supervisão (que possam ser imunes
a intrusões e permitam instituir componentes para computações confiáveis associadas
à existência de uma base de confiança). Por um lado, a complexidade introduzida por
esse tipo de soluções pode ser irrealista ou incompatível dadas as limitações de processa-
mento, comunicação e energia dos nós. Por outro lado, mecanismos de detecção, descarte
ou recuperação de nós afectados por falhas ou ataques por intrusão podem introduzir
desvantagens importantes, onerando o desempenho da rede e o balanço energético da
rede.
Apesar de não fazer parte do foco da presente dissertação, esta secção sobre IDSs
permite ver que há poucas soluções, sendo que a maior parte se baseia em soluções dis-
tribuídas e são executadas pelos nós sensores. A ideia que surgiu e que é discutida com
pouco detalhe na secção de trabalho futuro pretende apresentar um serviço de deteção e
recuperação de intrusões executado pelas estações base, baseado nos protocolos de con-
senso, o que contraria a tendência das soluções referidas nesta secção.
3.2 Protocolos de Encaminhamento Plano para RSSFs
Como foi referido anteriormente, no decorrer da presente dissertação pretende-se desen-
volver um protocolo de encaminhamento tolerante a intrusões para RSSFs e determinou-
se à partida que esse protocolo deve ser plano no que diz respeito à organização dos nós
na rede.
Foram desenvolvidos no passado vários protocolos de encaminhamento para RSSFs,
no entanto apenas recentemente começou a surgir a preocupação da tolerância a intru-
sões e, por isso, ainda não existem muitas soluções. Nesta secção são vistas as contribui-
ções mais significativas nesta área, sendo que algumas delas serviram de base ou inspi-
ração para o protocolo MINSENS++, desenvolvido no âmbito desta dissertação.
3.2.1 INSENS
O INSENS (INtrusion-tolerant routing protocol for wireless SEnsor NetworkS) [20] é um proto-
colo de encaminhamento seguro, tolerante a intrusões, que utiliza múltiplas rotas disjun-
tas para ultrapassar nós comprometidos. Uma das principais preocupações do protocolo
é impedir que um único nó consiga afectar o funcionamento geral da rede. Para tal, o
INSENS oferece defesas contra ataques de DoS que pretendam inundar a rede e ataques
ao encaminhamento que tenham como intenção propagar dados alterados.
Este protocolo tira partido da assimetria nos nós para tratar do problema do consumo
energético. A única estação base, como tem um maior poder computacional e energético
que os sensores, agrega os dados enviados por todos os sensores e tem o trabalho de
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calcular as tabelas de encaminhamento de todos os sensores da rede. A estação base par-
tilha uma chave de cifra simétrica com cada sensor da rede, para que a comunicação seja
segura.
Para prevenir que um único nó consiga afectar toda a rede, as comunicações têm algu-
mas limitações. Apenas a estação base tem capacidade de comunicar por broadcast (para
toda a rede), sendo as mensagens autenticadas para evitar tampering. As comunicações
unicast são sempre dirigidas à estação base, para evitar que seja lançado um ataque de
DoS contra um nó específico.
O protocolo funciona em três rondas:
• Route Request: a estação base inunda a rede com um pedido para que cada sensor
se dê a conhecer aos seus vizinhos.
• Route Feedback: os sensores respondem à estação base enviando a sua topologia
local. A mensagem é enviada pelo caminho inverso pelo qual chegou ao sensor.
• Routing Table Propagation: A estação base constrói as tabelas de encaminhamento
para cada sensor e envia cada uma para o sensor correspondente.
3.2.2 MINSENS
O protocolo MINSENS [28] surge como uma melhoria do INSENS, onde se considera a
existência de múltiplas estações base, ou seja, utiliza-se redundância de nós de agregação
para aumentar a fiabilidade e balancear o gasto energético da RSSF.
Cada estação base funciona como uma estação base do INSENS ao criar a sua árvore
de disseminação. Assim sendo, cada nó sensor temB tabelas de encaminhamento, sendo
B o número de estações base no sistema. Para que um nó consiga perceber o próximo
destino de uma mensagem, atribui-se um identificador único a cada rota, que é incluído
nas mensagens transmitidas.
No MINSENS todas as rotas de todas as estações base são disjuntas, i.e. cada nó é nó
interno apenas de uma rota em todo o sistema. Esta opção garante que um intruso afecta
apenas uma rota no sistema. Cada estação base calcula rotas disjuntas apenas para si,
não havendo garantias de que as suas rotas são completamente disjuntas das rotas das
outras estações base. Por isso, depois da descoberta individual das rotas, as estações base
trocam as rotas geradas e entram em acordo sobre que rotas cada uma vai utilizar, de
modo a que todas sejam disjuntas.
O protocolo é muito flexível no que diz respeito ao encaminhamento. Um nó pode
enviar dados apenas para uma estação base e por um só caminho aleatório ou enviar
por vários caminhos. Do mesmo modo que pode enviar dados apenas para uma ou para
várias estações base. No caso em que são enviados dados para várias estações base é
necessário que estas entrem em consenso em relação ao valor recebido.
Pode observar-se que o MINSENS baseia-se muito em consensos para funcionar cor-
rectamente. Na secção 3.3 é aprofundado o tema do consenso distribuído em RSSFs.
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3.2.3 Clean-Slate
O protocolo Clean-Slate [58] foi desenvolvido com 3 objectivos em mente: prevenção,
detecção/correcção e resiliência.
No inicio do funcionamento do protocolo, existe uma autoridade na rede que atribui
a cada sensor um identificador certificado e um conjunto de desafios aleatórios. Os senso-
res iniciam, então, um processo seguro de descoberta de vizinhos, em que cada sensor se
dá a conhecer aos seus vizinhos directos. Este processo previne a entrada de novos sen-
sores intrusos no futuro. Depois de estabelecida a vizinhança, inicia-se um algoritmo de
agrupamento recursivo, que utiliza um serviço de difusão fiável (reliable broadcast) para
trocar mensagens e é atribuído um endereço de rede único a cada sensor.
A prevenção é conseguida com a implementação de mecanismos de criptografia para
proteger os dados e obtém-se resiliência através da utilização de múltiplas rotas.
O Clean-Slate faz detecção de nós duplicados e de mensagens alteradas de dois mo-
dos diferentes. No primeiro caso, depois do algoritmo de agrupamento recursivo, os
sensores enviam o seu identificador e endereço de rede para os vizinhos, para se iniciar
um algoritmo de detecção de réplicas [59]. No segundo caso, é utilizada uma Grouping
Verification Tree (GVT), baseada em Hash Trees (também conhecidas como Merkle hash trees
[52]).
Para remover os intrusos utiliza-se o mecanismo de recuperação Honeybee, que define
que, quando um sensor detecta e reporta outro sensor intruso, tanto o sensor que reporta
como o sensor intruso são removidos da rede. Remove-se ambos para evitar que sensores
maliciosos acusem sensores correctos de serem intrusos.
3.2.4 H-SPREAD
O H-SPREAD [46] é um protocolo de encaminhamento com múltiplas rotas disjuntas
para uma estação base, que utiliza um threshold secret sharing scheme para enviar mensa-
gens pelas múltiplas rotas, de modo a aumentar a fiabilidade da rede.
Um threshold secret sharing scheme consiste em dividir um segredo (secret) em várias
partes, chamadas de shares. Mais concretamente, é aplicado um algoritmo A(T,N) ao
secret que gera N shares. Para alguém conseguir reconstruir o secret necessita de ter, pelo
menos, T shares.
A descoberta das múltiplas rotas disjuntas é feita de forma distribuída por todos os
nós da rede, com recurso a um algoritmo de branch-aware flooding para calcular uma ár-
vore de cobertura para a rede, seguido de outro algoritmo que cria novas ligações para
gerar as múltiplas rotas.
Durante a fase em que os nós tratam do encaminhamento de mensagens, quando um
sensor pretende enviar uma mensagem para a estação base, executa o algoritmo de th-
reshold sharing scheme para gerar os shares da mensagem. Os vários shares são enviados
pelas múltiplas rotas para a estação base. Deste modo, para que uma mensagem seja
comprometida por um adversário é necessário que este comprometa, no mínimo, T rotas
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do nó origem para a estação base.
3.2.5 SeRINS
O SeRINS (Secure alternate path Routing IN Sensor networks) [42] é um protocolo de enca-
minhamento com múltiplas rotas para uma estação base, em que os nós da rede estão
estruturados numa árvore com a estação base como raiz e com nós que têm múltiplos
nós pais. O protocolo faz detecção e eliminação de nós que enviem informação de enca-
minhamento errada e utiliza as múltiplas rotas para prevenir outras intrusões.
O processo de geração de rotas é iniciado pela estação base, que faz broadcast de um
route update a anunciar que está a distância (em no de hops até à estação base) 0. Qualquer
nó, ao receber uma mensagem de route update, se não tem pai principal adiciona o nó
como pai principal, se tem pai principal e a distância anunciada na mensagem é igual ou
inferior à distância do pai principal adiciona o nó como pai normal.
Os nós da rede encaminham sempre as mensagens para um dos pais (principal ou
normal), escolhido aleatoriamente. Esta medida serve para desviar de possíveis atacan-
tes, inserindo não-determinismo no encaminhamento.
Ao utilizar a distância como métrica para definir os pais, o protocolo poderia ser facil-
mente violado se um intruso anunciasse uma distância falsa. Para isso foi implementado
um sistema de detecção de intrusos que alteram a informação do encaminhamento, ba-
seado na informação dada pelos vizinhos, sendo que a decisão final é da estação base.
Quando se detecta um intruso, todos os nós da rede que o tenham como pai removem-no
da lista de pais.
3.2.6 Análise Comparativa
Os protocolos de encaminhamento apresentados têm comportamentos diferentes no que
diz respeito ao modo como abordam os ataques. Todos os protocolos referidos estão pro-
tegidos contra ataques externos, i.e. visualização do conteúdo das mensagens, alteração
de mensagens e reenvio de mensagens. No caso particular do Clean-Slate, em relação
à alteração de mensagens, o protocolo protege as suas comunicações de adversários ex-
ternos e tem um mecanismo de detecção/remoção de intrusos que alterem mensagens
durante o seu encaminhamento.
A tabela 3.1 mostra as defesas dos protocolos contra ataques realizados por intrusos.
O valor Prob. indica que a defesa que o protocolo tem contra o ataque é probabilística.
Remoção indica que o protocolo tem mecanismos para detectar e remover os intrusos
que estejam a realizar o ataque. No caso do ataque Sinkhole, alguns protocolos têm o
valor N/A, basicamente porque por não utilizarem métricas para o estabelecimento das
rotas, é impossível para um nó mostrar-se mais atractivo aos outros e fazer um ataque
Sinkhole.
Os únicos protocolos de encaminhamento para RSSFs encontrados, que têm carac-
terísticas de tolerância a intrusões e incluem mecanismos de detecção e remoção de nós
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INSENS X Prob. X N/A X
MINSENS X Prob. X N/A X
Clean-Slate X Prob. Remoção N/A X
H-SPREAD X Prob. N/A
SeRINS Remoção Prob. Remoção
Tabela 3.1: Defesas dos protocolos de encaminhamento contra os ataques internos
intrusos foram o Clean-Slate e o SeRINS. Mesmo assim, os dois protocolos são muito di-
ferentes neste mecanismos, sendo que nem servem para defender os mesmos ataques.
São, no entanto, interessantes para estudar diferentes mecanismos de detecção/remoção
de intrusos.
Todos os protocolos referidos acima utilizam múltiplas rotas para as estações base, o
que os faz ter defesas probabilísticas contra ataques de encaminhamento selectivo, mas
todos eles o fazem de maneira diferente, tanto no modo como são descobertas as rotas
como no próprio encaminhamento dos dados.
A solução desenvolvida baseia-se no protocolo MINSENS, onde são inseridos pro-
tocolos de consenso probabilístico adequados às características das estações base e que
permitem estender o modelo de adversário às estações base, uma vez que os próprios
protocolos de consenso são tolerantes a falhas e intrusões.
A solução de detecção e correcção de intrusos idealizada poderia inserir-se no proto-
colo MINSENS++, uma vez que se baseia nos resultados dos protocolos de consenso.
3.3 Consenso Distribuído
Os protocolos de acordo têm um papel importante em sistemas distribuídos. Essencial-
mente estes protocolos permitem que um grupo de processos entrem em acordo em rela-
ção a qualquer tipo de informação [60]. O modo mais comum de encapsular o problema
de chegar a um acordo é através da definição de consenso. O problema de consenso con-
siste num conjunto de processos em que cada processo propõe um valor e todos têm de
decidir um valor comum, que tenha sido proposto por um dos processos.
Apesar da sua definição simples, a solução para o problema do consenso em sistemas
distribuídos tolerantes a falhas está longe de ser trivial. Estes sistemas devem funcionar
correctamente mesmo na presença de componentes do sistema que estejam sujeitos a fa-
lhas. É quando se considera a presença de falhas que o problema do consenso se torna
mais complexo. Dependendo do modelo do sistema, é bem possível que o problema do
consenso não tenha uma solução determinística. Para que um protocolo de consenso que
tolere falhas tem de respeitar as seguintes propriedades:
• Terminação: Todos os processos correctos eventualmente decidem um valor.
• Validade: Um processo apenas pode decidir um valor que tenha sido proposto
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previamente.
• Acordo: Todos os processos correctos decidem o mesmo valor.
Fazem parte do modelo de sistema os modelos de falhas e modelos de sincronia. O mo-
delo de falhas define os tipos de falhas que podem ocorrer no sistema, podendo essas
falhas ser falhas por omissão ou falhas bizantinas. O modelo de sincronia define os inter-
valos de tempo requeridos para executar as tarefas do sistema.
Nos dois extremos dos modelos de sincronia estão um sistema síncrono e um sistema
assíncrono. Num sistema síncrono assume-se que todas as operações podem demorar um
determinado intervalo de tempo a serem executadas. Já no modelo assíncrono assume-
se que todas as operações têm um tempo de execução indeterminado. Desenvolver um
protocolo de consenso assumindo um sistema assíncrono é uma vantagem do ponto de
vista de segurança e tolerância a falhas.
Na secção 3.3.1 apresenta-se um resultado de impossibilidade que prova não ser pos-
sível desenvolver uma solução determinística para o problema do consenso na presença
de pelo menos uma falha, o que implica que não existem soluções determinísticas para
sistemas com um modelo assíncrono. As RSSFs têm um modelo assíncrono, devido ao
carácter faltoso da comunicação dos sensores. Por esse mesmo motivo, torna-se impera-
tivo utilizar soluções de consenso não-determinístico numa RSSF.
O protocolo de encaminhamento proposto nesta tese necessita de realizar consensos
de valores entre nós da rede e, por isso, serão analisados protocolos não-determinísticos
de consenso distribuído, com propriedades de tolerância a falhas bizantinas.
3.3.1 Resultados de Impossibilidade
Como foi referido anteriormente, os sistemas assíncronos estão limitados por um resul-
tado de impossibilidade, ao qual usualmente se dá o nome de FLP impossibility [26]. Na
sua essência, o resultado atesta que o consenso não pode ser resolvido deterministica-
mente em sistemas assíncronos no caso de um único processo falhar. Intuitivamente o
resultado vem do facto de, dada uma configuração assíncrona, é impossível para um
processo que ainda não recebeu uma mensagem de que está à espera saber se o outro
processo falhou ou simplesmente está lento. Por ser impossível identificar um processo
que falhou, os processos correctos podem ficar à espera de mensagens por tempo inde-
terminado.
Existe também um resultado de impossibilidade para sistemas síncronos, que é a im-
possibilidade de Santoro e Widmayer [66]. O resultado desta impossibilidade atesta que
num sistema síncrono é impossível realizar consenso determinístico se n-1 ou mais men-
sagens podem ser perdidas, por ronda de comunicação, num sistema com n processos.
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3.3.2 Consenso Não-Determinístico
Desde que a impossibilidade de FLP foi publicada foi feita muito trabalho para tentar
contornar o resultado da impossibilidade. Essencialmente as soluções propostas baseiam-
se em extensões ao modelo base que incluem: Aleatoriedade, mecanismos mais fortes de
sincronização, detectores de falhas e suposições temporais adicionais.
3.3.2.1 Modelos de Aleatoriedade
Os modelos aleatórios introduzem terminação probabilística ao problema do consenso.
Se se estender a propriedade de terminação para que o consenso termine apenas com
probabilidade 1, a impossibilidade de FLP não se aplica se a probabilidade colectiva de
existir um processo que falha for 0.
Existem dois modos de introduzir aleatoriedade em modelos. Um deles é assumindo
que o próprio modelo base já é aleatório, isto é, que as operações acontecem de forma
probabilística. A este modelo deu-se o nome de randomized scheduling, originalmente
proposto por Bracha e Toueg [8], e não se tornou uma solução muito utilizada por fazer
suposições em relação ao modelo base que não são aplicáveis na prática [3]. Outro modo,
o mais utilizado, é inserir aleatoriedade nos processos através da utilização de algoritmos
aleatórios.
Nos algoritmos aleatórios os processos têm disponíveis operações de coin-flip que de-
volvem valores binários aleatórios, de acordo com uma dada distribuição de probabili-
dades.
As garantias que os algoritmos aleatórios oferecem no que diz respeito à segurança
depende do tipo de adversário que se considera. Quando um adversário tem acesso à
informação de coin-toss anteriores, consegue calcular os próximos valores.
No desenvolvimento de algoritmos de consenso aleatório com coin-flips foram adop-
tadas duas metodologias diferentes: Local Coin-toss Protocol (LCP) e Shared Coin-toss Pro-
tocol (SCP). Os modos de operação são muito diferentes nos dois casos. Os protocolos
LCP (e.g. [6, 7]) são mais simples mas espera-se que terminem num número exponencial
de rondas de execução, enquanto que os protocolos SCP (e.g. [10, 11]) utilizam esquemas
criptográficos sofisticados, normalmente baseados em cifra assimétrica, e terminam num
número constante de rondas.
Os algoritmos referidos nesta secção apenas resolvem o problema do consenso biná-
rio, o que pode não ser suficiente para algumas aplicações, que necessitem de realizar
consensos sobre um valor estruturado ou até um conjunto de valores estruturados. Na
secção 3.3.4 é dado um exemplos de uma pilha de protocolos que trata o problema do
consenso de valores estruturados e conjuntos de valores.
3.3.2.2 Suposições Temporais Adicionais
A impossibilidade de FLP pode ser contornada com a utilização de limites para o tempo
de transmissão de mensagens no sistema. Dolev, Dwork e Stockmeyer foram os grandes
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pioneiros desta solução ao apresentarem o impacto de se adicionar sincronia limitada a
sistemas de troca de mensagens [21]. Mais tarde Dwork, Lynch e Stockmeyer introdu-
zem o modelo de sincronia parcial, tendo também desenvolvido fórmulas para o cálculo
dos limites temporais bizantinos, dados o número de processos faltosos que se pretende
considerar e alguns valores de limites temporais conhecidos pelos processos [24, 4].
3.3.2.3 Detectores de Falhas
Com esta abordagem considera-se que existem mecanismos no sistema que notificam os
processos participantes de que um outro processo falhou. Um exemplo já foi referido
anteriormente, que são os limites superiores para a espera de uma mensagem. Alguns
detectores de falhas podem ser vistos como não-confiáveis, uma vez que podem identi-
ficar um processo correcto como faltoso e vice-versa. O desenvolvimento deste tipo de
detectores foi iniciado por Chandra e Toureg, que definem as condições mínimas que um
detector de falhas não-confiável deve satisfazer para permitir consenso [14, 13].
3.3.2.4 Primitivas Fortes de Comunicação
Nestes modelos utilizam-se primitivas fortes de memória partilhada para estender ou
apoiar as operações básicas de leitura e escrita de dados. Loui e Abu-Amara mostraram
ser possível realizar consenso com uma ou mais possíveis falhas com a utilização de
bits de controlo [47]. Outra grande corrente de trabalho feito nesta área foi iniciada por
Herlihy, que definiu uma hierarquia de objectos com memória partilhada para resolver o
consenso [32].
3.3.3 Consenso Tolerante a Falhas Bizantinas
Dado o facto de o modelo de adversário considerado para as RSSFs incluir a possibi-
lidade de existir intrusos na rede deve-se assumir que alguns dos participantes de um
consenso possam apresentar um comportamento errado. Daí vem a importância de con-
siderar soluções de consenso tolerantes a falhas bizantinas.
As soluções para consenso distribuído tolerante a falhas bizantinas estão limitadas
pelas conclusões tiradas em [40], de onde se obtém que, num sistema com N nós é possí-
vel ter f = (N−1)3 , sendo f o número máximo de nós com comportamentos maliciosos.
O PBFT [12] é um algoritmo determinístico de replicação que dá garantias de safety
e liveness até f = (N−1)3 , sendo f o número de réplicas bizantinas toleradas. Na sua ver-
são original, o algoritmo é composto por uma réplica principal, que atende os pedidos
dos clientes e é responsável por iniciar o processo de sincronização das réplicas, e por
réplicas secundárias que se limitam a guardar a informação redundante. O processo de
sincronização das réplicas inicia-se quando se suspeita que a réplica principal pode estar
comprometida. A suspeita de falhas na réplica principal é levantada pelo cliente que faz
os pedidos.
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Figura 3.1: Pilha de Protocolos RITAS
Paxos é uma família de protocolos para resolver o problema do consenso em siste-
mas com processos não-fiáveis. Existem vários tipos de algoritmos Paxos, destinados
a resolver diferentes problemas, como reduzir o número de mensagens ou o tempo de
execução. Existe um algoritmo Paxos que considera a possibilidade de alguns dos parti-
cipantes do algoritmo terem falhas bizantinas, ao qual se dá o nome de Paxos Bizantino.
Nesta versão do Paxos existe um coordenador que recebe pedidos dos clientes e inicia o
processo de consenso. O consenso é feito entre as várias réplicas que contêm os dados
que se pretende retornar ao cliente.
3.3.4 Consenso Não-Determinístico e Tolerante a Falhas Bizantinas
Muito devido às características das redes sem fios ad-hoc no geral, tem havido um es-
forço em desenvolver soluções para resolver o problema do consenso não-determinístico
e tolerantes a falhas bizantinas. Nesta secção são dados dois exemplos de pilhas de pro-
tocolos que pretendem resolver este problema.
A RITAS (Randomized Intrusion-Tolerant Asynchronous Services) [56] é uma pilha de pro-
tocolos (c.f.3.1), todos eles assíncronos, que utiliza algoritmos aleatórios para resolver
o problema do consenso binário. Um dos principais objectivos desta implementação é
mostrar que os protocolos aleatórios, nomeadamente os LCP, são eficientes a resolver o
problema do consenso em LAN’s e WAN’s. A camada de TCP é utilizada para garantir
fiabilidade e a de IPSec para garantir integridade dos dados transmitidos. As camadas
entre o TCP e a Aplicação têm como objectivo resolver o problema do consenso, com re-
siliência óptima para f = (N−1)3 processos com falhas bizantinas. A camada de consenso
binário utiliza um protocolo aleatório baseado no protocolo desenvolvido por Bracha [7],
ou seja, um LCP.
O Turquois [55] é um protocolo para resolver o problema do consenso distribuído as-
síncrono e binário (baseado em LCP), em que apenas é necessário que k de n nós entrem
e consenso sobre um valor. Assume-se que os nós participantes estão à distância de uma
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ligação, para aproveitar a comunicação natural por broadcast nas redes sem fios, onde o
custo do envio de uma mensagem para todos os nós da vizinhança é igual ao custo de
enviar para apenas um nó. Assume-se também que o sistema não oferece nenhum meca-
nismo de comunicação fiável (e.g. TCP), para se aproximar das características das redes
ad-hoc sem fios. Os resultados obtidos na avaliação do Turquois são muito prometedores,
quando comparados com os de outras soluções existentes.
3.3.5 Análise Crítica
As RSSFs têm um modelo de comunicação assíncrono e estão sujeitas a intrusões, pelo
que se torna necessário que, para realizar consenso numa RSSFs, se utilize uma solução
de consenso que consiga adaptar-se a estas características. As soluções de consenso não-
determinístico tolerantes a intrusões são as que mais se adequam ao modelo de sistema
considerado, sendo as soluções vistas a RITAS e a Turquois.
A RITAS não se adequa totalmente às RSSFs por necessitar de TCP, o que não é prático
de utilizar nestas redes devido à natureza das suas comunicações. Por esse motivo, a so-
lução mais indicada para incluir num protocolo de encaminhamento tolerante a intrusões
para RSSFs é a Turquois, por ser assíncrona e não assumir qualquer tipo de fiabilidade
na comunicação. O único problema é necessitar de que os nós participantes estejam a
uma ligação de distancia, que é resolvido com a utilização de uma rede sobreposta, o que
pode prejudicar a performance do protocolo.
Assumindo que o sistema sobre o qual os participantes no consenso comunicam tem
um modelo de comunicação síncrono, a solução escolhida é a do Paxos bizantino.
Todas as soluções apresentadas assumem que cada participante do protocolo de con-
senso conhece todos os outros. Caso se pretenda realizar o consenso sem conhecimento
dos participantes pode integrar-se o protocolo de consenso no BFT-CUP (Byzantine Fault-
Tolerant Consensus with Unknown Participants) [2].
Este tipo de soluções induzirá necessariamente maior complexidade e exigência de
recursos computacionais na rede. A implementação deste tipo de mecanismos em redes
planas de sensores de baixo custo poderá ser um exercício irrealista, pelo menos ao nível
da tecnologia existente e mesmo emergente. Uma possibilidade é conceber este tipo de
mecanismos em nós especiais da rede, dotados de mais recursos computacionais. Outra
possibilidade será implementar estes mecanismos como mecanismos de processamento
complementar ao nível de estações base. Tal permitirá abordar a concepção de novos
serviços de tolerância a intrusões adaptáveis a ambientes de redes de sensores sem fios,
combinando serviços de encaminhamento seguro com prevenção face a intrusões, a for-
mas de agregação segura de dados naqueles nós especiais, mesmo considerando modelos
de adversário que incluam ataques por intrusão a esses mesmos nós. Esta hipótese vem
na linha dos objectivos e contribuições da presente dissertação.
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3.4 Simulação de RSSFs
A partir do momento em que se projectam aplicações críticas a funcionar sobre RSSFs
é importante ter algum modo de testar e verificar o comportamento do software de-
senvolvido para estas redes antes de ser implementado nos dispositivos reais. Nestas
circunstâncias, o desenvolvimento de plataformas de simulação de RSSFs torna-se mais
importante, para que o software introduzido nos sensores seja o mais fiável possível.
Para que uma plataforma de simulação seja o mais realista possível deve conter:
• Emulador: deve fazer com que os nós virtuais tenham um comportamento seme-
lhante ao dos nós reais (ex.: comunicação rádio, sensores, código executável, etc.).
• Simulador: Permite construir diferentes configurações da rede para testar o seu
funcionamento e avaliar certos indicadores como a latência, o consumo de energia,
etc.
Nas próximas secções são vistos alguns exemplos de plataformas de simulação de RSSFs,
fazendo-se uma análise crítica de todos, de modo a escolher a que mais se adequa para
testar e avaliar a solução proposta.
3.4.1 TOSSIM/PowerTOSSIM
O TOSSIM [43] é um simulador exclusivamente para sensores equipados com o sistema
operativo TinyOS. Este simulador compila o mesmo código que os sensores físicos po-
dem correr e emula um tipo limitado de hardware. Este simulador tem muitas limita-
ções, como o emulador ser demasiado simplista, o que leva a resultados muito diferentes
quando se compara uma distribuição real com uma simulação; ou o facto de apenas su-
portar RSSFs simétricas, pois todos os nós do simulador têm de correr o mesmo código.
O PowerTOSSIM [68] surge como uma extensão ao TOSSIM, onde se introduzem
mecanismos de emulação de consumo de energia nos nós. São feitas medições do con-
sumo de energia para cada dispositivo de hardware dentro do sensor (CPU, sensores,
comunicação rádio, etc.). Esta é uma extensão importante visto que uma das principais
características das RSSFs é terem dispositivos muito limitados a nível energético.
3.4.2 Freemote
O Freemote [50] é uma plataforma de emulação de RSSFs baseada em Java, utilizada
para desenvolver software para RSSFs. Esta plataforma permite emular nós que correm
código Java e que incorporam versões optimizadas de JVMs para sensores. A plataforma
divide a arquitectura do software em 3 camadas distintas: Aplicação, Encaminhamento
e Comunicação, Hardware. Os nós reais podem ser quaisquer dispositivos baseados na
interface de comunicação standard IEEE802.15.4 (ex.: MICAz, JMotes, Tmote Sky ).
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3.4.3 Avrora
O AVR Simulation and Analysis FrameworkPlatform é um projecto de investigação do qual
surgiu o simulador Avrora [72]. É utilizado como um conjunto de ferramentas de simu-
lação e análise para programas escritos para o micro-controlador AVR produzido pelos
sensores Mica2. Este simulador oferece uma implementação quase completa e realista do
hardware dos sensores Mica2.
O AvroraZ [19] surge como uma extensão ao Avrora e permite emular sensores com o
micro-controlador AVR e comunicação rádio pela norma IEEE802.15.4 (ex.: Crossbow’s
MicaZ ). O objectivo desta plataforma é fornecer uma emulação precisa da comunicação
rádio, sem que se façam alterações no código dos nós reais para os do simulador.
3.4.4 VMNet
O VMNet [77] é um emulador de RSSFs que tem como objectivo fornecer avaliação de
performance realista para aplicações de RSSFs.Neste simulador uma RSSFs é emulada
como uma VMN (Virtual Mote Network). O código desenvolvido para os sensores reais
pode ser corrido no emulador, sendo que este emula o funcionamento dos componentes
de hardware do dispositivo real e faz uma avaliação realista do tempo de resposta e
consumo de energia. Actualmente os únicos dispositivos suportados pelo VMNet são os
Crossbow Mica2.
3.4.5 NS-2 e NS-3
Os simulador NS2 e NS3 (Network Simulator) [57] são simuladores de eventos discretos
mais focados para apoiar a investigação na área de redes de computadores. É prova-
velmente o simulador mais utilizado que suporta simulação de RSSFs. Inclui um grande
número de protocolos, geradores de tráfego e ferramentas para simular vários protocolos
de encaminhamento sobre redes com e sem fios, locais ou por satélite. O seu principal
foco é a simulação do modelo ISO/OSI, incluindo a geração aleatória de fenómenos no
nível de hardware e modelos de consumo de energia. Para as RSSFs inclui modelos de
simulação de sensores, bateria, pilhas de protocolos para sensores e tem ferramentas de
geração de estatísticas relativas ao funcionamento da rede.
A grande desvantagem destes simuladores é o facto de o seu nível de detalhe na si-
mulação tornar praticamente impossível simular redes muito grandes (até aos 1000 nós
[38]).
3.4.6 SENSE
SENSE [15] é um simulador específico para RSSFs. Oferece modelos de bateria e das
camadas de encaminhamento e de aplicação. A implementação de comunicação rádio
é limitada à norma IEEE 802.11. Actualmente o SENSE é capaz de suportar redes com
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cerca de 5.000 nós, mas este número pode baixar para 500, dependendo dos padrões de
comunicação utilizados.
3.4.7 JProwler
O JProwler [41] é um simulador de eventos discretos, implementado em Java, que simula
a transmissão, propagação e recepção rádio, incluindo colisões, e a operação da camada
MAC. As definições de rádio são plugins, o que oferece uma grande extensibilidade ao
simulador. O simulador de eventos discretos pode ser configurado para funcionar no
modo determinístico, de maneira a reproduzir resultados replicáveis, ou no modo pro-
babilistico que simula a natureza indeterminística dos canais de comunicação e dos pro-
tocolos de comunicação de baixo nível dos motes.
3.4.8 WiSeNet
O WiSeNet [69] é um simulador baseado no Jprowler, que acrescenta um mecanismo de
simulação de ataques a RSSFs. O seu principal foco no desenho foi facilitar a criação e
configuração de topologias de redes.
Alguns dos pontos interessantes deste simulador são o facto de ter uma interface
gráfica para visualizar e configurar a rede, com informação geral da rede e individual
para cada nó, um gerador de topologias de rede que permite gerar topologias aleatórias,
em grid ou estruturadas, e contém também módulos para extracção de diversas métricas
como o consumo de energia, a latência, fiabilidade, etc.
3.4.9 Análise Crítica
De modo a avaliar com rigor protocolo de encaminhamento desenvolvido nesta tese é ne-
cessário tirar conclusões sobre o seu comportamento enquanto está a ser atacado. Por ser
o único simulador que permite introduzir facilmente ataques à rede e também por pro-
videnciar informação sobre métricas que são importantes para avaliar o funcionamento
da rede (latência, consumo de energia, fiabilidade, etc.), o simulador WiSeNet foi o es-
colhido para ser a plataforma de teste, de onde se retiraram os dados que permitiram




O MINSENS++ é um protocolo de encaminhamento tolerante a falhas e intrusões desen-
volvido atendendo às características das redes de sensores sem fios auto-organizáveis,
constituídas por nós autónomos, geograficamente distribuídos aleatoriamente em am-
bientes de campo aberto. Os nós têm as características e limitações descritas na secção
2.1 e têm como função monitorizar, pré-processar e encaminhar eventos (normalmente
associados a medidas de condições de fenómenos físicos ou ambientais).
4.1 Modelo de Rede
O protocolo foi concebido para redes de média e grande escala, suportando um número
de nós que pode ir de algumas centenas até às dezenas de milhar (de 100 a 15000 sen-
sores). Os nós formam uma rede multi-hop, na qual são transmitidos e encaminhados
os dados até nós especiais de processamento e armazenamento, denominados de nós
agregadores ou estações base. Por sua vez, os nós especiais estão integrados, através de
gateways dedicados, com outros ambientes de redes (por exemplo redes locais IEEE 802.3
ou IEEE 802.11, com suporte de pilha TCP/IP) ou com aplicações de gestão dos dados
capturados, que executam em sistemas finais.
A topologia da rede deve ser plana, sendo a operação da rede suportada na suite
802.15.4 em modo sem coordenação (ad-hoc). A rede é vista como um grafo que deve
assegurar, após organização da rede, conectividade e cobertura de modo a que todos os
nós possam enviar eventos para as estações base e receber comandos provenientes das
mesmas.
O MINSENS++ tira partido da utilização de múltiplas estações base no encaminha-
mento. As estações base têm de ter a capacidade de comunicar entre si, podendo esta
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comunicação ser como no resto da rede (IEEE 802.15.4) ou através de meios de comuni-
cação próprios para o efeito (IEEE 802.11, por exemplo). Em ambos os casos assume-se
que a comunicação é assíncrona e não necessariamente fiável (possuindo uma natureza
best effort ao nível do envio e receção de mensagens). Consideram-se dois possíveis ce-
nários de encaminhamento entre estações base, de modo a diminuir o risco de falhas na
comunicação:
• O encaminhamento entre estações base é one-hop
• Se o encaminhamento é multi-hop, é necessário que a rede, sobre a qual o encami-
nhamento se realiza, tenha condições de tolerância a intrusões.
4.2 Modelos de Adversário e de Falhas
Considera-se um modelo de falhas assíncronas e independentes, quer nos nós internos
da rede como nas estações base. De acordo com o modelo de falhas, consideram-se falhas
arbitrárias ou bizantinas, que são toleradas pelas soluções desenvolvidas.
No que diz respeito ao modelo de adversário, assume-se que existe a hipótese de
captura física e intrusão de todos os nós da rede (sensores e/ou estações base), com capa-
cidade de introdução de comportamento malicioso e possível captura de informação de
segurança (incluindo chaves e segredos criptográficos). A capacidade deste tipo de ata-
ques por intrusão viabiliza a introdução de comportamentos desviantes da especificação
do protocolo que, na prática, equivalem à introdução pro-ativa, pelo atacante, de falhas
bizantinas no sistema.
Não se considera, no entanto, nas hipóteses do adversário eventuais ataques do tipo
DoS, nomeadamente realizados por exploração de comportamento malicioso no proces-
samento da comunicação IEEE 802.15.4 (como se encontra descrito na secção 2.6).
4.3 Modelo de Software
O modelo de software utilizado é o referido na secção 2.2. Na camada física considera-se
que os nós são do tipo MicaMotes, modelo de sensores suportado no simulador WiSeNet.
Na camada MAC conta-se com a interface de comunicação 802.15.4, com CSMA/CA,
sendo que é necessário que esta camada ofereça serviços de comunicação segura e esta-
belecimento seguro e tolerante a intrusões de chaves criptográficas.
A camada em que nos focamos mais é a camada de rede, onde se insere o protocolo de
encaminhamento, o MINSENS++. Esta camada oferece um serviço de encaminhamento
tolerante a falhas e intrusões, com auto-organização dos nós e descoberta de rotas.
Por fim há a camada de aplicação, onde é possível desenvolver software que utilize
as primitivas oferecidas pela camada de rede para disseminar informação.
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Figura 4.1: Arquitetura do simulador WiSeNet
4.4 WiSeNet: Arquitetura do Simulador
O simulador escolhido para implementar e testar o MINSENS++, o WiSeNet, segue uma
arquitetura própria, que se apresenta na figura 4.1, onde se representam os principais
serviços oferecidos pelo simulador.
A camada que representa a Base do Simulador é uma extensão ao simulador Jpro-
wler. Esta camada contém os modelos base de sensores de RSSFs, tais como os modelos
de comunicação e de MAC.
O Mecanismo de Configuração permite definir, guardar e reutilizar a informação de
configuração do simulador e das simulações, tais como os parâmetros base do simulador,
topologias de rede ou parâmetros dos testes realizados. As configurações são guardadas
em ficheiros XML, o que permite que se repitam simulações exatamente com as mesmas
condições.
O módulo de Geração de Topologias oferece uma interface gráfica que permite defi-
nir topologias de RSSFs. A interface permite criar rapidamente uma topologia aleatória
dentro de um determinado espaço e com um dado número de nós, ou uma topologia
em grelha, em que cada nó está separado dos seus vizinhos por um determinado espaço,
definido pelo utilizador. Para além da colocação dos nós, este módulo permite definir
que nós se pretende que atuem como estações base na simulação.
O Controlo de Consumo de Energia é um dos módulos mais importantes do simu-
lador, uma vez que permite fazer a avaliação do consumo energético do funcionamento
35
4. MODELO DE SISTEMA 4.4. WiSeNet: Arquitetura do Simulador
do protocolo de encaminhamento utilizado, de uma forma transparente ao utilizador. A
avaliação do consumo energético é de extrema importância, sendo a energia um dos re-
cursos mais limitados nas RSSFs e o que define o tempo de vida útil da rede.
O módulo de Injeção de Falhas e Ataques permite introduzir nos nós pretendidos um
comportamento diferente do observado nos restantes nós da rede. Esta capacidade do
simulador permite fazer avaliações dos protocolos de encaminhamento na presença de
nós intrusos.
Na camada de Protocolos de Encaminhamento é onde se insere a implementação re-
alizada do MINSENS++, tal como dos protocolos INSENS e MINSENS. Nesta camada
insere-se qualquer protocolo de encaminhamento que se pretenda desenvolver para ser
testado neste simulador.
A camada de Aplicação é onde se inserem as aplicações a testar no simulador, sobre
os protocolos de encaminhamento desenvolvidos.
O módulo de Controlo de Testes e Estatísticas trata da realização dos testes aos pro-
tocolos de encaminhamento e da recolha dos dados relevantes para a avaliação dos pro-
tocolos. Os testes podem ser realizados em condições normais na rede ou na presença
de nós sujeitos a falhas e/ou intrusões. Este módulo recolhe dados que permite revelar
dados estatísticos referentes à cobertura da rede, fiabilidade na entrega de mensagens e
latência desde a origem até ao destino das mensagens.
O módulo de Controlo de Visualização e Simulação oferece toda a interface visual
para que o utilizador possa criar as suas simulações intuitivamente. Facilita a introdução
dos parâmetros da simulação assim como dos testes. Permite visualizar os resultados dos




O MINSENS++ é um protocolo de encaminhamento para RSSFs multi-hop, que utiliza
múltiplas rotas disjuntas de cada nó para múltiplas estações base ou nós agregadores. A
rede é auto-organizável e suportam-se redes de grande escala.
Como já foi referido, o MINSENS++ é uma extensão ao protocolo MINSENS, e os seus
objetivos são: aumentar a fiabilidade da rede ao introduzir um mecanismo de consenso
dos dados recebidos, a ser realizado pelas estações base; estender o modelo de falhas e
de adversário às estações base, sendo para isso necessário utilizar protocolos de consenso
adaptados a RSSFs e com propriedades de tolerância a falhas e intrusões.
O protocolo MINSENS++ passa por três fases: (1) descoberta de rotas; (2) estabeleci-
mento de rotas; (3) encaminhamento de dados.
Na fase de descoberta de rotas cada nó trata de se dar a conhecer à sua vizinhança,
ao mesmo tempo que toma conhecimento dos nós seus vizinhos. Após algum tempo de
reconhecimento de vizinhança, cada nó transmite a informação da sua vizinhança para
as estações base. Por fim, cada estação base calcula múltiplas rotas disjuntas desde cada
nó até si, com base na informação da vizinhança fornecida pelos nós. Depois de geradas
as rotas, inicia-se a fase de estabelecimento de rotas.
A fase de estabelecimento de rotas inicia-se quando as estações base transmitem a
cada nó da rede a sua tabela de encaminhamento. As tabelas de encaminhamento são
enviadas por ordem de distância do nó à estação base. Depois de todos os nós receberem
as suas tabelas de encaminhamento, a rede está preparada para a disseminação de dados,
iniciando-se assim a fase de encaminhamento de dados.
Na fase de encaminhamento de dados os nós emissores enviam dados para as es-
tações base. De modo a verificar que não existem erros nos dados transmitidos, todas
as estações base para onde uma mensagem é enviada têm de consensualizar os dados
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recebidos na mensagem. É nesta fase que se insere a maior contribuição da presente
dissertação, o protocolo de consenso MVC-WSN (ver secção 6).
5.1 Descoberta de Rotas
No inicio do protocolo, cada estação base bi faz broadcast de uma mensagem de route
request, com o formato < RREQ, bsId >, que se propaga pela rede por epidemia. Ao
receber a mensagem < RREQ, bsId > um nó ni verifica se já recebeu essa mensagem.
Se a mensagem é nova, o emissor é adicionado ao conjunto de vizinhos Vi, e é definido
como “pai”, de modo a transmitir a informação da vizinhança para a estação base, com
identificador único bsId, pelo caminho inverso pelo qual a mensagem de RREQ chegou.
Caso a mensagem seja repetida, apenas se adiciona o emissor a Vi. Algum tempo após a
receção da mensagem, ni envia para a estação base a sua informação de vizinhança, pelo
caminho inverso, como já foi referido. É enviada pelo nó ni, para a estação base, uma
mensagem de route feedback do tipo < FDBK, i, neighbors >.
As estações base acumulam as informações de vizinhança dos nós de modo a ter
informação suficiente para calcular as rotas. Em cada estação base são geradas rotas dis-
juntas ao estilo do INSENS, no entanto é necessário que todas as rotas geradas por todas
as estações base sejam disjuntas. Por esse motivo realiza-se um consenso de rotas entre
todas as estações base, tal como descrito na secção 6.6. Ao serem aceites, as rotas são
guardadas na tabela de encaminhamento que será enviada para o nó de origem da rota.
5.2 Estabelecimento de Rotas
Quando as tabelas de encaminhamento estão preparadas nas estações base é necessário
distribuí-las para os respetivos nós. A distribuição é feita por ordem de distância da
estação base ao nó. É feito deste modo para que sejam utilizadas as tabelas de enca-
minhamento dos nós mais próximos das estações base, para encaminhar as tabelas de
encaminhamento para os nós mais distantes. A estação base manda uma mensagem de
route update do tipo < RUPD, bsId, nodeId, routingTable >, em que bsId e nodeId são os
identificadores únicos da estação base e do nó destino, respetivamente, e routingTable é
a tabela de encaminhamento com as rotas disjuntas com origem no nó nodeId e destino
na estação base bsId. A tabela de encaminhamento é cifrada com a chave simétrica par-
tilhada com o nó destino da mensagem, de modo a garantir que apenas esse nó possa
aceder aos seus conteúdos.
Um nó guarda na sua tabela de encaminhamento final tabelas de encaminhamento
para todas as estações base. Ao receber uma mensagem de route update, um nó adiciona
a tabela de encaminhamento, para a estação base emissora da mensagem, à sua tabela de
encaminhamento final. Caso a mensagem não lhe seja destinada, o nó verifica se tem na
sua tabela de encaminhamento um caminho até à estação base emissora da mensagem,
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proveniente do nó destino da mensagem. Se tem, a mensagem é retransmitida para con-
tinuar o seu caminho. O comportamento do nó pode ser observado no protocolo 1.
Depois de ter a sua tabela de encaminhamento completa, i.e, com tabelas de enca-
minhamento para todas as estações base, um nó declara-se como estável e pronto para
tratar do encaminhamento de dados na rede.
Input: o identificador do nó nodeIdi
routingTablei ← ∅
when m =< RUPD, bsId, nodeId, routingTable > is received do
if nodeId = nodeIdi then
routingTablei ← routingTablei ∪ routingTable;
else





Protocolo 1: Protocolo de tratamento de mensagens RUPD no nó nodeIdi da rede
5.3 Encaminhamento de Dados
No MINSENS++ divide-se o encaminhamento de dados em duas fases distintas: (1) en-
caminhamento normal entre os nós da rede; (2) consenso dos dados nas estações base.
A primeira fase trata de encaminhar os dados, pelas rotas estabelecidas, desde o nó ori-
gem até às estações base de destino. Na segunda fase, cada estação base deve tratar da
receção das várias réplicas da mesma mensagem por diferentes rotas e depois realizar o
protocolo de consenso sobre os dados recebidos.
5.3.1 Encaminhamento na Rede
Os nós emissores capturam dados e transmitem-nos para as estações base. A estrutura
geral das mensagens de dados é < DATA, id, s, d, routes, r, data >, sendo id o identi-
ficador único da mensagem, s o identificador único do nó de origem, d o identificador
da estação base de destino, routes o conjunto de rotas que a mensagem deve seguir, r a
rota que a própria mensagem está a percorrer e d os dados cifrados. As mensagens são
autenticadas por MAC, que serve também de controlo de integridade do conteúdo.
Existem cinco modos de encaminhamento no MINSENS++: (1) encaminhamento por
apenas uma rota aleatória; (2) encaminhamento por apenas uma rota num sistema de
round-robin (uma rota de cada vez); (3) encaminhamento por k rotas aleatórias; (4) enca-
minhamento por k rotas aleatórias, balanceadas por estação base; (5) encaminhamento
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por todas as rotas.
Ao encaminhar dados apenas por uma rota, os dados chegam a uma única estação
base. Se os dados são encaminhados por várias rotas, pode acontecer uma de duas situ-
ações: (1) são encaminhados por várias rotas para a mesma estação base; (2) são encami-
nhados por múltiplas rotas para diferentes estações base, sendo possível encaminhar por
uma ou várias rotas para a mesma estação base.
O encaminhamento de dados (ver o protocolo 2) inicia-se quando um nó emissor está
preparado para enviar uma nova mensagem m, fazendo broadcast da mesma. Um nó que
recebe a mensagem verifica se tem na sua tabela de encaminhamento uma das rotas pelas
quais a mensagem deve ser encaminhada e, se tal se verifica, a mensagem é retransmi-
tida. De modo a reduzir o número de mensagens em circulação, cada nó tem um registo
Mi das mensagens que já passaram por si, sendo que uma mensagem só é retransmitida
se for nova. Quando uma mensagem chega a uma estação base inicia-se a próxima fase
do encaminhamento, descrita na secção seguinte.
Input: o identificador do nó nodeIdi; a tabela de encaminhamento rti; o modo de
encaminhamento rsi
when has data ready to send do
msgId← get new unique message identifier;
routes← get routes for rsi from rti;
foreach r : r ∈ routes do
d← destination of r;
broadcast(< DATA,msgId, nodeIdi, d, routes, r, data >);
end
end
when m =< DATA, id, s, d, routes, r, data > is received do
if nodeIdi = d then
handle reception of m;
else





Protocolo 2: Protocolo de encaminhamento de mensagens de dados na rede
5.3.2 Encaminhamento de Dados nas Estações Base
O tratamento que as estações base dão às mensagens recebidas depende do modo como
foram encaminhadas na rede. Nos casos em que uma mensagem é encaminhada apenas
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por uma rota para uma estação base, a estação base em questão valida a mensagem e, se
for válida, entrega-a à aplicação. Aqui a validação passa pelo controlo de autenticação
e integridade da mensagem. Caso uma mensagem tenha sido encaminhada por várias
rotas, o tratamento é mais complexo e depende do número de rotas e estações base en-
volvidas no encaminhamento.
Quando uma mensagem chega a uma estação base bsi, proveniente de um número
r de rotas (r > 1), bsi guarda as diferentes réplicas das mensagens em Ri. Quando Ri
contém mais de r2 mensagens com o mesmo valor nos dados, a mensagem é considerada
válida. A partir deste momento há duas possibilidades: (1) a mensagem é destinada
apenas a bsi e, nesse caso, depois de validada é entregue à aplicação; (2) a mensagem foi
enviada para diferentes estações base, por isso é necessário realizar o consenso dos dados
validados.
O processo de consenso de dados está descrito em pormenor na secção 6.5. O impor-
tante a reter nesta fase é que, se as estações base entram em acordo em relação a um valor
dos dados da mensagem, a mensagem é considerada válida e entregue à aplicação, em
todas as estações base corretas. Caso não se chegue a consenso, a mensagem é descar-
tada.
Os dados da mensagem são cifrados pelo protocolo, por isso, antes de serem entre-
gues à aplicação, os dados da mensagem são decifrados e entregues em claro.
Input: identificador da estação base bsi; tabela de encaminhamento da estação base
rti; gestor de réplicas Ri
when m =< DATA, id, s, routes, r, d > is received do
if m is valid ∧r ∈ rti then
Ri ← Ri ∪m;
if Ri has enough replicas then
participants← get target base stations from Ri;
msg ← get replica with most received value from Ri;
if participants size = 1 then
deliver msg to the application;
else





Protocolo 3: Protocolo de receção de mensagens de dados na estação base bsi
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MVC-WSN: Protocolo de Consenso
Multi-Valor
Decidiu-se dar o nome de MVC-WSN ao protocolo de consenso multi-valor, probabilís-
tico e assíncrono desenvolvido durante a presente dissertação. O protocolo pretende ser
tolerante a falhas e intrusões, na presença de até f processos “maliciosos”, sendo f < n3 .
Por ser assíncrono assume-se que as comunicações entre processos estão sujeitas a falhas.
O consenso multi-valor consiste em realizar acordos sobre valores de qualquer tipo, para
além de booleano (o problema de acordos de valores booleanos é resolvido por proto-
colos de consenso binário), desde que esse valor seja convertível para um array de bytes
(devido à transmissão dos dados pela rede).
• Terminação: Eventualmente k processos decidem um valor.
• Acordo: Todos os processos corretos decidem o mesmo valor.
• Validade: Se todos os processos corretos propõem v, então os processos corretos
que decidem, decidem v.
Este protocolo é, na verdade, constituído por uma pilha de protocolos que contém: PEB
(Probabilistic Echo Broadcast), Turquois (protocolo de consenso binário aleatório) e um pro-
tocolo de consenso multi-valor (multi-valued consensus) baseado no protocolo de consenso
multi-valor da pilha RITAS, referido em 3.3.4. Aos protocolos Turquois e multi-valued
consensus foi adicionado um mecanismo de recuperação de nós atrasados. Todos estes
componentes serão apresentados em detalhe nas próximas secções, sendo que a ordem
pela qual surgem está relacionada com o grau de independência em relação aos outros
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protocolos.
6.1 PEB: Difusão Eco Probabilística
Verificou-se durante a idealização do protocolo MVC-WSN que a camada de consenso
multi-valor que se pretendia utilizar necessitava de ter disponíveis duas primitivas de
comunicação broadcast: Echo Broadcast e Reliable Broadcast. Ambas as primitivas, cujas
funcionalidades serão explicadas de seguida, exigem que todos os processos envolvidos
no broadcast sejam corretos, algo que vai contra a propriedade de tolerância a falhas e
intrusões que se pretende. Para além disso, são primitivas que utilizam TCP e IPSec na
comunicação, protocolos não disponível nas RSSFs.
Por esse motivo, teve de se pensar numa solução que permitisse a existência de falhas
e intrusões nos processos e também falhas de comunicação. A solução que surgiu foi o
PEB. Antes de passar à especificação do protocolo PEB, faremos uma descrição breve dos
protocolos Echo Broadcast e Reliable Broadcast.
6.1.1 Difusão Eco
A primitiva de echo broadcast garante que todos os processos corretos que entregam uma
mensagem, entregam a mesma mensagem. O protocolo inicia com o emissor a fazer
broadcast de uma mensagem do tipo (INIT,m) para todos os processos, sendo m a men-
sagem a entregar. Quando um processo recebe esta mensagem, envia por broadcast a
mensagem (ECHO,m). Cada processo espera até receber n+f2 mensagens (ECHO,m)
para entregar m.
6.1.2 Difusão Fiável
Esta primitiva surge como uma extensão ao echo broadcast. É mais forte, mas também me-
nos eficiente e garante uma nova propriedade: se o emissor é correto então a mensagem
é entregue por todos os processos corretos.
As duas primeiras rondas de comunicação são semelhantes às do echo broadcast. O
emissor faz broadcast de uma mensagem (INIT,m). Ao receber essa mensagem, o pro-
cesso envia uma mensagem (ECHO,m) para todos os processos. De seguida espera até
receber mais de n+f2 mensagens (ECHO,m) ou f + 1 mensagens (READY,m), sendo
que ao verificar-se uma destas condições o processo faz broadcast de uma mensagem
(READY,m). Finalmente, o processo espera até receber 2f + 1 mensagens (READY,m)
para entregar m.
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6.1.3 PEB: Descrição do Protocolo
As primitivas de echo broadcast e reliable broadcast necessitam de TCP/IP na entrega das
mensagens, algo que não é viável em RSSFs. Por esse motivo, foi necessário desenvolver
um meio de emissão de mensagens adequado às características das RSSFs, com propri-
edades probabilísticas na entrega, o probabilistic echo broadcast. O protocolo garante que
k processos corretos que eventualmente entregam uma mensagem, entregam a mesma
mensagem.
Input: a mensagem a enviar m; o período entre transmissões sucessivas, em
milissegundos, p; o número máximo de transmissões max










when mi =< ti,msgi > is received do
if ti is INIT then
broadcast(< ECHO,msgi >);
end
else if ti is ECHO then
received← received ∪ {mi : mi is valid };





Protocolo 4: Protocolo PEB
A solução encontrada baseia-se no protocolo echo broadcast, tendo sido introduzido
um broadcaster periódico de mensagens. O broadcaster periódico recebe como parâme-
tros de entrada (m, p,max). A função deste componente é enviar periodicamente a men-
sagem m para todos os processos, sendo que o período entre sucessivas transmissões é
definido por p (em milissegundos). Para limitar o número de envios do broadcaster, m só
é enviado até max vezes.
O PEB (ver Protocolo 4) é baseado no protocolo echo broadcast, contém as mesmas ron-
das de comunicação, estando as grandes diferenças ao nível da emissão de mensagens
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e requisitos para o funcionamento do protocolo. Assume-se ainda assim que as mensa-
gens estão autenticadas e possuem controlo de integridade. No caso do MINSENS++ es-
tas propriedades são asseguradas pelo encaminhamento de mensagens na rede. Caso as
mensagens sejam transmitidas por canais de comunicação exteriores à rede, a confidenci-
alidade, integridade e autenticação da mensagem devem ser asseguradas pela aplicação
que utiliza o PEB.
6.2 Recuperação de Nós Atrasados
Devido ao modelo de comunicação assíncrona das RSSFs, é natural que a mesma mensa-
gem ao ser transmitida para diferentes estações base, chegue a cada um dos seus destinos
com atrasos temporais significativos, o que impede que todos os processos do consenso
iniciem o processo de consenso ao mesmo tempo.
Quando se chegou à fase de testes dos protocolos de consenso tal como estavam ide-
alizados, verificou-se que a percentagem de processos de consenso terminados por todos
os participantes do consenso era muito reduzida, na ordem dos 40% de consensos con-
cluídos por todos os processos, nos casos em que se utilizam cinco estações base. Este
resultado não foi satisfatório, no entanto foi possível observar que o problema devia-se
ao facto de os processos que entravam no consenso, quando este já estava a decorrer en-
tre outros participantes, não conseguirem receber as mensagens das primeiras fases do
consenso, sendo assim impossível participarem de forma ativa no consenso. É possível
que um nó chegue atrasado, uma vez que os protocolos de consenso apenas necessitam
de n+f2 nós para iniciarem.
De modo a resolver o problema dos nós atrasados, desenvolveram-se mecanismos
de recuperação de atrasados. Para tal, cada participante no consenso guarda as mensa-
gens enviadas, em cada fase do protocolo, no conjunto Li. Quando um processo recebe
uma mensagem com o valor da fase inferior à sua fase atual, este reenvia a mensagem
correspondente à fase da mensagem recebida, de maneira a que o nó que enviou essa
mensagem possa recuperar e acompanhar o consenso (ver algoritmo 5).
As mensagens dos protocolos de consenso passam a ter um campo adicional, um va-
lor booleano isResend, que define se a mensagem é um reenvio ou não. Uma mensagem
só é reenviada se for em resposta a uma mensagem não-reenviada ou nova, para assegu-
rar que os protocolos não re-enviam mensagens indefinidamente.
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Li ← ∅;
when m is sent do
Li ← Li ∪m;
end
when m is received do
if m is not re-send ∧m phase < current phase then
broadcast(msg ← {msg ∈ Li : msg phase = m phase});
end
end
Protocolo 5: Funcionamento Genérico de um Recuperador de Atrasos
6.3 Turquois
O Turquois é um protocolo de consenso binário aleatório, que permite que k processos
de um total de n chegue a consenso de um valor binário v ∈ {0, 1} (ver Protocolo 6).
A correção do protocolo é garantida desde que o número de processos Bizantinos esteja
limitado por f < n3 .
Input: valor booleano com a proposta inicial, proposali ∈ {0, 1}; o período entre
transmissões sucessivas, em milissegundos, p; o número máximo de
transmissões max







while sends < max do





funcionamento é igual ao do Turquois original




Cada processo tem um estado interno composto por três variáveis: (1) a fase φi ≥ 1;
(2) o valor proposto vi ∈ {0, 1}, (3) o estado da decisão statusi ∈ {decided, undecided}.
Os processos iniciam o protocolo com φi = 1, statusi = undecided e o valor inicial vi
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define-se pelo valor dado como input do protocolo, proposali.
O protocolo funciona em ciclos de três fases, CONVERGE, LOCK e DECIDE. Um pro-
cesso está em cada uma destas fases quando se verifica, respetivamente, φi mod 3 = 1,
φi mod 3 = 2, φi mod 3 = 0. Na fase CONVERGE os processos tentam convergir para
o valor proposto mais observado entre os participantes. Na fase LOCK os processos as-
sumem um valor v ∈ {0, 1} ou ⊥ caso o processo não seja capaz de decidir. Por fim, na
fase DECIDE, os processos tentam decidir o valor que assumiram na fase anterior. Caso
não se chegue a uma decisão, cada processo calcula um valor aleatório para iniciar um
novo ciclo. A escolha aleatória de novos valores dá garantias de que eventualmente os
processos irão decidir um valor.
As tarefas Sender e Receiver correm em paralelo. O Sender do Turquois original ins-
pirou o Broadcaster do protocolo PEB (ver secção 6.1.3). No entanto, para aproximar o
Sender do Broadcaster, foram feitas duas alterações: (1) a introdução de p que define o
tempo em milissegundos entre envios sucessivos de mensagens; (2) a introdução de um
limite de mensagens enviadas por fase, max. O Receiver é ativado quando uma mensa-
gem é recebida. Todas as mensagens passam por um processo de validação, de modo
a descartar mensagens que possam ter sido enviadas por processos Bizantinos. Nesse
sentido, a validação tenta garantir que a mensagem foi enviada por um processo correto.
As mensagens válidas são guardadas no conjunto Vi.
Existem dois fatores que provocam uma mudança de estado num processo:
1. Receber uma mensagem válida cujo valor de fase φ é maior que φi
2. Vi ter mais de n+f2 mensagens com fase igual a φi
No primeiro caso, o estado de pi passa a ser igual ao da mensagem. Existe uma situação
excecional, que acontece quando pi está na fase CONVERGE e v foi obtido aleatoriamente
(através de lançamento de moeda), e que provoca um lançamento de moeda em pi para
determinar vi.
O segundo caso é mais complexo e depende da fase atual de pi. Na fase CONVERGE,
o valor de vi passa a ser igual ao valor encontrado na maioria das mensagens recebidas
nessa mesma fase. Na fase LOCK vi pode ser alterado de duas maneiras: (1) Se Vi contém
mais de n+f2 mensagens do tipo < ∗, φ, v, ∗ >, t.q. φ = φi, vi = v (2) caso não se verifique
(1), vi passa ter o valor⊥. Por fim, na fase DECIDE, statusi passa a decided se existe mais
que n+f2 mensagens do tipo < ∗, φ, v, ∗ >, t.q. φ = φi e v 6=⊥. Caso contrário o valor de
vi vai ser dado pelo lançamento de uma moeda. Independentemente do que acontece, a
fase actual, φi, é sempre incrementada uma unidade.
Em relação à validação das mensagens recebidas, são realizados dois tipos de valida-
ção: validação de autenticidade e validação semântica.
A validação de autenticidade trata-se de confirmar que uma mensagem foi realmente
enviada pelo seu emissor declarado. No Turquois original esta validação é feita atra-
vés da partilha de matrizes de segredos com todas as combinações fase X valor proposto
possíveis. Uma vez que o MINSENS++ obriga os nós a partilharem chaves simétricas, o
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mecanismo de autenticação de mensagens do Turquois foi substituído por autenticação
de mensagens MAC, que é igualmente eficaz e evita que se realize uma ronda de disse-
minação segura de matrizes de segredos.
A validação semântica das mensagens assegura que os valores de estado transmitidos
nas mensagens (φ, v, status) estão de acordo com o funcionamento correto do protocolo.
Esta validação baseia-se no estado do processo pi e nas mensagens válidas em Vi. É tam-
bém possível fazer a validação semântica de forma explícita, enviando juntamente com
a mensagem todas as mensagens que justifiquem os seus valores. Todas as mensagens
enviadas em anexo são também validadas. O modo de validação semântica explícita adi-
ciona uma grande carga de informação a ser transmitida, no entanto a sua utilização não
é obrigatória.
Cada valor de estado enviado numa mensagem é avaliado separadamente, do ponto
de vista semântico. No entanto, uma mensagem só é considerada válida se as três variá-
veis de estado forem válidas. Apenas as mensagens com valor de fase 1 não são sujeitas
a validação. A validação semântica das variáveis de estado é explicada de seguida:
• Valor de Fase (φ): O valor φ de uma mensagem requer mais de n+f2 mensagens em
Vi com o formato < ∗, φ− 1, ∗, ∗ > para ser considerado válido
• Valor de Proposta (v): O valor de proposta depende do valor de fase da mensagem.
– Mensagem com fase CONVERGE: A validade de v neste caso depende se o valor
foi obtido de forma determinística ou aleatória. Se foi de forma determinística,
é necessário que Vi contenha mais de n+f2 mensangens do tipo< ∗, φ−2, v, ∗ >.
Se foi obtido aleatoriamente é necessário que Vi tenha mais de n+f2 mensagens
do tipo < ∗, φ− 1,⊥, ∗ >




gens do tipo < ∗, φ− 1, v, ∗ >
– Mensagem com fase DECIDE: Se v ∈ {0, 1} então é necessário que Vi contenha
mais de n+f2 mensagens do tipo < ∗, φ− 1, v, ∗ >. No caso de v ser ⊥ é neces-
sário que Vi contenha mais de
n+f
2




mensagens do tipo < ∗, φ− 1, 1, ∗ >.
• Valor de estado(status): Todas as mensagens com φ ≤ 3 têm de ter necessariamente
status = undecided. Para as restantes mensagens, status = decided necessita que
Vi contenha mais de n+f2 mensagens do tipo < ∗, φ, v, ∗ >, em que φmod3 = 0.




mensagens do tipo < ∗, φ′, 0, ∗ > e
n+f
2
2 mensagens do tipo < ∗, φ
′, 1, ∗ >, em que φ′
é o maior valor que garanta φ′mod3 = 2, sendo inferior a φ
Até agora foi descrito o protocolo Turquois original, no qual se introduziu o mecanismo
de recuperação de nós atrasados para atender às necessidades das RSSFs.
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6.4 MVC
O Multi-Valued Consensus, ou MVC, permite que vários processos realizem consenso so-
bre um valor de tamanho arbitrário, v ∈
∨
. O valor decidido ou é um dos valores pro-
postos ou um valor predefinido ⊥3
∨
.
O protocolo original recorre a camadas de reliable broadcast e echo broadcast, no entanto
essas camadas não são viáveis em RSSFs, como já foi referido. Por esse motivo, foram
substituídas pelo PEB nesta versão. Para além do PEB, o MVC requer também uma ca-
mada de consenso binário, sendo que o protocolo de consenso binário utilizado nesta
implementação é o Turquois. O MVC inclui também o mecanismo de recuperação de nós
atrasados, para fazer face às necessidades das RSSFs.
O protocolo (ver protocolo 7) inicia quando cada processo pi dá a conhecer o seu valor
proposto vi, através da primitiva de probabilistic echo broadcast. A mensagem enviada tem
o formato < INIT, i, vi >. Cada processo espera até receber n − f mensagens INIT e
guarda os valores recebidos em Vi. Se um processo recebe pelo menos n− 2f mensagens
com o mesmo valor v, faz um probabilistic echo broadcast da mensagem < V ECT, i, v >.
Caso não seja possível decidir v, é enviado o valor ⊥. No protocolo original é enviado
um vector de valores que justificam o valor escolhido, isto é, os valores recebidos na fase
INIT . Uma vez que se realiza o PEB no envio de mensagens assume-se que os processos
têm as mesmas mensagens da fase INIT e, por isso, não é enviado o vector de valores de
justificação, de modo a reduzir o tamanho das mensagens trocadas. No passo seguinte
do protocolo o processo espera até receber n − f mensagens V ECT . Se foram recebidas
n − 2f mensagens V ECT com o mesmo valor proposto, então inicia-se a execução do
consenso binário propondo o valor inicial 1. Caso não seja possível decidir um valor v,
inicia-se o consenso binário com o valor inicial 0. Caso o resultado do consenso binário
for 1 aceita-se o valor v. Se o resultado for 0 o valor decidido é ⊥.
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Input: valor com a proposta inicial, proposali ∈
∨
; identificador único do nó i
Output: valor decidido após consenso, decisioni ∈
∨
ou ⊥ se nenhum valor for
decidido
vi ← proposali;




probabilistic echo broadcast(< INIT, i, vi >);
Task Receiver:
when m =< msgPhase, j, vj > is received do
Vi ← Vi ∪ {m : m is valid };
if phasei = INIT ∧ | {< INIT, ∗, ∗ >∈ Vi} | > n− f then





phasei ← V ECT ;
probabilistic echo broadcast(< V ECT, i, vi >);
else if phasei = V ECT ∧ | {< V ECT, ∗, ∗ >} | > n− f then
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6.5 Consenso de Dados
O consenso de dados trata de toda a preparação dos processos para iniciarem um con-
senso multi-valor. É necessário que mais de n2 processos estejam preparados para iniciar
o consenso de dados. Considera-se que um processo pi está preparado quando tem ao
seu dispor o valor vi sobre o qual pretende realizar o consenso.
No MINSENS++, um processo está pronto para o consenso quando uma estação base
recebe uma mensagem proveniente da rede. Quando isso acontece é enviada, por PEB,
uma mensagem CREQ (consensus request) com o formato < CREQ, i,msgId > para as
estações base para onde a mensagem foi enviada. O valor msgId contém o identifica-
dor único da mensagem recebida, de modo a distinguir as diferentes instâncias de con-
senso sobre diferentes mensagens que possam acontecer ao mesmo tempo. As mensa-
gens CREQ recebidas por pi são guardadas em Vi.
Quando um processo recebe mais de n2 mensagens de CREQ para o mesmo msgId
dá-se inicio ao consenso multi-valor, neste caso o protocolo MVC, com o valor da pro-
posta inicial a serem os dados da mensagem msgId.
6.6 Consenso de Rotas
Como foi referido anteriormente, no MINSENS++ todas as rotas são disjuntas, sendo que,
uma vez que existem múltiplas estações base, é necessário que estas entrem em acordo
em relação às rotas que vão utilizar.
Foi desenvolvido um módulo de consenso de rotas (ver Protocolo 8) que, dada uma
rota gerada numa estação base, determina, através de um protocolo de consenso com as
outras estações base, se a rota pode ou não ser utilizada. Este acordo tem de ser total,
isto é, todas as estações base têm de concordar com a rota para que esta seja aceite. O
protocolo é inspirado no PEB.
Após a geração de uma nova rota rx numa estação base bsi, dá-se início ao pro-
cesso de consenso da rota. Inicialmente, bsi envia uma mensagem com o formato <
ROUTE, bsi, rx > para as restantes estações base, utilizando o mecanismo de retrans-
missão periódica de mensagens, como no protocolo PEB. Ao receber uma mensagem
ROUTE, uma estação base verifica se a rota recebida é válida, isto é, se é disjunta de
todas as que já foram geradas até ao momento e faz broadcast de uma mensagem <
RECHO, bsj , rx, dec >, em que dec é um valor booleano que contém a decisão tomada,
true se a rota é válida ou false caso contrário. As estações base registam as mensagens
RECHO recebidas e, se não existirem votos contra, a rota é dada como aceite e, conse-
quentemente, adicionada ao conjunto de rotas aceites.
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Input: rota recém-gerada, rx; identificador único da estação base bsi; conjunto de
rotas aceites na estação base, routesi, conjunto com os identificadores das
estações base participantes no consenso, bsIds
Output: valor booleano, decisionx, que contém true se a rota for aceite e false caso
contrário
echoesi ← m =< RECHO, bsi, rx, true >;
Initialization:
periodic broadcast(< ROUTE, bsi, rx >);
Task Receiver:
when m =< RECHO, bsj , rx, dec > is received do
if bsj ∈ bsIds ∧m 6∈ echoesi then
if dec then
echoesi ← echoesi ∪m;
if echoesi.size = bsIds.size then







Protocolo 8: Consenso de Rotas
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Nesta secção descrevem-se os pormenores e especificidades da implementação dos pro-
tocolos referidos nas secções 5 e 6. Para além do MINSENS++ e do conjunto de protocolos
de consenso desenvolvidos (MVC-WSN), foram implementados os protocolos INSENS e
MINSENS, visto servirem de base para o trabalho desenvolvido.
O simulador WiSeNet foi desenvolvido em Java, sendo Java a linguagem na qual os
protocolos de encaminhamento têm de ser implementados. O simulador oferece boas
ferramentas de avaliação do desempenho de protocolos de encaminhamento, como as
avaliações transparentes (para o utilizador) de fiabilidade, latência, cobertura da rede e
gastos energéticos do protocolo. No entanto, para avaliar o funcionamento dos proto-
colos de consenso dentro da rede, foi necessário desenvolver um novo componente de
avaliação capaz de recolher dados relativos aos consensos e produzir indicadores rele-
vantes para a avaliação dos protocolos.
7.1 Camada de Rede no WiSeNet
O simulador WiSeNet oferece uma API para a camada de rede, onde se inserem os pro-
tocolos de encaminhamento. A funcionalidade base e API desta camada estão presentes
na classe abstrata RoutingLayer.
A classe RoutingLayer implementa, nos seus métodos privados, os mecanismos que per-
mitem fazer a avaliação dos protocolos de encaminhamento de modo transparente para
o utilizador. Para além disso, esses mesmos métodos tratam da entrega de eventos de
envio e receção de mensagens à base do simulador, assim como da gestão de compor-
tamento de nós maliciosos. Para além dos métodos privados, a classe contém alguns
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métodos abstratos a serem implementados em cada implementação de um protocolo es-
pecífico, sendo que esses métodos constituem a API publica da camada de rede. A tabela
7.1 contém uma descrição da API publica e da funcionalidade de cada um dos métodos.
Quando se está a desenvolver um protocolo de encaminhamento é necessário imple-
mentar todos os métodos descritos, visto representarem as principais funcionalidades e
responsabilidades que um protocolo de encaminhamento deve ter.
Para além da classe RoutingLayer, o simulador oferece também uma classe abstrata
Message, classe que todas as classes que representam mensagens devem estender, e um
utilitário Timer, que permite realizar tarefas periódicas.
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A implementação deste método deve descrever o funcio-
namento de um protocolo quando recebe uma mensagem
vinda da camada MAC, normalmente mensagens enviadas





Este método representa a receção de uma mensagem vinda
da camada de aplicação. O normal é que, depois de algum
tratamento especial dado à mensagem (e.g. encriptação,
assinatura digital, etc.), esta mensagem seja encaminhada
para outros nós. Os objetos message e app representam a




Quando é utilizada a primitiva send na camada de rede para
fazer broadcast da mensagem message, antes de ser enviada,
a mensagem pode ser afetada neste método. Aqui é onde se
espera que o protocolo trate do encaminhamento da men-
sagem, isto é, defina o seu destino e, possivelmente, a rota
que ela deve seguir.
void sendMessageDone() Este método serve para adicionar algum comportamento
que o protocolo deva ter logo após o broadcast correto de
uma mensagem.
Message encapsulateMes-
sage( Message m )
De certo modo, este método não representa nenhuma funci-
onalidade chave nem do simulador, nem de um protocolo
de encaminhamento. No entanto, deve ser utilizado para
encapsular uma mensagem vinda da aplicação numa men-
sagem específica do protocolo.
void onStartUp() Quando uma simulação é iniciada e os nós começam a fun-
cionar, este método é chamado e deve conter o comporta-
mento de inicialização e preparação do protocolo.
void onStable() Normalmente um nó passa a ser considerado estável, do
ponto de vista do encaminhamento, quando está pronto
a encaminhar dados. Neste método é possível introduzir
comportamentos que o protocolo deve ter quando um nó
passa a ser estável.
void startupAttacks() O WiSeNet permite simular ataques a nós da rede. Esses
ataques têm de ser implementados para serem utilizados.
Neste método podem-se definir quais os ataques a que, os
nós que correm o protocolo de encaminhamento, podem
ser sujeitos.
void initAttacks() Este método define o comportamento do nó quando um
ataque é inicializado.
Tabela 7.1: API pública da camada de rede do WiSeNet
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7.2 INSENS
A implementação do protocolo INSENS era necessária, uma vez que serve de base ao
protocolo MINSENS e, consequentemente ao MINSENS++.
A implementação do protocolo INSENS introduz-se na camada de rede da pilha de
software, como seria de esperar. O seu principal componente é a classe INSENSRoutin-
gLayer, que estende RoutingLayer e, por isso, implementa a funcionalidade base do IN-
SENS, tanto dos nós sensores como da estação base. No caso da estação base existe tam-
bém um controlador, BaseStationController, que trata das funções específicas da estação
base, como calcular rotas e criar tabelas de encaminhamento para os nós.
As mensagens trocadas pelo protocolo são do tipo INSENSMessage, que contém um
payload que pode ter um de quatro tipos, todos eles descritos no funcionamento do MIN-
SENS++ (secção 5): (1) RREQPayload que representa as mensagens de route request; (2)
FDBKPayload, que representa as mensagens de route feedback; (3) RUPDPayload, represen-
tante das mensangens de route update; (4) DATAPayload, que representa as mensagens de
dados, i.e. que transportam os dados na rede.
Quando uma aplicação envia uma mensagem para a camada de rede, a mensagem
é guardada num buffer de mensagens, representado pelo objeto List<Message> messages-
Queue, que é do tipo LinkedList<Message>. Na inicialização do protocolo é criado um
Timer que transmite periodicamente a mensagem mais antiga, que se encontra em messa-
gesQueue, para a camada MAC, que trata de fazer broadcast da mensagem.
Ao receber uma mensagem, o nó verifica qual o tipo do seu conteúdo, de modo a de-
cidir o tratamento que faz à mensagem. Como foi referido na secção 5, dependendo do
tipo de mensagem o comportamento do protocolo é diferente (exemplo no código 7.1).
O protocolo inicia-se na única estação base do protocolo, que envia uma mensagem
de route request. Depois de enviada a mensagem é iniciado um Timer que define o tempo
que a estação base vai esperar, pelas informações de vizinhança dos nós da rede, até
iniciar o cálculo das rotas. Quando o Timer termina, a estação base inicia o cálculo das
múltiplas rotas disjuntas de cada nó para a estação base, tal como está descrito em [20].
Depois da estação base calcular as rotas que vão ser utilizadas no encaminhamento
de mensagens, organiza-as em tabelas de encaminhamento que serão entregues a cada
nó. A tabela de encaminhamento é representada pela classe INSENSForwardingTable, que
contém o identificador único do nó a que pertence como a origem, o identificador único
da estação base como destino e um conjunto de RoutingTableEntry, representado pelo ob-
jeto Set<RoutingTableEntry> do tipo HashSet<RoutingTableEntry>. Cada RoutingTableEntry
representa uma rota, tendo a informação de quem é o destino e a origem da rota e o do
nó que antecede do próprio nó na rota. A classe INSENSForwardingTable tem o método
boolean haveRoute(short source, short destination, short immediate) que verifica se existe uma
rota com a origem, o destino e o nó antecessor, passados como argumento. Os nós sen-
sores utilizam o resultado deste método para decidirem se continuam a encaminhar uma
mensagem, caso tenham uma rota, ou se descartam a mensagem, caso não exista uma
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1 private void processFDBKMessage(INSENSMessage m) throws INSENSException {
2 FDBKPayload payload = new FDBKPayload(m.getPayload());
3 if (Arrays.equals(myRoundMAC, payload.parent_mac)) {
4 if (getNode().isSinkNode()) { // if node is a base station
5 getBaseStationController().addFeedbackMessages(payload);
6 INSENSFunctions.decryptData(getNode(), payload.neighborInfo, null);
7 } else {






14 private void processDATAMessage(INSENSMessage m) {
15 if (isStable()) {
16 if (!itsForMe(m)){routeMessage(m);}
17 else {





Código 7.1: Exemplos de tratamento de mensagens no INSENSRoutingLayer
rota para os dados recebidos.
Ao receber a tabela de encaminhamento, um nó declara-se como estável e está pronto
para produzir dados e encaminhar dados pela rede. O simulador oferece duas possibi-
lidades diferentes no que diz respeito à criação de mensagens: (1) uma aplicação desen-
volvida gera e envia as mensagens; (2) os testes do simulador geram mensagens de teste
nos nós sensores.
Já na fase de encaminhamento, quando uma mensagem chega à estação base e esta
verifica que a mensagem é válida, se a mensagem só foi encaminhada por uma rota é
aceite e entregue à aplicação, mas se foi enviada por múltiplas rotas a mensagem passa
para o controlador BaseStationController, que por sua vez passa a mensagem para o seu
gestor de réplicas ReplicaManager.
A classe ReplicaManager (ver código 7.2) faz a gestão das várias réplicas de mensagens
recebidas. Tem um mapa de réplicas do tipo HashMap<Long,ReplicaInfo>, em que a chave
é o identificador único da mensagem e o valor associado é do tipo ReplicaInfo, que contém
toda a informação necessária para se saber se a estação base já tem todas as réplicas de
que precisa.
O gestor de réplicas oferece três métodos simples: (1) boolean addReplica(DATAPayload
dp) que recebe uma mensagem de dados e adiciona-a à estrutura de réplicas; (2) boo-
lean hasEnoughReplicas(long msgId) que verifica se já foram recebidas replicas suficientes
para aceitar a mensagem com identificador msgId; (3) DATAPayload getMostReceivedRe-
plica(long msgId) que devolve uma das réplicas da mensagem que contém o valor que foi
mais recebido, ou null se ainda não foram recebidas réplicas suficientes. A classe Repli-
caInfo está associada apenas a uma mensagem e contém a informação das suas réplicas
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1 public class ReplicaManager {
2 private HashMap<Long, ReplicaInfo> replicas;
3
4 public ReplicaManager(){
5 replicas = new HashMap<Long, ReplicaInfo>();
6 }
7
8 public boolean addReplica(DATAPayload dp){
9 ReplicaInfo ri = replicas.get(dp.originalMsgId);
10 if(ri == null){


















Código 7.2: Classe ReplicaManager
recebidas. Em cada mensagem de dados está o conjunto de rotas pelas quais a mensagem
foi encaminhada, por isso é possível saber o número total de réplicas a receber. A classe
tem duas estruturas do tipo Set<Integer>, uma onde guarda os identificadores de todas
as rotas por onde devem chegar mensagens e outra onde se guardam os identificadores
das rotas por onde as mensagens já chegaram. Todas as réplicas recebidas são guardadas,
para ser possível determinar qual o valor mais recebido. Esta medida serve para eliminar
réplicas que possam ter sido alteradas por nós maliciosos.
Quando o gestor de réplicas tem réplicas suficientes para aceitar a mensagem, a men-
sagem é aceite e entregue à aplicação, o que conclui o funcionamento do protocolo.
7.3 MINSENS
Como já foi referido, o MINSENS é uma extensão ao INSENS. O funcionamento é muito
similar, sendo que o MINSENS utiliza múltiplas estações base em que cada uma delas
é uma instância do INSENS. As principais alterações acontecem no encaminhamento de
mensagens de dados, construção de tabelas de encaminhamento e na introdução de con-
senso para aceitação de dados e rotas.
Para o consenso, o MINSENS assume que as estações base comunicam entre si por
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meios externos à rede e sem um protocolo específico. Na implementação do protocolo
esta característica é concretizada através da entrega direta da informação, por chamada
direta a métodos de cada estação base. Cada gestor BaseStationController tem referências
para os objetos que representam as outras estações base, de modo a poder chamar dire-
tamente os métodos que permitem proceder ao processamento do consenso.
No calculo de rotas foi adicionado um passo à funcionalidade anterior, do protocolo
INSENS. Quando uma estação base termina a geração de uma nova rota envia-a para to-
das as outras estações base, que decidem, dependendo das rotas que já foram aceites, se a
rota pode ser aceite ou não. Não se aceitam rotas não-disjuntas, i.e. nenhum nó pode ser
nó intermédio de quaisquer duas rotas diferentes. Caso uma rota seja aceite, as estações
base registam-na no seu conjunto de rotas aceites.
Em relação às tabelas de encaminhamento, foi necessário criar uma nova classe MIN-
SENSForwardingTable, que contém um objeto HashMap<Short,INSENSForwardingTable>
ftables que faz o mapeamento entre identificador de estação base e a tabela de encami-
nhamento para as rotas que se destinam a essa estação base. Os métodos para verificação
de rotas são semelhantes aos referidos na implementação da tabela de encaminhamento
do INSENS, acrescentando-se o passo de obter a INSENSForwardingTable referente à es-
tação base para onde a mensagem está a ser encaminhada. Esta nova tabela de encami-
nhamento tem métodos que facilitam a obtenção de rotas dependendo do modo como o
encaminhamento será feito (exemplos no código 7.3).
1 public SimpleEntry<Short,Integer> getRandomRoute(){
2 Random r = new Random();
3 int bsPos = r.nextInt(fTables.size());
4 SimpleEntry<Short,Integer> result = null;
5
6 for(Entry<Short, INSENSForwardingTable> e: fTables.entrySet()){
7 if(bsPos == 0){
8 Integer routeId = e.getValue().getRandomRoute();







16 public Hashtable<Short,Set<Integer>> getAllRoutes(){
17 Hashtable<Short,Set<Integer>> routes = new Hashtable<Short,Set<Integer>>();





Código 7.3: Exemplos de obtenção de rotas na classe MINSENSForwardingTable
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O modo como o encaminhamento deve ser feito é definido no código, definindo a cons-
tante int FORWARDING_TYPE para um dos valores definidos para os tipos de encami-
nhamento possíveis (ver código 7.4). Quando um nó decide enviar uma mensagem, pede
à sua tabela de encaminhamento as rotas correspondentes ao tipo de encaminhamento a
ser feito. Os identificadores únicos das rotas devolvidas pela tabela de encaminhamento
são inseridos na mensagem de dados a enviar. O protocolo de encaminhamento é seme-
lhante ao INSENS a partir deste ponto: os nós que recebem uma mensagem de dados
para encaminhar verificam se são ponto de passagem de alguma das rotas presentes na
mensagem e, se for, continua a encaminhar a mensagem, caso contrário descarta-a.
1 public static final int K = 3;
2 public static final int K_RANDOM_ROUTES = 0;
3 public static final int K_BALANCED_ROUTES = 1;
4 public static final int ONE_RANDOM_ROUTE = 2;
5 public static final int ONE_ROUND_ROBIN = 3;
6 public static final int ALL = 4;
7
8 public static final int FORWARDING_TYPE = 4;
Código 7.4: Selecção dos diferentes tipos de encaminhamento
A última alteração é na receção de mensagens de dados, em que é necessário verificar
se as rotas por onde a mensagem viajou pertencem todas à estação base que recebe a
mensagem ou não. Se todas as rotas pertencem à estação base recetora, o processo de re-
ceção é igual ao descrito para o INSENS. A diferença está quando algumas rotas são para
outras estações base, o que torna necessária a realização de consenso de dados. O proces-
samento é igual ao das mensagens apenas destinadas a uma estação base, mas no final
ao invés de a mensagem ser imediatamente entregue à aplicação, passa primeiro pelo
consenso e apenas se for aceite no consenso é entregue à aplicação. O consenso acontece
aqui do mesmo modo que no consenso de rotas, por chamada direta dos métodos das
outras estações base.
7.4 MINSENS++
A implementação do MINSENS++ dá seguimento ao que foi desenvolvido para o MIN-
SENS. A grande diferença está nos protocolos de consenso, onde a comunicação deixa
de acontecer por chamada direta de métodos das outras estações base e passa a ser feita
através da passagem de mensagens entre as estações base, e são utilizados os protocolos
de consenso descritos na secção 6.
À semelhança do que foi feito em relação à gestão de réplicas, foi implementado um
gestor de instâncias de consenso, ConsensusManager. Este gestor guarda as instâncias de
consenso iniciadas num mapa do tipo HashMap<Long,ConsensusInstance> e permite obter
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uma instância ou todas (ver código 7.5).
1 public class ConsensusManager {
2 private HashMap<Long, ConsensusInstance> consensusInstances;
3
4 public ConsensusManager(){
5 consensusInstances = new HashMap<Long, ConsensusInstance>();
6 }
7




















Código 7.5: Classe ConsensusManager
A classe ConsensusInstance faz parte do componente de consenso de dados, explicado na
próxima secção.
7.5 Consenso de Dados
A classe ConsensusInstance representa uma única instância de consenso de dados numa
estação base. Trata da preparação das estações base para o inicio do processo de consenso
e da entrega das mensagens de consenso que chegam à estação base.
Uma instância de consenso pode estar em uma de três fases distintas: (1) fase de pre-
paração, que é a fase inicial e onde se prepara o processo para iniciar o consenso; (2) fase
de consenso, durante o período de tempo em que o consenso está a ser realizado; (3) fase
final, depois de o consenso ter terminado e quando é possível determinar o resultado
final do consenso.
Quando um objeto do tipo ConsensusInstance é inicializado, é iniciado o processo de
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preparação do consenso, descrito em 6.5. O envio e receção de mensagens de consenso,
sejam mensagem CREQ ou dos protocolos de consenso, acontece entre o controlador da
estação base, BaseStationController, e a instância de consenso, ConsensusInstance. Quando
uma estação base recebe uma mensagem de consenso, tem acesso aos objetos que re-
presentam instâncias de consenso. No entanto, isso não se verifica na comunicação em
sentido inverso, pois a instância de consenso não possui referências para o controlador da
estação base. Por esse motivo foi implementado uma hierarquia de classes destinadas à
mediação da comunicação entre os dois intervenientes. Essa hierarquia, na implementa-
ção atual, é composta pela interface CommunicationChannel e pela classe MINSENSChan-
nel (ver código 7.6). A classe MINSENSChannel implementa a mediação com a o con-
trolador da estação base. Foi criada a interface CommunicationChannel para ser possível
implementar outros métodos de comunicação, como comunicação TCP ou UDP, sem ter
de alterar muitas linhas de código (na verdade apenas é necessário alterar a inicialização
das variáveis do tipo CommunicationChannel).
Depois do probabilistic echo broadcast de mensagens CREQ, que corre num thread à
parte da execução normal de ConsensusIntance, estar terminado conclui-se que é possível
iniciar o protocolo de consenso MVC e, consequentemente, o protocolo Turquois, ambos
vistos em detalhe nas próximas secções.
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1 public interface CommunicationChannel {
2 public void broadcastConsensusMsg(Message m, Set<Short> destinations);
3 public void broadcastCREQMessage(byte[] creqPayloadBytes) throws IOException;
4 }
5
6 public class MINSENSChannel implements CommunicationChannel {
7 private MINSENSRoutingLayer rl;
8 private short myNodeId;
9 private long dataMsgId;
10
11 public MINSENSChannel(MINSENSRoutingLayer rl, short myNodeId, long dataMsgId)
{
12 this.rl = rl;
13 this.myNodeId = myNodeId;
14 this.dataMsgId = dataMsgId;
15 }
16
17 public synchronized void broadcastConsensusMsg(Message m, Set<Short>
destinations){
18 byte msgType = -1;
19 byte[] data = null;
20 try{
21 if(m instanceof TurquoisMessage){
22 TurquoisMessage msg = (TurquoisMessage) m;
23 msgType = ConsensusMsg.TURQUOIS_MSG;
24 data = msg.toByteArray();
25 }
26 else if(m instanceof MVConsensusMsg){
27 MVConsensusMsg msg = (MVConsensusMsg) m;
28 msgType = ConsensusMsg.MVCONSENSUS_MSG;
29 data = msg.toByteArray();
30 }
31 ConsensusMsg consMsg = new ConsensusMsg((Short) m.getSourceId(),
destinations, myNodeId, dataMsgId, msgType, data);
32 rl.sendConsensusMessage(consMsg);
33 } catch (Exception e) {e.printStackTrace();}
34 }
35





Código 7.6: Hierarquia de mediadores de comunicação CommunicationChannel e
MINSENSChannel
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7.6 Turquois
A implementação do Turquois é uma adaptação quase direta, para Java, do protocolo 6.
Por isso, são focadas nesta secção as estruturas de dados utilizadas. É importante referir
que esta implementação do Turquois utiliza CommunicationChannel para mediar a comu-
nicação com a estação base.
Para guardar os participantes no consenso utiliza-se um conjunto com os identificado-
res de todos os participantes, do tipo Set<Short>. Para além do conjunto de participantes,
faz-se o mapeamento entre o identificador do participante e a chave simétrica partilhada
com esse participante, numa estrutura do tipo HashMap<Short,byte[]>.
De modo a implementar o conjunto de mensagens válidas aceites foi desenvolvida
uma nova classe, ValidMessagesList. Depois de uma mensagem ser validada pelo proto-
colo, é adicionada ao conjunto de mensagens válidas. Nesta fase passa ainda por uma
validação de modo a verificar se é uma mensagem nova ou não. Este conjunto tem méto-
dos que facilitam a obtenção de dados relativos às mensagens recebidas, necessários para
o Turquois (ver Tabela 7.2).
As tarefas de broadcaster e recetor de mensagens são executadas por threads distintas,
de modo a não ser afetado o funcionamento normal do Turquois.
Método Descrição
List<TurquoisMessage> getMsg-
sInPhase( int phase )
Dado um valor para a fase, retorna uma lista com to-
das as mensagens recebidas nessa fase ou uma lista
vazia caso a fase não tenha sido iniciada pelo proto-
colo.
int getPhaseCounter( int phase ) Retorna o número de mensagens recebidas na fase
phase.
int getValuePerPhaseCounter( int
phase, int value )
Retorna o número de mensagens recebidas na fase
phase, e cujo valor seja value.
int getMostReceivedValu-
eInPhase( int phase )
Retorna o valor mais recebido na fase phase ou -1 caso
nenhum valor possa ser obtido.
Tabela 7.2: API pública da classe ValidMessagesList
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7.7 MVC
Tal como no Turquois, a implementação do MVC é uma adaptação quase direta do proto-
colo 7. Mais uma vez, os pormenores mais importantes que se tiram desta implementação
são as estruturas de dados utilizadas.
Para guardar as mensagens recebidas foi criada a estrutura ReceivedMessagesList, que
para além de guardar as mensagens oferece métodos que facilitam a obtenção de dados
relevantes para o protocolo MVC (ver Tabela 7.3)
Na classe ReceivedMessagesList a contagem de valores recebidos nas mensagens é feita
com recurso a uma estrutura do tipo Vector<HashMap<ByteArrayWrapper,Integer>. O Vec-
tor ajuda a identificar e aceder facilmente os valores da fase do protocolo, enquanto que o
HashMap<ByteArrayWrapper,Integer> (ver código 7.7) permite fazer o mapeamento entre
valor recebido e o seu respetivo contador. Foi necessário criar a classe ByteArrayWrapper,
que encapsula a tipo nativo byte[]. Esta decisão foi tomada porque a obtenção do hashcode
de uma variável do tipo byte[] não depende do seu conteúdo, mas sim do identificador do
objeto na JVM. Isso constitui um problema na utilização do tipo como chave de um Hash-
Map. A classe ByteArrayWrapper resolve esse problema, permitindo obter um hashcode
que depende unicamente do conteúdo de um byte[] e permite também que a comparação
entre dois objetos do tipo ByteArrayWrapper tenha em conta o conteúdo dos byte[] que
encapsulam.
O funcionamento do protocolo PEB, utilizado na emissão de mensagens, e a receção
de mensagens acontecem em threads distintas, separadas do funcionamento do MVC.
Quando chega a fase do MVC em que se recorre ao protocolo Turquois para realizar
o consenso binário, a execução dos dois protocolos acontece separadamente, e é criado
uma thread do tipo BinConsensusResultTask, que verifica se o consenso binário (Turquois,
neste caso) já pode devolver um resultado e, se pode, obtém esse resultado, de modo ao
protocolo MVC poder decidir o seu próprio valor de consenso.
Método Descrição
int getValueCount( byte[] value, short
phase )
Retorna o número de mensagens recebidas, que




Retorna o número total de mensagens recebi-
das na fase phase do protocolo.
boolean allMessagesWithSameValue(
short phase )
Verifica se todas as mensagens recebidas na fase
phase têm o mesmo valor.
byte[] getMostReceivedValueInPhase(
short phase )
Retorna o valor mais recebido nas mensagens
da fase phase.
Tabela 7.3: API pública da classe ReceivedMessagesList
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1 public class ByteArrayWrapper {
2 private byte[] data;
3
4 public ByteArrayWrapper(byte[] b){data = b;}
5
6 public byte[] getData() {return data;}
7
8 public boolean equals(Object other){
9 return Arrays.equals(data, ((ByteArrayWrapper) other).getData());
10 }
11
12 public int hashCode(){return Arrays.hashCode(data);}
13 }
Código 7.7: Classe ByteArrayWrapper
7.8 Extensões ao Modelo de Avaliação do Simulador
Os mecanismos de avaliação e os indicadores obtidos pelo simulador são muito impor-
tantes para avaliar um protocolo de encaminhamento. No entanto, nenhum destes indi-
cadores (latência, cobertura, energia e fiabilidade) permite fazer a avaliação dos protoco-
los de consenso. Por esse motivo, foi necessário desenvolver um novo componente de
avaliação capaz de recolher e produzir informação relativa aos protocolos de consenso,
concretizado na classe StatsManager.
A classe StatsManager foi implementada com recurso ao padrão de desenho Singleton,
para garantir que apenas existe uma instância da classe em todo o sistema, o que permite
que as diferentes estações base registem os seus respetivos dados no mesmo local. Por
os mecanismos de consenso não serem uma característica de RSSFs, os mesmos não são
considerados pelo WiSeNet, o que não permite fazer avaliações sobre o consenso com o
mesmo grau de transparência que se realizam as restantes avaliações disponíveis no si-
mulador. Por esse motivo, foram inseridos na classe BaseStationController os mecanismos
que permitem fazer o registo de eventos relevantes para a avaliação do consenso.
Este novo módulo de avaliação de consenso permite registar as mensagens enviadas
pelos nós sensores, as mensagens que dão origem ao início de processos de consenso e as
mensagens para as quais os respetivos processos de consenso terminam com sucesso. O
tempo em que cada um desses eventos acontece é registado para avaliar a percentagem
de tempo ocupada por cada fase do encaminhamento de uma mensagem. Com os dados
recebidos é possível determinar a percentagem de mensagens que chegam efetivamente
às estações base e dessas, a percentagem que dá origem a processos de consenso e, por
fim, a percentagem de consensos que terminam face aos que são iniciados. Para cada um
dos indicadores referidos podem-se obter valores para apenas uma estação base, mais
que k estações base ou todas as estações base.
De modo a apoiar o armazenamento de toda a informação foram desenvolvidas três
classes distintas: ReliabilityStats, CREQStats e TimeStats.
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• ReliabilityStats: apoia o registo de mensagens recebidas pela aplicação, nas esta-
ções base.
• CREQStats: tem uma função semelhante à da classe ReliabilityStats, mas apoia o re-
gisto da informação relativa à fiabilidade do processo de consenso. Permite obter a
percentagem de consensos iniciados, tendo como base o número de mensagens que
chegaram às estações base vindas da rede, e permite também obter a percentagem
de consensus requests terminados com base no número de consensus requests inicia-
dos. Os consensos terminados são registados em ReliabilityStats, como mensagens
entregues.
• TimeStats: apoia o registo temporal dos eventos de envio e receção de mensagens
e do inicio e final do processo de consenso. Estes dados permitem obter o tempo
médio necessário em cada fase do encaminhamento de uma mensagem (encami-
nhamento na rede e consenso).
Na classe StatsManager faz-se o mapeamento entre o identificador de cada mensagem e
os objetos ReliabilityStats, CREQStats e TimeStats correspondentes. StatsManager oferece
uma interface pública que permite registar os eventos e obter os indicadores pretendidos,
relativos à fiabilidade e a latência temporal da entrega de mensagens (ver Tabela 7.4).
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Regista a receção da mensagem com identificador msgId,
quando esta é entregue à aplicação. O argumento consensus
indica se a mensagem foi entregue depois de consenso ou
não, pelo nó com identificador nodeId. Caso tenha existido
consenso, participants deve conter os identificadores de to-
dos os participantes no consenso e consensusTime o tempo
de execução do consenso.
boolean addCreqStarted(
long msgId, short nodeId,
Set<Short> participants,
long routingTime )
Regista o início do processo de consenso da mensagem com
identificador msgId, que coincide com a sua chegada à es-
tação base com identificador nodeId. routingTime deve ser
o tempo de transmissão da mensagem desde a sua origem
até que chega à estação base. participants contém os identi-
ficadores das estações base que participam no consenso.
boolean addCreqFinished(
long msgId, short nodeId )
Regista o final do processo de pedido de consenso para a








Retorna o número de mensagens que foram entregues à




Retorna a percentagem de mensagens que foram entregues
à aplicação em pelo menos um dos nós destino.
double getAboveThreshol-
dReliabilityPercentage()
Retorna a percentagem de mensagens que foram entregues
à aplicação por mais de n − f nós, sendo n o número de




Retorna a percentagem de mensagens que foram entregues
em todos os nós para onde eram destinadas.
String getMeanRoutin-
gAndConsensusTimes()
Retorna uma String com o formato ”rt(rt%)/ct(ct%)”, em
que rt e ct correspondem ao tempo médio de encaminha-
mento na rede e tempo médio de consenso, respetivamente.
rt% e ct% são as percentagens correspondentes aos respec-
tivos tempos.




A avaliação experimental da solução desenvolvida, o MINSENS++, permite obter re-
sultados que ajudem na formulação de conclusões relativas ao funcionamento correto e
esperado do protocolo. Visto o MINSENS++ ser uma versão melhorada do MINSENS,
pretende-se confrontar os dois protocolos principalmente nas áreas em que se espera que
o MINSENS++ tenha resultados diferentes do MINSENS. Indicadores como a latência,
cobertura e consumo de energia vão ter resultados muito semelhantes para os dois pro-
tocolos, uma vez que o modo de encaminhamento do MINSENS não sofreu alterações.
Esperam-se resultados diferentes na fiabilidade da entrega de mensagens e na resiliência
a ataques, sendo que as alterações esperadas são uma descida na fiabilidade, devido à
introdução da fase de consenso, e um aumento da resiliência, agora que o protocolo está
mais preparado para resistir a ataques na rede e até nas estações base. Também foram
incluídos resultados do protocolo INSENS para os mesmos indicadores referidos.
Uma vez que os protocolos de consenso foram o principal foco da presente disserta-
ção, também foram realizadas análises experimentais sobre os resultados obtidos espe-
cificamente por estes protocolos, no que diz respeito à taxa de conclusão do processo de
consenso em pelo menos 2f nós e a mesma taxa para os processos terminados em to-
dos os nós. Para maximizar a utilização dos protocolos de consenso, em todos os testes
efetuados o protocolo MINSENS++ faz o encaminhamento de mensagens por todas as
rotas. Assim todas as estações base podem participar no consenso, o que permite fazer a
avaliação do mesmo com um maior número de participantes.
Os testes foram realizados no simulador WiSeNet, versão r329, suportado pelo Java,
com o JRE na versão jre7 para sistemas de 64 bits. O sistema operativo instalado é o Win-
dows 7 Home Premium 64-bits c©, com o Service Pack 1. Os componentes relevantes do
sistema de hardware são um processador Intel R© Core
TM
i7-2670QM 2.2GHz e memória
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Figura 8.1: Topologia com 300 nós, 3 estações base
RAM 6GB DDR3.
Realizaram-se testes em três diferentes topologias de rede, com diferentes números
de nós (300/500/1000 nós), geradas aleatóriamente pelo simulador (para exemplos de
topologias ver figuras 8.1 e 8.2). Para os protocolos MINSENS e MINSENS++ definiram-
se três estações base para a topologia de 300 nós e cinco estações base para as restantes,
enquanto que o protocolo INSENS funciona apenas com uma estação base para todas
as topologias. O objetivo seria ter cerca de 1% de nós na rede como estações base para
os protocolos INSENS e MINSENS, no entanto, a restrição de as estações base terem de
estar a um hop de distância entre si não permite ter um grande número de estações base,
porque a proximidade entre elas afeta o número de rotas que conseguem estabelecer.
Para a obtenção dos resultados foi calculada a média dos valores obtidos em 10 exe-
cuções do protocolo, para os resultados obtidos serem fiáveis. Em cada uma das execu-
ções escolheram-se 20% dos nós da rede aleatoriamente para serem emissores de dados,
emitindo uma única mensagem cada um.
Cada uma das próximas secções é dedicada a um dos referidos indicadores (latência,
cobertura, consumo de energia, fiabilidade e resiliência), com uma secção adicional de-
dicada unicamente aos dados recolhidos relativos aos protocolos de consenso, visto estes
terem sido o principal foco da presente dissertação.
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Figura 8.2: Topologia com 500 nós, 5 estações base
8.1 Cobertura
Os valores obtidos para definir a cobertura da rede representam a percentagem de nós
emissores que possuem rotas para as estações base.
Nos resultados obtidos (ver figura 8.3) observa-se que os protocolos MINSENS e
MINSENS++ cobrem uma maior percentagem dos nós emissores que o protocolo IN-
SENS. Esta observação deve provavelmente ao facto de os nós que estão mais longe das
estação base, no INSENS, não conseguirem fazer com que as suas mensagens com infor-
mação de vizinhança cheguem em condições à estação base, o que faz com que a estação
base não calcule rotas para esses nós. Nos casos de MINSENS e MINSENS++ a existência
de várias estações base aumenta a probabilidade de as mensagens de um nó chegarem,
pelo menos, a uma delas, o que explica os valores mais elevados de cobertura para estes
nós.
Os resultados da cobertura têm influência em praticamente todos os outros indica-
dores, uma vez que podem limitar o número de nós capazes de produzir e encaminhar
informação.
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Figura 8.3: Resultados de cobertura
8.2 Latência
A valor de latência obtido corresponde ao número de nós por onde uma mensagem passa
desde a sua origem até ao destino. Como foi referido anteriormente, os valores obtidos
para este indicador, para os protocolos MINSENS e MINSENS++ são semelhantes. A la-
tência foi avaliada em duas dimensões diferentes: a latência média e a latência máxima.
Os valores obtidos para as latências médias e máximas estão representados nas figu-
ras 8.4 e 8.5, respetivamente. É possível observar que, no geral, os protocolos MINSENS
e MINSENS++ conseguem valores mais elevados na latência máxima do que o protocolo
INSENS em cenários com topologias de rede iguais. No protocolo INSENS observa-se
que os nós mais distantes da estação base não recebem as suas tabelas de encaminha-
mento, sendo por isso considerados nós instáveis para encaminhamento, o que justifica
também os valores mais baixos nos números de hops registados. A latência tempo-
ral do encaminhamento de mensagens foi medida de maneira a poder avaliar o peso de
cada fase do encaminhamento (encaminhamento nos sensores e consenso nas estações
base). Verificou-se que cerca de 99% do tempo de encaminhamento é passado durante
o consenso, algo que seria de esperar, uma vez que as estações base têm de aguardar
que existam estações base suficientes para iniciar o consenso de uma mensagem, porque
existem os broadcasters periódicos nos processos de consenso, que podem provocar uma
maior demora se o período entre retransmissões for extenso e por estarem a ser utilizados
canais de comunicação como os que se observam na rede (IEEE 802.15.4). O tempo pas-
sado no consenso pode reduzir se a comunicação fosse implementada numa rede local
(ex. ethernet) com taxas de transferência mais elevadas, como são os casos das redes IEEE
802.11 e IEEE 802.3, o que significaria um aumento na taxa de transmissão de mensagens
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Figura 8.4: Valores de latência média, por mensagem, em número de hops
Figura 8.5: Resultados de latência máxima, em número de hops
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na ordem de 103 a 105 vezes. Pretende-se concretizar estas observações em trabalho fu-
turo.
Os resultados de cobertura observados podem estar relacionados com a latência, pois
uma vez que o INSENS não tem capacidade de chegar a nós mais distantes, esses nós não
são cobertos pelo protocolo.
8.3 Consumo de Energia
Na avaliação do consumo de energia tem-se em conta a energia gasta em média por cada
nó sensor da rede, na fase de encaminhamento de dados. Assume-se que as estações
base têm uma fonte de energia constante e, por isso, não entram nas contas de consumo
energético (este aspeto será abordado nas perspetivas de trabalho futuro).
Pode-se observar pelos valores obtidos (ver figura 8.6) que os nós quando utilizam
os protocolos MINSENS e MINSENS++ gastam mais energia do que quando utilizam o
protocolo INSENS. Estes resultados podem estar relacionados com a falta de cobertura
do INSENS, pois, uma vez que tem menos nós cobertos, é produzida menos informação
pelos nós e há menos dados a transmitir na rede. Para além disso, é natural que os
protocolos MINSENS e MINSENS++ apresentem, mesmo assim, valores mais elevados
para os consumos médios de energia, pois existem múltiplas estações base e os nós têm
múltiplas rotas para as mesmas, o que faz com que a informação transmitida por um nó
seja encaminhada por várias rotas, passando por vários nós, o que provoca um maior
desgaste energético por nó.
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Figura 8.6: Resultados de consumo de energia médio por nó
8.4 Fiabilidade
A fiabilidade representa a percentagem de mensagens de dados entregues nas estações
base, tendo em conta o número total de mensagens enviadas pelos nós sensores. A fiabi-
lidade foi medida em duas dimensões diferentes: (1) a fiabilidade da 1a camada da rede,
composta pelos nós sensores, onde contam como entregues as mensagens que chegam
até à sua estação base de destino; (2) a fiabilidade real, onde se tem em consideração as
duas camadas da rede, i.e., o encaminhamento nos sensores e o consenso nas estações
base, considerando-se apenas entregue uma mensagem que seja aprovado pelo processo
de consenso.
Este é o primeiro indicador para o qual os três protocolos apresentam valores dife-
rentes. Devido à introdução do protocolo de consenso no processo de aceitação de men-
sagens do MINSENS++, esperava-se que o valor da fiabilidade pode-se ser afetado, uma
vez que por existirem mais fases de comunicação, entre o envio da mensagem e a sua
aceitação, a probabilidade de se perderem mensagens aumenta. Os valores obtidos para
a fiabilidade (ver figura 8.7) confirmam as suspeitas que existiam, tendo-se observado
uma descida nos valores de fiabilidade do MINSENS++, em relação ao MINSENS.
Para avaliar corretamente os valores obtidos para a fiabilidade é necessário ter em
conta que a fiabilidade máxima está limitada pelo valor da cobertura que se observa na
mesma situação, uma vez que é de todo impossível que um nó não coberto pelo protocolo
seja capaz de entregar mensagens às estações base. Por esse mesmo motivo é possível ob-
servar, com maior clareza, os valores da fiabilidade na figura 8.8. Aqui observa-se bem
que o MINSENS++, apesar de ter uma boa percentagem de mensagens entregues, está
um pouco abaixo dos outros dois protocolos, o que se justifica pelo aumento da comple-
xidade e de transmissão de mensagens imposto pela presença do protocolo de consenso
77
8. AVALIAÇÃO EXPERIMENTAL 8.4. Fiabilidade
Figura 8.7: Resultados de fiabilidade
Figura 8.8: Resultados de fiabilidade real
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no MINSENS++.
8.5 Resiliência
Foi feita uma avaliação comparativa entre os protocolos para observação da fiabilidade
dos mesmos face à presença de 10% de nós intrusos que fazem o ataque Blackhole. Considera-
se, como critério, a análise comparativa de mensagens que chegam à estação base, antes
de passar pelo processo de consenso (o que poderia interferir negativamente na obtenção
dos resultados uma vez que esse processamento não está presente no caso do protocolo
INSENS). Os resultados estão representados na figura 8.9 e mostram, como seria espe-
rado, que a fiabilidade diminui na presença de nós atacantes. Mas também é possível
observar que os protocolos MINSENS e MINSENS++ são mais resistentes a estes ata-
ques, uma vez que o decréscimo na fiabilidade é bastante inferior ao apresentado pelo
INSENS.
Deve notar-se que considerar 10% de nós intrusos neste teste é um cenário de ataque
bastante agressivo. Por exemplo, numa rede de 1000 nós, tal significa que um atacante
teria conseguido provocar intrusões em 100 nós. Por outro lado, este ataque é feito por
selecção aleatória de nós, o que pode fazer com que um número significativo dos nós
seleccionados estejam próximos das estações base.
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Figura 8.9: Resultados de fiabilidade com 10% de nós intrusos
8.6 Resultados de Consenso
Apesar de os valores obtidos para a fiabilidade no MINSENS++ darem pistas do com-
portamento do protocolo de consenso, não é possível obter resultados concretos sobre
o protocolo apenas com a fiabilidade. Por isso foi desenvolvido o módulo que recolhe
dados do protocolo de consenso, sendo assim possível fazer uma análise mais detalhada.
Há vários dados relevantes sobre o consenso que necessitam ser observados para tirar
conclusões. Esses dados são: (1) a percentagem de pedidos de consenso iniciados, tendo
em conta o número de mensagens enviadas pelos nós; (2) a percentagem de processos
de consenso multi-valor iniciados face ao número de pedidos de consensos; (3) a percen-
tagem de processos de consenso multi-valor terminados face ao número dos processos
iniciados. Para estes dados observam-se os valores obtidos por, pelo menos, 2f estações
base, e por todas as estações base.
As percentagens de pedidos de consenso iniciados são iguais aos valores obtidos para
a fiabilidade do MINSENS, uma vez que até aí o processo de encaminhamento não foi
alterado. As restantes percentagens estão representadas na figura 8.10. A percentagem
de consensos terminados por > 2f e por todos é relativa ao número de consensos inici-
ados. É importante relembrar que na topologia de 300 nós apenas existem três estações
base, o que significa que, sendo f = n3 , então 2f = 2, logo o resultado para > 2f consen-
sos terminados é igual ao resultado dos consensos terminados por todos. Já no caso das
topologias de 500 e 1000 nós existem cinco estações base, o que provoca a diferença nos
resultados.
A diferença dos resultados obtidos para > 2f consensos terminados e todos termi-
nados, nas topologias com cinco estações base, pode dever-se a um destes motivos ou até
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Figura 8.10: Resultados de consensos
aos dois: (1) perda de mensagens devido à proximidade das estações base e à grande in-
tensidade de comunicação provocada pelo consenso; (2) recuperadores de nós atrasados
pouco eficientes.
81




A presente dissertação aborda a problemática da concepção de sistemas de encaminha-
mento seguro, com tolerância a intrusões, para redes de sensores sem fios. Na dissertação
propõe-se um serviço de encaminhamento seguro e tolerante a intrusões para RSSF de
grande escala e ambiente de comunicação multi-hop, serviço associado ao protocolo de-
signado por MINSENS++.
O protocolo MINSENS++ suporta encaminhamento resiliente de dados originados
em sensores, através de múltiplas rotas disjuntas formadas pela rede de sensores, tendo
como destino diferentes estações base, nas quais essas rotas convergem.
As rotas disjuntas são descobertas, selecionadas e estabelecidas de forma dinâmica e
proactiva, durante o próprio processo de descoberta e auto-organização da rede. A for-
mação destas rotas é feita de forma coordenada pelas estações base, de forma que um
mesmo nó de encaminhamento não seja nó interior em mais do que uma rota estabele-
cida.
Com base nas múltiplas rotas estabelecidas, os dados podem ser encaminhados desde
cada nó origem com a flexibilidade julgada apropriada para as aplicações finais, de forma
a optimizar o balanço entre consumo de energia e segurança.
Para efeitos de maximizar o suporte de segurança e tolerância a intrusões, a ideia é
enviar os dados em cada caso pelas múltiplas rotas disjuntas estabelecidas.
O protocolo MINSENS++ integra um mecanismo de consenso distribuído de dados
tolerante a intrusões ao nível das estações base. Com base neste mecanismo, implemen-
tado por um protocolo de consenso designado por MVC-WSN que concretiza um pro-
tocolo de consenso distribuído probabilístico tolerante a falhas bizantinas (ou intrusões
provocadas por adversários bizantinos), os dados encaminhados pela rede para as esta-
ções base são submetidos a uma verificação de consenso, antes de serem disponibilizados
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para sistemas ou aplicações externos à rede.
A solução apresentada possui uma abordagem de rede sobreposta, com base em duas
camadas do sistema de encaminhamento:
• A primeira camada, formada pela rede de sensores propriamente dita, suporta o
encaminhamento de dados pelas múltiplas rotas estabelecidas até às estações base,
sendo este encaminhamento suportado com base em dispositivos que implemen-
tam a pilha IEEE 802.15.4.
• Na segunda camada, as estações base agregam os dados recebidos e executam um
protocolo de consenso distribuído tolerante a intrusões, sendo este suportado numa
rede estabelecida pelas estações base. Esta rede pode ser concretizada por uma rede
IEEE 802.15.4, uma rede local sem fios (ex., IEEE 802.11) ou uma interligação das
estações base por uma rede local com fios (ex., IEEE 802.3).
Para se avaliar o sistema de encaminhamento proposto, os protocolos que o constituem
foram concretizados e avaliados num simulador para redes de sensores sem fios de grande
escala: o simulador WiSeNet. Neste ambiente de simulação, foram testadas redes com
300, 500 e 1000 nós, analisando-se os seguintes indicadores obtidos:
• latência do encaminhamento;
• condições de conectividade e cobertura da rede;
• indicadores de fiabilidade;
• métricas de consumo de energia;
• indicadores relativos à correção e execução do protocolo de consenso.
Os resultados obtidos mostram que a solução proposta é viável, apresenta vantagens
face a soluções anteriores (nomeadamente o protocolo INSENS e o protocolo MINSENS)
e mostra-se como uma aproximação que melhora significativamente a capacidade de re-
sistência da rede face a ataques por intrusão.
Os resultados obtidos são também prometedores em relação à viabilidade de se uti-
lizarem protocolos de consenso distribuído de características probabilísticas em RSSFs,
com as necessárias adaptações e usando redes heterogéneas formadas por nós sensores
de baixo custo (com limitações de processamento , memória e energia) e dispositivos que
possam ser usados como nós de agregação e verificação de dados, quer atuando como
estações base, quer atuando como nós intermédios de processamento de segurança no
interior da rede.
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9.1 Aspectos em Aberto e Direções de Trabalho Futuro
A partir dos resultados alcançados que se mostraram mais interessantes, é possível des-
tacar alguns aspectos em aberto bem como identificar perspetivas de direções de trabalho
futuro, tendo em vista melhorar o funcionamento dos protocolos, tanto o protocolo MIN-
SENS++ como o protocolo MVC-WSN. Também poderiam ser feitas algumas melhorias
ao simulador WiSeNet para permitir fazer algumas avaliações que atualmente não são
viáveis mas que poderão ser úteis para uma avaliação mais exaustiva dos protocolos
propostos.
9.1.1 Melhorias ao Nível do Simulador WiSeNet
O simulador não permite obter dados da fase de organização da rede (descoberta e es-
tabelecimento de rotas), dados esses que seriam interessantes, por exemplo, para deter-
minar o consumo de energia associado ao processo de organização. Também seria inte-
ressante obter valores de fiabilidade para esta fase, o que permitiria verificar melhor o
comportamento do protocolo a partir das condições iniciais de organização da rede.
No ambiente de simulação, as estações base são definidas como nós semelhantes aos
restantes. No entanto, não é possível simular intrusões ao nível dos nós definidos para
atuarem como estações base. Essa incapacidade impediu a avaliação experimental do
protocolo de consenso na presença de intrusos, um dos objetivos inicialmente previstos.
O processo de seleção de nós intrusos deveria pois ser melhorado, de modo a tornar pos-
sível escolher qualquer nó como nó atacante (incluindo os nós que atuam como estações
base).
9.1.2 Melhorias ao Nível do Protocolo MINSENS++
Sendo possível definir uma estação base como nó intruso no ambiente do simulador, se-
ria interessante comprovar o funcionamento do protocolo MINSENS++ quando uma ou
mais estações base são sujeitas a ataques por intrusão. Deste modo seria possível avaliar
o potencial do protocolo de consenso inserido no protocolo de encaminhamento, verifi-
cando na prática as garantias de consenso probabilístico face a intrusões e nas condições
de simulação do suporte de comunicação.
Um problema do modelo de sistema que foi concretizado é o facto de as estações base
estarem a um hop de distância. Esta concretização apresenta problemas a níveis distintos:
(1) devido à necessidade de as rotas serem disjuntas, estando as estações base próximas,
existe grande possibilidade de se esgotarem rapidamente todas as rotas possíveis, uma
vez que os nós mais próximos das estações base apenas podem ser interiores numa única
rota; (2) como as estações base estão próximas, se um atacante consegue ter acesso a uma
das estações base poderá eventualmente ter acesso às restantes; (3) devido à proximidade
85
9. CONCLUSÕES
das estações base, as rotas formadas tendem a convergir numa mesma área da rede, o que
aumenta a possibilidade de colisões e falhas de comunicação nessa zona, sendo também
contraproducente do ponto de vista da distribuição da carga de processamento no pro-
cesso de encaminhamento, além de que essa convergência provoca um maior consumo
energético na região da rede próxima das estações base.
Para resolver o problema é necessário afastar as estações base, mas para isso é ne-
cessário assegurar que continuam a conseguir comunicar entre si a um hop de distância,
ou conceber um novo algoritmo de consenso tolerante a intrusões numa rede com ca-
racterísticas de comunicação multi-hop. Esta segunda possibilidade é mais complexa e
envolve a investigação e proposta de novos algoritmos de consenso distribuído, com
base em comunicações sem fios em redes multi-hop. A primeira solução é mais simples
e mais imediatamente viável. É possível assumir que as estações base têm meios de co-
municação de longo alcance (por exemplo suportadas em redes locais do tipo IEEE 802.3
ou IEEE 802.11, implementando a pilha TCP/IP. Desde que no simulador seja possível
concretizar este ambiente, poderá voltar a simular-se experimentalmente o sistema de
encaminhamento proposto neste novo cenário.
Uma melhoria muito interessante que se poderá fazer ao MINSENS++ é a introdução
de mecanismos de detecção e remoção de nós intrusos, como complemento à tolerância
a intrusões já conseguida pelo protocolo. Esta melhoria permitia que um intruso apenas
causasse problemas na rede durante um período limitado de tempo. Uma possível solu-
ção pode ser baseada na detecção de nós intrusos, realizada pelas estações base. Tal como
foi concebido e está implementado, o protocolo MINSENS++ permite facilmente identi-
ficar rotas suspeitas. Quando uma mensagem é enviada por várias rotas é possível saber
que existe pelo menos uma rota por onde os dados não chegaram ou chegaram alterados.
Mas este tipo de detecção é muito abrangente e eliminar toda uma rota pode prejudicar
muito o funcionamento da rede, dado que se descartam todos os nós dessa rota. Uma
solução mais elaborada passaria por uma alteração na construção de rotas, sendo que as
rotas passariam a ser apenas parcialmente disjuntas, i.e. várias rotas poderiam ter um
número pequeno de nós em comum. Este modelo de construção de rotas permitia que
um único nó intruso prejudicasse várias rotas para diferentes estações base, o que tem
como consequência que várias estações base conseguem detetar rotas suspeitas e verifi-
carem se existe algum nó comum às várias rotas suspeitas, descobrindo assim potenciais
intrusos. Esta solução prevê uma alteração nas rotas, o que poderia prejudicar o restante
funcionamento do protocolo, sendo necessário fazer uma reavaliação do novo protocolo
face aos restantes indicadores estudados.
9.1.3 Melhorias ao Nível do Protocolo MVC-WSN
O protocolo de consenso multi-valor desenvolvido apenas foi testado com cinco estações
base participantes. Esta avaliação poderá ser alargada para se analisar o funcionamento
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do protocolo quando existe um grande número de participantes.
O protocolo PEB foi desenvolvido propositadamente para ser introduzido no proto-
colo MVC. No entanto nunca foi testado e avaliado separadamente. Tal seria interessante
para obter dados concretos sobre o protocolo e identificar separadamente os factores que
contribuem para os indicadores obtidos, em diferentes condições de funcionamento, por
exemplo: funcionamento com variações no número de participantes; funcionamento com
variação no número máximo de retransmissões das mensagens; ou funcionamento com
variações no período entre sucessivas retransmissões. Tal é particularmente importante
dado que o processamento envolvido é significativamente importante no impacto de la-
tência e nas condições probabilísticas de completamento do consenso.
Os mecanismos de recuperação de nós atrasados foram desenvolvidos com a intenção
de resolver um problema prático, sendo uma solução concebida a partir dos resultados
observados nas simulações. Uma análise mais cuidadosa deveria ser feita de forma a me-
lhorar a especificação, concepção e implementação de mecanismos de coordenação para
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