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Abstract
In this thesis we study two-dimensional conformal field theories with Virasoro
algebra symmetry, following the conformal bootstrap approach. Under the as-
sumption that degenerate fields exist, we provide an extension of the analytic
conformal bootstrap method to theories with non-diagonal spectrums. We write
the equations that determine structure constants, and find explicit solutions in
terms of special functions. We validate this results by numerically computing
four-point functions in diagonal and non-diagonal minimal models, and verifying
that crossing symmetry is satisfied.
In addition, we build a proposal for a family of non-diagonal, non-rational
conformal field theories for any central charges such that <c < 13. This proposal
is motivated by taking limits of the spectrum of D-series minimal models. We
perform numerical computations of four-point functions in these theories, and
find that they satisfy crossing symmetry. These theories may be understood as
non-diagonal extensions of Liouville theory.
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Chapter 1
Introduction
Symmetry is an immensely powerful tool to understand physical systems, as it
can help to simplify or extract information about potentially complex problems.
The most important example of this is perhaps Noether’s theorem, which states
that for any continuous symmetry there is an associated conserved quantity. It
is often the case that symmetry considerations give rise to results with a wide
range of applications, as there may be many different physical systems sharing
the same symmetries.
In this work we focus on conformal symmetry, and its consequences on two
dimensional quantum field theories. Conformal transformations are symmetry
transformations that leave angles invariant, and they form a larger class of trans-
formations than those of the Poincaré group. Then, conformal field theories have
an enhanced symmetry that makes them more tractable than a generic QFT.
Sometimes conformal field theories can become completely solvable, in the sense
that all their correlation functions can in principle be computed. Among confor-
mal transformations there are dilatations, or scale changes. That these transfor-
mations are a symmetry of a system might seem unphysical, because it is known
that physical laws are usually strongly dependent on scale. The exceptions come
when the characteristic distances of a system become either 0 of ∞, and there
are many examples where a conformal field theory description is possible. In the
next section we list some of them.
1.1 The various applications of CFTs
Conformal field theories (CFTs) provide a very interesting example where the
many constraints coming from conformal symmetry can make complicated quan-
tum field theories more tractable. In some cases, this is enough to render inter-
acting theories completely solvable. In this sense, conformal field theories may
be seen as a stepping stone in understanding more complex theories.
Conformal field theories are one of the key elements of the AdS/CFT corre-
spondence. Perhaps the most studied example is the duality between type IIB
string theory in AdS5 × S5 and the super-conformal gauge theory N = 4 Super
Yang-Mills in four dimensions[1]. As another application, conformal field theories
play an important role in the world-sheet description of string theory.
11
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The AGT correspondence, named after Alday, Gaiotto and Tachikawa, [2],
provides one further example where conformal field theories play an important
role. This correspondence proposes a relation between a four dimensional SU(2)
gauge theory and Liouville field theory, a two dimensional conformal field theory
we will discuss more in detail in section 4.1.1.
Moreover, conformal field theories have important applications in the domain
of critical phenomena. In this case, systems that undergo a second order phase
transition see their correlation length diverge as they approach the critical point.
Then, their continuum limit can be described by a conformal field theory, iden-
tified by the critical exponents of the theory. In this context there is a striking
phenomenon know as critical universality which refers to the fact that, near
the critical point, the continuum limit becomes independent of the microscopic
details of the underlying models, and many different systems are described by
the same conformal field theory. The canonical example of a system with this
behaviour is the Ising model. In three dimensions, the CFT that describes its
continuum limit is also common to other systems, such as water at the critical
point [3]. In recent years there has been an important effort to better understand
this theory, for example [4].
The case of two dimensional conformal field theories is particularly interesting,
because the symmetry algebra becomes infinite dimensional. In this work we focus
on the simplest theories, where the symmetry algebra is the Virasoro algebra.
There are other theories whose symmetry algebras contain the Virasoro algebra,
such as theories with W-algebra symmetry, which will be left out of the scope of
this work.
The Virasoro algebra is characterized by a parameter called the central charge,
c, whose value will be crucial to determine many properties of a CFT: from the
very existence of the theory to the structure of its spectrum and properties such
as unitarity. In this sense, different values of c correspond to different physical
systems, but there may be different systems that are described by conformal field
theories with the same value of c.
In this work we do not focus on any specific application of two dimensional
CFTs. Instead, we will base our analysis on the constraints arising solely sym-
metry and self-consistency, following an approach known as the Conformal boot-
strap.
1.2 The conformal bootstrap approach
In this thesis we study two dimensional conformal field theories via the confor-
mal bootstrap approach. This approach attempts to build, classify and solve
conformal field theories by studying the constraints imposed by symmetry and
self-consistency only. The idea is to start from very general principles, shared
by large classes of theories, hoping to solve simultaneously many different prob-
lems. This approach has been applied to conformal field theories such as Liouville
theory and the generalized minimal models, proving its effectiveness, see [5, 6]
for reviews. Furthermore, analysis in the conformal bootstrap approach have al-
lowed to extend known results, giving rise for example to a description of Liouville
1.2. THE CONFORMAL BOOTSTRAP APPROACH 13
theory with a central charge c < 1 [7].
Two dimensional CFTs are particularly well suited for the bootstrap approach,
as shown by the pioneering work in [8]. The reason is that the infinite dimensional
symmetry algebra gives rise to infinitely many constraints on the correlation
functions. These constraints are known as the local Ward identities, and in section
2.3.3 we will define N -point correlation functions as solutions to these identities,
satisfying a few other conditions. This contrasts with the more usual Lagrangian
approach, where correlation functions are defined using path integrals. In this
sense, the bootstrap approach can be used to study systems where a Lagrangian
description may be ill defined, or not even available. Furthermore, relying on
constraints originating from the general structure of conformal field theories gives
the conformal bootstrap approach the power to produce non-perturbative results.
A negative side of taking the bootstrap point of view may be that once a theory
has been built and solved through this method, it may not be straightforward
to determine which physical systems -if any- it represents. We depend, then, on
external information in order to make this identification, as opposed to a case
where taking a continuous limit of a discrete system can give rise to a Lagrangian
describing the limit system.
In the two dimensional conformal bootstrap approach, a theory is identified by
specifying its symmetry algebra, in our case the Virasoro algebra, its spectrum,
i.e the set of fields whose correlation functions it describes, and a set of rules that
controls how products of nearby fields behave, called the fusion rules. One of the
consequences of having Virasoro algebra symmetry is that the spectrum can be
organized into conformal families : each family is identified by a particular field,
called a primary field, and it contains many other fields which are obtained by
acting with the symmetry generators on the primary, and are called the descen-
dants of the primary field. We will see how the Ward identities determine that
correlation functions can be expressed as a combination of universal functions,
called the conformal blocks, and structure constants, which depend on the the-
ory. In this context, we will say that a theory is solved once we determine all the
elements necessary to compute, at least in principle, its correlation functions. In
practice this amounts to computing four-point correlation functions, which are
the first ones not to be completely determined by symmetry.
The conformal bootstrap approach requires assumptions to be made explicitly.
This can help one identify which assumptions are fundamental, and which can be
lifted to give rise to a more general case. For example, a common assumption is
the diagonality of the theories, which means that all the primary fields in the
spectrum are scalars. However, conformal field theories need not be diagonal in
general, and in this work we follow the conformal bootstrap approach without
assuming diagonality.
In the following section we mention some examples of conformal field theories
whose solutions are known, and where the conformal bootstrap approach has
been followed through successfully.
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1.3 Overview of known models
There are many different two dimensional conformal field theories that are ac-
cessible trough the conformal bootstrap approach. Here we give an overview of
certain two-dimensional CFTs that are relevant to the ideas in this work, and
offer some discussion about their classification.
We have mentioned that the value of the central charge c is crucial to deter-
mine many properties of a theory, and in particular its existence. Let us then
show a map of two dimensional CFTs in the complex plane of the central charge
c, where unitary theories are distinguished by solid colors. This figure is obtained
from a similar one in [5]:
Liouville theory
Generalized minimal models
Minimal models
0 1
Ashkin-Teller
c
(1.1)
The red color in figure 1.1 represents Liouville field theory, a diagonal theory with
a continuous, infinite spectrum, that exists for every value of c ∈ C. Liouville
theory is unitary for c ∈ R≥1, and from this line it can be extended to all values
c /∈ R<1, albeit losing unitarity. For c ∈ R<1 there is another version of Liouville
theory, which has the same diagonal, continuous spectrum but cannot be obtained
as a continuation from the other regions [7]. In blue we show Generalized minimal
models, theories that exist also for every value of c ∈ C, and whose spectrum
is diagonal and infinite, but discrete, as opposed to the continuous spectrum of
Liouville theory. In green we have marked the Minimal Models, theories that exist
only for an infinite, discrete set of values of c, which are however dense in the line
c ∈ R<1. Minimal models are characterized by their discrete, finite spectrums,
which can exist due to the special values of the central charge. Minimal models
obey an A-D-E classification [9], and different models have different spectrums:
The A-series minimal models have diagonal spectrums, while the D-and-E-series
minimal models spectrums contain a non-diagonal sector. The green lines identify
values of c for which there are unitary Minimal models, and we can see that these
values accumulate near c = 1. Finally, the yellow circle at c = 1 signals the
CFT corresponding to the Ashkin-Teller model, an example of a theory with an
infinite, discrete non-diagonal spectrum.
The theories represented in figure 1.1 serve as an illustration of the different
types of theories accessible through the conformal bootstrap approach. However,
the examples of non-diagonal theories discussed above are restricted to special
values of the central charge, and in the case of D-series minimal models, to finite
spectrums. In particular, there is no example of a theory with a non-diagonal
sector that is defined for every value of c (or at least continuously many), as
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happens with Liouville theory or the Generalized minimal models, and the only
example of an infinite non-diagonal spectrum is confined to the very particular
case c = 1. Non-diagonal CFTs can however be related to interesting physical
systems, like the loop models discussed in [10] or the Potts model at criticality.
Building generic, consistent non-diagonal theories could represent an important
step towards extending the current understanding of conformal field theories,
and contribute to the description of the aforementioned systems. This leads us
to stating the objectives of the present work.
1.4 Goals of this thesis
As described in [5], the conformal bootstrap approach has been successfully ap-
plied to diagonal conformal field theories, giving rise to explicit results for their
structure constants. The key to obtaining these results is the use of degenerate
fields, fields whose fusion rules are particularly simple. This method was applied
to Liouville theory in [11], and we refer to it as the analytic conformal bootstrap.
This thesis has two main objectives, related to the generalization of the ana-
lytic conformal bootstrap results to theories containing non-diagonal fields:
Our first objective is to extend the results of the analytic conformal bootstrap
by lifting the assumption of diagonality, and obtain a way to compute structure
constants for generic non-diagonal conformal field theories on the Riemann sphere.
In order to pursue this analysis we will make three basic assumptions, namely:
that the central charge can take any value c ∈ C, and the correlation functions
depend analytically on it, that the correlation functions are single-valued, and
that two independent degenerate fields exist, in the sense that we may study
their correlation functions with fields in our theory although they need not be
part of the theory’s spectrum. These assumptions will be further discussed in
section 3.2.1, where we will study how they condition the types of non-diagonal
theories we can study. An important remark is that in principle we will leave aside
logarithmic CFTs, and an extension to this case may very well be non-trivial.
The first difficulty in extending the analytic bootstrap results to the non-
diagonal case is to generalize the degenerate fusion rules in a way that remains
consistent. This will lead us, in section 3.2.2, to give a definition of diagonal
and non-diagonal fields that takes degenerate fusion rules into account. This
definition will allow us to perform the desired extension, and we will validate
our result by arguing that they give rise to consistent solutions of the theories
appearing on the map 1.1.
Important work in this direction was performed in [10], where the authors
studied non-diagonal theories related to loop models and derived constraints
arising from the existence of only one degenerate field. Although the method
discussed here can be described as a continuation of the analysis of [10], our
results may not be directly applicable to the systems discussed in that article.
The reason is that assuming the existence of two degenerate fields, instead of
only one, results in more restrictive constraints on the spectrum of the theories
we can study. In exchange, having two independent degenerate fields is enough
to completely determine the structure constants, which enables us to compute
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four-point correlation functions to verify the consistency of these results.
Our second objective is to build a non-diagonal theory, or family of theories,
that exist for a wide range of values of c, by making use of the non-diagonal
analytic conformal bootstrap results. Such a theory would cover the missing
examples of the map 1.1 and provide a way to validate the analytic conformal
bootstrap results in a previously unknown context.
In order to build these families of theories, we will seek for a proposal of a non-
diagonal spectrum and fusion rules by taking limits of D-series minimal models
where the central charge approaches irrational values. Then, we will combine
these proposals with the structure constants from the non-diagonal conformal
bootstrap, and numerically verify that their combination gives rise to a consistent
class of correlation functions. The existence of these correlation functions can be
seen as evidence that the looked-after theories indeed exist, and can be added to
the map 1.1. In chapter 5 we will discuss the idea of interpreting these theories
as a non-diagonal extension of Liouville theory.
This thesis is organised as follows: In chapter 2 we give a review of conformal
symmetry in two dimensions. We discuss Ward identities, and give definitions of
conformal blocks, structure constants, operator product expansions, fusion rules
and degenerate fields. In chapter 3 we perform the analytic conformal bootstrap
analysis. We describe crossing symmetry, both general and degenerate, and define
diagonal and non-diagonal fields that have consistent fusion rules with degenerate
fields. Then, we write the constraints on the structure constants coming from
degenerate crossing symmetry, and find some explicit solutions. In addition, we
discuss the relationship between the diagonal and non-diagonal solutions. The
first part of chapter 4 discusses how the conformal bootstrap solutions hold for
the theories included in the map of figure 1.1, and shows numerical examples
of crossing-symmetric four-point functions in the minimal models. The second
part focuses on the construction of a family of non-diagonal, non-rational CFTs,
whose existence is suggested by taking limits of non-diagonal minimal models.
We provide evidence for the existence of these theories by numerically testing
crossing symmetry of different four-point functions. The main results of chapters
3 and 4 have been published in [12], but here we go further in building explicit
solutions, include a validation of the bootstrap results in non-diagonal minimal
models, and extend the discussion about building the limit theories. Finally,
chapter 5 offers a summary of our results, and some suggestions for future work.
Chapter 2
General notions of CFT
This chapter presents conformal symmetry and its implications on the structure
and observables of a quantum field theory. We begin by reviewing conformal
transformations in d dimensions, and then specify to the 2-dimensional case. We
describe the algebra of the generators and its central extension, the Virasoro
algebra. Then we study the irreducible representations of the Virasoro algebra,
which are used to build the spectrum of CFTs. Finally, we study the constraints
on correlation functions imposed by conformal symmetry, the Ward identities,
and set the basis for the conformal bootstrap method, discussed in the next
chapter.
2.1 Conformal transformations
In this section we review conformal transformations, and present the generators
of infinitesimal transformations that form the symmetry algebra. The content of
this section is fairly standard and can be found in many textbooks and review
articles. Our main references are the classical book [13], together with [14] and
the latest version of [15].
2.1.1 Conformal symmetry in d dimensions
In Euclidean d-dimensional space, conformal transformations are coordinate trans-
formations that preserve angles locally. Equivalently, they can be defined as the
transformations leaving the metric gµν invariant, up to a scale factor. Under a
change of coordinates xµ → x˜µ(x) this condition can be expressed as
gµν(x)→ g˜µν(x˜) = ∂x
ρ
∂x˜µ
∂xσ
∂x˜ν
gρσ(x(x˜)) (2.1)
= Ω2(x)gµν(x) . (2.2)
where Ω2(x) is a scaling factor.
From this definition we see that the transformations of the Poincaré group are
conformal, since they leave the metric invariant (Ω2(x) = 1). In order to find the
rest of the transformations of the conformal group we consider the infinitesimal
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transformation given by xµ → x˜µ = xµ + µ(x), and compute the new metric up
to first order in (x). Then, equation (2.1) gives
g˜µν(x˜) = gµν(x)− (gµσ∂νσ + gνσ∂µσ) , (2.3)
where we have used gµν = gνµ. In order for µ(x) to define a conformal trans-
formation we need the term between brackets in (2.3) to be proportional to gµν .
Contracting with gµν we can find the proportionality factor, and we arrive at the
condition
gνσ∂µ
σ + gµσ∂ν
σ =
2
d
(∂ · )gµν . (2.4)
Notice that here the space-time dimension d appears explicitly in the proportion-
ality factor, as a result of the contraction gµνgµν .
For d = 1, the condition (2.4) is identically true, and any transformation is
conformal. The case d = 2 is special, and will be the focus of the rest of this work.
Let us for now discuss the case d ≥ 2 without mentioning the special features of
the two-dimensional case:
Infinitesimal translations and rotations satisfy conditions (2.4), since they are
given by
Translations: µ(x) = µ = constant (2.5)
Rotations: µ(x) = ωµνx
ν , ωµν = −ωνµ . (2.6)
In addition to these transformations we have
Dilatations: µ(x) = λxµ , λ > 0 (2.7)
generating changes of scale, and special conformal transformations (SCTs),
SCTs: µ(x) = bµxρxρ − 2xµbρxρ . (2.8)
The finite versions of these infinitesimal transformations form the global con-
formal group, which in d-dimensional Euclidean space is SO(d + 1, 1)[13]. The
generators of the conformal transformations are
Translations: Pµ = −i∂µ ,
Rotations: Mµν = i(xµ∂ν − xν∂µ) ,
Dilations: D = −ixµ∂µ ,
SCTs: Kµ = i(x2∂µ − 2xµxρ∂ρ) ,
(2.9)
and the algebra defined by their commutation relations is isomorphic to so(d +
1, 1). It’s worth mentioning that inversions, given by xµ → x˜µ = xµ
x2
, are also
conformal transformations in the sense (2.1). However, they are not connected
to the identity transformation (there is no infinitesimal inversion), and thus they
cannot be found through the analysis above. Nonetheless, special conformal
transformations are obtained by performing two inversions, with one translation
in between.
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2.1.2 Conformal symmetry in 2 dimensions
We now study the particular case of two dimensions. Of course, we will again find
the group SO(3, 1) describing global conformal transformations, but we will see
that there is a larger class of transformations satisfying the conformal symmetry
constraints (2.4). Let us write these equations explicitly,
∂1
1 = ∂2
2 , (2.10)
∂1
2 = −∂21 . (2.11)
In this case, the constraints of conformal symmetry take the form of the Cauchy-
Riemann equations, which encourages us to give a description in terms of the
complex variables z, z¯,
z = x1 + ix2 , z¯ = x1 − ix2 , (2.12)
with the derivatives with respect to these variables taking the form
∂z =
1
2
(∂1 − i∂2) , ∂z¯ = 1
2
(∂1 + i∂2) . (2.13)
The infinitesimal transformation is then given by
z → z + (z, z¯) , (z, z¯) = 1(x) + i2(x), (2.14)
z¯ → z¯ + ¯(z, z¯) , ¯(z, z¯) = 1(x)− i2(x) . (2.15)
Then, equations (2.11) become
∂z ¯(z, z¯) = ∂z¯(z, z¯) = 0 . (2.16)
Thus,  is a function only of z, while ¯ depends only on z¯, meaning that any
meromorphic function (z) defines a conformal transformation. These transfor-
mations can map points to the point at infinity, so we choose to work in the
Riemann sphere C ∪ {∞}, rather than the complex plane.
Any meromorphic transformation may be expanded as
(z) =
∑
n∈Z
nz
n+1 , (2.17)
and the corresponding generators are
ln = −zn+1∂z , l¯n = −z¯n+1∂z¯ , n ∈ Z . (2.18)
Thus, in the two dimensional case, conformal symmetry is described by the
infinite-dimensional Witt algebra, whose commutation relations are
[ln, lm] = (n−m)lm+n , (2.19)
and similarly for the antiholomorphic generators l¯n. This constitutes an impor-
tant symmetry enhancement with respect to the case d ≥ 3, where the conformal
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symmetry algebra has (d+1)(d+2)
2
generators (2.9). However, most of the transfor-
mations given by (2.17) will have poles, and are only locally conformal. On the
Riemann sphere, the subset of transformations that are globally well defined is
still finite dimensional, and corresponds to the values n = −1, 0, 1; these transfor-
mations are at most quadratic in z, as in the higher dimensional case. Restricting
the algebra to the global generators we find
[l±1, l0] = ±l±1 , (2.20)
[l1, l−1] = 2l0 , (2.21)
which are the commutation relations of the algebra sl(2). The generators of the
global conformal transformations are associated, as expected, with the transfor-
mations (2.9). We can express these generators in terms of the the coordinates
(z, z¯) by using equations (2.12) and (2.13). For example, the generators of Di-
latations and rotations are
Dilations: i(l0 + l¯0) , (2.22)
Rotations: (l0 − l¯0) . (2.23)
The symmetry group associated to the global conformal transformations is
PSL(2,C), given by the Möbius transformations
z → az + b
cz + d
, ad− bc = 1 . (2.24)
This group is isomorphic to SO(3, 1) and thus global transformations are given
by the same group as in higher dimension (i.e SO(d+ 1, 1)).
Finite local conformal transformations are given by
z → f(z) , (2.25)
with f(z) a meromorphic function such that its derivative is non-zero in a certain
domain. We can see that such a transformation is conformal by writing the line
element ds2 = dzdz¯, which transforms as,
ds˜2 =
∣∣∣∣df(z)dz
∣∣∣∣2 ds2 , (2.26)
where the scale factor is |df(z)
dz
|2.
The holomorphic and antiholomorphic generators ln and l¯n, satisfy
[ln, l¯m] = 0 , (2.27)
and we can treat z and z¯ as independent coordinates. Calculations become easier
in this way, and at the end of the day we may recover the original setup by setting
z¯ = z∗.
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2.2 Virasoro algebra
In order to build a quantum theory, it is necessary to consider the projective
action of the symmetry algebra [16]. This is equivalent to the action of a central
extension of said algebra, which leads us to consider central extensions of the Witt
algebra (2.19). This algebra allows for a unique central extension [13], called the
Virasoro algebra and denoted by V. Its generators are denoted by Ln, n ∈ Z,
and their commutations relations are
[Ln, Lm] = (n−m)Lm+n + c
12
δm+n,0(n− 1)n(n+ 1) , (2.28)
where the parameter c is called the central charge, and it should be interpreted as
the parameter accompanying an operator that commutes with every Ln. Through-
out this work we generally consider c ∈ C. Notice that although the relations
(2.28) contain a central term that is absent in Witt’s algebra, the commutators of
L−1, L0 and L1, associated with global conformal transformations, are unaffected
by it, and the global conformal subalgebra remains sl(2).
A two-dimensional conformal field theory can be defined as a quantum field
theory whose spacetime symmetry algebra is (or contains) the Virasoro algebra
[6]. Furthermore, since we will follow a description in terms of two complex coor-
dinates (z, z¯), the full symmetry algebra is actually V⊗ V¯, where V corresponds
to the left-moving or holomorphic sector, related to the variable z, and V¯ corre-
sponds to the right-moving or antiholomorphic one, related to z¯. Even though we
consider the variables (z, z¯) as independent, certain constraints will be included
in section 3.2 in order to make observables single valued in the case z¯ = z∗.
Quantizing a field theory requires the choice of a time direction, which in
Euclidean space is somewhat arbitrary. Here and in the following we take the
approach known as radial quantization, where the radial direction is signaled
as time, and time evolution is generated by dilatations. In this approach the
dilatation operator L0 plays the role of the Hamiltonian, and we will focus our
attention on theories in which L0 is diagonalizable. This takes into account many
important examples, like minimal models and Liouville theory, but leaves aside
logarithmic CFT.
In what follows, we explore the consequences of Virasoro symmetry on the
observables of a quantum field theory. We begin by discussing some of the repre-
sentations of the symmetry algebra, which will be used in section 2.3.1 to define
the fields of the CFT. For simplicity, we will discus the left-moving sector, but
the right-moving one is completely analogous.
Highest weight representations
Highest weight representations of the Virasoro algebra can be constructed in
much the same way as the well known example of su(2) representations for spin.
Suppose there exists an eigenstate |∆〉 of the dilatation operator L0, such that
L0|∆〉 = ∆|∆〉 , (2.29)
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where ∆ is called the conformal dimension or conformal weight of the state. From
the commutation relations (2.28) we can see that any state |χ〉 = ∏ni Lni |∆〉, for
any set of integers {ni}, is also an eigenstate of L0:
L0|χ〉 = (∆−
∑
{ni}
ni)|χ〉 (2.30)
In particular, the operators Ln<0 act as raising operators, increasing the value of
∆, while the Ln>0 play the role of lowering operators. If the original eigenstate
|∆〉 is such that it is annihilated by all lowering operators,
Ln|∆〉 = 0 ∀n ≥ 1 (2.31)
then |∆〉 is called a primary state. A highest weight representation is obtained
by acting on a primary state with raising operators, and a Verma module V∆
is defined as the largest highest weight representation generated by the primary
state |∆〉. The states obtained by the action of raising operators on the primary
state are called its descendants. They are organized into levels given by the value
N = −∑{ni} in (2.30), which is the difference between the conformal weight
of the descendent state and of the primary. The first three levels of the Verma
module V∆ are illustrated in the following diagram
N
0
1
2
3
|∆〉
L−1|∆〉
L2−1|∆〉
L3−1|∆〉
L−2|∆〉
L−1L−2|∆〉 L−3|∆〉
(2.32)
As is apparent, the number of linearly independent states at level n ∈ N is the
number of partitions of p(n).
2.2.1 Degenerate representations
Highest weight representations, and in particular Verma modules, are indecom-
posable representations of the Virasoro algebra. However, they need not be irre-
ducible. Indeed, within the Verma module V∆ there could be a descendant state
|χ〉 which is itself a primary state, such that |χ〉 and all its descendants form a
subrepresentation of the Virasoro algebra. For each value of the central charge c,
the existence of such a descendent is only possible if the primary state’s conformal
weight ∆ takes certain specific values. A descendent state |χ〉 that gives rise to
a highest weight subrepresentation is called a null vector.
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The commutation relations (2.28) allow us to write any of the lowering oper-
ators Ln≥1 in terms of commutators of L1 and L2, so that any state annihilated
by L1 and L2 is a primary state. Let us find the conditions such that V∆ has a
null vector at a certain level.
At level 1 there is only one descendent, L−1|∆〉. Since |∆〉 is primary, it is
only necessary to check that
L1(L−1|∆〉) = 2∆|∆〉 = 0 . (2.33)
Then, we find that there is a null vector at level 1 if and only if ∆ = 0.
Level 2 null vectors impose more interesting conditions, and will be important
for the analytic conformal bootstrap method presented in 3.2. We write a generic
level 2 descendant as |χ〉 = (a1L2−1 + a2L−2)|∆〉, with a1, a2 some coefficients to
be determined. The state |χ〉 is a null vector if
L1|χ〉 = [2(2∆ + 1)a1 + 3a2]L−1|∆〉 = 0 , (2.34)
L2|χ〉 =
[
6∆a1 +
(
4∆ +
c
2
)
a2
]
|∆〉 = 0 , (2.35)
which gives a system of equations for the coefficients a1, a2 that generate |χ〉.This
system admits a non-trivial solution only if
∆ =
5− c±√(c− 1)(c− 25)
16
. (2.36)
This means that, for a given value of c, there are two Verma modules with
null vectors at level 2, where the primary state has one of the weights given by
(2.36). These two representations are in general distinct, but from (2.36) we see
that for the special values of c = 1 and c = 25 the corresponding values of ∆
coincide.
The search for null vectors can be continued at higher levels, and it is possible
to derive a general condition. In order to express this result, it is useful to
introduce new variables β and P as alternative parametrizations of the c and ∆,
respectively. We write
c = 1− 6
(
β − 1
β
)2
, ∆ =
c− 1
24
+ P 2 , (2.37)
(2.38)
where P is called the momentum. Notice that the sign of P in (2.37) is irrelevant,
and we have two options for labelling the Verma module V∆, V±P . The transfor-
mation that changes the sign of P is called a reflection, and when applying the
conformal bootstrap approach in chapter 3 we will look for physical quantities
which are reflection invariant. For the moment, we ignore this ambiguity.
The general result, due to Kac, is that at a given central charge c any Verma
module with dimension
∆(r,s) = ∆(P(r,s)) , with P(r,s) =
1
2
(
rβ − s
β
)
, r, s ∈ N≥1 (2.39)
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has a null vector at level rs. In other words, there exists a level rs operator L〈r,s〉
such that
Ln≥1
(
L〈r,s〉|∆(r,s)〉
)
= 0 . (2.40)
The number of (in principle different) Verma modules with null vectors at a given
level is equal to the number of factorisations of the level number as a product of
two natural numbers rs.
The cases of level 1 and 2 can be expressed in these terms. For he level 1 null
vector we have
P(1,1) =
1
2
(
β − 1
β
)
, L〈1,1〉 = L−1 . (2.41)
For the level 2 null vectors, the two solutions (2.36) correspond to
P =
{
P(2,1) =
1
2
(2β − 1
β
) ,
P(1,2) =
1
2
(β − 2
β
) , .
(2.42)
Using these values, it is possible to determine the operators L〈2,1〉 and L〈1,2〉 that
generate the null vectors by computing the coefficients a1 and a2 of equation
(2.35). We have
L〈2,1〉 =
−1
β2
L2−1 + L−2 , L〈1,2〉 = −β2L2−1 + L−2 . (2.43)
To summarize: For a given central charge c, the existence of null vectors
at a certain level imposes constraints on the conformal weights of the primary
states, which must take the values ∆(r,s). Furthermore, for particular values of
the central charge there may be pairs of natural numbers (r, s) and (r′, s′) such
that ∆(r,s) = ∆(r′,s′). This is the case for c = 1 and c = 25 in equation (2.36),
and it is also a fundamental feature of the Minimal Models, discussed in section
4.1.3.
2.2.2 Irreducible representations
We have mentioned that highest weight representations are indecomposable, but
could still be reducible. Let us now look what types of irreducible representations
we can have.
At a given c, Verma modules V∆ with generic values of ∆ 6= ∆(r,s) are irre-
ducible representations of the Virasoro algebra, since they do not contain any
non-trivial sub-representations.
On the other hand, if ∆ = ∆(r,s), then V∆(r,s) contains a sub-representation of
the Virasoro algebra generated by its level rs null vector, |χ〈r,s〉〉, whose weight
is ∆(r,s) + rs and which we denote V|χ(r,s)〉 . In order to build an irreducible repre-
sentation we may choose to quotient out all the states in this subrepresentation,
effectively setting the null vector (and its descendants) to 0. In other words, we
set
|χ〈r,s〉〉 = L〈r,s〉|∆(r,s)〉 = 0 . (2.44)
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The resulting representation R〈r,s〉 is called a degenerate representation, and it
can be defined as
R〈r,s〉 =
V∆(r,s)
V|χ〈r,s〉〉
. (2.45)
If, in addition, the central charge takes certain rational values, corresponding to
minimal models charges, the Verma module V∆(r,s) will contain many different
null vectors. This means that there will be many different subrepresentations,
and in order to obtain an irreducible representation they should all be quotiented
out. For example, if there are two pairs of integers (r, s) and (r′, s′) such that
∆(r,s) = ∆(r′,s′), then the degenerate representation should be
R〈r,s〉 =
V∆(r,s)
V|χ〈r,s〉〉 + V|χ〈r′,s′〉〉
, (2.46)
where the sums in the denominator are not direct sums [5].
2.3 Consequences of symmetry
In this section we explore the consequences of the symmetry algebra V⊗ V¯ on a
field theory. In particular, we will see how the symmetry algebra determines the
structure of the fields, and how the requirement that the observables of the theory
be invariant under symmetry transformations constraints correlations functions.
We present this content in a way that is oriented towards the conformal bootstrap
approach, taking [5] as our main reference.
2.3.1 Fields
An important axiom of conformal field theories is the existence of the Operator-
State correspondence. It means that there is an injective, linear map from the
states in the irreducible representations of the symmetry algebra V⊗ V¯ to fields,
objects depending on the coordinates (z, z¯), and which will be used to construct
correlation functions. The consequence is that there are primary and descendent
fields, in a similar way as there are primary and descendent states, and the action
of the symmetry generators on the fields can be obtained from their action on
states[5]. When a path integral description of the field theory is available, the
operator-state correspondence can be made more explicit, see for example[17].
A primary field is denoted by V∆,∆¯(z, z¯), where ∆ and ∆¯ are the left-moving
and right-moving conformal weights, respectively. The field V∆,∆¯(z, z¯) is defined
to satisfy
L
(z)
0 V∆,∆¯(z, z¯) = ∆V∆,∆¯(z, z¯) , L
(z)
n≥1V∆,∆¯(z, z¯) = 0 , (2.47)
along with analogous relations for the antiholomorphic operators.
Here, the Virasoro generators Ln carry a superindex (z) indicating the point
on which they are defined. In order to determine the dependence of the fields on
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(z, z¯), we identify the operator L(z)−1 with the generator of translations, by defining
L
(z)
−1V∆,∆¯(z, z¯) = ∂zV∆,∆¯(z, z¯) , L¯
(z¯)
−1V∆,∆¯(z, z¯) = ∂z¯V∆,∆¯(z, z¯). (2.48)
Fields are defined to be smooth everywhere on the Riemann sphere, except
at points where another field is inserted. In that case, their behaviour will be
controlled by the Operator product expansion, described in section 2.3.4.
Spectrum
The collection of all fields belonging to a certain theory forms the theory’s spec-
trum. This spectrum can be expressed as a sum of the representations of the
symmetry algebra V⊗ V¯ associated with each field, i.e.
S =
⊕
∆,∆¯
M∆,∆¯R∆ ⊗ R¯∆¯ (2.49)
where the R∆ stands for some irreducible representation of V, (regardless if it
is degenerate or not), and the numbers M∆,∆¯ are multiplicities determining how
many copies of a given representation appear.
Theories may be classified according to certain characteristics of their spec-
trums, as we have discussed while reviewing known theories in section 1.3. If the
spectrum is finite, the corresponding theory is called rational, and non-rational
if it has an infinite spectrum. Non-rational theories spectrums can be contin-
uous, as in Liouville theory, or discrete, as in the generalized minimal models.
On the other hand, a theory is called diagonal if both the holomorphic and anti-
holomorphic representations appearing on each term of (2.49) are the same, and
non-diagonal in the opposite case.
2.3.2 Energy-momentum tensor
The (z, z¯)-dependence of the Virasoro generators Ln is also controlled by equa-
tion (2.48). Applying this equation to the field L(z)n V∆,∆¯(z, z¯), and using the
commutation relations (2.28), we find
∂zL
(z)
n = −(n+ 1)L(z)n−1 . (2.50)
This means that operators acting at different points are linearly related to one
another or, in other words, that generators defined at different points are different
basis for the same symmetry algebra V. Of course, an analogous relation holds
for the right-moving generators.
We may encode the action of the Virasoro generators into the fields T (y) and
T¯ (y¯), defined by the mode decompositions
T (y) =
∑
n∈Z
L
(z)
n
(y − z)n+2 , T¯ (y¯) =
∑
n∈Z
L¯
(z¯)
n
(y¯ − z¯)n+2 , (2.51)
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where the series is assumed to converge as (y, y¯) → (z, z¯). Notice that equation
(2.50) implies ∂zT (y) = ∂z¯T¯ (y¯) = 0, and we can write the expansions (2.51)
around any point of interest.
Let us now focus on left-moving quantities, knowing that there are analogous
properties for the right-moving ones. In the same way as the fields, T (y) should
be regular everywhere in the Riemann sphere where no other field is present. This
includes the point at infinity, and means that T (y) has the following behaviour
[5, 13] :
T (y) →
y→∞
O
(
1
y4
)
. (2.52)
If T (y) approaches a primary field V∆,∆¯(z, z¯) inserted at point z, the mode
expansion (2.51) gives
T (y)V∆,∆¯(z, z¯) =
∆V∆,∆¯(z, z¯)
(y − z)2 +
∂zV∆,∆¯(z, z¯)
(y − z) + . . . , (2.53)
where . . . includes all the regular terms in the expansion. These terms are omitted
because the expansion usually appears inside a contour integration around z, and
only the singular terms contribute.
The expansion (2.53) is an example of an Operator Product Expansion (OPE),
which will be discussed in greater detail in section 2.3.4. Equation (2.53) provides
an alternative definition of a primary field, as one for which the most singular
term of its OPE with T (y) is of order (y − z)−2. The coefficient of this term is
the conformal weight of the field.
Another important example is the product T (y)T (z): This case is equivalent
to the Virasoro commutation relations (2.28), and it gives
T (y)T (z) =
c
2
1
(y − z)4 +
2T (z)
(y − z)2 +
∂zT (z)
(y − z) + . . . , (2.54)
where c is the Virasoro central charge. This equation shows that T (y) is not a
primary field, because of the non-zero coefficient at order (y − z)−4.
T (y) and T¯ (y) are interpreted as the non-zero components of the stress-energy
tensor[13], and from them we can recover the conserved charges (i.e. the symme-
try generators) by means of Cauchy’s integral formula. Integrating T (y) around
a closed contour we have
Ln =
1
2ipi
∮
z
dy(y − z)n+1T (y) . (2.55)
This identity, and its right-moving analogue, allow us to compute the effects of
conformal transformations on correlation functions. in the following section we
will use this identity to find the constraints that conformal symmetry imposes on
correlation functions.
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2.3.3 Ward Identities
One of the most important advantages of having conformal symmetry are the
constraints it imposes on the observables of the theory, the correlation functions of
fields. These constraints take the form of differential equations for the correlation
functions, called Ward Identities.
We write an N -point correlation function of (not necessarily primary) fields
Vi(zi, z¯i) as 〈
N∏
i=1
Vi(zi, z¯i)
〉
, zi 6= zj , .∀i 6= j (2.56)
This a function of the fields’ conformal weights, of the positions (zi, z¯i), and of
the central charge c. The correlation function is linear on the fields, and its
dependence on the fields ordering is given by their commutation relations, i.e. it
is independent of the ordering if fields commute, but it can gain a sign if there
are anti-commuting fields.
We consider an infinitesimal conformal transformation given by a function
(z), of the type of equation (2.17). We can study its influence on a N -point
correlation function 〈∏Ni=1 Vi(zi, z¯i)〉 by inserting the energy momentum tensor at
point z 6= zi. Since T (z) is holomorphic, the (N + 1)-point correlation function
with T (z) inserted is analytic in C−{z1, . . . , zN}, and it’s behaviour at infinity is
controlled by equation (2.52). Integration around a closed contour around z =∞
gives the Ward identities∮
C
dz(z)
〈
T (z)
N∏
i=1
Vi(zi, z¯i)
〉
= 0 , (2.57)
provided the behaviour of (z) is of the type
(z) ∼
z→∞
O(z2) , (2.58)
. The integral around the contour can be decomposed as a sum over smaller
contours, each one going around one point zi. Then, the general Ward identity
reads
N∑
i=1
∮
Ci
dz 〈V1(z1, z¯1) . . . (z)T (z)Vi(zi, z¯i) . . . VN(zN , z¯N)〉 = 0 , (2.59)
where the product (z)T (z)Vi(zi, z¯i) is controlled by the expansion (2.53). The
identity (2.59) has an antiholomorphic analogue, obtained by inserting T¯ (z¯), and
correlation functions are subject to both sets of constraints.
Depending on the choice of (z) in (2.59) we will obtain different types con-
straints. If (z) = {1, z, z2} the conformal transformation it generates is globally
well defined, and we speak of global Ward Identities. If this is not the case (z)
will have poles, and the transformation will be conformal only locally, giving rise
to local Ward identities.
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The importance of local Ward identities is that they make it possible to com-
pute correlation functions involving descendent fields in terms of correlation func-
tions of their primaries. For example, consider an N -point correlation function
of (N − 1) primary fields and a level n ≥ 2 descendent of V∆1,∆¯1(z1, z¯1) generated
by the operator L(z1)−n . Making use of equation (2.55), we write this descendent
by choosing (z) = (z − z1)−(n−1),
L
(z1)
−n V∆1,∆¯1(z1, z¯1) =
1
2pii
∮
z1
dz
T (z)V∆1,∆¯1(z1, z¯1)
(z − z1)n−1 . (2.60)
Then, using the identity (2.59) for this same (z) we obtain,〈(
L
(z1)
−n V∆1,∆¯1(z1, z¯1)
) N∏
i=2
V∆i,∆¯i(zi, z¯i)
〉
=
N∑
i=2
( −1
(zi − z1)n−1∂zi +
(n− 1)
(zi − z1)n∆i
)〈 N∏
j=1
V∆j ,∆¯j(zj, z¯j)
〉
, (2.61)
where we explicitly see how the action of the creation operator L(z1)−n is expressed
by a linear combination of differential operators acting on the correlation function
of primary fields.
Since it is possible to express any N -point function in terms of correlation
functions of primary fields, we focus on these functions only, and study the con-
straints imposed by global Ward identities. For (z) = 1, z, z2, (corresponding
to the generators L−1, L0, L1), a correlation function Z =
〈∏N
i=1 V∆i,∆¯i(zi, z¯i)
〉
of
primary fields satisfies
(z) = 1→
N∑
i=1
∂ziZ = 0 ,
(z) = z →
N∑
i=1
(zi∂zi + ∆i)Z = 0 ,
(z) = z2 →
N∑
i=1
(
z2i ∂zi + 2zi∆i
)
Z = 0,
(2.62)
along with the corresponding antiholomorphic equations. These equations control
how correlation functions behave under global conformal transformations. In sec-
tion 2.1.2 we mentioned that these transformations form the group PSL(2,C). If
we perform a transformation of this type on the holomorphic and anti-holomorphic
sides, global Ward identities allow us to deduce the behaviour of the correlation
function〈
N∏
i=1
V∆i,∆¯i(zi, z¯i)
〉
=
N∏
i=1
(czi + d)
−2∆i(c¯z¯i + d¯)−2∆¯i
×
〈
N∏
i=1
V∆i,∆¯i
(
azi + b
czi + d
,
a¯z¯i + b¯
c¯z¯i + d¯
)〉
. (2.63)
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This can also be thought of as a transformation law for the fields, and in
particular we can study their behaviour under specific transformations. Let us
discuss three particular cases:
• Dilatation, (z, z¯)→ (λz, λz¯).
This transformation is described by the PSL(2,C) matrix
(√
λ 0
0 1√
λ
)
, with
λ ∈ R>0 . Equation (2.63) gives
V∆,∆¯(z, z¯)→ λ∆+∆¯V∆,∆¯(λz, λz¯) , (2.64)
The number ∆ + ∆¯ controls the behaviour of the field under dilatations,
and it is called the conformal dimension of the field.
• Rotation, (z, z¯)→ (eiθz, e−iθz¯).
The left and right moving matrices giving the transformation are
(
ei
θ
2 0
0 e−i
θ
2
)
and
(
e−i
θ
2 0
0 ei
θ
2
)
. Then
V∆,∆¯(z, z¯)→ e−iθ(∆−∆¯)V∆,∆¯(eiθz, e−iθz¯) , (2.65)
In this case we find that the difference between the left-and-right conformal
weights determines the transformation of the field. This quantity is called
the conformal spin,
S = ∆− ∆¯ . (2.66)
• Inversion, (z, z¯)→ (−1
z
, −1
z¯
).
This transformation has the particularity of mapping the origin to the point
at infinity, and it allows us to define a field at z =∞. The matrix describing
this inversion is ( 0 1−1 0 ), and we get
V∆,∆¯(z, z¯)→ (−z)−2∆(−z¯)−2∆¯V∆,∆¯(−1z , −1z¯ ) . (2.67)
Thus,in order to have a field well-behaved at z =∞ we define
V∆,∆¯(∞) = lim
z→∞
z2∆z¯2∆¯V∆,∆¯(z, z¯) . (2.68)
Next, we can solve the global Ward identities (2.62) in order to find how they
constrain the correlation functions. For a one-point function
〈
V∆,∆¯(z, z¯)
〉
, global
Ward identities imply that the function vanishes identically unless ∆ = 0, in
which case it is constant.
In the case of a a two-point function, the solution to equations (2.62) is
〈
V∆1,∆¯1(z1, z¯1)V∆2,∆¯2(z2, z¯2)
〉
= B(V1)
δ∆1,∆2δ∆¯1,∆¯2
z2∆112 z¯
2∆¯1
12
, (2.69)
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where zij = (zi − zj) and we have introduced the (z, z¯)-independent two-point
structure constant B(V ). The δ∆1,∆2 factors indicate that the two point func-
tion can only be non-zero if the conformal weights of both fields are equal.
For three-point functions of primary fields we have〈
3∏
i=1
V∆i,∆¯i(zi, z¯i)
〉
= C123
∣∣F (3)(∆1,∆2,∆3|z1, z2, z3)∣∣2 (2.70)
where we introduced the three-point structure constant C123 = C(V1, V2, V3),
which is independent of (zi, z¯i), and the function
F (3)(∆1,∆2,∆3|z1, z2, z3) = z−∆1−∆2+∆312 z−∆2−∆3+∆123 z−∆3−∆1+∆231 , (2.71)
which is called the three-point conformal block. The modulus squared notation
in the three-point function (2.70) is short for the product of the holomorphic and
anti-holomorphic parts, where the anti-holomorphc three-point conformal block
is obtained by replacing zi → z¯i and ∆i → ∆¯i in the definition (2.71).
We can use the explicit form (2.70) of the three-point function to determine
the properties of the structure constant C123 under permutations of the fields. We
mentioned that correlation functions depend on the ordering through the fields
commutation properties, such that under a permutation σ we have,〈
3∏
i=1
V∆i,∆¯i(zi, z¯i)
〉
= η123(σ)
〈
3∏
i=1
V∆σ(i),∆¯σ(i)(zσ(i), z¯σ(i))
〉
(2.72)
where the factor η123(σ) is
η123(σ) =
{
−1 if σ exchanges anticommuting fields,
1 else.
(2.73)
The permutation properties of the three-point structure constant should ensure
that equation (2.72) is satisfied. Using the explicit expression (2.70) we can
find the factor arising from the permutation of the arguments of the three-point
conformal blocks, and find that C123 behaves as
Cσ(1)σ(2)σ(3)
C123
= η123(σ) sgn(σ)S1+S2+S3 . (2.74)
The full (z, z¯)-dependence of two-and-three-point functions is completely fixed
by global conformal symmetry, and it is common to any CFT with symmetry
algebra V⊗ V¯ .In this context, the structure constants B(V ) and C123 appearing
in the correlation functions (2.69) and (2.70) can be seen as fundamental theory-
dependent objects that need to be determined in order to compute correlation
functions. An important part of solving any CFT is determining its structure
constants.
The fact that two-and-three-point correlation functions are fixed by symmetry
can be understood if we recall that global conformal transformations (2.24) have
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three degrees of freedom, allowing one to fix the position of any three points by
applying a conformal mapping. Beyond three-point functions it is possible to
construct conformally invariant cross-ratios, and thus the (z, z¯) dependence of
correlation functions can no longer be fixed. For an N -point function we can fix
the positions zN , zN−1 and zN−3, and be left out with (N − 3) invariant cross-
ratios,
xi =
(zi − zN−2)(zN−1 − zN)
(zi − zN−1)(zN−2 − zN) , (2.75)
on which correlation functions can depend arbitrarily. The same is true for the
right-moving coordinates z¯.
The four-point functions are the first ones whose (z, z¯) dependence is not
fixed by symmetry. Focusing on the left-moving side, there is only one invariant
cross-ratio on each sector
x =
z12z34
z13z24
, x¯ =
z¯12z¯34
z¯13z¯24
(2.76)
and global Ward identities give〈
V∆1,∆¯1(z1, z¯1)V∆2,∆¯2(z2, z¯2)V∆3,∆¯3(z3, z¯3)V∆4,∆¯4(z4, z¯4)
〉
=
∣∣F (3)(∆1,∆2, 0|z1, z2, z3)F (3)(∆3,∆4, 0|z3, z4, z2)∣∣2 F (x, x¯) . (2.77)
Here F (x, x¯) is a function of the invariant cross-ratios, and it is related to a
four-point function with three points fixed by
F (x) =
∣∣x∆1+∆2∣∣2 〈V∆1,∆¯1(x, x¯)V∆2,∆¯2(0)V∆3,∆¯3(∞)V∆4,∆¯4(1)〉 , (2.78)
where we have abbreviated the arguments of the fields with fixed points.
In order to compute the special functions F (x, x¯) we will profit from the
Operator Product Expansions. We have already encountered two examples of
OPE, involving the stress-energy tensor, in expressions (2.53) and (2.54). It
is possible to build such an expansion between any two fields of a CFT, and
inserting it into the four-point correlation functions will allow us to simplify
their calculation. In sections 2.3.4 and 2.3.4 we focus on building the Operator
Product Expansions, and in section 2.3.5 we discuss how they can be used to
compute four-point correlation functions.
2.3.4 Operator product expansion
In conformal field theories, products of fields inserted at two nearby points can
be expanded as a sum over a certain set of fields, both primary and descendants.
This is called an Operator Product Expansion, or OPE, and we have encountered
previous examples of them in equations (2.54) and (2.53). In this section we will
use Ward identities in order to constrain the general structure of these expansions.
We begin by writting an OPE between two primary fields V∆1,∆¯1(z1, z¯1) and
V∆2,∆¯2(z2, z¯2) in a generic way. Denoting by Vσ3(z2, z¯2) a generic field, not neces-
sarily primary, we have
V∆1,∆¯1(z1, z¯1)V∆1,∆¯1(z2, z¯2) =
∑
σ3
Cσ312 (zi, z¯i)Vσ3(z2, z¯2) . (2.79)
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where we introduced the OPE coefficients Cσ312 (zi, z¯i). The set of fields Vσ3 over
which the sum is performed is left undetermined, but knowing its precise form is
not necessary for finding general constraints on the OPE structure.
Expansions such as (2.79) should be thought of as being valid only when in-
serted into a correlation function, which we omit in order to lighten the notation.
For this reason, the dependence of the OPE on the ordering of the fields on the
LHS of (2.79) is the same as that of correlation functions, discussed below equa-
tion (2.56). Another important property of the OPEs is that they are associative.
This will give rise to self-consistency conditions which, combined with the results
of this section, can be used to determine the OPE coefficients. We discuss these
constraints in section 3.1.
Let us find the constraints that symmetry imposes on the OPE structure. In
way similar to the derivation of the local Ward identities (2.61), we can find the
action of operators Ln on the OPE (2.79) by performing a contour integration
and using the mode decomposition (2.51) of the stress-energy tensor. We act
with
∮
C dz(z−z2)n+1T (z) on both sides of equation (2.79), where we take n ≥ −1
and the contour C goes around both z1 and z2. We write only the left-moving
identities, knowing that all steps below can be performed also on the right-moving
sector. The identities we obtain read(
L(z2)n +
n∑
m=−1
(
m+ 1
n+ 1
)
zn−m12 L
(z1)
m
)
V1(z1, z¯1)V2(z2, z¯2) =∑
σ3
Cσ31,2(zi, z¯i)L
(z2)
n Vσ3(z2, z¯2) . (2.80)
Inserting now the generic form (2.79) of the OPE into the left-hand side of the
identity (2.80), we obtain equations that determine the behavoiour of the OPE
coefficients. For n = −1, 0, equation (2.80) results in
n = −1 : (∂z1 + ∂z2)Cσ312 ((z1, z¯1), (z2, z¯2)) = 0
⇒ Cσ312 ((z1, z¯1), (z2, z¯2)) = Cσ312 (z12, z¯12) , (2.81)
n = 0 : z12∂z12C
σ3
12 (z12, z¯12) = (∆σ3 − ∆1 − ∆2)Cσ312 (z12, z¯12) . (2.82)
Using also the right-moving identities, we find that the OPE coefficients satisfy
Cσ312 (z12, z¯12) = C
σ3
12
∣∣∣z∆σ3−∆1−∆212 ∣∣∣2 , (2.83)
where now Cσ312 is independent of the positions, an the (z12, z¯12)-dependence of
the OPE terms has been determined.
In section 2.3.3 we showed how Ward identities can be used to relate corre-
lation functions of descendent fields with correlation functions of primary field.
let us now do the same with the OPE coefficients Cσ312 . First of all, since the
fields of a CFT are organised into primaries and descendants, we can write the
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summation over the fields Vσ3 as a double summation, first over primary fields,
and then over all its descendants. Explicitly, we write∑
σ3
=
∑
∆3
∑
L∈L
, (2.84)
where L some basis for the creation operators L generating the descendants of
Vσ3 . If we consider all terms originating from the primary field V∆3,∆¯3 , we can
write identities (2.80) with n ≥ 1 as∑
L∈L
C
L|∆3〉
12 (∆3 + |L|+ n∆1 −∆2) z|L|+n12 L(z2)V∆3,∆¯3(z2, z¯2) =∑
L′∈L
C
L′|∆3〉
12 z
|L′|
12 L
(z2)
n L
′(z2)V∆3,∆¯3(z2, z¯2) , (2.85)
where |L| is the level of the operator L, and CL|∆3〉12 is the OPE coefficient asso-
ciated with the descendent LV∆3,∆¯3 . We propose that these structure constants
are related to the ones involving primaries by
C
L|∆3〉
12 = C
3
12f
∆3,L
∆1,∆2
, (2.86)
where f∆3,L∆1,∆2 are certain universal coefficients. These coefficients can be deter-
mined from equations (2.85), by comparing terms with the same powers of z12.
In order to make this comparison, we first note that the summation over the
descendants can be organised level by level, i.e.∑
L∈L
=
∞∑
N=0
∑
L/|L|=N
. (2.87)
Then we note that in equation (2.85), terms on the left-hand side at level |L| =
N − n, with N ≥ n, produce the same z12 powers as terms at level |L′| = N on
the right-hand side. Using equation (2.86) we get∑
|L|=N−n
f∆3,L∆1,∆2(N − n+ ∆3 + ∆1 −∆2)L(z2)V∆3,∆¯3(z2, z¯2) =∑
|L′|=N
f∆3,L
′
∆1,∆2
L(z2)n L
′(z2)V∆3,∆¯3(z2, z¯2) . (2.88)
By choosing different values of (N, n), with N ≥ n, we can use the system (2.88)
to determine the factors f∆3,L∆1,∆2 .
Equation (2.83) determines the generic (z, z¯)-dependence of the terms in the
OPE (2.79), and the system (2.88) allows us to write all OPE coefficients in terms
those involving only primary fields. We can take one further step and relate the
OPE coefficients of primary fields, C312, with the two-and-three-point structure
constants introduced in section 2.3.3. With our results so far, along with their
corresponding right-moving analogues, we can write an OPE of primary fields as
V∆1,∆¯1(z1, z¯1)V∆2,∆¯2(z2, z¯2) =∑
(∆3,∆¯3)
C312
∣∣z∆3−∆1−∆212 ∣∣2 (V∆3,∆¯3(z2, z¯2) +O(z12)) , (2.89)
2.3. CONSEQUENCES OF SYMMETRY 35
where we are keeping only the lowest powers of z12. Inserting this expansion into
a three-point function, and using the two-point function (2.69), we find
C312 =
C123
B3
, (2.90)
where B3 = B(V3) is the two-point structure constant of equation (2.69). We see
then that OPE coefficients can be written in terms of structure constants, which
emphasizes the role of these structure constants as key objects for any CFT.
Combining the results of these section we can give a more precise expression for
a general OPE of two primary fields,
V∆1,∆¯1(z1, z¯1)V∆2,∆¯2(z2, z¯2) =∑
∆3,∆¯3
C123
B3
∣∣∣∣∣z∆3−∆1−∆212 ∑
L∈L
z
|L|
12 f
∆3,L
∆1,∆2
L
∣∣∣∣∣
2
V∆3,∆¯3(z2, z¯2) . (2.91)
While the general form of the OPE between two fields is determined by Ward
identities, we have in general no information about which fields (or conformal
families of fields) appear in the expansion.The rules that determine which fields
appear in the OPE spectrum S12 are called the fusion rules of the theory, and
they are often not easy to determine. However, if one of the fields involved in the
OPE is a degenerate field (i.e. it is associated with the degenerate representations
discussed in section 2.2.1), then it becomes possible to find the terms contributing
to the OPE. We now discuss this particular case.
Degenerate fields and OPEs
We define a degenerate field as the field corresponding to the primary state of
one of the degenerate representations R〈r,s〉 defined in (2.45). Such a field is
denoted by V〈r,s〉(z, z¯), and its conformal weights are given by equation (2.39)
∆ = ∆¯ = ∆(r,s). For the moment we focus on the left-moving properties of this
field, which will serve as a starting point for treating the full picture in section
3.2.1.
In addition to the primary field equations (2.47), there is an operator L〈r,s〉 at
level rs such that V〈r,s〉(z, z¯) satisfies a relation analogous to condition (2.44)
L
(z)
〈r,s〉V〈r,s〉(z, z¯) = 0 . (2.92)
Equation (2.92) expresses that the field V〈r,s〉 has a null descendant, and this
brings extra constraints on the correlation functions. Indeed, in addition to the
Ward identities, correlation functions involving degenerate fields satisfy the so-
called Belavin-Polyakov-Zamolodchikov equations [8], or BPZ equation, given by〈
L
(z)
〈r,s〉V〈r,s〉(z, z¯)
N∏
i=1
Vi(zi, z¯i)
〉
= 0 . (2.93)
By means of the Local Ward identities, the operator L(z)〈r,s〉 can be expressed as an
order rs differential operator, and the constraint (2.93) turns into a differential
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equation for the correlation functions. Let us think of a three-point function
involving a degenerate field, of the type〈
V〈r,s〉(z, z¯)V∆1,∆¯1(z1, z¯1)V∆2,∆¯2(z2, z¯2)
〉
. (2.94)
Solutions to the BPZ equations for this three-point functions will impose con-
straints on the dimensions ∆1, ∆2, constraining the values of the dimensions
appearing in the OPE V〈r,s〉(z, z¯)V∆1,∆¯1(z1, z¯1). Let us show how this works in the
case of the fields V〈1,1〉, V〈2,1〉 and V〈1,2〉, corresponding to the level 1 and 2 null
vectors found in section 2.2.1.
• V〈1,1〉
The BPZ operator is L〈1,1〉 = L−1 = ∂z, and the equation for the three-point
function reads
∂z
〈
V〈1,1〉(z, z¯)V∆1,∆¯1(z1, z¯1)V∆2,∆¯2(z2, z¯2)
〉
= 0 . (2.95)
Using the explicit expression (2.70) for the three point function, we have〈
V〈1,1〉(z, z¯)V∆1,∆¯1(z1, z¯1)V∆2,∆¯2(z2, z¯2)
〉 ∝
(z − z1)∆2−∆1(z2 − z)∆1−∆2(z1 − z2)−∆1−∆2 , (2.96)
where we have used ∆〈1,1〉 = 0. Applying the BPZ equation (2.95) we arrive
at the condition〈
V〈1,1〉(z, z¯)V∆1,∆¯1(z1, z¯1)V∆2,∆¯2(z2, z¯2)
〉 6= 0⇒ ∆1 = ∆2 . (2.97)
This condition means that the three-point function with the field V〈1,1〉
is proportional to the two-point function
〈
V∆1,∆¯1(z1, z¯1)V∆2,∆¯2(z2, z¯2)
〉
, so
that the insertion of the field V〈1,1〉 does not affect correlation functions in
general. We can express this by writing a so-called fusion rule between the
degenerate representation R〈1,1〉, corresponding to the left-moving sector of
the degenerate field, and the Verma module V∆ associated with the left-
moving sector of a generic field. We write the rule as
R〈1,1〉 × V∆ = V∆ . (2.98)
The BPZ equation (2.95) has a right moving analogue, leading to a condition
similar to (2.97). In this case it is straightforward to translate the fusion
rule (2.98) into an OPE that considers simultaneously left-moving and right-
moving sectors, because there is only one solution in each sector, and thus
only one way to combine them. This OPE can be written as
V〈1,1〉(y, y¯)V∆,∆¯(z, z¯) = C∆,∆¯V∆,∆¯(z, z¯) . (2.99)
It can be shown that the constant C∆,∆¯ is independent of the conformal
weights, and that the degenerate field V〈1,1〉 is the identity field [18].
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• V〈2,1〉 and V〈1,2〉
We begin by the degenerate field V〈2,1〉. The corresponding left-moving null
vector equation takes the form(
L
2,(z)
−1 − β2L(z)−2
)
V〈2,1〉(z, z¯) = 0 , (2.100)
and local Ward identities lead to a differential equation for the three-point
function(
−1
β2
∂2
∂z21
+
N∑
i=2
(
1
z1i
∂
∂zi
+
∆i
z21i
))〈
V〈2,1〉(z1, z¯1)
N∏
i=2
V∆i(zi, z¯i)
〉
= 0 .
(2.101)
Again, using the explicit form of the three-point function (2.70) we can
apply the differential operator in equation (2.101) directly, and we obtain
the condition〈
V〈2,1〉(z1, z¯1)V∆2(z2, z¯2)V∆3(z3, z¯3)
〉 6= 0
⇒ 2(∆2 −∆3)2 − β2(∆2 + ∆3)− 2∆2〈2,1〉 + β2∆〈2,1〉 = 0 . (2.102)
The solution to this condition becomes easier in terms of the momentums
Pi. We obtain
P3 = P2 ± β
2
. (2.103)
We can obtain the analogous results for the degenerate field V〈1,2〉 by per-
forming the substitution β → −β−1 in equations (2.101) and (2.103). This
substitution has the effect P(2,1) → P(1,2), as can be seen from the definition
(2.39). Then, in the case of V〈1,2〉 we obtain the condition
P3 = P2 ± 1
2β
. (2.104)
We can summarize conditions (2.103) and(2.104) by writing the following
degenerate fusion rules,
R〈2,1〉 × VP =
∑
±
VP±β
2
, R〈1,2〉 × VP =
∑
±
VP± 1
2β
. (2.105)
where we have chosen to label Verma modules by their momentums, instead
of their conformal weights. As opposed to the level 1 case, for the level 2
degenerate fields there are two contributions to each fusion rule, and it is not
trivial to decide how to combine them into an OPE that takes into account
the left-moving and right-moving sectors simultaneously. This problem will
be addressed in section 3.2.1, under certain supplementary assumptions.
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The examples above show that when degenerate fields are involved, extra
constraints arising from BPZ equations allow for the determination of the OPE
spectrums, at least when dealing only with one sector, either left-or-right-moving.
The fusion rules of equations (2.98) and (2.105) can be thought of as particular
examples of a bilinear, associative product of representations called the fusion
product, which determines which representations appear in the OPE between
two given fields.
Degenerate fusion rules can be extended to higher level degenerate fields [5],
giving
R〈r,s〉 × VP =
r−1∑
i=0
s−1∑
j=0
VP−P〈r,s〉+iβ−jβ−1 . (2.106)
2.3.5 Conformal blocks
We now return to the problem posed at the end of section 2.3.3, and focus on
the calculation of four-point functions by means of the OPE. The existence of the
OPEs, and the fact that their general structure is fixed by conformal symmetry
(see equation (2.91)), brings a great advantage into the computation of correlation
functions. Inserting an OPE inside an N -point correlation function allows to
compute it as a combination of (N − 1)-point correlation functions, and in this
way any correlation function can be expressed in terms of the ones whose form
is fixed by symmetry. The price to pay is the introduction of many structure
constants, which need to be determined.
Let us focus on the case of the four-point function of primary fields with
three fixed points appearing in equation (2.78). We denote this function by
〈V1(x)V2(0)V3(∞)V4(1)〉, where we have simplified notations by writing Vi(z) =
V∆i,∆¯i(z, z¯). Taking the OPE between the first two fields as in equation (2.91), we
obtain an expansion of the four-point function as a sum of three-point functions:
〈V1(x)V2(0)V3(∞)V4(1)〉 =∑
s
C12s
Bs
∣∣∣∣∣x∆s−∆1−∆2∑
L∈L
x|L|f∆s,L∆1,∆2
∣∣∣∣∣
2 〈
L(0)L¯(0) Vs(0)V3(∞)V4(1)
〉
. (2.107)
In equation (2.107) the index s identifies the primary fields produced by the
OPE V1(x)V2(0), and the four-point functions is expressed a sum over the confor-
mal families generated by each of these fields. Three-point correlation functions
are fixed by symmetry, and we would like to use expression (2.70) to further sim-
plify the expansion of the four-point function. Equation (2.70) gives correlation
functions of primary fields, but fortunately local Ward identities like (2.61) re-
late correlation functions of descendent fields to correlation functions of primary
fields. The universal quantities
gL∆s,∆3,∆4 =
〈LVs(0)V3(∞)V4(1)〉
〈Vs(0)V3(∞)V4(1)〉 , (2.108)
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along with the analogous right-moving ratios, can always be computed form Ward
identities. Then, the four-point function becomes
〈V1(x)V2(0)V3(∞)V4(1)〉 =∑
s
C12s
Bs
∣∣∣∣∣x∆s−∆1−∆2∑
L∈L
x|L|f∆s,L∆1,∆2g
L
∆s,∆3,∆4
∣∣∣∣∣
2
〈Vs(0)V3(∞)V4(1)〉 . (2.109)
The final step is to replace the three-point function 〈Vs(0)V3(∞)V4(1)〉 by an
explicit expression. This can be done by combining the definition (2.68) of a field
at infinity with the expression (2.70). We find that only the three-point structure
constant survives, and the final expression for the four-point correlation function
is 〈
4∏
i=1
Vi(zi)
〉
=
∑
s
Ds|1234F (s)∆s (∆i|x)F¯ (s)∆¯s (∆¯i|x¯) , (2.110)
where we have introduced the four-point structure constants
D1234(Vs) = Ds|1234 =
C12sCs34
Bs
, (2.111)
and the functions F (s)∆s (∆i|x) and F¯ (s)∆¯s (∆¯i|x¯) which are, respectively, the left-
moving and right-moving four-point s-channel conformal blocks; explicitly,
F (s)∆s (∆i|x) = x∆s−∆1−∆2
∑
L∈L
f∆s,L∆1,∆2g
L
∆s,∆3,∆4
x|L| . (2.112)
Conformal blocks are the fundamental constituents of the correlation func-
tions, completely determined by the symmetry algebra. We consider them as
known functions, because they can in principle be computed from expression
(2.112). The conformal blocks (2.112) we have shown correspond to a correla-
tion function with three-points fixed at (0,∞, 1), but there are of course blocks
corresponding to the more generic case, denoted by F (s)∆s (∆i|zi). An expression
for them can be obtained by following the same procedure as above, but keeping
all points generic. The name s-channel is associated with taking the OPE when
x→ 0. Other choices are possible and should be equivalent, as we will discuss in
section 3.1.
Finally, let us mention that although expression (2.112) for the conformal
blocks is correct, it is not very practical for numerical implementation. We discuss
an alternative representation of conformal blocks, due to Al. Zamolodchikov, in
appendix 4.A.2 of chapter 4.
2.4 Summary
Throughout this chapter we have discussed the constraints that conformal sym-
metry imposes on two-dimensional field theories. These constraints go from the
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structure of their spectrum, given by irreducible representations of the Virasoro
algebra, to the Ward identities satisfied by the observables of the theory: its corre-
lation functions. We saw that the (z, z¯)-dependence of 2-and-3-point correlation
functions is fixed, up to certain structure constants, and that four-and-higher
point correlation functions can be decomposed into combinations of structure
constants and universal objects called conformal blocks. Equation (2.110) is an
example of one of these decompositions, where the four-point structure constants
Ds|1234 are combinations of two-point and three-point structure constants.
Since we consider conformal blocks as known, the problem of computing cor-
relation functions in CFTs is the problem of finding the OPE spectrums, which
determine the terms contributing to the expansion of a correlation function, and
the appropriate two-and-three-point structure constants. Finding these elements
in any given theory gives us the tools to, in principle, compute all correlation func-
tions. The conformal bootstrap approach to be discussed in the next chapters
aims at determining these elements, as a way of solving CFTs.
Chapter 3
Conformal bootstrap
The conformal bootstrap method consists of trying to solve and classify con-
formal quantum field theories by exploiting the consequences of symmetry and
self-consistency.
The previous chapter illustrated how conformal symmetry imposes a certain
structure on correlation functions in two-dimensional CFTs, which can be ex-
pressed as combinations of structure constants and conformal blocks, summed
over a certain spectrum.
In this chapter we study the self-consistency conditions that determine the
structure constants and spectrums of a large class of conformal field theories. In
section 3.1 we describe the crossing-symmetry constraints, and their degenerate
version. In section 3.2 we explicit the basic assumptions considered, and arrive at
the equations that determine the structure constants. Finally, in sections 3.3 we
show explicit solutions to these equations and discuss a few of their properties.
3.1 Crossing symmetry
In section 2.3.5 we presented the s-channel decomposition of a four-point function
of primary fields, equation (2.110). This expansion originates from inserting the
OPE V∆1,∆¯1(z, z¯)V∆2,∆¯2(0) into the correlation function, and each of its terms is a
product between a four-point structure constant, Ds|1234, and the left-moving and
right-moving s-channel conformal blocks, F (s)∆s (∆i|x) and F¯ (s)∆¯s (∆¯i|x¯). However,
we could have chosen to insert a different OPE. Following [5], choosing the OPE
V∆4,∆¯4(1)V∆1,∆¯1(z, z¯) gives the t-channel decomposition,〈
4∏
i=1
Vi(zi)
〉
=
∑
∆t,∆¯t
Dt|1234F (t)∆t (∆i|x)F¯ (t)∆¯t (∆¯i|x¯) , (3.1)
where the t-channel four-point structure constants are
Dt|2341 =
C23tCt41
Bt
, (3.2)
and F (t)∆t (∆i|x) and F (t)∆¯t (∆¯i|x¯) are the t-channel conformal blocks. These confor-
mal blocks can be obtained by permuting the arguments of the s-channel con-
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formal blocks, with the permutation 1234 → 2341 [5]. For example, for the
left-moving conformal blocks this amounts to
F (t)∆t (∆1,∆2,∆3,∆4|x) = (1− x)∆2+∆3−∆1−∆4F (s)∆t (∆2,∆3,∆4,∆1|1− x) , (3.3)
where we have used the definition of the cross-ratio (2.76). A similar relation holds
for the right-moving conformal blocks. The s-and-t-channel conformal blocks are
two bases of solutions for the Ward identities satisfied by the four-point correla-
tion function. In any consistent CFT both expansions should coincide, because
they represent the same function. This condition is called crossing-symmetry.
Introducing a diagrammatic representation for the conformal blocks,
F (s)∆s =
2
s
3
1 4
, F (t)∆t =
2
t
1
3
4
, (3.4)
crossing symmetry can be expressed as
∑
∆s,∆¯s
C12sCs34
Bs
∣∣∣∣∣∣∣∣
2
s
3
1 4
∣∣∣∣∣∣∣∣
2
=
∑
∆t,∆¯t
C23tCt41
Bt
∣∣∣∣∣∣∣∣∣∣
2
t
1
3
4
∣∣∣∣∣∣∣∣∣∣
2
, (3.5)
where we have used the explicit expression of the structure constants, and the
modulus squared notation denotes the product between the left-moving and right-
moving blocks.
The crossing-symmetry constraints (3.5) can be written for different values of
(x, x¯), and they constitute a system of infinitely many equations for the structure
constants and the spectrums of each channel. Supplemented by some extra hy-
pothesis, for example assumptions on the analyticity properties of the structure
constants, the system (3.5) could have the power to determine all the unknowns.
If it was possible to solve explicitly equations (3.5), the conformal bootstrap pro-
gram would be complete: Symmetry constraints, imposed by Ward identities, and
self-consistency conditions, arising from crossing-symmetry, would determine all
the quantities needed to compute any correlation function. However, equations
(3.5) have too many degrees of freedom to be solved systematically, once and for
all, and although they are in principle sufficient,they become impractical in the
general case.
The analytic conformal bootstrap approach discussed in this work consists in
solving a simpler system of crossing-symmetry equations, in which the spectrum
of each channel is known and the conformal blocks take a simple form. Such a
system is obtained by taking one of the fields in the four point function to be
degenerate, and using the degenerate fusion rules (2.105) to write the s-and-t-
channel expansions.
Let us study the example of a four point function including the degenerate
field V〈2,1〉(z, z¯). For simplicity, we consider only the left-moving sector, and the
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general case will be treated in section 3.2.3. Consider the four point function
Z
〈2,1〉
123 (x, x¯) =
〈
V〈2,1〉(x)V1(0)V2(∞)V3(1)
〉
, where we have ommited right-moving
arguments to lighten the notation. Due to the presence of the degenerate field,
this four-point function satisfies the BPZ equation (2.101),{
x(x− 1)
β2
∂2
∂x2
+ (2x− 1) ∂
∂x
+ ∆〈2,1〉 +
∆1
x
−∆2 + ∆3
1− x
}
Z
〈2,1〉
123 (x) = 0 ,
(3.6)
whose coefficients are singular at the points where the fields V1, V2 and V3 are
inserted. We can look for solutions having a specific behaviour near the singular-
ities. For example, near the singular point x = 0 we want
Z
〈2,1〉
123 (x) ∝
x→0
xλ(1 +O(x)) , (3.7)
where λ is called a characteristic exponent. Inserting this into the BPZ equation
(3.6) we find that there are two possible values of the characteristic exponent λ,
λ± = β
[−1
2
(
β − 1
β
)
± P1
]
. (3.8)
Each one of these exponents is related to one of the fields appearing in the OPE
V〈2,1〉V1. We have
λ± = ∆(P1 ± β
2
)−∆〈2,1〉 −∆(P1) (3.9)
where on the RHS we have the power of x corresponding to the terms of the OPE,
as follows from (2.91) and the fusion rule (2.105).
The BPZ equation (3.6) has a two dimensional space of solutions, and the basis
corresponding to the behaviour (3.7) is given by the s-channel hypergeometric
conformal blocks F (s)± (z),
F (s)+ (x) = x−
β
2 (β− 1β )+βP1(1− x)−β2 (β− 1β )+βP3F (A,B,C, x) ,
F (s)− (x) = F (s)+ (x)|P1→−P1
= x−
β
2 (β− 1β )−βP1(1− x)−β2 (β− 1β )+βP3
× F (A− C + 1, B − C + 1, 2− C, x) ,
(3.10)
Here F (A,B,C, x) is the hypergeometric function
F (A,B,C, x) =
∞∑
n=0
(A)n(B)n
n!(C)n
xn , (A)n =
Γ(A+ n)
Γ(A)
, (3.11)
and the coefficients A,B,C are given by
A = 1
2
+ β(P1 + P2 + P3) ,
B = 1
2
+ β(P1 − P2 + P3) ,
C = 1 + 2βP1 ,
(3.12)
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Alternatively, we can find the t-channel basis of solutions by looking for solu-
tions with the behaviour,
Z
〈2,1〉
123 (x) ∝
x→1
(x− 1)ω (1 +O(x− 1)) . (3.13)
Again there are two solutions ω±, corresponding to the OPE V〈2,1〉V3, and their
values are obtain by replacing P1 → P3 in (3.8).
Using the same definitions of A,B and C, (3.12), the t-channel basis is
F (t)+ (x) = x−
β
2 (β− 1β )+βP1(1− x)−β2 (β− 1β )+βP3
× F (A,B,A+B − C + 1, 1− x) ,
F (t)− (x) = x−
β
2 (β− 1β )+βP1(1− x)−β2 (β− 1β )−βP3)
× F (C − A,C −B,C − A−B + 1, 1− x) ,
(3.14)
We can use a diagrammatic representation of the hypergeometric conformal
blocks, in which we denote the degenerate field by a dashed line,
F (s)± (x) =
P1
P1 ± β2
P2
〈2, 1〉 P3
, F (t)± (x) =
P1
P3 ± β2
〈2, 1〉
P2
P3
. (3.15)
Both bases of solutions are related by
F (s)i (x) =
∑
j=±
FijF (t)j (x) , (3.16)
where Fij are the elements of the fusing matrix F ,
F =
[
F++ F+−
F−+ F−−
]
=
[
Γ(C)Γ(C−A−B)
Γ(C−A)Γ(C−B)
Γ(C)Γ(A+B−C)
Γ(A)Γ(B)
Γ(2−C)Γ(C−A−B)
Γ(1−A)Γ(1−B)
Γ(2−C)Γ(A+B−C)
Γ(A−C+1)Γ(B−C+1)
]
, (3.17)
whose determinant is
detF =
1− C
A+B − C . (3.18)
A similar analysis can be performed on the four-point function Z〈1,2〉123 (x, x¯),
involving the second level two degenerate field V〈1,2〉. The procedure is identical,
and the solutions of this case can be found by replacing β → −1
β
in the results for
V〈2,1〉.
The results obtained from the BPZ equations for Z〈2,1〉123 , and their analogues
for Z〈1,2〉123 , mean that the left-moving conformal blocks of correlation functions
involving degenerate fields are expressed in terms of hypergeometric functions,
and that the terms in the s-and-t-channel decompositions are known, and finitely
many. The same is true for the right-moving blocks, and the full solution can be
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built from a combination of left-moving and right-moving objects. The challenge
of solving the degenerate crossing-symmetry equations is, then, twofold. First,
it is necessary to construct simultaneous solutions to the holomorphic and anti-
holomorphic versions of equation (3.6), by combining solutions of the type (3.10)
or (3.14) depending on the channel. Then, we must write and solve equations
for the structure constants in terms of the left-and-right moving fusing matrix
elements.
The method of using degenerate crossing-symmetry to find the structure con-
stants even though degenerate fields may not be part of the spectrum was in-
troduced in [11], and it is sometimes referred to as Teschner’s trick. Once the
structure constants are determined we must find a way to determine the s-and-
t-channel spectrums in the generic case, i.e. without degenerate fields, and show
that crossing-symmetry is satisfied in the general case (3.5). In what comes next
we will follow this strategy.
3.2 Analytic conformal bootstrap
This section focuses on stating the main assumptions we take in order to follow
the analytic conformal bootstrap program, and on finding their most immediate
consequences for the spectrum and structure constants.
3.2.1 Assumptions
In the following we will work under three main assumptions:
• Generic central charge.
We assume that the central charge is not subject to any particular con-
straints and takes values c ∈ C. Furthermore, we expect to find structure
constants which are analytic in β, at least in some region. The idea be-
hind this assumption is to be able to perform analytic continuations of the
solutions, finding a large class of theories related to one another.
• Existence of degenerate fields V〈2,1〉 and V〈1,2〉.
As discussed in section 3.1, the cornerstone of the analytic conformal boos-
trap approach are the equations of degenerate crossing symmetry. We as-
sume that the degenerate fields exist, in the sense that even if they do
not appear in any OPE spectrums of other fields in the theory, the con-
straints coming from correlation functions involving degenerate fields are
valid. This assumption is the first step to writing down the constraints,
but we still need to check that the structure constants obtained satisfy the
generic crossing symmetry equations (3.5).
• Singled-valued correlation functions
We impose as a restriction that correlation functions of the theory should be
single valued. This condition is not always necessary to define a consistent
CFT (theories with parafermionic observables do not fulfil this condition),
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but here it will be adopted for simplicity. We will see how this condition
affects the spectrum of fields that can be part of the theory, and what is its
influence in correlation functions. We note that the single-valuedness con-
dition is imposed on correlation functions that are physical, in the following
sense: We’ve mentioned that degenerate fields can exist without being part
of the spectrum of the theory. This would mean that the single-valuedness
conditions will not necessarily be imposed on correlation functions involving
degenerate fields.
Let us explore the immediate consequences of these assumptions.
Single-valuedness
Let us consider an N -point function of primary fields V∆i,∆¯i(zi, z¯i), with i =
1, . . . N . If we perform a rotation by an angle θ, the transformation rule (2.63)
gives 〈
n∏
i=1
V∆i,∆¯i(zi, z¯i)
〉
= e−iθ
∑N
j=1 Sj
〈
n∏
i=1
V∆i,∆¯i(e
iθzi, e
−iθz¯i)
〉
. (3.19)
where
Si = ∆i − ∆¯i (3.20)
are the conformal spins of each field. For a non-zero, single valued N -point
function, the phase factor of a rotation by θ = 2pi should be 1. Thus, single-
valuedness requires the condition
N∑
j=1
Sj ∈ Z . (3.21)
In particular, if we consider the case of a two-point function for a field
V∆,∆¯(z, z¯), (2.69), we obtain the condition
S = ∆− ∆¯ ∈ Z
2
. (3.22)
We consider theories which include only primary fields satisfying the half-
integer spin condition (3.22). Fields with S ∈ Z are called bosons, while fields
with S ∈ Z+ 1
2
are fermions.
Degenerate fusion rules
Let us study how the requirement that degenerate fields exist constrains the
spectrum. As a consequence of imposing single-valuedness, all fields should satisfy
the half-integer spin condition (3.22). The assumption that degenerate fields
exist implies that fields produced in the degenerate OPEs should also satisfy the
condition (3.22). The fusion rules (2.105) are written in terms of representations,
and are valid only in the left-moving or right-moving sector. Here, we want to
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write fusion rules for field, and we need to build rules that take both the left-and-
right-moving sectors into account.
We take a primary field VP,P¯ , labeled by its momentums. We assume that it
satisfies the half-integer spin condition (3.22), which in terms of the momentums
reads
S = P 2 − P¯ 2 ∈ Z
2
. (3.23)
Applying the fusion rules (2.105) on both sectors, the most general form of the
fusion V〈2,1〉VP,P¯ is
V〈2,1〉 × VP,P¯ ⊆
∑
σ=±
(∑
=±
V
P+
β
2
,P¯+
σβ
2
)
, (3.24)
where there are four possible terms. Using (3.23) and imposing the fields on the
RHS of (3.24) to have half-integer spins we find the condition
P − σP¯ ∈ 1
2β
Z , (3.25)
where each value of σ identifies two of the four terms in (3.24). In order for all
terms to be present, condition (3.25) should hold for both values of σ. But if that
is the case, the spin of the original field VP,P¯ satisfies
S =
∏
±
(P ± P¯ ) ∈ 1
4β2
Z . (3.26)
If the original field VP,P¯ is such that S 6= 0, compatibility between equations
(3.26) and (3.23) restricts the values of the parameter β; in particular, it implies
β2 ∈ Q. This restriction is incompatible with our assumption of generic central
charge, and we conclude that (3.26) cannot hold. This in turn means that the
condition (3.25) holds only for one values of σ, and that only the terms of (3.24)
associated to this value appear in the OPE.
In the case of the OPE V〈1,2〉VP,P¯ we find an analogous situation. Defining the
parameter σ˜ = ± in the same way as σ before, the condition to have half-integer
spins in the OPE reads
P − σ˜P¯ ∈ β
2
Z . (3.27)
Again, due to compatibility with (3.23) and with the generic central charge as-
sumption, this can hold only for one value of σ˜.
In order to define the fusion rules between primaries and the degenerate fields,
we consider σ and σ˜ as properties of each field. The fusion rules can be written
as:
V〈2,1〉 × V σ,σ˜P,P¯ =
∑
=±
V σ,σ˜
P+
β
2
,P¯+σ
β
2
, V〈1,2〉 × V σ,σ˜P,P¯ =
∑
=±
V σ,σ˜
P− 
2β
,P¯− σ˜
2β
, (3.28)
where we have included the values of σ and σ˜ as labels on the field. Notice that
the fields on the right-hand sides have the same values of σ, σ˜ as the field V σ,σ˜
P,P¯
,
because their momentums satisfy the same relations (3.25) and (3.27).
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3.2.2 Diagonal and Non-Diagonal fields
Equations (3.25) and (3.27) determine which values of the momentums (and hence
on the conformal weights) the fields of the theory can have, while being consis-
tent with our assumptions of single-valuedness, existence of degenerate fields,
and generic values of the central charge. In this sense, our assumptions impose
a strong constraint on the structure of the spectrum of the theory. Here, we
solve these constraints in order to determine what are the allowed values for the
momentums of the fields.
The simultaneous solution to (3.25) and (3.27) strongly depends on the prod-
uct σσ˜ ∈ {1,−1}, and we will distinguish to classes of fields depending on this
value. Once this product is fixed, the actual value of σ is irrelevant: it amounts
to changing the convention of naming fields by (P, P¯ )→ (P,−P¯ ), a change that
does not affect the conformal weights nor the representations associated to each
field. This means that, when needed, we can set σ = 1 without loss of generality.
We find two types of solutions to equations (3.25) and (3.27):
• Diagonal fields: σ˜ = σ
Diagonal fields must have P −σP¯ ∈ β
2
Z∩ 1
2β
Z. For a generic central charge
we have β2 6= Q, and thus the only solution is P = P¯ , and hence ∆ = ∆¯.
Introducing the notation
V DP = V
+,+
P,P , (3.29)
for a diagonal field, the fusion products with degenerate fields read
V〈2,1〉 × V DP =
∑
=±
V D
P+ β
2
, V〈1,2〉 × V DP =
∑
=±
V DP− 
2β
. (3.30)
Diagonal primary fields have S = 0.
• Non-diagonal fields σ˜ = −σ
The solution to (3.25) and (3.27) in this case is given by momentums of the
type {
P = P(r,s) ,
P¯ = σP(r,−s) ,
with r, s, rs ∈ 1
2
Z , (3.31)
where we have also imposed the condtion (3.23), and P(r,s) was defined in
(2.39). The spin of a non-diagonal field is S = −rs.
Introducing the notation
V N(r,s) = V
+,−
P(r,s),P(r,−s) , (3.32)
the fusion products with degenerate fields read
V〈2,1〉 × V N(r,s) =
∑
=±
V N(r+,s) , V〈1,2〉 × V N(r,s) =
∑
=±
V N(r,s+) . (3.33)
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Notice that what defines a field as diagonal or non-diagonal is the value σσ˜,
and not its momentums. For example, the non-diagonal field V N(r,0) has spin zero,
and the same left and right momentums as the diagonal field V DP(r,0) . These two
fields cannot be distinguished by their momentums alone, but by their fusion
products with degenerate fields. In particular, the fusion product
V〈1,2〉 × V N(r,0) =
∑
=±
V N(r,) , (3.34)
produces fields of spin S = −r, while the fusion product V〈1,2〉 × V DP(r,0) only
produces spinless fields.
This is a particular case in which we consider fields with spin S = 0, but
we are applying the fusion rules (3.28), which were derived assuming S 6= 0. In
principle, linear combinations of V DP(r,0) and V
N
(r,0) are primary fields whose fusion
products with V〈2,1〉 and V〈1,2〉 can involve four fields, rather than two fields as
in the fusion products (3.28). Here we make the supplementary assumption that
all fieds (even spinless ones) follow these fusion rules, which can be thought of as
choosing an orthogonal basis of fields in which diagonal and non-diagonal fields
do not mix. In other words, we are choosing that the two point functions between
diagonal and non-diagonal fields with the same dimensions vanish. For example〈
V DP(r,0)V
N
(r,0)
〉
= 0 . (3.35)
This constitutes an extra assumption because it is not a consequence of Ward
Identities.
A final remark about diagonal and non-diagonal fields: In what follows we
will often refer to the indices (r, s) of non-diagonal fields. For any field (diagonal
or not), these indices are defined from the momentums, by
r =
1
β
(P − σ˜P¯ ) s = β(σP¯ − P ) . (3.36)
In the case of diagonal fields, (3.36) implies that the indices are always r, s = 0,
even though a diagonal field V DP(r,s) has a momentum of the form (2.39).
Knowing the full left-and-right moving fusion rules (3.28), we can use them to
construct solutions to the holomophic and antiholomorphic BPZ equations (3.6),
and solve degenerate crossing symmetry. This is the content of the next section.
3.2.3 Degenerate crossing symmetry
By using the degenerate fusion rules (3.28) we can write the OPEs involving
degenerate fields. Omitting the (z, z¯)-dependence, which is determined by (2.91),
and introducing the degenerate OPE coefficients C(V ) and C˜˜(V ), we have
V〈2,1〉V =
∑
=±
C(V )V
 , V〈1,2〉V =
∑
=±
C˜(V )V
˜ , (3.37)
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where we also introduced the notations
V = V σ,σ˜
P,P¯
=⇒ V  = V σ,σ˜
P+
β
2
,P¯+σ
β
2
, V ˜ = V σ,σ˜
P− 
2β
,P¯− σ˜
2β
. (3.38)
So the momentums of each term in the OPEs are known, and we have estab-
lished in section 3.1 that each one of the basis elements of the BPZ equations
corresponds to one of these fields. Using (3.37), we can write the degenerate
crossing symmetry equations
〈
V〈2,1〉V1V2V3
〉
=
∑
1=±
d(s)1 F (s)1 F¯ (s)σ11 =
∑
3=±
d(t)3 F (t)3 F¯ (t)σ33 , (3.39)
where F (s) ,F (t) are degenerate four-point conformal blocks of equations (3.10)
and (3.14), and the degenerate four-point structure constants are combinations
of three-point strucure constants given by
d(s) = C(V1)C(V

1 , V2, V3) . (3.40)
Notice that the structure constant C(V 1 , V2, V3) does not involve the degenerate
field V〈2,1〉, and so the degenerate crossing symmetry equations impose constraints
on generic three-point structure constants. Furthermore, the generic four-point
structure constants (2.111) are combinations of three-point and two-point struc-
ture constants, so that the constraints on three-point structure constants can be
used to compute them.
Since the s-and-t-channel conformal blocks are related by the fusing matrix
(3.17), their ratios can be computed explicitly. We define the ratio ρ(V1|V2, V3) =
d
(s)
+
d
(s)
−
, whose expression in terms of structure constants is
ρ(V1|V2, V3) = C+(V1)C(V
+
1 , V2, V3)
C−(V1)C(V −1 , V2, V3)
. (3.41)
We call expressions of this type a shift equation for C(V1, V2, V3), since it relates
the values of the structure constants for values of (P1, P¯1) shifted by ±β2 .
In order to build equations for the four-point structure constants using equa-
tion (3.41), we will need to account for the degenerate OPE coefficients C±(V )
and the two point structure constants B(V ). This can be done by looking at the
coefficients from a four point functions involving two degenerate fields. For the
function
〈
V〈2,1〉V1V〈2,1〉V1
〉
, the four-point structure constants are of the type
d(s) = C(V1)B(V

1 )C(V1) (3.42)
and the corresponding ratio, depending only on V1, is
ρ(V1) =
C+(V1)
2B(V +1 )
C−(V1)2B(V −1 )
. (3.43)
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We can build analogous equations by using the field V〈1,2〉, and in this case we
write the shift equations as
ρ˜(V1|V2, V3) = C˜+(V1)C(V
+˜
1 , V2, V3)
C˜−(V1)C(V −˜1 , V2, V3)
, (3.44)
and
ρ˜(V1) =
C˜+(V1)
2B(V +˜1 )
C˜−(V1)2B(V −˜1 )
. (3.45)
It follows that the dependence of the four-point structure constants Ds|1234 =
D1234(Vs) (2.111) on the s-channel field Vs is controlled by the shift equations
D1234(V
+
s )
D1234(V −s )
=
ρ(Vs|V1, V2)ρ(Vs|V3, V4)
ρ(Vs)
,
D1234(V
+˜
s )
D1234(V −˜s )
=
ρ˜(Vs|V1, V2)ρ˜(Vs|V3, V4)
ρ˜(Vs)
,
(3.46)
where the OPE coefficients are no longer involved.
The next step is to determine the ratios ρ and ρ˜ explicitly, and obtain equa-
tions for the three-and-four-point structure constants. Using the relation (3.16)
between s-and-t-channel blocks, and the analogous relation for the right-moving
blocks, we can write
∑
1=±
d(s)1 F (s)1 F¯ (s)σ11 =
∑
1=±
d(s)1
(∑
l=±
F1,lF (t)l
∑
m=±
F¯σ11,mF¯ (t)m
)
(3.47)
=
∑
l=±
∑
m=±
(∑
1=±
d(s)1 F1,lF¯σ11,m
)
F (t)l F¯ (t)m , (3.48)
where the elements of the right-moving fusing matrix are F¯ij = Fij|Pi→P¯i .
Comparing (3.48) with the t-channel expansion of (3.39), we find four equa-
tions relating the structure constants d(s)± , d
(t)
± of both channels, two for each value
of 3 = ±: ∑
1=±
d(s)1 F1,3F¯σ11,−σ33 = 0 , (3.49)∑
1=±
d(s)1 F1,3F¯σ11,σ33 = d
(t)
3
. (3.50)
In order for the four-point function 〈V〈2,1〉V1V2V3〉 to be nonzero, the homogeneous
system (3.49) must admit a non-trivial solution. This happens only if
F++F−−
F+−F−+
=
(
F¯++F¯−−
F¯+−F¯−+
)σ1σ3
, (3.51)
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which we call a non-triviality condition. Explicitly, equation (3.51) reads∏
±
cos piβ(P1 ± P2 − P3)
cos piβ(P1 ± P2 + P3) =
∏
±
cos piβ(σ1P¯1 ± P¯2 − σ3P¯3)
cos piβ(σ1P¯1 ± P¯2 + σ3P¯3) . (3.52)
If the fields V1, V2, V3, are diagonal or non-diagonal, as discussed in section 3.2.2,
the numbers si = β(σiP¯i − Pi) must be half-integer. Then, the non-triviality
condition reads(
1− (−1)2
∑3
i=1 si
)
sin(2piβP1) cos(2piβP2) sin(2piβP3) = 0 . (3.53)
Assuming that we are in a generic situation where the trigonometric factors do
not vanish, the four-point function admits a non-trivial solution provided
3∑
i=1
si ∈ Z . (3.54)
Now, since fusion with V〈2,1〉 (3.28) leaves the number s unchanged, this condition
can be interpreted as a constraint on the three-point functions that result from
the fusion V〈2,1〉× V1. It follows that any nonzero three-point function must obey
this condition. The same analysis with the correlation function
〈
V〈1,2〉V1V2V3
〉
leads to the analogous non-triviality condition
3∑
i=1
ri ∈ Z . (3.55)
The implications of the non-triviality conditions (3.54) and (3.55) on three-
point functions can be illustrated by two examples:
• In any non-zero three-point function of the type 〈V DV DV N〉, the non-
diagonal field must have integer indices r, s ∈ Z.
• Any three-point function with an odd number of fermionic fields vanishes,
because fermionic fields obey ri + si ∈ Z + 12 while
∑3
i=1(ri + si) ∈ Z. So
our conditions imply the single-valuedness condition (3.21) for three-point
functions.
In the case where the non-triviality conditions are obeyed, we can write the
ratios ρ(V1|V2, V3) in terms of fusing matrix elements:
ρ(V1|V2, V3) = d
(s)
+
d
(s)
−
= −F−,3F¯−σ1,−σ33
F+,3F¯σ1,−σ33
, ∀3 ∈ {+,−} . (3.56)
Inserting explicit expressions (3.17) for the fusing matrix elements, we obtain
ρ(V1|V2, V3) = −Γ(−2βP1)
Γ(2βP1)
Γ(−2βσ1P¯1)
Γ(2βσ1P¯1)
×
∏
±
Γ(1
2
+ βP1 ± βP2 + β3P3)
Γ(1
2
− βP1 ± βP2 + β3P3)
∏
±
Γ(1
2
+ βσ1P¯1 ± βP¯2 − β3σ3P¯3)
Γ(1
2
− βσ1P¯1 ± βP¯2 − β3σ3P¯3) . (3.57)
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Using the non-triviality condition (3.54) we can write ρ(V1|V2, V3) in a 3, σ3
independent way:
ρ(V1|V2, V3) = −(−1)2s2 Γ(−2βP1)
Γ(2βP1)
Γ(−2βσ1P¯1)
Γ(2βσ1P¯1)
×
∏
±,± Γ(
1
2
+ βP1 ± βP2 ± βP3)∏
±,± Γ(
1
2
− βσ1P¯1 ± βP¯2 ± βP¯3)
. (3.58)
Let us check that the behaviour of ρ(V1|V2, V3) under a permutation V2 ↔ V3
is in agreement with the behaviour (2.74) of the three-point structure constants.
Using eq. (3.54), we find
ρ(V1|V2, V3) = (−1)2s1ρ(V1|V3, V2) . (3.59)
Noting that (−1)2s1 = (−1)S(V +1 )−S(V −1 ), and using the expression of ρ(V1|V2, V3)
in terms of three-point structure constants, we conclude that this is the expected
behaviour.
The analogous expression for the ratio ρ˜ = d˜
(s)
+
d˜
(s)
−
of s-channel structure constants
of the four-point function
〈
V〈1,2〉V1V2V3
〉
is obtained by the substitutions s →
r, σ → σ˜, β → −β−1:
ρ˜(V1|V2, V3) = −(−1)2r2 Γ(2β
−1P1)
Γ(−2β−1P1)
Γ(2β−1σ˜1P¯1)
Γ(−2β−1σ˜1P¯1)
×
∏
±,± Γ(
1
2
− β−1P1 ± β−1P2 ± β−1P3)∏
±,± Γ(
1
2
+ β−1σ˜1P¯1 ± β−1P¯2 ± β−1P¯3) . (3.60)
In order to build the shift equations (3.46) for the four-point structure con-
stants we need explicit expressions for the ratios (3.43) and (3.45). We can
compute them from (3.58) and (3.60) by choosing the appropriate values of the
momentums. For the function
〈
V〈2,1〉V V〈2,1〉V
〉
we choose
(P1, P¯1) = (P3, P¯3) = (P, P¯ ) , (3.61)
P2 = P¯2 = β − 12β , (3.62)
and we find
ρ(V ) = −Γ(−2βP )Γ(−2βσP¯ )
Γ(2βP )Γ(2βσP¯ )
Γ(β2 + 2βP )Γ(1− β2 + 2βP )
Γ(β2 − 2βσP¯ )Γ(1− β2 − 2βσP¯ ) . (3.63)
The ratio corresponding to the function
〈
V〈1,2〉V V〈1,2〉V
〉
can be obtained from
(3.63) by switching β → −β−1, σ → σ˜, giving
ρ˜(V ) = − Γ(2β
−1P )Γ(2β−1σ˜P¯ )
Γ(−2β−1P )Γ(−2β−1σ˜P¯ )
× Γ(β
−2 − 2β−1P )Γ(1− β−2 − 2β−1P )
Γ(β−2 + 2β−1σ˜P¯ )Γ(1− β−2 + 2β−1σ˜P¯ ) . (3.64)
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These ratios simplify in the case of diagonal fields i.e. if P = σP¯ = σ˜P¯ ,
ρ(V DP ) = −
Γ2(−2βP )
Γ2(2βP )
γ(β2 + 2βP )
γ(β2 − 2βP ) ,
ρ˜(V DP ) = −
Γ2(2β−1P )
Γ2(−2β−1P )
γ(β−2 − 2β−1P )
γ(β−2 + 2β−1P )
,
(3.65)
where we introduced γ(x) = Γ(x)
Γ(1−x) .
At this stage, we have enough elements to write explicitly the shift equations
(3.41), (3.44), and (3.46) for the three-and-four-point structure constants. For
some spectrums this is enough for checking crossing symmetry of four-point func-
tions, since all the required structure constants can be computed by succesive
application of the shift equations. We will offer some examples of this in chapter
4. In the next section we focus on finding explicit expressions for the structure
constants.
3.3 Structure constants
In this section we will show some solutions to the shift equations for the three-
point structure constants. We begin by discussing field renormalizations and iden-
tifying quantities that are renormalization invariant. Next, we provide explicit
expressions for some of these quantities, and discuss the methods to numerically
compute the structure constants.
3.3.1 A comment on field normalization
All fields and structure constants presented up to this point are defined only up
to a field renormalization
Vi(z)→ λiVi(z) , (3.66)
where the factor λi is independent of (z, z¯). In certain cases it is customary fix
this normalization by imposing extra constraints on the correlations functions.
For example, in Liouville theory it is usual fix the values of the degenerate OPE
coefficients C+ = C˜+ = 1, while in the minimal models normalization is fixed
by setting two-point structure constants B(V ) = 1. Here, rather than imposing
some of these constraints, we will introduce a reference normalization in which
the three-point structure constants take a simple expression.
In a generic normalization we can write the three point structure constants as
C123 =
(
3∏
i=1
Yi
)
C ′123 , (3.67)
where C ′123 is normalization independent, and the factors Y (Vi) account for the
change in three-point correlation functions due field renormalizations. The change
3.3. STRUCTURE CONSTANTS 55
(3.66) affects two-and-three-point correlation functions by modifying the struc-
ture constants as
B(Vi)→ λ2iB(Vi) , Y (Vi)→ λiY (Vi) . (3.68)
As a consequence we find that the following quantities are renormalization
independent,
C ′123 and Y
2
i B
−1
i . (3.69)
We will use the shift equations (3.41) and (3.44) to determine these quantities.
This is enough for checking crossing symmetry, as can be seen by writing the
four-point structure constants as
Ds|1234 =
(
4∏
i=1
Yi
)
C ′12sC
′
s34
Y 2s
Bs
, (3.70)
where the factor between brackets is common to both the s-and-t channel decom-
positions.
3.3.2 Explicit solutions
Let us write the equations for the normalization-independent part of the three-
point structure constant, C ′123. We define the normalization-independent ratios
ρ′(V1|V2, V3) = C
′(V +1 , V2, V3)
C ′(V −1 , V2, V3)
, ρ˜′(V1|V2, V3) = C
′(V +˜1 , V2, V3)
C ′(V −˜1 , V2, V3)
. (3.71)
Then, the combination
ρ(V1|V2, V3)
ρ′(V1|V2, V3) =
C+(V1)Y (V
+
1 )
C−(V1)Y (V −1 )
, (3.72)
depends on the field V1. This means that ρ′(V1|V2, V3) accounts for the factor
in (3.58) that depends on combinations of the momentums (Pi, P¯i) of the three
fields, and the same is true for ρ˜′(V1|V2, V3). From the explicit expressions (3.58)
and (3.60) we can extract the expressions of the renormalization invariant ratios
(3.71).
ρ′(V1|V2, V3) = (−1)2s2β−4β(P1+σ1P¯1)
∏
±,± Γ
(
1
2
+ β(P1 ± P2 ± P3)
)∏
±,± Γ
(
1
2
− β(σ1P¯1 ± P¯2 ± P¯3)
) , (3.73)
ρ˜′(V1|V2, V3) = (−1)2r2β−
4
β
(P1+σ˜1P¯1)
∏
±,± Γ
(
1
2
− β−1(P1 ± P2 ± P3)
)∏
±,± Γ
(
1
2
+ β−1(σ˜1P¯1 ± P¯2 ± P¯3)
) , (3.74)
where the powers of β multiplying the Γ-functions have been conventionally cho-
sen to avoid the appearance of similar factors in the solutions to these equations.
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Expressions (3.73) and (3.74) give the shift equations for the three-point stru-
ture constants C ′(V1, V2, V3). We can write equations for the factor Y 2B−1(V ) by
using the ratios ρ(V ) and ρ˜(V ), (3.43) and (3.45):
Y 2B−1(V +1 )
Y 2B−1(V −1 )
=
ρ2(V1|V2, V3)
ρ′2(V1|V2, V3)ρ(V1) ,
Y 2B−1(V +1 )
Y 2B−1(V −1 )
=
ρ˜2(V1|V2, V3)
ρ˜′2(V1|V2, V3)ρ˜(V1) .
(3.75)
Explicitly, the shift equations for Y 2B−1(V ) are
(Y 2B−1)
(
V +1
)
(Y 2B−1)
(
V −1
) = −β8β(P1+σ1P¯1) Γ(−2βP1)Γ(−2βσ1P¯1)
Γ(2βP1)Γ(2βσ1P¯1)
× Γ(β
2 − 2βσ1P¯1)Γ(1− β2 − 2βσ1P¯1)
Γ(β2 + 2βP1)Γ(1− β2 + 2βP1) , (3.76)
(Y 2B−1)
(
V +˜1
)
(Y 2B−1)
(
V −˜1
) = −β8β−1(P1+σ˜1P¯1) Γ(2β−1P1)Γ(2β−1σ˜1P¯1)
Γ(−2β−1P1)Γ(−2β−1σ˜1P¯1)
× Γ(β
−2 + 2β−1σ˜1P¯1)Γ(1− β−2 + 2β−1σ˜1P¯1)
Γ(β−2 − 2β−1P1)Γ(1− β−2 − 2β−1P1) . (3.77)
The shift equations (3.73), (3.74) for C ′(V1, V2, V3), and (3.76) and (3.77) for
Y 2B−1(V ), determine how the structure constants behave under shifts of the mo-
mentums by β and 1
β
. Assuming the structure constants to be smooth functions
of the momentums, the shift equations are enough to determine them up to a
momentum independent constant provided β2 is a real irrational number. The
reason is that the ratio between any two solutions will be a doubly-periodic func-
tion of periods β and 1
β
, and any smooth function with two incommensurable
periods is constant.
Let us denote the condition for having unique solutions as β2 ∈ R, and find
solutions to the shift equations in this case. Notice that there are two different
regimes where this condition holds: either β ∈ R, which implies c ≤ 1, or β ∈ iR,
in which case we have c ≥ 25 and we reparametrize β = ib, with b ∈ R. The case
when solutions are not unique will be discussed at the end of this section.
Before giving the solutions, one comment is in order. In the shift equations
for the renormalization invariant quantities, equations (3.73), (3.74), (3.76) and
(3.77), we introduced certain powers of β in order to simplify the form of the
solutions. When writing the equations for β = ib, the factors introduced should
be changed according to
ββ(P1+σP¯1) → bib(P1+σ1P¯1) , (3.78)
β
1
β
(P1+σ˜P¯1) → b− ib (P1+σ˜1P¯1) , (3.79)
and the rest of the equations are obtained by the replacement β → ib.
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In order to write the solutions we introduce the Barnes double gamma function
of period ω, Γω(x), which is invariant under ω → 1ω and satisfies the shift equation
Γω(x+ ω)
Γω(x)
=
√
2pi
ωωx−
1
2
Γ(ωx)
. (3.80)
This function Γω(x) is well defined for <ω > 0, and it is a meromorphic function
of x with poles at
x = −mω − nω−1 , m, n ∈ N . (3.81)
When building solutions to the shift equations we will take ω = β or ω = b.
Let us begin by showing solutions for the factor Y 2B−1(V ), and then move
on to the three-point structure constants. We focus first on the case β ∈ R.
Using (3.80) we can directly check that a solution to the shift equations (3.76)
and (3.77) can be written as
(Y 2B−1)
(
V σ,σ˜
P,P¯
)
= (−1)P 2−P¯ 2
∏
±
Γβ(β ± 2P )Γβ(β−1 ± 2P¯ ) , (3.82)
which is evidently invariant under changes in the sign of the momentums.
If the field V σ,σ˜
P,P¯
is diagonal, the expression becomes simpler. Due to the double
sign in (3.82), the diagonal case can be obtained by setting P = ±P¯ . Then
(Y 2B−1)(V DP ) =
1∏
±Υβ(β ± 2P )
, (3.83)
where we’ve introduced another special function
Υω(x) =
1
Γω(x)Γω(ω + ω−1 − x) . (3.84)
On the other hand, when β = ib, b ∈ R, the solution for Y 2B−1(V ) is
(Y 2B−1)
(
V σ,σ˜
P,P¯
)
=
(−1)P 2−P¯ 2∏
± Γb(±2iP )Γb
(
(b+ 1
b
)± 2iP¯) , (3.85)
which for a diagonal field becomes
(Y 2B−1)(V DP ) =
∏
±
Υb(±2iP ) . (3.86)
Notice that the solutions for β ∈ R and β ∈ iR are not the same, and they cannot
be obtained as a continuation of one another.
Let us now give a solutions to the shift equations (3.73) and (3.74) for the
three-point structure constant C ′(V1, V2, V3). The problem simplifies when we
take the field V1 to be diagonal, so we set V1 = V DP1 and restrict to this case.
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We start by the case β ∈ R. Using the properties of the special function Γβ(x)
one can directly check that the ansatz
C ′
(
V DP1 , V2, V3
)
=
f2,3(P1)∏
±,±
Γβ(
β
2
+ 1
2β
+ P1 ± P2 ± P3)
× 1∏
±,±
Γβ(
β
2
+ 1
2β
− P1 ± P¯2 ± P¯3)
, (3.87)
satisfies the shift equations (3.73) and (3.74), provided we make a suitable choice
of the numerator. The factor f2,3(P1) ∈ {−1,+1} should be determined by the
equations
f2,3(P1 +
β
2
)
f2,3(P1 − β2 )
= (−1)2s2 , f2,3(P1 +
1
2β
)
f2,3(P1 − 12β )
= (−1)2r2 . (3.88)
In some cases this factor becomes simple: If r2, s2 ∈ Z, and in particular if either
V2 or V3 are diagonal, we have f2,3(P1) = 1.
If the three fields are diagonal, the solution (3.87) simplifies, becoming
C ′(V D1 , V
D
2 , V
D
3 ) =
∏
±,±
Υβ
(
β
2
+ 1
2β
+ P1 ± P2 ± P3
)
(3.89)
= C ′D(P1, P2, P3) , (3.90)
where in the second line we write the diagonal three-point structure constant C ′D,
as a functions of the momentums. Up to normalization dependent factors, this
expression coincides with the one derived in [19].
Since the momentums ±P1 correspond to the same conformal weight (and
hence to the same Virasoro representation), let us see that the denominator of
C ′(V D1 , V2, V3) (3.87) is invariant under this change of sign. Neglecting the nu-
merator, we have
C ′(V DP1 , V2, V3)
C ′(V D−P1 , V2, V3)
∝
∏
±,±
Sβ(
β
2
+ 1
2β
+ P1 ± P¯2 ± P¯3)∏
±,±
Sβ(
β
2
+ 1
2β
+ P1 ± P2 ± P3)
, (3.91)
where we’ve introduced another special function Sβ(x) =
Γβ(x)
Γβ(β+
1
β
−x) , satisfying
the shift equation Sβ(x+β)
Sβ(x)
= 2 sin(piβx). The function Sβ(x) satisfies the identity∏
±
Sβ(x± P(r,−s))
Sβ(x± P(r,s)) = (−1)
rs, ∀r, s ∈ Z . (3.92)
Making use of the non-triviality conditions (3.54) and (3.55), and the single-
valuedness condition (3.21), the ratio (3.91) becomes
C ′(V DP1 , V2, V3)
C ′(V D−P1 , V2, V3)
∝ (−1)2(r2s2+r3s3) = 1 . (3.93)
3.3. STRUCTURE CONSTANTS 59
In particular, when the three fields are diagonal we can see that the expression
(3.89) is invariant under reflections of the momentums. This is thanks to the
identity Υβ(x) = Υβ (β + β−1 − x), which follows from (3.84).
In the case β = ib, the solution to the shift equations is
C ′
(
V DP1 , V2, V3
)
= f2,3(P1)
∏
±,±
Γb
(
b
2
+ 1
2b
+ i(P1 ± P2 ± P3)
)
×
∏
±,±
Γb
(
b
2
+ 1
2b
− i(P1 ± P¯2 ± P¯3)
) , (3.94)
where the factor f2,3(P1) obeys the shift equations (3.88) with β → ib. In this
case, when the three fields are diagonal we obtain
C ′(V D1 , V
D
2 , V
D
3 ) =
1∏
±,±Υb
(
b
2
+ 1
2b
+ i(P1 ± P2 ± P3)
) (3.95)
= C ′D(P1, P2, P3) , (3.96)
which gives the renormalization invariant part of the famous DOZZ solution for
the three-point structure constants of Liouville theory, named after Dorn, Otto
[20] and Zamoldchikov & Zamolodchikov [21]. Under reflections of P1, expressions
(3.94) and (3.95) behave similarly to their counterparts with β ∈ R. The proof
of this statement follows the same steps as before, using analogous identities.
Combining expressions (3.87) or (3.94) with the permutation properties (2.74)
of structure constants makes it possible to determine any structure constant con-
taining at least one diagonal field, regardless of the ordering of the arguments. So,
we have found solutions to the shift equations for the normalization-independent
quantities C ′ and Y 2B−1, with the exception of three-point structure constants
that involve three non-diagonal fields. In that case, writing an explicit solution
for C ′ is not as straightforward, and we leave it for future work. Nonetheless,
the shift equations (3.73) and (3.74) are not restricted to cases involving at least
one diagonal field, and for certain spectrums they could be enough for computing
structure constants involving non-diagonal fields only.
Verifying crossing-symmetry requires four-point structure constants, which
are controlled by equations (3.46). The required renormalization invariant four-
point structure constants can be built from our solutions by means of the relation
(3.70). Some examples are shown in chapter 4.
Let us comment about the uniqueness of the solutions of the shift equations,
in the case where one of the momentums can take arbitrary values (i.e. it belongs
to a diagonal field). The explicit solutions shown here are defined in terms of
special functions, and they are unique when β ∈ R or β ∈ iR. The solutions valid
when β ∈ R can be extended to all values β /∈ iR, and the solutions for β = ib can
be continued to every b /∈ iR, provided the special functions remain well defined.
However, these extensions are not unique: for β2 /∈ R, solutions to the shift
equations are defined up to multiplication by an arbitrary elliptic functions, and
there are thus infinitely many different solutions. For a more detailed discussion
in the diagonal case, see [19].
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Solutions to the shift equations can be interpreted as structure constants of
consistent CFTs when they give rise to crossing-symmetric four-point functions,
for a given spectrum. When there are infinitely many different solutions, it is
unlikely that all of them are the structure constants of a consistent theory. Then,
for a given theory, being able to analytically continue its structure constants to a
different value of c does not mean that the whole theory will have a continuation.
This happens in the case of Liouville theory for c ≤ 1[7], which will be discussed
in section 4.1.1.
3.3.3 Relation between diagonal and non-diagonal solutions
Our expressions for Y 2B−1 and C ′ are valid in cases when there are both diagonal
and non-diagonal fields involved. We have seen that taking all fields to be diagonal
usually simplifies some results, for example in equations (3.83) and (3.89) or (3.86)
and (3.95). It is then interesting to ask whether there exists a relation between
generic solutions, and those involving only diagonal quantities. For concreteness
we focus on the case β ∈ R, knowing that all identities shown here translate to
the case β = ib in a straightforward way.
Taking the square of (3.87) we can relate the general case with the diagonal
one,
C ′2(V D1 , V2, V3) = C
′D(P1, P2, P3)C ′D(P1, P¯2, P¯3) , (3.97)
which suggest that quantities in the non-diagonal case can be computed as geo-
metric means of the corresponding quantities in the diagonal case, i.e.
C ′(V1, V2, V3) =
√
CD(P1, P2, P3)CD(P¯1, P¯2, P¯3) . (3.98)
Relations of this type appear when studying non-diagonal theories [22, 23, 24], and
in [10] where used to compute ratios of certain structure constants. However, the
appearance of the square root could spoil the analyticity of the diagonal structure
constants, and it introduces a sign ambiguity that needs to be solved. Here, the
explicit expression (3.87), derived as a solution of the shift equations, does not
present these issues, or rather shows that there is a precise way to build the
non-diagonal solutions.
The factor Y 2B−1(V ) in equation (3.82) can be shown to satisfy a relation
of the same type. First, we check that it is invariant under an exchange of the
left-and-right moving momentums, realised by switching s→ −s:
(Y 2B−1)
(
V N(r,s)
)
(Y 2B−1)
(
V N(r,−s)
) = ∏
±
Sβ(β ± 2P(r,−s))
Sβ(β ± 2P(r,s)) = (−1)
4rs = 1 , (3.99)
where we used the identity (3.92). Using this property we find[
(Y 2B−1)
(
V N(r,s)
)]2
= (Y 2B−1)
(
V DP(r,s)
)
(Y 2B−1)
(
V DP¯(r,s)
)
, (3.100)
where we have used P¯(r,s) = P(r,−s).
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These relations between diagonal and non-diagonal objects ultimately come
from the shift equations, which satisfy analogous relationships. Indeed, we can
write
ρ2 =
∏
3=±
F+,3F¯σ1,−σ33
F−,3F¯−σ1,−σ33
=
F++F+−
F−+F−−
(
F¯++F¯+−
F¯−+F¯−−
)σ1
. (3.101)
Equivalently
ρ2(V1|V2, V3) = ρD(P1|P2, P3)ρD(P¯1|P¯2, P¯3) , (3.102)
where ρD = F++F+−
F−+F−−
is the expression for ρ when all three fields are diagonal.
It turns out that relationships like (3.98) between diagonal and non-diagonal
solutions are common to a larger class of systems of differential equations, as
discussed in the appendix of [12].
3.3.4 Computing structure constants
Explicit expressions for structure constants, like (3.82), (3.85), (3.87), (3.89) and
their β ∈ iR counterparts, are specially useful when it is not possible to relate
all constants by using the shift-equations, for example in the case of continuous
spectrums. In such a situation it can be useful to have the following integral
expressions for the special functions, in order to compute them directly:
log Γω(x) =∫ ∞
0
dt
t
[
e−xt − e− 12 (ω+ω−1)t
(1− e−ωt)(1− e−ω−1t) −
(
1
2
(ω + ω−1)− x)2
2
e−t −
1
2
(ω + ω−1)− x
t
]
,
(3.103)
and
log Υω(x) =
∫ ∞
0
dt
t
[(
1
2
(ω + ω−1)− x
)2
e−t − sinh
2 1
2
(
1
2
(ω + ω−1)− x) t
sinh
(
1
2
ωt
)
sinh
(
1
2
ω−1t
) ]
(3.104)
These integral definitions hold for <x > 0, in the case of (3.103), and 0 <
<x < 1
2
(ω+ω−1) for (3.104). In order to extend the other values of the argument
we can use the shift equations that each special function satisfies.
When the spectrum of the conformal block decomposition is discrete, it can
be more useful to use directly the shift equations. This approach can be simpler,
since shift equations involve only Γ(x) functions, and none of the other special
functions that have been introduced.
Computing structure constants by successive application of the shift equations
(3.46) requires that we choose the starting values to which all constants are
related, and the number of values to choose depends on the spectrum considered.
For the purpose of checking crossing symmetry between the s-and-t-channels in a
specific four-point function 〈V1V2V3V4〉 we may fix values on one channel, and then
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determine the other channel through shift equations. For example, identifying by
V
(s)
0 the s-channel field with lowest conformal dimension, we may set
D1234(V
(s)
0 ) = 1 , (3.105)
and then use either the shift equations or the explicit expressions to compute the
ratio
D2341(V
(t)
0 )
D1234(V
(s)
0 )
(3.106)
In this discussion we have tacitly assumed that all the structure constants within
each channel are related among themselves through the shift equations. If this is
the case, once the ratio (3.106) is determined, the shift equations can be used to
compute all other structure constants. We have given here an illustration of the
procedure, but we present more precise examples in appendix 4.A.1.
Chapter 4
Crossing symmetric four-point
functions
In the previous chapter we have found solutions for the constraints that de-
generate crossing symmetry imposes on the two-point and three-point structure
constants. These solutions should be universal, in the sense that they apply to
any theory satisfying the three main assumptions discussed in section 3.2.1.
In order to show that a conformal field theory is consistent we need to show
that crossing symmetry is satisfied in generic four-point functions, not necessarily
involving degenerate fields. Showing that the structure constants we have found
satisfy these constraints requires that we determine the s-and-t-channel spectrums
of four point functions. In the first part of this chapter we will present some
examples of known CFTs where our solutions apply. These theories are all either
diagonal or rational, and in the second part of this chapter we will try to build a
non-rational, non-diagonal CFT, and provide numerical evidence for its existence.
4.1 Examples of crossing-symmetric theories
In this section we present examples of conformal field theories to which the ana-
lytic conformal bootstrap solutions apply. We discuss each theory’s spectrum and
fusion rules and argue that the solutions of chapter 3 apply. For Liouville theory
and the generalized minimal models we give references where crossing symmetric
functions have been computed. For the A-series and D-series minimal models we
show examples of four-point functions. Finally, in the case of the Ashkin-Teller
model we verify that its known structure constants satisfy the shift equations.
4.1.1 Liouville theory
The name Liouville theory corresponds to a family of two-dimensional, non-
rational conformal field theories parametrized by the central charge c. One of
the most important characteristics of these theories is that they possess a diago-
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nal, continuous spectrum, which can be formally written as
SL =
∫
P∈R≥0
dP VP ⊗ V¯P , (4.1)
where the integration is performed over the positive real line only, in order to
avoid double counting of Verma modules with reflected momentums, VP and
V−P .
Let us discuss OPEs and four-point correlation functions in Liouville theory,
leaving aside technical details related to certain values of the central charge.
In this theory, the spectrum of the OPE between two non-degenerate fields
V DP1 and V
D
P2
is also given by equation (4.1), such that the fusion rules are
V DP1 × V DP2 =
∫
P3∈R≥0
dP3 V
D
P3
. (4.2)
Applying this rule to a four-point correlation function〈
V DP1(x, x¯)V
D
P2
(0)V DP3(∞)V DP4(1)
〉
, (4.3)
crossing symmetry takes the form∫
Ps∈R≥0
dPs Ds|1234
∣∣∣F (s)∆s (∆i|x)∣∣∣2 = ∫
Pt∈R≥0
dPt Dt|2341
∣∣∣F (t)∆t (∆i|x)∣∣∣2 . (4.4)
In order to compute four-point functions in Liouville theory one must be able
to perform the integrations in (4.4), which involves controlling possible singular-
ities in the integrand. In particular, conformal blocks are singular whenever the
internal momentum Ps or Pt coincides with one of the degenerate momentums
P(r,s) with r, s ∈ N, so that care must be taken when these momentums are real.
Regarding the structure constants, it was established in section 3.3 that the form
of the solutions to the shift equations depends on the value of the central charge.
The solutions are unique when β ∈ R or β ∈ iR, and the structure constants in
the four-point function (4.4) have to be chosen according to the value of β. Let
us discuss the two cases where the solutions are unique:
• β ∈ iR⇒ c ≥ 25.
In this case, setting β = ib, with b ∈ R≥0, the three-point structure con-
stants and the factor Y 2B−1(V ) are given by equations (3.95) and (3.86).
We can combine these expressions to find the four-point structure constant
D1234(Ps) =
∏
±Υb(±2iPs)∏
±±Υb
(
1
2
(b+ 1
b
) + i(Ps ± P1 ± P2)
)×
1∏
±±Υb
(
1
2
(b+ 1
b
) + i(Ps ± P3 ± P4)
) . (4.5)
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These structure constants have no singularities in the domain of integration
Ps ∈ R≥0. Conformal blocks have poles for degenerate momentums Ps =
P(r,s), but for β ∈ iR we have,
P(r,s) ∈ iR , (4.6)
so that the internal momentums Ps, Pt ∈ R≥0 never reach these values.
Then, the poles of the integrands in equation (4.4) are away from the in-
tegration line, and with the help of the explicit expressions for the special
functions Υb(x), equation (3.104), the four-point functions can be com-
puted.
Four-point functions of the type of (4.4) have been computed in [7] for
different values of c ≥ 25, and they were found to satisfy crossing symmetry.
• β ∈ R⇒ c ≤ 1
In this case, the structure constants and the factor Y 2B−1(V ) are given by
equations (3.89) and (3.83) respectively, so that the four-point structure
constant takes the form
D1234(Ps) =
∏
±,±Υβ
(
β
2
+ 1
2β
+ Ps ± P1 ± P2
)
∏
±Υβ(β ± 2Ps)∏
±,±
Υβ
(
β
2
+ 1
2β
+ Ps ± P3 ± P4
)
. (4.7)
In this case, however, all the poles of the structure constants and of the
conformal blocks take real values, and thus they are located on top of the
integration line. The presence of these poles implies that the integration in
equation (4.4) cannot be performed as it is written. However, it was argued
in [7] that in order to avoid the poles it suffices to shift the integration in
the imaginary direction by a small parameter , thus integrating over
P ∈ R+ i . (4.8)
Numerical computations in [7] show that Liouville theory four-point func-
tions computed in this way are crossing-symmetric, and that the results do
not depend on the regularization parameter .
From this discussion we learn that solutions to the analytic conformal boot-
strap of chapter 3 give rise to crossing-symmetric functions in Liouville theory
for c ∈] −∞, 1] ∪ [25,∞[. Furthermore, the structure constants and conformal
blocks depend analytically on β or b, and one may wonder whether it is possible
to find a continuation of Liouville theory for other values of the central charge.
Indeed, in [5] and [7] it is argued that the solution of Liouville theory for c ≥ 25
can be extended to all complex values of c such that c /∈] − ∞, 1], or β /∈ R,
while the solution for c ∈] −∞, 1] cannot be extended beyond this line due to
the impossibility of avoiding poles when performing the integration in the four-
point function. Then, the analytic conformal bootstrap structure constants give
solutions for Liouville theory for every c ∈ C.
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Liouville theory is an interesting example where all the assumptions from
section 3.2.1 hold: Every primary field is diagonal, so that the single-valuedness
condition (3.21) always holds. Moreover, the theory has a realisation for every
value of c ∈ C, and its structure constants depend analytically on β. Finally,
structure constants determined by studying degenerate fields give rise to crossing-
symmetric four-point functions, even though degenerate fields are not part of any
OPE spectrums. Next, we discuss an example of a diagonal theory that does
contain degenerate fields in its spectrum.
4.1.2 Generalized minimal models
Here we follow the definitions of [5], and define generalized minimal models as a
family of diagonal CFTs that exist for every c ∈ C, and whose spectrum is made
from all the degenerate representations of the type R〈r,s〉, r, s ∈ N≥1. We can
write this spectrum as
SGMM =
⊕
r,s∈N≥1
R〈r,s〉 ⊗ R¯〈r,s〉 . (4.9)
Here SGMM is a discrete, infinite spectrum, which in particular includes degen-
erate fields V〈2,1〉 and V〈1,2〉 we used to derive the degenerate crossing symmetry
constraints.
The fusion rules of these models arise form the degenerate fusion rules dis-
cussed in section 2.3.4. Taking equation (2.106) and assuming that both repre-
sentations are degenerate: In terms of the fields, the fusion rules read
V〈r1,s1〉 × V〈r2,s2〉 =
r1+r2−1∑
r3
2
=|r1−r2|+1
s1+s2−1∑
s3
2
=|s1−s2|+1
V〈r3,s3〉 , (4.10)
where the superscript in 2= indicates that the corresponding sum runs by incre-
ments of 2.
The structure constants of the generalized minimal models should satisfy the
same shift-equations as the structure constants of Liouville theory, and they can
be obtained from them by taking a limit of (4.5) or (4.7), depending on the value
of c, in which all momentums become degenerate. Explicit expressions can be
found in [5].
While taking limits of Liouville theory structure constants can lead to expres-
sions for the generalized minimal model structure constants, fusion rules (4.10)
have to be imposed separately. Combining these elements it is possible to numer-
ically verify crossing symmetry of four-point functions for different values of the
central charge [7].
The examples of CFTs discussed so far have infinite diagonal spectrums, even
though fusion rules of the generalized minimal models give rise to finite expan-
sions. In the next section we discuss minimal models, which have finite spectrums,
and in some cases involve non-diagonal fields.
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4.1.3 Minimal models
The minimal models are theories whose spectrums are finite, and built from
degenerate representations. They exist for rational values of the central charge,
are given in terms of two coprime positive integers p, q such that β2 = p
q
. The
values of cp,q are [13]
cp,q = 1− 6(q − p)
2
pq
, (4.11)
where cp,q ≤ 1∀p, q.
When studying level two null vectors in section 2.2.1, we saw in equation
(2.36) that particular values of the central charge can cause degenerate conformal
weights ∆(r,s) and ∆(r′,s′) to coincide. For example, we found that for c = 1 we
have ∆(1,2) = ∆(2,1). Let us see how the values c = cp,q also give rise to similar
coincidences. Since β2 = p
q
, we have
P(q,p) =
1
2
(qβ − p
β
) = 0 . (4.12)
This means that it is possible to shift the indices of a degenerate conformal weight
∆(r,s) without altering its value. For any λ ∈ R we have
∆(r,s) = ∆(λq+r,λp+s) = ∆(λq−r,λp−s) , (4.13)
where for the second equality we have used the fact that ∆(P ) = ∆(−P ), and
P(−r,−s) = −P(r,s).
The equalities (4.13) mean that the degenerate representations R〈r,s〉 become
multiply degenerate. This happens in two ways: on the one hand, R〈r,s〉 now
contains null vectors at levels rs, (q − r)(p − s), (q + r)(q + s), etc, and on the
other hand, each of these null vectors also has null descendants. For example,
the null vector at level rs has weight
∆(r,s) + rs = ∆(r,−s) . (4.14)
For generic values of c, ∆(r,−s) does not give rise to a degenerate representation,
because only one of its indices is negative (if they both were, a reflection would
give two positive indices). However, for c = cp,q we can shift the indices by
using equation (4.13), and choosing an appropriate λ ∈ N we can write ∆(r,−s)
as a degenerate conformal weight. For example, choosing λ = 1 we see that
∆(r,−s) = ∆(q+r,p−s), which is evidently degenerate if p > s.
The coincidences between dimensions imply also coincidences between degen-
erate representations,
R〈r,s〉 = R〈q+r,p+s〉 = R〈q−r,p−s〉 . (4.15)
This correspondence is a direct consequence of the special values of the central
charge (4.11), and it gives a way to construct finite sets of degenerate fields
that are closed under fusion. These sets form the spectrums of the rational
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conformal field theories called minimal models, and their fusion rules are obtained
by combining the degenerate fusion rules (4.10) with the equivalences (4.15). In
what follows we will discuss two types of minimal models, known as the A-series
and D-series. These models exist for infinitely many values of the central charge
of the type cp,q, which are dense in the line c ≤ 1. They differ in that the D-series
models spectrum contains a non-diagonal sector, absent in the A-series. We will
leave aside the E-series models, because they only exist for a subset of cp,q that
is not dense in c ≤ 1.
A-series minimal models are diagonal theories which exists for all values of
c = cp,q with p, q two coprime positive integers. Their spectrum for a given (p, q)
are
SA-seriesp,q =
1
2
q−1⊕
r=1
p−1⊕
s=1
R〈r,s〉 ⊗ R¯〈r,s〉 , (4.16)
where the factor 1/2 accounts for the double counting introduced by the symmetry
R〈r,s〉 = R〈q−r,p−s〉.
The fusion rules for the A-series minimal models can be obtained by combining
the degenerate fusion rules (4.10), and the equivalences between fields given by
∆(r,s) = ∆(q−r,p−s). The way to incorporate this symmetry is by noting that for
any two fields V〈r1,s1〉, V〈r2,s2〉 ∈ SA-seriesp,q , the following OPEs should give the same
result:
V〈r1,s1〉 × V〈r2,s2〉 = V〈q−r1,p−s1〉 × V〈r2,s2〉
= V〈r1,s1〉 × V〈q−r2,p−s2〉
= V〈q−r1,p−s1〉 × V〈q−r2,p−s2〉 .
(4.17)
The resulting fusion rules are
V〈r1,s1〉 × V〈r2,s2〉 =
min(r1+r2,2q−r1−r2)−1∑
r3
2
=|r1−r2|+1
min(s1+s2,2p−s1−s2)−1∑
s3
2
=|s1−s2|+1
V〈r3,s3〉 . (4.18)
The indices in the fusion rules increase by steps of two. This will allow us
to compute the structure constants of a particular OPE by repeated application
of the shift equations (3.46), avoiding the use of explicit expressions. We will
use these fusion rules to compute the s-and-t-channel spectrums of four-point
correlation functions, but let us first discuss the second kind of minimal models.
D-series minimal models exist for certain values cp,q such that p, q have differ-
ent parity. For concreteness we will take q even and p odd, but equivalent models
can be obtained by changing p ↔ q. With this convention, D-series minimal
models exist for q ≥ 6 even, and p ≥ 3 and odd, with q and p coprime. Their
spectrum can be split into a diagonal and a non-diagonal sector, and is given by
SD-seriesp,q =
1
2
q−1⊕
r
2
=1
p−1⊕
s=1
∣∣R〈r,s〉∣∣2︸ ︷︷ ︸
Diagonal
⊕1
2
⊕
1≤r≤q−1
r≡ q
2
mod 2
p−1⊕
s=1
R〈r,s〉 ⊗ R¯〈q−r,s〉
︸ ︷︷ ︸
Non-diagonal
. (4.19)
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Where again the factors of 1
2
account for double counting of representations as in
(4.16).
As opposed to the A-series spectrum (4.16), here the index r only takes half
the values between 1 and q− 1. In particular, the diagonal sector of the D-series
spectrum has r odd, while the non-diagonal sector has r ≡ q
2
mod 2. The fields
of the non-diagonal sector have spins
S = −(r − q
2
)(s− p
2
) . (4.20)
While we can choose q even and p odd without losing generality in the descrip-
tion of minimal models, the D-series spectrum (4.19) shows qualitative differences
depending on whether q is a multiple of 4 or not. If q = 2 mod 4, the indices
in the summations of the diagonal and the non-diagonal sectors take the same
values. In particular the representation R〈 q
2
,s〉 ⊗ R¯〈 q
2
,s〉 appears on both sectors,
and we find a situation where we have diagonal and non-diagonal fields with the
same momentums, as described at the end of section 3.2.2. On the contrary, if
q = 0 mod 4 the r indices of each sectors take different values, and there are no
representations appearing in both simultaneously.
Before discussing D-series minimal models fusion rules, let us introduce a
change in notation that will allow us to more easily relate the minimal model
fields to the diagonal and non-diagonal fields of chapter 3, and that will prove
useful in section 4.2: For a minimal model of charge cp,q for q even and p odd, we
redefine the indices of the fields by
r → r − q
2
, s→ s− p
2
, (4.21)
a redefinition that is allowed by the symmetries (4.13) with λ = 1
2
. Notice that
now the indices can take negative values, and also that we now have s ∈ Z+ 1
2
.
In this notation, the spectrums of the minimal models are,
SA-seriesp,q =
1
2
q
2
−1⊕
r=1− q
2
p
2
−1⊕
s=1− p
2
R〈r,s〉 ⊗ R¯〈r,s〉 , (4.22)
SD-seriesp,q =
1
2
q
2
−1⊕
r
2
=1− q
2
p
2
−1⊕
s=1− p
2
∣∣R〈r,s〉∣∣2 ⊕ 1
2
⊕
|r|≤ q
2
−1
r∈2Z
p
2
−1⊕
s=1− p
2
R〈r,s〉 ⊗ R¯〈r,−s〉 , (4.23)
where we have rewritten the indices in the non-diagonal sector of the D-series
models by using the following series of transformations:
R〈r,s〉 ⊗R〈q−r,s〉 → R〈r,s〉 ⊗R〈r−q,−s〉 → R〈r− q
2
,s− p
2
〉 ⊗R〈r− q
2
, p
2
−s〉 . (4.24)
This change in notation means that now fields in the non-diagonal sector of D-
series minimal model have the form of the non-diagonal fields of section 3.2.2, in
the sense that their left-moving and right-moving momentums are, respectively
P = P(r,s) , P¯ = P(r,−s) , (4.25)
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and its spin is now S = −rs. Furthermore, a degenerate representation R〈r,s〉
appearing in the spectrums (4.22) or (4.23) has its first null vectors at levels
(r + q
2
)(s+ p
2
) and ( q
2
− r)(p
2
− s) .
Let us write the fusion rules of minimal models in these notations. We unify
notations with chapter 3 by renaming the degenerate diagonal fields of minimal
models as
V〈r,s〉 = V DP(r,s) = V
D
(r,s) , (4.26)
where the intermediate step is the notation defined in equation (3.29), and in the
last step we have omitted the ‘P ’, in order to lighten the notation.
The fusion rules of the D-series minimal models have been known for a long
time, and in the basis we have chosen they satisfy a rule we call conservation of
diagonality [22, 23, 24, 25, 26]. This rule can be summarized as
D ×D = N ×N = D, D ×N = N , (4.27)
meaning that the OPE between two diagonal (D) or two non-diagonal (N) fields
has a diagonal spectrum, while the OPE between a diagonal and a non-diagonal
field has a non-diagonal spectrum.
Then, the fusion rules of minimal models are, in the notation of equations
(4.22) and (4.23),
V A(r1,s1) × V B(r2,s2) =
q
2
−1−|r1+r2|∑
r3
2
=|r1−r2|+1− q2
p
2
−1−|s1+s2|∑
s3
2
=|s1−s2|+1− p2
V
(A×B)
(r3,s3)
, (4.28)
where A,B ∈ {D,N} indicate if the fields are diagonal or not, and A×B should
be computed according to (4.27).
The fusion rules (4.28) can be used to determine the spectrums of four-point
functions. We are interested in correlation functions of the type〈
V A1(r1,s1)(x, x¯)V
A2
(r2,s2)
(0)V A3(r3,s3)(∞)V A4(r4,s4)(1)
〉
, (4.29)
where from now on we will omit the arguments of the fields.
The s-channel decomposition arises from inserting the OPE V A1(r1,s1) × V A2(r2,s2)
into the four-point function (4.29). The spectrum in this channel is obtained as
the intersection between the fusion spectrums V A1(r1,s1)×V A2(r2,s2) and V A3(r3,s3)×V A4(r4,s4),
i.e.
s-channel spectrum:
(
V A1(r1,s1) × V A2(r2,s2)
)
∩
(
V A3(r3,s3) × V A4(r4,s4)
)
. (4.30)
When taking the intersection we consider V As(rs,ss) = V
As
(−rs,−ss), due to reflection
symmetry.
In a similar way, the t-channel spectrum of a four-point function (4.29) is
t-channel spectrum:
(
V A2(r2,s2) × V A3(r3,s3)
)
∩
(
V A4(r4,s4) × V A1(r1,s1)
)
. (4.31)
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Let us briefly discuss how we can compute four-point correlation functions in
minimal models, in order to show a few examples. For more details on the nu-
merical computations of structure constants and conformal blocks, see appendix
4.A.
The spectrum of each channel can be determined by using the fusion rules
(4.28), and following expressions (4.30) and (4.31).
Regarding the structure constants, since the fusion rules (4.28) contain fields
whose indices differ by 2, we can compute all the structure constants of a given
channel by repeatedly applying the shift equations (3.46), instead of using explicit
expressions. This method can be used to compute all the structure constants of
a given four-point function, but it does not relate structure constants of differ-
ent functions among themselves. However, it is enough for checking crossing
symmetry.
Finally, we compute conformal blocks through Zamolodchikov’s recursion rep-
resentation, discussed in section 2.3.5. In order to compute this expansions nu-
merically we need to introduce two parameters: Nmax, which controls the trun-
cation order of the recursion, and , which introduces a small shift in the value
of the central charge cp,q, in order to avoid certain singularities of the conformal
blocks. For more precisions on the role of these parameters see appendix 4.A.2.
We will now show examples of four-point correlation functions of minimal
models, in order to show that the structure constants derived from the shift
equations (3.46) give rise to crossing-symmetric functions. The Python code used
to compute these functions is based on the 2-dimensional conformal bootstrap
package available on GitHub[27].
For each correlation function Z(x, x¯) = 〈V1V2V3V4〉, we show:
• The minimal model to which the function belongs, along with the values
(p, q).
• An expression for Z(x, x¯) in terms of the fields. We give two notations for
the fields’ indices: The more standard notation with (r, s) ∈ [1, q − 1] ×
[1, p− 1], and the one used in equations (4.22) and (4.23), which was used
in the computation.
• The primary fields of each channel’s spectrum, derived from (4.28) and
equations (4.30) and (4.31).
• A plot of the correlation function in both channels.
• A plot of the relative difference η(s,t)(x) between the two channels, in loga-
rithmic scale. The relative difference is computed as
η(s,t)(x) = 2
∣∣∣∣Z(s)(x)− Z(t)(x)Z(s)(x) + Z(t)(x)
∣∣∣∣ , (4.32)
where Z(s) and Z(t) are the s-and-t-channel decompositions of the four-point
function.
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We remark that for any (p, q), the diagonal sector of the D-series minimal
model spectrum (4.23) is contained in the spectrum of the A-series minimal model
with the same (p, q), (4.22). This means that correlation functions between fields
in the diagonal sector of a D-series minimal models also exist in the A-series
models, and when presenting such examples we will list them as belonging to
both.
In each example below we plot the values of the four point functions for ap-
proximately 100 evenly spaced points in the interval ]0, 1[. Correlation functions
involving only two different fields, of the type 〈V1V2V1V2〉, have the same spec-
trum and structure constants in both channels, and they are therefore trivially
symmetric under x → 1 − x. In this cases we take 100 evenly spaced points for
x ∈]0, 1/2[ only.
All examples shown here were computed by setting the numerical parameters
controlling the truncation of the conformal blocks and the shift of the central
charge, Nmax and , to:
Nmax = 40 ,  = 10
−12 . (4.33)
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Minimal models four-point functions
• A-series minimal model with (p, q) = (7, 8) .
Z(x, x¯) =
〈
V D(5,4)V
D
(6,4)V
D
(5,5)V
D
(6,5)
〉
=
〈
V D(1, 12)
V D(2, 12)
V D(1, 32)
V D(2, 32)
〉
. (4.34)
Primary fields:[
s-channel : V D
(−2,−52 )
+ V D
(−2,−12 )
+ V D
(0,−52 )
+ V D
(0,−12 )
t-channel: V D
(−2,−32 )
+ V D
(−2, 12)
+ V D
(0,−32 )
+ V D
(0, 12)
]
(4.35)
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Figure 4.1: Crossing symmetric four-point function in an A-series minimal model
with q = 0 mod 4.
The correlation function (4.34) involves four different diagonal fields, with
both odd and even r indices. We remark that the spectrums (4.35) of each
channel are different, so that there are different conformal blocks and struc-
ture constants in each channel. . Figure 4.1 shows a good agreement be-
tween channels, with relative differences smaller than 10−7 for x ∈ [0.1, 0.9],
with differences several orders of magnitude smaller within this interval.
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• A-series minimal model with (p, q) = (9, 10) .
Z(x, x¯) =
〈
V D(6,5)V
D
(8,7)V
D
(6,3)V
D
(6,3)
〉
=
〈
V D(1, 12)
V D(3, 52)
V D(1,−32 )
V D(1,−32 )
〉
. (4.36)
Primary fields:[
s-channel : V D
(−2,−32 )
+ V D
(−2, 12)
+ V D
(0,−32 )
+ V D
(0, 12)
t-channel: V D
(−2, 12)
+ V D
(−2, 52)
+ V D
(0, 12)
+ V D
(0, 52)
]
(4.37)
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Figure 4.2: Crossing symmetric four-point function in an A-series minimal model
with q = 2 mod 4.
The function (4.36) involves four different diagonal fields, all with r odd.
None of these fields belong to the D-series minimal models with the same
(p, q). Once again the spectrums of each channel (4.37) are different, and
we find a good agreement between both channels.
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• A-series & D-series minimal model with (p, q) = (5, 12) .
Z(x, x¯) =
〈
V D(7,3)V
D
(9,4)V
D
(7,3)V
D
(9,4)
〉
=
〈
V D(1, 12)
V D(3, 32)
V D(1, 12)
V D(3, 32)
〉
. (4.38)
Primary fields:[
s-channel : V D
(−3,−12 )
+ V D
(−1,−12 )
+ V D
(1,−12 )
t-channel: V D
(−3,−12 )
+ V D
(−1,−12 )
+ V D
(1,−12 )
]
(4.39)
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Figure 4.3: Crossing symmetric four-point function in A-and-D-series minimal
models with q = 0 mod 4.
Equation (4.38) contains four fields on the diagonal sector of the D-series
minimal model (p, q) = (5, 12), which also appear in the corresponding A-
series model. Due to the symmetry of the function, which contains only
two different fields, figure 4.3 shows its values up to x = 0.5. We find a
good agreement between both channels.
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• A-series & D-series minimal model with (p, q) = (11, 10) .
Z(x, x¯) =
〈
V D(3,7)V
D
(5,5)V
D
(7,5)V
D
(5,7)
〉
=
〈
V D(−2, 32)
V D(0,−12 )
V D(2,−12 )
V D(0, 32)
〉
. (4.40)
Primary fields:
s-channel : V D
(−2,−52 )
+ V D
(−2,−12 )
+ V D
(−2, 32)
+ V D
(−2, 72)
+ V D
(0,−52 )
+
V D
(0,−12 )
+ V D
(0, 32)
+ V D
(0, 72)
+ V D
(2,−52 )
+ V D
(2,−12 )
+
V D
(2, 32)
+ V D
(2, 72)
t-channel: V D
(−2,−92 )
+ V D
(−2,−52 )
+ V D
(−2,−12 )
+ V D
(−2, 32)
+ V D
(0,−92 )
+
V D
(0,−52 )
+ V D
(0,−12 )
+ V D
(0, 32)
+ V D
(2,−92 )
+ V D
(2,−52 )
+
V D
(2,−12 )
+ V D
(2, 32)

(4.41)
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Figure 4.4: Crossing symmetric four-point function in A-and-D-series minimal
models with q = 2 mod 4.
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• D-series minimal model with (p, q) = (7, 8) .
Z(x, x¯) =
〈
V D(5,4)V
N
(6,4)V
D
(3,2)V
N
(6,2)
〉
=
〈
V D(1, 12)
V N(2, 12)
V D(−1,−32 )
V N(2,−32 )
〉
. (4.42)
Primary fields:[
s-channel : V N
(0,−52 )
+ V N
(0,−12 )
t-channel: V N
(0,−12 )
+ V N
(0, 32)
]
(4.43)
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Figure 4.5: Crossing symmetric four-point function in D-series minimal models
with q = 0 mod 4.
The function (4.42) is our first example of a function mixing diagonal
and non-diagonal fields. Accordingly, the expansions (4.43) run over non-
diagonal primary fields, and Figure 4.5 shows that these spectrums produce
agreement between both channels.
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• D-series minimal model with (p, q) = (7, 10) .
Z(x, x¯) =
〈
V D(5,4)V
N
(5,4)V
D
(7,5)V
N
(7,2)
〉
=
〈
V D(0, 12)
V N(0, 12)
V D(2, 32)
V N(2,−32 )
〉
. (4.44)
Primary fields:
s-channel : V N
(0,−52 )
+ V N
(0,−12 )
+ V N
(2,−52 )
+ V N
(2,−12 )
+ V N
(4,−52 )
+
V N
(4,−12 )
t-channel: V N
(−2,−12 )
+ V N
(−2, 32)
+ V N
(0,−12 )
+ V N
(0, 32)
+ V N
(2,−12 )
+
V N
(2, 32)
 (4.45)
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Figure 4.6: Crossing symmetric four-point function in A-and-D-series minimal
models with q = 2 mod 4.
This example shows the expansion of the function (4.44) into its two non-
diagonal channels. The spectrums (4.45) are different, but figure 4.6 shows
that the computations of each channel agree.
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Overall, we find a good agreement between channels in all examples. For
values of x ∈ [0.1, 0.9] differences are typically below 10−6, and below 10−10 for
most of the interval. This is evidence that crossing symmetry is satisfied by four-
point functions computed using the structure constants of the analytic conformal
bootstrap. Typically, relative differences increase when approaching x = 0 or
x = 1. This behaviour is expected: The t-channel expansion diverges when
x→ 0, and the s-channel expansion, when x→ 1. Then, it is natural to find that
agreement between channels worsens when approaching these singular points.
In the previous examples we have chosen to take values of x ∈ R, but corre-
lation functions should also be crossing symmetric for complex values of x. Let
us show that this is the case by computing the four-point function of equation
(4.44) for some x ∈ C. We introduce a parameter ρ ∈]0, 1[, such that
x = ρ+ i
2
sin(2piρ) . (4.46)
For these points, we compute the minimal model four-point function of equation
(4.44). The s-and-t-channel spectrums remain the same, so we omit them. Since
the four-point function now takes complex values, we show the real and imaginary
parts of each channel on the same plot :
80 CHAPTER 4. CROSSING SYMMETRIC FOUR-POINT FUNCTIONS
• D-series minimal model with (p, q) = (7, 10) .
Z(x, x¯) =
〈
V D(5,4)V
N
(5,4)V
D
(7,5)V
N
(7,2)
〉
=
〈
V D(0, 12)
V N(0, 12)
V D(2, 32)
V N(2,−32 )
〉
. (4.47)
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Figure 4.7: Four-point correlation function of the D-series minimal model at
c = c7,10, for complex values of x given by equation (4.46). The real and imaginary
parts of each channel are shown separately.
This last example shows a crossing-symmetric four-point function for complex
values of x, evidencing that the choice of x ∈ R in the previous examples does
not play a key role in ensuring crossing symmetry.
The examples of this section explore several cases of minimal model correlation
functions. We have included models with q = 0 mod 4 and q = 2 mod 4, and
correlation functions with both only diagonal fields and mixing diagonal and
non-diagonal. Moreover, many of the examples contain different primary fields
in each channel.
The conclusion we extract from our examples is that crossing symmetry is sat-
isfied in the Minimal Models with the structure constants of chapter 3. Studying
A-and-D-series minimal models prevents us from computing four-point functions
containing three-point structure constants of the type C(V N1 , V N2 , V N3 ), due to
conservation of diagonality (4.27). In the next section we discuss the Ashkin-
Teller model, which is not subject to this constraint.
4.1.4 The Ashkin-Teller model
The Ashkin-Teller models is a conformal field theory defined at c = 1, which
describes the critical point of a system of two different types of interacting spins
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σ1, σ2 = ±1 distributed on a planar lattice. In this model we can find an ex-
ample of a correlation function that does not satisfy conservation of diagonality
(4.27), and thus includes structure constants involving three non-diagonal fields.
Furthermore, these structure constants are known, and they take a particularly
simple form [28].
The four point function in question is〈
V DP
(0, 12 )
V DP
(0, 12 )
V NP
(0, 12 )
V NP
(0, 12 )
〉
, (4.48)
and its s-channel expansion runs over infinitely many non-diagonal primary fields
of the type V N(r,s), with r ∈ 2Z and s ∈ Z. The structure constants D(r,s) of this
expansion are given by
D(r,s) = (−1) r2 16− 12 r2− 12 s2 . (4.49)
Let us show that these structure constants satisfy the shift equations (3.46).
We compute the necessary ratios ρ and ρ˜ from expressions (3.58), (3.60), (3.64)
and (3.64). We set β = 1 (corresponding to c = 1) and
Pi=1,2,3,4 = −1
4
, P¯1 = P¯3 = −1
4
, P¯2 = P¯4 =
1
4
, (4.50)
σi=1,2,3,4 = −1
4
, σ˜1 = σ˜3 = 1 , σ˜2 = σ˜4 = −1 . (4.51)
Using the Gamma function’s duplication formula, and more specifically its con-
sequence ∏
±,±
Γ(1
2
± 1
4
± 1
4
+ x) = 22−4xpiΓ(2x)Γ(2x+ 1) , (4.52)
we find that the shift equations are
ρ
(
V N(r,s)|V D(0, 1
2
)
, V D
(0, 1
2
)
)
ρ
(
V N(r,s)|V N(0, 1
2
)
, V N
(0, 1
2
)
)
ρ
(
V N(r,s)
) = −16−2r (4.53)
ρ˜
(
V N(r,s)|V D(0, 1
2
)
, V D
(0, 1
2
)
)
ρ˜
(
V N(r,s)|V N(0, 1
2
)
, V N
(0, 1
2
)
)
ρ˜
(
V N(r,s)
) = 16−2s . (4.54)
Computing the ratios D(r+1,s)
D(r−1,s)
and D(r,s−1)
D(r,s−1)
, we can see that the constants (4.49)
satisfy the conformal bootstrap shift equations (3.46).
If we wanted to compute the four-point function (4.48) of the Ashkin-Teller
model in the same way as we did for the minimal models, we would have to
determine the structure constants by successive applications of the shift equations.
Since in the s-channel expansion the index s takes values s ∈ Z, we could relate
all structure constants to D(0,0) and D(0,1). However, we would then be unable
to determine the relative normalization between the two families of structure
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constants, and this prevents us from using this method to compute the four-
point function. Nevertheless, we take the fact that the structure constants (4.49)
satisfy the shift equations as an indication that the analytic conformal bootstrap
of chapter 3 can give solutions to this model also.
This theory provides an example of a non-rational, non-diagonal spectrum,
but it is limited to the value c = 1. In section 4.2 we will attempt to build a
family of non-rational, non-diagonal theories for generic values of c.
4.2 A non-rational, non-diagonal CFT
In this section, we will build a non-diagonal spectrum for generic values of c.
and provide numerical evidence for the existence of a consistent theory with this
spectrum. We will build the non-diagonal sector of such a theory by taking
a generic central charge limit of the D-series minimal models. Then, we will
compute four-point functions using this spectrum, and the shift equations (3.46).
We will find that crossing symmetry is satisfied to a great accuracy, and that the
spectrum and structure constants found could belong to a consistent theory.
4.2.1 Limits of Minimal model spectrums
The values of the minimal models central charge cp,q are dense on the line c ≤ 1.
Our strategy to build a spectrum for generic values of c is to take a limit of the
minimal models spectrum with p, q →∞ such that cp,q → c0 ∈ R, or equivalently
p
q
→ β20 ∈ R. Schematically the spectrum Sc0 we are looking for is,
Sc0 = limp,q→∞
cp,q→c0
SMMp,q . (4.55)
In order to take the limit of a minimal model spectrum we must specify how
the indices (r, s) of the representations in the spectrum change as we send (p, q)
to ∞. Let us begin with the case of a diagonal spectrum, such as the A-series
spectrum (4.22).
The A-series minimal model spectrum is built from representationsR〈r,s〉, with
(r, s) ∈ [1− q
2
, 1− q
2
]× [1− p
2
, p
2
− 1] ⊂ Z× (Z+ 1
2
)
. Each representation has null
vectors at levels (r+ q
2
)(s+ p
2
) or ( q
2
−r)(p
2
−s), and higher. As we send p, q →∞,
the bounds for (r, s) go to ±∞, and in the limit the indices can take every value
in Z × (Z+ 1
2
)
. Furthermore, taking p, q → ∞ sends the null vector’s level to
infinity, an indication that in the limit representations lose their degeneracy and
become Verma modules. Another way of seeing this is to note that we are taking
the limit p
q
→ β20 for β0 ∈ R ,and that for β0 /∈ Q, the momentums P(r,s) with
(r, s) ∈ Z × (Z+ 1
2
)
do not correspond to degenerate representations because s
is a half-integer. Combining these arguments we can write
lim
p,q→∞
p
q
→β20
SA-seriesp,q =
1
2
⊕
r∈Z
⊕
s∈Z+ 1
2
∣∣∣VP(r,s)∣∣∣2 . (4.56)
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Finally, we note that for generic β0, the momentums P(r,s) become dense in the real
line and, in the limit, the summation over all values of (r, s) amount to integrating
over P ∈ R. Then, assuming all representations appear with multiplicity 1, we
have
lim
p,q→∞
p
q
→β20
SA-seriesp,q =
∫
R+
dP |VP |2 , (4.57)
so that we recover the spectrum (4.1) of Liouville theory. It is important to
note that we have made a choice in the way of taking the limits of degenerate
representations, by allowing the level of their null vectors to increase as we send
p, q → ∞. Had we chosen to keep these levels constant by working with the
original indices of (4.16) and keeping them fixed for each representation, we
would have found the spectrum of generalized minimal models as a limit. In this
section, and in the rest of this work, adopt the prescription that gives (4.57).
Let us discuss the case of a non-diagonal spectrum. The non-diagonal sector
of the D-series minimal models is, from (4.23),
SN,D-seriesp,q =
1
2
⊕
|r|≤ q
2
−1
r even
p
2
−1⊕
s=1− p
2
R〈r,s〉 ⊗ R¯〈r,−s〉 , (4.58)
where r take even integer values, and s takes half-integer values. Each represen-
tation in this spectrum has integer spin, given by
S = −rs ∈ Z . (4.59)
Since these values are discrete, we will keep the spins constants while taking the
limit. As a consequence we expect that the limiting spectrum will remain discrete.
Again, when p, q →∞ the bounds for (r, s) also go to ±∞, and in the limit the
indices take values (r, s) ∈ 2Z × (Z+ 1
2
)
. As in the diagonal case, taking the
limit of the degenerate representations gives rise to Verma modules, and we find
lim
p,q→∞
p
q
→β20∈R
SN,D-seriesp,q = S2Z,Z+ 1
2
(4.60)
where SX,Y = ⊗r∈X ⊗s∈Y VP(r,s) ⊗ V¯P(r,−s) . Spectrums of this type, allowing even
more general fractional values of the indices, were proposed in [29] as correspond-
ing to non-minimal CFTs with c < 1.
Taking the limit of the full D-series minimal model spectrum, (4.23), requires
that we take also the limit of the diagonal sector. All the arguments used in
taking the limit of A-series minimal models hold also in this case, and in the
limit we get
lim
p,q→∞
p
q
→β20∈R
SD-seriesp,q =
1
2
∫
R
dP |VP |2 ⊕ S2Z,Z+ 1
2
, (4.61)
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A theory with the spectrum (4.61) has diagonal fields V DP of arbitrary mo-
mentums, similar to the fields of Liouville theory, and non-diagonal fields V N(r,s)
with (r, s) ∈ 2Z× (Z+ 1
2
)
.
In order to compute four point functions in this limit theory, we need to know
its fusion rules. We expect that the conservation of diagonality (4.27) that holds
in the minimal models will also hold in their limit, and with these in mind we
propose the fusion rule
V DP × V N(r,s) = S2Z,Z+ 1
2
, (4.62)
where we take the whole non-diagonal sector as the OPE spectrum, because in
the limit there are no degenerate fields that could give rise to a finite spectrum.
Notice that in the spectrum (4.61), where the s indices of non-diagonal fields take
half integer values, conservation of diagonality is enforced by the non-triviality
conditions (3.54). In other words, correlation functions of the type
〈
V N1 V
N
2 V
N
3
〉
and
〈
V D1 V
D
2 V
N
3
〉
vanish, because they have
3∑
i=1
si /∈ Z . (4.63)
Remember that when writing the non-triviality conditions (3.54) and (3.55) di-
agonal fields are taken to have indices (r, s) = 0, as explained in equation (3.36).
The proposed fusion rule (4.62) would play a role in computation of the s-
and-t-channel expansions of a correlation function
〈
V D1 V
N
2 V
D
3 V
N
4
〉
. In this case,
all the structure constants in each channel can be computed directly from the
shift equations (3.46): For fields in S2Z,Z+ 1
2
all the indices r differ by 2, so we
can reach all necessary values through shift equations. For the index s, we can
relate all values to s = 1
2
or s = −1
2
. Then, all constants are related by the shift
equations to D1234(V N(0, 1
2
)
) or D1234(V N(0,−1
2
)
), and reflection symmetry implies
D1234(V
N
(0, 1
2
)
) = D1234(V
N
(0,−1
2
)
) , (4.64)
so that all structure constants are related to each other. We will later compute
correlation functions using the fusion rule (4.62), in order to check numerically if
our proposal is consistent.
Following the same principle of conservation of diagonality, and based on the
spectrum (4.61), we are tempted to write down the missing fusion rules
V DP1 × V DP2 =
∫
R≥0
dP3 V
D
P3
(4.65)
V N(r1,s1) × V N(r2,s2) =
∫
R≥0
dP3 V
D
P3
. (4.66)
The rule (4.65) is the same as in Liouville theory. We have discussed in section
4.1.1 how this rule, combined with the solutions to the shift equations (3.46),
produces crossing symmetric four-point functions of the type
〈
V D1 V
D
2 V
D
3 V
D
4
〉
.
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Then, we may assume that the fusion rule (4.65) also holds in the limit theory
we are building.
Let us discuss how these proposals would work for correlation functions of the
type
〈
V N1 V
N
2 V
N
3 V
N
4
〉
and
〈
V D1 V
D
2 V
N
3 V
N
4
〉
, and for concreteness we focus on the
s-channel expansions. Since the spectrums in (4.65) and (4.66) are continuous,
we need an explicit expression for the four-point structure constants. From the
expression (3.70) of the four-point structure constants and the explicit solutions
(3.87) and (3.83), the structure constants in the s-channel are
D1234(V
D
Ps ) =
1∏
±Υβ(β ± 2P )
×
f1,2(Ps)∏
±,±
Γβ(
β
2
+ 1
2β
+ Ps ± P1 ± P2)
∏
±,±
Γβ(
β
2
+ 1
2β
− Ps ± P¯1 ± P¯2)
×
f3,4(Ps)∏
±,±
Γβ(
β
2
+ 1
2β
+ Ps ± P3 ± P4)
∏
±,±
Γβ(
β
2
+ 1
2β
− Ps ± P¯3 ± P¯4)
. (4.67)
In order to use these structure constants it is necessary to determine sign fac-
tor f1,2(Ps)f3,4(Ps). For a correlation function
〈
V N1 V
N
2 V
N
3 V
N
4
〉
of four non-
diagonal fields both f1,2 and f3,4 obey the same shift equations, because (ri, si) ∈
2Z× (Z+ 1
2
)
for all i = 1, . . . , 4. Then, we can take them to be equal, such that
f1,2(Ps)f3,4(Ps) = 1. In principle, having determined the sign factor we could
try to compute correlation functions of four non-diagonal fields in order to check
whether our proposal for the fusion rules is compatible with crossing symmetry.
However, at the moment we lack a numerical implementation of the special func-
tions Γβ, which will prevent us from preforming such tests. This is however a
minor technical issue that could be solved in the short term.
For correlation functions of the type
〈
V D1 V
D
2 V
N
3 V
N
4
〉
the structure constants
can be obtained from (4.67) by setting the P1 = P¯1, P2 = P¯2 and f1,2(Ps) =
1. In this case, is there remains a factor f3,4(Ps), which can be non-analytic.
This makes the computation of these correlation functions an intrinsically more
complicated problem, preventing us from testing correlation functions involving
this structure constants, and therefore the compatibility between the proposed
fusion rules (4.65) (4.66).
We can also evaluate whether the proposal (4.61) could give rise to a consistent
theory, by studying how taking the limit would work for a minimal model four-
point correlation function. In minimal models, the s-or-t-channel expansions are
sums over finite spectrums. As we take the limit, the spectrums become infinite,
and the convergence of the correlation function limit depends on the behaviour
of its terms as (r, s) → ∞. Each term is a product between structure constants
and conformal blocks. According to reference [7], in Liouville theory the terms
behave as decreasing exponentials in ∆+∆¯ as ∆+∆¯→∞. The conformal blocks
are universal, and the structure constants of D-series minimal models are related
to the diagonal constants by a geometric mean relation of the type (3.98). As
a consequence, we expect to find the same exponential behaviour as in Liouville
theory when taking the limit of minimal models, and the convergence of the limit
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depends on whether ∆ + ∆¯ −→
(r,s)→∞
∞. For fields in the non-diagonal sector of
D-series minimal models, or in the spectrum S2Z,Z+ 1
2
we have
∆(r,s) + ∆(r,−s) =
c− 1
12
+
1
2
(
r2β2 +
s2
β2
)
, (4.68)
which goes to infinity as r, s → ∞ provided <β2 > 0 i.e. <c < 13. If this is
the case, the infinite sum over S2Z,Z+ 1
2
converges, and D-series minimal model
four-point functions could have a finite limit.
On the other hand, for diagonal states the conformal dimensions ∆ + ∆¯ take
the form
2∆(r,s) =
c− 1
12
+
1
2
(
rβ − s
β
)2
, (4.69)
which does not go to infinity as (r, s) → ∞. This means that the limit of the
expansion of a minimal model four-point function over the diagonal spectrum
may not converge. While we do expect certain four-point functions with diagonal
spectrum to have a definite limit, in particular correlation functions of four diag-
onal fields, convergence problems may appear when the limit structure constants
involved are of the type (4.67) and include non-trivial factors f3,4(P ).
Since we cannot ensure that the limit of the diagonal spectrum will always
exist, we only keep the non-diagonal spectrum S2Z,Z+ 1
2
and the fusion rule (4.62)
as a robust prediction from minimal models.
The following plot shows the (P, P¯ )-plane for an arbitrarily chosen value of β,
where the red dots correspond to primary fields of the spectrum S2Z,Z+ 1
2
, and the
thick blue line represents primary fields in the the spectrum of Liouville theory:
[
β = 0.81
c = −0.08
]
P
P¯
(
−2, 1
2
)
(
−4, 1
2
)
(
0, 5
2
)
(
0, 3
2
)
(
0, 1
2
)
(4.70)
Primary fields along the diagonal (thick blue line) and antidiagonal (thin blue
line) have spin zero, and the momentums in S2Z,Z+ 1
2
form a lattice whose spacing
is controlled by the value of β.
The non-diagonal spectrum S2Z,Z+ 1
2
has been discussed in [30], where it was
found that it appears in the s-and-t-channel expansions of the correlation function
Z0 =
〈
V DP
(0, 12 )
V N
(0, 1
2
)
V DP
(0, 12 )
V N
(0, 1
2
)
〉
. (4.71)
In that paper the structure constants where determined numerically, and it was
shown that the function (4.71) is crossing symmetric. Furthermore, it was argued
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that for c = 0, Z0 reproduces cluster connectivities in critical percolation, and that
for other values of c it can be related to connectivities in the Potts model. Our
analysis suggest that the spectrum S2Z,Z+ 1
2
should be common to many correlation
functions, of which (4.71) is a particular case.
We conjecture that for any central charge c such that <c < 13 there exist a
non-diagonal, non-rational conformal field theory whose non-diagonal spectrum
is S2Z,Z+ 1
2
, where the fusion rule (4.62) holds, and whose structure constants are
solutions to the the shift equations of the analytic conformal bootstrap of chapter
3.
In order to support our conjecture, in the next section we will compute corre-
lation functions of the conjectured theory for different values of c, and show that
they are crossing-symmetric.
4.2.2 Numerical tests of crossing symmetry
This section contains examples of correlation functions of our proposed non-
diagonal, non-rational CFT. Computing functions in this theory is similar to
the computations for minimal models, but there are two main differences: On
the one hand, we will compute correlation functions at generic central charges.
Contrary to the case of minimal models, conformal blocks do not have singular-
ities for these values of c, and it is no longer necessary compute them using a
modified central charge. On the other hand, since the spectrums are now infinite,
we need to truncate them in order to perform the calculation. We introduce a
parameter L that controls the order of truncation. Then, the numerical parame-
ters we need to compute the correlation functions in this section are the spectrum
truncation parameter L, and the conformal block truncation parameter Nmax. In
all the examples below the values of these parameter are set to
L = 5.5 , Nmax = 20 . (4.72)
More details on the numerical computation of structure constants and conformal
blocks can be found in appendix 4.A.
We compute correlation functions of the type
Z(x, x¯) = 〈V DP1V N(r2,s2)V DP3V N(r4,s4)〉 , (4.73)
where we take V N(r2,s2), V
N
(r4,s4)
∈ S2Z,Z+ 1
2
, and we allow the momentums of the
diagonal fields to take values P1, P3 ∈ C. The reason for allowing values outside
the diagonal sector P ∈ R of (4.61) is the idea that correlation functions should
allow for analytic continuations in the momentums. This can only be done for
diagonal fields, because non-diagonal momentums remain discrete.
The s-and-t-channel expansions of the function (4.73) are over the non-diagonal
sector of (4.61), S2Z,Z+ 1
2
. For this discrete spectrum the required structure con-
stants can be computed directly from the shift equations, see section 4.A.1 for
more details.
In what follows we show examples of four-point correlation functions of the
type (4.73), for different values of the central charge c such that <c < 13 and
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for different values of the fields momentums. The diagonal fields in (4.73) will
sometimes be specified by their indices, and sometimes by their conformal weights
∆. We also indicate the number of primary fields in the truncated spectrum,
which depends on the parameter L set in (4.72), and on the value of the central
charge.
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• c = 10−9
Z(x, x¯) =
〈
V DP(
0,
1
2
)V N(
0,
1
2
)V DP(
0,
1
2
)V N(
0,
1
2
)
〉
(4.74)
Number of primary fields in the spectrum: 24.
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Figure 4.8: s-and-t-channel decompositions of the four-point function (4.71) over
the non-diagonal spectrum S2Z,Z+ 1
2
.
This example corresponds to the four-point function (4.71) discussed in [30].
Since we cannot compute conformal blocks at c = 0, we choose a value of c
that is near 0. As expected form [30], this function shows good agreement
between both channels. This correlation function is symmetric, and thus
we give its values for x < 0.5.
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• c = −0.54327
Z(x, x¯) =
〈
V DP1V
N(
0,−3
2
)V DP3V N(2,1
2
)
〉
(4.75)
∆1 = 2.341 , ∆3 = 1.546 (4.76)
Number of primary fields in the spectrum: 24.
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Figure 4.9: Four-point function for arbitrary real values of the conformal weights
of the diagonal fields, and negative central charge.
Here we see an example of a correlation function expanded over the spec-
trum S2Z,Z+ 1
2
for an arbitrary negative value of the central charge, arbitrary
real values of the diagonal field’s conformal weights. We remark that the
function (4.75) contains four different fields, such that not only the confor-
mal blocks but also the structure constants are different in each channel.
Figure 4.9 shows good agreement between the s-and-t-channel expansions.
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• c = (4.72 + 1.2i)
Z(x, x¯) =
〈
V DP1V
N(
2,
3
2
)V DP3V N(0,1
2
)
〉
(4.77)
∆1 = (0.23 + 0.143i) , ∆3 = (−0.546 + 2i) (4.78)
Number of primary fields in the spectrum: 34.
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Figure 4.10: Four-point function for arbitrary complex values of the conformal
weights of the diagonal fields, at complex central charge.
Due to the complex values of c, ∆1 and ∆3, both the s and t channel
expansions of (4.77) take values in C. In figure 4.10 we plot the real and
imaginary parts of each decompositions, finding that they both agree for x
sufficiently far from the extremes of the interval.
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• c = −3.6721
Z(x, x¯) =
〈
V DP1V
N
(0,− 52)
V DP3V
N
(4, 12)
〉
(4.79)
∆1 = 0.567 , ∆3 = 1.982 (4.80)
Number of primary fields in the spectrum: 26.
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Figure 4.11: Four-point function for arbitrary real values of the conformal weights
of the diagonal fields, and central charge c < −2.
Overall, these examples behave similarly to the ones discussed for Minimal
Models. In all the cases studied we find a good agreement between channels,
which worsens as we approach the points where the conformal blocks diverge.
However, in the last example (4.79) the agreement between both channels seems
not to be as strong, and one may worry that this is an indication that crossing
symmetry is not satisfied. There is still some freedom to increase the values of
the cutoffs L and Nmax, so let us dissipate these worries by showing that these
relative differences can be drastically reduced by increasing the values of the
cutoffs. Taking
L = 8 , Nmax = 40 (4.81)
we find
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• c = -3.6721
Z(x, x¯) =
〈
V DP1V
N
(0,− 52)
V DP3V
N
(4, 12)
〉
(4.82)
∆1 = 0.567 , ∆3 = 1.982 (4.83)
Number of primary fields in the spectrum: 51.
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Figure 4.12: A new computation of the four-point function (4.79), with cutoff
L = 8 and Nmax = 40.
This figure shows a new computation of the four-point function of figure
4.11, for increased values of the cutoffs. Comparing both figures we see
that relative differences have decreased from ∼ 10−1 to ∼ 10−3 near x = 0,
and from ∼ 10−9 to ∼ 10−13 near the middle of the interval. Increasing the
cutoffs has produces a significant decrease of relative differences across the
whole interval.
The example of figure 4.12 shows that, indeed, increasing the cutoffs improves
the agreement between channels, supporting the idea that the examples in this
section correspond to crossing-symmetric four-point functions.
Other aspects of the numerical computation can be addressed. On the one
hand, since the calculation requires that we truncate the spectrum, we expect
that as the values of the conformal weights and momentums become large and
approach the truncation order, the agreement between channels reduces. On
the other hand, values of c near the minimal model values cp,q , like c = 0 in
the example (4.71), suffer from the proximity of poles of the conformal blocks.
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However, we may compute correlation functions by taking c slightly shifted from
the problematic values, as was done in the minimal models examples.
We believe that the examples in this section provide strong evidence that
crossing symmetry is satisfied for the spectrum S2Z,Z+ 1
2
and the structure con-
stants coming from the analytic conformal bootstrap. Although some discrep-
ancies between channels remain, they appear to be controlled by the truncation
parameters necessary for the numerical implementation, and we find no hint that
the spectrum should be modified. This supports our claim that there exist consis-
tent non-rational conformal field theories whose non-diagonal spectrum is S2Z,Z+ 1
2
,
and whose structure constants satisfy the analytic bootstrap equations of chapter
3. Furthermore, the discussion in section 4.2.1 suggests that this non-rational,
non-diagonal theory can be obtained as a limit of minimal models, and could be
used to interpolate between them.
Appendix
4.A On the computation of four-point functions
In this appendix we discuss more technical aspects related to the numerical com-
putation of four-point functions. In particular, we focus on certain features of
the calculation which are relevant for the four-point functions shown as examples
for minimal models in section 4.1.3 and for the examples of section 4.2.1.
In section 4.A.1 we discuss the computation of structure constants by repeated
application of the shift equations (3.46), and the relative normalization between s-
channel and t-channel structure constants. Section 4.A.2 offers some details on the
implementation of Zamolodchikov’s recursion representation for the computation
of conformal blocks. Finally, section 4.A.3 explains how non-rational spectrums
were truncated to perform the computations in 4.2.2 .
4.A.1 Structure constants and normalization
As discussed in 3.3.4, computing structure constants by recursive application of
the shift equations requires that we fix the values of certain structure constants,
in order to start the iteration. In a given four-point function, our choice is to fix
the s-channel structure constant corresponding to the field of lowest conformal
dimension to 1. This method can be applied when the spectrum is discrete,
and all the necessary structure constants can be related through shift equations.
This is the case of the minimal models spectrums (4.22) and (4.23), and for the
non-diagonal sector of the limit spectrum (4.61).
In order to simplify our calculations we restrict ourselves to correlation func-
tions such that their s-and-t-channel spectrums include the lowest dimension field
of the sector of the spectrum (4.22), (4.23), or (4.61) in which they are contained.
There are two possible situations depending on the values taken by the r index
in the s-channel spectrum . Denoting the structure constants as D1234(V As(rs,ss))
with As ∈ {D,N} as in (4.28), we have
• r even
In this case, the lowest dimension field is V As
(0, 1
2
)
. It can be diagonal in
four-point functions of A-series minimal models or D-series minimal models
with q = 2 mod 4, or non-diagonal in any D-series minimal model or in the
non-rational theory with spectrum S2Z,Z+ 1
2
. Then, we set
D1234(V
As
(0, 1
2
)
) = 1 = D1234(V
As
(0,−1
2
)
) , (4.84)
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where in the second equality we have used reflection symmetry. From these
starting values we can compute all structure constants: The V〈2,1〉-shift
equations in (3.46) will shift the index r in steps of 2, generating all values
needed. On the other hand, using the V〈2,1〉-shift equation we can relate
all required values of s ∈ Z + 1
2
to either s = 1
2
or s = −1
2
, such that all
constants are connected to one of the starting structure constants in (4.84).
• r odd
When r takes odd values, the lowest dimension corresponds to the field
V As
(1, 1
2
)
. A field with these indices can appear in the spectrum of a four-point
function in an A-series minimal models, or in a D-series minimal models
with q = 0 mod 4, and it is always diagonal.
In this case, we begin by setting,
D1234(V
D
(1, 1
2
)
) = 1 = D1234(V
D
(−1,−1
2
)
) , (4.85)
where we have once more used reflection symmetry. With these constants
fixed, we may use the V〈2,1〉-shift equation to obtain the constants
D1234(V
D
(−1, 1
2
)
) = D1234(V
D
(1,−1
2
)
) . (4.86)
Strictly speaking these are not starting values, because they are obtained
by the applying the shift equations as every other constants. However,
they are included in this analysis in order to illustrate how constants with
indices of different signs can be obtained from the initial choice (4.85), and
also because the Jupyter notebooks used for the computation of structure
constants take these four starting points.
Starting from these structure constants, we can use the V〈2,1〉-shift equation
to generate constants with all the necessary odd values of r, and use the
V〈1,2〉-shift equation for obtaining constants with all necessary values of s.
The above analysis explains how to compute all s-channel structure constants
by choosing starting values, and the next step is to determine the t-channel
structure constants. These constants can be determined by following the same
scheme (choosing starting values and iteration the shift equations), but in order
to compare both channels it is necessary to find their relative normalization.
It suffices to know the ratio between the structure constants of each channel
corresponding to fields of lowest conformal dimensions, i.e. the ratio between the
starting points. In the following, we restrict our study to four-point functions〈
V A11 V
A2
2 V
A3
3 V
A4
4
〉
such that
• The s-and-t-channel expansions include lowest dimension fields of one sector
of the spectrum. More explicitly, they include either the fields V D
(1, 1
2
)
, V D
(0, 1
2
)
or V N
(0, 1
2
)
.
• The field with lowest conformal dimension is the same on both channels.
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• The fields V A22 and V A44 are of the same type, i.e. A2 = A4.
In this case, the ratio between the s-and-t-channel structure constants can be
expressed through a simple formula which makes use of the shift equations (3.46),
D2341
(
V A0(r0,s0)
)
D1234
(
V A0(r0,s0)
) = (−1) 4∑i=1Si m−1∏
j=0
n−1∏
k=0
 ρ˜
(
V A2(r2, s2−δs(2j+1)), V
A0
(r0,s0)
, V3
)
ρ˜
(
V A2(r2, s2−δs(2j+1)), V
A0
(r0,s0)
, V1
)
δs ×
ρ
(
V A2(r2−δr(2k+1), s4), V
A0
(r0,s0)
, V3
)
ρ
(
V A2(r2−δr(2k+1), s4), V
A0
(r0,s0)
, V1
)
δr , (4.87)
where Si are the spins of the fields, and we define δs, δr ∈ {1,−1} by
s2 − s4 = 2δsm, m ∈ Z≥0, (4.88)
r2 − r4 = 2δrn, n ∈ Z≥0 . (4.89)
Equation (4.87) is obtained by writing the four-point structure constants in
terms of three-point structure constants, and using their permutation properties
(2.74) along with the shift equations (3.41) and (3.44).
For certain symmetric correlation functions the relative normalization be-
comes trivial. For example, correlation functions with only two different fields of
the type 〈V1V2V1V2〉, or even in the less symmetric case 〈V1V2V3V2〉.
In a four-point function where the lowest dimension fields of each channel are
different, fixing relative normalizations might be more complicated. If the lowest
dimension fields are connected by shift equations, or if there are fields that appear
on both channels, it is possible to find some expression similar to (4.87). On the
contrary, if the fields are not related through shift equations and there are no
fields common to both channels, explicit expressions have to be used to fix the
relative normalization between channels.
Due to current limitations in the coding of the method to determine the
relative normalization between channels, the correlation functions shown below
are limited to functions satisfying the assumptions leading to equation (4.87).
4.A.2 Conformal blocks
In section 2.3.5 we presented equation (2.112) as a way of computing conformal
blocks. This expression, while accurate, is not very efficient. On the one hand,
the number of terms for each level |L| is the number of partitions p(|L|), which
increases very rapidly with |L|. On the other hand, the factors f∆s,Ls∆1,∆2gLs∆s,∆3,∆4
don not have a general expression, and their computation can be costly.
An alternative to equation (2.112) is to use the recursion representation of
conformal blocks, introduced by Al. Zamolodchikov in [31]. This representation,
as opposed to expression (2.112), does not have a known as a sum over descen-
dants of some field, but it is more suitable for numerical implementation. Here
we reproduce a variation of the recursion representation written in terms of the
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momentums defined in (2.37), instead of the conformal weights. This expression
was used in reference [7], which uses the same numerical implementations as we
do.
In order to write the recursion representation we introduce the elliptic variable
q and the function θ3(q), defined by
q = exp−piF (
1
2
, 1
2
, 1, 1− x)
F (1
2
, 1
2
, 1, x)
, θ3(q) =
∑
n∈Z
qn
2
, (4.90)
where F (1
2
, 1
2
, 1, x) is a special case of the hypergeometric function 2F1, and |q| < 1
for any x ∈ C.
Then, for external left-moving momentums Pi, the the s-channel conformal
block is given by
F (s)Ps (Pi|x) = (16q)P
2
s x−
c−1
24
−P 21−P 22 (1− x)− c−124 −P 21−P 24
× θ3(q)− c−16 −4(P 21 +P 22 +P 23 +P 24 )
(
1 +
∞∑
N=1
∑
rs≤N
AN(r,s)
(16q)N
P 2s − P 2(r,s)
)
, (4.91)
where P(r,s) are the momentums (2.39). The coefficients AN(r,s) are determined by
the recursion relation
AN(r,s) = R(r,s)
(
δN−rs,0 +
∑
r′s′≤N−rs
AN−rs(r′,s′)
P 2(r,−s) − P 2(r′,s′)
)
. (4.92)
Here we have introduced a factor R(r,s), which is given by
Rm,n =
−2P(0,0)P(m,n)∏m
r=1−m
∏n
s=1−n 2P(r,s)
×
m−1∏
r
2
=1−m
n−1∏
s
2
=1−n
∏
±
(P2 ± P1 + P(r,s))(P3 ± P4 + P(r,s)) , (4.93)
where the factor P(0,0) in the numerator is included to cancel the same factor
appearing in the denominator.
The recursion representation (4.91) converges very fast, which makes it suit-
able for numerical computations. It also has the advantage of showing explicitly
the poles of the conformal block, which correspond to Ps = P(r,s) with r, s ∈ N.
In generalized minimal models and minimal models, the fields in the s-and-t-
channel spectrums have momentums of the type P = P(r,s). One may then worry
about divergences of the conformal blocks, because these are precisely their poles.
However, when the fusion rules involving degenerate fields are obeyed, equations
(4.10) for generalized minimal models and (4.28) for minimal models, the residues
Rm,n in the recursion vanish. Then, the blocks computed through the recursion
(4.91) remain finite [5].
In order to compute conformal blocks numerically we introduce a cutoff Nmax,
which serves as a truncation for the sum in (4.91). The truncated conformal block
is a polynomial of degree Nmax in q, with the poles P(r,s) with rs ≤ Nmax.
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In minimal models
The recursion formula (4.91) has extra singularities at the minimal values of the
central charge c = cp,q, due to coincidences between conformal weights produced
by relations (4.13). Minimal models conformal blocks should be well defined, and
the poles that appear for c = cp,q are an artefact of the recursion representation,
rather than a physical property of the blocks themselves [32].
In order to compute conformal blocks for minimal models from the recursion
relation (4.91) it is necessary to introduce a second parameter , which serves as a
regularization parameter. When computing conformal blocks for a minimal model
four-point function, we take a slightly shifted central charge cblocks = cp,q + , for
a small , which allows us to avoid the extra singularities due to (4.13).
Notice that this shift in the central charge only affects minimal models confor-
mal blocks. When computing minimal models four-point functions, the structure
constants are computed at c = cp,q.
4.A.3 Truncation of Infinite spectrums
The examples of section 4.2.2 require that we compute summations over the
infinite spectrum S2Z,Z+ 1
2
. In order to perform this we need to introduce a criterion
to truncate this spectrum, keeping finitely many terms. Here we explain the
method used.
The discussion leading to equation (4.68) implies that terms in the conformal
block expansion of a four-point function will contribute less as the conformal
dimension ∆ + ∆¯ of the intermediate state increases. Then, it is natural to
truncate the spectrum by imposing an upper bound to the conformal dimensions
that contribute.
The states in spectrum S2Z,Z+ 1
2
are identified by their indices (r, s), and their
conformal dimension is given by equation (4.68).We work in the case <β2 > 0,
so that the dimensions increase as (r, s) increase. Then, a truncation in the
dimensions implies a truncation of in the values of the indices.
In order to truncate the spectrum choose a value L, and restrict the indices
to the range
(r, s) ∈
[
0,
L√<β2
]
×
0, L√
< 1
β2
 . (4.94)
Then, from this subset we keep only fields such that
<
(
r2β2 +
s2
β2
)
< L2 − 1
6
(<c− 1) . (4.95)
Finally, since the indices in equations (4.94) are only positive, we need to
incorporate fields with negative indices. In order to avoid repetition of states
due to reflection, we keep the values of r positive, and for each field obeying
restrictions (4.94) and (4.95) we add a a field of indices (r,−s).
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The following table shows an example of the fields of a truncated spectrum.
For β = 0.81 and truncation parameter L = 4, the indices and dimensions of the
fields are:
[
β = 0.81
L = 4
]
⇒
(r, s) Spin ∆ + ∆¯(
0, 1
2
)
0 0.100390786(
2, 1
2
)
1 1.412590786(
2, −1
2
) −1 1.412590786(
0, 3
2
)
0 1.624548689(
2, 3
2
)
3 2.936748689(
2, −3
2
) −3 2.936748689(
0, 5
2
)
0 4.672864495(
4, 1
2
)
2 5.349190786(
4, −1
2
) −2 5.349190786(
2, 5
2
)
5 5.985064495(
2, −5
2
) −5 5.985064495(
4, 3
2
)
6 6.873348689(
4, −3
2
) −6 6.873348689
(4.96)
The number of allowed states increases rapidly as we increase L, as the upper
bound in (4.95) is quadratic in L.
Chapter 5
Conclusions and outlook
In this thesis we have presented two main results regarding two-dimensional con-
formal field theories with symmetry algebra V ⊗ V¯. Firstly, we have shown an
extension of the analytic conformal bootstrap approach to non-diagonal theories,
giving explicit expressions for the structure constants. Furthermore, we have
checked the validity of these results by numerically computing four-point func-
tions and finding that crossing symmetry is satisfied to good degree. Secondly,
we have proposed the existence of a non-diagonal, non-rational theory for generic
values of c such that <c < 13. We have tested this proposal by computing cor-
relation functions involving non diagonal fields, for different values of the central
charge and the momentums of the diagonal fields. In this chapter we summarize
the results of our analysis, and suggest some directions for further work.
5.1 Analytic conformal bootstrap
In chapter 3 we discussed how to apply the analytic conformal bootstrap method
to non-diagonal theories. We began by establishing the three main assumptions
of our approach: generic values of the central charge, single-valued correlation
functions, and existence of two independent degenerate fields. Then we derived
degenerate fusion rules (3.28) that are in agreement with these assumptions, and
in section 3.2.2 we defined diagonal and non-diagonal fields based on their fusion
properties with degenerate fields.
In section 3.2.3, using the degenerate fusion rules (3.28) we wrote the crossing
symmetry equations (3.39) for correlation functions involving degenerate fields.
This led to the shift equations (3.43) and (3.45) for two-point structure constants,
and equations (3.41) and (3.44) for three-point structure constants. Those ex-
pressions allowed us to write equations (3.46) for four-point structure constants,
which have the advantage of not involving degenerate OPE coefficients. Writ-
ing these equations in terms of fusion matrix elements we found their explicit
expressions, in terms of ratios of Gamma functions.
In section 3.3.2 we looked for explicit solutions to the shift equations, and
found expressions (3.82), (3.85), (3.87) and (3.94) for the two-point and three-
point structure constants. These expressions are written in terms of Barnes’ dou-
ble Gamma functions, and they apply for cases with diagonal and non-diagonal
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fields. We discussed how these solutions have the correct reflection and permu-
tation properties. The solutions found in this section are meromorphic in the
momentums of the fields, and hold for different values of c.
With the explicit solutions in hand, we discussed the relation between the
non-diagonal and diagonal solutions. We found that our expressions structure
constants reduce to the known ones of the diagonal case when we take all argu-
ments to be diagonal. Furthermore, we found that three-point structure constants
satisfy a geometric-mean-like relationship (3.98). This relation had previously
appeared in [10], and it ultimately originates from similar relations for the shift
equations, (3.101). The geometric mean relation could arise as an educated guess
for the non-diagonal structure constants, based on the holomorphic factorization
of conformal blocks. However, having the explicit expressions shows that there
is a consistent way to take the square root without spoiling analyticity of the
structure constants, and eliminates the sign ambiguity associated with taking the
square root.
The results of the analytic conformal bootstrap were argued to apply to a
large number of theories. For the cases restricted to diagonal fields, we recovered
constants of Liouville theory and generalized minimal models. Then, we checked
that our solutions also apply to A-series and D-series minimal models by using
the shift equations (3.46) to compute four-point correlation functions in the s-
and-t-channel decompositions, finding a good agreement between both channels.
The case of D-series minimal models is particularly interesting, because it allowed
us to test the non-diagonal shift equations.
When looking for solutions to the analytic conformal bootstrap shift-equations
we left aside the case of three-point structure constants with three non-diagonal
fields, and it would be interesting to find an explicit expression for this case. How-
ever, the example of the Ashkin-Teller model showed that its four-point structure
constants, which can involve three-point structure constants of this type, do obey
the shift equations (3.46). Moreover, for some discrete spectrums these structure
constants could be computed directly form the shift equations.
Finally, the three-point structure constants contain a sign factor f2,3(P1). This
factor becomes trivial in certain cases, for example for structure constants with
three diagonal fields, or with non-diagonal fields of integer indices. The factor
f2,3(P1) is necessary for our expression to satisfy the shift equations, but outside
the simple examples mentioned, determining it can be non-trivial. Difficulties
in determining this factor can be a problem when trying to compute four-point
correlation functions in certain channels involving these constants, as we will
discuss in the next section.
5.2 Limits of minimal models
In section 4.2 we proposed a spectrum for a non-rational, non-diagonal theory.
This proposal was obtained by taking a non-rational limit of the minimal models
spectrums such that p, q → ∞ and cp,q → c0 ∈ R. The diagonal sector of the
proposed spectrum (4.61) coincides with the continuous spectrum of Liouville
theory, while the non-diagonal sector S2Z,Z+ 1
2
is built from non-diagonal fields
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V N(r,s) with r ∈ 2Z and s ∈ Z + 12 . This non-diagonal spectrum appeared previ-
ously in [30], where it was used to compute the s-and-t-channels of the correlation
function Z0 (4.71) at c = 0. In that paper the structure constants were deter-
mined by a numerical estimation, without making use of the shift equations, and
certain combinations of correlation functions Z0 were shown to reproduce cluster
connectivities in critical percolation.
Furthermore, we proposed fusion rules for this non-rational theory, based on
the conservation of diagonality (4.27) of minimal models, or equivalently on the
non-triviality conditions (3.54) and (3.55) of the analytic conformal bootstrap.
The fusion rule (4.65) between two diagonal fields is the same rule as in Liouville
theory, and we know from [7] that, when combined with the structure constants
from the analytic conformal bootstrap, it gives rise to crossing symmetric four-
point functions of the type
〈
V DP1V
D
P2
V DP3V
D
P4
〉
. On the other hand, our proposal
(4.66) for the fusion rule between two non-diagonal fields could not be tested,
and constitutes a weaker prediction.
In order to support our proposal for fusion rule (4.62) between diagonal and
non-diagonal fields, we computed four-point correlation functions of the type〈
V DP1V
N
(r2,s2)
V DP3V
N
(r4,s4)
〉
. (5.1)
The s-and-t-channel expansion of these functions are infinite sums over the spec-
trum S2Z,Z+ 1
2
. We presented an argument, based on the convergence of these
sums, indicating that such functions could be extended to complex values of c
such that <c < 13. For this non-diagonal spectrum the structure constants could
be computed by successive application of the shift equations, and in this manner
we computed several examples of four-point functions for different values of c,
and for arbitrary values of the momentums P1 and P3. In all examples we found
a good agreement between the s-and-t-channels, suggesting that these functions
satisfy crossing symmetry.
The examples of section 4.2 provide support for our proposal of a non-rational,
non-diagonal theory with spectrum (4.61) for <c < 13. We can then include it
into the map of known models 1.1, along with the rest of our examples. Identifying
the proposed theory by it’s non-diagonal spectrum, the map becomes,
Liouville theory
Generalized minimal models
S2Z,Z+ 1
2
Minimal models
0 1 13
Ashkin-Teller
c
(5.2)
where the dashed region to the left of <c = 13 indicates where our proposal
should exist.
Even though the examples of section 4.2 show non-trivial verifications of cross-
ing symmetry, further checks would be useful to gain more confidence in our
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proposal. In particular, verifying whether all the proposed fusion rules produce
crossing symmetric four-point functions would be an important step. The re-
maining fusion rules can be tested by computing four-point functions of the type〈
V N(r1,s1)V
N
(r2,s2)
V N(r3,s3)V
N
(r4,s4)
〉
, and and the s-channel decomposition of functions〈
V DP1V
D
P2
V N(r3,s3)V
N
(r4,s4)
〉
. This last calculation would also be useful to follow up on
the results of [30], by determining the remaining quantities needed to compute
connectivities.
The diagonal sector of the proposed theory reproduces correlation functions of
Liouville theory. Then, it is natural to interpret our proposal as a non-diagonal
extension of Liouville theory. This idea could be reinforced by verifying the
remaining fusion rules, showing that computing the diagonal channel of a function
with two diagonal and two non-diagonal fields gives consistent results.
A complementary point of view is that the non-rational limits of minimal
models can be used to ‘navigate’ through the map 5.2, interpolating between
these models. From this point of view, the challenge is evaluating the limit
theories at rational values of c, and recovering the minimal models.
Finally, let us mention that our proposal for a non-rational, non-diagonal
theory is not unique. A second, similar proposal can be obtained by switching
β → 1
β
, obtaining the non-diagonal spectrum SZ+ 1
2
,2Z. Crossing symmetry should
be satisfied in this theory in the same way as in our examples, and it could be
obtained as a non-rational limit of D-series minimal models with p even and q
odd.
5.3 Outlook
The results presented in this thesis offer a few lines for further work. The most
immediate step to take is to complete the analytic conformal bootstrap anal-
ysis by finding an explicit solution for three-point structure constants of three
non-diagonal fields, and to build a numerical implementation for the four-point
functions of section 4.2 that remain to be tested.
In this thesis we have given a proposal for a non-rational, non-diagonal theory,
which could be interpreted as a non-diagonal extension of Liouville theory. We
arrived at this proposal by taking non-rational limits of minimal models spec-
trums, but we mentioned that there are different ways of taking these limits. In
principle, it should be possible to take a different non-rational limit of the mini-
mal models, and obtain a non-diagonal extension of generalized minimal model.
In order to do this, we would need to keep the degeneracy of the fields, and keep
enforcing the fusion rules (4.10) when taking the limit. The differences in the
process of taking this limit could be more clearly controlled while taking limits
of four-point functions, instead of spectrums.
In this sense, it is worth mentioning that the approach of taking limits of
minimal models spectrums is somewhat heuristic, because spectrums and OPEs
acquire their meaning when they are part of correlation functions. For this reason,
it would be important to show that the result is the same when taking the limit
p, q →∞ on a minimal model four-point function, instead of only the spectrum.
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Doing this requires that we choose a sequence of values p, q such that p
q
→ β0
for some non-rational β0, which define a sequence of minimal models. Then, we
should verify that correlation functions of these minimal models approach the
result of our non-rational proposal. Different limits arise because it is necessary
to make a choice on how to identify correlation functions of different theories at
each step of the sequence.
Conversely, an important question is how can we take the limit in the opposite
sense, i.e. how can we recover the minimal models from the limit theory by going
from irrational to rational values of the central charge. Certain aspects of this
process can be non-trivial: Typically, a rational value of the central charge could
produce divergences in the structure constants or the conformal blocks, which
need to be kept under control. Furthermore, it would be necessary to determine
whether the minimal models fusion rules emerge naturally, or have to be imposed
as a supplementary constraint. These questions have been explored recently in
[33], suggesting that under certain conditions it is indeed possible to recover the
minimal models in this way.
Finally, perhaps the most interesting direction would be to extend the non-
diagonal analytic conformal bootstrap analysis to other conformal theories. This
can be done either by relaxing some of the main assumptions of section 3.2.1, or
by studying conformal theories whose symmetry algebra is other than V ⊗ V¯,
and in particular to W-theories.
Firstly, relaxing some of our assumptions could allow us to study theories with
fractional indices, such as the ones discussed in [10]. It would be important to
find a way to apply the results discussed here to that case.
Secondly, extending to W-theories could produce interesting results. One of
the main challenges in this direction is the definition of consistent fusion rules
for the degenerate fields of W-algebras. In the Virasoro algebra case discussed in
this work, it was sufficient to define two different classes of fields, diagonal and
non-diagonal, with different fusion rules with degenerate fields. In the case ofW-
algebras the momentums have many components, and there exist different types
of degenerate fields. The challenge would be to identify how many degenerate
fields are needed to produce constraints analogous to the shift equations (3.46),
and how many different types of fields are needed in order to have a consistent set
of degenerate fusion rules. This extension has been studied in the recent paper
[34].
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Chapter 6
Résumé
Dans cette thèse nous nous concentrons sur la symétrie conforme, et ses con-
séquences sur les théories quantiques des champs bidimensionnelles. Les trans-
formations conformes sont les transformations qui laissent les angles invariants,
et elles forment une classe des transformations plus large que celles du groupe
de Poincaré. En conséquence, les théories conformes des champs possèdent une
symétrie augmentée qui les rende plus faciles à étudier que les théories des champs
génériques. Parfois, ces symétries sont suffisantes pour rendre une théorie com-
plètement résoluble, dans les sens où toutes ses fonctions de corrélation peuvent
être, en principe, déterminées.
Pour étudier les théories conformes des champs nous suivons l’approche con-
nue sous le nom de bootstrap conforme, basée sur l’idée de construire, classifier
et résoudre des théories en imposant des contraintes provenant des symétries et
cohérence seulement. Une des avantages de cette approche est qu’elle permet
d’arriver à des résultats applicables dans une grande classe de théories, car elle
repose sur des principes très généraux. Par contre, le manque d’une descrip-
tion Lagrangienne des théories ainsi construites peut rendre leur interprétation
physique difficile à identifier.
Les résultats principaux de cette thèse ont été publiés dans [12].
6.1 Théories conformes des champs bidimension-
nelles
Nous nous concentrons sur des théories des champs définis sur la sphère de Rie-
mann, décrite par les coordonnés complexes z et z¯. En général ces coordonnés
sont considérés comme indépendants, et les observables physique sont obtenus en
choisissant z¯ = z. Une théorie quantique de champs bidimensionnelle est con-
forme quand l’algèbre de symétrie est ou contient l’algèbre de Virasoro V [6].
Celle-ci est un algèbre de Lie avec une infinité des générateurs, caractérisée para
un paramètre c appelé la charge centrale. La charge centrale peut être écrite en
termes d’un autre paramètre β comme
c = 1− 6
(
β − 1
β
)2
. (6.1)
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Dans les théories conformes discutées ici les champs sont en correspondance
avec les représentations de l’algèbre de symétrie [5]. L’algèbre V a des représenta-
tions de plus haut poids, où tous les états de la représentation s’obtiennent à partir
de l’action d’un sous-ensemble des générateurs de l’algèbre, appelés opérateurs
de création, sur un état primaire. Cet état primaire, et donc la représentation,
est identifié par son poids conforme ∆, qui est une valeur propre de l’opérateur
qui génère les dilatations. Les états obtenus par l’action des opérateurs de créa-
tion sur l’état primaire sont ses descendants. Ils sont aussi des états propres de
l’opérateur de dilatation, et leurs dimensions diffèrent de celle de l’état primaire
par des entiers.
Le module de Verma V∆ est la représentation de plus haut poids la plus large
généré à partir de l’état primaire de poids ∆. Par contre, une représentation
de plus haut poids se dit dégénéré quand un des descendants de l’état primaire
s’annule. Les représentations dégénérées existent pour des valeurs particulières
∆〈r,s〉 du poids conforme de l’état primaire, déterminés par deux nombres entiers
r et s. Ces valeurs sont
∆〈r,s〉 =
c− 1
24
+
1
4
(rβ − s
β
)2 , (6.2)
et nous écrivons une représentation dégénéré comme R〈r,s〉.
Cette thèse étudie des théories conformes dont l’algèbre de symétrie est com-
posée de deux copies de l’algèbre de Virasoro, avec la même charge centrale.
L’algèbre complète est donc V⊗ V¯, où V, dit le secteur gauche ou holomorphe,
représente des transformations agissant sur la coordonné z, et V¯ , dit le secteur
droit ou antiholomorphe, fait de même avec la coordonné z¯. Comme l’algèbre
de symétrie contient deux secteurs, holomorphe et antiholomorphe, un champ
portera deux poids conformes, un pour chaque secteur. Nous écrivons un champ
primaire comme
V∆,∆¯(z) , (6.3)
où nous omettons la dépendance en z¯ dans l’argument. En termes générales, nous
parlons d’une théorie non-diagonale quand elle contient des champs primaires
dont ∆ 6= ∆¯.
Plusieurs théories différentes possédant l’algèbre de symétrie V⊗ V¯ existent,
et elles peuvent être représentes sur le plan complexe des valeurs de la charge
centrale, comme le montre le diagramme suivante [5]:
Liouville theory
Generalized minimal models
Minimal models
0 1
Ashkin-Teller
c
(6.4)
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Dans cette figure la couleur rouge correspond à la théorie de Liouville, une théorie
avec un spectre diagonal, continu et infini, qui existe pour toute valeur de c ∈ C.
Cette théorie est unitaire pour c ∈ R≥1, et à partir de cette région elle peut être
continué aux valeurs c /∈ R<1. Pour c ∈ R<1 il existe une version diffèrent de la
théorie de Liouville qui a le même spectre qu’avant, mais ne peut pas être obtenu
comme une continuation analytique des théories existant pour c /∈ R<1 [7]. La
couleur bleu montre les modèles minimaux généralises, qui existent pour toute
c ∈ C et possèdent un spectre diagonal et infini mais discret. En verte nous
identifions les modèles minimaux. Ces modèles existent seulement pour une série
des valeurs rationnelles de c, qui sont cependant denses sur la demi-droite c ∈ R<1,
et ils possèdent des spectres discrets et finis. Les modèles minimaux obéissent
une classification A-D-E [9], dont les différents modèles ont des spectres différents:
Les modèles de la série A ont des spectres diagonaux, tant que les modèles des
séries D et E ont des spectres non-diagonaux. Les lignes vertes dans la figure
correspondent aux modèles minimales unitaires. Finalement, le cercle jaune situé
à c = 1 représente le modèle d’Ashkin-Teller, un exemple d’une théorie avec un
spectre infini, discret et non diagonal.
Malgré la variété des théories conformes représentes dans la figure 6.4, il n’y a
pas d’exemples d’une théorie non-diagonal existant pour des valeurs génériques de
la charge central. L’objective principal de cette thèse est d’obtenir une extension
de la méthode connu comme bootstrap conforme pour des théories conformes
non-diagonales, à fin de trouver des solutions générales pour ce type des théories.
6.2 Conséquences de la symétrie conforme
La symétrie conforme impose des importantes contraintes sur la structure des
théories des champs. Ici nous discutons les plus importantes d’entre elles, qui
seront la base de la méthode du bootstrap conforme.
Premièrement, la symétrie conforme est suffisante pour fixer complètement la
forme des fonctions de corrélation aux deux-et-trois points. Pour les fonctions à
deux points nous avons〈
V∆1,∆¯1(z1)V∆2,∆¯2(z2)
〉
= B(V1)
δ∆1,∆2δ∆¯1,∆¯2
z2∆112 z¯
2∆¯1
12
, (6.5)
où zij = (zi− zj) et nous avons introduit la constante de structure à deux points
B(V ), qui est indépendante des coordonnés. Le facteur δ∆1,∆2 indique que cette
fonction peut être non-nul seulement si les poids conformes des deux champs
coïncident.
Dans le cas de la fonction à trois points nous trouvons〈
3∏
i=1
V∆i,∆¯i(zi)
〉
= C123
∣∣F (3)(∆1,∆2,∆3|z1, z2, z3)∣∣2 (6.6)
où nous avons introduit la constante de structure à trois points C123 = C(V1, V2, V3),
indépendante des coordonnés, et la fonction
F (3)(∆1,∆2,∆3|z1, z2, z3) = z−∆1−∆2+∆312 z−∆2−∆3+∆123 z−∆3−∆1+∆231 , (6.7)
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dit le bloc conforme à trois points. Dans la formule (6.6), la notation module
carré fait référence au produit des quantités holomorphes et antiholomorphes,
qui sont reliés par les changements zi → z¯i et ∆i → ∆¯i.
À partir des expressions (6.5) et (6.6) nous voyons que les parties non-triviales
des fonctions de corrélation à deux et trois points sont les constantes de struc-
ture B(V ) et C(V1, V2, V3). Ainsi, pour calculer ces fonctions dans une théorie
déterminée il suffit d’identifier ses constantes de structure.
Dans le cas des fonctions à quatre points, la symétrie conforme n’est plus
suffisante pour les déterminer complètement. Pour calculer ces fonctions nous
pouvons profiter d’une propriété des théories conformes appelé l’expansion de
produit d’opérateurs ou OPE, d’après son sigle en anglais. Cet expansion permet
d’écrire le produit de deux opérateurs V1(z1) et V2(z2) se rapprochant l’un de
l’autre comme une somme, sur un certain spectre, des termes composés par un
coefficient fixé par la symétrie conforme et un champ évalué dans le point z2. La
forme générale peut être écrite schématiquement comme
V∆1,∆¯1(z1)V∆2,∆¯2(z2) =
∑
∆3,∆¯3
C123
B3
V∆3,∆¯3(z2) . (6.8)
où V∆3,∆¯3(z2) représente la contribution de toute la famille correspondant au
champ , et nous voyons que les coefficients de chaque terme sont une combinaison
des constantes de structure à deux et trois points. Pour une expression plus
explicite, voir l’équation (2.91). L’ensemble des champs sur lequel la somme est
réalisée s’appelle le spectre de l’OPE, et il est déterminé par un ensemble des
règles connus sous le nom des règles de fusion.
L’OPE permet d’obtenir une expansion similaire pour exprimer les fonctions
à quatre points. Si l’on insère l’OPE (6.8) dans une fonction à quatre points〈∏4
i=1 V∆i,∆¯i(zi)
〉
nous obtenons l’expansion dit du canal s, qui a la forme suivante
〈
4∏
i=1
Vi(zi)
〉
=
∑
s
Ds|1234
∣∣∣∣∣∣∣∣
2
s
3
1 4
∣∣∣∣∣∣∣∣ . (6.9)
Ici, les coefficients D1234(Vs) sont les constants de structure à quatre points, don-
nés par
D1234(Vs) = Ds|1234 =
C12sCs34
Bs
, (6.10)
et les diagrammes représentent les fonctions connus comme blocs conformes du
canal s, qui sont entièrement fixes par l’algèbre de symétrie.
L’expansion (6.9) montre que pour connaître les fonctions à quatre-point nous
avons besoin des mêmes constants de structure que pour les fonctions à deux et
trois points, et en plus il est nécessaire de déterminer les règles de fusion de la
théorie. Avec ces ingrédients il devient possible de décomposer une fonction à n
points en terme des fonctions et coefficients connus, et dans ce sens toutes les
fonctions de corrélation d’une théorie peuvent être, en principe, déterminées. En
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conséquence, pour résoudre une théorie conforme il faut être capable de déter-
miner le spectre de ses OPEs et ses constants de structure.
Jusqu’à ce point nous avons discuté les contraintes que la symétrie conforme
impose sur les champs et les fonctions de corrélations des théories bidimension-
nelles. Pour trouver les éléments manquants, les constants de structure et le
spectre des OPEs, nous pouvons imposer une condition de auto consistance connu
comme symétrie de croisement. L’idée est la suivante: Pour obtenir l’expansion
du canal s, expression (6.9), nous avons inséré l’OPE entre les champs V1 et V2.
Cependant, nous aurons pu utiliser l’OPE entre les champs V1 et V4, ce qui nous
aurait conduits a une expansion différente, l’expansion du canal t, pour la même
fonction à quatre points. Ces deux expansions doivent coïncider, et ainsi nous
arrivons aux équations de la symétrie de croisement:
∑
s
C12sCs34
Bs
∣∣∣∣∣∣∣∣
2
s
3
1 4
∣∣∣∣∣∣∣∣
2
=
∑
∆t,∆¯t
C23tCt41
Bt
∣∣∣∣∣∣∣∣∣∣
2
t
1
3
4
∣∣∣∣∣∣∣∣∣∣
2
. (6.11)
Ces équations forment un système non-linéaire qui pourrait, accompagné des
certaines hypothèses, être suffisant pour déterminer les constantes de structure et
les spectres de chaque canal. La résolution de ce système est au cœur du bootstrap
conforme, qui cherche à résoudre les théories conformes à partir des conditions
de symétrie et auto consistance. Néanmoins, ce système est trop complexe pour
être attaqué en toute généralité, et il est nécessaire de trouver des stratégies pour
le simplifier et trouver ses solutions.
Dans ce travail nous allons suivre le bootstrap conforme analytique, dont
l’idée principal est d’utiliser un type spécial de champ, connus comme champs
dégénère, qui se caractérisent par la propriété que ses OPEs, et en conséquences
les fonctions de corrélations qui ont des champs dégénères, ont des spectres finis et
connus. En utilisant ces champs dégénères il devienne possible d’avoir un système
d’équations de symétrie de croisement fini et plus facilement résoluble.
6.3 Bootstrap conforme
Notre étude des théories conformes non-diagonales repose sur trois hypothèses
principales:
• Charge centrale générique: Nous considérons que la charge centrale c de
l’algèbre de Virasoro peut prendre des valeurs complexes arbitraires. Cette
hypothèse vise à éviter des particularités associées à des valeurs spécifiques
de c, comme l’existence des modèles minimaux pour c rationnelle.
• Fonctions de corrélation univalués: Nous considérons que toutes les fonc-
tions de corrélation entre les champs appartenant au spectre d’une théorie
doivent être univalués. Cette restriction implique, comme il est décrit dans
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le chapitre 3, que le spin des champs primaires du spectre doit obéir
S = ∆− ∆¯ ∈ 1
2
Z . (6.12)
• Existence des champs dégénérés: Notre analyse est basée sur l’étude des
fonctions de corrélation qui incluent les champs dégénérés diagonaux V〈2,1〉
et V〈1,2〉, dont les poids conformes sont
∆〈2,1〉 =
c− 1
24
+
1
4
(
2β − 1
β
)2
, (6.13)
∆〈1,2〉 =
c− 1
24
+
1
4
(
β − 2
β
)2
. (6.14)
Nous considérons que ces champs existent, dans le sens ou nous pouvons
étudier des fonctions de corrélation qui les incluent même s’ils ne font pas
partie du spectre d’une théorie.
6.3.1 Champs diagonaux et non-diagonaux
À partir de nos assomptions nous pouvons déduire des contraintes sur le spectre
d’une théorie non-diagonale. Pour que nos assomptions soient cohérentes entre
elles il est nécessaire que les OPEs incluant au moins un champ dégénéré pro-
duisent des champs qui respectent les assomptions de charge centrale générique
et spin demi-entier (6.12). Les OPEs prennent une forme plus simple si nous
exprimons les poids conformes comme
∆ =
c− 1
24
+ P 2 , (6.15)
où P s’appelle l’impulsion. En termes des impulsions, le spin d’un champ est
S = ∆− ∆¯ = P 2 − P¯ 2 . (6.16)
Ainsi, nous trouvons dans le chapitre 3 que dans une théorie obéissant à nos
assomptions les champs portent des étiquettes σ, σ˜ ∈ {1,−1} qui contrôlent ses
OPEs avec les champs dégénérés. Ces OPEs prennent la forme suivante
V〈2,1〉 × V σ,σ˜P,P¯ =
∑
=±
V σ,σ˜
P+
β
2
,P¯+σ
β
2
, V〈1,2〉 × V σ,σ˜P,P¯ =
∑
=±
V σ,σ˜
P− 
2β
,P¯− σ˜
2β
. (6.17)
Les champs d’une telle théorie peuvent être classifiés en deux groupes, selon
la relation entre σ et σ˜. Afin de fixer les conventions, nous allons prendre σ = 1
sans perte de généralité. Les deux types de champs sont:
• Champs diagonaux, σ˜ = σ. Les impulsions gauche et droite de ces champs
satisfassent
P¯ = P , (6.18)
et elles ne sont pas soumises à d’autres contraintes, pouvant prendre en
principe des valeurs arbitraires. Les champs diagonaux ont S = 0, et ils
seront parfois désignés par
V DP = V
+,+
P,P . (6.19)
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• Champs non-diagonaux, σ˜ = −σ. Dans ce cas, les impulsions des champs
sont donnés à partir de deux indices r et s, telles que r, s, rs ∈ 1
2
Z. Les
impulsions gauche et droite sont
P = P(r,s) =
1
2
(
rβ − s
β
)
, (6.20)
P¯ = P(r,−s) , (6.21)
(6.22)
et le spin est donné par
S = P 2 − P¯ 2 = −rs . (6.23)
Un champ non-diagonal peut être indiqué par
V N(r,s) = V
+,−
P(r,s),P(r,−s) . (6.24)
Il est important de signaler que les champs diagonaux et non-diagonaux se dis-
tinguent non seulement par les valeurs qui peuvent prendre ses impulsions, mais
fondamentalement par ses OPEs (6.17) avec les champs dégénérés. Par exemple,
les champs V DPr,0 et V
N
(r,0) ont les mêmes impulsions gauche et droite. Cependant,
l’OPE avec le champ dégénéré V〈1,2〉 produit des champs de spin 0 dans le cas
du champ diagonal V DPr,0 , et des champs de spin ±r dans le cas du champ non-
diagonal V N(r,0).
La forme des impulsions et les règles de fusion des champs non-diagonaux ont
été dérivées dans le cas des champs de spin non-zéro. Cependant, dans l’exemple
précédent nous avons appliqué ce résultat aux champs non-diagonaux de spin 0.
En faisant ceci nous avons pris une assomption supplémentaire que nous allons
maintenir pendant le reste de ce travail: l’idée que nous avons choisi une base
dont les champs diagonaux et non-diagonaux ne se mélangent pas, dans le sens,〈
V DP(r,0)V
N
(r,0)
〉
= 0 . (6.25)
Celle-ci est une hypothèse supplémentaire et non une restriction imposée sur la
fonction à deux points par la symétrie conforme. Certains modèles minimaux de
la série D ont des champs diagonaux et non-diagonaux avec les mêmes impulsions
qui respectent l’équation (6.25).
6.3.2 Équations pour les constantes de structure
Pour ces champs diagonaux et non-diagonaux, nous pouvons écrire les OPEs
dégénérés de façon plus complète de la forme suivante
V〈2,1〉V =
∑
=±
C(V )V
 , V〈1,2〉V =
∑
=±
C˜(V )V
˜ , (6.26)
où nous avons introduit les coefficients de l’OPE dégénéré C±(V ) et C˜±(V ), et
les notations
V = V σ,σ˜
P,P¯
=⇒ V  = V σ,σ˜
P+
β
2
,P¯+σ
β
2
, V ˜ = V σ,σ˜
P− 
2β
,P¯− σ˜
2β
. (6.27)
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À partir de ces OPEs nous pouvons écrire les équations de symétrie de croise-
ment pour une fonction à quatre points qui inclue des champs dégénérés. Prenons
par exemple la fonction 〈V〈2,1〉(x)V1(0)V2(∞)V3(1)〉, où les champs V1, V2 et V3
peuvent être diagonaux ou non, et nous pouvons fixer leurs positions grâce aux
transformations conformes. La symétrie de croisement s’exprime par〈
V〈2,1〉V1V2V3
〉
=
∑
1=±
d(s)1 F (s)1 F¯ (s)σ11 =
∑
3=±
d(t)3 F (t)3 F¯ (t)σ33 , (6.28)
où F (s) ,F (t) sont les blocs conformes dégénérés à quatre points (voir chapitre 3
pour son expression en termes de fonctions hypergéométriques), et les constantes
de structure quatre points dégénérés sont
d(s) = C(V1)C(V

1 , V2, V3) . (6.29)
Les expansions du canal s et t expriment la fonction à quatre points dans deux
bases différentes. Ces bases sont reliés par une matrice dit la matrice de fusion, et
à partir de ces relations nous pouvons déterminer les rapports des coefficients de
ces expansions. La première conséquence que nous trouvons est que la fonction
(6.28) admet une solution non-trivial seulement si
3∑
i=1
si ∈ Z , (6.30)
où les indices font référence aux indices des champs non-diagonaux, i.e. si = 0 si
Vi est diagonal. Une condition similaire existe pour les fonctions à quatre points
avec le champ dégénéré V〈1,2〉, avec les indices ri au lieu de si. Ces conditions de
non-trivialité peuvent être interprétées comme des contraintes sur les constantes
de structure à trois points. Dans ce sens là, les constantes de structure d’une
théorie qui obéisse à nos hypothèses doivent satisfaire
C(V1, V2, V3) 6= 0⇒
3∑
i=1
si ,
3∑
i=1
ri ∈ Z. (6.31)
Si les conditions de non-trivialité sont respectées, les rapports des coefficients
peuvent être connus explicitement. Nous définissons le rapport ρ(V1|V2, V3) = d
(s)
+
d
(s)
−
,
qui s’exprime en termes des constantes de structure comme
ρ(V1|V2, V3) = C+(V1)C(V
+
1 , V2, V3)
C−(V1)C(V −1 , V2, V3)
, (6.32)
où
ρ(V1|V2, V3) = −(−1)2s2 Γ(−2βP1)
Γ(2βP1)
Γ(−2βσ1P¯1)
Γ(2βσ1P¯1)
(6.33)
×
∏
±,± Γ(
1
2
+ βP1 ± βP2 ± βP3)∏
±,± Γ(
1
2
− βσ1P¯1 ± βP¯2 ± βP¯3) . (6.34)
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Nous appelons les expressions comme (6.32) une équation de shift, car elle relie
des valeurs des constantes de structure dont les impulsions diffèrent par ±β.
Si l’on regarde une fonction à quatre points avec deux champs dégénérés, nous
pouvons trouver des relations similaires pour les coefficients des OPEs dégénérés
et la constante de structure à deux points. À partir de la fonction
〈
V〈2,1〉V1V〈2,1〉V1
〉
nous trouvons un rapport qui dépend seulement du champ V1,
ρ(V1) =
C+(V1)
2B(V +1 )
C−(V1)2B(V −1 )
, (6.35)
avec
ρ(V ) = −Γ(−2βP )Γ(−2βσP¯ )
Γ(2βP )Γ(2βσP¯ )
Γ(β2 + 2βP )Γ(1− β2 + 2βP )
Γ(β2 − 2βσP¯ )Γ(1− β2 − 2βσP¯ ) . (6.36)
Nous avons aussi des relations similaires qui correspondent aux fonctions à
quatre points avec le champ dégénéré V〈1,2〉:
ρ˜(V1|V2, V3) = C˜+(V1)C(V
+˜
1 , V2, V3)
C˜−(V1)C(V −˜1 , V2, V3)
, (6.37)
et
ρ˜(V1) =
C˜+(V1)
2B(V +˜1 )
C˜−(V1)2B(V −˜1 )
, (6.38)
où les rapports ρ˜(V1|V2, V3) et ρ˜(V1) sont
ρ˜(V1|V2, V3) = −(−1)2r2 Γ(2β
−1P1)
Γ(−2β−1P1)
Γ(2β−1σ˜1P¯1)
Γ(−2β−1σ˜1P¯1)
×
∏
±,± Γ(
1
2
− β−1P1 ± β−1P2 ± β−1P3)∏
±,± Γ(
1
2
+ β−1σ˜1P¯1 ± β−1P¯2 ± β−1P¯3) , (6.39)
et
ρ˜(V ) = − Γ(2β
−1P )Γ(2β−1σ˜P¯ )
Γ(−2β−1P )Γ(−2β−1σ˜P¯ )
× Γ(β
−2 − 2β−1P )Γ(1− β−2 − 2β−1P )
Γ(β−2 + 2β−1σ˜P¯ )Γ(1− β−2 + 2β−1σ˜P¯ ) . (6.40)
En combinant les expressions (6.32) et (6.35), et aussi (6.37) et (6.38) nous
pouvons écrire des équations de shift pour les constantes de structure à quatre
points,
D1234(V
+
s )
D1234(V −s )
=
ρ(Vs|V1, V2)ρ(Vs|V3, V4)
ρ(Vs)
,
D1234(V
+˜
s )
D1234(V −˜s )
=
ρ˜(Vs|V1, V2)ρ˜(Vs|V3, V4)
ρ˜(Vs)
.
(6.41)
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Il est important de signaler que les coefficients des OPEs dégénérés n’apparaissent
plus dans les expressions (6.41), et alors ces équations peuvent être utilisées di-
rectement pour calculer des constantes de structure itérativement et vérifier la
symétrie de croisement.
À fin de résoudre les équations de shift pour les constantes de structure à
trois points, il est nécessaire de discuter sur la normalisation des champs. Nous
pouvons rénormaliser les champs en faisant une transformation
Vi(z)→ λiVi(z) , (6.42)
où le facteur λi est indépendant de (z). Dans une théorie particulière certains
critères peuvent être pris pour fixer la normalisation. Par exemple, nous pouvons
choisir λi de sorte que la constante de structure à deux points ou les coeffi-
cients dégénérés des OPE soient fixés à 1. Ici nous prenons une normalisation
de référence, et nous allons résoudre les équations de shift pour les quantités qui
sont invariantes par renormalisation. Nous écrivons la constante de structure à
trois points comme
C123 =
(
3∏
i=1
Yi
)
C ′123 , (6.43)
où C ′123 est la constante dans notre normalisation de référence, et les facteurs Y (V )
prennent en compte les changements de normalisation. Suite à une transformation
du type (6.42), les constantes de structure se transforment selon
B(Vi)→ λ2iB(Vi) , Y (Vi)→ λiY (Vi) . (6.44)
Ainsi, nous allons déterminer les facteurs qui sont invariantes par renormali-
sation des champs, i.e.
C ′123 et Y
2
i B
−1
i . (6.45)
Ces facteurs sont les seuls dont nous avons besoin pour vérifier la symétrie de
croisement, et donc la cohérence de la théorie. Ceci peut se voir en écrivant la
constante de structure à quatre points comme
Ds|1234 =
(
4∏
i=1
Yi
)
C ′12sC
′
s34
Y 2s
Bs
, (6.46)
où nous voyons que le facteur qui dépend de la normalisation sera le même dans
les deux canaux.
Pour trouver la constante à trois points C ′123, nous introduisons des nouveaux
rapports ρ′(V1|V2, V3) et ρ˜′(V1|V2, V3),
ρ′(V1|V2, V3) = C
′(V +1 , V2, V3)
C ′(V −1 , V2, V3)
, ρ˜′(V1|V2, V3) = C
′(V +˜1 , V2, V3)
C ′(V −˜1 , V2, V3)
, . (6.47)
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En combinant ces expressions avec (6.32) nous voyons que la combinaison
ρ(V1|V2, V3)
ρ′(V1|V2, V3) =
C+(V1)Y (V
+
1 )
C−(V1)Y (V −1 )
, (6.48)
dépend seulement du champ V1. Ceci veut dire que ρ′(V1|V2, V3) peut absorber
toute la partie de ρ(V1|V2, V3) qui dépends des combinaisons des trois impulsions.
Un analyse similaire peut être suivi avec ρ˜′(V1|V2, V3), et de cette manière nous
trouvons que C ′123 obéisse
C ′(V +1 , V2, V3)
C ′(V −1 , V2, V3)
= (−1)2s2β−4β(P1+σ1P¯1)
∏
±,± Γ
(
1
2
+ β(P1 ± P2 ± P3)
)∏
±,± Γ
(
1
2
− β(σ1P¯1 ± P¯2 ± P¯3)
) , (6.49)
C ′(V +˜1 , V2, V3)
C ′(V −˜1 , V2, V3)
= (−1)2r2β− 4β (P1+σ˜1P¯1)
∏
±,± Γ
(
1
2
− β−1(P1 ± P2 ± P3)
)∏
±,± Γ
(
1
2
+ β−1(σ˜1P¯1 ± P¯2 ± P¯3)
) ,
(6.50)
où les puissances de β dans les préfacteurs ont été choisies de manière convention-
nelle pour éviter l’apparition des facteurs similaires dans la constante de structure.
Une fois que nous avons identifié la partie des équations de shift (6.32) qui cor-
responds C ′123, nous pouvons déduire les équations pour l’autre facteur invariant
par renormalisation Y 2B−1(V ). Ces équations sont
(Y 2B−1)
(
V +1
)
(Y 2B−1)
(
V −1
) = −β8β(P1+σ1P¯1) Γ(−2βP1)Γ(−2βσ1P¯1)
Γ(2βP1)Γ(2βσ1P¯1)
× Γ(β
2 − 2βσ1P¯1)Γ(1− β2 − 2βσ1P¯1)
Γ(β2 + 2βP1)Γ(1− β2 + 2βP1) , (6.51)
(Y 2B−1)
(
V +˜1
)
(Y 2B−1)
(
V −˜1
) = −β8β−1(P1+σ˜1P¯1) Γ(2β−1P1)Γ(2β−1σ˜1P¯1)
Γ(−2β−1P1)Γ(−2β−1σ˜1P¯1)
× Γ(β
−2 + 2β−1σ˜1P¯1)Γ(1− β−2 + 2β−1σ˜1P¯1)
Γ(β−2 − 2β−1P1)Γ(1− β−2 − 2β−1P1) . (6.52)
Les équations de shift (6.49), (6.50) pour C ′(V1, V2, V3), et (6.51) et (6.52)
pour Y 2B−1(V ), déterminent comment les constantes de structure se comportent
face aux changements des impulsions par ±β et ± 1
β
. Si l’on considère que les
constantes de structure sont des fonctions SMOOTH des impulsions, les équations
de shift sont suffisantes pour déterminer les constantes de structure à un facteur
prés si β2 est un nombre réel irrationnel. Nous écrivons cette condition comme
β2 ∈ R, et cherchons de résoudre les équations de shift dans ce cas-ci. Il y a deux
régimes possibles: soit β ∈ R, et donc c < 1, ou β ∈ iR, c ≥ 25 et nous prenons
la paramétrisation β = ib avec b ∈ R. Les cas hors de ce régime sont discutés
dans le chapitre 3.
Une dernière remarque: pour le cas β = ib les équations de shift peuvent être
réécrites directement à exception des prefacteurs en puissances de β, qui doivent
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être modifiés selon
ββ(P1+σP¯1) → bib(P1+σ1P¯1) , (6.53)
β
1
β
(P1+σ˜P¯1) → b− ib (P1+σ˜1P¯1) . (6.54)
Nous pouvons maintenant écrire des expressions explicites pour les constantes
de structure. Ces solutions seront exprimées en termes de la fonction double
gamma de Barnes, Γω(x), qui est invariant par ω → 1ω et obéisse
Γω(x+ ω)
Γω(x)
=
√
2pi
ωωx−
1
2
Γ(ωx)
. (6.55)
La fonction Γω(x) est bien défini pour <ω > 0 et elle est une fonction méromorphe
de x avec des pôles pour
x = −mω − nω−1 , m, n ∈ N . (6.56)
Pour écrire les solutions nous prenons ω = β ou ω = b, selon le cas.
Nous commençons par le facteur Y 2B−1(V ) dans le cas β ∈ R. À partir des
équations (6.55) nous pouvons vérifier que l’ansatz
(Y 2B−1)
(
V σ,σ˜
P,P¯
)
= (−1)P 2−P¯ 2
∏
±
Γβ(β ± 2P )Γβ(β−1 ± 2P¯ ) , (6.57)
obéisse aux équations de shift.
Quand le champ V σ,σ˜
P,P¯
est diagonal la solution (6.57) se simplifie et nous
obtenons
(Y 2B−1)(V DP ) =
1∏
±Υβ(β ± 2P )
, (6.58)
où nous avons introduit une autre fonction spéciale
Υω(x) =
1
Γω(x)Γω(ω + ω−1 − x) . (6.59)
Dans le cas β = ib, b ∈ R, la solution prends la forme
(Y 2B−1)
(
V σ,σ˜
P,P¯
)
=
(−1)P 2−P¯ 2∏
± Γb(±2iP )Γb
(
(b+ 1
b
)± 2iP¯) , (6.60)
et si le champ est diagonal nous avons
(Y 2B−1)(V DP ) =
∏
±
Υb(±2iP ) . (6.61)
Nous nous concentrons maintenant sur les solutions pour la constante de struc-
ture à trois points C ′(V1, V2, V3). Ces solutions sont plus simples quand le champ
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V1 est diagonal, i.e. V1 = V D1 , et donc nous nous concentrons sur ce cas-ci. Pour
β ∈ R nous avons,
C ′
(
V DP1 , V2, V3
)
=
f2,3(P1)∏
±,±
Γβ(
β
2
+ 1
2β
+ P1 ± P2 ± P3)
× 1∏
±,±
Γβ(
β
2
+ 1
2β
− P1 ± P¯2 ± P¯3)
. (6.62)
Où le facteur f2,3(P1) ∈ {−1,+1} doit être déterminé à partir des équations de
shift suivantes
f2,3(P1 +
β
2
)
f2,3(P1 − β2 )
= (−1)2s2 , f2,3(P1 +
1
2β
)
f2,3(P1 − 12β )
= (−1)2r2 . (6.63)
La détermination de ce facteur est simple dans certains cas. Par exemple, quand
il y a un autre champ diagonal, ou quand les indices des champs diagonaux sont
des nombres entiers, nous avons f2,3(P1) = 1.
Quand les trois champs sont diagonaux, la solution peut être exprimée en
termes des fonctions Υβ(x),
C ′(V D1 , V
D
2 , V
D
3 ) =
∏
±,±
Υβ
(
β
2
+ 1
2β
+ P1 ± P2 ± P3
)
(6.64)
= C ′D(P1, P2, P3) . (6.65)
Dans la deuxième ligne nous avons écrit la constante de structure diagonal C ′D
comme une fonction des impulsions seulement. Ignorant des facteurs dépendants
de la normalisation, cette expression coïncide avec celle qui a été dérivée dans
[19].
Pour le cas β = ib la solution pour la constante de structure prends la forme
C ′
(
V DP1 , V2, V3
)
= f2,3(P1)
∏
±,±
Γb
(
b
2
+ 1
2b
+ i(P1 ± P2 ± P3)
)
×
∏
±,±
Γb
(
b
2
+ 1
2b
− i(P1 ± P¯2 ± P¯3)
) , (6.66)
où le facteur f2,3(P1) obéisse les mêmes équations qu’avant. Dans ce cas, la
solution pour trois champs diagonaux est
C ′(V D1 , V
D
2 , V
D
3 ) =
1∏
±,±Υb
(
b
2
+ 1
2b
+ i(P1 ± P2 ± P3)
) (6.67)
= C ′D(P1, P2, P3) , (6.68)
qui donne la partie invariante par renormalisation de la célèbre solution DOZZ
pour les constantes de structure de la théorie de Liouville, nommé après Dorn,
Otto [20] et Zamoldchikov & Zamolodchikov [21].
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Il est intéressant de noter la relation qui existe entre les constantes de structure
des théories diagonales et non-diagonales. Les équations (6.64) et (6.67) montrent
que les solutions diagonales peuvent être obtenues comme un cas particulier des
solutions non-diagonales. En plus, à partir des expressions explicites (6.62) et
(6.66) nous pouvons écrire
C ′2(V D1 , V2, V3) = C
′D(P1, P2, P3)C ′D(P1, P¯2, P¯3) , (6.69)
ce qui nous amène à exprimer les constantes de structure non-diagonales comme
une moyenne géométrique des constantes de structure diagonales, i.e.
C ′(V1, V2, V3) =
√
CD(P1, P2, P3)CD(P¯1, P¯2, P¯3) . (6.70)
Des relations de ce type apparaissent dans l’étude des théories non-diagonales,
[22, 23, 24], et dans [10] elles ont été utilisées pour calculer des rapports entre
certaines constantes de structure. Cependant, la présence de la racine carrée
pourrait poser certains problèmes en termes d’analyticité des solutions, et de
la détermination du signe des constantes. Les solutions explicités présentées ici
n’ont pas ces problèmes, et montrent qu’il est possible de prendre la racine carrée
d’une manière précise pour construire des solutions non-diagonales.
Les relations du type (6.70) apparaissent au niveau des équations de shift,
et dans l’appendice de [12] il est discuté qu’elles sont une propriété d’un type
particulier des systèmes d’équations.
6.4 Fonctions à quatre points
Dans cette section nous discutons des exemples des théories où nos solutions sont
valables. Nous présentons aussi une proposition pour une théorie non-diagonal
et non-rational dont certaines les fonctions à quatre points obéissent la symétrie
de croisement, et qui peut être obtenu comme un limite des modèles minimaux.
6.4.1 Exemples des théories connus
Nous avons montré que les constantes de structure des théories diagonales peuvent
être obtenues comme des cas particuliers des constantes de structure des théories
non-diagonales. Ceci veut dire que nos solutions son directement applicables aux
théories diagonales telles que la théorie de Liouville, les modèles minimaux de la
série A ou les modèles minimaux généralisés. Une discussion plus détaillé de ces
modèles se trouve dans le chapitre 4.
Nous allons discuter ici les cas des modèles minimaux de la série D, car ils
nous permettent de tester les constantes de structure non-diagonales. Ces modèles
minimaux existent pour des valeurs rationnelles de la charge centrale, donnés en
termes de deux entiers positifs copremiers p et q, dont un est pair. Ces valeurs
de c correspondent à prendre β2 = p
q
, et sont
cpq = 1− 6(p− q)
2
pq
. (6.71)
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Les valeurs cpq sont denses dans la demi-droite c < 1.
Le spectre des modèles minimaux de la série D est composé d’une quantité
finie des champs dégénérés, et peut être divisé en un secteur diagonal et un secteur
non-diagonal. Prenant q pair afin de fixer les conventions, nous pouvons exprimer
le spectre en termes des représentations associés à chaque champ. Si R〈r,s〉 est la
représentation associé au champ V〈r,s〉 nous avons
SD-seriesp,q =
1
2
q−1⊕
r
2
=1
p−1⊕
s=1
∣∣R〈r,s〉∣∣2︸ ︷︷ ︸
Diagonal
⊕1
2
⊕
1≤r≤q−1
r≡ q
2
mod 2
p−1⊕
s=1
R〈r,s〉 ⊗ R¯〈q−r,s〉
︸ ︷︷ ︸
Non-diagonal
. (6.72)
Ces spectres ont des propriétés différentes selon q = 0 mod 4 ou q = 2 mod 4. Si
q = 2 mod 4, les représentations R〈 q
2
,s〉⊗R〈 q
2
,s〉 apparaît deux fois dans le spectre:
une fois dans le secteur diagonal et une fois dans le secteur non-diagonal. Dans
ce cas, nous avons des champs diagonaux et non-diagonaux qui ont les mêmes
dimensions, comme nous avons discuté dans la section 6.3.1. Si q est multiple de
4 ce phénomène ne se produit pas.
Les règles de fusion de ces modèles sont connues [22, 23, 24, 25, 26], et dans
une certaine base elles obéissent à une règle que nous appelons la conservation de
la diagonalité. Ceci veut dire que l’OPE entre deux champs diagonaux ou deux
champs non-diagonaux produit des champs diagonaux, tandis qu’un OPE entre
en champ diagonal et un champ non-diagonal produit des champs non-diagonaux.
Nous pouvons exprimer cette propriété comme
D ×D = N ×N = D, D ×N = N . (6.73)
Pour vérifier que les constantes de structure de la section précédente pro-
duisent des fonctions à quatre points qui respectent la symétrie de croisement
dans ces modèles minimaux, nous calculons numériquement des fonctions de cor-
rélation et comparons les deux canaux. Nous nous concentrons sur des fonctions
du type Z(x) =
〈
V D〈r1,s1〉(x)V
N
〈r2,s2〉(0)V
D
〈r3,s3〉(∞)V N〈r4,s4〉(1)
〉
où, d’après les règles
(6.73), les expansions du canal s et t sont des sommes sur le spectre non-diagonal.
Dans ce cas-ci les constantes de structure à quatre points peuvent être calculées
directement par itération des équations de shift, et nous suivons cette méthode.
Les détails de calculs numériques peuvent être consultés dans l’appendice
4.A. Les calculs présentés ici sont basés sur le package de Python de bootstrap
conforme à deux dimensions disponible sur GitHub[27].
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• Modèle minimal de la série D avec (p, q) = (7, 8) .
Z(x) =
〈
V D(5,4)V
N
(6,4)V
D
(3,2)V
N
(6,2)
〉
. (6.74)
Champs primaires:[
s-channel : V N(4,6) + V
N
(4,3)
t-channel: V N(4,3) + V
N
(4,5)
]
(6.75)
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Figure 6.1: Fonction à quatre points dans un modèle minimal de la série D avec
q = 0 mod 4.
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• Modèle minimal de la série D avec (p, q) = (7, 10) .
Z(x) =
〈
V D(5,4)V
N
(5,4)V
D
(7,5)V
N
(7,2)
〉
. (6.76)
Champs primaires:
s-channel : V N(5,6) + V
N
(5,3) + V
N
(7,6) + V
N
(7,3) + V
N
(9,6)+
V N(9,3)
t-channel: V N(3,3) + V
N
(3,5) + V
N
(5,3) + V
N
(5,5) + V
N
(7,6)+
V N(7,5)
 (6.77)
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Figure 6.2: Fonction à quatre points dans un modèle minimal de la série D avec
q = 2 mod 4.
Ces exemples montrent que les canaux s et t des fonctions à quatre points cal-
culés à partir des équations de shift de la coïncident avec une précision supérieure
à 10−8 pendant la majorité de intervalle. Les différences plus importantes se trou-
vent prés des extrêmes x = 0 et x = 1, ce qui est attendu d’après les propriétés
des blocs conformes de chaque canal: Les blocs du canal s divergent près de
x = 1, tandis que les blocs du canal t divergent près de x = 0. Nous prenons
ces exemples et ceux que se trouvent dans le chapitre 4 comme évidence que
la symétrie de croisement est respectée par les fonctions à quatre points de ces
modèles calculés avec nos constantes de structure.
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6.4.2 Limite des modèles minimaux
Si nos constantes de structure non-diagonales donnent lieu à des fonctions à
quatre points consistantes dans les modèles minimaux de la série D, ces théories
sont assez particulières: elles existent pour des valeurs rationnelles de c, et leurs
spectres sont finis. Nous allons construire dans cette section une proposition pour
une famille des théories non-diagonales et non-rationnelles qui existent pour des
valeurs plus génériques de c.
Pour construire notre proposition, nous prenons une limite non-rationnelle des
modèles minimaux: Comme les modèles minimaux de la série D existent pour
des valeurs c = cp,q qui sont denses dans la demi-droite c < 1, nous pouvons
rapprocher n’importe quelle valeur irrationnelle c = c0 ∈ R<1 en choisissant p, q
suffisamment grandes. Notre proposition est qu’une théorie non-diagonale existe
à ces valeurs c0, et son spectre Sc0 peut être obtenu comme
Sc0 = limp,q→∞
cp,q→c0
SMMp,q , (6.78)
où SMMp,q est le spectre d’un modèle minimal.
Nous prenons maintenant la limite du spectre des modèles minimaux de la
série D, (6.72). Pour prendre cette limite nous devons choisir le comportement
des indices r, s de chaque représentation quand p, q →∞. Les champs du secteur
non-diagonal ont un spin
S(r,s) = −(r − q
2
)(s− p
2
) ∈ Z . (6.79)
Comme les spins sont discrets, nous voulons envoyer p, q → ∞ en les laissant
constants. Nous pouvons faire une réparamétrisation du spectre afin que ce choix
soit plus évident. Quand c = cp,q nous avons
∆〈r,s〉 = ∆〈r−λq,s−λp〉 , (6.80)
pour toute λ ∈ R. En choisissant λ = 1
2
nous pouvons renommer les indices
comme
r → r − q
2
, (6.81)
s→ s− p
2
, (6.82)
et le spectre (6.72) est réécrit comme
SD-seriesp,q =
1
2
q
2
−1⊕
r
2
=1− q
2
p
2
−1⊕
s=1− p
2
∣∣R〈r,s〉∣∣2 ⊕ 1
2
⊕
|r|≤ q
2
−1
r∈2Z
p
2
−1⊕
s=1− p
2
R〈r,s〉 ⊗ R¯〈r,−s〉 , (6.83)
où maintenant nous avons valeurs négatives des indices, les indices ∈ Z + 1
2
, et
les spins des champs sont maintenant
S = −rs , (6.84)
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comme pour les champs diagonales de la section 6.3.1 Dans cette notation, pren-
dre la limite p, q → ∞ en laissant les spins constants veut dire que les in-
dices r, s restent inchangés. Dans le secteur diagonal SD,D-seriesp,q , quand nous
envoyons p, q → ∞ les bornes supérieure et inférieure pour r, s vont aussi vers
∞, de sorte que les indices prennent tous les valeurs possibles. Dans la limite,
β2 = p
q
→ β20 ∈ R, et les impulsions des champs diagonaux avec indices r, s ∈ Z
couvrent toute la droite réel. Alors, en prenant la limite nous trouvons un spectre
continu qui coïncide avec celui de la théorie de Liouville (voir chapitre 4),
lim
p,q→∞
p
q
→β20∈R
SD,D-seriesp,q =
1
2
∫
R
dP |VP |2 ⊕ S2Z,Z+ 1
2
, (6.85)
Pour le secteur non-diagonal SN,D-seriesp,q nous suivons la même procédure: en
envoyant p, q → ∞ les bornes pour les indices r, s vont vers ∞, et les indices
prennent des valeurs (r, s) ∈ 2Z,Z+ 1
2
. Dans ce cas ci le spectre reste discret, car
les spins prennent des valeurs discrètes. Nous avons
lim
p,q→∞
p
q
→β20∈R
SN,D-seriesp,q =
1
2
S2Z,Z+ 1
2
, (6.86)
où SX,Y = ⊗r∈X ⊗s∈Y VP(r,s) ⊗ V¯P(r,−s) . Des spectres de ce type ont été proposés
dans [29] comme des spectres des théories conformes non-minimales avec c < 1.
En prenant la limite nous arrivons à un spectre dont le secteur diagonal est
donné par (6.85), et le secteur non-diagonal par (6.86). Pour calculer des fonc-
tions à quatre points nous avons besoin des règles de fusion pour des champs
appartenant à ce spectre. Nous proposons des règles de fusion qui obéissent à
la conservation de la diagonalité (6.73), pour deux raisons: D’un coté, ces règles
seraient une extension de celles du modèle minimal, qui obéissent cette propriété.
De l’autre, dans une théorie avec spectre non-diagonal S2Z,Z+ 1
2
la conservation
de la diagonalité est garanti par les conditions de non-trivialité (6.31). Ainsi, la
règle qui donne une expansion sur le secteur non-diagonal serait
V DP1 × V N(r2,s2) =
∑
r∈2Z
∑
s∈Z+ 1
2
V N(r,s) . (6.87)
Dans le chapitre 4 nous discutons les autres règles de fusions proposées.
A fin d’utiliser cette règle pour calculer des fonctions de corrélation, nous
devons déterminer quelle est la condition pour que une expansion sur le spectre
S2Z,Z+ 1
2
converge. Chaque terme de l’expansion se comporte, à premier ordre,
comme une exponentiel décroissant dans la dimension conforme ∆ + ∆¯, et donc
la condition de convergence est
∆ + ∆¯ →
r,s→∞
0 . (6.88)
Pour les champs non-diagonaux du spectre (6.86) la dimension conforme est
∆(r,s) + ∆¯(r,−s) =
c− 1
12
+
1
2
(
r2β2 +
s2
β2
)
, (6.89)
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qui tends vers ∞ quand r, s→∞ si <β2 > 0 i.e. <c < 13.
À partir de la règle (6.87) nous pouvons calculer des fonctions à quatre points
pour vérifier la symétrie de croisement. Nous nous concentrons sur des fonctions
du type Z(x) =
〈
V DP1(x)V
N
(r2,s2)
(0)V DP3(∞)V N(r4,s4)(1)
〉
où P1, P3 peuvent prendre
des valeurs arbitraires, (ri, si) ∈ 2Z × Z + 12 , i = 2, 4, et avec une charge cen-
trale tel que <c < 13. Nous montrons à continuation quelques exemples, où les
constantes de structure ont été calculées par application récurrente des équations
de shift. Pour calculer ces fonctions de corrélation il est nécessaire de faire une
troncation du spectre non-diagonal, et nous spécifions dans chaque cas la quantité
des champs primaires inclus.
Ces calculs numériques sont basés sur le package [27] disponible sur GitHub.
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• c = −0.54327
Z(x) =
〈
V DP1V
N(
0,−3
2
)V DP3V N(2,1
2
)
〉
(6.90)
∆1 = 2.341 , ∆3 = 1.546 (6.91)
Quantité des champs primaires dans le spectre: 24.
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Figure 6.3: Fonction à quatre points pour des valeurs réels arbitraires des poids
conformes des champs diagonaux, avec charge centrale négative.
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• c = (4.72 + 1.2i)
Z(x) =
〈
V DP1V
N(
2,
3
2
)V DP3V N(0,1
2
)
〉
(6.92)
∆1 = (0.23 + 0.143i) , ∆3 = (−0.546 + 2i) (6.93)
Quantité des champs primaires dans le spectre: 34.
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Figure 6.4: Fonction à quatre points pour des valeurs complexes arbitraires des
poids conformes des champs diagonaux et de la charge centrale.
Ici les valeurs complexes de c, ∆1 et ∆3 font que les expansions des canaux s
et t prennent des valeurs complexes. Nous montrons séparément les parties
réel et imaginaire de chaque canal, et nous voyons une bonne coïncidence
entre elles.
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• c = -3.6721
Z(x) =
〈
V DP1V
N
(0,− 52)
V DP3V
N
(4, 12)
〉
(6.94)
∆1 = 0.567 , ∆3 = 1.982 (6.95)
Quantité des champs primaires dans le spectre: 51.
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Figure 6.5: Fonction à quatre points pour des valeurs réels arbitraires des poids
conformes des champs diagonaux et charge centrale c < −2.
Ces exemples montrent que les fonctions à quatre points entre des champs de
notre spectre proposé, calculés avec les constates de structure issus du bootstrap
conforme non-diagonal, obéissent avec une très bonne précision à la symétrie de
croisement. Nous interprétons ceci comme indication de l’existence d’une théorie
non-diagonal et non-rational pour des valeurs de c tels que <c < 13, qui peut être
interprété comme une limite des modèles minimaux.
6.5 Conclusions
Dans cette thèse nous avons présenté une extension de la méthode de bootstrap
conforme analytique applicable aux théories non-diagonales, et nous avons intro-
duit une proposition pour une théorie conforme non-diagonal et non-rationnelle
pour des valeurs de c telles que <c < 13.
En ce qui concerne le bootstrap conforme analytique, nous avons présenté
trois hypothèses principales et nous avons vu quelles contraintes imposent-elles
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sur le spectre des théories non-diagonales. Ainsi, nous avons trouvé qu’il y a deux
types des champs différents, diagonaux et non-diagonaux, qui se distinguent par
ses règles de fusion avec les champs dégénérés. En plus, nous avons vu que les
impulsions des champs non-diagonaux sont contrôles par deux indices discrètes r
et s. Ensuite, en étudiant des fonctions à quatre points avec des champs dégénérés
nous avons trouvé des équations de shift qui contrôlent les constantes de structure,
et nous avons trouvé des solutions pour les constantes à deux, trois et quatre
points (voir chapitre 3 pour plus de détails), et nous avons discuté la relation
entre les constantes de structure des théories diagonales et non-diagonales. Nos
résultats ont été validés grâce aux calculs numériques des fonctions à quatre points
dans des théories connus, et notamment dans les modèles minimaux de la série
D, qui ont montre que nos constants donnent lieu aux fonctions qui respectent la
symétrie de croisement avec une très haute précision.
D’autre part, nous avons présenté une proposition pour une famille des théories
conformes non-diagonales et non-rationnelles dont le spectre a été trouvé en
prenant une limite des spectres des modèles minimaux. Des calculs numériques
ont montré que certaines fonctions à quatre points de ces théories obéissent à la
symétrie de croisement, ce qui constitue un argument non-trivial à faveur de leur
existence. Nous pouvons ajouter ces théories dans la carte des théories conformes
que nous avons montré au début:
Liouville theory
Generalized minimal models
S2Z,Z+ 1
2
Minimal models
0 1 13
Ashkin-Teller
c
(6.96)
Ici, la région couverte des lignes grises montré les valeurs de c pour lesquelles nos
théories proposées devraient exister. Il est intéressant de remarquer qu’il y a une
deuxième famille des théories conformes non-diagonales pour ces valeurs de c qui
peuvent être obtenus comme une limite des modèles minimaux de la série D avec
p pair, au lieu de q. Le spectre non-diagonal de ces théories serait SZ+ 1
2
,Z.
Les résultats de ce travail suggèrent différents possibilités pour des recherches
futures. Premièrement, il serait intéressant d’étudier des généralisations du boot-
strap analytique non-diagonal. Une manière de faire ceci est d’affaiblir certaines
de nos assomptions, donnant lieu à d’autres théories. Dans [10], par exemple,
les auteurs ont supposé l’existence d’un seul champ dégénéré, ce qui permet
l’existence des champs non-diagonaux avec des indices fractionnaires. D’autre
part, les principes du bootstrap analytique peuvent être appliqués aux théories
avec des algèbres de symétrie plus larges que l’algèbre de Virasoro, comme les
théories de symétrie W . Cette généralisation a été récemment étudiée dans [34].
Deuxièmement, notre proposition pour des théories non-diagonales à c générique
peut être plus profondément étudiée. D’abord, il y a des propositions des règles
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de fusion qui restent à vérifier, ce qui demande l’étude des fonctions de corréla-
tion du type et 〈V N1 V N2 V N3 V N4 〉 〈V D1 V D2 V N3 V N4 〉. D’autre part, nous avons pris
des limites des modèles minimales d’une manière particulière, qui fait que dans
la limite le spectre n’aille plus des représentations dégénérés. Cependant, il est
en principe possible de prendre une limite diffèrent en trouvant, par exemple, une
version non-diagonal des modèles minimaux généralisés. En autre, la méthode
de prendre des limites des modèles minimaux à partir de leurs spectres est un
peut heuristique, et il serait plus rigoureux d’étudier des limites des fonctions
à quatre points quand la charge centrale approche des valeurs non-rationnelles.
Finalement, une question intéressante est la prise des limites dans le sens opposé,
i.e. en commençant par une théorie non-diagonale et non-rationnelle et en al-
lant vers les modèles minimaux quand la charge centrale devient rationnelle. Ce
problème a été traité dans [33], où il est décrit comment dans certaines situations
il serait effectivement possible de reconstruire les modèles minimaux en suivant
cette procédure.
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Titre: Bootstrap conforme en théorie conforme bidimensionnelle avec spectre non-diagonal.
Mots clés: Théorie conforme, Bootstrap conforme, spectre non-diagonal
Résumé: La symétrie conforme impose de très
fortes contraintes sur les théories quantiques des
champs. En deux dimensions, l’algèbre des
symétries conformes est infinie, et les théories con-
formes bidimensionnelles peuvent être complète-
ment résolubles, dans le sens où toutes leurs fonc-
tions de corrélation peuvent être calculées. Ces
théories ont un grand domaine d’application, de
la théorie des cordes jusqu’aux systèmes critiques
en physique statistique, et elles ont été largement
étudiées pendant les dernières décennies.
Dans cette thèse nous étudions les théories con-
formes bidimensionnelles dont l’algèbre de symétrie
est celle de Virasoro, en suivant l’approche con-
nue sous le nom de bootstrap conforme. Sous
l’hypothèse de l’existence de champs dégénérés,
nous généralisons le bootstrap conforme analy-
tique aux théories avec des spectres non-diagonaux.
Nous écrivons les équations qui déterminent les con-
stantes de structure, et nous trouvons des solu-
tions explicites en termes de fonctions spéciales.
Nous validons ces résultats en faisant des calculs
numériques des fonctions de corrélation à quatre
points dans des modèles minimaux diagonaux et
non-diagonaux, et en vérifiant que la symétrie de
croisement est respectée.
En outre, nous construisons une proposition pour
une famille de théories conformes non-diagonales
et non-rationnelles pour toute charge centrale telle
que <c < 13. Cette proposition est motivée par
les limites des spectres des modèles minimaux de
la série D. Nous réalisons des calculs numériques
des fonctions à quatre points dans ces théories, et
nous trouvons qu’elles obéissent à la symétrie de
croisement. Ces théories peuvent être interprétées
comme des extensions non-diagonales de la théorie
de Liouville.
Title: Conformal bootstrap in two-dimensional conformal field theories with with non-diagonal spec-
trums.
Keywords: Conformal field theory, Conformal bootstrap, non-diagonal spectrum
Abstract: Conformal symmetry imposes very
strong constraints on quantum field theories. In
two dimensions, the conformal symmetry algebra
is infinite-dimensional, and two-dimensional con-
formal field theories can be completely solvable, in
the sense that all their correlation functions may
be computed. These theories have an ample range
of applications, from string theory to critical phe-
nomena in statistical physics, and they have been
widely studied during the last decades.
In this thesis we study two-dimensional conformal
field theories with Virasoro algebra symmetry, fol-
lowing the conformal bootstrap approach. Under
the assumption that degenerate fields exist, we pro-
vide an extension of the analytic conformal boot-
strap method to theories with non-diagonal spec-
trums. We write the equations that determine
structure constants, and find explicit solutions in
terms of special functions. We validate this results
by numerically computing four-point functions in
diagonal and non-diagonal minimal models, and
verifying that crossing symmetry is satisfied.
In addition, we build a proposal for a family of non-
diagonal, non-rational conformal field theories for
any central charges such that <c < 13. This pro-
posal is motivated by taking limits of the spectrum
of D-series minimal models. We perform numerical
computations of four-point functions in these theo-
ries, and find that they satisfy crossing symmetry.
These theories may be understood as non-diagonal
extensions of Liouville theory.
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