A novel method to improve the generalization performance of the Minimum Classification Error (MCE) / Generalized Probabilistic Descent (GPD) learning is proposed. The MCE/GPD learning proposed by Juang and Katagiri in 1992 results in better recognition performance than the maximum-likelihood (ML) based learning in various areas of pattern recognition. Despite its superiority in recognition performance, as well as other learning algorithms, it still suffers from the problem of "over-fitting" to the training samples. In the present study, a regularization technique has been employed to the MCE learning to overcome this problem. Feed-forward neural networks are employed as a recognition platform to evaluate the recognition performance of the proposed method. Recognition experiments are conducted on several sorts of data sets.
Introduction
It is well-known that, theoretically, the Bayes decision rule would give the optimum decision that achieves the minimum classification risk if one can predict the exact probabilistic parameters of the target categories beforehand. However, in case of real world problems, as the number of training data for estimating the probabilistic parameters by the maximum likelihood (ML) method is restricted, the ML-based Bayes classifiers sometimes performs poorer recognition than the classifiers trained by non-parametric learning scheme such as LSE (least squared error) based neural networks and discriminant learning to minimize the recognition error.
The idea of Minimum Classification Error (MCE) / Generalized Probabilistic Descent (GPD) learning was first proposed in 1992 by Juang and Katagiri [1] to establish a general learning scheme for minimizing classification error of arbitrary discriminant functions. Although a number of discriminative-learning algorithms have been proposed so far [2] [3] [4] , the MCE learning is unique in the sense that it is applicable to arbitrary discriminant functions that are differentiable in respect to the parameters that are to be adapted. To be specific, it can be applied to discriminant functions that deal with variable record length of data like speech recognition.
The superiority of the MCE learning to the conventional ML based learning has been shown for various functions such as linear-discriminant functions, MLP (multi-layer perceptron), DTW (dynamic time warping) [5] and HMM (Hidden Markov Models) [6] . Since the MCE learning mainly tries to minimize a cost function that corresponds to the number of classification error for a given training dataset, the generalization perfomance is not adequate against unseen data. In another word, over-fitting to the training data is inevitable.
In order to improve the generalization ability of the MCE learning, a regularization technique, which is widely used to solve ill-posed problems [7] , is employed in this study.
This paper is divided into five sections. The next section describes the MCE learning briefly. The third section describes the proposed algorithm of modifying the MCE. The fourth section presents experimental results. Finally, the last section is devoted to conclusion.
Minimum Classification Error Learning
Let g k (x; Λ k ) be a discriminant function with positive value to discriminate a data of class Ω k from the other classes, where x = (x 1 , . . . , x D ) and Λ k denotes a vector in D-dimensional feature space and a set of parameters of the discriminant function, respectively. For an input vector x, if the following equation holds
then x is classified to class Ω k . In the framework of MCE learning, misclassification measure for class Ω k is defined as follows
where C represents the number of classes and η is a positive constant. In an extreme case where η goes to infinity, the misclassification measure becomes
Obviously d k (x) ≤ 0 in case of correct classification, and d k (x) > 0 in case of misclassification. Using the misclassification measure for a set of training data X = {x 1 , x 2 , · · · , x P }, the objective function to be minimized is defined as an empirical average cost function as given below
Here
is a smooth loss function, for which the following sigmoid function is typically used
1( ) in (4) is an indicator function which has value of one when the argument is true and zero otherwise. In order to minimize the objective function of (4), the well-known gradient descent method can be applied and the set of parameter of each discriminant function is adapted by the following rule:
where Λ (t) denotes the parameter set at the t-th iteration and ε denotes the learning parameter of a positive small value.
Instead of using the parameter updating rule of (6), Juang and Katagiri showed another updating rule called Generalized Probabilistic Descent (GPD) which is given by
Here U is a positive-definite matrix and ε t is a small positive real number.
Compared to the updating rule of (6) that tries to minimize the empirical average cost of (4), (7) is expected to minimize the expected cost of the following equation
Here P (C k ) and p(x|C k ) are the a priori and conditional probabilities, respectively. The convergence to a local minimum by the rule (7) is guaranteed when an infinite sequence of random observation {x} are presented during training and the conditions
Modification of the MCE Learning
In any real-world pattern classification problems, the number of training samples available is finite and relatively small, and the MCE/GPD learning described in the previous section basically tries to minimize an empirical error [8] . Therefore, the MCE learning scheme suffers from the problem of over-fitting to the training dataset as it is with other training schemes. In order to prevent the over-fitting effect and improve generalization performance, McDermott and Katagiri [5] proposed a method to adapt the slope parameter ξ in (5), which is expected to control the sensitivity of forming the decision boundary against the distribution of training data. In other words, as the parameter ξ increases, the sensitivity increases and the number of training patterns that dominate the shape and location of the boundary becomes fewer. In this sense, the parameter ξ influences the generalization performance of the discriminant functions. One of the drawbacks of this approach is the relationship between ξ and the shape of decision boundary in the feature space is not clear because it is not the shape of decision boundary but the sharpness of the sigmoid function of the distortion measure that ξ controls.
From the view point of generalization, the mapping function from input to output that the recognizer tries to learn should be, in some sense, smooth. In other words, a small change in the inputs should produce a small change in the outputs. This assumption of smoothness as a priori knowledge is natural in case of real-world pattern recognition problems such as character recognition and speech recognition. Based on this assumption, we propose a new method to improve the generalization performance of the MCE learning. Basic idea is to utilize a regularization technique instead of the original definition. In the framework of regularization, the new objective functionL(Λ) has the form
where F is the penalty term for adding smoothness to the discriminant functions, and the parameter γ controls the extent to which the penalty term F influences the form of the solution.
Regularization has been widely applied in the field of image restoration and neural networks. In contrast to the case specific regularizers proposed so far, we employ the so called Tikhonov regularizers [7] for our purpose. This is due to the fact that the MCE/GPD learning is a general learning scheme that is applicable to any first order differentiable discriminant functions, and therefore the regularizer should not be case specific.
The class of Tikhonov regularizers has the form
in which x, y denote the input, output variable, respectively, and h r (x) ≥ 0 for r = 0, . . . , R − 1 and h R (x) > 0.
In the present study, as a simple case of the Tikhonov regularizer, we have employed the following empirical penalty term given in [9] [10], which is
where x p = (x n1 , x n2 , . . . , x nD ) represents the p-th training data in D dimensional space. The parameter updating rule of (6) is now
The MCE learning algorithm based on the proposed criterion will be referred as mMCE in the following text.
The modified MCE learning criterion given in (9) can be applied to arbitrary discriminant functions that are second order differentiable in respect to the variables of the functions. In the present study, multi-layer perceptron type neural network is employed to evaluate the performance.
For the p-th training data x p ∈ R D , let i 
Here w 
where f ( ) is a sigmoid function of the form
In the framework of the classical error back-propagation (EBP) [11] , the object function is defined on the basis of least squared error (LSE)
in which three-layer network is assumed and t pk is the desired output (teacher) for the k-th output cell against the p-th input x p . On the other hand, in the proposed mMCE, the objective function is defined asL
where
The weight adjustment ∆w
In the output layer where m = 3,
In the hidden layer where m = 2,
It can be seen in the above formulation that the weight adaptation takes place backward from the output layer to the input layer.
Experiments
Performance evaluation was conducted on several types of datasets in UCI machine learning repository [12] and ATR speech database [13] . In order to compare the performance of the proposed method with other learning algorithms, the EBP based neural networks, the original MCE based neural networks, and Bayes quadratic discriminant functions where a single Gaussian distribution (full covariance) is assumed for each category were applied on the same datasets.
Since the MCE and mMCE learning are computationally expensive, the initial parameters used in the parameter updating rule of (6) were set to the one obtained by the LSE based EBP learning.
Three-layer feed-forward neural networks were employed for the experiments, the parameter γ in (9) was set to 0.01 and the slope parameter ξ in (5) was set to 1.0.
In case where the absolute recognition performance of the recognizer is an important topic to discuss, one has to pay careful attention in choosing the parameters of neural networks such as the number of nodes in the hidden-layer and learning parameters. However, since the purpose of our experiment is to see how the proposed method improves the generalization performance of the original MCE learning, optimization of the network architecture and learning parameters is not very important. 
A. Results for Two-Class Problems
Experiments were, at first, performed for two-class problems on the UCI datasets "cancer", "house" and "sonar". Each dataset was divided into two groups, one was used for training and the other was used for testing.
The experimental results (correct classification rates ([%])) are summarized in Table 1 . It can be seen that mMCE gives the best test-set performance among the three methods for each dataset. Compared to the performance improvements from MCE to mMCE for the training set and testing set, the improvement on the training set is larger than that of the testing set. This certifies that the proposed penalty term of (11) is effective for improving the generalization performance of the recognizer. Fig. 1 shows the learning curves of the loss function L 0 , the penalty function F , and the mMCE's total loss function L in (9) . Fig. 2 shows the correct classification rates in terms of the slope parameter ξ in (5). Although ξ influences the correct classification rate, mMCE performs better than MCE for any value of ξ. This shows the proposed approach is more effective than the McDermott's approach [5] discussed in Section 3.
B. Results of Multi-Class Problems
In order to evaluate the performance on different datasets, speech database "isolet" (isolated alphabet letters) of the UCI repository, and "vowels" (Japanese five vowels) made from the ATR continuous speech database "Set-B" were collected. In the "isolet" database, the data file "isolet1+2+3+4" was used for training and "isolet5" was used for testing. The database "vowels" was created for this research purpose by extracting 100 samples of each vowel uttered by each subject from the ATR database containing the uttered voice of six subjects. The dataset was divided into three groups so that each group contains data of two subjects. Among these three groups, two groups were used for training and the remaining one was used for testing. All of the possible combinations (in this case, 3) were employed for both training and testing. Table 2 shows the correct classification rate for both the training and test sets. The proposed mMCE gives better classification performance than the original MCE for the test sets.
Conclusion
Improvement of generalization performance of the MCE/GPD learning is proposed by employing a regularizer to the objective function to be minimized. Since the employed regularizer is not case specific but general, apart from neural networks the proposed modified MCE (mMCE) learning can be applied to various type of recognizers like HMM (hidden Markov models) and so on. 
