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DIFFERENTIATION AND INTEGRATION
OPERATORS ON WEIGHTED BANACH SPACES OF
HOLOMORPHIC FUNCTIONS
ALEXANDER V. ABANIN AND PHAM TRONG TIEN
Abstract. We obtain a new natural description of the class of ra-
dial weights for which some previous results concerning the bound-
edness of differentiation and integration operators on correspond-
ing spaces are valid. To do this, we develop a new elementary
approach which is essentially different from the previous one and
can be applied for weights and domains of general types. We also
establish a new characterization of some popular classes of radial
weights.
1. Introduction
Let G be a domain in the complex plane C and H(G) the space of
all holomorphic functions on G. For a positive continuous function (a
weight) v on G define the Banach space
Hv(G) := {f ∈ H(G) : ‖f‖v := sup
z∈G
|f(z)|
v(z)
<∞},
endowed with the norm ‖ · ‖v. Spaces of such a type and classical
operators between them play an important role in analysis and its ap-
plications (see e.g. Bonet’s review [7]). From this reason they have been
studied by many authors (see e.g. [2], [3], [4], [5], [6] [7], [8], [9], [10],
[11], [12], [14], [15], [17], [18], [19], [20]). In particular, Harutyunyan
and Lusky [15] have investigated the boundedness of the differentia-
tion and integration operators in the cases when G is either the whole
complex plane C or the open unit disk D = {z ∈ C : |z| < 1} and
v a radial weight. Later on, their results were used in [3], [4], [8], [9]
as a starting point for the study of some important properties of these
two operators. Recall that a radial weight on G = C or G = D is
a positive function v on G with v(z) = v(|z|), z ∈ G, where v(r) is
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continuous and increasing on [0, a) and
log r = o(log v(r)) as r →∞ if G = C and lim
r→1−
v(r) =∞ if G = D.
Here and below a = +∞ for G = C and a = 1 for G = D. In some
proofs in [15] it was used a rather complicated technique developed by
Lusky in [20] to give an isomorphic classification of spaces Hv(C) and
Hv(D) defined by radial weights. Moreover, all the main results in [15]
were obtained under the following additional assumption:
(HL) any r in [0, a) is a global maximum point for some function
γn(r) := r
n/v(r), n ∈ (0,∞),
which looks hard to check. It should be noted that the results in
[15] were used in the papers [3], [4], [8], [9] without mentioning this
assumption (HL).
In view of these reasons, we develop an essentially new elementary
method to study the boundedness of the classical operators in Banach
weighted spaces of holomorphic functions. It suits to all domains and
weights and, in the radial case, allows us to remove some additional
restrictions used in [15] (see Remark 3.3 below).
Our idea is based on the following observation: as is well known (see
e.g. [5] and [2]), to characterize properties of spaces Hv(G) and opera-
tors between them in terms of weights, one cannot, in general, use the
initial weights defining the spaces but should use so-called associated
or essential weights. Recall (see Bierstedt-Bonet-Taskinen [5]) that,
given a weight v on G, its associated weight is defined by
v˜(z) := sup{|f(z)| : f ∈ Hv(G), ‖f‖v ≤ 1}.
Note that, for a nontrivial Hv(G), 0 < v˜ ≤ v and log v˜ is a continuous
subharmonic function on G and Hv˜(G) = Hv(G) isometrically. We say
that a weight v on G is essential if v is equivalent to v˜, that is, there
is a constant C ≥ 1 such that v(z) ≤ Cv˜(z) for all z ∈ G. It is easy to
see that for a radial weight v its associated weight v˜ is also radial and
v˜(r) is increasing and log-convex (i.e. the function log v˜(ex) is convex),
which is equivalent to the subharmonicity of log v˜(z). Thus, if one
hope to obtain a complete description of some topological properties
of spaces Hv(G) or linear operators between them in terms of weights
in the radial case, he should use log-convex weights.
In Section 2 we establish some necessary and sufficient conditions
for the boundedness of the differentiation operator D : f 7→ f ′ in both
general and radial cases. Then, under the natural assumption that v is
a log-convex weight, we give new proofs of criteria for the boundedness
of the operator D : Hv(G) → Hw(G), where w(r) = v(r)/(1 − r)
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on G = D and w = v on G = C. Note that these criteria contain
the following new characterization of bounded differentiation operators:
The differentiation operator as above is continuous if and only if v(r) =
O(v(r2)) as r → 1− for D and log v(r) = O(r) as r → ∞ for C. This
is also a new description of weights satisfying some popular conditions
(see Doman´ski–Lindsto¨m [14] and references therein). In addition, we
construct two examples showing that the log-convexity of weights is
essential for these results.
In Section 3, similarly to Section 2, we study the integration operator
I : f 7→ ∫ z
0
f(t) dt. In particular, we obtain a complete description
of those log-convex weights v for which the integration operator I :
Hv(C)→ Hv(C) is bounded. In the case of the unit disc the situation is
more complicated. We establish criteria for only some classes of weights
introduced before in Horowitz [16] and Bierstedt–Bonet–Taskinen [5]
or satisfying some additional assumptions.
2. Boundedness of the differentiation operator
In this section we study the differentiation operator D : Hv(G) →
Hw(G) via a new method which is absolutely different from the one of
Harutyunyan and Lusky [15]. In particular, we prove that the main
results in [15, Theorems 3.2 and 4.1] are true for log-convex weights.
Moreover, we give some examples which show that the use of the log-
weights is essential for these results (see Examples 2.9 and 2.11).
We start with some simple necessary and sufficient conditions for
the boundedness of the differentiation operator on weighted spaces of
a general type.
Proposition 2.1. Let v and w be two weights on G. If the differentia-
tion operator D : Hv(G)→ Hw(G) is bounded, then there is a constant
C > 0 such that
(2.1) lim sup
∆z→0
∣∣∣∣ v˜(z +∆z)− v˜(z)∆z
∣∣∣∣ ≤ Cw(z) for all z ∈ G.
Proof. If D : Hv(G) → Hw(G) is continuous, then there is a constant
C > 0 such that ‖f ′‖w ≤ C for all f in Bv(G), the unit ball of Hv(G).
Fix arbitrary z ∈ G and ∆z ∈ C so that the closed interval [z, z+∆z]
is contained in G. Without loss of generality we may assume that
v˜(z+∆z) ≥ v˜(z). By Bierstedt, Bonet and Taskinen [5, 1.2 (iv)], there
exists a function f in Bv(G) with f(z + ∆z) = v˜(z + ∆z). Then we
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have
|v˜(z +∆z)− v˜(z)| = v˜(z +∆z)− v˜(z) ≤ f(z +∆z) − |f(z)|
≤ |f(z +∆z)− f(z)| ≤ |f ′(ξ)||∆z|
for some point ξ ∈ [z, z+∆z]. Hence, |v˜(z+∆z)− v˜(z)| ≤ Cw(ξ)|∆z|,
which implies (2.1). 
Consider now the special cases when G = D or G = C and weights
are radial. As it was noted above, for a radial weight v the function v˜(r)
is increasing and log-convex. Consequently, v˜ is differentiable on (0,∞)
except not more than countably many points and its right derivative
exists everywhere on (0,∞) and increases. In what follows we will use
the notation v˜′ for the right derivative of v˜. From Proposition 2.1 it
follows immediately:
Corollary 2.2. Let v and w be two radial weights on G = D ( resp.,
G = C). If the differentiation operator D : Hv(G)→ Hw(G) is contin-
uous, then
(2.2) lim sup
r→1−
v˜′(r)
w(r)
<∞
(
resp., lim sup
r→∞
v˜′(r)
w(r)
<∞
)
.
In [15, Theorems 2.1(b)] a similar result was established for weights
satisfying additional assumption (HL) but without using in (2.2) the
associated weight v˜.
A continuous function ρ : G→ (0, 1] is called a distance function on
G if ρ(z) < dist(z, ∂G) for each z in G. For a weight v and a distance
function ρ on G we define the following new weight
vρ(z) :=
1
ρ(z)
max
|ζ|≤ρ(z)
v(z + ζ), z ∈ G.
Obviously, v(z) ≤ vρ(z) for all z ∈ G.
Proposition 2.3. For any weight v and distance function ρ on G the
differentiation operator D : Hv(G)→ Hvρ(G) is continuous.
Proof. By the classical Cauchy formula we have that
f ′(z) =
1
2πi
∫
|ζ|=ρ(z)
f(z + ζ)
ζ2
dζ, z ∈ G,
for any holomorphic function f on G. Then, for all z ∈ G and f ∈
Hv(G),
|f ′(z)| ≤ 1
ρ(z)
‖f‖v max
|ζ|≤ρ(z)
v(z + ζ) = ‖f‖vvρ(z).
Hence, ‖f ′‖vρ ≤ ‖f‖v for all f ∈ Hv(G), which completes the proof. 
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Corollary 2.4. Let v and w be two weights and ρ a distance function
on G. If there is a constant C > 0 such that vρ(z) ≤ Cw(z) for all
z ∈ G, then the operator D : Hv(G)→ Hw(G) is continuous.
Applying Corollary 2.4 to radial weights on D (resp. C) with the
distance function ρ(z) = (1− |z|)/2 ( resp., ρ(z) = 1), we immediately
obtain the following result.
Corollary 2.5. The following assertions are valid.
1. Let v and w be two radial weights on D such that for some
constant C > 0
1
1− rv
(
1 + r
2
)
≤ Cw(r) for all r ∈ [0, 1).
Then the operator D : Hv(D)→ Hw(D) is continuous.
2. Let v and w be two radial weights on C such that for some
constant C > 0
v(1 + r) ≤ Cw(r) for all r ∈ [0,∞).
Then the operator D : Hv(C)→ Hw(C) is continuous.
Now we consider special cases when w(r) = v(r)/(1 − r) on D and
w = v on C and show that the previous results in these cases remain
valid for log-convex weights. To do this, we need the following auxiliary
result concerning growth conditions on a radial weight.
Lemma 2.6. For a radial weight v on D consider the following condi-
tions:
(i) lim sup
r→1−
(1− r)v′(r)
v(r)
<∞.
(ii) (1 − r)αv(r) is decreasing on [r0, 1) for some α > 0 and r0 ∈
[0, 1).
(iii) (1 − r)αv(r) is almost decreasing on [0, 1) for some α > 0, i.e.
there exists a constant C > 0 such that for any r1 < r2 it follows
that (1− r2)αv(r2) ≤ C(1− r1)αv(r1).
(iv) 1/v satisfies condition (∗) from [18, p. 310] and [19, Defini-
tion 2.1], i.e.
sup
n
v(1− 2−n−1)
v(1− 2−n) <∞.
(v) There exists δ0 ∈ (0, 1) such that
v
(
r + δ0
1 + δ0r
)
= O(v(r)) as r → 1−.
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(vi)
v(r) = O(v(r2)) as r → 1−.
Then (i)⇐⇒(ii)=⇒(iii)⇐⇒ (iv)⇐⇒(v)⇐⇒(vi). For a log-convex weight
v conditions (i)–(vi) are all equivalent.
Proof. (i)⇐⇒(ii): Similarly to [15, Theorem 3.2].
(ii)=⇒(iii): Obvious.
(iii)⇐⇒(iv): See [14, Lemma 1 (a)].
(iv)⇐⇒(v): Follows from the proof of Lemma 1 in [14] (see (a):
equivalence (iii)⇐⇒(v)).
(v)⇐⇒(vi): Given δ0 ∈ (0, 1), choose γ ∈ (0, 1) so that (1− γ)/(1 +
γ) < δ0. Since
rγ
1− r1−γ
1− r1+γ →
1− γ
1 + γ
as r → 1−,
there exists r0 ∈ (0, 1) such that, for all r ∈ (r0, 1),
δ0 ≥ rγ 1− r
1−γ
1− r1+γ or r
γ ≤ r + δ0
1 + δ0r
.
Therefore, if (v) holds, then v(rγ) = O(v(r)) as r → 1−, which implies
(vi).
Conversely, putting γ = 1/2 and δ0 = 1/4 < (1− γ)/(1 + γ), we see
that, for all r close to 1 on the left,
√
r ≥ r +
1
4
1 + 1
4
r
.
From this it follows easily that (vi) implies (v) with δ0 = 1/4.
Let now v is log-convex.
(iv)=⇒ (i). Given r ∈ [1/2, 1), choose n ∈ N so that 1 − 2−n ≤ r <
1− 2−n−1. Using that v is log-convex, we have
r (log v(r))′ ≤ (1− 2−n−1)(log v)′(1− 2−n−1)
≤ log(v(1− 2
−n−2)/v(1− 2−n−1))
log((1− 2−n−2)/(1− 2−n−1))
≤ logA
log((1− 2−n−2)/(1− 2−n−1)) =
logA
log
(
1 + 2
−n−2
1−2−n−1
) ,
where A := sup
n
v(1− 2−n−1)
v(1− 2−n) .
Since
2−n−2
1− 2−n−1 ≥
1− r
2(1 + r)
,
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it then follows that
(1− r)v
′(r)
v(r)
≤ (1− r) logA
r log
(
1 +
1− r
2(1 + r)
) → 4 logA as r → 1−.
Thus, (i) holds. Consequently, for a log-convex weight v, conditions
(i)–(vi) are all equivalent. 
Remark 2.7. For a log-convex increasing function v : [0, 1) → (0,∞)
condition (iv) of Lemma 2.6 means that log v is of moderate growth in
the sense of Horowitz [16, Definition 2].
Theorem 2.8. For a log-convex weight v on D and w(r) := v(r)/(1−r)
assertions (i)–(vi) of Lemma 2.6 are equivalent to:
(vii) The differentiation operator D : Hv(D)→ Hw(D) is continuous.
Proof. By Lemma 2.6, it is enough to check that condition (vii) implies
one of conditions (i)–(vi) and vise versa.
(vii)=⇒ (iv). By Corollary 2.2, condition (vii) implies that
(2.3) lim sup
r→1−
(1− r)v˜′(r)
v(r)
<∞.
Next, by [10, Lemma 5] (see also [1, Subsection 4.3]), weights v and v˜
are equivalent (v ∼ v˜), that is, there exists a constant C ≥ 1 such that
v˜(r) ≤ v(r) ≤ Cv˜(r) for all r ∈ [0, 1). Consequently, (2.3) is equivalent
to
lim sup
r→1−
(1− r)v˜′(r)
v˜(r)
<∞.
Then, by Lemma 2.6, 1/v˜ satisfies condition (∗):
sup
n
v˜(1− 2−n−1)
v˜(1− 2−n) <∞,
which, in view of v ∼ v˜, is equivalent to (iv).
(i)=⇒(vii): From (i) it follows that there is a constant C > 0 such
that
(log v(r))′ ≤ C
1− r for all r ∈ [0, 1).
Using that v is log-convex, we then have, for all r ∈ [1/2, 1),
log v
(
1 + r
2
)
− log v(r) ≤ (log v)′
(
1 + r
2
)
1 + r
2
log
1 + r
2r
≤ C 1 + r
1− r log
(
1 +
1− r
2r
)
≤ C 1 + r
2r
≤ 3
2
C.
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Taking M := max{e3C/2, v(3/4)/v(0)}, we obtain
v
(
1 + r
2
)
≤Mv(r) for all r ∈ [0, 1),
and, consequently,
1
1− rv
(
1 + r
2
)
≤Mw(r) for all r ∈ [0, 1).
Applying Corollary 2.5, we obtain (vii). 
Note that Theorem 2.8 might fail for weights of a general type that
are not log-convex. To see this, it is enough to consider the following
example.
Example 2.9. Let (an) and (bn) be two sequences of positive numbers
with the following properties:
(1)
∞∑
n=1
(an + bn) =: M <∞; (2) an < bn, ∀n ≥ 2;
(3) (an + bn) ↓ 0 as n→∞; (4) lim
n→∞
an
bn
= 0;
(5) lim
n→∞
∑
k>n(ak + bk)
an + bn
= L ∈ (0,+∞).
For instance, we can take an = 3
−n, bn = 2
−n − 3−n (n ∈ N).
Define a function ϕ : (−∞, 0) → [0,+∞) in the following way. De-
note
Sn := −
∑
k>n
(ak + bk), n ≥ 0.
By property (1), Sn ↑ 0 as n→∞. Put
* ϕ(t) := 1 for t ∈ (−∞, S0 + a1] and ϕ(t) := 1
b1
(t− S0 − a1) + 1
for t ∈ (S0 + a1, S1];
* for n ≥ 2,
ϕ(t) :=
1
an
(t− Sn−1) + 2n− 2, t ∈ (Sn−1, Sn−1 + an],
and
ϕ(t) :=
1
bn
(t− Sn−1 − an) + 2n− 1, t ∈ (Sn−1 + an, Sn].
Evidently, ϕ is increasing and continuous on (−∞, 0). Next, for every
n ∈ N,
ϕ′(t) = 1/an on (Sn−1, Sn−1 + an) and ϕ
′(t) = 1/bn on (Sn−1 + an, Sn).
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From this and property (2) it then follows that the function ϕ is not
convex on (−∞, 0). Denote by ϕ the largest convex minorant of the
function ϕ. Using property (3), it is easy to see that
ϕ(t) =
2
an + bn
(t− Sn−1) + 2n− 2 for t ∈ [Sn−1, Sn], n ∈ N.
Obviously, the following two functions
v(r) := exp(ϕ(log r)) and v(r) := exp(ϕ(log r)), r ∈ [0, 1),
are radial weights on D.
A simple calculation gives that, for every n ∈ N,
V (r) :=
(1− r)v′(r)
v(r)
=
2(r−1 − 1)
an + bn
for all r ∈ (eSn−1 , eSn).
Hence,
max
(eSn−1 ,eSn)
V (r) =
2(e−Sn−1 − 1)
an + bn
for every n ∈ N.
Using the definition of (Sn) and property (5), we get
lim
n→∞
max
(eSn−1 ,eSn)
V (r) = 2(L+ 1).
Therefore
lim sup
r→1−
(1− r)v′(r)
v(r)
<∞.
Taking now w(r) := v(r)/(1− r) and applying Theorem 2.8 to the log-
convex weight v, we conclude that the operator D : Hv(D) → Hw(D)
is continuous. Since v˜(r) ≤ v(r) ≤ v(r) on [0, 1) and Hv˜(D) = Hv(D)
isometrically (see, e.g., [5, 1.12]), Hw(D) is continuously embedded in
Hw(D) and Hv(D) = Hv(D) isometrically. Consequently, D : Hv(D)→
Hw(D) is continuous.
On the other hand, for every n ∈ N,
V (r) :=
(1− r)v′(r)
v(r)
=
r−1 − 1
an
for all r ∈ (eSn−1 , eSn−1+an).
In particular,
V (eSn−1+an/2) =
e−Sn−1−an/2 − 1
an
≥ e
bn − 1
an
≥ bn
an
.
From this and property (4) it then follows that
lim sup
r→1−
(1− r)v′(r)
v(r)
=∞.
Consider now the case of entire functions.
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Theorem 2.10. Let v be a log-convex weight on C. Then the following
conditions are equivalent:
(i) The operator D : Hv(C)→ Hv(C) is continuous.
(ii) lim sup
r→∞
v′(r)
v(r)
<∞.
(iii) log v(r) = O(r) as r →∞.
Proof. (i)=⇒(iii): By Corollary 2.2, (i) implies that
lim sup
r→∞
v˜′(r)
v˜(r)
<∞.
Applying the L’Hospital rule to f(r) := log v˜(r) and g(r) := r, we have
that
lim sup
r→∞
log v˜(r)
r
<∞.
Therefore, log v˜(r) ≤ C(r + 1) for some C > 0 and all r ≥ 0. As is
known (see [5, Page 157]), v(r) ≤ rv˜(r) for all r ≥ 1 . Consequently,
log v(r) ≤ C(r + 1) + log r for all r ≥ 1, which implies (iii).
(iii)=⇒(ii): Because v is increasing and log-convex, we have that, for
every r > 0,
v′(r)
v(r)
≤ log v(er)− log v(r)
r
≤ e log v(er)− log v(0)
er
.
From this it follows that
lim sup
r→∞
v′(r)
v(r)
≤ e lim sup
r→∞
log v(r)
r
.
Thus, (iii)=⇒(ii).
(ii) =⇒ (i): (ii) means that there is a constant C > 0 such that
(log v(r))′ ≤ C for all r > 0. Using that v is log-convex, we then have
log
v(r + 1)
v(r)
≤ C(r + 1) log r + 1
r
≤ 2C for all r ≥ 1.
By Corollary 2.5, this implies (i). 
As above, we give an example showing that the use of log-convex
weights in our Theorem 2.10 is essential. Since the explanation is
similar to the one in Example 2.9, we omit it.
Example 2.11. Let (an) and (bn) be two sequences of positive numbers
with the following properties:
(1)
∞∑
n=1
(an + bn) = +∞; (2) an < bn, ∀n ≥ 2;
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(3) (an + bn) ↓ 0 as n→∞; (4) lim
n→∞
an exp
n−1∑
k=1
(ak + bk) = 0;
(5) lim
n→∞
(an + bn) exp
n−1∑
k=1
(ak + bk) = L ∈ (0,+∞).
For instance, we can take an = 3
−n, bn = log(1 +
1
n
)− 3−n (n ∈ N).
Denote
Sn :=
n∑
k=1
(ak + bk), n ∈ N,
and put
* ϕ(t) := 1 for t ∈ (−∞, a1] and ϕ(t) := 1
b1
(t − a1) + 1 for
t ∈ (a1, S1];
* for n ≥ 2,
ϕ(t) :=
1
an
(t− Sn−1) + 2n− 2, t ∈ (Sn−1, Sn−1 + an],
and
ϕ(t) :=
1
bn
(t− Sn−1 − an) + 2n− 1, t ∈ (Sn−1 + an, Sn].
The function ϕ is not convex on R and its largest convex minorant ϕ
is defined by
ϕ(t) :=
2
an + bn
(t− Sn−1) + 2n− 2, t ∈ [Sn−1, Sn], n ∈ N.
Since ϕ′(t) = 2/(an+bn) on (Sn−1, Sn) for every n ∈ N, ϕ′(t)→ +∞ as
t→ +∞. This implies that t = o(ϕ(t)) as t→ +∞. Hence, t = o(ϕ(t))
as t→ +∞, too.
From the above it follows that the functions v(r) := exp(ϕ(log r))
and v(r) := exp(ϕ(log r)) are radial weights on C. Arguing as in Ex-
ample 2.9, we show that by Theorem 2.10 the differentiation operator
D : Hv(C) → Hv(C) or, equivalently, D : Hv(C) → Hv(C) is continu-
ous, but
lim sup
r→∞
v′(r)
v(r)
=∞.
Remark 2.12. Note that by making slight changes of ϕ and ϕ in Ex-
amples 2.9 and 2.11 in the neighborhood of each angular point we may
assume that ϕ and ϕ are everywhere differentiable, and hence, the
corresponding weights v and v are weights in the sense of [15]. Then
Examples 2.9 and 2.11 also show that the results in [15, Theorems 3.2
and 4.1] cannot be stated for radial weights of a general type.
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Remark 2.13. In this section we actually replaced assumption (HL) by
the natural one that v is a log-convex weight. From this it follows, in
particular, that all the results in recent papers [3], [4], [8], [9] using these
theorems without mentioning assumption (HL) remain valid, because
in the cited papers it is enough to deal with associated radial weights
which are always log-convex.
3. Boundedness of the integration operator
In this section we study the integration operator I : Hw(G) →
Hv(G):
If(z) :=
∫
ℓ[z0,z]
f(ζ)dζ, z ∈ G,
where z0 is a fixed point of a simply connected domain G and the
integration is taken over a rectifiable curve ℓ[z0, z] connecting z0 and
z. In case 0 ∈ G we can assume without loss of generality that z0 = 0.
Similarly as in Section 2, we develop a new, more elementary than in
[15], method which guarantees that some previous results concerning
the boundedness of the integration operator I are true for log-convex
weights. Moreover, we construct some examples showing that the log-
convexity of weights is an essential assumption (see Example 3.9 and
Remark 3.11). In addition, we show that [15, Proposition 2.2 (a)] is
true without any restrictions (see Remark 3.3).
As in Section 2, we start with the following simple sufficient condition
for the boundedness of the operator I in the general case.
Proposition 3.1. Suppose that v and w are two weights on G with
sup
z∈G
win(z)
v(z)
<∞,
where
win(z) := inf
ℓ[z0,z]
∫
ℓ[z0,z]
w(ζ) |dζ | (z ∈ G)
and the infimum is taken over all rectifiable curves ℓ[z0, z] connecting
z0 and z. Then the operator I : Hw(G)→ Hv(G) is continuous.
Proof. For arbitrary f ∈ Hw(G), z ∈ G and rectifiable curve ℓ[z0, z] we
have
|If(z)| =
∣∣∣∣
∫
ℓ[z0,z]
f(ζ)dζ
∣∣∣∣ ≤
∫
ℓ[z0,z]
|f(ζ)||dζ | ≤ ‖f‖w
∫
ℓ[z0,z]
w(ζ)dζ.
From this it follows that
|If(z)| ≤M‖f‖wv(z) for all z ∈ G and f ∈ Hw(G),
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where M := sup
z∈G
win(z)/v(z). Thus, ‖If‖v ≤ M‖f‖w, ∀f ∈ Hw(G),
which completes the proof. 
Corollary 3.2. Let v and w be two radial weights on G = D or G = C
and, as before, a = 1 for G = D and a = +∞ for G = C. Consider
the following conditions:
(i) lim sup
r→a−
w(r)
v′(r)
<∞.
(ii) lim sup
r→a−
1
v(r)
∫ r
0
w(t) dt <∞.
(iii) The integration operator I : Hw(G)→ Hv(G) is continuous.
Then (i)=⇒(ii)=⇒(iii). In particular, for every radial weight v on D
the integration operator I : Hv(D)→ Hv(D) is continuous.
Proof. (i)=⇒(ii): By the L’Hospital rule.
(ii)=⇒(iii): By Proposition 3.1.
Next, for every radial weight v on D,
∫ r
0
v(t) dt ≤ rv(r) ≤ v(r) for
all r ∈ [0, 1). Consequently, condition (ii) holds for w(r) = v(r), which
implies (iii). 
Remark 3.3. (1) In [15, Proposition 2.2 (a)] it was proved that (i)=⇒(iii)
under the additional assumption that Hv(G) is isomorphic to l∞.
(2) It is easy to see that, in general, (ii) does not imply (i). For
instance, consider the following radial weight v(r) := v(rn) + γn(r −
rn), rn < r ≤ rn+1, n ∈ N0 := N∪ {0}, where r0 = 0, rn ↑ 1, v(r0) = 1
and γ2n(r2n+1 − r2n)→ +∞ as n→∞, while γ2n−1 = 1 for all n ∈ N.
Then, for tn := (r2n−1 + r2n)/2,
v(tn)
v′(tn)
≥ v(r2n−1)→ +∞ as n→∞.
Thus, condition (i) does not hold for w(r) = v(r), while (ii) holds
trivially by the proof of Corollary 3.2. In particular, this shows that
[15, Proposition 2.2(b)] might fail for a radial weight of a general type.
In view of Corollary 3.2 and Remark 3.3 it is natural to discuss when
the condition (ii) in Corollary 3.2 is necessary for the boundedness of
the corresponding integration operator.
We say that a radial weight w on G = D or G = C belongs to
the class RG if there exist c > 0 and r0 ∈ (0, a) (as before, a = 1 or
a = +∞) such that for every r ∈ (r0, a) there is a function fr in the
unit ball Bw(G) with
(3.1) fr(t) ≥ cw(t) for all t ∈ [r0, r].
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Proposition 3.4. Let G = D or G = C, w ∈ RG and v be an arbitrary
radial weight on G. The integration operator I : Hw(G) → Hv(G) is
continuous if and only if condition (ii) of Corollary 3.2 holds.
Proof. In view of Corollary 3.2 it is enough to prove the necessity. Let
I : Hw(G)→ Hv(G) be continuous. Then, for some A ∈ (0,∞),
(3.2) ‖If‖v ≤ A for all f ∈ Bw(G).
Using that w ∈ RG and taking r0, c and fr as in the definition of RG,
we have for r ∈ (r0, a)
A ≥ 1
v(r)
∣∣∣∣
∫ r
0
fr(t) dt
∣∣∣∣ ≥ 1v(r)
∫ r
r0
fr(t) dt− r0w(r0)
v(r)
≥ c
v(r)
∫ r
r0
w(t) dt− r0w(r0)
v(r)
≥ c
v(r)
∫ r
0
w(t) dt− (c+ 1)r0w(r0)
v(r)
.
This implies that
lim sup
r→a−
1
v(r)
∫ r
0
w(t) dt ≤ A
c
<∞,
which completes the proof. 
In Clunie–Ko¨va´ri [13] for G = C and in Horowitz [16] and Bierstedt–
Bonet–Taskinen [5] for G = D there were established some conditions
on a radial weight w under which there exist f ∈ Bw(G), r0 ∈ [0, a)
and c > 0 such that
f(t) ≥ cw(t) for all t ∈ [r0, a).
Denote by CRG the family of all radial weights on G having the last
property. Clearly, CRG ⊂ RG.
By [13, Theorem 4], every log-convex weight w on C can be repre-
sented in the form
(3.3) w(r) = w(1) exp
∫ r
1
ω(ρ)
ρ
dρ, r ≥ 1,
with some positive increasing function ω. We say that w is a CK–
weight on C if w is log-convex and, for ω as in (3.3), there is c > 1
with ω(cr)− ω(r) ≥ 1 for all r ≥ 1. By [13, Theorem 4] (see also the
proof of Proposition 3.1(b) in [5]), for every CK–weight w there exists
an entire function f(z) =
∑∞
n=0 anz
n with an ≥ 0 (n ∈ N0) such that
1 ≤ w(r)
M(f, r)
≤ C for some C ≥ 1 and all r ≥ 1.
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As usual, M(f, r) := max|z|=r |f(z)|. Hence, f ∈ Bw(C) and, since
M(f, r) =
∑∞
n=0 anr
n = f(r), f(r) ≥ w(r)/C for all r ≥ 1. Conse-
quently, w ∈ CRC and, applying Proposition 3.4, we obtain
Corollary 3.5. Let w be a CK–weight and v an arbitrary radial weight
on C. Then the integration operator I : Hw(C)→ Hv(C) is continuous
if and only if condition (ii) of Corollary 3.2 holds.
We say that a radial function w on D is a BBT–weight if w can be
represented in the form
(3.4) w(r) = w(0) exp
∫ r
0
τ(ρ)
1− ρ dρ, 0 ≤ r < 1,
where τ is a positive increasing function on [0, 1) such that, for some
c > 1 and all ρ ∈ [0, 1), τ(1 − (1 − ρ)/c) − τ(ρ) ≥ 1. It is easy to
see that every function of the form (3.4) is log-convex on [0, 1). Using
[5, p. 160–161] and arguing as above for a CK–weight, we have that
every BBT–weight belongs to CRD.
Next, let w : [0, 1) → (0,∞) be an increasing log-convex function.
Following [16, Definition 4], logw is called rapidly growing if logw is
not of moderate growth (see Remark 2.7) and logw is a linear function
of log r between the points rn = exp(−2−n) (≈ 1−2−n). We say that w
is an H–weight on D if logw is of moderate growth or rapidly growing.
Lemma 3.6. Each H–weight on D belongs to CRD.
Proof. By the proofs of [16, Theorems 2 and 3], for every H–weight w
on D there exists a function g ∈ H(D) having the form
g(z) =
∞∏
j=1
1 + enjzMj
1 + e−njzMj
, nj ,Mj ∈ N,
and satisfying the following conditions:
1) log |g(z)| ≤ logw(|z|) +O(1), z ∈ D.
2)
∑
|zn|<r
r
|zn| = logw(r) +O(1), r ∈ (0, 1), where (zn)n is the zero
sequence of g.
3) M(g, r) = g(r) for all r ∈ [0, 1).
By Jensen’s formula and conditions 2), 3) we have that
log g(r) = logM(g, r) ≥
∑
|zn|<r
r
|zn| = logw(r) +O(1), r ∈ (0, 1).
This and condition 1) imply that, for some constants C > 1, c > 0
and r0 ∈ [0, 1), the function f(z) := g(z)/C belongs to Bw(D) and
f(r) ≥ cw(r) for all r ∈ [r0, 1). Consequently, w ∈ CRD. 
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Thus, we have shown that every BBT-weight or H–weight on D be-
longs to CRD. Using Proposition 3.4, we then get
Corollary 3.7. Let w be a BBT–weight or an H–weight on D and
v an arbitrary radial weight on D. Then the integration operator I :
Hw(D) → Hv(D) is continuous if and only if condition (ii) of Corol-
lary 3.2 holds.
Now we shall study the boundedness of the integration operator in
the cases when w(r) = v(r)/(1 − r) on D or w = v on C. They cor-
respond to those studied in the previous section for the differentiation
operator. We start with the complex plane case which is simpler than
the unit disc one.
Theorem 3.8. Let v be a log-convex weight on C. Then the following
assertions are equivalent:
(i) lim inf
r→∞
v′(r)
v(r)
> 0.
(ii) lim sup
r→∞
1
v(r)
∫ r
0
v(t) dt <∞.
(iii) The integration operator I : Hv(C)→ Hv(C) is continuous.
Proof. By Corollary 3.2 (i) =⇒ (ii) =⇒ (iii).
(iii) =⇒ (i). Let I : Hv(C)→ Hv(C) be continuous. Then, for some
C > 0, ‖If‖v ≤ C‖f‖v for all f ∈ Hv(C). Using this for f(z) = zn ∈
Hv(C), we have that
(3.5)
1
n+ 1
‖zn+1‖v ≤ C‖zn‖v for all n ∈ N0.
Next, for every n ∈ N0,
‖zn‖v = exp sup
r>0
(n log r − log v(r))
= exp sup
x∈R
(nx− ϕv(x)) =: expAn,
where ϕv(x) := log v(e
x).
Since v is a log-convex radial weight on C, the function ϕv is convex
on R and x = o(ϕv(x)) as x→ +∞. Without loss of generality we can
assume that ϕv is differentiable on R. Then, for every n ∈ N0, there
exists xn ∈ R with
An = nxn − ϕv(xn) and ϕ′v(xn) = n.
Hence, from (3.5) it then follows that
An+1 −An ≤ logC(n+ 1) = logC(ϕ′v(xn) + 1).
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Obviously,
An+1 − An ≥ (n+ 1)xn − ϕv(xn)− An = xn.
Therefore, xn ≤ logC(ϕ′v(xn) + 1) or
(3.6) ϕ′v(xn)e
−xn ≥ 1
C
− e−xn.
Since ϕv is convex, ϕ
′
v is increasing. This implies that xn < xn+1,
n ∈ N0, and xn → +∞ as n → ∞. Then, for every x ≥ x0, there is
n ∈ N0 such that xn ≤ x < xn+1. Using (3.6), we then have
ϕ′v(x)e
−x ≥ ϕ′v(xn)e−xn+1 =
n
n + 1
ϕ′v(xn+1)e
−xn+1
≥ n
n+ 1
(
1
C
− e−xn+1
)
,
which implies that
lim inf
x→+∞
ϕ′v(x)
ex
≥ 1
C
> 0.
Clearly, the last condition is equivalent to (i). 
The following example shows that Theorem 3.8 might fail for radial
weights of a general type.
Example 3.9. Let (εk)k be a sequence of positive numbers such that
ε1 < 1, εk ↓ 0 as k → ∞ and
∑
k e
k(eεk − 1) < ∞. For instance, one
can take εk = e
−2k.
Put ϕ(x) := ex for x ∈ (−∞, 1] and denote
∆k := e
k+εk − (ek + εk), k ∈ N.
Putting
ϕ(x) := x− 1 + ϕ(1) for x ∈ (1, 1 + ε1]
and
ϕ(x) := ex −∆1 for x ∈ (1 + ε1, 2]
and assuming that the function ϕ is already defined on (−∞, n], n ∈ N,
define it on (n, n + 1] in the following way:
ϕ(x) := x− n + ϕ(n) for x ∈ (n, n + εn]
and
ϕ(x) := ex −
n∑
k=1
∆k for x ∈ (n + εn, n+ 1].
It is easy to see that ϕ is continuous and increasing but not convex
on R. From the definition of ϕ it follows that
(3.7) ex − C ≤ ϕ(x) ≤ ex, for all x ∈ R,
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where C :=
∑
k∆k =
∑
k
(
ek(eεk − 1)− εk
)
< ∞. By making slight
changes of ϕ in the neighborhood of each angular point we may assume
that ϕ is differentiable on R.
Consider two radial weights onC, v(r) := expϕ(log r) and v(r) := er.
Condition (3.7) implies that e−Cv(r) ≤ v(r) ≤ v(r) for all r > 0.
Consequently, Hv(C) = Hv(C) as sets and topologically.
Since
lim inf
r→∞
v′(r)
v(r)
= lim inf
x→∞
ϕ′(x)
ex
= lim
n→∞
ϕ′(n + εn/2)
en+εn/2
= lim
n→∞
1
en+εn/2
= 0,
condition (i) of Theorem 3.8 does not hold for v. On the other hand,
lim
r→∞
v′(r)/v(r) = 1, which implies the continuity of I : Hv(C)→ Hv(C)
or, equivalently, I : Hv(C)→ Hv(C).
Corollary 3.10. Let v be a log-convex weight on C. The following
assertions are equivalent:
(i) The operator D : Hv(C)→ Hv(C) is an epimorphism.
(ii) 0 < lim inf
r→∞
v′(r)
v(r)
≤ lim sup
r→∞
v′(r)
v(r)
<∞.
(iii) There exist A,C ≥ 1 such that
1
A
er/C ≤ v(r) ≤ AeCr for all r ≥ 0.
Proof. (i)⇐⇒(ii): Follows directly from Theorems 2.10 and 3.8.
(ii)=⇒(iii): Obvious.
(iii)=⇒(ii): In view of Theorem 2.10 it is enough to check that
lim inf
r→∞
v′(r)
v(r)
> 0. Taking α ∈ (0, C−2) and using that v is log-convex
and (iii), we have
v′(r)
v(r)
≥ log v(r)− log v(αr)
r log(1/α)
≥ (1/C − αC)r − 2 logA
r log(1/α)
.
Then
lim inf
r→∞
v′(r)
v(r)
≥ 1
log(1/α)
(
1
C
− αC
)
> 0.

Remark 3.11. It is easy to see that Example 2.11 with an = 3
−n and
bn = log(1 +
1
n
) − 3−n, n ∈ N, shows that our assumption that v
is log-convex is essential in Corollary 3.10 (cf. Harutyunyan–Lusky
[15, Theorem 4.2]).
Consider now the case of the unit disc.
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Proposition 3.12. Let v be a radial weight on D and w(r) := v(r)/(1−
r). Consider the following conditions:
(i) v satisfies
(3.8) lim inf
r→1−
(1− r)v′(r)
v(r)
> 0.
(ii) v satisfies
(3.9) lim sup
r→1−
1
v(r)
∫ r
0
v(t)
1− t dt <∞.
(iii) The integration operator I : Hw(D)→ Hv(D) is continuous.
(iv) log
1
1− r = O(log v(r)) as r → 1
−.
Then (i)=⇒(ii)=⇒(iii)=⇒(iv).
Proof. (i)=⇒(ii)=⇒(iii): Follows immediately from Corollary 3.2.
(iii)=⇒(iv): Since I : Hw(D) → Hv(D) is continuous, there exists a
constant C > 0 such that
(3.10) ‖If‖v ≤ C‖f‖w for all f ∈ Hw(D).
Define the sequence (fn)n in the following way:
f0(z) :=
1
1− z , and fn(z) :=
1
1− z Ifn−1(z), n ∈ N, z ∈ D.
Obviously, f0 ∈ Hw(D). Then If0 ∈ Hv(D) and f1 ∈ Hw(D). By
induction we have that fn ∈ Hw(D) for all n ∈ N. Moreover, using
(3.10), we get
‖fn‖w = sup
z∈D
|(1− z)−1Ifn−1(z)|
(1− |z|)−1v(|z|) ≤ supz∈D
|Ifn−1(z)|
v(|z|)
= ‖Ifn−1‖v ≤ C‖fn−1‖w, ∀n ∈ N.
Therefore, ‖fn−1‖w ≤ Cn−1‖f0‖w, and, consequently, for all n ∈ N,
‖Ifn−1‖v ≤ Cn‖f0‖w.
Clearly, Ifn−1(z) =
1
n!
(
log
1
1− z
)n
, ∀n ∈ N. Thus,
1
n!
(
1
C
log
1
1− r
)n
≤ ‖f0‖wv(r) for all n ∈ N and r ∈ [0, 1).
It is easy to see that this inequality holds also for n = 0. Hence,
A(r) := sup
n∈N0
1
n!
(
1
C
log
1
1− r
)n
≤ ‖f0‖wv(r) for all r ∈ [0, 1).
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As is well known, lim
R→+∞
log µ(R)/R = 1, where µ(R) := sup
n∈N0
Rn/n! is
the maximum term of the Taylor series of ez. Then
lim
r→1−
logA(r)
1
C
log 1
1−r
= 1
and, consequently,
lim inf
r→1−
log v(r)
log 1
1−r
≥ lim inf
r→1−
logA(r)− log ‖f0‖w
log 1
1−r
=
1
C
> 0.

Remark 3.13. Clearly, the weight v(r) = 1/(1 − r)α, α > 0, satis-
fies (3.8). Hence, the integration operator maps continuously Hw(D),
w(r) = 1/(1 − r)α+1, into Hv(D). This shows that condition (iv) in
Proposition 3.12 is exact, i.e. in this condition one cannot replace the
function log(1/(1− r)) by a positive function ϕ(r) with
lim sup
r→1−
ϕ(r)
log(1/(1− r)) =∞.
We say that a radial weight v on D is regular if there exists
lim
r→1−
(1− r)v′(r)
v(r)
=: Lv.
Obviously, Lv ∈ [0,+∞].
Corollary 3.14. Let v be a regular radial weight on D and w(r) =
v(r)/(1− r). The integration operator I : Hw(D)→ Hv(D) is continu-
ous if and only if Lv > 0.
Proof. If Lv > 0, then the integration operator is continuous by Propo-
sition 3.12.
If Lv = 0, then, by the L’Hospital rule,
lim
r→1−
log v(r)
log 1
1−r
= 0.
Therefore, v does not satisfy condition (iv) of Proposition 3.12, which
implies that the integration operator is not continuous. 
The following statement describes some properties of radial weights
satisfying (3.8) and (3.9).
Lemma 3.15. For a radial weight v on D consider the following con-
ditions:
(i) v satisfies (3.8).
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(ii) (1 − r)αv(r) is increasing on [r0, 1) for some α > 0 and r0 ∈
[0, 1).
(iii) (1 − r)αv(r) is almost increasing on [0, 1) for some α > 0, i.e.
there exists a constant C > 0 such that for any r1 < r2 it follows
that (1− r1)αv(r1) ≤ C(1− r2)αv(r2).
(iv) 1/v satisfies condition (∗∗) from [18, p. 310] and [19, Defini-
tion 2.1], i.e. there is k ∈ N such that
lim sup
n→∞
v(1− 2−n)
v(1− 2−n−k) < 1.
(v) There exists δ0 ∈ (0, 1) such that
lim sup
r→1−
v(r)
v
(
r + δ0
1 + δ0r
) < 1.
(vi) There exists γ > 1 such that
lim sup
r→1−
v(rγ)
v(r)
< 1.
(vii) v satisfies (3.9).
Then (i)⇐⇒(ii)=⇒(iii)⇐⇒ (iv)⇐⇒(v)⇐⇒(vi)⇐⇒(vii). For a log-
convex weight v conditions (i)–(vii) are all equivalent.
Proof. (i)⇐⇒(ii): Similarly to [15, Theorem 3.3].
(ii)=⇒(iii): Obvious.
(iii)⇐⇒(iv): Follows from [14, Lemma 1 (b)].
(iv)⇐⇒(v): We will use the ideas of Doman´ski–Lindstro¨m (see the
proof of [14, Lemma 1 (a), (iii)⇐⇒(v)]). Condition (iv) implies that,
for some n0 ∈ N and q ∈ (0, 1),
v(1− 2−n) ≤ qv(1− 2−n−k) for all n ≥ n0.
Take δ0 ∈ (1−2−k−1, 1) and, given r ≥ 1−2−n0 , choose n ≥ n0 so that
1− 2−n ≤ r < 1− 2−n−1. It is easy to see that
1− 2−n−1−k < δ0 + r
1 + δ0r
.
Consequently,
v(r) ≤ v(1− 2−n−1) ≤ qv(1− 2−n−1−k) ≤ qv
(
δ0 + r
1 + δ0r
)
,
which gives (v).
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Conversely, take k ∈ N so that 2−k < (1 − δ0)/(1 + δ0). By direct
calculations we have that
1− 2−n−k > (1− 2
−n) + δ0
1 + δ0(1− 2−n) for every n ∈ N.
Then
v(1− 2−n)
v(1− 2−n−k) ≤
v(1− 2−n)
v
(
(1− 2−n) + δ0
1 + δ0(1− 2−n)
) .
and, applying (v), we obtain (iv).
(v)⇐⇒ (vi): Similarly to (v)⇐⇒ (vi) in the proof of Lemma 2.6.
(vi)=⇒(vii): Condition (vi) implies that there exist q, r0 ∈ (0, 1)
such that
(3.11) v(rγ) ≤ qv(r) for all r ∈ [r0, 1).
Without loss of generality we can assume that γ ∈ N, γ ≥ 2. Given
r ∈ [r0, 1), denote by n the integral part of logγ
log r0
log r
. Then r0 ≤
rγ
n
< r
1/γ
0 . Using (3.11) several times, we have that
v(rγ
k
) ≤ qkv(r) for all r ≥ r0 and k = 1, . . . , n.
Consequently,∫ r
r0
v(t)
1− t dt ≤
∫ r1/γ
0
r0
v(t)
1− t dt+
n∑
k=1
∫ rγn−k
rγn−k+1
v(t)
1− t dt
≤
∫ r1/γ
0
r0
v(t)
1− t dt+
n∑
k=1
v(rγ
n−k
) log
1− rγn−k+1
1− rγn−k
≤
∫ r1/γ
0
r0
v(t)
1− t dt+ v(r)
n∑
k=1
qn−k log
(
1 + rγ
n−k
+ . . .+ rγ
n−k(γ−1)
)
≤
∫ r1/γ
0
r0
v(t)
1− t dt+ v(r)
log γ
1− q .
From this it follows that
lim sup
r→1−
1
v(r)
∫ r
0
v(t)
1− t dt ≤
log γ
1− q <∞,
that is, (vii) holds.
(vii)=⇒ (vi): From (vii) it follows that there exists A <∞ such that
1
v(r)
∫ r
0
v(t)
1− t dt ≤ A for all r ∈ [0, 1).
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Then, for any γ > 1, γ ∈ N, and all r ∈ [0, 1),
A ≥ 1
v(r)
∫ r
rγ
v(t)
1− t dt ≥
v(rγ)
v(r)
log(1 + r + . . .+ rγ−1).
Hence,
lim sup
r→1−
v(rγ)
v(r)
≤ A
log γ
.
Taking γ > eA, we obtain (vi).
Thus, (iii)⇐⇒ (iv)⇐⇒(v)⇐⇒(vi)⇐⇒(vii) and, to complete the proof,
it remains to check that (iv)=⇒ (i) for a log-convex weight v.
Condition (iv) implies that, for some B > 1 and n0 ∈ N,
v(1− 2−n−k)
v(1− 2−n) ≥ B > 1 for all n ≥ n0.
Using that v is log-convex, for every n ≥ n0+k and all r ∈ [1−2−n, 1−
2−n−1), we have
r (log v(r))′ ≥ (1− 2−n)(log v)′(1− 2−n)
≥ log(v(1− 2
−n)/v(1− 2−n+k))
log((1− 2−n)/(1− 2−n+k))
≥ logB
log
(
1 + 2
−n+k−2−n
1−2−n+k
)
≥ (1− 2
−n+k) logB
2−n(2k − 1) >
logB
2k+3(1− r) .
Consequently,
lim inf
r→1−
(1− r)v′(r)
v(r)
≥ logB
2k+3
> 0.

Corollary 3.16. Let v be a log-convex radial weight on D and w(r) :=
v(r)/(1−r). If one of the equivalent conditions (i)–(vii) of Lemma 3.15
holds, then the integration operator I : Hw(D)→ Hv(D) is continuous.
Remark 3.17. In contrast to the case of entire functions we could not
prove that condition (3.8) is always necessary for the continuity of the
integration operator I : Hw(D) → Hv(D), where v is log-convex and
w(r) = v(r)/(1− r).
Corollary 3.18. Let v be a log-convex radial weight on D and w(r) =
v(r)/(1− r). The operator D : Hv(D) → Hw(D) is an epimorphism if
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and only if
(3.12) 0 < lim inf
r→1−
(1− r)v′(r)
v(r)
≤ lim sup
r→1−
(1− r)v′(r)
v(r)
<∞.
Proof. The sufficiency follows immediately from Theorem 2.8 and Corol-
lary 3.16.
Let now the operator D : Hv(D)→ Hw(D) is an epimorphism. Then
it is continuous and, by Theorem 2.8, the right hand side of (3.12)
holds and v is of moderate growth in the sense of Horowitz. Moreover,
it is easy to see that w is also log-convex. Consequently, w is also
of moderate growth. Since the differentiation operator is an epimor-
phism, the integration operator I : Hw(D)→ Hv(D) is continuous. By
Corollary 3.7, this and the above-mentioned properties of w imply that
condition (3.9) holds. It remains to use Lemma 3.15 to obtain that
(3.8) holds, which gives the left hand side of (3.12). 
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