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DIFFERENCE EQUATION STATE APPROXIMATIONS 
FOR NONLINEAR KEREDITARY CONTROL PROBLEHS 
ABSTRACT 
Discrete approximation schemes f o r  t h e  s o l u t i o n  of nonl inear  h e r e d i t a r y  
c o n t r o l  problems are constructed.  The methods involve  approximation by 
a sequence of opt imal  con t ro l  problems i n  which t h e  o r i g i n a l  i n f i n i t e  
dimensional  s t a t e  equat ion has  been approximated by a f i n i t e  dimensional 
d i s c r e t e  d i f f e r e n c e  equat ion .  Convergence of t he  state approximations is  
argued us ing  liriear semigroup theory and is then used t o  demonstrzte t h a t  
s o l u t i o n s  t o  t h e  approximating optlmal c o n t r c l  problems i n  some sense  
approximare s o l u t i o n s  t o  the  o r i g i n a l  c o n t r o l  problem. Two schemes, one 
based upon piecewise cons tan t  approximation, and t h e  o t h e r  involv ing  s p l i n e  
func t ions  a r e  discussed.  Numerical r e s u l t s  are presented ,  analyzed and used 
t o  compare t h e  schemes t o  o the r  a v a i l a b l e  approximation methods f o r  t h e  
s o l u t i o n  of he red i t a ry  c o n t r o l  problems. 
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1. In t roduc t ion  
The purpose of t h i s  paper  
how t h e  a b s t r a c t  approximation 
l i n e a r  f u n c t i o n a l  d i f f e r e n t i a l  
is two-fold. It f i r s t  s e r v e s  t o  desc r ibe  
framework developed €or t h e  i n t e g r a t i o n  of 
equat ion  (FDE) i n i t i a l  va lue  problems i n  
[ 241  can b e  extended so as t o  b e  a p p l i c a b l e  t o  c e r t a i n  nonl inear  problems 
as well. Secondly, t h e  a p p l i c a t i o n  of  t h e  r e s u l t i n g  approximation schemes 
t o  t h e  gene ra t ion  of approximate s o l u t i o n s  t o  opt imal  c o n t r o l  problems i n  
which t h e  dynamics of t h e  underlying system are governed by 
i s  discussed.  
nonl inear  FDE 
The approach we t a k e  is n o t  new. W e  cons ider  t h e  nonl inear  FDE In 
an equiva len t  form, i.e., as an. i m p l i c i t  a b s t r a c t  evo lu t ion  equat ion  i n  an 
i n f i n i t e  dimensional H i l b e r t  space  Z. 
f i n i t e  dimensional approximating d i s c r e t e  d i f f e r e n c e  equat.i.ons by approxinatli-ig 
t h e  s o l u t i o n  semigroup of ope ra to r s  (and its i n f i n i t e s i m a l  genera tor )  def ined  
by t h e  l i n e a r  p a r t  of t h e  equat ion  using piecewise cons tan t  o r  s p l i n e  based 
subspaces of Z . Linear  Semigroup Theory and d i s c r e t e  anazogs of t h e  
Trotter-Kato Theorem c181 and t h e  well-known Gronwall i n e q u a l i t y  are then  
used t o  argue convergence. Approximate s o l u t i o n s  t o  t h e  opt imal  c o n t r o l  
problem a r e  generated by cons ider ing  a sequence of approximating opt imal  
c o n t r o l  prctblems i n  each of which t h e  i n f i n i t e  dimensional FDE state 
equat ion  has been approximated i n  the  s p i r i t  of t h e  d i scuss ions  above. 
Using t h e  f a c t  t h a t  t h e  s ta te  approximations converge, w e  are then a b l e  t o  
demonstrate thac  s o l u t i o n s  t o  t h e  approxiinating opt imal  c o n t r o l  problems 
(which can be  solved by convent ional  methods) i n  some sense approximate 
s o l u t i o n s  t o  t h e  o r i g i n a l  c o n t r o l  problem. 
We then  cons t ruc t  a sequence of 
Banks and Burns [ 3 ] [ 4 ]  were among t h e  f i r s t  t o  propose t h e  idea  of 
approximating h e r e d i t a r y  c o n t r o l  problems by a sequence of f i n i t e  dimensional  
approximating c o n t r o l  problems. The semi-d iscre te  methods f o r  problems wi th  
2 
l i n e a r  state equat ions  which they developed were l 
Banks E23 s o  as to be  app l i cab le  t o  nonl inear  problems as w e l l .  Using 
similar approaches,  Reber E213 m d  Rockcy L23l developed f u l l y  d i s c r e t e  
schemes foc th2  approximation of FDE which t%ey then appl ied  t o  t h e  
s o l u t i o n  of c o n t r o l  problems. Reber developed f i r s t  o rder  convergent 
schemes €o r  l i n e a r  non-autonomous equat ions.  I n  the  cons tan t  c o e f f i c i e n t  
case, h i s  work becomes a s p e c i a l  case of t h e  more genera l  theory t o  be 
presented  below. I n  [23], t he  l i n e a r  o r  nonl inear  FDE is f i r s t  r e c a s t  
as an equ iva len t  V o l t e r r a  i n t e g r a l  equat ion  i n  
us ing  piecewise cons tan t  o r  s p l i n e  subspaces.  
Four i e r  c o e f f i c i e n t s  of t he  so lu t ion  r e s u l t s  which is then  solved using 
s t anda rd  methods. 
i n  [3], Gibson El31 and Kunisch [ZO]  have forraulated sea i - -d i sc re t e  appxoxi- 
mation schemes which y i e l d  approxinat ing c losed  loop s o l u t i o n s  t o  t h e  l i n e a r  
quadra t i c  c o n t r o l  problem with he red i t a ry  system dynamics. 
The d i scuss ion  of ou r  r e s u l t s  below c l o s e l y  p a r a l l e l s  t h e  p r e s e n t a t i o n  
L2 and i s  then d i s c r e t i z e d  
An a lgebra i c  system f o r  t h e  
Recently,  within t he  co1:ter.t of the  €'rammurk developed 
i n  [21. 
i n  [3J and [SI by cons ider ing  the  n o n l i n e a r i t i e s  
s a t i s f y  l o c a l  L ipsch i t z  and a f f i n e  growth condi t ions)  td be a p e r t u r b a t i o n  
of the  l i n e a r  p a r t  of t he  equat ion.  Since the  b a s i s  f o r  ou r  approximation 
schemes involves  t h e  approximation of t he  s o l u t i o n  semigroup eAt us ing  
r a t i o n a l  func t ion  approximations ro the  axponent ia l  and r ' fn i te  dimeitsional 
approximation of A, 
The trentment i n  [21 relies heavi ly  upon the  l k e a r  theory developed 
(which are assumed to 
w e  t3o  depend heavi ly  upon the  l i n e a r  theory,  and 
hence cons ider  p r e c i s e l y  t h e  same c l a s s  of equat ions  vfiich a r e  s tud ied  i n  
[2]. An unfor tuna te  consequence, however, is t h a t  t h i s  prec ludes  t h e  
inc lus ion  of n o n l i n e a r i t i e s  i n  t h e  d i s c r e t e  de lay  terms (%.e. terms of 
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t h e  form x{t-r)), T'nis is i n  c o n t r a s t  t o  t h e  work of Kagpel and Schappacher 
and Kappef C161 and t h e  recent  paper by Daniel  El01 i n  whic 
l i n e a r i t i e s  i n  t h e  equat ion  a r e  handled more d i r e c t l y  and which do p e r m i t  
discrete de lay  terms t o  e n t e r  i n t o  t h e  equat ion  i n  a nonl inear  fashion.  The 
convergence arguments f o r  the  approximation schemes developed i n  [16] ana 
[ l i i  are based l a r g e l y  on ideas from nonl inear  semigroup theory and 
appwxi.mation r e s u l t s  analogous t o  thosa used i n  the  linear case. Daniel, 
on t h e  o t h e r  hand, avoids  t h e  semigroup approach e n t i r e l y  and relies i n s t e a d ,  
d i r e c t l y  upon t h e  d i s s i p a t i v e  p r o p e r t i e s  of t h e  nonl inear  opera tors  a r i s i n g  
i n  t h e  a b s t r a c t  formulat ion of the  FOE i n  o r d e r  t o  argue the  convergence 
of s p l i n e  based semidiscre te  approximation schemes. These r e s u l t s  are 
obtained, however, a t  t h e  expense of r e q u i r i n g  somewhat: s t r o n g e r  assumpfions 
(g loba l  L i p s c h i t z  and a d d i t i o n a l  smoothness) on the  n o n l i n e a r i t i e s  i n  t h e  
equat ion and t h e  placement of a d d i t i o n a l  r e s t r i c t i o n s  on t h e  c l a s s  of 
admissible  c o n t r o l s .  
W e  conclude t h i s  s e c t i o n  wi th  an o u t l i n e  of t h e  rest of t h e  paper and 
In S e c t i o n  2 w e  d e f i n e  t h e  nonl inear  a b r i e f  d e s c r i p t i o n  of our  notat ion.  
FDE wi th  which we s h a l l  b e  concerned and s t a t e  t h e  hypotheses i t  must  s a t i s f y  
i n  order  f o r  us t o  c a r r y  o u t  our  a n a l y s i s .  
e x i s t e n c e  and uniqueness results and d e s c r i b e  the  equiva len t  formulat ion 
of the  FRE as an a b s t r a c t  e*:ofution equat ion  i n  t h e  H i l b e r t  space T, . I n  
S e c t i o n  3 w e  f i r s t  recall the a b s t r a c t  approximation resu l t s  f o r  l inear  
equat ions discussed !.n [24f. 
t o  t h e  
convergence r e s u l t .  
i n  t h e  cons t ruc t ion  of a c t u a l  schemes t o  which our  genera l  convergence 
W e  a l s o  s t a t e  fundamental 
We then extend them so t h a t  they a r e  a p p l i c a b l e  
nonl inear  equat ion as w e l l  and s ta te  aiid prove t h e  fundamental 
I n  Sec t ion  4 w e  b r i e f l y  d e s c r i b e  t h e  d e t a i l s  involved 
4 
r e s u l t s  apply .  
cons t an t  f u n c t i o n s  and t h e  o t h e r  using oglinefs. Sec t ion  5 conta 
r e s u l t s  p e r t a i n i n g  to  t h e  a p p l i c a t i o n  of the appror, 
s o l u t i o n  of optimal c o n t r o l  problems while i n  S e c t i o n  6 w e  demonstrate 
We ale0 o u t l i n e  Ewo s p e c l f g c  schezares, one us ing  plec%wis,e! 
ellon schewe t o  ftie 
t h e  f e a s i b i l i t y  of o u r  methods by presen t ing  and ana lyz ing  several. numer ica l  
examples. 
The n o t a t i o n  w e  use,  is, f o r  t he  most part, s t anda rd .  The s u p e ~ e c r i p t s  
on t h e  Lebesgue spaces L;(a,b), t he  space of f u n c t i o n s  w i t h  p cont inuous  
d e r i v a t i v e s  C*(a,b) and the  Sobolev spaces  H"(a,b) denote t h a t  t hey  
c o n s i s t  of f u n c t i o n s  ( o r  equivalence classes of  func t ions )  def ined  on 
(a,b) wi th  range kn Rn . 
P P 
The syabol  E, loC io usad eo denote the c ~ a s E  
of f u n c t i o n s  which are loc2lPy e s s e n t i a l l y  boundel?. The spa.ce of C O R C ~ ~ U ~ ; U S  
func t lons  fro= an  interval (a,b) with range i n  the a b s e r s c t  space Z i s  
denoted by C(La,bl,Z). We assume t h a t  t h i s  space  is endowed with t h e  u s u a l  
supremum norm. For a l i n e a r  ope ra to r  A and a complex number h con ta ined  
i n  t h e  r e s o l v e n t  set of  A w e  denote t h e  r e s o l v e n t  of A at X by 
. .  . .  . .  
2. Nonlinear Hered i t a ry  Control Systczms and ThePr Abs t r ac t  Formulation 
I n  t h i s  paper  w e  cons ider  non l inea r  h e r e d i t a r y  c o n t r o l  systems which 
are governed by f u n c t i o n a l  d i f f e r e n t i a l  s tate equa t ions  of retarded type  
of the  form 
(2.1) G ( t )  = Lxt + f ( t , x ( t ) , x t , u ( t ) )  t E [O,Tj 
wi th  i n i t i a l  c o n d i t i o n s  given by 
, ,  5 
. I  
where n E Rn, Q, E L;(-r30) 
defined by 
g iven  by t h e  l i n e a r  ope ra to r  L:L2(-r,O) -+ Rn w i l l  be assumed t o  be of t h e  
form 
a d  x denotes  the func t ion  on [-reo e 
xt(f3) = x ( t 4 8 ) ,  -r S 8 5 0. The l i n e a r  p a r t  of t h e  equat ion ,  
n 
P V U#J = 1 Aj$(-Tj) + A(e)$(e)de 
-r j=O 
where t h e  A are nxn matrices, A ( * )  is a square  i n t e g r a b l e  nxn ma t r ix  
valued func t ion  def ined  on t h e  i n t e r v a l  (-r,O) and 0 = T < T < T2.. .< 'I = 
S t r i c t l y  speaking, 
j 
0 1  v 
LQ, is not  w e l l  def ined  f o r  a l l  Q, 6 Li(-r,O) i n  t h a t  
po in t  eva lua t ions  of @ are required.  We remedy t h i s  s i t u a t i o n  by in su r ing  
t h a t  i n  any i n s t a n c e  'In which the opera to r  L appears below, either i t  is 
being appl led  t o  an element i n  LZ(-r,D) for: which the va lue  of L$ i s  n 
w e l l  def ined,  o r  LQ, appears e i t h e r  e x p l i c i t l y  o r  i m p l i c i t l y  beneath an 
i n t e g r a l  s i g n  i n  a r e fe rence  t o  
problem (2.1)(2.2) above. 
x, t h e  s o l u t i o n  t o  the  i n i t i a l  va lue  
I n  a d d i t i o n ,  w e  assume t h a t  t h e  nonl inear  pe r tu rba t ion  term 
f :RbRnXL;(-r,O) XRm + Rn s a t i s f i e s  t h e  following hypotbeses 
(H2) For any bounded subsel: D of RnxL;(-r,O) 
loc t h e r e  e x i s t  
such t h a t  f o r  v E Rm, t E R' and ( ~ , $ J ) , ( E ~ F & )  E D 
one has  
mi = mi@), mi E Lm i = 1 ,2  
l€( t9r l ,+ ,v)  - f ( t ,S,$,v> 1 .s {m,(t)fm2(t) 1v131~11-51+lCb-g 1, 
6 
: '  
There e x i s t s  a cont inuous nxm matr ix  valued mapping t + B ( t )  
such t h a t  f(t,O,O,v) =: B(t)v f o r  a l l  t e R1 and v E R . I n  
a d d i t i o n  t h e r e  exist func t ions  Pi e L, i = 1 , 2  ~ c h  t h a t  
m 
l o c  
l f ( t , n ,+  * v)  I d P , ( t >  + f 2 ( t )  1 v p q n 1  d- 14++ I B ( t ) !  1.1 
f o r  a l l  t E R , v e R" 
I(rl90) 1 2 =  Id2+ 14 
1 
and a l l  (q,+) E RnFLi ( - r ,O)  w i th  
s u f f i c i e n t l y  l a r g e .  
f o r  all t 
Hypotheses (H2) 
s a t i s f i e d  by f :  
(G) There e x i s t  
I f ( W Y $ , d  I E 
1 
A s o l u t i o n  
€o r  a l l  t E R , 
be a func t ion  x 
rl m 
E ill, rl E Rn, (0 E Lz(-r,O) and v,w E R . 
and ( H 3 )  toge ther  y i e l d  t h e  followring growth condition 
l o c  funct ions ;;i ,L, E L, such t h a t  1 1  
Gl(t)+iir2(t) 1.11 I101 + ( + I > +  l B ( t >  11.1 
n 
q E R", Ci, E L2(-r,0) 
x ( t )  = x( t ;Q,$ ,u)  t o  (2.1)(2.2) is deffned t o  
and v E R". 
n 
E L2(-r,T) such t h a t  t h e  mapping t + x ( t )  is abso lu te ly  
continuous on (O,T), (2 .1)  is s a t i s f i e d  a. e. on (0,T) and f o r  which 
x(0) = 0 x = 4 . Using s tandard  arguments, t h e  f o l l o d q  ex i s t ence ,  
uniqceiiess and continuous dependence r e s u l t  f o r  s o l u t i o n s  to t he  initial 
value  problem (2.1) (2.2) can be  e s t ab l l shed .  
0 
Theorem 2 . 1  Under hypotheses (H1)  - (H4), given u E L;[O,T) and 
(q,+) E RnxHy(-r,O) wi th  rl = (0(0), t h e r e  exis ts  a unique s o l u t i o n  t o  t h e  
i n i t i a l  va lue  problem (2.1)(2.2) on [O,Tl. Moreover, t h e  mapping 
( 4 , ~ )  -r (x(t;@(O) ,$,u) ,x t ($(0> ,$,u>> from t: (-r,o) x L:(o,T) i n t o  R ~ x L ~ ( - ~ , o J  
wheie x is t h e  unique s o l u t i o n  t o  (2.1)(2.2) c o r r e s p o d l n g  t o  Y E  Lm(O,T) 2 
1 %  7 
and x(0) = $ ( O ) ,  xo = 4, is cont inuous wi th  
n m H1(-r,0)xL2(0,T) iriduced by t h e  supremum norm 
L~ norm on L;(o,T). 
.r 
on HY(-r,O) and the  s t anda rd  
Fundamental t o  t h e  development of ou r  approximat ion  schemes belo=. will 
be  t h e  equiva lence  which e x i s t s  between the  FDZ i n i t i a l  va lue  problem 
(2.1)(2.2) above and an a b s t r a c t  evo lu t ion  equat ion  set i n  t h e  H i l b e r t  space  
2 = RnxLn(-r,O) with i n n e r  product  <;,'>a = <-,e> + n R" l.-!-r, 0) 2 
r o r  each t 2 0 l e t  S( t ) :Z  + 2 denote  t h e  s o l u t i o n  ope ra to r  f o r  t h e  
a s soc ia t ed  l i n e a r  homogeneous i n i t i a l  va lue  problem corresponding t o  (2.1) 
(2 .2) .  That is, Eor (n,@) E Z w e  have 
S ( t )  (n,@) = (x( t1  ,Xt) 
where x is t h e  unique s o l u t i o n  t o  (2.1)(2.2) wi th  f 2 0. Based upon 
ex i s t ence ,  uniqueness and cont inuous dependence r e s u l t s  f o r  t h e  l i n e a r  
homogeneous problem ( see  [ 3 ] [ 4 1 [ 2 4 1 )  one may conclude t h a t  
r ep resen t s  a parameter ized family of w e l l  def ined  bounded l i n e a r  transform- 
a t i o n s  forming a c semigroup of ope ra to r s  on 2. The i n f i n i t e s i m a l  
genera tor  of {S( t ) : t  2 0; , A , and i ts  domain of d e f i n i t i o n  D(A) may 
be c a l c u l a t e d  and are g iven  by 
{S ( t )  : t 2 0) 
0- 
I f  w e  d e f i n e  t h e  i n n e r  product  on Z by 
0 
-r 
where 
8 
then  i t  c l e a r l y  fol lows t h a t  f o r  ( I - I , $ I ) E  Z 
Furthermore, i t  can be  shown t h a t  t h e  ope ra to r  
d i s s i p a t i v e  inequality with  r e spec t  t o  the .g i n n e r  p r o d u c t :  
A s a t i s f i e s  t h e  following 
and hence 
s a t i s f i e s  t h e  exponent ia l  bound. given by 
A E G ( 6 , w )  -- t h a t  is, t h e  semigroup of  ope ra to r s  {S( t ) : t  20) 
Let 
of 2 onto Rn and Ln(-r,O) r e spec t ive ly .  Tnat i s  f o r  (]I,$) E 2, w e  
have 
al:Z + Rn and R :Z + Ln(-r,O) denote  t h e  two coord ina te  p r o j e c t h n s  
2 2 
2 
- T p l , + )  = rl x2(I-11,4) = 4. 
1 Let t h e  mapping F:R XZXRm * Z be  def ined  by 
~ .."? : G#:;G$~*$~.L, rnuk e w  . :  . I  
\ GAL 3 . .  
9 
Hypotheses (Hl)-(H4) imposed upon f n a t u r a l l y  imply t h a t  t he  mapping F 
def ined  above w i l l  have t h e  fol lowing p rope r t i e s :  
(P1) For any z E C([O,Tl,Z) and \r E Li(O,T), t he  mapping 
t + l F ( t , z ( t )  , u ( t ) )  1 is i n  L i ( 0 , T ) .  
For any bounded subse t  of Z,  t h e r e  e x i s t  M ,M (depending 
on D) i n  L?' such t h a t  IF(t ,z,v) - F(t,w,v) I S 
{Kl(t) + M,(t)lvl} Iz-wl  f o r  a l l  Z , W E D  , t e R 1  and v E Rm. 
1 2  (P 2) 
For zo E Z 
i m p l i c i t l y  by t h e  fol lowing exyress ion  
and U E Ly(O,T), l e t  t h e  mapping z:EO,TI + Z be  def ined  
t 
(2.4) z ( t )  = z(:;zo,u) = S ( c ) z O  + S(t-a)F(a,z(a), la(a))da . 
Usicg hypotheses (Hl)-(H4) and p r o p e r t i e s  (P1) and (P2) above toge the r  
w i th  s t anda rd  arguments involving P ica fd  i t e r a t e s  and the  Gronwall i nequa l i ty ,  
Banks E21 
0 
is  a b l e  t o  e s t a b l i s h  t h e  fol lowing lemma. 
Lemma 2 .1  Under hypotheses (Hl)-(H4), equat ion  (2.4) above, d e f i n e s  for 
each 
Moreover, t h e  mapping ($(O) ,$,W * z ( t ,  (@(O) ,4) ,u) Is continuouk on 
D(A)xLy(O,T) 
zo E Z and u E Lm(O,T) 3 unique func t ion  t + z(t;zo,lq.) E c (cO,T],Z).  2 
w i th  r e spec t  t o  t h e  ZXL,  and RRx@L2 topologies .  
F ina l ly ,  us ing  t h e  above r e s u l t s ,  t h e  equiva lence  which w e  d e s i r e  between 
the  FDE i n i t i a l  va lue  problem (z . l l (2 .2)  
set  i n  Z ,  i n  p a r t i c u l a r  t he  system given  by (2.41, can be e s t ab l i shed .  
and an a b s t r a c t  e-Jolution equat ion  
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Theorem 2.2 For f s a t i s f y i n g  hypotheses (€i1)-(H4)v z0 = ( @ ( O > Y > )  E D(A) 
and u E LY(0,T) we have 
i L . 5 :  z( t ;z0 ,u)  = (x(t;@(O) *(9YUI ,xt(@(O> Y$,U>> t E COYTI 
where z ( t ;zOyU)  is  tt. unique s o l u t i o n  t o  (2 .4)  guaranteed t o  e x i s t  by 
Lemma 2.1 and x( t ;@(O) ,@,u)  i s  the  unique s o l u t i o n  t o  t h e  FDE i n i t i a l  
va lue  problem (2.1)(2.2) guaranteed t o  e x i s t  by Theorem 2.1. 
W e  s h a l l  only b r i e f l y  o u t l i n e  the  e s s e n t i a l  a spec t s  of t he  arguments 
necessary t o  v e r i f y  Ttieoren 2 . 2 .  The d e t a i l s  of the  proof can be f o u n d  
i n  [21. The equivalence descr ibed  by (2.5) is f i r s t  e s t a b l i s h e d  on a 
r e s t r i c t e d  c l a s s  of i n i t i a l  d a t a  z arid inpu t  func t ions  ~i . For 
(@(O) ,@) E 2 with  @ E  Cy(-r,O) and u E Cm(O,T) 
0 
i t  can be  shown t h a t  
i s  t h e  unique s t r o n g  s o l u t i o n  t o  the  a o s t r a c t  evo lu t ion  equat ion  i n  2 
given i n  d i f f e r e n t i a l e d  form by 
However, i t  can a l s o  be shown t h a t  any s t r o n g  s o l u t i o n  o f  ( 2 . 6 )  (2.7) 
corresponding t o  (9 E C (-ryO) and U E  Ca(O,T) must s a t i s f y  n 1 
y ( t )  = S(t)y(O) f S(t-u)F(a,.viU),~(U)>da it 0
and hence by Lemma 2 . 1  must be  the  unique s o l u t i o n  i n  c(CO,TJ,Z) of ( 2 . 4 ) .  
With t h e  d c s i r e d  equiva lence  now es t ab l i shed  ?o r  
u E Cm(O,T), i t  is e a s i l y  extendcd t o  th2  more genera l  e l a s s  of in.*.tral 
4 E C’f(-r,O) and 
I 
d a t a  and inpu t  func t ions  descr ibed i n  t:ie s ta tement  of &!-e theorem througl 
t h e  use  of  the  continuous dependence r e s u l t s  given i n  Theorem 2.1 ai:?. 
Lemma 2 .1  toge ther  wi th  s tandard  densicy argWie.its. 
3. An Abstr_act Approximation Framework 
I n  t h i s  s e c t i o n  w e  develoy an a b s t r a c t  approximation framework -rider 
which approximation schemes app l i cab le  t o  the  a b s t r a c t  evo lu t ion  eaua t ion  
given by (2.4) can be cons t ruc ted .  I n  a d d i t i m ,  we e s t a b l i s h  coridit ions 
which a r e  s u i f i c i e n t  t o  conclude convergence of s-hemes cons t ruc ted  wi th in  
the  framework. The approach w e  take j s  based iipon, and a n  extcnsio’t o f ,  
t h e  d i s c r e t e  approximation framewcrk f o r  t h e  intcgrat iora  of l i n e a r  E’DE 
i n i t i a l  va lue  problems descr ibed  i n  c241. 
upon the  approximatiqn of the  sernieroup oE opera to r s  
Indeecl our  schemes w i l l  b based 
(S(t)  :t ? 0 )  deflncru 
on Z by a szquence of d i s c r e t e  semigroups (see [l8]) wMtn are def ined on 
f i n i 2 e  dimensional approximating subspaces of ?. and w&ich are consr ruc tzd  
us ing  r a t i o n a l  func t ion  approx‘matiocs t o  t h e  exponent ia l  znJ  f i n i t e  
dimensional approximations t o  t h e  i n f i n i t e s i m a l  genera ta r  A of {S(t) :t 2 O?. 
The fundamental convergence r e s u l t s  f o r  t hese  L o n s t r u c t b n s  clre gl’ven i n  
Theorem 3.1 t o  follow and are used ex tens ive ly  throughow our  d iscuss ions  
below. 
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For each N = 1,2... le t  ZN be  a f i n i t e  dimensional subspace of 2 
\ and l e t  P :Z -+ Z be  the  a s soc ia t ed  or thogonal  (nor N N of dimension 
n e c e s s a r i l y  wi th  r e spec t  to  the  s tandard  inne r  preduet on Z ) pro jec t ion  
of Z on to  2 Define A * Z  + ZN t o  be a bounded l i n e a r  ope ra to r  on 
5 and l e t  SN( t )  = e " f o r  a l l  t 2 0. 
-- Theorfm 3.1 Suppose 
N' N' N 
P z + z as N -+a f o r  each z E 2 N (1) 
( 2) There e x i s t  cons t an t s  M , B ,  independent of N f o r  which 
A,LK E G(M,B), N = 1?2,.. (i.e. 
N = 1,2 ... ) I S ( t )  I I M e  B t  , ISN(t) I I M e  B t  
( 3) There e x i s t s  D ~ c D ( A ) ,  B dznse subse t  of Z for which 
1' lANPNz-Az1 -+ 0 as  N -t f o r  each z E D 
( 4 )  There e x i s t  A t :  C wi th  Reh. > $ and D2 a dense subse t  of Z 
Dl f o r  which R(X;A)D~ E 
( 5 )  C ( z )  is a r a t i o n a l  func t ion  of t he  complex v a r i a b l e  z f o r  which 
(a )  ( C ( z )  - e"I = O ( ~ Z ) ~ + ~ )  a s  1. -+ 0 wi th  q > 0 
(b) i f  C ( z )  = n(z ) /d (z )  t hen  
degree C ( z )  f degree n(z)  - degree d(z)  5 q + 1 
(c) C(z) has no poles  i n  {zeC:Re,zI 0) 
Then t h e  o p e r a t o r s  C($,) 
large. I f ,  i n  a d d i t i o n ,  f o r  p 
n($N)d(z AN)-' e x i s t  € o r  a l l  N s n f f i c i e n t l y  
t h a t  p o s i t i v e  i n t e g e r  f o r  which 
N '  
r r 
< T < ( p N +  1 ) ~  , 
)k=O 
w e  have t h a t  the  i n f i n i t e  collec tion of ope ra to r s  
a r e  uniformly bounded wi th  respec t  t o  M then 
pi!l ii - 
on ZN, (C(i A,)k pN 
IC(; k P N Z  - S(t,)zl N "c 0 
(3 .1)  
a s  N + 00 f o r  each z E Z unfformly 
r t: = k -  k = 0,1.2 ... p.. . N 
Theorem 3.1 is based p r imar i ly  upon a 
i n  k, IC = 0,1,2...-N where 
r e s u l t  due t o  Uersb and Kat0 E141 
and is i n  f a c t  a f u l l y  d i s c r e t e  analog of t h e  w e l l  known TroKter-Kat0 
r e s u l t s  which a r e  commonly used i n  e s t a b l i s h i n g  t h e  convergence of s e m i -  
d i s c r e t e  approximations t o  semigroups of ope ra to r s  (see c181). 
p o s s i b l e  to  a c t u a l l y  c o n s t r u c t  schemes ( i .e .  ZN, PN, $ , C ( z ) )  which 
s a t i s f y  t h e  hypotheses of Theorem 3.1 is exhib!.ted in t h e  next s e c t i o .  . 
That it is 
Remark 3.1 As a c o r o l l a r y  to  Theorem 3 . 1 ,  i t  f.s p o s s i b l e  to  e s t ima te  t h e  
r a t e  of convergence i n  (3.1). Indeed i f  for  z E S, a p a r t i c u l a r  subset 
of 
i n  Hypothesis (3)  is O(L)p f o r  some p > 0, Ctien t h e  rate of convergence 
i n  (3.1) will b e  a(:)' +O(:)' f o r  z E S. 
Z which is def ined  i n  Theorem 4.17 of [ 2 4 1  we have t h a t  t h e  convergence 
N 
Before we can proceed to apply t h e  r e s u l t s  of  Theorem 3.1 i n  t h e  
development of approximation schemes f o r  t h e  non l inea r  system (2.4), w a  
must f i r s t  cons ider  t h e  l i n e a r  nonhbmogeneous problem. We s h a i l  r e q u i r e  
t h e  fol lowing restilt from C241. For f E L"(0,T) and z0 E Z, let  
z E c(cO,T],Z)  
2 
be  g iven  by 
z ( t )  = S ( t > z o  + S(t-O)(f(o),O)dO i" 0 
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wilere f N  = - f (G)da ,  D(z) is a r a t i o n a l  func t ion  of t he  complex 
j r  " I  
v a r i a b l e  z and 0 S X S 1. 
Theorem 3.2 Suppose t h a t  ZEp, PN, A,, C ( n )  s a t i s f y  t h e  hypotheses of 
Theorem 3.1. Suppose f u r t h e r  t h a t  
(1) The i n f i n i t e  c o l l e c t i o n  of Operators  on $, 
{ C(: AN)k pN are uniformly bounded with r e spec t  t o  N 1 k=O 
and ' 
(2) The ope ra to r s  D ( X X  AN) e x i s t  f o r  a l l  rs s u f f i c e n t l y  l a r g e  and 
s a t i s f y  l D ( h i  A N ) P N z - z ]  + 0 a s  PI * for each z E 2. 
as N + w f o r  each E Z uniformly i n  k, k = 0,1,2 ...ON and uniformly 
i n  f f o r  f i n  bounded subse t s  of Li(0,T) .  
' 0  
Severa l  of our  arguments below r e l y  upon an app l i ca t ion  of t h e  fol lowing 
lema.  The r e s u l t  g iven  i n  Lema 3.1 is a d i s c r e t e  analog of the  w e l l  known 
genera l ized  Gronwall d i f f e r e n t i a l  i nequa l i ty .  Sirice we have been unable t o  
l o c a t e  a s u i t a b l e  r e fe rence  i n  t h e  l i t e r a t u r e ,  a p r o d  of t h e  r e s u l t  has been 
included.  
Lemma 3.1 
real numbers and t h a t  {@jjy=o is a sequa ice  of r e a l  numbers which s a t i s f y  
Suppose t h a t  {crjjT=o and ~ $ j j ~ ~ o  are sequences of non-negative 
n-- 1 
k-0 
n = 1 , 2  ... Qn I; a + 1 n 
Then w e  have t h a t  
. .$' , . _ _  
OR1 
QF 
15 
I f  i n  a d d i t i o n  ci = ci 2 0 j = 0,1,2 ... then 
j 
n- 1 
k=O 
$n 5 a exp( 1 6,) n = 1,2 ,  ... 
n- 1 
k=O 
n = 1 , 2  ... Then 'k'k Proof: L e t  sn = 
and t h e r e f o r e  
This  impl ies  t h a t  
n- 1 n-1 n-1 
n-1 n-1 n-1 
n-1 n-1 
j = O  k = j + l  
= C II (1+ek)ajaj. 
Now 6 k 2 0 impl ies  t h a t  (1 + 6,) 5 exp(Bk) k = 1 , 2 . . . ~ - 1  and hence 
n-1 n- 1 n- 1 n z l  
s * 1 B a * (  JI . exp(Bk)) = a (exp( 2 6k)) 
n j = O  j k=j+l j -0 'j j kt.j+l 
from which w e  conclude t h a t  
n- 1 n-1 
I n  the  case t h a t  ci = a, j 0 ,1 ,2  ..., (3.2) implies  t h a t  
j 
n- 1 
k=O 
2 Q exp( 1 f ik) .  
For Z *, PIJ, AN, C ( z ) ,  U(z> and pN as described above, zo E 2, 
2 u E L"(0,T) and f s a t i s f y i n g  hypotheses (H1) - (i!i&} we def ine  the  c o l l e c t i o n  
'n k = 0,1,2. .. 
i = 1 , 2  ... Pt1. 
i 
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!,errma 3.2 Far ZN, Pt4, A,, C ( z ) ,  D(z) and pN s a t l s f y i n g  the hypotheses 
of Theorem 3.2 and u E E , a bounded subse t  of L;(O,T), t h e  c o l l e c t i o n  
PN def ined  by (3.3) above are bounded i n  (r( 2, I f  lir) uniformly 
0 
o r  all N s u f f i c i e n t l y  large and uniformly i n  _U-E E where 
N \ l N  E rnax tzkI . 
K=O co OSkSpn 2 
k)'N 
k==O 
Proof 
for  a l l  N S u f f i c i e n t l y  l a r g e  which is assumed t o  ex is t  i n  hypothes is  (1) 
Let KO denote  the uniform bound on t h e  opera tors  { C(= A ) 
__I 
of Theorem 3.2, and l e t  
D(h AN> Ear a11 N s u f f i c i e n t l y  l a r g e  whose ex i s t ence  can be  argued using 
hypothesis  (2) of Thecrem 3.2 and the uniform baundedness pr inc ip l e .  Then, 
K1 denote  the  uniform bound on t h e  ope ra to r s  
pN for  k = 0,1$2 ... 
Applying t h e  growth cond i t ion  (G) s a t i s f i e d  by f ,  w e  f h d  
18 
and hence by Lemma 3 . 1  
Theorem 3 . 3  For Z N, PN,  A N I  C(z), D(z) and pN s a t i s f y i n g  the  
hypotheses of Theorem 3 . 2 ,  u E E , a bounded subset of Lm(O,T), - 2 
I-’N given by ( 3 . 3 )  , and z given by (2.4) we have f k=O 
as N -t 00 f o r  each z E Z uniformly i n  k, k = 0 , 1 , 2  . . . p N  and uniformly 
i n  u for u E E. 
0 
Proof For z E C([O,Tl, Z), t he  unique Golut icn to  (2 .4 )  guaranteed t o  
e x i s t  by Lemma 2 . 1 ,  and t E [d,T1 d e f i n e  the  func t ion  h by 
. - *  
" ' 1  , * 4  . 
> ?  , 
I . &  
% ' a  . 
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Then 
z ( t )  = S ( t ) z o  + S(t-U)(h(a),O)da 
0 r 
and us ing  hypotheses  (Hl)-(H4) i t  is e a s i l y  v e r i f i e d  t h a t  f o r  u E E, 
h l ies  i n  a bounded subse t  of  L"(0,T). I f  w e  de f ine  -N 'N 
fZklk=O zN by 2 
EJ k 
j=l  
-N zk = C ( i  %IkPNzo + f 
N 
1 C ( i  ANIk-',(; %)PN(hj,O) 
h(o)dU then  i t  fol lows t h a t  where hi N I !! 1; r 
5-1 I \  
N N N -N - N  N 1.k - z ( t k > ]  ' lzk - 'kl ' Iz,- 'Ct,) I 
J 
where K and K1 are as they were de f ined  i n  t h e  proof of  Lemma 3 . 2 .  
Since  ( z ( t ; z  ,u ) : t~CO,Tl ,u  E E 1 l ies  i n  a hounded subse t  o f  2 (see c23) 
as does ~z,(zo,u), k = 0,1,2...p U E  E :  uniformly i n  N fGr all N n 
s u f f i c i e n t l y  l a r g e ,  p rope r ty  (P2) imp l i e s  
0 
0 
N 
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L e t  E: > 0 be given. Theorem 3.2 impl ies  t h a t  - z( tF)  I < E f o r  k 
all N s u f f i c i e n t l y  l a r g e  uniformly i n  k, k = 0,1,2 ...ON and uniformly 
i n  u f o r  u E &. Furthermore by Theorem 3.2 of E33, t h e  opera tor  
F:L;(O,T) -+ C([O,T],Z) def ined  by 
F ( f ) ( t )  = S(t)zO + S(t-o)(f(G),O)dU 
0 i’
is a compact a f f i n e  opera tor .  Since u E E , a bounded subse t  of 
LY(0,T) 
t h a t  {z(*;z u):u E €1 is a reLa t ive ly  compact subset of c([O,Tl,Z). 
Theref o r e ,  t he  mappings t -f z (t ; zn , u) , U E  E 
impl ies  h (  * ,u)  lies i n  a bounded subset 05 LyfO,T), i t  fol lows 
0 
a r e  uniformly equicont inuous 
N on [ O , T j  and Iz(t,)  - z ( ~ ) ] < E , U  f o r  a l l  N s u f f i c i e n t l y  
l a r g e  uniformly i n  k, k = 0,1,2 . . . p N  and uniformly i n  u ,  u E E. The 
above arguments t oge the r  w i th  t h e  i n e q u a l i t i e s  given by (3.4) imply 
+ KOKl 
Lo3 
f o r  a l l  N s u f f i c i e n t l y  l a rge .  If w e  now apply Lema 3.1 t o  (3.5’) i t  
then fol lows t h a t  
f o r  all N s u f f i c i e n t l y  l a r g e ,  where 
Y = KiKITIEill + KoK11M21 T1’21ul and t h e  theorem is proven. 
Lm Lm L2 
- Corol lary 3.1  For (z$N 
t h e  hypotheses of  Theorem 3.3 i t  fol lows t h a t  
N N 
generated by an approximation scheme s a t i s f y i n g  
K=O 
ln~zk((~,$) P U )  - X(tk;n,$Su) I * 0 
as N -t 00 uniformly i n  k ,  k = 0,1,2. ..pN and uniformly i n  u, u E E 
where x denotes  t h e  unique s o l u t i o n  t o  t h e  i n i t i a l  va lue  problem (2.1) (2.2).  
4. Construct ion of Convergent Approximation Schemes 
In t h i s  s e c t i o n  w e  cons t ruc t  approximation schemes which are based upon 
t h e  framework descr ibed  i n  t h e  previous s e c t i o n  and which s a t i s f y  t h e  hypotheses  
of Theorsm 3.3. S ince  t h e  schemes descr ibed  below and the  v e r i f i c a t i o n  of 
t h e  f a c t  t h a t  they s a t i s f y  t h e  hypotheses of Theorem 3.3 have appeared else- 
where ([2],[4],[8],[24]), t he  r e l evan t  r e s u l t s  art? ou t l ined  and t h e  d e t a i l s  
22 
Each of our  approximation schemes is composed of two i n t e r r e l a t e d  
components t h e  s ta te  d i s c r e t i z a t i o n ,  as is cha rac t e r i zed  by t h e  choice of 
ZNy Pny and A n y  and t h e  temporal d i s c r e t i z a t i o n  which i s  determined by 
the  r a t i o n a l  func t ions  C ( z )  and D ( z ) .  The i n t e r r e l a t i o n  which e x i s t s  
between the two components is a consequence of t he  condi t ions  under which 
our  fundamental convergence r e s u l t ,  Theorem 3.3 ,  app l i e s .  W e  begin wi th  
a d e s c r i p t i o n  of two s t a t e  approximations and then d i scuss  and c h a r a c t e r i z e  
f a m i l i e s  of r a t i o n a l  func t ions  which, when coupled x i t h  th -  *se state 
approximat ions l ead  t o  convergent approxlmation schenes.  
The averaging s t a t e  approximation (AVEj,  the more p r imi t ive  o f  the two 
s ta te  approximations t o  be dtscusscd is bas:d upon f i n i t e  d i f f e r e n c e  
approximations and is def ined  a s  fol lows.  For each N = 1,; .. . . let :  
j = 1,2 ... N denote  t h e  c h a r a c t e r i s t i c  ftanction on the  i n t e r v a l  N 
r r 
xj 
C-j, , -{j-lj$ and l e t  
N N  
ZN {(u,($> E z: $J = 1 V j x j  V E R"?. j=1 j 
We no te  t h a t  
tk:o s t anda rd  Z i n n e r  product)  p r o j e c t i o n s  Q :Z -+ ZN a r e  g iven  by 
dim ZN = n(N f 1) and t h a t  t h e  or thogonal  (with r e spec t  t o  
N 
N N  
'N{VY$) = ( n Y  1 $ j x j  1 
j-1 
-(j-l); 
where ($ =.- Jr +(e)de.  It is  not  d i f f i c u l t  t o  show t h a t  PNz -f z j r  -jz 
as N + f o r  each z E 2. L e t  the  o p e r a t o r s  L :Z + Rn and 
D :Z -+ L:(-r,O) be  givep by 
N N  
N N  
+ N N  1 Ajvj 
j = 1  N 
r 
- ( j - l )Z  
where A~ = 4 J A(0)dB j = 1,2. ..N and 
r j -jE 
where v = rl r e s p e c t i v e l y .  Define #tN:zN 3 zN by 0 
A&@) = (LN(b@) , D , ( w m  
and f a r  t 2 0 let SN(t )  = e . A sequence of i n n e r  products on 
2, , can be cons t ruc ted  f o r  which t h e r e  e x i s s a n  M > 0,  independent 
of N, such t h a t  
f o r  all (Q,$) E ZN . Furthermore, t h e r e  e x i s t s  a $ > 0 independent of  
N , for a l l  N s u f f i c i e n t l y  l a r g e  f o r  which t h e  operators - p.1 are 
maximal d i s s i p a t i v e  w i t h  r e s p e c t  t o  t h c  
It follows t h e r e f o r e  t h a t  AN E G(M,$)  and 
s u f f i c i e n t l y  l a r g e .  It is i n  f a c t  t h e  case t h a t  t h e  as def ined above 
s a t i s f y  a sonewhat s t r o n g e r  condi t ion.  
an  a > 0 f o r  which 
* 
< *  *>N i n n e r  product on 
ISN(t)l S EeBc f o r  a l l  N 
It can be  shown ithat t h e r e  e x i s t  
24 
apparent  when w e  d i s c u s s  t h e  choice  of t h e  r a t i o n a l  func t ion  component of 
t he  approximation scheme below. 
If w e  let: D1 = D(A2) and D2 = D(A) then D1 c D(A) is a dense 
subset OE 2 and for all A E C with Reh > B,R(A;A)D~ = D1. Moreover, 
1 it can be shown t h a t  fo.: each z E D 
lA$Nz - Azl  I= O(N-1'2) 
as M + -. 
We s h a l l  nex t  desc r ibe  E? s p l i n e  based state approximation. The dis- 
cuss ions  which follow w i l l  be  restricted t o  cons t ruc t ions  in'rolving l i n e a r ,  
o r  f - i r s t  o rde r  s p l i n e  func t ions .  However, t h e  results given below are e a s i l y  
genera l ized  so a s  to be  app l i cab le  t o  s t a t e  approximatiwns employing h igher  
o rde r  s p l i n e  func t ions .  For each N 5 1,2 .  .. and 0 E [ - r ,O l  let 
1 0  otherwise  
0 otherwise  
N 
N - 1  - r s e s t  
I o  vtherwise 
25 
It is immediately clear t h a t  dim ZN = r(N + l), ZN c D(h) and Zbl 
c o n s i s t s  of a l l  those elements (q ,@) E Z fDr irhich = G(0) and @ is a 
f i r s t  c r d e r  s p l i n e  func t ion  wi th  knots  a t  Let  pN:7 
denote Lhe or thogonal  p r o j e c t i m  from Z onto  Z computed wi th  respec.: 
t o  the  weighted inne r  product  on Z ,  def ined  i n  S e c t t r n  2. Fi l la l ly  
we d e f i n e  the  ope ra to r s  AN:ZN + Zy by 
-+ zN 
N 
A, = PNp. . 
i 
Using t h e  f a c t  t h a t  t he  
(2.3) ‘ t h a t  f o r  zb E ZN 
PN are orchogonril. p r o j e c t i o n s  it: f o l l T w s  from 
and hence t h a t  
po la tory  s p l i n e s  i t  is n o t  d i f f i c u l t  t o  show t h a t  P z + z as N + OJ 
€or  each z E Z and t h a t  
E G ( f i , w ) .  Furthermore,  us ing  t h e  p r o p e r t i e s  of i n t e r -  
N 
2 D2 = D(A ) then a l l  or‘ t hc  hypothese, 3 f o r  each z E D1 Z D(A ). I f  we choose 
2nd condi t ions  of Theorem 3 . 3  concerning t h e  s ta te  approximation only hold 
f o r  tt‘e l i n e a r  s p l i n e  scheme defined above. W e  no te  t h a t  f o r  state approxi- 
matiGns employing h igher  order  s p l i n e  func t ions  t h e  o rde r  of converrence 
i n  ( 4 . 4 )  and the re fo re  i n  the  i n t e g r a t i o n  method i t s e l f  (see Remark 3.1) 
can be increased .  
For  e i t h e r  t he  AVZ o r  s p l i n e  based state  aDDroximatiorts- a ratinns 
LO 
e .  
func t ion  C ( z )  s a t i s f y i n g  cond i t ions  OF Theorem 3.1 must be  chosen for 
which t h e  ope ra to r s  C(: A,)' are uniformly bounded i 
s u f f i c i e n t l y  l a r g e .  c is c l e a r  front ,andi t ion (sa) that w 
L O  
r a t i o n a l  funccion approxiga t ions  t o  t h e  exponent ia l .  k'hile t h e r e  are many 
f ami i i e s  of approximating r a t i o n a l  func t ions  from which t o  choose, w e  have 
restr3.cte.l our a t t e n t i o n  t o  the  w e l l  known Pad6 approximants 
are g iven  by Pjk(z)  = Njk(z) /Djk(z)  where 
[263 which 
(j + k - i ) !k !  i 
(4.5) Njk(z)  1 ( j + k ) ! i ! ( k - L ) ! '  i=o 
and 
I t  can be  shown t h a t  
i n d  hence t h e  Pad6 approximants s a t i s f y  cond i t ion  (5b) s i n c e  deg Pjk(z)  = 
k - j 5 k + j f 1. It i s  immediately clear from (4.5),  (4.6) t h a t  
Z OD a r e  t1.i Maclaurin polynomials f o r  e and the re fo re  s a t i s f y  { pok(z'l k-0 
corldi t ion f 5 c ) .  Fur ther  lore,  Ehle [11J, i n  h i 5  study of the  use of the  
Pad& approximants in be cons t ruc t ion  of A-stable i n t e g r a t i o n  schemes f o r  
s t i f f  systems of o:ci.. 
z E { z  E C:Rez 5 0 )  
' ry d i f f e r e n t i a l  equat ions  has shown t h a t  f o r  
Consequzntly, from t he  s t andpo in t  o f  the c o n s t r a i n t  thee condi t ion  5 of 
Thecrem 3.1 b e  s a t i s f i e d ,  C(z) can 5e chosen from a m g  the  e n t r i e s  i n  
t h e  top  rows the pr incipa-1 diagonal  and the first two subd i  
Pad6 t a b l e .  However, t he  convergence of approximation schemes cons t ruc ted  
us ing  these  r a t i o n a l  func t ions  and t h e  AVE o r  s p l i n e  based s t a t e  approxima- 
t i o n s  def ined  above is guaranteed by Theorem 3.3 only  if t h e  uniform 
boun2edness of t h e  ope ra to r s  can be demonstrated. P (: A ) ' pN 
j k  * )a=o 
Using t h e  von Nemann theory of s p e c t r a l  sets 1221 and a r e s u l t  due 
t o  Hersh and Rato C141 t h e  fol lowing r e s u l t  can b e  obtained.  
Theorem 4.1 L e t  T b e  a bounded l i n e a r  ope ra to r  on a H i l b e r t  space H 
f o r  which t h e r e  e x i s t  a 9 > 0 such t h a t  <Tx,x> r; $<x,x> €OK a l l  
x E 11, and let r ( z )  be a rational func t ion  s a t i s f y i n g  condi t ion  5 of 
Theorem 3.1. Then if 1 S I f o r  a l l  z E { z c  C : k z S  0) WE. have 
where K is a p o s i t i v e  cons t an t  independent of h and T. 
It fol lows immediately from t h e  d i s s i p a t i v e  p r o p e r t i e s  of t he  ope ra to r s  
A def ined  as a p a r t  of t h e  AVE state approximation, ( 4 . 1 ) , ( 4 . 7 ) ,  and 
Theorem 4.1 t h a t  f o r  j = k, k + 1, k + 2, k = l , 2  ... and R = 0,1,2.. . 
N 
PN 
Simi la r ly ,  f o r  t he  s p l i n e  based s ta te  approximations i t  fol lows f rom (4.3) 
t h a t  
I n  add i t ion ,  f o r  t h e  AVE s t a t e  approximation which s a t i s f i e s  (4.21, i t  
can be  shown independent ly  of Theorem 4.1 t h a t  f o r  k = 1,2 ... and 
Although, as f a r  as the  convergence of t h e  approxirnatlon scheme Bs 
concerned, i t  would s u f f i c e  to choose D(z) 5 1 , 
(see Theorem 3.2), empir ica l  evidence can be g iven ,  and an  i n t u i t i v e  
and  hence D ( A Z  AH) 5 I 
argument can b e  made f o r  choosing 
t i o n  t o  t h e  exponent ia l .  
approximation t o  the  exponent ia l  which is a s u i t a b l e  choice for 
a s u i t a b l e  choice f o r  D ( z )  as w e l l .  I n  a d d i t i o n ,  f a r  t h e  s p l i n e  based 
D(z) as a r a t i o n a l  func t ion  approxirna- 
It is e a s i l y  v e r i f i e d  t h a t  any r a t i o n a l  func t ion  
C ( Z )  is 
state approximations and k =I 1,2 ... i t  can be shown t h a t  
lPok(A-; s ) P N z  - z l  -f 0 as N -* m f o r  each z E Z. A Bore d e t a i l e d  
d e s c r i p t i o n  of the r o l e  p l q e d  by t h e  r a t i o n a l  functfon UCz) and i ts  
e f f e c t  upan the  overall periornanct? nE t h e  approxiination scheme can be 
found i n  [ 2 4 ] .  
The r e s u l t s  i n  t h i s  s e c t i o n  are summarized i n  the  fo l lowing  theorem. 
Theorem 4.2 For (Z ,P A C ( z ) , D ( z ) }  an  approximation scheme f o r  the  
i n i t i a l  va lue  problem (2.1) (2 .21,  t h e  hypotheses and condi t ions  of Theorem 
3.3 are s a t i s f i e d  i f  
N N N  
(1) ZN, PN, A, i s  on AVE s t a t e  approximation and 
C ( 2 )  , D ( d  E 9'LJdi, 
o r  
(2) ZN, PN, A is n s p l i n e  based s t a t e  approximacbn, C ( z )  E gp N 
and D ( z )  E 
where gp = tP jk(z) )  j = k,k+l,k+2, k = 1,2 ... and = {Pok(z)} k = 1,2... . 
P 
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5. & p l i c a t i o n  t o  O p t i m a l  Control  Problems- 
I n  t h i s  s e c t i o n  we cons ider  t h e  a p p l i c a t i o n  oE t h e  approximation 
r e s u l t s  discussed above t o  t h e  s o l u t i o n  of opt imal  c o n t r o l  problems i n  
which t h e  state is governed by a non l inea r  h e r e d i t a r y  system of the  
form (2.1). I n  p a r t i c u l a r  l e t  $ p R n  -+ R,$ :Ln(O,T) + b e  continuous 1 1 
2 2  
1 and l e t  @ :Lm(O,T) + R be continuous and convex. Let U be a closed 
convex subse t  of L;(O,T) and d e f i n e  problem (P) as fol lows 
3 2  
(P) 
Minimize N u )  = fjl(x(T;n,4,u)) f 
4++;'I*Cy,u)) f @,iu> 
over  a l l  u E U where x ( * ; r ~ , Q , u )  denotes  the  unique s o l u t i o n  t o  
(2.1),(2.2) cor re spondhg  t o  u E U. 
b 
The approach we  take  I s  t o  cons ider  a sequence of approximating optimal 
cor.tro1 problems 
a f i n i t e  dimensional d i s c r e t e  d i f f e r e n c e  equat ion  cons t ruc ted  i n  accordance 
wi th  t h e  api)roxCmation framework developed i n  Sec t ion  3. 
{(P 1) , i n  each of which t h e  governing state equat ion is N 
L e t  
(ZN,PN,AN,C(z) ,D(z) be an approximation scheme f o r  (2.1)fz.z) which 
s a t i s f i e s  t h e  hypotheses of Theorem 3.3 and f o r  z0 = O-I,QL u L;(o,T) 
and k = 0,1,2 ... pN let 
N " 
k 4  
are given by (3.3) w i th  x ( z  ,u) E an and where (z~(zo,u) k O  
N 
yk(zo,u) N E L;(O,T). Define x E L;(O,T) by 
0 
0 
30 
' ^  f i .  
and f o r  each fJ 1,2... let problem (P,) b e  given by 
over a l l  u E U. 
-- Remark 5.1 While i t  is t r u e  t h a t  for each N = 1,2... problem (P,) 
is n o t  f u l l y  d i s c r e t e  i n  t h a t  the  minimization of  Q, is being considered 
over a func t ion  space,  i t  is i n  f a c t  p o s s i b l e  t o  d e f i n e  the problem i n  a 
form which is d i r e c t l y  s u i t a b l e  f o r  s o l u t i o n  on t h e  computer. Indeed, i f  
PN-P 
we cons ider  the minimization over the  se t  UN E Q,U c x Rm 
Q :Lm(O,T) + x Rm is def ined  by 
where 
P,-1 0 
0 r 
N 2  
then by p lac ing  r e l a t i v e l y  minor r e s t r i c t i o n s  on t h e  choice of the set  U , 
a l l  of the convergence r e s u l t s  f o r  t h e  s o l u t i o n s  t o  the  sequence of problems 
((pN)> t o  be d iscussed  below can b e  shown t o  hold f o r  t h e  f u l l y  d i s c r e t e  
problems as w e l l .  I n  order  t o  s i m p l i f y  t h e  p r e s e n t a t i o n ,  however, w e  s h a l l  
restrict our  a t t e n t i o n  to  the  approximating problems a s  given. 
It is our  u l t i m a t e  goa l  t o  demonstrate thac i n  some sense, solutions 
t o  problem ( p , )  a p p r o x i m t e  s o l u t i o n s  t o  problem ( P ) .  Bowever before  
t h i s  can be accomplished, t h e  e x i s t e n c e  of s o l u t i o n s  t o  problems (P) and 
(P,) m u s t  be  considered. I n  order  t o  i n s u r e  t h e  convexity of @ and 
@ with  respect t o  u i t  is necessary t h a t  w e  r e s t r i c t  f , the  nonl inear  N 
p a r t  of t h e  s ta te  equat ion t o  be a f f i n e  i n  t h e  c o n t r o l s .  Followicg 
Banks [Z], hencefor th  w e  s h a l l  assume t h a t  f:R I n n  X R  xL2(-~,0)xRm + Rn 
is of  t h e  form 
I n n  where B is c o n t i w o u s  and fl:R X R  xL2(-r,0) * Rn and 
f2:R X R  xL2(-r,0) + Rnm s a t i s f y  t h e  fol lowing hypotheses. I n n  
(1) me mappings ( t ,n ,$)  + f i ( t ,n9$)  i = 1,2  
I n n  are continuous on R X R  X L 2 ( - r 7 O ) .  
(2) For any bounded s u b s e t  P of RnX?(-r,O) 2 
l O C  t h e r e  e x i s t  m = mi(l?), ui E L, i = 1 , 2  such i 
(3) For i = 1,2, fi(t,O,O) = 0 and t h e r e  e x i s t  func t ions  
1 6, E Lpc such t h a t  f o r  t E R 
If+,n,$) 1 Gi( t ){  1n1+10! l 
f o r  (rl,$) E RnXLi( - r ,O)  wi th  101 + s u f f i c i e n t l y  l a r g e .  It is 
immediately clear twt any func t ion  f of  t h e  form (5.1) s a t i s f y i n g  
(1) - (3) above w i l l  a l s o  s a t i s f y  hypqtheses ( H l ) - ( F 4 ) .  
I n  a d d i t i o n ,  i t  is necessary t h a t  we make e i t h e r  one or t h e  o t h e r  of 
the fol lowing two assumptions 
( A l )  The set U is bounded 
(A2) The mappings $, i = 1,2,3 s a t i s f y  
(i) 9, 2 0 i = 1,2 
( i i )  O,(U) + Q, if 1. + O0 
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Me n o t e  t h a t  problem (P)  is most commonly s t a t e d  with U f 
and @ a q u a d r a t i c  05 t he  form 
m m 
0 0 
where G and Q are p o s i t i v e  semi-def in i te  nxn matrices and R 
p o s i t i v e  d e f i n i t e  mxm matrix. I n  t h i s  case, assumption (A2) holds.  
i s  a 
Lemma 5 .1  For € of t h e  form (5.1) s a t i s f y i n g  hypotheses (1)-(3), 
z E Z and uR + u weakly i n  L2(0,1‘) w e  have m 0 
( 5 . 3 )  
as R - t w  
(5 .4 )  
uniformly i n  t f o r  t E [O,T] and f o r  N = 1,2.. . f ixed  w e  have 
N N 
IZk(Z03UR) - zk(zO’u) I -f 0 
as R + 05 uniformly i n  k €or  k = 0,1,2 ... pN where z(t;zo,u) and 
N zk(zo.u)  are given by (2.4) and (3.31 r e spec t ive ly .  
The proof of ( 5 . 3 )  fol lows from Theorem 3 . 2  of [2 ]  while  similar 
arguments and Lemma 3.1 can be used t o  v e r i f y  (5.4). 
Corol lary 5.1 Under the  hypotheses oE Lemma 5.1, i f  {u is  a sequence h 
f o r  which % + u weakly then 
PN’ uniformly i n  k, k = 0,1,2. .. 
b * , 
33 .. , I 
Proof S ince  __. 
and uN + u weakly impl ies  t h a t  tu,} lies i n  a bounded subse t  of 
LY(O,T), t h e  f irst  term on t h e  r i g h t  hand s i d e  of (5.5) tends toward 
zero  as N 4 00 uniformly i n  k, k = 0,1,2 ...pM as a consequence of 
Theorem 3.3 whi le  Lema 5.3. i n su res  that t h e  second term tends towzrd 
zero i n  the  z t a t e d  manner as w e l l .  
Theorem 5.1 I f  e i t h e r  assumption (Al) or (A2) hoid and f is of 
the  form (5.1) s a t i s f y i n g  hypotheses (1)-(3) t hen  problems (P) and 
(P,) have s o l u t i o n s .  
- Proof Lemma 5.1, 4i continuous,  i = 1 ,2 ,3  and 43 convex imply t h a t  
# and a)N are weakly semi-continuous from below. Therefore ,  i f  U is 
bounded, Q and QM w i l l  assume t h e i r  infimum on U (see E191 Existence 
Theorem, page 90) and t h e  theorem is proven. 
On t h e  o t h e r  hand, suppose Assumption (A2) holds ,  and let  cui) E U 
b e  such t h a t  
Wu,) -t a = in f f@(u) :uE VI. 
Note t h a t  4, 2 0 i = 1 , 2 , 3  impl ies  t h a t  0 5 a < a. Since U is 
c losed  and convex (and t h e r e f o r e  weakly s e q u e n t i a l l y  c losed)  and fu,} 
is bounded (Assumption (A2)), {u 1 i must con ta in  a weakly convergent sub- 
sequence {ui: 1 ,  ui -t 3 c: U, weakly. However, @ weakly semi-continuous 
3 3 
34 
from below implies t h a t  
u I #(U) 5 l i m  i n €  . ~ ( u  . >  = a . 
- 
and hence O(U) = a , and u i s  a s o l u t i o n  t o  problem (P). A similar 
argument may b e  used t o  demonstrate t he  ex i s t ence  of a s o l u t i o n  i E U N 
t o  problem (P,>. 
Theorem 5.2 Suppose t h a t  t h e  hypotheses of Theorem 5.1 hold and for each 
N = 1,2 ...,u denotes  a s o l u t i o n  t o  problem (P,). Then {$I con ta ins  a 
subsequence (6 1 f o r  which s -+ 5 E U weakly. Moreover, u is a 
- 
N - 
Nk Nk 
s o l u t i o n  t o  problem (P) and # (5 ) -+ Q(5) as k -+ OD. 
Nk. Nk 
Proof Under e i t h e r  assumption ( A I )  o r  (A2)  t he  sequence {:N} is 
bounded. I t  t he re fo re  must conta in  z weakly convcrgcnt subsequence 1. 
% - - 
If E U is such t h a t  u -+ u weakly as k 4 * ihen Corol la ry  3.1, 
*k 
Corol lary 5.1 and t h e  weak semi-cont inui ty  from below of  9, (it being 
continuous and convex) imply t h a t  
+ l i m  i n f  4 (U 
k-m Nk 
= l i m  inf (G c 1i.m s u p  (iN ) 
k- k Nk) - k.+ol 'k k 
I l i m  sup (9 (u) = l i m  a, (u) = @(u) 
k- Nk k*oo Nk 
.- 
fo r  a r b i t r a r y  u E U , and hence chat  u i s  a s o l u t i o n  t o  problem (p). 
The f a c t  t h a t  4 (h ) -+ #(u) a s  k -+ 03 fol lows from 
Nk Nk 
s l i m  i n €  Q (U 2 l i m  sup @ ( Z  
k- Nk Nk k- Nk Nk 
s l i m  sup Q~, (2)  = lim 4. = O t Z i .  
Remark 
f u n c t i o n a l  0 i t  is no t  p o s s i b l e  t o  say  anything about the  uniqueness of 
s o l u t i o n s  t o  problem (P). Kowever, i f  i n  f a c t  problem (P) has  a unique 
s o l u t i o n ,  then t h e  sequence i t s e l f ,  {GN} w i l l .  converge t o  u weakly as 
N + OD. 
Since i t  is d i f f i c u l t  t o  determine t h e  convexi ty  p r o p e r t i e s  of t h e  
- 
Remark If Q, is of t h e  form (5.2) then i t  is p o s s i b l e  t o  show t h a t  
1% I +\GI as w e l l ,  and hence t h a t  E + s t r o n g l y  as k * OD. Once 
a g a i n d f  problem (P) a d m i t s  a unique s o l u t i o n  u, then  % + u s t r o n g l y  
as €4 -+ a. 
k Nk - - - 
6. Analysis  of Numerical Resu l t s  
I n  t h i s  s e c t i o n  w e  p re sen t  numerical  r e s u l t s  obtained through t h e  
implementation of t h e  approximation schemes descr ibed  above, The schenes 
employed have been cons t ruc ted  us ing  the AVE and s p l i n e  based (SPL) state 
approximations toge the r  wi th  t h e  Pad6 r a t i o n a l  func t ion  approximations t o  
the  exponent ia l .  I n  a l l  of t h e  examples below, however, w e  have chosen 
C ( z )  = D(z) = P22(z) and A = - 
r a t i o n a l  func t ion  components o f  t he  approximation scheme (from among those 
The e f f e c t  of vary ing  t h e  choice o f  t h e  2 ’  
i n  the Pad6 t a b l e  fo r  which t h e  hypotheses of Theorem 3.3 are saefs f fed)  
was s t u d i e d  ex tens ive ly  i n  C241. 
. 
We have included one example involv ing  t h e  i n t e g r a t i o n  of  an i n ? t . i a l  
va lue  problem of t h e  form 
involve t h e  s o l u t i o n  of an opt imal  c o n t r o l  problem of t h e  lorn given by 
problem (P) i n  Sec t ion  5. We have d e l i b e r a t e l y  chosen t o  inc lude  examples 
which have been used by o t h e r  au thors  t o  test o t h e r  a p p r o x h a t i o n  schemes 
for the i n t e a r a t i o n  of FDE and t h e  s o l u t i o n  of FDE c o n t r o l  problems ao t h a t  
(2.1)(2.2) only and t h r e e  o t h e r  examples which 
. , -  . 36 
our  methods can L e  compared t o  t h e i r s .  The o t h e r  p l aces  where each eYQ-.gle 
has appeared has  been so noted.  
A l l  programming was done i n  FORTRAN and implemented on t h e  D i g i t a l  
Equipment Corporat ion DEC system 10 computer a t  Rowdoin College.  
op t imiza t ion  i n  each of t h e  approximating problems (P ) w a s  c a r r i e d  ou t  
us ing  t h e  IMSL [ l S I  r o u t i n e  ZXMIN, an i t e r a t i v e  quasi-&??ton algori thm 
for f ind ing  t h e  minimum of a scalar valued func t ion  of s e v e r a l  va r i ab le s .  
The 
N 
The d i s c r e t i z a t i o n  of t he  admiss ib le  c o n t r o l  space  U i n  the  approximating 
opt imal  c o n t r o l  problems 
the  uaeof  the  space  rJN = t N R m  as an approxiraatkun t o  L;(O,T) ( see  
Remark 5.1). 
za t ion  takes  p lace  inc reases  wi th  the  degree of approximation N. The 
second approach w a s  t o  minimize over  t he  space U x R" where L is a f i x e d  
cons tan t  independent of N. A cubic  s p l i n e  i n t e r p o l a t i o n  scheme w a s  t hen  
used t o  o b t a i n  the  va lues  of the  c o n t r o l  which are requi red  t o  eva lua te  
(P,) was done i n  two d i f f e r e n t  ways. 
0 
One involved 
I n  t h i s  case  the  number of parameters over which the  m i n i m i -  
- , L  
0 
( 3 . 3 ) .  The approximate s o l u t i o n s  r e s u l t i n g  from t h e  t w o  methods were 
v i r t u a l l y  ind i s t ingu i shab le .  Howev+-.r, t h e  number of i t e r a t i o n s  requi red  
t o  ob ta in  t h e  minimizing c o n t r o l  increased  l i k e  O(N) f o r  t h e  f i r s t  method; 
while  the  i t e r a t i o n  count  remained e s s e n t i a l l y  cons tan t  f o r  a l l  va lues  of 
N f o r  t h e  second method. 
Since,  wi th  t h e  except ion of Example 6.2 which has a l i n e a r  s t a t e  
equat ion,  i t  is impossible  t o  ob ta in  exac t  s o l u t i o n s  t o  the opt!mal con t ro l  
prob?ems below, w e  have included approximatr s o l u t i o n s  which were obtained 
using methods independent from our  own. These a l t e r n a t e  approximate 
s o l u t i o n s ,  which can be used f o r  camparis ion,  were computed by Daniel  [lo] 
using a f o u r t h  o rde r  i n t e g r a t i o n  scheme €or  FDE developed by Tavernini  E251 
t o  s o l v e  t h e  mixed retaraed/advanced two po in t  boundary value problem which 
: :;: * 
I .  . .* I 
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Example 6.1 (5anks c21, Example 4.1) 
We considei- t h e  i n t e g r a t i o n  of t h e  equat ion  
G ( t )  = - 1 . 5 x ( t )  - 1.25x(t-1) + x ( t ) s i n x ( t )  
on t h e  i n t e r v a l  0 5 t 5 5 wi th  i n i t i a l  d a t a  
x(0) = 1 xo(s) 5 10s + 1 - 1 s s s o  
The approximate solutions generated by the AVE and SPL sts tc  approxlmaticns 
are given i n  Tables 6.1 and 6.2 r e spec t ive ly .  The values i n  the last column 
of each  of t he  t a b l e s  were eonputed using t h e  method of s teps  [12] togc =her 
with  a f o u r t h  order  Runge-Kutta r o u t i n e  f o r  ord inary  d i f f e r e n t i a l  equat ions  
and may b e  used for comparison purposes.  
L_ 
t - 
0.0 
.5 
1.0 
1.5 
2.0 
2.5 
3.0 
3.5 
4.0 
4.5 
5 .O - 
AVE 
x ( t )  4 
1 .o 
3.0954 
2.1375 
.9759 
- .2258 
- .5904 
- .3491 
- .0573 
.lo24 
1.2229 
.06 34 
AVE 
x8 ( t )  
1.0 
3.1924 
2.2051 
.7151 
- .6233 
- ,5920 
- ,2599 
.lo91 
.2 389 
.1598 
.0150 
AVE 
x16 ( t )  - 
1.0 
3.2531 
2.2522 
.5163 
- .8116 
- .7221 
- .1715 
.2409 
,3244 
.1532 
- .0469 
1.0 
3.2840 
2.2841 
.3877 
- ,9020 
- .7331 
- ,1073 
.3251 
.3711 
.1370 
- .0919 
X(t) 
1.0 
3.3142 
2.3327 
.2294 
- .9909 
- . 7399 
- 0245 
.4259 
.4195 
,1081 
- .1480 
Table 6 . 1  
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- 
e - 
0.0 
. 5  
1.0 
1.5 
2.0 
2.5 
3.0 
3.5 
4.0 
4.5 
5.0 
_I 
1.0038 
3.5036 
2.1694 
.3642 
-1.0308 
- .7248 
- ,0612 
.4055 
.4150 
.1572 
- . l l L 4  
1.0010 
3.3623 
2.2636 
.2834 
- .9972 
- ,7332 
- .0218 
.4166 
.4145 
,1197 
1 - .139i 
1.0003 
3.3344 
2.2992 
.2538 
- .9929 
- .7345 
- .0188 
,4230 
.4157 
. l o 9 9  
- -1454 - 
Table 6.2 
SPL 
x32 (c) 
-1__ 
I. 9001 
3.3236 
2.3157 
.2405 
- .9919 
- .7367 
- .0205 
.4251 
.41?3 
. l O C l  
- .I473 
X(L) 
1.0 
3.3142 
2.3317 
.2294 
- .9909 
- .7399 
- ,0245 
. $259 
.41?5 
. h081 
- .I480 
II 
Example 6.2 (Banks, Burns, C l i f f  [ 5 ] ,  Example C 7 ,  Rockey [231, Test  Problem 5.6) 
I n  t h i s  example w e  consider  an optimal  c o n t r o l  problem whose s t a t e  
equat ion is a l i n e a r  harmonic o s c i l l a t o r  w i th  delayed dainping. 
-2 
2 Minimize @(u)  = 5y(2) + -  I u(s) d s  
over u E U = L2(0,2) sub jec t  t o  
2 
0 
1 
wi th  i n i t i a l  cond i i ions  
(6.3) i ( 0 )  = 0 $s) = 0 - 1 I s S O  
.. 
For t h i s  problem, the  truo optimal. c o n t r o l  u may b e  Loruputed, and is given 
where 6 z 2.5599, with 4(<) = 3.3991. This example may be put i n  t5e 
form of problem ( 0 )  by trar-sforming (6.1)(6.2) (6.3) i n t o  an equidalent 
f i r s t  order system, which is  given by 
where x ( t )  = Fz( . The payo:€ functional # would now take 
the form 
\ 
0 
Tables 6.3 an3 6.4 contain the resulting approximating optimal controls.  
-- 
t 
I__ 
0.0 
.25 
.50 
.75 
1 .oo 
1.25 
1.50 
1.75 
12.0 
-AVE 
u4 (t) -- 
1.2757 
1.4515 
1.7195 
1.8076 
1.7070 
1.4333 
1.0255 
.5324 
1708 
-AVE 
u3 ( t )  
1.2797 
1.6358 
1.9506 
2.0427 
2.9094 
1. -844 
1.1216 
.3794 
.1473 
1.2746 
1.7463 
2.0888 
2.1627 
2.0263 
1.6641 
1.1718 
.6043 
n7 76. 
1.2336 
1.8024 
2.1706 
2.2642 
?.0911 
1.7075 
1.2018 
.6164 
**a- 
_-- - 
d(t: 
? .2506 
1.8645 
2.2467 
2.3501 
2.1541 
1 * 7449 
1.2273 
.6333 - -- .  - 
- 
t 
I 
0.0 
.25 
50 
.75 
1.00 
1.25 
1.50 
1.75 
2.0 - 
N(% _I_ 
40 
1.6887 
1.9415 
2.3024 
2.3675 
2.1634 
1.7592 
.1 2238 
.61496 
.2999 
3.5664 
1.4468 
1.8856 
2.2635 
2.3570 
2.1573 
1.7489 
1.2269 
.6301 
.1548 
3.4438 
SPL 
, n1fj ( t )  
1.3456 
1.8548 
2.2553 
2.3583 
2.1482 
1.7458 
1.2261 
.6285 
.0798 
3.411 
Table 6.4 
$PL 
32 
1.2776 
1,8686 
2.2501 
2.3521 
2.1539 
1.7443 
1.2276 
.6339 
.0392 
3.4021 
1.2506 
2.3501 
2.1541 
1.7449 
1.2273 
.6333 
0.000 
3.3991 
Example 6.3 (Banks [2], Example 4.4, Banks, Burns, C l i f f  [S I ,  Example C l l ,  
Daniel  [lo], Example 4.5, K w l c e y  [ 2 3 J ,  Teat ProbLem 5.10) 
I n  t h i s  example w e  cons ider  an optiinii l  cont ro l  problem with a one 
dimensional nonl inear  s ta te  equat ion  
2 
Minimize @(u) = 7 1 ~ ( 2 )  2 + 1 x ( s ) ~  + U(S)  2 d s  2 
0 
1 
2 over  u E L (0,2) s u b j e c t  t o  
G ( t )  = x(t-1) + x ( t )  s i n  x( t )  + u ( t )  
with i n i t i a l  condi t ions  given by 
- -  I - r s r o  
2 
x(0) = 0 
xo(s) = [ -;::s+l) - 1 s s 5 - 1 . 2 
The approximating minimizing c o n t r o l s  f o r  the AVE and SPL s t a t e  approxi- 
mations a r e  given i n  Tables 6.5 and 6.6 respec t ive ly  while T a b l e s  6.7 and 
6.8 conta in  the  corresponding opt imal  t r a j e c t o r i e s .  
. .  
. .  
41 
0.0 
.25 
.50 
.75 
1.00 
1.25 
1.50 
1.75 
2.0 - 
-2.1967 
-2.0860 
-1.8082 
-1.46C3 
-1.1242 
- .a467 
- .6337. 
- .4665 
- .3921 
A V E  
(tf - 
-2.2417 
-2.1699 
-1.9655 
-1.5635 
-1.1470 
- .8273 
- .6072 
- .4484 
- .3477 
2.1673 
-AVE ( 
16 
-2.2681 
-2.2295 
-2.0971 
-1.6386 
-1.1443 
- .7072 
- .5838 
- .4376 
- ,3282 
2.3020 
u 
Table 6.5 
0.0 
.25 
.50 
.75 
1.00 
1.25 
1.50 
1.75 
-2.2389 
-2.3139 
-2.1999 
-1.6929 
-1.1384 
- . 7 a o  
- .6151 
- .5032 
-2.2372 
-2.3019 
-2.2596 
-1.7129 
-1.1198 
- .7702 
- .5874 
- .4s43 
2.0 j - .4417 j - ,3676 
IN($.$ 2.5119 2.4996 
-2.2596 
-2.3023 
-2.2908 
-1.7295 
-1.1117 
- .7610 
- ,5749 
- .6531 
- .3461 
2.5103 
,AVE 
~ 3 2  (t> 
-2.2817 
-2.2662 
-2.1893 
-1.6853 
-1.1333 
- .7747 
- .5708 
- ,4349 
- .3223 
-2.3028 
-2.3164 
-2.3189 
-1.7470 
-1.1031 
- .7483 
- .5619 
- .4440 
- .3230 
2.3953 
-SPL 
u32 (t) 
-2.2741 
-2.3041 
-2.3022 
-1.7364 
-1,1070 
- ,7569 
- .5682 
- .4469 
- .3351 
2.5133 
-- 
G ( t )  
-2,3028 
-2.3164 
-2.3189 
-1.7470 
-1.1031 
_ -  .7483 
- .5619 
- .4440 
- .3230 
Table 6.6 
t -- 
0 .o 
.25 
.50 
75 
1.00 
1.21, 
1.50 
1.75 
2.00 - 
-AVE 
x4 (t) 
0.0 
- .0087 
,1537 
.2757 
.3282 
. m a  
.3314 
.3337 
.3486 
0.0 
.25 
.so 
.75 
1.00 
1.25 
1.50 
1.75 
2.0 
I_ 
- .0034 
- .2538 
.1721 
-6048 
,6607 
,4115 
.2005 
.2398 
.4021 
A V E  
x8 (c) 
0.0 
- ,1034 
.1434 
.3540 
.4199 
.3901 
.3393 
.3139 
.3264 
42 
-AVE 
XI6 ( e )  
-_I_ 
0.0 
- .1672 
.1357 
.4329 
,5009 
.4182 
.3233 
.2886 
.3165 
IN 
-AVE 3.2 (t) 
0.0 
- -2051 
.1271 
.4931 
.S562 
.4255) 
.3006 
.2687 
.3159 
Table 6.7 
SPL 
X8 (t) 
- .0010 
- ,2415 
.1259 
.5994 
.6234 
.4222 
.2599 
.2617 
.3485 
- .0003 
- .2425 
.1155 
,5749 
,6257 
.4222 
.2665 
.2494 
.3359 
- .0001 
- .2440 
.1136 
.573? 
.6278 
.4231 
.2629 
.2456 
,3282 
0.0 
- .2473 
.1078 
.5663 
.6186 
.4127 
,2474 
,2272 
,3053 
R ( t )  
0.0 
- ,2473 
.1078 
.5663 
.6186 
.4127 
.2474 
.2272 
.3053 
I_ 
Table 6.8 
4 3  
Example 6.4 (Daniel  [lo], Example 4.2)  
I n  t h i s  exemple w e  cons ider  an i n e r t i a l  c o n t r o l  problem ( see  
Minimize @(u) = 1 ~ ( 2 ) ~  i- 3 G ( ~ ) ~ t i s  
0 
1 over  u E U = f u e  H1(0,2):u(0) =O} subject to 
with  i n i t i a l  condi t ions  
Although t h i s  example i s  n o t  i n  the form oE problem (P) i f :  can be trans- 
formed i n t o  an equiva len t  opt imal  control problen  t o  which the  theory 
developed above a p p l i e s .  I f  w e  l e t  
then t h e  problem becomes 
Minimize #(v) -- x(2)  T '1 x(2) 
0 0  
+ 2 I' v(s )2ds  
0 
over v E L1 (0 ,T)  s u b j e c t  t o  2 
wi th  i n i t i a l  condi t ions  
X I O )  5 [:-j xo(s) = [:] -1 I s 2 0 
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The approximating optimal c o n t r o l s  
and 6.10, and the corresponding optimal t r a j e c t o r i e s  
i n  Tables  6 .11 and 6.12. 
iiN = (%*I2 are given i n  Tables 6.9 
7, =L ( E N ) 1  ar n 
t -- 
0.0 
.25 
.50 
.75 
1.00 
1.25 
1.50 
1. 75 
2.00 
N(ZN) 
t 
0.0 
.25 
* 50 
.75 
1.00 
1.25 
1.50 
1.75 
2.00 
0.0 
- .6687 
-1.2308 
-1.6634 
-1.9840 
-2.2085 
--2.3520 
0.0 
- .6836 
-1.2329 
-1.6569 
-1.9 723 
-2.1937 
-2.3349 
0.0 
- .6870 
-1.2332 
-1.6555 
-1.9707 
-2.19 32 
-2.3352 
0.0 
- .6880 
-1.2336 
-1.6558 
-1.9714 
-2.1950 
-2.3382 
-2.4998 -2.4132 
-2.4320 -2.4349 
2.4617 2.4570 
Table 6.9 
0.0 
- .6491 
-1.2161 
-1.6506 
-1.9727 
-2.2070 
-2.3639 
-2.4483 
-2.4816 
2.5826 
0.0 
- .6799 
-1.2282 
-1.6524 
-1.9692 
-2.1'957 
-2.3436 
-2.4207 
-2.4447 
2.4986 
0.0 
- .6860 
-1,2319 
-1.6539 
-1.9699 
-2.1350 
-2.3404 
-2 * 4157 
-2.4382 
2.4719 
-SPL 
~ 3 2  ( t )  
0.0 
- .6877 
-1.2331 
-1.6553 
-1.9 716 
-2.1966 
-2.3411 
-2.4167 
-2.4388 
2 4624 
h ( t )  - 
0.0 
- ,6858 
-1.2291 
-1.6494 
-1.9645 
-2.1891 
-2.3332 
-2.4087 
-2.4303 
'I(t)  
0 .o 
- ,6858 
-1.2291 
-1.6494 
-1.96rt5 
-2.1891 
-2.3332 
-2.4087 
-2.4303 
- 
Table 6.10 
- 
t - 
1.0 
.25 
.50 
75 
. .oo 
~. 25
-. 50 
L. 75 
t.00 - 
-AVE x4 (t) 
1.0000 
1.1698 
1 2019 
1.1454 
1.0462 
.9371 
.8376 
.7590 
7103 
-SPL x4 (t) 
1. COO0 
1.1703 
1.2102 
1.1500 
1.0418 
.9 340 
.8507 
.7949 
,7674 
,AVE x8 (t) 
1.0000 
1.1654 
1.1911 
1.1273 
1.0208 
.9066 
,8031 
.7178 
,6561 - 
,AVE x16 (t) 
1.0000 
1.1638 
1.1881 
1.1213 
1.0095 
.8919 
.7878 
-7008 
.6315 
Table 6.11 
-- 
1.0000 
1.1662 
1.1932 
1.1279 
1.0111 
.8944 
.8055 
.7332 
.6?320 - 
-SPL x16 (t> 
1.0000 
1.1639 
1.1887 
1.1214 
1.0017 
8824 
.7875 
.7084 
.6440 
Table 6.L2 
jZAVE 
1. oom 
1.1633 
32 (t) 
1,1873 
1.1193 
1.0034 
.8835 
.7805 
.6932 
-6195 
-SPL 
~ 3 2  (t)
1.0000 
1.1633 
1.1875 
1.1195 
.9984 
..8775 
.7799 
.6968 
.6252 
Z(t) 
1.0000 
1.1636 
1.1889 
1.1228 
1.0041 
.8862 
.7927 
.7167 
.6564 
:(t) 
1.0000 
1.1636 
1.1889 
1.1228 
1.0041 
.8862 
.7927 
.7162 
.6.';64 
- .^., 
Based upon the examples presented here,  and several  others which w e  
have looked at ,  the following observations can .be made. 
46 
(1) The schemes which we have -proposed represent f e a s i b l e  and i v c  
e f i i c i e n t  approximation methods for s o l v i n g  c e r t a i n  c l a s s e s  of non- 
l i n e a r  h e r e d i t a r y  c o n t r o l  problems. 
(2) Since the  r e s u l t i n g  approximating problcms a r e  governed by d i s c r e t e  
d i f f e r e n c e  equat ions  t h e  programming requi red  is r e l a t i v e l y  simple.  
Moreover, s i n c e  no a d d i t i o n a l  d i s c r e t i z a t i o n  is necessary when the  
schemes are implemented on t h e  computer, na f u r t h e r  s t a b i l i t y  
a n a l y s i s  is requi red  in  o rde r  t o  guarantee  convergence of t h e  
approximating s o l u t i o n s .  
(3)  The s p l i n e  based schemes, although somewhat nore d i f f i c u l t  t o  
program and c o s t l i e r  t o  run, out-perform t h e  averaging schemes. 
However, t n e  d i f f e r e n c e  appears  t o  be more pronounced i n  t h e  case 
of simple i n t e g r a t i o n  of i n i t i a l  va lue  problems a s  opposed eo t he  
s o l x t i o n  of opt imal  c o n t r o l  problems. 
(4) The accuracy o f  t he  approximating opt imal  c o n t r o l s  and t r a j e c t o r i e s  
is q u i t e  good even f o r  r e l a t i v e l y  sma l l  va lues  of N This  is 
e s p e c i a l l y  t r u e  f o r  t h e  schemes employing t h e  s p l i n e  bmed state 
approximat ion.  
( 5 )  O u r  r e s u l t s  a r e  comparable t o  those obtained by Rockey [25] and 
t o  those obtained v i a  the semi-discrete  schemes developed by 
Banks E21 C51 and Daniel  [lo]. 
L 
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We have a l s o  app l i ed  ou r  schemes t o  t h e  des ign  of an open loop 
c o n t r o l l e r  f o r  t h e  machnumber- guide vane ang le  c o n t r o l  loop of t h e  
lJat ional  Transonic Wind Tunnel F a c i l i t y  (NTF) a t  the  NASA Langley Research 
Center i n  hamyton, V i rg in i a  ( see  [1],[10]). Although the  ope ra t ion  of t he  
NTF is b e s t  descr ibed  by a complex system of 
equations,  t h e  dynamics of t h e  system near  s t eady  state opera t ing  condi t ions  
non l inea r  p a r t i a l  d i f f e r e n t i a l  
can be modeled by a l i n e a r  he red i t a ry  system i n  which e i t h e r  t he  guide 
vane ang le  a c t u a t o r ,  o r  the  guide vane angle  a c t u a t o r  r a t e  act as a con t ro l .  
I f  w e  assume t h a t  a d is turbance  has occurred a t  t i m e  t = 0 , t he  problem 
is t o  choose t h e  c o n t r o l  so  as t o  d r i v e  t h e  system back t o  e q u i l i b r i m  
as quick ly  as poss ib l e  without  exceeding t h e  phys ica l  l i n i t a t i o n s  of t h e  
components of t h e  system. This leads  t o  a l i n e a r  quadra t i c  opt imal  c o n t r o l  
problem i n  which t h e  dynamics are governed by a ldeea r  FDE of t h e  form (2.1) 
wi th  f ( t ,Q,$,u)  = Bu. While an approximation t o  t h e  c losed  loop s o l u t i o n  
t o  t h i s  problem ( i n  t h e  form of approximating feedback g a i n s  mat r ices)  would 
be more d e s i r a b l e  (and is accessable  through the  techniques discussed i n  
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using t h e  schemesdevelopedabove. This  permi t ted  us t o  test our  methods 
and [201) w e  have generated approximating open loop s o l u t i o n s  
on systems of h igher  dimensioa 
c a r r i e d o u t o v e r  an extended t i m e  i n t e r v a l  (T = 30). 
(n = 3 and 4 )  with  the  opt imiza t ion  being 
30th t h e  averaging 
and s p l i n e  based state approximations were employed wi th  va lues  of N as 
l a rge  as 24. We compared our  r e s u l t s  t o  t h e  open loop s o l u t i o n s  t o  t h i s  
problem which appear i n  [ lo] and t o  the  open loop form of t h e  c losed  loop 
s o l u t i o n s  computed i n  E11 and [i’]. 
q u a l a t a t i v e l y  and q u a n t a t a t i v e l y  , and provided acceptab le  approximating 
s o l u t i o n s  f o r  a l l  va lues  of N 2 4. 
Our schemes performed comparably, bo th  
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