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GENERAL INTRODUCTION 
The recent U.S. emphasis on quality of manufactured goods has heightened inter­
est among statisticians in the use of feedforward and feedback techniques of automatic 
process control (APC). Similarly, among control engineers there has been increased 
interest in the techniques and principles of statistical process control (SPC). This 
dissertation studies some aspects of both APC and SPC focusing especially on their 
similarities as well as opportunities for applying tools from both fields synergistically. 
Some Relevant Literature 
Box and Jenkins ( 1963) introduced two prototype scenarios for statistical process 
control: the so-called chemical and machine tool problems. Chemical processes are 
typically dynamic systems in which disturbances and process adjustments have both 
immediate and medium to-long term impact. Also, for these systems the cost of 
making process adjustments is often small or negligible when compared to the cost 
of producing off target product. On the other hand Box and Jenkins' machine tool 
problem (studied in a more general context by Bather (1963)) concerns a system with 
no adjustment dynamics (i.e., adjustments have full and immediate impact in the 
very next period) but substantial fixed costs due, say, to downtime of the machine 
when process adjustments are made. 
2 
Much has been learned since 1963 in the general area of Box and Jenkins' chem­
ical problem. For example, the so-called linear quadratic Gaussian (LQG) optimal 
control problem concerns adjustment of a vector-input vector-output linear system 
with autocorrelated Gaussian noise sources. The system is to be adjusted so as to 
minimize expected run costs measured by quadratic functions of both the input and 
the output variables. A formal statement and solution to the LQG problem is given 
in .Astrom's (1970) classic text on stochastic control. A great deal of additional in­
sight especially regarding minimum variance control is given in the text by Box and 
Jenkins (1976, Part IV). 
Likewise several researchers recently have studied extensions to the Bather ( 1963) 
and Box and Jenkins (1963) machine tool problem. Crowder (1986) discussed a so­
lution to a finite horizon version of the problem. Jensen (1989) included the possi­
bility of deterministic tool wear (drift) as well as errors in the adjustment variable, 
Kramer (1989) incorporated sampling costs. Part I of this dissertation studies a 
discrete adjustment version of the machine tool problem. 
Whereas Box and Jenkins (1963) studied optimal adjustment policies for both 
the chemical problem and the machine tool problem they also refer to the impor­
tant monitoring objectives of detecting and identifying changes in process perfor­
mance. Standard control charting techniques such as Shewhart charts, exponentially 
weighted moving average (EWMA) charts and cumulative sum (CUSUM) charts are 
often justified and compared using a model in which observations are nominally inde­
pendent and identically distributed (iid). However, some researchers have considered 
the use of control charts for processes with autocorrelated observations. Johnson 
and Bags h aw (1974) and Bagshaw and Johnson ( 1975) studied the behavior of the 
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CUSUM of a first order autoregressive and a first order moving average process using 
a Weiner process approximation. Alwan and Roberts (1989) suggested the use of a 
"special cause chart" monitoring time series residuals and a "common cause chart" 
monitoring 1-step ahead forecasts. Yashchin (1990) gave a method of approximating 
the behavior of a Pages' statistic (CUSUM) based on serially correlated observations 
in terms of one based on iid observations. Crowder (1990) has shown how to form an 
integral equation to obtain average run lengths of combined individual and moving 
range charts applied to a first order autoregressive process. Basseville ( 1988) surveyed 
statistical procedures useful for detecting changes in dynamic signals and systems. 
Part II of this dissertation studies the signaling time distribution of a likelihood ratio 
based monitoring chart designed to detect abrupt changes in autoregressive moving 
average transfer function systems. Some of the computations for generating the sig­
naling time distributions can be carried out using Markov chain approximations as 
discussed in Part III of this dissertation. 
An area of rapidly growing research interest involves combining tools from .4PC 
and SPC to gain both short term process optimization through algorithmic com­
pensation and long term process improvement by removing causes of variability in 
response to signals from statistical monitoring charts. MacGregor (1987) discussed 
basic concepts of stochastic feedback control and suggested the use of control charts to 
analyze performance of algorithmically controlled processes. Box and Kramer (1989) 
gave broad descriptions of APC and SPC and discuss similarities and differences 
between the fields. Faltin, Hahn, Tucker and Vander Wiel (1990) qualitatively dis­
cussed the implementation of algorithmic statistical process control (ASPC), an effort 
to marry the fields of APC and SPC to improve product quality. Part IV of this dis-
4 
sertation presents the concept of ASPC and describes an application to a chemical 
process at the General Electric Company. 
Explanation of Dissertation Format 
This dissertation was prepared using a format in which several research papers 
are compiled into one document. Four such papers are included. The first three 
(Parts I, II and III) represent the sole work of the candidate in collaboration with 
his major professor Stephen Vardeman. Part IV was written while the candidate was 
an intern with the General Electric Research and Development Center. Many of the 
ideas in Part IV and some of the prose have evolved from the individual work of and 
interactions among the co-authors Bill Tucker, Fred Faltin and Necip Doganaksoy all 
of the General Electric Company. 
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OPTIMAL DISCRETE ADJUSTMENTS FOR SHORT PRODUCTION 
RUNS 
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ABSTRACT 
A model considered by Bather (1963) for optimal machine tool compensation 
with fixed adjustment costs and squared off target costs is revisited. A hub machin­
ing operation at Deere and Company has many features of the historic model but 
has several distinctive traits as well. Some of these distinctions such as finite pro­
duction runs, linear tool wear, adjustment error and costly sampling have recently 
been incorporated into the literature. This paper studies discreteness of the adjust­
ment variable. Under a suitable regularity condition an optimal adjustment policy is 
shown to be of the deadband form in which no adjustment is made if a Kalman filter 
estimate of the process mean is near the target value. \n optimal nonzero discrete 
adjustment is to correct (as nearly as possible) for the estimated misadjustment. Un­
der another regularity condition the optimal finite horizon deadband limits are shown 
to converge as the horizon increases in length. Numerical results are discussed which 
allow comparisons of expected run cost for different levels of discreteness. 
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1. INTRODUCTION 
Frequently in the study of manufacturing processes discreteness of process vari­
ables is ignored even when typical ranges for these variables contain only a small 
number of possible values. For example, in precision machining operations it is not 
unusual to find specification tolerances of 0.5 mil, measurements rounded to 0.05 mil 
and minimum offsets (adjustments to tool position) of 0.1 mil. 
In deriving cost optimal machine adjustment policies, if a discrete manipulator 
variable has coarse resolution then treating it as continuous will result in a control 
policy which cannot be precisely implemented in practice. Furthermore, and perhaps 
more significantly, actual run costs may be substantially underestimated if process 
discreteness is ignored. 
Section 2 of this paper describes an historical machine control problem studied 
by Bather (1963). In Section 3 a model is developed for the manufacture of metal 
hubs on a horizontal bar lathe at Deere and Company and several features of the 
machining operation not covered in Bather s formulation are discussed. One such 
feature is that offsets to the cutting tool are discrete. Section 4 examines an optimal 
adjustment problem with a fixed adjustment cost and discrete adjustments. The 
problem incorporates some but not all of the features found in the application at Deere 
and Company. The optimal adjustment strategy is derived and (under a regularity 
9 
condition) shown to have a deadband form in which no process adjustment is made if 
the estimated process level is near a target value. Otherwise, the process is adjusted to 
compensate (as nearly as possible) for its perceived misadjustment. Section 5 gives 
convergence results applicable to the so-called infinite horizon discrete adjustment 
problem. Some numerical results are given in Section 6 along with some comments 
pertaining to the cost of discreteness and the incremental expected cost of adding an 
additional period to the problem horizon. Section 7 is a summary. 
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2. AN HISTORICAL MACHINE CONTROL PROBLEM 
Bather ( 1963) studied a machine overhaul problem which he described as follows; 
A machine has been designed to perform a particular service repeat­
edly, over a long period of time. The ... quality of its performance will 
deteriorate unless it is examined from time to time and repaired when this 
seems to be necessary. In view of this, regular inspections of the machine 
or its product are undertaken, and immediately after each inspection it is 
considered whether or not to stop and overhaul the machine. The decision 
maker has the problem of minimizing the long-term costs associated with 
running the machine. .At each stage, the overhaul cost and the cost of 
running the machine until the next inspection are determined by the cur­
rent state of the machine, but since the routine inspections do not yield 
exact information about the behavior of the machine, the decision maker 
is limited to a comparison of the expected costs of the two alternative 
actions, using the information available at the time. The problem, then, 
is to find a decision policy which minimizes at every stage the expected 
costs averaged over the future. 
For definiteness, Bather considered the mathematical process model described by 
the following two equations. The first describes the evolution of the "state" of the 
11 
machine and the second the nature of one's "observation" of the machine. 
State: 
= (^t-l + + >^1 (2.1) 
where 
= true (unobserved) machine (state or) deviation from target. 
= the effect of an overhaul, and 
iid N(0,(r3), system shocks. 
Observation: 
= (2.2)  
where 
yi = observed machine (state or) deviation from target, and 
(( iid N(0,<r2), observation error independent of 
The model is "initialized" in period t = 0 with 
«oly''~N(»o,,o) (2.3) 
independent of and ti where represents the process data available at period 
t = 0. The notation 
=  ( y ^ , y i , .  
will be used to represent the process data available at period t. Similarly, 
=  ( U Q ,  . . U ( _ i )  
12 
represents all overhaul actions applied up through For convenience assume 
that the model is initialized with 
2 ?0 = 9<X) s 
[/I 1 
4 ^ 
(2.4) 
Section 4 shows that 
(7oo = lim var{<? |^y^} 
r —'oo 
and elaborates on the convenience of setting gg = 9oo' 
Under the above process model Bather sought in each period to choose between 
setting = 0 or where 
« i _ l  
so as to minimize the expected cost criterion for a run of length n, 
,0 
- J { n )  =  - E  | è ! C o ( < ' ( ) l  +  A ' o ( « ( - l W > ' ( - l ) l  
" " U=I 
y"j. (2.5] 
Here C{^{Bi)) is the continuation cost function which is assumed to satisfy 
lim C'o(^) = 
1^1 —oo 
A'q(^) is the overhaul cost function which is assumed to be nonnegative and bounded, 
and 
8 ( u )  = 0.  u  =  0  
= I, u / 0. 
For example, if CQ{S) = 6^ and A'q(^) = KA the objective function becomes 
- E  +  K a S ( U f ^ l )  
" U=l 
,0 (2.6) 
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and assesses costs proportional to squared process deviations from target and pro­
portional to Ka for any nonzero machine adjustment. Bather focused on the infinite 
horizon (ri — oo) version of the above problem for general Cq and A'q. 
Box and Jenkins (1963) considered an equivalent machine tool problem using an 
integrated moving average model which can be seen to be probabilistically identical 
to the state space model given by (2.1) through (2.4) (see Theorem 1). Their focus, 
like Bather's, was on the infinite horizon problem and although they used a different 
approach their results were comparable. 
Crowder ( 1986) showed that under (2.6) the optimal infinite horizon adjustment 
strategy reduces to setting 
»,_! = 0, ^2?) 
= -«(-I, 
where k depends only on Ka and <7^. The strategy (2.7) is referred to as a deadband 
strategy since if the estimated process level [ lies within the range ( -t, k) centered 
about the target value of 0, then no adjustment is called for. Otherwise, the process 
is adjusted to return the estimated level ^\ to the target 
value 0. This is an appealing strategy in light of standard statistical process control 
(SPC) wisdom which calls for intervention only when there is clear evidence that a 
process is no longer operating near its target value. 
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3. A MACHINING APPLICATION 
3.1 Description 
A horizontal bar lathe at Deere and Company machines variator hubs (see the 
simplified diagram in Figure 3.1). The finished hubs can be loaded into an automatic 
gaging device which measures several key part dimensions including the outside di­
ameter (OD) which has a tolerance of 0.5 mil. Figure 3.2 is a plot of outside diameter 
measurements obtained on 150 consecutive hubs machined during a signature study 
of the machine tool. For the purpose of the study measurements were taken on every 
hub produced. However, since the operator must manually load the hub into the au­
tomatic gage, roughly only one third of the hubs are selected for measurement under 
normal operating conditions. 
During the 7 I/'2 hour study period only one offset of ( -0.8 mil ) was made to the 
cutting tool position and this took place after the 75th hub was turned. The values 
plotted in Figure 3.2 are corrected to show the ODs which "would" have resulted 
had no offset been made. It is significant to note that the smallest adjustment which 
can be made on this tool is 0.1 mil and that this is of the same order of magnitude 
as typical OD ranges from small samples of consecutive parts. For this reason it is 
plausible in this application that discreteness is not negligible. 
Several aspects of the machine tool operation are immediately clear from the 
15 
i 
1.1" 1.5" 
2.8" 
Figure 3.1: Variator hub 
plot in Figure 3.2. First, during the production of the first 126 hubs it is evident that 
the ODs tend to increase at roughly a linear rate. This can be attributed to wear 
of the cutting tool and for this reason after every 50 to 75 hubs the tool is usually 
(though not during the study) replaced with a refurbished one. Second, after hub 
126 the plot of ODs jumps dramatically and shows a downward trend for about 20 
hubs. This behavior is explained by a 20 minute break the operator took. During 
the break the lathe was turned off and the hydraulic system cooled from its "steady 
state" temperature. Cooler hydraulics reduced the force holding the cutting tool in 
position and thus rendered the tool effectively further from the workpiece. The effect 
appears to have decreased as the system warmed to its normal operating temperature 
over the final 24 parts in the study. Presumably the tool wear phenomenon again 
became evident shortly after the end of the study. 
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Outside Diameter versus Piece Number 
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Figure 3.2: Plot of outside diameters from signature study 
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3.2 Model Fitting 
For the purpose of this paper only the "steady state" portion of the OD mea­
surement data (hubs 1 through 126) is considered. The machine tool application is 
then used to motivate a discussion of recent extensions in the literature to Bather's 
(1963) original machine overhaul problem. The application also shows the need to 
account for discreteness of adjustment variables as developed in Sections 4 through 6. 
Several linear regression models with time series error terms were fit to the 
first 126 OD observations. Figures 3.3 and 3.4 show the sample autocorrelation 
function (ACF) and sample partial autocorrelation function (PACF) respectively of 
the residuals from a simple linear regression fit. The figures give a clear indication 
that there is predictive information in the ODs beyond that of a simple linear trend. 
Further model fitting revealed the inadequacy of modeling the linear regression errors 
using a first order autoregressive process. However, the following integrated moving 
average model with trend produced a satisfactory fit and gave model diagnostics 
which did not point to any alarming inadequacies. 
t / /  =  ( / +  J / < _ 1  - f  » / _ l  ^  -  a e ^ _ l  (3,1) 
where 
yi = OD - 1.50l" for (th hub (in O.l mil), 
d = tool wear per hub (in 0.1 mil), 
ei iid N(O.fg), 
= effect of an offset made just after hub t - 1, 
and where d, a (a € [0,1]) and > 0) are unknown parameters. The offset 
18 
term is included here in anticipation of the discussion in Section 3.3 regarding 
optimal adjustment. 
Using the conditional least squares algorithm of the SAS (1984) procedure ARIMA, 
parameter estimates for model (3.1) are 
d = 0.83, à = 0.441, and àe = 5.66 
(0.28) (0.081) 
where the numbers in parentheses are estimated standard errors. Figures 3.5 and .'3.6 
give residual ACF and PAC F plots respectively for the fit of model (3.1). The figures 
suggest that the model captures most of the predictive information available within 
the sequence of OD values. For further illustration (3.1) is taken to adequately 
represent the generation of OD measurements in the hub manufacturing application. 
If (3.1 ) is initialized properly then the yi process has a state space representation 
very much like Bather's (1963) model described in Section 2. Details supporting this 
statement are given by 
Theorem 1 If model (3.1) with a € (0,1] is initialized with 
iVQ - aeo) = *0 
then the joint distribution of {yi,... ,yn) for given (uq,  . . . ,  u^ _ j  )  i s  t h e  s a m e  u n d e r  
(3.1) as it IS under the state space model 
$ t  =  d  +  +  U f _ i  +  u i ,  
Vt ~ ^t (3.2) 
where 
91 — unobserved "true" OD deviation from target, 
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Figure 3.3: Sample ACF of residuals from simple linear regression 
20 
Sample Partial Autocorrelation Function 
of RMlduolt from SimpI# Untar RtgrMilon 
1 T 
-1.0-1, 
—r-
2 
-r-
3 
—1— 
4 
—r-
5 
-r-
7 
-P" 
8 
—T" 
9 
—T 
10 
Lag 
Aalaritka Indicota (approximately) two «tondard errore 
Figure 3.4: Sample PACF of residuals from simple linear regression 
21 
Sample Autocorrelation Function 
of RMlduali from Integrated Moving Avtrag* with Drift 
ACF 
1.0-1 
0.5 
0.0 
-0.5 
^•Q'l I 1 1 1 1 1 1 1 I 
1  2 3 4 5 6 7 8 9  1 0  
Lag 
Aatvrlska indlcot* (opproxtmoteiy) two standard errors 
Figure 3.5: Sample ACF of residuals from fit of integrated moving average model 
with drift 
22 
Sample Partial Autocorrelation Function 
of Rwlduolm from Integrated Moving Avorag* with Drift 
PACF 
1.0H 
0.5 
0.0 
-0.5 
1.0 1 I I > I 1 I I 
1  2 3 4 5 6 7 8 9  1 0  
Lag 
Aatarlika Indicate (opproximately) two atondard error# 
Figure 3.6: Sample PACF of residuals from fit of integrated moving average model 
with drift 
23 
d = tool wear per hub, 
U f _  1  =  e f f e c t  o f  a n  o f f s e t  m a d e  j u s t  a f t e r  h u b  < - 1, 
ui ^ iid N{0,al), 
yi = observed OD - 1 . 5 0 l "  (in O.I mil), 
€l ^ iid N{0,(t'^), independent of 
the model is initialized using 
«oly" - 'V(«o,?co) 
independent of ui and and the parameters are related according to 
and (3.3) 
(t| = acrl. (3.4) 
Recall that represents the process data available in period 1  =  0 .  A  proof of 
Theorem 1 is given in the appendix. 
Using the estimates à and ô-g from the fît of (3.1) and the relationships (3.3) 
and (3.4), estimates of <%;/ and cr^ are obtained as 
<Tjy = ( 1 - rt)<re = 3.16 
àe = v/d âe = 3.76. 
Recall also that d = 0.83 and the smallest possible adjustment is 1.0 (in 0.1 mil). It 
is noteworthy that all parameter estimates are of the same order of magnitude as the 
smallest adjustment. 
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3.3 New Features of the Present Application 
Although the machining operation at Deere and Company has similarities to the 
problem studied by Bather (1963) it also has several distinctive features. 
1. The machine tool is expected to produce only 50 to 75 hubs between tool 
changes in contrast to Bather's focus on the infinite horizon. 
2. The probability model for contains a deterministic drift term d allowing for 
tool wear. 
3. .Adjustments to the tool position are possibly subject to error. 
4. There is a cost (operator time) incurred for each hub sampled from the product 
stream, 
5. The adjustment variable can be manipulated only in discrete steps. 
6. After short breaks the process undergoes transient behavior. 
The possibility of adjustment error (3) has not previously been mentioned but is 
discussed briefly below. 
Of these six new features the first four have been studied in the literature in 
recent years under the simplified objective function (2.6). These extensions are re­
viewed briefly below. The fifth feature is considered in Sections 4 through 6 of this 
paper. The sixth represents an important area for future research and application. 
Crowder (1986) studied optimal machine adjustment focusing on the finite hori­
zon (feature 1). His results show that under the objective function (2.6), Bather's 
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restriction that nonzero adjustments be set according to 
"<-1 = ~ h - \  
is not binding. [That is, removing the restriction has no effect on the solution (2.7).| 
The optimal finite horizon strategy is similar to Bather's infinite horizon solution 
except that the no-adjust deadband region becomes a function of the number 
of periods ( n  - < + 1) remaining in the production run. 
Figure 3.7 is a plot of the optimal deadband limits for a run of length n  = 10 
when the system standard deviation = .3.16 and the adjustment cost is KQ -
Note that the limits appear to converge as the number of periods remaining in the 
run increases. 
Jensen ( 1989) incorporated features 1, 2 and 3 into the machine control problem. 
.Adding the drift term (/ ;• 0 has the effect of shifting the time varying no-adjust region 
(formerly ( -t, A .')j in the direction of -d so the region is no longer symmetric about 
0. Furthermore, the optimal nonzero adjustment becomes 
" ( - 1  =  ~ h - \  - d -  z *  
where > 0 depends on n - That is, the process is adjusted to correct for (i) the 
perceived misadjustment and (ii) the drift to occur in period t. In addition, there 
is (iii) an overcompensation term : which anticipates the drift to occur in future 
periods which transpire before another nonzero adjustment is made. 
The possibility of adjustment errors (feature 3) has the effect of widening the 
no-adjust deadband so that even if there is no explicit fixed adjustment cost (i.e., 
even if Ka = 0) the optimal strategy continues to have the deadband form. Jensen 
(1989) replaced the term in the model (3.2) with where 
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Deadband Limit versus Period of Operation 
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Figure 3.7: Optimal deadband limits for the continuous adjustment problem with 
n = 10, (T|/ = 3.16 and Ka = 
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1)1 ^ iidN(0,<r^) independent of and ^o|y^. She then showed the optimal 
adjustment strategy takes the form 
= 0, if 
=  - è i _Y - d - z * ,  i f  ^<-1  ^  
where and are functions of both n ~ t and 
= var{9(_i|yf-l}. 
Jensen also showed that often the dependence on qt-\ is small and for large n - t (a. 
long horizon) the dependence on n - f is negligible. 
For the bar lathe at Deere and Company a rough value of the adjustment error 
standard deviation is obtained from the lathe specifications as 
arj = 0.8 
Using (Trj = 0.8, A'a = 0 and the parameter estimates from Section 3.2 as input to 
•Jensen's Fortran program for calculating and one finds - ty % 1.78 which 
is of the same order of magnitude as the smallest possible intended adjustment ( 1.0). 
This is further evidence that discreteness is potentially an important consideration 
when deriving a cost optimal adjustment policy for this application. 
Finally, Kramer ( 1989) included explicit costs for sampling the process (.3.1 )(feature 4). 
He derived optimal sampling intervals and adjustment policies which account for 
sampling costs in addition to the costs represented in the objective function (2.6). 
Taguchi (1986) studied a similar problem. 
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4. AN OPTIMAL DISCRETE ADJUSTMENT PROBLEM 
In this section a discrete adjustment version of Bather's (1963) machine control 
problem is formulated. Although the study of discreteness has been motivated by the 
Deere and Company application, the technical complexity of the problem prevents 
consideration of some of the important features of the application—tool wear, for 
example in Sections 4 through 6. Nonetheless, under the regularity condition of 
Corollary 3 the optimal adjustment strategy developed here is of the deadband form 
wherein no adjustment is called for if the estimated process level is near its target 
value. Otherwise, the optimal adjustment is an amount which corrects (as nearly as 
possible) for the estimated misadjustment. 
Problem Statement: 
Let process measurements yi evolve according to the model (2.1) through (2.3) with 
<70 ~ 'ioo- Determine integer adjustments G Z based on and u^""~ so as 
to minimize the expected per unit cost given by 
where KA 0 and the continuation cost function CQ{B) is assumed to satisfy 
1. CQ(9) is nonnegative and symmetric about # = 0, 
(4.1) 
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2. Cq{&) < Cq{0 + 1) for every 9 > -1/2, 
3. = 00, and 
4. J CQ{X)0{X\$, QCO + (T^) rfx is a continuous function of 0, 
where is the N(/ i ,<t  ) density. • 
Aside from the obvious restriction € 2, this problem differs from Bather's 
historical machine control problem described in Section 2 in three significant regards. 
1. Bather limited the choice of u^_ J to either 0 or - j |y^ ~ ^  The present 
problem statement has no analogous restriction. 
2. The fixed adjustment cost KQ replaces Bather's more general adjustment cost 
function 
3. In the present problem C'o(^) is required to (i) be symmetric and (ii) satisfy a 
monotonicity property. Bather imposed neither requirement. 
These three differences do not stem from the discrete nature of the present problem. 
Rather, they represent a trade off in complexity. To obtain the additional (and 
substantial) generality of 1, yet retain the ability to obtain an analytic solution, it is 
convenient to narrow the range of optimality functions as described in 2 and 3. 
The solution to the discrete adjustment problem is stated below for the sake of 
continuity. The development of the solution then follows its statement. 
Solution: 
Under the regularity condition of Corollary 3, an optimal adjustment strategy is to 
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set 
"<-l = 0, if il <*:„-«+1 _ 
= <-èi_i>, if 
where <0> is the integer nearest 0. The time varying constants K^ are positive roots 
of functions (defined in Theorem 7) and depend only on AC and (T^. 
The conditional expectation 
can be computed from the recursion (< > 1) 
Bt = pr)c(è^ _ i  +  u ^ _ i )  4 -  ( 1  -  poo)yt 
where 
Poo - .) ) 
+ (T'l) + <}oo 
For the quadratic loss {C{6) = 0") version of (4.1) extensive numerical computa­
tions over a wide range of parameter values have not revealed any cases in which the 
regularity condition of Corollary 3 fails to hold. Figure 4.1 is a plot of the optimal 
quadratic loss dead band limits for a run of length n = 10 when the system stan­
dard deviation is = 3.16 and the adjustment cost is A'a = The continuous 
adjustment limits of Figure 3.7 are overlaid on the plot for comparison. 
Note that minimizing (4.1) is no different from minimizing a positive multiple 
of (4.1). Thus, A'a can be taken as I without loss of generality. Furthermore, if 
adjustments are limited to integer multiples of some constant b then by scaling the 
problem to units of b it can be seen that the optimal deadband limits and expected 
cost can be calculated according to 
lit f^aiCQ{ê/b),cr'l) = bki Ka^cr'l/h'^) and 
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L (n\b,Ka,CQ{Blb),<T'i,(T}) = 
K a L  (n; 1,1 X ^ 1  (4.3) 
where the dependence of and L { n )  on 6, C'g, Ka, (Ty and «Tg has been made explicit. 
Similarly, scaling the problem to units of <TI> shows that 
(6, A'a,Co(^/(7t,),(T^) = (Tiy/e^ (6/<r3,1, Co(^)/A'a, l) and 
L[n\b,Ka,CQ{9l<Ti^),crl,<rj) = A'al (n; 6/(t3, I, CqI^)/A'a, I,«rf/«r^) . 
4.1 Recursive Estimation 
This section develops the recursive equation for j and derives the conditional 
distributions of and The Gaussian conditional distri­
butions have constant variances if the model (2.1) through (2.3) is initialized using 
70 - defined in (2.4). Meinhold and Singpurwalla (1983) discuss Kalman filter 
estimation and the proof (in the appendix) of the following theorem is an application 
of this theory. 
Theorem 2 The model given by (2.1) through (2.3) gives rise to the conditional 
distributions (t > I) 
9 t \ y ^ ~ ^  -  4 -  1  +  o - ^ ) ,  a n d  
where 
» t - 0  +  - P t ) y t ^  
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Pt = 2' 
qt-\ + 
It = -U 2 I. (4.4) 
V/(-l +'^15 +<^e 
( 9 < - l  
^t ~ 2 ") ' 
The following result given by Bather (1963) shows that qi = var{^^!y^} ap­
proaches the limiting value 700 exponentially fast and if <79 = (/oo then the sequence 
is constant. 
Lemma 1 Let qf (t > 0) be given by (4-4)- Then 
lim qi = qoc 
t — 00 
where goo 's given by (2.4)- Furthermore 
- qoo\ £ (^^1% - 9ool 
where f t  is a constant in ( 0 ,  I ) .  
Thus, if <70 = qoo the conditional distributions of Theorem 2 are simplified as 
given in 
Theorem 3 The model given by (2.1) through (2.3) and initialized with qQ = 70c 
gives rise to the conditional distributions (t > I) 
^ t l y ^ ~ ^  ^  + u^_l,7oo + <^3)» and 
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where 
= Poo(^f_i + «<_i) + (1 -/?oo)î/^ and (4.5) 
(Tg 
Poo ~ 9 9 • 
loo + 
Proof The Theorem follows from Theorem 2 and Lemma 1 if it is shown that 
,3=var{6,|y'-l} = -<i2=±^. 
Qoo + 
Using (2.4) to write 
with 
shows that 
7oo — <^1/ ( n/C — 1/2) 
(<7oo + <^u)^I(f}/ — — 4- 1/4) + '2(t'^{\/C - 1/2) + <Tp 
= <T3(\/C - 1/2) 4-(73(C + .3/4) 
9 9 
— <700 + "'fc/ + 'Tg . 
n 
4.2 Sufficiency of for Determining the Optimal Adjustment 
This section shows that under a very general objective function the optimal 
adjustments depend on the process history only through the posterior mean 
9i_ ^  = E{&i_i |y'~ ^  }. Since Bf._ ^ can be calculated recursively, so can the optimal 
adjustments. 
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The optimality criterion considered below is to minimize an objective function 
of the general form 
t = l  
(4.6) 
by choice of G 2 where may depend on the process history 
and K { B , u )  is a suitable function. For use here and in the remainder of this paper 
define the optimal risk function for an n period problem given initial data as 
— 1 [ < = l 
yO>. (4.7) 
Here the minimization is over the functions mapping (y^~^, u'"") into Z and 
the expectation is with respect to the conditional distribution of (y^,#!,...,#%) 
given y*^. By convention define RQ = 0. 
Theorem 4 Under the model given by (2.1)and (2.2) and initialized with 
the optimal adjustments € Z for minimizing an objective function of the form 
(4 6) depend on (y'~^,u^~") only through given by (4.5). 
Proof The proof is by induction. Consider a 1-period problem (n = 1). By 
Theorem 3 
= 'nin£^{/C(^i,«o)ly®} 
=  m n  j  f C ( x , U Q ) ( i ) { x \ d Q  +  u q , ( t I  +  q r x : > )  d x  (4.8) 
where again is the N(/i,<r") density. Equation (4.8) shows that both /îj 
and UQ depend on y® only through ég. 
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Suppose for an (n — l)-period problem (n > 1) that depends on y® 
only through hence write Suppose further that the 
optimal functions depend on only through -1). 
Then, for an n-period problem, the principle of optiniality implies that ^ {t = 
I,..., n - 1) depend on (y^~ u^~") only through j and furthermore 
" un Z y® 
= rain[£{AC(#,,„o)ly°t+E{fl„-l(«l)|y"ti 
= njjn [yAC(i,u())i^(i;«o + +?'x.) rfx 
(4.9) 
where Theorem 3 was used to obtain the conditional distribution of ^[jy^- Equa­
tion (4.9) shows that both Rn and UQ depend on Y® only through which completes 
the induction. • 
4.3 Optimal Risk Functions 
This section develops a recursive equation relating the optimal risk functions for 
problems of n and n - 1 periods. In this section and for the remainder of this paper 
we return to using the objective function (4.1) which is the special case of (4.6) with 
f C ( û f ,  U ( _ i )  = C ( ) ( û i )  + h ' ( i S ( u f _ i } .  
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4.3.1 A numerical example 
To help provide insight and intuition for the results of this section, Figure 4.2 is a 
plot of the shifted risk functions Rn{^ ) - RN{0)^ n = 1,2,3 for the case CQ{9) = 9", 
(Ty — 3.16 and A'a = her},. The risk functions were computed using Theorem 7 
(part 1) and Theorem 8 both of Section 4.4. The risk function R\{B] is easiest 
to interpret since it reflects only optimal expected costs incurred in one period of 
production. 
In the region near ^;i_i =0, quadratic. This is because when the 
estimated level is near its target value it is optimal to make no adjustment to the 
process (see Theorem 8) and the optimal final period cost (using Theorem 3) is 
=  0 ]  =  ^ i +  q o o )  
= ^^_l+(Tp+7oo (4.10) 
a quadratic function of j. 
However, for large enough j j, an optimal adjustment (Theorem 8) is j = 
>. In this case the optimal cost is 
= A a + J É'^0(^n ! 1 + — i >, fj/ + ?oo) 
= A'a + 1 + 1 <7  ^ + qoo. 
The function [9 r is zero at any integer, periodic with period one, and 
quadratic on [j - 1/2,j + 1/2] for any integer j. This explains the "wave" shape of 
R\{9) - /?i(0) far enough from the value 0 = 0. 
The optimal 2- and 3-period risk functions are similar in shape to (^). How­
ever, /?2(^) and Ag(^) account for expected costs incurred in 2 and 3 periods respec-
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tively of optimal operation and thus have slightly different shapes from one another 
and from 
4.3.2 A more explicit recursion for the optimal risk functions 
Equation (4.9) broadly defines Rn in terms of but this section refines the 
recursion for the objective function (4.1). Defining AQ(6)) = 0 and specializing (4.8) 
and (4.9) we have (for n > 1) 
R n { ^ )  =  m i n i  [ { C q I i )  +  K a S { u ) \ ( i ) { x ; d  +  u , c r ' ^  +  q o o )  d x  
uÇZ w 
+  / i ^ _ l ( x ) ( p ( x ; Û  +  u , c r l )  J x j  (4.11) 
= min < min \ C { B  +  u) +  A'a +  f  R ^ _  i { x ) h { x \ 6  +  « )  d x  ;  
{ u € 2  L  J  
C(^) 4- j Rj^_i{x)h{x\6] dx^ (4.12) 
where 
C(ff) = j C{^{X)(^[X\ Q , (JI •¥ qoo) dx, (4.13) 
and henceforth 
h { x \ 9 )  =  ( i ) { x \ 9 . i T ^ )  
is the N(^,<r3 ) density. From Lemma 4 in the appendix and the (assumed) properties 
of Cq(6) following (4.1), 
1. C { 0 )  is non negative and symmetric about ^ = 0, 
2. C ( 9 )  <  C { 9  + 1) for every i9 > -1/2, 
3- C(^) = oc, and 
4. CID) is continuous in 9. 
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The following theorem allows the minimization over u € Z in (4.12) to be made 
explicit. 
Theorem 5 For each n > 0, 
t. Rn{^) is nonnegative, symmetric about ^ = 0 and such that 
^ Rn{^ + I) 
for every 6 > - 1 /2 ;  and 
2. an integer u minimizing 
C { B  4 -  I t )  +  / f a  +  j  R n { x ) h { x \  &  +  u )  d x  
ts u = < -0>, the integer nearest -9. 
Proof The proof is by induction. Consider the case n = 0. Then 1 holds since 
Roif^) = + 1) = 0 for every 6. In 2 the quantity to be minimized over integers 
u is 
C'( 0 + u ) -t- A (J. 
This is symmetric in x = ^ + u about the point x = 0 and satisfies 
C { x )  + h a  "i. C ' ( x  + 1) + /Vti» Vx > —1/2 
Define the shifted integers 
Z { d )  —  { 0  +  u  :  u  ( :  2 }  
and the remainder function 
r(x) = X + < -x> (4.14) 
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where < x >  is the nearest integer function. Since Z { 6 )  =  2 { r ( 9 ) ) ,  Lemma 5 in the 
appendix implies 
m i n { C ( 9  +  u )  +  K a }  = min {C(a:) + Aa} 
u k Z  x Ç 2 { r { 0 ) )  
=  C { r i 9 ) )  +  K a .  
Since the integer 
u  =  < — 9 >  
gives 9  +  u  = •  r { 9 )  then this u is a minimizer. 
Now suppose 1 and 2 hold for an (ri -  l)-period problem. It will be shown that 
they must also hold for an rr period. By Lemma 4 in the appendix the function 
G i f i )  =  J  R f i _ i ( x ) h { x \ n ) d x  
is nonnegative, symmetric and such that 
G i f i )  <  G i f t  +  I )  
for every // > 1/2. These properties also hold for 
C { n )  +  h a  +  G { f i } .  
Hence, by the same reasoning used for the case n = 0 
C { 9  +  u )  +  K a  +  J  R j ^ ^ i { x ) h { x \ 9  +  u )  d x  
is minimized by the integer 
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so that 9 + u — r(^). Therefore 
min < C(^ + w) + ^ + u) c/z > (4.15) 
u 
=  C . ' ( r ( ^ ) )  +  A ' a + G ( r ( ^ ) )  
Since C. A'a and G are nonnegative and symmetric functions then so is their sum. 
Furthermore, since r(9) = r{B + 1) then the minimum (4.15) is trivially nondecreas-
ing on {9,6 + 1} for every 9 > -1/2. These properties of (4.15), combined with 
equation (4.12). Lemma 6 in the appendix and the fact that 
is nonnegative, symmetric about ^ = 0 and nondecreasing on + 1} for every 
9 > -1/2, establish that Rni^) is nonnegative, symmetric about 6) = 0 and nonde­
creasing on 6) 4- 1} for every ^ > -1/2. • 
The following corollary to Theorem 5 gives a more explicit recursion for the 
optimal risk functions. 
Corollary 1 
and a minimizer u in equation (4-10 " <-9> or either according as Rn(9) is 
less than 
R n { 9 )  =  min jc(r(^)) 4- Ag + ^ )/i(z; r(g)) 
(4.16) 
C' { r{ 9 ) ) K a  +  j  f t n _ i ( x ) f t ( i ;  r { 0 ) )  ( i x ,  
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less than 
C { 6 ) - \ -  j  R j ^ _ i { x ) h { x \ 9 )  d x  
or equal to both expressions. 
Proof The corollary follows directly from Theorem 5 and equation (4.12). •  
The last result in this section interprets Corollary I in terms of an optimal 
adjustment. 
Corollary 2 An optimal first period adjustment for an n-period problem is to take 
UQ to be zero, <-^q> or either according as Rn(ÔQ) is less than 
C i r ( 9 Q ) )  A -  h ' a  +  j  (ix, 
less than 
or equal to both expressions. 
Proof The corollary follows directly from Theorem .5, equation (4.11) and Corol­
lary 1. •  
4.4 Specifying an Optimal Adjustment Policy 
This section uses the results of Section 4.3 to specify the optimal adjustment 
policy for the discrete adjustment problem set out in the beginning of Section 4. 
The main result, Theorem 8, gives a regularity condition under which the optimal 
adjustment strategy has the simple deadband form (4.2), 
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The first result gives a bound on the magnitude of outside of which a nonzero 
adjustment is optimal, 
Theorem 6 If \0Q \ > k where 
k  = inf{^ > 0 ; C'(x) -  C ( r { x ) )  >  K a .  Vz >  0 } ,  
an optimal first period adjustment for an n-period problem is to take i /q - • -OQ :• 
Proof For x 6 (0,1/2], C(z) - C(r(j:)) = 0 < A'u so k > 1/2. Hence, by 
Corollary 2 and equation (4.16) it must be shown for & > k that 
C ( B )  -  C { r ( 6 ) )  -  Ka +  j  Rji^ i ( x ) [ h { x ; 9 )  -  h ( x \  r((J))] d x  > 0  (4.17) 
Clearly the sum of the first three terms is nonnegative for every S > k. By Theorem 5 
(part 1) and Lemma 4 (in the appendix) 
is nonnegative, symmetric and nondecreasing in 5 on {0,0 + 1} for every 0 • -1/2. 
,\lso, 
j  R n _ i { x ) h { x - ,  r { 9 ) )  d x  
has the same value for 0 and 0+1. Hence, for any ê > -1/2 
j  - /(('r;r(0))] r/r (4.18) 
is nondecreasing on {r(0), r(0) + 1,... ,0}. But since (4.18) is a symmetric function 
of 0 and is zero at r(0) it is nonnegative for any 0 6?^. Therefore (4.17) holds for 
everv 0 > k. • 
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Theorem 7 Suppose C{0) is strictly increasing on {6,6 + 1} for every 6 > -1/2. 
Let 9o(^) — — 0 and for i > 1 define recursively 
S i i ^ )  =  i C ( 6 ) - C ( r ( 6 ) ) - K a l  
+  y  -  à ( x ;  r ( 6 ) ) j  d x  
and 
v i ( r { 6 ) )  = [C(r((9)) -  (7(0)1 + J[vj_[(r(x)) + 5j^^(i))/i(j:; r(l9)) d x  
w h e r e  ( 6 )  =  m i n { 0 , g ; ( ^ ) } ,  
Then for i > I, 
1. Ri{6) = i[C'(0) f A'ol + Viir($)) + g-(e), 
2 .  g i { 6 )  i s  continuous, symmetric about 6 —Q and strictly increasing on {6,6 +• 1}, 
-i6 > -1/2, 
3. a minimizer u in equation (411) is zero, <-6> or either according as gn[6) 
is negative, positive or zero, and 
4- an optimal first period adjustment in an n period problem is to take ug to be 
zero, •' -6q> or either according as gn{6Q) is negative, positive or zero. 
Proof 
First 1 is shown by induction. From (4.16) and the definitions of ^i(^) and 
i'[(r(0)) it follows that 
R l { 6 )  =  m i n { C [ r { 6 ) )  +  K a ; C { 6 ) }  
= (C(0) + A:al + ( C '(r( ^ ) ) - n O ) l  
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+ min{0,C{^)-C(r(^))-/i:a} 
= [C(0) + %oj + ui(r(g)) + ^ j-((9). 
Suppose that for some i > 1 
«;(«) = i|C(0) + A-„| + f,(r(«)) + g-{e). 
Using this in equation (4.16) gives 
Ri+i{0) = min{C'(r(^)) +A'a + /(C(0) + A'a| 
+ + gf ix)\liix;rid)) dx; 
0 ( 6 )  +  i [ C { 0 )  +  K a \  
+ J[vi{r{x)) + g~{x)]h{x\e) dx} 
= (i + l)(C(0) + A'al 
+ min I Vj.|.i(r(^)) \ C{8) - C(0) - Ka 
+ J[vi{r{x)) + g~(x)]h(x\6) dx 
But 
C(6) - C{0) - h'a + J{ v i (r{x))-h gj~(x)]h{x\ff) dx 
= (r(r(g)) - C'(0)| + J[vi{r{x)) + gf {x)\h(x;r{B)) 
+ - C(r(g)) - Ka\ 
+  j +  ! 7 f  -  / ! ( ^ ; r ( ^ ) ) |  dx 
= i'i+i(r(f)) + (7, + i(^). 
Hence. 
Ri+liO) = (j + l)(C(0) + A'a| 
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= (i + 1)(C'(0) + ha\ + i'j4-i(r(^)) + 
Next 2 is shown by induction. By the properties of C{9) following (4.1.3), 
g i ( e )  =  C i 9 ) - C { r m -  h ' a  
is continuous, symmetric about ^ = 0 and strictly increasing on { 9 , 0  + 1}. i d  v-
-1/2.  
Suppose for some i  >  1 that g ^ { 9 )  is symmetric about ^ = 0 and strictly increas­
ing on {B,6 + I}, > -1/2. Then g- {ê) also has these properties. Therefore, by 
Lemma 4 and since r(^) = r(6 + I). 
g i ^ l i O )  =  ^ l(^) +  j  g f  { x ) [ h ( x \ $ )  - /i(i:r(^))) d x  
is symmetric about ^ = 0 and strictly increasing on {$,6 + 1}, 'i9 > -1/2. 
To show that g{j^i{9) is continuous note from part 1 
(^) -  g ^ { r ( e ) )  = R i ( e )  -  R i { r { 6 ) )  = f - ( e ) .  
In Lemma 2 of Section 5, /j(^) is shown to be uniformly bounded, Furthermore, 
s i n c e  g [ ( B )  i s  c o n t i n u o u s  t h e n  g ^ { r { B ) )  i s  u n i f o r m l y  b o u n d e d  a n d  h e n c e  g ~ [ 9 ]  =  
fi[9)~ g~(r(^)) is uniformly bounded by, say, M > 0. Next note that the symmetry 
of gi(9) implies 
+  =  9l(^) +  j  g ~  (f - /i(x; \ r ( 9 ) \ ) \  d x .  
Therefore. 
l5i+l(^) - ^t+l(^ + e)l 
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^ + e)| 
+  | y  g f  9 )  -  h { x \ $  +  e ) ]  d x  
+ |y ('C)[A(z; |r(^)|) -  h{x\ \r{ e  +  e)|)] dx 
< li^l(^) -  <7l(^ + 01 
+ :V/ J  | /i( j;  ^ )  - /i(x;^  +  e)| 
+  M  j  | /i(i; jr(^)l) -  h { x ]  |r(g + e)|)| d x  
- 0 
as Ê — 0 by Lemma 7 in the appendix and Since 9  =  r { 6 )  +  j  for some integer j  note 
that 
j  9 Ï ' { r i x ) ) l h ( x \ ê )  -  h { x ] r ( 9 ) ) \  d x  =  J  g f  { r ( x  -  j ) ) h { x ; r ( e ) )  d x  
- J g ï ' ( r { j ^ ] ) h { x \ r { 9 ) )  d x .  
= 0. 
Therefore, 
S + 01 
+  \ J [ g f i x )  -  9 ~ i r { x ) ) \ [ h ( x ; 9 )  -  h { x \ 9  +  e ) ]  d x  
+ |y(3j~(-^ )  -  9 f i r { x ) ) \ { l i ( x \  r { 9 ) )  -  / i ( x ;  | r ( 6  +  € ) | ) 1  d x  
5 \ g \ { ^ )  -  g \ { ^  ()l 
- f i V f  j  \ h ( x - , 6 )  -  h [ x \ 9  +  € ) |  d x  
4 - i V /  j  \ h { x ;  r ( ^ ) )  -  h { x ;  | r ( ^  +  € ) | ) |  d x  
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as e — 0 by Lemma 7 in the appendix and since |r(^)| and are continuous. 
Parts 3 and 4 follow directly from Corollaries 1 and 2 since is negative, 
positive or zero according as Rn{^) is less than 
C ' ( r ( ^ ) )  + +  J  f i „ _ i ( a ; ) / i ( > c ; r ( 0 ) )  r f i ,  
less than 
C { D )  +  J  R n ^ i { x ) h { x ; $ )  d x  
or equal to both expressions. •  
The following theorem gives a condition under which an optimal first period 
adjustment in an n-period problem has a deadband form. The condition is easily 
checked numerically and if it holds for each n > I, then adjustment regions of an 
optimal policy can be obtained by straightforward numerical integration using, for 
example, a quadrature technique. 
Theorem 8 Let the functions gn(^) defined as in Theorem 7 and suppose that 
C{6) is strictly increasing on {0,ê -r I}, \/B > -1/2. //for some n 1 the set 
{ \ e \ : g n m )  =  0 }  
is a nonempty (possibly degenerate) interval, say, ^^7 nl' /or my kn P 
optimal first period adjustment in an n-period problem is 
UQ = 0, 
= otherwise. 
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Furthermore, 
Sn+lW = (C(«) - C(r(«)) -/r»| 
J - f i n  
Proof By Theorem 7 part 2, each gn{^) is continuous, symmetric about = 0 
and strictly increasing on {$,B + 1}, > -1/2. But then 
{1^1 : g»(!^l) = 0} = 
implies 
9 n ( 0 )  <  0, if |6)| < 
> 0, if 1^1 > kn 
=  0 ,  i f  \ d \  =  k f i .  
The adjustment uq is thus optimal by Theorem 7 part 4. The recursion for g^^i(O) 
follows immediately from its definition. •  
Corollary 3 Suppose that 0(0) is strictly increasing on {0,0+ I}, > -1/2. 
If for each i = 1,..., the set {|^| : <^{(1^!) = 0} is a nonempty interval, say, 
• ^L,i' any sequence kj 6 optimal adjustment in period 
t {t = 1 , . . . ,  n )  for an n period problem is 
"<-1 = 0, :/!^(_li < + l 
= otherwise. 
Proof The corollary follows from Theorem 8 by the principle of optimality. •  
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5. CONVERGENCE AS THE HORIZON BECOMES INFINITE 
Section 4 studied a discrete adjustment problem with a focus on finite production 
runs. Section 5 considers whether the adjustment policy in some sense converges as 
the horizon length (n) increases. In particular, convergence of the shifted optimal 
risk functions Rn{&) - /?n(0) is studied in two stages. Write 
R n i O )  -  R n i O )  =  f n i O )  +  D n { 0 )  
where 
f n { & )  =  R n { ^ )  - An(r(^)), and 
Dn(0) = fln(r(^)) - fln(O). 
Theorem 9 below shows that f n ( ^ )  converges uniformly to a continuous function f ( 9 ) .  
The proof is a nontrivial modification of a proof by Bather (1963). Convergence of 
/n{^) implies (Theorem 10) that of the functions gni^) defined in Theorem 7 and 
hence (under the regularity conditions of Theorem 11) of the optimal dead band limits 
kn defined in Theorem 8. 
Convergence of fn(^) is thus quite useful. However, it may also be of interest 
to know when /2n(^) -  ^ n(O) converges. Theorem 12 gives a sufficient condition for 
uniform convergence of Dn(B) and hence of Rn{&)- Rn(^)- It is conceivable that the 
condition always holds; however, no proof of this conjecture is given. Nevertheless, 
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a numerical check demonstrates the condition is satisfied at least for ffu > 0.19. For 
example, the shifted optimal risk functions plotted in FigUre 4.2 converge since the 
figure was constructed using cfi/ = 3.16. 
5.1 Preliminaries 
This section develops a recursion for fn{^)- The recursion (4.16) for Rni^) may 
be written in what for our present purposes is a somewhat more convenient form as 
R n i 9 )  = m i n { C { r { 9 ) )  +  K a  +  E { R ^ _ i i r { ê )  +  Z ) } ;  
C{0) + E{R^_L{$ + Z)}}, M = 1 , 2 , . . . ,  (5.1) 
where RQ{0) = 0 and the random variable Z is distributed as N(0,<Tp). Notice that 
R n i r ( 9 ) )  =  € { 6 )  - r  E { R ^ _ l i r { e )  +  Z ) }  
and therefore 
f n i e )  = min{A'a:Ci((9) + E { R n - i { 6  +  Z )  -  /î„_i(r(^) + Z)}} (5.2) 
where 
c i ( e ) ^ c ( 0 ) - c i r ( 0 ) ) .  
Since C { d )  is continuous, nonnegative, symmetric about zero and has lim^__^ C '(ff) = 
oo, C'liB) also has these properties. Furthermore, C\{6) is zero on the interval 
j-1/2,1/2). The following two properties of the remainder function 
r(x) = X + < -x> 
are used in this section without further reference: 
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1. r(r(r)) = r(x), Vx, and 
2 .  r { r { x )  +  y )  =  r { x  +  y ) ,  y x , y .  
Using property 2 and the equality 
f i n { 0 )  =  f n { 0 )  T  R n ( r { 0 ) )  
one may write 
+  Z )  —  R n l f ^ d )  +  Z )  
—  f n { ^  +  Z) +  /Zn(' '(0 +  Z ) )  
~ f n i r { 0 )  - t -  Z) -  R n { r ( r { d )  +  Z ) )  
=  f n { ^  +  Z )  —  +  Z ) .  
Substituting this into (5.2) shows that the shifted optimal risk functions f n { & )  satisfy 
the recursion 
f n i O )  =  m i n { A ' a ; C i ( < ^ )  +  E { f ^ _ i i e  +  Z )  -  f n - [ { r ( e )  +  Z ) } } .  ( 5 . 3 )  
5.2 Convergence of the Optimal Deadband Limits 
This section proves the uniform convergence of fn(^) as well as the optimal 
deadband limits kn of Theorem 8 when they exist. Lemma 2 shows the functions 
fni^) are uniformly bounded. Theorem 9 then gives their uniform convergence and 
f i n a l l y  T h e o r e m  I I  g i v e s  t h e  c o n v e r g e n c e  o f  k n -
Lemma 2 The sequence of functions fn is uniformly bounded. Furthermore, there 
is a large enough number WQ such that fn{^) = Ka whenever |6)| > u;q. 
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Proof Since lini^__,Qo ^l(^) ~ and Ci{0) is symmetric and continuous, 
there is a large enough number A > Ka such that -.4 is a lower bound for 
By (5.3), fni^) '£ A'a < A uniformly in 6 and n. It will be shown that there is also 
a uniform lower bound -B. By induction using (5.3), each fni^} is bounded below. 
Hence, define 
In = \n{ fni&)' 
U 
It will be shown that inf/n > -oo. 
Pick wi so that > .4 whenever \Q\ > Since S 
E { - f n - M e )  +  Z ) )  > -.4 
and for \ê\ > a'j, 
C i i O ) -  E { f ^ _ ^ { r { e ] ^ - Z ) )  > 0 .  
Hence, for |^| > , 
f n { 0 )  > min{A'a,/„_[} > min{-/4,^ 
Let 
Q =  sup f [ h ( z \ Q )  -  h ( z \ s ' ) ] " ^  d z  
\ s ' \ < w i + l / 2 ' '  
where /"^{z) = max{0; /(:)}. By Lemma 8 in the appendix, a 6 (0,1). Set 
i5 > .4( 1 + a)/( I -  a). 
If inf /fi = - X) then one of the functions is the first to break the bound -B\ that is, 
there exists an index m > 0 and a point s such that 
f m ( ^ )  ~ B  S min{/Q,... ,/ni-l}' 
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It will be shown that this leads to a contradiction. 
For 1^1 > 
fm(^) ^  m i n {  — >  — B  
and hence |j |  < a>]. F u r t h e r m o r e ,  since fmi^) < -B < -,4, 
f m { ^ )  = + Z) -
- dz 
= - 4 - /((z;r(g))|+ dz 
> -A + J[h{z:s) -  kiz; r(.s))]"^ dz 
- . 4  Jf A ( : ;  r(s)) -  A ( : ;  j ) ) " ^  dz 
= + ('m-l ~ •**) J[/:(:; r(a)) -  /i(c;s)l"^ dz 
= -4 + ('rn-i ~ J - h(::s + rf.s))]"^ d: 
> -.4 + a(/,„_j - ,4). 
To obtain the third equality use 
j[h{z;s} - /i(c;r(5))j^ dz = J[A(z; rfa)) - dz 
which is seen to be true because 
I = j [h{z;3) -  h(z\ris))\'^ dz 
•f j  min[/((:; dz 
= J[h{z\r(s)) -  hiz'.s)]'^ dz 
+ j m'm[h(z;s),h(z',r{s))\ dz. 
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Now, we have 
~B > f m {s) > —/I + oi{^rn — l ~ •'^) ^ B + .4) 
which implies 
B < .4(1 4- a)/( I -  a) 
and contradicts the definition of B .  Hence, the functions f n { ^ }  are uniformly bounded. 
The existence of a large enough number tfQ such that fni^) = A'g whenever 
1^1 > WQ follows immediately from (5.3) since = '^o. C 
We are now ready to prove the convergence of the f n  sequence. The argument 
that follows is an nontrivial extension of the argument leading to Theorem I in Bather 
(196.3). 
Theorem 9 The sequence of functions fni^) converges uniformly to a continuous 
function f{f)) which satisfies 
f ( 9 )  =  min{A'a;Ci(«) +  E { f i ê  +  Z )  -  /(r(^) + Z)}}. 
Proof The differencej(^)-/n(0) is bounded as follows, f n  + i i ^ )  ^ I n { ^ )  
then by (5.3) Ka > fn-\-\{^) > fn{^)\ that is, 
f n { B )  =  C i i O )  4 -  +  Z ) -  f a - l { r { 0 )  +  Z ) } .  
Hence from (5.3), 
0 < f n ^ l ( ^ ) - f n { e )  
h  E { f n ( 0  +  Z )  -  / n ( r ( ^ )  +  Z )  -  +  Z )  +  f n - l i ^ i ^ )  +  ( • ^ • 4 )  
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On the other hand, if f n + \ { ^ )  <  f n { B )  then by (5.3) K a  >  f n { 0 )  >  that 
is, 
/ r i + l ( ^ )  =  C i i O )  +  E { f n { 0  +  Z ) -  f n i r i O )  +  Z ) } .  
Hence, 
0 > /n + l(^)-/n(^) 
^  Z )  -  f n l r i O )  +  Z )  -  f n - i i O  +  Z )  +  f n - i { r ( ^ )  + Z ) } .  (5.5) 
Next define 
F n { 0 , ^ , T f )  =  [ f n  +  l { r { 0 ) ) + ^  +  7 ] ) - f n { r { e ) ) + u j  +  T f ) \  
~ [ / n  +  l ( ' ' ( " ^ ) )  +  ^  +  n )  -  f n i r i u i ) )  +  9  +  7 ) |  
and for fixed 9, a.', and q denote the two bracketed expressions by Q and 5 respectively. 
Define 
Mn = sup |Fra(^,u;,/;)|. 
By Lemma 2, each Mn is finite. It will be shown that ^ Mn < T O .  
Suppose, for example, that F n ( 9 , a } , q )  > 0 implying that Q  >  S .  Consider the 
three possible relationships among Q, S and zero. 
Case 1: If Ç > S > 0 then by (5.4) 
F n ( 9 , U J y T ] )  <  Q  
-  ^ { [ f n i r i O ) )  +  w  +  1 }  +  Z )  -  / ^ _ 2 ( r ( ^ ) )  +  u /  +  r j  +  Z ) \  
+ 1 ^  + *?) + Z) - / n ( r ( ^ ) + u '  +  7 )  +  Z)\} 
=  j  F ^ _ i ( 8 , 6  +  u j  +  r j ,  2  -  9 ) h { z ; 0 )  d z .  
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Case 2: If Q > 0 > 5 then by (5.4) and (5.5) 
Fn{B,u;,r)) < Q-S 
- + w + f; + Z)-/^_]^(r(^)) + u; + 7; + Z)j 
—  ( / n ( ^ ( ^ )  +  ' ^  +  ' l )  +  Z )  -  f n ( f { ^ )  +  u ;  +  f / )  +  Z ) ] }  
•'r ^ + JJ + Z) - ^ -r f/ + Z )] 
+  [ / n ( ' ' ( ^ )  +  w  +  7 / )  +  Z )  -  f n i ' ' ( ^ )  +  +  r ] )  +  Z ) \ }  
=  J  +  z } h { z ; 0 )  d z .  
Case 3: If 0 > Q > 5 then 
F n { 9 , u j , r ) )  <  - S  
S - i/n(''(u;)) + 9 + T] + Z) - /y^_[(r(w)) + 9 + q + Z)] 
'r[/n(r(^) + ui + t}) + Z) — fn{^(9) + u> + t ] )  -r Z ) ] }  
=  J  F „ _ i ( 0  +  a j  +  r ) , 9 ,  :  -  9 ) h { z \ 0 )  d z .  
On the other hand if Fni9,^\r}) < 0 similar reasoning shows 
Case 4: If 5 < Q < 0 then 
- F n ( 9 , u i , r } )  <  J  F f i _ i ( 9  +  u j  +  t ] , 9 , z  -  9 ) h { z \ 0 )  d z .  
Case 5; If 5 < 0 < Q then 
- F n { 9 , u j , T j )  <  j  F j ^ _ i ( u j , 9 , q  +  :)/t(:;0) d z .  
Case 0; If 0 < S < Q then 
- F n ( 9 , u J , T ] )  <  J  F j i _ i { u j , 9  +  u i  +  r } , z  -  u / ) h ( z \ 0 )  d z .  
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By Lemma 2, if neither r ( 8 )  +01 + 7 nor r(uj) +  ê  +  i j  lies in then 
7 )  = 0. On the other hand, if at least one of these quantities lies in ( -wg, wg) 
then in each of the six cases the integrand of the bound for |Fn(^,u;, i;)| vanishes either 
for all :  < -(Zwg -h I ) or for all z > 2a'o + 1. For the remaining values of :  the 
integrand is bounded by Define p by 
p = I -  mini + A(:;0)d:j . 
[v-00 JZWQ + I J 
By Lemma 8 in the appendix, p  6 (0, I). We have shown for n = 1,2,..., that 
Mfi = sup |Fn(^,u/,7)| < 
This implies that 
Mn < p'^Mç) 
and hence ^ M n  < '»• By definition, /o(^) = 0 = / n ( f ( ^ ) ) -  Hence, 
/n(«l = "Ê /„.+ !(«» 
m=0 
n — I 
= E ^m ( O j , 0 )  
m = 0  
which is the partial sum of a series which converges absolutely and uniformly in 0 .  
Thus define 
/(*) = 
and since each /n(^) is continuous and the convergence is uniform, f ( û }  is also con­
tinuous. 
It remains only to show that /(l9) solves the functional equation. Given any 
e > 0 pick n = n(e) so large that -  /(^)l t' for every m > n and for every 
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B. Then 
\ m  - m m { K a , C Y { e )  +  E { f { 6  +  Z ) - f { r ( e ) - ¥ Z ) } } \  
+ |min{A'a,(ri((?) + E{fn{e + Z) - fnW) + Z}}} 
-  m i n { A ' a , C i ( ^ ? )  +  E { f { 0  +  Z )  -  / ( r ( é > )  +  Z ) } } \  
<  \ f i » ) - f n  +  m  
+  \ E { f n i e  +  Z ) -  f i e  +  Z )  -  f n ( r ( 9 )  +  Z )  +  f ( r { e )  +  Z ) } \  
< 3e. 
Since e > 0 was arbitrary, f ( B )  satisfies 
/ ( * )  =  min{ A a ,Ci(^) +  E { f ( 9  ^  Z )  -  /(r(g) r Z ) } } .  
Theorem 10 The functions gn(B) defined in Theorem 7 converge uniformly to a 
function g{d) which satisfies 
g ( 9 )  = [C'(^)-C(r(^))-A'al 
+  j  g ~ ( x ) [ h { x \ 6 )  - /i(j;r(^))j dx. 
Proof From Theorem 7 part 1, 
R n { B ]  = n[C(0) + h a ]  +  rn(r(#)) +  g n  ( B )  
so 
f n i B )  =  R n ( e )  -  R n i r i O ) )  
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= 9 n { ^ ) - 9 n W ) )  
-  9 n  ( ^ )  -
By Theorem 9, f n { ^ )  converges uniformly to, say, f { 9 ) .  Hence, g n { 9 )  converges 
uniformly to = f{6) + A'a. Define 
g i O )  = [ C { B ) - C { r { 9 ) ) - K a \  
+  j  • i { B ) \ h { x \ 9 )  -  h { x \  r(^))) dx. 
Then 
\ 9 n { e )  -  g { 9 ) \  
=  1 / -  A ( j ; r ( g ) ) |  ( / r j  
s  s u p  -  ? ( r ) |  j  \ h i x \ 9 )  -  h { x \ r ( 9 ) ) \  d x  
< 2sup|y~_^(i) - 7(1)1 
X " ^ 
- 0. 
That is, g ( d )  is the uniform limit of g n { 9 ) '  Hence 7(x) = g ~ { x ) .  •  
Theorem 11 Suppose, as in Corollary 3, that C{d) is strictly increasing on {0,9 -f- I}, 
> -1/2 and for each i = l....,n, the set {j#| :  = 0} is a nonempty in­
terval, say, Suppose further that the set {\9\ : g({^!) = 0} is a singleton, 
say, k'where g(9) = limn —o c a s  provided by Theorem 10. Then 
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and 
g { e )  =  [ C ( 9 ) - C { r i d ) ) - K a ]  
f k *  
+ y^, - A(x;r(^))! dx. 
Proof By Theorem 7, gni^) is continuous, symmetric and nondecreasing in |(^j 
on Z{r) for every n and every r € [0,1). Hence, g{d) has these properties as well. 
F u r t h e r m o r e ,  s i n c e  g ( | # | )  =  0  o n l y  a t  | 0 |  =  k * ,  f o r  | ^ |  >  k * ,  g ( | # | )  >  0 .  P i c k  a n y  0  
with 1^1 < k* and let —t = g($) < 0. Then there exists an N(e) such that Vn .V(c ). 
9n{^) < -e/2 < 0. Therefore, 
\6\ < liminffcjr j 
and since |^| < k "  was arbitrary, 
k *  <  liminf 
Similarly, lim sup ^ k * .  But since Vi, k [ ^  - < 
k *  <  lim inf ,  < lim sup < k *  
which implies 
limA:^ J = lim = k*. 
Finally, Theorem 10 implies that g ( 0 )  satisfies the integral equation. • 
5.3 Convergence of the Shifted Optimal Risk Functions 
Theorem 9 provides for the uniform convergence of the functions 
The i n t e r pretation of this is that the shapes of the risk functions Rn(^) stabilize 
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for large n  uniformly on the sets of shifted integers Z { r )  = {c + r : r ç Z } ,  
r 6 [-1/2,1/2). Under an additional condition, the following theorem guarantees 
the uniform convergence of Rn{^) - An(0) and yields the interpretation that the 
shapes of Rn{^) stabilize uniformly over the whole real line. 
Theorem 12 Suppose for some positive integer m 
Then the functions D n ( s )  =  R n i ^ )  -  A n ( 0 )  c o n v e r g e  u n i f o r m l y  t o  a  c o n t i n u o u s  
function on the interval (-1/2, l/2j and hence #%(#) - Rn(^) converges uniformly to 
a  c o n t i n u o u s  f u n c t i o n  o n  a l l  o f T Z .  
max l'^(s) < 1 
l^l<l/2 
where 
1 / 2  
for n =2,3,..., and where 
Q { i , s ) =  h { x  +  j \ s )  -  h ( x  +  j \ 0 ) .  
j = - y û  
Proof By equation (5.1), for s 6 (-1/2,1/2] 
D n i s )  =  r ( a )  -  n o )  +  +  Z )  -  R n - i i Z ) } -
But 
^n-l('^ + Z) - An_l(^) = + Z) - + Z))| 
-(/ï„_l(Z)-fl„_i(r(Z))l 
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+[^rt-l(' '( ' '  + ^)) -
-K_l(r(Z))-A^_l(0)| 
= ~  f n - l i ^ )  
+  D f ^ _ i { r { s  +  Z ) )  -  D f i _ i ( r { Z ) ) .  
Hence, 
D n ( s )  =  C { s ) - C { 0 )  +  E { f ^ _ i { s  +  Z ) - f ^ _ i ( Z ) }  
+  E { D ^ _ l { r { s  +  Z ) ) - D n _ l i r { Z ) ) }  
=  C ( s )  -  C(0) + + C2 D^_i {s) (5.6) 
where C \  and £•> "^re linear operators defined by 
C i m { s )  =  J  m ( x ) { h { x ]  s )  -  h { x ; Q ) ]  d x ,  and 
C ' j m i s )  =  J  m { x ) Q { x , s )  d x .  
Substituting for D^_i(s) in (5.6) results in 
D n i s )  = K'(^)-C'(0) + £i/„_I(S)) 
- t - C 2 { C { s )  - C(0) + ^ i/n_2(-s)l + 
Repeating this process yields 
^n(a) = E 4{<^'(3)-C'(0) + £I^_1_,(5)| 
1=0 
where the term ^o(^) has been dropped because DQ(a) is identically zero. Using 
the limit f [ 8 )  from Theorem 9, this may be written as 
n — I 
z?„(5) = Y1 /:^{C(.)-C(O) + £I/(.)] 
i=Q 
+ "Ê 
i=0 
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It will be shown that the first of these sums converges uniformly to a continuous 
function on (-1/2,1/2] and the second converges uniformly to zero. 
The convergence of the first sum closely follows Crowder ( 1986, Proposition 4.2). 
Let 
a = max f C(s) - C(0) + £1/(5)), 
\ s \ < l / 2 '  
b = max max{l,/^(s),and |s|<I/2 
p n  =  max /'"(5) 6 (0.1). 
Then on (-1/2,1/2], 
|4[C(5)-C'(0) + £i/(5)]|<a64'/ '"' 
for I = 0.1,..., where (j] is the greatest integer not exceeding x .  Thus the terms of 
24(C(s)-C(0)^£l/(i)| (5.7) 
i=0 
are uniformly bounded by the terms of the convergent series 
!=0 
which assures the uniform absolute convergence of (.5.7) on (-1/2,1/2]. Since each 
of the terms is continuous and the convergence is uniform, the limit is continuous. 
Next consider the sum 
n — 1 
t =0 
Using / 'm, /j € (0,1) and MQ from the proof of Theorem 9, 
\ f n { s )  -  f ( s ) \  =  
oc 
/^m(Oi'SvO) 
m = n  + 1  
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oo 
< E 
m = n  +  l  
= /Ml 
where jV/[ = PIVIQ/{1 ~  p ) .  Thus, 
|£i(/„-i.i(^) - M \  
=  | y -  / ( r ) | [ A ( z ;  j )  -  A ( x ; 0 ) l  d x  
<  ^ M \ M  
where 
M 2  = p~^ max j  \ h { x \ s )  -  h { x \ Q ) \  d x .  
c I <L — Î 10 J W<-l/2 
This implies 
I'/n'l 
where/J 1 = max{/j,^Q} € (0,1). Thus, 
n-1 
I If. if-ti.>/">! 
1=0 
and since — 0 as n — 00, the series converges absolutely and uniformly to 
zero. 
It has been shown that Djii^) converges uniformly to a continuous function on 
1-1/2,1/2]. Since 
R n { 0 )  -  R n i O )  =  f n i O )  +  D n i r { e ) ) ,  
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Theorem 9 implies the functions Rn{^) ~ Rn(0) converge uniformly to a continuous 
function on all of •  
The condition of Theorem 12 was checked numerically and found to hold at 
m = 1 for <T(/ > 0.22 and at m = 2 for crj/ > 0.19. 
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6. COST OF DISCRETENESS 
Sections 4 and 5 presented an analytical treatment of the discrete adjustment 
problem. This section gives some numerical results showing the extra cost incurred 
due to adjustment discreteness. 
Figures 6.1 through 6.3 are plots of in - qoo against n where in is the optimal 
risk increment 
i n  =  R n ( 0 )  - fln-l(O) (6.1) 
for the quadratic loss discrete adjustment problem with rr  ^ = 1. The 
fixed adjustment cost is A'a = 1, 10 and 100 in Figures 6.1, 6.2 and 6.3 respectively. 
Each figure contains plots of .5 incremental risk sequences corresponding to situations 
in which the smallest possible adjustment is 6 = 0, I, 5, 10 and 50. For h > I the 
risk functions in the definition of in are calculated using the solution to the integer 
adjustment problem (6=1) according to 
Rn (0\b, A'a,Co(a:/fc).<T^,<7|) = KaRn (^/6; L l,C'o(i)/A'rt,cr2/6-.<T|/6') 
which is analogous to (4.3) and where the dependence of R n { ^ ) ' o n  6, A' a ,  C'q , 
and has been made explicit. The case 6 = 0 represents the continuous adjustment 
problem of Crowder antl in this case the optimal risk functions are given by his 
equation (4.17). Subtracting from in allows the one plot to suffice for all cr^. 
(See Lemma 9 in the appendix.) 
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Incremental Risk vs. Horizon Length 
Ko-1 
Risk 
1000 
b«80 
100-
10 b«10 
b=1 
b«0 
10 100 1000 1 
Horizon Length (periods remaining) 
Smolle«tAdJurtmant: mz. so * 
Figure 6.1: Incremental risk versus horizon length for several adjustment resolu­
tions, €^{9) — (7^ = I and Ka = 1 
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Incremental Risk vs. Horizon Length 
KQ-10 
Risk 
ioooi 
100 
10- b«10 
b'S 
b"1 
b«o 
10 1 100 1000 
Horizon Length (periods remaining) 
Smallaat Adjuftm«nt: o i a 
10 ao 
Figure 6.2: Incremental risk versus horizon length for several adjustment resolu­
tions, CQ(Û) = <7^ = 1 and KA - 10 
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Incremental Risk vs. Horizon Length 
Kq-IOO 
Risk 
ioooi 
b'SO 
100 
10 
b>l 
10 100 1 1000 
Horizon Length (periods remaining) 
Smollwt Adju#tm#nt: o i s 
— —  I  —  t o  —  — 0 0  
Figure 6.3: Incremental risk versus horizon length for several adjustment resolu­
tions, CQ(0) = 0^, = 1 and KA = 100 
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Figures 6.1 through 6.3 reveal several interesting features regarding optimal ex­
pected costs in the discrete adjustment problem, 
1. Relatively fine discrete adjustments increase optimal expected costs only very 
slightly over the continuous adjustment case, but coarse adjustments increase 
optimal expected costs substantially for each period added to the horizon. 
2. In each case the incremental optimal risk appears to converge as the horizon 
becomes longer. The convergence is slower for coarser adjustment resolution 
(larger b). Crowder ( 1986) proved convergence for the continuous case {b = 0). 
However, his proof does not appear to extended to the discrete adjustment case. 
3. The incremental optimal risk appears to increase monotonically as the horizon 
gets longer, This makes intuitive sense because for longer horizons there will 
be an increased tendency to make a costly adjustment in the <th (say) period 
since the adjustment will have impact longer. 
4. For a smaller fixed adjustment cost, the incremental risk sequences for different 
adjustment resolutions are more distinct. 
5. A related point is that when the fixed adjustment cost is high, the incremen­
tal risk sequences are nearly identical for short horizon problems and increase 
nearly linearly. This can be understood by realizing that when adjustments are 
very costly the optimal policy will often make no nonzero adjustments for short 
horizon problems. Thus, the adjustment precision will have virtually no effect 
as costs will accrue almost solely from squared deviations from target for the 
unadjusted random walk 9i, for which is linearly increasing in t. 
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7. SUMMARY 
This paper has studied an optimal discrete adjustment problem in which 
1. the performance 9^ of a process is modeled as an adjustable random walk ob­
served with error; 
2. run costs for period t  are assessed according to a function 0 ^ ( 9 ^ )  (e.g., 8 ^ )  as 
well as a fixed amount h'a for any nonzero process adjustment; 
3. adjustments to the process can only be made in integer multiples of a 
smallest adjustment 6; 
4. adjustments are sought so as to minimize expected costs over a finite production 
run. 
Similar continuous adjustment versions of the problem have been studied by 
Bather ( 1963), Box and .Jenkins ( 1963) and Crowder (1986). Recently .Jensen ( 1989) 
and Kramer (1989) reported extensions of the continuous adjustment problem. 
.A horizontal bar lathe application at Deere and Company was described in Sec­
tion 2. The application was shown to be similar to Bather's (1963) continuous 
machine adjustment problem. However, several features such as linear tool wear, 
adjustment error, costly sampling, finite production runs and discreteness of adjust­
ments that were not present Bather's original model would need to be included in 
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a careful analysis. Many of the features have been studied in the recent papers of 
Crowder ( 1986), Jensen ( 1989) and Kramer ( 1989). However, the discrete adjustment 
phenomenon is not among them. 
Sections 4 through 6 presented a detailed study of a discrete adjustment problem. 
In section 4 the problem was formally stated and analyzed for finite horizons. Under 
the regularity condition of Corollary .3 an optimal adjustment strategy for a run of n 
is the deadband policy 
"/-I = 0, + l 
V '  • U  
where <x> is the integer nearest x, is a Kalman filter estimator of and the 
deadband limits depend on the parameters of the probability model and 
the cost structure. The development of the solution involved refining the recursive 
equation provided by the principle of optimality for the «-period optimal risk (cost) 
function Rni^)- Rn[^) was shown by induction to have several key properties (e.g., 
symmetry and a form of monotonie!ty) which enabled the form of an optimal policy 
to be explicitly derived. 
Section 5 considered convergence of the optimal control policy and risk functions 
as the horizon becomes infinite. Conditions were given for convergence of the dead-
band limits kn and for the convergence of the shifted risk functions Rn(^) - /?n(0)-
Finally, in Section 6 some numerical results were provided which show the incre­
mental optimal expected cost of adding a single period to the production horizon 
for various adjustment resolutions and costs A'a- As expected the results show that 
coarser adjustment resolution increases expected run costs. 
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Furthermore, the incremental risk appears to converge as the horizon becomes 
longer, but the convergence is slower for coarser adjushnents. 
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9. APPENDIX 
Proof (of Theorem 1) 
It suffices to show that the distribution of 
z = (yi'!/2 - - fn-l) 
is the same under both (3.1) and (3.2) when (uq» • • • i "n -1 ) - (0,..., 0). Clearly un­
der both models z has a multivariate normal distribution with mean vector (^q,0, ..., 0). 
Let Sj = var{z} under (3.1) and So = var{z} under (3.2). It must be shown that 
S J = So 
For i . j  € {2,...,a}, i  and under model (3.1), 
- y-_i} = cov{(yo - «cq) + ej, - aej_ ^ } 
-ocri ,  if i = 2 
0. otherwise 
and 
<:ov{yi - - yj_i} = cov{ej - c t e ^ _ i , e j  - aej_i} 
(  I  +  i f  i  =  J  
-ctcTg, if i = J - I 
0, otherwise. 
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Also 
var{î/i} = var{(î/o - aeg) + ei) 
_ ^2 
For i,J Ç {2, «}, I < j and under model (3.2), 
cov{yi,yj - = cov{5o + *^1 + ^1 '" «i-1} 
-<7g , if i = 2 
0, otherwise 
and 
cov{i/i - = cov{i/^ + €j - - ej_l} 
<t,^+2<t2, ifi=j 
-<r|, \i i = j - [ 
0, otherwise. 
Also 
var{yi} = var{0o +} 
0 , ') 
— Yoo Tjy + • 
It remains to show that 
= -acTfi 
cr'l + 2(t2 
'1 •> 
900 + <^1/ + 
= (l+a^)cr|, and 
(9.1) 
(9.2) 
(9.3) 
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(9.1) is implied by (3.4). Substituting (3.3) into (9.2) gives 
20-2 (1  +  -  (1  -
2a(Tg. 
Hence, (3.3) and (3.4) imply (9.2). It remains to show (9.3). From (2.4), (3.3) and 
(3.4) we have, 
1 / 2  J -0 0 
<joc = {l-a)'"<7^ 
= ( 1 - a)^iT^ 
G + (T^) 
\4(l - a)2 I 
= -—;f^[(l + a) - (1 - ta)| 
= a( I - a)(Tg (9,4) 
which is nonnegative if and only if a g [0,1]. Finally, using (3.3), (3.4) and (9.4) 
gives 
•) 2 qoo -i- <Tp + Tg =  o ( l  -  a j c r ^  +  ( I  -  a j ^ c T g  +  a c T g  
= [a — a" + I — 2a 4- + a|cr| 
= (Tg 
which completes the proof. 
Two results from bivariate normal theory are used in the deriving the distribu­
tions of and 
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Result 1 Let 
'  Yl '  
- /V 
(h 
1 
/ \ 
/^ll <^12 
.  ^ ^2 J A J ^ (^12 <^22 y 
where ff22 ^ 
X i \ X 2  =  x o -  /V(/ij.2,cr^.2) 
where 
/il.2 = + <^12'^22^(-^2 -  ^ 2)' 
2  - I  
^11-2 = '^11 -'^l2'^22 • 
Result 2 Let 
1%2 = f2 
and 
^2 "  ^ (/^2''^22) 
where cr-yo > 0. Then 
\ • / \ / 
-^1 
- N ^1 Î 
(^12 
A'2 J ^ ^'2 , ^ ^12 <^22 ; 
where 
m = a+J/X2, 
f) 
""11 - r + J"" <722' an(/ 
(Ti2 = ^0-22-
Proof (of Theorem 2) 
The proof is by induction. The conditional distributions are first derived for t - I = 0. 
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By assumption 
^oly® - N(^0'9o) 
and it is clear from the system equation (2.1) that 
^ily^ ^ + "O'^O + ^3) 
and from the observation equation (2.2) that 
j/lly® - N ( ê o  + «O'ÎO + )• 
Then from 
^1 = Pl(^0 + "o) + - Pi)yi 
we have 
where 
and 
^l|yO - N(a,6) 
a  =  ^ i ( ^ o  +  " O )  +  -  A > l ) { ^ 0  +  " O )  
= % + "0 
6 = ( i  -  P l ) ^ ( %  +  
2 ) ("^0 + 
<7^ + o-f / ,90 
= rg. 
Next assume the conditional distributions hold given y' k 
e< = yt -
= yt - "(-1 
=  ~  ^ t - i  ~  ^ t - i  + H  
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so that 
But since 
Result 2 implies 
O t l y ^  ^ fo-j;) 
1 \ Y H 
- N 
A 
/ 
9 i _ i  + u t _ i  
\ 
^11 <^12 
\ (^12 (^22 J 
where 
<^11 = 9 t - l + ' ^ u + ' ^ h  
2 
^12 ='^22 = 
Now, by Result 1 and since 
/9^iy^ -- N(a,/3) 
where 
a = O t _ i  + U(_i + 2 ^  J2 
,(li-\ + <T^, + (Tg 
P t i h - i  +  « ^ - i )  +  ( 1  -  P t ) y t  
= 6t 
and 
, _2 itt-l+^u) 
qt- \ -r (Tu '—2 Ô 
q t - l  + + (7^ 
= 
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The system equation (2.1) then implies 
^ t  +  l \ y  ~ N(0f + + (T'P) 
and the observation equation (2.2) gives 
Then from 
we have 
where 
+ - N(g( + Uf,q( + <r|). 
=  P t + i ( ^ t  +  h )  +  ( 1  -  P t + i ) y t + i  
^t + lly - N(a,6) 
and 
That is, 
1 = P t + \ i ^ t  +  ^ t ) +  i ^  -  P t - i - O i h  +  H )  
= + Uf 
6 = (I - pt+i)'{qt +<^i <^i) 
2 ^ 
9 I {<it +<ri + (r'i) 
+ <r^ + / 
=  n -
which completes the induction step • 
The following algebraic lemma is used in the proof of Lemma 4 below. 
84 
Lemma 3 Let k be a nonnegative integer, // > -1/2 and 6 6 [0,1/2]. Then 
0^ ^ 4- 6| ^ + + l + and 
0^ |& — k •{• fi 1 — 6. 
Proof If /i < A: 4- 5 then since I + 2/i > 0, 
0 < |A: -  ^  + (5| = A: - /i + ^ 
< ( I 4- 2/i) + k — ^ + S 
= k ^ + I + 8. 
Otherwise, (if > k i- 6) since 1 4- 2& + 26 > 0, 
0 < \k - n + S\ 
= -k + ^  — S 
^ ( 1 4" 2t 4" 26 ) — k fi — <5 
= k + ^  + I + 8. 
The above argument continues to hold if 6 is replaced everywhere with - 6 ,  •  
Lemma 4 Let Z be a random variable with density symmetric about z = 0 and 
nontncreasing in |z|, Let H{z) be a nonnegative function symmetric about : = 0 and 
such that 
H i z )  <  H ( z  4- 1) 
for every z > -1/2. Then the function 
G i f i )  = 4- Z } }  
85 
is nonnegative, symmetric about // = 0 and such that 
G i f t )  <  G i f t  +  I )  
for every / i  > -1/2. 
Proof GIN) is nonnegative since it is the expectation of the nonnegative random 
variable H{FI 4- Z). G{N) is symmetric about = 0 since 
GIN) =  J  H ( n - r  z ) ( p { z )  d z  
fOO 
- JQ [H{^ + Z) + H i n  - Z)\I^{Z) d z  
f O O ,  
~ JO - :) + 
=  j  H { - f i  + d z  
To show that (7(/0 < G'(/i + 1) for every > -1/2 define the distance function 
d { z )  =  -  < ; • > !  
where < z >  is the nearest integer function. d { z )  is the (positive) distance to the 
integer nearest :. The random variable d{fi 4- Z) has a density (over 6 G [0, l/2j) 
^ *(:) 
z : d ( f i - ^  z ) = 6  
= X] à ( x  -  f i ) .  
x:dix)=S 
By the definition o {  d { z )  
{j :  d { x )  =  (5} =  {j ;  d { x  + 1 ) = 6} 
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and thus 
x\d{x)=S 
E - 1) - /f) 
x\d{x)=:8 
x:rf(x + l)=(J 
= 
Conditioning on the random variable d{fi + Z) allows one to write 
G(/i) = P\H{^JL ^ Z) > h\ dh 
J\j 
= W/<+Z)<ft|<i(/, + 2) = «|}/^(«)rf«</A. (9.5) 
For fixed S  S [O, l/2j and /i > 0 define 
p(/i) = P[//(/i-rZ)</lld(/l + Z) = 5)/^a^) 
Z 4 J -//) ' 
-  / ^ )  
"'^'='•^(5,00 
V] C)(x-/0 (9.6) 
where for 0 < A < oo 
= {-^ : d'(z) = <^1 ^(-c) < A}' 
Suppose p(/i) > p(/x + 1) for every > -1/2, Then 
/^(<5)-p(//) < //i(<5) -  p(/^ + I) 
= /// +1(<!»)-P(/^ + !)• 
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But - p{fi) is the integrand in (9.5) and hence 
%)<%+!) 
for every ^ > -1/2. Thus, it remains only to show 
p(M)  -  p(M +  I )  >  0  
for every /x > -1/2. 
Consider for 6 € [0,1/2] the set 
•^5,oo = : d(z) = 6} 
= {«5,(5 ± 1,(5 ± 2,...} U {-(5, - 6  ± 1, -(5 ± 2,...} 
= {±(j + (5) :  j  = 0,1.2,...} U {±(;'  +• I -  (5) :  j = 0,1.2,...}. 
The points of .4^^ are those elements x of .4^^^ such that H [ x )  <  6 .  Let 
H{oo + 6)= lim H { j + S ) < o o ,  
j—oo 
H{oo - S) = lim H{j - (5) < oo, 
j—oo 
and let 
B{k) = {±(_; + (5) : y = 0,1,..., A} and 
D{k) = {±0 + 1 - (5) ; j = 0,1,... ,A: - 1} 
where k  (0, 1,..., oo} and by convention D { 0 )  = 0. The properties of H { x )  imply 
that .4^^ is of the following form (where k[ and Ajg denote nonnegative finite integers 
d e p e n d i n g  o n  6  a n d  h . )  
1. U  h  <  H ( 6 )  then .4^ ^ = 0. 
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2. If H { 8 )  <  h  <  min{/^(oo + S); H{oo - 6)} then 
3. If H{oo — S) < h < H{oo + 6) then 
•'^S,h = B{oc)u Diko). 
4. [f {{{oo + S) < h < H{oo - 5) then 
•'^S^h = U D{oo). 
5. If A > max{//(c30 + <$), /f(oo - (5)} then 
•'^8,h - 'G(oo) U D(oo). 
Using equation (9.6) and Lemma 3 in each case it is shown below that for // > -1/2 
p i f i )  -  p i n  + I) > 0. (9.7) 
Case 1, h  <  H  [ S ) :  
In this case p ( ^ )  = 0 so (9.7) holds trivially. 
Case 2, H { S )  <  h  <  m ï n { H { o o  4- 6); H {'Xi - 5)}: 
P i t i )  -  P ( f t  +  ^ )  =  Y 1  [ ( p ( x  -  f l )  -  0 { x  -  -  I ) ]  
x G B { k i  )U/?(A:2) 
A.'i 
- ^ +  S - n )  +  ( p ( - j -  6 - f i )  
j=0 
~ ' p ( j  S  —  f i  —  1 )  —  —  6  —  f i  —  I ) ]  
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kg —1 
+ ^ {4>{j + I ~ 6 - n) + (j}{-j — [ + S - fi) 
j=0 
—  6  —  f i )  —  —  2  +  6  ~  f i ) ]  
= - /i + 6) + 4>{k2 - fi - S) 
+ fi + I + (5) — <^(^."2 + // + 1 — 6 ) ,  
By Lemma 3 and the properties of <t>(x) 
0 { k i  -  f i  +  6 )  >  0(A:2 + /I + I + <5) and 
(p{k2 - fi - 6) > <f>{k2 + ft + I - S) 
so 
P i h )  -  P i h  + 1) > 0. 
Case 3, H(oo - 6) < h < H{'Xi + S): 
p ( m ) - p ( m  +  ^ )  =  E  l ç > ( x  -  f i )  -  0 ( x  - / i  -  l ) j  
xçB(oc)uD(k2) 
oo 
~  +  ^  ~  f t )  +  o { — j  ~  S  -  f i )  
j =0 
~4>{j S — — \) — é( — j — 6 — ft — I)] 
^2 — 1 
4- ^ + 1 —  6  —  f i )  +  ( t ) (  — j  —  I +  (5 —  /x) 
;=0 
~<p(j — 6 — fi) — — 2 4- 6 — /f)| 
=  < p { k 2  ~  n  ~  S )  "  0 i k 2  f t  T  I  —  6 ) ,  
which is nonnegative by Lemma 3. 
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Case 4, H{rx} 8) < h < H{oo — 6): 
p(M)-P(/' + 1) = - //) - -// - 1)] 
x e B ( k i  ) U D ( o c )  
ki 
-  +  S  -  ^)  +  i p ( - j  —  S  -  / i )  
i=o 
~0{j -h 6 — fi — I) — (f>( —j — 8 — n —  1  ) j  
oc 
+ ^ [0( J + 1 ~ — /^ ) + 0( —^ — 14-6 — / / )  
>=0 
~0( j — 5 — /i) — 0( —J — 2 + 5 — /i)) 
= ^ + 6) - <i>{ki -f /i -f I + 6) 
which is nonnegative by Lemma 3. 
Case 5, h > max{//('x5 + 6), H(<x> - 6)}: 
P(/0 - P(/'4-I) = 51 (o(x -/x) - -//- I)] 
x€ fî(oo)uZ)(oo) 
oo 
- S - /i ) + o( - (5 - // ) 
>=0 
~4>{j 8 — ^ — (p{ — j — (S — /I — 1 )| 
oo 
+ ^ [i^(J + 1 — <5 — /i ) + <^( -ji — 1 + (5 — /i ) 
;=o 
— 0 { j  —  6  —  ^ )  —  < ! > [ — ]  — 2 + 5 — /i)j 
= 0. 
G 
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Lemma 5 L H  H { z )  b e  a  f u n c t i o n  s y m m e t r i c  a b o u t  z  =  0  a n d  s u c h  t h a t  
H ( z ) < H i z + l )  
for every z > -1/2. If r is an element o/(-l/2,l/2) and 
Z ( r )  =  { j  +  r  :  j  =  0 , ± l ,  ±2,...} 
then 
mill f f ( z )  =  H { r ) .  
:eZ(r) 
Proof The lemma follows from the inequalities 
H ( r )  <  H ( l  +  r ) <  H { 2  +  r )  <  
and 
H { r )  = < \  + r) < H [ - 2  + r) < 
where we have used the fact that 
H ( - j  - r  r )  =  H { j  -  r ]  <  //(; + 1 - r) = H { - j  -  1 + r) 
for ji = 0,1,2 • 
Lemma 6 Let F[z) and H{z) be nonnegative functions symmetric about c = 0 and 
nondecreasing on {:,z + 1} for every z > -1/2. Then m\i\{F{z)\ H{z)} has these 
same properties. 
Proof The minimum is clearly nonnegative and symmetric since the constituent 
functions are so. Suppose, for example, that for some :  > -1/2 
min{F(c); //(:)} = F { z ) .  
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Then since 
F { z ) < H { z ) < H { z  +  l )  •  
and 
F i z ) <  F { z  +  l )  
we have 
min{F(c), //(i)} < min{F(i + I ) ,  H { z  +  1)}. 
The case min{f(c); //(-)} = H{z) is similar. 
Lemma 7 
J \h{x-,n) - h{x;fi + ^)| (fx — 0 
uniformly in ft as 6 — 0 where h{x\n) is the N{^,(t1) density. 
Proof 
j \ h ( x \ ^ i )  -  h [ x \ i i  ^  8 ) \  d x  = J \ h { x ] Q )  -  h ( x \ 6 ) \  d x  
=  /  [ h { x \  0) - /i(x; 6)1 d x  
\J-oo 
= m S / { ' 2 < T u ) ) - ^ { - 6 / { 2 a u } )  
— ^ {  —  6 / { 2 ( 7 I / ) )  + ^ { 8  I ( 2 ( T I ; ) ) \  
=  2 V H S I ( 2 a u ) ) - M 8 l { 2 a u ) ) \  
- 0 
where the convergence is obviously uniform in /i. 
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The following lemma used in the proofs of Lemma 2 and Theorem 9 gives two 
basic properties of the normal density. The proof of the lemma is very basic and 
therefore omitted. 
Lemma 8 Let h{x] be the density (cr^ > 0). Then 
rw . 
/  h { : ; 0 )  d z  6  (0 ,1 )  
V —oo 
for every iv and 
sup f [ h { z ; 0 }  -  h { : \ s ) \  d z  <  I  
I  ^ 1  . . .  J  
for every w > 0 where the + on the integral sign denotes that the integration is over 
the positive range of the integrand. 
Lemma 9 /n the discrete adjustment problem with Co(^) = the sequence 
in ~ <7oo = f^niO) - f^n- l(0) — <700 
ts the same for every (T^. 
Proof Note from Theorem 7 (part 1) that 
'n4-1 " 900 = 
= {C'(0) + Ka\ + l(0) ~ i'«(0) - loo 
= C'(0) K a  J [ v n { H ^ ) )  - i'n-l(r(j;))|/!(r;0) d x  
+ j[yn (-r) - yn_i(-c)l/i(^:0) dx - q^o-
But, from the definition (4.1.3) of C ( 0 )  it follows that 
C { d )  -  +  (T1 + goo 
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where qoo depends on and <r|. Hence, 
'm+1-?oo  = <^1 + Ka + Jivniri^ )) - Vn_iir{x))]h{x\0) dx 
+  f  [ 9 n i x )  -  9 y [ ' _ i ( r ) | A ( r ; 0 )  d x .  
which does not depend on cr'^  since neither g n { ^ )  nor v n { r { 6 ) )  do. • 
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ABSTRACT 
Feedback controllers can partially compensate for sudden upsets affecting indus­
trial processes. However, statistical monitoring schemes should be used in conjunc­
tion with controllers to enable fundamental quality improvement when a process is 
no longer performing as expected. This paper develops several monitoring schemes 
based on likelihood ratio statistics using moving data windows. For a General Electric 
resin production process, a simple CUSUM monitoring scheme is shown to compare 
very well to two likelihood ratio based schemes designed to detect a step change in 
the underlying process level. For detecting a change in the control gain a simple 
monitor based on a least squares idea is found to have nearly identical performance 
to a more complex likelihood ratio scheme. 
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1. INTRODUCTION 
Statistical process monitors such as CUSUM, exponentially weighted moving 
average (EVVMA) and Shewhart charts are usually discussed in contexts where a 
reasonable nominal ("in control") model for sequential process observations is that 
they are independent and identically distributed (iid) with mean equal to a target 
value. Often various charting procedures are compared based on their run length 
distributions where a run length is the number of periods between successive signals. 
Two charts with the same average run length (ARL) under an "in control" process 
model are often compared with respect to their .ARLs under various alternative ("out 
of control") models. In particular, the alternative models most often used are ones in 
which sequential observations are iid with a distribution parameter (e.g., a location 
parameter) shifted from its target value. 
.Many modern industrial processes are operated under automatic control (e.g., 
feedback control). In this context a step change in the level of the underlying process 
will not necessarily appear as a step in the mean of the process output. Thus, it 
is useful to develop monitoring schemes appropriate for detecting various kinds of 
abrupt changes in processes operating under feedback control. 
Section 2 introduces a general Gaussian autoregressive moving average transfer 
function (.ARMAX) model and outlines how input/output data can be easily trans­
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formed to approximate what would have resulted had the so-called minimum MSE 
control policy been applied. Section 2 also introduces a General Electric polymer 
resin production process used as an application example throughout this paper. Sec­
tion 3 develops likelihood ratio based monitoring schemes to detect a step change in 
the underlying level of an A RM AX model and compares these to standard CI SUM 
and Shewhart X schemes under the model developed for the General Electric poly­
merization process. On the basis of these comparisons and because of the simplicity 
of the CUSUM scheme, the CUSUM is recommended for use in detecting a shift in 
the underlying level of an .A RM AX system operating under feedback. 
Section 4 develops and compares two statistics for detecting a change in the 
transfer function gain for the polymerization process. One is likelihood ratio based 
and the other uses a least squares idea. The two schemes are shown to have nearly 
identical performance on the General Electric resin process and thus the simpler least 
squares scheme is preferred. Section 5 gives a summary and conclusions. 
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2. ARMAX SYSTEMS 
A flexible class of time series transfer function models is the class of autoregres-
sive moving average transfer function (ARMAX) models. These were popularized by 
Box and Jenkins (1970) and are useful for describing the dynamic behavior of many 
industrial systems. Under univariate .ARM.AX models the sequence of input/output 
measurements {("^_i»satisfies a difference equation of the form 
P P P 
Z  +  Z  ( 2 . 1 )  
i=0 j=D 1=0 
where 
yi is the process output at time I measured as a deviation from a target value, 
is the control variable measured as a deviation from a nominal level; it is 
potentially a function of U(_2, • •. and 
fq (called the process level) is the mean of if each Uj» = 0; ;// = 0 when the process 
mean would be on target in the absence of control actions, 
ei ^ iid N(0,(72), 
OQ = CQ = I and ^ 0. 
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We assume that the constants p,and > 0 are known, the roots of 
Voj-xP"' = 0 and ^c^xP~^ = 0 lie inside the unit circle, and E{u^}. 
and are bounded uniformly in t .  
2.1 Minimum MSE Control 
Astrom (1970) derives the control policy which minimizes E{y j )  in the 
case where each m = 0. For this so called minimum MSE control policy the control 
action is calculated via 
P P 
H  =  5 3  ( « i  -  C i ) y t - i -  (2.2) 
1 = 0 i =1 
Substituting (2.2) into (2.1) shows that under minimum MSE control 
P P 
Z  =  E ( - - 3 )  
1=0 1=0 
If each - 0 then (2.3) is solved by 
y t  — 
In general, (2.3) is solved by 
+ i)t (2.4) 
where rji is the solution to the deterministic difference equation 
P P 
Y. (--5) 
1=0 1=0 
To see this substitute (2.4) into (2.3) to get 
P P 
Z + G ( _ ; )  =  ^ iPt - i )  (2.6) 
1=0 1=1 
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and note that this holds when (2.5) holds. 
It is significant that for any (bounded deterministic) sequence the j//'s are 
independent over time. Moreover, in the nominal situation where each = 0, the 
i/^'s are also identically distributed with mean 0. Alternatively, if some ^^'s are 
nonzero, the tji's will have a patterned mean given by the solution to (2.5). In 
Section 3 a Shewhart-type monitoring scheme is designed to detect the situation 
where experiences a step change from the nominal level of zero. 
2.2 Transforming to Minimum MSE Data 
Suppose a set of data {(uf_i,y^)}" is obtained over a period during which the 
process is not necessarily adjusted according to the minimum MSE control policy. 
For moderate and large t it is possible to transform the observations to approximate 
the process output which would have been obtained under minimum MSE control. 
It is shown in the .Appendix that if the effect of all prior control actions is 
known, then the following recursive equations from Fuller (1976, Chapter 2) can 
be used to obtain increasingly precise approximations to the minimum MSE output 
H m-
=  0 ,  <  =  1 , 2 , . . .  , p  
P P (2.7) 
=  12  -  ^ t -0  -  < = / ) - r  
1=0 1=1 
Specifically, the appendix defines and shows that 
+ 7/ 
in mean square as < — oo. The transformation (2.7) of to provides an 
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excellent approximation to the minimum MSE output except for possibly the 
first few periods represented in the data. 
If ë's are computed from the initial startup of a production process, then after 
only a moderate number of periods they will be essentially identical to the output 
that would have resulted from minimum MSE control. Because such an easy and 
effective transformation is available, we assume in the remainder of this paper that 
perfectly transformed process data yi = ei + rji, t = are available and we 
call these "minimum MSE" data. 
2.3 A Polymerization Process 
A chemical reaction process operated by the General Electric Company produces 
a certain polymer resin used in many engineering plastics. Viscosity of the resin 
as it leaves the reaction chamber is an important measure of quality since resins 
with different viscosities will melt at different temperatures and rates. Thus, they 
will behave differently when passed through extruders used in industrial molding 
equipment. 
It is possible to adjust the expected viscosity of a batch of resin by varying the 
amount of catalyst included in the recipe. Naturally, however, catalyst adjustments 
do not fully explain variation in the resin viscosity. 
Through conversations with process engineers and subsequent data analyses and 
verification it was determined that the following first order A RM.AX model ade­
quately explains the autocorrelated nature of viscosity measurements and the rela­
tionship between viscosity and catalyst: 
p { y t - i  -  f i t - l )  =  -  P H - 2 )  +  ^ t  (2 .8 )  
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where 
m is polymer viscosity for period t measured as a deviation from a target viscosity, 
is the amount of catalyst added in period t measured as a deviation from a 
nominal level, and 
^ iid N(0,(t' '^). 
Model (2.8) is a special case of (2.1) where 
p  -  I ,  (ao,ai) = (1. -p ) ,  (bQ,b i}  =  ( /? ,  - l3p) ,  and (cq,ci) = (1, -l9). 
The sequence of is nominally assumed to be zero. However, Section 3 considers 
testing whether has stepped away from zero. 
Maximum likelihood estimates of the parameters (coded for confidentiality) are 
.A detailed account of the model fitting process and implementation of a feedback 
control algorithm and CUSUM monitoring chart for this process is given in Part IV 
of this dissertation. To demonstrate the performance of various monitoring schemes 
in this paper we will assume the model form and maximum likelihood estimates give 
a correct description of measurement data obtained from this process. 
If each is zero the minimum MSE control policy given by equation (2.2) is 
p = 0.813. J = 1.20. Û = 0.143, (7 = 2.03. 
(2.9) 
If this rule were applied (regardless of /i^), the output would be given by 
+ M 
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where rji is a solution to the deterministic difference equation 
-  % - i  =  m  -  m - 1 -  ( 2 . 1 0 )  
( I f  = 0  t h e  s o l u t i o n  \ s  t j i  =  0  and hence the process output would be  y i  =  e/.) 
Writing the model in the form of (7.1) in the Appendix we obtain 
y t  =  + H ( - 1 1 )  
where 
oo 
1=0 
is the first order autoregressive moving average satisfying 
H  =  P H - l  +  
Thus, yi is affected by only the most recent catalyst adjustment In the notation 
of Section 2.2 we have Thus, assuming is known for the purpose of 
transforming a given set of process data into approximate minimum 
MSE data {ê^}" is redundant. 
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3. DETECTING LEVEL SHIFTS 
This section describes the output of the general A RM AX system (2.1) operating 
under the minimum MSE control policy (2.2) when the process level m experiences a 
step change away from its nominal level of zero. Three monitoring statistics intended 
to detect a step change in are described: 
1. a likelihood ratio statistic based on a sliding data window, 
2. a likelihood ratio statistic based on an EVVMA and a sliding data window, and 
3. a CUSUM statistic. 
The schemes are then compared on the basis of their average signaling times under 
the model developed for the General Electric polymerization process. 
Suppose experiences an abrupt shift from 0 to 6 at some period s .  From 
equations (2.4) and (2.5) of Section 2.1 the process output under minimum MSE 
control is 
y t  =  + I t  
where 
nt  =  
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and 
FJ( .= 0, . E <0 
= E > 0| - E ^ ^ 0' ^ ^ 
i=0 1=1 
Using results on the solutions to linear difference equations (e.g., Goldberg 1958) 
it is possible to show that 
P  /  P  
nt  — 
1=0 / i=0 
geometrically fast as < — oo. In many applications |7^| < 1 and hence the step 
change in fii is partially compensated by the minimum MSE control policy. 
In summary, the (minimum MSE) process output is serially independent with 
constant variance and mean r}i. If = 0 then r?; = 0. If = 6I[t > sj then 
7^ = 0, I  <  s  
= 6, t  •= s  (3.3) 
— AS t  — OO 
where the convergence is geometrically fast. 
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3.1 Monitors Based on Likelihood Ratio Statistics 
To detect a step change in fii we consider two monitoring schemes which use 
likelihood ratio statistics for testing the hypothesis 
HQ: = 0 for all j  <  t  
against the alternative for period t  
H^: f i j  =  SI[ j  >  s \  for all j  <  t  
where S  Ç TZ and s  E Df  are unknown and Di  is a given set of integers less than or 
equal to t (possibly including -oo). HQ states that no level shift has occurred while 
H hypothesizes a step shift of unknown size occurring in one of the periods in 
The monitoring schemes described below differ in two ways: 
1. the windows of data used to form the likelihood ratio statistic, and 
2. the sets D^. 
3.1.1 Likelihood ratio monitor using a sliding data window 
Let Yi = (y^ , !/f ) represent a sliding window of the k + I most recent 
(minimum MSE) observations from the process (2.1). Take = { t  -  so 
H allows a step shift in at one of the most recent k  4- I periods. Under HQ 
y t  - N(0,(T-/;t4-i) 
where 0 is a (A: + 1) vector of^eroes and is the + 1 ) x (A; + I) identity matrix. 
Under  H^  ( for  g iven  6  and  s  i  D^)  
yt -
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where 
~ (0, 
with given by (3.1). 
From normal distribution theory, the likelihood ratio test for HQ versus H ^ based 
on y I rejects Hg for large values of 
i f ^ = [ r ( y t ) =  m a x  (3.4) 
where 
Tf{xQ, . . . ,  x ^ .  )  —  .2 
C 
1=0 
1/2 r ( 
E n-rk -e+i  
Li=0 
,  i  =  0 , . . . ,  k .  
Typically the monitoring scheme will be initialized in, say, period t  = I. If data 
are only available for periods t > 1 then in order to keep the size of the data window 
constant, for < = 1,..., A; we redefine by 
6-/ = r(o o,i/|...,,j/^). 
In Section 3.3 average signaling times are considered for the monitoring scheme which 
signals in the first period t for which Ui > h where h > 0 is a given action limit. 
3.1.2 Likelihood ratio monitor using an EWMA and sliding data window 
Let . ,yt) represent a summary of the process history 
at period t  where is an EVV'MA of the process output up to period t \  namely, 
= (i - A) 
t=0 
where ,\ € (0,1) is a given weighting constant. Thus, Qi satisfies 
Qt  = ^Qt- l  + (1 - A)y< 
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so that YI can be updated from only and y^. 
We consider monitoring to detect a step change in fii by signaling at period t  if 
t he  l ike l ihood  ra t io  t es t  based  on  re jec t s  HQ for  where  =  { -oo ,  . .  . , t } .  
That is, hypothesizes a step shift in at one of the most recent k + 1 periods or 
at 'a period in the distant past." Under either HQ or is independent 
of 
= <r2 . 
Therefore, under HQ 
- N ^0,<r'^diag 1 1 j j 
and under H(for given S  and s  £  D i )  
Y< 
where 
N ^'^T?f_j,T-diag (1 1 
1 + A 
Voo ~  •  •  •  '  Hoc) '  
Tf^ is given by (.3.1) and 77^ is defined in (3.2). 
From normal distribution theory, the likelihood ratio test for HQ versus H ^ based 
on \I rejects HQ for large values of 
-  M Y ^ )  -  m a x  I .s(Y() 
3(r{ 
(3.5) 
where for f = 0,.... A* 
(*/? "^01 • • • 1 ^ ) '2 ][ 
J = 0  
1/2  
LI=0 
I l l  
and 
Too{q , X Q , . . .  , z & )  =  M Â: + 1 + 1 + A 1 — A 
-1 /2  
5) "A-
If (minimum MSE) data are available only for periods t  >  I  then we will use 
the convention 
= 0, f < 0 
in order to compute The monitoring scheme which signals when > h  for some 
h > 0 is studied in Section 3.3 for the General Electric polymerization application 
introduced in Section 2.3. 
3.2 CUSUM Monitor 
Equation (3.2) shows that a step change in m of size 8 induces (except for the 
short transient response) a step of size 6 3] a, / in the output mean /;/. In many 
applications Î I '  1 so the long run shift in m is likely to be of small 
magnitude. This suggests using a monitor based on the decision interval (CUSUM) 
statistic 
W'l = max{I(, Hi) (3.6) 
where 
Lf — max{0, —i/f -/? + _ J }, 
Hi  =  n\ ïLX.{0 ,y i  -  RHi_ i}  
and is a given reference level. The scheme signals when Wi > h  for some h  > 0  
and typically the scheme is started in period t = I with Lq = Hq - 0. 
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3.3 Performance on the Polymerization Process 
A General Electric polymer reaction process was introduced in Section 2.3 and 
in this section it is used to compare average signaling times for the CUSUM and two 
likelihood ratio based monitoring schemes when the process level steps away from 
zero. A step in could, for example, be caused by the restocking of raw material 
silos where the new raw material requires a larger catalyst charge to produce the 
target viscosity. 
[t is straightforward to show from equation (2.8) that if 
f i t  =  S l[ t  5]  
then the solution to (2.10) is 
From this explicit form of t j i  it is easy to verify that the general result (3.3) holds in 
this application; 
= 0, t  • '  s  
=  Si  t  =  s  
— (!•( 1-/))/( 1 - É*), as < — oo 
and the convergence is geometrically fast. For reference, the standardized sequence 
used to define the likelihood ratio statistics in equations (3.4) and (3..5) is 
i { e  >  01. (3.8) r ) (  = 
3.3.1 Definition of average signaling time 
Consider a process monitoring scheme which signals at any period t  for which 
l-V^I > h  
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where Xi is a sequence derived from process measurements and the action limit /i is a 
given positive number. Suppose the Xf are modeled as independent with distribution 
F or G depending respectively on whether t < s or t > s where s represents a period 
at which the process experiences an abrupt change. In this case the quantities 
Average run length (ARL) = average time between signals under G, and 
Average Signaling time (AST) = average time to first signal following s 
are well defined and equal. Reporting the ARL (under G) along with the .ARL under 
F gives a summary measure of the effectiveness of the monitoring scheme in detecting 
the change from F to G. 
However, if 
1. the X f ' s  are not independent over time, or 
2. the variates {..., .Y^_9- 1} -^5 +1 ' • • •} ^re not identically dis­
tributed 
then the situation is more complex. For example, the AST could depend on s and 
other modelling details. .Also, the average time between signals following period s (if 
this is even well defined) is not generally the same as the AST. 
Both 1 and 2 hold for the monitoring schemes based on Vi and of (3.4) 
through (3.6) and the model/controller given by (2.1) and (2.2). Thus, in this paper 
we use 
Definition 1 
AST = average time io the first signal following s given that y^_ 1 = 0 (or Y g_ j = 
0 in the case of V^). 
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One could also use 
Definition 2 
AST = average  t ime  to  the  f i r s t  s igna l  fo l lowing  s  g iven  tha t  pr ior  to  s  the  moni ­
tor ing  scheme has  opera ted  for  a  very  long  t ime  wi thout  s igna l ing .  
Part III of this dissertation uses the polymer resin example to compare ASTs for 
the likelihood ratio scheme based on using a sliding data window of size k f 
1 = 3 under both definitions. As expected, the .AST under Definition 1 is longer 
than under Definition 2. However, the difference is negligible for this application. 
The comparisons in Part III are based on a Markov chain approximation which is 
applicable for the three schemes compared here. However, the following results are 
based on Monte Carlo simulations. 
3.3.2 AST comparisons 
Figure 3.1 is a comparison of estimated ASTs (with error bars of ±2 standard 
errors) for the following monitoring schemes used on the polymerization model (2.8): 
Shewhart: A  Shewhart X-chart scheme which signals when \ y i \  >  h ,  
LR(3): The likelihood ratio scheme using I 'l with k  +  I =  3, 
LR(5): The likelihood ratio scheme using with A: + 1 = 5, 
LR(Q + 3): The likelihood ratio scheme using with 1 = 3. 
CUSUM: The decision interval CUSUM scheme using If'/. 
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Average Signaling Time vs. Level Shift 
for Several Monftorîng Statistics 
,Sh#wh*rt 
LR(3) 
CUSUM LR(S) 
LR(Q+3) 
• ' ' I 
5 
CUSUM 
ir(5) 
6/a 
lr(3) 
Figure 3.1: ASTs for detecting level shifts 
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Table 3.1: Monte Carlo study of ASTs for 
a level shift 
Monitoring 
Scheme h  M  
Shewhart 3.090 o c  
LR(3) 3.240 10,000 
LR(5) 3.285 2,000 
LR(C? + 3) 3.280 10.000 
CUSUM .5.070 2,000 
The figure shows only nonnegative values of 6  since the ASTs for and -S  are equal. 
For LR(Ç + 3) the EWMA weighting constant was A = 0.9, which is the value 
recommended by Lucas and Saccucci (1990) for an EVVMA chart to give quick signals 
under iid N(/i,cT-) with ^ = 1er. Similarly the CUSUM reference level was R = 
1.2 % (t/2 as suggested by Lucas (1976) for quick signaling when t// iid N(/i,(7-) 
with /i = 1(7. This CUSUM scheme is actually being used on the process at General 
Electric as detailed in Part IV of this dissertation. 
.Action limits /i for the various schemes were selected to give "in control" (f = 0) 
ASTs of roughly .500. Table 3.1 reports /i and the number .V/ of signals simulated 
for each shift size f on each of the 5 monitoring schemes. The value .V/ = oc for the 
Shewhart scheme indicates that essentially exact ASTs were obtained from simple 
calculations based on the standard normal distribution and equation (3.8) for 
Figure 3.1 shows that for S < 2(T there is a clear ranking among the five moni­
toring schemes with respect to .AST. The CUSU.M scheme is most effective followed 
closely by LR(^4-3) while LR(3), LR(.5) and the Shewhart scheme signal much more 
slowly on average. For (5 € ( 1*7, 3(T) CUSUM and LR(Ç-f 3) are clearly superior to the 
other three schemes. The Shewhart X scheme is least effective until S exceeds 4..5(T. 
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Also for large shifts, the three likelihood ratio schemes outperform the CUSUM with 
L R ( Q  +  3 )  g i v i n g  t h e  s h o r t e s t  A S . T s  f o r  S  6  ( 3 . 5 c r , 4 . 5 < t ) .  E v e n t u a l l y  ( f o r  S  =  5 ( t )  
even the Shewhart X scheme has shorter ARLs than the CUSUM monitor. 
It is possible to understand qualitatively why the CUSUM and LR(Ç -f 3) mon­
itors work so well in comparison to the LR(3), LR(5) and Shewhart monitors. From 
e(|uation (3.7) we see that following a step change in fn of size 6 the output mean 
shifts immediately to <5 and then decays exponentially to a new (nonzero) level of 
Hence, about 78% of the level shift is compensated by the minimum MSE control rule. 
.After a short transient period, the new process output is independent with a mean 
very close to = 0.2186. CUSUM and usual EVVMA monitors are widely known 
to be effective at signaling small shifts in process means since they allow evidence of 
a mean shift to accrue over a substantial number of periods if needed. On the other 
h a n d ,  i t  a p p e a r s  t h a t  m o n i t o r i n g  s c h e m e s  u s i n g  s l i d i n g  d a t a  w i n d o w s  o f  ( k  - i -  I  =  1 , 3  
or .5) do not allow evidence of a shift to build up adequately. 
For practical use, the CUSUM is very good. However, one might consider sup­
plementing this with a Shewhart monitor to improve performance for large shifts in 
The CUSUM is preferred since it performs well against competitors and is by 
now a standard and familiar monitoring tool in many U.S. industries. 
0.2186. 
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4. DETECTING GAIN SHIFTS IN THE POLYMERIZATION 
PROCESS 
This section considers the General Electric polymerization process (2.8) with 
=0 but when the catalyst gain (3 makes a step away from its nominal value of 
1.2. This kind of change could occur, for example, if there were an abrupt change in 
the vendor supplied catalyst package. Two alternatives for detecting a shift in the 
transfer function gain â are investigated. For the purpose of this section we use the 
model 
y t  -  p y t - i  =  -  p ^ t - 2 )  +  ^ ^ i - i  ( 4 - 1 )  
where the model elements are described following equation (2.8) and where 
;3t = (3 + 6[{t > j|. 
Nominally, it is assumed that 6 = 0 but we consider trying to detect whether the 
gain has shifted. As before it is assumed that control actions are applied according 
to equation (2.9) which is the minimum MSE policy if 6 = 0. For possibly nonzero 
<5, straightforward substitution of (2.9) into the model equation allows one to write 
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the process output in terms of the sequence of innovations e^. The result is 
y;  =  Gf ,  t  <s  
-  - Ps) i^3- l  + P^s-2  + • • Oi < = a 
= +(9^ - e){ei_i +0get_2 4- • • • + 
+ + pe3_2 + • • •)> ( > '5 
where 
pg = + (I - A)^, and 
+ (I - A)p, for 
A = 1 + SI0. 
4.1 Likelihood Ratio Test for a Step Change in 0t 
This section develops the likelihood ratio test statistic for testing 
HQ:  i3 j  = f3  fo r  a l l  j  <  t  
against 
H 3 j  =  +  8I[ j  >  3] for all; < t  
where 6  £  71  and s  € are unknown. Recall that denotes .... ). 
Under Hq 
Yl  ~ N(0,(r2/) 
and under (for given S and J) 
120 
where for ^ = 0,..., is the (fc + I) x (fc + 1) symmetric matrix 
\ t  = 
h  ^12 ^13 
v'l2 ^22 v'23 
y'l3 ^23 % 
where 
^22 = 1 + ^ 8  
^12  =  [ ip  -  Ps)P^~ '^  ' • •  {P  -  Ps) )  
v'23 = 8 + %&)) 
[P-P8)P^~^^8  " '  {P-P8)P^~^^ \  
^13 = 
Vr 33 
ip -p8)^8  
1  + u ^ ( l  +  
(p  -
, and 
— d  
"6 1 - ^ 2  
^8  = and 
4; - 9 
for 
W8 = 
"Ô 
The likelihood ratio test for HQ versus based on yg rejects HQ for large values 
of -2 ln(likelihood ratio), that is, for large values of 
U} = sup[y/(/ - V^ /)y/ - nln(ll/^^^|)]. (4.2) 
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To detect an underlying step change in the statistic is monitored for 
t = 1,2,..., and a signal is produced when U'^ exceeds an action limit h > 0. If 
data yi are available only for periods t > 1, in order to keep the data window size 
constant, we use the convention = 0, < < 0. 
4.2 Least Squares Test for a Step Change in i3i 
Each calculation of the likelihood ratio statistic described in the previous section 
involves t + 1 univariate minimizations of a function the evaluation of which requires 
inverting a {k + 1) x {k + 1) covariance matrix. In this section a much simpler least 
squares type statistic is developed for detecting a step change in 
The model for • • • ,yt)y and U( = •••>«<-1 ) from the 
polymerization process (4.1) may be written as 
Y( = (4.3) 
where 
— 1^ '  ^  ^  k  * * »  •  ^  t  ^ 
€t  -  N(0 ,S) ,  
^ = {Tij}. 
and 
2 f i , j  =  '  =  ;  
=  < 7 2 ( 1 - ^ ^ ) ( p - ^ ) ^ l » - > l - l / ( l - ^ 2 ) ,  
Equation (4.3) looks like a standard general linear model. However, under feedback 
control U( and are correlated with Nevertheless, it may be useful to form a 
monitoring scheme based on the usual generalized least squares test for 6 = 0. 
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For given s  the generalized least squares test for HQ versus rejects HQ for 
large values of 
''' ° < • 
Since s  G { t  -  k , . . .  , t }  i s  unknown, we consider using the "least squares statistic" 
Vt = max IT,,J 
in a monitoring scheme which signals when exceeds a limit h. 
4.3 Performance Comparison 
Figure 4.1 presents ASTs (using Definition 1 of Section 3) as a function of the 
standardized gain shift 8/0 for the following monitoring schemes: 
LR(3): The likelihood ratio scheme using Ui  with k  +  I  =  3, 
LR(5): The likelihood ratio scheme using Ui with A; + I = 5, 
LS(3): The least squares scheme using VF with + 1 =3, 
LS(5): The least squares scheme using with fc + 1 = 5. 
Action limits h  for the schemes were selected to give ASTs of roughly 110 under 
HQ-  Tab le  4 .1  repor t s  h  and  the  number  M of  s igna l s  s imula ted  for  each  sh i f t  s i ze  S .  
The plot in Figure 4.1 shows that there is very little difference in the performance 
of the four monitoring schemes with respect to AST, even when the window size is 
changed from 3 to 5. A curious feature of the AST curves is that each is nearly level 
in the range 6/3 € [0,0.2] but appears to decrease in \SJ$\ on [-0.2,0]. Thus, small 
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Average Signaling Tinne vs. Gain Shift 
AST 
ioooi 
100' 
10 
LR(S) 
LSO) 
-2 0 2 -5 -4 -3 1 1 3 4 5 
à/ f i  
LR (3) LR (5) LS (3) LS (5) 
Figure 4.1: ASTs for detecting gain shifts 
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Table 4.1: Monte Carlo study of ASTs for 
a gain shift 
Monitoring 
Scheme h M 
LR{3) 4.20 2,000 
LR(5) 4.35 2,000 
LS(3) 2.76 5,000 
LS(5) 2.78 2,000 
increases in gain are more difficult to detect with these monitoring schemes than 
small decreases. 
Figure 4.2 is a plot of the standard deviation of signaling time (SDST) as a func­
tion of The plot indicates almost no difference among the monitoring schemes 
regarding SDST. This near equivalence with respect to both AST and SDST com­
bined with the much greater complexity of the likelihood ratio statistic Ui than the 
least squares statistic favors the latter for use in testing gain shifts in this appli­
cation. 
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Std. Dev. of Signaling Time vs. Gain Shift 
SD 
1000.0 i 
100.0: 
LSO) 
LRO) 
10.0 
LS(5) 
0.1 H 
-5 -4 -3 -2 -1 0 1 2 3 4 5 
(5//Î 
LR (3) LR (5) LS (3) LS (5) 
Figure 4.2: SDSTs for detecting gain shifts 
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5. SUMMARY AND CONCLUSIONS 
This paper has discussed monitoring ARMAX systems operating under feedback 
control Minimum MSE control has been described for a general ARMAX system with 
constant parameters. It was shown shown that the control policy yields system output 
yt = 
where is the sequence of iid innovations in model (2.1). Sometimes the minimum 
MSE feedback policy is not applied and in this case we have given a method to trans­
form operating data into approximately what would have resulted under minimum 
MSE control. 
Two kinds of abrupt process changes were discussed for ARMAX systems. First, 
a step change in the process level m away from its nominal value of zero was con­
sidered. For the general ARMAX system under minimum MSE control it was shown 
that a deterministic step in /// does not affect the independence (or variance) of yi 
over time. However, the mean of yi will follow 
where s  denotes the period in which f n  makes the step change, S  is the size of the 
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jump and 
f } ^  = 0 ,  £  <  0  
= 1 f = 0 
— 77^ as < — 00. 
The convergence is geometrically fast and in typical applications |r/^| < I. 
Two new likelihood ratio based monitoring schemes were developed for detecting 
a step change in One difference between the schemes is in the window of data 
used to determine whether to signal in period t. The first scheme used only the 
most recent A: -f 1 output values whereas the other appended to this an EWMA of all 
previous values. These likelihood ratio monitors were compared to standard CUSUM 
and Shewhart-X monitors via Monte Carlo simulation. The comparison was based 
on average signaling times (ASTs) under a model developed for a polymerization 
process operated by the General Electric Company. 
The likelihood ratio scheme incorporating recent output values and an EVVM.A 
performed comparably to the CUSUM for small and moderate sized shifts in and 
performed better than the CUSUM for large shifts. The Shewhart scheme and likeli­
hood ratio schemes without EWMAs have much larger ASTs for small and moderate 
sized shifts in /i^. For practical use the CUSUM scheme (possibly augmented with a 
Shewhart-X scheme) is preferred. 
The second kind of process upset studied in this paper was that of a step shift in 
the control gain. In this case attention was restricted to the simple model developed 
for the polymer resin application. It was shown that following a change in the gain 
parameter f3 the minimum MSE controlled process output yi maintains a mean of 
zero but becomes autocorrelated. 
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The complex correlation structure was detailed and used to develop a likelihood 
ratio monitoring scheme using a window of recent process data. A least squares type 
scheme was also developed and the two monitoring schemes were compared using a 
Monte Carlo simulation. The schemes were found to give nearly identical ASTs and 
signaling time standard deviations. Since the least squares scheme is much simpler, 
it is recommended over the likelihood ratio monitor. 
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7. APPENDIX: Convergence of to + rji 
We use results from Chapter 2 of Fuller (1976). From (2.1) m - has a repre­
sentation 
oo oo 
- m = E + E (7.1) 
1=0 i=0 
where the sequences qi and are absolutely summable. The quantity 
oo 
( = Z 9i«<-l-i 
1=0 
is the combined effect of all prior control actions on yi and is bounded uni­
formly in (. We have 
oo 
{yt -  it -  h) = H 
i=0 
which shows that Vt - it ~ f^t (covariance) stationary and satisfies 
P  P  
Z - i t - i  - m - i )  =  Z '^i^t-i-
1=0 1=0 
Define the (covariance) stationary series aj(y^_^ - - /i^_j) so that 
P  
1=0 
Then Zi has a representation 
oo 
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oo 
= E 
i=o 
oo 
= E 
j=o 
1=0 
Li=0 
- m 
where the dj are absolutely summable and _ J is the 
solution to (2.5). Let Xi = ~ it-i)' have 
(-p-J oo 
= Ê + E 
j = 0  j = t - p  
where the second term converges to zero in mean square since E{Xf} is bounded 
uniformly in t. 
Fuller (1976) gives the recursive equations (2.7) for the quantities 
t- p -j 
h = E 
>=0 
Ê o i i y t - j - i  -  U - j - i )  
i=0 
Hence, we have shown that converges in mean square to 
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ABSTRACT 
Many statistical process monitoring schemes can be formulated so their signals 
are based on the most recent, say. k + 1 values produced by a first order recursive 
calculation algorithm using process data. This is true, for example, of decision interval 
(CUSU.M), EVVMA and moving average monitoring schemes. If sequential process 
observations are modeled as independent then the successive values produced by a 
first order recursion form a Markov process. We describe a method for analyzing the 
statistical properties of certain monitoring schemes by approximating a continuous 
state Markov process with a finite state Markov chain. If the underlying process is 
stationary, then the average signaling time function of the scheme also satisfies an 
integral equation. However, using a straightforward method to obtain an approximate 
solution to the integral equation is essentially equivalent to the approximation given 
by the Markov chain approach. 
.An application is described in which the Markov chain method is applied to a 
nonstandard monitoring scheme designed to detect an underlying step change in a 
real industrial polymerization process operating under feedback control. The Markov 
chain analysis of the monitoring scheme is shown to agree well results obtained from 
a Monte Carlo simulation. Limitations of the analysis method related to constraints 
of current computing systems are discussed briefly. The principal limitation is the 
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amount of random access memory required to form and solve large linear systems of 
equations. 
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1. INTRODUCTION 
Run length properties of many statistical process monitoring schemes are amenable 
to analyses by approximating discrete time Markov processes with finite state space 
Markov chains. A general method for formulating and analyzing Markov chain ap­
proximations is developed in this paper and the method is applied to a new statistic 
for monitoring a closed loop industrial process. 
Decision interval cumulative sum (CUSUM) and exponentially weighted moving 
average (EWMA) statistics have been studied extensively under an independent and 
identically distributed (iid) Gaussian process model. Brook and Evans ( 1972) first 
approximated the behavior of a Page (1954) decision interval scheme by discretizing 
the distribution of process measurements so that the sequence of values of the decision 
interval statistic forms a finite state Markov chain. Lucas and Crosier ( 1982) extended 
the Markov chain approximation to two sided decision interval schemes. Wood all 
( 1984) improved upon Lucas and Croiser's representation by eliminating unnecessary 
transient states from the Markov chain. 
VVoodall and Reynolds (1983) used a Markov chain approximation to analyze 
properties of sequential probability ratio tests (SPRTs) which are based on cumulative 
score statistics. They discretized the distribution of the score statistic generalizing 
the technique of Brook and Evans (1972). Yashchin (1985.1987) prefers to think of 
137 
the discretization as occurring by rounding a decision interval statistic after each new 
observation is incorporated. However, the resulting Markov chain approximation is 
apparently no different from that used by, e.g., Brook and Evans or Woodall and 
Reynolds. 
Page ( 1954) gave an integral equation for the average run length (ARL) of a one 
sided decision interval scheme as a function of a headstart value. He also noted that 
the sequence of values of the decision interval statistic forms a Markov process. Goel 
and Wu (1971) studied CUSUM .ARLs by solving sets of linear algebraic equations 
serving as approximations to Page's (1954) integral equations for average sample 
number and acceptance probability. Likewise, Crowder (1987) presented an integral 
equation satisfied by the ARL function for an EWMA scheme with a headstart. 
Lucas and Saccucci (1990) described their analysis of EWMA charts in terms of 
a Markov chain approximation. However, Rigdon and Champ (1989) have noted 
that the system of linear algebraic equations which must be solved to obtain ARLs 
from the Markov chain approximation is the same as obtained when using a product 
midpoint method of numerical integration to approximate the solution to an .ARL 
integral equation. Rigdon and Champ showed a similar equivalence relating Page's 
(1954) ARL integral equation and the Markov chain method for decision interval 
schemes. 
In Section 2 a general method for approximating the evolution of certain ''updat-
able" monitoring statistics using finite state Markov chains is presented. The method 
includes the usual CUSUM and EWMA Markov chain approximations and conceptu­
ally applies to studying run length distributions for many monitoring schemes based 
on moving data windows like, for example, a moving average chart supplemented 
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with Shewhart limits. Section 3 gives an application of the method to a monitoring 
scheme based on a likelihood ratio statistic derived from a moving data window. 
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2. MARKOV CHAIN APPROXIMATIONS FOR CERTAIN 
PROCESS MONITORING SCHEMES 
In this section a method is given for approximating the run length behavior of 
sequences of values of certain updatable monitoring statistics using Markov chains. 
The method is conceptually valid whenever a statistical process monitor provides 
a signal based on the value of a finite dimensional vector Markov process having a 
certain form. However, for practical use the state space of the Markov process must be 
at most three dimensional due to present day memory limitations on most computing 
systems. The method unifies Markov chain approximations used in the literature for 
decision interval (CUSUM) and EVVM.A schemes and is applied in Section 3 to a 
likelihood ratio statistic based on a moving data window. Standard applications of 
Markov chain approximations assume that process measurements are well modeled 
as iid. However, the development below includes the possibility that observations are 
independent with a different (known) distribution at each time period. 
2.1 Markov Process Based Monitoring Schemes 
Suppose that an industrial inspection scheme produces a sequence of measure­
ments which are modeled as independent random variables distributed 
according to cumulative distributions . Suppose further that a monitor­
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ing scheme signals in period t  > -m if a statistic meets or exceeds an action limit 
h > 0. We assume that Ui can be represented as follows: 
6^  ^ = ... ,a )^, < = -m + 1, - m + 2,..., (2.1) 
where 
at  = / («<-! , ! / ( ) ,  i f  - -m-f  I , -m + 2, . . . ,  ^ ^  
( -.2 ) 
= 0 if < < —m 
and where U  and / are given functions. Let a_^ = 0 and for I  >  - m  let 
act = + . ..,(*(), if C/j < A, I = -m + 
= a, otherwise 
where a represents an absorbing state of a^. Clearly {a^} is a discrete time (possibly) 
continuous state vector Markov process. Our method is to approximate the stochas­
tic behavior of using a finite state Markov chain Ji obtained by appropriately 
rounding after each period. 
It will be said that has been absorbed or has entered the absorbing state a 
at the first period t for which i ' l > h. Once the process is absorbed it remains in the 
absorbing state indefinitely. Given that ^ a, the conditional probability that 
it will be absorbed in period t  is 
and the conditional probability that the process will enter a set of states ^ a at 
time t is 
€ A and f/(at;_i./(a^_i, j/<)) f i } .  
(2.3) 
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2.2 Markov Chain Approximations 
To simplify the construction of a finite state Markov chain approximation to 
we make 
Assumption 1 There is a bound a > 0 such that if |a^| > a then U{ > h for some 
i < t (thai is, |a^ |  >  a  => =  a^.  
The behavior of the process {a^} can be approximated by that of a finite state 
^.'-dimensional Markov chain {7^} as described below. Let 
= { a i  ; a t  = f {af_i, y t )  for some y i  such that < h }  C (-a,a). 
For fixed rounding width d > 0, let be the rounding function 
9(at-l^yt) = if > A 
or n/(a^_|) = 0 (2.4) 
= J*J, otherwise 
where = { i d  :  i  €  2 }  and i* minimizes \id - f{ai_i,yi)\ over i d  G I ( a i _ i  ) .  
That is, rounds /(#(_!,#() to a nearest point in Zj fl /(a^_i ) if this 
set is not empty and y^ would not produce a signal. Otherwise, _ j, j//) = a so 
that Qi enters the absorbing state (a^ = a). 
Next consider replacing the monitoring scheme based on Ui with the following 
scheme (based on a statistic V'l). Let 
•)t =0, if < < -m, 
=  9 h t - k ^ - •  • i f  7 t - l  7 ^  a  a n d  <  >  - m  
= a, if = a 
V't =  <  =  - m  +  1 , - m  +  2 , . . . ,  
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and define 7_m = 0 and for < > -m 
I t  =  . , ! ( ) ,  <  A,  
= a, otherwise. 
The scheme signals in the first period t  for which Vt > h (i.e., 7^ = a). Now, 7^ is 
well defined for ( 6 {-rn + 1, - m + 2,.,and it is the Markov chain {7^} which will 
be used as an approximation to {a^}. Given that the Markov chain has not been 
absorbed and is in the state 7^_i = ..., then the conditional absorbtion 
probability in period t is 
Pr{7{ = a|7f_l} = I, if n/(7^_ 1 ) = 0 
= • f^(7«-b/(7t-by<)) > /i}, otherwise. 
The conditional probability that the process next enters the state 7^ = ..., 
is 
Pr{7< = :  g h t - l ^ y t )  = 
The literature cited on Markov chain approximations for decision interval and 
EVVM.A schemes contains no results proving convergence as t/ —• 0 of properties of 7^ 
to those of oif. Neither are such results are developed here. However, it is intuitively 
p l a u s i b l e  t h a t  i f  t h e  u p d a t i n g  f u n c t i o n  / ( « , ! / )  a n d  t h e  m o n i t o r i n g  s t a t i s t i c  f J { a )  
are continuous and the random variables {i/^} have densities, then for small enough 
d, 7( and should have similar stochastic behavior. This is the essence of the 
reasoning by which Markov chains are used to approximate the behavior of CUSUM 
and EVVM.A monitoring schemes. 
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2.3 Pre-absorbtion Domains 
It is useful to consider the domain of before it is absorbed and similarly the 
domain of before absorbtion. Let represent the set of possible states for 
excluding the absorbing state a. Then 
^ — m —  { ® }  
Dt + i = e Dt (or some aQ, 
'^k - /(^O'" • (or some y where 
U { a Q , . . ,  f { a ^ _ i , y ) )  < A}, 
The domain of {a^} before absorbtion is then 
oo 
D = U 0(-
—m 
Because of the bound a defined previously, we have D C (-a,a)^'. 
In a similar manner, for {7^} define 
D ^ m  —  
^ t  +  l  =  . . .  J j ^ d )  .  { i Q d , . . .  f =  D i  f o r  s o m e  i Q ,  
i f ^ d  = g i i ^ d , . .. Jf^ _ ^ d , y )  ^  a for some y ]  
i  =  — / n  +  I , — m  +  2 , . . .  ( 2 . 5 )  
and 
00 
^ = U A" (2.6) 
- m  
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î) is the set of possible states for the Markov chain 7^ excluding the absorbing state 
a .  T h e  d e f i n i t i o n  o f  t h e  r o u n d i n g  f u n c t i o n  y ( a , y )  e n s u r e s  t h a t  D  c  D .  
Each point of D  lies on a uniform grid in and since D  lies within { - a , a ) ^  it 
is finite. Hence, D can be built up using the recursion (2.5) and truncating the union 
(2.6) when no new transient states are added. That is, the union can be truncated 
when 
t  
A+i c U A-
i  — -m 
Properties of the monitoring scheme which signals when Ut >  h (equivalently, 
when ai = a) are approximated by the scheme which signals when 7^ > (7^ = a). 
The latter is in principle straightforward to analyze, since 7^ is a finite state Markov 
chain with an absorbing state a and the remaining states given by the elements of 
D .  
Practically, however, Markov chains can be analyzed in detail only when the 
number of states is not too large. For example, for the application described in Section 
3, ai is two dimensional and the number of states needed to suitably approximate 
the average time to absorbtion is on the order of 1000. Storage requirements for 
1000 state transition matrices exceed the resident memory capacity of most desk top 
computers in 1990 and are at least near the capacity of many mainframe computers. 
However, in light of the continuing advances in computer technology, limitations 
existing in 1990 will almost surely diminish even in the next decade. 
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2.4 Three Partial Applications of the Markov Chain Approximation 
Three examples are now briefly described to demonstrate application of the 
general Markov chain approximation developed here to some common monitoring 
schemes. 
2.4.1 One-sided decision interval CUSUM scheme 
For a one-sided CUSUM scheme the monitoring statistic is 
Ut = - r),0}, t = —m + 1, -m + 2,... 
where = 0 and r is a reference value. This is in the general form (2.1)-(2.2) 
where U { a )  = a and f { o i , y )  =  max{a-f (y-r),0}. The scheme signals when U i  >  h .  
The sets of nonabsorbing states are 
Di = D = [0,/i), t = -m + l,-m + 2, 
Extensive study has shown that for iid normal observations the run length dis­
tribution can be accurately approximated for usual purposes using about = 30 
states by rounding Ui to a grid of width 
d  =  h / ( N  - 0 . 5 ) .  
This choice of d was recommended by Brook and Evans ( 1972) and leads to 
D  = {0,(i,2rf,...,(A^ - l)ti}. 
The states in D  can be thought of as representing intervals of D  as shown in Fig­
ure 2.1. Yashchin (1985) states that when d is selected as above (and yi ~ iid with 
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0 h 
< X • X • X • X X—-4-
0 d 2d 3d (N-l)d 
Figure 2.1: Decision interval discretization 
a mean of 0) compensating roundoff errors occur, and this largely accounts for the 
Markov chain's ability to produce accurate .ARL approximations with as few as 30 
states. 
2.4.2 Two sided EWMA scheme 
The EWMA chart is based on 
Ui = |a^|, t = -m + l,-m4-2,... 
where is the EWMA statistic 
+ (1 - A)a^_i, if < =-m + 1,-m + 2,... 
=  0 ,  i f  <  <  — m  
and A 6 [0,1) is the EWMA parameter. This has the form (2.1)-(2.2) where U{a) = 
|q| and /(a,y) = Ay + (1 - A)a. The scheme signals when > h. The sets of 
nonabsorbing states are 
D i  =  D  =  { - t i , h ) ,  t  =  -m + l, -m + 2,..., 
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and taking d  =  2 h / N  for an odd integer N  as recommended by Lucas and Saccucci 
(1990) gives 
where = 2/) + 1. 
2.4.3 Moving average scheme with S hew hart limits 
Run length properties of moving averages have not been widely studied. How­
ever, the Markov chain method of approximation is appropriate in principle (and in 
practice if the number of points in the data window is small enough). The scheme 
signals when the action limit h > 0 \s crossed by 
\ t 
Ul — max < c Jî/<l 
I i = t — k  
where c > 0 and ,.. •, are usually taken to be zero. This may be 
written in the form (3.4)-(2.2) using 
and = y^. The Markov process {a^} is defined by at_;^ = 0 and for 
t  >  - r n  
Oct = ..., i( U i  <  h ,  i  =  - m  +  i , .  . . , t  
= a, otherwise. 
A similar setup can obviously be used for any statistic based on a moving 
window of data. The dimension of the Markovian state vector is one less than 
the size of the data window so that, for example, the properties of the distribution 
D  =  { - L d ,... ,0,..., L d }  
ai) = max < c 
t 
i = t — k  
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of absorbtion times for a moving average of 3 are approximated via a 2 dimensional 
Markov chain. 
Now consider the case A: = 2 (a moving average of 3). To obtain the set D first 
observe that 
D c i - l i , h ) ^  ( 2 . 7 )  
since \yt\ > h produces a signal. For this same reason and since c\yi_2-\-yt-\ +2/<I > 
h also produces a signal, (01,02) G D implies 
+  «2 +  A >  - h / c  
a 2  -  h  <  h / c .  
These inequalities are equivalent to 
|ai + (121 < + U/c- (2.8) 
If c < I then (2.8) imposes no further restriction on D than (2.7) and, in fact, 
D = (-h,h)". To see this, suppose (0^,02) 6 {-k,h)^. If 0^02 < 0 then let 
y-m+1 = and y-m+2 = "2 ^kat 
m + 1 ~ lî'—m+ll — 1*^11 
f/_m+2 = max{c|ai +a2M^2l} < h and 
c t - f n + 2  =  («l«a2)-
So (0^,02) € D .  Similarly, if 0^02 > 0 let y ^ m + l  = -«2'y-m+2 = «I 
y-m+3 = «2 so that 
^-m + I = ly-m+ll = l«2l < 
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= max{clai - agi, jail} < /i, 
= max{c|ai|,|a2|} </i and 
«-m+3 = («1102)-
So (02,02) € D. 
If c > 1 then (2.7) is however not implied by (2.8) and it is possible to show that 
D is the region shown in Figure 2.2. 
To define {7^} take a = h and let 
7^ = 0, if < < -m, 
= g{ft-2^yt-l^yt)^ if 7f_l a and ^ > -m 
= a, if = a 
V i  =  U { n _ 2 n t ~ i n t ) ^  t  =  - m +  l , - m  +  2 , . . .  
where 
9 { l t - 2 ^ f t - i > y i )  = ift' '(7«-2»7t-l.yt) >or, 
2^n{y: < A} = 0 
= i*d, otherwise 
where I* minimizes \id — yi\over i E Z such that < h. Then define 
f - m  -  0  & n d  i o i  t  >  - m  
I t  =  ' \ i V t < h ,  
= a, otherwise. 
Figure 2.3 depicts a typical discretization of D into D and shows that it is not 
generally possible to choose a rounding width d so that the absorbtion boundaries of 
D coincide with cell boundaries corresponding to the grid on which D is defined. For 
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a ,  + a  2 = 
h(c+l) /c  
-h h a 
-h 
Figure 2.2: Nonabsorbing states of Of. 
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Figure 2.3; Moving average discretization 
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this reason it may be that a Markov chain approximation for a moving average chart 
would (for the same accuracy of resulting run length properties) require a smaller 
grid width d than needed for EWMA and decision interval CUSUM schemes. This 
is compounded by the need here for a multidimensional Markov chain which greatly 
increases the number of states induced by a given d. Nevertheless, the application 
in Section 3 shows that even in similar circumstances, the Markov chain method 
can sometimes be used successfully to approximate properties of a signaling time 
distribution. 
2.5 Absorbtion Time Distributions for Markov Chains 
Most of the following is application of standard results from the theory of Markov 
chains as given, for example, in Issaacson and Madsen (1976) or Karlin and Taylor 
(1975). 
Let be an iV + 1 state Markov chain with initial state 7-^ = 0 
Suppose that the possible states for fi are an absorbing state a and N other states 
belonging to 
^ = {di = 0,d2,.. 
Let be the N  x  N  transition matrices for 7^ among the states of D .  
That is, Qi is an N x yV matrix with element 
4,;' = = dj|7(_i = dj. 
153 
We give results based on 
Assumption 2 
1- Q-m+V = ••• = <?0' 
2. Qi —• Qooi 
3. QQ and have all positive elements for some positive integer t, and 
4. each eigenvalue ofQoo '-s kaa than 1 in magnitude. 
The probability that the Markov chain has not entered the absorbing state by 
period f = Ois 
>m = (1,0')ÇJ^1 
where 0 is an (/V - 1) x 1 vector of zeroes and 1 is an iV x 1 vector of ones. The 
distribution of 7q given that the chain has not yet entered the absorbing state is 
given by the probabilities in the vector 
"•'m = /pm-
That is, if Trm = ^^en 
^i,m - ^ a}, t = 1,...,7V. 
Let Rui denote the period at which 7^ enters the absorbing state: 
Rm = min{e : 7^ = a}, 
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and let F(r|m) be the conditional cumulative distribution function (cdf) for Rm 
given that the chain has not been absorbed by period É = 0. Then 
F(r|m) = Pr{/2m < ^Ito 7^ a} 
= 1 - Tr'mÇi • " Çrl> ^ = 0,1,2,— 
2.5.1 Steady state absorbtion times 
By Corollary 2 in the appendix TTm converges to a vector w, say, as m — oo. 
Hence, define 
= 1 — rr'Çp• • Çrli ' '= 0,1,2,— 
fgg(r) may be interpreted of as the cdf of a random variable R measuring the 
time to absorbtion following the onset of a change in transition matrices given that 
the chain was started in the distant past and has not been absorbed before the onset 
of the change. From this perspective, it is immaterial that 7-m = 0 since tt and 
hence fgg(r) do not depend on the state j-m G D. We refer to the distribution 
specified by Fgg(r) as the steady state signaling time distribution. 
Let A be the (positive, real) eigenvalue of Qoo with the largest magnitude. By 
Corollary 1 in the appendix converges to a vector q, say, as < — 00. Using 
this result and the fact that Qi —• Qoo allows the following two approximations for 
the tail of Fgg{r): 
Fssl'-) =» 
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where the first is appropriate for r > A" » 0 and the second for r » /if :§> 0. In 
practice A, TT and q can be found efficiently by the power method [Burden and Faites 
( 1985)] of finding eigenvalues and eigenvectors of a matrix. The second approximation 
above can be inverted to approximate quantiles of fgg(r). If r(e) represents the 1 - e 
quantile, then 
r(e) ^ K + (ln(e) - ln(7r'(?i • • • Ç^-q)]/ln(A) (2.9) 
and the approximation is valid for small values of e, in particular for e tt'Qj • • • 
The approximation for Fgg(r) allows the approximation 
oo 
ER = 
r=0 
oo 
= 1 + T Qj • • - Q r l  
r=l 
K -I oo 
=  1 +  Z  t ' Q i - -  Ç r l  +  T r ' C Q i  -  Ç f f )  E  < ? 5 o l  
r=l r=0 
if-1 
= 1+ ^ Qi  '  "  Qr^  +  Tf  (Q I  •  '  •  Q f ( ) { I  -  Qoo)  1 (2.10) 
r = l 
Condition (4) implies that ^oo — ~ Qgo)" k If Qi = Q2 = • •, then we 
have the exact expression 
E R =  l  +  i r ' Q i i I =  ^' { 1  - Q i r h .  (2.11) 
2.5.2 Zero state absorbtion times 
Since 7^ = 0, the variate RQ gives the signaling period when the Markov chain 
starts at period 0 in state 0. We call the cdf F^gCr) of RQ the zero state signaling 
time distribution. If ?'o(f) represents the (l-e) quantile of F2g(r), then in analogy 
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to (2.9)-(2.10) we have 
ro(e) s; A'4-[ln(e) - ln((l,0')(?i • ••Ç/j^q))/ln(A) (2.12) 
A'-l 
ERq ^ 1+ ^ (l,0')9i ...0rl +(l,0')(0i - -Qoo)-ll.(2.13) 
r = l 
and if Qj = Q2 = • • M then 
E/Î = (l,0')(/-(?i)-4. (2.14) 
2.6 Relationship Between the Markov Chain Method and an Integral 
Equation Approach to Determining Average Signalling Times 
If the distributions {F^} for the variates {j/^} are all the same (equal to F, say) 
then it is possible to write an integral equation satisfied by the average signaling time 
function (defined below). In this case solving the integral equation might be viewed 
as an alternative to the Markov chain method at least for studying the average of the 
signaling time distribution. However, we argue below that a straightforward method 
of approximating a solution to the integral equation results in essentially the same 
linear system of equations as obtained using the Markov chain method. 
Define over D  the average signaling time function 
i ( a i , . . .  , a j ^ . )  =  E { R \ o t Q  =  ( a j , . . .  , a ^ . ) }  
where 
R  = min{< : = a} 
and we assume the conditional expectation is finite. Then from (2.3), L satisfies (over 
t h e  r e g i o n  D )  
ûjt) = 1 •Pr{C^(ai,...,a^,/(ajt,y)) >/i} 
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+ A ,  ^ Jl  + 
where 
I y { a i , . . . , a f ^ )  =  { y  :  C / ( a i , . . . ,  o ^ , , / ( a ^ ,  y ) )  <  4 } .  
A straightforward way to approximate the solution L is to consider its values on 
the points of 
D *  =  D n Z ^ C  ( - A , A ) ^  
for some grid width </ > 0. (Note that D* and D may not be exactly the same.) If 
L is continuous we could approximate ..., a^^) as constant in aj^ over 
small intervals. If L is the approximation to L then we could write 
Z(i|(/,..., i f j d )  = 1 + Ç i( Wf/,. . .  , i j ^ d , j d ) q ( j d \ i i d , . . . . i f ^ d )  (2.15) 
j 
for each (i^c/,..., i j ^ d )  6 D *  where the sum extends over { j  :  (i2<i,. . . ,  i f ^ d , j d )  G  D * }  
and the q{jd\i]^d,..., if^d) are appropriately chosen probability weights derived from 
F{y). Though we have not been specific, the set of equations (2.15) forms a linear 
system, say, 
L = 1 + Q£j 
where the components of the vector L are the values of L at the points in D*. 
One judicious choice for the probability weights is 
q { j d \ i i d , . . . , i ^ d )  =  ? T { g ( i i d , . . .  , i ^ d , y )  =  j d )  
where g  is the rounding function (2.4). With this choice of weights the matrix Q  
would be much like the transition matrix Qj for the Markov chain 7^. Furthermore, 
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lî I — Q is nonsingular and the first element of L corresponds to the point 0 6 D* 
then 
i(0) = (i,0)(/-c?r'i. 
This equation has the same form as equation (2.14) which gives the Markov chain 
based approximation to /i(0) = AjcKQ = 0}. Since the Markov chain method is 
somewhat more general than the integral equation method and because of the close (if 
not exact) correspondence between the average signaling time approximations when 
the distribution of yi does not change, we prefer to think in terms of Markov chain 
approximations. 
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3. APPLICATION TO LIKELIHOOD RATIO BASED MONITORING 
In this section the Markov chain approximation is applied to a signaling scheme 
based on a likelihood ratio statistic using a moving data window. The application is 
in some respects similar to the moving average scheme with Shewhart limits discussed 
in section 2.4.3. The monitoring statistic is developed briefly below and more fully 
in Part II of this dissertation. 
3.1 Process Model 
A certain polymer reaction process is well modeled by the transfer function model 
y — m  +  l  ~  /'-m + I ®-m+l 
y t  = N  +  P i y t - l  -  -  P ^ t - 2 )  +  ~  
for t — —771 + 2,—ru+ 3,... 
where 
yi is polymer viscosity for period t measured as a deviation from the target viscosity, 
is the amount of catalyst added in period t measured as a deviation from a 
nominal level; u_^ = 0, 
lid N(0,), t = —771+ I,—771 + 2,..., 
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{p,l3,e,<T) = (0.813,1.20,0.143,2.03), 
and { t  =  — m  + 2,= m + 3,...), is allowed to be a function of the past ob­
servations y-m+l^y-m+2^-- • catalyst deviations ... The 
sequence {/i^} is nominally assumed to be zero but a test is developed to detect 
whether has stepped away from zero. 
3.2 Level Change Under Feedback Control 
If each fii were zero the minimum mean squared viscosity error control rule 
would be 
( p - 9 \  
= P^t-2 - I —^ I « = -m 4- 2, -m + 3,.... 
If this rule were applied regardless of the values of the /i^s, the output would be given 
by 
y t  =  +  '/<. < = -m + 1, -m + 2,..., 
where rji is a solution to the deterministic difference equation 
rji - = fil - t - -m + l,-Tn +  2 , . . . ,  (3.1) 
for = P- — m — 
Under Hg: = 0, < = -m + 1, -m 4- 2,..., this gives rji = 0, V<. However, a 
change in raw materials could affect the catalyst charge necessary to yield the target 
viscosity. Hence, alternative hypotheses are formulated as H^ fn = 6I[t > a] where 
6 Ç 71 and s € {max{< ~ k, - m + are unknown {t = -m + l,-m-t-2,...). 
That is, Hy^^ hypothesizes a shift of unknown size in the level of yi at an unknown 
p e r i o d  w i t h i n  t h e  m i n { t  +  1 , <  +  m  -  1 }  p e r i o d s  l e a d i n g  u p  t o  a n d  i n c l u d i n g  p e r i o d  t .  
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Under for a given 8 and a, the solution to (3.1) is 
I\t 2 <)), t — —m + 1, —771 -f- 2,.... 
The likelihood ratio test for HQ versus ^ based on the window of data 
[Vt-ki - " •^yt) convenience define yi = 0 for < < -m) is to reject for 
large values of the statistic 
^ t =  \ T i - s { y t - k  y t ) \  (3.2) 
for t = -m + 1, - m + 2,..., where 
1=0 
-1/2 
Z n i ^ k - i + i  
li=0 
, ^ = 0,1,..., A:, (3.3) 
and 
ni (5) "'M I [ i  ^ Oj, i  — — T n - \ -  1,—7TI + 2,.... (3.4) 
Hence, for detecting a step change in the level one might consider a monitoring 
scheme which signals at the first period t for which 
(/( > A 
for some action limit h  >  0 .  
3.3 Markov Process Formulation of Monitoring Scheme 
To demonstrate that the Markov chain approximations are relevant to the anal­
ysis of the monitoring scheme specified in (3.2) through (3.4) we can simply verify 
that the present likelihood ratio based scheme can be thought of in the framework 
of Section 2. Since Ui is based on a moving window of k adjacent data points (as in 
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the example of the moving average chart with supplemental Shewhart limits) it may 
be written in the form (3.4)-(2.2) using 
= max 
and f{on_i,yi) = y^. The Markov process {a^} is defined by (X—m — 0 and for 
t  >  - m  
cut = ("t-fc-f if f/j < A, i = -m + 1,,.. 
= a, otherwise. 
3.4 Markov Chain Approximation 
In this section we verify that Assumption 1 of Section 2.2 is met by the likelihood 
ratio based monitoring scheme and we give explicit expressions useful for constructing 
the Markov chain approximation {7^} and generating its state transition matrices. 
Since 
f-'t d i = -m 4- I,-m + 2,..., 
|A(| = 11/ ( 1  >  f i c r  implies = a That is, Assumption 1 holds with a = her. 
The discrete state approximation to the signaling scheme developed in Section 
2.2 is given by 
7/ = 0, if < < -m 
= if 7^-1 7^ « and < > -m 
= a if 7(_i = a, 
= ^^(7<-fc»---t7i)> < = -m + 1,-m + 2,... 
where 
=  i * d ,  otherwise 
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and i* minimizes \id - yi \ over i Ç. Z such that 
i d  €  - ^ ( 7 ^ — —  l )  =  { y  ' •  ^  
Lemma 1 in the appendix implies that if .. ,7(_i,2/() < h then 0 6 
• • • i7f-l) so that g  is well defined. Finally, define " Y-FN = 0 and for < > -m 
I t  =  i f  ^  <  / t ,  
= a otherwise. 
To further describe the Markov chain {7^} it is useful to give explicit expressions 
for the sets /(iq, ..., ) and show that they are intervals (possibly empty). From 
(3.2) and (3.3) we have 
k  
/(iQ» • • • Ï ®1 ) — P) ' • ' ' —1 ) 
^=0 
where 
Thus, 
= i-h(r,h<T) 
and for ^ 
/^(xQt • • • 1 1 ) ~ • 
( - 1  
i=0 
h / c g  
where 
9 
e $\2 S W )  
i=0 
-1 /2  
(3.5) 
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a^(xo,...,Xit_i) = E - h/{c^Tj^), and 
1=0 
i - 1  
6^(10,•••,H._l) = X) + */(<:(?()' 
1=0 
(3.6) 
(3.7) 
Hence, 
where 
= (a 
a *  = a*(zQ,..., ) = maxand 
b *  =  b * { x Q , . . .  
(3.8) 
Using equations (3.6)-(3.8) it is possible to determine the state space and tran­
sition matrices for {7^}. As described in Section 2.3 we can build the pre absorbtion 
domain D of {7^} by forming the union of a finite number of the sets Di given by 
(2.1). In this application 
^ — m  
A + 1 
= {0} 
{( ( 1 j,..., ii.d) : [i^d,... Ç. Di for some îQi and 
^  i ^ Q d , , , . ,  ^ d )  < i  i i ^ d  ' i .  b  ( t Q ( f , . . . ,  _  j r f ) } • ,  
t  = -m + 1, —m + 2,... 
where (Q,..., € Z .  Equations (3.6)-(3.8) thus enable construction of the sets 
a n d  h e n c e  o f  D  =  D t -
The detailed description of /(zq, ... ,x^,_ j ) is also useful in constructing the 
transition matrices for the Markov chain 7^. Suppose 
fil = 8I\t > 0], i = -m + 1, —m + 2, 
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That is, fn shifts from 0 to 6 on the mth period following startup. Then under the 
minimum mean squared error control policy 
independent N(<57/^*, cr^], t  = -m + 1, - m  + 2,... 
where {rj^} is given by (3.4). 
The following notation is helpful for specifying the entries in the transition ma­
trices Qi. Let 
D = {di = O.dg, 
= (4\1' where € Zj, and 
so that 
4J = : y t  =  ^ j h t - l  =  
Then </•') can be nonzero only if the first k - 1 elements of d; match the last k - I 
elements of dj. If this is true then j is the probability that ~ k' 
For a typical fixed 7<_i, Figure 3.1 depicts ^ as a function of j//. 
From the definition of gift-l^yt) follows that 
+ |F,(6-(d.)) - +  d / 2 ) l / l d j  f ,  + d / 2  <  b ' ( d i )  <  d j ^ k  +  d \  
-  à m  -  -  d  <  a ' ( d i )  <  d j ^  -  d l 2 \ ,  
if ^ = 1,2,. - 1 
= 0, otherwise (3.9) 
where F i  is the cdf of a N ( S T f l ' , c r ^ )  random variable, t  = -m + I, ~ m  + 2,.... 
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-a -2d -d 0 d 2d 
1 1 1 1  1 .  ,  1 ,  i .  J i l l  1 1 
a d 0 d 2d a g 
Figure 3.1: The rounding function g  
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3.5 Average Time to Signal 
In order to apply the approximations given in Section 2.5 pertaining to the 
cdfs Fgg(r) and /'2g(r) and the corresponding means, conditions 1 through 4 of 
Assumption 2 must be verified. Since 7^* = 0, / < 0 then = Qg which 
is condition 1. Also notice that —» 7^ = f(i - /))/(! - 9 ) .  This implies that 
Qi —* Qoo (condition 2). Condition 3 is that Qq and have all positive elements 
for some positive integer t. This is proved by Theorem 2 in the appendix. 
Condition 4 is that all eigenvalues of Qoo are less than one in magnitude. Since 
m?x|A,| < m^axÇ^j *^^ 
where {A^} are the eigenvalues of Qoo — then it suffices to show that 
there is a positive probability of absorbtion from every state of the Markov chain 
{7^} when the next observation ^ is a variate. But this is true since the 
event |j/| > her has positive probability and forces absorbtion of the Markov chain. 
Hence, approximations (2.9)-(2.10) and (2.13)-(2.13) are applicable to approximate 
quantités and the mean of the distributions fgg(r) and f2g(r). 
3.5.1 Computational results 
A FORTRAN program was written to perform the calculations for the Markov 
chain approximations to run length quantiles and means. The code is tailored to the 
likelihood ratio based monitoring scheme discussed in this section. However, the data 
structures used are appropriate for any Markov process based monitoring scheme as 
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described in Section 2.1 for which the sets 
— — l )  —  { y  •  ^ ( 7 f  — —  i > y )  
are intervals. This section studies the effect of discretization level on the accuracy of 
Markov chain approximations and compares these approximations with the results 
of a Monte Carlo simulation. 
Table 3.1 indicates the effect of the grid width d  on signaling time calculations 
associated with equations (2.9)-(2.14). Several values of d were selected so that the 
w i d t h  o f  a n  o d d  n u m b e r  L  o f  c e l l s  i s  t h e  s a m e  a s  t h e  w i d t h  o f  t h e  i n t e r v a l  { - h e r ,  h a ) .  
That is, Ld = 2h(T for odd integer L. The values of L are 5, 7, 9, 13, 17, 25, and 
33. The data window size is & + 1 =3 and the action limit '\s h = 3.24. Results 
are given for the signaling time distribution for both 5 = 0 [in which case (2.11) and 
(2.14) are applicable] and 6 = a. For h — a the number K in (2.10) and (2.13) was 
selected so that the last term of the indicated finite series was smaller than 0.00005. 
For each given L this occurs for K = 7. The quantities reported in Table 3.1 are 
L, N (the corresponding number of elements of D, which is no more than I^) and 
the approximations to Efi, r(0.05), r(O.Ol), ERQ, rQ(0.05) and rQ(O.Oi) given by 
(2.9)-(2.14). 
Figure 3.2 shows a plot of the approximations to ER and ERQ as a function 
of L for shifts of 6 = 0 and 8 = la. The plot shows the effect of discretization 
appears to become less for larger values of L and there is very little difference in 
using 6 = 17, 25 or 33. Table 3.1 shows that the same is true for the 0.95 and 0.99 
quantile approximations as well. 
Figure 3.3 compares approximations of ERQ computed using (2.13) and esti­
mated from a Monte Carlo simulation of 10,000 signals for 6 = 0(0.5)2.5. Again 
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Table 3.1: Effect of grid width on signaling time approximations from the 
steady state [ER, r(0.05) and r(O.OI) are the approximate mean 
and 0.95 and 0.99 quantiles respectively] and from the zero state 
[E-Ag, ro(0.05) and ro(0.0l)|; k = 2, h = 3.24 
E R  r(0.05) r(O.Ol) 
L N 
o
 
II b I
I o
 
II H — <T 
o
 
II 6 = <T 
5 23 574.5 403.2 1719 1219 2642 1878 
7 47 447.8 307.0 1339 930 2059 1433 
9 77 468.2 325.7 1400 986 2152 1520 
13 159 491.6 343.5 1470 1040 2261 1603 
17 271 503.1 352.3 1505 1066 2314 1643 
25 589 503.9 352.5 1507 1067 2317 1645 
33 1029 505,1 353.4 1511 1070 2323 1649 
E RQ ro(0.05) ro(O.Ol) 
L N II O
 
S  =  CT 6 = 0 b I
I 6 = 0 6 = (T 
5 23 575.0 404.3 1720 1220 2644 1878 
7 47 448.5 308.0 1342 931 2062 1435 
9 77 468.6 326.5 1398 987 2149 1521 
13 159 492.2 344.3 1474 1043 2266 1607 
17 271 503.7 353.0 1503 1069 2311 1647 
25 589 504.4 353.3 1511 1069 2323 1647 
33 1029 .505.6 354.2 1511 1069 2323 1647 
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Average Signaling Time versus L 
Zero Stmt*, d#ltm"0 
moo 
Staady Stata, da1ta*0 
400 
Zaro Stata, dalta-mi 
Staady Stata, da1ta*84gma 
aoo • 
I I I I I I I I I I 
10 
T TT*r 1111 11 111111 » 
30 aa so 40 
L 
Staodn Stata. (Mta-0 Staac  ^Stota, deHa-algma 
Zero state, dalta-0 Zero Stota, dalta-alymo 
Figure 3.2: Effect of grid width on average signaling time approximations 
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we use h  = 3.24 and select K  as before. We take L  = 21. Error bars of ±2 sam­
ple standard deviations are shown bracketing the simulation estimates. The Markov 
chain approximation to 57Ag appears to be accurate to within simulation precision 
for 10,000 replications. 
Figure 3.4 compares rQ(0.05) and rQ(O.Ol) approximated using (2.13) and esti­
mated via the simulation. The correspondence is very good — certainly adequate for 
practical use. 
In summary, Table 3.1 and Figures 3.2-3.4 show that the Markov chain method 
of Section 2 can be used to study the signaling properties of some nonstandard 
monitoring schemes with adequate precision for practical use. 
3.5.2 Computing limitations 
Some remarks are appropriate regarding limitations of the computer implemen­
tation of the Markov chain approximation. As mentioned above, the state of present 
day computing determines practical bounds on the application of the Markov chain 
method for approximating signaling time distributions. The matrices in 
(2.10) are sparse and this allows one to efficiently compute the products Q i  •  •  -  Q r  
sequentially. However, generally the products Qi'--Qr are not sparse for large r. 
In fact, for large enough r, each element is positive. Hence, to form the successive 
matrix products, memory space is required to store the sparse matrix Qr and the 
two N X N real matrices Ql • • -Qr-l &nd The last row in Table 3.1 
has N = 1029. If calculations are performed in double precision (8 bytes for each 
real number) using random access memory (RAM), then nearly 17MB of RAM are 
necessary to generate the product matrices required in (2.10). Many modern work-
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Figure 3,3: Comparison of ERQ approximated using a Markov chain and estimated 
through simulation 
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and estimated through simulation 
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stations can be configured with up to 16MB of RAM which would be insufficient for 
this problem. 
Looking further at Table 3.1 the fraction NjL^ is roughly constant and equal 
to 0.95. Thus, as a function of L, the amount of memory necessary to form (double 
precision) products • • - Çr is roughly 16A^^ % 16(0.95)1^ bytes. For L much larger 
than 30 this would exceed the RAM capacity of most modern computing systems. 
More generally for data window sizes of A: + 1 > 3 it is expected that memory 
would be required to store at least 2pL^^ real numbers for some fraction p. For 
A: + 1 = 4 and 1 = 17 the storage requirement exceeds 500MB using double precision 
reals if /> = 0.75. Thus, by today's standards, it appears that it is feasible to use the 
Markov chain approximation (at least for the present application) with a data window 
including no more than 3 entries. Nevertheless, the method has been successfully 
applied with /: + I = 3. Furthermore, memory and speed limitations existing in 1990 
will almost certainly diminish even within the coming decade. 
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4. SUMMARY AND CONCLUSIONS 
Markov chain and integral equation methods have previously been used to study 
properties of decision interval (CUSUM) and EWMA monitoring schemes. We pro­
pose a general Markov chain approximation useful for the analysis of monitoring 
schemes which signal based on the A: + I most recent values of a recursive calculation 
algorithm The approximation is appropriate when the variables 
are modeled as independent over time making the scalar process as well as the vec­
tor process ^..., ) Markovian. Our method is to approximate this vector 
process with a finite state Markov chain. The general method allows the distribution 
Fi of yi to change over time approaching a limit as < — oo. If each = F say, 
then it is possible to write an integral equation satisfied by the average signaling time 
function. However, a straightforward approximation to the solution of the integral 
equation requires one to solve essentially the same linear system of equations as is 
solved in the Markov chain approach. 
The Markov chain method is applicable to many standard monitoring schemes in­
cluding decision interval (CUSUM), EWMA and moving average charts with supple­
mental Shewhart limits. Furthermore, an application of the Markov chain approach 
has been described for a monitoring scheme based on a likelihood ratio statistic con­
structed to detect an underlying step change in a certain chemical process operating 
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under feedback control. The application demonstrates that the Markov chain method 
can be used with reasonable accuracy to study statistical properties of nonstandard 
monitoring schemes. However, the state of computing in 1990 imposes restrictions 
on especially the dimension k of the process , a^). For k > 3 and a fine 
enough discretization of the process a^, the number of states needed in the Markov 
chain approximation would be overwhelming even for most modern mainframe com­
puters. Nevertheless, the application in Section 3 demonstrates (at least for k = 2) 
that the Markov chain method can be successfully applied in practice. 
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6. APPENDIX 
Theorem 1 Let Q be an N x  N matrix with nonnegative entries such that has 
all positive entries for some positive integer m. Then 
1. Q has a positive real eigenvalue A of multiplicity one which is larger than the 
magnitude of any other eigenvalue ofQ, and 
2. any left eigenvector y' corresponding to the eigenvalue A and posessing a non-
negative entry has only positive entries, 
Proof See Karlin and Taylor (1981). • 
Corollary 1 For the matrix Q and eigenvalue A of Theorem 1, 
where y' and x are respectively left and right eigenvectors of Q associated with A, 
Proof Q has a Jordan canonical form 
Q = C'VC 
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where J is block diagonal with Jordan blocks ..., each of the form 
J, = 
1 
» / 
where the unspecified entries are zero. Furthermore, for any 1 x 1 Jordan block (A^) 
the corresponding row of C~ ^  is a left eigenvector of Q and the corresponding column 
of C is a right eigenvector of Q each corresponding to the eigenvalue A. Since A is 
a n  e i g e n v a l u e  o f  m u l t i p l i c i t y  o n e ,  t h e r e  i s  a  1  x  1  b l o c k  J r  =  ( A r )  =  ( A ) .  T h e  { k , l )  
element of i = 1,... ,g, is 0 for t < / and 
v - i n  
for k > /. But for i ^ r, |Aj| < Ar = A and 
m  —  k  +  l  j ^ m  
as m — oo. Hence, 
çm/Am ^ 
.-L C-Miag(0 0,1,0,...,0)C 
xy'-
• 
Corollary 2 For the matrix Q of Theorem I 
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for all nonzero f3, where ir does not depend on /3 and each element of tt is positive. 
Proof 
— (i'xy'Kfi'-xy'l) 
= yV(y'i) 
= TT' 
where A,x and y' are as given in Corollary I and recall from Theorem 1 that the 
entries of y are positive. • 
Lemma 1 
Proof It suffices to show the first inequality. Recall that 
^(yO 3/t) = "jax 
vt J 
where 
1=0 
Now = 0 and for ^ = I,...,fc 
i -1/2 r ( 
E niVk-i+i 
.1=0 
,  ^  =  0 , 1 , . . . ,  A r .  
* \ 2  
1=0 
-1 /2  
E ^k+l-l+i 
i=0 
- 1 /2  
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Hence 
= max |r^(i/i,...,î/^„0)| < £/(yo,...,î/^,). 
V t • • • yrCj  
• 
Theorem 2 Q q  and have all positive elements for some t. 
Proof Both ^0 and Qoo are constructed using (3.9) where F q(x) is the N(0,(r^) cdf 
and Foo(-c) is the N(7^,(T^) cdf. It is sufficient here that the distribution assigns 
positive mass to any open interval. The first step is to show that 7^ can (with 
positive probability) return from any state in î) to the state 0 in exactly k transitions. 
Secondly, we can show that that 7^ can (with positive probability) reach any state 
in D from 7^ = 0 in exactly N transitions. 
Suppose 7( = dj g D. Then by Lemma 1 
h  >  f / ( 7 < _ l , 7 < )  2  ( / ( ? < , 0 )  >  • • •  >  C ^ ( 0 , 0 )  =  0 .  
Hence 0 is an element of each of the sets 
^ift)^ — it + 1'' ' • • '  >^(®)* 
Let 
/ = /(7^)n .••n/(o)n(-<i/2,t//2). 
Since each set in the intersection is an open interval containing 0, so is I. If 
1 ' • • • • it ^ ^ then 
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and hence 
7^+1 = ••• = Tf-f-A: = 0 
so that 7^ will move to 0 in exactly k steps. This event has positive probability. 
Next suppose that Ji = 0 Pick any dj 6 D. By the definition of D in terms of 
{Di} there is a sequence 0,,..., d^^^,d, of states which Ji can traverse to move 
from 0 to dj. This sequence can be made to have length exactly N (the number 
of states in D) by eliminating states between any two occurrences of a given state 
including one such occurrence and by adjoining zero vectors to the beginning of the 
sequence if necessary. Suppose (ig*/,..., and {iid,... ,ii^d) are two adjacent 
vectors in the sequence. Then by the definition of there is ay such that 
But then 
{j/ •  9 { i Q d , . .  
is an open interval. This implies that a transition from {i^d,... to 
(q</,.. -^if^d) occurs with positive probability. Hence, 7^ will traverse the sequence 
0,d,-^,..., dj^_j,dj with positive probability. Thus and have all 
positive elements. • 
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ABSTRACT 
SPC charts have traditionally been applied to processes in which successive ob­
servations are well modeled as independent and identically distributed, for the pur­
pose of detecting "assignable causes" as a basis for making fundamental process 
improvement. Stochastic control, on the other hand, addresses processes in which 
observations are dynamically related over time. Its intent is to run an existing process 
well, as opposed to fundamentally improving it. 
Recent experience with the control and monitoring of a quality characteristic of 
a particular GE polymerization process has led to a better understanding of how SPC 
and feedback control can be combined into a system which exploits the strengths of 
both. Building upon past work by MacGregor, Box, .Astrom and others, this paper 
covers the application from the identification modeling stage to the implementation 
of the feedback control and final SPC monitoring. Operational and technical issues 
that arose are examined and a possible future research avenue is explored. 
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1. INTRODUCTION 
Engineering/automatic process control and traditional statistical process con­
trol (SPC; arguably a misnomer for statistical process monitoring) have developed 
in relative isolation from one another. Yet both of these distinct, even divergent, 
methodologies have scored significant successes in the drive for quality improvement. 
In recent years several authors have sought to bring both approaches into better 
perspective by delineating more clearly the contexts to which each is best suited. 
Even these efforts, however, have tended to assume (at least implicitly) that au­
tomatic control and SPC are two sides of an either-or proposition. Recent experience 
suggests, to the contrary, that substantial improvements to product quality are often 
best attainable through a truer integration of techniques from both methodologies, 
whereby one exploits more fully the benefits of each. .Algorithmic Statistical Process 
Control (.ASPC) is our term for an integrated approach to quality improvement; an 
approach which realizes quality gains through appropriate process adjustment (i.e., 
process control) and through elimination of root causes of variability signaled by a 
statistical process monitor. 
In Section 2, the .4SPC concept is described in more detail and some relevant past 
work is briefly reviewed. Section 3 describes an application of ASPC to a polymer-
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ization process. Section 4 presents guidelines to ASPC implementation. A research 
need is discussed in Section 5 and a summary is given in Section 6. 
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2. ALGORITHMIC STATISTICAL PROCESS CONTROL 
2.1 SPC and Automatic Control: A Comparison 
By SPC we mean a collection of techniques found especially useful in improv­
ing product quality by helping an analyst locate and remove root causes of quality 
variation. Statistical control (monitoring) charts, including Shewhart charts, are em­
phasized here but other techniques are envisioned as well. By automatic control we 
mean a collection of techniques for devising algorithms to manipulate the adjustable 
variables of a process in order to achieve the desired process behavior (e.g., output 
close to a target value.) 
A comparison of SPC and automatic control reveals the different orientations of 
the two fields in three significant areas: 
Philosophy: Both fields seek to reduce deviations of some characteristic from a 
target value. However, in SPC this is accomplished by monitoring a process so 
as to detect and remove root causes of variability. On the other hand, automatic 
control seeks to counteract the effects of these root causes through continual 
process adjustment. 
Application Context: Shewhart charts and most other SPC charts are appropri­
ate when it is reasonable to expect process measurements to be modeled as 
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independent with a distribution that does not change over time. In contrast, 
automatic control is effective in the context of a continually wandering process, 
for example, a process that could be well modeled by an autoregressive moving 
average time series. 
Traditional Deployment: .Automatic control is most often used tactically. For 
example, feedback controllers are typically commissioned to maintain the set-
points of important process parameters. ^ SPC, however, is often allowed 
a strategic role. Control charts are kept on important quality characteristics 
allowing SPC to have a direct impact on the quality of the process output. 
Thus, in usual applications, the ultimate effect of applying SPC has been to 
fundamentally improve a process by removing sources of variation, whereas that of 
automatic control has been to optimally adjust an existing process. 
2.2 Combining SPC and Automatic Control 
Tools from either field, used individually, can lead to better product quality: 
automatic control through process optimization; SPC through process improvement. 
However, ideas from both fields can be instituted synergistically, securing both opti­
mization and improvement. This is the concept of ASPC. Such dual implementation 
is especially natural in the continuous process industries where quality improvement 
is a key to profitability and where one is apt to find process measurements which 
are correlated over time so that the process appears to wander. .Autocorrelation is 
^This of course is a generality and there are several notable exceptions: Box 
and .Jenkins (1976, Chapter 10) contains a polymerization example, .Astrom (1970. 
Chapter 6) contains a paper making application. 
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especially common in these industries because disturbances such as changes in raw 
materials tend to have immediate as well as lasting effects due, for example, to mixing 
tanks, recovery and reuse of chemical agents and the slow response of many systems 
to control actions. Autocorrelation is not intrinsically bad. It does however mean 
that a portion of the variability observed in a process can be predicted and there­
fore possibly eliminated by compensation. It is interesting that raw material mixing, 
which can cause autocorrelation, is often performed to make incoming stock more 
homogeneous. In this case the cause of the autocorrelation probably should not be 
eliminated and when the raw material is, for example, crude oil it is often not feasible 
to eliminate the material causes of variation. 
The need for both methodologies can be seen by drawing an analogy between 
operating an industrial process and driving a car. Objectives in driving a car are to 
keep the vehicle on the the roadway, near the center of the lane, and to provide a 
smooth ride. Occasionally, drivers must function in a corrective mode; for example, 
when another car stops suddenly or when a tire goes flat. Under this analogy, the 
need for both process steering and removal of disturbances is summarized in the 
statement: "You can't drive a car with SPC and you can't 'fix' it with automatic 
control." 
In brief, .ASPC reduces predictable quality variations using feedback and feed­
forward techniques and then monitors the complete system to detect and remove the 
unpredictable root causes of variation. 
There are two essential characteristics a process must possess if the algorith­
mic (i.e., control) portion of .4SPC is to be successful; First, it must be possible 
to use past process data and covariates to construct a good predictor of future pro­
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cess performance. Second, there must be available a compensatory variable whose 
adjustment will have a predictable effect on the performance property of interest. 
Obviously the philosophy of making compensatory adjustments is quite different 
from that of currently popular statistical process control. SPC aims to identify and 
remove the root causes of process variation, while compensatory actions "often serve 
as bandaids that hide things that should be changed at the process level" (MacGre-
gor, 1987). However, .ASPC does not ignore quality improvements attainable through 
eliminating of root causes of variability; rather, it advocates that compensatory ad­
justments be applied in conjunction with, rather than in competition with traditional 
SPC. 
2.3 Relevant Past Work 
There is a large literature concerning control of stochastic systems and this is 
relevant to the algorithmic part of .ASPC. Classic references are Astrom (1970) and 
Box and Jenkins (1976). A quite separate body of literature is that of SPC. Early 
developments in quality monitoring are due to Shewhart (1931) and an often cited 
text is that of Duncan (1974). 
One result of the present U.S. emphasis on quality improvement has been a 
marked interest in a possible marriage of SPC to automatic control. In the discus­
sion following an early paper by Box and Jenkins (1962), J.H. VVestcott remarks, 
"Speaking as a control engineer, I ...welcome this flirtation between control engi­
neering and statistics. 1 doubt, however, whether they can yet be said to be 'going 
steady'." 
The surge of activity relating SPC to automatic control in the early 60s was not 
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sustained and while talk of a possible marriage is not new, the specific suggestion to 
superimpose statistical process monitoring on a closed loop system appears to be quite 
recent and certainly opens up new lines of research in the area of quality improvement. 
Tucker, Faltin and Vander Wiel (1990) include an overview of statistical and control 
theoretic literature applicable to developing ASPC methods that rely on fundamental 
concepts from both fields. MacGregor (1987) and MacGregor and Harris (1990) 
seem to be the first to suggest to the SPC community that SPC charts be used 
to monitor the performance of a controlled system. Box and Kramer (1990) give 
overview descriptions of both stochastic control and SPC, delineating their similarities 
and differences. 
One interesting point of overlap occurs when 
• control actions affect process output only in the immediately succeeding period, 
• process noise is modeled as a first order integrated moving average, 
• a fixed cost is associated with taking any nonzero control action, and 
• additional costs are assessed in proportion to the squared deviation of the out­
put from target. 
In this case, the optimal (minimum expected cost) strategy is to adjust the process at 
the signal of an exponentially weighted moving average (EWM.A) chart by an amount 
which will offset the EWMA predictor. This so called machine tool problem, is one 
of two discussed by Box and .Jenkins (1963). The problem demonstrates a point of 
overlap where an optimal control scheme can be implemented with a standard SPC 
chart. However, the aim of ASPC is to use these two methodologies to perform the 
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separate functions of control and monitoring respectively. Thus, from the perspective 
of the machine tool problem, one would still have SPC charts in place operating in 
conjunction with the SPC like control rule. This emphasis on integration, as applied 
to quality improvement, appears to be quite new to both SPC and engineering control. 
A general result encompassing the machine tool problem as a special case was 
proved by Bather (1963) in a foundational paper linking optimal control and SPC, 
.An even earlier paper in this arena is that of Barnard (1959) who was among the 
first to suggest that the usual practice of making process adjustments at the signals 
of control charts, while simple, can be improved upon under a reasonable model for 
a wandering industrial process. He linked the problem of optimal control to that of 
estimating the current process mean and suggested that it may be useful to view the 
primary function of a control chart as providing an estimate of that mean. 
More recently, exact calculations of the control limits for the machine tool prob­
lem were given by Crowder (1986). Extensions to this problem have been studied 
by Adams and VVoodall (1988), Jensen (1989) and Kramer (1989). Taguchi (1985) 
describes a method for on-line process control under similar conditions to those of 
the machine tool problem. 
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3. A BATCH POLYMERIZATION PROCESS 
3.1 Process Description 
In a commercial scale process which produces a polymer resin used in many 
familiar consumer products, polymerization occurs in 5 batch reaction lines running 
in parallel and sharing common raw materials. The reactors run asynchronously, 
with each batch cycle consisting of the following steps: charge the reactor, run the 
reaction, empty the reactor contents into a holding tank for subsequent processing, 
engage cleaning procedures, and recharge to begin the next batch. Intrinsic viscosity, 
a key quality characteristic of the polymer, is measured upon the completion of each 
batch. The measurement process introduces modest analytical error; turnaround 
time is such that the viscosity measurement from the most recent batch produced in 
a given reactor is usually, but not always, available when that reactor is prepared for 
a new batch. 
The objective of this study is to minimize viscosity variation about a target 
level of 100 (coded) viscosity units. To this end, process measurements from previ­
ous batches can be used to adjust the amount of catalyst added to future batches. 
Nominally, .50 (coded) gallons are needed to attain the target viscosity. Traditionally, 
the exact amount of catalyst added to a particular batch was determined by experi­
enced operators, based upon their observations and good judgement, together with 
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some general guidelines provided by the responsible manufacturing engineer. More 
recently, however, a Shewhart chart approach has been used. 
Under the Shewhart scheme, stepped adjustments to catalyst were made in re­
sponse to out of control signals from an "X chart" (a plot of viscosity vs. time) 
kept for each reactor. The amount of catalyst added was left unchanged until an 
out of control condition was signalled by the chart at which time the catalyst level 
was increased or decreased by one gallon depending upon whether the viscosity was 
below or above the target value of 100. One gallon increments to the catalyst level 
were loosely based on a rule of thumb stating that every additional gallon of catalyst 
added increases viscosity by 0.75 units. 
On occasion, the Shewhart adjustment scheme was preempted by the operators. 
This happened, for example, when converting production from standard viscosity 
(target = 100 units) to low or high viscosity (97 or 103 units) or when a very extreme 
viscosity measurement was reported by the quality laboratory. 
The site maintains a database containing measurements for a large number of 
process variables. Many of these measurements are acquired by computer polling of 
remote sensors. .Available measurements include 
1. gallons of catalyst added, 
2. amounts of other chemicals loaded into the reactor, 
3. temperatures at various times throughout the reaction, 
4. other variables indicating the rate of reaction, and 
5. levels of several chemicals recovered in solution after the reaction. 
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Discussions with the manufacturing engineer pointed to two types of correlation 
likely to be present among viscosity measurements—autocorrelation over time on a 
given reactor, and cross-correlation among reactors. These correlations stem from 
several factors. First, mechanical considerations prevent a reactor from being fully 
emptied between batches. The presence of leftover "heel" material makes it reason­
able to expect intrinsic viscosity to exhibit serial correlation on each reactor. More­
over, economic and environmental considerations necessitate the recovery and re-use 
of certain reaction components (e.g., solvents). Introduction of recycled raw materials 
into the storage tanks has the potential to induce a measure of longer term process 
drift. In addition, the fact that all five reactors draw from large common sources of 
raw materials, suggests that cross-correlations will exist between batches produced 
by different reactors and autocorrelations will exist among batches produced by a 
common reactor. Finally, empirical evidence suggests that there are almost always 
hidden factors such as environmental conditions and maintenance schedules which 
promote such correlations, as well. 
Both autocorrelation and cross-correlation are easily observed in plots of viscosity 
data. For example, autocorrelation is seen in Figure .3.1, a time plot of polymer 
viscosity corrected to show what would have been obtained had the catalyst addition 
been held constant at the nominal level of 50 gallons. All figures and tables in this 
paper are constructed from data on one of the standard sized reactors representative 
of the other four lines. 
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Viscosity versus Time With Catalyst Held Constant 
Vlmco#!^ 
100 
85-1 
50 75 0 25 100 
Time 
Figure 3.1: Viscosity verses time with catalyst held constant 
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3.2 Model Formulation 
The overview of the polymerization process given in Section 3.1 suggests a ten­
ta t ive  mode l  fo r  t he  measured  v i scos i ty  o f  ba tch  t \  
+/< + (( (3.1) 
where 
yi = viscosity deviation from 100 units, 
= catalyst deviation from nominal (50 gallons) 
determined after completion of batch ^ - 1, 
= iid batch to batch extrinsic error, e.g., measurement error, 
- iidN(O.tr^), 
= autocorrelated intrinsic error (persistent error) 
= m-1 + 
ai iid N(0,(Tg) and independent of /(. 
The model describes generation of viscosity measurements on a given reactor. In 
order to simplify modeling effort, cross-correlations among the reactors were initially 
ignored. In words, the model states that 
viscosity = catalyst effect i- uncorrected intrinsic error -f persistent extrinsic error 
The model gives consideration to three factors mentioned in the process description: 
1. autocorrelation of viscosity measurements, 
2. modest measurement error, and 
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3. a linear relationship between the amount of catalyst added and viscosity (as 
suggested by the rule of thumb which also suggests 0.75 as the value for /3.) 
Autocorrelated error, is modeled using one of the most elementary time se­
ries models, a first order autoregressive sequence. The correlation structure of is 
characterized by the parameter p (|/j| < 1). In particular, corr(eg, 
The appendix shows that model (3.1) can be reparameterized as 
n - B B )  
where B  is the backshift operator { B x i  = and 
ei iid N(0, erf ). 
This representation is that of a simple autoregressive moving average transfer function 
(ARM.A.X) model which can easily be fit by many standard time series packages 
including, for example, SAS/ETS (1984) and BMDP (1983). Relationships between 
the parameters in representations (3.1) and (3.2) are given in the appendix. 
Model (3.2) was the first and simplest model proposed to describe fluctuations in 
viscosity. Residual analyses from this model gave no reason to contemplate a higher 
order time series model. But since process data is readily available on many variables 
in addition to viscosity (j/^) and catalyst (u^_j), other models were fit incorporating 
various supplementary measurements. Some models were designed to capitalize on 
between reactor correlation; others used more of the available information from a 
single reactor. However, with the data at hand none of the extended models was able 
to produce a substantial increase in explanatory power over the simple model (3.1), 
so this is the only one considered in the remainder of this paper. 
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Table 3.1: Conditional least squares estimates for the 
model given by (3.2) 
13 P 6 àe 
1.087 0.859 0.164 2.798 
(0.223) (0.071) (0.122) (0.192) 
Table 3.2: Parameter estimates for the model given 
by (3.1) 
i3 P àa rf 
1.087 0.859 2.334 1.222 
(0.223) (0.071) (0.385) (0.377) 
3.3 Model Fitting 
Viscosity and catalyst measurements were obtained from approximately 450 
batches of product dating from May 21 to June 6, 1988. A nominal catalyst level 
of 50 gallons was specified in Section 3.2; however, this was not available from engi­
neering considerations but represents average catalyst additions during time periods 
for which the target viscosity was 100 units. Since the average attained viscosity 
during these periods was very near the target value, a nominal catalyst level of 50 
gallons should allow equation (3.2) to give an adequate description of the polymer 
production process even though no intercept term is included. 
Parameters in representation (3.2) were estimated using the conditional least 
squares algorithm of the .A RIM A procedure in SAS/ETS (1984). Table 3.1 shows 
parameter estimates obtained from the data set of Figure 3.1; standard errors are 
given in parenthesis. Results for the other two standard sized reactors were quite 
similar. 
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Table 3.3: Compromise parameter estimates 
iS P e 
1.5 0.80 0.22 
From the relationships (given in the appendix) between the sets of parameters 
in representations (3.1) and (3.2) one can obtain estimates and a standard errors 
(via second order Taylor series expansions) for the parameters in the original process 
model (3.1). These are shown in Table 3.2. 
The estimate of (ry agrees quite favorably with an independent study of the 
laboratory measurement error which gave ây = 1.2. It is also interesting to compare 
the above estimate of 3 with the rule of thumb which suggested a value of 0.75. If 
the "true value" is near 1.1, then the rule of thumb is conservative; that is. it would 
lead to under-adjustment. 
.After the initial model formulation and analysis, several data sets from a 6 
month period in 1988 were analyzed to validate and refine the initial parameter 
estimates. Of course, estimates varied somewhat over the different sets of data and for 
different reactors. However, the model (3.1) seemed to give a reasonable description 
of the process over a long period of time. Table 3.3 displays compromise parameter 
estimates of .'3, p and 9 used to specify the minimum MSE control rule described 
below. The estimates are weighted averages of estimators obtained from the various 
data sets. Note that â = I..5 reported in Table 3.3 is more than 2 standard errors 
larger than reported in Tables 3.1 and 3.2. The larger value is more consistent 
with estimates obtained from most of the other data sets used in determining the 
compromise parameter estimates. 
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3.4 Process Control 
3.4.1 Optimal control 
An alternative to the Shewhart chart control scheme which had been used on 
this process (Section 3.1), is to optimize control actions with respect to a given 
criterion. Optimal schemes often account for (i) costs associated with deviations of 
the controlled variable from its target value and (ii) costs incurred because of the 
control action. In this study a moderate change in the amount of catalyst added 
represents negligible cost (or savings) when compared to the cost incurred by a batch 
of off target material. For this reason, the mean square deviation of viscosity from its 
target value (MSE) seems to be a reasonable criterion by which to compare control 
rules. 
Hence, a reasonable goal is to specify the amount of catalyst to be added in 
period t (based on previous catalyst and viscosity measurements available when the 
catalyst decision is made) in such a way that MSE(y^) is minimized. Recall from 
Section 3.1 that, due to laboratory processing time, the viscosity measurement from 
the most recent batch on a given reactor is not always available when the next catalyst 
decision is being made. However, measurements from two and more periods back are 
virtually always available. In the next section, the minimum MSE control rule is 
developed under the assumption that the last viscosity measurement is available. 
Section 3.4.3 treats the more general case allowing for laboratory delays. 
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3.4.2 Minimum MSB feedback control (no laboratory delay) 
In this section, a minimum MSE control rule is given for the process model (3.2) 
under the assumption that the most recent viscosity measurement is available. That 
is, a function g is specified so that if one sets ^t-3>..., 
• • •) then the resulting will have the smallest possible MSE. 
The standard texts by ,\strom (1970) and Box and Jenkins (1976) give solutions 
to the minimum MSE feedback problem for the general ARM AX model. The solution 
illustrates a relationship between optimal prediction and control known as certainty 
equivalence. In the present context, certainty equivalence holds if the optimal control 
rule may be obtained by setting the best output predictor equal to zero and solv­
ing for the control action. Barshalom and Tse (1974) give necessary and sufficient 
conditions for certainty equivalence to hold for a large class of control systems. The 
derivation in the appendix demonstrates the basic ideas involved and shows that if 
laboratory delays were were never encountered, then the following so-called pure 1-
step adjustment rule would be the minimum MSE rule for model (3.2) or equivalently 
for the original model (3.1): 
The adjustment is a simple linear function of the catalyst added to the previous batch 
and the previous viscosity measurement. Substitution of (3.3) into (3.2) reveals that 
this control action results in the closed loop process yf = 
Using Table 3.3, the estimated pure 1-step rule is 
That is, the catalyst addition should deviate from its nominal value by 80% of the 
U f _ i  = 0.8U^_2 - O A y i _ i .  
205 
Table 3.4: Algorithm for 
Previous rule U t - l  Available: 1-step rule 
ui_2- 1-step put-2-{p 
ut-2'' 2-step 
U{_'y. 1-step P H - 2  - { p -  + h t - 2 ) l ^  
«<_2- 2-step 
2-step p n t - 2  - i P ~  ^ ) i ^ l p ) \ ^ t - 2  -  m-gl - i p -  + hi-2)l'^ 
yt. — \ Not .Available: 2-step rule i 
U f - O '  1-step m-2 
U(_2: 2-step 
W(-3: 1 step - { p -  ^ ) p y t - 2 l ^  i 
H(_2: 2-step 
2-step P H - 2  -  i p  -  ^)("«-2 -  P ' ^ i - 7 , \  - { P  -  ^) p y t - 2 l ^  !  
last deviation minus 0.4 times the last viscosity deviation. This control algorithm has 
at least two advantages over the Shewhart chart approach described in Section .3.1. 
The rule is at least as simple and it should reduce viscosity variability even further 
than the Shewhart approach. 
3.4.3 Minimum MSE control nhen measurements are delayed 
Tucker (1990) describes how to implement minimum MSE control rules for gen­
eral .A RM AX systems with variable delays. His application is also the polymerization 
process discussed in this study. Table 3.4 is taken from Tucker (1990) and gives the 
complete minimum MSE control algorithm when viscosity measurements are poten­
tially delayed. 
The basic idea in deriving the control rule specified by Table 3.4, is to properly 
use all of the available data so as to make MSE(i/^) as small as possible in any 
given time period. In particular, whenever the most recent viscosity measurement is 
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available, it is possible to use a so called 1-step rule producing = ei, which from 
(9.7) in the appendix is best in terms of MSE. If viscosity measurements are available 
for batches t — 2 and earlier, but not for batch ( - 1, the best one can do is use a so 
ca l l ed  2 - s t ep  ru l e  wh ich  r e su l t s  i n  y i  =  e i  +  { p  -
The first column of Table 3.4 gives 3 different 1-step rules depending upon what 
information has been available in the recent past. The second column gives the 
corresponding 2-step rules. For full details on how to derive this table see Tucker 
(1990). To give the flavor of the reasoning involved, the second entry in the table is 
derived in the appendix. 
3.4.4 Comparison of control strategies 
If catalyst additions have a linear effect on only the immediately succeeding 
viscosity measurement with gain 3, then historical data can be used to determine the 
viscosity deviation from target that would have been obtained had the catalyst 
deviation from nominal been held at some value rather than its actual value 
«/_!• The calculation is simply 
TJL = YI - «^_I) (3.4) 
Figure 3.1 was constructed using this equation with ^ = 0 on the assumption 
that the estimated value 3 = 1.5 is correct. Similarly, Figure 3.2 shows what would 
have resulted from applying the estimated pure l-step minimum MSE policy over 
the same period. Table 3.5 gives a numerical comparison of root mean square errors 
(RMSEs) obtained under four types of control; no control, actual control by a skilled 
operator, estimated pure 1-step control and estimated pure 2-step control. The data 
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Table 3.5: Root mean square errors under four types of 
control 
None Actual Pure 1-step Pure 2 step 
6.00 4.15 2.96 3.66 
used to construct Table 3.5 is the same as displayed in Figures 3.1 and 3.2. Estimated 
control rules were based on the parameter estimates from Table 3.3. 
Table 3.5 shows that the operators were able to reduce viscosity deviations from 
target by about 30% over what would have resulted from no adjustments to catalyst. 
However, if it were possible to apply the pure I step rule, one could expect a roughly 
20% further reduction. Since occasionally viscosity measurements are not available 
from the immediately preceding batch, the 1-step results are probably somewhat 
optimistic. The RMSEs for pure 2 step rules give worst case estimates of what would 
result from using the control algorithm given in Table 3.4. It is comforting that even 
this worst case appears to be at least as good as the viscosity control attained by the 
skilled operators. 
3.5 Putting the SPC in ASPC 
Section 3 has thus far been concerned with the "algorithmic" part of ASPC as 
applied to a polymerization process and most of the preceding activity represents 
a fairly straightforward implementation of techniques from the fields of time series 
analysis and stochastic control. Nevertheless, the work is somewhat novel in that 
the application is concerned with product quality in contrast to more usual control 
applications dealing with process variables such as feedrate and oxygen concentration. 
Section 2 stressed that .ASPC seeks to integrate ideas from both automatic control 
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Viscosity versus Time Under 1 —step Control 
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Figure 3.2: Viscosity verses time under pure 1-step minimum MSE control 
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and traditional SPC. In ASPC, the role of statistical monitoring is to detect and signal 
when operation of the closed-loop process is not consistent with the estimated model 
and control algorithm. This section presents a CUSUM monitoring chart developed 
for the polymerization process operating under algorithmic control with the goal of 
detecting a particular kind of root cause of variation-namely a step change in the 
level of the underlying process. 
3.5.1 A process step change 
Returning to Figure 3.1 showing viscosity measurements that "would" have re­
sulted from holding catalyst constant, one might wonder whether the abrupt down­
ward shift beginning at period 84 in the sequence, is evidence of a fundamental change 
in the polymerization process. X change of this nature could, for example, be due 
to re-supplying the large holding tanks of raw material feeding the reactors. With 
the new material, perhaps the nominal amount of catalyst required to produce the 
target viscosity has changed. 
Two significant questions in monitoring a closed loop process are evident: (i) 
How is information about underlying changes in the process reflected in the se­
quences of control actions and process output?" and (ii) "How can this information 
be best used to detect process changes?" To illustrate, the apparent step change in 
the "no control" viscosity sequence plotted in Figure .3.1 appears as a filtered change 
under 1-step minimum MSE control as shown in Figure 3.2. Obviously, the effect of 
control actions needs to be taken into account by an effective monitoring scheme. 
For purposes of discussion, suppose that the process is given by (3.2) with known 
parameter values as given in Table 3.3. However, suppose that, beginning with 
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period 84, the mean has shifted by an amount 8 ,  That is, the correct model is 
=  6 l [ i  > 84] + (3.5) 
where 
I [ t > S A \  = 0, iff < 84 
= 1, iff >84. 
.Also assume that laboratory measurements are always available after 1 period so 
that the pure 1 step minimum MSE control rule (3.3) is always used. In this case 
(3.3) shows that it is possible to reconstruct the output sequence from the control 
sequence For practical purposes, the converse also holds since has an 
infinite moving average representation in terms of yi. In other words, since the control 
rule is known, each series contains exactly the same information and hence it suffices 
to consider only one of them. In what follows, only the output series yi is used as 
data. However, account is made for the fact that the process is operating under a 
known control algorithm. 
Substituting the pure 1-step minimum MSE control rule (3.3) into (3.5) and 
simplifying shows that the closed loop process output is given by 
y t  = d t - S 4  + (3.6) 
where the deterministic sequence of means di is 
^ "I-
Hence, Figures 3.1 and 3.2 demonstrate two ways of looking at a step change 
in the process. In Figure 3.1 the mean of the plotted points changes at period 84 
from 100 to a constant new level 100 + 5. However, the points plotted are serially 
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correlated with known covariance structure: that of an autoregressive moving average 
process of order (1,1). In Figure 3.2, the plotted points are serially independent with 
mean 100 before batch 84 and with a patterned mean after batch 84. Independence is 
obtained because the process is operated under minimum MSE control; the patterned 
mean arises because the step change is passed through the inverse filter of the process 
innovations. 
Equation (3.6) shows that the mean of the (pure 1-step) minimum MSE con­
trolled process follows the solution di to the deterministic difference equation (3,7). 
It is easy to verify that the solution is 
dl =0, if < < 0 
Note that d ^  =  6  and thereafter the process mean decays exponentially to a new level 
doc = <!'( I - p)/(l -  ^ ). Using the estimates from Table 3.3 as parameters produces 
drxj = (0.256)6. Thus an underlying step change in the process level is partially, 
though not completely, compensated by the ( 1-step) minimum MSE controller.^ 
3.5.2 CUSUM monitoring chart 
Equation (3.6) shows that even during a step change in the underlying process 
the closed loop output is serially independent when pure l-step minimum MSE control 
is used. Pure 1-step control is the usual mode of operation since only occasionally are 
^Conventional practice of engineering control would use the potential for step 
changes to justify an integral term in the controller [e.g., replacing p with I in equa­
tion (3.3)] to give long run compensation for a level shift. However, since in this 
application of ASPC we desire to detect and hopefully remove any step changes we 
do not incorporate integral action and we leave the detection of step changes to the 
monitoring system discussed in Section 3.5.2. 
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viscosity measurements delayed for 2 periods in the analytical laboratory. Following 
a level shift, there is a short transient period after which the output mean stabilizes 
at a new level (/oo Aside from the transient period and occasional departures from 
pure l-step minimum MSE control, this is a scenario in which CUSUM charts per­
form well. Since plant personnel were already familiar with CUSUM charts, it was 
natural to introduce a CUSUM monitoring scheme for the algorithmically controlled 
process. Other equally valid alternative SPC charts for this situation would be an 
exponentially weighted moving average (EVVMA) chart or a Shewhart X chart with 
supplemental runs rules. The latter in particular would give some degree of protection 
against a change in the innovation standard deviation CTQ. Indeed, we were reminded 
by a referee that one should be on guard against process shifts other that changes in 
level. In particular, it would be prudent in this application to more directly monitor 
(Tg via, say. a moving range or moving standard deviation chart. 
CUSUM chart design followed the recommendations of Lucas (1976) who uses 
low side and high side statistics defined respectively as 
L i  -  m a x ( 0 , -  A - +  
Hi = niaxfO, - À;+ //,!_ []. 
signal is given if either Li or exceeds a bound, h. Following Lucas (1976), 
CUSUM chart parameters h = 9.45 and k = 1.4 were selected to rapidly detect a 
"I standard deviation" (<re) shift of size d^xi = 2.8 in the output mean; however, 
this requires some interpretation. .As shown above a shift of size 8 in the underlying 
process, results in a steady state shift in the closed loop process of size doo = <5(1 -
p)/(I - 6). For example, by employing the values given in Table .3.3 in this result, a 
steady state shift of doo - 2.8 would result from a shift in the underlying process of 
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size S — 10.9, a dramatic change in viscosity. 
The CUSUM has proved functional by drawing attention to the need for contin­
ual process improvement. Its signals flag specific batches of products and periods of 
time which should be investigated in the effort to eliminate quality shifts. 
3.6 Implementation and Benefits 
The progression of activity in the polymerization application may be summa­
rized as follows: After forming a process model from discussions with knowledgeable 
process engineers, the model was reparameterized into an A RM AX form as given 
in (3.2). Since the model fit actual data well, a minimum MSE control algorithm 
was developed as if the estimated model were correct. Algorithm development was 
complicated by the fact that viscosity measurements from laboratory analyses may 
be delayed by either 1 or 2 periods. The control algorithm was applied to historical 
process data, and this cross-validated its effectiveness. Next, a CUSUM monitoring 
chart was developed for use on the process running under algorithmic control. The 
chart is intended to detect a step change in the nominal catalyst level necessary to 
attain the target viscosity. One advantage to using a CUSUM in this application is 
that the process operators were familiar with CUSUM monitoring schemes. 
Since installing the optimal control policy and the CUSUM monitoring chart, a 
3.5% reduction in off-specification material has been realized at the reaction stage of 
this process. An even greater reduction has been experienced down line in the final 
product. .Although plant personnel attribute much of the improvement to the instal­
lation of the ASPC system, some of the credit is probably due to other concurrent 
changes made to the process. 
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Initially, only the adjustment algorithm of Table 3.4 was implemented on one 
reactor for a trial period. However, the results were so favorable that management 
immediately requested that the algorithm be applied to all five reactors. CUSUM 
monitoring charts were installed somewhat later after observing that changes in the 
process could cause the adjustment algorithm to persistently underestimate (or over­
estimate) the amount of catalyst necessary to produce on target viscosity. Typically 
the CUSUM chart has signaled due to apparent shifts in this nominal level and causes 
for these shifts are being sought. However, in the meantime, when a shift is diag­
nosed. the adjustment algorithm is re-tuned. That is, the nominal used in calculating 
catalyst deviations, is redefined. Of course, it is desirable not to have to do 
this tuning and this has provided incentive to search for removable causes of these 
step changes. 
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4. APPLICATION GUIDELINES 
This section outlines a general methodology recommended for implementing 
ASPC on typical industrial processes. For a more thorough description and jus­
tification of this procedure see Tucker, Faltin and V'ander Wiel (1990). Box and 
MacGregor (1974, 1976) give other pertinent results. By way of introduction, recall 
the two necessary conditions for success in applying algorithmic control as given in 
Section 2: 
• ability to predict future process performance, and 
• availability of compensatory variables. 
The four step procedure is: 
1. Develop a time series transfer function model for the process output including 
the effects of past performance, control actions and relevant process measure­
ments for possible feedforward control. This involves identifying process orders 
and delays and estimating model parameters. 
2. Next, based on pertinent costs, design a control rule for the estimated model. 
.'3. .Along with installing the control rule, put in place SPC charts to monitor the 
closed loop process. The SPC charts should signal if the process and controller 
are no longer operating as expected from the identification and estimation stage. 
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4. When a monitoring signal occurs, search for an assignable cause and, if feasible, 
remove it. If no cause is found or the cause cannot realistically be removed 
it may be necessary to re-estimate system parameters or even re-identify the 
process form and orders. If the process was re-estimated, return to step 2. 
One general comment about this methodology is that it implicitly assumes the 
system can be adequately modeled and controlled for stretches of time, as if it were 
time invariant. If this is not the case then process control and monitoring could 
indeed be very difficult. For an extreme example see Caines and Chen (1982). 
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5. A RESEARCH NEED 
Step 3, process monitoring, represents a fertile research area. A monitoring 
scheme should, at the very least, signal when off-target costs and control costs differ 
greatly from those expected if the system were estimated correctly and the controller 
were functioning as intended. However, just what kinds of monitoring charts are 
appropriate remains an open issue. 
In the polymerization application, it was reasonable to use a CUSUM chart to 
monitor process output since when a 1-step minimum MSE rules is used the output 
should be white noise and an underlying level shift results in an output mean step shift 
(except for a short transient period) . However, due to possible delays in obtaining 
measurements, it is not always possible to use a I-step adjustment rule. When 2 step 
rules are used, the process output becomes a moving average of two innovations and 
hence there is some correlation in the output sequence. In this case, straightforward 
application of, say, a CUSUM or EVVMA chart may, for a given false alarm rate, 
provide less power for detecting process changes and perhaps another monitoring 
method would be better. For example, it might be better to filter the process out­
put to obtain the uncorrelated innovation sequence and then monitor this sequence 
with standard SPC charts such as CUSUM, EVVMA, Shewhart X with supplemen­
tary runs rules, moving range and moving standard deviation charts. If laboratory 
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measurements were always delayed by, say, c > 1 periods, another alternative would 
be to examine the correlation structure of the algorithmically controlled process since 
autocorrelation at lags beyond c is evidence that the process is not under minimum 
MSE control; see Astrom (1970, Chapter 6.4). 
We feel the general area of monitoring processes under algorithmic control is an 
important research need for ASPC. Some control engineers have studied this area 
and Basseville (1988) reviews some of this literature. Further papers and many more 
references may be found in the collection by Basseville and Benveniste (1986). 
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6. SUMMARY 
ASPC represents a proactive approach to quality improvement in which concepts 
from automatic control are joined with ideas from SPC. Variations in product quality 
are then reduced in two ways: (1) through algorithmic compensation for predictable 
quality deviations and (2) through elimination of root causes of variability as signaled 
by statistical monitoring charts. Engineering control and SPC have for the most part 
developed in isolation from one another. However, we advocate integrating tools 
from both fields so as to yield quality improvements both by removing sources of 
variability and by compensating for predictable process deviations from target. 
Application of ASPC to a polymerization process has resulted in a 35% reduction 
in off specification material. In this study, changes to the chief quality characteristic, 
viscosity, were made by adjusting a compensatory variable, the amount of catalyst. A 
minimum MSE control algorithm was developed for this process and then the closed 
loop output was monitored by a CUSUM chart. Finally, an outline of a general 
ASPC implementation procedure was given and the need for research in monitoring 
algorithmically controlled processes was discussed. 
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9. APPENDIX 
9.1 Equivalence of Models (3.1) and (3.2) 
Model (3.1) can be given the ARM AX representation (3.2) as follows: It is not 
hard to manipulate (3.1) to produce 
y t  =  P V t - l  + .^«<-1 - P ^ ^ t - 2  + + /< - p f t - l -  (9.1) 
Now, define 
h  =  n  +  f t -  P f t - l -
Clearly E{Sf) = 0 and it is easy to show that 
+ (1 + A; = 0 
= —pcrj^, k  =  I  ( 9 . 2 )  
= 0 ,  k  =  2,3,.... 
The covariance structure of is that of a first order moving average process. 
By Theorem 2.6.3 of Fuller ( 1976), an equivalent representation of 8^ is 
6t=et-0et-[, - iidN(0,<T|). (9.3) 
Substituting (9.3) into (9.1) results in 
y t  - P y t - l  = 0 ( ^ t - l  -  P H - l )  + ^t -  ^ ^ t - l  
225 
or, using the backshift operator, 
(9.4) 
where it has been assumed that p is less than 1 in magnitude so that formal 
division by (1 - pB) is valid when random variables are defined as limits in mean 
square. Representation (9.4) is the same as that given in equation (.3.2). 
9.2 Expressing and (T J  in Terms of p and (t| 
From (9.3) above, it is easy to see that 
E {6iSi - k )  = (l-f(9^)cr|, k  =  0  
=  k  = 1 (9.5) 
= 0, A: = 2, 3,.... 
Setting these expressions equal to those in (9.2) and solving for Œy and cr^ gives 
') „  0  .  
aj = BCTQIP 
and 
trj = [1 + - e{p~^ + p)\(TI. 
9.3 Derivation of Pure 1-step Minimum MSE Control Rule 
The minimum MSE 1-step ahead predictor for yi may be written 
y t  =  p v t - i  +  ' ^ ( " < - 1  -  m - 2 )  -  ( 9 . 6 )  
Multiplying (3.2) by ( I - p B )  shows that 
yt = yt + 
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Since the control rule is allowed to depend only on previous controls and previous 
viscosity values and since the sequence is independent, yi and are independent. 
Thus, since E{yi) = E{yi), 
M S E { y t )  =• + var(i/^) (9.7) 
= [ E { y t ) ] ^  +  v a r i y i )  +  < ^ 1 -
Hence, setting yt = 0 minimizes MSEj/^. That is, certainty equivalence holds. Set­
ting (9.6) equal to zero and solving for results in 
»(-l = P H - 2  -  i p ! l ^ ) y t - \  +  (9.9) 
Substituting (9.9) into (3.2) results in 
y t  =  e / .  
Therefore, if the previous catalyst decision (u(_2) was based on (9.9), then we have 
yt-\ = and (9.9) reduces to 
" t - l  =  P -
which is equation (3.3). 
9.4 Derivation of the Second Entry of Table 3.4 
Suppose that is available so that one seeks to make y^ = e^, and suppose 
that a 2 - step rule was used for batch / - 2 and a 1-step rule was used for batch t - 3. 
The 2-step rule applied to batch t - 1 will have resulted in 
y t - l  =  + ( p  -
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Likewise, the 1-step rule applied to batch t — 2 will have produced 
y t - 2  =  m - 2 -
Solving for in terms of observed quantities gives 
e t - i  =  V t - l  - { p -  ^ ) y t - 2 -
Substituting this into (9.9) and simplifying gives 
n - i  =  m - 2  -  ^ ^ < - 1  +  ^ y t - 2 )  
which is the second entry in Table 3.4. 
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GENERAL SUMMARY 
Four aspects of the monitoring and control of certain univariate dynamic sys­
tems were discussed in this dissertation. Part I studied discrete adjustment of a 
simply modeled machine tool. Part 11 considered the monitoring of an autoregressive 
moving average transfer function (ARMAX) system under feedback control. Part III 
described a generalization of the usual Markov chain method which has sometimes 
been used to approximate average signaling times for cumulative sum (CUSUM) and 
and exponentially weighted moving average (EWMA) monitoring schemes under iid 
process models. Finally, Part IV presented basic concepts and an application of al­
gorithmic statistical process control (.4SPC). These parts are summarized more fully 
below. 
In Part I a machine control problem studied by Bather (1963) and Box and 
Jenkins (1963) was revisited. The problem concerned cost optimal adjustment of 
a process modeled as a random walk observed with measurement error. Costs were 
assessed in each period according to the magnitude of the deviation of the true level of 
the process from its target value. Additionally, a fixed amount Ka was assessed in any 
period during which a nonzero adjustment was made. The new contribution of this 
paper to the literature was that process adjustments were constrained to be integer 
multiples of a number 6 representing the magnitude of the smallest possible nonzero 
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adjustment. After discussing related literature and a relevant machining application 
at Deere and Company the discrete adjustment problem was formally stated and 
analyzed. It was shown that an optimal adjustment in the <th period of an n-period 
control problem is zero or <~0^_y> according to the sign of where 
\ is the conditional mean of the process deviation from target given the observed 
measurements through period t - 1 and gi{0) is a sequence of recursively defined 
functions. 
If (e.g.) is monotone in |é^| then an optimal adjustment in period 
( - 1 (based on all observations available through that period) is 
«<-1 = 0' if 
= if 
where the deadband limit is a positive root of = 0. 
The limiting behavior of the optimal adjustment policy as the length of the 
production horizon approaches infinity was also studied. Conditions were given for 
uniform ciiavergence of the functions gi{9) and hence of the deadband limits 
When these converge, an optimal infinite horizon adjustment policy has a simple 
form as in the above equation but where the deadband limits do not depend on the 
p e r i o d  t .  
Part II concerned monitoring to detect abrupt changes in a closed loop ARM AX 
system. For a general ARMAX system under a nearly arbitrary control policy, it 
was shown how an input/output data stream could be transformed to very closely 
approximate the process output which "would" have occurred had minimum MSE 
feedback control been employed. Then, the response of the minimum MSE data 
stream to an underlying step change in level was studied. Several monitoring schemes 
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were derived using likelihood ratio test statistics based on various updatable windows 
of data. For example," one monitoring scheme would signàl at an extreme value of 
the likelihood ratio statistic for testing a null hypothesis of no process shift against 
an alternative hypothesis of a step shift of unknown size occurring in one of several 
of the most recent periods. The statistic was derived using the likelihood for a given 
window of data. For example, one window contained several of the most recent 
process measurements and an EWMA of all previous measurements. 
Several likelihood ratio based monitoring schemes were compared to a CUSUM 
chart and a Shewhart X chart for a particular first order ARM.A.X process studied 
at the General Electric Company. For this application it was shown that in terms of 
the the average time to produce a signal following a level shift, the likelihood ratio 
based monitoring scheme using the data window including an EWMA performed 
comparably to the CUSUM scheme. Likelihood ratio based schemes using other data 
windows and the Shewhart X chart had longer average signaling times for small to 
moderate shifts in level. 
Also for the General Electric application, a comparison was made between two 
types of monitoring schemes intended to detect a shift in the gain parameter relating 
changes in the adjustment variable to changes in the output variable. One of the 
schemes was based on the likelihood ratio test of a null hypothesis stating no change 
in gain versus an alternative hypothesis stating that a step shift in gain of unknown 
size had occurred in one of several of the most recent periods of process operation. 
The likelihood ratio statistic was based on a data window containing the several most 
recent process observations and was compared to a least squares type statistic based 
on the same window of data. 
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The least squares statistic is the maximum magnitude of several linear regression 
( type statistics for testing whether a change in slope occurred at a given period. For 
the application at General Electric, it was shown that the likelihood ratio statistic 
and the least squares statistic have nearly identical properties with respect to the 
average and standard deviation of the time to produce a signal following a shift in 
gain. The monitoring scheme based on the least squares statistic is recommended 
in this case since the statistic is much easier to calculate than the likelihood ratio 
statistic. 
Part III of this dissertation described a Markov chain approach to approximating 
the signaling time distribution for monitoring schemes based upon a few of the most 
recent values from a first order recursive calculation using sequential process data. For 
example, the approach would apply to the likelihood ratio based schemes discussed 
in Part II. First a monitoring scheme was viewed as a continuous state discrete time 
vector Markov process with a single absorbing state corresponding to the monitoring 
signal. Then the continuous stats Markov process was approximated by a finite 
state Markov chain. The absorbtion time distribution for the chain was then used to 
approximate the signaling time distribution for the monitoring scheme. 
Computational results were presented in which the Markov chain approach was 
used to study one of the likelihood ratio based monitoring schemes for the Gen­
eral Electric application discussed in Part II. Signaling time quantiles obtained via 
the Markov chain approximation were compared with those obtained from a Monte 
Carlo simulation. The comparison showed that with a fine enough discretization the 
Markov chain approach can give an accurate approximation. However, the amount 
of computer memory required to store and manipulate the huge transition matrices 
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associated with the Markov chain appears to be too large by present standards if the 
monitoring scheme is based on a data window containing more than 3 entries. 
In Part IV the tools of optimal process adjustment and process monitoring were 
brought together in a single application. The paper discussed the concept of algorith­
mic statistical process control (ASPC) and described more fully the batch polymer­
ization application at the General Electric Company which was referred to in Parts 
II and III. 
ASPC was described as the use of feedback and feedforward techniques to re­
duce predictable quality variations in conjunction with statistical process monitoring 
for the complete system to detect and remove unpredictable root causes of variation. 
Literature relevant to this marriage of engineering control concepts to statistical pro­
cess control (SPC) was reviewed. The application at General Electric was described 
from the model identification and fitting stage through the application of feedback 
control and CUSUM monitoring. A 35% reduction in off specification material and 
the discovery (via the CUSUM monitor) of a leaky valve and an inadequate cooling 
system resulted from this application. 
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