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Abstract
In this paper, we develop a method for the simultaneous estimation of spectral density functions
(SDFs) for a collection of stationary time series that share some common features. Due to
the similarities among the SDFs, the log-SDF can be represented using a common set of basis
functions. The basis shared by the collection of the log-SDFs is estimated as a low-dimensional
manifold of a large space spanned by a pre-specified rich basis. A collective estimation approach
pools information and borrows strength across the SDFs to achieve better estimation efficiency.
Also, each estimated spectral density has a concise representation using the coefficients of the
basis expansion, and these coefficients can be used for visualization, clustering, and classification
purposes. The Whittle pseudo-maximum likelihood approach is used to fit the model and an
alternating blockwise Newton-type algorithm is developed for the computation. A web-based
shiny App found at “https://ncsde.shinyapps.io/NCSDE” is developed for visualization, training
and learning the SDFs collectively using the proposed technique. Finally, we apply our method
to cluster similar brain signals recorded by the electroencephalogram for identifying synchronized
brain regions according to their spectral densities.
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1 Introduction
The spectral density plays an important role in time series analysis in frequency domain. We
suppose that Xt represents a zero-mean, weakly stationary time series with the autocovariance
function γ(h) defined as γ(h) = E(XtXt+h), h = 0,±1,±2, . . . . If the autocovariance function
is absolutely summable, i.e.,
∑∞
h=−∞ |γ(h)| <∞, then the autocovariance sequence γ(h) has the
spectral representation
γ(h) =
∫ 1/2
−1/2
f(ω)e2piiωhdω,
where f(ω) is the spectral density of Xt, which has the inverse Fourier representation
f(ω) =
∞∑
h=−∞
γ(h)e−2piiωh, −1/2 ≤ ω ≤ 1/2.
Given the time series {xt, t = 1, . . . , n}, when γ(h) is replaced by the sample covariance γˆ(h),
the periodogram is defined as
In(ωj) =
n+1∑
h=−(n−1)
γˆ(h)e−2piiωjh, j = 0, 1, ..., n− 1,
which can be calculated as In(ωj) = |d(ωj)|2, where d(ωj) = n−1/2
n∑
t=1
xte
−2piiωjt is the discrete
Fourier transform of xt at the fundamental frequencies ωj = j/n.
However, the raw periodogram is not a consistent estimator for the spectral density of a
stationary random process. One classical method to obtain a consistent estimator is to smooth
the periodogram across frequencies. Yuen (1979) analyzed the performance of three methods of
periodogram smoothing for spectrum estimation. Wahba (1980) developed an objective optimum
smoothing procedure for estimating the log-spectral density using the spline to smooth the log-
periodogram. A discrete spectral average estimator and lag window estimators were introduced
in Brockwell and Davis (2013). Both of the two methods are consistent. Brillinger (2001)
introduced periodogram kernel smoothing. One critical issue in periodogram smoothing is span
selection. Lee (1997) proposed a span selector based on unbiased risk estimation. Ombao et al.
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(2001) proposed using the Gamma-deviance generalized cross-validation (Gamma GCV), and
Lee (2001) proposed a bandwidth selection based on coupling of the so-called plug-in and the
unbiased risk estimation ideas.
Another popular method for spectral density estimation is based on likelihoods. For example,
Capon (1983) used the maximum likelihood method to estimate the spectral density of signals
with noise. In Gu¨ler et al. (2001), the spectral density of brain signal data was analyzed using the
maximum likelihood. The well-known Whittle likelihood was developed for time series analysis in
Whittle (1953), Whittle (1954b), and Whittle (1962). Pawitan and O’Sullivan (1994) proposed
using a penalized Whittle likelihood to estimate spectral density functions. Chow and Grenander
(1985) developed a penalized likelihood-type method for the nonparametric estimation of the
spectral density of Gaussian processes. Fan and Kreutzberger (1998) used local polynomial
techniques to fit the Whittle likelihood for spectral density estimation. We suppose there is
a time series X of length n from a mean-zero stationary Gaussian process with a parametric
covariance function γ(h;θ), where θ is the unknown parameter. If we let Γn,θ be the covariance
matrix of the random vector X, then the likelihood function is
L(θ) =
1
(2pi)n/2|Γn,θ|1/2 exp
(
−1
2
X>Γ−1n,θX
)
,
and `(θ) = −2× logL(θ) is the log-likelihood,
`(θ) ∝ log(|Γn,θ|) + tr
(
XX>Γ−1n,θ
)
.
Whittle (1954a) proposed an approximation of the above log-likelihood function, known as the
Whittle likelihood approximation:
`W (θ) = n
∫ 1/2
−1/2
{
log(fθ(ω)) + In(ω)fθ(ω)
−1} dω, (1)
where fθ(ω) is the spectral density function. For a discrete frequency range, the Whittle approx-
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imation (1) can be written as
`W (θ)
.
= n
∑
−1/2<ωj<1/2
{
log(fθ(ωj)) + In(ωj)fθ(ωj)
−1
}
.
Using the fast Fourier transform (FFT), `W (θ) can be obtained efficiently with only O (nlog2n)
operations.
We apply our method to the neuroscience study of functional connectivity in the brain with
electroencephalgram (EEG) data. The EEG is a method of monitoring spontaneous electrical
activity in the brain over a period of time. EEGs are typically recorded from multiple electrodes,
referred as EEG channels, placed on the scalp. The clustered EEG channels are useful for
understanding how different brain regions communicate with each other. To identify synchronized
EEG channels that show similar oscillations or waveforms, many time series clustering algorithms
have been developed to cluster similar smoothed periodograms estimated from the EEG channels
separately (see Hennig et al., 2015, for some examples).
In this paper, we propose collectively estimating multiple spectral densities that share com-
mon features. The collective estimation was first proposed by Maadooliat et al. (2016) for the
estimation of probability density functions in protein structure analysis. For multiple stationary
time series that may share similar spectral density functions, we propose a nonparametric spec-
tral density estimation approach that minimizes a penalized Whittle likelihood. The dimension
is reduced by representing the raw periodograms on a set of common basis functions while allow-
ing each one to differ by introducing random effects into the model. The collectively estimated
spectral densities can then be used for clustering purposes. Collective estimation is a novel ap-
proach for estimating multiple spectral densities that share common features in a statistically
more efficient way.
The rest of the paper is organized as follows. Section 2 presents the core of the proposed
method. Subsection 2.1 provides the blockwise Newton-Raphson algorithm, and subsections
2.2-2.5 provide the implementation details. Section 3 reports the simulation results to illustrate
the proposed collective estimation approach and to compare it with competitive non-collective
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estimation approaches. The application to EEG data is given in Section 4. Section 5 concludes
the paper.
2 Methodology
We consider a collection of stationary time series, Xis, where i = 1, · · · ,m and X>i =
(Xi1, Xi2, · · · , Xin) with the associated spectral density fi. We want to estimate the spectral
density functions together. The rationale of this collective spectral density estimation approach
is to improve the efficiency of the estimates by using a shared basis to obtain the SDFs.
We assume that each log-spectral density function can be represented by a linear combination
of a common set of basis functions {φk(ω), k = 1, · · · , K}, and that each has its own set of
coefficients. More specifically, we assume that log{fi(ω)} = ui(ω), with
ui(ω) =
K∑
k=1
φk(ω)αik, i = 1, . . . ,m. (2)
Equivalently, the spectral density functions can be written as
fi(ω) = expui(ω) = exp
{
K∑
k=1
φk(ω)αik
}
, i = 1, . . . ,m. (3)
For identifiability, we require that 1, φk, k = 1, . . . , K, to be linearly independent. We would like
K to be a small number so that the number of parameters to be estimated remains manageable
even when we estimate a large number of spectral densities (i.e., when m is large).
In our setting, the basis functions are not prespecified and need to be determined from the
data. To this end, we suppose that these basis functions fall in a low-dimensional subspace of a
function space spanned by a rich family of fixed basis functions, {b`(ω), ` = 1, · · · , L} (L K),
such that
φk(ω) =
L∑
`=1
b`(ω)θ`k, k = 1 . . . , K. (4)
For identifiability, we require that 1, b`, ` = 1, . . . , L, to be linearly independent. A large enough
L ensures the necessary flexibility to represent the unknown spectral densities. For univariate
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cases, the fixed basis can be the monomials, the B-splines, or the Fourier basis. Bivariate splines
can be used as the fixed basis functions for bivariate spectral densities.
To simplify the presentation, we now introduce some vectors and matrices to denote
the quantities of interest: φ(ω) = (φ1(ω), · · · , φK(ω))>, αi = (αi1, · · · , αiK)>, b(ω) =
(b1(ω), · · · , bL(ω))>, θk = (θ1k, · · · , θLk)>, and Θ = (θ1, · · · ,θK). Then, from (2) and (4),
we can rewrite ui(ω) in the vector-matrix form as
ui(ω) = φ(ω)
>αi = b(ω)>Θαi, i = 1, . . . ,m. (5)
One may combine the equations above for i = 1, . . . ,m into a matrix form by evaluating the
log-SDFs over the discrete frequencies ω = (ω1, · · · , ωn˜)>. The m equations given in (5) can be
written as U = BΘA>, where U = (u1(ω), · · · , um(ω)) is an n˜×m matrix that represents the
log-SDFs, B = (b(ω1), · · · ,b(ωn˜))> is an n˜ × L matrix that represents the rich basis functions
at the discrete frequencies ω, and A = (α1, . . . ,αm)
>. The unknown parameters can then
be collectively written as the pair (Θ,A). There is an identifiability issue caused by the non-
uniqueness of the parametrization of (Θ,A). This issue can be resolved by introducing some
restrictions on the parameterization; see subsection 2.5.
We could have used the fixed basis {b`(ω), ` = 1, · · · , L} in (2) and (3); however, that would
be either too restrictive (if L is small) or produce a large number of parameters (if L is large).
Alternatively, if we were to model the individual density functions separately using the fixed
basis {b`(ω), ` = 1, · · · , L}, then we would write
ui(ω) = b(ω)
>ψi, i = 1, . . . ,m. (6)
We let Ψ = (ψ1, . . . ,ψm) be the L ×m matrix of coefficients from the basis expansions given
in (6). By comparing (5) and (6), we obtain Ψ = ΘA>, which is a rank K matrix. Thus, the
collective modeling approach introduces a low-rank structure to the coefficient matrix in the basis
expansion of the log-spectral densities. This dimensionality reduction allows us to significantly
reduce the number of parameters to be estimated and, thus, gain estimation efficiency.
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2.1 Estimation using penalized Whittle likelihood
The periodogram Ii,n is a rough estimate of the spectral density, fi, associated with the time
series Xi observed over n time points:
Ii,n(ω) =
∣∣∣ 1
n
n∑
t=1
Xite
−2piitω
∣∣∣2.
We consider the periodogram at the Fourier frequencies ω = 2piJ/n for J = {−b(n −
1)/2c, · · · , n− bn/2c}.
The Whittle likelihood for estimating m spectral densities has the following form:
`W (Θ,A) =
m∑
i=1
∑
j∈J
{
ui(ωj) + Ii,n(ωj) exp
[−ui(ωj)]}, (7)
where ui(ω) are defined in (5). It is concave in αi when other parameters are fixed and also con-
cave in θk when other parameters are fixed. Applying the roughness penalty approach of function
estimation (Green and Silverman, 1994), we estimate the model parameters by minimizing the
penalized likelihood criterion
−2 `W (Θ,A) + λ
K∑
k=1
PEN(φk), (8)
where PEN(φk) is a roughness penalty function that regularizes the estimated basis function φk
to ensure that it is a smooth function, and λ > 0 is a penalty parameter. The penalty function
can be written in a quadratic form as
K∑
k=1
PEN(φk) =
K∑
i=k
θ>k Rθk = tr{Θ>RΘ}. (9)
Two choices for the penalty matrices (R1 and R2), based on the second derivative of the basis
functions and the difference operator, are given in subsection 2.3.
We use an alternating blockwise Newton-Raphson algorithm to minimize the penalized Whit-
tle likelihood approximation. Our algorithm cycles through updating αi for i = 1, . . . ,m and θk
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for k = 1, . . . , K until convergence. Following the usual step-halving strategy for the Newton-
Raphson iteration, the updating formulas are
αnewi = α
old
i − τ
[
∂2
∂αi∂α>i
{`W (Θ,A)}
]−1[
∂
∂αi
{`W (Θ,A)}
]∣∣∣∣
Θ=Θold,A=Aold
= αoldi − τ
[
Θ>
∑
j
{
b(ωj)Ii,n(ωj) exp
[−ui(ωj)]b(ωj)>}Θ]−1 ×[
Θ>
∑
j
{
b(ωj)− b(ωj)Ii,n(ωj) exp
[−ui(ωj)]}]∣∣∣∣
Θ=Θold,A=Aold
(10)
and
θnewk = θ
old
k − τ
[
∂2
∂θk∂θ
>
k
{`W (Θ,A)} − λR
]−1
×[
∂
∂θk
{`W (Θ,A)} − λRθk
]∣∣∣∣
Θ=Θold,A=Aold
,
= θoldk − τ
[ m∑
i=1
α2ik
∑
j
{
b(ωj)Ii,n(ωj) exp
[−ui(ωj)]b(ωj)>}− λR]−1 ×[ m∑
i=1
αik
∑
j
{
b(ωj)− b(ωj)Ii,n(ωj) exp
[−ui(ωj)]}− λRθk]∣∣∣∣
Θ=Θold,A=Aold
(11)
where τ is the first result from the sequence {(1/2)δ, δ = 0, 1, . . . } such that the objective
function in (8) is reduced. The initial values of the Newton-Raphson iteration can be obtained
by projecting the raw spectral density estimates (e.g., peridograms) to the model space of (3).
2.2 Selecting the tuning parameter
We may select the penalty parameter by minimizing the AIC (Akaike, 1974),
AIC(λ) = −2 `W (Θ̂, Â) + 2 df(λ), (12)
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where `W (Θ,A) is the log-likelihood defined in (7), and the degrees of freedom df(λ) is defined
as
df(λ) =
K∑
k=1
trace
{[ m∑
i=1
α2ik
∑
j
{
b(ωj)Ii,n(ωj) exp
[−ui(ωj)]b(ωj)>}− λR]−1×[ m∑
i=1
α2ik
∑
j
{
b(ωj)Ii,n(ωj) exp
[−ui(ωj)]b(ωj)>}]}. (13)
The parameters in these formulas are replaced by their estimated values. The AIC can be
derived as an approximation of the leave-one-out cross-validation (O’Sullivan, 1988; Gu, 2002).
Selecting the tuning parameter that minimizes the AIC requires training the model for dif-
ferent values of λs and then picking the one that minimizes the criterion function, which can be
very expensive in time. Instead, we present an alternative procedure that updates the value of
the tuning parameter within the Newton-Raphson iterations. This idea has been used in a gen-
eralized mixture model to iteratively update the smoothing parameter (Schall, 1991). Schellhase
and Kauermann (2012) and Najibi et al. (2017) extended this approach for density estimation.
We borrow their formulation, and use the parameter estimates in the ith step to update the
tuning parameter, λˆi+1, through
λˆ−1i+1 =
trace(Θˆ
>
i RΘˆi)
df(λˆi)− (a− 1)
, (14)
where a is the order of the differences (derivative) used in the penalty matrix R (see Section
2.3). From what we have seen in the implementation of the new procedure, updating the tuning
parameter within the Newton-Raphson iterations, on average, does not increase the number of
iterations required for convergence. Therefore, the new procedure obtains the final result p times
faster than the old procedure, where p is the number of λs used in the grid search to minimize
the AIC.
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2.3 Choices of penalties
2.3.1 Second derivative of the basis
For the univariate spectral density estimation, if we use the usual squared-second-derivative
penalty PEN(φk) =
∫ {φ′′k(ω)}2 dx and φk(ω) = b(ω)>θk, then R1 = ∫ b¨(ω)b¨(ω)> dω with
b¨(ω) = (b′′1(ω), . . . , b
′′
L(ω))
>.
2.3.2 Difference operator
We can also control the roughness of the estimated functions by using the difference penalty
(Eilers and Marx, 1996) to achieve the appropriate level of smoothness. The variability is con-
trolled through a difference function of order a, ∆a, where ∆1θk := θk−θk−1, and ∆a is obtained
recursively. For example, the second order difference function, ∆2, has the following form:
∆2θk := ∆1∆1θk = θk − 2θk−1 + θk−2.
We can write the difference functions ∆a into a matrix form, La. For example, when a = 1 we
have
L1 =

1 −1 0 . . . 0
0 1 −1 . . . 0
...
. . . . . . . . . 0
0 · · · 0 1 −1

(M−1×M)
The positive definite penalty matrix used to control the smoothness is denoted as R2, and it has
the quadratic form R2 = L
>
aLa.
In the web-application NCSDE, we incorporated both penalties and either one can be used
by the user.
2.4 Number of basis functions (clusters)
A critical step in dealing with real data is identifying the number of common basis functions
(choice of K in the context of NCSDE), which is directly related to the number of clusters, k˜.
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We identify the number of basis functions (clusters), using the elbow method as typically used
in clustering analysis and it can be traced back to the work by Thorndike (1953). First, we
obtain log(S.Ps) = B
(
B>B
)−1
B>log(I), which is then used as an input to the elbow method,
implemented in the R package factoextra (Kassambara and Mundt, 2016), to determine the
number of clusters and basis functions.
In the elbow method, we use hierarchical clustering for partitioning the data, and obtain
the total within-cluster sum of squares (WSS) based on different numbers of clusters k˜ (e.g., by
varying k˜ from 1 to 10). We note that WSS measures the concentration of the clusters and it
is desired to be as small as possible. Therefore, the optimal number of clusters can be obtained
by plotting WSS against the number of clusters k˜. The location of an elbow (turning point) in
this plot is generally considered an indicator of the appropriate number of clusters (see Figures
1(a), 5(a) and 6(a) for illustration purposes). From what we have seen in the implementation of
NCSDE, a clear-cut elbow is achievable in longer time series (n ≥ 400).
2.5 Identifiability of (Θ,A)
The non-uniqueness of the parametrization of (Θ,A) causes an identifiability issue. Specifically,
if U is a K ×K orthogonal matrix, then Θαi = (ΘU)(U>αi). Thus, Θ˜ = ΘU and α˜i = U>αi
give the same representation of (5). To gain identifiability, we require that (i) Θ>Θ = I,
(ii) A>A = D2 is a diagonal matrix, (iii) the columns of A are ordered such that the diagonal
elements of D2 are in strictly decreasing order, and (iv) the first non-zero element of each column
of Θ is positive. With such Θ and A, if the diagonal elements of D are all different, and we
set A¯ = AD−1 so that A¯>A¯ = I, then we have ΘA> = ΘDA¯>, which is a uniquely defined
singular value decomposition (SVD). The desired identifiability of (Θ,A) then follows from the
uniqueness of the SVD.
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3 Simulation study
We conducted a simulation study to evaluate the proposed nonparametric collective spectral
density estimation method and compare it with non-collective spectral density estimation ap-
proaches. First, we describe the simulation setup and, in the next subsection, we list the com-
petitive non-collective alternatives.
3.1 Simulation setup
In the simulations, we considered autoregressive models of order three, AR(3). In each simulation
run, we generated an n×m matrix X = (X1,X2, · · · ,Xm), such that X>i = (Xi1, Xi2, · · · , Xin).
Each Xi was a time series of length n from one of the following models:

Model I AR(3) : ϕ = (0.1, 0.5, 0.1), with prob. p1,
Model II AR(3) : ϕ = (0.1, 0.1, 0.5), with prob. p2,
Model III AR(3) : ϕ = (0.5, 0.1, 0.1), with prob. p3.
The AR(3) model is given by Xt =
∑3
i=1 ϕiXt−i + εt, with the associated SDF
f(ω) = σ2ε
∣∣∣∣∣1−
3∑
k=1
ϕke
−2piikω
∣∣∣∣∣
−2
, (15)
where σ2ε = V ar(εt) (see von Storch and Zwiers, 2001, for details). We set n = (100, 200, 400),
m = (6, 15, 30), and pk =
1
3
, for k = 1, 2, 3. Therefore, we had nine different pairs of (n,m) and,
for each pair we ran the simulation N = 100 times.
3.2 Competitive approaches
In each simulation run we used the n ×m data matrix X as an input to obtain estimates of m
SDFs (fˆ : n˜×m matrix) from the following six methods:
• Periodograms (Ps):
We used the periodogram I as a rough estimate. For each run, the ith column of the
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n˜×m matrix I was a vector of size n˜ obtained via
Ii,n(ω) =
∣∣∣ 1
n
n∑
t=1
Xite
−2piitω
∣∣∣2,
evaluated at the discrete frequencies ω = (ω1, · · · , ωn˜) .
• Smoothed Periodograms (S.Ps):
The next estimate was obtained by smoothing I using the rich set of basis functions,
S.Ps = exp
[
B
(
B>B
)−1
B>log(I)
]
.
• tSVD Periodograms (tSVD.Ps):
We used the truncated SVD to obtain the rank K approximation of the smoothed
periodograms
(
B>B
)−1
B>log(I), called Θ1A>1 . This was referred to in Stewart (1993)
as the approximation theorem (a.k.a. the Eckart-Young theorem). Therefore, the third
estimate, “tSVD Periodograms”, is tSVD.Ps = exp
[
BΘ1A
>
1
]
.
• Separate Estimations (NSDE):
We avoided collective estimation and obtained the nonparametric spectral density esti-
mates (NSDE) by maximizing the Whittle likelihood using the rich family of basis functions
B separately. From (6), ui(ω) = Bψi. Therefore, our fourth estimate is NSDE = exp [BΨ],
where Ψ = (ψ1, . . . ,ψm).
• tSVD Separate Estimations (tSVD.NSDE):
Having obtained Ψ by maximizing the Whittle likelihood separately, we used the trun-
cated SVD to obtain the rank K approximation of Ψ called ΘsA
>
s . The fifth estimate is
tSVD.NSDE = exp
[
BΘsA
>
s
]
.
• Collective Estimations (NCSDE):
Finally, we used the proposed method from Section 2 to obtain NCSDE = exp
[
BΘ̂Â>
]
.
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3.3 Measures of quality
3.3.1 Adjusted Rand similarity coefficient
The adjusted Rand similarity coefficient (adjusted Rand index) was used to compare the (dis-
)similarity between two clustering results. It is defined as follows (Vinh et al., 2009):
ARI =
∑1
i=0
∑1
j=0
(
nij
2
)− [∑i (ni·2 )+∑j (n·j2 )]/(m2)
1
2
[∑
i
(
ni·
2
)
+
∑
j
(
n·j
2
)]− [∑i (ni·2 )+∑j (n·j2 )]/(m2) .
To calculate the adjusted Rand index, we computed the 2×2 contingency table, which consists
of the following four cells:
• n11: the number of observation pairs where both observations are comembers in both
clusterings.
• n10: the number of observation pairs where the observations are comembers in the first
clustering but not the second.
• n01: the number of observation pairs where the observations are comembers in the second
clustering but not the first.
• n00: the number of observation pairs where no pairs are comembers in either clustering
result.
Furthermore ni· and n·j are defined as ni0 + ni1 and n0j + n1j, respectively. Note that the ARI
ranges from 0 to 1, with 0 indicating that the two clusters do not agree on any pairs and 1
indicating that the clusters are exactly the same. In subsection 3.4, we present and compare
the clustering results from the approaches given in subsection 3.2, considering the original labels
from the simulation as the gold standard. We did not use the class labels when applying the
clustering algorithms; we only use the class labels to evaluate the clustering results.
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3.3.2 Canonical angle
The canonical angle between the column spaces of u = log(f) and uˆ = log(fˆ) is defined as
the maximum angle between any two vectors from the two spaces. Mathematically, it can be
computed as angle = cos−1(ρ) × 180/pi, where ρ is the minimum singular value of the matrix
Q>uˆ Qu, and Quˆ and Qu are orthonormal matrices obtained by the QR decomposition of matrices
uˆ and u, respectively (Golub and Van Loan, 2013). Smaller values of the angle indicate better
estimations of the SDF weight functions.
3.4 Simulation results
In each simulation run, we used the approaches given in subsection 3.2 for nine different pairs
of (m,n) to obtain matrices of size n˜ × m that represent the associated estimates of m SDFs
for each approach. Figure 1(a) illustrates how to use the elbow method to obtain the number
of clusters (k˜ = 3), and the remaining subfigures (Figure 1(g)-(f)) provide the results of the five
approaches (S.Ps, tSVD.Ps, NSDE, tSVD.NSDE, and NCSDE) when estimating the SDFs for a
randomly selected simulation run with m = 30 and n = 400. NCSDE obtained the results that
are the smoothest and the closest to the true SDFs. In order to further verify the effectiveness
of NCSDE technique, we used the canonical angle (details are given in the previous subsection)
as a measure of closeness. Table 1 shows that (i) the dimension reduction technique clearly
improved the efficiency of the results (tSVD.Ps is better than Ps, and tSVD.NSDE is better than
NSDE), and (ii) incorporating the dimension reduction technique within the iterative procedure
of estimating the SDFs (NCSDE) outperformed the sequential approach of estimating the SDFs
separately and then proceeding with the dimension reduction technique (tSVD.NSDE).
The distance matrices obtained from the approaches given in subsection 3.2 can be used as
an input to the hierarchical clustering algorithm. In our shiny App, we implemented the hclust
function with option {method=”ward.D2”} in the R package stats to obtain dendrograms (R Core
Team, 2016) (see Figure 2 for a comparison of four of the approaches, Ps, tSVD.Ps, NSDE, and
NCSDE, on a randomly selected simulation run with m = 30 and n = 400). Since we knew the
number of clusters and the cluster labels (gold standard) in advance, we cut the dendrograms
14
Figure 1: For a randomly selected simulation run with m = 30 and n = 400. (a) The elbow
method suggests picking k˜ = 3 clusters. (b)-(f) Comparison of results from five different estimates
of SDFs (S.Ps, tSVD.Ps, NSDE, tSVD.NSDE, and NCSDE) vs. true SDFs (blue).
Table 1: Comparison based on 100 simulation runs. The mean and standard errors (in paren-
theses) of the angle are reported.
ts-n-m Ps tSVD.Ps NSDE tSVD.NSDE NCSDE
ts-100-06 84.97(0.38) 78.47(0.77) 88.20(0.17) 68.51(1.74) 37.50(1.98)
ts-100-15 89.13(0.08) 80.50(0.71) 90.00(0.00) 79.10(0.80) 33.84(2.64)
ts-100-30 88.93(0.09) 80.66(0.73) 90.00(0.00) 79.10(0.70) 24.12(1.31)
ts-200-06 84.93(0.43) 75.40(0.85) 89.65(0.04) 59.34(2.14) 20.36(0.50)
ts-200-15 88.29(0.14) 78.40(0.95) 90.00(0.00) 51.74(2.28) 15.50(0.89)
ts-200-30 89.38(0.05) 80.59(0.69) 90.00(0.00) 66.85(1.53) 11.80(0.32)
ts-400-06 85.51(0.36) 66.16(1.30) 89.90(0.01) 43.12(1.72) 13.91(0.55)
ts-400-15 87.66(0.18) 71.88(1.16) 90.00(0.00) 38.41(1.53) 12.39(0.34)
ts-400-30 88.92(0.08) 73.07(1.18) 90.00(0.00) 34.02(1.45) 7.76(0.17)
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into the original number of clusters.
Figure 2: Dendrograms from hierarchical clustering. Comparing four different estimates (Ps,
tSVD.Ps, NSDE, and NCSDE) for a randomly selected simulation run with m = 30 and n = 400.
To evaluate the performance of the proposed method in discovering the correct label (gold
standard), in a more systematic framework, we used the popular external measure, adjusted
Rand index, which is commonly used in the clustering evaluation literature and is discussed in
subsection 3.3. The associated results are given in Table 2. NCSDE clearly outperformed the
competing approaches in this clustering task, based on the adjusted Rand index similarity (ARI).
We proceeded with a two-step procedure to visualize the level of similarity among the SDFs:
i) Obtain the n˜×m matrix (fˆ) from any of the approaches given; then
ii) Use a multidimensional scaling (MDS) technique (Borg and Groenen, 2005).
However, another advantage of the proposed method is that the coefficients of the basis expansion
for the fitted densities (A matrix) provide a low-dimensional representation that can be directly
used to visualize and cluster the spectral densities. Figure 3 shows the scatter plot of the first
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Table 2: Comparison based on 100 simulation runs. The mean and standard errors (in paren-
theses) of the adjusted Rand similarity coefficient (ARI) are reported.
ts-n-m Ps tSVD.Ps NSDE tSVD.NSDE NCSDE
ts-100-06 0.651(0.012) 0.631(0.010) 0.686(0.014) 0.691(0.014) 0.914(0.012)
ts-100-15 0.542(0.007) 0.559(0.005) 0.483(0.007) 0.483(0.007) 0.952(0.008)
ts-100-30 0.526(0.006) 0.550(0.003) 0.464(0.005) 0.464(0.005) 0.959(0.006)
ts-200-06 0.639(0.010) 0.640(0.011) 0.742(0.016) 0.731(0.016) 0.996(0.003)
ts-200-15 0.559(0.008) 0.570(0.006) 0.784(0.020) 0.681(0.022) 0.994(0.003)
ts-200-30 0.526(0.005) 0.547(0.003) 0.636(0.018) 0.567(0.015) 0.998(0.001)
ts-400-06 0.637(0.011) 0.689(0.012) 0.773(0.016) 0.773(0.016) 0.998(0.002)
ts-400-15 0.545(0.008) 0.598(0.006) 0.811(0.015) 0.822(0.014) 1.000(0.000)
ts-400-30 0.534(0.006) 0.581(0.004) 0.872(0.014) 0.884(0.012) 1.000(0.000)
three coefficients (A.1, A.2, and A.3) for the last two approaches in subsection 3.2 (tSVD.NSDE
and NCSDE). We observe a clear segregation into three classes using NCSDE, indicating that
these coefficients are useful for clustering purposes.
Figure 3: A matrix plot that assesses the relationships among several pairs of scores, A, in
tSVD.NSDE (As) and NCSDE (Â), when clustering a randomly selected simulation run with
m = 30 and n = 400.
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4 EEG data application
4.1 EEG data introduction
The EEG data was collected during the resting state from a single subject, a male student
randomly selected from the 17 subjects in the experiment, which is described in detail in Wu
et al. (2014). During the experiment, the EEG signals were recorded from 256 channels on the
scalp surface, with a millisecond resolution (1000 recordings per second). From the 256 channels,
62 channels were eliminated due to issues with the quality of the data (Wu et al., 2014). The
locations of the channels are shown in Figure 4. In this application, we cluster the remaining
194 channels using the time series data from the first and the last minutes. The total length of
the time series is 60,000. However, we only consider the low-frequency bands (i.e., we truncate
the perdiodograms at length 3000).
4.2 Clustering results
The elbow method (Figures 5(a) and 6(a) suggested the presence of 4 different clusters in both
cases, the first and the last minutes. Therefore, we set k˜ = 4 for both cases and proceeded with
the NCSDE iterative procedure to obtain the Whittle maximum likelihood estimator.
For the data from the first minute, the algorithm converged after 33 iterations. Figure 5(b)
provides the result of the hierarchical clustering algorithm based on the estimated coefficients of
the basis expansion, Â matrix, where the associated tree has been cut into k˜ = 4 clusters. Out
of the 194 channels, 57, 42, 46, and 49 SDFs were assigned respectively to the four clusters.
Figure 5(c) shows the 194 estimated SDFs associated with the four different clusters. Figure
5(d) presents the clustering results in the 2D brain map.
The results from the last minute of data are presented in Figure 6. The algorithm converged
after 170 iterations, and Figure 6(b) provides the hierarchical clustering result based on the
estimated Â matrix for the last minute of data. By cutting the tree into k˜ = 4 clusters, we
determined that 22, 75, 54, and 43 SDFs should be assigned to the first through fourth clusters,
respectively. Figure 6(c) shows the functional means of the estimated SDFs in each cluster to
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Figure 4: The locations of the 256 channels on the scalp surface.
illustrate the difference between the four groups. Figure 6(d) presents the clustering results in
the 2D brain map.
As shown in Figure 5 and Figure 6, we have the following findings:
1. For both datasets (first and last minutes), the elbow method suggested using four clusters,
and both of the brain maps provide relatively well-separated, symmetric regions from the
clustering results.
2. All of the brain maps give three regions: the front, middle , and back regions. From the
functional mean of each cluster, we find that the channels in the middle region of the brain
have a lower density in the low-frequency band than the front and back regions.
3. Both data are associated with the resting state; when we compare the results from the first
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Figure 5: The clustering results from the first minute. The top left plot (a) is the result of the
elbow method based on the log(S.Ps) and the top right plot (b) is the result of the hierarchical
clustering based on the Â matrix. The bottom left plots (c) are the estimated SDFs using the
NCSDE method, and the last plot (d) is the 2D brain map that illustrates the clustering results
from the first minute of data.
and last minutes, we find that there are no significant differences between them, except in
the front region where we obtain two clusters in first minute (Figure 5(d)), but just one
cluster in last minute (Figure 6(d)).
4. The most left-front channels in Figure 6(d) have a different pattern from the other channels.
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Figure 6: The clustering result from the last minute. The top left plot (a) is the result of the
elbow method based on the log(S.Ps) and the top right plot (b) is the result of matrix plot of the
scores (Â matrix). The bottom left plot (c) is the functional mean of the estimated SDFs using
the NCSDE method for each cluster, and the last plot (d) is the 2D brain map that illustrates
the clustering results from the last minute of data.
5 Conclusion
A novel approach for collectively estimating multiple SDFs was developed in this paper. By
pooling data from different time series in the frequency domain and using a shared basis to
represent the SDFs, the collective estimation approach is statistically more efficient than non-
collective estimation approaches. The proposed method uses the penalized Whittle likelihood
approximation to yield a flexible family of spectral densities. As an output of the new method,
each estimated log-spectral density is expressed in a basis expansion where the basis is estimated
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from the data, assuming that the SDFs lie in a low-dimensional manifold of the large space
spanned by a pre-specified rich basis. The collective spectral density estimation approach is
widely applicable when there is a need to estimate multiple SDFs from different populations.
Moreover, the coefficients of the basis expansion for the fitted spectral densities provide a concise,
low-dimensional representation that could be useful for visualization and clustering. Another
advantage of the new procedure is that it speeds up the process by updating the smoothness
parameter within the Newton-Raphson iterations and avoids a grid search over the space of the
smoothing parameter, λ, which could be very time consuming.
A web application that can be used by the research community to reproduce the results in
this paper or to estimate SDFs collectively based on NCSDE for any other related applications
is available at “https://ncsde.shinyapps.io/NCSDE.”
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