Introduction
The 
The rare decay B 0 → K * 0 µ + µ − is a b → s, flavour changing neutral current decay, mediated by electroweak box and penguin diagrams in the Standard Model (SM). In models beyond the SM, new particles can enter in competing loop-order diagrams resulting in large deviations from SM predictions (see for example Refs. [5, 6] ). B 0 → K * 0 µ + µ − candidates are selected by first applying a loose pre-selection based on the B 0 lifetime, daughter impact parameters and a requirement that the B 0 points back to one of the primary vertices in the event. A tighter multivariate selection, based on a boosted decision tree (BDT), is then applied to select a clean sample of B 0 → K * 0 µ + µ − candidates, with a signal-to-background ratio in a 100 MeV/c 2 window around the reconstructed B 0 mass of about three-to-one. The BDT is based on the B 0 kinematics, B 0 vertex quality, daughter track quality, impact parameter and kaon, pion and muon particle identification. The offline selection criteria are explicitly chosen to minimise angular acceptance effects. The multivariate selection was trained using B (where q 2 is the di-muon mass squared). Event weights are calculated on a per-event basis in a small phase space window around each candidate, using fully simulated Monte Carlo (MC) simulation events. Simulated events are reweighted to account for known data-MC differences in PID performance, impact parameter resolution, tracking efficiency and track multiplicity.
The fit results for A FB , F L and dBF/dq 2 , and their comparison with theoretical predictions [7] , are shown in Fig. 1 .
The systematic error on A FB , F L and dBF/dq 2 is typically ∼ 30% of the statistical error. In the high-q 2 region, the dominant contribution to the systematic uncertainty comes from the overall uncertainty on the acceptance correction which is dictated by the limited simulation statistics. This can clearly be improved for future analyses. Throughout, a sub-dominant contribution comes from the data-derived performance corrections. In particular, from knowledge of the PID performance and tracking efficiency in data. This is again statistically limited and can also be improved with larger datasets. When fitting for A FB and F L the signal and background mass model and the angular model for the background have been varied and yield corrections at the level of 10-20% of the statistical uncertainty. The uncertainty on the differential branching fraction includes the ∼ 4% uncertainty coming from the measured B 0 → J/ψ K * 0 and J/ψ → µ + µ − branching fractions [8] . These measurements are current world best, and don't confirm previous hints of a non-SM value of A FB at low q 2 . Combining the ratio of branching fractions in 1 with the World Average measurement for the B(B 0 → K * 0 γ ) from [9] , we obtain,
B
(2) which agrees within 1.6 standard deviations with the previous experimental measuremen, and wich correspond to the most precise measurement of this BR to date. 

Conclusions
As can be seen in Fig. 1 , there is good agreement between recent SM predictions and LHCb's measurement of A FB , F L and dBF/dq 2 in the six q 2 bins. In a 1 < q 2 < 6 GeV −0.10 ) × 10 −7 respectively. The experimental uncertainties are presently statistically dominated, and will improve with a larger data set. Such a data set would also enable LHCb to explore a wide range of new observables [14] .
In 340 pb −1 of pp collisions at a centre of mass energy of √ s = 7 TeV the most precise measurement of B(B 0 → φγ) has been performed, giving:
at 90 % (95 %) CL.
In Fig. 2 the luminosity needed for a 3σ evidence as a function of B(B −9 level would constraint the region around the minimum of the NUHM1 fit from [15] .
