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Resumo
O surgimento dos SoCs (Systems-on-Chip) levou ao desenvolvimento das metodologias de
projeto baseadas em TLM (Transaction-Level Modelling), que oferecem diversas etapas de
modelagem intermedia´rias entre a especificac¸a˜o pura e a descric¸a˜o sintetiza´vel RTL (Re-
gister Transfer Level), tornando mais trata´vel o projeto de sistemas dessa complexidade.
Levando-se em considerac¸a˜o que esses sistemas geralmente possuem microprocessadores
como mo´dulos principais, torna-se deseja´vel o uso de linguagens de descric¸a˜o de arqui-
teturas (ADLs — Architecture Description Languages) como ArchC e suas ferramentas
para que seja poss´ıvel modelar esses processadores e gerar mo´dulos simuladores para eles
em uma frac¸a˜o do tempo tradicionalmente gasto com essa tarefa. Pore´m, ArchC, em
sua penu´ltima versa˜o, a 1.6, possui utilidade limitada para esse fim, pois os simulado-
res que e´ capaz de gerar sa˜o autocontidos, na˜o sendo facilmente integra´veis aos modelos
TLM em n´ıvel de sistema como um todo. Este trabalho consiste em uma remodelagem
da linguagem ArchC e sua ferramenta acsim de modo a acrescentar essa capacidade de
integrac¸a˜o aos simuladores funcionais interpretados que e´ capaz de gerar, dando assim
origem a` versa˜o 2.0 de ArchC.
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Abstract
The advent of SoCs (Systems-on-Chip) lead to the development of project methodologies
based on TLM (Transaction-Level Modelling), which consist of several modelling layers
between pure specifications and synthesizable RTL (Register Transfer Level) descriptions,
making the complexity of such systems more manageable. Considering that those systems
usually have microprocessors as main modules, it is desirable to use architecture descrip-
tion languages (ADLs) like ArchC and its toolkit to model those processors and generate
simulator modules for them in a fraction of the time usually spent in that task. However,
ArchC, in its previous version, 1.6, has limitations for that use, since the simulators it
generates are self-contained, thus hard to integrate to TLM system-level models. This
work consists in remodelling ArchC and its acsim tool, adding this ability of integration
to its functional interpreted simulators, leading to version 2.0 of ArchC.
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O constante aumento na capacidade de integrac¸a˜o de componentes eletroˆnicos, materia-
lizado sob a forma de avanc¸os como o dos SoCs (Systems-on-Chip), circuitos compostos
de diversos mo´dulos de hardware distintos integrados em um u´nico chip, tem sido res-
ponsa´vel por aumentos igualmente significativos na complexidade dos projetos de circuitos
integrados.
O advento de SoCs permitiu melhorias significativas em diversos equipamentos que
passaram a utiliza´-los, sobretudo aparelhos eletroˆnicos porta´teis como telefones celulares,
caˆmeras digitais, jogos eletroˆnicos e outros, por permitirem a substituic¸a˜o de diversos
chips, tipicamente microprocessadores, microcontroladores, processadores de sinal digi-
tal (DSPs), controladores de v´ıdeo, controladores de entrada e sa´ıda etc por um u´nico
SoC que integrasse todos esses tipos de componentes, permitindo reduc¸o˜es dra´sticas na
a´rea das placas de circuito impresso (PCBs) empregadas, favorecendo a tendeˆncia de
miniaturizac¸a˜o desses aparelhos, ale´m de proporcionar-lhes menor consumo de energia,
caracter´ıstica extremamente deseja´vel visto que todos esses aparelhos sa˜o alimentados por
baterias.
Motivos semelhantes a esses, sobretudo a miniaturizac¸a˜o e baixo consumo de energia,
levam a` adoc¸a˜o de SoCs em uma infinidade de outros tipos de sistemas embarcados ou
embutidos, para as aplicac¸o˜es mais diversas, desde sistemas automotivos ate´ sistemas de
automac¸a˜o industrial.
Ale´m de sistemas embarcados, o uso de SoCs esta´ se tornando tendeˆncia forte inclu-
sive em sistemas de alto desempenho, como computadores de mesa (desktops), estac¸o˜es
de trabalho avanc¸adas e consoles de jogos eletroˆnicos de u´ltima gerac¸a˜o, na˜o apenas de-
vido ao uso crescente de processadores multinucleares ou multicore, os quais, devido a`
sua natureza, que e´ a integrac¸a˜o de mu´ltiplos processadores em um u´nico chip, consti-
tuem uma forma de SoC; mas tambe´m pelo fato de determinados componentes cr´ıticos
desses sistemas necessitarem de larguras de banda e lateˆncias que na˜o esta˜o dispon´ıveis
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2nos barramentos tradicionais, mas que sa˜o ating´ıveis em um circuito totalmente inte-
grado como um SoC. Um exemplo e´ o subsistema gra´fico (GPU — Graphics Processing
Unit), que, em alguns casos, e´ um circuito diversas ordens de grandeza mais complexo do
que um processador de propo´sito geral1, sendo um forte candidado a` integrac¸a˜o com os
microprocessadores principais do sistema (CPUs), constituindo assim um SoC.
Grac¸as a essa crescente necessidade de uso de SoCs e outros tipos de sistemas alta-
mente integrados nos mais diferentes tipos de sistemas, a complexidade me´dia dos proje-
tos de hardware cresceu ale´m do que as metodologias tradicionais de projeto de circuitos
integrados permitiam tratar, principalmente pelo fato de essas metodologias na˜o com-
portarem a necessidade de reuso, tanto de co´digo como de projeto, fundamentais para a
implementac¸a˜o de sistemas desse tipo.
Em resposta a esse problema, surgiram linguagens como SpecC, SystemVerilog e Sys-
temC [23]. Essas linguagens, ale´m de oferecer a capacidade de modelar sistemas de
hardware como as tradicionais (VHDL, Verilog), permitem a modelagem em n´ıveis de
abstrac¸a˜o mais altos, englobando o sistema como um todo, dando origem ao chamado
System-Level Design, o projeto em n´ıvel de sistema.
Modelando-se o sistema em um n´ıvel de abstrac¸a˜o mais alto, desprovido de deta-
lhes como temporizac¸a˜o, precisa˜o de ciclos, bits ou sinais ele´tricos, usando como blocos
ba´sicos componentes e estruturas de comunicac¸a˜o, a alta complexidade de projeto de
um SoC torna-se mais trata´vel. Surgem, dessa maneira, diversas metodologias top-down
de projeto de hardware, as quais basicamente resumem-se em modelar um sistema em
alt´ıssimo n´ıvel de abstrac¸a˜o, inicialmente, e depois submeteˆ-lo sucessivamente a etapas de
refinamento, cada uma delas acrescentando detalhes que necessitem ser tratados, testados
e prototipados (por exemplo, a temporizac¸a˜o, ou ainda os protocolos de comunicac¸a˜o),
sendo o ponto culminante a obtenc¸a˜o de um modelo RTL (Register Transfer Level) que
possa ser sintetizado sob a forma de hardware real.
Pore´m, por mais natural que possa parecer a modelagem de hardware em etapas gradu-
ais de refinamento, um problema intr´ınseco a essa abordagem e´ a falta de padronizac¸a˜o de
cada uma das etapas e seus produtos, os modelos nos n´ıveis de abstrac¸a˜o correspondentes.
Ao contra´rio do que acontece com modelos de software puro ou modelos RTL sintetiza´veis,
sobre os quais na˜o e´ preciso fornecer nenhuma informac¸a˜o adicional para que seja poss´ıvel
classifica´-los em um determinado n´ıvel de detalhamento, na˜o existem padro˜es para os mo-
delos de n´ıveis de abstrac¸a˜o intermedia´rios, sendo, portanto, necessa´ria a definic¸a˜o desses
padro˜es.
Surge, dessa forma, a abordagem nomeada TLM (Transaction-Level Modeling) [9], que
consiste em realizar todas essas etapas intermedia´rias entre o software puro e a descric¸a˜o
1um exemplo e´ a GPU nVIDIA GeForce 8800 (http://www.nvidia.com/page/8800_faq.html),
com 681 milho˜es de transistores
3detalhada RTL, seguindo padro˜es que permitem classificar um modelo de sistema pelo seu
n´ıvel de detalhes, favorecendo, entre outras coisas, a questa˜o do reuso de componentes
desenvolvidos em um mesmo patamar de modelagem. As metodologias de projeto base-
adas em TLM sa˜o atualmente o estado da arte em projeto de sistemas digitais tanto na
academia quanto na indu´stria [24].
A linguagem SystemC, que esta´ se tornando o padra˜o para modelagem em n´ıvel de
sistemas, especialmente apo´s tornar-se um padra˜o oficial (IEEE 1666) em 12 de dezembro
de 2005, mostra-se tambe´m afinada com essa nova tendeˆncia, oferecendo uma biblioteca
para modelagem TLM. A biblioteca SystemC TLM, atrave´s dos seus mecanismos de
comunicac¸a˜o, promove na˜o so´ o reuso de projeto de componentes TLM mas tambe´m o
reuso de co´digo, favorecendo ainda mais as metodologias de projetos de SoCs e sistemas
semelhantes.
Apesar disso, certas etapas de projeto de um SoC continuam sendo bastante peno-
sas, sobretudo a modelagem de microprocessadores e arquiteturas programa´veis, partes
fundamentais desse tipo de sistemas.
A fim de resolver o problema da modelagem de arquiteturas programa´veis, foram de-
senvolvidas as linguagens de descric¸a˜o de arquiteturas (ADLs — Architecture Description
Languages), que permitem a modelagem em alto n´ıvel de uma arquitetura e, a partir de
um conjunto de ferramentas capazes de processar essa descric¸a˜o em alto n´ıvel, oferecem
possibilidades como a gerac¸a˜o automa´tica de simuladores e ferramentas de desenvolvi-
mento de software para a arquitetura, como montadores, depuradores e compiladores.
Como exemplos de ADLs existem nML [14], LISA [25] e ArchC [32], esta u´ltima objeto
deste trabalho.
A linguagem ArchC [1–4, 32], desenvolvida no LSC — Laborato´rio de Sistemas de
Computac¸a˜o do Instituto de Computac¸a˜o da Universidade Estadual de Campinas e´ extre-
mamente pra´tica, permitindo a criac¸a˜o de uma descric¸a˜o em alto n´ıvel de um processador
e, em consequ¨eˆncia, a gerac¸a˜o de um simulador para ele, em apenas uma frac¸a˜o do tempo
necessa´rio para produzir um modelo executa´vel de mesmo n´ıvel de abstrac¸a˜o em uma
linguagem como SystemC. Pore´m, os simuladores gerados pelas ferramentas de ArchC,
apesar de serem co´digo SystemC, sa˜o inadequados para a integrac¸a˜o em modelos de SoCs
e outros sistemas, pelo fato de serem simuladores monol´ıticos, funcionando apenas como
programas isolados.
Por esse motivo, este trabalho tem como foco principal a readequac¸a˜o de ArchC para
que os simuladores automaticamente gerados possam ser suavemente integrados a modelos
SystemC TLM, proporcionando vantagens significativas para o projeto de SoCs.
A questa˜o do desempenho de simulac¸a˜o tambe´m e´ de interesse deste trabalho. Em Ar-
chC, e´ poss´ıvel gerar tanto simuladores interpretados quanto compilados para um mesmo
modelo funcional de arquitetura. O fato de os simuladores compilados serem substan-
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cialmente mais ra´pidos do que os interpretados em ArchC 1.6, apesar de serem menos
flex´ıveis por simularem um u´nico programa, motiva os esforc¸os aqui apresentados, para se
obter desempenho superior nos simuladores interpretados, tornando-os mais equilibrados,
ale´m de tornar a linguagem e seu conjunto de ferramentas, por consequ¨eˆncia, mais usa´veis
como um todo.
1.1 Contribuic¸o˜es deste Trabalho
Este trabalho apresenta as seguintes contribuic¸o˜es:
• Adequac¸a˜o da linguagem ArchC e sua ferramenta geradora de simuladores funcionais
interpretados a fim de promover a integrac¸a˜o desses simuladores a modelos SystemC
TLM em n´ıvel de sistema, criando-se assim a versa˜o 2.0 de ArchC. Essa contribuic¸a˜o
desmembra-se em duas:
– Modularizac¸a˜o dos simuladores funcionais interpretados de ArchC, possibili-
tando que sejam instanciados como componentes em um sistema permitindo,
inclusive, mu´ltiplas instanciac¸o˜es a fim de simular sistemas multiprocessados.
– Desenvolvimento de facilidades de comunicac¸a˜o compat´ıveis com o padra˜o Sys-
temC TLM, de modo a promover a comunicac¸a˜o dos simuladores com os outros
componentes de um modelo SystemC TLM.
• Melhorias no desempenho dos simuladores funcionais interpretados de ArchC.
1.2 Organizac¸a˜o do texto
O presente texto organiza-se em 6 cap´ıtulos:
• Introduc¸a˜o, descrevendo as motivac¸o˜es que levaram a este trabalho, seguida de
uma enumerac¸a˜o concisa das contribuic¸o˜es oferecidas e, finalmente, da organizac¸a˜o
do texto, que examina sua estrutura, dividida em cap´ıtulos e o conteu´do dos mesmos.
• Trabalhos Relacionados. Uma selec¸a˜o de trabalhos anteriores e tambe´m contem-
poraˆneos relevantes ao desenvolvimento deste e a` compreensa˜o da metodologia e das
contribuic¸o˜es apresentadas por este trabalho.
• A linguagem de descric¸a˜o de arquiteturas ArchC. Descreve em detalhes a
versa˜o 1.6 de ArchC, imediatamente anterior a` 2.0 desenvolvida neste trabalho, de
modo a situar o ponto de partida do trabalho e oferecer referencial para comparac¸o˜es.
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• Melhorias em ArchC. Discorre detalhadamente sobre este trabalho, apresen-
tando com profundidade todas as contribuic¸o˜es.
• Resultados. Apresenta os resultados, tanto de desempenho como de usabilidade
de ArchC 2.0 em projetos, de maneira a validar as contribuic¸o˜es e possibilitar a
compreensa˜o de seu impacto.
• Concluso˜es e Trabalhos Futuros. Retoma as contribuic¸o˜es e resultados deste
trabalho, analisadas quanto ao seus resultados, ao cumprimento dos objetivos ini-
ciais e ao impacto e relevaˆncia das contribuic¸o˜es. Oferece, enta˜o, diversas ide´ias
para a continuidade dele, apontando para frentes e possibilidades que merecem ser
exploradas.
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Cap´ıtulo 2
Trabalhos Relacionados
Este cap´ıtulo trata de outros trabalhos que tiveram relevaˆncia para o desenvolvimento do
projeto. E´ poss´ıvel separar esses trabalhos em duas categorias: linguagens de descric¸a˜o
de arquiteturas (ADLs) e to´picos em modelagem em n´ıvel de transac¸o˜es (TLM).
2.1 Linguagens de Descric¸a˜o de Arquiteturas (ADLs)
As linguagens de descric¸a˜o de arquiteturas (ADLs – Architecture Description Languages)
teˆm como objetivo possibilitar a modelagem da arquitetura de um processador, ou aspec-
tos dela (conjuntos de instruc¸o˜es, linguagem de montagem, comportamento de instruc¸o˜es,
microarquitetura interna entre outros), em grande n´ıvel de abstrac¸a˜o.
Cada uma dessas linguagens possui seu conjunto de ferramentas, as quais processam
a descric¸a˜o escrita pelo projetista, oferecendo-lhe como resultado produtos que seriam
bastante mais dif´ıceis de se desenvolver se fossem escritos diretamente ao inve´s de gerados
automaticamente, como montadores para a linguagem de montagem da arquitetura, ou
simuladores comportamentais capazes de executar co´digo bina´rio.
Evidentemente, o conjunto de ferramentas dispon´ıvel para cada linguagem na˜o e´ capaz
de suprir todas as necessidades de todos os tipos de desenvolvedores, sendo necessa´rio a
eles escolher qual a linguagem (e seu consequente conjunto de ferramentas) que melhor
atende aquilo que precisam.
Existem basicamente treˆs categorias de ADLs: estruturais, comportamentais e mis-
tas [37]. Nas ADLs estruturais, uma arquitetura e´ descrita apenas atrave´s de seus compo-
nentes, como unidades funcionais, memo´rias, caches, registradores, portas, barramentos e
conexo˜es entre todos esses elementos. Esse tipo de ADLs comumente e´ mais voltada para
a gerac¸a˜o de simuladores ou para a s´ıntese de hardware. Ja´ as ADLs comportamentais sa˜o
orientadas ao conjunto de instruc¸o˜es da ma´quina, isto e´, sua descric¸a˜o de arquitetura e´
meramente uma descric¸a˜o do conjunto de instruc¸o˜es da mesma, explicitando formatos de
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instruc¸a˜o, sua decodificac¸a˜o, comportamentos e semaˆntica. ADLs comportamentais sa˜o
tipicamente voltadas para a gerac¸a˜o de montadores ou para o redirecionamento de com-
piladores. Finalmente, ADLs mistas possuem descric¸o˜es compostas tanto de informac¸o˜es
estruturais quanto do comportamento das instruc¸o˜es. A grande maioria das ADLs mo-
dernas se encaixa nessa u´ltima categoria, devido a` demanda que existe para se obter todo
tipo de ferramentas redireciona´veis (compiladores, simuladores etc) a partir de uma u´nica
descric¸a˜o da arquitetura, para fins de concisa˜o e consisteˆncia.
Em tempos recentes, muita atenc¸a˜o teˆm se dado ao projeto de SoCs (Systems-on-a-
chip), devido a`s diversas vantagens que esse tipo de sistema oferece, entre elas o melhor
desempenho, menor a´rea e consumo de energia. Pore´m, desenvolver SoCs de maneira a
explorar essas vantagens potenciais traz diversos desafios, sobretudo do ponto de vista da
abrangeˆncia e complexidade de projeto.
Para ajudar a vencer o desafio dos SoCs, tem-se desenvolvido ADLs e seus conjuntos de
ferramentas com a finalidade de oferecer melhor suporte e facilidades para os projetistas
desses sistemas, ajudando-os a encarar seus projetos em um maior n´ıvel de abstrac¸a˜o, de
forma a vencer o obsta´culo da complexidade.
Esta sec¸a˜o apresenta uma visa˜o geral de diversos trabalhos em ADLs voltados para
SoCs, bem como uma ana´lise de sua relevaˆncia e adequac¸a˜o para um fluxo t´ıpico de
projeto, ressaltando suas poss´ıveis vantagens e desvantagens. Um trabalho comparativo
entre as ADLs apresentadas aqui, e muitas outras, pode ser encontrado em [27]. Esse
trabalho comparativo, pore´m, na˜o tem como foco a usabilidade das ADLs em um fluxo
de projeto de SoCs, como acontece com as ana´lises apresentadas nesta sec¸a˜o.
2.1.1 EXPRESSION
A linguagem de descric¸a˜o de arquiteturas EXPRESSION foi desenvolvida no Departa-
mento de Informac¸a˜o e Cieˆncia da Computac¸a˜o da University of California, Irvine, nos
EUA.
O foco de seu desenvolvimento foi permitir o suporte a` explorac¸a˜o do espac¸o de pro-
jeto da arquitetura (DSE – Design Space Exploration) para SoCs [16]. Seu conjunto de
ferramentas permite a gerac¸a˜o automa´tica de um simulador e um compilador otimizador
para uma arquitetura a partir de sua descric¸a˜o, escrita em EXPRESSION.
Isso ocorre porque os criadores da linguagem concebem que um compilador otimi-
zador faz parte de um sistema, contribuindo para o desempenho final tanto quanto a
microarquitetura, por exemplo. Desse modo, e´ poss´ıvel aos projetistas alterar o conjunto
de instruc¸o˜es a contento e observar como o compilador faz uso, em suas otimizac¸o˜es, das
instruc¸o˜es alteradas, criadas ou removidas. A avaliac¸a˜o do desempenho global do sistema
pode enta˜o ser feita recompilando-se os programas e executando-os no simulador, pois
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este oferece precisa˜o de ciclos. Isto e´ uma excelente vantagem para o projeto de SoCs.
Outro interessante diferencial dessa linguagem e´ o suporte dado a` descric¸a˜o de hierar-
quias de memo´ria bastante complexas, compostas de caches em va´rios n´ıveis, memo´rias
internas ao chip, memo´rias externas etc. Como se na˜o bastasse, esse suporte esta´ pre-
sente tambe´m no simulador, que permite ao projetista do sistema avaliar o impacto em
desempenho (em ciclos) causado por qualquer alterac¸a˜o nessa hierarquia. Novamente uma
caracter´ıstica bastante u´til para SoCs.
A linguagem EXPRESSION classifica-se como uma ADL mista, isto e´, compo˜e-se de
um misto de descric¸o˜es estruturais (componentes do sistema, como unidades ou esta´gios
de pipeline, unidades funcionais, memo´rias, caches, registradores, portas, conexo˜es e bar-
ramentos) e descric¸o˜es comportamentais, como o comportamento de toda uma instruc¸a˜o
da ma´quina, ou algo mais simples como uma operac¸a˜o de unidade lo´gico-aritme´tica.
Essa abordagem mista de modelagem de arquitetura e´ plenamente justifica´vel dados
os objetivos principais da linguagem e suas ferramentas. Uma ADL que fosse capaz de
modelar uma arquitetura exclusivamente atrave´s de sua estrutura traria grandes dificul-
dades de especificar ou extrair informac¸o˜es sobre seu conjunto de instruc¸o˜es, sobretudo a
semaˆntica delas, necessa´ria para a gerac¸a˜o do compilador otimizador. Isto ocorre porque
as informac¸o˜es sobre conjunto de instruc¸o˜es teriam de ser inferidas a partir da estrutura
da arquitetura, o que e´ reconhecidamente um problema na˜o-trivial. Ademais, informac¸o˜es
sobre o conjunto de instruc¸o˜es e sua semaˆntica sa˜o necessa´rias tambe´m para se realizar
simulac¸a˜o com um bom desempenho.
Por outro lado, se EXPRESSION fosse puramente baseada em descric¸a˜o comporta-
mental, na˜o seria poss´ıvel a suas ferramentas gerar um simulador em precisa˜o de ciclos,
capaz de capturar diferenc¸as de desempenho causadas por alterac¸o˜es nas unidades fun-
cionais, esta´gios de pipeline, caches e afins, ja´ que esses elementos sequer poderiam ser
modelados.
O manual de EXPRESSION [8] explica mais sobre o conjunto de ferramentas cons-
tru´ıdo em torno da linguagem. Existem duas ferramentas geradoras, chamadas EXPRESS
e SIMPRESS, respectivamente, um compilador e um simulador redireciona´veis. Ale´m de-
las, ha´ tambe´m o VSAT-GUI [18], uma ferramenta gra´fica para modelagem e explorac¸a˜o
do espac¸o de projeto. Todas essas ferramentas foram desenvolvidas para o ambiente
Microsoft Windows NT.
EXPRESS e´ o compilador redireciona´vel desse conjunto de ferramentas. Ele e´ centrado
em torno de uma ma´quina gene´rica (descrita no manual de EXPRESSION), a qual e´
baseada em um conjunto de instruc¸o˜es RISC muito semelhante ao da arquitetura MIPS.
Esse compilador funciona da seguinte maneira: um programa ou aplicac¸a˜o escrito
em C e´ processado por um front-end baseado em GCC (este preprocessador requer uma
ma´quina Sun SPARC com Solaris 2.7), o qual produz dois arquivos (chamados de arquivos
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front-end no manual) que usam o conjunto de instruc¸o˜es da ma´quina gene´rica. So´ enta˜o
e´ que o compilador EXPRESS deve ser executado, recebendo como entrada esses dois
arquivos, gerando enta˜o uma sa´ıda em um arquivo especial na linguagem de montagem
da ma´quina-alvo.
Ja´ a ferramenta SIMPRESS e´ o simulador redireciona´vel baseado em EXPRESSION.
Ele recebe como entrada o arquivo com o programa na linguagem de montagem da
ma´quina-alvo, bem como a descric¸a˜o da arquitetura, simulando a execuc¸a˜o desse pro-
grama na ma´quina descrita, oferecendo informac¸o˜es sobre o desempenho (em precisa˜o de
ciclos), ale´m de estat´ısticas sobre uso de memo´ria, estimativas de consumo e a´rea.
O propo´sito principal do simulador e´ possibilitar uma ana´lise do desempenho do co´digo
gerado pelo compilador EXPRESS para a arquitetura modelada. Isso significa que na˜o so´
o desempenho do compilador e´ considerado no desempenho global do sistema, como na˜o
e´ poss´ıvel desconsidera´-lo. Trata-se de uma limitac¸a˜o das ferramentas de EXPRESSION,
ja´ que na˜o e´ poss´ıvel simular programas escritos diretamente em linguagem de montagem,
ou compilados atrave´s de outro compilador.
Outra limitac¸a˜o e´ o fato de o compilador na˜o permitir o uso de chamadas de func¸a˜o
nos programas em C, o que torna muito limitado o universo dos programas que podem
ser testados no simulador.
Ale´m disso, ha´ limitac¸o˜es na modelagem das instruc¸o˜es da arquitetura alvo, que devem
necessariamente ser compostas por instruc¸o˜es da ma´quina gene´rica citada anteriormente.
Consideradas todas essas caracter´ısticas, e´ poss´ıvel concluir que EXPRESSION e seu
conjunto de ferramentas oferecem diversas facilidades interessantes para um projetista de
SoCs, mas possuem tambe´m certas limitac¸o˜es que comprometem a sua usabilidade para
esse fim.
2.1.2 LISA
LISA [25] e´ uma linguagem de descric¸a˜o de arquiteturas bastante utilizada na indu´stria
atualmente1. Desenvolvida inicialmente por um grupo de pesquisadores da Aachen Uni-
versity of Technology, na Alemanha, a linguagem e seu conjunto de ferramentas poste-
riormente tornaram-se produtos comerciais de duas empresas de automac¸a˜o de projetos
de hardware, a LisaTek, adquirida pela CoWare (http://www.coware.com) e a AXYS
Design Automation (http://www.axysdesign.com), esta u´ltima recentemente adquirida
pela ARM (http://www.arm.com).
O nome LISA e´ um tanto limitado ao descrever a proposta da linguagem. Trata-se de
uma sigla para Language for Instruction Set Architectures, o que pode passar a ide´ia falsa
de que o escopo da linguagem limita-se a` descric¸a˜o do conjunto de instruc¸o˜es apenas, sem
1http://www.coware.com/products/processordesigner_datasheet.php
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abranger os aspectos estruturais da arquitetura.
LISA, pore´m, e´ uma ADL mista, apesar do nome. E´ poss´ıvel usa´-la tanto para des-
crever o comportamento das instruc¸o˜es como tambe´m a microarquitetura e os elementos
estruturais da ma´quina.
Ao analisar LISA como linguagem apenas, e´ poss´ıvel perceber que ela se destaca por
uma separac¸a˜o mais detalhada dos aspectos comportamentais de uma arquitetura.
A descric¸a˜o estrutural na˜o recebe subdiviso˜es, correspondendo a uma sec¸a˜o chamada
RESOURCE, na qual sa˜o declarados elementos estruturais como registradores normais e/ou
de controle, o contador de programa (PC), memo´rias de dados e de programa, ale´m de
pipelines e seus esta´gios.
Ja´ a descric¸a˜o comportamental da arquitetura recebe uma se´rie de subdiviso˜es inte-
ressantes. A unidade ba´sica de descric¸a˜o comportamental e´ a operac¸a˜o (OPERATION), que
e´ arbitra´ria, definida pelo projetista. Pode corresponder a uma instruc¸a˜o completa ou, no
caso de descric¸o˜es mais detalhadas, a comportamentos de unidades internas da ma´quina,
dos quais se compo˜em os comportamentos de instruc¸a˜o.
Uma operac¸a˜o e´ descrita em diversas sec¸o˜es, cada uma correspondente a um determi-
nado aspecto. Os mais interessantes sa˜o a codificac¸a˜o bina´ria (CODING) de uma instruc¸a˜o
ou parte dela (exemplo: modos de enderec¸amento), a sintaxe da instruc¸a˜o em lingua-
gem de montagem (SYNTAX), a sua semaˆntica (SEMANTICS), ale´m do comportamento da
operac¸a˜o (BEHAVIOR) e sua sequ¨eˆncia de ativac¸a˜o (ACTIVATION).
Codificac¸a˜o e sintaxe sa˜o auto-explicativas, mas na˜o as outras sec¸o˜es. Particular-
mente, a distinc¸a˜o entre semaˆntica e comportamento sa˜o extremamente sutis e requerem
uma investigac¸a˜o mais detalhada. A semaˆntica, no caso, aplica-se somente a instruc¸o˜es.
Trata-se do significado de uma instruc¸a˜o, isto e´, o que ela faz ao ser executada. Ja´ o
comportamento pode ser definido tambe´m para operac¸o˜es menores do que uma instruc¸a˜o,
e refere-se ao como executa´-la. Finalmente, a sequ¨eˆncia de ativac¸a˜o oferece ao simulador
informac¸o˜es de temporizac¸a˜o e ocupac¸a˜o de recursos (por exemplo, esta´gios de pipeline),
de modo a possibilitar simulac¸a˜o com precisa˜o de ciclos.
A dicotomia entre semaˆntica e comportamento e´ um problema que assola praticamente
todas as ADLs mistas, pois o comportamento de uma instruc¸a˜o e´ necessa´rio para executa´-
la. A semaˆntica e´ um objetivo (por exemplo, somar dois inteiros) e o comportamento e´
a implementac¸a˜o desse objetivo. Para se gerar um simulador de uma arquitetura, ou ate´
mesmo sintetiza´-la em FPGA ou ASIC, e´ necessa´ria essa implementac¸a˜o, exclusivamente.
Pore´m, a descric¸a˜o semaˆntica de uma instruc¸a˜o pode ser utilizada para se deduzir auto-
maticamente um comportamento, uma implementac¸a˜o, que estara´ sujeita a dois problemas
se´rios. O primeiro deles e´ a falta de precisa˜o, pois na˜o necessariamente o comportamento
deduzido sera´ ideˆntico a`quele da ma´quina real modelada, pois a execuc¸a˜o de uma instruc¸a˜o
pode ter inu´meras implementac¸o˜es poss´ıveis, que variam em sequ¨encia de passos, nu´mero
2.1. Linguagens de Descric¸a˜o de Arquiteturas (ADLs) 12
de ciclos gastos, uso de recursos da ma´quina, entre outros. Apenas a descric¸a˜o estrutural
e a semaˆntica das instruc¸o˜es na˜o permite deduzir com precisa˜o uma implementac¸a˜o desse
tipo. O segundo problema e´ uma poss´ıvel falta de eficieˆncia na implementac¸a˜o deduzida,
pois, uma implementac¸a˜o codificada manualmente podera´ contar com otimizac¸o˜es que
tornara˜o um simulador capaz de executar instruc¸o˜es mais rapidamente (otimizac¸o˜es essas
que sa˜o muitas vezes dif´ıceis de se obter automaticamente).
Por outro lado, a gerac¸a˜o automa´tica de um back-end de compilador, que e´ uma
das utilidades do conjunto de ferramentas de LISA, requer exclusivamente a descric¸a˜o
semaˆntica das instruc¸o˜es. Conceitualmente falando, toda a semaˆntica de uma instruc¸a˜o
esta´ contida dentro de seu comportamento ou implementac¸a˜o. Pore´m, o fato desse com-
portamento ser escrito em um n´ıvel de abstrac¸a˜o muito menor, possivelmente com detalhes
de implementac¸a˜o e otimizac¸o˜es, obscurece em muito a apreensa˜o dessa semaˆntica, tor-
nando a sua extrac¸a˜o automa´tica um processo demasiadamente complexo, com chances
de ser invia´vel.
Dessa forma, LISA oferece a possibilidade de se descrever tanto a semaˆntica de uma
instruc¸a˜o, em alt´ıssimo n´ıvel, como o seu comportamento, apresentando assim uma re-
dundaˆncia nos recursos descritivos para uma instruc¸a˜o. No entanto, essa decisa˜o de pro-
jeto permitiu evitar o problema da baixa precisa˜o ou flexibilidade que ha´ ao se descrever
os comportamentos em muito alto n´ıvel ou em func¸a˜o de um conjunto de operac¸o˜es pre-
definidas (esta u´ltima, a abordagem usada em EXPRESSION) e, ao mesmo tempo, evitar
a complexidade de se extrair semaˆntica de implementac¸o˜es. Como os comportamentos de
instruc¸a˜o em LISA sa˜o escritos em co´digo baseado na linguagem C, subentende-se que
essa extrac¸a˜o seria demasiadamente complexa.
A modelagem de comportamentos usando linguagem baseada em C e´ algo extrema-
mente vantajoso para LISA, principalmente por ser uma linguagem muito conhecida,
dominada pela maioria dos projetistas. Essa vantagem e´ bastante acentuada pelo fato
de SystemC [23], igualmente baseada em C, estar atualmente se tornando padra˜o para
modelagem de sistemas e hardware em diversos n´ıveis de abstrac¸a˜o.
Pore´m, uma grande desvantagem inerente a` redundaˆncia causada pelo uso simultaˆneo
de descric¸o˜es semaˆnticas e comportamentais para uma instruc¸a˜o e´ a possibilidade de haver
inconsisteˆncias entre ambas, isto e´, o comportamento da instruc¸a˜o na˜o implementar a
semaˆntica que foi descrita para ela. LISA trata esse problema atrave´s de mecanismos
de co-verificac¸a˜o, que permitem ao projetista realizar testes a fim de descobrir poss´ıveis
inconsisteˆncias.
Como dito anteriormente, a linguagem LISA, em suas u´ltimas verso˜es, so´ e´ utilizada
em ferramentas comerciais, notavelmente CoWare Processor Designer2 e ARM RealView
2http://www.coware.com/products/processordesigner_datasheet.php
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Core Generator3. Ambas sa˜o bastante completas em termos de recursos e funcionalidades.
O CoWare Processor Designer e´ um conjunto de ferramentas capaz de gerar simula-
dores, tanto comportamentais (instruction-accurate) como aqueles com precisa˜o de ciclos
(cycle-accurate), ale´m de permitir a gerac¸a˜o automa´tica de modelos RTL sintetiza´veis
para o processador, tanto em VHDL como Verilog. Como se na˜o bastasse, o modelo RTL
gerado pode ter seu comportamento co-verificado com o do simulador.
Ale´m disso, o Processor Designer permite a gerac¸a˜o de todo o conjunto de ferramentas
de desenvolvimento de software para o processador modelado: compilador otimizador para
a linguagem C, montador, desmontador, ligador (linker), depurador (debugger) etc. Isso
facilita muito o co-desenvolvimento de software e hardware, interessante para se cortar
tempo de desenvolvimento de SoCs.
Outro recurso interessante fornecido pelo Processor Designer e´ a possibilidade de se
depurar o modelo de um processador no n´ıvel de seu co´digo-fonte em LISA, atrave´s de um
depurador interativo. Esse e´ um recurso muito interessante pois permite ao projetista des-
cobrir erros na descric¸a˜o do comportamento das instruc¸o˜es de maneira muito semelhante
ao que ele faria com um software escrito em linguagem de alto n´ıvel.
Ja´ o produto da ARM, o RealView Core Generator, oferece um conjunto de recursos
muito parecido com o produto da CoWare. Dois recursos que na˜o esta˜o aparentes em sua
documentac¸a˜o sa˜o a gerac¸a˜o de modelo RTL sintetiza´vel, ale´m da depurac¸a˜o de modelos.
A existeˆncia de dois produtos baseados em LISA pode ser considerada uma desvan-
tagem para a linguagem, pois a CoWare cita que seu produto e´ baseado em LISA 2.0,
enquanto que o produto da ARM e´ baseado em LISA+. Sa˜o potencialmente dois diale-
tos diferentes da linguagem, possivelmente com diversas incompatibilidades entre si. Isso
apresenta problemas para os projetistas, na medida que torna seus modelos de processa-
dores dependentes de uma ferramenta, ao inve´s de serem dependentes de um padra˜o.
Citadas todas essas caracter´ısticas, e´ poss´ıvel abstrair que LISA e´ uma linguagem de
descric¸a˜o de arquiteturas que se destaca pela sua maturidade e adoc¸a˜o pela indu´stria,
fatores que a levam, naturalmente, a possuir o maior nu´mero de recursos e ferramentas
de todas as ADLs estudadas neste trabalho.
2.1.3 nML
Uma das linguagens de descric¸a˜o de arquiteturas pioneiras, e que continua em uso, e´
nML [14]. Essa linguagem foi desenvolvida em 1993 por um grupo de pesquisadores da
Technische Universitt Berlin, na Alemanha, evoluindo desde enta˜o.
A linguagem nML foi originalmente concebida como um formalismo para descric¸a˜o do
modelo de programac¸a˜o da ma´quina. Trata-se tambe´m de uma ADL mista, que possui
3http://www.arm.com/products/DevTools/MaxCore.html
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tanto elementos estruturais quanto comportamentais.
Uma ma´quina e´ descrita em nML atrave´s de seu esqueleto, que nada mais e´ do que a
declarac¸a˜o de todos os elementos de memo´ria; e tambe´m seu comportamento de execuc¸a˜o,
que nada mais e´ do que a descric¸a˜o dos comportamentos das instruc¸o˜es, ale´m dos efeitos
colaterais das mesmas, o conjunto de modos de enderec¸amento da ma´quina e a codificac¸a˜o
bina´ria das instruc¸o˜es.
O conjunto de instruc¸o˜es da ma´quina e´ modelado em nML atrave´s de uma grama´tica
de atributos. A modelagem e´ feita de cima para baixo (top-down), partindo de um na˜o-
terminal que e´ a instruc¸a˜o (instruction) gene´rica da ma´quina. A ac¸a˜o semaˆntica de
qualquer instruc¸a˜o e´ composta de fragmentos que se distribuem por toda a a´rvore da
grama´tica. Dessa maneira, o comportamento comum de toda uma classe de instruc¸o˜es e´
capturado nos n´ıveis mais altos da a´rvore e vai se tornando mais espec´ıfico conforme se
aproxima das folhas. Isso organiza a descric¸a˜o do conjunto de instruc¸o˜es em uma maneira
hiera´rquica, que e´ uma boa maneira de se tratar a sua complexidade [14].
Em sua versa˜o original, nML era principalmente voltada para a gerac¸a˜o de simula-
dores funcionais (isto e´, na˜o-temporizados, ou aproximadamente temporizados), ale´m da
gerac¸a˜o de co´digo. As ferramentas originais de nML, que se prestavam a essas finalida-
des, eram o gerador redireciona´vel de co´digo CBC [12, 13] e o simulador redireciona´vel
SIGH/SIM [22].
Posteriormente, o IMEC (Interuniversity Microelectronics Center) desenvolveu seu
pro´prio gerador de redireciona´vel de co´digo, o CHESS [20, 26]. Futuramente outras fer-
ramentas se juntaram ao CHESS e hoje elas compo˜e o conjunto de ferramentas para
modelagem oferecidas pela companhia Target (http://www.retarget.com).
O conjunto atual de ferramentas da Target [36] possui, ale´m do CHESS (que e´ atu-
almente um compilador C redireciona´vel), um simulador e depurador redireciona´vel cha-
mado CHECKERS, o gerador de modelo HDL sintetiza´vel GO, ale´m do linker BRIDGE
e do montador DARTS.
Para que fosse poss´ıvel oferecer como recursos a simulac¸a˜o em precisa˜o de ciclos,
ale´m da gerac¸a˜o de modelo VHDL RTL sintetiza´vel, foi feita uma extensa˜o a` linguagem
nML [35] para que ela pudesse tambe´m modelar temporizac¸a˜o e alocac¸a˜o de recursos. Ao
que tudo indica, essa versa˜o de nML e´ exclusiva a`s ferramentas da Target, pois na˜o foi
encontrada nenhuma ferramenta de outro desenvolvedor que a utilizasse.
As ferramentas da Target se baseiam em um esqueleto de arquitetura, isto e´, elas
usam um modelo de execuc¸a˜o gene´rico, de modo que toda arquitetura modela´vel tera´ de
ser uma especificac¸a˜o desse modelo gene´rico [27]. No caso, o modelo adotado e´ o de um
processador com pipeline u´nico. Isso significa que na˜o e´ poss´ıvel, por exemplo, modelar
processadores superescalares [27].
Por outro lado, a vantagem para se modelar processadores que na˜o sejam superesca-
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lares e´ grande, pois existem construc¸o˜es espec´ıficas para se tratar os problemas t´ıpicos de
processadores com pipeline: e´ poss´ıvel declarar em quais esta´gios as operac¸o˜es sa˜o execu-
tadas, declarar registradores de pipeline (estes possuem um atraso na atribuic¸a˜o), acessar
o valor que um registrador possui em qualquer esta´gio, fazer atribuic¸o˜es a registradores
em esta´gios anteriores ou posteriores, determinar o nu´mero de ciclos que se gasta ao exe-
cutar uma operac¸a˜o (para instruc¸o˜es de desvio condicional, pode-se determinar quantos
ciclos sa˜o perdidos caso o desvio seja tomado e tambe´m quando na˜o e´ tomado), definir
delay slots e decidir se hazards sa˜o tratados por stalls de hardware, stalls de software ou
forwarding. Dessa maneira, na˜o e´ preciso descrever o funcionamento desses mecanismos,
o que facilita o trabalho do projetista.
Visando resolver o mesmo problema que os engenheiros da Target no desenvolvimento
de um simulador com temporizac¸a˜o precisa, pesquisadores do IIT Kanpur, na I´ndia,
desenvolveram uma outra extensa˜o de nML, chamada Sim-nML [28].
Sim-nML acrescenta a nML um modelo de ocupac¸a˜o de recursos, que no fundo e´ muito
parecido com aquele utilizado por LISA: recursos sa˜o a abstrac¸a˜o de elementos de hard-
ware, como registradores e unidades funcionais. Nesse modelo, em qualquer momento
da execuc¸a˜o de uma instruc¸a˜o ou operac¸a˜o, um determinado conjunto de recursos esta´
sendo ocupado por ela e precisa ser desocupado para que outra operac¸a˜o que o utilize seja
executada ou, do contra´rio, esta operac¸a˜o executara´ em paralelo a aquela. A resoluc¸a˜o
de conflitos e´ feita pela ordem de chegada: as primeiras operac¸o˜es que requisitarem um
recurso tera˜o prioridade. Esse mecanismo simples e´ suficiente para se modelar processa-
dores com pipelines, inclusive mu´ltiplos, como e´ o caso dos processadores superescalares.
Isso e´ justamente a maior vantagem da abordagem feita por Sim-nML.
O artigo que apresenta Sim-nML menciona que a linguagem e sua ferramenta de
gerac¸a˜o de simuladores foram utilizados com sucesso para modelar um processador supe-
rescalar comercial, o Alpha 21164, ale´m tambe´m de oferecer exemplos de como modelar
previsa˜o de desvios (branch prediction). Existe tambe´m um trabalho sobre simulac¸a˜o do
desempenho de caches usando Sim-nML [29], ale´m de outro mais recente sobre s´ıntese de
alto n´ıvel [7].
Finalmente, sobre nML, o que e´ poss´ıvel concluir e´ que se trata de uma linguagem
bastante interessante para projetistas de SoCs, dado seu pioneirismo e simplicidade, ale´m
do conjunto de ferramentas comerciais bastante funcional. Possui a mesma deficieˆncia de
LISA, no sentido que a linguagem se desenvolveu em 2 vertentes diferentes e incompat´ıveis,
o que a torna um tanto inadequada para se utilizar como modelo abstrato para um
processador, ale´m de causar dependeˆncia a um determinado conjunto de ferramentas, por
na˜o existir um padra˜o u´nico para a linguagem.
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2.1.4 Outras ADLs
Ale´m de EXPRESSION, LISA e nML, outras ADLs foram estudadas durante a realizac¸a˜o
deste trabalho, sendo que algumas delas, apesar de na˜o serem ta˜o adequadas para inte-
grac¸a˜o a um fluxo de projeto de SoCs, merecem uma breve menc¸a˜o, por representarem
trabalhos importantes na a´rea de ADLs.
A primeira delas, MIMOLA [39], foi desenvolvida na Universita¨t Kiel, na Alema-
nha, por volta do final da de´cada de 70. Trata-se, portanto, de um trabalho pioneiro e,
consequ¨entemente, bastante citado. Por ser uma ADL bastante antiga, MIMOLA infeliz-
mente na˜o possui trabalhos recentes que a estendam ou evoluam, sendo uma linguagem
cujo desenvolvimento esta´ parado. Os u´ltimos trabalhos sobre MIMOLA datam de metade
da de´cada de 1990, como por exemplo [6].
Ale´m disso, a linguagem MIMOLA apresenta diversos inconvenientes para o uso em
projeto de SoCs. Um deles e´ o fato de ser uma ADL puramente estrutural, suas descric¸o˜es
sa˜o compostas apenas de componentes e suas interconexo˜es. Isso significa que na˜o ha´ a
abstrac¸a˜o de conjunto de instruc¸o˜es na descric¸a˜o de arquitetura, o que compromete a
gerac¸a˜o automa´tica de ferramentas de desenvolvimento de software para a arquitetura
descrita. Ale´m disso, as descric¸o˜es MIMOLA sa˜o em bastante baixo n´ıvel, chegando
realmente muito pro´ximo do RTL, o que na˜o e´ interessante porque impede que a ADL seja
integrada ao fluxo de projeto desde cedo. Todas essas caracter´ısticas mostram claramente
que MIMOLA na˜o foi projetada tendo em vista o projeto de SoCs.
Outra linguagem de descric¸a˜o de arquiteturas que merece destaque e´ ISDL (Instruction
Set Description Language) [15], que foi desenvolvida no MIT (Massachussetts Institute
of Technology). Como o pro´prio nome indica, e´ uma linguagem focada em descrever
conjuntos de instruc¸a˜o, o que a classifica como uma ADL comportamental. ISDL e´ uma
linguagem de bastante alto n´ıvel, o que permitiria sua integrac¸a˜o em etapas mais iniciais
de um fluxo de projeto de SoCs, possibilitando o desenvolvimento conjunto de hardware
e software, pois a partir de uma descric¸a˜o ISDL e´ poss´ıvel obter ferramentas para desen-
volvimento de software (montador e compilador) para o conjunto de instruc¸o˜es descrito,
ale´m de um simulador funcional para a arquitetura. Pore´m, a participac¸a˜o de ISDL no
fluxo de projeto termina a´ı, pois na˜o e´ poss´ıvel gerar simuladores em precisa˜o de ciclos
ou ainda co´digo RTL sintetiza´vel a partir de uma descric¸a˜o ISDL, dado que elas na˜o pos-
suem informac¸a˜o estrutural sobre a arquitetura. Isso desfavorece muito o reuso de uma
descric¸a˜o ISDL no fluxo de projeto de um SoC, o que a torna uma linguagem na˜o muito
adequada para essa finalidade.
Mais adequada a` finalidade de projeto de SoCs esta´ a linguagem RADL [34] (inici-
almente Rockwell Architecture Description Language, depois Retargetable Architecture
Description Language), que foi desenvolvida na Rockwell Semiconductor Systems. Essa
ADL ja´ apresenta como vantagem sobre as duas anteriores o fato de ser mista, possuindo
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em suas descric¸o˜es tanto caracter´ısticas estruturais quanto comportamentais. Por esse
motivo, uma descric¸a˜o RADL oferece um bom grau de reuso, que abrange desde etapas
mais iniciais de um fluxo de projeto de SoCs, como a modelagem em alto n´ıvel e o desen-
volvimento de software conjuntamente com o hardware, ate´ o refinamento e explorac¸a˜o
microarquiteturais, feitos com o uso de simuladores com precisa˜o de ciclos.
Um fato interessante e´ que RADL foi vagamente baseada em LISA, possuindo, por
exemplo, o mesmo conceito de operac¸a˜o (palavra-chave OPERATION). Ale´m disso, ela foi
bastante inspirada tambe´m em nML, com caracter´ısticas como a existeˆncia de uma hierar-
quia de operac¸o˜es, a especificac¸a˜o separada de uma sintaxe para a linguagem de montagem
e da codificac¸a˜o bina´ria das instruc¸o˜es etc.
O foco do desenvolvimento de RADL foi a modelagem de DSPs de alto desempenho,
sobretudo aqueles com mu´ltiplos pipelines, que na˜o podiam ser descritos em linguagens
como LISA e nML naquela e´poca, de forma que fosse poss´ıvel gerar, a partir de uma
descric¸a˜o RADL, simuladores em precisa˜o de ciclos para o processador ou DSP modelado.
A linguagem RADL, pore´m, aparentemente teve seu desenvolvimento estacionado,
pois na˜o se encontram mais publicac¸o˜es sobre ela a partir de 1998. Justamente por esse
motivo e´ que ela perde em recursos para as linguagens que se modernizaram, sobretudo
no que diz respeito a` interoperabilidade dos simuladores gerados com modelos de sistemas
completos, feitos em SystemC ou alguma outra HDL em n´ıvel de sistema. Esse fato a
impede de ser uma boa inspirac¸a˜o para o desenvolvimento deste trabalho, que possui
como um dos pontos principais a interoperabilidade com modelos em n´ıvel de sistema.
2.2 Transaction Level Modeling (TLM)
A crescente complexidade dos projetos de sistemas, especialmente os SoCs modernos, ale´m
da pressa˜o existente para que, cada vez mais, esses projetos tornem-se produtos funcionais
rapidamente, tornou necessa´rio aumentar o n´ıvel de abstrac¸a˜o usado nos projetos de modo
a ter uma visa˜o geral do sistema desde o in´ıcio.
As metodologias de projeto em n´ıvel de sistema sa˜o baseadas em criar, inicialmente,
um modelo de alt´ıssimo n´ıvel de abstrac¸a˜o que represente o sistema como um todo e, enta˜o,
refinar esse modelo, descendo seu n´ıvel de abstrac¸a˜o ate´ que ele se torne a implementac¸a˜o
de um sistema real.
Pore´m, a desvantagem de se trabalhar com modelos em n´ıvel de abstrac¸a˜o maior do
que RTL e´ o fato deles na˜o terem seu n´ıvel de abstrac¸a˜o bem definido. Em um modelo
RTL e´ poss´ıvel precisar a quantidade de detalhes que ele representa, ao contra´rio de um
modelo em um n´ıvel de abstrac¸a˜o arbitrariamente superior.
A padronizac¸a˜o de um n´ıvel de abstrac¸a˜o traz vantagens claras: o conhecimento da
precisa˜o de um modelo e do escopo de sua representac¸a˜o permitem utiliza´-lo para diver-
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sas finalidades interessantes, em especial a s´ıntese de hardware ou ainda a verificac¸a˜o e
prototipagem de um sistema.
Desse modo, o que motiva os trabalhos recentes [9, 10] sobre modelagem em n´ıvel de
transac¸o˜es (TLM) e´ justamente uma busca por n´ıveis de abstrac¸a˜o mais bem definidos,
inseridos entre o puramente algor´ıtmico e o RTL.
O termo ‘n´ıvel de transac¸o˜es’ no fundo na˜o representa um u´nico n´ıvel de abstrac¸a˜o
para a modelagem de sistemas, mas sim todo um conjunto de n´ıveis de abstrac¸a˜o, os
quais variam de acordo com a quantidade de detalhe funcional ou temporal que eles
representam [9].
Como caracter´ıstica comum de todos os modelos em n´ıvel de transac¸o˜es (tambe´m
chamados TLMs), o detalhamento usado para se modelar componentes computacionais
e´ separado daquele usado para se modelar a comunicac¸a˜o entre eles. Dessa maneira, e´
poss´ıvel representar componentes computacionais em um n´ıvel de detalhe e as estruturas
de comunicac¸a˜o entre eles em um outro n´ıvel de detalhe completamente diferente. A mais
importante consequ¨eˆncia disso e´ a possibilidade de se refinar a modelagem das estruturas
de comunicac¸a˜o independentemente da modelagem dos componentes computacionais.
Portanto, a finalidade principal de se usar TLM em uma metodologia de projeto e´,
ale´m de gerenciar a complexidade do projeto, partindo do alto n´ıvel, tambe´m agilizar o
fluxo de projeto, permitindo o desenvolvimento dos componentes computacionais concor-
rentemente a`s estruturas de comunicac¸a˜o.
Para se atingir essa agilidade, o desenvolvimento de um TLM e´ incremental, como
sugerido anteriormente, e baseia-se principalmente em esconder detalhes desnecessa´rios
do modelo de um determinado mo´dulo, adicionando esses detalhes conforme forem ne-
cessa´rios para que o desenvolvimento dos outros mo´dulos (sejam computacionais ou de
comunicac¸a˜o) possa continuar tambe´m.
Outra caracter´ıstica de modelagem que proporciona essa separac¸a˜o entre os domı´nios
funcional e temporal em TLM e´ o uso de canais de SystemC para proporcionar a comu-
nicac¸a˜o entre os mo´dulos computacionais. Toda comunicac¸a˜o em um TLM e´ realizada
atrave´s de transac¸o˜es, que sa˜o comunicac¸o˜es realizadas atrave´s de chamadas de func¸a˜o
presentes na interface dos canais. O refinamento das estruturas de comunicac¸a˜o se da´ na
implementac¸a˜o dessas interfaces, que sa˜o os pro´prios canais. As interfaces se mante´m ao
longo do fluxo de projeto, permitindo enta˜o que a interoperabilidade entre os elementos
computacionais e os de comunicac¸a˜o tambe´m se mantenha, independentemente do n´ıvel
de refinamento de cada um deles.
Delimitadas as caracter´ısticas comuns dos TLMs, e´ preciso enta˜o definir com clareza
quais os tipos de TLM poss´ıveis e a que n´ıveis de abstrac¸a˜o cada um desses tipos de
modelo correspondem.
A abordagem mais comum atualmente se baseia em considerar n´ıveis de abstrac¸a˜o
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separados para computac¸a˜o e comunicac¸a˜o [9]. Cada um desses domı´nios pode ter um
dentre treˆs n´ıveis de detalhamento em relac¸a˜o a` temporizac¸a˜o: na˜o-temporizado (UT —
untimed), aproximadamente temporizado (AT — approximately timed) e temporizado
com precisa˜o de ciclos (CA — cycle-accurate ou CT — cycle timed).
A composic¸a˜o de um desses n´ıveis de detalhe no domı´nio da computac¸a˜o, com outro
n´ıvel de detalhe no domı´nio da comunicac¸a˜o da´ origem aos va´rios tipos de TLM. Existem,
portanto, nove tipos poss´ıveis de TLM sob essa abordagem. Pore´m, alguns deles sa˜o um
tanto incomuns ou pouco u´teis e, devido a isso, na˜o sa˜o nomeados na literatura [9] nem
sera˜o citados aqui. Usando-se esse crite´rio de classificac¸a˜o, os nomes dados para os tipos




CA — Bus-functional Implementation
AT — Bus-arbitration Cycle-accurate computation
UT Specification Component-assembly —
Tabela 2.1: Nomes dos poss´ıveis TLMs de acordo com a nomenclatura definida em (Gajs-
ki/Cai)
O trabalho de [9] define, ale´m de nomenclatura para os principais modelos utilizados,
tambe´m uma nomenclatura para os diversos domı´nios de projeto nos quais o uso de TLM
e´ relevante. Sa˜o cinco os domı´nios que esse trabalho delimita: domı´nio de modelagem, de
validac¸a˜o, de refinamento, de explorac¸a˜o e, finalmente, de s´ıntese.
O domı´nio de modelagem diz respeito a` criac¸a˜o de modelos em alto n´ıvel, modelos em
n´ıvel de sistema, cujo detalhamento seja apenas o suficiente para se considerar um sistema
como um conjunto de mo´dulos e ter uma ide´ia ba´sica de qual a semaˆntica desses mo´dulos,
ale´m de quais deles se comunicam entre si. O tipo de modelo com o qual tipicamente
se lida nesse domı´nio e´ o Specification Model mencionado anteriormente, um modelo no
qual nem a computac¸a˜o nem a comunicac¸a˜o sa˜o temporizados, fornecendo uma estrutura
geral do sistema sem modelar detalhes de implementac¸a˜o.
No domı´nio de validac¸a˜o, usa-se TLMs para se verificar a corretude e fidelidade de
uma implementac¸a˜o ou modelo detalhado (por exemplo, em RTL) em relac¸a˜o a`s suas
especificac¸o˜es (as quais estariam modeladas sob a forma de um TLM bastante ba´sico)
ou mesmo etapas anteriores de projeto que tenham usado TLMs. Essa validac¸a˜o pode
ser feita atrave´s de te´cnicas como a co-simulac¸a˜o ou a verificac¸a˜o formal. Ale´m disso,
uma vantagem de TLM e´ a possibilidade de se verificar na˜o apenas o sistema como um
todo, o que seria muito lento, mas sim usar TLMs substituindo-se alguns de seus mo´dulos
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pelas verso˜es mais refinadas delas e realizando-se uma simulac¸a˜o com esse modelo h´ıbrido,
tirando proveito do ganho de desempenho de simulac¸a˜o.
O domı´nio de refinamento, por sua vez, refere-se ao uso de TLMs no fluxo de projeto
de um sistema. Parte-se de um modelo funcional do sistema, que implemente-o puramente
usando software, refinando-o primeiramente para um TLM ba´sico como o Specification
Model com a estrutura desse sistema, conduzindo-o posteriormente por diversas etapas
de refinamento desse TLM, adicionando temporizac¸a˜o a ele, ate´ obter um Implementation
Model que, possuindo precisa˜o de ciclos, podera´ ser refinado para RTL e da´ı por diante. Se
o modelo funcional for escrito em C++, e´ poss´ıvel reusar parte razoa´vel de seu co´digo ao
refina´-lo para um Specification Model em SystemC, bastando para isso o particionamento
do co´digo em mo´dulos e a interconexa˜o desses mo´dulos usando canais. O reuso tambe´m
e´ poss´ıvel ao se refinar o modelo para RTL, pois SystemC e´ capaz de modelar hardware
em RTL, inclusive sintetiza´vel, ale´m de possibilitar a co-verificac¸a˜o desse modelo RTL
em relac¸a˜o a um TLM Implementation Model do qual se partiu e que foi previamente
verificado. Desse modo, e´ poss´ıvel usar a co-verificac¸a˜o como um requisito para se passar
para uma etapa posterior de refinamento. Poss´ıveis fluxos de refinamento sa˜o ilustrados
em [9] atrave´s de um grafo, apresentado na figura 2.1.
Figura 2.1: Grafo de fluxo de modelagem de sistemas, retirado de [9].
Outro uso importante para TLMs se da´ no domı´nio de explorac¸a˜o, uma etapa de de-
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senvolvimento cuja finalidade e´ estudar caracter´ısticas de um sistema, como desempenho,
consumo de energia etc atrave´s de um TLM que modele essas caracter´ısticas. Por exem-
plo, um Implementation Model, que tem precisa˜o de ciclos tanto na comunicac¸a˜o quanto
na computac¸a˜o, ou ate´ mesmo um Bus-arbitration model, que e´ aproximadamente tem-
porizado, permitem realizar esse tipo de estudos. Usando as estimativas fornecidas pelo
modelo, e´ poss´ıvel altera´-lo de maneira a tentar satisfazer melhor os requisitos de pro-
jeto e enta˜o realizar novamente simulac¸a˜o para verificar se esses requisitos foram ou na˜o
atingidos. A explorac¸a˜o do espac¸o de projeto, como exemplificada aqui, e´ poss´ıvel de ser
realizada a partir de modelos mais detalhados que os TLMs, mas esses modelos na˜o ofe-
recem boa velocidade de simulac¸a˜o, ale´m de serem tambe´m menos flex´ıveis, apresentando
maiores dificuldades de modificac¸a˜o, atrasando assim a fase de explorac¸a˜o.
Finalmente, existe tambe´m a sugesta˜o do uso de TLMs no domı´nio de s´ıntese. Nessa
modalidade, realiza-se o refinamento dos modelos automaticamente, atrave´s de ferramen-
tas espec´ıficas. Essas ferramentas devem ser capazes de refinar o n´ıvel de abstrac¸a˜o de
um TLM (por exemplo, transformar a computac¸a˜o na˜o-temporizada para aproximada-
mente temporizada) atrave´s de um algoritmo de estimativa e bibliotecas de desempenho.
Deve ser poss´ıvel tambe´m ter algoritmos para realizar explorac¸a˜o automa´tica, visando
refinar um modelo, seja nos seus componentes computacionais ou nas suas estruturas de
comunicac¸a˜o, de maneira a atender restric¸o˜es de projeto que estejam especificadas. Esse
conjunto de ide´ias aponta para o futuro das ferramentas de s´ıntese de hardware, as quais
seriam capazes de sintetizar sistemas completos a partir de modelos em alto n´ıvel (ao
contra´rio do RTL), ou, na pior das hipo´teses, servir de guia para o projeto de sistemas
complexos, reduzindo, em muito, o tempo de projeto desses sistemas [9].
Posteriormente, o trabalho de [10] apresentou uma extensa˜o desse u´ltimo, por apre-
sentar modelos de uso para TLMs em projetos de sistemas. Esses modelos de uso sa˜o
baseados em casos concretos de projetos, partindo desde os sistemas mais baseados em
software e na arquitetura fixa de ASSPs (Application-Specific Standard Products – no
caso do artigo, SoCs baseados em microprocessadores, microcontroladores ou DSPs, bar-
ramentos internos e perife´ricos, voltados para uma aplicac¸a˜o espec´ıfica que devera´ ser
implementada em software), passando por Structured ASICs ate´ chegar em um sistema
totalmente personalizado (full custom). Esse aspecto do trabalho e´ interessante por de-
linear metodologias baseadas em TLM, demonstrando a usabilidade de modelos TLM de
tipos variados dentro de fluxos de projeto t´ıpicos.
Tambe´m e´ digna de nota a nomenclatura dos tipos de modelos que e´ usada nesse
trabalho, por ser basicamente uma extensa˜o daquela adotada pelo padra˜o TLM da OSCI.
Segue uma descric¸a˜o breve dos tipos de modelos e seus nomes (aqueles sublinhados esta˜o
presentes tambe´m no padra˜o TLM da OSCI):
Algorithmic (ALG). O modelo algor´ıtmico nada mais e´ do que uma implementac¸a˜o do
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sistema feita 100% em software. Esse modelo apenas captura a funcionalidade do
sistema, sem haver qualquer preocupac¸a˜o com detalhes arquiteturais ou de imple-
mentac¸a˜o final. No padra˜o OSCI esse n´ıvel de abstrac¸a˜o e´ chamado AL (Algorithmic
Level). Segundo [10] esse tipo de modelo na˜o faz parte do espac¸o TLM. O espac¸o
TLM e´ definido por todos os n´ıveis de abstrac¸a˜o que esta˜o entre o puramente al-
gor´ıtmico e o RTL.
Communicating Processes (CP). Esse modelo ja´ apresenta o sistema como um con-
junto de processos concorrentes que se comunicam ponto-a-ponto, trocando in-
formac¸a˜o encapsulada em estruturas de dados de alto n´ıvel. Neste n´ıvel comec¸a a
preocupac¸a˜o com a arquitetura do sistema devido ao particionamento em processos,
mas ainda assim ele e´ basicamente independente de arquitetura e implementac¸a˜o.
Communicating Processes with Time (CPT). Trata-se de um modelo CP, pore´m
temporizado. Via de regra, um modelo deste n´ıvel de abstrac¸a˜o oferece informac¸a˜o
aproximada de tempo, que pode variar em precisa˜o, pelo uso de modelos de tempo-
rizac¸a˜o bastante arbitra´rios, que podem ser ate´ bastante precisos caso se refiram a
componentes conhecidos ou de biblioteca.
Programmer’s View (PV). Este tipo de modelo oferece muito mais detalhes arqui-
teturais do que o modelo CP. Caracteriza-se por possuir instaˆncias de modelos de
barramentos gene´ricos, os quais realmente agem como mecanismos de transporte
e oferecem arbitragem, ao inve´s da comunicac¸a˜o ponto-a-ponto. Ale´m disso, os
elementos computacionais sa˜o claramente definidos como mestres ou escravos. A
principal func¸a˜o do modelo PV e´ oferecer precisa˜o de mapeamento de memo´ria e de
registradores, de tal maneira que este modelo possa executar drivers de software em
baixo-n´ıvel, os quais podera˜o acessar dispositivos diretamente, como num sistema
real.
Programmer’s View with Timing (PVT). Este tipo de modelo acrescenta ao PV a
informac¸a˜o de tempo aproximada. Possui maior fidelidade arquitetural, pois neste
n´ıvel o particionamento dos IPs ja´ e´ completo e a arquitetura de comunicac¸a˜o ja´ esta´
completamente definida, usando modelos espec´ıficos das estruturas de interconexa˜o,
ao inve´s de gene´ricos. Grac¸as a isso, um modelo PVT pode oferecer temporizac¸a˜o
muito mais precisa do que um modelo CPT, pois os elementos sa˜o todos conhecidos
e os modelos de temporizac¸a˜o, portanto, mais espec´ıficos.
Cycle-Accurate (CA). Os modelos em precisa˜o de ciclos diferenciam-se na˜o apenas
pela precisa˜o da temporizac¸a˜o, mas tambe´m pelo fato de usarem comunicac¸a˜o base-
ada em palavras da largura dos barramentos, ao inve´s de estruturas de dados de mais
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alto n´ıvel. Essa comunicac¸a˜o geralmente e´ precisa bit a bit. Como se na˜o bastasse,
os elementos processantes tambe´m sa˜o modelados em maior detalhe, revelando sua
microarquitetura.
Register Transfer Level (RTL). Modelos RTL refletem completamente a arquitetura
e a implementac¸a˜o do sistema ate´ o n´ıvel de sinais e pinos. Ate´ o comportamento
existente entre as bordas do clock e´ modelado e simulado. Modelos RTL sa˜o tipica-
mente usados para a s´ıntese de hardware e, segundo [10], tambe´m na˜o fazem parte
do espac¸o de abstrac¸a˜o de TLM.
Conforme visto anteriormente, e´ poss´ıvel perceber que TLM e´ uma sa´ıda interes-
sant´ıssima para o problema da complexidade de projeto de sistemas de hardware (ou
hardware e software). Pore´m, o seu problema maior e´ uma falta de padronizac¸a˜o, sobre-
tudo no que diz respeito a nomenclaturas, ale´m de metodologias de modelagem e APIs
de comunicac¸a˜o. Mas atualmente existem esforc¸os para atacar esses problemas.
2.2.1 SystemC TLM
O principal esforc¸o de padronizac¸a˜o de TLM no momento e´ aquele do SystemC TLM
Working Group. O trabalho desenvolvido por esse grupo culminou no conjunto de padro˜es
SystemC TLM [33] e tambe´m na biblioteca SystemC TLM, usada para se desenvolver esse
tipo de modelo.
O padra˜o de modelagem TLM em SystemC tem como objetivos principais a definic¸a˜o
de um conjunto de interfaces de comunicac¸a˜o que possa ser mapeado com clareza e
eficieˆncia tanto para hardware como para software, ale´m de proporcionar o reuso de IPs
em um mesmo projeto (atrave´s de seus diversos n´ıveis de abstrac¸a˜o), ou entre projetos
diferentes.
Para atingir esse objetivo, foi criada a biblioteca de interfaces TLM, que conte´m
interfaces de comunicac¸a˜o padronizadas, capazes de facilitar a interoperabilidade entre
mo´dulos e IPs, favorecendo o reuso de implementac¸a˜o e de projeto.
As interfaces SystemC TLM sa˜o interfaces de comunicac¸a˜o, portanto sa˜o basicamente
compostas de me´todos de leitura e escrita. Podem ser bloqueantes ou na˜o-bloqueantes,
bem como unidirecionais ou bidirecionais.
A terminologia bloqueante refere-se ao comportamento de sincronizac¸a˜o dos me´todos de
uma interface. Em SystemC ha´ dois tipos ba´sicos de processos para se modelar um sistema
concorrente: SC THREAD e SC METHOD. Enquanto que um processo do tipo SC THREAD pode
ser interrompido por uma chamada de wait(), os processos do tipo SC METHOD na˜o podem,
sendo sincronizados apenas atrave´s de eventos externos, que devera˜o estar relacionados em
sua lista de sensibilidade. Desse modo, na˜o e´ poss´ıvel invocar wait() em um SC METHOD.
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Como e´ poss´ıvel invocar quaisquer me´todos dentro de um SC METHOD, toda interface tem
de explicitar se pode haver chamadas de wait() realizadas por seus me´todos ou na˜o.
Interfaces bloqueantes, portanto, sa˜o aquelas cujos me´todos podem realizar chamadas
de wait(), enquanto que as na˜o-bloqueantes sa˜o aquelas cujos me´todos garantidamente
na˜o o fazem. Processos do tipo SC METHOD devem, portanto, apenas invocar me´todos de
interfaces na˜o-bloqueantes.
As interfaces unidirecionais da biblioteca TLM de SystemC foram todas modeladas
tomando-se como base o canal sc fifo. Por ser modeladas tendo essa estrutura em forma
de fila como base, treˆs operac¸o˜es sa˜o oferecidas, uma por interface: get() (leitura), put()
(escrita) e peek() (leitura sem consumir o dado, mantendo-o no FIFO, buffer ou outro
tipo de canal modelado). Dessa maneira, pode-se resumir que interfaces unidirecionais
modelam a comunicac¸a˜o entre dois pontos sendo que o primeiro funciona apenas como
produtor, enviando dados, e o segundo, apenas como consumidor, recebendo-os.
Ale´m disso, as mesmas operac¸o˜es, acrescidas do prefixo nb , sa˜o oferecidas nas interfa-
ces na˜o-bloqueantes. As operac¸o˜es na˜o-bloqueantes retornam sempre um valor booleano,
que serve para indicar se a operac¸a˜o funcionou ou falhou (por exemplo, leitura de memo´ria
sem que esta esteja pronta na˜o ira´ retornar o dado correto, portanto e´ uma falha). Para
fins de polling, existem tambe´m os me´todos com o prefixo nb can , que retornam um valor
booleano indicando se e´ poss´ıvel ou na˜o realizar uma transfereˆncia naquele instante, sem
que para isso seja preciso realizar uma tentativa de transfereˆncia com passagem de valor
(por exemplo, uma escrita), o que possibilita polling mais eficiente por na˜o perder tempo
com essa tentativa.
As interfaces unidirecionais na˜o-bloqueantes oferecem tambe´m eventos, os quais sa˜o
notificados quando uma transfereˆncia puder ser realizada. Isso possibilita a modelagem
de um sistema de acesso baseado em interrupc¸o˜es, bastando para isso que esses eventos
estejam em uma lista de sensibilidade de um processo, ou que haja uma SC THREAD es-
perando por eles. Os eventos sa˜o nomeados com o prefixo ok to seguido pelo nome da
operac¸a˜o pela qual se aguarda a liberac¸a˜o de acesso.
Finalmente, a biblioteca TLM de SystemC oferece interfaces bidirecionais bloqueantes.
O modelo de comunicac¸a˜o bidirecional pressupo˜e tambe´m comunicac¸a˜o entre dois pontos,
sendo que o primeiro, atuando como mestre, inicia a transac¸a˜o enviando (produzindo)
uma requisic¸a˜o para o segundo ponto, que, atuando como escravo, a consome. Pore´m
tanto o segundo ponto podera´ enviar uma resposta a essa transac¸a˜o (atuando tambe´m
como produtor), como o primeiro ponto ira´ consumı´-la. Num modelo de comunicac¸a˜o
bidirecional, ambos os pontos sa˜o tanto produtores quanto consumidores. A diferenc¸a
entre eles e´ que o mestre inicia a transac¸a˜o produzindo uma requisic¸a˜o, e consome uma
resposta; enquanto que o escravo consome a requisic¸a˜o e produz uma resposta.
Um exemplo ba´sico de comunicac¸a˜o bidirecional seria uma transac¸a˜o completa de
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leitura em memo´ria: um processador atua como mestre, enviando uma requisic¸a˜o de
leitura. A memo´ria consome a requisic¸a˜o, processa-a, e devolve uma resposta com o dado
lido, que e´ enta˜o consumida pelo processador, conforme ilustrado na figura 2.2.
Figura 2.2: Comunicac¸a˜o bidirecional entre dois mo´dulos
As duas interfaces bidirecionais mais ba´sicas oferecidas pela biblioteca SystemC TLM
sa˜o tlm master if e tlm slave if. Elas combinam, por heranc¸a, as interfaces unidireci-
onais de put e get, sendo que atrave´s da interface mestra o tipo de dado enviado por put
e´ uma requisic¸a˜o, e o tipo de dado recebido por get e´ uma resposta. Na interface escrava
acontece, obviamente, o contra´rio: put envia respostas, e get recebe requisic¸o˜es.
Ale´m dessas duas interfaces bidirecionais, existe mais uma que e´ interessante:
tlm transport if. Essa interface proveˆ apenas um me´todo, que e´ o me´todo
transport(). Esse me´todo e´ uma espe´cie de junc¸a˜o dos me´todos put() e get() blo-
queantes, pois envia uma requisic¸a˜o (que e´ seu argumento) e ja´ devolve uma resposta em
seu valor de retorno. Dessa maneira, existe um acoplamento entre requisic¸o˜es e respostas,
de modo que havera´ sempre uma resposta para toda requisic¸a˜o, o que na˜o necessariamente
acontece quando se trabalha com as interfaces mestre e escrava bidirecionais.
Em correspondeˆncia a`s interfaces que compo˜em o nu´cleo do padra˜o TLM da OSCI,
existem tambe´m na biblioteca SystemC TLM canais que oferecem implementac¸o˜es t´ıpicas
para essas interfaces.
O canal tlm fifo implementa todas as interfaces unidirecionais TLM atrave´s de um
FIFO, como o pro´prio nome diz. Ha´ tambe´m o canal tlm req rsp channel, que im-
plementa tanto a interface tlm master if e a interface tlm slave if, servindo assim
facilmente como um intermedia´rio entre um mo´dulo mestre e outro escravo. A imple-
mentac¸a˜o dele se baseia em dois FIFOs, um para a requisic¸a˜o do mestre e outro para a
resposta do escravo. Finalmente, ha´ o canal tlm transport channel que implementa a
interface tlm transport if. Sua implementac¸a˜o e´ baseada em dois FIFOs de tamanho
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1, pois a cada requisic¸a˜o devera´ corresponder uma resposta. Esse u´ltimo canal imple-
menta tambe´m as interfaces bidirecionais mestra e escrava, de maneira que ele possa
servir de ponte para comunicac¸a˜o com outros componentes que estiverem modelados para
se comunicar em n´ıveis de abstrac¸a˜o menores. Como, por sua vez, as interfaces bidireci-
onais mestre e escrava sa˜o, cada uma delas, composic¸a˜o de interfaces unidirecionais em
duas direc¸o˜es distintas, isso significa que esse canal pode servir de ponte com elementos
modelados em praticamente qualquer n´ıvel de abstrac¸a˜o.
O trabalho introduto´rio do padra˜o TLM da OSCI tambe´m e´ responsa´vel por apre-
sentar uma interessante recomendac¸a˜o de modelagem para modelos PV. Trata-se de uma
arquitetura de modelagem que divide a comunicac¸a˜o inter-mo´dulos em camadas, de ma-
neira a esconder os detalhes de comunicac¸a˜o dos mo´dulos processantes. Com isso, um
mo´dulo processante PV, que e´ software, podera´ se comunicar com componentes em n´ıvel
de abstrac¸a˜o inferior (ate´ mesmo componentes RTL) sem que seja necessa´rio alterar seu
co´digo. Dessa forma, promove-se um dos principais objetivos de TLM, que e´ permitir a
integrac¸a˜o de modelos de software com modelos de hardware.
Essa arquitetura de modelagem divide a comunicac¸a˜o em treˆs camadas:
User Layer. A camada de usua´rio corresponde aos me´todos de comunicac¸a˜o de alto n´ıvel
que sa˜o oferecidos para uso por elementos processantes modelados como software (o
que caracteriza um modelo PV). Sa˜o me´todos como por exemplo write(), read()
e afins, que devem ser definidos pelos projetistas de modo a compor uma interface
que fac¸a sentido para os usua´rios do modelo de comunicac¸a˜o proposto.
Protocol Layer. A camada de protocolo diz respeito a` estrutura dos pacotes que sa˜o
enviados de um mo´dulo para outro. Esses pacotes devem ser modelados como clas-
ses que encapsulem as informac¸o˜es transmitidas, definindo o que sa˜o requisic¸o˜es e o
que sa˜o respostas. Tambe´m faz parte da camada de protocolo uma classe chamada
de initiator port, responsa´vel por implementar a interface definida na camada de
usua´rio como ela sera´ usada pelo elemento mestre (ou iniciador da transac¸a˜o). Es-
sas implementac¸o˜es baseiam-se em processar os argumentos dos me´todos, montando
um pacote de requisic¸a˜o e enviando-o atrave´s da chamada do me´todo transport()
de uma porta de sa´ıda. Quando retorna uma resposta, ela devera´ ser processada
(desmontando o pacote de resposta) e tratada de acordo (por exemplo, retornando
o dado lido na chamada do me´todo de leitura). Analogamente, deve existir tambe´m
nesta camada uma classe base para os elementos escravos (slave base), que imple-
mentara´ o me´todo transport(). Uma implementac¸a˜o ba´sica desse me´todo consiste
em desmontar o pacote de requisic¸a˜o, tratando-a de acordo com seu tipo, o que
geralmente implica em chamadas de me´todo da camada de usua´rio. Por exemplo,
uma requisic¸a˜o de leitura implica na chamada do me´todo read() da camada de
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usua´rio. De acordo com o retorno desse me´todo, deve ser montado um pacote de
resposta, o qual sera´ devolvido como valor de retorno do me´todo transport().
Transport Layer. A camada de transporte refere-se ao arcabouc¸o de portas (tanto
sc port como sc export) e canais de SystemC responsa´vel por passar adiante a
chamada de transport() pelo mestre, ate´ chegar ao escravo.
Para uma melhor compreensa˜o da arquitetura de treˆs camadas do padra˜o TLM da
OSCI, segue um exemplo de uma transac¸a˜o de leitura em memo´ria, com uma apresentac¸a˜o
detalhada das etapas realizadas em cada uma das camadas.
Figura 2.3: Ilustrac¸a˜o do fluxo de requisic¸a˜o de leitura em memo´ria em um modelo PV
mestre-escravo.
A figura 2.3 ilustra todo o fluxo da requisic¸a˜o nessa transac¸a˜o. A transac¸a˜o de leitura
inicia-se quando um elemento processante mestre, que possui uma porta de sa´ıda, invoca
o me´todo de leitura dessa porta (1). A implementac¸a˜o desse me´todo, que ja´ e´ co´digo
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que faz parte da camada de protocolo, ira´ montar um pacote de requisic¸a˜o, atribuindo os
valores corretos aos seus campos (2), e despacha´-lo atrave´s da chamada de transport()
(3). A chamada de transport() e´ representada ligada a` camada de transporte porque e´
essa chamada que encaminhara´ o dado atrave´s da camada de transporte.
A camada de transporte encarrega-se enta˜o de repassar a chamada para o mo´dulo cor-
reto, no caso o mo´dulo de memo´ria, que e´ um escravo. A implementac¸a˜o de transport()
nesse mo´dulo faz parte da classe sl base (4), que e´ herdada pelo mo´dulo de memo´ria.
Essa implementac¸a˜o ja´ faz parte da camada de protocolo e ira´ agir como tal, decodificando
o pacote de requisic¸a˜o, identificando-o como uma leitura (5). O fato de ser uma leitura
ira´, enta˜o, disparar uma chamada do me´todo read() da camada de usua´rio (6), que esta´
implementado no mo´dulo de memo´ria e ira´ realizar a leitura.
Figura 2.4: Ilustrac¸a˜o do fluxo de resposta da leitura em memo´ria em um modelo TLM
mestre-escravo.
A partir da´ı comec¸a o retorno da resposta, ilustrado na figura 2.4. O dado lido pelo
me´todo read() esta´ no buffer data (7). Prossegue-se enta˜o, novamente, para a camada de
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protocolo, que ira´ montar um pacote de resposta, indicando que houve sucesso na leitura
e incluindo nele o dado que foi lido (8). O retorno do me´todo transport() devolve esse
pacote de resposta como valor (9), que volta atrave´s da camada de transporte, sendo
armazenado em rsp (10), na initiator port do mestre. Mais uma vez enta˜o segue-se para
a camada de protocolo, onde a implementac¸a˜o de read() sera´ responsa´vel por decodificar
o pacote de resposta (11). Como a leitura obteve sucesso, e´ poss´ıvel escrever o dado
retornado no buffer de leitura data (12), entregando esse dado finalmente para o mestre
em sua camada de usua´rio.
O co´digo para os mo´dulos mestre e escravo participantes do exemplo anterior encontra-
se, com algumas simplificac¸o˜es, na figura 2.5. Posteriormente, a figura 2.6 apresenta um
diagrama de classes UML que ilustra quais interfaces os mo´dulos implementam e quais
classes eles estendem. A interface foo tlm if nada mais e´ do que uma instanciac¸a˜o
da interface padra˜o tlm transport if para o exemplo anterior, parametrizando-a com
os pacotes de requisic¸a˜o e resposta definidos pelos tipos REQ e RSP. A outra interface
apresentada, foo user if, e´ a interface de usua´rio, que define as assinaturas dos me´todos
da camada de usua´rio (no exemplo, o me´todo read()).
Analisando-se agora as classes apresentadas no diagrama, percebe-se que sc port,
parametrizada para a interface foo tlm if, apresentara´, obviamente, uma associac¸a˜o
com essa interface por possuir, internamente, um apontador para um objeto concreto
que implemente essa interface (e´ assim que e´ implementado o mecanismo de portas em
SystemC).
A porta iniciadora (foo initiator port) recebe esse nome porque e´ a partir dela
que uma transac¸a˜o se inicia. Como visto, uma transac¸a˜o se inicia com uma chamada de
me´todo da camada de usua´rio. E´ por esse motivo que a porta iniciadora implementa a
interface de usua´rio, como pode ser visto no diagrama. Ale´m disso, ela estende sc port
por ser, obviamente, uma porta de SystemC. Desse modo, serve para converter chama-
das de me´todos da camada de usua´rio para pacotes da camada de protocolo e envia´-los
atrave´s da camada de transporte. Isso tudo esta´ feito na implementac¸a˜o dos me´todos de
camada de usua´rio (aqueles definidos em foo user if). Em um exemplo como esse, de
comunicac¸a˜o entre mestre e escravo, a porta iniciadora deve, obviamente, fazer parte do
mo´dulo mestre, foo master, como indica o diagrama.
Ja´ a classe foo sl base e´ uma classe abstrata para mo´dulos escravos e servira´, ao
contra´rio da porta iniciadora, para receber os pacotes pela camada de transporte e de-
codificar seu protocolo, traduzindo-o para chamadas de me´todo da camada de usua´rio.
Essa e´ a classe que faz tudo isso, atrave´s da implementac¸a˜o do me´todo transport. Os
me´todos de camada de usua´rio esta˜o presentes nessa classe como virtuais puros (o que faz
dela uma classe abstrata), relegando-se assim sua implementac¸a˜o para a classe concreta
que implementara´ o mo´dulo escravo, foo slave, no caso.
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1 enum r eq type {READ, WRITE} ;
2 enum r s p s t a t u s {SUCCESS, FAILURE} ;
3 struct REQ
4 {
5 req type type ;
6 unsigned int address ;




11 r s p s t a t u s s t a tu s ;
12 unsigned int data ;
13 } ;
14 typedef t lm t r an spo r t i f<REQ, RSP> f o o t lm i f ;
15
16 class f o o u s e r i f
17 {
18 public :
19 virtual void read (unsigned int& data , unsigned int addr ) = 0 ;
20 } ;
21 class f o o i n i t i a t o r p o r t : public s c por t<f o o t lm i f >, public f o o u s e r i f
22 {
23 public :
24 void read (unsigned int& data , unsigned int addr )
25 {
26 REQ req ;
27 RSP rsp ;
28 req . type = READ;
29 req . address = addr ;
30 rsp = (∗ this )−>t ranspor t ( req ) ;
31 i f ( rsp . s t a tu s == SUCCESS)
32 data = rsp . data ;
33 } ;
34 } ;
35 class f o o s l b a s e : public f o o t lm i f , public f o o u s e r i f
36 {
37 public :
38 RSP transpor t (REQ& req )
39 {
40 RSP rsp ;
41 switch ( req . type ) {
42 case READ:
43 unsigned int data ;
44 this−>read ( data , req . address ) ;
45 rsp . s t a tu s = SUCCESS;
46 rsp . data = DATA;
47 break ;
48 default :
49 rsp . s t a tu s = FAILURE;
50 break ;
51 }
52 return rsp ;
53 } ;
54 } ;
55 class f oo master : public sc module
56 {
57 f o o i n i t i a t o r p o r t out por t ;
58 public :
59 void run ( )
60 {
61 unsigned int buf ;
62 out por t . read ( buf , 0xb800 ) ;
63 cout << ”buf : ” << buf << endl ;
64 } ;
65 SC HAS PROCESS( foo master ) ;
66 foo master ( sc module name name ) : sc module ( name )
67 {
68 SC THREAD( run ) ;
69 } ;
70 } ;
71 class f o o s l a v e : public f o o s l b a s e
72 {
73 unsigned int lmem [0 x10000 ] ;
74 public :
75 void read (unsigned int& data , unsigned int addr )
76 {
77 data = lmem [ addr ] ;
78 } ;
79 } ;
Figura 2.5: Co´digo completo para o mo´dulo mestre e o mo´dulo escravo do exemplo de
comunicac¸a˜o apresentado nas figuras 2.3 e 2.4. Foram deixados de fora os me´todos para
escrita, ale´m de qualquer tratamento de erro e conexa˜o entre os mo´dulos ou inicializac¸a˜o
do sistema.
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Figura 2.6: Hierarquia de classes e interfaces dos mo´dulos TLM no modelo mestre-escravo
apresentado no co´digo da figura 2.5.
Um exemplo de comunicac¸a˜o TLM entre mestre e escravo muito semelhante a esse
pode ser encontrado em [33], nas sec¸o˜es 3.1 e 3.2. Nesse mesmo trabalho, que introduz
o padra˜o TLM da OSCI, ainda existem diversos outros exemplos que demonstram como
refinar gradativamente um esquema de transac¸a˜o simples como o ilustrado anteriormente,
de maneira a reduzir o n´ıvel de abstrac¸a˜o do componente escravo ate´ RTL. Tambe´m
e´ apresentado o uso do mecanismo de transporte TLM para modelar topologias mais
complexas de comunicac¸a˜o, como barramentos arbitrados e crossbars. Esses exemplos,
ale´m dos apresentados aqui, veˆm apenas ilustrar o poder de modelagem que o padra˜o
TLM de SystemC da´ aos projetistas de sistemas.
2.2.2 SystemC TLM e LISA
Uma proposta ainda mais recente do que o uso de TLM em uma metodologia de projeto,
e´ a de integrar uma ADL e suas ferramentas em um fluxo de projeto baseado em TLM.
Um trabalho pioneiro nesse sentido foi realizado por um grupo de desenvolvedores da
linguagem LISA [38], criando um novo recurso na ferramenta Processor Designer, da
CoWare.
Em um modelo TLM que apresenta um n´ıvel de abstrac¸a˜o razoavelmente alto num
fluxo de projeto tradicional, os elementos processantes sa˜o descritos como processos de
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software, se comunicando por canais, portas e interfaces SystemC TLM. Segundo [9], um
poss´ıvel refinamento de um modelo semelhante a esse4 seria substituir alguns elementos
processantes por modelos de microprocessadores capazes de executar co´digo bina´rio real
(isto e´, simuladores de nu´cleos de microprocessadores). Com um modelo desse tipo e´
poss´ıvel executar software da maneira que ele existira´ no sistema final, possibilitando
realizar o desenvolvimento de software final mais cedo no fluxo de projeto do sistema.
Mais do que isso, se um modelo aproximadamente temporizado, ou ainda com precisa˜o
de ciclos for usado, torna-se poss´ıvel estimar o desempenho do sistema substituindo com-
ponentes de hardware por processadores executando software ou vice-versa, possibilitando
a explorac¸a˜o do espac¸o de projeto entre software e hardware (Hardware/Software Design
Exploration).
Por esse motivo, o trabalho descrito em [38] baseia-se na extensa˜o das ferramentas
CoWare para que elas consigam gerar adaptadores da interface gene´rica de acesso a
memo´ria de LISA para uma interface de um barramento gene´rico TLM. Desse modo
torna-se poss´ıvel usar a linguagem LISA para modelar nu´cleos de processadores que po-
dem ser conectados diretamente como mo´dulos processantes de um TLM em n´ıvel de
sistema, facilitando e automatizando o refinamento de processos de software para mode-
los de microprocessadores executando software real.
O artigo ainda apresenta um fluxo de projeto no qual tanto o processador modelado
em LISA quanto o barramento conectado a ele sa˜o refinados desde um n´ıvel funcional ate´
o RTL. Ale´m disso, e´ apresentado tambe´m um modelo de NoC (Network-on-chip) em alto
n´ıvel no qual sa˜o conectados processadores modelados em LISA para fins de simulac¸a˜o,
mostrando a flexibilidade que o uso de TLM proporciona.
2.3 Conclusa˜o
O estudo dos diversos trabalhos dispon´ıveis sobre ADLs permite, como visto, compreender
as motivac¸o˜es que houve por tra´s da criac¸a˜o de cada uma dessas linguagens e de seus
conjuntos de ferramentas.
A quase totalidade das ADLs existentes atualmente concentra-se em oferecer uma ma-
neira de se produzir automaticamente, a partir de uma descric¸a˜o de alto n´ıvel, ferramentas
para desenvolvimento de software (montadores e geradores de co´digo para compiladores),
simuladores (funcionais ou com precisa˜o de ciclos) ou ambos. Justamente a´ı e´ que esta´
a vantagem das ADLs mistas: elas sa˜o mais adequadas para se produzir tanto as ferra-
mentas que trabalham diretamente com o comportamento das arquiteturas (montadores,
geradores de co´digo, simuladores funcionais) quanto aquelas que apreendem sua estrutura
4Na verdade, o trabalho de Cai e Gajski apresenta esse refinamento no domı´nio de s´ıntese, para descer
o n´ıvel de abstrac¸a˜o de um Bus-functional Model para um Implementation Model.
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(simuladores com precisa˜o de ciclos). Essa versatilidade e´ bastante importante em fluxos
de projeto de SoCs, favorecendo o desenvolvimento simultaˆneo de software e hardware,
que ja´ se torna poss´ıvel desde cedo, pois um modelo funcional da arquitetura ja´ permite
a obtenc¸a˜o de ferramentas para desenvolver software para ela, bem como um simulador
funcional para testar a corretude desse software. Trata-se de um requisito que e´ muito
bem atendido pelas treˆs principais ADLs estudadas aqui: EXPRESSION, LISA e nML.
Outra caracter´ıstica bastante importante para a utilizac¸a˜o de uma ADL num fluxo de
projeto de SoCs e´ a capacidade de utilizac¸a˜o de um simulador (gerado automaticamente
a partir do modelo arquitetural) diretamente como um elemento processante dentro de
um modelo em n´ıvel de sistema. Das linguagens estudadas, nML possibilita isso com as
ferramentas da Target, atrave´s de uma API em C/C++ com a qual e´ poss´ıvel se comunicar
com o simulador. Ja´ LISA vai ale´m, pois a ferramenta Processor Designer da CoWare
permite gerar um simulador capaz de se comunicar atrave´s de interfaces SystemC TLM.
A te´cnica de modelagem conhecida como TLM, apesar de ser muito recente, tem sido
constante alvo de trabalhos importantes e, portanto, esta´ evoluindo muito rapidamente,
ale´m de ter recebido padronizac¸a˜o recente. Como visto, esta´ inclusive sendo adotada
pela indu´stria em geral como a soluc¸a˜o para se gerenciar a crescente complexidade dos
projetos de sistemas, sobretudo os SoCs modernos. E´ poss´ıvel concluir, portanto, que a
compatibilidade com SystemC TLM, ale´m da adaptabilidade a metodologias TLM, sa˜o
caracter´ısticas de fundamental importaˆncia para as futuras ferramentas de projeto de
hardware e sistemas, inclusive ADLs e suas ferramentas.
No cap´ıtulo posterior, e´ apresentada a linguagem ArchC, sobre a qual este trabalho
foi desenvolvido, bem como uma ana´lise de suas caracter´ısticas principais sob o mesmo
prisma: a utilidade da linguagem e conjunto de ferramentas para o projeto de SoCs.
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Cap´ıtulo 3
A linguagem de descric¸a˜o de
arquiteturas ArchC
A linguagem de descric¸a˜o de arquiteturas ArchC foi desenvolvida no Laborato´rio de Sis-
temas de Computac¸a˜o (LSC) do Instituto de Computac¸a˜o (IC) da Universidade Estadual
de Campinas (UNICAMP).
O desenvolvimento de ArchC teve como objetivo a facilidade de uso e aprendizado por
parte daqueles projetistas ja´ familiarizados com SystemC, pois sua sintaxe e´ completa-
mente baseada em SystemC e, consequ¨entemente, C++.
Ale´m disso, ArchC se classifica como uma ADL mista, pois seus modelos sa˜o compostos
tanto por descric¸o˜es estruturais (elementos arquiteturais, componentes internos) como
comportamentais (informac¸o˜es gerais sobre conjunto de instruc¸o˜es e comportamentos de
instruc¸o˜es).
Um modelo ArchC e´ composto de diversas partes bem definidas. A primeira e´ a sec¸a˜o
AC ARCH, que conte´m a declarac¸a˜o de elementos arquiteturais como memo´rias internas,
caches, bancos de registradores, registradores em separado, ale´m de esta´gios de pipeline e
seus respectivos registradores de estado. E´ tambe´m nessa sec¸a˜o que sa˜o definidas deter-
minadas caracter´ısticas da arquitetura, como o tamanho de uma palavra ou a ordem dos
bytes (little-endian ou big-endian).
Ja´ a sec¸a˜o AC ISA conte´m a declarac¸a˜o do conjunto de instruc¸o˜es da ma´quina. Sa˜o de-
clarados inicialmente os formatos de instruc¸a˜o e, depois, as instruc¸o˜es propriamente ditas,
associando-as com seus respectivos formatos. Toda a codificac¸a˜o bina´ria das instruc¸o˜es
e´ descrita nessa sec¸a˜o, ale´m da sintaxe da linguagem de montagem. Finalmente, sepa-
rados em um outro arquivo, ficam os comportamentos das instruc¸o˜es, que sa˜o descritos
diretamente em co´digo SystemC/C++.
Essa separac¸a˜o do modelo ArchC em treˆs sec¸o˜es e´ interessante porque torna claras ao
projetista as diversas etapas de desenvolvimento de um processador, desde as suas carac-
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ter´ısticas estruturais mais ba´sicas, passando pelas instruc¸o˜es e toda a interface com o pro-
gramador, ate´ finalmente o comportamento das instruc¸o˜es e detalhes de implementac¸a˜o.
Um diferencial importante entre ArchC e a grande maioria das ADLs e´ o fato de seu
conjunto de ferramentas na˜o ser um projeto acadeˆmico fechado ou ainda um produto
comercial, mas sim esta˜o dispon´ıveis como software livre, disponibilizado sob a licenc¸a
GNU GPL pelo projeto ArchC1.
O conjunto de ferramentas de ArchC 1.6 e´ composto basicamente de treˆs ferramen-
tas: o gerador de simuladores interpretados acsim, o gerador de simuladores compilados
accsim e o gerador de montadores acasm.
Todas as apresentac¸o˜es, estudos e ana´lises deste cap´ıtulo referem-se especificamente a`
versa˜o 1.6 de ArchC, a u´ltima lanc¸ada antes da 2.0, esta u´ltima fruto deste trabalho.
A primeira ferramenta ArchC a ser desenvolvida foi o gerador de simuladores acsim
[32]. Essa ferramenta e´ capaz de gerar simuladores funcionais e tambe´m em precisa˜o de
ciclos, para processadores RISC e CISC com pipeline u´nico. Isso significa que proces-
sadores superescalares ou VLIW, ale´m de DSPs com mu´ltiplos pipelines na˜o podem ser
modelados. Existem, atualmente, trabalhos em andamento cujo objetivo e´ estender a
linguagem e suas ferramentas de modo a superar essas limitac¸o˜es.
Os simuladores gerados pela ferramenta acsim sa˜o simuladores interpretados tradicio-
nais. Isto significa que cada instruc¸a˜o da ma´quina simulada e´ executada em duas etapas:
primeiro a decodificac¸a˜o, para determinar qual a instruc¸a˜o e seus argumentos, depois a
execuc¸a˜o do comportamento dessa instruc¸a˜o.
Outra ferramenta, accsim [4], tambe´m e´ um gerador de simuladores, mas simuladores
compilados. A te´cnica de simulac¸a˜o compilada baseia-se em realizar a decodificac¸a˜o das
instruc¸o˜es do programa da ma´quina simulada durante a gerac¸a˜o do simulador. Para
isso, a ferramenta recebe como entrada tambe´m o programa que se deseja executar, ale´m
da descric¸a˜o da arquitetura simulada. Com essa te´cnica, o simulador obtido na˜o recebe
programa nenhum como entrada, pois ele ja´ possui um programa que foi compilado dentro
de si. A vantagem disso e´ o desempenho obtido, que e´ realmente muito superior a`quele
oferecido pela simulac¸a˜o interpretada, pois todas as etapas relacionadas a` decodificac¸a˜o
de instruc¸o˜es ja´ na˜o sa˜o mais realizadas em tempo de execuc¸a˜o do simulador. Entretanto,
a simulac¸a˜o compilada e´ mais inconveniente, pois deve ser gerado um simulador para cada
programa que se deseja executar, processo que pode consumir bastante tempo.
Finalmente, existe a ferramenta acasm [3], que e´ o gerador de montadores para modelos
ArchC. Trata-se de uma ferramenta muito capaz, permitindo a gerac¸a˜o de montadores
para as mais diversas arquiteturas RISC e CISC, incluindo todo tipo de sintaxe especial




Uma caracter´ıstica interessante do acasm e´ o fato dos montadores gerados por ele se-
rem redirecionamentos do montador GNU Assembler (gas). Dessa forma, trata-se de uma
ferramenta capaz de redirecionar automaticamente esse montador, sendo um passo im-
portante para a implementac¸a˜o do redirecionamento automa´tico das ferramentas bina´rias
GNU (binutils), as quais, apesar de serem as ferramentas padra˜o para desenvolvimento
em determinadas plataformas (inclusive sistemas embarcados), sa˜o bastante complexas e
tediosas de se redirecionar manualmente.
Discutivelmente, a funcionalidade principal de ArchC e´ oferecida pelos geradores de
simuladores acsim e accsim, por serem elas as primeiras ferramentas desenvolvidas, e
pelo fato de a linguagem ArchC em si ter sido desenvolvida com foco em simulac¸a˜o.
A simulac¸a˜o interpretada em ArchC se baseia em um esqueleto de simulador. Isso
significa que a ma´quina de simulac¸a˜o e´ fixa, executando sempre as mesmas etapas, inde-
pendentemente do processador simulado, conforme ilustra o pseudoco´digo da figura 3.1.
As etapas de simulac¸a˜o sa˜o as seguintes, em ordem:
Decodificac¸a˜o. Uma instruc¸a˜o e´ lida da memo´ria de programa (linha 3) e os valores de
seus campos sa˜o extra´ıdos e armazenados em varia´veis com os nomes dos respectivos
campos (linha 4).
Execuc¸a˜o. Atrave´s do identificador da instruc¸a˜o, obtido na etapa anterior, seleciona-se,
em uma tabela, o me´todo responsa´vel pelo comportamento relativo ao formato da
instruc¸a˜o (linha 7), ale´m do me´todo que implementa o comportamento espec´ıfico
dessa instruc¸a˜o (linha 8). Enta˜o sa˜o executados, em ordem: o me´todo responsa´vel
pelo comportamento comum a todas as instruc¸o˜es (linha 10), depois aquele relativo
ao formato (linha 11) e, finalmente, o espec´ıfico da instruc¸a˜o (linha 12), fazendo
com que a ordem de execuc¸a˜o desses me´todos seja de especificidade crescente.
1 while ( ! program . end ) {
2 // Decod i f i c a cao
3 i n s t r u c t i o n = f e t ch ( ) ;
4 decoded = decode ( i n s t r u c t i o n ) ;
5
6 // Execucao
7 format behav ior = fo rmat behav i o r t ab l e [ decoded . fo rmat id ] ;
8 s p e c i f i c b e h a v i o r = s p e c i f i c b e h a v i o r t a b l e [ decoded . id ] ;
9
10 g ene r i c b ehav i o r ( decoded . f i e l d s ) ;
11 format behav ior ( decoded . f i e l d s ) ;
12 s p e c i f i c b e h a v i o r ( decoded . f i e l d s ) ;
13 }
Figura 3.1: Pseudoco´digo para o lac¸o de simulac¸a˜o.
Sendo essas etapas de simulac¸a˜o totalmente fixas, os u´nicos elementos que mudam
ao simular processadores diferentes sa˜o os elementos estruturais, como registradores e
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memo´rias, o decodificador de instruc¸o˜es e os me´todos que implementam o comportamento
das instruc¸o˜es. Sa˜o esses, portanto, os pontos de redirecionamento do simulador.
O co´digo do simulador, gerado pela ferramenta acsim, e´ todo em SystemC/C++.
As etapas principais de simulac¸a˜o ocorrem dentro de um processo SystemC do tipo
SC METHOD, que e´ disparado continuamente por um sinal de clock. Para o simulador
funcional, cada ciclo de clock equivale a` execuc¸a˜o completa de uma instruc¸a˜o.
A ferramenta acsim permite tambe´m a gerac¸a˜o de simuladores com precisa˜o de ciclos
mas, para isso, obviamente, e´ preciso fornecer-lhe um modelo que possua as informac¸o˜es
de precisa˜o de ciclos. A simulac¸a˜o em precisa˜o de ciclos pode ser realizada para dois tipos
de microarquiteturas: multiciclos ou com pipeline simples.
A simulac¸a˜o de arquiteturas multiciclos e´ feita da seguinte maneira: para cada ins-
truc¸a˜o da ma´quina e´ poss´ıvel declarar o nu´mero de ciclos que ela leva para executar.
Dada essa informac¸a˜o, o comportamento de uma instruc¸a˜o e´ invocado uma vez para cada
ciclo, recebendo o nu´mero do ciclo como paraˆmetro, executando exatamente a porc¸a˜o do
processamento que cabe a`quele ciclo.
Ja´ no caso da simulac¸a˜o de uma arquitetura com pipeline, o processo e´ ligeiramente
semelhante. Para cada ciclo de clock, sa˜o invocados os comportamentos de todas as
instruc¸o˜es que esta˜o nos diversos esta´gios do pipeline e eles executara˜o especificamente a
parte do processamento da instruc¸a˜o que cabe ao esta´gio em que ela se encontra.
Esses treˆs cena´rios de simulac¸a˜o: funcional, multiciclos e pipeline u´nico com precisa˜o
de ciclos resumem todas as possibilidades de simulac¸a˜o interpretada com os simuladores
gerados pela ferramenta acsim.
3.1 Criando um modelo ArchC
O desenvolvimento de um novo modelo ArchC tipicamente envolve diversas etapas. O
ideal e´ sempre desenvolver modelos da maneira mais gradual poss´ıvel, de forma que uma
etapa leve naturalmente a` pro´xima. Com a finalidade de oferecer um pequeno guia de
desenvolvimento, ale´m de apresentar os detalhes de co´digo necessa´rios, sera´ apresentada
nesta sec¸a˜o uma sequ¨eˆncia de etapas de desenvolvimento que seja o mais suave poss´ıvel,
com todos os exemplos de co´digo cab´ıveis.
A primeira delas denomina-se fase de especificac¸a˜o. Essa etapa inicial envolve apenas
a descric¸a˜o de caracter´ısticas da arquitetura, como seus elementos estruturais (registra-
dores, portas etc) e seu conjunto de instruc¸o˜es, excluindo-se o comportamento delas. A
preocupac¸a˜o inicial e´ apenas determinar quais sa˜o as instruc¸o˜es (e os formatos de ins-
truc¸o˜es etc), na˜o o que elas fazem.
Principia-se essa fase nomeando-se a arquitetura. Para fim de exemplo, sera´ usado
aqui o nome de sparcv8, que e´ uma arquitetura (SPARC V8) que ja´ foi modelada em
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ArchC2.
O primeiro arquivo de descric¸a˜o a ser criado devera´ ter o nome da arquitetura e
extensa˜o ac. No caso do SPARC V8, sera´ sparcv8.ac. Nesse arquivo esta˜o contidas,
dentro da sec¸a˜o AC ARCH, todas as informac¸o˜es estruturais poss´ıveis para uma arquitetura.
As declarac¸o˜es poss´ıveis para elementos ou caracter´ısticas estruturais sa˜o as seguintes:
Tamanho da palavra. E´ poss´ıvel declarar o tamanho da palavra da arquitetura, em
bits, usando a declarac¸a˜o ac wordsize.
Tamanho da palavra para decodificac¸a˜o. E´ poss´ıvel declarar o tamanho da pala-
vra a ser lida da memo´ria pelo decodificador, em bits, usando a declarac¸a˜o
ac fetchsize. E´ preciso notar que na˜o necessariamente uma palavra de instruc¸a˜o
tera´ exatamente o tamanho declarado em ac fetchsize, podendo ser composta por
diversas palavras desse tamanho.
Formatos. A declarac¸a˜o de formatos de registradores e´ feita com a palavra-chave
ac format. O que essa declarac¸a˜o faz e´ associar o nome do formato a` sua consti-
tuic¸a˜o em campos, de maneira que um registrador declarado posteriormente podera´
ter esse formato e seus campos serem acess´ıveis ao programador por nome.
Registradores. Podem ou na˜o possuir um formato (declarado anteriormente com
ac format) e sa˜o declarados com ac reg. Os registradores declarados sem um for-
mato espec´ıfico na˜o tera˜o, obviamente, campos acess´ıveis individualmente e seu
tamanho sera´ o tamanho da palavra da arquitetura, declarado com ac wordsize.
Bancos de Registradores. Na˜o possuem formato. O tamanho dos registradores e´ o
tamanho da palavra da arquitetura (ac wordsize). Sa˜o declarados com ac regbank.
Memo´rias. Declaradas com ac mem, sa˜o sempre enderec¸adas em bytes (8 bits) e podem
ter tamanho arbitra´rio.
Pipeline. Podem se declarado de duas maneiras. No caso de na˜o se desejar nomear o
pipeline usa-se ac stage fornecendo-se apenas os nomes dos esta´gios, em sequ¨eˆncia.
Existe tambe´m a declarac¸a˜o ac pipe, que permite nomear tambe´m o pipeline. Ape-
sar disso, na˜o e´ poss´ıvel descrever arquiteturas com mais de um pipeline em ArchC
1.6.
Dentro da sec¸a˜o AC ARCH deve aparecer tambe´m, ao seu final, o construtor ARCH CTOR.
No corpo desse construtor, devem aparecer pelo menos mais duas declarac¸o˜es:
2Modelo dispon´ıvel na pa´gina web do projeto ArchC: http://www.archc.org.
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ac isa: Aponta para o arquivo onde esta´ a declarac¸a˜o do conjunto de instruc¸o˜es.
set endian: Define se a ordem de bytes de um valor inteiro na arquitetura. A string
"little" define-a como little-endian, isto e´, os bytes menos significativos esta˜o nos
enderec¸os menores; enquanto que a string "big" define-a como big-endian, que e´
justamente o oposto: bytes mais significativos nos enderec¸os menores.
Um exemplo de co´digo para um modelo funcional da arquitetura sparcv8 pode ser
visto na figura 3.2. Esse exemplo e´ composto de todo o arquivo sparcv8.ac, isto e´, toda a
declarac¸a˜o da arquitetura, que corresponde ao conjunto de seus elementos e caracter´ısticas
estruturais.
Nesse arquivo aparecem declarados, dentro da sec¸a˜o AC ARCH, na ordem:
• Uma memo´ria, DM, de 5 megabytes.
• Um banco de registradores, RB, com 256 registradores.
• Um banco de registradores, REGS, com 32 registradores.
• Um registrador comum, PSR.
• Um registrador comum, Y.
• O tamanho da palavra da arquitetura, 32 bits.
Posteriormente a essas declarac¸o˜es, segue o construtor ARCH CTOR e as declarac¸o˜es
internas ao seu corpo:
• Arquivo contendo a declarac¸a˜o do conjunto de instruc¸o˜es e´ sparcv8 isa.ac
• A arquitetura e´ big-endian.
Caso o modelo seja em precisa˜o de ciclos e com pipeline, e´ preciso declarar as estru-
turas relativas a esse pipeline, notavelmente os formatos dos registradores de pipeline, os
registradores propriamente ditos e, finalmente os esta´gios do pipeline, na ordem. A figura
3.3 oferece um exemplo de co´digo para isso, retirado do modelo em precisa˜o de ciclos do
processador MIPS R30003. Ja´ o modelo do microcontrolador PIC 16F84, diferentemente
do R3000, apresenta uma declarac¸a˜o nomeada para o seu pipeline, como pode ser visto
na figura 3.4.
Terminada a declarac¸a˜o da arquitetura, com a declarac¸a˜o de seus elementos estruturais
e caracter´ısticas, a pro´xima etapa e´ a declarac¸a˜o de seu conjunto de instruc¸o˜es.
3Modelo dispon´ıvel na pa´gina web do projeto ArchC: http://www.archc.org.
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37 AC ARCH( sparcv8 ){
38
39 ac mem DM:5M;
40 ac regbank RB: 2 5 6 ;
41 ac regbank REGS: 3 2 ;
42 ac r eg PSR;
43 ac r eg Y;
44
45 ac words i z e 32 ;
46
47 ARCHCTOR( sparcv8 ){
48
49 a c i s a ( ” spa r cv8 i s a . ac” ) ;
50 s e t end i an ( ” big ” ) ;
51 } ;
52 } ;
Figura 3.2: Co´digo completo do arquivo sparcv8.ac, contendo a declarac¸a˜o da arquite-
tura.
O conjunto de instruc¸o˜es e´ declarado no arquivo indicado pela declarac¸a˜o ac isa,
contida no corpo do construtor ARCH CTOR. No caso, por exemplo, do modelo SPARC V8,
esse arquivo e´ o sparcv8 isa.ac, conforme indicado na figura 3.2 (linha 49). Esse arquivo
deve conter a sec¸a˜o AC ISA, que delimita toda a declarac¸a˜o do conjunto de instruc¸o˜es da
arquitetura.
Uma declarac¸a˜o de conjunto de instruc¸o˜es invariavelmente possui os seguintes elemen-
tos, na ordem:
Declarac¸o˜es dos formatos de instruc¸a˜o. Os formatos de instruc¸a˜o da arquitetura de-
vem ser declarados com ac format, usando uma sintaxe muito semelhante a`quela
usada para os formatos de registradores na sec¸a˜o AC ARCH. E´ importante declara´-los
inicialmente pois cada instruc¸a˜o devera´ ser associada a um formato. Um exemplo
de declarac¸o˜es de formatos de instruc¸a˜o (retirado do modelo SPARC V8) pode ser
visto na figura 3.5.
Declarac¸o˜es de instruc¸o˜es. Sa˜o feitas com a palavra-chave ac instr e declaram uma
instruc¸a˜o com o nome dado, associando-a ao formato passado como paraˆmetro.
Como exemplo, as declarac¸o˜es das instruc¸o˜es do modelo SPARC V8 esta˜o presentes
na figura 3.6.
Completada a declarac¸a˜o das instruc¸o˜es e seus formatos, e´ poss´ıvel fornecer dois tipos
ba´sicos de informac¸o˜es sobre as instruc¸o˜es: a sua sintaxe em linguagem de montagem
e sua assinatura bina´ria, que sa˜o os valores de campos necessa´rios para que ela seja
identificada inequivocamente. Isso e´ feito atrave´s das declarac¸o˜es set asm e set decoder,
respectivamente, as quais esta˜o presentes dentro do construtor ISA CTOR, conforme ilustra
a figura 3.7. Como exemplo, a instruc¸a˜o xor reg possui a seguinte sintaxe de linguagem de
montagem: mnemoˆnico xor e treˆs registradores como paraˆmetro, os quais sa˜o assinalados,
em ordem, aos campos rs1, rs2 e rd. Essa instruc¸a˜o e´ decodificada quando, em uma
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35 AC ARCH( r3000 ){
36
37 ac words i z e 32 ;
38 ac mem DM:5M;
39 ac regbank RB: 3 4 ;
40
41 ac format F IF ID = ”%npc :32 ” ;
42 ac format F ID EX = ”%npc :32 %data1 :32 %data2 :32 %imm: 3 2 : s r s : 5 %r t : 5 %rd : 5 %regwr i t e : 1 %memread : 1 %
memwrite : 1 ” ;
43 ac format F EX MEM = ”%a lu r e s :32 %wdata :32 %rde s t : 5 %regwr i t e : 1 %memread : 1 %memwrite : 1 ” ;
44 ac format FMEMWB = ”%wbdata :32 %rde s t : 5 %regwr i t e : 1 ” ;
45
46 ac reg<F IF ID> IF ID ;
47 ac reg<F ID EX> ID EX ;
48 ac reg<F EX MEM> EXMEM;
49 ac reg<FMEMWB> MEMWB;
50
51 ac s t ag e IF , ID ,EX,MEM,WB;
52
53
54 ARCHCTOR( r3000 ) {
55
56 a c i s a ( ” r 3 000 i s a . ac” ) ;




Figura 3.3: Co´digo completo do arquivo r3000.ac, exemplificando uma declarac¸a˜o de
arquitetura em um modelo com precisa˜o de ciclos.
46 ac p ipe pipe = {IF , ID , EX, WB} ;
Figura 3.4: Co´digo do arquivo pic16F84 ca.ac, exemplificando uma declarac¸a˜o de pipe-
line nomeado.
palavra de instruc¸a˜o lida, o campo op assumir o valor 0x02, o campo op3 assumir o valor
0x03 e o campo is assumir o valor 0x00 (linha 319).
Essas informac¸o˜es sa˜o importantes pois e´ atrave´s delas que os simuladores (ou o ge-
rador de simuladores compilados) conseguem decodificar as instruc¸o˜es do programa que
recebem. Ale´m disso, os montadores gerados pela ferramenta acasm utilizam essas in-
formac¸o˜es para permitir a codificac¸a˜o bina´ria de uma instruc¸a˜o a partir da linguagem de
montagem.
E´ interessante lembrar tambe´m que, no caso de modelos em precisa˜o de ciclos para
37 AC ISA( sparcv8 ){
38
39 ac format Type F1 = ”%op :2 %disp30 :30 ” ;
40 ac format Type F2A = ”%op :2 %rd : 5 %op2 : 3 %imm22 :22 ” ;
41 ac format Type F2B = ”%op :2 %an :1 %cond :4 %op2 : 3 %disp22 : 2 2 : s ” ;
42 ac format Type F3A = ”%op :2 %rd : 5 %op3 : 6 %rs1 : 5 %i s : 1 %a s i : 8 %rs2 : 5 ” ;
43 ac format Type F3B = ”%op :2 %rd : 5 %op3 : 6 %rs1 : 5 %i s : 1 %simm13 : 1 3 : s ” ;
44 /∗ format f o r t r ap i n s t r u c t i o n s ∗/
45 ac format Type FT = ”%op :2 %r1 : 1 %cond : 4 %op2a : 6 %rs1 : 5 %i s : 1 [%r2a : 8 %rs2 : 5 | %r2b :6 %imm7 : 7 ] ” ;
Figura 3.5: In´ıcio da sec¸a˜o AC ISA e declarac¸o˜es de formato de instruc¸a˜o para o modelo
sparcv8.
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47 a c i n s t r<Type F1> c a l l ;
48 a c i n s t r<Type F2A> nop , s e t h i ;
49 a c i n s t r<Type F2B> ba , bn , bne , be , bg , ble , bge , bl , bgu , bleu , bcc , bcs ,
50 bpos , bneg , bvc , bvs ;
51
52 a c i n s t r<Type F3A> l d sb reg , ld sh reg , ldub reg , lduh reg , ld r eg , ldd reg ,
53 s tb reg , s th reg , s t r e g , s td reg , ld s tub reg , swap reg ,
54 s l l r e g , s r l r e g , s r a r eg , add reg , addcc reg , addx reg ,
55 addxcc reg , sub reg , subcc reg , subx reg , subxcc reg ,
56 and reg , andcc reg , andn reg , andncc reg , o r reg , o r cc r eg ,
57 orn reg , orncc reg , xor reg , xorcc reg , xnor reg ,
58 xnorcc reg , save reg , r e s t o r e r e g , umul reg , smul reg ,
59 umulcc reg , smulcc reg , mulscc reg , udiv reg , ud ivcc reg ,
60 sd iv r eg , sd i v c c r eg , jmpl reg , wry reg ;
61
62 a c i n s t r<Type F3B> ldsb imm , ldsh imm , ldub imm , lduh imm , ld imm , ldd imm ,
63 and imm , andcc imm , andn imm , andncc imm , or imm , orcc imm ,
64 orn imm , orncc imm , xor imm , xorcc imm , xnor imm ,
65 xnorcc imm , umul imm , smul imm , umulcc imm , smulcc imm ,
66 mulscc imm , udiv imm , udivcc imm , sdiv imm , sdivcc imm ;
67
68 a c i n s t r<Type F3B> stb imm , sth imm , st imm , std imm , ldstub imm , swap imm ,
69 sl l imm , srl imm , sra imm , add imm , addcc imm , addx imm ,
70 addxcc imm , sub imm , subcc imm , subx imm , subxcc imm ,
71 jmpl imm , save imm , restore imm , rdy , wry imm ;
72
73 a c i n s t r<Type F2A> unimplemented ;
74 a c i n s t r<Type FT> t rap reg , trap imm ;
Figura 3.6: Declarac¸o˜es de instruc¸o˜es para o modelo sparcv8.
112 ISA CTOR( sparcv8 ){
318 xor r eg . set asm ( ”xor %reg , %reg , %reg ” , rs1 , rs2 , rd ) ;
319 xor r eg . s e t de code r ( op=0x02 , op3=0x03 , i s=0x00 ) ;
320
321 xor imm . set asm ( ”xor %reg , \%lo(%expL10 ) , %reg ” , rs1 , simm13 , rd ) ;
322 xor imm . set asm ( ”xor %reg , %imm, %reg ” , rs1 , simm13 , rd ) ;
323 xor imm . s e t de code r ( op=0x02 , op3=0x03 , i s=0x01 ) ;
Figura 3.7: Construtor ISA CTOR, ale´m de declarac¸o˜es set asm e set decoder para ins-
truc¸o˜es xor do modelo sparcv8.
arquiteturas multiciclos, e´ preciso fornecer o nu´mero de ciclos de cada instruc¸a˜o, com a
declarac¸a˜o set cycles. Isso esta´ exemplificado pela figura 3.8, que mostra essa declarac¸a˜o
(na linha 114) para a instruc¸a˜o reti do modelo em precisa˜o de ciclos do processador i8051.
112 r e t i . set asm ( ” r e t i ” ) ;
113 r e t i . s e t de code r ( op=0x32 ) ;
114 r e t i . s e t c y c l e s (24) ;
Figura 3.8: Declarac¸a˜o de sintaxe em linguagem de montagem, imagem bina´ria e nu´mero
de ciclos para a instruc¸a˜o reti do modelo i8051 ca.
Ale´m dessas informac¸o˜es sobre as instruc¸o˜es, e´ poss´ıvel declarar muitas outras, como
traduc¸o˜es de nomes de registradores e pseudo-instruc¸o˜es (para a gerac¸a˜o de montado-
res), ale´m de informac¸o˜es sobre as instruc¸o˜es de desvio (para a gerac¸a˜o de simuladores
compilados otimizados), que podem ser vistas em mais detalhes em [1].
Terminada, assim, a declarac¸a˜o do conjunto de instruc¸o˜es da arquitetura, falta agora
escrever os comportamentos das instruc¸o˜es, de forma a possibilitar a gerac¸a˜o automa´tica
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de um simulador para a arquitetura.
Os comportamentos de instruc¸o˜es em ArchC teˆm uma peculiaridade: eles sa˜o me´todos
SystemC/C++ convencionais, permitindo implementac¸o˜es arbitra´rias dentro dessa lin-
guagem. Dessa maneira, projetistas acostumados a desenvolver modelos de hardware em
SystemC (ou simplesmente software em C++) podem implementar os comportamentos
de instruc¸o˜es com maior familiaridade, o que e´ particularmente interessante, dado que
eles sa˜o a parte mais complexa de um modelo ArchC.
A maneira mais indicada para se iniciar a implementac¸a˜o dos comportamentos de
instruc¸a˜o e´ simplesmente executar a ferramenta de gerac¸a˜o de simuladores, a qual ira´ gerar
o arquivo apropriado (cujo nome deve ser, obrigatoriamente, nome da arquitetura seguido
do prefixo -isa.cpp com comportamentos vazios para todas as instruc¸o˜es, eliminando a
tarefa tediosa de escreveˆ-los, ja´ que e´ necessa´rio escrever comportamentos para todas as
instruc¸o˜es para se gerar um simulador, e e´ interessante poder gerar um simulador desde
o in´ıcio, pois assim e´ poss´ıvel testar as instruc¸o˜es a` medida que seus comportamentos sa˜o
implementados.
Outra caracter´ıstica interessante e´ que ArchC permite tambe´m comportamentos as-
sociados a formatos de instruc¸o˜es e tambe´m a todas as instruc¸o˜es. Isso significa que
etapas de execuc¸a˜o que acontec¸am em todas as instruc¸o˜es de um mesmo formato, ou ate´
mesmo em todas as instruc¸o˜es da arquitetura, possam acontecer em um comportamento
adequado para isso, sem que sejam replicadas em todos os comportamentos de instruc¸a˜o,
oferecendo um bom particionamento para o comportamento da ma´quina.
No caso de um simulador puramente funcional, toda vez que uma instruc¸a˜o e´ deco-
dificada, o comportamento global (referente a todas as instruc¸o˜es) e´ invocado, depois
invoca-se o comporamento relativo ao formato de instruc¸a˜o e, finalmente, o comporta-
mento espec´ıfico da instruc¸a˜o e´ invocado. Dessa maneira, essa se´rie de 3 invocac¸o˜es de
comportamento e´ responsa´vel por executar toda a instruc¸a˜o de uma so´ vez, em uma
u´nica etapa. Por esse motivo, os comportamentos de instruc¸o˜es em modelos puramente
funcionais tendem a ser simples, realizando as etapas de execuc¸a˜o de maneira direta. E´
o que ilustra o exemplo da figura 3.9, em que aparecem, na ordem, o comportamento
global (linhas 54-58), depois o comportamento relativo ao formato Type F1 (linha 61)
e, finalmente, o comportamento relativo a` instruc¸a˜o call do modelo SPARC V8 (linhas
170-176). Nesse exemplo e´ poss´ıvel ver como sa˜o os cabec¸alhos de comportamentos: como
se estivesse sendo definida uma func¸a˜o global ac behavior que na˜o retorna valor e re-
cebe como argumento ou o nome da instruc¸a˜o (no caso de comportamento espec´ıfico da
instruc¸a˜o), ou o nome do formato de instruc¸a˜o (relativo ao formato) ou enta˜o a palavra
instruction, para o comportamento global a todas as instruc¸o˜es.
Para os simuladores em precisa˜o de ciclos, o mecanismo de chamada dos comporta-
mentos de instruc¸a˜o e´ diferente. O comportamento de instruc¸a˜o sera´ invocado uma vez
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54 // ! Generic i n s t r u c t i o n b eha v i o r method .
55 void ac behav io r ( i n s t r u c t i o n )
56 {
57 dbg pr i n t f ( ”−−−−− PC=0x%x NPC=0x%x −−−−− #executed=%l l d \n” , ( int ) ac pc , npc , a c i n s t r c o un t e r ) ;
58 }
59
60 // ! I n s t r u c t i o n Format b e ha v i o r methods .
61 void ac behav io r ( Type F1 ){}
169
170 // ! I n s t r u c t i o n c a l l b e ha v i o r method .
171 void ac behav io r ( c a l l )
172 {
173 dbg pr i n t f ( ” c a l l 0x%x\n” , ac pc+(disp30<<2)) ;
174 writeReg (15 , ac pc ) ; // sav e s ac pc in %o7 ( or %r15 )
175 update pc (1 , 1 , 1 , 0 , ac pc+(disp30<<2)) ;
176 } ;
Figura 3.9: Definic¸o˜es do comportamento global, seguido do comportamento relativo ao
formato e comportamento espec´ıfico da instruc¸a˜o call do modelo sparcv8.
para cada ciclo que a instruc¸a˜o gaste para executar (ou enta˜o, uma vez para cada esta´gio
de pipeline pelos quais ela deve passar). Desse modo, o que muda nos comportamentos de
instruc¸a˜o para modelos em precisa˜o de ciclos e´ que eles passam a ter a responsabilidade de
executar apenas a porc¸a˜o do processamento que cabe a`quele ciclo ou esta´gio de pipeline.
Para facilitar essa tarefa, ArchC oferece duas varia´veis automa´ticas, cycle e stage,
cujos valores correspondem, respectivamente, ao nu´mero do ciclo na execuc¸a˜o da instruc¸a˜o
ou ao esta´gio de pipeline em que ela se encontra. Ale´m disso, outra facilidade oferecida por
ArchC sa˜o os me´todos para se controlar o pipeline, como ac stall e ac flush, capazes,
respectivamente, de paralisar um dado esta´gio por um ciclo ou simplesmente descartar a
instruc¸a˜o que esta´ naquele esta´gio. O esta´gio em que essas instruc¸o˜es agira˜o e´ passado
como argumento.
A figura 3.10 ilustra um comportamento de instruc¸a˜o em um modelo em precisa˜o
de ciclos para uma arquitetura com pipeline, no caso o MIPS R3000. Esse exemplo de
co´digo mostra va´rios detalhes interessantes de implementac¸a˜o de comportamentos nesse
tipo de arquitetura, por exemplo o uso da varia´vel automa´tica stage em uma construc¸a˜o
do tipo switch para se dividir o comportamento da instruc¸a˜o entre os esta´gios, ale´m do
uso dos registradores de pipeline para se armazenar os valores de sa´ıda de um esta´gio (e
para recuperar os valores de entrada). E´ poss´ıvel tambe´m perceber que, em arquiteturas
bastante regulares como a do processador R3000, certos comportamentos relativos a um
dado esta´gio sa˜o comuns, seja para todas as instruc¸o˜es de um mesmo formato, ou ate´
mesmo para todas as instruc¸o˜es da ma´quina. Neste caso, alguns exemplos nota´veis sa˜o
o writeback, isto e´, a escrita dos resultados das operac¸o˜es em registradores, que e´ feito
no u´ltimo esta´gio de maneira ideˆntica para todas as instruc¸o˜es, ale´m das operac¸o˜es de
forwarding, que sa˜o comuns a todas as instruc¸o˜es dos tipos R e I.
A definic¸a˜o dos comportamentos de instruc¸o˜es e´ a etapa final no desenvolvimento de
um modelo ArchC, pois assim que e´ conclu´ıda, ja´ e´ poss´ıvel obter um simulador para
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315 // ! I n s t r u c t i o n l b b e ha v i o r method .
316 void ac behav io r ( lb ){
317
318 switch ( s tage ) {
319 case IF :
320 break ;
321
322 case ID :




327 EXMEM. a l u r e s = ex va lue1 + ID EX . imm;
328 EXMEM. regwr i t e = ID EX . r egwr i t e ;
329 EXMEM.memread = ID EX .memread ;
330 EXMEM. memwrite = ID EX . memwrite ;
331 EXMEM. rde s t = ID EX . r t ;
332 break ;
333 case MEM:
334 char byte ;
335 /∗ Copy the p i p e l i n e r e g i s t e r s ∗/
336 TYPE I MEM WB REG COPY;
337
338 byte = DM. read byte (EXMEM. a l u r e s ) ;











Figura 3.10: Comportamento espec´ıfico da instruc¸a˜o lb do modelo r3000.
a arquitetura descrita automaticamente, bastando para isso executar a ferramenta de
gerac¸a˜o de simuladores e, em seguida, compilar o co´digo gerado pela ferramenta com um
compilador C++, atrave´s da ferramenta make.
Comparando-se o fluxo de desenvolvimento de um modelo ArchC em relac¸a˜o a desen-
volver um modelo de processador diretamente em uma HDL, mesmo uma que permita
modelagem em alto n´ıvel como SystemC, mostra diversas vantagens. O fato de ArchC ser
voltada especificamente para modelagem de arquiteturas implica num fluxo de desenvol-
vimento enxuto e bem direcionado, com etapas bem definidas, como ilustrado nesta sec¸a˜o.
Ja´ em SystemC, por exemplo, na˜o ha´ regras para se modelar uma arquitetura, aumentando
consideravelmente a quantidade de deciso˜es necessa´rias para o processo de modelagem,
tornando-o consideravelmente menos orientado e, consequ¨entemente, bastante mais lento.
Ale´m disso, a modelagem de arquiteturas em ArchC tira das ma˜os do projetista o
desenvolvimento de uma ma´quina de simulac¸a˜o e, principalmente, de decodificac¸a˜o de
instruc¸o˜es, que e´ uma das etapas mais complexas de se codificar em uma HDL.
Portanto, grac¸as a` objetividade do fluxo de desenvolvimento de um modelo em ArchC,
torna-se bastante interessante analisar o quanto a linguagem e suas ferramentas podem
contribuir em um fluxo padra˜o de projeto de SoC dentro do qual seja necessa´ria a criac¸a˜o
de novos modelos de processadores (ou ate´ mesmo a modificac¸a˜o de modelos existentes).
A pro´xima sec¸a˜o tratara´ justamente disso, de analisar a usabilidade de ArchC 1.6 dentro
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do projeto de sistemas complexos.
3.2 ArchC 1.6 para o projeto de SoCs
Os chamados SoCs (Systems-on-a-Chip) teˆm se tornado cada vez mais comuns em sistemas
embarcados. Tipicamente sa˜o compostos de um ou mais nu´cleos de microprocessadores ou
microcontroladores, ale´m de memo´rias de va´rios tipos (DRAM embutida, ou ainda diver-
sos tipos de SRAM usadas como caches), controladores para memo´rias externas e diversos
dispositivos, todos conectados por algum tipo de barramento ou outra estrutura de inter-
conexa˜o. Dessa forma, a grande maioria dos projetos de SoCs e´ extremamente dependente
de modelos de microcontroladores e microprocessadores que permitam simulac¸a˜o, ale´m,
e´ claro, de compiladores, montadores e outras ferramentas que, juntamente com um mo-
delo simula´vel, permitam o desenvolvimento de software antes mesmo que o sistema ou
plataforma tenha sido implementado em hardware (Hardware/Software Codesign).
Para suprir essa necessidade de desenvolvimento de software em um ciclo adiantado
do projeto, o uso de ArchC e´ bastante satisfato´rio, pois permite obter rapidamente na˜o
so´ um simulador dentro do qual o software podera´ ser executado e testado, mas tambe´m
um montador para a arquitetura modelada, caso ele ainda na˜o exista.
Um projeto t´ıpico de SoCs e´ aquele em que o hardware a ser desenvolvido se assemelha
a um ASSP (Application-Specific Standard Product), um SoC composto de um u´nico
microprocessador e diversos perife´ricos ligados ao seu barramento (como exemplo podemos
considerar o chip OMAP, da Texas Instruments). Um fluxo de projeto razoa´vel para esse
sistema (composto na˜o so´ do hardware mas tambe´m do software) seria:
1. Desenvolvimento de um modelo de especificac¸a˜o, que e´ um software que modela a
aplicac¸a˜o como um todo. A utilidade deste modelo e´ validar a aplicac¸a˜o, ale´m de
desenvolveˆ-la e depura´-la do ponto de vista algor´ıtmico.
2. Evoluc¸a˜o do modelo de especificac¸a˜o para um modelo de processos comunicantes,
no qual os poss´ıveis perife´ricos e outros elementos de hardware sa˜o modelados como
processos concorrentes a um processo principal, que executa exatamente o mesmo
processamento que, no sistema finalizado, sera´ executado no nu´cleo do microproces-
sador. A comunicac¸a˜o entre os processos e´ feita atrave´s de uma API que modele a
semaˆntica dos elementos de hardware que cada processo represente. O desenvolvi-
mento desse modelo marca o in´ıcio da transic¸a˜o de software puro para hardware, pois
cada componente esta´ delimitado, ale´m da comunicac¸a˜o entre esses componentes,
configurando ja´ um sistema.
3. Refinamento para um modelo programa´vel PV (Programmer’s View). Neste ponto
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o processamento principal passa a ser feito na˜o mais em um processo de software,
mas sim este processo e´ substitu´ıdo por um simulador do processador que sera´ usado
no sistema final. Neste ponto ja´ e´ selecionada qual a arquitetura do processador
que sera´ usado. A caracter´ıstica principal de um modelo PV e´ que ele possua a
capacidade de executar exatamente o mesmo software (sob a forma bina´ria) que o
sistema final, para que possa ser usado no desenvolvimento e depurac¸a˜o do software
final, ja´ que este modelo captura toda a funcionalidade do hardware.
4. Refinamento para um modelo em precisa˜o de ciclos. Este modelo adiciona, em
relac¸a˜o ao anterior, a precisa˜o de ciclos, de maneira a permitir a apreciac¸a˜o do
desempenho do sistema, possibilitando otimizac¸o˜es tanto de software quanto de
hardware para torna´-lo adequado a`s restric¸o˜es de desempenho da aplicac¸a˜o.
5. Refinamento para RTL, o que basicamente conclui a implementac¸a˜o do sistema
(salvo outras etapas posteriores como s´ıntese de hardware, layout etc).
Nesse breve descric¸a˜o de um fluxo de projeto, na˜o foi comentada, por simplicidade, a
possibilidade de haver etapas intermedia´rias nas quais se desenvolveria modelos aproxi-
madamente temporizados, os quais permitiriam estimar o desempenho antes de possuir
um modelo em precisa˜o de ciclos.
Analisando o fluxo de projeto apresentado etapa por etapa, e´ poss´ıvel perceber que
a transic¸a˜o para um modelo PV pode contar com etapas intermedia´rias em que se usa
ArchC para modelar um processador e realizar testes preliminares com software atrave´s
do simulador gerado, tornando, assim, mais suave a transic¸a˜o de um modelo de processos
comunicantes para um modelo PV.
Ale´m disso, o fato de modelar um processador em ArchC ja´ torna mais fa´cil a im-
plementac¸a˜o de um simulador para o modelo PV, pois um modelo ArchC ja´ e´ uma es-
pecificac¸a˜o bastante formal da arquitetura. Dessa forma, suaviza-se a transic¸a˜o de uma
especificac¸a˜o do processador para um simulador adequ¨ado para o modelo PV.
No caso de um SoC como o descrito acima, o simulador do processador, gerado por
uma ferramenta de ArchC, ja´ e´ muito pro´ximo do modelo PV, ja´ que praticamente todo
o processamento nesse tipo de sistema e´ feito por um u´nico processador. Apesar de o
simulador gerado automaticamente a partir de um modelo ArchC ser isolado, na˜o per-
mitindo comunicac¸a˜o com mo´dulos externos, partes significativas do software podem ser
executadas por esse simulador e, portanto, desenvolvidas com o aux´ılio dele, fornecendo-se
est´ımulos esperados ao programa executado, ou ainda particionando-se esse programa de
modo a testar em separado funcionalidades cruciais, func¸o˜es isoladas etc.
Dessa forma, o uso de ArchC em uma etapa intermedia´ria entre 2 e 3 ajuda na˜o so´ a
tornar mais suave o desenvolvimento do modelo de hardware, como tambe´m permite que
o software tenha seu desenvolvimento iniciado mais cedo.
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Outro caso de uso poss´ıvel para ArchC esta´ na transic¸a˜o da etapa 3 para a etapa 4,
no refinamento para um modelo em precisa˜o de ciclos. O modelo ArchC funcional desen-
volvido na etapa intermedia´ria entre 2 e 3 pode ser refinado para um modelo em precisa˜o
de ciclos ou substitu´ıdo por um modelo em precisa˜o de ciclos ja´ existente, possibilitando
testar o desempenho de porc¸o˜es do software desenvolvido para o sistema, permitindo oti-
miza´-las caso necessa´rio. E tambe´m, neste caso, o modelo ArchC obtido servira´ como
especificac¸a˜o formal para a implementac¸a˜o da arquitetura tanto no modelo (em precisa˜o
de ciclos) do sistema como um todo, como tambe´m em RTL.
Como se na˜o bastasse, a gerac¸a˜o automa´tica de simuladores a partir de modelos Ar-
chC e a concisa˜o desses modelos trazem como consequ¨eˆncia a facilidade de modificac¸a˜o de
um dado modelo e da consecutiva gerac¸a˜o de um simulador que reflita essa modificac¸a˜o.
Grac¸as a isso, a facilidade de explorac¸a˜o do espac¸o arquitetural e´ grande, tornando poss´ıvel
decidir por um conjunto de instruc¸o˜es antes mesmo de implementar um modelo PV e,
posteriormente no fluxo de projeto, explorar detalhes de microarquitetura como compri-
mento de pipelines antes mesmo de se implementar o modelo em precisa˜o de ciclos. Esta
e´ uma raza˜o muito forte para se usar ArchC em etapas intermedia´rias de um fluxo de
projeto de SoC como o apresentado. Esse fluxo, com as etapas intermedia´rias propostas
(2A e 3A), aparece ilustrado na figura 3.11. As linhas cinzas mostram exatamente entre
quais etapas se propo˜e o uso de ArchC, e a seta pontilhada indica que parte-se do modelo
ArchC funcional desenvolvido na etapa 2A para se obter o modelo ArchC em precisa˜o de
ciclos, atrave´s do refinamento do primeiro.
Pore´m, considerando-se uma maior variedade de cena´rios de projeto de SoCs, e´ poss´ıvel
perceber que existem diversas limitac¸o˜es que reduzem a utilidade de ArchC em projetos
desse tipo. Um exemplo simples e´ o caso de SoCs multiprocessados, para os quais ArchC
1.6 pode na˜o apresentar nenhuma utilidade, dado que os simuladores que a ferramenta
acsim e´ capaz de gerar simulam apenas um u´nico processador, na˜o sendo poss´ıvel instan-
ciar diversos deles, o que seria necessa´rio para se executar programas que implementam
algoritmos paralelos, por exemplo. Nesse caso, ate´ seria poss´ıvel escrever modelos ArchC
para os processadores que sera˜o utilizados no SoC, mas os simuladores gerados a partir
desses modelos na˜o servira˜o para executar o co´digo da aplicac¸a˜o, reduzindo quase que
totalmente a utilidade das etapas 2A e 3A.
No pro´ximo cap´ıtulo, esse problema sera´ analisado mais detalhadamente, juntamente
com uma se´rie de abordagens de soluc¸a˜o, de modo que ArchC torne-se ainda mais in-
tegrado ao fluxo de projeto de quaisquer sistemas que utilizem microprocessadores ou
microcontroladores como componentes.
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Figura 3.11: Fluxo de projeto para SoCs uniprocessados, acrescido de etapas inter-
media´rias utilizando ArchC.
3.3 Ana´lise de desempenho dos simuladores ArchC
Um fato que pode ser observado e´ a eˆnfase de diversos trabalhos [5, 11, 30, 31] em se ob-
ter alto desempenho em simuladores gerados automaticamente a partir de modelos ADL.
Dessa forma, e´ bastante claro que simuladores ra´pidos sa˜o uma caracter´ıstica bastante
deseja´vel para uma ferramenta de gerac¸a˜o automa´tica de simuladores e, por conseguinte,
uma caracterizac¸a˜o da linguagem ArchC e seu conjunto de ferramentas na˜o estaria com-
pleta sem considerar tambe´m um fator crucial em se tratando de simuladores automa-
ticamente gerados: o desempenho de simulac¸a˜o. Um comparativo de desempenho de
execuc¸a˜o entre os simuladores gerados pelas ferramentas de ArchC e aqueles gerados por
ferramentas de outras linguagens (notavelmente LISA e EXPRESSION), pode ser encon-
trado em [2].
A ferramenta acsim, que gera simuladores interpretados, foi a primeira ferramenta
desenvolvida para a linguagem ArchC. Posteriormente, iniciou-se o trabalho em outra
ferramenta, accsim, um gerador de simuladores compilados. A simulac¸a˜o compilada,
justamente, e´ uma te´cnica de simulac¸a˜o que visa aumentar o desempenho do simulador.
Essa te´cnica de simulac¸a˜o consiste em receber um programa da ma´quina alvo, em
sua forma bina´ria, decodificando-o em tempo de gerac¸a˜o do simulador, incorporando ao
lac¸o principal de simulac¸a˜o a sequ¨eˆncia de operac¸o˜es obtidas a partir dessa decodificac¸a˜o.
Dessa forma, gera-se um simulador que apenas executa o programa fornecido durante sua
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gerac¸a˜o.
Efetivamente, a simulac¸a˜o compilada nada mais e´ do que a execuc¸a˜o do processo de
decodificac¸a˜o de instruc¸o˜es fora da simulac¸a˜o, deslocando-a para o tempo de gerac¸a˜o do
simulador. Levando-se em conta que geralmente o processo de decodificac¸a˜o das instruc¸o˜es
e´ custoso, o ganho de desempenho obtido com a simulac¸a˜o compilada e´ potencialmente
grande.
Para medir esse ganho de desempenho, o me´todo escolhido baseia-se na execuc¸a˜o de
um mesmo programa, com entradas ideˆnticas, tanto em um simulador interpretado quanto
em um compilado de uma mesma arquitetura.
O programa selecionado para este teste foi o JPEG Coder do benchmark Medi-
abench [21], e a arquitetura selecionada foi SPARC V8 (modelo sparcv8). A efica´cia
desse me´todo se deve ao fato desse programa apresentar resultados de desempenho bas-
tante pro´ximo das me´dias de desempenho de simulac¸a˜o dos programas componentes dos
benchmarks Mediabench eMiBench 4, ale´m ainda da pequena variac¸a˜o de desempenho
de simulac¸a˜o existente entre os va´rios programas de va´rios benchmarks. Este u´ltimo fato
implica em um desempenho de simulac¸a˜o (instruc¸o˜es por segundo) varia muito pouco de
programa para programa, de modo que os resultados obtidos com o programa selecio-
nado, que esta´ na me´dia de desempenho de simulac¸a˜o, sa˜o bastante representativos de
uma simulac¸a˜o t´ıpica.
A ma´quina usada nesse teste foi um computador desktop com processador AMDAthlon
64 X2 3800+, de 2.0GHz, com 2 nu´cleos (dual-core), 512kB de cache L2 por nu´cleo,
2048MB de memo´ria DDR SDRAM PC3200, usando como sistema operacional Ubuntu
Linux 6.10 de 64 bits, com o compilador gcc 4.0.4 20060630 (prerelease) (Ubuntu
4.0.3-4) e flags de compilac¸a˜o -O3 -march=athlon64 -m32. A versa˜o da biblioteca
SystemC utilizada foi a 2.1v1, obtida no site da OSCI. Apesar de o sistema operacional
utilizado ser de 64 bits, devido ao uso da flag -m32, todo o co´digo foi gerado com 32 bits,
pelo fato da versa˜o 2.1v1 de SystemC ser incompat´ıvel com a arquitetura x86 de 64 bits.
Ale´m disso, o simulador compilado foi gerado sem as opc¸o˜es de otimizac¸a˜o oferecidas pela
ferramenta accsim, de modo a eliminar do teste as vantagens adicionais de desempenho
que ele viria a ter com tais opc¸o˜es.
Como ilustra a tabela 3.1, o simulador compilado apresenta desempenho cerca de
35 vezes superior. Esse resultado, a princ´ıpio, sugere que a decodificac¸a˜o de instruc¸o˜es
toma 98,62% do tempo de execuc¸a˜o do simulador interpretado. Esse valor e´ simplesmente
inaceita´vel para um simulador, mesmo um gerado automaticamente. Ale´m disso, os si-
muladores interpretados gerados pelo acsim possuem uma cache de decodificac¸a˜o para
evitar que uma mesma instruc¸a˜o seja decodificada diversas vezes.
Dessa forma, e´ poss´ıvel concluir que ha´ ind´ıcios fortes de que os simuladores gerados
4http://www.archc.org
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Ferramenta Desempenho (K instruc¸o˜es/segundo)
acsim 474.91
accsim 34425.14
Tabela 3.1: Comparac¸a˜o de desempenho entre os simuladores interpretados (gerados por
acsim e os compilados (gerados por accsim).
por acsim possuem gargalos, ale´m da decodificac¸a˜o, que na˜o existem naqueles gerados
por accsim.
Para resolver essa du´vida, e´ necessa´rio realizar medidas de desempenho do simulador.
Para se obter um perfil melhor da execuc¸a˜o do simulador, e´ preciso obter as seguintes
medidas (os nu´meros de linhas referem-se a` figura 3.12):
1. O tempo gasto na decodificac¸a˜o e passagem de paraˆmetros (valores de campos) de
uma instruc¸a˜o (linhas 60 ate´ 84).
2. O tempo gasto na execuc¸a˜o completa de uma instruc¸a˜o (linhas 21 ate´ 94).
3. O tempo decorrido entre o in´ıcio do lac¸o de execuc¸a˜o para uma instruc¸a˜o e o in´ıcio do
lac¸o execuc¸a˜o para a instruc¸a˜o posterior (linha 21 ate´ linha 21 da pro´xima instruc¸a˜o).
Medindo-se o tempo gasto na decodificac¸a˜o de uma instruc¸a˜o e, posteriormente, o
tempo gasto em sua execuc¸a˜o completa, e´ poss´ıvel determinar qual o impacto da decodi-
ficac¸a˜o no desempenho de execuc¸a˜o, de forma a confirmar ou refutar a sugesta˜o de que a
decodificac¸a˜o na˜o e´ o u´nico gargalo na execuc¸a˜o de uma instruc¸a˜o.
E´ preciso tambe´m determinar se existe algum tipo de atraso na execuc¸a˜o que ocorra
entre a execuc¸a˜o de duas instruc¸o˜es consecutivas, devido a mecanismos de chamada de
func¸a˜o ou, principalmente, ao escalonamento de processos de SystemC, ja´ que a execuc¸a˜o
de uma instruc¸a˜o se da´ em um desses processos, e ha´ outros auxiliares executando con-
correntemente a ele (um para atualizar registradores e outro para um mecanismo de
co-verificac¸a˜o entre modelos, ambos sempre presentes). Ha´ fortes ind´ıcios de que eles
causem atrasos, mesmo que mı´nimos.
A medic¸a˜o de desempenho, para essa finalidade, foi realizada atrave´s da leitura de
valores do registrador TSC (timestamp counter) da ma´quina hospedeira, que permite
aferir quantos ciclos de CPU sa˜o gastos em um trecho de co´digo.
Essa medic¸a˜o foi feita para cada uma das 1.000.000 primeiras instruc¸o˜es do mesmo
programa JPEG Coder, executando sob o mesmo modelo sparcv8 no mesmo ambiente
e paraˆmetros de execuc¸a˜o que o comparativo da tabela 3.1. Para fins de refereˆncia, o
trecho de co´digo relativo a` decodificac¸a˜o esta´ compreendido entre as linhas 60 e 84 do
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arquivo sparcv8.cpp gerado pela ferramenta acsim versa˜o 1.6.0 a partir da versa˜o 0.7.6
do modelo sparcv8, usando a opc¸a˜o de linha de comando -abi, como mostra a figura 3.12.
Esse trecho de co´digo e´ responsa´vel tambe´m pela passagem dos valores dos campos de uma
instruc¸a˜o para os comportamentos. Considera-se esse co´digo como parte da decodificac¸a˜o
porque essa co´pia de valores na˜o acontece na execuc¸a˜o do simulador compilado.
20 void sparcv8 : : behavior ( ) {
29 i f ( bhv pc . read ( ) >= de c c a ch e s i z e ){
33 }
34 else {
46 switch ( decode pc ){
60 in s ca che = (DEC CACHE+decode pc ) ;
61 i f ( ! in s cache−>va l i d ){
62 ∗ ( ( a c f e t c h ∗) ( f e t ch ) ) = IM−>read ( decode pc ) ;
63
64 quant = 0 ;
65 ins cache−>i n s t r p = new a c i n s t r ( Decode ( ISA . decoder , bu f f e r , quant ) ) ;
66 ins cache−>va l i d = 1 ;
67 }
68 i n s t r v e c = ins cache−>i n s t r p ;
69 i n s i d = in s t r v e c−>get (IDENT) ;
70
71 i f ( i n s i d == 0 ) {
72 c e r r << ”ArchC Error : Un iden t i f i ed i n s t r u c t i o n . ” << endl ;
73 c e r r << ”PC = ” << hex << decode pc << dec << endl ;




78 i n s t r = ( a c i n s t r u c t i o n ∗) ISA . i n s t r t a b l e [ i n s i d ] [ 1 ] ;
79 format = ( a c i n s t r u c t i o n ∗) ISA . i n s t r t a b l e [ i n s i d ] [ 2 ] ;
80 ISA . i n s t r u c t i o n . s e t f i e l d s ( ∗ i n s t r v e c ) ;
81 format−>s e t f i e l d s ( ∗ i n s t r v e c ) ;
82 in s t r−>s e t f i e l d s ( ∗ i n s t r v e c ) ;
83 ISA . i n s t r u c t i o n . s e t s i z e ( i n s t r−>g e t s i z e ( ) ) ;
84 ac pc = decode pc ;
85 ISA . i n s t r u c t i o n . behavior ( ) ;
86 i f ( ! a c annu l s i g ) format−>behavior ( ) ;
87 i f ( ! a c annu l s i g ) i n s t r−>behavior ( ) ;
88 break ;
89 }
90 i f ( ( ! a c wa i t s i g ) && ( ! a c annu l s i g ) ) a c i n s t r c o un t e r+=1;
91 a c annu l s i g = 0 ;
92 bhv done . wr i t e (1 ) ;
93 }
94 }
Figura 3.12: Trecho de co´digo responsa´vel pela decodificac¸a˜o e execuc¸a˜o em simulador
gerado para o modelo sparcv8.
Os resultados das medic¸o˜es esta˜o apresentados na tabela 3.2. A ana´lise estat´ıstica
desses dados mostra que eles esta˜o fortemente concentrados em torno das medianas, sendo
que as me´dias sa˜o bastante influenciadas por outliers, que aparecem devido a condic¸o˜es
de execuc¸a˜o como cache misses do processador hospedeiro, ou ainda instruc¸o˜es que na˜o
estavam presentes na cache de decodificac¸a˜o do simulador. Portanto, os valores t´ıpicos
sa˜o mais pro´ximos das medianas do que das me´dias, de modo que as medianas sera˜o
utilizadas como valores t´ıpicos.
Esses valores permitem algumas concluso˜es interessantes sobre o desempenho dos si-
muladores interpretados. A primeira e´ que a decodificac¸a˜o, da maneira como e´ feita,
tipicamente consome em torno de 91.56% do tempo de execuc¸a˜o de uma instruc¸a˜o, e na˜o
quase a sua totalidade, como se supunha. Ale´m disso, apenas 53.31% do tempo total de
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Medida Me´dia Quantil 1% 1o Quartil Mediana 3o Quartil Quantil 90% Quantil 99%
1 2151 2155 2182 2192 2207 2223 2267
2 2436 2349 2376 2394 2413 2434 2705
3 4715 4393 4460 4491 4526 4562 5129
Tabela 3.2: Medidas de desempenho do simulador para a decodificac¸a˜o de uma instruc¸a˜o
(1), para a execuc¸a˜o completa da instruc¸a˜o (2) e diferenc¸a de tempo entre o in´ıcio da
execuc¸a˜o de duas instruc¸o˜es consecutivas (3). Valores de tempo em ciclos da ma´quina
hospedeira.
execuc¸a˜o do simulador sa˜o gastos realmente executando uma instruc¸a˜o, sendo que 46.69%
do tempo total de execuc¸a˜o do simulador e´ perdido em chamadas da func¸a˜o que conte´m
o loop de simulac¸a˜o, ale´m de trocas de contexto do SystemC. Essa ana´lise esta´ resumida
na tabela 3.3.
Medida Valor t´ıpico Relativo a` execuc¸a˜o de 1 instruc¸a˜o Relativo ao tempo total de execuc¸a˜o
1 2192 91.56% 48.81%
2 2394 100.00% 53.31%
3 4491 187.59% 100.00%
Tabela 3.3: Resumo das medidas de desempenho do simulador para a decodificac¸a˜o de
uma instruc¸a˜o (1), para a execuc¸a˜o completa da instruc¸a˜o (2) e diferenc¸a de tempo entre
o in´ıcio da execuc¸a˜o de duas instruc¸o˜es consecutivas (3). Valores de tempo em ciclos da
ma´quina hospedeira.
Levando-se em conta que a decodificac¸a˜o em tempo de execuc¸a˜o e´ o que define os
simuladores como interpretados, na˜o e´ poss´ıvel atacar o problema de desempenho dos
simuladores interpretados de ArchC 1.6 removendo a decodificac¸a˜o do tempo de execuc¸a˜o.
Ale´m disso, o uso de uma te´cnica de cache de decodificac¸a˜o indica que na˜o sobra margem
para melhorias de desempenho na decodificac¸a˜o, ja´ que cada instruc¸a˜o e´ decodificada
apenas uma vez durante a execuc¸a˜o de um programa.
Portanto, a sa´ıda para se buscar maior desempenho dos simuladores funcionais inter-
pretados e´ concentrar os esforc¸os de otimizac¸a˜o nos outros gargalos de execuc¸a˜o, presentes
fora da execuc¸a˜o do lac¸o principal de simulac¸a˜o, que incluem chamadas de func¸a˜o e trocas
de contexto do nu´cleo de simulac¸a˜o SystemC. Esses gargalos sera˜o fortemente atacados
por este trabalho, o que sera´ ilustrado no cap´ıtulo seguinte, juntamente com ana´lises pos-
teriores de desempenho, a fim de tratar os gargalos identificados, livrando ao ma´ximo os
simuladores gerados por acsim de seu problema de desempenho.
Cap´ıtulo 4
Melhorias em ArchC
As ana´lises desenvolvidas no cap´ıtulo anterior sobre a linguagem ArchC e seu conjunto
de ferramentas permitem, antes de mais nada, identificar que melhorias sa˜o poss´ıveis em
diversas a´reas da linguagem e de sua ferramenta de gerac¸a˜o de simuladores interpretados,
acsim.
A proposta deste projeto consiste em uma se´rie de melhorias a` linguagem ArchC e
seu conjunto de ferramentas, visando principalmente aumentar a usabilidade em projetos
de SoCs, ale´m do desempenho de simulac¸a˜o. Como se trata de um conjunto grande de
mudanc¸as, o produto final deste trabalho culminara´ na versa˜o 2.0 de ArchC.
O foco principal da versa˜o 2.0 e´ possibilitar uma integrac¸a˜o maior e mais suave de
ArchC a metodologias de desenvolvimento de sistemas (especialmente SoCs) baseadas em
TLM, apresentadas na sec¸a˜o 2.2, suprindo as limitac¸o˜es de ArchC, aparentes na ana´lise
da sec¸a˜o 3.2 e na figura 3.11. Este objetivo foi atingido explorando-se o suporte que
SystemC e sua biblioteca TLM oferecem ao desenvolvimento de sistemas complexos de
hardware/software em diversos n´ıveis de abstrac¸a˜o.
ArchC, em sua versa˜o 1, e´ menos adequada ao projeto de SoCs do que o ideal, so-
bretudo pelo fato de suas ferramentas gerarem simuladores totalmente auto-contidos, a
serem executados isoladamente para executam co´digo bina´rio escrito para a arquitetura
modelada. Desta maneira, na˜o podem ser facilmente integrados a sistemas complexos
projetados em SystemC.
Por esse motivo, a versa˜o 2.0 de ArchC apresenta como principal diferencial o pro-
duto de sua ferramenta principal: os simuladores interpretados gerados deixam de ser
simples programas isolados, passando a mo´dulos convencionais de SystemC, que podem
ser integrados com pouco esforc¸o a sistemas complexos projetados nessa linguagem, ja´
que basta instanciar o mo´dulo simulador como um mo´dulo qualquer escrito em SystemC,
e conecta´-lo ao resto do sistema atrave´s de suas portas.
Outro ponto importante que este trabalho propo˜e resolver e´ a questa˜o do desempe-
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nho dos simuladores funcionais interpretados, que apresentam o´bvios gargalos em seu
desempenho, de acordo com ana´lise apresentada na sec¸a˜o 3.3.
Muitos desses gargalos foram reconhecidos e eliminados do co´digo gerado para os simu-
ladores, em um esforc¸o de testes e programac¸a˜o que sera´ detalhado em sec¸o˜es posteriores,
as quais tratara˜o desses gargalos com riqueza de detalhes. Esse detalhamento sera´ ne-
cessa´rio para compreender adequadamente como se obtiveram os ganhos de desempenho,
que foram expressivos.
Ale´m disso, diversas outras alterac¸o˜es foram introduzidas no co´digo das bibliotecas
e ferramentas ArchC, de maneira a aumentar a manutenibilidade desse co´digo, ale´m de
tornar mais leg´ıvel, lo´gico e bem estruturado o co´digo C++ gerado para os simuladores
funcionais. Trata-se de uma se´rie de pequenas mudanc¸as, mais perife´ricas, discutidas em
mais detalhes em sec¸o˜es posteriores.
Finalmente, conclui-se que as propostas de melhoria de ArchC e suas ferramentas
foram cumpridas por este trabalho. Pore´m, ainda existe muito o que melhorar em ArchC,
conforme a discussa˜o apresentada na conclusa˜o deste texto.
4.1 Integrac¸a˜o de ArchC a metodologias TLM
A ana´lise apresentada no cap´ıtulo anterior (sec¸a˜o 3.2) mostra claramente que ArchC,
embora u´til para projetos de SoCs e outros sistemas, possui algumas claras limitac¸o˜es
para a integrac¸a˜o a metodologias de projeto mais recentes, baseadas em TLM.
Isto ocorre porque as ferramentas de ArchC, em sua versa˜o original, geram simuladores
de arquiteturas que sa˜o totalmente auto-contidos (ou monol´ıticos), que sa˜o programas
executados isoladamente que decodificam e executam co´digo bina´rio para a arquitetura
alvo. Por esse motivo, integra´-los a sistemas complexos projetados em SystemC na˜o e´
tarefa trivial e, muito menos, automa´tica.
Dessa maneira, e´ poss´ıvel usar ArchC em um fluxo de projeto de um SoC uniprocessado
relativamente complexo, pore´m os simuladores funcionais gerados pela ferramenta acsim
na˜o podem ser integrados a um modelo PV que represente todo o sistema sendo, portanto,
necessa´ria a escrita de um outro simulador funcional para o processador, mas desta vez
diretamente em SystemC, de forma a integra´-lo com o resto do sistema. Nesse cena´rio, o
simulador gerado pela ferramenta acsim e o modelo ArchC para o processador serviriam
apenas como base para a codificac¸a˜o desse simulador, o que reduz a utilidade de ArchC
nesse fluxo de projeto.
Portanto, nasce a´ı um requisito para a nova versa˜o de ArchC: possibilitar a gerac¸a˜o
de simuladores que possam ser integrados diretamente a um modelo PV do sistema como
um todo, eliminando completamente o esforc¸o do projetista em codificar manualmente o
simulador, tarefa claramente redundante, visto que anteriormente o processador ja´ havia
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sido modelado em ArchC.
Como se na˜o bastasse, o objetivo inicial das alterac¸o˜es em ArchC era possibilitar o
uso da linguagem e suas ferramentas para a simulac¸a˜o de complexos sistemas multipro-
cessados, limitac¸a˜o que tambe´m foi mencionada no cap´ıtulo anterior. Tendo em vista esse
novo conjunto de requisitos, foram consideradas duas poss´ıveis soluc¸o˜es, cujas filosofias
sa˜o bastante opostas.
A primeira consistia em expandir a linguagem com construc¸o˜es capazes de repre-
sentar sistemas multiprocessados dos mais diversos tipos, como systolic arrays, NUMA
(Non-Uniform Memory Access), SMP (Symmetric Multiprocessor), entre outros. Nesse
cena´rio, a ferramenta acsim de ArchC seria modificada para reconhecer todas essas novas
construc¸o˜es, utilizando-as para gerar um simulador (monol´ıtico, como os de ArchC 1)
para todo o sistema descrito.
Pore´m, essa abordagem possui dois problemas cr´ıticos. O primeiro deles e´ a sua com-
plexidade: seria necessa´rio alterar substancialmente na˜o apenas o parser da linguagem,
mas sobretudo as ferramentas existentes para que as novas construc¸o˜es da linguagem,
relativas a sistemas, fossem suportadas adequadamente.
O segundo problema, igualmente cr´ıtico, diz respeito a` falta de reusabilidade que os si-
muladores monol´ıticos teriam, por serem sempre correspondentes a um sistema completo.
Esses simuladores teriam como ponto negativo o fato de serem muito fortemente acopla-
dos, na˜o possuindo modularidade suficiente para que possam ser refinados por partes,
sendo, dessa maneira, dif´ıceis de se integrar com suavidade a metodologias de desenvol-
vimento baseadas em TLM, reduzindo bastante sua utilidade.
Justamente por esses motivos, uma segunda abordagem foi considerada para a ex-
pansa˜o de ArchC, sobretudo pela simplicidade e pelo fato de ser menos restritiva.
Ao realizar-se um pequeno esforc¸o de elaborac¸a˜o de construc¸o˜es novas de ArchC para
descrever sistemas complexos multiprocessados, foi poss´ıvel compreender que, para o novo
ArchC ter alguma utilidade, teria de ser gene´rico o suficiente para permitir a modelagem
na˜o apenas de sistemas que sigam moldes bem definidos, mas sim sistemas quaisquer.
Para essa finalidade, seria necessa´rio transformar ArchC em uma nova linguagem, voltada
tambe´m para a descric¸a˜o de sistemas. Pore´m, e´ justamente isso que uma linguagem como
SystemC se propo˜e a ser. E, ale´m disso, na˜o e´ extremamente despendioso descrever
sistemas desse tipo diretamente em SystemC, em um alto n´ıvel de abstrac¸a˜o, quando se
possui de antema˜o os mo´dulos correspondentes aos processadores. Certamente na˜o mais
do que seria em uma versa˜o de ArchC voltada para a descric¸a˜o de sistemas.
Desse modo, a responsabilidade de ArchC ficou restrita a fornecer mo´dulos que si-
mulem os processadores, deixando a descric¸a˜o dos sistemas como um todo, incluindo os
detalhes de comunicac¸a˜o entre esses processadores, ale´m de outros tipos de mo´dulos como
perife´ricos ou ASICs, totalmente a cargo de SystemC.
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Tendo essa soluc¸a˜o em vista, ao retomar o fluxo de projeto de SoC ilustrado na figura
3.11, e´ poss´ıvel perceber que, ja´ que um simulador funcional gerado por acsim passa a ser
integra´vel a um modelo PV de sistema escrito em SystemC, a etapa 2A deixa de ser lateral,
como ilustrada, e passa a fazer parte da etapa 3, substituindo a codificac¸a˜o manual do
simulador, reduzindo o tempo gasto na etapa 3 (sobretudo se os processadores compuserem
uma frac¸a˜o significativa da complexidade total do sistema) e eliminando todas as poss´ıveis
inconsisteˆncias entre o modelo ArchC e o simulador utilizado, possibilitando um fluxo de
projeto muito mais suave, ja´ que os processadores apenas precisam ser descritos em ArchC
ate´ essa etapa.
Por este motivo, o foco deste trabalho esta´ em modularizar os simuladores gerados e
prover facilidades padronizadas de comunicac¸a˜o (via SystemC TLM) de modo que esses
mo´dulos simuladores possam ser, de fato, integrados a sistemas descritos em SystemC.
E´ preciso notar que este trabalho lida apenas com os simuladores funcionais interpre-
tados. Existe, atualmente, um outro trabalho em andamento que visa portar todas as
funcionalidades relativas a` modularidade e comunicac¸a˜o dos processadores, para os simu-
ladores funcionais em precisa˜o de ciclos, que passam a ser gerados por outra ferramenta,
nomeada actsim. Dessa maneira, a etapa 3A da figura 3.11 tambe´m passaria a ser inte-
grada, dessa vez a` etapa 4, reduzindo, significativamente, o tempo gasto em elaborar um
modelo em precisa˜o de ciclos para todo o sistema.
Com o trabalho realizado na ferramenta acsim, aqui apresentado e descrito, e mais
aquele da ferramenta actsim, para os simuladores com precisa˜o de ciclos, seria poss´ıvel
uma integrac¸a˜o ine´dita de ArchC a um fluxo de projeto de sistemas, que aparece ilustrada
na figura 4.1. A intenc¸a˜o final e´ tornar ArchC e suas ferramentas ta˜o instrumentais em
desenvolvimento de SoCs e outros tipos de sistemas (possivelmente) multiprocessados
quanto uma linguagem de alto n´ıvel e um compilador o sa˜o para o desenvolvimento de
software, de modo que muitas vezes a porc¸a˜o mais considera´vel do desenvolvimento (os
processadores, no caso de SoCs como ASSPs e afins) seja feita em ArchC.
Finalmente, como a soluc¸a˜o apresentada para os simuladores de ArchC se concentra em
dois pilares fundamentais: a modularizac¸a˜o dos simuladores e a criac¸a˜o de mecanismos de
comunicac¸a˜o para integrar esses mo´dulos a sistemas, as sec¸o˜es seguintes tratam de ilustrar
em detalhes como cada uma dessas modificac¸o˜es foi implementada para os simuladores
funcionais interpretados.
4.1.1 Modularizac¸a˜o dos Simuladores Funcionais Interpretados
A ferramenta acsim, como mencionado anteriormente, gera simuladores monol´ıticos, pro-
gramas isolados que simulam um processador executando o co´digo bina´rio que lhes e´
fornecido. Por esse motivo, na˜o sa˜o diretamente integra´veis a modelos complexos escri-
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Figura 4.1: Fluxo de projeto para SoCs uni/multiprocessados, com etapas relativas a
modelagem TLM auxiliadas por mo´dulos simuladores gerados automaticamente a partir
de modelos ArchC.
tos em SystemC, sendo necessa´rio realizar modificac¸o˜es na˜o-triviais no co´digo-fonte do
simulador gerado pela ferramenta para possibilitar essa integrac¸a˜o.
Dessa forma, a modularizac¸a˜o dos simuladores tem como objetivo torna´-los como bi-
bliotecas que implementam um SC MODULE correspondente ao processador, o qual podera´
enta˜o ser inclu´ıdo e instanciado da maneira que se desejar (inclusive com mu´ltiplas ins-
tanciac¸o˜es), como um componente dentro de um sistema maior.
Os simuladores gerados pela ferramenta acsim 1.6 apresentavam diversas caracter´ısticas
que os classificam como programas monol´ıticos e na˜o como componentes. Uma das prin-
cipais era o fato de todos os elementos arquiteturais (registradores, memo´rias internas
etc) serem declarados como membros esta´ticos de uma classe (ac resources), de modo a
oferecer a visibilidade de todos esses elementos a todas as classes que precisassem acessa´-
los diretamente. Um exemplo disso eram as classes que representavam as instruc¸o˜es do
processador. O me´todo behavior() dessas classes, responsa´vel pelo comportamento das
instruc¸o˜es, necessitava ter visibilidade direta de um banco de registradores, por exemplo,
que era um membro esta´tico da classe ac resources. Para atingir essa finalidade, ha-
via uma varia´vel global que era refereˆncia para esse membro esta´tico, de modo que um
banco de registradores com o nome de RB, que seria instanciado como o membro esta´tico
ac resources::RB, teria tambe´m em correspondeˆncia uma varia´vel global RB que seria
uma refereˆncia para ac resources::RB. Essa visibilidade direta era necessa´ria para que
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fosse poss´ıvel referir-se a esse banco de registradores somente pelo seu nome (RB, e na˜o
ac resources::RB) no co´digo do me´todo behavior(), por uma questa˜o de simplicidade,
ja´ que esse co´digo seria escrito pelo projetista do modelo e tambe´m por uma questa˜o de
transpareˆncia, ja´ que ArchC na˜o requer que o projetista conhec¸a o co´digo que sera´ gerado
para o simulador.
Pore´m, essa maneira de resolver essas questo˜es cria um problema muito se´rio: qualquer
tentativa de se instanciar mais de um mo´dulo simulador faria com que eles compartilhas-
sem todos esses elementos arquiteturais, pelo fato de eles serem membros esta´ticos de uma
classe. Efetivamente ocorreria o problema de dois processadores distintos compartilha-
rem um mesmo banco de registradores (ale´m de todos os outros elementos arquiteturais),
impossibilitando a execuc¸a˜o de todas as maneiras.
Na˜o se trata de um problema simples de se resolver, pois e´ preciso encontrar uma
maneira de tornar esses elementos membros ordina´rios de uma classe (e na˜o esta´ticos)
e, ainda por cima, oferecer a mesma visibilidade que deles havia anteriormente. Isso e´
necessa´rio para que na˜o seja preciso reescrever o co´digo dos comportamentos de instruc¸o˜es
devido a uma mudanc¸a na forma de acesso aos elementos arquiteturais.
Ale´m disso, existia o problema de haver determinadas classes, tipos, varia´veis e de-
finic¸o˜es que, independentemente do modelo ArchC, eram geradas sempre com o mesmo
nome. Entre os exemplos temos a classe ac resources, os tipos ac word e ac Hword,
entre outros.
Esse problema foi resolvido da seguinte maneira em ArchC 2.0: apenas as classes de
biblioteca de ArchC, aquelas que modelam elementos usados em simuladores gerados para
quaisquer modelos, como registradores (ac reg), memo´rias internas (ac storage) etc, e´
que possuem o prefixo ac no seu nome. As classes geradas para um modelo possuem como
prefixo o nome do modelo. O mesmo vale para os arquivos que conteˆm as declarac¸o˜es
dessas classes. Ja´ as definic¸o˜es, tipos, constantes e afins relacionados ao modelo sa˜o
declarados dentro de um namespace cujo sufixo e´ parms (por exemplo, no caso do modelo
chamado mips1, o nome seria mips1 parms) e aparecem em um arquivo de mesmo nome
(seguindo ainda o exemplo, mips1 parms.H).
Essa diferenciac¸a˜o nos nomes e´ importante pois permitira´ diferenciar co´digo-fonte
gerado pela ferramenta do co´digo-fonte da biblioteca ArchC, ale´m de, principalmente,
permitir que dois ou mais simuladores de arquiteturas diferentes sejam instanciados num
mesmo modelo de sistema sem que haja conflitos de nomes entre diversas classes, cons-
tantes e tipos relativos a cada um, permitindo a modelagem de sistemas multiprocessados
heterogeˆneos.
Seguindo-se essa linha de modificac¸a˜o, a classe ac resources deixa de existir em Ar-
chC 2.0, sendo substitu´ıda por duas classes, ac arch e modelo arch (para um modelo
chamado modelo). Os nomes de ambas as classes sa˜o bastante auto-explicativos. A pri-
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meira possui elementos arquiteturais que sa˜o obrigato´rios em todos os modelos, como
o contador de programa (PC), representado pelo membro ac pc. Ja´ a segunda e´ uma
classe gerada pela ferramenta acsim para o modelo modelo e que, portanto, possui o
nome do modelo como prefixo. Essa classe conte´m como membros os elementos arquite-
turais espec´ıficos daquele modelo, o que corresponde a`queles declarados pelo projetista
em modelo.ac.
Um fato interessante e´ que a classe ac arch era dependente de tipos relativos ao mo-
delo, os quais, evidentemente, na˜o poderiam aparecer em uma classe da biblioteca ArchC,
pois essas classes precisam ser gene´ricas. Para resolver esse problema, essa classe tornou-se
um tipo parametrizado (template de C++) em func¸a˜o dos tipos de palavra do processa-
dor, ac word e ac Hword. Ja´ a classe modelo arch na˜o constitui tipo parametrizado pois
e´ gerada especificamente para o modelo, herdando da classe ac arch ja´ parametrizada
para os tipos espec´ıficos desse modelo.
Ja´ no que diz respeito ao problema dos elementos arquiteturais como membros esta´ticos,
a soluc¸a˜o encontrada baseia-se em uma estrate´gia bastante interessante de delegac¸a˜o.
O problema e´ o seguinte: os membros das classes ac arch e modelo arch, ja´ que na˜o
sa˜o mais esta´ticos, precisam ser acessados dentro de outras classes diretamente pelo nome,
como se fossem membros locais a essas classes.
Para essa finalidade, surgem duas classes novas, ac arch ref e modelo arch ref,
que conteˆm membros cujos nomes sa˜o ideˆnticos aos de ac arch ou modelo arch, mas
sa˜o refereˆncias para os membros concretos. Dessa maneira, essas classes de sufixo ref
servem para delegar o acesso a esses membros, pois toda classe que necessitar do acesso
aos elementos arquiteturais podera´ herdar de ac arch ref ou modelo arch ref (conforme
necessa´rio) e tera´ esse acesso automaticamente, bastando para isso obter a refereˆncia
para ac arch ou modelo arch em seu construtor. O diagrama para as classes ac arch e
modelo arch, bem como suas classes de refereˆncias, esta´ ilustrado na figura 4.2.
A soluc¸a˜o apresentada para as classes de elementos arquiteturais funciona correta-
mente para praticamente todas as classes que precisam de visibilidade dos membros
de ac arch, exceto para as classes ac syscall e modelo syscall. Isto acontece por-
que ac syscall precisa de visibilidade apenas dos membros de ac arch, enquanto que
modelo syscall, que herda de ac syscall, precisa ter visibilidade completa dos mem-
bros de modelo arch. Ao tentar fazer com que ac syscall herde de ac arch ref para
obter assim a visibilidade necessa´ria, na˜o sera´ poss´ıvel que modelo syscall fac¸a a he-
ranc¸a de modelo arch ref, pois isto cria o problema da heranc¸a em forma de diamante
(ilustrada na figura 4.3, que na˜o pode ser resolvido neste caso com o uso de heranc¸a vir-
tual, pois os membros herdados em comum por ambos os lados sa˜o refereˆncias e, como
tal, na˜o e´ garantido que existam concretamente na memo´ria. Para resolver este caso, a
classe ac syscall foi ligeiramente modificada para possuir um membro refereˆncia para
















Figura 4.2: Diagrama ilustrando as classes ac arch, modelo arch e as outras duas classes
responsa´veis por fazer a delegac¸a˜o dos seus membros, respectivamente ac arch ref e
modelo arch ref.
ac arch, acessando os membros de ac arch atrave´s dessa refereˆncia simples. Feito isto,
modelo syscall fica livre para herdar de modelo arch ref, recebendo assim a visibili-
dade necessa´ria dos membros de modelo arch. Esta soluc¸a˜o para o arranjo de classes esta´
ilustrada na figura 4.4.
Para finalizar a questa˜o da modularizac¸a˜o, e´ preciso facilitar a instanciac¸a˜o dos mo´dulos
processadores, bem como sua consequ¨ente configurac¸a˜o. Para esse fim, foi criada uma
classe ac module, a qual corresponde a um mo´dulo simulador gerado pela ferramenta
acsim. Essa classe e´ estendida pela classe que representa o mo´dulo simulador gerado,
cujo nome e´ simplesmente modelo (e na˜o mais modelo arch, como em ArchC 1.6, vi-
sando facilitar a instanciac¸a˜o manual dos mo´dulos, que e´ um requerimento novo). Essa
classe, entre outras coisas, define um mo´dulo simulador como sendo tambe´m um mo´dulo
SystemC (sc module), ale´m de oferecer uma interface com me´todos que permitem ativar
ou desativar a execuc¸a˜o de um mo´dulo, entre outras diversas func¸o˜es, tornando a operac¸a˜o
desse mo´dulo mais simples para os usua´rios dele.
Ale´m disso, a classe principal modelo estende a classe espec´ıfica que conte´m os ele-
mentos arquiteturais do processador, modelo arch, englobando-os, dessa forma. Outras
classes nota´veis neste esquema de classes sa˜o modelo isa, responsa´vel pelos me´todos que
implementam os comportamentos de instruc¸a˜o, ale´m de modelo syscall, responsa´vel
pelas implementac¸o˜es de chamadas de sistema simuladas, nos modelos que as suportam.
Tambe´m e´ importante notar que o decodificador de instruc¸o˜es gerado para um modelo
necessitou de modificac¸o˜es. A versa˜o antiga desse decodificador era em linguagem C pura
e, dessa maneira, na˜o aceitaria mu´ltiplas instaˆncias, pois a decodificac¸a˜o era disparada
por uma func¸a˜o global. Desse modo, foi necessa´rio portar o decodificador para C++,
usando classes ao inve´s de estruturas C, e me´todos ao inve´s de func¸o˜es globais. O novo









Figura 4.3: Ilustrac¸a˜o da heranc¸a em forma de diamante, relativa a`s classes ac syscall e
modelo syscall, que surgiria caso se tentasse oferecer acesso aos elementos arquiteturais
atrave´s simplesmente de heranc¸a.
decodificador tem seu co´digo nos arquivos ac decoder rt.H e ac decoder rt.cpp. O
sufixo rt significa runtime, indicando que essa e´ a versa˜o do decodificador para ser usada
em tempo de execuc¸a˜o do simulador. A classe principal, que representa um decodificador,
e´ ac decoder full, sendo agregada por modelo isa, pois o cabe ao conjunto de instruc¸o˜es
a decodificac¸a˜o delas.
Para oferecer ao decodificador o acesso a uma fonte de programa, isto e´, o lugar de
onde se leˆ o programa a ser decodificado, a classe ac decoder full possui um ponteiro
para um objeto do tipo ac dec prog source, que e´ uma interface com me´todos para
se ler o programa a ser decodificado. Essa interface e´ implementada por uma classe
ac arch dec if, que estende ac arch (para obter acesso ao contador de programa) e e´
estendida por modelo arch, de modo que aparecera´ concretamente no programa como
uma instaˆncia de modelo, pois a classe principal herda de modelo arch. Note-se que o
diagrama da figura 4.2 esta´ simplificado por na˜o apresentar a classe ac arch dec if.
Com essa remodelagem do decodificador de instruc¸o˜es, torna-se poss´ıvel que duas
instaˆncias distintas de mo´dulos simuladores (que podem inclusive ser de arquiteturas
diferentes), possam oferecer a seus pro´prios decodificadores a sua pro´pria fonte de co´digo









Figura 4.4: Soluc¸a˜o encontrada para oferecer acesso aos membros de ac arch para a
classe ac syscall e ao mesmo tempo, acesso aos membros de modelo arch para a classe
modelo syscall sem cair em heranc¸a diamante.
de programa, permitindo a eles a decodificac¸a˜o sem conflitos.
Para que seja poss´ıvel ter uma visa˜o geral da estrutura de um simulador gerado pela
ferramenta acsim de ArchC 2.0, um diagrama de classes englobando todas as mais im-
portantes a participarem da simulac¸a˜o esta´ representado na figura 4.5.
Com essa se´rie de modificac¸o˜es nas classes geradas pela ferramenta acsim, bem como
nas classes de biblioteca de ArchC, tornou-se poss´ıvel instanciar quantos mo´dulos simu-
ladores se desejar, mesmo de arquiteturas diferentes, sem causar conflitos de nomes ou
de recursos, sendo um passo importante rumo ao objetivo maior, que e´ utilizar ArchC na
simulac¸a˜o de complexos sistemas, inclusive multiprocessados heterogeˆneos.
4.1.2 Comunicac¸a˜o atrave´s de SystemC TLM
Com a possibilidade de realizar mu´ltiplas instanciac¸o˜es de mo´dulos simuladores gerados
por acsim, a u´nica funcionalidade que falta a esses mo´dulos para que possam ser utili-
zados como componentes em modelos TLM PV escritos em SystemC sa˜o mecanismos de





















Figura 4.5: Diagrama de todas as principais classes participantes da simulac¸a˜o, fornecendo
uma visa˜o geral da estrutura do simulador ArchC 2.0.
comunicac¸a˜o desses mo´dulos com o resto do sistema.
Por esse motivo, foi implementado o suporte a mecanismos de comunicac¸a˜o com-
pat´ıveis com o padra˜o SystemC TLM nos mo´dulos simuladores de ArchC 2.0, de maneira
a facilitar ao ma´ximo o uso desses simuladores como componentes, rompendo-se assim
a u´ltima barreira para a integrac¸a˜o suave de ArchC e seus simuladores interpretados
funcionais em um fluxo de projeto de sistemas, sobretudo SoCs.
Para maximizar a usabilidade dos mecanismos de comunicac¸a˜o ArchC TLM, e´ preciso
que eles modelem com o ma´ximo de semelhanc¸a aqueles existentes em processadores reais,
que basicamente sa˜o portas de entrada e sa´ıda e mecanismos de interrupc¸a˜o.
Com a inclusa˜o desses mecanismos, passa a ser poss´ıvel declarar portas de entrada
e sa´ıda e tambe´m portas de interrupc¸a˜o em um modelo ArchC. As portas de entrada e
sa´ıda sa˜o mestras, de modo que sempre o mo´dulo simulador sera´ o responsa´vel por iniciar
uma transac¸a˜o de leitura ou escrita atrave´s de uma delas. O funcionamento das portas
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de entrada e sa´ıda e´ semelhante a um elemento de armazenamento interno.
Ja´ a porta de interrupc¸a˜o possui um comportamento diferente, pois e´ uma porta
escrava, que pode receber escritas de qualquer componente que esteja ligado a ela. Nesses
casos, evidentemente, a transac¸a˜o e´ iniciada pelo componente que escreve na porta de
interrupc¸a˜o.
Toda porta de interrupc¸a˜o possui associado a ela um tratador de interrupc¸a˜o, que e´ um
objeto de uma classe que possui um me´todo responsa´vel pelo tratamento da interrupc¸a˜o.
Uma escrita na porta de interrupc¸a˜o dispara esse me´todo instantaneamente. Como a
codificac¸a˜o do tratador de interrupc¸a˜o e´ de responsabilidade do projetista do modelo
ArchC, existe total flexibilidade para se implementar qualquer esquema de interrupc¸a˜o,
seja complexo ou simples. Trata-se de uma caracter´ıstica extremamente deseja´vel, pois
cada microarquitetura implementa seu tratamento de interrupc¸o˜es de maneira diferente.
Do ponto de vista dos componentes externos, para causar uma interrupc¸a˜o em um
mo´dulo simulador ArchC e´ preciso escrever um valor em uma de suas portas de inter-
rupc¸a˜o. Esse valor sera´ passado ao tratador de interrupc¸a˜o, de modo que um poss´ıvel
cena´rio de simulac¸a˜o simples para interrupc¸o˜es pode abolir um eventual controlador de
interrupc¸o˜es e basear-se na passagem de diferentes valores que identifiquem os va´rios ti-
pos de interrupc¸a˜o para apenas uma porta. Outros modelos podem ser implementados
usando uma ou mais portas de interrupc¸a˜o sem que o valor escrito na porta seja tratado,
necessitando-se da comunicac¸a˜o com um controlador de interrupc¸a˜o externo para que essa
interrupc¸a˜o seja identificada. Isso ilustra a flexibilidade de modelagem possibilitada pelas
capacidades de se declarar mu´ltiplas portas de interrupc¸a˜o (cada qual com seu tratador
de interrupc¸a˜o) e permitir escrita e tratamento de valores nessas portas.
A implementac¸a˜o de todas as facilidades de comunicac¸a˜o em ArchC 2.0, de forma a
terem a usabilidade desejada, provou ser um desafio, requerendo modificac¸o˜es extensas
na˜o so´ na ferramenta acsim como principalmente nas classes de biblioteca de ArchC.
Em ArchC 1.6, os elementos de memo´ria interna, como ac mem, ac storage, ac cache
e afins possuem me´todos de leitura e escrita para palavras (ac word), meias-palavras
(ac Hword) e bytes. Embora um projetista de um modelo ArchC possa considerar esses
me´todos bastante intuitivos, o mesmo na˜o acontecera´ com um projetista que deseje mo-
delar um componente externo que se comunique com o mo´dulo simulador gerado para
esse modelo ArchC.
Isso acontece porque os tipos de dados ac word, ac Hword e correlatos sa˜o, acima de
tudo, internos ao processador, refletindo possivelmente a largura de seus registradores,
de seu espac¸o de enderec¸amento ou, ainda, a largura de uma instruc¸a˜o, sendo, portanto,
geralmente irrelevantes para o projeto de mo´dulos externos.
Uma das modificac¸o˜es mais importantes de ArchC 2.0 e´ a inclusa˜o de portas, per-
mitindo ao processador se comunicar com mo´dulos externos. A intenc¸a˜o inicial era que
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uma dessas portas se comportasse exatamente como os elementos de memo´ria internos de
ArchC, mantendo a mesma interface de leitura e escrita, para que o co´digo dos compor-
tamentos de instruc¸o˜es na˜o precisasse ser alterado apenas porque se deseja integrar esse
processador com componentes externos atrave´s de uma porta, ao inve´s de usa´-lo apenas
com os elementos de memo´ria internos de ArchC, como ac storage.
Surge a´ı uma questa˜o crucial: como oferecer ao projetista do modelo uma interface de
leitura e escrita baseada nos tipos de dados internos do processador sem necessariamente
forc¸ar o uso desses tipos de dados no projeto de mo´dulos externos?
A soluc¸a˜o encontrada foi a criac¸a˜o de uma camada de abstrac¸a˜o extra, uma classe,
chamada ac memport, que oferece me´todos de leitura e escrita com os tipos de dados in-
ternos do processador e os implementa atrave´s de chamadas de me´todos de uma interface
mais gene´rica, no caso a interface de entrada e sa´ıda padra˜o de ArchC, que e´ pu´blica, e
passa a ser usada tanto pelos elementos de memo´ria internos de ArchC como pelos exter-
nos, sendo que esses u´ltimos na˜o recebem chamadas diretas aos me´todos dessa interface,
mas sim atrave´s de SystemC TLM.
Outro problema de acoplamento existente em ArchC 1.6 resolvido por essa abordagem
e´ o tratamento da ordem dos bytes na palavra de um processador (endianness ou byte
order). Quando a ordenac¸a˜o de bytes da palavra da ma´quina hospedeira e da ma´quina
simulada diferem, as operac¸o˜es de leitura e de escrita para tipos de dados maiores que 1
byte na˜o podem ser implementadas atrave´s de acesso direto a` memo´ria.
Em ArchC 1.6 esse tratamento da ordem dos bytes e´ feito na implementac¸a˜o dos
me´todos de leitura e escrita das classes de memo´rias internas. Trata-se de um grande
problema pois ha´ replicac¸a˜o do co´digo de tratamento da ordem de bytes por todas as
classes de memo´ria. No caso de ArchC 2.0, se isso fosse mantido, o mesmo co´digo teria
de aparecer replicado nas classes que implementam as portas TLM.
Esse problema foi resolvido movendo-se o co´digo de tratamento da ordem de bytes para
a camada de abstrac¸a˜o introduzida pela classe ac memport. Isto e´ bastante coerente, pois
ao mesmo tempo que remove a replicac¸a˜o de co´digo pelas classes de memo´rias e portas,
isola o problema de tratamento da ordem de bytes ao domı´nio do processador, livrando,
possivelmente, a implementac¸a˜o de um mo´dulo externo da obrigac¸a˜o de realizar esse
tratamento.
Isso tudo e´ ilustrado pelo diagrama de classes da figura 4.6, que explicita os me´todos de
ac memport, os quais usam os tipos de dados do processador, passados como paraˆmetros
para essa classe (parametrizada em ac word e ac Hword), em contraste com um elemento
de memo´ria interno (ac storage) ou uma porta de entrada e sa´ıda TLM, os quais im-
plementam a interface ac inout if, atrave´s da qual ac memport acessa os elementos
concretos de memo´ria ou entrada e sa´ıda.
Dessa maneira, a inclusa˜o de ac memport no sistema de entrada e sa´ıda de ArchC vem















      n_words:int): void
+write(buf:ac_ptr,address:uint32_t,wordsize:int,
       n_words:int): void
ac_storage
Figura 4.6: Diagrama de classes ilustrando a relac¸a˜o entre ac memport, a interface
ac inout if e uma das implementac¸o˜es dessa interface, o mo´dulo de memo´ria interna
ac storage.
justamente para isolar dentro do processador detalhes que na˜o teˆm relevaˆncia fora dele.
A criac¸a˜o da classe ac memport abre tambe´m a possibilidade de fa´cil implementac¸a˜o
das portas de entrada e sa´ıda TLM. Como mencionado anteriormente, o cena´rio de uso
proposto para essas portas e´ ideˆntico ao das memo´rias internas.
As portas de entrada e sa´ıda sa˜o declaradas como ac tlm port no arquivo modelo.ac,
conforme ilustra a linha 3 da figura 4.7, na qual e´ declarada uma porta de entrada e sa´ıda
TLM cujo nome e´ DM e que tera´ 5 megabytes de espac¸o de enderec¸amento. Comparando-
se essa declarac¸a˜o com aquela existente na linha 4, referente a uma memo´ria interna de
nome IN, percebe-se que ambas as declarac¸o˜es sa˜o ideˆnticas, cumprindo o cena´rio de uso
no que diz respeito a` declarac¸a˜o dessas portas.
Quanto a portas de interrupc¸a˜o, a declarac¸a˜o e´ muito semelhante. Elas sa˜o declaradas
como ac tlm intr port e a u´nica informac¸a˜o que se pode declarar sobre elas e´ seu nome,
pois portas de interrupc¸a˜o na˜o sa˜o enderec¸adas. A linha 7 da figura 4.7 ilustra a declarac¸a˜o
desse tipo de portas. No caso, esta´ declarada uma porta de interrupc¸a˜o chamada INTA.
Em termos de classes e relacionamentos entre elas, isso significa basicamente que uma
porta de entrada e sa´ıda TLM sera´ acessada atrave´s de ac memport e seus me´todos,
permitindo ao projetista de um modelo ArchC a troca de uma memo´ria interna por uma
porta de entrada e sa´ıda sem precisar modificar nenhum co´digo dos comportamentos de
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1 AC ARCH(modelo ) {
2
3 ac t lm por t DM:5M;
4 ac mem IN :1M;
5 ac regbank RB: 3 2 ;
6
7 a c t lm i n t r p o r t INTA;
8
9 ac r eg INT REG;
10 ac r eg INT FLAG;
11
12 // . . .
13
14 } ;
Figura 4.7: Co´digo do arquivo modelo.ac, ilustrando, na linha 3, a declarac¸a˜o de uma
porta de entrada e sa´ıda ArchC TLM.
instruc¸a˜o.
A figura 4.8 mostra o arquivo de comportamentos de instruc¸o˜es modelo isa.cpp, para
o modelo hipote´tico modelo. Neste arquivo, sa˜o definidas duas instruc¸o˜es: ld (linha 7),
que faz leitura de um dado atrave´s da porta de entrada e sa´ıda DM; e ldin (linha 13),
que realiza leitura de um dado da memo´ria interna IN. Como e´ poss´ıvel perceber pelas
implementac¸o˜es (linhas 8 e 14, respectivamente), a interface do me´todo de leitura de
dados e´ ideˆntica para ambas, ilustrando o quanto portas e memo´rias internas funcionam
de maneira ideˆntica do ponto de vista do projetista, sendo, portanto, intercambia´veis sem
alterac¸a˜o do co´digo.
1 #include ”mode lo i sa .H”
2 #include ” mod e l o i s a i n i t . cpp”
3
4 // . . .
5
6 // ! I n s t r u c t i o n l d b e ha v i o r method .
7 void ac behav io r ( ld )
8 {
9 RB[ rd ] = DM. read (RB[ r s1 ] + RB[ r s2 ] ) ;
10 } ;
11
12 // ! I n s t r u c t i o n l d i n b eha v i o r method .
13 void ac behav io r ( l d i n )
14 {
15 RB[ rd ] = IN . read (RB[ r s1 ] + RB[ r s2 ] ) ;
16 } ;
17
18 // . . .
Figura 4.8: Co´digo do arquivo modelo isa.cpp, com a declarac¸a˜o de duas instruc¸o˜es, ld
e ldin, praticamente ideˆnticas, ilustrando que o uso de uma porta de entrada e sa´ıda
ArchC TLM e´ ideˆntico ao de uma memo´ria interna.
Isso ocorre pois, no contexto do co´digo ilustrado, tanto DM quanto IN sa˜o objetos do tipo
ac memport (tendo, portanto, interfaces ideˆnticas) oferecendo acesso aos objetos concre-
tos, os quais sa˜o chamados, respectivamente, DM port e IN stg. O acesso de ac memport
a objetos dos tipos ac storage e ac tlm port e´ poss´ıvel pois ambos implementam a in-
terface ac inout if, usada por ac memport para acessa´-los. Isso esta´ ilustrado na figura










      n_words:int): void
+write(buf:ac_ptr,address:uint32_t,wordsize:int,
       n_words:int): void
ac_storage ac_tlm_port
Figura 4.9: Diagrama de classes ilustrando a relac¸a˜o entre ac memport, a interface
ac inout if e todas as implementac¸o˜es dessa interface: ac storage e ac tlm port.
Vale a pena notar, nos me´todos da interface ac inout if, que ela permite leitura e
escrita de palavras de qualquer tamanho, pois os paraˆmetros de seus me´todos sa˜o, ale´m
do enderec¸o da operac¸a˜o, um buffer de memo´ria que ira´ receber a palavra (ou mu´ltiplas
palavras) e tambe´m o tamanho da palavra. Isso permite implementac¸o˜es que trabalhem
com os mais variados tamanhos de palavras poss´ıveis.
Outro aspecto do uso de portas de entrada e sa´ıda TLM em ArchC e´ a simplicidade
existente para se conectar essas portas a componentes externos. Declarada uma porta
de entrada e sa´ıda, por exemplo, DM, no arquivo modelo.ac, o objeto concreto para essa
porta de entrada e sa´ıda tera´ o mesmo nome, acrescido do sufixo port, no caso, DM port.
Basta enta˜o conectar DM port ao componente desejado, da mesma maneira que se conecta
uma porta convencional de SystemC.
No exemplo da figura 4.10, ha´ a declarac¸a˜o de um sistema chamado my system. O pro-
jetista desse sistema decidiu conectar os componentes do sistema no construtor my system,
definido a partir da linha 14. Declarados os processadores proc1 e proc2 (linha 9) e devi-
damente inicializados (linha 14), basta conectar suas portas DM port ao barramento bus
criado tambe´m pelo projetista.
Essa facilidade de uso na conexa˜o das portas de entrada e sa´ıda ArchC TLM existe por
se tratarem de portas convencionais SystemC, ja´ que ac tlm port estende uma sc port
convencional de SystemC, devidamente parametrizada para a interface de transporte Ar-
chC TLM (ac tlm transport if). Ale´m disso, uma porta de entrada e sa´ıda ArchC
TLM estende tambe´m a classe ac tlm dev id, responsa´vel por oferecer a cada instaˆncia
de uma porta um identificador u´nico, facilitando a implementac¸a˜o de barramentos. Esses
detalhes sa˜o evidenciados pelo diagrama de classes completo para ac tlm port e classes
correlatas, dispon´ıvel na figura 4.11.
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1 #include ”modelo .H”
2 #include ”my bus .H”
3
4 // . . .
5
6 class my system
7 {
8
9 modelo proc1 , proc2 ;
10 my bus bus ;
11
12 // . . .
13
14 my system ( ) : proc1 ( ”proc1 ” ) , proc2 ( ”proc2 ” ) , bus ( ”bus” )
15 {
16
17 // . . .
18
19 proc1 . DM port ( bus ) ;
20 proc2 . DM port ( bus ) ;
21





Figura 4.10: Exemplo de co´digo de um sistema chamado my system, dentro do qual sa˜o
instanciados 2 processadores da arquitetura modelo, os quais teˆm suas portas de entrada
e sa´ıda conectadas a um barramento fornecido pelo projetista.
Resolvida a questa˜o dos cena´rios de uso para as portas de entrada e sa´ıda ArchC TLM
do ponto de vista de declarac¸a˜o e conexa˜o, e´ preciso, finalmente, elaborar um protocolo de
comunicac¸a˜o para que esta possa ocorrer normalmente quando transac¸o˜es forem iniciadas
pelo processador.
O protocolo de comunicac¸a˜o ArchC TLM e´ implementado com o uso da interface
tlm transport if de SystemC TLM. Essa interface, conforme visto na sec¸a˜o 2.2.1, e´ uma
interface bidirecional cujas transac¸o˜es sa˜o baseadas em requisic¸o˜es feitas pelo elemento
mestre ou iniciador e respostas devolvidas pelo elemento escravo. Requisic¸o˜es e respostas










Figura 4.11: Diagrama de classes completo para ac tlm port e suas classes correlatas.
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contexto de uso dos mo´dulos simuladores funcionais de ArchC e´ o dos modelos TLM
PV, modelar todas as comunicac¸o˜es dessa maneira e´ extremamente deseja´vel pois a visa˜o
do programador na˜o sera´ alterada e a simplicidade do modelo sera´ ma´xima, dado que o
acoplamento entre requisic¸a˜o e resposta torna esse modelo de transac¸o˜es o mais pro´ximo
poss´ıvel de chamadas diretas de me´todos. Essa simplicidade se deve tambe´m ao fato de a
interface tlm transport if ser bloqueante, fazendo com que um dado requisitado sempre
sera´ retornado na resposta para a primeira requisic¸a˜o a ele. Caso ele na˜o esteja dispon´ıvel
a execuc¸a˜o sera´ bloqueada ate´ que esteja. Isso salva os projetistas de modelos (e tambe´m
de dispositivos) de modelar polling ou mecanismos de interrupc¸a˜o para se realizar uma
simples leitura em memo´ria, complexidade que na˜o e´ necessa´ria para o n´ıvel PV.
A declarac¸a˜o do protocolo de comunicac¸a˜o ArchC TLM, presente em
ac tlm protocol.H, consiste basicamente na definic¸a˜o de dois tipos de dados,
ac tlm req e ac tlm rsp, que correspondem, respectivamente, aos pacotes de re-
quisic¸a˜o e resposta desse protocolo. Declara-se tambe´m que o protocolo de comunicac¸a˜o
e´ baseado em tlm transport if, ao se definir ac tlm transport if como um apelido
para tlm transport if, devidamente parametrizada para os pacotes de requisic¸a˜o e
resposta do protocolo de ArchC.
Os pacotes de requisic¸a˜o e resposta possuem estrutura bastante simples. O primeiro
possui quatro campos: tipo da requisic¸a˜o, identificador da porta ou dispositivo, enderec¸o
da transac¸a˜o e valor enviado para a transac¸a˜o (por exemplo, numa transac¸a˜o de es-
crita, esse valor e´ justamente aquele que deseja-se escrever no dispositivo). Os tipos de
transac¸o˜es poss´ıveis sa˜o: leitura (READ), escrita (WRITE), bloqueio do dispositivo (LOCK),
desbloqueio do dispositivo (UNLOCK) e contagem de requisic¸o˜es (REQUEST COUNT).
As transac¸o˜es de escrita e leitura sa˜o auto-explicativas. Ja´ as transac¸o˜es de bloqueio
e desbloqueio do dispositivo sa˜o u´teis para a implementac¸a˜o de dispositivos como bar-
ramentos, aos quais diversos processadores e outros dispositivos sa˜o conectados e, certas
vezes, e´ preciso bloquear o acesso de todos os outros dispositivos a esse barramento, para
obter exclusividade a fim de realizar operac¸o˜es como transfereˆncias em lote (burst) ou si-
milares. Finalmente, a contagem de requisic¸o˜es permite obter o nu´mero de requisic¸o˜es ja´
recebidas por um dispositivo, permitindo assim a depurac¸a˜o ou avaliac¸a˜o de desempenho.
Os pacotes de resposta, por sua vez, possuem apenas treˆs campos: estado da transac¸a˜o,
tipo da transac¸a˜o e valor retornado pela transac¸a˜o. Os estados poss´ıveis sa˜o apenas dois:
erro e sucesso.
Pelo fato, novamente, de se haver estabelecido como contexto de uso fundamental os
modelos de sistemas TLM PV, toda transac¸a˜o e´ modelada de maneira a sempre retornar
o valor solicitado, bloqueando a execuc¸a˜o caso esse valor na˜o esteja dispon´ıvel. Portanto,
o estado de erro na transac¸a˜o deve ser usado apenas para casos excepcionais, na˜o quando
um valor na˜o estiver dispon´ıvel, devendo ser bloqueada pelo dispositivo a execuc¸a˜o (com o
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uso da func¸a˜o wait() de SystemC) ate´ que esse valor esteja dispon´ıvel e enta˜o retorna´-lo.
Portanto, com o protocolo de comunicac¸a˜o ArchC TLM definido como tal, a comu-
nicac¸a˜o entre um mo´dulo simulador (mestre) e um dispositivo externo (escravo) e´ feita
de maneira ideˆntica a`quela ilustrada na sec¸a˜o 2.2.1, nas figuras 2.2, 2.3 e 2.4. O u´nico
diferencial e´ que as chamadas de me´todos da camada de usua´rio, responsa´veis pelo in´ıcio
de uma transac¸a˜o, sa˜o feitas por ac memport ao inve´s aparecerem diretamente no co´digo
de comportamento de instruc¸a˜o, escrito pelo projetista de um modelo.
O mecanismo de comunicac¸a˜o TLM de ArchC, com a camada extra ac memport, e´
evidenciado na ilustrac¸a˜o da figura 4.12. Nessa figura, ocorre uma transac¸a˜o completa
de acesso a memo´ria, iniciada pelo mo´dulo simulador modelo. A execuc¸a˜o de algum
comportamento de instruc¸a˜o, como por exemplo ld, da figura 4.8, gera um acesso de
leitura a DM (1). DM enta˜o faz uma chamada de leitura a` porta de entrada e sa´ıda,
DM port (2). Feito isso, DM port monta um pacote de requisic¸a˜o de leitura (3) e envia-o
ao componente externo (4). Neste, o pacote e´ recebido por uma porta do tipo sc export,
que o repassa para o mo´dulo propriamente dito (5). O mo´dulo, por sua vez, em seu me´todo
transport(), desmonta o pacote, decodificando-o e fazendo uma chamada adequada a`
func¸a˜o da camada de usua´rio que implementa a leitura (6). A func¸a˜o de leitura da
camada de usua´rio realiza a leitura adequada, retornando valor (7). Enta˜o, a partir
do valor retornado, o me´todo transport() monta um pacote de resposta, enviando-o
a` porta de comunicac¸a˜o (8). A porta de comunicac¸a˜o (sc export) recebe esse pacote
(9) e repassa-o ao iniciador da requisic¸a˜o (10). O pacote e´ enta˜o recebido por DM port e
devidamente desmontado, de modo a retornar o valor da leitura a DM (11), que reordena os
bytes desse valor, caso necessa´rio e devolve-o ao comportamento de instruc¸a˜o (12), onde
sera´ armazenado no registrador de destino da instruc¸a˜o ld (13). Todas as transac¸o˜es
efetuadas com o uso do protocolo ArchC TLM seguem esse mesmo fluxo.
Figura 4.12: Ilustrac¸a˜o de uma transac¸a˜o completa de acesso a um componente externo,
iniciada por um mo´dulo simulador ArchC.
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Quanto ao mecanismo de interrupc¸a˜o provido por ArchC 2.0, ele tambe´m se baseia
no mesmo protocolo de comunicac¸a˜o ac tlm transport if. Apesar de um mecanismo
de interrupc¸a˜o na˜o necessitar de um protocolo bidirecional, ele e´ usado para fins de sim-
plicidade e generalidade, pois usa-se um u´nico protocolo para toda a comunicac¸a˜o em
ArchC.
Uma porta de interrupc¸a˜o de ArchC 2.0, declarada como visto na figura 4.7 torna-se
um objeto da classe ac tlm intr port, membro de modelo. A classe ac tlm intr port
implementa a interface ac tlm transport if, mas tambe´m estende sc export devida-
mente parametrizada para essa mesma interface, fazendo com que o mo´dulo simulador
fique ideˆntico ao mo´dulo externo ilustrado em 4.12: um mo´dulo com uma sc export
exposta, a qual repassa-lhe as transac¸o˜es recebidas.
A porta de interrupc¸a˜o, finalmente, possui uma refereˆncia para um objeto do tipo
ac intr handler, que e´ uma interface definindo um tratador de interrupc¸o˜es. Possui um
u´nico me´todo, handle(), responsa´vel pelo comportamento do tratador de interrupc¸o˜es.
Para cada declarac¸a˜o de uma porta de interrupc¸a˜o, sa˜o gerados pela ferramenta acsim
na˜o apenas a porta propriamente dita, mas um tratador de interrupc¸o˜es para cada porta,
que sa˜o todos classes implementando a interface ac intr handler. As declarac¸o˜es gera-
das para essas classes ficam contidas no arquivo modelo intr handlers.H, e as classes
sa˜o nomeadas modelo <nome da porta> handler. Ja´ os comportamentos dos tratadores
de interrupc¸a˜o (implementac¸a˜o de seus me´todos handle()) localizam-se, adequadamente,
no arquivo modelo intr handlers.cpp (ale´m disso, a ferramenta acsim gera tambe´m
um arquivo de esqueletos de tratadores de interrupc¸a˜o, com implementac¸o˜es vazias —
modelo intr handlers.cpp.tmpl), sendo definidos pelo projetista do modelo, seguindo
sintaxe muito semelhante a` de um comportamento de instruc¸a˜o, conforme ilustra a figura
4.13. Nela, o comportamento de interrupc¸a˜o para a porta INTA do modelo modelo e´ defi-
nido, de maneira que toda interrupc¸a˜o causada nessa porta dispara instantaneamente esse
me´todo, fazendo com que o valor enviado pela porta (value) seja escrito no registrador
INT REG da ma´quina e que uma interrupc¸a˜o seja sinalizada atrave´s da escrita do valor 1
no registrador INT FLAG.
1 #include ”mode l o in t r hand l e r s .H”
2
3 // . . .
4
5 void ac behav io r (INTA, value )
6 {
7 INT REG = value ;
8 INT FLAG = 1 ;
9 }
Figura 4.13: Co´digo de tratamento de interrupc¸a˜o para a porta INTA.
Num cena´rio como esse, o projetista pode escrever seu comportamento geral de ins-
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truc¸a˜o (ac behavior(instruction)) para verificar um sinalizador de interrupc¸a˜o, des-
viando a execuc¸a˜o, caso necessa´rio, antes de executar o comportamento da instruc¸a˜o.
Trata-se de um exemplo muito simples de implementac¸a˜o de tratamento s´ıncrono de in-
terrupc¸o˜es, evidenciando a flexibilidade do mecanismo de tratamento de interrupc¸o˜es de
ArchC 2.0, pois em um tratador de interrupc¸a˜o, o acesso aos elementos arquiteturais do
modelo e´ total, dado que as classes responsa´veis pelos tratadores de interrupc¸a˜o (como
modelo INTA handler) estendem modelo arch ref. Todas as classes relacionadas a tra-
tamento de interrupc¸a˜o aqui mencionadas, inclusive o tratador de interrupc¸a˜o para a












Figura 4.14: Diagrama de classes para todas as participantes do mecanismo de interrupc¸a˜o
de ArchC 2.0.
Como pode ser visto, tanto a modularizac¸a˜o dos simuladores funcionais interpretados
como a criac¸a˜o de mecanismos de comunicac¸a˜o baseados em SystemC TLM para esses
simuladores foram baseadas em cena´rios de uso concretos, visando a usabilidade ma´xima
por parte do usua´rio, ale´m de integrac¸a˜o suave a` linguagem ArchC ja´ existente, de modo
a facilitar aos usua´rios de ArchC 1.6 o aprendizado dos novos recursos da versa˜o 2.0,
sobretudo as novas facilidades de comunicac¸a˜o.
Pore´m, apesar da linguagem ArchC ter sofrido pouca modificac¸a˜o da versa˜o 1.6 para
a 2.0, sua infraestrutura, sobretudo a ferramenta acsim e a biblioteca de simulac¸a˜o, so-
freram uma dra´stica remodelagem, ale´m de acre´scimos substanciais em termos de novas
hierarquias de classes, uma nova arquitetura de maneira geral, ale´m de linhas de co´digo
propriamente ditas.
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Julgando-se pelos objetivos iniciais, o esforc¸o despendido nessa se´rie de modificac¸o˜es
foi va´lido, na medida em que eles foram atingidos, conforme se pretendia. No cap´ıtulo
seguinte, exemplos de uso reais de ArchC 2.0 sa˜o apresentados e analisados, de maneira a
validar esse esforc¸o atrave´s da opinia˜o e dos resultados obtidos por usua´rios da linguagem.
4.2 Melhorias diversas em ArchC 2.0
Ale´m das alterac¸o˜es descritas na sec¸a˜o anterior, necessa´rias para se cumprir os objetivos
iniciais de tornar poss´ıvel a integrac¸a˜o completa dos simuladores interpretados funcionais
de ArchC em um fluxo de projeto de SoCs (e outros sistemas complexos de maneira geral),
houve uma se´rie de mudanc¸as menos impactantes, as quais merecem uma breve menc¸a˜o
pois contribuem para a usabilidade de ArchC 2.0 e suas ferramentas.
A primeira delas diz respeito a` correc¸a˜o de nomes de arquivos gerados. Em Ar-
chC 1.6 eram gerados arquivos com nomes como modelo-arch.H, modelo-arch.cpp,
modelo-isa.H e modelo-isa.cpp, apesar de, evidentemente, as classes declaradas ou
definidas dentro desses arquivos serem nomeadas com o caracter sublinhado ( ) ao inve´s
do h´ıfen (-). Em ArchC 2.0 esses arquivos passam a ser nomeados com o caracter subli-
nhado, refletindo exatamente os nomes das classes contidas neles.
Outra modificac¸a˜o interessante era o fato de a ferramenta acsim, em ArchC 1.6, ser
utilizada para a gerac¸a˜o tanto de simuladores funcionais como em precisa˜o de ciclos. Em
ArchC 2.0, foi feita a separac¸a˜o em duas ferramentas: acsim, para gerac¸a˜o de simuladores
funcionais, e actsim, para a gerac¸a˜o de simuladores em precisa˜o de ciclos.
Apesar de a ferramenta actsim ainda estar em desenvolvimento, e de seu desenvolvi-
mento na˜o fazer parte deste trabalho, essa modificac¸a˜o e´ digna de nota, pois em ArchC
1.6, simuladores funcionais eram gerados com alguns trac¸os de simuladores temporiza-
dos, notavelmente a necessidade de um sinal de relo´gio para disparar o comportamento
das instruc¸o˜es e o uso de processos SC METHOD para a execuc¸a˜o dos comportamentos de
instruc¸a˜o.
A primeira delas e´ um tanto peculiar: simuladores funcionais na˜o sa˜o temporizados,
ou sa˜o aproximadamente temporizados, de modo que na˜o teˆm a menor necessidade de um
sinal de relo´gio para progredirem sua execuc¸a˜o. Em ArchC 2.0, os simuladores funcionais
gerados por acsim na˜o utilizam sinal de relo´gio de maneira alguma.
Quanto ao uso de processos SC METHOD em um simulador funcional, tambe´m e´ uma es-
colha inadequada para simuladores funcionais, caso se deseje integra´-los em modelos TLM
PV. Em um modelo desse tipo, em visa˜o de programador, tipicamente os diversos mo´dulos
se comunicam por interfaces TLM bloqueantes, suprimindo detalhes de comunicac¸a˜o que,
evidentemente, sa˜o invis´ıveis ao software que executara´ nos simuladores. Pore´m, o uso de
processos SC METHOD impossibilita o uso de interfaces TLM bloqueantes, pois processos
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desse tipo na˜o podem ser bloqueados (com uma chamada wait() de SystemC), o que ge-
raria um erro de SystemC em tempo de execuc¸a˜o, pois esses processos sa˜o sincronizados
u´nica e exclusivamente atrave´s de sensibilidade a sinais ou eventos. Ja´ os simuladores
funcionais de ArchC 2.0 utilizam somente processos do tipo SC THREAD, que podem ser
bloqueados naturalmente. Essa modificac¸a˜o, ao contra´rio do que aparenta, pouco influi
sobre o desempenho de simulac¸a˜o, por na˜o alterar o nu´mero de trocas de contexto durante
a simulac¸a˜o.
Outra curiosidade sobre os simuladores gerados pela ferramenta acsim de ArchC 1.6
diz respeito a` sua compilac¸a˜o. Ao compilar um simulador desses, diversos arquivos de
biblioteca de ArchC sa˜o copiados para o direto´rio do modelo e compilados, o que e´ obvi-
amente desnecessa´rio. Em ArchC 2.0 nenhum desses arquivos e´ copiado para o direto´rio
do modelo, e aqueles que constituem unidades de compilac¸a˜o sa˜o compilados uma u´nica
vez, no momento que o pro´prio pacote ArchC e´ compilado e instalado.
Ale´m disso, outra mudanc¸a bastante digna de nota diz respeito ao sistema de com-
pilac¸a˜o e instalac¸a˜o do pro´prio pacote ArchC. Em ArchC 1.6, isso ficava a cargo de um
script compat´ıvel com o interpretador de comandos bash, ale´m de um Makefile, am-
bos codificados manualmente. Ja´ ArchC 2.0 e´ um pacote cujo controle de configurac¸a˜o,
compilac¸a˜o e instalac¸a˜o sa˜o feitos pelas ferramentas GNU Automake e Autoconf, a
exemplo de muitos outros softwares existentes, o que torna ArchC 2.0 um pacote mais
simples de se instalar, pois sua instalac¸a˜o passa a ser padronizada, ale´m de torna´-lo mais
simples de se manter tambe´m, devido aos aux´ılios que essas ferramentas da˜o para o su-
porte a mu´ltiplas plataformas.
Resumidamente, durante a execuc¸a˜o deste trabalho, diversas arestas de ArchC foram
aparadas (cujas mais importantes foram citadas aqui), de maneira a tornar o pacote como
um todo mais usa´vel por parte dos usua´rios, oferecendo uma melhor experieˆncia tanto na
instalac¸a˜o, quanto na gerac¸a˜o dos simuladores, como ate´ mesmo na execuc¸a˜o deles.
4.3 Aperfeic¸oamento do Desempenho dos Simulado-
res Funcionais Interpretados
A ana´lise de desempenho dos simuladores funcionais interpretados de ArchC 1.6, presente
no cap´ıtulo anterior, permite, em primeiro lugar, concluir que existe uma grande diferenc¸a
entre o desempenho dos simuladores interpretados em relac¸a˜o aos compilados.
Mais importante do que isso e´ a investigac¸a˜o acerca das razo˜es que levam a esse
desempenho marcadamente inferior. As estimativas de desempenho realizadas com o
aux´ılio do registrador TSC (timestamp counter), que oferece a mais alta precisa˜o nas
medidas de desempenho, permitiram concluir que a maior parte do tempo de execuc¸a˜o
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do simulador interpretado e´ gasta fora do lac¸o principal de execuc¸a˜o de uma instruc¸a˜o.
Como o trabalho fundamental de um simulador e´ executar instruc¸o˜es, esse e´ um dado
bastante interessante, visto que, idealmente, a totalidade do tempo de execuc¸a˜o do si-
mulador devia ser despendida no lac¸o principal de execuc¸a˜o. Portanto, os gargalos de
desempenho dos simuladores de ArchC 1.6 concentram-se externamente a esse lac¸o prin-
cipal, que e´ onde esta´ o foco das otimizac¸o˜es de desempenho deste trabalho.
Em um simulador ArchC 1.6, a execuc¸a˜o encontra-se dividida em treˆs processos do
tipo SC METHOD: um deles e´ executado pelo me´todo modelo::behavior(), responsa´vel
pela parte principal da execuc¸a˜o (decodificac¸a˜o, passagem de paraˆmetros para os com-
portamentos de instruc¸a˜o, selec¸a˜o do comportamento adequado e, finalmente, execuc¸a˜o);
o segundo, pelo me´todo modelo arch::ac verify(), que e´ responsa´vel pela gerac¸a˜o de
logs e, possivelmente, co-verificac¸a˜o de valores de registradores; e, finalmente, o terceiro,
executado pelo me´todo modelo arch::ac update regs(), responsa´vel pela atualizac¸a˜o
dos registradores que possuem o recurso de atribuic¸a˜o postergada (delayed assignment).
No caso do simulador usado para obter as medidas de desempenho, no cap´ıtulo ante-
rior, a execuc¸a˜o resume-se basicamente ao primeiro processo, pois o modelo usado para
se gerar o simulador, sparcv8 na˜o utiliza atribuic¸a˜o postergada nem foi configurado para
que se registrassem as operac¸o˜es (atrave´s de logs) em seus elementos de armazenamento.
Pore´m, existem dois gargalos poss´ıveis na execuc¸a˜o desse simulador. O primeiro deles
e´ o atraso causado pelas frequ¨entes invocac¸o˜es de me´todos. Cada um desses treˆs me´todos,
correspondentes aos treˆs processos do simulador, e´ invocado uma vez para cada instruc¸a˜o
executada.
O outro gargalo, certamente significativo, e´ o atraso devido ao escalonamento de pro-
cessos de SystemC. A cada instruc¸a˜o executada, o fato de haver treˆs processos no simula-
dor fara´ com que o escalonador de SystemC seja invocado treˆs vezes para cada instruc¸a˜o
executada, resultando, novamente, em uma potencial fonte de atrasos.
Por esse motivo, os simuladores de ArchC 2.0 implementam toda sua execuc¸a˜o em
apenas um processo do tipo SC THREAD, executado pelo me´todo modelo::behavior(),
reduzindo drasticamente o nu´mero de invocac¸o˜es de me´todo por instruc¸a˜o.
Ale´m disso, uma otimizac¸a˜o ainda mais agressiva presente em ArchC 2.0 e´ a execuc¸a˜o
de instruc¸o˜es em lotes. Isso significa que, por padra˜o, sa˜o executadas 500 instruc¸o˜es
ate´ que o lac¸o principal de execuc¸a˜o seja interrompido (por uma chamada de wait()).
A intenc¸a˜o e´ que o nu´mero de vezes que o escalonador de processos de SystemC seja
invocado cause o mı´nimo de impacto no desempenho do simulador. Para essa finalidade,
o valor 500 foi escolhido, por oferecer desempenho superior a 90% daquele obtido no caso
o´timo, em que na˜o ha´ trocas de contexto.
O nu´mero de instruc¸o˜es em um lote pode ainda ser configurado na fase de elaborac¸a˜o
do sistema, atrave´s da chamada de configurac¸a˜o set instr batch size(). E´ poss´ıvel
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tambe´m eliminar totalmente as trocas de contexto, removendo as chamadas de wait(),
atrave´s da opc¸a˜o de linha de comando -nw (no-wait) de acsim. A configurac¸a˜o do ta-
manho do lote de instruc¸o˜es e´ interessante pois ha´ casos em que e´ necessa´rio trocar de
contexto frequ¨entemente, pois pode haver elementos externos ao mo´dulo simulador se
comunicando atrave´s de algum mecanismo que na˜o bloqueie a execuc¸a˜o do mo´dulo que
requisita a comunicac¸a˜o, causando potencialmente leituras e escritas inva´lidas, dentre ou-
tros problemas. Nesses casos, a soluc¸a˜o e´ configurar o simulador para trocar o contexto a
cada instruc¸a˜o (usando, para isso, a chamada set instr batch size(1)).
Efetuadas essas mudanc¸as, que visam aumentar o desempenho eliminando-se os gar-
galos externos ao lac¸o principal de execuc¸a˜o, foi identificado durante este trabalho mais
um gargalo, dessa vez interno ao lac¸o, referente a` selec¸a˜o dos me´todos de comportamento
de instruc¸a˜o, ale´m da passagem de paraˆmetros (valores dos campos das palavras de ins-
truc¸a˜o) a eles e sua subsequ¨ente invocac¸a˜o.
Em ArchC 1.6, a selec¸a˜o da instruc¸a˜o a ser executada, ilustrada na figura 4.15 e´ feita
indexando-se um vetor com o identificador da instruc¸a˜o, obtendo-se ponteiros para objetos
cujos me´todos behavior() implementam o comportamento dessa instruc¸a˜o (linhas 78 e
79). Feito isto, os valores de campos da instruc¸a˜o sa˜o copiados treˆs vezes: uma para o
objeto responsa´vel pela implementac¸a˜o do comportamento global das instruc¸o˜es (linha
80), uma para o objeto com a implementac¸a˜o do comportamento relativo ao formato da
instruc¸a˜o (linha 81) e outra para o objeto que conte´m a implementac¸a˜o da instruc¸a˜o (linha
82). A sequ¨eˆncia de execuc¸a˜o culmina na chamada dos me´todos behavior() (linhas 86 e
87), atrave´s dos ponteiros obtidos anteriormente, nas linhas 78 e 79.
78 i n s t r = ( a c i n s t r u c t i o n ∗) ISA . i n s t r t a b l e [ i n s i d ] [ 1 ] ;
79 format = ( a c i n s t r u c t i o n ∗) ISA . i n s t r t a b l e [ i n s i d ] [ 2 ] ;
80 ISA . i n s t r u c t i o n . s e t f i e l d s ( ∗ i n s t r v e c ) ;
81 format−>s e t f i e l d s ( ∗ i n s t r v e c ) ;
82 in s t r−>s e t f i e l d s ( ∗ i n s t r v e c ) ;
83 ISA . i n s t r u c t i o n . s e t s i z e ( i n s t r−>g e t s i z e ( ) ) ;
84 ac pc = decode pc ;
85 ISA . i n s t r u c t i o n . behavior ( ) ;
86 i f ( ! a c annu l s i g ) format−>behavior ( ) ;
87 i f ( ! a c annu l s i g ) i n s t r−>behavior ( ) ;
Figura 4.15: Trecho de co´digo responsa´vel pela selec¸a˜o dos comportamentos de instruc¸o˜es
e passagem dos campos da palavra de instruc¸a˜o a eles, gerado para o modelo sparcv8
pela ferramenta acsim de ArchC 1.6.
O trecho de co´digo apresentado e´ ineficiente por dois motivos: uso de muitas indirec¸o˜es,
notavelmente os ponteiros para acessar valores e para invocar os me´todos behavior(),
ale´m da chamada da func¸a˜o set fields() para fazer a co´pia dos campos da instruc¸a˜o,
ao inve´s de simplesmente copia´-los diretamente e, finalmente, a quantidade de co´pias dos
campos de instruc¸a˜o.
Com a finalidade de resolver esses pequenos problemas, a ferramenta acsim de ArchC
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2.0 foi modificada de maneira a gerar um lac¸o principal de execuc¸a˜o que realiza apenas
chamadas diretas aos me´todos de comportamento de instruc¸a˜o, os quais sa˜o seleciona-
dos atrave´s de uma estrutura de selec¸a˜o (switch de C++) a partir do identificador de
instruc¸a˜o.
Essa te´cnica de simulac¸a˜o foi inspirada pelos trabalhos realizados na ferramenta accsim
de ArchC [4,5], responsa´vel pela gerac¸a˜o de simuladores compilados. Na simulac¸a˜o com-
pilada, como se esta´ compilando um programa para gerar o simulador, a cada enderec¸o
de memo´ria e´ poss´ıvel saber qual instruc¸a˜o sera´ executada. Portanto gera-se uma estru-
tura switch que ira´ selecionar o enderec¸o de memo´ria a ser executado, onde cada caso e´
ativado por um enderec¸o onde ha´ uma instruc¸a˜o e, consequ¨entemente, cada caso e´ imple-
mentado atrave´s de chamadas diretas para os me´todos que executem o comportamento
da instruc¸a˜o.
A figura 4.16 mostra o mesmo trecho de co´digo gerado pela ferramenta acsim de Ar-
chC 2.0. Ha´ auseˆncia do uso de indirec¸o˜es e de co´pias expl´ıcitas, apesar de existir uma
co´pia impl´ıcita na passagem de paraˆmetros direta aos me´todos que implementam com-
portamentos de instruc¸a˜o, mas o fato dessa passagem de paraˆmetros a esses me´todos ser
expl´ıcita favorece otimizac¸o˜es do compilador, bem como a chamada direta de me´todos,
que podem ser suprimidas pelo compilador pela inclusa˜o direta do co´digo do me´todo (inli-
ning). Ademais, como o me´todo get(), invocado diversas vezes para extrair os valores de
instr vec, e´ declarado inline, o compilador suprime a´ı a invocac¸a˜o de me´todo realizando
a inclusa˜o direta do co´digo. Desse modo, o nu´mero de co´pias e indirec¸o˜es apresenta-se
reduzido e abre-se a possibilidade para otimizac¸o˜es realizadas pelo compilador, apontando
para ganhos de desempenho nessa regia˜o de co´digo.
78 ac pc = decode pc ;
79
80 ISA . c u r i n s t r i d = i n s i d ;
81 i f ( ! a c annu l s i g ) ISA . b eh av i o r i n s t r u c t i o n ( i n s t r v e c−>get (0 ) ) ;
82 switch ( i n s i d ) {
83 case 1 : // I n s t r u c t i o n c a l l
84 i f ( ! a c annu l s i g ) ISA . behavior sparcv8 Type F1 ( i n s t r v e c−>get (1 ) , i n s t r v e c−>get (2 ) ) ;
85 i f ( ! a c annu l s i g ) ISA . b eh av i o r c a l l ( i n s t r v e c−>get (1 ) , i n s t r v e c−>get (2 ) ) ;
86 break ;
87 case 2 : // I n s t r u c t i o n nop
88 i f ( ! a c annu l s i g ) ISA . behavior sparcv8 Type F2A ( i n s t r v e c−>get (1 ) , i n s t r v e c−>get (3 ) ,
i n s t r v e c−>get (4 ) , i n s t r v e c−>get (5 ) ) ;
89 i f ( ! a c annu l s i g ) ISA . behavior nop ( i n s t r v e c−>get (1 ) , i n s t r v e c−>get (3 ) , i n s t r v e c−>get (4 ) ,
i n s t r v e c−>get (5 ) ) ;
90 break ;
91 case 3 : // I n s t r u c t i o n s e t h i
559 } // sw i t c h ( i n s i d )
Figura 4.16: Trecho de co´digo responsa´vel pela selec¸a˜o dos comportamentos de instruc¸o˜es
e passagem dos campos da palavra de instruc¸a˜o a eles, gerado para o modelo sparcv8
pela ferramenta acsim de ArchC 2.0.
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4.3.1 Resultados localizados
A fim de medir os ganhos de desempenho obtidos com as otimizac¸o˜es implementadas na
execuc¸a˜o dos simuladores funcionais de ArchC 2.0, em relac¸a˜o a ArchC 1.6, foram obtidas
medidas de desempenho nas duas a´reas distintas que receberam otimizac¸o˜es:
1. A regia˜o externa ao lac¸o principal de execuc¸a˜o. Mede-se o tempo percorrido do final
da execuc¸a˜o de uma instruc¸a˜o ate´ o in´ıcio da pro´xima.
2. A regia˜o de co´digo responsa´vel pela selec¸a˜o dos comportamentos de instruc¸o˜es, pas-
sagem dos campos da palavra de instruc¸a˜o a esses comportamentos e consequ¨ente
execuc¸a˜o deles. Tratam-se das regio˜es de co´digo ilustradas pela figura 4.15, para
ArchC 1.6 e pela figura 4.16, para ArchC 2.0.
As medidas foram obtidas pelo mesmo me´todo usado na ana´lise da sec¸a˜o 3.3, com o uso
do registrador TSC (timestamp counter) da ma´quina hospedeira, que retorna resultados
em ciclos de relo´gio. Ambas as regio˜es de co´digo tiveram seu desempenho medido em
ambas as verso˜es de ArchC.
Ale´m disso, o programa executado no teste foi o mesmo da sec¸a˜o 3.3, o JPEG Coder
do benchmark Mediabench [21], executando sob a arquitetura simulada sparcv8. Foram
consideradas tambe´m as primeiras 1 milha˜o de instruc¸o˜es executadas.
A ma´quina usada nesse teste foi um desktop com processador AMD Athlon 64 X2
3800+, de 2.0GHz, com 2 nu´cleos (dual-core), 512kB de cache L2 por nu´cleo, 2048MB de
memo´ria DDR SDRAM PC3200, usando como sistema operacional Ubuntu Linux 6.10
de 64 bits, com o compilador gcc 4.0.4 20060630 (prerelease) (Ubuntu 4.0.3-4)
e flags de compilac¸a˜o -O3 -march=athlon64 -m32. A versa˜o da biblioteca SystemC
utilizada foi a 2.1v1, obtida no site da OSCI. Apesar de o sistema operacional utilizado
ser de 64 bits, devido ao uso da flag -m32, todo o co´digo foi gerado com 32 bits, pelo fato
da versa˜o 2.1v1 de SystemC ser incompat´ıvel com a arquitetura x86 de 64 bits.
Os dados obtidos para a regia˜o de co´digo exterior ao lac¸o principal de execuc¸a˜o,
apresentados na tabela 4.1, demonstram grandes ganhos de desempenho, ilustrando que
os gargalos externos foram virtualmente eliminados, pois de um valor t´ıpico de 2348 ciclos
gastos fora do lac¸o em ArchC 1.6, obteve-se apenas 12 ciclos apo´s as otimizac¸o˜es de ArchC
2.0.
Ja´ em relac¸a˜o a` segunda regia˜o de co´digo, responsa´vel pela passagem dos valores de
campos das instruc¸o˜es, selec¸a˜o delas e subsequ¨ente execuc¸a˜o, os resultados obtidos com as
otimizac¸o˜es, ilustrados na tabela 4.2, foram no mı´nimo surpreendentes, pois essa regia˜o de
co´digo e´ executada tipicamente em 2137 ciclos no simulador ArchC 1.6, mas gasta apenas
um valor t´ıpico de 117 no simulador ArchC 2.0. A conclusa˜o que se pode tirar disso e´ que
o fato de se haver eliminado indirec¸o˜es para selecionar os me´todos de comportamento de
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ArchC Mı´nimo 1o Quartil Mediana Me´dia 3o Quartil Ma´ximo
1.6 2117 2211 2348 2326 2371 727821
2.0 11 12 12 15.19 12 15086
Tabela 4.1: Medidas de desempenho para a regia˜o de co´digo exterior ao lac¸o principal,
comparando-se os resultados entre ArchC 1.6 e 2.0. Medidas em ciclos de relo´gio.
instruc¸a˜o, invocar esses me´todos e de se ter eliminado co´pias desnecessa´rias de valores,
abriu margem ao compilador para realizar otimizac¸o˜es considera´veis, que antes na˜o eram
poss´ıveis devido ao uso macic¸o de ponteiros.
ArchC Mı´nimo 1o Quartil Mediana Me´dia 3o Quartil Ma´ximo
1.6 2055 2113 2137 2147 2163 1014881
2.0 70 110 117 123 136 218612
Tabela 4.2: Medidas de desempenho para a regia˜o de co´digo responsa´vel pela passagem dos
valores de campos das instruc¸o˜es, selec¸a˜o e execuc¸a˜o delas, comparando-se os resultados
entre ArchC 1.6 e 2.0. Medidas em ciclos de relo´gio.
Devido aos substanciais ganhos de desempenho obtidos em sec¸o˜es bastante cr´ıticas do
co´digo dos simuladores ArchC, identificadas a priori como responsa´veis pela maior parte
do tempo de execuc¸a˜o de um simulador ArchC 1.6, e´ poss´ıvel considerar que o trabalho de
otimizac¸a˜o dos simuladores funcionais interpretados foi bastante satisfato´rio, eliminando
quase que por completo enormes gargalos de desempenho que nada tinham a ver com o
fato dos simuladores serem interpretados.
Apo´s os ganhos de desempenho obtidos, definitivamente sobra pouca margem para
otimizac¸o˜es futuras nos simuladores interpretados, pois foram eliminados quase que com-
pletamente todos os poss´ıveis gargalos de desempenho do simulador, ja´ que as duas
u´nicas a´reas do co´digo que na˜o sofreram otimizac¸a˜o foram a decodificac¸a˜o das instruc¸o˜es
e o co´digo dos comportamentos das instruc¸o˜es do modelo empregado nos comparativos
(sparcv8). Em outras palavras, o pro´ximo passo para ganhos substanciais de desempenho
seria eliminar a decodificac¸a˜o do tempo de execuc¸a˜o, partindo para a simulac¸a˜o compi-
lada. Dito isso, o objetivo de eliminar os maiores gargalos de desempenho dos simuladores
interpretados funcionais de ArchC foi atingido. Resta agora saber se o desempenho geral
obtido com as otimizac¸o˜es introduzidas foi satisfato´rio. Para tanto, no pro´ximo cap´ıtulo,
sa˜o apresentados valores de desempenho para diversos programas, executados sob diver-
sas arquiteturas simuladas, comparando-se os resultados de ArchC 2.0 na˜o apenas com
ArchC 1.6, mas tambe´m com os simuladores compilados.
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4.4 Conclusa˜o
Considerando-se os dois grandes objetivos deste trabalho, a integrac¸a˜o dos simuladores
funcionais interpretados de ArchC a metodologias modernas de projeto de sistemas ba-
seados em TLM e a obtenc¸a˜o de maior desempenho de execuc¸a˜o desses simuladores, e´
poss´ıvel concluir enfaticamente que foram atingidos com eˆxito.
Pore´m, analisar esses resultados isoladamente vale somente para apontar que as metas
deste trabalho foram atingidas uma a uma. Levando-se em conta que aos frutos aqui
apresentados representam a nova versa˜o de ArchC, a 2.0, torna-se importante determinar
se as frentes de evoluc¸a˜o de ArchC e suas ferramentas formam um todo coeso. Esse





Este cap´ıtulo apresenta uma validac¸a˜o do trabalho realizado atrave´s dos resultados obtidos
com o desenvolvimento da versa˜o 2.0 de ArchC.
Primeiramente, e´ necessa´rio verificar a usabilidade de ArchC em projetos de SoC, de
maneira a determinar se a modularizac¸a˜o dos simuladores e o acre´scimo de facilidades de
comunicac¸a˜o compat´ıveis com SystemC TLM realmente cumprem esse objetivo maior.
Posteriormente, sa˜o apresentados dados de desempenho dos simuladores funcionais
interpretados de ArchC 2.0, em comparac¸a˜o com os de ArchC 1.6 e tambe´m com os
simuladores compilados, de maneira a situar o desempenho dos novos simuladores usando
como refereˆncia os antigos, de desempenho ja´ bem caracterizado.
5.1 Usabilidade de ArchC 2.0
O objetivo principal de ArchC 2.0 e´ permitir seu uso em projetos de sistemas complexos,
como SoCs e afins, tornando-o uma fonte valiosa de mo´dulos simuladores para diversas
arquiteturas, que fossem integra´veis como componentes a modelos em n´ıvel de sistema.
Essa finalidade foi tratada por esse trabalho a partir de suas duas contribuic¸o˜es princi-
pais: a modularizac¸a˜o dos simuladores funcionais interpretados e a criac¸a˜o de mecanismos
de comunicac¸a˜o baseados em SystemC TLM.
Como visto no cap´ıtulo anterior, que apresenta essas contribuic¸o˜es em detalhes, tornou-
se simples, em ArchC 2.0, instanciar os mo´dulos simuladores e conecta´-los atrave´s de
suas portas. Resta saber se essa usabilidade se mante´m em modelos de sistemas mais
substanciais do que simplesmente provas de conceito.
Felizmente, grac¸as ao oferecimento de ArchC 2.0 em versa˜o preliminar (beta), a nova
versa˜o de ArchC passou a ser adotada mesmo antes do te´rmino do desenvolvimento desse
trabalho, em uma se´rie de casos de uso dos mais variados.
O mais importante desses casos de uso e´ o projeto ARP (ArchC Reference Platform),
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desenvolvido tambe´m no LSC (Laborato´rio de Sistemas de Computac¸a˜o) do Instituto
de Computac¸a˜o da UNICAMP. ARP se originou grac¸as a ArchC 2.0, tendo como obje-
tivo oferecer um arcabouc¸o (framework) ba´sico para auxiliar no desenvolvimento ra´pido
de modelos de sistemas (plataformas) usando como componentes simuladores funcionais
interpretados de ArchC 2.0.
ARP e´ um projeto ainda em andamento, que promete levar ainda ale´m a usabilidade
de ArchC 2.0 para o projeto de sistemas, por permitir a automatizac¸a˜o da integrac¸a˜o
de componentes (IPs) e simuladores ArchC, permitindo aos projetistas de sistemas um
caminho ainda mais suave de integrac¸a˜o dos simuladores ArchC com seus componentes
SystemC projetados manualmente.
Apesar de ser um projeto recente, ARP ja´ esta´ em desenvolvimento avanc¸ado, inclusive
oferecendo exemplos de plataformas bastante completas, uma delas sendo uma plataforma
de jogos eletroˆnicos.
O simples fato de ser poss´ıvel desenvolver plataformas complexas com ARP ja´ e´ capaz
de validar as contribuic¸o˜es principais deste trabalho realizado em ArchC, pois demonstra
que, de fato, os mo´dulos simuladores gerados a partir de modelos ArchC podem ser inte-
grados em sistemas complexos, de maneira tal que essa integrac¸a˜o pode ser automatizada
em partes.
Ale´m disso, e´ digno de nota o fato que ArchC 2.0, da mesma maneira que ArchC
1.6 foi utilizada no ensino de Arquitetura de Computadores no IC-UNICAMP, esta´ sendo
usada tambe´m no ensino de to´picos avanc¸ados em projetos de sistemas, como metodologias
baseadas em TLM e outros, sendo utilizada por alunos para o desenvolvimento de projetos.
Finalmente, ArchC 2.0 foi utilizada tambe´m em [19], que ilustra outro projeto de-
senvolvido no Laborato´rio de Sistemas de Computac¸a˜o do IC-UNICAMP e se baseia em
apresentar uma plataforma simulada, com processadores representados por mo´dulos si-
muladores de ArchC 2.0, para a prototipagem de sistemas de hardware que implementem
memo´rias transacionais [17]. Nesse artigo sa˜o apresentados experimentos que utilizam 256
instaˆncias de mo´dulos simuladores ArchC 2.0, todas se comunicando atrave´s dos modelos
SystemC TLM desenvolvidos para as memo´rias transacionais.
Trata-se de um resultado muito interessante pois e´ uma simulac¸a˜o de um sistema de
larga escala, com um nu´mero grande de processadores (256), indicando a validade de
ArchC 2.0 tambe´m para a simulac¸a˜o de sistemas desse porte, bastante maiores do que
um SoC t´ıpico que era o alvo inicial de ArchC 2.0, confirmando, assim, o sucesso das
principais contribuic¸o˜es feitas pelo trabalho aqui apresentado ao projeto ArchC.
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5.2 Desempenho dos Simuladores Funcionais Inter-
pretados
Para caracterizar o desempenho dos simuladores funcionais interpretados de ArchC 2.0,
que supo˜e-se ser, de maneira geral, bastante superior ao dos simuladores de ArchC 1.6,
foi selecionada uma se´rie de programas dos mesmos conjuntos de testes (benchmarks)
usados para se caracterizar o desempenho dos simuladores de ArchC 1.6: Mediabench
e MiBench (small).
Treˆs programas de cada conjunto de testes foram selecionados para cada uma das
treˆs arquiteturas cujos modelos ArchC sa˜o mais esta´veis e maduros, do ponto de vista do
seu desenvolvimento: sparcv8, mips1 e powerpc. Os programas selecionados, para cada
arquitetura, sa˜o aqueles que mais se aproximaram da me´dia de desempenho1 obtida para
essa arquitetura nos testes realizados com os simuladores de ArchC 1.6.
Novamente, para se extrair os dados de desempenho para esses diversos programas, foi
utilizada a mesma ma´quina que nos testes do cap´ıtulo anterior, um desktop com processa-
dor AMD Athlon 64 X2 3800+, de 2.0GHz, com 2 nu´cleos (dual-core), 512kB de cache L2
por nu´cleo, 2048MB de memo´ria DDR SDRAM PC3200, usando como sistema operacio-
nal Ubuntu Linux 6.10 de 64 bits, com o compilador gcc 4.0.4 20060630 (prerelease)
(Ubuntu 4.0.3-4) e flags de compilac¸a˜o -O3 -march=athlon64 -m32, versa˜o da biblio-
teca SystemC 2.1v1, com o co´digo gerado com 32 bits, por incompatibilidade da versa˜o
2.1v1 de SystemC com a arquitetura x86 de 64 bits.
Os valores encontrados esta˜o expressos na tabela 5.1, ilustrando os ganhos substanciais
de desempenho obtidos como resultado.
Analisando os resultados obtidos, e´ poss´ıvel concluir que os ganhos de desempenho
(speedups) foram substanciais, da ordem de 32 vezes para o modelo sparcv8, cerca de
12 vezes para o modelo mips1 e 140 vezes para o modelo powerpc, conforme indicado na
pro´pria tabela 5.1.
O ganho de desempenho inferior do modelo mips1 provavelmente deve-se ao fato desse
modelo utilizar o recurso de atribuic¸a˜o postergada em seus registradores, reproduzindo
os resultados obtidos para o simulador compilado em [4, 5]. Ja´ o ganho de desempenho
superior ocorrido com o modelo powerpc deve-se provavelmente ao maior uso de pontei-
ros e indirec¸o˜es no co´digo de execuc¸a˜o do simulador de ArchC 1.6, o que ocorre devido a
maior complexidade de seu conjunto de instruc¸o˜es. O uso de tantas indirec¸o˜es e ponteiros
no co´digo, potencialmente impossibilita ao compilador determinadas otimizac¸o˜es impor-
tantes, as quais puderam ser realizadas no simulador ArchC 2.0 gerado para esse modelo,
trazendo-o para um n´ıvel de desempenho pro´ximo ao do modelo sparcv8.
1Essa me´dia foi obtida levando-se em considerac¸a˜o o desempenho de todos os programas dos bench-
marks Mediabench e MiBench.
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Modelo Programa
Simulador Utilizado
acsim 1.6 acsim 2.0
accsim accsim
(base) (-opt 2 -i)
Desempenho em K instr./segundo
(speedup sobre acsim 1.6)
sparcv8
Mediabench JPEG Coder 475 (1.0) 15015 (32) 34425 (72) 141143 (297)
Mediabench GSM Coder 476 (1.0) 15600 (33) 33600 (71) 194134 (408)
Mediabench Pegwit Gen 475 (1.0) 14701 (31) 33658 (71) 142113 (299)
MiBench JPEG Coder 474 (1.0) 15347 (32) 34058 (72) 138126 (291)
MiBench CRC32 475 (1.0) 15585 (33) 37327 (78) 177854 (374)
MiBench ADPCM Decoder 474 (1.0) 15624 (33) 35767 (75) 134942 (285)
mips1
Mediabench ADPCM Coder 788 (1.0) 8417 (11) 23411 (30) 57627 (73)
Mediabench JPEG Coder 808 (1.0) 9652 (12) 23994 (30) 59985 (74)
Mediabench Pegwit Enc 808 (1.0) 10041 (12) 22379 (28) 60708 (75)
MiBench Susan (Edges) 800 (1.0) 8944 (11) 20871 (26) 57396 (72)
MiBench JPEG Decoder 815 (1.0) 9883 (12) 24159 (30) 62123 (76)
MiBench CRC32 808 (1.0) 10045 (12) 26150 (32) 63285 (78)
powerpc
Mediabench ADPCM Dec 110 (1.0) 14936 (135) 33388 (303) 94600 (858)
Mediabench GSM Coder 109 (1.0) 14746 (135) 35377 (324) 152957 (1400)
Mediabench Pegwit Gen 109 (1.0) 14393 (131) 34133 (312) 132740 (1212)
MiBench Dijkstra 110 (1.0) 15740 (143) 33893 (307) 121049 (1098)
MiBench Bitcount 109 (1.0) 16723 (152) 36350 (330) 145402 (1322)
MiBench Susan (Smooth) 109 (1.0) 15525 (142) 34501 (315) 164388 (1500)
Tabela 5.1: Resultados de desempenho para simuladores funcionais gerados pelas ferra-
mentas acsim de ArchC 1.6, acsim de ArchC 2.0 e pela ferramenta accsim de ArchC 1.6
(com e sem otimizac¸o˜es).
Comparar o desempenho do simulador interpretado de ArchC 2.0 com o simulador
compilado (sem otimizac¸o˜es) e´ tambe´m bastante interessante. Como o desempenho do
simulador compilado mante´m-se aproximadamente constante em cerca de 2,3 vezes o
desempenho do simulador interpretado de ArchC 2.0, e´ poss´ıvel inferir que o desempenho
deste e´ ta˜o afetado pelos programas executados ou pela diferenc¸a entre os modelos quanto
o do simulador compilado, indicando possivelmente que a diferenc¸a entre eles se deva em
grande parte a` decodificac¸a˜o realizada em tempo de execuc¸a˜o.
O esforc¸o de otimizac¸a˜o dos simuladores funcionais interpretados de ArchC foi res-
ponsa´vel por aproximar o desempenho deles ao dos simuladores compilados, resultando
assim em um ganho expressivo, que ilustra o sucesso obtido por este trabalho. E´ poss´ıvel,
ale´m disso, concluir que a melhoria de desempenho obtida aponta para uma maior difi-
culdade em se conseguir extrair, futuramente, mais desempenho.
Cap´ıtulo 6
Concluso˜es e Trabalhos Futuros
Este trabalho foi responsa´vel por realizar modificac¸o˜es diversas na linguagem ArchC e seu
conjunto de ferramentas, tornando-as mais adequadas para o uso em projetos de SoCs e
outros sistemas, introduzindo assim a versa˜o 2.0 de ArchC.
Tendo-se em vista que a usabilidade da linguagem no projeto de sistemas era o objetivo
principal do trabalho, motivado sobretudo pelo advento dos SoCs e de metodologias de
projeto baseadas em TLM, e´ poss´ıvel dizer que este trabalho obteve eˆxito em relac¸a˜o a
esse objetivo, pois a nova versa˜o da linguagem ja´ encontra-se sendo utilizada em outros
trabalhos de pesquisa e tambe´m de ensino, proporcionando resultados que seriam muito
mais dif´ıceis de se atingir com a versa˜o anterior da linguagem.
Apesar da tarefa cumprida, o seu desenvolvimento na˜o foi ta˜o linear e livre de com-
plicac¸o˜es quanto parece. A maior fonte de conflitos e frustrac¸o˜es foi a intenc¸a˜o de se
manter o ma´ximo de compatibilidade com a versa˜o anterior da linguagem, a fim de facili-
tar a migrac¸a˜o dos diversos modelos ArchC 1.6 existentes para a versa˜o 2.0. Detalhes como
o acesso direto aos elementos arquiteturais, que era natural devido a` maneira como ArchC
foi projetada inicialmente, tornaram-se um desafio apo´s a reestruturac¸a˜o da linguagem,
necessitando soluc¸o˜es mais complexas do que se esperava inicialmente.
Outro resultado importante obtido como uma das contribuic¸o˜es deste trabalho foram
os expressivos ganhos de desempenho atingidos nos simuladores funcionais interpretados
de ArchC. Os simuladores de ArchC 2.0 tornaram-se de 12 a 140 vezes mais ra´pidos que os
de ArchC 1.6, tendo seu desempenho elevado para a ordem de 10 milho˜es de instruc¸o˜es por
segundo, passando a ser muito mais u´teis para tarefas como o desenvolvimento de software
para sistemas embarcados, tarefa para a qual apenas os simuladores interpretados sa˜o
convenientes, devido as frequ¨entes alterac¸o˜es no co´digo. O desempenho alcanc¸ado, por ter
superado as expectativas iniciais (que eram bastante mais conservadoras, em comparac¸a˜o
com o resultado obtido), indica que tambe´m houve grande sucesso, constituindo mais uma
contribuic¸a˜o deste trabalho.
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6.1 Trabalhos Futuros
Apesar das contribuic¸o˜es apresentadas, ainda existe enorme margem para desenvolvimento
e pesquisa, seja dentro do projeto ArchC (como este trabalho) ou ate´ mesmo fora dele,
utilizando-se ArchC 2.0 como uma ferramenta ou ainda baseando-se na experieˆncia obtida
neste trabalho para o desenvolvimento de trabalhos correlatos.
Dentre os poss´ıveis trabalhos dentro do projeto ArchC, alguns dos mais interessantes
sa˜o:
• Desenvolvimento da ferramenta de gerac¸a˜o de simuladores interpretados com pre-
cisa˜o de ciclos actsim, de modo a torna´-la compat´ıvel com o protocolo ArchC TLM
de tal maneira que um mo´dulo simulador funcional possa ser substitu´ıdo por um
em precisa˜o de ciclos em um sistema sem que quaisquer adaptac¸o˜es sejam realizadas
por parte do usua´rio. O desenvolvimento da ferramenta actsim e´ um trabalho em
andamento, que esta´ sendo realizado no Laborato´rio de Sistemas de Computac¸a˜o
do Instituto de Computac¸a˜o da Universidade Estadual de Campinas.
• A versa˜o atual (preliminar) de actsim possui precisa˜o exagerada, isto e´, mesmo
detalhes de temporizac¸a˜o irrelevantes para a precisa˜o da simulac¸a˜o, caso descritos
em um comportamento de instruc¸a˜o, sera˜o executados, tornando a simulac¸a˜o extre-
mamente ineficiente. O fato de os comportamentos de instruc¸o˜es serem escritos em
C++/SystemC em si ja´ torna dif´ıcil a implementac¸a˜o desse trabalho.
• Desenvolvimento de um sistema capaz de automatizar a montagem de sistemas
completos, atrave´s de esqueletos de plataformas que permitam a substituic¸a˜o e
integrac¸a˜o suave de componentes desenvolvidos em SystemC TLM e mo´dulos simu-
ladores ArchC. E´ o que o projeto ARP, ja´ em andamento, se propo˜e a fazer.
• Extensa˜o da linguagem ArchC e suas ferramentas para possibilitar a descric¸a˜o de
arquiteturas VLIW e superescalares.
• Desenvolvimento de ferramentas ou mecanismos que permitam refinamento au-
toma´tico de modelos ArchC, dadas algumas restric¸o˜es de projeto. A intenc¸a˜o e´
permitir, desde o in´ıcio, que um modelo funcional possa ser refinado para um em
precisa˜o de ciclos sem que seja preciso escrever uma linha de co´digo sequer, bas-
tando para isso passar a` ferramenta algumas informac¸o˜es em alt´ıssimo n´ıvel sobre
a microarquitetura, se e´ baseada em pipeline, ou e´ multiciclo, VLIW, superescalar
etc; largura e profundidade de pipelines, entre outros. Posteriormente, esse meca-
nismo poderia ser estendido para mais um n´ıvel de abstrac¸a˜o, possibilitando agora a
gerac¸a˜o de modelos SystemC RTL a partir de modelos ArchC em precisa˜o de ciclos.
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