Abstract. In this paper we prove a new chain rule formula for the distributional derivative of the composite function v(x) = B(x, u(x)), where u :]a, b[→ R d has bounded variation, B(x, ·) is continuously differentiable and B(·, u) has bounded variation. We propose an application of this formula in order to deal in an intrinsic way with the discontinuous flux appearing in conservation laws in one space variable.
1. Introduction. In 1967, A.I. Vol'pert in [23] (see also [24] ), in view of applications in the study of quasilinear hyperbolic equations, established a chain rule formula for distributional derivatives of the composite function v(x) = B(u(x)) , where u : Ω → R has bounded variation in the open subset Ω of R N and B : R → R is continuously differentiable. He proved that v has bounded variation and its distributional derivative Dv (which is a Radon measure on Ω) admits an explicit representation in terms of the gradient ∇B and of the distributional derivative Du . More precisely, the following identity holds in the sense of measures:
where
is the usual decomposition of Du in its absolutely continuous part ∇u with respect to the Lebesgue measure L N , its Cantor part D c u and its jumping part, which is represented by the restriction of the (N − 1)-dimensional Hausdorff measure to the jump set J u . Moreover, ν u denotes the measure theoretical unit normal to J u , u is the approximate limit and u + , u − are the approximate limits from both sides of J u . The validity of (1.1) is stated also in the vectorial case (see [2] and Theorem 3.96 in [3] ), namely if u : Ω → R d has bounded variation and B : R d → R is continuously differentiable, then the terms in (1.1) should be interpreted in the following sense:
The situation is significantly more complicated if B is only a Lipschitz continuous function. In this case, the general chain rule is false, while a weaker form of the formula was proved by Ambrosio and Dal Maso in [2] (see also [21] ).
On the other hand, in some recent papers a remarkable effort is devoted to establish chain rule formulas with an explicit dependence on the space variable x . This amounts to describe the distributional derivative of the composite function v(x) = B(x, u(x)), where B(x, ·) is continuously differentiable and, for every s ∈ R d , B(·, s) and u are functions with low regularity (which will be specified later). These formulas have applications, for example, in the study of the L 1 lower semicontinuity of approximating linear integrals of convex non-autonomous functionals (see [11] , [12] and [1] ).
The first formula of this type is established in [13] for functions u ∈ W 1,1 (Ω; R d ) by assuming that, for every s ∈ R d , B(·, s) is an L 1 function whose distributional divergence belongs to L 1 (in particular it holds if B(·, s) ∈ W 1,1 (Ω; R d ) ). In [12] the formula is proved by assuming that, for every s ∈ R d , B(·, s) is an L 1 function whose distributional divergence is a Radon measure with bounded total variation and u ∈ W 1,1 (Ω; R) . The case of a function u ∈ BV (Ω) is studied in the papers [11] and [12] . In the first paper the authors have established the validity of the chain rule by requiring that B(·, s) is differentiable in the weak sense for every s ∈ R. In the second one it is assumed only a BV dependence of B with respect to the variable x .
The main difficulty of these results consists in giving sense to the different terms of the formula. Notice that the new term of derivation with respect to x needs a particular attention. For instance in [12] this term is described by a Fubini's type inversion of integration order.
The aim of this paper is to establish a chain rule formula for the distributional derivative of the composite function v( We show that (see Theorem 4.1 below), under suitable additional assumptions, the composite function v(x) := B (x, u(x)) belongs to BV (]a, b[) and for any φ ∈ C
where u(x + ), u(x − ) and B(x + , s), B(x + , s) are respectively the right and left limits of u and B(·, s) at x . The proof is based on a regularization argument via convolutions and on the Ambrosio-Dal Maso derivation formula (see [2] ). In order to prove the convergence of the regularized terms we follow the arguments as in [12] , with the exception of the term of derivation with respect to x, which requires a different nontrivial analysis due to the possible interaction of the jump points of u and the jump points of B(·, s).
In order to understand this effect, we consider firstly a piecewice constant function u, and we show that, in this case, the contributions of the jump parts can be collected as in the summation in (1.4). The general case can be obtained by using a precise approximation result, proven in Section 3, of a BV function by piecewise constant functions which holds only for functions defined on an interval. By the way, we remark that this is one of the technical point where it is crucial the restriction to a one dimensional space variable.
In Section 5, we consider the case d = 1 and we compare our chain rule with the formula proven in [12] . We verify the (necessary!) coincidence of the terms of derivation with respect to x in the case of piecewise constant functions u. Anyway, we remark that the form (1.4) is new also in this one-dimensional case.
Finally, in Section 6 we discuss the use of our chain rule formula to conservation laws with a discontinuous flux. The case of discontinuous fluxes has been intensively studied in the last few years (see e.g. [4, 5, 6, 7, 8, 9, 16, 18, 19, 20, 17, 22] and the references therein) due to a large class of applications in physical and traffic models.
We do not address directly the issue of existence or uniqueness of solutions, for which we refer to the references listed above. We remark that the existence results are proved only for very special fluxes (tipically, only one jump in the space variable is allowed). For what concerns uniqueness, we recall a fairly general result by Audusse and Perthame [4] , which is based on an extension of the classical Kruzkov method.
In this framework, using our chain rule formula, we propose a definition of entropic solution which is a generalization of the classical one valid for smooth fluxes (see e.g. [10] ).
We show that our definition is equivalent, under suitable assumptions, to the notion of Kruzkov-type entropic solution obtained using the adapted entropies introduced by Audusse and Perthame in [4] . Our formula provides a neat environment for the treatment of all terms containing a derivative of the composition with a BV function which are present in equations of this type.
We are inclined to believe that the methods here introduced can be useful to treat analogous problems in the same context.
BV functions of one variable.
In this section we introduce the BV functions of one variable and we recall the definitions and the basic results (see the book [3] for a general survey on this subject).
We recall that a function u = ( 
A measure µ is absolutely continuous with respect to a positive measure λ (µ ≪ λ in symbols) if µ(B) = 0 for every measurable set B such that λ(B) = 0 . We will often consider the Lebesgue decomposition 
exists also in x = a. The left and right limits just defined coincide a.e. with u and are left and right continuous, respectively. It is well known that the jump set of u, defined by
is at most countable. The singular part D s u of the measure Du can be splitted into the sum of a measure concentrated on J u and a measure D c u, called the Cantor part of Du, as in the following formula:
where H 0 stands for the counting measure. Moreover, we consider the so-called diffuse part of the measure Du concentrated on C u :=]a, b[\J u and defined by
is called the atomic part of Du . Analogously, we said that a nonnegative Borel measure µ is a Cantor measure if µ is a diffuse measure orthogonal to the Lebesgue measure. If |Du| denotes the total variation measure of Du, we have that |Du|(]a, b[) equals the value of the supremum in (2.1); moreover, for every Borel subset B of ]a, b[,
Now we recall the classical definition for BV functions of one variable, by means of the pointwise variation; for every function
We remark that every function u having finite pointwise variation belongs to the space
, since its oscillation is controlled by pV (u). Moreover every bounded monotone real valued function has finite pointwise variation and any (real valued) function having finite pointwise variation can be splitted into the difference of two monotone functions.
In order to avoid that u changes if it is modified even at a single point, we introduced the following definition of essential variation
Finally, by Theorem 3.27 in [3] , the essential variation eV (u) coincides with the variation V (u), defined in (2.1). Any function u in the equivalence class of u (that is u = u a.e.) such that pV (u) = eV (u) = T V (u) is called a good representative. By Theorem 3.28 in [3] , we have that u is a good representative if and only if for every
In particular, if (2.11) holds with θ = 0 (resp. θ = 1) for every x ∈]a, b[, we have that u = u + (resp. u = u + ), while for θ = 1/2 u coincides with the so-called precise representative
Any good representative u is continuous in ]a, b[\J u , and it has a jump discontinuity at any point of J u satisfying u(x − ) = u(x − ), u(x + ) = u(x + ). Finally, any good representative u is a.e. differentiable in ]a, b[ and its derivative ∇u coincides with the density of Du with respect to the Lebesgue measure. If not otherwise stated, in this paper we always consider good representatives of BV functions. For every scalar BV function u the following coarea formula holds (see [14] , Theorem 4.5.9): 14) in the sense of measures (see Example 3.97 in [3] and Remark 3.3 in [12] ). Now we recall the properties of the convolution of a BV function. Let ϕ be a standard convolution kernel and let (ϕ ε ) ε>0 be a family of mollifiers, i.e. ϕ ε (x) : [3] ). Moreover ∇u ε = ∇(u * ϕ ε ) = (Du) * ϕ ε (see Proposition 3.2 in [3] ), where for a Radon measure µ, the convolution µ * ϕ ε is defined as
Finally, we recall that the measures ∇u ε dx locally weakly
3. An approximation result. In this section we exhibit an explicit piecewise constant approximation of a BV function, which is taylored to our needs in the proof of Theorem 4.1 .
let J denote its jump set, and let P ⊂]a, b[\J be a countable set. Then, for every ε > 0 and every finite set P ε ⊂ P there exists a piecewise constant function
(i) the (finite) jump set J ε of v ε contains all jumps of v of size greater than ε/3;
[\J (the inequality holds everywhere if v is a good representative). Proof. Without loss of generality we can assume that v is a good representative. Let J = {x j } be the jump set of v. Since v ∈ BV , there exists N ∈ N such that
It is clear from the definition that the functions v B and v S take into account the big and the small jumps of v respectively, and that the function
Then there exists δ > 0 such that
Moreover, from (3.1) we have that
[ contains at most one point of P ε and, in that case,
for every i ∈ {0, . . . , m}, and, on every interval ]
we conclude that also (v) holds.
be a good representative, let J denote its jump set, and let P ⊂]a, b[\J be a countable set. Then there exists a sequence of piecewise constant functions u n ∈ BV (]a, b[, R d ), n ∈ N, satisfying the following properties: (i) the (finite) jump set J n of u n does not contain points of P and contains all jumps x ∈ J such that |u(
For every n ∈ N let us apply Lemma 3.1 to each component u i , i = 1, . . . , d with ε = 3/n and P ε = {z 1 , . . . , z n }. The conclusion follows from the
is the usual decomposition of the measure (D x B)(·, w) with respect to the Lebesgue measure, where N w := J B(·,w) is the jump set of B(·, w) . 
where for every w ∈ R d the function ψ(·, w) is the Radon-Nikodým derivative of the measure (D c x B)(·, w) with respect to λ, i.e.
Remark 4.2. By (A2) we obtain that for every compact set
Moreover, for a.e. x ∈]a, b[ we have that
4)
and, for every x ∈]a, b[,
In addition, for a.e. 
where for every
is the precise representative of the BV function x → B(x, w) . In fact, it is easy to check that for every x ∈ J u ∩ N we have
in particular, for every x ∈ J u \ N we have
and for every x ∈ N \ J u we have
Proof of Theorem 4.1 Since the proof of Theorem 4.1 is rather long, it will be convenient to divide it into several steps.
In Step 1, following the regularization argument of Ambrosio-Dal Maso (see [2] ), we consider the mollification B ε (x, w) of B(x, w) with respect to the first variable. We observe that, for every test function φ ∈ C 
converges to the left-hand side of (1.4) as ε → 0 + (see (4.8) ). Then, for ε small enough, we decompose this integral (using the chain rule formula for C 1 functions) as
and we study the convergence of each one of the three terms D ε , J ε , I ε appearing at the right-hand side as ε → 0 + .
The limits of D ε and J ε are computed respectively in Steps 2 and 3 following the lines of [12] .
The limit of I ε is far more difficult to analyze, because of the possible interaction between the jump set of u and the jump set of B(·, u). In Step 4 we compute this limit in the special case of u piecewise constant. Finally, the general case is proved in Step 5 relying on a carefully chosen approximation of a BV function by means of piecewise constant functions, whose construction has been shown in Lemma 3.2.
Step 1. Fix φ ∈ C 
Moreover, we prove that
The first integral tends to 0, as n → ∞, since by (A3) 
we can apply the chain rule formula (see Theorem 3.96 in [3] ) to the composition of the function B ε with the BV map
where Du and Du i denote the diffuse parts of the measures Du and Du i respectively, and w s (x) := u(x − ) + s(u(x + ) − u(x − )).
Since B is locally bounded and the functions B ε (·, w) converge a.e. in ]a ′ , b ′ [ to B(·, w), by Lebesgue dominated convergence theorem we get
Step 2. We shall prove the convergence of the diffuse part, i.e. for every i = 1, . . . , d we prove that
Using the coarea formula (2.13), we get
Now, by (A4) we have that for every i = 1, . . . , d and for every
as ε → 0. Therefore, for a.e. t ∈ R, we have
From this equation, using the local boundedness of (D wi B) * and the fact that, by the coarea formula (2.13),
we can pass to the limit in (4.10) and by Lebesgue dominated convergence theorem we get
From this equation, using the coarea formula (2.13) again, we immediately get (4.9).
Step 3. We shall prove the convergence of the jump part, i.e. for every i = 1, . . . , d we prove that
where w s (x) := u(x − ) + s(u(x + ) − u(x − )). Let us fix i ∈ {1, . . . , d}, and let J
Then the following estimate holds: * (x, w), as ε → 0. Therefore, letting first ε tend to zero and then h tend to ∞, we immediately obtain (4.12).
Step 4. In this step, we consider a piecewise constant function
(4.13)
In order to simplify the notation, let us denote by χ i the characteristic function χ [ai,ai+1] . From the very definition of u and (2.14), we have that
Passing to the limit as ε → 0 we obtain
(4.14)
Let us consider the integrals at the right-hand side of (4.14). Using again (2.14) we have that
Substituting this expression into (4.14) we thus obtain
Finally, let us decompose each measure (D x B)(·, v i ) in the canonical way (4.1). It is not difficult to check that 
The last two summations take into account the jump points x ∈ J u and x ∈ N \ J u , respectively. Again, it is not difficult to check that, in both cases, the corresponding term can always be written as
so that (4.13) follows.
Step 5. In this step, we shall prove that formula (4.13) holds for every function
we prove that 16) where .17) and
Let u ∈ BV (]a, b[; R d ) and let (u n ) n be the sequence of approximating piecewise constant functions given by Lemma 3.2 with P = N \ J u .
Fixed ε > 0, we set
By Lebesgue dominated convergence theorem and the continuity of (D x B ε ) x, ·) (which follows by
, for every ε > 0 we have that
More precisely, we claim that
Namely, by hypothesis (A2) we have where 23) and
We claim that
By Remark 4.2 we have that
It remains to show that S n converges, as n → +∞, to
Let I 1 = n J un , I 2 = N \I 1 and I = I 1 ∪I 2 . We recall that P = N \J u and J u ⊂ I 1 . Since, by construction, J un ∩ P = ∅ for every n ∈ N, we have that I 1 ∩ P = ∅ and N ∪ J u ⊂ I. Hence both summations in S n and S can be extended to the bigger set I = {x i }, since it is easy to check that the added terms are all zero. Thus we can write
Let R ≥ max{ u n ∞ , u ∞ } and let M = B R (0). From assumption (A2) we have that
in order to prove that lim n S n = S, by Dominated convergence theorem, it is enough to prove that lim n a n i = a i for every i ∈ N. We have three cases. If x i ∈ P = N \ J u , then u and every u n are continuous at x i . Moreover, for every n large enough, u n (x i ) = u(x i ), hence a n i = a i . If x i ∈ J u , then for every n large enough we have that u n (x i +) = u(x i +), u n (x i −) = u(x i −), hence again a n i = a i . Finally, let us consider the case x i ∈ I 1 \ J u . Since x i ∈ N , the function B(x i , ·) is continuous in R d . Moreover, since x i ∈ J u , also u is continuous at x i and u n (x i +), u n (x i −) → u(x i ), so that lim n a n i = a i . Therefore (4.24) is proved. In order to prove (4.16), let us fix η > 0. By (4.20) and by (4.24) there exists n 0 ∈ N such that
Moreover by (4.22) there exists ε 0 > 0 such that
Therefore (4.16) is proved and this concludes Step 5. Finally, the thesis of the theorem is obtained by collecting all the Steps.
In view to the applications to conservation laws (see Proposition 6.1) we need to generalize formula (4.2) in order to integrate a BV function with respect to the measure (B(x, u(x))) x . Then for every Proof. Let g ε = g * ϕ ε be the standard mollified functions of the BV -function g. We recall that g ε pointwise converges (everywhere) in ]a, b[ to the precise representative g * , as ε → 0 . We apply Theorem 4.1 by using φ(x)g ε (x) as test function. The conclusion follows by Lebesgue dominated convergence Theorem.
In the next corollaries we consider B(x, w) with a particular structure.
where (f (u)) * and K * are the precise representatives of the BV functions f (u) and K respectively.
Proof. It is sufficient to observe that the function B(x, w) := K(x)f (w) satisfies all the assumptions of Theorem 4.1 . For instance, hypothesis (A2) is satisfied since for every compact set M ⊂ R d we can choose µ M := C M |DK|, with C M = max w∈M |∇f (w)|, and hypothesis (A5) is satisfied since we can choose λ := |DK| . Corollary 4.6. Let f : Proof. We observe that the function B(x, w) = f (K(x), w) satisfies all the assumptions of Theorem 4.1 . In particular,
5. Comparison with other chain rule formulas. In [12] it was proved a chain rule formula for function u : R N → R. In Theorem 5.1 we recall this formula which coincides to formula (4.2) 
where Ω u,t = {x ∈]a, b[: t belongs to the segment of endpoints 0 and u(x)} and χ * Ωu,t and B * (·, t) are, respectively, the precise representatives of the BV functions χ Ωu,t and B(·, t).
Proof. It is a consequence of Theorem 1.1 in [12] , with N = 1 and
We recall that in our case for the approximate limits u + (x) and u − (x) we have u
, where ν u = ±1 is the normal at a jump point . 
For piecewise constant functions this formula can be proved by using formula (4.15) and the following proposition. 
Proof. It is not restrictive to assume that u ≥ 0. By the Leibnitz formula (2.14) we have that
* (x, t)dDχ Ωu,t (x) =:
Since B(·, 0) = 0, we have that
For what concerns the second term I 2 , let us observe that Dχ Ωu,t is an atomic measure with support contained in {a 1 , . . . , a N }. Moreover
Therefore, by Fubini's theorem we obtain
so that
Finally, the conclusion follows from (5.3) and (5.4).
6. An application to conservation laws. In this section we shall apply the chain rule formula in order to study a scalar conservation law where the flux depends discontinuously on the space variable: For every x ∈ R we define the set of pairs (u − , u + ) satisfying the RankineHugoniot condition
We define an entropy-flux pair (η, q) associated to (6.1), as a pair of functions η, q : R × R → R such that: (E1) for every x ∈ R the function η(x, ·) is convex and η u is locally bounded in R × R; moreover, for every u ∈ R the functions η(·, u), η u (·, u) belong to BV (R) and their jump set is contained in J K ; (E2) q(x, ·) ∈ Lip loc (R) for every x ∈ R, and q(·, u) ∈ BV (R), J q(·,u) ⊆ J K for every u ∈ R; (E3) η u (x, u)B u (x, u) = q u (x, u) for every x ∈ R \ J K and u ∈ R; (E4) q(x + , u + ) − q(x − , u − ) ≤ 0 for every x ∈ R and every (u − , u + ) ∈ A x . Proposition 6.1. Let u be a bounded piecewise C 1 solution of (6.1) with J u(·,t) ⊆ J K for every t ∈]0, T [, and let (η, q) be an entropy-entropy flux pair associated to (6.1). Then u satisfies the following inequality
in the sense of measures, i.e.
Proof. We remark that, by the chain rule formula and since η does not depend on t, we have
where (η u (x, u))
* is the precise representative of the composition of η u (x, ·) with the function u . By (6.1) we have that u t (x, t)dt = −(B(x, u)) x in the sense of measures, i.e.
Since the jumps of η u (·, u)) are contained in J K , reasoning as in the proof of Corollary 4.4, we have that (η u (x, u))
so that it is enough to prove that (η u (x, u)) * B(x, u) x ≥ (q(x, u)) x in the sense of measures, i.e. for every nonnegative function φ ∈ C c (R×]0, T [)
We use the chain rule formula (see Corollary 4.4) and condition (E3) to obtain
We remark that the last term vanishes by the Rankine-Hugoniot condition. Using (E4) we obtain
This concludes the proof. We consider the partially adapted Kruzkov entropies introduced by Audusse and Perthame for discontinuous flux (see formula (1.3) in [4] ).
In addition to the assumptions on the function B stated in Theorem 4.1, we also assume that for every x ∈ R, the map B(x, ·) is a one to one function from R to R . (6.4) Given α ∈ R, by assumption (6.4) there exists a unique function c α : D α → R, defined on a (possibly empty) set D α ⊂ R, such that B(x, c α (x)) = α for every x ∈ D α . Proposition 6.2. For every α ∈ R such that c α is defined in R, let us define the adapted Kruzkov entropy We assume that for every x ∈ J K and for every (u − , u + ) ∈ A x we have (sgn(u − − c α (x − ))) * = (sgn(u + − c α (x + ))) * . (6.5)
Then we have
• (a) (η (α) , q (α) ) is an entropy-flux pair; in particular, the entropy inequality
holds in the sense of distributions; • (b) (6.2) holds for every entropy-flux pair (η, q) if and only if (6.6) holds for every α as above. Proof. For every x ∈ R and u = c α (x) one has q (α) u (x, u) = (sgn(u−c α (x)) * B u (x, u).
Then, since (η (α)
u (x, u)) * = (sgn(u−c α (x))) * , we obtain η (α)
u (x, u)B u (x, u) = q (α)
u (x, u). Moreover, for every x ∈ R and every (u − , u + ) ∈ A x satisfying (6.5) we have that In order to prove (b), let u be a bounded BV solution to (6.1). If u satisfies (6.2) for every entropy-flux pair (η, q), then from (a) it satisfies also (6.6) for every α.
Conversely, assume now that u satisfies also (6.6) for every α. Let (η, q) be an entropy-flux pair, and let φ(x, t) be a non-negative test function. We have to prove that (6.3) holds.
Assume that |u(x, t)| ≤ M for every (x, t), φ(x, t)b(x, t) dµ(x, t) , where b is a non-negative Borel function, then µ b is also a non-negative measure (see [15, Ch. 7] ) . Hence from (6.1), (6.6) and (6.9) and the fact that the functions b 
