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ABSTRACT 
In a previous pilot experiment (Part I), a single stimulus method was employed to evaluate contextual effects on 
sound quality judgements. In this investigation (Part II), a multi-stimulus comparison method was used to evaluate 
the potential influence of listening context on sound quality judgements. Audio quality was assessed, as before, in 
two differing audio environments: a left-hand drive vehicle and an ITU-R BS.1116-conformant listening room. 
Trained and untrained listeners compared and graded audio quality for four stimuli with degradations in the mid-
frequency range. No identified reference (anchor) was used in the listening test, providing the opportunity for the 
influence of the audio environment to be observed in the results. Contraction bias, which was caused by the single 
stimulus method, was not evident in the results of this second study. Additionally listeners were able to discriminate 
between differently degraded stimuli where this was not possible in the initial research. Some small contextual 
effects were observed, however biases resulting from the indirect context comparison make it difficult to draw 
substantial conclusions. 
 
1. INTRODUCTION 
Although a variety of techniques have been 
developed for the evaluation of automotive audio (as 
discussed in Part I [1]), there is currently no 
standardised evaluation method.  
In the initial study (Part I), a single stimulus, single 
grading evaluation method was conducted with the 
aim of capturing untrained listeners’ immediate 
judgements of the audio quality in either an 
automotive or listening room environment. The initial 
judgements concept was designed to emulate 
consumer evaluations, for example, listening to a new 
car in an automotive showroom. 
Each listener auditioned a single stimulus (randomly 
selected from a set of four stimuli, either unprocessed 
or with 6, 12 or 18dB mid-frequency range spectral 
ripple) in one audio environment only, with no 
reference stimulus or environment available for 
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comparison. This method aimed to eliminate any 
long–term judgement alterations as listeners adapted 
to the environment and restricted the opportunity to 
become over-familiar with the audio stimulus under 
assessment.  
Results from Part I showed that, when the single 
stimulus, single grading evaluation method was 
employed, a minimal and statistically non-significant 
relationship was found between quality score and 
listening context; untrained listeners graded audio 
quality similarly in both the listening room and the 
automotive environments. 
In addition, discrimination between the differently 
degraded stimuli was limited when results from the 
whole group of untrained listeners were observed 
(each listener auditioned only one audio stimulus). It 
was suggested that this might have been the result of 
contraction bias [2] which can occur when using 
singular quality judgements. Listeners tend to over-
estimate scores when grading poor quality stimuli 
and under-estimate scores when grading high quality 
stimuli. In Part I, the majority of quality judgements 
were contracted within the ‘Good’ section of the 
quality scale, averaging to approximately 70% on the 
scale.  
A short follow-up study was conducted using trained 
listeners; a single stimulus, single grading evaluation 
and a MUSHRA-based evaluation [3] were 
completed by 15 listeners in both the listening room 
and automotive contexts using the test setup and 
procedure from Part I.  
The single grading results demonstrated that trained 
listeners suffered similar discrimination difficulties to 
the untrained listeners. The listeners were able to 
discriminate between the unprocessed and the 18dB 
degradation and the 6dB and 18dB degradation, but 
not between adjacent pairs. Contraction bias was not 
evident due to the small number of listeners and 
therefore data points and a statistically significant 
contextual effect was not observed. The MUSHRA 
evaluation results demonstrated that discrimination 
was possible between the stimuli when multiple 
comparative judgements were made by trained 
listeners and therefore that the contraction bias was 
most likely caused by the single grading method. 
Relevant ANOVA results and graphs from this study 
are shown in Appendix I. 
1.1. Part II Rationale & Hypotheses 
The evidence gained from the MUSHRA-based pilot 
using trained listeners suggested that this second 
study should adopt a multiple stimulus comparison 
method (but not using the ITU-R BS.1534 standard 
[3]). The aim of the study was to obtain further 
evidence that the lack of contextual effect, the lack of 
difference between stimuli reported by listeners, and 
the contraction bias, observed in Part I were caused 
by the single stimulus, single grading evaluation 
method. 
The study was developed around 3 research questions 
which arose from Part I. The first research question 
tackled the contraction bias which caused the 
untrained listeners’ results to contract within the 
‘Good’ section of the rating scale. 
If the single stimulus, single grading method resulted 
in contraction bias with regards to quality scores, 
can this be removed by using a multiple comparison 
grading? 
The corresponding hypothesis for this question stated 
that the multiple comparison method would not suffer 
from contraction bias. 
The lack of difference between listeners’ gradings for 
the differently degraded stimuli (both trained and 
untrained) in Part I was tackled by the second 
research question. 
Are listeners able to discriminate between differently 
degraded stimuli using a multiple comparison 
method when previous results indicated no such 
discrimination existed? 
The test hypothesis stated that listeners would be able 
to discriminate between all stimuli when using the 
comparison method.  
Finally, the third research question was related to the 
observation of any contextual effects between the 
automotive and listening room environments. This 
was an adaptation of the original research question 
posed in Part I. 
Is a contextual effect observed between the listening 
room and car using a multiple comparison method, 
where it wasn’t using a single grading method? 
In Part I, it was hypothesised that untrained listeners 
might grade audio quality higher in the car 
environment if their expectations were lower than the 
level of quality experienced in the test. Due to a lack 
of statistically significant contextual effect in the 
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initial study, no conclusion could be drawn for this 
hypothesis.  
For Part II, the hypothesis stated that no contextual 
difference would be observed between the two 
environments and listeners would therefore grade 
audio quality similarly in both environments. In this 
(and the previous) investigation, an indirect context 
comparison method was used, meaning that listeners 
in the car did not audition stimuli in the listening 
room and vice versa.  
Listening context was defined, as in the previous 
study (Part I), as the physical situation in which an 
experiment takes place, incorporating the visual 
environment, the acoustic environment, the listening 
position and the speaker arrangement. 
 
Figure 1 Automotive Listening Environment
 
 
Figure 2 Listening Room Environment 
2. METHOD 
The study was carried out at Harman/Becker 
Automotive Systems (HBAS) in Bridgend, UK and at 
the Institute of Sound Recording (IoSR) at the 
University of Surrey, UK. The automotive listening 
tests were conducted in a stationary left-hand drive 
vehicle situated in an enclosed garage bay at HBAS 
(Figure 1). The listening room tests took place in an 
ITU-R BS.1116 [4] conformant room at the IoSR 
(Figure 2) 
2.1. Multiple Stimulus Comparison Method 
All listening test subjects used the same multiple 
stimulus comparison method, based on the ITU-R 
BS.1534 (MUSHRA) recommendation [3]. This was 
a double blind, multi stimulus method, however no 
hidden reference or anchor stimuli were included and 
listeners were not instructed to compare the stimuli 
with an identified reference stimulus. Listeners were 
asked to compare 4 differently degraded stimuli and 
grade the audio quality using a 100-point continuous 
quality scale [3].  
A similar non-reference comparison technique was 
used by Marui and Martens [5] in a recent 
headphones study to allow for the possibility that 
certain test conditions may have a higher subjective 
quality than the ‘reference’ condition. It was 
considered that any contextual difference between the 
automotive and listening room environments might 
be eradicated if a specific (and identical) reference 
and corresponding score, as specified in ITU-R 
BS.1534, were presented in both contexts; extremes 
of the quality scale were not therefore anchored to the 
test stimuli in either listening context. 
2.1.1. Scaling Pre-Test 
A short pre-test was conducted with untrained 
listeners for two purposes - to observe reactions to 
the non-anchored scales and to test the user interface 
for usability. Two small groups of listeners 
auditioned the main test stimuli on headphones; the 
first group used professional standard open-back 
circumaural headphones, the second group used 
typical portable music player ear-bud style 
headphones. These were chosen to represent 
extremes of style, allowing for differences in quality 
to be observed using the unanchored scale. 
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The results from the pre-test showed that the scale 
was suitable for use in the main test and that any 
differences in audio quality between the two listening 
environments could be represented on the chosen 
scale. 
2.2. Subjects 
For each listening environment, two categories of 
listening subjects were enlisted to take part in the 
study; 12 trained and 12 untrained in each 
environment. For the automotive tests the trained 
listeners were employees of HBAS who had 
participated in a technical ear training programme; 
the untrained listeners were also HBAS employees, 
but no ear training had been received (although some 
had taken part in listening tests prior to this study).  
The listening room subjects were drawn from the 
university populace; trained listeners were staff, 
postgraduate and undergraduate students from the 
IoSR, who had received technical ear training or had 
extensive listening experience; untrained listeners 
were staff and postgraduate students from outside the 
IoSR, none of whom had received any listening 
training. 
2.3. Listening Room Setup 
The listener was positioned centrally in a standard 
stereo setup in an ITU-R standard listening room.  
The test was run on a laptop, connected via a 
Firewire-interfaced D/A converter and digital mixing 
desk to the active loudspeakers in the listening room.  
The user interface was visible on an extended 
monitor in front of the listener; the listener could 
choose to control the interface using the extended 
mouse or a combination of extended mouse and 
keyboard. 
2.4. In-Car Setup 
The laptop was positioned inside the car for direct 
use by the listener.  It was connected via a Firewire-
interfaced D/A converter directly into the amplifier of 
the audio system.  The listener was positioned in the 
driver’s seat (left-hand side) with the laptop upon 
their knee; the interface was controlled by mouse or 
track-pad, with or without the keyboard.   
2.5. Test Stimuli 
The test stimuli from Part I were used again for this 
study for consistency and to enable ease of 
comparison with the data from the initial study. In 
Part I the nature of the single stimulus, single grading 
test entailed the use of a small number of stimuli to 
allow for practical listener numbers. 
The source material used was a well-known popular 
music track, chosen for its generic and inoffensive 
nature and frequency range content. The four stimuli 
comprised the unprocessed version of this track and 3 
degraded versions (the result of 6dB, 12dB and 18dB 
spectral ripple).  Details of the mid frequency range 
timbral degradations can be found in [1].  The four 
different stimuli were loudness equalised and set to 
the same reproduction level in the car and listening 
room environments. 
2.6. Test Procedure 
The test was divided into two sections – a short 
familiarisation session and the main test session. 
Listeners were asked to read some simple instructions 
explaining the format of the test, the task they were to 
complete and the functions of the user interface. 
Examples of the instruction sheets are shown in 
Appendix II. Listeners were able to ask questions at 
any time whilst reading the instructions. 
A simple scenario was presented for each listening 
environment; for the listening room, listeners were 
presented with the following statement: 
Imagine that you have recently purchased the audio 
system which you will hear in this test. 
The listeners were asked to listen to the system and 
use the 100-point continuous quality scale to grade 
their opinion of the audio quality.  The listeners in the 
car followed the same instructions with regards to the 
grading process, but were presented with the scenario 
stated below. 
Imagine that you have recently purchased the car 
and integrated audio system which you will hear in 
this test. 
At the start of the familiarisation session, a short 
verbal introduction was given to ensure that all 
listeners understood how to use interface. The 
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experimenter then left the room/car and the listener 
completed the familiarisation. 
A short interval between the familiarisation and main 
test sessions allowed time for the listeners to read the 
‘Reminder Instructions’ (See Appendix II). These 
were intended to refresh the task and the format of 
the main test and presented a final opportunity for 
questions. 
The main test was then completed – consisting of 
four ‘pages’, each with four test stimuli to grade. The 
four test stimuli were presented in a randomised 
order on each of the pages – the repeats would enable 
listening consistency to be observed in data analysis. 
Most listeners spent approximately 10 minutes 
completing the main test.  
A short ‘exit poll’ was carried out at the end of the 
test, asking listeners a few questions about the task: 
Was it easy? What could be improved in the 
procedure? How had they discriminated between the 
audio stimuli? What did audio quality mean to them 
in this test? This was intended to provide useful 
information to the experimenter for future research. 
2.6.1. Graphical User Interface 
The graphical user interface was designed using 
MAX/MSP 4.5 [6]. The object-based programming 
allows simple manipulation of the interface. Listeners 
were able to navigate through the test using labelled 
‘buttons’ and on completion of the final page, the test 
data was saved in a uniquely identified (via time and 
date stamping) text file. Results were transferred 
from these text files, using a macro, to the data 
analysis package SPSS [7]. 
An example of the user interface used in this study is 
shown in Figure 3. 
 
Figure 3 Graphical User Interface 
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3. RESULTS & ANALYSIS 
The data from the study was analysed using the 
statistical package, SPSS. Results pertaining to the 
research hypotheses are discussed in the following 
section; comparisons are also made with the results 
from Part I. Relevant graphs and tables are presented 
with further figures in Appendix III. All error bars in the 
included graphs represent 95% confidence intervals; 
line and bar graphs represent mean values. 
A simple box plot of all listener data revealed one 
outlying data point (which was observed during the 
testing – an untrained listener appeared to have missed 
one grading on the final page). This single data point 
was removed. Results were also removed for one 
trained listener for whom the user interface suffered an 
error; there was no guarantee that the stored scores 
corresponded with the actual auditioned audio files. 
The data was checked for normality using residual 
scores from the overall ANOVA analysis. The 
histogram plot and normal curve, plus a one-sample 
Kolmogorov-Smirnov test, showed that the data was 
normal (see Appendix III for graph and table). 
3.1. Contraction Bias 
The first research question tackled the issue of 
contraction bias which was evident in the results in Part 
I. Figure 4 shows a plot of quality score and stimulus for 
all listeners (trained and untrained) combining both 
listening contexts for the Part II results. 
 
Figure 4 Quality Scores vs. Stimulus (all listeners and 
contexts) 
The graph shows no indication of contraction bias and 
the quality scores are not centred on 75, as in the 
previous experiment. This is demonstrated by a 
comparative plot of the results from Parts I and II, 
shown in Figure 5. Although these results do not prove 
that the single stimulus, single grading method was 
wholly responsible for the contraction bias in Part I, it 
does demonstrate that the multiple stimulus comparison 
did not suffer from the same problem. This shows that 
the Part II method provided more reliable, and 
statistically less noisy, quality score results for the 
differently degraded stimuli. 
 
Figure 5 Single grading vs. Multiple grading method 
(Quality Scores vs. Stimulus) 
Between-subject analysis of variance (ANOVA) was 
carried out across all the listeners. The dependant factor 
was quality score; context, stimulus and listener type 
were fixed factors. The ANOVA results are shown in 
Table 1. The highlighted cells in the table show that 
stimulus, listener type and context all had a significant 
effect on the quality scores. The different stimuli had 
the greatest partial eta squared and therefore the greatest 
magnitude of effect on the scores. This was suggested 
by the graph in Figure 4, showing the range of quality 
scores given for the different stimuli. The partial eta 
squared values for context and listener type are 
considerably smaller, therefore these factors had a much 
smaller effect on the quality scores. Context had a very 
small magnitude of effect on score and no significant 
interactions – this is explored further in section 3.3. 
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Tests of Between-Subjects Effects
Dependent Variable: Quality Scores
331312.220a 15 22087.481 95.964 .000 .657
2067111.963 1 2067111.963 8981.036 .000 .923
276075.425 3 92025.142 399.824 .000 .615
1060.595 1 1060.595 4.608 .032 .006
46730.693 1 46730.693 203.032 .000 .213
220.754 3 73.585 .320 .811 .001
8311.670 3 2770.557 12.037 .000 .046
454.143 1 454.143 1.973 .161 .003
1169.815 3 389.938 1.694 .167 .007
172853.222 751 230.164
2605785.000 767
504165.442 766
Source
Corrected Model
Intercept
Stimulus
Context
ListType
Stimulus * Context
Stimulus * ListType
Context * ListType
Stimulus * Context
* ListType
Error
Total
Corrected Total
Type III Sum
of Squares df Mean Square F Sig.
Partial Eta
Squared
R Squared = .657 (Adjusted R Squared = .650)a. 
 
Table 1 Between-subject ANOVA (all listeners)
Only one significant interaction is shown in the table, 
between listener type and stimulus, which suggested 
that the data should be explored separately for each of 
the two types of listeners. The differences between 
listener types, suggested by this interaction in the 
ANOVA, are demonstrated by the plot of quality scores 
and stimuli shown in Figure 6. 
 
Figure 6 Quality Scores vs. Stimulus – trained and 
untrained listener comparison 
For the comparative plot of trained and untrained 
listeners it can be seen that differences exist in the 
grading of the stimuli. Trained listeners made greater 
use of the scale range and the graph also shows that 
untrained listeners tended to be more generous with 
their ratings – scores are not placed in the ‘Bad’ section 
of the scale – whereas the trained listeners tended to be 
more critical. This was not unexpected and is a 
characteristic of trained listeners which has been 
documented in the past by various researchers, 
including Olive [8]. 
3.2. Stimuli Discrimination 
The differences between the listeners led to a second set 
of ANOVA tests with the listener types separated. The 
significant effect of stimulus on quality scores was 
explored further to investigate the second research 
question, regarding discrimination between the stimuli. 
Quality score was the dependant factor; context and 
stimulus were fixed variables. The results for each 
listener type are presented in the following sub-sections 
with corresponding tables in Appendix III. 
3.2.1. Untrained Listeners 
For untrained listeners, the ANOVA results (Table 7) 
showed that stimulus had a significant effect on quality 
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score with a high value of partial eta squared. This 
indicates that at least one significant difference existed 
between the different stimuli; this was tested using 
pairwise comparisons between the stimuli. Table 8 
shows that no significant difference was found between 
the unprocessed stimulus and the 6dB stimulus, but all 
other pairs were significantly different. These 
differences are also visible in the graph in Figure 6. 
The ANOVA results showed that context did not have a 
significant effect on quality scores for untrained 
listeners – this is discussed in section 3.3. 
3.2.2. Trained Listeners 
Results for the trained listeners are presented in Tables 
9 and 10 in Appendix III. 
The ANOVA results showed that stimulus had a 
significant effect on the quality scores, with a large 
magnitude of effect. Pairwise comparisons showed 
similar results to the untrained listeners (Table 10), as 
evident in Figure 6. 
For trained listeners, context did have an effect on 
quality scores, contrary to the untrained listeners, but it 
was of small magnitude (η2 = 0.017). However, the 
interaction between stimulus and context was not 
statistically significant. 
These results show that both types of listener were able 
to discriminate between the different stimuli, except 
between the unprocessed and the 6dB degradation of the 
track. The graph in Figure 6 does show variation in the 
mean scores, even though the difference in scores 
between the unprocessed and 6dB degradation was non-
significant. It is likely that the severity of the 6dB 
degradation was not large enough to cause a statistically 
significant degradation in audio quality. A small 
impairment like this may be audible for some trained 
and untrained listeners, depending upon experience and 
hearing acuity, but not necessarily for all listeners, 
hence the lack of significant difference. 
A useful tool for understanding and comparing results is 
described by Hurlburt as some measure of ‘practical 
significance such as effect size or strength of 
relationship’ [9] in [8]. Hurlburt’s ‘effect size’ measure 
can demonstrate the power of discrimination between 
the unprocessed and most degraded stimuli. Olive 
reports that ‘raw effect size is the magnitude of an 
experimental result  measured on the same scale used in 
the experiment’ [8]. Table 2 shows the percentage 
difference between the mean scores for the unprocessed 
and 18dB stimuli, for untrained and trained listeners 
from both Parts I and II. This provides a useful 
comparison between the discriminative powers of the 
two methods. 
Test Type  
List Type 
Part I - Single 
stimulus, single 
grading 
Part II - Multiple 
stimulus 
comparison 
Untrained 9% 38% 
Trained 32% 53% 
Table 2 Hurlburt’s effect size measure – single grading 
vs. multiple grading method 
The differences between the trained and untrained 
listeners, and between the two test methods, are very 
clear. In both test types, trained listeners had greater 
discrimination power than the untrained listeners. This 
fits with expectation; trained listeners are trained to 
detect small quality impairments whilst untrained 
listeners have minimal exposure to such experiences. 
This was clear in the Part I results, with untrained 
listeners quality scores suffering contraction bias, thus 
reducing the difference in scores between the 
unprocessed and most impaired items. Contraction bias 
was not evident in the trained listeners scores from Part 
I and the discrimination power suggests that they were 
not subject to this bias; however the number of listeners 
was considerably smaller than for the untrained 
listeners, making such a conclusion difficult to draw. 
The difference between the Part I and II results 
reinforces the power of the multiple comparison method 
over the single grading method; results did not suffer 
contraction bias and all listeners were able to 
discriminate between the majority of stimuli. The 
difference in these test methods and their discrimination 
power can be supported by results reported by Soulodre 
and Lavoie [10] during development of a new 
methodology for the evaluation of large and small audio 
codec impairments. Two methods for presentation of 
stimuli presentation were compared. The CRC method 
comprised side-by-side presentation of all stimuli which 
were to be graded in comparison with an identified 
reference, most similar to the multiple stimulus method 
used in Part II. The EBU method consisted of sequential 
presentation of the reference followed by the impaired 
stimulus; impaired stimuli were never directly compared 
and this is most closely related to the method in Part I. It 
Beresford et al. Contextual effects on sound quality judgements: Part II
 
AES 121st Convention, San Francisco, CA, USA, 2006 October 5–8 
Page 9 of 19 
was found that the side-by-side method (similar to Part 
II) gave more consistent results, with finer resolution 
and reduced 95% confidence intervals, than the 
sequential presentation (Part I). 
3.3. Contextual Effects 
Certain results for contextual effects were presented in 
the previous sections. These were explored further to 
investigate the final research question. 
When analysing data from all listeners, context had a 
significant effect on quality score. This was shown in 
the first ANOVA table (Table 1). However, the 
magnitude of this effect was very small (η2 = 0.006). 
The difference in grand means for quality scores for all 
listeners is shown in Table 3. A slightly higher mean is 
evident for the listening room above the car.  
Listening Context
Dependent Variable: Quality Scores
53.178 .760 51.686 54.670
50.822 .792 49.268 52.376
Listening Context
Listening Room
Car
Mean Std. Error Lower Bound Upper Bound
95% Confidence Interval
 
Table 3 Grand mean context comparison (all listeners) 
The ANOVA results for all listeners led to separate 
analysis for the two types of listeners. The ANOVA for 
trained listeners in Table 9 showed a significant effect 
of context on scores. The magnitude of this effect was 
very small and no interactions were observed between 
context and other fixed variables. 
Observation of the trained listener data showed that the 
grand means of the quality scores had a 4% difference 
between contexts with the listening room graded higher 
than the car. The difference in mean scores for trained 
listeners is shown graphically in Figure 7. This slight 
difference was contrary to the research hypothesis 
which stated that no contextual difference would be 
found. The research hypothesis from Part I stated that 
the car would be graded higher than the listening room; 
this is also opposed to the results shown in Figure 7.  
The untrained listeners did not show a significant effect 
of context on quality scores in the ANOVA results in 
Table 7; nor were any significant interactions observed 
which involved context. The untrained listeners showed 
only a 1% difference in the mean quality scores, with 
the listening room again graded slightly higher than the 
car. The combined bar and error bar plots for both 
listener types, shown in Figure 11 (Appendix III), 
graphically demonstrate the contextual differences. 
The contextual differences observed between the 
listening environments were small for both trained and 
untrained listeners and the only statistically significant 
result (for trained listeners) was of very small 
magnitude. The large number of biasing factors between 
the groups of listeners (which were impossible to avoid 
when using an indirect comparison) mean that no 
reliable conclusion can be drawn from this contextual 
difference. 
 
Figure 7 Grand mean context comparison (trained 
listeners) 
4. SUMMARY & CONCLUSION 
A few main points can be summarised from the results 
in relation to the research hypotheses. Contraction bias 
did not occur with the multiple comparison method; all 
listeners were able to discriminate between the majority 
of stimuli using the multiple comparison method and a 
very small magnitude, statistically significant contextual 
effect was observed in trained listeners only.  
In Part I, the aim was to capture untrained listeners’ 
initial judgements of audio quality, emulating consumer 
evaluation. The hope was to find an ecologically valid 
method for evaluating automotive audio using less 
biased methods in a ‘real-world’ quality evaluation. The 
results showed that this method produced very 
unreliable and inconsistent data; the group of listeners 
were unable to discriminate between differently 
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degraded audio stimuli and quality scores suffered from 
contraction bias. 
The method for Part II was designed to increase 
reliability in the results. The results from this 
experiment have demonstrated that the multiple 
stimulus comparison method produced more reliable 
and less noisy results than the single stimulus, single 
grading method. Contraction bias was not an issue as it 
had been in the previous study. 
The multiple stimulus method also showed that both 
untrained and trained listeners were able to discriminate 
between the test stimuli where they were unable to (as a 
group) in Part I. Although multi-stimulus methods may 
be more reliable, some consideration must be given to 
the possibility of range equalising bias. This can occur 
as a result of directly or indirectly anchored scales (i.e. 
BS. 1116 or BS. 1534) where, regardless of the 
perceptual difference between stimuli, the entire range 
of responses is used by the listener [2]. The lack of 
anchoring in the method for Part II ensured that this did 
not occur, but if varying methods are used in similar 
tests it cannot be guaranteed that the results will be 
transferable, making it difficult to make comparisons. 
This is seen in a comparison of the results from the 
MUSHRA-based test in Part I with the results from the 
multiple stimulus method in Part II (see Figure 12). 
The issue of contextual effect on sound quality 
judgements remains inconclusive. In Part I, the results 
showed no significant differences between the listening 
environments. In Part II, the untrained listeners showed 
no contextual differences, in agreement with the test 
hypothesis for this study; the trained listeners showed a 
very small magnitude of contextual effect (listening 
room over car) which was contrary to the test 
hypothesis. However, the biasing factors involved in the 
indirect comparison between the car and the listening 
room make such a small difference difficult to justify 
and no reliable conclusions can be made. Further 
investigation might be required to establish the merit of 
evaluation methods which directly compare automotive 
and listening room environments. 
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7. APPENDIX 
 
7.1. Appendix I - Trained Listener data from Part I 
  
 
Figure 8 Quality Score vs Stimulus (Single grading method, trained listeners) 
Tests of Between-Subjects Effects
Dependent Variable: Quality Score
7272.117a 7 1038.874 3.468 .012 .525
102736.821 1 102736.821 342.911 .000 .940
49.321 1 49.321 .165 .689 .007
5743.928 3 1914.643 6.391 .003 .466
1182.549 3 394.183 1.316 .295 .152
6591.250 22 299.602
119121.000 30
13863.367 29
Source
Corrected Model
Intercept
Context
Stimulus
Context * Stimulus
Error
Total
Corrected Total
Type III Sum
of Squares df Mean Square F Sig.
Partial Eta
Squared
R Squared = .525 (Adjusted R Squared = .373)a. 
 
Table 4 ANOVA (Single grading method, trained listeners) 
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Pairwise Comparisons
Dependent Variable: Quality Score
1.833 9.008 1.000 -24.276 27.943
18.458 9.348 .366 -8.637 45.554
32.500* 8.435 .005 8.050 56.950
-1.833 9.008 1.000 -27.943 24.276
16.625 9.676 .599 -11.421 44.671
30.667* 8.798 .013 5.167 56.167
-18.458 9.348 .366 -45.554 8.637
-16.625 9.676 .599 -44.671 11.421
14.042 9.145 .834 -12.467 40.550
-32.500* 8.435 .005 -56.950 -8.050
-30.667* 8.798 .013 -56.167 -5.167
-14.042 9.145 .834 -40.550 12.467
(J) Stimulus
6dB
12dB
18dB
Unprocessed
12dB
18dB
Unprocessed
6dB
18dB
Unprocessed
6dB
12dB
(I) Stimulus
Unprocessed
6dB
12dB
18dB
Mean
Difference
(I-J) Std. Error Sig.a Lower Bound Upper Bound
95% Confidence Interval for
Differencea
Based on estimated marginal means
The mean difference is significant at the .05 level.*. 
Adjustment for multiple comparisons: Bonferroni.a. 
 
Table 5 Pairwise comparisons from ANOVA ((Single grading method, trained listeners) 
 
Figure 9 Single grading vs. MUSHRA method (from [3]) 
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7.2. Appendix II - Listener Instructions 
Instructions to Listeners 
 
Imagine that you have recently purchased the car and integrated audio system which you will 
hear in this test. 
There are two parts to the test: 
1. a short familiarisation session – to enable you to listen to all of the audio examples and 
try out the user interface 
2. the main test session 
The main test consists of 4 pages and on each page you will hear 4 different versions of an 
audio track, labelled A, B, C and D.  
The familiarisation session consists of 1 page, identical to the main test. 
 
You may listen to the audio tracks on each page in any order and as many times as you wish.  
 
Once you have listened to and compared all of the audio tracks on each page, please indicate 
your opinion of the audio quality of each of the four recordings (A, B, C & D) using the scale 
shown below. Please remember that there are no right or wrong answers – just your opinion. 
 
The test is run on a computer. A picture of the main test screen is shown overleaf, along with 
instructions on its use.  
The appearance of the familiarisation session is identical to the main test. You may take as much 
time as you require to complete the familiarisation session and then ask the test supervisor to 
start the main test. 
Feel free to ask any questions, preferably before the test, and please fill out the consent form 
before beginning the test. Thank you for taking part in this study. 
Excellent 
Good 
Fair 
Poor 
Bad 
60 
20 
0 
100 
80 
40 
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User Interface Instructions 
 
• To start the audio playing, either click on buttons A, B, C or D with the mouse 
or press 1 (A), 2 (B), 3 (C) or 4 (D) on the keyboard 
• To stop the audio at any time, either click on the STOP button or press the 
Spacebar on the keyboard 
• The “Now Playing” box will display the currently playing audio track (A, B, C 
or D) 
• The “Page _ of 4” box will show which page (of 4 in total) you are currently 
completing 
• Use the mouse to move the sliders to the positions which represent your opinion 
of the audio quality for each recording. 
• When you have moved all 4 sliders to your chosen positions, please press the 
SAVE button to move onto the next page. 
• When you have completed the final page (4 of 4), please contact the test 
administrator 
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Reminder Instructions 
 
Thanks for completing the familiarisation. 
 
Before you move on to the main test session, there are a few important reminders. 
 
• Imagine that you have recently purchased the car and integrated audio system 
which you will hear in this test 
• There are four pages in the main test 
• Each page looks identical with four audio tracks to audition (A, B, C & D) 
• You may listen to the recordings in any order, for as long as you require 
• Listen to and compare all 4 audio tracks before grading your opinion of the 
audio quality 
• Grade the audio quality for all four recordings on each page 
• When you have finished the test, contact the test supervisor 
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7.3. Appendix III – Additional graphs and tables 
One-Sample Kolmogorov-Smirnov Test
767
.0000
15.02188
.043
.027
-.043
1.179
.124
N
Mean
Std. Deviation
Normal Parametersa,b
Absolute
Positive
Negative
Most Extreme
Differences
Kolmogorov-Smirnov Z
Asymp. Sig. (2-tailed)
Residual
for Score
Test distribution is Normal.a. 
Calculated from data.b. 
 
Table 6 K-S Test for normality, using ANOVA residuals 
 
 Figure 10 Histogram and Normal curve (plotted using ANOVA residuals) 
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Tests of Between-Subjects Effects
Dependent Variable: Quality Scores
99996.776a 7 14285.254 60.875 .000 .521
1425659.876 1 1425659.876 6075.314 .000 .940
99702.962 3 33234.321 141.625 .000 .521
66.034 1 66.034 .281 .596 .001
316.565 3 105.522 .450 .718 .003
91753.780 391 234.664
1618447.000 399
191750.556 398
Source
Corrected Model
Intercept
Stimulus
Context
Stimulus * Context
Error
Total
Corrected Total
Type III Sum
of Squares df Mean Square F Sig.
Partial Eta
Squared
R Squared = .521 (Adjusted R Squared = .513)a. 
 
Table 7 ANOVA (Multistimulus grading method, untrained listeners) 
Pairwise Comparisons
Dependent Variable: Quality Scores
1.659 2.173 1.000 -4.104 7.422
24.100* 2.173 .000 18.337 29.862
37.766* 2.173 .000 32.003 43.529
-1.659 2.173 1.000 -7.422 4.104
22.441* 2.168 .000 16.691 28.190
36.107* 2.168 .000 30.358 41.857
-24.100* 2.173 .000 -29.862 -18.337
-22.441* 2.168 .000 -28.190 -16.691
13.667* 2.168 .000 7.917 19.416
-37.766* 2.173 .000 -43.529 -32.003
-36.107* 2.168 .000 -41.857 -30.358
-13.667* 2.168 .000 -19.416 -7.917
(J) Stimulus
6dB
12dB
18dB
Unprocessed
12dB
18dB
Unprocessed
6dB
18dB
Unprocessed
6dB
12dB
(I) Stimulus
Unprocessed
6dB
12dB
18dB
Mean
Difference
(I-J) Std. Error Sig.a Lower Bound Upper Bound
95% Confidence Interval for
Differencea
Based on estimated marginal means
The mean difference is significant at the .05 level.*. 
Adjustment for multiple comparisons: Bonferroni.a. 
 
Table 8 Pairwise comparisons (Multistimulus grading method, untrained listeners) 
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Tests of Between-Subjects Effects
Dependent Variable: Quality Scores
185140.461a 7 26448.637 117.405 .000 .695
716982.545 1 716982.545 3182.682 .000 .898
181401.687 3 60467.229 268.414 .000 .691
1394.709 1 1394.709 6.191 .013 .017
1046.307 3 348.769 1.548 .202 .013
81099.441 360 225.276
987338.000 368
266239.902 367
Source
Corrected Model
Intercept
Stimulus
Context
Stimulus * Context
Error
Total
Corrected Total
Type III Sum
of Squares df Mean Square F Sig.
Partial Eta
Squared
R Squared = .695 (Adjusted R Squared = .689)a. 
 
Table 9 ANOVA (Multistimulus grading method, trained listeners) 
Pairwise Comparisons
Dependent Variable: Quality Scores
5.268 2.215 .108 -.608 11.144
38.202* 2.215 .000 32.325 44.078
53.103* 2.215 .000 47.227 58.980
-5.268 2.215 .108 -11.144 .608
32.934* 2.215 .000 27.057 38.810
47.835* 2.215 .000 41.959 53.712
-38.202* 2.215 .000 -44.078 -32.325
-32.934* 2.215 .000 -38.810 -27.057
14.902* 2.215 .000 9.025 20.778
-53.103* 2.215 .000 -58.980 -47.227
-47.835* 2.215 .000 -53.712 -41.959
-14.902* 2.215 .000 -20.778 -9.025
(J) Stimulus
6dB
12dB
18dB
Unprocessed
12dB
18dB
Unprocessed
6dB
18dB
Unprocessed
6dB
12dB
(I) Stimulus
Unprocessed
6dB
12dB
18dB
Mean
Difference
(I-J) Std. Error Sig.a Lower Bound Upper Bound
95% Confidence Interval for
Differencea
Based on estimated marginal means
The mean difference is significant at the .05 level.*. 
Adjustment for multiple comparisons: Bonferroni.a. 
 
Table 10 Pairwise comparisons (Multistimulus grading method, trained listeners) 
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Figure 11 Mean quality score bar and error bar plots (listener and context comparison) 
 
Figure 12 MUSHRA (Part I, left) and Multiple Stimulus (Part II, right) - Range equalising bias  
