Multi-Sensor Data Fusion zur optischen Navigation im Kontext unbemannter Luftfahrzeuge by Bremers, Eike




Eike Harm Otto Bremers
geboren am 24. Dezember 1997 in Braunschweig
24. April 2020
Betreuer:
Prof. Dr.-Ing Stefan Levedag
Prof. Dr.-Ing Peter Hecker
M.Sc. Nikolaus Ammann
Technische Universität Braunschweig
in Zusammenarbeit mit dem
Deutschen Zentrum für Luft- und Raumfahrt
Institut für Flugsystemtechnik
Abteilung Unbemannte Luftfahrzeuge
Hiermit versichere ich, dass ich die schriftliche Hausarbeit selbstständig verfasst und
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Zusammenfassung
Im Rahmen dieser Bachelorarbeit wird die Erweiterung eines Zustandsschätzers um
weitere Sensoren angestrebt. Hierbei beruht der Zustandsschätzer auf einem Fehlerzu-
standsschätzer, welcher unabhängig von der aktuellen Zustandsgenerierung den aktuellen
Fehler abschätzt und korrigiert. Zunächst soll die Erweiterung des Zustandsschätzers
vorgenommen werden, anschließend soll dann die Funktionalität der neuen Sensoren
überprüft werden.
Bei der Bearbeitung der Arbeit wurde auf ein bestehendes Framework aufgebaut, wel-
ches die Funktionalität eines Fehlerzustandsschätzers bereits implementiert hatte. Die
Berechnung des aktuellen Systemzustandes teilt sich dabei in zwei Teile auf, zum einen
die aktuelle Zustandsschätzung, welche aus einem einfachen Inertialen Navigationsal-
gorithmus(INS) besteht, zum anderen dem tatsächlichen Fehlerschätzer. Dieser besteht
dabei aus einem Unscented Kalman Filter, in welchem der aktuelle Fehler mithilfe von
weiteren Sensoren berechnet wird. Anschließend wird mithilfe des Fehlerzustandes der
tatsächliche Fehler korrigiert. Im Rahmen dieser Arbeit wurden dabei weitere Sensoren
implementiert. Ursprünglich war hierbei nur die reine Fusionierung der aktuellen Position
implementiert. Da diese jedoch von der Verfügbarkeit von GNSS Signalen abhängig ist,
ist diese störanfällig. Somit wurden im Folgenden vier Sensoren implementiert. Nämlich
die Geschwindigkeit im erdfesten Koordinatensystem, die Lage im Inertialsystem wie es
zum Beispiel von Sternensensoren genutzt wird, das Magnetfeld, sowie die relative Mes-
sung der Position mithilfe von visueller Odometrie. Hierbei mussten jeweils zwei Stellen
erweitert werden. Zum einen die Generierung der tatsächlichen Messwerte bzw. die Um-
wandlung in den Fehlerzustandsraum, zum anderen die Generierung der geschätzten
Messwerte im Kalman Filter.
Nachdem die Sensoren implementiert waren, wurden diese getestet. Hierzu wurde in-
nerhalb einer bestehenden Testumgebung eine Flugtrajektorie genutzt. Hierbei wurden
die Sensoren zunächst einzeln getestet, wobei alle der implementierten Sensoren ein-
zeln betrachtet für eine deutliche Verbesserung der Zustandsschätzung sorgen. Dabei
zeigten sowohl die Geschwindigkeit als auch die Lage eine enge Korrelation zwischen
Messtoleranz und geschätzter dreifacher Standardabweichung. Dabei kann jedoch die
Fusionierung der Geschwindigkeit etwaige zu Beginn auftretende Positionsabweichungen
nicht ausgleichen. Weiterhin bleibt bei reiner Fusionierung des Magnetfeldes ein gewisser
Offset bestehen, dieser tritt jedoch nicht auf, falls ein weiterer Sensor fusioniert wird.
Dieser lässt sich dadurch erklären, dass das lokale Magnetfeld von der Position abhängig
ist. Die Fusionierung der relativen Position lieferte bezüglich der Positionsbestimmung
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Unbemannte Luftfahrzeuge erfreuen sich immer größer werdender Beliebtheit in ver-
schiedensten Anwendungsgebieten. Dabei gibt es diverse Möglichkeiten zur Positions-
und Lagebestimmung. Die am weitesten verbreiteten Möglichkeiten zur Bestimmung der
aktuellen Position sind dabei die verschiedenen Navigationssatellitensysteme(GNSS) wie
GPS, Galileo, Beidou oder GLONASS. Um die vergleichsweise hohe Störanfälligkeit von
GNS Systemen zu umgehen, werden unterschiedliche Sensoren untersucht. Hierbei bieten
sich speziell visuelle Sensoren wie Kameras oder Lidare an, welche mithilfe der visuellen
Odometrie ausgewertet werden. Daneben gibt es allerdings noch andere Sensoren wie
Magnetometer, Geschwindigkeitsmesser, Barometer und auch Sternenverfolger.
Um diese Sensoren auszuwerten gibt es unterschiedlichste Methoden. Eines der aktuellen
Forschungsthemen zum Thema Sensorfusion ist die Auswertung mithilfe eines Fehlerzu-
standsschätzers. Dabei wird die Berechnung der aktuellen Position und die Korrektur
getrennt voneinander vorgenommen. Dieses Verfahren bietet zahlreiche Vorteile. Ziel die-
ser Arbeit ist es, die Funktionalität eines Fehlerzustandsschätzers um weitere Sensoren zu
erweitern. Anschließend soll die Funktionalität der implementierten Sensoren untersucht
werden. Im Rahmen dieser Arbeit werden vier verschiedene Sensoren ausgewählt, die im
Folgenden näher betrachtet werden sollen. Bei diesen Sensoren handelt es sich um einen
Sternenverfolger und einen Magnetfeldsensor. Darüber hinaus werden noch Messwerte
der Geschwindigkeit sowie die relative Position, welche mithilfe visueller Sensoren gene-
riert wird, fusioniert. Da weiterhin die absolute Position bereits implementiert wurde,
sind somit alle Systemzustände vertreten, um den Zustand des Flugobjektes vollständig
zu beschreiben.
Im Folgenden sollen zunächst die verschiedenen benötigten Grundlagen vorgestellt wer-
den. Dazu werden die verschiedenen Koordinatensysteme und ihre Transformationen
vorgestellt. Danach werden die spezifischeren Grundlagen wie der Aufbau von Kalman
Filtern sowie die einzelnen Sensoren näher beleuchtet. Weiterhin sollen die verschiede-
nen genutzten Tools und die Umgebung beschrieben werden. Abschließend werden die
Sensoren einzeln implementiert und getestet.
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2 Grundlagen
Im Folgenden werden die verschiedenen Grundlagen vorgestellt. Hierbei wird zunächst
auf die mathematischen Grundlagen, wie die verschiedenen Koordinatensysteme so-
wie die Transformation zwischen ihnen eingegangen. Anschließend wird auf die Zu-
standsschätzung eingegangen und diese auf kinematische Systeme angewendet. Zum
Schluss werden die verschiedenen genutzten Sensoren vorgestellt.
2.1 Mathematische Grundlagen
2.1.1 Koordinatensysteme
Im Folgenden werden die verschiedenen genutzten Koordinatensysteme vorgestellt.
Abbildung 1: Überblick über die verschiedenen Koordinatensysteme
ECEF Das geozentrische Koordinatensystem (ECEF) ist ein kartesisches Koordinaten-
system, dessen Ursprung im Erdmittelpunkt liegt, weiterhin verläuft die x-Achse durch
den Schnittpunkt aus Nullmeridian und Äquator. Die z-Achse bildet in diesem Fall die
Rotationsachse der Erde, mit positiver Achse in Richtung des Nordpols. Die y-Achse
vervollständigt das rechtshändige kartesische Koordinatensystem. Dieses Koordinaten-
system bildet die Grundlage zur Satellitennavigation. [8] Der Index bei Transformationen
beziehungsweise Größenangaben ist E. Eine weitere Darstellungsmöglichkeit ist hierbei
das sogenannte geografische Koordinatensystem (LLA), bei dem es sich um ein ellipti-
sches Koordinatensystem mit denselben Referenzpunkten handelt. Allerdings verläuft in
diesem Fall der 0. Längengrad durch Greenwich und der Äquator bildet den 0. Breiten-
grad.
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ECI Beim erdzentrierten inertialen Koordinatensystem (earth-centered inertial) han-
delt es sich um ein kartesisches Koordinatensystem, dessen Ursprung im Mittelpunkt der
Erde liegt, und welches nicht gegenüber dem Firmament rotiert. Dabei bildet die Rotati-
onsachse der Erde die z-Achse. Weiterhin gibt es verschiedene Modelle zur Bestimmung
der x-Achse. Diese gleichen sich jedoch alle darin, dass diese am Äquinoktium, also der
Tag-Nacht-Gleiche, in Richtung Sonne zeigt. Das am weitesten verbreitete Modell ist da-
bei das J2000 Modell. Die x-Achse ist hierbei der Schnittpunkt zwischen der Äquatorial-
und der Ekliptikebene am 1. Januar 2000 um 11:59 UTC. [7] J2000 beschreibt die ent-
sprechende Epoche. Der Index bei Transformationen beziehungsweise Größenangaben
ist I .
NED Das lokale Tangentialebenen-Koordinatensytem (North-East-Down) ist ein loka-
les kartesisches Koordinatensystem, dessen z-Achse senkrecht auf der lokalen Tangential-
ebene steht und mit positiver Koordinatenachse in Richtung Erde zeigt. Weiterhin zeigt
die x-Achse nach Norden und die y-Achse nach Osten. Der Index bei Transformationen
beziehungsweise Größenangaben ist N .
BFF Das körperfeste Koordinatensystem (body-frame-fixed) ist ein in diesem Zusam-
menhang körperfestes, lokales Koordinatensystem, dessen x-Achse in Richtung der Flug-
richtung zeigt, die y-Achse geht nach rechts beziehungsweise steuerbord. Die z-Achse
vervollständigt das rechtshändige Koordinatensystem und steht somit senkrecht auf der
xy-Ebene. Der Index bei Transformationen beziehungsweise Größenangaben ist B.
2.1.2 Koordinatentransformationen
Im Folgenden werden die Umwandlungen zwischen den verschiedenen Koordinatensys-
temen vorgestellt. Dies ist nötig, weil zum Beispiel die Sensoren in unterschiedlichen
Koordinatensystemen gegeben sind. Hierbei werden zunächst die verschiedenen Rota-
tionsformalismen vorgestellt, da diese unterschiedliche Vor- und Nachteile haben. An-
schließend werden die entsprechenden Zusammenhänge zwischen den zuvor genannten
Koordinatensystemen vorgestellt.
Rotationen Die Transformation der Koordianatensysteme besteht im Allgemeinen aus
zwei Operatoren, der Rotation und in einigen Fällen der Translation. Im Folgenden
werde ich näher auf die Rotation zwischen zwei Koordinatensystemen eingehen. Dabei
gilt, dass Rα2β die Rotation vom α-Koordinatensystem in das β-Koordinatensystem ist.






Um diese Rotationen mathematisch zu beschreiben, werden in dieser Arbeit vier ver-
schiedene Ansätze genutzt. Wichtig ist, dass bei allen vorgestellten Rotationstypen das
Kommutativ-Gesetz nicht gilt.
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Euler Winkel Bei den sogenannten Euler Winkeln handelt es sich um das anschaulichste
Prinzip der hier genannten. Hierbei wird eine Rotation als die drei Winkel dargestellt, die
jeweils für die Rotation um eine der drei Achsen des kartesischen Koordinatensystems
stehen. Da die Reihenfolge der Rotation um die einzelnen Achsen jedoch nicht kom-
mutativ ist, wurde die Reihenfolge in der Luftfahrt durch die Luftfahrtnorm DIN 9300
festgelegt. [16] Hierbei wird zunächst um die Gierachse gedreht, dann um die Nickachse
und zuletzt um die Rollachse. Ein weiteres Problem ist hierbei der Gimbal Lock, bei
dem, wenn einer der Nickwinkel 90◦ erreicht, die Rotation nicht mehr eindeutig ist.
Rotationsmatrizen Eine Rotationsmatrix bildet die direkte mathematische Beschreibung
der Rotation eines Vektors um die entsprechenden Euler Winkel. Die Generierung einer
Rotationsmatrix ist dabei von der Reihenfolge der Rotationen um die einzelnen Achsen
abhängig, eine Rotationsmatrix selber ist allerdings eindeutig. Weiterhin gilt, da die
Matrizen orthogonal sind, dass RT = R−1 . Die Rotation um in diesem Fall die z-Achse
lässt sich wie folgt aufstellen:
Rz(α) =
cos(α) − sin(α) 0sin(α) cos(α) 0
0 0 1
 (2.2)
Die um die y-Achse bildet sich zu
Ry(α) =
sin(α) 0 cos(α)0 1 0
cos(α) 0 − sin(α)
 (2.3)
Und die Rotation um die x-Achse ist
Rx(α) =
1 0 00 cos(α) − sin(α)
0 sin(α) cos(α)
 (2.4)
Quaternionen Bei Quaternionen handelt es sich grundsätzlich um eine Erweiterung des
Zahlenraums der komplexen Zahlen. Mit ihnen lassen sich Rotationen im dreidimen-
sionalen Raum darstellen, ohne die oben beschriebenen Probleme wie Gimbal Lock zu
erhalten. Wichtig hierbei ist, dass es sich um normalisierte Quaternionen handelt, da
es ansonsten nicht zu der gewünschten Rotation kommt. Hiebei besteht ein Quaterni-
on aus einem Realteil sowie drei Imaginärteilen. Die Imaginärteile stellen hierbei die
Rotationsachse dar und der Realteil den zur Rotation gehörigen Winkel um ebenjene.
Q = s + x = (w, x, y, z) (2.5)
Aus diesen kann man mithilfe von




|x| , θ 6= 0
0, sonst.
(2.7)
die Rotation um einen Winkel θ und eine Rotationsachse w darstellen [14].
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Angle Axis Ein ähnliches Konzept verfolgen die Angle Axis nach Olinde Rodriguez.
Bei ihnen wird eine Rotation im dreidimensionalen Raum ebenfalls als eine Rotation
um eine bestimmte Achse dargestellt. Hierbei macht man sich zunutze, dass sich jede
Rotation im dreidimensionalen Raum als eine einzelne Rotation um eine entsprechende
Achse darstellen lässt.
θ = θê, ê ∈ R3, êT ∗ ê = 1 (2.8)
Eine entsprechende Rotation besteht dabei nach [1] aus dem Produkt von Rotations-
achse ê mit dem entsprechenden Winkel θ. Der Vorteil hierbei ist, dass es sich um eine
einzelne Rotation handelt, wodurch die Nachteile der gewöhnlichen Euler Rotation auf-








Im Folgenden werden die konkreten Transformationen zwischen den einzelnen Koor-
dinatensystemen vorgestellt.
ECI2ECEF Bei der Transformation vom inertialen zum erdfixierten Koordinatensystem
handelt es sich um eine einfache Rotation, da beide Koordinatensysteme denselben Ur-
sprung haben. Grundsätzlich handelt es sich dabei nahezu um eine Rotation um die
z-Achse der Koordinatensysteme. Da die Erde jedoch nicht exakt um diese Achse dreht,
muss es einen gewissen Korrekturterm geben. Dieser lässt sich mathematisch beschrei-
ben, wurde hier jedoch zugunsten der Übersichtlichkeit nicht angewendet. Stattdessen
wird die Rotation als eine initiale Rotation sowie eine reine Rotation um die z-Achse dar-
gestellt. Diese initiale Rotation ist die vollständige Rotation zu einem bestimmten Zeit-
punkt. Mithilfe der Zeitdifferenz seit dieser Referenzrotation und der Winkelgeschwin-
digkeit der Erde ωie = 7, 292115 ∗ 10−5rad ∗ s−1 lässt sich nun die aktuelle Rotation
zwischen inertialem und erdfestem Koordinatensystem bestimmen zu
Ri2e =
cos(ωiedt) − sin(ωiedt) 0sin(ωiedt) cos(ωiedt) 0
0 0 1
 ∗R0. (2.10)
ECEF2LLA Bei der Transformation zwischen ECEF und LLA Koordinatensystem han-
delt es sich um die Transformation von einem kartesischen Koordinatensystem in ein








Die Berechnung des Breitengrades gestaltet sich ungleich komplexer, da hier die Erde in
Form eines Ellipsoiden angenommen wird. Hierbei wird zunächst eine initiale, reduzierte








Xz + e2(1−f)1−e2 R(sinβ)3
s− e2R(cosβ)3
 (2.13)






e2 = 1− (1− f2)







Die beiden Formeln 2.13 und 2.14 werden nacheinander iterativ ausgeführt bis ϑ konver-
giert. Somit ist die geodätische Breite ϑ bekannt und es muss noch die Höhe über dem
Ellipsoiden berechnet werden,
h = s cosϑ+ (Xz + e
2N sinϑ) sinϑ−N, (2.15)





NED2ECEF Bei der Transformation zwischen NED und ECEF Koordinatensystem han-
delt es sich sowohl um eine Translation als auch eine Rotation. Wobei sich beide aus der
aktuellen Position im ECEF bzw. LLA Koordinatensystem ableiten lassen. Die Rotati-
onsmatrix ist dabei
Rn2e =
− sinφ cosλ − sinλ − cosφ cosλ− sinφ sinλ cosλ − cosφ sinλ
cosφ 0 − sinφ
 . (2.16)
Weiterhin muss die Position noch translatorisch in das lokale NED Koordinatensystem
überführt werden,
XNED = Re2n(Xe −XRef ), (2.17)
wobei XRef der Ursprungspunkt des NED Koordinatensystems im ECEF Koordinaten-
system ist.
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NED2BFF Bei der Transformation vom NED ins BFF Koordinatensystem handelt es
sich für den Fall eines mitgeführten Koordinatensystems um eine reine Rotation um
die bekannten Fluglagewinkel. Für den Fall, dass es sich um ein lokales Referenzkoor-
dinatensystem handelt, kommt noch eine Translation hinzu. Die Namen der einzelnen
Rotationen sind dabei Nicken Θ, Rollen Φ und Gieren Ψ. Diese Winkel und die da-
zugehörige Rotationsmatrix sind allgemein in der Luftfahrtnorm LN9300 [16] definiert
zu
Rn2b =
 cos Θ cos Ψ cos Θ sin Ψ − sin Θsin Φ sin Θ cos Ψ− cos Φ sin Ψ sin ΦsinΘ sin Ψ + cos Φ cos Ψ sin Ψ cos Θ
cos Φ sin Θ cos Ψ + sin Ψ sin Ψ cos Φ sin Θ sin Ψ− sin Φ cos Ψ cos Φ cos Θ
 .
(2.18)
ECEF2BFF Die Transformation zwischen körperfestem und erdfixiertem Koordinaten-
system setzt sich ebenfalls aus einer Rotation und einer Translation zusammen. Im All-
gemeinen lässt sich mit der Transformation vom erdfeste ins körperfeste Koordinaten-
system die Position und Lage eines Objektes beschreiben.
XE = X0 +Re2bXB (2.19)
2.1.3 Zufallsgrößen
Für Berechnungen mit zufälligen Ergebnissen werden Zufallsvariablen benötigt, die ei-
nem Elementarergebnis ω ∈ Ω eine reale Zahl zuordnen.
X : Ω→ R (2.20)
ω → X(ω) (2.21)
Gleichzeitig gibt es häufig zwei Kennwerte, die die Zufallsvariable beschreiben. Dies sind
der Erwartungswert, welcher mathematisch als E(X) definiert ist [22] und die Varianz
var(X). Für den Fall, dass es sich um eine mehrdimensionale Zufallsgröße handelt, wer-









In der Wahrscheinlichkeitstheorie gibt es viele verschiedene Dichtefunktionen um die Va-
rianz bzw. Verteilung einer Zufallsvariablen zu beschreiben. Viele dieser Zufallsprozesse
in der Natur lassen sich dabei als Normalverteilung oder auch Gaußsche Normalvertei-
lung (GRV) beschreiben. So können zum Beispiel keine absoluten Messwerte generiert
werden, sondern diese schwanken immer um den absoluten Messwert, da es immer zu
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einem gewissen Fehler kommt. Die zwei Hauptparameter einer Gaußschen Normalver-
teilung sind der Erwartungswert µ und die Standardabweichung σ. Der Erwartungswert
bildet dabei zum Beispiel bei einer Messung den absoluten Wert, während die Stan-
dardabweichung die Verteilung der Messwerte um diesen charakterisiert. Mithilfe dieser









2σ2 für σ > 0 (2.23)
Eine weitere wichtige Eigenschaft der Gaußschen Normalverteilung ist, dass sich inner-
Abbildung 2: Gaußsche Normalverteilung
mit µ = 0 und σ = 0, 25
halb eines Gebietes von ±σ um den Erwartungswert 68, 27% der Zufallszahlen befinden.
Weiterhin sind in einem Gebiet von ±2σ 95, 45% der Zufallszahlen sowie in einer ±3σ-
Umgebung 99, 73% der Zufallszahlen. Dementsprechend werden in vielen Anwendungen
Ergebnisse außerhalb des 3σ-Bereiches ignoriert, da die entsprechende Wahrscheinlich-
keit geringer als 0, 003 ist. Außerdem ist die Varianz der Gaußverteilung definiert zu
V ar(X) = σ2. [17,21] Gleichzeitig gibt es zwei wichtige Kennwerte, die die Zufallsvaria-
ble beschreiben. Dies sind der Erwartungswert, welcher mathematisch als E(X) definiert
ist [22] und die Varianz var(X), die die Verteilung charakterisiert und definiert ist als
V ar(X) = E(X − E(X))2. (2.24)
2.1.5 Kovarianz
Die Kovarianz oder auch Varianz-Kovarianz Matrix stellt einen Zusammenhang zwischen
den jeweiligen Bestandteilen einer mehrdimensionalen Zufallsverteilung her. Grundsätzlich
sind sie symmetrisch und positiv semi-definit. Auf der Hauptachse liegen dabei die Va-
rianzen der Zufallsvariablen. Abseits dieser liegen die Kovarianzen oder auch Korrela-
tionskoeffizienten. Die Kovarianzen liefern dabei ein Maß für den linearen statistischen
Zusammenhang zwischen jeweils zwei Zufallsvariablen X und Y. Die allgemeine Defini-
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tion der Kovarianz lautet dabei nach [4]
Cov(X,Y ) = E[(X − E(X))(Y − E(Y ))] (2.25)
Cov(X,Y ) = E(X ∗ Y )− E(X) ∗ E(Y ).
Für den Fall, dass es sich bei X um eine n-dimensionle Zufallsgröße handelt, kann
eine Kovarianz Matrix gebildet werden. Entsprechend wird für einen n-dimensionalen
Zustandsvektor auch eine nxn-Matrix benötigt. In diesem Fall ist die Kovarianz Matrix
nach [5]
C = E[(X − E[X])(X − E[X])T ], (2.26)
wobei die Elemente der Matrix σij jeweils nach Gleichung 2.25 gebildet werden mit
X = Xi und Y = Xj . Somit stehen entlang der Hauptachse die entsprechenden Varian-
zen und abseits davon die Kovarianzen.
Für den Fall, dass die Zufallsvariable in ein anderes Koordianatensystem transformiert
werden soll, muss die Kovarianz ebenfalls transformiert werden. Dies geschieht dabei
nach dem folgenden Schema, wobei es sich bei R um die Transformationsmatrix han-
delt. [24]
C ′ = E(X ′X ′T )− E(X ′) ∗ E(X ′T ) (2.27)
= E(RXXTRT )− E(RX)E(XTRT )
= RE(XXT )RT −RE(X)E(XT )RT
= R(E(XXT )− E(X)E(XT ))RT
C ′ = RCRT (2.28)
Außerdem ist C die Kovarianz vor der Transformation und C ′ die transformierte Kova-
rianz.
2.2 Zustandsschätzung
Die Zustandsschätzung ist die Abschätzung des aktuellen Systemzustands aus verschie-
denen Messungen. Im Allgemeinen kann der gesuchte Systemzustand nicht direkt gemes-
sen werden, sondern muss über andere beobachtbare Systemgrößen berechnet werden.
Beim Systemzustand handelt es sich um alle Informationen, die zu einer vollständigen
Beschreibung sämtlicher Eigenschaften des Systems nötig sind.
xt = F(xt−1, zt) +Rauschen (2.29)
Dabei ist der aktuelle Systemzustand xt eine Funktion F vom vorhergegangenen Sys-
temzustand xt−1, sowie der Messgrößen zt. Da der Zustand und seine Änderung jedoch
nicht absolut bekannt sind, kommt immer eine entsprechende Unsicherheit durch das
Systemrauschen hinzu. Meist kann dieses Systemrauschen als Gaußsche Normalvertei-
lung angenommen werden.
Dabei gibt es verschiedene Modelle, die im Folgenden vorgestellt werden sollen.
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• Partikel Navigation / Monte-Carlo-Methoden
• Kalman Filter
• Unscented Kalman Filter
Sie unterscheiden sich sowohl in Rechenaufwand und Präzision, als auch in der Anfälligkeit
für äußere Störungen. Hierzu sollen zunächst die Systemzustände vorgestellt werden.
Anschließend werden dann einige allgemeine Zustandsschätzungs-Methoden vorgestellt.
Im darauffolgenden Kapitel werden diese dann auf die Problematik eines kinematischen
Körpers angewendet.
2.2.1 Systemzustände
Im folgenden Abschnitt sollen die beiden verwendeten Zustandssysteme vorgestellt wer-
den. Ein Systemzustand ist dabei die Summe aller Informationen, die zu einer vollständigen
Beschreibung des Systems notwendig sind. Hierbei gibt es zwei Arten von Zuständen.
Zum einen die totalen Zustände (true State) X, zum anderen die Fehlerzustände (Error
State) δX.
True State Beim totalen Zustand oder True State handelt es sich um den wahren Zu-
stand des Systems. Für den Fall eines kinematischen Systems sind dies die Position, die




]T ∈ R10 (2.30)
Error State Der Fehlerzustand oder auch Error State ist eine Möglichkeit, den Fehler
des wahren Systemzustandes darzustellen. Somit liegen im Falle eines kinematischen
Systems die Zustände hier in Form eines Fehlers vor.
δX =
[
δX δv Re2e ba bw sfea sfew bg
]T ∈ R24 (2.31)
Weiterhin wird die Abweichung bzw Bias von Beschleunigung ba, Drehrate bw sowie
Erdbeschleunigung bg als Systemzustamd mit abgeschätzt. Außerdem wird der Skalie-
rungsfehler (sfe) ebenfalls für den Beschleunigungssensor und Drehratensensor mit ab-
geschätzt.
2.2.2 Koppelnavigation
Bei der Koppelnavigation (en. Dead Reckoning) handelt es sich um eine bereits alte
Möglichkeit, einen nicht direkt messbaren Systemzustand zu berechnen. Der Haupt-
nachteil ist jedoch, dass sich die Messfehler, die unweigerlich auftreten, mit der Zeit
aufsummieren. Sie wurde schon früh in der Seefahrt eingesetzt um die aktuelle Position
zu bestimmen. Hierbei wurde aus der Messung von Fahrtrichtung, Geschwindigkeit und
vergangener Zeit die zurückgelegte Strecke berechnet. Dieses Prinzip wird ebenfalls in
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der Luftfahrt eingesetzt. Es bildet die einfachste Möglichkeit, um unabhängig von visuel-
len Referenzpunkten die aktuelle Position zu bestimmen. Für ein kinematisches System
bildet sich dabei
xe(t+ ∆t) = xe(t) + ve(t)∆t+Rebab∆t
2 + γe − coriolise (2.32)
ve(t+ ∆t) = ve(t) + (Rebab + γe − coriolise)∆t (2.33)
Reb(t+ ∆t) = Reb(t)ωib∆t− ΩieReb(t)∆t (2.34)
Hierbei sind xe(t) und Reb(t) die aktuellen Systemzustände in Form von Position und
Lage. Weiterhin hat das System eine aktuelle Geschwindigkeit ve, sowie die aktuellen
Sensordaten Drehrate ωib und Beschleunigung ab. Außerdem müssen die Drehrate der
Erde Ωie, die Erdbeschleunigung γe und die Coriolis Kraft in Folge der Erdrotation und
der Geschwindigkeit bekannt sein. Hiermit kann anschließend der Systemzustand für
den nächsten Zeitschritt bestimmt werden. Da es sich jedoch nur um eine Abschätzung
handelt, summieren sich die numerischen Fehler mit der Zeit auf, sodass der Fehler
wächst.
2.2.3 Kalman Filter
Der Kalman- oder auch Kalman-Bucy-Filter ist ein mathematisches Verfahren, um den
Systemzustand mithilfe von fehlerbehafteten Messungen iterativ zu bestimmen. Er wur-
de 1960 von R. E. Kalman entwickelt und findet heute in abgewandelter Form häufig
Anwendung in verschiedensten Regelanlagen. Er besteht dabei aus einem Vorhersage-
und einem Korrektur-Schritt. Diese werden nacheinander ausgeführt, wobei auch meh-
rere Vorhersageschritte nacheinander ausgeführt werden können, ohne einen Korrektur-
schritt. Der umgekehrte Fall ist jedoch nicht sinnvoll. Durch das abwechselnde Abschätzen
und Korrigieren des Systemzustands können zusätzlich Informationen über das System-
rauschen erlangt werden, was die Zustandsschätzung verbessert. [13] Zunächst muss der
Filter initialisiert werden. Wobei hier, ähnlich wie beispielsweise bei der Koppelnaviga-
tion, der ursprüngliche Systemzustand xk=0 bekannt sein muss.
xk=0 = x0 (2.35)
Pk=0 = P0 (2.36)
Weiterhin muss eine anfängliche Kovarianz Pk=0 bestimmt werden, diese beschreibt die
Standardabweichung der initialen Systemzustände. Anschließend wird die Prädiktion des
Systemzustandes durchgeführt.
x∗k = F xk−1 + Bk−1 uk−1 (2.37)
P∗k = F Pk−1 F
T + Qk−1 (2.38)
Dabei ist x∗k der vom vorherigen Systemzustand x̃k−1 geschätzte Systemzustand.
Fk−1 ist die Systemmatrix, die den Systemzustand vom Zeitpunkt k − 1 zum aktuellen
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Systemzustand propagiert.
Bk−1 uk−1 stellt den Einfluss der Störungen auf den Systemzustand dar.
P∗k ist die geschätzte Kovarianz des aktuellen Systemzustands.
Diese wird aufgrund von Prozessunsicherheiten Q verfälscht.
Wenn nun ein neuer Messwert zk vorliegt, kann der vorhergesagte Systemzustand





k (Hk Pk−1 H
T + R)−1 (2.39)
xk = x
∗
k−1 + Kk (zk −Hk x∗k−1) (2.40)
Pk = (I−KkHk)P̂k−1 (2.41)
Hierbei ist Hk die Beobachtungsmatrix, welche die Messwerte mit dem entsprechenden
Systemzustand verbindet. [17]
Aus der Messfunktion und den Kovarianzen wird die sogenannte Kalman-Gain-Matrix
Kk gebildet. Bei der Berechnung der Kalman-Matrix kommt die Kovarianz des Mess-
rauschens R hinzu. Mithilfe der Kalman-Matrix kann nun aus der Differenz zwischen
Messung und tatsächlicher Messung der vorhergesagte Systemzustand korrigiert werden.
Weiterhin kann mit der Kalman-Matrix auch die Systemkovarianz Pk korrigiert werden.
Für den Fall, dass die Varianzen nicht zeitabhängig sind, können diese auch nur zu
Beginn einmal abgeschätzt werden, und im weiteren Verlauf als konstant angenommen
werden.
Grundsätzlich liefert der Kalman Filter nur für lineare Funktionen eine gute Lösung,
weshalb es viele Erweiterungen ebenjenes gibt. Hierbei können sowohl die Systemfunk-
tion als auch die Messfunktion nichtlinear sein. Als Beispiele sollten hier der Extended
Kalman Filter oder der im Folgenden vorgestellte Unscented Kalman Filter angeführt
werden. Der Extended Kalman Filter basiert darauf, dass die nichtlinearen Funktionen
um den aktuellen Systemzustand linearisiert werden. Diese Linearisierung kann jedoch
bei höheren Nichtlinearitäten schnell zu instabilem Verhalten führen. Ein weiterer Nach-
teil des Extended Kalman Filters ist, dass für jeden Prädiktionsschritt die Jacobi-Matrix
berechnet werden muss. Da um einen neuen Punkt linearisiert werden muss und sich so-
mit auch die Jacobi-Matrix ändert.
2.2.4 Unscented Kalman Filter
Da im Folgenden nichtlineare Funktionen genutzt werden sollen, kann der gewöhnliche
Kalman Filter (2.2.3) nicht verwendet werden. Um die Problematik der Nichtlinearität
zu umgehen, wird nun der Unscented Kalman Filter vorgestellt, der von Julier und
Uhlmann entwickelt wurde. Er verwendet sogenannte Sigma Punkte, die mit Hilfe der
Unscented Transformation bestimmt werden und dann mit dem gleichnamigen Filter
in einen Fehlerzustand umgewandelt werden. [12] Der Name Unscented Kalman Filter
wurde dabei willkürlich gewählt und hat keine direkte Bedeutung.
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Unscented Transformation Um eine Zufallsverteilung mithilfe einer nicht linearen Funk-
tion zu transformieren wurde die Unscented Transformation entwickelt. [11] Die Unscen-
ted Transformation bietet die Möglichkeit, aus einem Mittelwert und einer Kovarianz eine
Menge an charakteristischen Punkten zu entwickeln. Diese sogenannten sigma-Punkte
können in nichtlineare Funktionen eingesetzt werden. Mithilfe dieser Referenzpunkte
können sowohl die tatsächlichen Werte als auch die entsprechenden Kovarianzen durch
die nichtlinearen Funktionen geführt werden, ohne dass sie linearisiert werden müssen.
Da hier im Gegensatz zu bekannten Monte-Carlo-Methoden keine zufälligen Punkte
verwendet werden, sondern diese nach einem speziellen deterministischen Algorithmus
ausgewählt werden. Der Vorteil ist hierbei, dass die sehr wenigen Punkte einen sehr ho-
hen Informationsgehalt haben, was dem Rechenaufwand zugute kommt. Hierbei ist x ein
n-dimensionaler Zufallsvektor, welche den Mittelwert x und die Kovarianz Pxx besitzt.
Diese lassen sich als eine Matrix X darstellen, die 2n +1 sigma-Vektoren beinhaltet.
Dabei lassen sich die sigma-Vektoren
X0 = x (2.42)
Xi = x + (
√
(n+ λ) + Pxx)i i = 1, ..., n (2.43)
Xi = x− (
√
(n+ λ) + Pxx)i−n i = n+ 1, ..., 2n (2.44)
und die dazugehörigen Gewichte
W
(m)
0 = λ/(n+ λ) (2.45)
W
(c)
0 = λ/(n+ λ) + (1− α





i = 1/(2(n+ λ)) i = 1, ..., 2n (2.47)
bestimmen, wobei Wmi das Gewicht für den entsprechenden Mittelwert und W
c
i das
Gewicht für die entsprechende Kovarianz ist. Hierbei ist λ der Skalierungsfaktor und als
λ = α2(n+ κ)− n (2.48)
definiert, wobei α die Verteilung der sigma-Punkte angibt und im Allgemeinen auf 1e−3
gesetzt wird. Der weitere Paramter κ wird in diesem Fall nicht benötigt und wird deshalb
auf 0 gesetzt. Zuletzt beschreibt β die Art der Verteilung von x. Da diese hier als
Gaußsche Normalverteilung angenommen wird, gilt hier β = 2.
Nachdem die sigma-Punkte nun bekannt sind, können diese in die nichtlineare Funktion
Yi = F(Xi) i = 1, .., 2n (2.49)
eingesetzt werden. Aus den errechneten Werten für Yi lassen sich mit den Gewichten die












i (Yi − y)(Yi − y)
T (2.51)
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Der hier gewählte Ansatz approximiert bei Gaußverteilungen Momente bis zur Dritten
Ordnung hinreichend genau. [11,25]
Unscented Kalman Filter Grundsätzlich ist die Struktur des Unscented Kalman Filters
der des normalen Kalman Filters sehr ähnlich, auch hier wird zunächst der aktuelle Sys-
temzustand mithilfe der Systemgleichung f berechnet. Der Unterschied ist nur, dass hier
im Gegensatz zum Kalman Filter die sigma Punkte in die Funktion eingesetzt werden.
Diese werden nach Gleichung 2.44 berechnet und anschließend mit den entsprechenden
Gewichten nach Gleichung 2.47 zur entsprechenden Kovarianz P umgewandelt.
















i − x∗)(X∗i − x∗)T (2.54)
Hierbei sind wie zuvor die vorausgesagten Zustände mit einem Stern gekennzeichnet.
Aus diesen geschätzten Systemzuständen können dann die entsprechenden Vorhersagen
für die Messwerte getroffen werden. Dabei wird wieder wie beim Kalman Filter vorge-
gangen. Der Unscented Kalman Filter unterscheidet sich in diesem Fall nur darin, dass
hier sigma in gamma Punkte transformiert werden. Diese sogenannten gamma Punk-











Im Folgenden kann nun die Kovarianz der gamma-Punkte bestimmt werden. Außerdem
wird die Kreuzkovarianz zwischen den transformierten sigma-Punkten sowie den gam-
ma-Punkten berechnet. Mithilfe der Kovarianz und der Kreuzkovarianz kann nun die



















Mit dieser kann anschließend der Korrekturschritt durchgeführt und die neue Kovarianz
der Zustandsschätzung berechnet werden.
xk = yk +K(zk − zk) (2.60)
Pk = P
∗ −KPKT (2.61)
Auch hier fällt wieder die starke Ähnlichkeit zum Kalman Filter auf. [12, 25]
2.3 Zustandsschätzung kinematischer Systeme
Im folgenden Kapitel wird die Zusammensetzung der verschiedenen Konzepte zur Fehler-
zustandsschätzung eines kinematischen Systems mit den entsprechenden Freiheitsgraden
vorgestellt.
Im Fall eines kinematischen Systems kann die Propagierung des Systemzustands über
die inertiale Navigation durchgeführt werden. Dieser driftbehaftete Zustand wird dann
mit deutlich verrringerter Frequenz mithilfe eines Fehlerzustandsschätzers korrigiert.
Dies hat mehrere Vorteile. Zunächst kann der aktuelle Systemzustand über die deut-
lich weniger rechenintensive inertiale Navigation berechnet werden, wodurch weniger Re-
chenressourcen benötigt werden. Dadurch kann die Berechnung deutlich höherfrequenter
durchgeführt werden und somit auch schnelle Systemänderungen noch mitverfolgen. Ein
weiterer Vorteil ist, dass bei Ausfall der Korrektur immernoch eine verschlechterte Po-
sitionsbestimmung vorhanden ist. [23]
Weiterhin können durch die nachträgliche Korrektur des Systemzustandes auch nicht
Abbildung 3: Überblick über einen Fehlerzustandsschätzer nach [1]
echtzeifähige Sensoren verwendet werden. Dies gilt im Speziellen für visuelle Sensoren.
Diese Korrektur geschieht dabei innerhalb der sogenannten History. Ein wichtiger Punkt
ist dabei, dass die Korrektur des Zustandes auch a-postiori geschehen kann, da die Mess-
werte der Trägheitsnavigation in der History gespeichert werden. Hierzu wird innerhalb
der History, von der aktuellen Berechnungsposition des Fehlerzustandsschätzers aus, die
inertiale Navigation mit den bereits vorliegenden Messwerten noch einmal durchgeführt,
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Abbildung 4: Prinzipbild der Fehlerkorrektur des Errorestimator
woduch die aktuelle Position in korrigierter Form vorliegt. [23]
Einen Überblick über die Zusammensetzung des Fehlerzustandsschätzers gibt dabei Ab-
bildung 3. Hierbei ist der hochfrequente INS-Teil mit History in orange dargestellt und
die Sensorfusion mit Fehlerzustandsschätzer in blau.
Die unterschiedlichen Frequenzen von Fehlerkorrektur und inertialer Navigation sind gut
in dem exemplarischen Verlauf der Positionslösung in Abbildung 4 zu sehen. Hierbei ist
der grüne Graph der wahre Systemzustand, während es sich bei der roten Linie um die
geschätzte Positionslösung handelt. Hier ist der Sensordrift der inertialen Navigationsehr
gut zu sehen, welcher in diesem Fall alle zwei Sekunden korrigiert wird.
Im Weiteren soll näher auf den Fehlerzustandsschätzer eingegangen werden. Da es sich
bei dem hier beschriebenen Filter um einen Fehlerzustandsschätzer handelt, werden die
Fehler der Zustände sowie deren Änderungsraten als Systemgrößen genutzt. Somit erge-
ben sich die Fehlergrößen zu
δX =
[
δX δv Re2e ba bw sfea sfew bg
]T
. (2.62)
Die Abschätzung des eigentlichen Fehlers basiert dabei auf dem zuvor vorgestellten Un-
scented Kalman Filter [1].
Um die Funktionalität des UKF herzustellen müssen die Systemfunktion f sowie die
Messfunktion H definiert werden. Dabei handelt es sich bei der Systemfunktion F um
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die Fehlerfortpflanzung der Trägheitsnavigation.
dδXe = δVe (2.63)
dδVe = (Re2e − I) ∗Rb2e ∗ abias +Re2e ∗Rb2e ∗ abias
+ γ(Xe + δXe)− γ(Xe) + γbias − 2ωie × (δVe) (2.64)
dRe2e = Re2e ∗ (Rb2e ∗Wbias ∗RTb2e + Ωie)− Ωie ∗Re2e (2.65)
Hierbei werden jeweils zunächst die Änderungsraten der Fehlerzustandsgrößen bestimmt.
Anschließend müssen diese integriert werden, um die tatsächlichen Fehlerzustände zu
erhalten.
δXe = δXe + dδXe ∗ dt (2.66)
δve = δve + dδve ∗ dt (2.67)
Re2e = Re2e + dRe2e ∗ dt (2.68)
(2.69)
Weiterhin muss die entsprechende h-Funktion noch definiert werden. Diese ist allerdings
stark von den verwendeten Sensoren abhängig, weshalb an dieser Stelle noch keine all-
gemeine Definition der h-Funktion gegeben werden kann.
2.4 Sensoren
Im Folgenden werden die verschiedenen genutzten Sensoren vorgestellt.
2.4.1 Globales Navigationssatellitensystem
Die absolute Position und Geschwindigkeit kann auf der Erde mithilfe eines der Globalen
Navigationssatellitensysteme bestimmt werden. Hierbei wird von den Satelliten konti-
nuierlich ein Signal ausgesendet, das vom Empfänger entsprechend ausgewertet werden
kann. Dabei gibt es vier funktionsfähige, unabhängige Globale Systeme,
• Global Positioning Network (GPS) der USA
• GLONAS der Russischen Förderation
• Galileo der Europäischen Union
• Beidou der Volksrepublik China
Weiterhin betreiben sowohl Japan als auch Indien ein regionales Navigationssatelliten-
system. Diese dienen dazu, die Genauigkeit des amerikanischen GNSS Systems lokal zu
verbessern [20].
Ein Satellitennavigationssystem basiert dabei auf drei Untergruppen, dem Weltraum-
segment, welches die Satelliten des Systems beinhaltet, dem Kontrollsegment, welches
für das Hochladen und Korrigieren der Signale zuständig ist, und dem Nutzersegment,
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Abbildung 5: Überblick über die GPS Segmente [3]
welches die letztendliche Nutzung darstellt. Die Satelliten senden dabei kontinuierlich
die Uhrzeit, sowie Informationen zur Fehlerkorrektur und den Almanach mit einer Liste
aller Satelliten und ihrer Orbits. Da die Berechnung der Position auf der Laufzeitbe-
rechnung zwischen Satellit und Empfänger basiert, müsste die Uhrzeit des Empfängers
bis auf wenige Nanosekunden genau bekannt sein. Da dies nicht gewährleistet sein kann,
muss neben den drei translatorischen Freiheitsgraden die aktuelle Uhrzeit ebenfalls mit
abgeschätzt werden, womit sich ein Gleichungssystem mit vier Unbekannten bildet. Des-
halb werden zur Positionsbestimmung auch immer mindestens vier Satelliten im Sichtfeld
benötigt. [3] Mithilfe dieser Signale wird somit die aktuelle Position im ECEF Koordi-
natensystem xE bestimmt.
Geschwindigkeit Mithilfe der aktuellen Position sowie einer vergangenen Position und
dem Zeitschritt zwischen diesen beiden, kann die Änderungsrate bestimmt werden, und





Hierbei hängt die Präzision der geschätzten Geschwindigkeit sowohl von der Positions-
genauigkeit als auch von der Größe des Zeitschritts ∆t ab. Eine weitere Möglichkeit
zur Bestimmung der aktuellen Geschwindigkeit ist, die Dopplerverschiebung der GNSS
Signale zu untersuchen. Da die Geschwindigkeit der Satelliten aus dem Almanach ab-
gelesen werden kann, kann somit die Relativgeschwindigkeit zu den einzelnen Sensoren
bestimmt werden, und damit die eigene Geschwindigkeit.
2.4.2 Sternenverfolger
Die absolute Orientierung gegenüber dem Inertialsystem Ri2b kann zum Beispiel mithil-
fe eines Sternenverfolgers gemessen werden. Hierbei wird mithilfe eines Bildsensors ein
Bild des Nachthimmels erstellt, und durch die Lage der Sterne im Bild kann anschlie-
ßend die Lage im System bestimmt werden. Ein Prinzipbild ist dabei in Abbildung 6
zu sehen. Dabei handelt es sich um einen modernen Sternenverfolger, bestehend aus
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der Bildhardware und der Auswertungshardware. Die Bildhardware dient dazu, das Bild
zu generieren und besteht aus Blendschutz, verschiedenen Linsen und dem Bildsensor.
Demgegenüber steht die Auswertungshardware, die zur Auswertung der Bilder genutzt
wird. Diese besteht aus einem Microcomputer und verschiedenen Datenbanken. Hier-
bei konnten frühe Sensoren nur einzelne Sterne verfolgen, womit nur unter Kenntnis
der aktuellen Position eine genaue Lagebestimmung möglich war. Im Gegensatz dazu
beinhalten heutige Sternenverfolger dank moderner Technik vollständige Sternenkatalo-
ge und können somit direkt die Lage bestimmen. Hierbei wird in zwei unterschiedlichen
Abbildung 6: Schema eines Automatischen Sternenverfolgers nach [15]
Modi vorgegangen. Zunächst wird die initiale Lage bestimmt, danach muss diese weiter
verfolgt werden. Die Bestimmung der initialen Lage kann dabei einige Sekunden in An-
spruch nehmen, während die weitere Verfolgung der Lage im Bereich von einigen Hertz
durchgeführt werden kann. Dabei treten verschiedene Fehler auf. Diese wurden jedoch
im Rahmen dieser Arbeit nicht näher abgeschätzt und finden daher hier keine nähere
Betrachtung. Allgemein werden Fehler des Sternensensors als Gaußverteilung um den
tatsächlichen Messwert angenommen. Darüberhinaus können noch weitere Fehler bei
der letztendlichen Messung durch verschiedene Lichtstörungen wie zum Beispiel Reflek-
tionen hinzukommen. [15]
2.4.3 Magnetometer
Das Magnetometer bietet eine Möglichkeit das lokale Magnetfeld der Erde zu messen.
Hierbei ist der integrierte Hall-Effekt-Sensor der häufigste, da er sehr robust gegenüber
äußeren Kräften ist. Weiterhin hat er Vorteile bei Größe und Preis. [10] Bei der Messung
mit ihm treten ebenfalls Fehler auf,
• Fehlausrichtung
• Störung durch Magnetische Stoffe im Umfeld
• Produktionsfeler des Sensors
• Rauschen .
Da aus dem gemessenen Magnetfeld eine Lage bestimmt werden soll, muss das Ma-
gnetfeld an der aktuellen Position bekannt sein. Da es sich beim Magnetfeld der Erde
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nicht um einen einfachen Dipol handelt, gibt es verschiedene Modelle. Die bestimmenden
Größen des Modells sind hierbei Inklination, Deklination sowie Intensität. Diese Parame-
ter ändern sich allerdings mit der Zeit und sind ortsabhängig. Das meistgenutzte Modell
ist dabei das World Magnetic Model des amerikanischen National Geospatial-Intelligence
Agency (NGA) und bem britischen Defence Geographic Centre (DGC) herausgegeben.
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Abbildung 7: Überblick über das Erdmagnetfeldmodel 2020
werden die Parameter des Modells durch sich aktualisierende Koeffizientenlisten darge-
stellt. Mit ihrer Hilfe kann daraufhin ein lokales Magnetfeld im NED Koordinatensystem
gebildet werden.
BN = f(xe, t) (2.71)
Aus diesem kann anschließend zum Beispiel die aktuelle Lage bestimmt werden.
2.4.4 Optische Messungen
Eine weitere Art der Sensoren sind optische Sensoren wie Kameras und Lidare. Aus
diesen kann mithilfe der Algorithmen der visuellen Odometrie die relative Position be-
stimmt werden. Hierbei wird mithilfe von aufeinander folgenden Kamerabildern die Lage
beziehungsweise Positionsänderung bestimmt. Klassischerweise wird dabei merkmalfo-
kussiert vorgegangen, sodass verschiedene Merkmale von einem zum nächsten Bild ver-
folgt werden. Anschließend wird aus der Bewegung dieser Merkmale die entsprechende
Positionsänderung bestimmt. [2]
relative Postion Bei der relativen Position handelt es sich dementsprechend um eine Po-
sitionsdifferenz zwischen zwei Zeitpunkten. Dabei wird zum aktuellen Zeitpunkt immer
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Abbildung 8: Relative Änderung der Position
die Strecke vom letzten Zeitpunkt zum aktuellen genutzt.
∆Xt = Xt −Xt−1 (2.72)
Da diese Art der Messwerte stark von der Lage der visuellen Sensoren abhängig ist,
werden die Messwerte allgemein im sensorfesten Koordinatensystem angegeben. Da die
Transformation vom sensorfesten in das körperfeste Koordinatensystem bekannt sein




In diesem Kapitel werden die allgemeinen Umgebungen der Bachelorarbeit beschrie-
ben. Hierbei werden zunächst die genutzten Entwicklungsumgebungen vorgestellt. An-
schließend wird das sogenannte Navigation Framework beschrieben, welches in dieser
Arbeit erweitert wurde. Zuletzt wird dann die dazugehörige Testumgebung mit ihren
Möglichkeiten und Limitationen thematisiert.
3.1 Entwicklungsumgebung
Im folgenden Abschnitt werden die beiden genutzten Entwicklungsumgebungen vorge-
stellt, die während dieser Bachelorarbeit genutzt wurden.
3.1.1 Codeblocks
Bei Codeblocks (Code::Blocks) handelt es sich um eine quelloffene, freie Entwicklungsum-
gebung, die für die Hochsprachen C und C++, sowie für FORTRAN entwickelt wurde.
Hierbei können einzelne Projekte in eine Arbeitsumgebung (Workspace) eingebunden
Abbildung 9: Überblick über Code::Blocks
werden. Daduch können einfache Abhängigkeiten zwischen den einzelnen Programmtei-
len oder auch externen Projekten erstellt werden. Weiterhin beherrscht Codeblocks die
klassischen Features moderner Entwicklungsumgebungen, wie Syntax Highlighting und
centext basierter, automatischer Wortvervollständigung. Als Compiler wurde während
der Entwicklung der Visual C++ Compiler in der Version von 2008 verwendet.
3.1.2 Matlab
Bei Matlab handelt es sich um ein kommerziell vertriebenes Computeralgebra System,
das vornehmlich zur Lösung verschiedener numerischer Probleme entwickelt wurde. Es
besteht zum einen aus der Allgemeinen Algebra Umgebung, die speziell zur Lösung von
numerischen Problemen genutzt werden kann. Zum anderen bildet es die Grundlage für
Simulink, eine datenflussorientierte Simulationsumgebung.
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Abbildung 10: Überblick über Matlab
Simulink Bei Simulink handelt es sich um eine Simulationsumgebung, die mithilfe von
graphischen Blöcken programmieren lässt. Diese Blöcke können dabei verschiedenste
Funktionen beinhalten. Weiterhin lassen sich komplexere Modelle hierarchisch als Block
in anderen Modellen einbinden. Dabei müssen die Ein- und Ausgangsparameter der
Blöcke spezifiziert werden.
sFunction Die sogenannten sFunctions bilden eine Möglichkeit, externe Algorithmen in
Simulink Simulationen einzubinden. Dies hat den Vorteil, dass verschiedene Programm-
teile als einzelne Module in die Simulink Simulation eingebaut werden können. Somit
wird die Kommunikation zwischen den einzelnen Modulen stark vereinfacht. Ein wei-
terer Vorteil ist dabei die Flexibilität auch verschiedene andere Programmiersprachen
mit einzubinden, wobei hier vor allem C++ sowie FORTRAN unterstützt werden. Die
sFunctions bilden dabei die Schnittstelle zwischen dem Programm und der Simulati-
on. Dafür werden in ihnen die verschiedenen Ein- und Ausgänge des Blocks und die
Initialisierungswerte festgelegt.
Grafiken Matlab bietet verschiedene Möglichkeiten, um sowohl zwei- als auch dreidimen-
sionale Grafiken zu erstellen. Die Grundfunktionen sind dabei bereits vorhanden. Diese
wurden der später vorgestellten Testumgebung genutzt, um die verschiedenen System-
zustände direkt anzeigen und auswerten zu können.
3.2 ATONTasking
Beim ATONTasking System handelt es sich um ein datenflussorientiertes Framework,
ähnlich zur Simulink Umgebung. In diesem System können verschiedene Einzelmodu-
le eingebunden werden, die die entsprechenden Daten verarbeiten. Diese können dabei,
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ähnlich wie die Blöcke in Simulink verschiedenste Funktionen und Komplexitäten an-
nehmen. Eine Möglichkeit ist dabei auch, dass die Daten direkt in einem Logger ab-
gespeichert werden können. Diese können bei der im Folgenden vorgestellten Playback
Simulation genutzt werden.
3.3 Navigation Framework
Beim sogenannten Navigation Framework handelt es sich um ein Modul, das in das
ATONTasking Framework eingebunden werden kann, das wiederum die Zustandsbe-
stimmung zum Ziel hat. Es besteht aus einem hochfrequenten Inertialnavigationsteil und
einem niedrigfrequenten Fehlerzustandsschätzer. Die Hauptfunktion ist die optische Na-
vigation, welche z.B. auch bei fehlender GNSS Abdeckung genutzt werden kann. Es be-
steht aus vier Kernbausteinen, dem Sensorpool, der History sowie dem Zustandsschätzer,
bestehend aus einem INS Algorithmus und einem Fehlerzustandsschätzer.
Sensorpool Der Sensorpool bildet eine der wichtigsten Klassen des Frameworks, in ihm
werden sämtliche Sensordaten mit dem gleichen Zeitstempel abgespeichert. In ihm wer-
den weiterhin die entsprechenden Messvektoren sowie ihre Kovarianzen gebildet.
History Die History Funktion beinhaltet die Funktionalität, den berechneten System-
zustand für einen gegebenen Zeitraum zu speichern. Außerdem wird für den Fall, dass
ein neuer Fehlerzustand vorliegt, in ihr der aktuelle Systemzustand korrigiert.
Inertiale Navigation Die Inertiale Navigation beinhaltet die Implementierung eines In-
ertial Navigation Systems, zum Beispiel in Form eines Euler Integrators wie er in Ka-
pitel 2.2.2 vorgestellt wurde. Dieser wird zum Propagieren des Systemzustands ge-
nutzt. Weiterhin wird hiermit im Falle eines in der Vergangenheit laufenden Fehler-
zustandsschätzers dieser auf die aktuelle Position propagiert.
Fehlerzustandschätzer In diesem Modul befindet sich der Fehlerzustandsschätzer in Form
eines Unscented Kalman Filters wie er in Kapitel 2.3 vorgestellt wurde. Dieser wird je-
weils aufgerufen, falls neue Sensordaten vorliegen, um dann einen neuen Fehlerzustand
zu generieren. Dabei werden jeweils die neuesten Sensordaten aus dem Sensorpool ent-
nommen und verarbeitet.
Weiterhin kommen einige externe Programmteile zum Einsatz. Dabei handelt es sich
zum einen um das Magnetfeldmodell, das die Parameter des WorldMagneticModel in
einen lokalen Magnetfeldvektor umrechnet, und zum anderen um die sFunktions. Diese




Bei dem so genannten NavigationFramework Simulink Testing Enviroment handelt es
sich um eine Simulink Testumgebung, in der das NavigationFramework getestet werden
kann. Grundsätzlich besteht es aus den folgenden Teilen:
• Generierung der Trajektorie
• Generierung des Zustandsvektors
• Simulation der Sensordaten
• Emulation optischer Sensoren inklusive Feature Tracking
• Berechnung der Systemzustände
• Erstellen der Auswertungsgraphen
Diese sind abgesehen von der Erstellung der Graphen in Abbildung 11 zu sehen. Für
diese Testumgebung können verschiedenste Parameter festgelegt werden. Da die Ge-
samtheit der Parameter zu groß ist, wird hier nur auf die im weiteren Verlauf genutz-
ten Parameter eingegangen. Eine wichtige Eigenschaft der Testumgebung ist, dass die
Zustandsschätzung so lange unterbrochen wird bis die zu dem Zeitsstempel gehörigen
Messwerte vorliegen. Dies führt dazu, dass die Simulation nicht in Echtzeit läuft.
Abbildung 11: Überblick über das Navigation Testing Framework
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Abbildung 12: Beispiel einer Lissajous Figur mit Frequenzverhälnis 2:1
3.4.1 Generierung der Trajektorie
Zunächst werden mithilfe von Sinusfunktionen sogenannte Lissajous-Figuren gebildet,
die sich jeweils durch eine Sinusfunktion in die jeweilige Koordinatenrichtung auszeich-
nen. Diese Figuren bilden die abgeflogene Trajektorie im NED Koordinatensystem.
XN = X
0
N +AN ∗ sin(FN ∗ t+ PN ) (3.1)
XE = X
0
E +AE ∗ sin(FE ∗ t+ PE) (3.2)
XD = X
0
D +AD ∗ sin(FD ∗ t+ PD) (3.3)
Wobei für jede der Sinusfunktionen jeweils die Nulllage X0, eine Amplitude A, eine Fre-
quenz F und eine Phasenverschiebung P definiert werden kann. Da sich die Sinusfunk-
tionen analytisch differenzieren lassen, können somit die Geschwindigkeit vNED sowie
die Beschleunigung aNED im NED Koordinatensystem einfach berechnet werden.
3.4.2 Generierung des Zustandsvektors
Im nächsten Abschnitt werden aus der gegebenen Trajektorie sämtlche Positionen, Ge-
schwindigkeiten, Beschleunigungen, Lagen sowie Drehraten berechnet. Darüberhinaus
werden die entsprechenden Koordinatensystem-Transformationen durchgeführt, sodass
diese Zustände in weitestgehend allen in Kapitel 2.1.1 vorgestellten Koordinatensystemen
vorliegen, siehe Tabelle 1. Hierbei wird die Lage unter der Annahme eines Coordinated
Turns berechnet. Ein Coordinated Turn ist dabei der Kurvenflug, bei dem der Beschleu-
nigungsvektor in y-Richtung im Körperfesten Koordinatensystem genau Null ist. Aus







Tabelle 1: Überblick über die Systemzustände
3.4.3 Simulation der Sensordaten
In der Simulation der Sensordaten werden die Sensordaten aus den damit korrelierten
Systemzuständen generiert. Hierbei liegen sämtliche Sensoren als einzelne Blöcke vor, in
denen die berechneten Systemzustände um die definierten Fehler verfälscht werden. Wo-
bei neben den aus der Luftfahrt bekannten Sensoren wie Beschleunigungsmesser, Gyro,
Höhenmesser, Kompass und GNSS auch absolute Sensoren von Position, Geschwindig-
keit, Beschleunigung, Lage und Drehrate implementiert sind. Weiterhin werden hier auch
Größe Sensor
Position GNSS
Geschwindigkeit Pitot Rohre, Indirekt über GNSS, visuelle Odometrie
Beschleunigung Accelerometer,
Lage Magnetfeldsensor, Sternensensor, Visuell
Drehrate Gyro, visuelle Odometrie
Tabelle 2: Übersicht der Systemgrößen und der zugehörigen Sensoren
die relativen Messwerte von Position und Lage simuliert.
Dabei können die folgenden Fehlertypen für die IMU definiert werden:
• Sensor Bias (Bias)
• Dead Zone
• Scale Factor Error (SFE)
• Messungenauigkeit bzw. Rauschen
Dabei werden die Sensoren nach folgendem Schema verfälscht
Z = SFE ∗ Ztrue +Bias+Rauschen. (3.4)
Somit wird der wahre Wert zunächst um den Skalierungsfaktor verfälscht, anschließend
werden Bias und Rauschen hinzuaddiert. Beim Rauschen handelt es sich um eine Gauß-
verteilung mit der entsprechenden Standardabweichung. Da das Framework bereits auf
Flughardware getestet wurde, werden hier die durch die verbaute IMU festgelegten Pa-
rameter verwendet. [9] Für die weiteren Sensoren kann jeweils die Sensorvarianz und
eine Ausgangsverzögerung definiert werden.
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3.4.4 Berechnung der Systemzustände
Im folgenden Block ist das Navigation Framework als Funktion eingebunden. Somit
wird hier aus den gegebenen Sensorwerten der Zustandsvektor geschätzt. Da das Navi-
gationFramework die Systemzustände nur in einem Koordinatensystem ausgibt, werden
anschließend noch die Zustände in den anderen Koordinatensystemen berechnet.
3.4.5 Erstellen der Auswertungsgraphen
Als letzte Teilfunktion werden die generierten Daten automatisch graphisch aufgear-
beitet und angezeigt. Hierbei können nicht nur die Daten aus der Simulation genutzt
werden. Es können auch die Daten, die mithilfe der Logging Funktionalität des ATON-
Tasking Frameworks aufgezeichnet wurden, graphisch dargestellt werden. Hierbei ist es
unerheblich, ob die Daten durch die im Folgenden vorgestellte Playback Simulation auf-
gezeichnet wurden oder aus einem realen Flugversuch stammen. Die Daten werden dabei
zunächst eingelesen. Da aber nicht alle Werte in den Protokollen vorhanden sind, wer-
den sie teilweise noch in die entsprechenden Koordinatensysteme transformiert. Hiermit
können sämtliche in Tabelle 1 vorgestellten Systemgrößen dargestellt werden. Weiter-
hin können einige spezielle Größen wie die Fehlerzustände oder die einzelnen Messwerte
dargestellt werden. Ein Beispiel für die Fehlergröße der Position ist in Abbildung 13 zu
sehen. Hierbei ist X − X̂ jeweils der tatsächliche Fehler, δX der geschätzte Fehler. Wei-
terhin ist die vom Unscented Kalman Filter abgeschätzte dreifache Standardabweichung
als 3σ ebenfalls dargestellt, da der Zustand mit einer Wahrscheinlichkeit von 99, 73%
innerhalb dieser Umgebung um den Messwert liegen sollte.
Abbildung 13: Beispiel des Positionsfehlers
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3.5 Playback Simulation
Die Playback oder Prozessor-in-a-Loop Simulation bietet die Möglichkeit, neue Funktio-
nen direkt mit echten Messdaten zu testen. Dies hat gegenüber dem Test Framework
den Vorteil, dass die Daten wie im Flug nicht perfekt synchronisiert sind. Dabei werden
die Messdaten aus vorherigen Flugversuchen, welche mit Zeitstempeln versehen sind, zu
den korrespondierenden Zeitpunkten an das Framework gesendet. Dadurch können die
in-flight Bedingungen sehr genau nachgebildet werden. Ein weiterer Vorteil ist, dass die
Daten direkt vom logging-tool des Frameworks eingelesen werden können und es somit
keiner Konvertierung bedarf. Da es sich um die Wiedergabe von tatsächlichen Zuständen
handelt, kann die Simulation nur in Echtzeit laufen. Damit ist sie schneller als die Simu-
link Umgebung. Anschließend können die Daten ebenfalls in Matlab eingelesen werden
und dieselben Graphen wie mit der Simulink Umgebung erstellt werden.
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4 Implementierung
Im Folgenden werden die Implementierungen der verschiedenen Sensoren vorgestellt.
Hierbei wird zunächst in den Abschnitten 4.1 und 4.2 das allgemeine Vorgehen beschrie-
ben und anschließend die einzelnen Sensoren implementiert. Da der Grundaufbau des
Unscented Kalman Filters bereits implementiert war, mussten hier nur die Generierung
der entsprechenden Messwerte und die Abschätzung der dazugehörigen Messunsicherhei-
ten vorgenommen werden. Außerdem musste die Generierung der geschätzten Messwerte
innerhalb der h-Funktion für die einzelnen Sensoren implementiert werden. Dies wird im
Folgenden für die einzelnen Sensoren durchgeführt.
4.1 Sensordaten
Zunächst muss für jeden der Sensoren die Generierung des Messvektors erweitert werden.
Dabei wird erst der Messvektor nach der entsprechenden Bildungsvorschrift gebildet, und
dieser dann in den Gesamtmessvektor übertragen. Die einzelnen Messwerte haben jeweils
die Dimension n, wobei sich sämtliche der im Folgenden genutzten Sensoren aus jeweils
drei unabhängigen Messgrößen zusammensetzen und daher dreidimensional sind. Somit








wobei z0 . . . za die einzelnen Messvektoren sind.
Die Generierung der einzelnen Messvektoren soll im Folgenden am Beispiel der bereits
implementierten Position im ECEF Koordinatensystem vorgestellt werden. In Anleh-
nung an diese wurden anschließend die neuen Sensoren implementiert.
za = zPosition = XPosition −X∗Position. (4.2)
Wobei za immer der jeweilige generierte Messwert im Fehlerzustandsraum ist. Weiterhin
ist X der tatsächliche absolute Messwert und X∗ der geschätzte absolute Systemzustand.
Außerdem müssen die Messungenauigkeiten der einzelnen Messungen ebenfalls in
eine Gesamtmatrix übertragen werden. Dabei sind die einzelnen Kovarianzen Ra jeweils








. . . 0
0 . . . 0 Ra
 (4.3)
Die Dimension der Gesamtunsicherheit ist von der Menge an aktiven Sensoren abhängig.
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4.2 Messfunktion
Im Rahmen der Messfunktionen werden aus den, mithilfe der Systemfunktion geschätzten,
Systemzuständen die dazugehörigen Messwerte berechnet. Hierbei handelt es sich ent-
sprechend um eine Art umgekehrte Messfunktion. Weiterhin müssen die einzelnen in der
h-Funktion geschätzten Sensorwerte in den Gesamtmessvektor z∗ übertragen werden.








allerdings diesmal für sämtliche gamma-Punkte i. Ebenfalls am Beipiel der Fusion der





Hierbei fällt auf, dass der Systemzustand der Position dem damit korrelierenden Mess-
wert entspricht, sodass hier keinerlei weitere Transformation benötigt wird.
4.3 Geschwindigkeit
Zunächst wird die Geschwindigkeit implementiert. Da diese im ECEF Koordinatensys-
tem genutzt werden soll, kann hier ähnlich wie bei der bereits implementierten Position
vorgegangen werden. Hierbei muss zunächst die Umwandlung vom Zustandsraum in
den Fehlerzustandsraum der Messwerte vorgenommen werden, weiterhin muss die Ko-
varianzmatrix der Messunsicherheit in die Gesamtmessunsicherheitsmatrix übertragen
werden. Anschließend muss die h-Funktion um eine Umwandlung der transformierten
sigma-Punkte in die gamma-Punkte erweitert werden.
4.3.1 Sensordaten
Zunächst muss aus den entsprechenden Messwerten der gemessene Fehlerzustand gene-
riert werden.
za = zgeschwindigkeit = Xgeschwindigkeit −X∗geschwindigkeit. (4.6)
Hierbei wird vom gemessenen Systemzustand X der geschätzte Systemzustand X∗ abge-
zogen. Diese Differenz bildet den gemessenen Fehlerzustand zgeschwindigkeit. Dieser dient
im weiteren Verlauf als Messwert der Fehlerzustandsgröße dXgeschwindigkeit. Da aller-
dings ein Gesamtmessvektor gebildet werden muss, muss der Messvektor za noch in den
Gesamtmessvektor z eingebracht werden. Weiterhin muss die Messunsicherheit R in die
zusammengesetzte Gesamtunsicherheit übertragen werden.
Ra = RGeschwindigkeit (4.7)
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Für den Fall, dass nur der Geschwindigkeitssensor aktiv ist, entspricht die Gesamtmatrix
R der Matrix der Messunsicherheit RGeschwindigkeit.
4.3.2 Messfunktion





Bei der Generierung der gamma-Punkte Zi.Geschwindigkeit fällt auf, dass diese einem Sys-
temzustand entsprechen und somit nicht weiter transformiert werden müssen.
Aus diesen kann dann die Kalmanmatrix berechnet werden und somit der Fehlerzu-
stand korrigiert werden.
4.4 Lage im Inertialsystem
Bei der Lage im Inertialsystem wird die Lage relativ zum sich nicht mitdrehenden Ko-
ordinatensystem im Erdmittelpunkt (ECI) bestimmt. Da es sich um einen Lagefeh-
ler handelt, ist der Systemzustand dX definiert als Re2e bzw selbiges als AngleAxis.
Grundsätzlich muss dabei innerhalb der h-Funktion eine Transformation der sigma-
Punkte vom Erdfesten in das Inertiale Koordinatensystem vorgenommen werden. Da
diese Transformation jedoch vom eigentlichen Systemzustand, der Lage im ECEF Ko-
ordinatensystem, unabghängig ist, kann die entsprechende Transformation bereits im
Sensorpool durchgeführt werden.
4.4.1 Sensordaten
Grundsätzlich lässt sich der Lagefehler nach dem folgenden Schema bestimmen.




Dabei ist Qb2e der entsprechende Messwert, und Q
∗
b2e der geschätzte Systemzustand. Da
die Lage jedoch im ECI Koordinatensystem vorliegt, muss sie zunächst in das ECEF
Koordinatensystem transformiert werden. Entsprechend muss der Messwert noch mit
einer Rotation vom ECI in das ECEF Koordinatensystem multipliziert werden. Damit
lässt sich der Fehlerzustand bestimmen zu
Q∗b2e = Qe2i ∗Qe2e ∗Qb2e (4.11)
Qe2e = Q
∗
b2e ∗QTb2i ∗Qe2i. (4.12)
Q∗b2e ist dabei der geschätzte Systemzustand, und Qb2i ist die Messung der Lage im In-
ertialsystem. Die Rotation zwischen Inertialsystem und Erdfestem Koordinatensystem
erfolgt dabei nach 2.1.2. Da die rotatorischen Systemzustände alle als Rotationsachsen
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Wobei auch hier das eigentliche Rotationsquaternion in eine Rotationsachse s und einen
Winkel w aufgeteilt werden kann. Nach dieser Umwandlung muss dieser Vektor noch in
den Gesamtmessvektor übertragen werden.
za = zLage = ωe2e (4.14)
Da die Kovarianz der Messung auch im ECI Koordinatensystem vorliegt, muss diese
ebenfalls noch ins ECEF Koordinatensystem transformiert werden. Dies geschieht wie
bereits vorgestellt nach
Ra = RECEF = Ri2e ∗RECI ∗RTi2e. (4.15)
Wobei R hier die Kovarianzen in den entsprechenden Koordinatensystemen und R die
Rotationen zwischen den Koordinatensystemen angibt. Anschließend wird die Kovarianz
ähnlich der Geschwindigkeit an der entsprechenden Stelle in die Gesamtkovarianzmatrix
geschrieben.
4.4.2 Messfunktion
Da die Messgröße jetzt der Lage im ECEF Koordinatensystem entspricht, muss diese
innerhalb der h-Funktion nicht mehr weiter transformiert werden, sondern es kann direkt






Im Folgenden wird die Implementierung des Magnetfeldsensors erklärt. Da es sich hierbei
um keinen der Systemzustände handelt, hätte die Betrachtung als Fehlerzustand keinen
Vorteil. Somit wurde dieser als absoluter Messwert übertragen und nicht als Fehlergröße.
4.5.1 Sensordaten
Der Übersicht halber wurden im Folgenden aber die selben Bezeichnungen verwendet.
za = zMagnetfeld = XMagnetfeld (4.17)
Damit kann auch die Kovarianz der Messung direkt in die Gesamtmatrix übertragen
werden
Ra = RMagnetfeld. (4.18)
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4.5.2 Messfunktion
Allerdings ist die Generierung der vorausgesagten Messwerte ungleich komplexer. Zunächst
muss hierbei aus der aktuellen Position und Uhrzeit der lokale Magnetfeldvektor im NED
Koordinatensystem bestimmt werden. Dies kann unter anderem mithilfe des in Kapitel
2.4.3 vorgestellten World Magnetic Model geschehen. Eine andere Alternative für erste
Tests ist, zunächst ein konstantes Magnetfeld anzunehmen. Dies hat den Vorteil, dass
der Einfluss der Position auf die Lagebestimmung nicht mehr vorhanden ist. Allerdings
kann dieses nur für lokale Tests genutzt werden. Im Folgenden soll daher der lokale Ma-
gnetfeldvektor an der aktuellen Position bestimmt werden. Da die lokale Änderungsrate
des Magnetfeldes jedoch sehr gering ist, kann das lokale Magnetfeld mit der geschätzten
Position bestimmt werden. Somit muss der Magnetfeldvektor nicht für jeden sigma-
Punkt einzeln berechnet werden. Weiterhin hat dies den Vorteil, dass die Magnetfeldbe-
stimmung unabhängig vom Positionsfehler ist. Der so generierte Magnetfeldvektor muss
anschließend in das BFF Koordinatensystem transferiert werden. Hierzu muss zunächst




Bei Xi,Rotation handelt es sich dabei um den korrigierten Zustand. Dabei wird jeweils der
unkorrigierte TrueState mit den entsprechenden sigma-Punkten korrigiert. Die Rotation
von NED ins ECEF Koordinatensystem wird dabei ebenfalls aus der geschätzten Position
ohne sigma-Punkte berechnet. Daraus werden im Anschluss die entsprechenden gamma-
Punkte generiert.
Z∗i,Magnetfeld = Ri,n2b ∗B(X∗Position) (4.20)
4.6 Relative Position
Im Folgenden soll die Fusionierung der relativen Position implementiert werden. Da es
sich auch hier um keinen der Systemzustände handelt, wird auch dieser nicht in den
Fehlerzustand übertragen, sondern in Form des tatsächlichen Zustandes übertragen. So-
mit muss auch hier zunächst der Messwert in den Gesamtmessvektor übertragen wer-
den, sowie die Kovarianz in die Gesamtmessunsicherheitsmatrix. Anschießend folgt die
Transformation innerhalb der h-Funktion, bei welcher aus jeweils zwei Positionen mit
bestimmtem zeitlichen Abstand die relative Position berechnet wird.
4.6.1 Sensordaten
Zunächst muss hier wie bei den vorherigen Sensoren ebenfalls der Messvektor in den
Gesamtvektor übertragen werden.
za = zRelativePosition = XRelativePosition (4.21)
Darüberhinaus muss die Kovarianz in die Gesamtmessunsicherheitsmatrix übertragen
werden.
Ra = RRelativePosition (4.22)
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4.6.2 Messfunktion
In der Messfunktion muss aus den geschätzten Fehlerzuständen ein geschätzter Mess-
vektor generiert werden. Dies geschieht ebenfalls für sämtliche gamma-Punkte, ist hier
allerdings exemplarisch nur einmal dargestellt. Hierbei wird zunächst die relative Po-
sition im ECEF Koordinatensystem gebildet und anschließend in das körperfeste Ko-
ordinatensystem transformiert. Die relative Position setzt sich hierbei aus der Summe
aus geschätztem Zustand und Fehlerzustand zusammen, von welcher die Position zum
Zeitpunkt t−∆t abgezogen wird.
Z∗RelativePosition = R
T
e2b(t−∆t) ∗ (X∗Position(t)−XPosition(t−∆t)) (4.23)
Da es sich um den Positionsfortschritt von der ersten Position aus handelt, muss auch
die Lage der ersten Position zur Transformation verwendet werden. Dies hat weiterhin




Im folgenden Kapitel wird zuerst das Vorgehen beim Testen der verschiedenen Imple-
mentierungen vorgestellt und anschließend durchgeführt. Dabei wird zunächst die Funk-
tionalität der einzelnen Sensoren überprüft. Im Anschluss werden diese dann im Verbund
untersucht.
5.1 Testmethodik
Die Überprüfung der einzelnen Teilfunktionen wird zunächst mit dem Navigation Tes-
ting Framework aus Kapitel 3.4 vorgenommen. Dabei muss als erstes eine Flugtrajek-
torie gewählt werden, anhand derer die einzelnen Versuche durchgeführt werden, um
eine möglichst gute Vergleichsbasis zu erreichen. Da es sich bei der Flugtrajektorie um
eine Lissajous-Figur handelt, können die in Kapitel 3.4.1 vorgestellten Parameter frei
gewählt werden. Hierbei muss darauf geachtet werden, dass diese auch in einem realisti-
schen Flugszenario erfliegbar ist, und es sich somit um eine geschlossene Figur handelt.
Es werden die Parameter aus Tabelle 3 genutzt. Weiterhin wird der Schnittpunkt von
N E D
x0 0 0 -150
A 1000 m 1000 m -100 m
F 3 4 1
P 0 0 1.5 π
Tabelle 3: Parameter der Testtrajektorie
Nullmeridian und Äquator als Referenzposition im geographischen Koordinatensystem
gewählt. Dies hat den Vorteil, dass sich für das ECEF Koordinatensystem ebenfalls Null
auf zwei der drei Achsen ergibt. Somit sind die Werte auf diesen Achsen vergleichsweise
klein. Außerdem kann das Verhalten der Lösung bei Vorzeichenwechseln beobachtet wer-
den. Es wird eine Starthöhe von 250 Metern genutzt. Folglich bildet sich die Trajektorie
aus Abbildung 14. Allerdings wird diese Position nicht direkt übergeben, sondern wird
durch initiale Varianzen verfälscht. Dies sorgt zum einen dafür, dass bereits zu Beginn
eine gewisse Abweichung der Position vorliegt, zum anderen wird diese ebenfalls als in-
itiale Standardabweichung des Kalman Filters verwendet. Mithilfe der Flugtrajektorie
wird im Folgenden eine Grundlage für die weiteren Versuche entwickelt.
Anschließend wird noch ein Gesamttest durchgeführt, bei dem sämtliche implemen-
tierte Sensoren zusammen getestet werden. Weiterhin wird die Fusionierung der Ge-
schwindigkeit in der Playback Simulation getestet.
5.2 Baseline
Im foglenden Kapitel wird die Grundlage zur weiteren Einordnung der Messung entwi-
ckelt. Dazu werden zwei Tests durchgeführt. Zum einen wird die reine Inertiale Navi-
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Abbildung 14: Die verwendete Lissajousfigur
gation (INS) getestet, zum anderen die bisherige Implementierung mit der Fusionierung
der Position.
Inertiale Navigation Zunächst wird die Inertiale Navigation getestet, um ein Gefühl für
die unkorrigierte Inertiale Navigation und ihre Abweichungen zu erhalten. Hierbei ist zu
erwarten, dass die Zustandsschätzung mit der Zeit relativ stark degeneriert und nach
einiger Zeit keine sinnvolle Lösung mehr liefert. Dabei werden die allgemeinen Parameter
für die Flugtrajektorie genutzt. Weiterhin müssen einige Parameter für die Inertiale
Messeinheit festgelegt werden. Die hierfür verwendeten Parameter sind aus vorherigen
Projekten festgelegt, wie im Abschnitt 3.4 bereits vorgestellt. Die wichtigsten Parameter
sind dabei in der folgenden Tabelle dargestellt.
Beschleunigungsmesser Gyro
Frequenz 100 Hz 100 Hz
Varianz 9.62361e−05 [m2/s4] 2.350443e−07 [rad2/s2]
DeadBand 0.0 0.0
Sättigung ∞ ∞
Tabelle 4: Parameter der IMU
Damit bildet sich die in Graph 15 gezeigte Abweichung der Position. Wie zu erkennen
ist, wächst diese sehr stark mit der Zeit, sodass nach zehn Minuten keine nutzbare
Positionslösung mehr vorhanden ist. Im Gegensatz dazu degeneriert die Lagelösung nicht
so stark, wie in Abbildung A.1 zu sehen ist.
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Abbildung 15: Abweichung der Position bei reiner Inertialnavigation
Fusionierung der Position Im folgenden Kapitel wird die Fusionierung der absoluten Po-
sition als Grundlage verwendet, um eine weitere Vergleichsbasis zu erhalten. Hierbei
werden die erwartbaren Präzisionen eines GPS Empfängers genutzt, um die Messabwei-
chung zu bestimmen. Es ist zu erwarten, dass der Positionsfehler sich stark verkleinert
und gleichzeitig die berechnete Standardabweichung der Positionsbestimmung ebenfalls
auf einen kleinen Wert sinkt.





Die Messwerte der Position werden dabei mit 20 Hertz generiert, und entsprechend oft
werden diese fusioniert. Wie in Abbildung 16 zu sehen ist, gibt es nur eine sehr geringe
Abweichung in der Position. Weiterhin konvergiert die Gesamtunsicherheit der Positi-
onslösung sehr schnell. Auffällig ist dabei, dass die geschätzte Standardabweichung der
Wurzel der Standardmessabweichung entspricht. Wie in Grafik A.2 zu sehen ist, dege-
neriert der Lagefehler deutlich langsamer als bei reiner Inertialnavigation. Dies hängt
damit zusammen, dass die Beschleunigung im BFF Koordinatensystem gemessen wird
und somit aus Position und Beschleunigung indirekt die Lage bestimmt werden kann.
5.3 Geschwindigkeit
Im folgenden Abschnitt wird die Fusionierung der Geschwindigkeit getestet. Dabei ist
zu erwarten, dass der Geschwindigkeitsfehler in einem im Rahmen der Sensorqualität
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Abbildung 16: Positionsfehler mit Standardabweichung bei Positionsfusionierung
liegenden Bereich ist. Dadurch, dass die Geschwindigkeit nun bekannt ist, sollte sich der
Positionsfehler um eine Größenordnung verbessern. Allerdings sollte er nicht unter die
Anfangsabweichung fallen. Weiterhin sollte die geschätzte Standardabweichung auf etwa
die Wurzel der Standardabweichung fallen.










Außerdem werden die Sensordaten mit 10 Hz in die Fusionierung übertragen. Mithil-
fe dieser Parameter wird nun der zehnminütige Test durchgeführt. Wie in der Abbil-
dung 17 zu sehen ist, konvergiert der 3σ-Bereich, sodass dieser jeweils der Wurzel der
einzelnen Sensorvarianzen entspricht. Weiterhin verbleibt sowohl der geschätzte als auch
der tasächliche Geschwindigkeitsfehler innerhalb der 3σ-Umgebung. Bei der Betrachtung
des Positionsfehlers A.3 ist auffällig, dass die Position ebenfalls deutlich schwächer di-
vergiert als zuvor. Dies ist allerdings zu erwarten, da die numerischen Fehler nun um
eine Größenordnung gesunken sind. Somit muss nur noch einfach integriert werden um
die Position zu erhalten. Allerdings kann dieser Fehler niemals die initiale Abweichung
der Positionslösung korrigieren. Dies ist speziell beim Fehler in y-Richtung zu sehen, da
dieser von Beginn an einen Fehler von etwa 15 Metern aufweist und dieser im Verlauf
nur unwesentlich wächst. Der Lagefehler im ECEF Koordinatensystem verhält sich dabei




In diesem Kapitel wird die Lage im ECI Koordinatensystem untersucht. Hierbei soll
ebenfalls die Funktionalität der Implementierung untersucht werden. Dies sollte somit
zu einer deutlichen Verbesserung des Lagefehlers führen. Weiterhin sollte die Standard-
abweichung ebenfalls auf einen wie zu erwartenden geringen Wert, von etwa der Wurzel
der Standardabweichung, sinken. Außerdem sollte sich die Positionslösung auch verbes-
sern, da diese um eine Fehlergröße geringer wird.





Es wird eine Abtastfrequenz von 2 Hz gewählt. Aufgrund der Rotationsdefinition zwi-
schen inertialem und erdfixiertem Koordinatensystem muss ebenfalls eine Anfangsrota-
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tion R0 gewählt werden.
R0 =
0, 58730600 −0, 809365 −0, 001004810, 80936300 0, 587307 −0, 00131845
0, 00165724 −3, 89217e− 05 0, 999999
 (5.3)
timeR0 = 1489395600 ≈Monday, 13.03.2017 09 : 00 : 00 GMT + 0000 (5.4)
Diese initiale Rotation sollte aber zumindest während der Versuche in Matlab keiner-
lei Einfluss haben, da sowohl die Generierung als auch die Auswertung auf derselben
Bildungsvorschrift beruhen. Allerdings sollte sie für einen Realtest auf einen möglichst
aktuellen Zeitpunkt gestellt werden. Mit diesen Parametern wird nun dieselbe Trajek-
torie wie bei den vorherigen Versuchen abgeflogen. Wie in Abbildung 18 zu sehen ist,
Abbildung 18: Lagefehler bei reiner Lagefusion
sorgt die Fusionierung der Lage für eine signifikante Verbesserung des Lagefehlers. Wei-
terhin ist zu sehen, dass die geschätzte Abweichung ebenfalls auf einen sehr geringen
Wert konvergiert. Ebenfalls fällt bei der Betrachtung des Positionsfehlers auf, dass die
Standardabweichung zwar wie erwartet nicht weniger stark, der tatsächliche Positions-
fehler allerdings deutlich weniger stark divergiert. A.5 Dies ist darauf zurück zu führen,
dass mit der Kenntnis der Lage eine der Einflussgrößen der Inertialnavigation bekannt
ist. Und somit ein Parameter weniger mit der Zeit divergiert.
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5.5 Magnetfeld
Im folgenden Kapitel wird die Fusionierung des Magnetfeldes durchgeführt. Hiebei soll,
wie bereits in den vorangegangenen Kapiteln, die Funktionalität der Implementierung
überprüft werden. Um dies zu zeigen, soll sich der Lagefehler signifikant verringern und
nicht divergieren. Weiterhin soll die berechnete Standardabweichung ebenfalls konver-
gieren. Da die Messgröße jedoch nicht direkt der Zustandsgröße entspricht, kann die
Standardabweichung nicht direkt aus der Messabweichung abgeschätzt werden.




2 [nT 2] (5.5)
festgelegt. Die Sensordaten werden mit einer Frequenz von 20 Hz generiert. Weiterhin
wird das World Magnetic Modell in der aktuellsten Version von 2020 sowohl zur Sen-
sorgenerierung als auch in der Fusionierung verwendet 7. Wie in Abbildung 19 zu sehen
Abbildung 19: Lagefehler bei Fusion des Erdmagnetfelds
ist, sinkt hier ebenfalls die Abweichung der Lage wie erwartet. Dabei ist im Gegensatz
zu den vorherigen Sensoren keine direkte Korrelation zwischen der eingestellten Mess-
varianz und der geschätzten Standardabweichung zu erkennen. Weiterhin verbleibt ein
gewisser Offset in der Lage. Dieser verhält sich über die Laufzeit nahezu konstant, so-
mit handelt es sich um einen systematischen Fehler. Weiterhin wird das Magnetfeld
nur durch zwei Größen charakterisiert, nämlich der Richtung bzw. Deklination sowie
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der Inklination, also die Neigung zur Waagerechten. Damit sind jedoch nur zwei der
drei rotatorischen Freiheitsgrade festgelegt. Durch diese Unterbestimmtheit kommt es
trotz Sensorfusionierung zu einer gewissen Abweichung in der Lagebestimmung. Die ent-
sprechende Positionsbestimmung wird dabei, wie in A.6 im Anhang zu sehen ist, auch
vergleichbar mit der Lage im ECI Koordinatensystem verbessert, was ebenfalls mit der
Verknüpfung in der Systemfunktion bzw. innerhalb der Inertialnavigation zu erklären ist.
Da das Magnetfeld jedoch von der aktuellen Position abhängig ist, wurde im Folgen-
den die Fusionierung des Magnetfeldes zusätzlich noch einmal bei gleichzeitiger Positi-
onsfusion durchgeführt. Dieser Test wurde durchgeführt um zu überprüfen, ob sich der
systematische Fehler mit dem Positionsfehler erklären lässt. Hierzu wurden ebenfalls die
bereits zuvor verwendeten Parameter verwendet. Hiermit bildet sich der in Abbildung
20 dargestellte Verlauf. Hierbei fällt auf, dass im Gegensatz zur reinen Fusionierung des
Abbildung 20: Fusionierung von Position und Magnetfeld
Magnetfeldes der systematische Fehler verschwindet. Stattdessen liegt die Abweichung
nach einer Anfangsphase von etwa einer Minute bei einer Abweichung von unter einem
Grad. Weiterhin sinkt die berechnete Standardabweichung ebenfalls deutlich. Weiterhin
ist in Abbildung A.7 im Anhang zu erkennen, dass die Positionsabweichung sich ähnlich
wie bei reiner Positionsfusion verhält.
Somit lässt sich der systematische Fehler mit der unbekannten Position erklären. Wei-
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terhin lassen sich die Unterschiede zwischen den geschätzten Standardabweichungen der
Lage wieder darauf zurückführen, dass das Magnetfeld nur durch zwei Parameter be-
schrieben wird.
5.6 Visuelle Position
Im folgenden Kapitel soll die relative Position untersucht werden. Ziel dabei ist es, die
allgemeine Funktionalität zu überprüfen und zu verifizieren. Allgemein ist dabei zu er-
warten, dass die Positionslösung sich verbessert und der Geschwindigkeitsfusion ähnelt.
Dabei soll die Standardabweichung der Positionslösung nicht konvergieren, da die relati-
ven Messungen die absolute Position nicht verbessern können, sondern nur die Divergenz
abschwächen.







Bei einem ersten Test mit reinen relativen Messungen fällt auf, dass die Positionsbe-
Abbildung 21: Fusionierung der relativen Position
stimmung deutlich stärker degeneriert als erwartet.
53
Dies liegt daran, dass die relative Position im körperfesten Koordinatensystem be-
stimmt wird. Somit kann diese nur bei Kenntnis der Lage zu einer deutlichen Verbesse-
rung der Positionslösung beitragen. Aufgrund dieser Verknüpfung wird im Folgenden die
Testtrajekorie noch einmal verwendet, allerdings diesmal mit der aktuellen Lage im ECI
Koordiantensystem. Hierfür werden die im Kapitel 5.4 genutzten Parameter verwendet.
Hiermit werden die folgenden Ergebnisse generiert.
Wie in Abbildung 21 zu erkennen ist, sorgt die kombinierte Fusion von relativer Posi-
tion und Lage für die zu erwartende Verbesserung der Positionslösung. Diese entspricht
dabei genau der Anfangsabweichung. Allerdings fällt auf, dass die Standardabweichung
der Position nicht konstant ist, sondern auf einen sehr kleinen Wert konvergiert. Dieser
liegt bei 3σ =
√
0, 5, was der festgelegten Messabweichung entspricht. Dies ist jedoch
wie zuvor beschrieben falsch. Anstattdessen sollte die Standardabweichung der Positi-
onslösung mit der Zeit divergieren, da keine absoluten Messwerte vorliegen.
5.7 Gesamttest
Im folgenden Kapitel wird nun ein Gesamttest durchgeführt, um auszuschließen, dass
es zu unerwünschten Interaktionen zwischen den verschiedenen Sensoren kommt. Dieser
wird zum einen im Testing Enviroment durchgeführt und zum anderen in der Playback
Simulation.
Testing Environment Im folgenden Abschnitt werden sämtliche bisher installierte Sen-
soren zusammengeführt. Dabei ist zu erwarten, dass sämtliche Fehlergrößen auf einen
sehr kleinen Wert fallen. Weiterhin sollten somit auch die entsprechenden geschätzten
Standardabweichungen auf diesen Wert fallen.
Hierbei werden wie zuvor auch jeweils die Parameter der einzelnen Sensoren aus den
vorangegangen Kapiteln verwendet. Wie bei den vorherigen Versuchen wird auch hier
die zuvor vorgestellte Flugtrajektorie genutzt.
Wie in Abbildung 22 zu sehen ist, ist der relative Fehler bezogen auf die Gesamt-
trajektorie sehr klein. Die kleine Abweichung zu Beginn des Fluges lässt sich dabei
auf die initiale Varianz zurückführen. Dies wird noch deutlicher, wenn man den direk-
ten Positionsfehler betrachtet. Weiterhin ist ebenfalls zu erkennen, dass die geschätzte
Standardabweichung auf den zu erwartenden Wert fällt. Selbiges gilt für die in A.11 dar-
gestellte Geschwindigkeit wie ach die Lage. Bei beiden geht sowohl der Fehler als auch
die Standardabweichung auf die erwartete Größe zurück.
Playback Simulation Im folgenden Abschnitt wird die Implementierung einer Art Real-
test unterzogen. Hierzu wird das Navigation Framework in das ATONTasking Frame-
work eingebunden, um dieses an aufgezeichneten Messdaten zu testen. Hierbei werden
zunächst ebenfalls generierte Daten verwendet, diese wurden von Johann Dambeck von
der TU München vorgeneriert und anschließend anhand dieser die Sensordaten gene-
riert. [6] Hierbei konnten jedoch nicht sämtliche Sensoren generiert werden, sondern nur
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Abbildung 22: Trajektorie mit Abweichung
die folgenden
• Position im Erdfesten Koordinatensystem
• Geschwindigkeit im ECEF-Koordinatensystem
• Lage relativ zum NED-Koordinatensystem
• Höhe
• Heading
Somit kann zunächst nur die Geschwindigkeitsfusion sowie die bereits vorliegende Po-
sitionsfusion untersucht werden. Dementsprechend wird im Folgenden die Funktion der
Implementierung der Geschwindigkeit gezeigt. Hierzu werden vergleichbare Parameter
zu den zuvor gegebenen verwendet, um die bisher unverfälschten Messwerte mit ei-
ner Gaußverteilung zu verfälschen. Hierbei sollten vergleichbare Ergebnisse zum Test
der Geschwindigkeit im Testing Framework entstehen. Somit sollte sowohl die Position
im ECEF Koordinatensystem als auch die Geschwindigkeitsabschätzung konvergieren.
Gleichzeitig sollte die Standardabweichung des Geschwindigkeitsfehlers auf einen gerin-
gen Wert konvergieren, während die Standardabweichung der Positionslösung langsam
divergieren sollte, da diese nicht verbessert wird. Zeitlgeich wird sie allerdings Gleich-
zeitg um den Messfehler der Geschwindigkeit verfälscht. Außerdem sollte der Lagefehler
ähnlich wie in Abschnitt 5.3 beschrieben ebenfalls weniger stark divergieren. Wie in Ab-
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(a) Position (b) Geschwindigkeitsfehler
Abbildung 23: Fusionierung der Position im Playback Versuch
bildung 23a zu sehen ist, divergiert die Standardabweichung der Positionsbestimmung
mit der Zeit von einem Startwert von etwa 15 Metern aus konstant mit der Zeit. Weiter-
hin bleibt der tatsächliche Positionsfehler in einem sehr kleinen Bereich. Gleichzeitig ist
in Abbildung 23b zu sehen, dass der Fehler der Geschwindigkeitsabschätzung ebenfalls
sehr gering ist, und die Standardabweichung auf einen Wert von etwa 1, 3 konvergiert.
Dabei verhalten sich sowohl bei der Position als auch bei der Geschwindigkeit alle drei
Dimensionen weitestgehend gleich.
Wie somit zu sehen ist, liefert die Fusionierung der Geschwindigkeit die zu erwartenden
Werte. Hierbei liegt die Divergenz der Standardabweichung der Position im zu erwarten-




In dieser Arbeit wurde die Zustandsschätzung mithilfe eines Fehlerzustandsschätzers
und Inertialer Navigation erweitert. Der Fehlerzustandsschätzer basiert dabei auf einem
Unscented Kalman Filter. Hierzu wurden zunächst die benötigten Grundlagen sowie die
Programmierumgebungen vorgestellt. Zusätzlich wurden die bereits erstellten Program-
me vorgestellt, auf welchen die Arbeit aufbaut. Bei den Grundlagen wurde speziell auf
die in der Arbeit implementierten Sensoren eingegangen, nämlich der Geschwindigkeit
im erdfesten Koordinatensystem, der Lage in Relation zum Inertialsystem, ein Magnet-
feldsensor und die Messung der relativen Position mithilfe von visueller Odometrie. Diese
wurden im Folgenden einzeln implementiert. Dabei musste für die Sensoren jeweils die
Generierung des Messvektors sowie die Berechnung des geschätzten Messwertes imple-
mentiert werden.
Anschließend wurden die Sensorfusionierungen untersucht, um ihre Funktionalität zu
testen. Hierbei wurden die Implementierungen zunächst einzeln und danach im Ver-
bund getestet. Hierbei hat die Fusionierung der Position die zu erwartenden Ergebnis-
se geliefert, indem die Position deutlich verbessert wurde. Ferner lag die berechnete
Standardabweichung ebenfalls im erwartbaren Bereich. Daraufhin wurde die Lage im
inertialen Koordinatensystem untersucht. Auch diese lieferte die erwartbare Performan-
ce und hatte eine Standardabweichung der erwarteten Größe. Bei der Fusionierung des
Magnetfeldvektors fiel auf, dass die geschätzte Standardabweichung im Gegensatz zu
den bisherigen Sensoren keine direkte Korrelation mit der eingestellten Varianz besaß.
Weiterhin wurde bei der Lage ein gewisser Offset festgestellt, dieser tritt jedoch nicht
auf, falls ein zusätzlicher positionsverbessernder Sensor fusioniert wird. Dies lässt sich
somit durch die Positionsabhängigkeit des Magnetfeldes erklären. Allerdings tritt den-
noch ein Unterschied in den Standardabweichungen auf. Der Grund dafür ist, dass die
Richtung des Magnetfeldes nur durch zwei Größen charakterisiert wird, die Inklination
und die Deklination. Somit beinhaltet die Lagebestimmung mithilfe des Magnetfeldes
einen Freiheitsgrad, die Rotation um die Feldlinien. Nun wurde noch die Fusionierung
der relativen Position untersucht. Diese konnte jedoch nur in Kombination mit einem
weiteren lagebestimmenden Sensor genutzt werden, da die Sensordaten im körperfesten
Koordinatensystem vorliegen. Sie können somit die Position nur bei Kenntnis der Lage
verbessern. Ein weiteres Problem bei der Fusionierung der relativen Position ist, dass
die Standardabweichung nicht steigt. Die geschätzte Standardabweichung der Position
sollte ähnlich wie bei der Fusionierung der Geschwindigkeit mit der Zeit divergieren. Die
Begründung dafür ist die noch fehlerhafte Implementierung der Fusionierung, bzw. dass
die genutzte Sensorvarianz direkt als Unsicherheit für die Position übernommen wurde.
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7 Ausblick
Im Folgenden könnten noch verschiedene Problematiken gelöst werden. Zum einen muss
die relative Position derartig geändert werden, dass die Standardabweichung der Positi-
on nicht sinkt. Hierzu bieten sich zwei verschiedene Lösungsansätze an. Bei der ersten
Möglichkeit könnte die Navigation History derartig geändert werden, dass in ihr die
aktuelle Unsicherheit gespeichert wird. Anschließend müsste diese aktuelle Unsicherheit
bei der Übertragung der Messunsicherheit im Sensorpool hinzuaddiert werden. Dadurch
würde diese mit der Zeit wachsen und folglich auch die geschätzte Standardabweichung.
Die zweite und auch mathematisch korrektere Möglichkeit wäre, die relative Position
als einen weiteren Systemzustand einzuführen. Hierdurch müsste allerdings neben dem
Systemzustand auch die Systemfunktion erweitert werden, um den Systemzustand zu
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