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Abstract
In this paper, we prove the existence of solutions with multiple interior layers for an elliptic
Neumann problem.
r 2003 Elsevier Inc. All rights reserved.
Keywords: Elliptic equations; Multiple layer
1. Introduction
In this paper, we consider the following elliptic problem:
e2Du ¼ uðu  aðjxjÞÞ ð1 uÞ; in B1ð0Þ;
@u
@n ¼ 0; on @B1ð0Þ;
(
ð1:1Þ
where aðjxjÞ is a continuous function satisfying 0oaðjxjÞo1 for xAB1ð0Þ; B1ð0Þ is
the unit ball in RN ; centred at the origin, e40 is a small number.
Problem (1.1) appears in various models such as population genetics and chemical
reactor theory. See [7] and the references therein. It is easy to see that (1.1) has a
solution, which is a global minimizer of the corresponding functional. We prove in
[6] that the global minimizer is radially symmetric, and it has exactly one layer near
each r0Að0; 1Þ with aðr0Þ ¼ 12 and a0ðr0Þa0; and it is uniformly close to 1 and 0 on
any compact subset of fx:aðxÞo1
2
g and fx:aðxÞ41
2
g respectively. If there are several
points riAð0; 1Þ with aðriÞ ¼ 12 and a0ðriÞa0; it is proved in [4] (for N ¼ 1) and in [6]
(for NX1) that (1.1) has a solution ue such that ue has exactly one layer near a set of
designated points ri j and u
0
eðri j Þa0ðri j Þo0:
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In this paper, we will show that (1.1) has radial solutions which possess multiple
layers near a designated point r0Að0; 1Þ with aðr0Þ ¼ 12: Even if the solution ue
constructed in this paper has only one layer at r0Að0; 1Þ; it satisﬁes u0eðr0Þa0ðr0Þ40:
Thus it is different from the solutions constructed in [6]. Before we state our results,
we give some notation ﬁrst.
Let jðtÞ be the solution of
j00 ¼ %fðjÞ; j040; tAR1;
jðNÞ ¼ 0; jð0Þ ¼ 1
2
; jðþNÞ ¼ 1;
(
where %fðtÞ ¼ tðt  1
2
Þ ð1 tÞ: Then noting that %f0ð0Þ ¼ %f0ð1Þ ¼ 1
2
and jðtÞ ¼ 1
jðtÞ; we have
e
ﬃﬃﬃﬃ
0:5
p
tjðtÞ-c040 as t-N; ð1:2Þ
e
ﬃﬃﬃﬃ
0:5
p
tð1 jðtÞÞ-c040 as t-þN: ð1:3Þ
For each riAð0; 1Þ; deﬁne a C2 function ce;iðrÞ; such that
ce;iðrÞ ¼
0 if rA½0; ri  ðR þ 1Þe ln 1e;
jðrrie Þ if rA½ri  Re ln 1e; ri þ Re ln 1e;
1 if rA½ri þ ðR þ 1Þe ln 1e; 1;
8><
>:
where R40 is chosen large enough so that ce;i satisﬁes
jcðlÞe;i ðrÞj ¼ Oðe2Þ; l ¼ 0; 1; 2; rA ri  ðR þ 1Þe ln
1
e
; ri  Re ln 1e
 
and
jce;iðrÞ  1j ¼ Oðe2Þ; jcðlÞe;i ðrÞj ¼ Oðe2Þ; l ¼ 1; 2; rA ri þ Re ln
1
e
; ri þ ðR þ 1Þe ln 1e
 
:
This is possible in view of (1.2) and (1.3).
Similarly, for each %ri4ri; we deﬁne a C2 function %ce;iðrÞ; such that
%ce;iðrÞ ¼
1 if rA½0; %ri  ðR þ 1Þe ln 1e;
jð%rire Þ if rA½%ri  Re ln 1e; %ri þ Re ln 1e;
0 if rA½%ri þ ðR þ 1Þe ln 1e; 1;
8><
>:
and
j %cðlÞe;i ðrÞj ¼ Oðe2Þ; l ¼ 0; 1; 2; rA ri þ Re ln
1
e
; ri þ ðR þ 1Þe ln 1e
 
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and
j %ce;iðrÞ  1j ¼ Oðe2Þ; j %cðlÞe;i ðrÞj ¼ Oðe2Þ; l ¼ 1; 2;
rA ri  ðR þ 1Þe ln 1e; ri  Re ln
1
e
 
:
Finally, we deﬁne
we;i ¼ ce;i þ %ce;i  1:
Then it is easy to check that we;i ¼ 0 if re½ri  ðR þ 1Þe ln 1e; %ri þ ðR þ 1Þe ln 1e:
In the following, we will use the convention that
Pk
i¼2we;i ¼ 0 and
Pk1
i¼1 we;i ¼ 0 if
k ¼ 1: The main result of this paper is the following:
Theorem 1.1. Suppose that r0Að0; 1Þ is a point satisfying aðr0Þ ¼ 12 and a0ðr0Þa0: Then
for any integer k40; there is an e040; such that for eAð0; e0; (1.1) has a solution of the
form
(i) ue ¼ %ce;1 þ
Pk
i¼2we;i þ oe; if a0ðr0Þo0;
(ii) ue ¼
Pk1
i¼1 we;i þ ce;k þ oe; if a0ðr0Þ40;
where oe is the higher order term satisfying
R
B1ð0Þðe2jDoj
2 þ joej2Þ ¼ oðeÞ; re;i 
%re;i1Xte ln 1e; %re;i  re;iXte ln 1e; r0  Me ln 1epre;1o%re;1o?ore;ko%re;kpr0 þ Me ln 1e;
t40 and M40 are some fixed constants independent of e:
The term oe can be viewed as a small perturbation term because the main term we;i
satisﬁes
R
B1ð0Þðe2jDwe;ij
2 þ jwe;ij2ÞXc0e for some c040: More precisely, the term oe
satisﬁes oe-0 as e-0 uniformly in B1ð0Þ; which can be deduced from the estimateR
B1ð0Þðe2jDoj
2 þ joej2Þ ¼ oðeÞ: See Remark 4.2.
The assumption a0ðr0Þa0 is a nondegeneracy condition. The method used in this
paper can also be applied to the degenerate case. See Remark 4.3.
Let us point out that even if k ¼ 1; the solution in Theorem 1.1 is not a global
minimizer of the corresponding functional, because the global minimizer is close to 1
in fr:aðrÞo1
2
g; and is close to 0 in fr:aðrÞ41
2
g (Figs. 1 and 2).
Generally speaking, for the Dirichlet problem, (1.1) may not have multi-layer
solutions. For example, if aðrÞ is increasing, then it follows from the moving plane
method [9] that any solution for the Dirichlet problem is radially symmetric and
decreasing, thus, it has no multiple layer.
We only need to prove (i) in Theorem 1.1. To prove (ii), we can make the
transformation v ¼ 1 u:
Some results on symmetric solutions concentrating on a sphere can be found in [3].
It is natural to try to extend Theorem 1.1 to the nonsymmetric case. It seems this
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problem is technically difﬁcult, because the corresponding linear operator has more
and more small eigenvalues as e-0: For results on the existence of solutions
concentrating on the whole connected component of the boundary of the domain for
a singularly perturbed Neumann problem, the readers can refer to [10].
This paper is arranged as follows. In Section 2, we prove an inequality, which
plays an essential role in the reduction method. In Section 3, we use the reduction
method to reduce the problem of ﬁnding a solution with multiple layers to a ﬁnite
dimensional problem. Theorem 1.1 is proved in Section 4.
2. Preliminaries
Let He;k ¼ %ce;1 þ
Pk
i¼2we;i;
Ee;k ¼ u:uðxÞ ¼ uðjxjÞAH1ðB1ð0ÞÞ;
Z
B1ð0Þ
c0e;iðjxjÞuðjxjÞ dx ¼ 0; i ¼ 2;y; k;
(
Z
B1ð0Þ
%c0e;iðjxjÞuðjxjÞ dx ¼ 0; i ¼ 1;y; k
)
:
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Fig. 2. The solution with multiple layers.
E.N. Dancer, S. Yan / J. Differential Equations 194 (2003) 382–405 385
In the following, we always assume that
r ¼ ð%r1; r2; %r2;y; rk; %rkÞADe;k;
where
De;k ¼ r:ri  %ri1Xte ln 1e; %ri  riXte ln
1
e
;

r0  Me ln 1epr1o%r1o?orko%rkpr0 þ Me ln
1
e

;
where t40 and M4R þ 1 are some ﬁxed constants independent of e; which will be
determined later.
Let f ðr; tÞ be a function satisfying f ðr; tÞ ¼ tðt  aðrÞÞ ð1 tÞ if tA½0; 1; f ðr; tÞo0 if
t41; f ðr; tÞ40 if to0; @f ðr;tÞ@t o0 if tAðN; s,½1 s;þNÞ; where s40 is some
small constant,
@l f ðr;tÞ
@tl
is bounded in B1ð0Þ  R1; l ¼ 0; 1; 2: Consider
e2Du ¼ f ðr; uÞ; in B1ð0Þ;
@u
@n ¼ 0; on @B1ð0Þ:
(
ð2:1Þ
Then it is easy to see that any solution u of (2.1) satisﬁes 0pup1; and thus u is also a
solution of (1.1).
Proposition 2.1. There exists r40; such thatZ
B1ð0Þ
ðe2jDvj2  ftðr; He;kÞv2ÞXr
Z
B1ð0Þ
v2; 8vAEe;k;
where ftðx; tÞ ¼ @f ðx;tÞ@t :
Proof. Consider the following minimization problem:
re ¼: inf
R
B1ð0Þðe2jDvj
2  ftðr; He;kÞv2ÞR
B1ð0Þ v
2
:vAEe;k; va0
( )
: ð2:2Þ
To prove Proposition 2.1, we just need to prove that there is a r40; such that
reXr if e40 is small.
We argue by contradiction. Suppose that the claim is not true. Then there are
e j-0; re jADe j ;k and ve jAEe j ;k; such that ve j is a minimizer of (2.2) withZ
B1ð0Þ
v2e j ¼ oN1e j; ð2:3Þ
and re j- %rp0: Here oN1 is the area of the unit sphere in RN :
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Since ve j is a minimizer of (2.2), it is easy to check thatZ
B1ð0Þ
ðe2Dve j DZ ftðr; He j ;kÞve jZÞ ¼ re j
Z
B1ð0Þ
ve jZ; 8ZAEe j ;k: ð2:4Þ
Let v˜e j ;iðrÞ ¼ ve j ðe jr þ re j ;iÞ: Then, it follows from (2.3) and (2.4) thatZ ð1re j ;iÞ=e j
re j ;i=e j
ðe jr þ re j ;iÞN1v˜2e j ;i ¼ 1 ð2:5Þ
and
Z ð1re j ;iÞ=e j
re j ;i=e j
ðe jr þ re j ;iÞN1ðv˜0e j ;iZ0  ftðe jr þ re j ;i; He j ;kðe jr þ re j ;iÞÞv˜e j ;iZÞ
¼ re j
Z ð1re j ;iÞ=e j
re j ;i=e j
ðe jr þ re j ;iÞN1v˜e j ;iZ; 8ZAE˜e j ;k; ð2:6Þ
where
E˜e j ;k ¼ u:uðrÞAH1 
re j ;i
e j
;
1 re j ;i
e j
  
;
(
Z ð1re j ;iÞ=e j
re j ;i=e j
ðe jr þ re j ;iÞN1c0e;hðe jr þ re j ;iÞuðrÞ dr ¼ 0; h ¼ 2;y; k;
Z ð1re j ;iÞ=e j
re j ;i=e j
ðe jr þ re j ;iÞN1 %c0e;hðe jr þ re j ;iÞuðrÞ dr ¼ 0; h ¼ 1;y; k
)
:
From (2.5) and (2.6), we see
Z ð1re j ;iÞ=e j
re j ;i=e j
ðe jr þ re j ;iÞN1jv˜0e j ;ij
2pC: ð2:7Þ
For rAððR þ 1Þ ln 1e j; ðR þ 1Þe j ln 1e jÞ; we have 0oc0pe jr þ re j ;ip1: Thus, we
obtain from (2.5) and (2.7) that
Z ðRþ1Þ ln 1e j
ðRþ1Þ ln 1e j
v˜2e j ;ip
1
cN10
Z ðRþ1Þ ln 1e j
ðRþ1Þ ln 1e j
ðe jr þ re j ;iÞN1v˜2e j ;ip
1
cN10
; ð2:8Þ
and
Z ðRþ1Þ ln 1e j
ðRþ1Þ ln 1e j
jv˜0e j ;ij
2pC: ð2:9Þ
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As a result, we may assume that there is a vAH1ðR1Þ such that
v˜e j ;i,v; weakly in H
1
locðR1Þ;
v˜e j ;i-v; strongly in L
2
locðR1Þ:
Let
E ¼: uðrÞ:uAH1ðR1Þ;
Z þN
N
j0u ¼ 0
 
:
Suppose that ZAE: We may choose constants ae j ;h and %ae j ;h; such that
*Z ¼ Z
Xk
h¼1
%ae j ;h %ce j ;hðe jr þ re j ;iÞ 
Xk
h¼2
ae j ;hce j ;hðe jr þ re j ;iÞAE˜e j ;k:
From ZAE; it is easy to see that %ae j ;h; %ae j ;h-0 as e j-0: Putting *Z into (2.6) and
letting e j-0; we obtain that for any ZAE;
Z þN
N
ðv0Z0  %f0ðjÞvZÞ ¼ %r
Z þN
N
vZ; ð2:10Þ
since aðre j ;iÞ-aðr0Þ ¼ 12:
On the other hand, from the deﬁnition of ce;i and (2.8), we have that for any ﬁxed
L40;
0 ¼
Z ð1re j ;iÞ=e j
re j ;i=e j
ðe jr þ re j ;iÞN1v˜e j ;ic0e j ;iðe jr þ re j ;iÞ
¼
Z ðRþ1Þ ln 1e j
ðRþ1Þ ln 1e j
ðe jr þ re j ;iÞN1v˜e j ;ic0e j ;iðe jr þ re j ;iÞ
¼
Z L
L
ðe jr þ re j ;iÞN1v˜e jc0e j ;iðe jr þ re j ;iÞ
þ O
Z L
ðRþ1Þ ln 1e j
jc0e j ;iðe jr þ re j ;iÞj2
0
@
1
A
1=2
0
B@
1
CA
þ
Z ðRþ1Þ ln 1e j
L
jc0e j ;iðe jr þ re j ;iÞj2
 !1=20@
1
A
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¼
Z L
L
ðe jr þ re j ;iÞN1v˜e j ;ic0e j ;iðe jr þ re j ;iÞ þ oLð1Þ
¼ re j ;i
Z L
L
v˜e j ;ij
0 þ oe j ð1Þ þ oLð1Þ ¼ re j ;i
Z L
L
vj0 þ oe j ð1Þ þ oLð1Þ
¼ r0
Z þN
N
vj0 þ oe j ð1Þ þ oLð1Þ;
where oLð1Þ-0 as L-þN: Thus, vAE: As a result, letting Z ¼ v in (2.10), we
obtain Z þN
N
ðjv0j2  %f0ðjÞv2Þ ¼ %r
Z þN
N
v2: ð2:11Þ
Note that 0 is the ﬁrst eigenvalue of
v00  %f0ðjÞv ¼ lv; in R1;
vAH1ðR1Þ and j0 is its corresponding eigenfunction. So there is a r040; such thatZ þN
N
ðjv0j2  %f0ðjÞv2ÞXr0
Z þN
N
v2; 8vAE:
Thus we obtain from (2.11) that v ¼ 0: So we have proved that
ve j ðe jr þ re j ;iÞ-0; strongly in L2locðR1Þ: ð2:12Þ
Similarly, we can prove
ve j ðe jr þ %re j ;iÞ-0; strongly in L2locðR1Þ: ð2:13Þ
Let d40 be a small number. Choose L40 large enough so that either
He j ;kðrÞX1 d; or He j ;kpd; if rA½0; 1\Te j ; where
Te j ¼
[k
h¼1
f%re j ;i  Le jprp%re j ;i þ Le jg
 !
,
[k
h¼2
fre j ;i  Le jprpre j ;i þ Le jg
 !
:
Then we have
ftðr; He;kðrÞÞp *ro0; 8rA½0; 1\Te j :
As a result, using (2.12) and (2.13), we obtain
re joN1e j ¼
Z
B1ð0Þ
ðe2jjDve j j2  ftðr; He j ;kÞv2e j Þ
X *r
Z
B1ð0Þ\Te j
v2e j  C
Z
Te j
v2e j
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¼ *r
Z
B1ð0Þ\Te j
v2e j  Ce j
Xk
h¼1
Z L
L
ðe jr þ %re j ;hÞN1v2e j ðe j þ %re j ;hÞ
 Ce j
Xk
h¼2
Z L
L
ðe jr þ re j ;hÞN1v2e j ðe j þ re j ;hÞ
¼ *r
Z
B1ð0Þ\Te j
v2e j  oðe jÞ
¼ *r
Z
B1ð0Þ
v2e j  oðe jÞ
¼ *re j  oðe jÞ;
where
oðeÞ
e -0 as e-0: This is a contradiction since *r40 and re j- %rp0: &
3. The reduction
In this section, we will use the reduction method to change the problem of ﬁnding
a multiple layer solution for (1.1) to a ﬁnite dimensional problem. This method is
widely used to deal with various type of singularly perturbed elliptic problems. This
basic idea can be found in [8]. Here we follow [5,12].
Let
IðuÞ ¼ e
2
2
Z
B1ð0Þ
jDuj2 
Z
B1ð0Þ
Fðr; uÞ; uAH1r ðB1ð0ÞÞ;
where H1r ðB1ð0ÞÞ is the subset of H1ðB1ð0ÞÞ; consisting of all the radially symmetric
functions. Deﬁne
jjujje ¼
Z
B1ð0Þ
e2
2
jDuj2 þ u2
  !1=2
; uAH1ðB1ð0ÞÞ:
Proposition 3.1. There is an e040; such that for each eAð0; e0; there is a C1-map
oe;r :De;k-H1r ðB1ð0ÞÞ; satisfying oe;rAEe;k;Z
B1ð0Þ
ðe2DðHe;k þ oe;r ÞDx f ðr; He;k þ oeÞxÞ
¼
Xk
i¼1
ai
Z
B1ð0Þ
%c0e;ixþ
Xk
i¼2
bi
Z
B1ð0Þ
c0e;ix; xAH
1
r ðB1ð0ÞÞ;
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for some constants ai and bi: Moreover,
jjoe;r jje ¼ e1=2O eþ
Xk
i¼1
j%ri  r0j þ
Xk
i¼2
jri  r0j
 
þ
Xk
i¼2
ðe
ﬃﬃﬃﬃ
0:5
p ð1yÞ ðri%ri1Þ=e þ e
ﬃﬃﬃﬃ
0:5
p ð1yÞ ð%ririÞ=eÞ
!
;
where y40 is any fixed constant.
Proof. For any oAEe;k; write
IðHe;k þ oÞ ¼ IðHe;kÞ þ/le;oSþ 1
2
/Qeo;oSþ ReðoÞ;
where leAEe;k satisﬁes
/le;oS ¼ e2
Z
B1ð0Þ
DHe;kDo
Z
B1ð0Þ
f ðr; He;kÞo; ð3:1Þ
Qe is a linear operator from Ee;k to Ee;k satisfying
/Qeo;oS ¼ e2
Z
B1ð0Þ
jDoj2 
Z
B1ð0Þ
ftðr; He;kÞo2; ð3:2Þ
and
ReðoÞ ¼ 
Z
B1ð0Þ
Fðr; He;k þ oÞ  Fðr; He;kÞ  f ðr; He;kÞo 1
2
ftðr; He;kÞo2
 
: ð3:3Þ
Thus
@IðHe;kþoÞ
@o ¼ 0 in Ee;k is equivalent to
le þ Qeoþ R0eðoÞ ¼ 0: ð3:4Þ
Noting that gðr; tÞ ¼: Fðr; He;k þ tÞ  Fðr; He;kÞ  f ðr; He;kÞt  12 ftðr; He;kÞt2 satis-
ﬁes j@ jgðr;tÞ@t j jpCjtjpj for pAð2; 2N=ðN  2ÞÞ; j ¼ 0; 1; 2; because f ðr; tÞ is bounded in
C2; we can see easily that
Rð jÞe ðoÞ ¼ Oðe1ðpjÞ=2jjojjpje Þ; j ¼ 0; 1; 2: ð3:5Þ
On the other hand, from Proposition 2.1, we know that Qe is invertible in Ee;k if
e40 is small. Thus, it follows from the implicit function theorem that for leAEe;k
with jjlejje ¼ oðe1=2Þ; (3.4) has a solution oe;rAEe;k; which is a C1 function
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of le; satisfying
jjoe;r jjepCjjlejje: ð3:6Þ
On the other hand, it is easy to check le is a C
1 function of rADe;k: Thus oe;r is a
C1 function of r:
To prove Proposition 3.1, it remains to estimate jjoe;r jje: By (3.6), we only need to
estimate jjlejje:
We have
e2
Z
B1ð0Þ
DHe;kDo ¼ e2
Z
B1ð0Þ
D %ce;1Doþ
Xk
i¼2
e2
Z
B1ð0Þ
Dwe;iDo: ð3:7Þ
It is easy to check that jj0ðtÞj2 ¼ Oð %FðjðtÞÞjÞ ¼ OðjjðtÞ  1j2Þ for t40 large, and
jj0ðtÞj2 ¼ OðjjðtÞj2Þ for to0 and jtj large. Thus jj0ðtÞj ¼ Oðe
ﬃﬃﬃﬃ
0:5
p jtjÞ: Using this
estimate, and noting that j00 ¼ %fðjÞ; we have
e2
Z
B1ð0Þ
D %ce;1Do
¼
Z
B1ð0Þ
%f j
%r1  r
e
  
oþ e2
Z
B1ð0Þ
D %ce;1  j %r1  re
  
Do
þ eO
Z
B1ð0Þ
j0
%r1  r
e
 
joj
 !
¼
Z
B1ð0Þ
%fð %ce;1Þoþ
Z
B1ð0Þ
%f j
%r1  r
e
  
 %fð %ce;1Þ
 
o
þ e2
Z
B1ð0Þ
D %ce;1  j %r1  re
  
Doþ e1=2OðejjojjeÞ
¼
Z
B1ð0Þ
%fð %ce;1Þoþ O
Z
B1ð0Þ
%f j
%r1  r
e
  
 %fð %ce;1Þ


2
 !1=20@
1
Ajjojje
þ O
Z
B1ð0Þ
e2 D %ce;1  j %r1  re
  

2
 !1=20@
1
Ajjojje þ e1=2OðejjojjeÞ
¼
Z
B1ð0Þ
%fð %ce;1Þoþ e1=2OðejjojjeÞ
þ O e
Z
jrjXR ln 1e
j %fðjðrÞÞ  %fð %ce;1ðer þ %r1ÞÞj2
 !1=20@
1
Ajjojje
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þ O e
Z
jrjXR ln 1e
jDð %ce;1ðer þ %r1Þ  jÞj2
 !1=20@
1
Ajjojje
¼
Z
B1ð0Þ
%fð %ce;1Þoþ e1=2OðejjojjeÞ: ð3:8Þ
Similarly
e2
Z
B1ð0Þ
Dwe;iDo ¼ e2
Z
B1ð0Þ
Dce;iDoþ e2
Z
B1ð0Þ
D %ce;iDo
¼
Z
B1ð0Þ
%fðce;iÞoþ
Z
B1ð0Þ
%fð %ce;iÞoþ e1=2OðejjojjeÞ: ð3:9Þ
Combining (3.7), (3.8) and (3.9), we are led to
e2
Z
B1ð0Þ
DHe;kDo ¼
Z
B1ð0Þ
%fð %ce;1Þoþ
Xk
i¼2
Z
B1ð0Þ
ð %fðce;iÞ þ %fð %ce;iÞÞo
þ e1=2OðejjojjeÞ: ð3:10Þ
Noting that %fð1 tÞ ¼  %fðtÞ; we seeZ
B1ð0Þ
ð %fðce;iÞ þ %fð %ce;iÞÞo
¼ 
Z
B1ð0Þ
ð %fð1 ce;iÞ þ %fð1 %ce;iÞÞo
¼ 
Z
B1ð0Þ
%fðð1 ce;iÞ þ ð1 %ce;iÞÞo

Z
B1ð0Þ
ð %fð1 ce;iÞ þ %fð1 %ce;iÞ  %fðð1 ce;iÞ þ ð1 %ce;iÞÞÞo
¼
Z
B1ð0Þ
%fðwe;iÞoþ O
Z
B1ð0Þ
j1 ce;ij2j1 %ce;ij2
 !1=20@
1
Ajjojje: ð3:11Þ
Now we estimate
R
B1ð0Þ j1 ce;ij
qj1 %ce;ijq for qX1: We haveZ
rpri
j1 ce;ijqj1 %ce;ijqpCe
ﬃﬃﬃﬃ
0:5
p ðqyÞ ð%ririÞ=e
Z
rpri
j1 %ce;ijy
pCee
ﬃﬃﬃﬃ
0:5
p ðqyÞ ð%ririÞ=e:
Similarly, Z
rX%ri
j1 ce;ijqj1 %ce;ijqpCe
ﬃﬃﬃﬃ
0:5
p ðqyÞ ð%ririÞ=e
Z
rX%ri
j1 ce;ijy
pCee
ﬃﬃﬃﬃ
0:5
p ðqyÞ ð%ririÞ=e:
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But Z
riprp%ri
j1 ce;ijqj1 %ce;ijqpC
Z
riprp%ri
e
ﬃﬃﬃﬃ
0:5
p
qðrriÞ=ee
ﬃﬃﬃﬃ
0:5
p
qð%rirÞ=e
pCee
ﬃﬃﬃﬃ
0:5
p ðqyÞ ð%ririÞ=e:
Thus we obtain Z
B1ð0Þ
j1 ce;ijqj1 %ce;ijq ¼ eOðe
ﬃﬃﬃﬃ
0:5
p ðqyÞ ð%ririÞ=eÞ; ð3:12Þ
where y40 is any ﬁxed small constant.
Inserting (3.12) into (3.11), we obtain
Z
B1ð0Þ
ð %fðce;iÞ þ %fð %ce;iÞÞo ¼
Z
B1ð0Þ
%fðwe;iÞoþ e1=2Oðe
ﬃﬃﬃﬃ
0:5
p ð1yÞ ð%ririÞ=eÞjjojje: ð3:13Þ
Combining (3.10) and (3.13), we see
e2
Z
B1ð0Þ
DHe;kDo ¼
Z
B1ð0Þ
%fð %ce;1Þoþ
Xk
i¼2
Z
B1ð0Þ
%fðwe;iÞo
þ e1=2O eþ
Xk
i¼2
e
ﬃﬃﬃﬃ
0:5
p ð1yÞ ð%ririÞ=e
 !
jjojje: ð3:14Þ
As a result, we have
/le;oS ¼
Z
B1ð0Þ
%fð %ce;1Þ þ
Xk
i¼2
%fðwe;iÞ  %fðHe;kÞ
 !
o
þ
Z
B1ð0Þ
ð %fðHe;kÞ  f ðr; He;kÞÞo
þ e1=2Oðeþ e
ﬃﬃﬃﬃ
0:5
p ð1yÞ ð%ririÞ=eÞjjojje: ð3:15Þ
Similar to the proof of (3.12), we see
Z
B1ð0Þ
%fð %ce;1Þ þ
Xk
i¼2
%fðwe;iÞ  %fðHe;kÞ
 !
o
¼ O
Z
B1ð0Þ
%ce;1
Xk
i¼2
we;i þ
X
ioj
we;iwe;j
 !
joj
 !
¼ e1=2Oðe
ﬃﬃﬃﬃ
0:5
p ð1yÞ ðri%ri1Þ=eÞjjojje ð3:16Þ
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and Z
B1ð0Þ
ð %fðHe;kÞ  f ðr; He;kÞÞo
¼
Z
B1ð0Þ
aðrÞ  1
2
 
ðHe;k  H2e;kÞo
¼
Z
B1ð0Þ
aðrÞ  1
2
 
ð %ce;1  %c2e;1Þ 
Xk
i¼2
ðwe;i  w2e;iÞ
 !
o
þ O
Z
B1ð0Þ
%ce;1
Xk
i¼2
we;i þ
X
ioj
we;iwe;j
 ! !
joj
¼
Z
B1ð0Þ
aðrÞ  1
2
 
ð %ce;1  %c2e;1Þ þ
Xk
i¼2
ðwe;i  w2e;iÞ
 !
o
þ e1=2Oðe
ﬃﬃﬃﬃ
0:5
p ð1yÞ ðri%ri1Þ=eÞjjojje: ð3:17Þ
But Z
B1ð0Þ
aðrÞ  1
2
 
ð %ce;1  %c2e;1Þo


pC
Z
B1ð0Þ
jr  r0j j %ce;1  %c2e;1j joj
pCe1=2jjojje
Z þN
N
jer þ %r1  r0j2j %ce;1ðer þ %r1Þ  %c2e;1ðer þ %r1Þj2
 1=2
pCe1=2jjojje e2
Z þN
N
r2j %ce;1ðer þ %r1Þ  %c2e;1ðer þ %r1Þj2
 1=2
þ Ce1=2jjojje j%r1  r0j2
Z þN
N
j %ce;1ðer þ %r1Þ  %c2e;1ðer þ %r1Þj2
 1=2
¼ e1=2jjojjeOðeþ j%r1  r0jÞ; ð3:18Þ
since
RþN
N r
2ðj j2Þ2oþN (which can be deduced from (1.2) and (1.3)).
Similarly,Z
B1ð0Þ
aðrÞ  1
2
 
ðwe;1  w2e;1Þo ¼ e1=2jjojjeOðeþ j%ri  r0j þ jri  r0jÞ: ð3:19Þ
Inserting (3.18) and (3.19) into (3.17), we obtainZ
B1ð0Þ
ð %fðHe;kÞ  f ðr; He;kÞÞo
¼ e1=2jjojjeO eþ j%r1  r0j þ
Xk
i¼2
ðj%ri  r0j þ jri  r0jÞ
 !
: ð3:20Þ
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Combining (3.15), (3.16) and (3.20), we are led to
/le;oS ¼ e1=2O eþ
Xk
i¼1
j%ri  r0j þ
Xk
i¼2
jri  r0j
 !
jjojje
þ e1=2O
Xk
i¼2
ðe
ﬃﬃﬃﬃ
0:5
p ð1yÞ ð%ririÞ=e þ e
ﬃﬃﬃﬃ
0:5
p ð1yÞ ðri%ri1Þ=eÞ
 !
jjojje;
which implies
jjlejje ¼ e1=2O eþ
Xk
i¼1
j%ri  r0j þ
Xk
i¼2
jri  r0j
 
þ
Xk
i¼2
ðe
ﬃﬃﬃﬃ
0:5
p ð1yÞ ð%ririÞ=e þ e
ﬃﬃﬃﬃ
0:5
p ð1yÞ ðri%ri1Þ=eÞ
!
: &
4. The existence of multi-layer solutions
In this section, we will choose rADe;k suitably, so that ai ¼ 0; bi ¼ 0:
Denote
GðrÞ ¼ IðHe;k þ oe;r Þ; rADe;k:
Consider the following problem:
max
rADe;k
GðrÞ: ð4:1Þ
We have:
Proposition 4.1. Let reADe;k be a maximum point of GðrÞ in De;k: Then if e40 is
small enough, re is an interior point of De;k; and thus a critical point of GðrÞ:
Proof. It follows from Proposition 3.1 that
GðrÞ ¼ IðHe;kÞ þ Oðjjlejjejjoe;r jje þ jjoe;r jj2e Þ
¼ IðHe;kÞ þ eO e2 þ
Xk
i¼1
j%ri  r0j2 þ
Xk
i¼2
jri  r0j2
 
þ
Xk
i¼2
ðe2
ﬃﬃﬃﬃ
0:5
p ð1yÞ ð%ririÞ=e þ e2
ﬃﬃﬃﬃ
0:5
p ð1yÞ ðri%ri1Þ=eÞ
!
: ð4:2Þ
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On the other hand, we have
IðHe;kÞ ¼ JðHe;kÞ 
Z
B1ð0Þ
aðrÞ  1
2
 
1
2
H2e;k 
1
3
H3e;k
 
; ð4:3Þ
where
JðuÞ ¼ e
2
2
Z
B1ð0Þ
jDuj2 
Z
B1ð0Þ
%FðuÞ;
and %FðtÞ ¼ R t0 %fðsÞ ds:
Write
JðHe;kÞ ¼ Jð %ce;1Þ þ
Xk
i¼2
Jðwe;iÞ 
Z
B1ð0Þ
%FðHe;kÞ  %Fð %ce;1Þ 
Xk
i¼2
%Fðwe;iÞ
 
 %fð %ce;1Þ
Xk
i¼2
we;i 
X
ioj
%fðwe;iÞwe;j
!
þ
Z
B1ð0Þ
Xk
i¼2
e2D %ce;1Dwe;i þ
X
ioj
e2Dwe;iDwe;j
 
 %fð %ce;1Þ
Xk
i¼2
we;i 
X
ioj
%fðwe;iÞwe;j
!
¼: J1  J2 þ J3: ð4:4Þ
It is easy to calculate
Jð %ce;1Þ ¼oN1
Z %r1þðRþ1Þe ln 1e
%r1ðRþ1Þe ln 1e
e2
2
j %c0e;1j2  %Fð %ce;1Þ
 
rN1 dr
¼oN1 %rN11
Z %r1þðRþ1Þe ln 1e
%r1ðRþ1Þe ln 1e
e2
2
j %c0e;1j2  %Fð %ce;1Þ
 
dr þ Oðe2Þ
¼ eA þ eOðj%r1  r0j þ eÞ; ð4:5Þ
where oN1 is the area of unit sphere in RN ; A ¼ rN10 oN1
RþN
N ð12jj0j2  %FðjÞÞ dr:
Noting that we;i ¼ ce;i þ %ce;i  1 and %Fð1 tÞ ¼ %FðtÞ; we have
Jðwe;iÞ ¼ Jð1 ð1 ce;iÞ  ð1 %ce;iÞÞ ¼ Jðð1 ce;iÞ þ ð1 %ce;iÞÞ
¼ Jð1 ce;iÞ þ Jð1 %ce;iÞ 
Z
B1ð0Þ
ð %Fð1 ce;i þ 1 %ce;iÞ  %Fð1 ce;iÞ
 %Fð1 %ce;iÞ  %fð1 ce;iÞ ð1 %ce;iÞÞ
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þ
Z
B1ð0Þ
ðe2Dð1 ce;iÞDð1 %ce;iÞ  %fð1 ce;iÞ ð1 %ce;iÞÞ
¼ Jð1 ce;iÞ þ Jð1 %ce;iÞ 
Z
B1ð0Þ
3
2
ð1 %ce;iÞ2  ð1 %ce;iÞ3
 
ð1 ce;iÞ
þ O
Z
B1ð0Þ
ð1 ce;iÞ2ð1 %ce;iÞ2 þ e2
 !
¼ 2Ae te;i þ eOðeþ j%ri  r0j þ jri  r0j þ e2ð1yÞ
ﬃﬃﬃﬃ
0:5
p ð%ririÞ=eÞ; ð4:6Þ
where
te;i ¼
Z
B1ð0Þ
3
2
ð1 %ce;iÞ2  ð1 %ce;iÞ3
 
ð1 ce;iÞ: ð4:7Þ
For the estimate of J2; we have
J2 ¼
Z
B1ð0Þ
3
2
w2e;i  w3e;i
 
%ce;1 þ
X
ioj
Z
B1ð0Þ
3
2
w2e;j  w3e;j
 
we;i
þ eO
Xk
i¼2
e2ð1yÞ
ﬃﬃﬃﬃ
0:5
p ðri%ri1Þ=e
 !
¼
Xk
i¼2
%te;i þ eO
Xk
i¼2
e2ð1yÞ
ﬃﬃﬃﬃ
0:5
p ðri%ri1Þ=e
 !
; ð4:8Þ
where
%te;2 ¼
Z
B1ð0Þ
3
2
w2e;2  w3e;2
 
%ce;1;
%te;i ¼
Z
B1ð0Þ
3
2
w2e;iþ1  w3e;iþ1
 
we;i; iX3: ð4:9Þ
For J3; it is easy to see
J3 ¼
X
ioj
Z
B1ð0Þ
ð %fðce;iÞ þ %fð %ce;iÞ  %fðwe;iÞÞwe;j þ Oðe2Þ
¼ 
X
ioj
Z
B1ð0Þ
ð %fð1 ce;iÞ þ %fð1 %ce;iÞ  %fðð1 ce;iÞ þ ð1 %ce;iÞÞÞwe;j þ Oðe2Þ
¼O
X
ioj
Z
B1ð0Þ
j1 ce;ijj1 %ce;ijwe;j
 !
þ Oðe2Þ
¼ eO eþ
Xk
i¼2
ðe2ð1yÞ
ﬃﬃﬃﬃ
0:5
p ðri%ri1Þ=e þ e2ð1yÞ
ﬃﬃﬃﬃ
0:5
p ð%ririÞ=eÞ
 !
: ð4:10Þ
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Combining (4.4), (4.5), (4.6), (4.8) and (4.10), we are led to
JðHe;kÞ ¼ ð2k þ 1ÞAe
Xk
i¼2
ðte;i þ %te;iÞ þ eO j%r1  r0j þ
Xk
i¼1
ðj%ri  r0j þ jri  r0jÞ
 !
þ eO eþ
Xk
i¼2
ðe2ð1yÞ
ﬃﬃﬃﬃ
0:5
p ðri%ri1Þ=e þ e2ð1yÞ
ﬃﬃﬃﬃ
0:5
p ð%ririÞ=eÞ
 !
: ð4:11Þ
Since He;k ¼ 0 if rX%rk þ ðR þ 1Þe ln 1e; and He;k ¼ 1 if rp%r1  ðR þ 1Þe ln 1e; we see

Z
B1ð0Þ
aðrÞ  1
2
 
1
3
H3e;k 
1
2
H2e;k
 
¼ oN1
Z %rkþðRþ1Þe ln 1e
%r1ðRþ1Þe ln 1e
aðrÞ  1
2
 
1
2
H2e;k 
1
3
H3e;k
 
rN1 dr
þ oN1
6
Z %r1ðRþ1Þe ln 1e
0
aðrÞ  1
2
 
rN1 dr: ð4:12Þ
Putting (4.2), (4.3), (4.11) and (4.12) together, we obtain
GðrÞ ¼ ð2k þ 1ÞAe
Xk
i¼2
ðte;i þ %te;iÞ
þ oN1
Z %rkþðRþ1Þe ln 1e
%r1ðRþ1Þe ln 1e
aðrÞ  1
2
 
1
2
H2e;k 
1
3
H3e;k
 
rN1 dr
þ oN1
6
Z %r1ðRþ1Þe ln 1e
0
aðrÞ  1
2
 
rN1 dr
þ eO eþ
Xk
i¼2
jri  r0j þ
Xk
i¼1
j%ri  r0j
 !
þ eO
Xk
i¼2
ðe2ð1yÞ
ﬃﬃﬃﬃ
0:5
p ðri%ri1Þ=e þ e2ð1yÞ
ﬃﬃﬃﬃ
0:5
p ð%ririÞ=eÞ
 !
: ð4:13Þ
Let r˜e ¼ ð*%re;1; r˜e;2; *%re;2;y; r˜e;k; *%re;kÞ be deﬁned as follows:
*%re;1 ¼ r0 þ ðR þ 1Þe ln 1e; r˜e;i ¼ r˜e;i1 þ 4e ln
1
e
;
*%re;i ¼ r˜e;i þ 4e ln 1e; i ¼ 2;y; k:
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Then
Z *%re;kþðRþ1Þe ln 1e
*%re;1ðRþ1Þe ln 1e
aðrÞ  1
2
 
1
2
H2e;k 
1
3
H3e;k
 
rN1 dr


p
Z *%re;kþðRþ1Þe ln 1e
*%re;1ðRþ1Þe ln 1e
jr  r0j 1
2
H2e;k 
1
3
H3e;k
 
rN1 dr
¼ O e2 ln2 1
e
 
;
and (see (4.7) and (4.9) for the deﬁnition of te;i and %te;i)
te;i; %te;ipCeðeð1yÞ
ﬃﬃﬃﬃ
0:5
p ðr˜e;i*%re;i1Þ=e þ eð1yÞ
ﬃﬃﬃﬃ
0:5
p ð*%re;ir˜e;iÞ=eÞ ¼ Oðe3Þ:
As a result,
Gðr˜e Þ ¼ ð2k þ 1ÞAeþ
oN1
6
Z r0
0
aðrÞ  1
2
 
rN1 dr
þ O e2 ln2 1
e
 
: ð4:14Þ
Since re is a maximum point of GðrÞ in De;k; we have Gðre ÞXGðr˜e Þ; which,
together with (4.13) and (4.14), gives
Xk
i¼2
ðte;i þ %te;iÞ  oN1
Z %re;kþðRþ1Þe ln 1e
%re;1ðRþ1Þe ln 1e
aðrÞ  1
2
 
1
2
H2e;k 
1
3
H3e;k
 
rN1 dr
þ oN1
6
Z r0
%re;1ðRþ1Þe ln 1e
aðrÞ  1
2
 
rN1 dr
peO e ln2 1
e
þ
Xk
i¼2
jre;i  r0j þ
Xk
i¼1
j%re;i  r0j
 !
þ eO
Xk
i¼2
ðe2ð1yÞ
ﬃﬃﬃﬃ
0:5
p ðre;i%re;i1Þ=e þ e2ð1yÞ
ﬃﬃﬃﬃ
0:5
p ð%re;ire;iÞ=eÞ
 !
: ð4:15Þ
But
te;iXc0eeð1þyÞ
ﬃﬃﬃﬃ
0:5
p ð%re;ire;iÞ=e; %te;iXc0eeð1þyÞ
ﬃﬃﬃﬃ
0:5
p ðre;i%re;i1Þ=e;
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for some c040: So we obtain from (4.15)
c00e
Xk
i¼2
ðeð1þyÞ
ﬃﬃﬃﬃ
0:5
p ð%re;ire;iÞ=e þ eð1þyÞ
ﬃﬃﬃﬃ
0:5
p ðre;i%re;i1Þ=eÞ
þ oN1
Z r0
%re;1ðRþ1Þe ln 1e
aðrÞ  1
2
 
1
6
 1
2
H2e;k 
1
3
H3e;k
  
rN1 dr
þ oN1
Z %re;kþðRþ1Þe ln 1e
r0
1
2
 aðrÞ
 
1
2
H2e;k 
1
3
H3e;k
 
rN1 dr
p eO e ln2 1
e
þ
Xk
i¼1
j%ri  r0j þ
Xk
i¼2
jri  r0j
 !
pCe e ln2 1
e
þ Me ln 1
e
 
¼ O e2 ln2 1
e
 
; ð4:16Þ
since j%ri  r0j; jri  r0jpMe ln 1e: Here C40 and c0040 are some constants.
By the assumption on aðrÞ; we know that there is a d40; such that aðrÞ41
2
if
rAðr0  d; r0Þ; and aðrÞo12 if rAðr0; r0 þ dÞ: Noting that 12 t2  13 t3p16 if tA½0; 1; we see
that all the three terms in the left-hand side of (4.16) are nonnegative. So
eð1þyÞ
ﬃﬃﬃﬃ
0:5
p ð%re;ire;iÞ=e; eð1þyÞ
ﬃﬃﬃﬃ
0:5
p ðre;i%re;i1Þ=epCe ln2 1
e
; ð4:17Þ
Z r0
%re;1ðRþ1Þe ln 1e
aðrÞ  1
2
 
1
6
 1
2
H2e;k 
1
3
H3e;k
  
rN1 drpCe2 ln2 1
e
ð4:18Þ
and
Z %re;kþðRþ1Þe ln 1e
r0
1
2
 aðrÞ
 
1
2
H2e;k 
1
3
H3e;k
 
rN1 drpCe2 ln2 1
e
: ð4:19Þ
Now, we prove that %re;14r0  Me ln 1e if M40 large enough. We argue by
contradiction. Suppose that %re;1 ¼ r0  Me ln 1e: We haveZ r0
%re;1ðRþ1Þe ln 1e
aðrÞ  1
2
 
1
6
 1
2
H2e;k 
1
3
H3e;k
  
rN1 dr
Xc00
Z r0
%re;1ðRþ1Þe ln 1e
ðr0  rÞ 1
6
 1
2
H2e;k 
1
3
H3e;k
  
rN1 dr
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Xc00
Z %re;1þðRþ1Þe ln 1e
%re;1
ðr0  rÞ 1
6
 1
2
H2e;k 
1
3
H3e;k
  
rN1 dr
Xc00ðM  R  1Þe ln 1
e
Z %re;1þðRþ1Þe ln 1e
%re;1
1
6
 1
2
H2e;k 
1
3
H3e;k
  
rN1 dr
X%cMe2 ln2
1
e
;
which, together with (4.18), gives
Me2 ln2
1
e
pCe2 ln2 1
e
:
This is a contradiction if M40 is chosen large enough.
Similarly, if %re;k ¼ r0 þ Me ln 1e; then
Z %re;kþðRþ1Þe ln 1e
r0
1
2
 aðrÞ
 
1
2
H2e;k 
1
3
H3e;k
 
rN1 dr
X
Z %re;k
%re;kðRþ1Þe ln 1e
1
2
 aðrÞ
 
1
2
H2e;k 
1
3
H3e;k
 
rN1 dr
X%cMe2 ln2
1
e
;
which, together with (4.19), gives
Me2 ln2
1
e
pCe2 ln2 1
e
:
So we obtain a contradiction.
On the other hand, from (4.17), we deduce easily that there is c040; such that
%re;i  re;i; re;i  %re;i1Xc0e ln 1e:
So we have proved that if M40 is large and t40 is small, re is an interior point of
De;k:
Proof of Theorem 1.1. Since re is a critical point of GðrÞ; we have @Gðr

e Þ
@ri
¼ 0; i ¼
2;y; k; and @Gðr

e Þ
@ %ri
¼ 0; i ¼ 1;y; k:
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Using Proposition 3.1 and the deﬁnition of Ee;k; we have
@GðrÞ
@ri
¼ I 0ðHe;k þ oe;re Þ;
@ce;i
@ri
þ @oe;re
@ri
 
¼
Xk
j¼2
a j
Z
B1ð0Þ
c0e;j
@ce;i
@ri
þ
Xk
j¼1
bi
Z
B1ð0Þ
%c0e;j
@ce;i
@ri
þ
Xk
j¼2
a j
Z
B1ð0Þ
c0e;j
@oe;re
@ri
þ
Xk
j¼1
bi
Z
B1ð0Þ
%c0e;j
@oe;re
@ri
¼
Xk
j¼2
a j
Z
B1ð0Þ
c0e;jc
0
e;i þ
Xk
j¼1
bi
Z
B1ð0Þ
%c0e;jc
0
e;i  ai
Z
B1ð0Þ
c00e;ioe;re :
Thus
Xk
j¼2
a j
Z
B1ð0Þ
c0e;jc
0
e;i þ
Xk
j¼1
bi
Z
B1ð0Þ
%c0e;jc
0
e;i  ai
Z
B1ð0Þ
c00e;ioe;re ¼ 0: ð4:20Þ
Similarly,
Xk
j¼2
a j
Z
B1ð0Þ
c0e;j %c
0
e;i þ
Xk
j¼1
bi
Z
B1ð0Þ
%c0e;j %c
0
e;i  bi
Z
B1ð0Þ
%c00e;ioe;re ¼ 0: ð4:21Þ
Note that
Z
B1ð0Þ
c0e;jc
0
e;i ¼
ðc0 þ oð1ÞÞ 1e; if i ¼ j;
oð1Þ 1e; if iaj;
(
R
B1ð0Þ c
0
e;j
%c0e;i ¼ oð1Þ 1e;
R
B1ð0Þ c
00
e;ioe;re ¼ oð1Þ 1e; etc. We can solve (4.20) and (4.21) to
conclude that ai ¼ 0 and bi ¼ 0: &
Remark 4.2. For any function u; let us denote u˜ðrÞ ¼ uðer þ r0Þ: Let B˜e ¼ fx:ejxj þ
r0p1g: Then we see that *oe satisﬁes
D *oe ¼ f ðer þ r0; H˜e;k þ *oeÞ þ DH˜e;k ¼ f ðr0; H˜e;k þ *oeÞ  f ðr0; H˜e;kÞ þ oð1Þ; ð4:22Þ
where oð1Þ-0 as e-0: But jjoejj2e ¼ oðeÞ implies
R
B˜e
ðjD *oej2 þ j *oej2Þ ¼ oð1Þ; which,
together with (4.22), implies *oe-0 uniformly in R1:
Remark 4.3. From the proof of Theorem 1.1, we see that the assumption aðr0Þ ¼ 12;
a0ðr0Þo0 can be relaxed to aðrÞ ¼ 12 for 0or0prpr1o1; aðrÞ ¼ 12þ C1ðr0  rÞp þ
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Oðjr  r0jqÞ if rAðr0  d; r0; aðrÞ ¼ 12 C2ðr  r1Þp þ Oðjr  r1jqÞ if rAðr1; r1 þ d;
where C1; C2; q4pX1 are some constants. In this case, all the layers of the solution
lie near the interval ½r0; r1:
Remark 4.4. The same method can be used to show that if r14r040 are two points
satisfying aðr0Þ ¼ aðr1Þ ¼ 12; a0ðr0Þo0 and a0ðr1Þ40; then for any integers k040 and
k140; there is an e040 such that for eAð0; e0; (1.1) has a solution of the form
ue ¼ %ce;0;1 þ
Xk0
i¼2
we;0;i þ
Xk11
i¼1
we;1;i þ ce;1;k1 þ oe;
with
r0  Me ln 1eo%re;0;1ore;0;2o%re;0;2o?ore;0;ko%re;0;kor0 þ Me ln
1
e
;
r1  Me ln 1eore;1;1o%re;1;1o?ore;1;k1o%re;1;k1ore;1;kor1 þ Me ln
1
e
;
and jjojje ¼ oðe1=2Þ:
Remark 4.5. The techniques in this paper can be applied to study the problems in
[1,2,11]. For example, for the following problem, which is studied in [11],
e2Du ¼ hðrÞ %fðuÞ; in B1ð0Þ;
@u
@n ¼ 0; on @B1ð0Þ;
(
we can see easily that in a small neighbourhood of a local minimum point r0 of hðrÞ;
the energy of the approximate solution will be smaller if the layers move toward each
other, or if the layer moves away from r0: Thus we can use a maximization procedure
to obtain a multi-layer solution with all the layers close to r0:
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