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1. Introduction
The goal of this paper is to investigate the existence and multiplicity of weak solutions for the problem−div(|∇u(x)|p(x)−2∇u(x))+ |u(x)|p(x)−2u(x) = 0 for x ∈ Ω,
|∇u(x)|p(x)−2 ∂u
∂ν
(x) = f (x, u(x)) for x ∈ ∂Ω, (1.1)
where Ω ⊂ RN (N ≥ 2) is a bounded domain with C1-boundary ∂Ω, ν stands for the outward unit normal to
∂Ω, p : Ω → (1,∞) is a continuous function and f : ∂Ω × R → R is a Carathéodory function (that is, f (·, s)
is measurable with respect to the (N − 1)-dimensional Hausdorff measure on ∂Ω for every s ∈ R and f (x, ·) is
continuous for a.e. x ∈ ∂Ω). In problem (1.1) we point out the presence of the nonhomogeneous differential operator
div(|∇u(x)|p(x)−2∇u(x)). Such kinds of operators have proved to be extremely important in modelling different phenomena
from mathematical physics, fluid mechanics, image processing and mathematical biology. In this context, we just recall
that the study of equations involving variable exponent growth conditions has developed considerably in the last decade.
More exactly, in 2002 Ruzicka [1] introduced a model of electrorheological fluid which appeals to such kinds of differential
operators. Equations involving variable exponent growth conditions also appear in a model concerning image restoration
proposed by Chen et al. [2] and very recently in a model from mathematical biology regarding the interaction between
two distinct biological species sharing the same territory (see [3]). On the other hand, important results in the context of
potential theory have been obtained by the Research group on variable exponent Lebesgue and Sobolev spaces from Finland
(see http://www.helsinki.fi/pharjule/varsob/index.shtml). In particular, we note that a survey paper regarding the most
important results in the domain of partial differential equations involving variable exponent growth conditions can be found
in the section ‘‘Publications’’ on the web-site quoted above (more specifically, we refer the reader to the paper of Harjulehto
et al. [4]).
∗ Corresponding author at: Department of Mathematics, University of Craiova, 200585 Craiova, Romania.
E-mail addresses:mmihailes@yahoo.com (M. Mihăilescu), csvarga@cs.ubbcluj.ro (C. Varga).
0898-1221/$ – see front matter© 2011 Elsevier Ltd. All rights reserved.
doi:10.1016/j.camwa.2011.08.062
M. Mihăilescu, C. Varga / Computers and Mathematics with Applications 62 (2011) 3464–3471 3465
In this articlewe show the existence of a sequence of boundedweak solutions for problem (1.1), whose norms considered
in the variable exponent Sobolev spaceW 1,p(·)(Ω) tend either to infinity or to zero, assuming a suitable oscillatory behavior
of the nonlinearity f either at infinity or at zero, respectively. In particular, our results extend to the case of variable exponent
spaces the recent work of Faraci et al. [5].
2. Notation and auxiliary results
In this paper we analyze equations of type (1.1) on bounded domains Ω ⊂ RN (N ≥ 2) with a C1 boundary ∂Ω .
Throughout this paper we will denote by µN−1 the (N − 1)-dimensional Hausdorff measure on RN while λN will stand
for the N-dimensional Lebesguemeasure onRN . In this context, we will write the integrals with respect to λN as

dx, while
the integrals with respect to µN−1 will be written as

µN−1.
Next, we recall the definitions and the basic properties of the variable exponent Lebesgue–Sobolev spaces. For more
details we refer the reader to the book by Musielak [6] and the papers by Edmunds et al. [7], Edmunds and Rákosník [8,
9], Kovacik and Rákosník [10], Mihăilescu and Rădulescu [11], and Samko and Vakulov [12]. For any continuous function
p : Ω → (1,∞) define
p− := inf
x∈Ω p(x) and p
+ := sup
x∈Ω
p(x).
Define the associated variable exponent Lebesgue space Lp(·)(Ω) by
Lp(·)(Ω) =

u : Ω → Rmeasurable :
∫
Ω
|u(x)|p(x) dx <∞

.
Lp(·)(Ω) is a Banach space when endowed with the so-called Luxemburg norm, defined by
|u|p(·) := inf

θ > 0 :
∫
Ω
u(x)θ
p(x) dx ≤ 1

.
The variable exponent Lebesgue space is a special case of an Orlicz–Musielak space. For constant functions p the space
Lp(·)(Ω) reduces to the classical Lebesgue space Lp(Ω), endowed with the standard norm
‖u‖Lp(Ω) :=
∫
Ω
|u(x)|pdx
1/p
.
We recall that if 1 < p− ≤ p+ < +∞, the variable exponent Lebesgue spaces are separable and reflexive. If
0 < λN(Ω) <∞ and if p1, p2 are variable exponents such that p1 ≤ p2 inΩ then the embedding Lp2(·)(Ω) ↩→ Lp1(·)(Ω) is
continuous, and its norm does not exceed λN(Ω)+ 1.
We denote by Lp
′(·)(Ω) the conjugate space of Lp(·)(Ω), where 1/p(x)+1/p′(x) = 1. For any u ∈ Lp(·)(Ω) and v ∈ Lp′(·)(Ω)
the Hölder type inequality∫
Ω
uv dx
 ≤  1p− + 1p′−

|u|p(·)|v|p′(·) (2.1)
holds.
An important role in manipulating the variable exponent Lebesgue and Sobolev (see below) spaces is played by the
modular of the space Lp(·)(Ω), which is the mapping ρp(·) : Lp(·)(Ω)→ R defined by
ρp(·)(u) :=
∫
Ω
|u(x)|p(x) dx.
Lebesgue and Sobolev spaces with p+ = +∞ have been investigated in [7,10]. In this case we define Ω∞ := {x ∈
Ω; p(x) = +∞} and define the modular by
ρp(·)(u) :=
∫
Ω\Ω∞
|u(x)|p(x) dx+ ess sup
x∈Ω∞
|u(x)|.
In the particular case whereΩ∞ = Ω we recover the usual Lebesgue space L∞(Ω).
If u ∈ Lp(·)(Ω) then the following relations hold:
|u|p(·) > 1⇒ |u|p−p(·) ≤ ρp(·)(u) ≤ |u|p
+
p(·); (2.2)
|u|p(·) < 1⇒ |u|p+p(·) ≤ ρp(·)(u) ≤ |u|p
−
p(·); (2.3)
|u|p(·) = 1⇔ ρp(·)(u) = 1. (2.4)
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The variable exponent Sobolev spaceW 1,p(·)(Ω) is defined by
W 1,p(·)(Ω) := {u ∈ Lp(·)(Ω) : |∇u| ∈ Lp(·)(Ω)}.
On this space we may consider one of the following equivalent norms:
‖u‖p(·) := |u|p(·) + |∇u|p(·),
or
‖u‖ := inf

θ > 0;
∫
Ω
∇u(x)θ
p(x) + u(x)θ
p(x)

dx ≤ 1

,
where, in the definition of ‖u‖p(·), |∇u|p(·) stands for the Luxemburg norm of |∇u|. We note that, under reasonable
assumptions on the function p, the spacesW 1,p(·)(Ω) are also separable and reflexive.
Remark 1. It is well known that in the case when p > 1 is a constant then C∞(Ω) is dense in W 1,p(Ω) (see
e.g. [13, Theorem 7.9]). For general continuous functions p(·) the above result does not remain true (some counterexamples
can be found in [14] or [15]). However, we can obtain the density of C∞(Ω) in W 1,p(·)(Ω) by assuming some additional
conditions on the continuous function p(·). According to a discussion on page 440 in [15], such kinds of results are due to
Zhikov, and Fan and asserts that if p : Ω → (1,∞) is a continuous function and there exists a positive constant L > 0 such
that
− |p(x)− p(y)| log |x− y| ≤ L, ∀x, y ∈ Ω (2.5)
then C∞(Ω) is dense inW 1,p(·)(Ω) (see [15, Theorem 2.6]). In particular, condition (2.5) is satisfied if p ∈ C0,α(Ω), for some
α ∈ (0, 1) (see [15, Remark 2.9])
Finally, we point out that for each continuous function q : Ω → (1,∞) we can introduce in the same manner as
above the variable exponent space Lq(·)(∂Ω)which represents a natural generalization (by means of the Luxemburg norm)
of the space Lq(∂Ω) obtained in the case when q(·) is a constant in (1,∞). Since ∂Ω is of class C1, classical results yield
0 < µN−1(∂Ω) <∞ and that fact combined with the above discussion implies that Lq+(∂Ω) ⊂ Lq(·)(∂Ω). Thus, assuming
that p : Ω → (1,N) is a continuous function we note that W 1,p(·)(Ω) ⊂ W 1,p−(Ω) and consequently, by means of
the classical Sobolev trace theorem, we deduce that we have a continuous embedding W 1,p(·)(Ω) ⊂ Lq(·)(∂Ω) provided
q+ ∈ [1, (p−)⋆], where (p−)⋆ is defined by the following relation:
(p−)⋆ := (N − 1)p
−
N − p− .
In other words, in the above context, there exists a positive constant cq(·) > 0 such that
|u|Lq(·)(∂Ω) ≤ cq(·)‖u‖, ∀u ∈ W 1,p(·)(Ω), (2.6)
where |·|Lq(·)(∂Ω) denotes the Luxemburg normon Lq(·)(∂Ω). Furthermore, the embeddingW 1,p(·)(Ω) ⊂ Lq(·)(∂Ω) is compact
provided q+ ∈ [1, (p−)⋆). For more details regarding the classical Sobolev trace theoremwe refer the reader to [5] and [16].
On the other hand, we also point out a very useful remark which is direct a consequence of Lemma 2 in [5] and Remark 1.
More exactly, Remark 1 above ensures the validity of the result of Lemma 2 in [5] in the context of variable exponent spaces.
Remark 2. Assume that p : Ω → (1,∞) is a continuous function satisfying condition (2.5). Let a and b be two real numbers
satisfying a < b and let u ∈ W 1,p(·)(Ω) be such that a ≤ u(x) ≤ b for a.e. x ∈ Ω . Then a ≤ u(x) ≤ b for a.e. x ∈ ∂Ω .
3. The main results
In this section we will state and prove our main results concerning the existence and multiplicity of weak solutions of
problem (1.1). We start by recalling the definition of weak solutions for problem (1.1). We say that u ∈ W 1,p(·)(Ω) is a weak
solution of (1.1) if the following relation holds true:∫
Ω
(|∇u|p(x)−2∇u∇φ + |u|p(x)−2uφ) dx−
∫
∂Ω
g(x, u)φ dµN−1 = 0,
for each u, φ ∈ W 1,p(·)(Ω).
In the following, wewill analyze Eq. (1.1) in two cases, which correspond to the situationswhen the nonlinearity f on ∂Ω
has an oscillating behavior at infinity or at zero. In each case the existence of a sequence of weak solutions of problem (1.1)
will be obtained. The differences between the two situations consist in the fact that the norms of the sequence of solutions
tend to infinity when the nonlinearity f oscillates near infinity, and they tend to zero when f oscillates near the origin. The
method used in the proofs of the main results was inspired by an idea of Saint Raymond [17].
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3.1. The∞-case
Theorem 1. Assume that Ω ⊂ RN (N ≥ 2) is a bounded domain with C1-boundary ∂Ω , and p : Ω → (1,N) is a continuous
function satisfying condition (2.5). Assume that p+ < (p−)⋆ and f : ∂Ω × R → R is a Carathéodory function satisfying the
following conditions:
(f1) |f (x, s)| ≤ l(1 + |s|q(x)) for a.e. x ∈ ∂Ω and each s ∈ R (here l is a positive constant and q : Ω → (p+, (p−)⋆) is a
continuous function);
(f2) there exist two sequences {ak} and {bk} of positive real numbers such that bk →∞ and 1 < ak < bk < ak+1 for each k ∈ N
and f (x, s) ≤ 0 for a.e. x ∈ ∂Ω and each s ∈ [ak, bk];
(f3) lim sups→∞ 1sp+ ess infx∈∂Ω
 s
0 f (x, t) dt >
λN (Ω)
p+µN−1(∂Ω) ;
(f4) there exists s0 ≤ 0 such that f (x, s0) ≥ 0 for a.e. x ∈ ∂Ω .
Then problem (1.1) admits a sequence of weak solutions {uk} ∈ W 1,p(·)(Ω) ∩ L∞(Ω) such that
lim
k→∞ ‖uk‖ = limk→∞ ‖uk‖L∞(Ω) = ∞.
Example 1. We point out an example of a function f satisfying conditions (f1)–(f4) in Theorem 1. Assuming that q : Ω →
(p+, (p−)⋆) is a continuous function we can let f : ∂Ω × R→ R, with
f (x, s) = |s|q(x) sin2 s− 1.
Proof of Theorem 1. We define g : ∂Ω × R→ R,
g(x, s) =

f (x, s0) if s ≤ s0
f (x, s) if s > s0,
and
G(x, s) =
∫ s
0
g(x, t) dt.
It is easy to see that g and G satisfy hypotheses analogous to (f1)–(f4).
In the following we define E := W 1,p(·)(Ω) and we consider the energy functional associated with problem (1.1),
J : E → R,
J(u) =
∫
Ω
1
p(x)
(|∇u|p(x) + |u|p(x)) dx−
∫
∂Ω
G(x, u) dµN−1.
Condition (f1) implies that J is well-defined on E; it is sequentially weakly lower semi-continuous on E and continuous
Gâteaux differentiable with
⟨J ′(u), φ⟩ =
∫
Ω
(|∇u|p(x)−2∇u∇φ + |u|p(x)−2uφ) dx−
∫
∂Ω
g(x, u)φ dµN−1,
for each u, φ ∈ E.
We will check that there exists a sequence {uk} of local minimizers of J whose norms tend to infinity in E. Moreover, the
minimizers are bounded functions in Ω and their L∞ norms tend to infinity. Our proof comprises four steps that will be
detailed in the sequel.
• Step I. For each k ∈ Nwe define
Sk := {u ∈ E; s0 ≤ u(x) ≤ bk, a.e. x ∈ ∂Ω}.
Undoubtedly, Sk is a convex and closed subset of E (in particular, Sk isweakly closed). On the other hand, simple computations
show that J is bounded from below on Sk, since for each u ∈ Sk, by (f1) we have the estimates
J(u) ≥ −
∫
∂Ω
G(x, u) dµN−1 ≥ −l[max{|s0|, bk} +max{|s0|, bk}q+ ]µN−1(∂Ω).
Furthermore, the restriction of J to Sk attains its infimum: indeed, if {wk} ⊂ Sk is a minimizing sequence, i.e. J(wn)→ infSk J ,
then {wn} is bounded since for each n ∈ Nwe have
1
p+
‖wn‖p− ≤ J(wn)+
∫
∂Ω
G(x, wn) dµN−1
≤ 1+ inf
Sk
J +
∫
∂Ω
G(x, wn) dµN−1
≤ 1+ inf
Sk
J + l[max{|s0|, bk} +max{|s0|, bk}q+ ]µN−1(∂Ω).
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It follows that there exists uk ∈ Sk such that passing to a subsequence, still denoted {wn}, we have thatwn converges weakly
to uk as n →∞. Thus, it is clear that
lim
n→∞ J(wn) = J(uk).
Since J is sequentially weakly lower semi-continuous we get that uk minimizes J|Sk .• Step II. At this stage we will prove that the minimizers found above satisfy a sharp bound. More exactly, we will show
that
s0 ≤ uk(x) ≤ ak, ∀k ∈ N, a.e. x ∈ Ω. (3.1)
With that end in view, we introduce the function h : R→ R as follows:
h(s) =
s0 if s ≤ s0
s if s0 < s ≤ ak
ak if s > ak.
It is easy to check that h is Lipschitz continuous and h(0) = 0. On the other hand, by Remark 1 we have that C∞(Ω) is dense
in E. That fact and a proof similar to the one of Lemma 7.5 in [13] ensure that for each u ∈ E we have h ◦ u ∈ E and
∇(h ◦ u)(x) = (h′ ◦ u)(x)∇u(x), for a.e. x ∈ Ω.
Moreover, a careful analysis shows that the result of Theorem 1 in [18] still functions in the context of variable exponent
spaces. More exactly, a slight modification of the proof of Theorem 1 in [18] shows that the operator Th : E → E,
Th(u) = h ◦ u, ∀u ∈ E, (3.2)
is continuous. In particular, the above information implies that for each u ∈ E we have h ◦ u ∈ E and
s0 ≤ (h ◦ u)(x) ≤ ak, for a.e. x ∈ Ω. (3.3)
Now, we show that∫
Ω
1
p(x)
(|∇(u− h ◦ u)|p(x) + |u− h ◦ u|p(x)) dx ≤
∫
Ω
1
p(x)
(|∇u|p(x) + |u|p(x)) dx
−
∫
Ω
1
p(x)
(|∇(h ◦ u)|p(x) + |h ◦ u|p(x)) dx, (3.4)
for all u ∈ E. In order to do that, first, we notice that we have
αp(x) + βp(x) ≤ (α + β)p(x), ∀α, β > 0, ∀x ∈ Ω.
Using that fact we deduce that∫
Ω
1
p(x)
(|∇(u− h ◦ u)|p(x) + |u− h ◦ u|p(x)) dx =
∫
Ω
1
p(x)
|∇(u− h ◦ u)|p(x) dx
+
∫
[x;u(x)<s0]
1
p(x)
|u− s0|p(x) dx+
∫
[x;u(x)>ak]
1
p(x)
|u− ak|p(x) dx
≤
∫
Ω
1
p(x)
|∇u|p(x) dx−
∫
[x;s0≤u(x)≤ak]
1
p(x)
|∇u|p(x) dx
+
∫
[x;u(x)<s0]
1
p(x)
(|u|p(x) − |s0|p(x)) dx+
∫
[x; u(x)>ak]
1
p(x)
(|u|p(x) − |ak|p(x)) dx
=
∫
Ω
1
p(x)
(|∇u|p(x) + |u|p(x)) dx−
∫
Ω
1
p(x)
(|∇(h ◦ u)|p(x) + |h ◦ u|p(x)) dx.
We conclude that relation (3.4) holds true.
Next, let θk(x) = h(uk(x)), for each x ∈ Ω . We have θk ∈ E and
s0 ≤ θk(x) ≤ ak, a.e. x ∈ Ω.
By Remark 2 we deduce that θk ∈ Sk. Since J(uk) ≤ J(θk), by relation (3.4) and (f2) we find that∫
Ω
1
p(x)
(|∇(uk − θk)|p(x) + |uk − θk|p(x)) dx ≤
∫
Ω
1
p(x)
(|∇uk|p(x) + |uk|p(x)) dx−
∫
Ω
1
p(x)
(|∇θk|p(x) + |θk|p(x)) dx
= J(uk)− J(θk)+
∫
∂Ω∩[x;uk(x)>ak]
[G(x, uk)− G(x, θk)] dµN−1
≤ 0.
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It follows that uk = θk and thus, relation (3.1) holds true. Moreover, by Remark 2 we have s0 ≤ uk(x) ≤ ak for a.e.
x ∈ ∂Ω .
• Step III. We check that the minimizers of the restrictions of J to Sk are local minimizers of J . In order to do that, first, we
verify that there exists a positive constant K > 0 such that∫
∂Ω
[G(x, u)− G(x, h ◦ u)]dµN−1 ≤ K‖u− h ◦ u‖q+ , ∀u ∈ E. (3.5)
By relation (f1) we have
|G(x, s)− G(x, h(s))| ≤ 4l(1+ |s|q+), a.e. x ∈ ∂Ω, ∀s ∈ R. (3.6)
We define the constant
H := sup
s>bk
ess sup
x∈∂Ω
|G(x, s)− G(x, ak)|
|s− ak|q+ .
In view of inequality (3.6), constant H is finite. On the other hand, conditions (f2) and (f4) yield
G(x, s)− G(x, h(s)) ≤ H|s− h(s)|q+ , a.e. x ∈ ∂Ω, ∀s ∈ R.
It follows that∫
∂Ω
[G(x, u)− G(x, h ◦ u)]dµN−1 ≤ H‖u− h ◦ u‖q+
Lq+ (∂Ω)
≤ Hcq+‖u− h ◦ u‖q
+
W1,p− (Ω)
≤ Hcq+d‖u− h ◦ u‖q+ , ∀u ∈ E,
where d > 0 is the constant that stands for the continuous embedding E ⊂ W 1,p−(Ω). Thus, relation (3.5) holds true with
K = Hcq+d.
Next, using (3.4) and (3.5) we deduce
J(u)− J(h ◦ u) ≥
∫
Ω
1
p(x)
(|∇(u− h ◦ u)|p(x) + |u− h ◦ u|p(x)) dx− K‖u− h ◦ u‖q+
≥ 1
p+
‖u− h ◦ u‖p+ − K‖u− h ◦ u‖q+ ,
provided that u ∈ E verifies ‖u− h ◦ u‖ < 1. Since q+ > p+ it follows that there exists δ ∈ (0, 1) such that
tp
+
p+
− Ktq+ ≥ 0, ∀t ∈ [0, δ).
On the other hand, the superposition operator Th, given by relation (3.2), is continuous in E and thus, there exists ϵ ∈ (0, δ/2)
such that for every u ∈ E with ‖u− uk‖ < ϵ by (3.1) we have
‖h ◦ u− uk‖ = ‖h ◦ u− h ◦ uk‖ < δ2 .
Consequently, we find
‖u− h ◦ u‖ ≤ ‖u− uk‖ + ‖uk − h ◦ u‖ < δ.
Recalling that by (3.3) we have h ◦ u ∈ Sk we conclude that
J(u) ≥ J(h ◦ u) ≥ J(uk), ∀u ∈ E, with ‖u− uk‖ < ϵ.
• Step IV. Conclusion.
We start by proving that
lim
k→∞ J(uk) = −∞. (3.7)
Indeed, by (f3) we can chooseM > 0 and a sequence of positive numbers {sn} ⊂ [1,∞) such that sn →∞ as n →∞ and
ess infx∈∂Ω
G(x, sn)
sp
+
n
> M >
λN(Ω)
p+µN−1(∂Ω)
.
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Let {kn} be an increasing sequence, satisfying sn < bkn and definewn(x) = sn for all x ∈ Ω . Clearly,wn ∈ Sk and consequently
J(wn) ≥ J(ukn).
For each n ∈ Nwe define the function γn(t) = stnt for each t > 1. Clearly, γn is differentiable on (1,∞)with
γ ′n(t) =
stn(t log sn − 1)
t2
.
Since sn → ∞ we can assume without loss of generality that 1log sn < 1 for each n and consequently each γn(t) is an
increasing function for t ∈ (1,∞). Thus, we infer that for each n it holds true that∫
Ω
sp(x)n
p(x)
dx ≤
∫
Ω
sp
+
n
p+
dx = s
p+
n
p+
λN(Ω).
The above estimates yield
J(wn) ≤ s
p+
n
p+
λN(Ω)−
∫
∂Ω
G(x, sn) dµN−1
≤ sp+n
[
λN(Ω)
p+
−MµN−1(∂Ω)
]
→−∞, as n →∞.
We found that J(ukn) → −∞ as n → ∞ and combining that idea with the fact that {J(uk)} is decreasing we deduce that
relation (3.7) is valid.
Further, we notice that by relation (3.7) it follows that there exists a sequence, still denoted by {uk}, such that J(uk) is
strictly decreasing. In particular, we may assume that the uk are distinct pairwise. Recalling again relation (3.7) and the fact
that J is sequentially weakly lower semi-continuous, we deduce that {uk} is unbounded in E. It follows that
lim
k→∞ ‖uk‖ = ∞.
Moreover, if {uk} is bounded in L∞(Ω) then there exists k ∈ N such that ‖uk‖L∞(Ω) ≤ bk for any k ∈ N. In particular, we get
uk ∈ Sk for each k ∈ N and thus, J(uk) = J(uk) for all k ∈ N, a contradiction with relation (3.7).
Finally, we notice that for each k ∈ N, uk is a critical point of J . By relation (3.1) and Remark 2 we have
⟨J ′(uk), φ⟩ =
∫
Ω
(|∇uk|p(x)−2∇uk∇φ + |uk|p(x)−2ukφ) dx−
∫
∂Ω
f (x, uk)φ dµN−1,
for each φ ∈ E, i.e. uk is a weak solution of problem (1.1).
The proof of Theorem 1 is now complete. 
3.2. The 0-case
Theorem 2. Assume that Ω ⊂ RN (N ≥ 2) is a bounded domain with C1-boundary ∂Ω , and p : Ω → (1,N) is a continuous
function satisfying condition (2.5). Assume that p+ < (p−)⋆ and f : ∂Ω × R → R is a Carathéodory function satisfying the
following conditions:
(c1) there exists s > 0 such that maxs∈[0,s] |f (·, s)| ∈ L∞(∂Ω);
(c2) there exist two sequences {ak} and {bk} of positive real numbers such that bk → 0 and ak < bk < ak−1 < 1 for each k ∈ N
and f (x, s) ≤ 0 for a.e. x ∈ ∂Ω and each s ∈ [ak, bk];
(c3) lim sups→0+ 1sp− ess infx∈∂Ω
 s
0 f (x, t) dt >
λN (Ω)
p−µN−1(∂Ω) .
Then problem (1.1) admits a sequence of weak non-negative solutions {uk} ∈ W 1,p(·)(Ω) ∩ L∞(Ω) such that
lim
k→∞ ‖uk‖ = limk→∞ ‖uk‖L∞(Ω) = 0.
The proof of Theorem 2 is similar to that of Theorem 1 and therefore we omit it.
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