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Abstract
We search for the modication of the stability properties of a P-stable multistep algorithm with an order greater than two
when this is reformulated on the basis of the exponential tting. We eectively construct the exponential-tting version of
the fourth-order two-step algorithm of Chawla (BIT 21 (1981) 190{193). In order to characterize the stability properties
of the new version, we rst introduce the concept of the conditional P-stability of a family of exponential-tting methods
and the parameter max to be associated to a conditionally P-stable family. We then show that this version is conditionally
P-stable indeed, with max = 3:4. This means that the method can be used for sti problems provided some typically
nonsevere restrictions are imposed on the stepsize h. c© 1999 Published by Elsevier Science B.V. All rights reserved.
PACS: 65L06; 65L07
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1. Introduction
In this paper we are concerned with linear multistep methods for the initial value problem of the
form
y00 = f(x; y); y(x0) = y0; y0(x0) = y00 (1.1)
with a special attention on the case when the problem is sti.
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The most popular class of multistep methods consists of methods with the algorithm
pX
j=0
jyn+j = h2
pX
j=0
jfn+j; (1.2)
where j and j are constants, see e.g. [4].
Since for sti problems some special stability properties are required, notably the P-stability, a
concept rst introduced in [7], it is worth mentioning that in the class of methods of form (1.2)
the P-stability can be reached only by methods of the second order and that the stability properties
gradually deteriorate when the order is increased. A pertinent investigation is in [2].
There exist also linear multistep methods whose algorithm consists of a set of several formulae
rather than a single one as in (1.2). Examples are in [1,8,10]. The stability properties of these
hybrid methods are in general better than those of the methods of form (1.2) of the same order. For
example, Chawla’s method [1] is of order 4 and it is P-stable.
There was a hope that the exponential-tting extension of the multistep algorithms will lead
to versions with improved stability properties. The investigation undertaken in [3] shows that the
important modication is that the periodicity interval now becomes a two-dimensional stability region.
However, this modication alone was not found to automatically sustain the expectation, at least on
the cases examined there in greater detail.
However, the exponential-tting methods exhibit the advantage that for certain problems, in partic-
ular for problems with oscillatory solution, they produce results which are substantially more accurate
than those from their classical companions. The investigation along the lines developed in [3] on
other exponential-tting versions then becomes strongly motivated. In particular, it is interesting to
see whether the fourth-order method of Chawla remains P-stable in its exponential-tting version.
This is our main concern in this paper. We show that the exponential-tting version of this method
is conditionally P-stable, a concept to be introduced later on in this paper. The practical implication
is that the new version can be successfully applied on sti problems provided the step size h is
smaller than some hmax which, in turn, is independent of the values of the high frequencies which
make the problem sti.
2. Algorithm
Chawla’s algorithm consists of a set of two formulae:
y ns = a0yn + a1yn1 + a−1yn1 + h
2(b0fn + b1fn1 + b−1fn1); (2.1)
yn+1 − 2yn + yn−1 = h2[2A0fn + A1(fn+1 + fn−1) + As( fn+s + fn−s)] (2.2)
with s 2 (0; 1); xn+s = xn + sh; fn = f(xn; yn) and fns = f(xns; y ns):
Altogether there are 10 parameters in this algorithm: s; a0; b0; a1; b1; A0; A1 and As. Four of
them, s; a0; b0 and A0 are kept free, and the other six are given by
a1 = 12(1− a0  s); b1 = 14 [− 1 + a0 − 2b0 + s2  13s(s2 − 1)];
A1 =
1
12(s2 − 1)(6s
2 − 1− 12s2A0); As = 112(s2 − 1)(−5 + 12A0): (2.3)
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We note in passing that Eq. (2.2) becomes the Numerov formula if we formally put s= 0.
The above algorithm is a two-step hybrid algorithm of order four. For some values of the free
parameters a0; b0 and A0, in particular for a0 = b0 = A0 = 0, it is P-stable irrespective of s 2 (0; 1).
We now derive the coecients of the exponential-tting version of Eqs. (2.1) and (2.2).
Let us rst consider formula (2.1) for the upper indices. We associate to it the functional
L[y; h]  y(sh)− a0y(0)− a1y(h)− a−1y(−h)− h2[b0y00(0) + b1y00(h) + b−1y00(−h)] (2.4)
and require that this functional identically vanishes if y is any of the following four functions:
e x; xe x (2.5)
with some given .
On using y = e x we get
L[e x; h] = esu − a0 − a1eu − a−1e−u − Z(b0 + b1eu + b−1e−u) : g(u); (2.6)
where u= h and Z = u2.
Likewise,
L[e− x; h] = e−su − a0 − a1e−u − a−1eu − Z(b0 + b1e−u + b−1e−u) = g(−u): (2.7)
On using the set of functions (Z); m(Z); m= 0; 1; 2; : : : ; given in the appendix, we form
G+(Z) = 12(g(u) + g(−u)); G−(Z) = 12u(g(u)− g(−u)); (2.8)
to get
G+(Z) = (s2Z)− a0 − Zb0 − (Z)[a1 + a−1 + Z(b1 + b−1)] (2.9a)
and
G−(Z) = s0(s2Z)− 0(Z)[a1 − a−1 + Z(b1 − b−1)]: (2.9b)
Then the set of conditions
L[e x; h] = L[e− x; h] = 0 (2.10)
is equivalent to
G+(Z) = G−(Z) = 0: (2.11)
Upon noticing that (@=@)L[e x; h] =L[xe x; h], and that @a(Z)=@=2h2a0(Z) for any function
a(Z), it results that the set of conditions
L[xe x; h] = L[xe− x; h] = 0 (2.12)
is equivalent to
G+0(Z) = G−0(Z) = 0; (2.13)
where the prime stands for the dierentiation against Z . Dierentiation formulae (A.9) are used to
obtain
G+0(Z) = 12s
20(s2Z)− b0 − 120(Z)(a1 + a−1)− ((Z) + 12Z0(Z))(b1 + b−1); (2.14a)
and
G−0(Z) = 12s
31(s2Z)− 121(Z)(a1 − a−1)− 12 ((Z) + 0(Z))(b1 − b−1): (2.14b)
To obtain the latter formula we also used the identity Z1(Z) = (Z)− 0(Z).
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The set of four Eqs. (2.11) and (2.13) is linear and the four unknowns a1 and b1 are easily
calculated. We note that these a1 and b1 will depend, in addition to the four free parameters, on
the new parameter Z and to avoid confusion with the original expressions in (2.3) we shall mention
the Z dependence explicitly. We have
a1(Z) = Ta(Z)Wa(Z); b1(Z) = Tb(Z)Wb(Z); (2.15)
where
Ta(Z) =
1
22(Z)
[(s2Z)(Z)− 12Z((s2Z)0(Z)− s20(s2Z)(Z))
−a0((Z) + 12Z0(Z))− 12Z2b00(Z)];
Wa(Z) =
s
420(Z)
(20(s2Z)0(Z) + 0(s2Z)(Z)− (s2Z)0(Z));
Tb(Z) =
1
22(Z)
[− 12 ((s2Z)0(Z)− s20(s2Z)(Z)) + 12a00(Z)
+b0( 12Z0(Z)− (Z))];
Wb(Z) =
s
420(Z)
(s21(s2Z)0(Z)− 0(s2Z)1(Z)): (2.16)
The same results are also obtained if we start with formula (2.1) at lower indices.
The leading term of the truncation error of formula (2.1) with the quoted a1(Z) and b1(Z)
reads
lte1 = h4R(Z)(y(4) − 22y00 + 4y); R(Z) = 1Z2 (1− a0 − a1(Z)− a−1(Z)): (2.17)
There are two remarks to be made: (i) the values of a1(Z) and b1(Z) at Z = 0 are exactly as
in Eq. (2.3); (ii) when ! 0 and therefore Z ! 0, the expression of lte1 becomes
lte1 =
h4
24
[(s2 − 1)(s2 − 5)− 5a0 + 12b0]y(4); (2.18)
i.e., just as in Chawla’s original case.
Remarks (i) and (ii) together imply that the new Z-dependent formula has the original one as its
particular case Z = 0.
The values of y ns calculated by formula (2.1) induce some input errors in formula (2.2), since
they appear as arguments of fns. The error associated to the sum
F = fn+s + fn−s = f(xn+s; y n+s) + f(xn−s; y n−s) (2.19)
is evaluated in terms of lte1. Since
yns = y ns + lte1 + O(h
m>4); (2.20)
we have
F = fn+s + fn−s +F +O(hm>4); (2.21)
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where
F = lte1

@fn+s
@yn+s
+
@fn−s
@yn−s

; (2.22)
i.e., the leading term of the error induced in stage (2.2) by stage (2.1) is
E1 = h2AsF  O(h6) (2.23)
and this has to be included in the global error of set (2.1){(2.2).
With this point in mind, we associate to Eq. (2.2) the functional
l[y; h] = y(h)− 2y(0) + y(−h)− h2[2A0y00(0) + A0(y00(h) + y00(−h))
+As(y00(sh) + y00(−sh))] (2.24)
and search for A1 and As such that l identically vanishes for any y in the set
1; x; e x; xe x: (2.25)
There will be altogether six equations for the two unknowns but a solution exists because the
expression of l is symmetric in h. In fact, we have
l[1; h] = l[x; h] = 0; l[e x; h] = l[e− x; h]; l[xe x; h] = l[xe− x; h] (2.26)
and therefore only l[e x; h] and l[xe x; h] are involved. We have
l[e x; h] = 2[(Z)− 1− Z(A0 + A1(Z) + As(s2Z)] : G(Z) (2.27)
and the conditions
l[e x; h] = l[xe x; h] = 0 (2.28)
lead to the system
G(Z) = G0(Z) = 0 (2.29)
with the solution
A1(Z) =
1
D(Z)
[s20(s2Z)((Z)− A0)− 1Z (s
2Z)(0(Z)− 2(Z))];
As(Z) =− 1D(Z)[0(Z)((Z)− A0)−
1
Z
(Z)(0(Z)− 2(Z))];
(2.30)
where
D(Z) = s20(s2Z)(Z)− (s2Z)0(Z); (Z) = 1Z ((Z)− 1): (2.31)
The leading term of the local truncation error is
lte2 = h6
1− (A0 + A1(Z) + As(Z))
Z2
(y(6) − 22y(4) + 4y00): (2.32)
The expressions of A1(Z) and As(Z) exhibit a 0=0 type of indeterminacy at Z=0. This is removed
by l’Ho^pital’s rule to nd out that A1(0) and As(0) are as in Eq. (2.3). By using the same procedure
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we nd out that in the limit ; Z ! 0, the leading term of the error reads
lte2 =
1
720
h6(25s2 − 3− 60s2A0)y(6): (2.33)
To summarize, we have obtained a family of exponential tting methods with algorithm
(2.1){(2.2). Each method of this family is identied by s; a0; b0; A0 and Z . The coecients are
dened for all Z , with the exception of the nonzero roots of D(Z) and of the denominator of
Ta; Tb; Wa and Wb. As a matter of fact, such roots exist only if Z < 0, i.e. if  is purely imaginary,
= ik with real k. Upon denoting = kh, we have Z =− 2 and (− 2)= cos ; 0(− 2)= sin =.
It can be found easily that for s= 12 the exceptional values are m =
1
2m; m= 1; 2; 3; : : : .
The local truncation error of algorithm (2.1){(2.2) is
lte = E1 + lte2: (2.34)
It obviously depends on the ve parameters involved, but there is a general factor h6. It follows that
any method in this family is a fourth-order method provided it is stable.
3. Stability
Linear stability analysis of numerical methods to solve problem (1.1) is based on the test equation
y00 =−!2y (3.1)
with real nonnegative !. In [3] the stability properties are analysed for families of exponential tting
methods depending of = kh only, and which are of the form
yn+1 − 2Rij(2; )yn + yn−1 = 0; = !h (3.2)
when applied to the test equation. Rij is a rational function of the form
Rij(2; ) =
Pi
m=0 um
2m
(1 +
Pj
m=1 vm2m)
(3.3)
with coecients which are functions of . The family will be denoted by M1 and each member of
it will be denoted by M1().
In the present analysis we follow closely the spirit of that analysis by extending the concept
of P-stability of a  dependent family of exponential-tting methods to the case of a family of
exponential-tting methods depending on  and on some set of extra parameters collected in a
vector p. We choose denoting such a family by M2 and each member of it by M2(; p).
We focuss only on those M2 families which are of form (3.2) when applied on the test equation,
but now Rij depends on three parameters, Rij(2; ; p), in the sense that the coecients um and vm in
Eq. (3.3) are now functions of  and of p.
In the spirit of the ideas formulated in [3], the method M1() associated to some given  is
P-stable if (i) it is dened for that  and (ii) condition jRij(2; )j< 1 is fullled 8> 0. The
family M1 is P-stable if the method M1() is P-stable for any > 0, except for a discrete set of
values.
These concepts are now extended to the case of the methods depending on  and p.
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Denition 1. The method M2(; p) is P-stable if: (i) it is dened for that  and p and (ii) condition
jRij(2; ; p)j< 1 is fullled for any > 0.
Denition 2. The family M2 is P-stable if for any >0, except for a discrete set of excep-
tional values, there is at least one p which may depend on , such that M2(; p) is a P-stable
method.
We add a new denition:
Denition 3. The family M2 is conditionally P-stable if some max> 0 exists such that for any
066max with the exception of a discrete set of values, there is at least one p which may depend
on , for which M2(; p) is a P-stable method.
The condition for a family of methods being conditionally P-stable is certainly weaker than for
being P-stable. However, if max is reasonably large, the methods corresponding to conditionally
P-stable and to P-stable families are expected to work equally well on sti problems. This is be-
cause the methods with good stability properties are mostly necessary to solve the cases when the
solution of the problem involves frequencies of dierent magnitudes but the amplitude of the highest
frequency is negligible.
The key point in this context is that, when families of exponential-tting methods are applied on
such cases, the value of the tting frequency k is chosen only in terms of the low, active frequencies.
This is because the value to be chosen for k is related to the behaviour of the actual solution of the
problem, not to the behaviour of the general solution. All frequencies appear in the latter solution
but only the lower ones survive in the former and therefore the chosen k will be small. As for
the value of h, this is dictated by the accuracy needed in the results and, as a rule, the higher the
accuracy the smaller h.
For these reasons, the product  = kh is expected to be small too, so that it may happen that
the condition 6max is just satised. If so, the sti problem will be solved successfully by the
chosen member of the conditionally P-stable family of methods. If the condition is not satised,
then one should rst determine the maximal value of h which will make the computation sta-
ble. This is hmax = max=k. Expressed in other words, the only restriction which may be raised
when solving sti problems by a conditionally P-stable family of exponential-tting methods refers
to the maximal value for h, which in turn is independent of the value of the high, spurious
frequency.
As discussed in the previous section, our family of methods depends on Z and on s; a0; b0 and
A0. Only the case of negative Z = − 2 is relevant for the investigation of the stability properties,
and by denoting p  [s; a0; b0; A0], our family consists of methods of the form M2(; p).
When applied to the test equation (3.1), the algorithm is of form (3.2), where Rij, with i = j
= 2, is
R22(2; ; p) =
1 + c(; p)2 + d(; p)4
1 + a(; p)2 + b(; p)4
(3.4)
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Fig. 1. The domain of the values of A0 (shadowed area) for which the method M2(; p = [s = 12 ; a0 = 0; b0 = 0; A0]) is
P-stable. The solid line inside the shadowed area represents choice (3.6) adopted in applications.
with
a(; p) = A1(− 2) + (a1(− 2) + a−1(− 2))As(− 2);
b(; p) =−(b1(− 2) + b−1(− 2))As(− 2);
c(; p) =−(A0 + a0As(− 2));
d(; p) = b0As(− 2):
(3.5)
The investigation of the stability properties of this family then involves scanning over ve pa-
rameters,  and the four components of p. This is certainly a very dicult task and we were
forced to replace it by a simpler one. To reduce the volume of the investigation we decided
to set s = 12 ; a0 = b0 = 0 so that the scan over only two parameters,  and A0, remains to be
done.
As we explained in the introduction, we are not interested in the complete characterization
of this family with respect to the stability, but only to establish whether the family is P-stable
or, at least, conditionally P-stable. We introduced a suciently dense set of discrete values for
>0. For each such , we scanned a relevant set of values for A0 to detect whether an inter-
val I : [A0min ; A0max ] exists such that M2(; p) is P-stable for p = [12 ; 0; 0; A0 2 I ]. We found out
that nonempty I appear only for 066max = 3:4. The results are collectively shown in Fig. 1,
where we also plot by vertical lines the position of 1 = 12 and 2 =  at which the method is not
dened.
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We can thus conclude that, if we take s= 12 ; a0 = b0 = 0 as default values, the exponential-tting
family of methods developed in this paper is conditionally P-stable with max = 3:4. Any method
from this family for which A0 is inside the shadowed area of Fig. 1 is a P-stable method. In further
applications, we have chosen the parabolic trajectory
A0() =−0:06134514(− 12)2 + 0:40525: (3.6)
Its graph is also drawn in Fig. 1.
4. A numerical illustration
We want to illustrate two points:
(i) that our method works well on sti problems, provided that < 3:4 and
(ii) that, due to its exponential-tting feature, on problems with oscillating solutions it produces
more accurate results that its polynomial tting companion with coecients (2.3) and s = 12 ; a0 =
b0 = 0; A0 = A0(0).
Our test case is
y00 =−2y + (2 − 1) sin x; x> 0; y(0) = y0; y0(0) = y00 (4.1)
with the solution
y(x) = y0 cos(x) + y00 sin(x)=+ sin x: (4.2)
This test case is also considered in [9].
Two frequencies are here involved, !1 =  and !2 = 1. If y0 = y00 = 0, the components with
frequency !1 =  are eliminated from the whole solution, so that Eq. (4.1) with these initial values
and large  is a typical sti problem.
For both methods we used y1 = y(h) as the additional initial data to advance the solution. To
check for the behaviour of the two methods on the sti problem, we have considered the interval
0<x< 100 consisting of nmax = 50 steps with h = 2. To determine the coecients of the new
method we have used k = 1 which equals the active frequency !2 and which leads to  = 2 and
Z =− 2 =−4.
In Table 1 we give the values of
= max
n=1;:::; nmax
fjy(xn)− ynjg (4.3)
for various values of . It is seen that for our method all ’s are within the round-o errors irrespective
of , in agreement with the fact that our k ts the active frequency !2 exactly, and also with the
fact that the used = 2 is smaller than max = 3:4.
The results from the polynomial tting version also remains in reasonable limits, thus conrming
that this version is P-stable. However the value of  is here seen to have an important inuence on
the accuracy.
In a second set of tests we have used =100; y00 =0 and several values for y0. The solution now
eectively involves both frequencies and the contribution from the rst increases with y0. In both
methods we have used h=0:025 and nmax=500, and for the exponential-tting version we have used
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Table 1
The variation vs.  of the error  from the polynomial-
tting method of Chawla and from its exponential-
tting version of this paper, for Eq. (4.1) in the sti
case corresponding to y0=y00=0. The other parameters
are given in the main text
 Pol. tting Exp. tting
10 0.486 (−1) 0.222 (−15)
100 0.481 (−3) 0.222 (−15)
1000 0.481 (−5) 0.222 (−15)
Table 2
The variation against y0 of the error  from the two
methods for y00 =0, =100, h=0:025, nmax =500. For
the second method the used tting frequency is k = ,
i.e.  = 2:5
y0 Pol. tting Exp. tting
1 0.210 (1) 0.690 (0)
10 0.210 (2) 0.690 (0)
100 0.210 (3) 0.690 (0)
1000 0.210 (4) 0.690 (0)
k = 100 which ts exactly the highest frequency. The value of  involved in the exponential-tting
version is then 2:5, i.e. also within the limit imposed by the conditional P-stability requirements.
In Table 2 we give  for various values for y0. The error from the exponential-tting version
remains the same in all cases and this is just normal since the rst component of the exact solution
y(x) = y0 cos(100x) + sin x is calculated exactly by this method; only the second component, which
is independent of y0, is calculated approximately. The errors produced by the polynomial-tting
version are very big. Note that the exact solution varies between (y0 + 1) and therefore there is
no exact gure in the numerical results from this version.
5. Conclusions
In this paper we have investigated the problem whether linear P-stable exponential-tting methods
of an order higher than two can be derived. On eectively constructing an exponential tting version
of a fourth-order hybrid algorithm which is P-stable in its standard, polynomial-tting version, we
obtained a family of methods which is conditionally P-stable. This means that in practice the new
algorithm can be eectively applied for solving sti problems provided some, probably not severe
restrictions are fullled.
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Appendix
Functions (Z); 0(Z); 1(Z); : : : ; were originally introduced in Section 3:4 of [5] and denoted
there as (Z); 0(Z); 1(Z); : : : :
They are dened as follows. The functions (Z) and 0(Z) are generated rst by the formulae:
(Z) =
(
cos(jZ j1=2) if Z < 0;
cosh(Z1=2) if Z>0;
(A.1)
0(Z) =
8<
:
sin(jZ j1=2)=jZ j1=2 if Z < 0;
1 if Z = 0;
sinh(Z1=2)=Z1=2 if Z > 0;
(A.2)
while s(Z) with s> 0 are further generated by recurrence
1(Z) = [(Z)− 0(Z)]=Z; (A.3)
s(Z) = [s−2(Z)− (2s− 1)s−1(Z)]=Z; s= 2; 3; 4; : : : (A.4)
if Z 6= 0, and by following values at Z = 0:
s(0) = 1=(2s+ 1)!!; s= 1; 2; 3; 4; : : : : (A.5)
These functions satisfy the following properties:
(i) Power series:
s(Z) = 2s
1X
q=0
gsqZq=(2q+ 2s+ 1)! (A.6)
with
gsq =

1 if s= 0;
(q+ 1)(q+ 2) : : : (q+ s) if s> 0:
(A.7)
(ii) Behaviour at large jZ j:
s(Z) ’
(
(Z)=Z (s+1)=2 for odd s;
0(Z)=Zs=2 for even s:
(A.8)
(iii) Dierentiation with respect to Z:
0(Z) = 120(Z) and 
0
s(Z) =
1
2s+1(Z); s= 0; 1; 2; : : : : (A.9)
An ecient subroutine to compute (Z); s(Z); s=0; 1; : : : ; 6, is GEBASE in package EXPFIT4,
see [6].
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