Abstract-Generalization is one of the most important problems in neural-network research. It is influenced by several factors in the network design, such as network size, weight decay factor, and others. We show here that the initial weight distribution (for gradient decent training algorithms) is one other factor that influences generalization. The initial conditions guide the training algorithm to search particular places of the weight space. For instance small initial weights tend to result in low complexity networks, and therefore can effectively act as a regularization factor. We propose a novel network complexity measure, which is helpful in shedding insight into the phenomenon, as well as in studying other aspects of generalization.
I. INTRODUCTION
Generalization is one of the most studied topics in neural networks. It is well known that generalization depends on three factors: the degrees of freedom of the network related to the number of weights, the amount of noise in the training set, and the size of the training set. The amount of noise and the size of the training set depend on a problem implemented. Since they are usually beyond the control of neural-network designers, efforts have concentrated on estimating network complexity to achieve best generalization (see [1] - [3] for theoretical analysis). Although most researchers have concentrated on studying the effect of network size on generalization, some researchers have also realized that other factors in neural-network design can influence generalization. For example, the use of weight decay [4] , utilizing prior knowledge of the problem in the form of hints [5] , and stopping at an optimal time during training [6] are ways to improve generalization. These methods effectively reduce the search space for the weights and thus in a way reduce the effective number of degrees of freedom.
In this letter, we demonstrate that yet another factor in network design can influence generalization, and that is initial weight distribution. In the first section of the letter, we first demonstrate empirically that, especially for large networks, a proper choice of the initial weight distribution can improve generalization. In a weak sense, initial weights act like prior knowledge, which can bias the parameter search path. We then discuss about this phenomenon qualitatively. In Section III we present simulations from our empirical studies, and in Section IV we propose theoretically an initial complexity measure for networks and evaluate it as a function of initial weight distributions.
II. AN ANALYSIS OF THE PHENOMENON
How initial conditions affect generalization performance is largely determined by the dynamics of the training algorithm. When the gradient descent algorithm is used, it tends to converge to the local minimum of the objective functions closest to the initial conditions. In the case of an overparameterized network, the minimum of the objective function corresponds not to a point, but to a solution surface (at which the error equals zero). The training algorithm will usually land the weights on a point on the solution surface close to the initial conditions. In fact, for linear networks (a two-layer network with linear hidden nodes) Polycarpou and Ioannou [7] proved that the final solutionŵ (vector of network weights) is simply the closest point on the solution surface (set S) to the initial weight vector w 0 ; i.e., w = argminŵ 2S kŵ 0 0 w0k
where the sum of the square error is used as an objective function, and the step size is properly chosen. If the initial weights are small, then the tendency is that the final attained weights will be small, and hence the effect is similar to having some kind of a weight decay. The question is what is the best distribution of initial weights in terms of generalization performance. Too small initial weights are somewhat equivalent to using a large weight decay parameter. This might result in too much smoothing to be warranted by the complexity of the given problem or the amount of noise. The question here is whether there is a best initial weight distribution range, which optimally matches the complexity of the considered problem and leads to best generalization. This issue and other issues are investigated here in this paper.
III. EMPIRICAL STUDIES
To investigate how distributions of initial weights influence generalization, we first perform Monte Calo simulations to intentionally train overparameterized networks with small training sets. Specifically, we use plain gradient decent to train the networks to implement the following two analog functions: For both problems we used a large network consisting of 20 hidden nodes. We used tanh activation functions for the nodes, and a learning rate of 0.03 (no momentum). The initial weights are generated randomly from a uniform distribution in [0a; a]: Ten training examples are obtained by randomly sampling the intervals of the two functions. In addition, ten more examples are sampled randomly to obtain a validation set. Independent noise, uniform in [00:05; 0:05]; is added to the training and the validation examples. The network is trained for a maximum of 10 000 iterations. The validation set is used to determine the best stopping point, that is, we stop at the iteration giving minimum error on the validation set. The network is tested by observing the normalized root mean square (rms) error (rms error divided by the rms of the function) for the whole interval. The experiment is repeated 50 times, each with a different set of examples sampled at different random points. To factor out the effect of the poortraining performance, we have taken into consideration only these runs, which produce normalized rms error of 0.1 or less. This way we avoid runs which converge to bad solutions.
The average of both the training error and the test error over the eligible runs versus a is shown in Table I for the first example f1; and in Table II for the second example f 2 : We observe that the optimal a for both functions f1 and f2 is around 1.4. The effect on generalization is somewhat more pronounced, the larger the number of weights. Table III shows the results for the function f 1 for the case of using 40 hidden nodes. The phenomena can also be observed for larger training sets. Fig. 1 shows three plots for such an experiment, which indicate underfitting and overfitting. Three observations can be made from the empirical results: 1) There exists an optimal initial weight range which leads to the best generalization. This finding contradicts a common belief that the smaller the initial weights, the better is generalization. Too small initial weights can mean too much regularization.
2) The effect on generalization is more pronounced, but not limited to, overparameterized networks. 3) Since the initial condition is only one of the factors which can affect gradient decent training algorithms, it is natural to expect that it only affects the generalization performance of resulting networks to a certain extent but not always. This explains why the standard deviations given in the tables are somewhat large.
IV. THEORY: A NOVEL MEASURE OF NETWORK COMPLEXITY
To gain insight into the effects of distributions of initial weights on generalization performance of overparameterized networks, we derive a new network complexity measure in this section.
The complexity of a network means its capability to implement many different functions. For a particular problem domain, there is an optimal network complexity, which simultaneously allows an accurate implementation of the problem and avoids overfitting and poor generalization. Network complexity can be controlled by the size of the network, the decay factor, and several other ways. We will present here a derivation of the "initial complexity," that is, the complexity of the starting network with a particular initial weight distribution. This will serve as a guide in choosing the initial weight distribution so that it is suitable or matches the problem considered. We will use here a modification of a new complexity definition developed by Ji [8] . Ji's measure is explained as follows. Consider a network where a certain number H of hidden nodes are operating always in the linear region of the sigmoid. Then, these H units are effectively redundant from the network capability point of view, since only one node operating in the linear region or direct connections from the input layer to the output layer can do the same job. The complexity is therefore defined as the expected number of hidden nodes, which are operating in the nonlinear region, i.e., with presynaptic input w T x > b; where b is a constant. We modify here the definition in a way which gives additional insights and also provides a meaning for the constant b: Consider a one-hidden layer network with a linear output nodes. Let us approximate the sigmoid function g as a piecewise linear saturation function, i.e., g(u) = u for u 2 [01; 1]; g(u) = 1 for u > 1; and g(u) = 01 for u < 01: Consider for simplicity one-dimensional functions, and 1 0 H 0 1 networks, where H is the number of hidden nodes. The complexity measure can however be generalized to multidimensional functions in a straightforward manner. Let the input range be from 0R to R: The neural-network approximation is then a piecewise linear function. We define the complexity as the number of degrees of freedom of such a piecewise linear function. When using just a simple linear function, the complexity equals two, which represents its two degrees of freedom. For a general piecewise linear function, the complexity will be
where we mean by discontinuity as that of the slope, i.e., it means a kink in the piecewise function. Therefore, such a complexity measure essentially measures the smoothness of a piecewise linear function. For a neural network, it is clear that the fewer number of hidden units operating in the nonlinear region, the more smooth its output function can be. Then the initial complexity is defined as the expectation of the complexity of the piecewise linear function produced by the network whose initial weights are generated through a certain distribution. Thus where E ( ) means the expectation over the distribution of the weights.
To obtain an expression on the initial complexity, we observe that every node has at most two discontinuities in the given range A sketch of the derivation is given as follows: Let the hidden node functions be given by x = g(wu + w0); where w is the weight and w 0 is the bias. We assume w and w 0 are uniform in [0a; a]: The probability of two discontinuities is the same as the probability that wR + w0 > 1 and 0wR + w0 < 01; because then both limits of the range of u will be outside [01; 1]: The probability of one discontinuity in the interval is the probability that wR + w 0 > 1 and 0wR + w0 01 or that wR + w0 1 and 0wR + w0 < 01:
The probability that there is no discontinuity is the probability that both wR + w 0 1 and 0wR + w 0 01: These probabilities can be calculated in a straightforward manner, and we obtain the shown equations. Fig. 2 shows a graph for the complexity function for the latter case (R > 2): One can see how it increases with a: For a small (a 1=R + 1); the initial complexity of a 1 0 H 0 1 network is and demonstrates a clearer relationship between C and a: This formula helps us gain some insight into the expected complexity for a network with a particular initial weight distribution. Usually a given problem is not completely known in structure and it is difficult to calculate its complexity. Nevertheless, this complexity measure helps us understand more the studied phenomenon. The complexity measure can also be useful in studying other aspects of generalization, for example how and whether weight decay will result in lower complexity, how to design pruning algorithms, and other aspects.
