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This paper is concerned about a reaction–diffusion equation on n-dimensional isotropically
growing domain, which describes the insect dispersal. The model for growing domains is
ﬁrst derived, and the comparison principle is then presented. The asymptotic behavior of
the solution to the reaction–diffusion problem is given by constructing upper and lower
solutions. Our results show that the growth of domain takes a positive effect on the
asymptotic stability of positive steady state solution while it takes a negative effect on
the asymptotic stability of the trivial solution. Numerical simulations are also performed to
illustrate the analytical results.
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1. Introduction
In the early 1950s, Skellam [22] introduced the diffusion into ecological models to study the asymptotic behaviors of the
species. Since then, reaction–diffusion systems have been widely used to study spatial patterns and to describe the effects
of spatial dispersal of organisms on the dynamics of populations, see for example, [5,6,13,17] and references cited therein.
A simple example of the nonlinear reaction–diffusion equation is from insect dispersal model which was treated by Murray
in [17]:⎧⎨
⎩
ut = du + u
(
a − buq), x ∈ Ω, t > 0,
u(x, t) = 0, x ∈ ∂Ω, t > 0,
u(x,0) = u0(x), x ∈ Ω,
(1.1)
where u = u(x, t) represents the population density of insect species with dispersal rate d, a and b stand for intrinsic growth
rate and intra-speciﬁc competition rate respectively, q is positive constant. Ω is an open subset of Rn (n 1) with smooth
boundary ∂Ω . The homogeneous Dirichlet boundary condition means that the species migrates in a domain surrounded by
a hostile environment.
When q = 1, (1.1) is a classic diffusive logistic equation which has been widely studied in [2,5,7,12,19]. For problem (1.1),
the following result is well known:
Theorem 1.1. Let μ1 be the principal eigenvalue of problem{−u = μu, x ∈ Ω,
u(x) = 0, x ∈ ∂Ω. (1.2)
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any nonnegative nontrivial u0 , limt→∞ u(x, t) = 0 uniformly.
(2) If a > dμ1 , then (1.1) has only one positive steady state solution u = u∗(x), which is globally asymptotically stable, that is, for any
nonnegative nontrivial u0 , limt→∞ u(x, t) = u∗(x) uniformly.
When considering seasonal or environmental inﬂuence, one must include time as an explicit variable in problem (1.1). In
other words, problem (1.1) become non-autonomous reaction–diffusion problem:
⎧⎨
⎩
ut = du + a(x, t)u − b(x, t)uq+1, x ∈ Ω, t > 0,
u(x, t) = 0, x ∈ ∂Ω, t > 0,
u(x,0) = u0(x), x ∈ Ω.
(1.3)
In [21], as a model example, problem (1.3) was deeply investigated and the existence of unique positive complete trajectories
was given.
In addition, motivated by shifting climate change due to a warming effect, Berestycki et al. [4] studied the problem of
population movement in a patch of favorable habitat moving inside a surrounding unfavorable environment, the governing
equation is
ut − Duxx = f (u, x− ct).
They showed that under suitable conditions, there exist positive traveling wave solutions. Such traveling wave solutions
exist if and only if the associated dominant eigenvalue of a related equation is positive.
As we known, the reaction–diffusion mechanism on a ﬁxed domain is one of the simplest and most elegant pattern
formation models [8]. However, the ecological environment is not always the same, the habitats of species usually changes
due to many reasons, for example, some insects live on a growing leaf, some ﬁshes live in an expanding river due to a
warming effect. A natural question arises that how species react to the changing of their habitats. Recently, many biolo-
gists and mathematicians have taken into account the effect of growing domain on the long time behaviors of solutions to
reaction–diffusion equations or systems. They found that domain growth and domain shape play a vitally important role
in asymptotic behavior. For example, in [11] Kondo and Asai proposed a reaction–diffusion system to describe the changes
in the stripe patterns of the marine angelﬁsh Pomacanthus during it grows. Crampin et al. [8] investigated the sequence
of patterns generated by a reaction–diffusion system on a growing domain. They concluded that growing domains have
the mathematical effect of increasing diffusion rates and increasing the likelihood of a Turing instability occurring. In [10],
Gjorgjieva and Jacobsen considered Turing patterns for reaction–diffusion systems on the surface of an exponentially grow-
ing sphere. They performed a linear stability analysis and derived general conditions for the Turing pattern formation. They
also explored the difference between patterns for ﬁxed spheres in contrast with the exponentially growing spheres by nu-
merical simulation. There is a large number of literatures about the effect of domain growth on the asymptotic behaviors,
the interested reader may consult [1,14–17,20,23].
However, in most cases it is diﬃcult to carry out stability analysis because of the advection and dilution terms contained
in the models which is derived on growing domains. To our knowledge, there are few analytical results for local stabilities
and Turing patterns on growing domains, and most of known work was carried out through numerical simulations. There
are still no appropriate or effective methods to explore the conditions underlying global stability.
The logistic type model we considered is used to describe a population that lives in an environment that is actually
physically growing, for example insects living on a growing leaf. Recently, Du and Lin proposed in [9] a free boundary
model to study the expansion of a species range in an environment that is not itself expanding, the classic example of
invasion is the spatial spread of muskrats in Europe in the early 1900s [22]. The governing equation is
⎧⎪⎪⎨
⎪⎪⎩
ut − duxx = u(a − bu), t > 0, 0 < x < h(t),
ux(t,0) = 0, u
(
t,h(t)
)= 0, t > 0,
h′(t) = −μux
(
t,h(t)
)
, t > 0,
h(0) = h0, u(0, x) = u0(x), 0 x h0.
(1.4)
They gave a spreading-vanishing dichotomy for the solution of (1.4). Furthermore, they showed that when spreading occurs,
for large time, the expanding front moves at a constant speed, and the asymptotic spreading speed of the free boundary
problem is always less than the minimal speed of the traveling wave solution.
This paper aims to study the asymptotical behavior of solution to problem (1.1) on a growing domain by means of upper
and lower solutions. The remaining content is organized as follows: In Section 2, a general reaction–diffusion equation with
domain growth is developed in n-dimensional space Rn and the insect dispersal model on an isotropically growing domain
is constructed. In Section 3, we restrict our attention to the isotropically growing domain and investigate the asymptotical
behavior of solutions. Section 4 is devoted to numerical simulations. In Section 5 we end our investigation with a brief
discussion.
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In this section, we ﬁrst model a general reaction–diffusion equation on a growing domain in Rn and then present the
insect dispersal model on an isotropically growing domain.
As in [8], let Ω(t) ⊂ Rn be a simply connected bounded growing domain at time t  0 with its growing boundary ∂Ω(t).
For any point x(t) = (x1(t), x2(t), . . . , xn(t)) ∈ Ω(t), we assume that u(x(t), t) is the density of a species, at position x(t) and
time t  0. According to the principle of mass conservation, we have
d
dt
∫
Ω(t)
u
(
x(t), t
)
dx = −
∫
∂Ω(t)
J · ndS +
∫
Ω(t)
f (u)dx, (2.1)
where J is the ﬂux across the boundary ∂Ω(t), n is the outward normal vector on ∂Ω(t), f (u) is the reaction term within
the domain. Using the divergence theorem, the above equation becomes
d
dt
∫
Ω(t)
u
(
x(t), t
)
dx =
∫
Ω(t)
[−∇ · J+ f (u)]dx. (2.2)
On the other hand, the growth of domain generates a ﬂow velocity ﬁeld a = (x˙1(t), x˙2(t), . . . , x˙n(t)). Using the Reynold
transport theorem to the left-hand side of (2.2) yields
d
dt
∫
Ω(t)
u
(
x(t), t
)
dx =
∫
Ω(t)
[
du
dt
+ u(∇ · a)
]
dx, (2.3)
where dudt is the total derivative of u, i.e.
du
dt
= ∂u
∂t
+ ∇u · a. (2.4)
Hence we can write (2.2) as follows:∫
Ω(t)
[
∂u
∂t
+ ∇u · a+ u(∇ · a)
]
dx =
∫
Ω(t)
[−∇ · J+ f (u)]dx. (2.5)
Since Ω(t) is arbitrary, then the differential equation
∂u
∂t
+ ∇u · a+ u(∇ · a) = −∇ · J+ f (u) in Ω(t) (2.6)
holds for any (x, t). Assumed that species undergoes a random walk, the diffusion ﬂux of u follows Fick’s law:
J = −d∇u, (2.7)
where d is the diffusive coeﬃcient of u. Thus Eq. (2.6) becomes
∂u
∂t
+ ∇u · a+ u(∇ · a) = d∇2u + f (u) in Ω(t), (2.8)
where ∇u · a is called advection term while (∇ · a)u is called dilution term.
In most cases, it is diﬃcult to study the properties of solution to (2.8) because of the advection and dilution terms.
Now we look at the partial differential equations on continuously deforming domains Ω(t) from a Lagrangian point of
view [3]. Let y1, y2, . . . , yn be ﬁxed Cartesian coordinates in ﬁxed domain Ω(0) such that x1(t) = xˆ1(y1, y2, . . . , yn, t),
x2(t) = xˆ2(y1, y2, . . . , yn, t), . . . , xn(t) = xˆn(y1, y2, . . . , yn, t). As t varies, the coordinates x1, x2, . . . , xn change position with
time. These positions are then mapped or transformed to a ﬁxed position given by the y1, y2, . . . , yn coordinates. Under
this transformation, we suppose u is mapped into the new function deﬁned as
u
(
x1(t), x2(t), . . . , xn(t), t
)= v(y1, y2, . . . , yn, t). (2.9)
Thus Eq. (2.8) can be translated to another form which is deﬁned on the ﬁxed domain Ω(0) with respect to y =
(y1, y2, . . . , yn). However, the new equation is also more complicated [15]. To further simplify the model equations (2.8), we
assume that domain growth is uniform and isotropic, that is, the growth of the domain takes place at the same proportion
in all directions as time elapses. In mathematical terms, x(t) = (x1(t), x2(t), . . . , xn(t)) can be described as follows:(
x1(t), x2(t), . . . , xn(t)
)= ρ(t)(y1, y2, . . . , yn), y ∈ Ω(0), (2.10)
where ρ(t) is called growth function subject to ρ(0) = 1 and ρ˙(t) 0 for all t > 0.
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vt = ut + ∇u · a,
a = x˙(t) = ρ˙(t)(y1, y2, . . . , yn) = ρ˙
ρ
(x1, x2, . . . , xn),
∇ · a = nρ˙
ρ
,
u = 1
ρ2(t)
v.
Then (2.8) becomes
vt = d
ρ2(t)
v − nρ˙(t)
ρ(t)
v + f (v), y ∈ Ω(0), t > 0. (2.11)
Taking f (v) = v(a − bvq) and considering the Dirichlet boundary condition, we then have the following insect dispersal
problem on the growing domain Ω(t):⎧⎪⎪⎨
⎪⎪⎩
vt = d
ρ2(t)
v − nρ˙(t)
ρ(t)
v + v(a − bvq), y ∈ Ω(0), t > 0,
v(y, t) = 0, y ∈ ∂Ω(0), t > 0,
v(y,0) = u0
(
x(0)
)
, y ∈ Ω(0).
(2.12)
3. Asymptotic behavior of temporal solution
In this section we will study the asymptotical behavior of the solution of (2.12). First we assume the growth function ρ(t)
is continuous differentiable on [0,+∞) and satisﬁes
ρ(0) = 1, ρ˙(t) > 0, lim
t→∞ρ(t) = ρ∞ > 1.
A typical example of ρ(t) is
ρ(t) = exp(kt)
1+ 1m (exp(kt) − 1)
with ρ∞ =m which is called logistic domain growth function [20]. Next we give the following deﬁnition of upper and lower
solutions of (2.12):
Deﬁnition 3.1. A function v˜ ∈ C2,1(Ω(0) × (0,∞)) ∩ C(Ω¯(0) × [0,+∞)) is called an upper solution of (2.12) if it satisﬁes⎧⎪⎪⎨
⎪⎪⎩
v˜t 
d
ρ2(t)
v˜ − nρ˙(t)
ρ(t)
v˜ + v˜(a − bv˜q), y ∈ Ω(0), t > 0,
v˜(y, t) 0, y ∈ ∂Ω(0), t > 0,
v˜(y,0) v0(y), y ∈ Ω(0).
(3.1)
Similarly, vˆ(y, t) ∈ C2,1(Ω(0)×(0,+∞))∩C(Ω¯(0)×[0,+∞)) is called a lower solution of (2.12) if it satisﬁes all the reversed
inequalities in (3.1).
Lemma 3.1 (Comparison principle). Let v(y, t) be a solution of (2.12), v˜(y, t) and vˆ(y, t) are upper and lower solutions of (2.12)
respectively, then vˆ(y, t) v(y, t) v˜(y, t) in Ω¯(0) × [0,+∞).
The proof of Lemma 3.1 is standard, we omit it here.
Lemma 3.2. Let v(y, t) be a nonnegative nontrivial solution of the following problem⎧⎪⎪⎨
⎪⎪⎩
vt = d
ρ2(t)
v − nρ˙(t)
ρ(t)
v + v(a − bvq), y ∈ Ω(0), t > 0,
v(y, t) = 0, y ∈ ∂Ω(0), t > 0,
v(y,0) = v0(y) 0, y ∈ Ω(0).
(3.2)
If v(y,0) ∈ C2(Ω¯(0)), v(y,0) = 0, v(y,0) = 0 for y ∈ ∂Ω(0) and v(y,0) 0 in Ω¯(0), then v(y, t) ∈ C2,1(Ω¯(0) × [0,+∞))
and
v(y, t) 0 for y ∈ Ω(0), t > 0.
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d
ρ2(0)
v0 − nρ˙(0)
ρ(0)
v0(y) + v0
(
a − bvq0
)
(y) = 0 for y ∈ ∂Ω(0),
then the standard parabolic regularity theory shows that the solution v(y, t) ∈ C2,1(Ω¯(0) × [0,+∞)). Denote w = v , then
it satisﬁes
wt 
d
ρ2(t)
w +
(
−nρ˙(t)
ρ(t)
+ a − b(q + 1)vq
)
w. (3.3)
In addition, the condition v(y,0) 0 implies w(y,0) 0 for y ∈ Ω(0). Since v(y, t) = 0 for y ∈ ∂Ω(0), we have w(y, t) =
v(y, t) = ρ2(t)nd (vt + nρ˙(t)ρ(t) v − v(a − bvq))(y, t) = 0, y ∈ ∂Ω(0). Using the comparison principle gives that w(y, t)  0 for
y ∈ Ω(0), t > 0, which implies that v(y, t) 0 for y ∈ Ω(0), t > 0. 
Let λ1 be the principal eigenvalue of the problem{−φ = λφ, y ∈ Ω(0),
φ(y) = 0, y ∈ ∂Ω(0), (3.4)
then we have the following two theorems.
Theorem 3.1. If a d
ρ2∞
λ1 , then the solution of problem (2.12) satisﬁes v(y, t) → 0 uniformly on Ω¯(0) as t → ∞.
Proof. Clearly, vˆ = 0 is a lower solution of (2.12). We next seek the upper solution of (2.12).
Deﬁne v˜(y, t) to be the unique solution of the problem:⎧⎪⎪⎨
⎪⎪⎩
v˜t = d
ρ2(t)
v˜ − nρ˙(t)
ρ(t)
v˜ + v˜(a − bv˜q), y ∈ Ω(0), t > 0,
v˜(y, t) = 0, y ∈ ∂Ω(0), t > 0,
v˜(y,0) = Mφ(y), y ∈ Ω(0),
(3.5)
where φ is the corresponding eigenfunction of λ1, M is a positive constant. First take M suﬃciently large such that Mφ(y)
v0(y), then v˜(y, t) is an upper solution of (2.12). It follows from the comparison principle that
0 v(y, t) v˜(y, t), y ∈ Ω(0), t > 0. (3.6)
Since v˜(y,0) = Mφ(y) = −λ1Mφ(y) 0, it follows from Lemma 3.2 that v˜(y, t) 0 for y ∈ Ω(0), t > 0.
On the other hand, since ρ(t) tends increasingly to ρ∞ , 1 ρ(t) ρ∞ for t  0. Therefore v˜(y, t) satisﬁes
v˜t 
d
ρ2∞
v˜ + av˜ − bv˜q+1. (3.7)
Now consider the following problem⎧⎪⎪⎨
⎪⎪⎩
v¯t = d
ρ2∞
v¯ + av¯ − bv¯q+1, y ∈ Ω(0), t > 0,
v¯(y, t) = 0, y ∈ ∂Ω(0), t > 0,
v¯(y,0) = Mφ(y), y ∈ Ω(0).
(3.8)
We may again use the comparison principle to show that v¯(y, t) v˜(y, t) for y ∈ Ω(0) and t > 0. So
0 v(y, t) v˜(y, t) v¯(y, t). (3.9)
Since that a d
ρ2∞
λ1, we have v¯(y, t) → 0 uniformly for y ∈ Ω¯(0) as t → ∞ by Theorem 1.1. Thus v(y, t) → 0 uniformly for
y ∈ Ω¯(0) as t → ∞. 
Theorem 3.2. If a > d
ρ2∞
λ1 , then the solution of problem (2.12) satisﬁes v(y, t) → v∗(y) as t → ∞, where v∗(y) is the unique positive
solution of⎧⎨
⎩
− d
ρ2∞
v yy = av − bvq+1, y ∈ Ω(0),
v(y) = 0, y ∈ ∂Ω(0).
(3.10)
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limt→∞ ρ˙(t)ρ(t) = 0 implies that for the same ε > 0, there exists another T ′0 > 0, such that 0 ρ˙(t)ρ(t)  ε for t  T ′0.
Set T1 = max{T0, T ′0} and let v˜(y, t) denote the solution of the problem⎧⎪⎪⎨
⎪⎪⎩
v˜t = d
ρ2(t)
v˜ − nρ˙(t)
ρ(t)
v˜ + v˜(a − bv˜q+1), y ∈ Ω(0), t > T1,
v˜(y, t) = 0, y ∈ ∂Ω(0), t > T1,
v˜(y, T1) = Mφ(y), y ∈ Ω(0),
(3.11)
where M is a suﬃciently large constant, φ(y) is eigenfunction deﬁned above. It follows from Lemma 3.1 that v˜(y, t) is an
upper solution of (2.12) in Ω¯(0) × [T1,∞).
As in the proof of Theorem 3.1, since that v˜(y, T1) 0 in Ω¯(0), then v˜(y, t) 0 in Ω¯(0) × [T1,+∞), which leads to
v˜t 
d
ρ2∞
v˜ + av˜ − bv˜q+1, y ∈ Ω(0), t > T1. (3.12)
We then consider the following problem
⎧⎪⎪⎨
⎪⎪⎩
vt = d
ρ2∞
v + av − bvq+1, y ∈ Ω(0), t > T1,
v(y, t) = 0, y ∈ ∂Ω(0), t > T1,
v(y, T1) = Mφ(y), y ∈ Ω(0).
(3.13)
The problem admits a unique solution v¯(y, t). Moreover, since that a > d
ρ2∞
λ1, the result of Theorem 1.1 shows that v¯(y, t) →
v∗(y) as t → ∞, where v∗(y) is the unique positive solution of (3.10). Using (3.12) and (3.13) and comparison principle
yields that
v˜(y, t) v¯(y, t) for y ∈ Ω(0), t > T1.
This implies that
limsup
t→∞
v(y, t) v∗(y) for y ∈ Ω(0). (3.14)
On the other hand, let vˆ(y, t) be the solution of
⎧⎪⎪⎨
⎪⎪⎩
vˆt = d
ρ2(t)
vˆ − nρ˙(t)
ρ(t)
vˆ + vˆ(a − bvˆq), y ∈ Ω(0), t > T1,
vˆ(y, t) = 0, y ∈ ∂Ω(0), t > T1,
vˆ(y, T1) = δφ(y), y ∈ Ω(0),
(3.15)
where δ is a suﬃciently small constant. It is easy to see that vˆ(y, t) is a lower solution of (2.12) in Ω¯(0) × [T1,∞) if
δφ  v(y, T1).
Because vˆ(y, T1) = −δλ1φ(y) 0, it follows from Lemma 3.2 that vˆ(y, t) 0 for y ∈ Ω¯(0), t  T1 and then
vˆt 
d
(ρ∞ − ε)2 vˆ + (a − nε)vˆ − bvˆ
q+1, y ∈ Ω(0), t > T1 (3.16)
since that ρ(t) > ρ∞ − ε and ρ˙(t)ρ(t)  ε for t  T1.
Now consider the problem
⎧⎪⎪⎨
⎪⎪⎩
vˆt = d
(ρ∞ − ε)2 (vˆ) + (a − nε)vˆ − bvˆ
q+1, y ∈ Ω(0), t > T1,
vˆ(y, t) = 0, y ∈ ∂Ω(0), t > T1,
vˆ(y, T1) = δφ(y), y ∈ Ω(0).
(3.17)
Similarly (3.17) admits a unique positive solution, denoted by vˆε(y, t). Using comparison principle yields that vˆε(y, t) 
vˆ(y, t). Since a > d
ρ2∞
λ1, we can choose ε > 0 suﬃciently small such that a > d(ρ∞−ε)2 λ1+nε. We then have vˆε(y, t) → vˆ∗ε(y)
as t → ∞, where vˆ∗ε(y) is the unique positive solution of⎧⎨
⎩
− d
(ρ∞ − ε)2 vˆ = (a − nε)vˆ − bvˆ
q+1, y ∈ Ω(0),
(3.18)vˆ(y) = 0, y ∈ ∂Ω(0).
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1+ 12 (exp(t)−1)
. Color bar on the right shows the density
of species. Right: Convergence of temporal solutions to the trivial solution (red dashed line). (For interpretation of the references to color in this ﬁgure
legend, the reader is referred to the web version of this article.)
Therefore we have
lim inf
t→∞ v(y, t) vˆ
∗
ε(y) for y ∈ Ω(0). (3.19)
By the continuous dependence of vˆ∗ε(y) on ε, we can easily see that vˆ∗ε(y) → v∗(y) as ε → 0+ . Thus, (3.14), (3.19)
and the arbitrariness of ε imply v(y, t) → v∗(y) uniformly on Ω¯(0) as t → ∞, where v∗(y) satisﬁes problem (3.10). This
completes the proof. 
4. Numerical simulations
In this section, we present some numerical simulations in one-dimensional space to illustrate our theoretical analysis.
Firstly, regarding the domain growth, we choose Ω(t) = (0, x(t)) = (0,ρ(t)y), where ρ(t) = exp(t)
1+ 12 (exp(t)−1)
and y ∈ (0,1).
It is easy to see that domain grows from initial size ρ(0) = 1 to the ﬁnal size ρ∞ = 2.
Secondly, we choose parameters in system (2.12):
a = 2, b = 4, q = 2, d = 1. (4.1)
Under the set of parameters in (4.1), we have a < d( πρ∞ )
2 = 2.4674. By Theorem 3.1 we know that the solution of prob-
lem (2.12) satisﬁes v(y, t) → 0 uniformly on [0,1] as t → ∞. Then we have u(x, t) → 0 uniformly on any compact subset
of [0,2) as t → ∞. This is shown in Fig. 1, where the process of domain growth is presented in the left ﬁgure.
Finally, we choose parameters
a = 4, b = 4, q = 2, d = 1. (4.2)
In this case, a > d( πρ∞ )
2 = 2.4674, we know that solution v(y, t) of problem (2.12) asymptotically converges to the steady
state v∗(y) by Theorem 3.2. On the growing domain (0, x(t)), the solution u(x, t)(= u(ρ(t)y, t) = v(y, t)) asymptotically
converges to the steady state v∗(y). This is shown in Fig. 2. From the numerical simulation, we can see that most of
the individuals aggregate around the center of domain as time increases. In above two cases we take initial function as
u(y,0) = sin(y), y ∈ (0,1) corresponding to t = 0.
5. Discussion
In this paper, an insect dispersal model with an isotropic domain growth was studied under Dirichlet boundary condition.
We ﬁrst developed model and then veriﬁed the comparison principle which is fundamentally important in studying the
asymptotical behavior of temporal solutions to problem (2.12). Then asymptotic behavior of solutions was investigated by
means of upper and lower solutions. Finally we show that numerical simulations are consistent with our analytical results.
Domain growth is an interesting topic which has attracted a lot of attention (see for example, [8,14,15,18,20]). However,
most existing results on the long time behaviors of the solutions were investigated through numerical simulations. We
here succeeded achieving the global stability of the solution to problem (2.12) via upper and lower solutions. The tradition
conclusions with ﬁxed domain show that solution u(x, t) to problem (1.1) converges to 0 if a  dλ1 or to u∗(x) if a > dλ1,
656 Q. Tang, Z. Lin / J. Math. Anal. Appl. 378 (2011) 649–656Fig. 2. Left: The developing process of domain growth corresponding to the boundary function ρ(t) = exp(t)
1+ 12 (exp(t)−1)
. Color bar on the right shows the
density of species. Right: Convergence of temporal solutions to the positive steady state (red dashed line). (For interpretation of the references to color in
this ﬁgure legend, the reader is referred to the web version of this article.)
where u∗(x) is a positive steady state solution to problem (1.1), while our new results presented that v(y, t) converges
to 0 if a  d
ρ2∞
λ1 or to v∗(y) if a > dρ2∞ λ1, here v(y, t) = u(ρ(t)y, t). Our results show that the growth of domain takes a
positive effect on the asymptotic stability of positive steady state solution of problem while it takes a negative effect on the
asymptotic stability of the trivial solution. It is our ﬁrst attempt to give an analytical way for the global stability on growing
domain. We believe that our results can be extended to the reaction–diffusion systems modeling two species competition
models since competition models typically admit some type of comparison theorems. Nevertheless, how to apply analogous
method to the reaction–diffusion systems modeling predator-prey or more species on growing domain is still unknown.
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