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ABSTRACT
We present the results of user studies that were performed on
sighted people to test their ability to detect simple shapes with
SoundView. SoundView is an experimental vision substitution
system for the blind. Visual images are mapped onto a virtual sur-
face with a fine-grained color dependent roughness texture. The
user explores an image by moving a pointer device over the im-
age which creates sounds. The current prototype uses a Wacom
graphics tablet as a pointer device. The pointer acts like a virtual
gramophone needle, and the sound produced depends on the mo-
tion as well as on the color of the area explored. An extension of
SoundView also allows haptic feedback and we have compared the
performance of users using auditory and/or haptic feedback.
1. INTRODUCTION
SoundView is a system which allows a user to sense a static image
synesthetically [1] through sound and touch. SoundView operates
by constructing a virtual surface with a roughness texture corre-
sponding to the image. Instead of feeling the roughness through
touch, the user scrapes the surface with a virtual gramophone nee-
dle, which is moved with a pointing device such as a graphics pen.
For the details of the SoundView design and a review of related
work on cross-modal vision systems for the blind we refer to [2].
In order to test the usability of the SoundView system we have
performed user studies on the detectability of simple black and
white shapes by sighted people. Sighted subjects were chosen for
logistical reasons. We believe that if the results for sighted peo-
ple are encouraging, blind users will most likely perform better, so
tests on sighted people will provide us with a conservative estimate
of the capabilities of SoundView. If the results are positive, then
the next step can be taken in the form of clinical trials on blind sub-
jects. We have also compared the performance of SoundView with
Peter Meijers vision substitute for the blind “The vOICe” [3, 4, 5],
which translates images from a camera on-the-fly into correspond-
ing sounds.
Apart from measuring raw performance using the system, we
are also interested in determininghow people use the system to
observe images as this will give us insights which will allow us
to improve the usability of the system. In order to determine the
importance of the nature of the feedback we have created an ex-
tension of SoundView which also allows haptic feedback and we
have performed user studies aimed at comparing performance of
shape detection using auditory, haptic, or combined auditory and
haptic feedback.
The remainder of this paper is organized as follows. In Sec-
tion 2 we describe two user studies on shape detection using the
Figure 1: The six basic shapes used in Experiments 1 through 3.
SoundView system. The first experiment asks user to draw the
shapes they thought they were detecting, in order to get qualitative
insight in the perception of shapes with the system. The second ex-
periment is an eighteen alternative forced choice test. In Section 3
we perform two six alternatives forced choice experiments using
SoundView and The vOICe in order to compare performance. In
Section 4 we describe the extension to SoundView with haptic
feedback and the result of user studies using sound only, haptic
only, or both. Conclusions are presented in Section 5.
2. EXPERIMENTS 1 AND 2: TESTING SOUNDVIEW
The goal of our initial tests of SoundView was to determine whether
individuals could use SoundView to identify several basic geo-
metric shapes such as those shown in Figure 1. In two experi-
ments participants explored the shapes by moving a pen on a tablet
and listening to the auditory feedback generated by SoundView.
We tested people’s ability to recognize the shapes in two differ-
ent ways. In Experiment 1 participants were required to draw the
shape on a sheet of paper and in Experiment 2 participants had to
choose the correct shape from a set of 18 alternative shapes. Each
of these experiments is described below.
2.1. Experiment 1
Methods
Eight undergraduate students at the University of British Columbia
participated in a 20-minute session for course credit. All partici-
pants reported normal hearing and had normal or corrected to nor-
mal vision. Before commencing the experiment, each participant
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was given general instructions regarding how to interpret the audi-
tory feedback provided by SoundView. Participants then explored
a series of six shapes by moving a pen on a WACOM tablet (Pen
PartnerTM) that measured 9.7 cm vertically and 13.8 cm horizon-
tally. The six shapes that were used in the experiment are shown in
Figure 1. Notice that half of the shapes contained a hole and half
of the shapes did not contain a hole. Participants were not shown
the shapes at any point in the experiment, nor where they told what
the possible shapes would be. They were simply told that the stim-
uli were ”simple” shapes. The shapes occupied roughly 60% of
the active space on the tablet. The WACOM tablet was connected
to a desktop computer driven by a 1.8 GHz Pentium III processor.
Each of the six shapes depicted in Figure 1 was presented on
a separate trial of the experiment. Each shape was presented only
once in the experiment for a total of six trials in the experiment.
The order of presentation of the shapes was randomized and thus
differed across participants. Each trial of the experiment was pre-
ceded by an auditory message instructing the participant to begin
exploring the shape. Participants were given 90 seconds to explore
the shape. During the exploration time, participants were allowed
to view their hand and the pen. After the 90 seconds of exploration
elapsed, participants were given auditory instruction to record their
answer by drawing the shape on a sheet of paper. Participants were
given 90 seconds to record their answer. The next trial was initi-
ated automatically following the 90-second response period.
Results
The accuracy of free drawings was assessed in three different ways.
First, we assessed the accuracy with which participants correctly
reported the presence or absence of a hole in the shape. Second we
assessed the accuracy with which participants drew the external
contours of the shapes. Finally, we assessed the overall accuracy
with which participants reported both the presence or absence of
a hole and the external contours of the shape. The results showed
that participants reported the presence or absence of a hole with
68.8% accuracy. Furthermore, participants accurately drew the ex-
ternal contours of the shapes 35.4% of the time. Finally, the overall
percentage of trials on which participants accurately depicted both
the presence and absence of a hole and the shape of the external
contours was 30.0%. These initial results suggest that detecting
whether or not a shape contained a hole using SoundView was rel-
atively easier than ascertaining the precise contours of the shape.
Further inspection of the drawings revealed that our measure
of the accuracy with which participants recorded the contours of
the shapes was likely a very conservative estimate of performance
because even small deviations from the actual contours were coded
as being incorrect. Because of the general difficulty of analyzing
freehand drawings, we conducted another experiment (Experiment
2) using an 18-alternative forced choice procedure. By using a
forced choice procedure it was possible to evaluate shape recogni-
tion in a more objective manner.
2.2. Experiment 2
Methods
Thirty undergraduate students at the University of British Columbia
participated in a 20-minute session for course credit. None of the
participants in this experiment participated in the previous experi-
ment. As in the previous experiment, all participants reported nor-
mal hearing had normal or corrected to normal vision.
Figure 2: The 18 shapes from which participants had to choose the
correct answers in Experiment 2.
The apparatus and procedures used in the present experiment
were similar to those of Experiment 1. As in Experiment 1, partic-
ipants were presented with each of the six shapes shown in Figure
1. Each shape was presented once on a separate trial of the exper-
iment for a total of six trials. The exploration and report durations
were identical to those used in Experiment 1. Experiment 2 dif-
fered from Experiment 1 in an important way. In Experiment 2,
rather than drawing the shape, participants had to choose the cor-
rect shape from among 18 alternative shapes. Participants reported
their choice by circling one of 18 shapes printed on sheet of paper.
The 18 alternatives used in the experiment are shown in Figure 2.
Results
The mean percent correct shape discrimination, averaged across
participants and shapes, was 38.3% (standard deviation (SD) =
24.8%). A single sample t-test revealed that this overall mean ac-
curacy was significantly greater than that expected by chance alone
(i.e., 5.6%), t(29) = 7.242,p < 0.001. These results indicate that
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Figure 3: The mean percent correct discrimination performance
for each of the six shapes in Experiment 2. The broken line repre-
sents chance performance.
participants were able to use SoundView to discriminate among
the shapes.
The mean percent correct for discriminating each of the six
shapes, averaged across participants is shown in Figure 3. A one-
way repeated measures analysis of variance (ANOVA) revealed
that discrimination accuracy differed across shapes, F(5, 145) =
4.795, MSE = 0.188,p < 0.001. Inspection of Figure 3 reveals
that this overall difference in discrimination between the shapes
was likely due to the poor discrimination of the circle, which did
not differ from chance, t(29) = 1.225,p = 0.230. Apart from the
circle, discrimination of the each of the other shapes was substan-
tially above chance performance as indicated by a series of single
sample t-tests, allts > 3.168, all ps < 0.004. These results fur-
ther support the general conclusion that participants were able to
discriminate the shapes at above chance levels.
3. EXPERIMENT 3: COMPARING SOUNDVIEW WITH
THE VOICE
Another set of experiments was conducted to compare the usabil-
ity of SoundView with the usability of The vOICe. The vOICe [3,
4, 5] is a vision substitute for the blind which translates images
from a camera on-the-fly into corresponding sounds. This is done
by sweeping a vertical scan line periodically over the image. The
scan line generates sounds depending on the brightness of the pix-
els it is crossing and the height is mapped to pitch. Though the
sounds thus created are not easily interpreted at first it is hoped that
the brain can learn to map the information in the sounds to images,
either through induced synesthesia, or simply by providing equiv-
alent information through the auditory channel. In [6] acquired
synesthesia was reported to appear in a patient several years after
vision loss. The patient experienced visual sensations evoked by
tactile stimuli on the hands. The main differences in design philos-
ophy between SoundView and The vOICe are first that SoundView
uses active exploration with sound, whereas The vOICe passively
produces the soundscape of an image. Second, SoundView has
been designed in order to make the correspondence between im-
ages and sounds as intuitive and easy to learn as possible, whereas
the relation between sound and image in The vOICe is probably
more difficult to learn. The results of the studies presented here
can therefore not readily be used to draw conclusions about the
performance difference between the two systems by trained users
and are more indicative of novice behavior.
Methods
Sixty undergraduate students at the University of British Columbia
participated in a 20-minute session for course credit. None of the
students who took part in the experiment participated in any of the
pervious experiments. All participants reported normal hearing
and had normal or corrected to normal vision.
The technique used to convert visual information into sound
was varied across participants resulting in two conditions. In one
condition (the SoundView condition) participants discriminated among
shapes using auditory feedback from SoundView. In the other con-
dition (The vOICe condition) participants discriminated among
shapes using auditory feedback from The vOICe.
The apparatus and procedures used in the SoundView condi-
tion were similar to those of Experiment 2. Participants once again
explored the six shapes shown in Figure 1 using feedback from
SoundView. The exploration and report durations were the same
as those in Experiment 2. In this experiment, however, we mea-
sured discrimination of the shapes by having participants choose
the correct shape from six alternative shapes rather than the 18 al-
ternatives used in Experiment 2. The six alternatives were printed
on a sheet of paper and on each of the six trials in the experiment,
participants had to circle the correct shape. The six alternative
shapes that participants had to choose from were the six shapes
used as stimuli in the experiment (see Figure 1).
The methodology used in The vOICe condition was closely
matched to that of the SoundView condition. As did the par-
ticipants in the SoundView condition, participants in The vOICe
condition listened to the sounds that corresponded to each the six
shape shown in Figure 1 for a duration of 90 seconds and were
then given 90 seconds to choose the correct answer from six al-
ternative shapes printed on a sheet of paper. However, there were
also several critical differences between the conditions. One im-
portant difference concerned the instructions given to participants.
Whereas in the SoundView condition participants were told how to
interpret auditory feedback from SoundView, in The vOICe condi-
tion, participants were taught to interpret the auditory output form
The vOICe. Specifically, before starting the experimental trials,
participants in The vOICe condition completed five simple ex-
amples, each of which involved viewing a shape for ten seconds
while listening to the corresponding output from The vOICe pro-
gram. The shapes that were used in the examples were different
than the shapes used on experimental trials. Another critical dif-
ference between the conditions involved the nature of the auditory
feedback. In The vOICe condition, participants did not explore
the shape with a pen as they did in the SoundView condition, but
passively listened to the sounds generated from The vOICe that
corresponded to each of the six shapes shown in Figure 1.
Results
The overall percent correct shape discrimination in the SoundView
condition was 66.2% (SD = 26.8%). A single sample t-test re-
vealed that this overall discrimination accuracy was significantly
greater than chance, which in this experiment was 16.6%, t(29) =
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Figure 4: The mean percent correct discrimination performance
for each of the six shapes in the SoundView condition of Experi-
ment 3. The broken line represents chance performance.
10.149,p < 0.001. As such these results corroborate the general
findings of the previous experiments by indicating that participants
were able to discriminate between the shapes. Note that the over-
all discrimination accuracy was much higher in the present exper-
iment (66.2%) than in Experiment 2 (38.3%). This difference in
performance across the two experiments can be explained by the
fact that accuracy typically increases as the number of alternatives
in a forced choice test decreases.
The mean percent discrimination score for each of the six shapes,
averaged across participants is shown in Figure 4. A one-way
repeated measures ANOVA revealed that discrimination perfor-
mance was not equivalent across the shapes, F(5, 145) = 2.939,
MSE = 0.174,p = 0.016. The difference in discrimination per-
formance among the shapes was likely due to the relatively high
discrimination of the triangle and the relatively low discrimination
of the circle with a hole. However, a series of single sample t-tests
revealed that discrimination of the each of the shapes was substan-
tially above chance, allts > 3.245, all ps < 0.004.
The overall percent correct for discriminating the shapes using
The vOICe was 31.0% (SD = 28.3%). This overall average perfor-
mance was significantly greater than chance performance (16.6%),
t(29) = 2.512,p = 0.02. The mean percent correct discrimination
scores for each of the six shapes, averaged across participants, are
shown in Figure 5. Inspection of Figure 5 suggests that some of the
shapes were more difficult to discriminate than others, F(5, 145) =
6.015, MSE = 0.136,p < 0.001. A series of single sample t-tests
revealed that only the square and the square with a hole were dis-
criminated significantly above chance,ts > 2.242, ps < 0.034.
The discrimination of the remaining shapes did not differ from
chance,ts < 1.912, ps > 0.07. These results suggest that it was
very difficult to discriminate the shapes using auditory information
provided by The vOICe.
A direct comparison of the overall discrimination performance
using SoundView and The vOICe is shown in Figure 6. Inspection
of the figure revealed that the overall percent correct discrimina-
tion in the SoundView condition (mean = 66.2%) was more than
double the percent correct discrimination in The vOICe condition
(mean = 31%). An independent sample t-test confirmed that the
Figure 5: The mean percent correct discrimination performance
for each of the six shapes in The vOICe condition of Experiment
3. The broken line represents chance performance.
Figure 6: The overall mean percent correct discrimination perfor-
mance for participants using SoundView and The vOICe in Exper-
iment 3.
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discrimination performance was much greater for the group of par-
ticipants who used SoundView than those who used The vOICe,
t(58) = 4.921,p < 0.001. A comparison of the two conditions
for each shape separately revealed that participants performed bet-
ter using SoundView than The vOICe on all of the shapes (ts >
2.953, ps < 0.006) except for the square, for which performance
levels did not differ significantly across conditions, t(55) = 1.121,
p = 0.267. In general, therefore, the results lead us to conclude that
relatively novice users are able to discriminate simple shapes more
effectively using SoundView than using The vOICe.
4. COMPARING AUDITORY AND HAPTIC FEEDBACK
Various attempts have been made to make visual information avail-
able through haptic devices. In [7] a haptic device for the display
of 3D objects and textures was described and user studies on blind
and sighted people were performed to determine their ability to
determine object properties such as size, angles, and roughness.
Complex object recognition was also investigated. User studies
investigating the ability of blind people to use a haptic device to
perform various task were presented in [8]. The TACTICS system
described in [9] allows the printing of complex images as tactile
maps on microcapsule paper. It was found that preprocessing the
images by edge detection and enhancement resulted in greatly im-
proved performance in recognition tasks. Attempts to augment
the haptic display with auditory information are described in [10],
where line graphs are displayed through a combination of haptics
and sound. Multimodal perception of roughness textures through
sound and haptics is described in [11]. Roughness is displayed
aurally by piano tones of various frequencies.
SoundView uses a scraping metaphor, yet only renders the au-
dio associated with this action. However if we scrape an object in
reality we hear a sound and we feel the surface texture. It therefore
seems reasonable to assume that the addition of haptic feedback
should improve the performance of the system. On the other hand,
perhaps the haptic and auditory channels redundantly encode in-
formation in this task, in which case the performance should not
change.
Another experiment was performed in an effort to answer these
questions. The goals were to identify which of these types of feed-
back is most useful and/or preferable to participants in recognizing
geometric shapes. The extension to SoundView developed for this
experiment will be referred to herein as SHView for ”Sound and
Haptic View”.
4.1. SHView
Some changes were made to SoundView to enable a proper com-
parison between the alternate feedback modes. A tiny vibrotactile
display, or buzzer, was used to provide haptic feedback. Initially,
the buzzer was intended to be coupled to the stylus, but it could
only be operated at audible frequencies, and made internal parts
of the stylus audibly resonate. Instead the buzzer was worn by
participants on their dominant wrist, attached via an elastic wrist-
band, as shown in Figure 7. The sensation of the buzzer could
be likened to a mobile phone vibrator. The buzzer was interfaced
with SoundView via Java Native Interface (JNI) through a PCI I/O
board and an external power source. Since the buzzer provided
only on/off feedback, SoundView’s original source code was al-
tered such that the system produced audio feedback with a con-
stant frequency composition when the stylus was held inside the
Figure 7: Experimental Setup. Participant is wearing the buzzer on
a wristband attached to his wrist. Note the presence of the sound
blocking headphones and the occlusion of the participant’s view of
his hand by the box.
shape, and no feedback when it was outside. This differed from
SoundView in that no scraping motion was required to produce
sound. As a result of these modifications, the system provided
comparable binary haptic and audio feedback.
As a first step, a pilot study aimed at determining if haptic
feedback could be effective in a basic geometric shape recognition
task was completed. Six participants were asked to recognize a
random set of 4 out of a possible 6 basic geometric shapes (a circle,
a hollow circle, a square, a hollow square, a triangle, and a hollow
triangle). During our pilot sessions, participants were not able to
view their hand movements, which ensured that no visual feedback
could be aiding the participant in the task.
Shape recognition times varied from 40 seconds to 219 sec-
onds, with an overall error rate of 7/24. However, this large error
rate was primarily due to one outlier, a participant who committed
3 errors on 4 trials. In informal interviews, participants found the
system generally reliable and pleasant to use. Overall, the pilot
study results showed that haptic feedback can enable a participant
to perform a basic geometric shape recognition task.
The pilot study revealed that there was an occasional audible
difference between the on/off states of the buzzer. Participants in
the final study were asked to wear ambient sound blocking head-
phones during the experiment to ensure that a participant would
not be relying on any ambient audible cues from the buzzer. To
compensate for the effect of the headphones, the volume of the
audio output for the sound condition was adjusted so that it was
clearly audible to the participant.
A cardboard box was used to occlude the participant’s domi-
nant hand from view while performing the task, thus eliminating
visual feedback from the experiment. The box was constructed
such that the range of motion of the dominant hand was not re-
stricted by the box’s walls. The box featured a side opening hid-
den from participants’ view, which allowed the investigators to
monitor the proper functioning of the haptic buzzer, and to ob-
serve how participants performed the experimental task (as shown
in Figure 7).
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The outer bounds of the tablet were marked using tape to in-
dicate the active area of the tablet. This was necessary as, without
a physical boundary, participants could find themselves exploring
the inactive outer area of the tablet while looking for the shape.
4.2. Methods
A controlled experiment was run using the SHView system to ex-
amine the effects of audio, haptic, and combined feedback on a
person’s ability to recognize basic geometric shapes. Participants
were shown a shape sheet that contained a picture of each of the
four shapes that they would be asked to identify during the ex-
periment: a circle, a square, a triangle, and a rectangle. The first
three corresponded to shapes used in the pilot experiment. Based
on the results of the pilot, shapes with holes were found to be rec-
ognizable by all participants, and therefore were omitted from the
experiment. The rectangle was added to compensate for this omis-
sion. Participants were instructed on the use of both the audio and
haptic feedback devices. Participants were also told that feedback
would occur when the stylus was placed inside a shape, and that no
feedback would occur when the stylus was placed outside a shape.
Prior to the experiment, participants were given up to three to
explore a training shape, at first while being able to observe their
hand movements as well as cursor movements on the monitor, and
subsequently under the conditions of the experiment. These in-
cluded addition of sound blocking headphones, occlusion of the
participant’s hand, and blocking of the monitor to prevent the par-
ticipant from observing cursor movements.
After the training stage each participant was instructed to exe-
cute three sets of shape recognition tasks, one with each feedback
mode, and that the tasks would involve the shapes previously seen
on the shape sheet. The shape sheet was removed for the duration
of the experiment.
During the experiment participants were instructed that they
would have up to 90 seconds to explore each shape, but that they
should verbally provide an answer as soon as they were certain. If
participants were unable to discern the shape after 90 seconds, they
were instructed to give the investigators their best guess. Two in-
vestigators were present in the room while participants conducted
the experimental task. One operated the system and loaded shapes
for the task, while the other interacted with the participant and
recorded results.
Following the experiment, each participant was asked to com-
plete two questionnaires, the results of which are summarized in
Section 4.4.
4.3. Experimental Design
Twelve graduate students at the University of British Columbia
participated in this study. None of the participants took part in ei-
ther of the previous experiments. Each participant was involved for
approximately forty-five minutes. All participants reported normal
hearing and normal or corrected to normal vision. No compensa-
tion was offered to participants for their time.
Participants were asked to complete the shape recognition task
under auditory, haptic, and combined auditory and haptic feedback
conditions. The dependent variables recognition time, defined as
the time to complete the recognition task for a shape (up to 90
seconds), and error rate were used to assess participants’ efficiency
and accuracy.
The experiment utilized a fully-crossed, within-subjects de-
sign, with four shapes rendered in a random sequence for each of
the three conditions. To prevent participants from guessing the last
shape in a condition by process of elimination, one of the shapes
was randomly inserted twice, for a total of five trials per condi-
tion. One of the two occurrences of the shape was then randomly
removed from experimental results.
4.4. Experimental Results
Two 3x4 repeated-measures analyses of variance (ANOVA) were
used to evaluate the statistical significance of the main effects of
feedback mode and shape and any interaction between these inde-
pendent variables with respect to recognition time and error rate.
The mean scores and standard errors for each of these, averaged
across participants, are given in Figure 8. Due to the exploratory
nature of this work, results with a significance level of.05 ≤
α ≤ .10 are reported below as borderline significant, as indi-
cation of possible trends. Mauchly’s test of sphericity was non-
significant for all four main effects and both interaction effects, in-
dicating normally distributed data. Results for recognition time in-
dicate a non-significant main effect of feedback mode (p=.783) and
a non-significant interaction between feedback mode and shape
(p=.514). However, there was a significant main effect of shape
(F (3,123)=5.154,p=.005). Similarly, results for error rate indi-
cate a non-significant main effect of feedback mode (p=.734) and
a non-significant interaction between feedback mode and shape
(p=.460), but a significant main effect of shape (F (3,123)=4.333,
p=.011). Posthoc pair wise comparisons using the Bonferroni er-
ror correction method showed no significant pair wise differences
between shapes with respect to recognition time. With respect to
error rate, a significant pair wise difference was detected between
the rectangle and the circle (p=.006), and a borderline significant
one between the rectangle and the square (p=.077).
To determine the presence of learning or fatigue effects, 3x4
repeated-measures ANOVA’s were also performed, with block se-
quence (1, 2, or 3) rather than feedback type coded as an indepen-
dent variable, for each dependent variable (recognition time and
error rate). For both recognition time and error rate, both main ef-
fects of block sequence (p=.359 andp=.480, respectively) and in-
teraction effects of block sequence and shape (p=.974 andp=.137,
respectively) were not significant, indicating no clear evidence of
learning or fatigue effects.
Inspection of Figure 8 suggests that the difficulty of the recog-
nition task varies by shape, even for simple, well-known geometric
shapes. This was most evident in results for error rate, where mean
values by shape varied considerably. However, there was no evi-
dence that any of the feedback modes lead to consistently better
performance for all shapes. These results suggest that feedback
mode is less important than inherent shape properties and indi-
vidual ability in determining performance in a non-visual shape
recognition task.
Participants were asked to rank the conditions with respect to
usability and preference after completing the experiment. All con-
ditions were found to be useable by at least nine of the 12 partici-
pants. However, in terms of preference haptic feedback was ranked
last by all but three participants. Audio feedback was ranked first
and combined feedback second by the majority of participants.
Participants’ comments regarding their perception of the feedback
conditions were also collected and are summarized in Table 1.
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Figure 8: Mean and standard error results: Top-left) Recognition
time by feedback mode; Top-right) Error rate by feedback mode;
Bottom-left) Recognition time by shape; Bottom-right) Error rate
by shape.
User Request Support
Haptic feedback is unpleasant in current form5 (41.7%)
Audio feedback is unpleasant in current form2 (16.7%)
Would prefer haptic feedback in the stylus 5 (41.7%)
Would prefer haptic feedback at fingertips 3 (25.0%)
Would prefer haptic feedback in tablet 2 (25.0%)
Table 1: Tabulated questionnaire responses.
5. CONCLUSIONS
The results of the user studies show that the SoundView system
does allow users to detect simple black and white shapes with
much better than chance performance. [Quote 6-6 and 6-18 recog-
nition rates]. Objects with curved boundaries are more difficult to
detect than polygonal objects, possibly due to the linear scraping
motion which is the most common exploration motion used. The
difference in performance between the eighteen alternative forced
choice experiment and the six alternative is undoubtedly due to the
confusion of similar shapes.
The comparison with The vOICe shows that SoundView per-
forms better on untrained, sighted subjects. Because The vOICe
by nature requires more training than SoundView this result does
not necessarily indicate the superiority of SoundView for trained
users.
To determine if the addition of haptic feedback has the po-
tential of improving the performance of the system, we developed
SHView, which adds haptic feedback in the form of a buzzer worn
on the wrist. We found no significant difference between perfor-
mance using auditory feedback alone, haptic feedback alone, or
both combined. Although most participants preferred to use audio
feedback, this can be attributed to a perceived need for improve-
ment of the haptic feedback mechanism. Further studies are re-
quired to assess the usability of different implementations of audio
and haptic feedback modes. Perhaps if the haptic feedback and
auditory feedback are designed to provide complementary rather
than redundant information the performance does improve. One
possible approach would be to use haptic feedback to detect edges
in the images. This would correspond more closely to real explo-
ration of shapes by touch.
We believe the overall results of these studies are encouraging.
Future studies are clearly required before the system can be con-
sidered a practical vision substitute. We are currently attempting
to understand the exploration strategies adapted by participants to
explore the images and how they relate to the performance by cap-
turing and analyzing the motion. Clinical studies on blind subjects
are planned in he near future.
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