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Abstract: Economic agents in the transition economies are subject to tight
credit constraints, which are more pronounced during bad state of nature.
Thus, adverse shocks to commodity prices in the world market can force them
to reduce savings by a larger amount than they would otherwise have.
Empirical analysis using a dynamic panel model and data from 21 transition
economies confirm that most of the determinants of savings identified in the
literature also apply to the transition economies. The transitory component in
the terms of trade have a larger positive impact than the permanent
component. This reflects the lack of access to foreign borrowing. Although the
impact of terms of trade shocks is found to be asymmetric, the magnitude of
the impact appears to be small. The results are robust for alternative
estimators, determinants and country groupings.

Introduction
Savings in the transition economies of Central and Eastern
Europe and Central Asia involved the shift from centralised investment
to decentralised savings as the economic system moved from central
planning to market principles. The absence of efficient domestic credit
and capital markets and limited access to international financial
markets due to specific macroeconomic and institutional risks have
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made private savings a key determinant of welfare in these
economies. Without savings, households have few mechanisms to
smooth unexpected changes in their income.2
In the early years of transition, most of these economies have
witnessed a sharp decline in domestic savings rate (EBRD, 1996). The
transition process itself may have contributed to this by eliminating
the mechanisms for the accumulation of savings in command
economies. A striking feature of this decline has been the dramatic
shift in the composition of savings towards households and away from
corporate and general government.3 Because of the growing
importance of households in wealth accumulation in transition
economies, the absence of much empirical research on the actual
pervasiveness of their resource constraints, and of the extent to which
such constraints may be reducing their growth prospects, it is both
timely and essential to study the role of various factors that affect
private savings.
While a number of studies including Borensztein and Montiel
(1991), Conway (1995, 2001), and Denizer and Wolf (2000) have tried
to examine the behaviour of aggregate savings in the transition
economies, there has been very few attempts to study the
determinants of private savings.4 This paper attempts to fill the gap in
the literature by analysing the motives behind private savings to see if
it is driven by the same forces as in a market economy. In this
context, the paper will specifically analyse the impact of terms of trade
shocks on private savings after controlling for other determinants.
There has been a voluminous literature on the potential
importance of terms of trade shocks in explaining macroeconomic
performance.5 A question regularly raised in these studies is: how
should economic agents respond to greater fluctuations in tradable
commodity prices, and the resulting volatility in current account
balances and real income? One answer, provided by the theory of
precautionary savings, suggests that in response to an increase in the
volatility of income arising, say, out of an increase in the probability of
being unemployed, economic agents would increase savings in order to
hedge against the greater problem of a large negative income shock in
the future. The international economics literature beginning with
studies by Obstfeld (1982), Sachs (1981) and Svensson and Razin
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(1983) have devoted particular attention to the response of private
savings to terms of trade shocks in the context of macroeconomic
models where spending decisions are based on intertemporal
optimisation by forward-looking agents. An important result emerging
from this work is that the nature of the impact of these shocks on
private savings depends on whether the shocks are permanent or
transitory, and expected or unexpected.
Why is this an important issue for the transition economies?
Terms of trade disturbances have been an important source of
macroeconomic uncertainty in a number of these countries (World
Bank, 1999).6 Many of them remain heavily dependent on primary
commodities increasing their vulnerability to external shocks, and
complicating macroeconomic management, particularly on the fiscal
side (see Table 1a; United Nations, 2002, pp. 139-46). For instance,
primary commodities dominate the exports of many of the former
Soviet Union (CIS) countries. Azarbaijan, Kazakhstan and Russia
depend significantly on foreign sales of crude oil, natural gas and oil
products. Exports of base and ferrous metals are important to
Kazakhstan, Russia, Tajikistan and Ukraine, while cotton and gold
sales are important for the exports of Central Asia (IMF, 2000b).
Recent events associated with, on the one hand, the sharp
decline in commodity prices, and, on the other, the continuous
increase in the volatility of commodity prices have exacerbated the
pressure on the current account of these countries (see Table 1b).7 For
example, since 1998, the rebound in world oil price has helped to
boost the Russian economy, while many of the non-oil producing
countries in Central Asia have faced substantial terms of trade losses
as export prices of non-fuel commodities and other primary products
remain generally depressed, particularly in real terms, while energy
import prices have risen. Moreover, commodity price changes have
also been asymmetric often with long troughs and sharp peaks,
making it difficult to insulate the domestic economy from such shocks
(Cashin et al., 2002; Spatafora and Warner, 1999).8
Given the absence of efficient domestic credit and capital
markets and limited access to international financial markets,
economic agents in the transition economies are subject to tight credit
constraints which are more pronounced during bad state of nature.
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Consequently, adverse shocks to commodity prices in the world
market can force them to reduce savings by a larger amount than they
would otherwise have. Empirical studies on the impact of terms of
trade shocks on private savings have almost unanimously excluded the
transition economies on the ground that their performance is less
amenable to explanation using standard economic variables. This is
one of the first studies that we are aware of that tackles this issue for
the transition countries with the realistic expectation of obtaining
results comparable in quality and reliability to those available in the
literature.
Empirical work on the transition economies suffers from at least
two drawbacks. First, the transition constitutes a structural change in
the way the economy is organised. Second, the available sample
period after transition is very short. As a result, many of the studies on
the transition economies have opted for panel approach as it exploits
the time-series dimension of the data instead of using only crosssectional estimators. This paper uses the newly developed generalised
method of moments (GMM) dynamic panel data procedure that
controls for bias arising out of the presence of simultaneity, use of
lagged dependent variable and omission of country-specific effects
(Edison et al., 2002). This, however, gives rise to a number of
potential problems as discussed in the literature (see Campos and
Kinoshita, 2002). The basic results in the paper are, therefore,
subjected to a number of sensitivity tests to check the robustness visà-vis alternative estimators, determinants and country groupings.
The paper is organised as follows. The first section reviews the
literature, while the methodology is discussed in the subsequent
section. Then the savings function is introduced in the following
section. Next, empirical results and sensitivity test analyses are
presented and discussed. The paper ends with concluding remarks in
the final section.

Literature Review
What is the impact of movements in the external terms of trade
on private savings? This question has been a source of a major debate
in international economics for the last few decades.9 The traditional
explanation, known as the Harberger-Laursen-Metzler (HLM) effect
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(Harberger, 1950; Laursen and Metzler, 1950), states that an
improvement in the terms of trade increases a country's real income
level (that is, raises the purchasing power of its exports in the world
market). In a single-good static Keynesian open-economy model,
assuming the marginal propensity to consume to be less than unity,
private savings will increase. Using similar arguments, a deterioration
in the terms of trade can be shown to lower private savings.
In later years, the literature moved in two different directions.
The Dutch Disease literature built on the tradable-non-tradable
dichotomy and concentrated on the sectoral impact of terms of trade
shocks (see Corden, 1984, for a detailed survey). On the other hand,
the intertemporal choice literature, following studies by Obstfeld
(1982), Sachs (1981) and Svensson and Razin (1983), questioned the
theoretical basis of the HLM effect and argued that in two-good models
(imports and exports) household saving decisions should be derived
from solutions to a dynamic optimisation problem of selecting
consumption and savings at different points in time. These studies
concluded that the relationship between terms of trade and savings is
sensitive to the duration of the terms of trade shocks. For instance, if
improvements in the terms of trade are expected to be permanent,
economic agents will revise upward their estimate of national income
in current as well as future periods. In sharp contrast to the HLM
effect, the higher level of income would lead to higher level of
consumption with no effect on savings. On the other hand, if
improvements are expected to be temporary, economic agents will
smooth this windfall gain over future periods by raising savings. Hence
the HLM effect holds in the presence of only transitory terms of trade
shocks.
Later studies (Dornbusch, 1983; Edwards, 1989) questioned the
view that transitory shocks to the terms of trade have unambiguous
effect on private savings. Using a three good (imports, exports, nontradables) model, these studies showed that an adverse terms of trade
shock can affect private savings in three different ways. First, it will
lower the current national income relative to future national income
(consumption-smoothing or HLM effect). Second, it will increase the
price of current imports relative to future imports leading consumers
to postpone their purchases, that is, save more (the consumptiontilting effect). Third, it will increase the price of imports relative to the
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price of the non-tradables, thereby leading to an appreciation of the
real exchange rate. This, in turn, will increase the consumption rate of
interest and provide an incentive to postpone current consumption and
increase savings (the real exchange rate effect). As pointed out by
Cashin and McDermott (2002), in response to an adverse transitory
terms of trade shock, private savings will increase (decrease) if the
consumption smoothing effect dominates (is weaker than) the savingenhancing effects of the consumption-tilting and real exchange rate
effects.10
In a recent paper, Agenor and Aizenman (2003) have suggested
that terms of trade shocks can also lead to an asymmetric response in
savings. Slumps and booms in commodity prices may trigger different
response to welfare changes. Households may not be able to smooth
consumption when faced with adverse shocks to the terms of trade
due to the presence of, say, increased borrowing constraints in the
international financial markets. Consequently, in order to maintain a
smooth consumption path, economic agents may be forced to dissave
by a larger amount than they would otherwise have. To the extent that
domestic agents internalise the possibility of facing restrictive
borrowing constraints during hard times, they may also consume less
and save more in good times. Given that many households in the
transition economies are faced with credit constraints, the possibility of
an asymmetric effect of terms of trade on savings cannot be ruled out.
Although a number of studies have tried to empirically
investigate the determinants of private savings in transition economies
(Denizer and Wolf, 1998, 2000; Denizer et al., 2002; IMF, 2000a;
Schrooten and Stephan, 2002), only Denizer and Wolf (1998) included
terms of trade as one of the deter-minants. They found a negative
relationship between these two variables.

Methodology
Three issues need to be considered in selecting an estimation
procedure. First, we want to allow for inertia in savings ratio that may
arise from lagged effects of the explanatory variables on savings.11
Second, some regressors included in the equation such as real income
growth and public savings may be jointly endogenous, that is,
correlated with the error term. Third, unobserved time- and countryComparative Economic Studies, Vol. 46, No. 4 (December 2004): pg. 487-514. DOI. This article is © Palgrave Macmillan
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specific factors may be correlated with the explanatory variables
producing biased and inconsistent estimates.
To address these issues, our empirical strategy is based on a
recently developed dynamic panel data technique. The GMM technique,
initially proposed in Hansen (1982) and later refined in Arellano and
Bover (1995) and Blundell and Bond (1998), is used here for
estimating a set of moment conditions to generate consistent and
efficient estimators. 12 The GMM estimator combines into a single
system the regression equation in both changes and levels, each with
its specific set of instrumental variables.
The methodology is briefly described in this section. Let the
dynamic reduced-form savings regression equation be

𝑦𝑖,𝑡 = 𝛽1 𝑦𝑖,𝑡−1 + 𝛽2 𝑋𝑖,𝑡 + 𝜂1 + 𝜑𝑖,𝑡
(1)
where y is the savings rate, X represents a set of variables that
potentially affect the savings rate and for which time and crosssectional data are available, η represents a set of unobserved timeinvariant country-specific effects and φ is the error term. Specifying
the regression equation in difference form helps to eliminate the
country-specific effect and allows lagged levels of endogenous
variables to become valid instruments (Anderson and Hsiao, 1982).
Thus

𝑦𝑖,𝑡 − 𝑦𝑖,𝑡−1 = 𝛽1 (𝑦𝑖,𝑡−1 − 𝑦𝑖,𝑡−2 ) + 𝛽1 (𝑋𝑖,𝑡 − 𝑋𝑖,𝑡−1 ) + (𝜑𝑖,𝑡 − 𝜑𝑖,𝑡−1 )
(2)
The first issue raised is the likely endogeneity of the explanatory
variables X shown by the correlation between these variables and the
error term. A second issue is the correlation of the error term in
equation (2) with the differenced lagged dependent variable in the
same equation. We control for joint endogeneity using instruments
based on lagged values of the explanatory variables. Thus, instead of
assuming that the explanatory variables be uncorrelated with the error
term at all leads and lags (strict exogeneity), weak exogeneity is
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assumed. This allows for the possibility of simultaneity and reverse
causation. Thus, current explanatory variables may be affected by past
and current realisations of the dependent variable, but not by its
future innovations (see Calderon et al., 2001; Loayza et al., 2000).
Under these assumptions, the following set of moment conditions are
formulated and applied to the lagged savings rate and the set of
regressors:

𝐸[𝑦𝑖,𝑡−𝑘 (𝜑𝑖,𝑡 − 𝜑𝑖,𝑡−1 )] = 0 for 𝑘 ≥ 2, 𝑡 = 3, … , 𝑇
(3)

𝐸[𝑋𝑖,𝑡−𝑘 (𝜑𝑖,𝑡 − 𝜑𝑖,𝑡−1 )] = 0 for 𝑘 ≥ 2, 𝑡 = 3, … , 𝑇
(4)
The GMM estimator based on equation (3) and (4) is known as the
'difference estimator' (Calderon et al., 1999). Despite being
asymptotically consistent, this estimator has low asymptotic precision
and large biases in small samples (Blundell and Bond, 1998).13 To
mitigate this concern, the estimator presented in Arellano and Bover
(1995) is used. This estimator combines, in a system, regression
equation in levels with the regression in differences. Unlike the
difference regression, where country-specific effects are eliminated,
the regression in levels only controls for the use of such effects
through instrumental variables.
The instruments for the regression in differences are the lagged
levels of the corresponding variables. Therefore, the moment
conditions in equations (3) and (4) apply for the first panel of the
system. For the second part, the appropriate instruments for the
regression in levels are the lagged differences of the corresponding
variables. The additional moment conditions for the regression in
levels are given by: 14

𝐸[(𝑦𝑖,𝑡−𝑘 − 𝑦𝑡−𝑘−1 ) (𝜂𝑖 + 𝜑𝑖,𝑡 )] = 0 𝑓𝑜𝑟 𝑘 = 1
(5)
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𝐸[(𝑋𝑖,𝑡−𝑘 − 𝑋𝑖,𝑡−𝑘−1 ) (𝜂𝑖 + 𝜑𝑖,𝑡 )] = 0 𝑓𝑜𝑟 𝑘 = 1
(6)
Following Arellano and Bond (1991) and Arellano and Bover (1995)
and using the moment conditions given in equations (3), (4), (5) and
(6), we employ the GMM technique to generate consistent estimates of
the parameters.
The consistency of the estimator depends on whether the lagged
values of the explanatory variables are valid instruments in the
regression equation. We investigate this using two specification tests
given in Arellano and Bond (1991) and Arellano and Bover (1995). 15
The first is the Sargan test of overidentifying restrictions. It tests the
overall validity of the instruments by analysing the sample analogue of
the moment conditions used in the estimation process. The null
hypothesis is that the instruments are not correlated with the residuals
in the first-difference regressions. 16 A non-rejection of the null
hypothesis provides support to the model.17 The second specification
test refers to the hypothesis that the error term is not serially
correlated. In particular, we test for the order of serial correlation for
the residual of the regression in differences. As a first-order serial
correlation is expected, we test the null hypothesis of absence of
second-order serial correlation. Failure to reject the null hypothesis
shows that the original error term is serially uncorrelated.

The Savings Equation
Almost uniformly, the savings rate in the transition economies
has been relatively stable in recent years after a strong rebound from
the sharp decline at the beginning of the transition (IMF, 2000a;
Schrooten and Stephan, 2002). Despite the different patterns of
recovery within this group, the commonality of the behaviour suggests
a systematic response of savings to its determinants (Denizer and
Wolf, 2000).

Comparative Economic Studies, Vol. 46, No. 4 (December 2004): pg. 487-514. DOI. This article is © Palgrave Macmillan
and permission has been granted for this version to appear in e-Publications@Marquette. Palgrave Macmillan does not
grant permission for this article to be further copied/distributed or hosted elsewhere without the express permission
from Palgrave Macmillan.

9

NOT THE PUBLISHED VERSION; this is the author’s final, peer-reviewed manuscript. The published version may be
accessed by following the link in the citation at the bottom of the page.

The Basic Equation
Given the underlying hypothesis that saving behaviour in
transition economies is comparable to that of market economies with
similar fundamentals (Denizer and Wolf, 1998, 2000; Schrooten and
Stephan, 2002), we use an empirical savings function similar to
Denizer and Wolf (1998), IMF (2000a) and Schrooten and Stephan
(2002) as the base for our estimation. The function includes a broad
range of savings determinants. 18 Thus

M2
GDP𝑖𝑡
+ 𝛼5 INF𝑖𝑡 + 𝛼6 PUBSAV𝑖𝑡 + 𝛼7 DEP𝑖𝑡 + 𝛼8 PTOT𝑖𝑡
+ 𝛼9 TTOT𝑖𝑡 + 𝛼10 VTOT𝑖𝑡 + 𝛼11 DUMMY

PS𝑡 = 𝛼0 + 𝛼1 PS𝑖,𝑡−1 + 𝛼2 RPCY𝑖𝑡 + 𝛼3 GRPCY𝑖𝑡 + 𝛼4

(7)
Specifically, in the basic equation, the per capita savings rate (PS) is
modelled as a function of the one-period lagged per capita savings
rate (PSt-1), real per capita income (RPCY), real per capita GDP growth
(GRPCY), level of monetisation (M2/GDP), inflation rate (INF), the ratio
of public savings to gross national disposable income (PUBSAV) and
dependency ratio (DEP). To analyse the impact of terms of trade, four
variables (PTOT, TTOT, VTOT, DUMMY) are added to the basic
equation. PTOT and TTOT are the permanent and transitory
components of the terms of the trade, respectively, while VTOT
measures its volatility. The dummy variable (DUMMY) captures the
presence of any asymmetric effect of the terms of trade.

Rationale for the explanatory variables
The lagged private savings rate can be an important predictor of
the current savings rate as it captures the habit formation effects and
measures the rate of partial adjustment of the desired savings
propensity to its actual value.19 Real per-capita income is a major
determinant of savings in both the permanent income and the lifecycle hypotheses (Dayal-Gulati and Thimann, 1997); Kent, 1997;
Lahiri, 1989). However, the impact of income on savings has been
inconclusive in theoretical models. The simple permanent income
Comparative Economic Studies, Vol. 46, No. 4 (December 2004): pg. 487-514. DOI. This article is © Palgrave Macmillan
and permission has been granted for this version to appear in e-Publications@Marquette. Palgrave Macmillan does not
grant permission for this article to be further copied/distributed or hosted elsewhere without the express permission
from Palgrave Macmillan.

10

NOT THE PUBLISHED VERSION; this is the author’s final, peer-reviewed manuscript. The published version may be
accessed by following the link in the citation at the bottom of the page.

theory predicts that higher economic growth reduces private savings.
In contrast, the intertemporal optimising models, such as, the lifecycle model, suggest a positive relationship between national income
and private savings. Most of the cross-country empirical studies find
that permanent increase in income has a positive effect on private
savings rate. 20 The striking economic decline in the transition
economies and the subsequent economic recovery are expected to
affect significantly private savings, as these decline and recovery were
associated with dramatic and heterogenous shocks to real income
(Ivaschenko, 2002).
The GRPCY captures the improvements in the standard of living
and should have a positive impact on savings. The level of
monetisation is measured by the share of broad money in GDP. This is
a realistic proxy for financial development and reform in the transition
economies, as those that have made the most progress in reforming
their financial systems in terms of rehabilitation and privatisation of
the banking system, establishing and enforcing prudential banking
regulations, and establishing functioning capital market are also
among those with the highest monetisation ratios (UN, 2001). The
sign of this variable is ambiguous. As far as it represents the
development of the financial system in the country, it should have a
positive effect on savings. Zeldes (1989) has, however, argued that
the monetisation variable should have a negative sign as it captures
the borrowing constraints faced by the consumers and thereby reduces
their ability to smooth consumption through borrowing.
The inflation (INF) variable, measured as the annual percentage
change in the CPI, should have a negative impact on the savings rate
as it reflects precautionary savings effect due to macroeconomic
instability and income variability (Fischer, 1993).
Fiscal policy can potentially affect private savings through
revenue policy (say, tax structure), expenditure policy (say, income
distribution) or the extent of public savings. The rationale is to find out
the extent to which the private sector in these countries internalises
the government budget constraint and hence the extent to which a
change in public savings leads to a change in private savings. Hence
public savings is included here. The variable PUBSAV measures public
savings as a ratio of GDP.
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The dependency ratio DEP captures the life-cycle effect and is
included to measure the impact of demographic variables on the
savings rate. As aggregate data on private savings include both
savings by the working population and dissaving by the retired,
demographic changes with respect to the relative size of these two
groups could also offset private savings. A number of countries in the
sample have undergone dramatic demographic transition. Very low
birth rates have led to a precipitous drop in the fraction of the
population under the age of 15. Combined with an increasingly mobile
population, this has weakened an important source of support in old
age children. The variable DEP is included in the model and is
measured as the ratio of the difference between the total population
and the employed labour force to the total population. 21
Next, following Agenor and Aizenman (2003) and Cashin and
McDermott (2002), a set of variables measuring the possible impact of
terms of trade shocks are included in the model. The terms of trade is
computed as the ratio of merchandise exports deflator (line 74 or line
76 in International Financial Statistics published by IMF) to the
merchandise imports deflator (line 75 or line 76.x in the International
Financial Statistics) with 1995 as the base year.22 The trend movement
in the terms of trade (PTOT) picks up any permanent wealth effect
over time and is estimated by the trend series obtained from a
standard Hodrick-Prescott (HP) filter.23 Following Agenor and Aizenman
(2003), the measure is weighted by the ratio of real exports to real
GDP in order to capture the fact that the higher the share of exports in
output, the higher is the impact of volatility in the terms of trade. The
transitory component of the terms of trade (TTOT) measures the
temporary shocks and is the filtered series obtained from the use of
the HP filter. This variable is also weighted by the ratio of real exports
to real GDP and is anticipated to have a positive impact on savings. A
time varying measure of the terms of trade volatility (VTOT) is
included as a proxy for income uncertainty. 24 This should have a
negative impact on savings.
The presence of an asymmetric effect of terms of trade on
saving is captured by a dummy variable (DUMMY). As suggested in
Agenor and Aizenman (2002), the variable used is an interactive
dummy, which takes the value of unity times the logarithm of the
permanent component of the terms of trade, weighted by the ratio of
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exports to GDP, when that component increases above its previous
value, and zero otherwise.
In addition to the basic set of regressors included in equation
(7), estimations are also performed using several alternative
determinants of savings. Specifically, four variables are selected.
Income uncertainty (VINC) is represented by the moving sample
standard deviation of the growth rate of per capita real income. This
variable is expected to have a positive impact on the savings rate.
As transition economies move towards a market economy
through the implementatiton of better, stable and market oriented
institutions, the impact of this institutional framework on savings is
evaluated using the EBRD transition indicator (EBRD). The indicator is
a proxy for the progress made in the transition economies, as
measured against the standards of the developed economies. 25 This
would provide some indication of how the results differ from those of
non-transition countries.
Two price variables representing the financial market are also
used. First, the real interest rate (RINT) is measured as the difference
between 1-year time deposit rate and the expected rate of inflation.26
Second, following Koivu (2002), the difference between the lending
and deposit rates in banking sector (MARGIN) is used as an estimator
of banking efficiency. Koivu (2002) has shown that a decrease in this
rate differential due to a fall in the transaction costs would lead to a
higher share of savings going to investment, thereby accelerating
economic growth.

Estimation Results
Baseline regression results
Estimations have been performed using annual unbalanced
panel data for 21 countries in Eastern Europe and the former Soviet
Union for the 1993-2001 sample period.27 Data on the private and
public savings rate have been taken from the Economic Survey of
Europe published by the United Nations Economic Commission for
Europe; while data on terms of trade, M2, prices and current account
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are taken from the International Financial Statistics published by the
International Monetary Fund. Data on the dependency variable have
been taken from the World Bank's World Development Indicators. Data
on all the other variables including the transition indicator have been
taken from various issues of the Transition Report published by the
European Bank for Reconstruction and Development.
Table 2 reports the results of the regression equations for
private savings using alternative estimators on the full sample and the
basic specification. In order to facilitate comparison with the GMM
dynamic panel technique, estimates using cross-section data (column
1) and pooled annual data in static specification without the lagged
savings rate (column 2) are presented. Neither of these two
specifications takes into account the issues of endogeneity and
unobserved country-specific effects. In both cases, the rejection of the
null hypothesis for both the error serial correlation tests indicates that
the estimated coefficient in these specifications cannot offer valid
conclusions as relevant variables with high over-time persistence are
not included.
The third regression shown in column 3 is the basic dynamic
specification which includes the lagged savings term. Note that
consistent with our previous discussion, the panel estimates, by
construction, exhibit first-order serial correlation. However, our
primary concern is the presence of second-order serial correlation.
Both the hypotheses of lack of second-order residual serial correlation
and of no correlation between the error term and the instruments
(Sargan test) cannot be rejected, indicating support for the dynamic
specification as well as for the instruments used in the estimation
process. Results from the Wald test of joint significance show that the
coefficients are jointly significant.
The coefficient on the lagged private savings rate is, as
expected, positive. The value of 0.529 shows the presence of a large
degree of persistence. In fact, the view that past savings is an
important predictor of current savings in the transition economies
appears to be confirmed. This also implies that, if all changes in any of
the explanatory variables are permanent, its long-run effect is exactly
2.12 times the short-run effect.28 The positive and statistically
significant coefficient on the per capita income variable implies that
Comparative Economic Studies, Vol. 46, No. 4 (December 2004): pg. 487-514. DOI. This article is © Palgrave Macmillan
and permission has been granted for this version to appear in e-Publications@Marquette. Palgrave Macmillan does not
grant permission for this article to be further copied/distributed or hosted elsewhere without the express permission
from Palgrave Macmillan.

14

NOT THE PUBLISHED VERSION; this is the author’s final, peer-reviewed manuscript. The published version may be
accessed by following the link in the citation at the bottom of the page.

countries with higher per capita income tend to save relatively more
than countries with lower per capita income. Confirming the theoretical
relationship as shown in an intertemporal model, such as, the life-cycle
hypothesis, this may also explain why savings have been higher in the
East European and Baltic states relative to the countries of the former
Soviet Union. The business cycle effect, measured by the coefficient on
the GDP growth rate, holding the per capita income constant, is
statistically insignificant.
The financial depth variable (measured by the ratio of M2 to
GDP) has a highly significant negative impact on private savings.
When the volume of M2 rises by 1 percent of GDP, the private savings
rate decreases by 0.24 percentage point. This result confirms the
widely held view that financial reform may stimulate consumption by
relaxing domestic liquidity constraints through, say, increased access
to bank credit, and thus reduce the propensity to save.29 Similar
results have been reported for Sub-Saharan Africa (Agenor and
Aizenman, 2003), and 69 developed and developing countries (Loayza
et al., 2000).30 Inflation has a positive impact on savings. An increase
of inflation by 10 percentage points raises private savings by eighttenths of 1 percentage point. This is contrary to the results in Denizer
and Wolf (1998). One explanation could be that, as it represents
macroeconomic uncertainty, increased uncertainty about the
aggregate economy and expectation of further price increases induces
agents to lower their current consumption and increase precautionary
savings.
The coefficient on public savings is negative and statistically
significant suggesting that the private sector internalises the
government's budget constraint. The short-term coefficient is 0.176
giving a permanent long-term value of 0.373. Since the coefficient is
statistically less than one, we can reject Ricardian equivalence for the
full sample.
The dependency ratio variable has the expected negative sign
but is marginally significant in the equation. IMF (2000a) reported a
positive impact of dependency rate on domestic savings in Poland,
while Denizer and Wolf (1998) found the impact to be generally
negative but insignificant in a group of 25 transition countries during
the early years of transition. The lack of a strong negative effect in the
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transtion economies may suggest that substantial changes in the
education, social welfare and pension systems have led to an
expectation of decline in these benefits, and consequently economic
agents are responding by not lowering their own provision for
education and retirement.31
Next, consider the variables of interest for this study. Both the
permanent and temporary components of the terms of trade are
positive and statistically significant. This is similar to the results
reported for a group of developing countries in Masson et al. (1998)
and both developed and developing countries in Loayza et al. (2000).
Moreover, the magnitude of the coefficient on the temporary
component is much larger than that of the permanent component.32
This reflects the lack of access to foreign borrowing that many of the
transition economies have faced during the last decade. The shortterm coefficient on the transitory variable is 0.274, so the long-term
effect is around 0.582. As both these values are significantly less than
one, there is an incomplete pass-through in the system. This may be
due to the inability of the households to realise fully the degree of
persistence of terms of trade shock at the moment they occur. Agenor
and Aizenman (2003) report similar findings for Africa.
The volatility of the terms of trade has a statistically significant
negative impact on savings. This is contrary to the findings as reported
in Agenor and Aizenman (2003). The dummy variable has the
anticipated positive sign but is small in magnitude. This suggests that
although there is evidence of an asymmetric impact of terms of trade
shocks, the size of the impact is relatively small in the transition
economies.

Alternative determinants
In this subsection, the basic savings equation (7) is extended by
including an augmented set of explanatory variables. The obvious
candidates to form part of this group are those that are explicitly
implied by economic theory and have been used in empirical studies.
The potential determinants are each added separately to the
basic equation given in Table 2 (equation (3)). The results are
reported in Table 3. In the first equation (column 1), a proxy for
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income uncertainty, measured as the moving sample standard
deviation of per capita GDP growth, is added. The estimated coefficient
has the positive sign as is expected from the precautionary saving
motive and is significant. This provides evidence that in response to an
increase in the volatility of income, due to, say, an increase in the
probability of being unemployed, an economic agent will increase
private savings in order to hedge against the greater probability of a
large negative income shock in the future. In the presence of the
income volatility variable, the inflation variable loses some of its
significance indicating that the income variable is capturing some of
the inflationary effects of macrouncertainty.
In the second equation (column 2), the EBRD variable is added.
The variable has a statistically significant negative sign. This indicates
that as a country moves toward better institutional framework over
time, income uncertainty declines and it lowers the need for
precautionary savings. This is similar to the results given in Denizer
and Wolf (2000) but contrary to those in Schrooten and Stephan
(2002).
The next variable added to the basic equation is the real interest
rate (column 3). The coefficient is negative but statistically
insignificant.33 This means that the positive substitution effect of an
increase in real interest rate is cancelled out by the negative income
effect. Further analysis showed that the real interest rate variable is
highly correlated with the inflation rate with a correlation coefficient of
0.65. This implies that during the sample period considered, the
nominal rates adjusted rather slowly to changes in economic
fundamentals and that, on average, changes in inflation were
dominating the movements in the real interest rates.34
The fourth variable, interest margin, is a proxy for banking
efficiency in these countries. The coefficient has a positive sign and is
statistically significant confirming the economic implications discussed
in Koivu (2002). Financial reform has improved banking efficiency.
This, in turn, has raised conspicuous consumption, thereby lowering
private savings. The value of the lagged savings rate varies between
0.498 and 0.537 in the four equations. The degree of persistence
remains strong in the presence of additional regressors. The values for
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the other explanatory variables in the table are qualitatively similar to
those found in the basic regression equation given in Table 2.

Sensitivity analysis
As the transition countries have experienced wide variation in
their growth process, the robustness of the results to regional
coverage is investigated. First, the basic model is re-estimated while
removing one country at a time. The process ensures that any undue
effects of an outlier country will be reflected by significantly different
results for the sample omitting that county. Although the coefficient
estimates (not reported here) varied slightly, there is no qualitative
change in the results.
Next, it is investigated if the relationship between various
significant measures of terms of trade shocks and the savings rate is
robust or fragile to small changes in the conditioning information set.
The reliability and robustness of the relationship are evaluated using a
version of Leamer's (1983) extreme bounds analysis as developed in
Levine and Renelt (1992). 35 In particular, the following regression is
estimated:

PS = 𝑎 + 𝑏𝑖 𝑰 + 𝑐𝑧 𝒁 + 𝑢
(8)
where PS is the savings rate, I is the set of base variables of interest
included in all regressions and Z is a subset of variables selected from
a pool of potentially important explanatory variables of savings. We
first run a base regression that includes only the I variables. Then we
compute the regression results for all possible linear combinations of
up to three Z variables and identify the lowest and highest values for
the coefficients in the I vectors of variables that cannot be rejected at
the 5 percent level of significance. If the estimated coefficients remain
significant over this procedure, the correlation is said to be 'robust'.
The 'extreme bounds' are the highest estimated correlation plus two
standard errors and the lowest minus two standard errors. If the
coefficient fails to be significant in some regression, the correlation is
termed 'fragile'.
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Four variables earlier found to be statistically significant are
included in the I vector - TTOT, PTOT, VTOT and PS(-1). The pool from
which the set of three control variables Z is drawn includes all the
remaining 10 explanatory variables used in Tables 1 and 2. During
estimation, we select three variables from the pool of 10 variables
each time, add these three variables to the base regression of four
variables, and see whether the parameters in the base regression are
stable or not. The extreme bound results are given in Table 4. The
GMM system estimator results appear to be robust. The four key
variables keep the right sign, remain significant, and have values for
the estimated coefficient that are consistent with those reported in the
paper. For PS(-1), PTOT, TTOT and VTOT, the ranges are (0.575,
0.662), (0.041, 0.092), (0.125, 0.206) and (-0.244, -0.296),
respectively. In summary, the coefficient estimates are fairly stable
and insensitive to various extra regressors.

Country groupings
Given the differences in institutional characteristics and
macroperformance during the transition process, I then re-estimate
the model separately for three groups - the countries in line to join the
European Union (EU Accession countries), the countries in Eastern
Europe and the Baltic States and the Commonwealth of Independent
States of the former Soviet Union (CIS).36
These results are given in Table 5. For purposes of comparison,
the results from the basic equation for the entire sample countries are
reproduced in column 1. The coefficient on the lagged private savings
is positive and statistically significant in all the three country groups.
The value varies from a low of 0.466 in the EU Accession countries to a
high of 0.616 in the CIS, indicating the presence of a large degree of
persistence in these countries. Although there is no major difference
among the other regression results for the three groups, a number of
intriguing nuances in the pattern of savings in the three groups are
evident. The coefficient on public savings is negative and statistically
significant in all three groups, showing that the private sector in these
countries internalises the government budget constraints. However,
the short-run (long-run) magnitude of this effect is -0.275 (-0.515)
and -0.214 (-0.41) in the Accession countries and Eastern European
countries, respectively. This is far below the one-to-one relationship
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suggested by the simple Ricardian equivalence doctrine. On the other
hand, the short- and long-run coefficients for the CIS countries are 0.378 and -0.984, respectively. Hence, in the long run, we cannot
reject the Ricardian equivalence for these countries. The coefficient is
very close to negative unity, suggesting that a decline in public savings
is matched by an increase in private savings.
The absolute values of the coefficients of the per capita GDP and
monetisation variables are much higher in the CIS countries than in
the other two groups, indicating that private savings in the former
Soviet Union countries are more sensitive to changes in these two
variables. The monetisation variable has important policy implications
in terms of prioritising financial reforms in these countries. Countries
with a relatively more developed financial system tend to generate a
lower level of private savings. In other words, the availability of more
credit instruments tends to raise the consumption level of the
consumers. This finding supports the UN (2001) view that any further
catching up in these variables (considering the fact that average per
capita income level and monetisation in the CIS are below those in the
other two groups) might be expected to produce an even faster rate of
catching up in private savings.
The behaviour of the variables of interest - permanent and
temporary components of terms of trade shocks, its variability and the
dummy variable measuring asymmetric shocks - shows some
differences. All the variables are positive and statistically significant.
However, the magnitude of each of the variables is smaller in the CIS
than in the other two country groupings. This seems to be
counterintuitive. Given that the trade in CIS countries is more
dependent on primary commodities, terms of trade shocks should have
a larger impact on private savings in these countries.
CONCLUSION
Using data from 21 transition economies, this paper analyses
the impact of terms of trade shocks on private savings after
accounting for other determinants. Given the absence of efficient
domestic credit and capital markets and limited access to international
financial markets, economic agents in the transition economies are
subject to tight credit constraints which are more pronounced during
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bad state of nature. Thus, adverse shocks to commodity prices in
world market force them to reduce savings by a larger amount than
they would otherwise have. The opposite happens during the good
times. As the households internalise the likelihood of facing binding
borrowing constraints during bad times, they may also lower
consumption and save more during good times.
The empirical results confirm the findings reported in IMP
(2000a) that most of the determinants of savings in a market-oriented
economy, as identified in the mainstream literature, also apply to a
transition economy. A number of more specific conclusions can also be
derived. First, private savings rate is highly persistent in these
economies. The effect of a change in one of the determinants of
savings is fully realised only after a number of years. Long-term
responses are approximately two times that of the short-term
responses.
Second, private savings rate rises with the level of real per
capita income. So policies that stimulate development can indirectly
raise savings rate. Third, financial reform has adversely affected
private savings in the transition economies. Larger financial depth,
higher real interest rates and interest rate margin changes fail to
increase the private savings rate. The adverse effect is more
pronounced in the CIS than in the East European and Baltic states.
Reform in the financial sector has stimulated consumption by relaxing
domestic liquidity constraints through, say, increased access to bank
credit, and thus reduced the propensity to save.
Fourth, macroeconomic instability, measured by inflation rate,
causes an increase in the precautionary motive to save. Similar
behaviour is evident when volatility of income is introduced in the
model. The move from a cradle-to-grave system of state-guaranteed
income to market determined wages, and the advent of high inflation
and high unemployment, along with cuts in public benefits have raised
income uncertainty and changed expected future income profiles in
these countries (Denizer et al., 2002). The results in this paper show
that households have responded by increasing precautionary savings.
Fifth, the private sector internalises the government's budget
constraint. The Ricardian equivalence is rejected for the East European
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and Baltic states but not for the CIS countries. In the latter group,
public debt issues are macroeconomically indistinguishable from tax
increases, thus changes in public savings are offset by an equal and
opposite change in private savings. Sixth, a marginally negative
impact of an increase in the dependency rate on private savings is
evident suggesting that a smoothing out of uneven income flows over
the life cycle may not be the main motive for saving.
Finally, the variables are of primary interest for this study. In
contrast to the intertemporal choice literature, this paper finds the
permanent component of the terms of trade to have a significant
positive impact on private savings. Transitory movements in the terms
of trade also have a significant positive impact and a larger magnitude
than the permanent component. This reflects the lack of access to
foreign borrowing that many of the transition economies have faced
during the last decade. Although the impact of terms of trade shocks is
found to be asymmetric in the transition economies, the magnitude of
the impact appears to be small.

Footnote
1. I thank the Editor and two anonymous referees for the extremely
helpful comments. Constructive suggestions have also been
provided by Tuomous Komulainen, Iikka Korhonen, Jouko
Rautava, Pekka Sutela and seminar participants at the Bank of
Finland, the Estonian-Finnish Joint Seminar on Economic
Integration and the EU Enlargement, Tallinn, November 2002
and the CEPR/ WDI Annual International Conference on
Transition Economics, Budapest, July 2003. The paper was
written while the author was visiting the Institute for Economies
in Transition (BOFIT) at the Bank of Finland. The hospitality and
financial support from BOFIT is gratefully acknowledged.
2. The sharp rise in income uncertainty and changes in expectation of
future income profiles can be attributed to the move from a
system of state-guaranteed incomes to market determined
wages, increase in unemployment rate and decrease in public
benefits (see Denizer et al. (2002) on this issue).
3. This can be attributed to two reasons. First, the share of household
income in GDP increased as corporate profitability fell. Second,
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households raised their savings rate from the very low levels
that prevailed under central planning due to an increased
precautionary motive for savings as the uncertainty over
expected income and public pensions increased.
4. Exceptions include Denizer et al. (2002), IMF (2000a) and
Schrooten and Stephan (2002) on a number of East European
and EU Accession countries.
5. For an early work in this area, see Bevan et al. (1993). Using crosscountry growth regressions, Barro and Sala-i-Martin (1995)
have shown that a change in the growth rate of terms of trade
by 3.6 percentage points leads to a 0.4 percentage point change
in the growth rate of real per capita GDP. Mendoza (1997) and
Agenor et al. (2000) also found terms of trade disturbances to
be highly correlated with output fluctuations.
6. Several studies have emphasised the importance of trade dynamics
in the process of transition (see Campos and Coricelli (2002)
and the references therein).
7. Reinhart and Wickham (1994) show that commodity prices have
experienced a mostly secular decline accompanied by an
increase in volatility. The standard deviation for terms of trade
growth has ranged from an average of 9 percent per year for
developed countries to about 19 percent per year for developing
countries (Baxter and Kouparitsas, 2000). The World Bank's
index of non-oil real commodity prices has also shown a trend
decline of about 1.5 percent per annum since the late 1940s.
The Bank predicts this trend to continue over the next decade.
8. Cashin et al. (2002) found commodity price cycles to be asymmetric
- price slumps last longer than price booms. Averaging across
36 real commodity price series, they estimated the typical
length of price slumps (39 months) to be about 10 months
longer than the typical length of price booms, giving an average
cycle of about 68 months. Using a stock-holding model with
intertemporal arbitrage, Deaton and Laroque (1992) identified
the asymmetry involved in storage activity - stocks cannot be
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negative and a stock-out will lead to sharp price fluctuations as the reason for this pattern of commodity price movements.
9. For a survey of early works in this area, see Ostry and Reinhart
(1992).
10. Ogaki et al. (1996) have shown that in low-income countries,
where levels of income are near the subsistence level,
consumption-tilting and real exchange rate effects have a
relatively limited impact on savings. Their results provide
support to the consumption smoothing view of HLM that
transitory adverse disturbances in the terms of trade in these
countries tend to lower private savings.
11. This dynamic specification helps to differentiate between shortand long-run effects on savings (see Loayza et al., 2000)
12. Studies using this method include Calderon et al. (1999, 2001),
Edison et al. (2002), Fajnzylber et al. (2002), Konings et al.
(2002) and Loayza et al. (2000).
13. The construction of the difference estimator eliminates the crosscountry relationship between the savings rate and the
regressors. Blundell and Bond (1998) have shown that, in the
presence of persistence of the regressors over time, the lagged
levels of these variables are weak instruments for the regression
equation in differences. This leads to an increase in asymptotic
inefficiency and small sample bias of the difference estimator.
14. For a description of the assumptions under which these moment
conditions hold, see Loayza et al. (2000).
15. For a simple description of these tests, see Calderon et al. (2001).
These two tests are also used in Fajnzylber et al. (2002) and
Loayza et al. (2000).
16. Under the null hypothesis, the asymptotic distribution of the test
statistic is Ç2 with (m-q) degrees of freedom, where m is the
number of instruments and k is the number of explanatory
variables.
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17. Bowsher (2002) has recently argued that the excessive use of
moment conditions in moderately large time series dimensions
can cause the Sargan test to be undersized and have extremely
low power. Interestingly, Bowsher found that the alternative
Exponential Tilting Parameter test generally possessed worse
size properties than the conventional Sargan test. This criticism
of the Sargan test is likely inapplicable here as our time series is
relatively small.
18. Denizer and Wolf (1998), IMF (2000a) and Schrooten and Stephan
(2002) use a similar set of determinants for savings in the
transition economies. For an excellent summary of various
determinants of savings and findings from previous empirical
studies, see Loayza et al. (2000).
19. Alessie and Lusardi (1997) consider models of habit formation and
show that savings depend not only on future income changes
and income risk, but also on past saving. There is also an
econometric reason for including this variable. The error process
in a dynamic specification suffers from a potential problem of
serial correlation. This has important implication for both the
validity test of the instruments used in the estimation process
as well as its impact on the consistency of the estimates. In
order to specify a dynamic regression with uncorrelated
disturbances, lagged value of savings should be included as an
additional control.
20. See, for example, the papers by Blanchard and Fischer (1989) and
Bosworth (1993).
21. Further disaggregation of population by old and young age, to
account for unequal income flows over the life cycle, would have
been beneficial. But consistent data for all the countries are not
available. Following Kraay (2000), estimations are also
performed using a slight variation of this variable (ratio of
population to employment). The results did not change much.
22. The terms of trade indices may not be the perfect indicator of a
country's exposure to commodity price volatility per se, because
they contain various non-commodity price component. But given
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the data constraint, this was the best possible proxy available.
Based on a Referee's suggestion and following Otto (2003), we
also used a different measure of terms of trade - the price of
exports divided by the price of imports, where the price of
export and import are measured by their respective national
accounts deflators (for goods and services). The data are taken
from the World Bank's World Tables database. However, initial
estimations provided results which are qualitatively similar to
those given in the paper.
23. The HP filtering technique can be described as follows. Let a
seasonally adjusted variable yt be written as the sum of an
unobserved trend component, yt*, and a residual cyclical
component ytr. The HP filter uses an adjustment method where
the trend component moves continuously and adjusts gradually.
The trend component is selected by minimizing the sum of the
squared deviations from the observed series, subject to the
constraint that changes in yt* vary gradually over time. Thus,;

min ∑

𝑇

(𝑦𝑡 − 𝑦𝑡∗ )2 + 𝜆 ∑

𝑡=1

𝑇−1
𝑡=2

∗
∗ )]2
[(𝑦𝑡+1
− 𝑦𝑡∗ ) − (𝑦𝑡∗ − 𝑦𝑡−1

The Lagrange multiplier » is the smoothing component such that
higher values of » lead to a more smooth trend series. The use
of the HP filter has, however, been criticised on the ground that
it removes potentially valuable information from the time series
(King and Rebelo, 1993). Moreover, the difficulty in using index
numbers for terms of trade in panel data is generally
acknowledged. The use of the HP filter implicitly assumes that if
a terms of trade spectrum is defined from strong to weak, all
countries will be at the midpoint in 1995, the base year. But in
reality it may not be the case. To alleviate this problem,
estimations were also performed using terms of trade ratios.
The results were not significantly different from those reported
in the paper.
24. Following the method discussed in Chowdhury (1993), the variable
is constructed by the moving sample standard deviation of the
growth rate of the terms of trade;
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𝑉𝑡 = [(1/𝑘) ∑

𝑘

1/2
2

log 𝑄𝑡+𝑖−1 − log 𝑄𝑡+𝑖−2 ) ]

𝑖=1

,

where k=3 is the order of the moving average. Estimations have
also been performed using k=2. The conclusion appears to be
robust irrespective of the value of k.
25. The indicator is constructed as the average of transformation in
the areas of enterprice restructuring, markets and trade,
financial institutions and infrastructures. The measurement scale
for the single indicators ranges from 1 to 4.25, where 1
represents little or no change from a rigidly planned economy
and 4.25 represents the standard of an industrial market
economy. Schrooten and Stephan (2002) also use a similar
variable.
26. To overcome the problem of unobservable expected inflation rate,
it is assumed that expectations are formed according to the
adaptive expectation model, that is, pte-pt-1e=b(pte-pt-1e) where b
is the coefficient of expectations such that 0<b<1.
27. Countries in the sample include Bulgaria, Croatia, Czech Republic,
Hungary, Poland, Romania, Slovakia, Slovenia, Macedonia,
Estonia, Latvia and Lithuania from the Eastern Europe and Baltic
States category, while the FSU countries include Armenia,
Azerbaijan, Belarus, Georgia, Kazakhstan, Moldova, the Russian
Federation, Ukraine, and Uzbekistan. Availability of data
constrained the choice of countries, sample period, and
variables. To minimise balance problems, countries included in
the sample have at least five observations. We started with 168
observations. Since three observations per country were used
for constructing the instruments, the basic regression sample
consists of 105 observations.
28. Given the short span of the sample period, distinction between the
short- and long-run is not as clear-cut as is preferable.
29. As pointed out by an anonymous referee, the financial depth
variable is also a measure of financial wealth for the private
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sector in the early years of the transition. It, therefore, follows
that savings will rise as accumulated wealth falls in real terms.
30. Chowdhury (2001a) and Jappelli and Pagano (1995) also report a
negative relationship between financial reform and private
savings in the developing countries.
31. Collins (1991) has argued that in order for savings rate to be
negatively associated with dependency rates, it requires the
assumption that the economy is growing. Following her
suggestion, the regression has been re-estimated adding an
interaction term of dependency rate and growth. The results are
qualitatively similar to those reported in the paper.
32. When Cashin and McDermott (2002) decomposed terms of trade
movements in five OECD countries into their permanent and
temporary components, they found the temporary component to
be large for all countries, accounting for about half of the
variance of the quarter to quarter changes in the terms of trade.
33. Ogaki et al. (1996) also found private savings to be insensitive to
changes in the real interest rates in a number of low- and
middle-income developing countries.
34. In addition to government controls, the rigidity in nominal interest
rates has been due to a number of factors, including the
oligopolistic nature of the domestic banking system, inadequate
banking supervision, and relatively thin domestic money, credit
and capital markets.
35. See Chowdhury (2001b) and the references therein for an
application of this procedure. Radulescu and Barlow (2002)
employed the extreme bound analysis for a group of transition
economies.
36. Although the division is arbitrary and the countries within the three
groups are not homogenous, it seems to be a natural choice for
a number of reasons. First, economic decline in the East
European and Baltic countries (the EU Accession countries is a
subset of this group) in the early 1990s was, on average, less
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profound and persistent than that in the CIS. Second, in
contrast to the CIS, most of the countries in the other two
groups already had at least some elements of the market
economy (e.g., a private sector) before the transition. Third,
social safety nets in the East European and Baltic countries
during the sample period have been much stronger than in CIS.
See Ivaschenko (2002) on this issue.
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