While studying vector fields on manifolds with boundary there are three important indexes to consider. We construct three cohomology classes to compute these. We relate these classes to other classes, the relative Euler class as defined by Sharafutdinov and the secondary Chern-Euler class as defined by Sha. Our results also yield a new proof of the Poincaré-Hopf index theorem.
Introduction and results
Let M be a smooth, compact, oriented m-dimensional manifold with boundary ∂M and v a smooth vector field on M, nonvanishing on the boundary, with isolated zeros. Further let I
• (v) denote the index of the vector field, I − (v) and I + (v) the index of the vector field restricted to and projected onto the boundary counting only those vectors for which v pointed inwards respectively outwards. The Poincaré-Hopf theorem in its more general form states that I
• (v) + I − (v) = χ(M), the Euler characteristic of M. The generalisation of the Poincaré-Hopf theorem to the case of manifolds with boundary is due to Morse [2] and was rediscovered and further studied by Pugh and Gottlieb [3] , [1] . In this paper we will define three singular cohomology classes u
) which are intimately related to this theorem. Here the superscript ∂ denotes restriction of the bundle to the boundary and the subscript 0 denotes the non-zero elements, the (co)homology considered throughout the paper is with respect to integer coefficients unless otherwise mentioned. We prove that these classes satisfy the following index theorem. 
In view of this result it is quite natural to look for relations to other index classes. In [4] In this more general setting the definition of u − will depend on the section n and we use a subscript n as reminder of that. We relate our classes to the relative Euler class as follows. 
Definitions
Let π: E → B be a smooth oriented m-dimensional vector bundle over a topological space B. Let A be a closed subset of B and let E A be the restriction of E to A. Assume that there exists a nonvanishing section n: A → E A . Denote by n the ray generated by n, s := −n and s the opposite ray. Using the commutative diagram below we will define the index classes. All maps in the diagram which we have not defined are to be understood as restriction or connecting homomorphisms for the relevant pair/triple of spaces. We will throughout the paper use diagrams in this way to specify the homomorphisms we need. 
In the case where (E, B, A) = (T M, M, ∂M) we will drop the subscript n, always choosing n as an outwards-pointing vector field on the boundary. A rather simple argument which we omit shows that the index classes then does not depend on the choice of such n. As the upper triangle in the diagram commutes, δ n and δ s factors over H m−1 (E A 0 ) giving us the preimagesũ − and u + mentioned in the introduction.
The relative Euler class
With notation from the diagram below the relative Euler class is defined as
Proof of Theorem 1.4. From their definitions it follows immediately that u
• + u − n ∈ Ker j . Thus it has a unique preimage χ ∈ H m (E, E A ). The following diagram describes the situation and specifies the homomorphisms we need for the proof. We have
The indexes
We will divide the proof into two parts. In the first part we will prove the first statement that I
• , μ , a presumably known result which we have not been able to find in the literature. We will then use a modified version of this argument in the second part. 
Using the long exact sequences for the homology of (U, U −z) and (T U, T U 0 ) we can instead consider v * : H m (U, U −z) → H m (T U, T U 0 ).
In the degree calculation using local coordinates we used the same generator for two copies of H m−1 (R m 0 ). This corresponds to using generators of H m (U, U −z) and H m (T U, T U 0 ) corresponding to the same orientation of the manifold. We choose the first generator to be the restriction of the fundamental class μ z .The second is then the homology class u z * corresponding to the restriction u z of the Thom class u to U via u z , u z * = 1. We then get the local index by
• (v) is defined to be the sum of the local indexes. Using the diagram above we calculate
The boundary index I − (v) will be somewhat trickier since we only want to count "half" of the local indexes.We begin by establishing some notation.
Let n be the outwards-pointing vector field used to define u − . Each vector w ∈ T M ∂ decomposes as w = w ↓ + λ(w)n(π(w)) with w ↓ ∈ T ∂M and λ ∈ R. Further let
e., the zeros of the projected vector field v ↓ for which v pointed inwards. Let u ∂M be the Thom class of T ∂M and μ ∂M the fundamental class of the boundary, both corresponding to the induced orientation of the boundary. Define
. By a simple homotopy argument (+s) * is seen to be an isomorphism between the corresponding homology groups.
Locally we can use the same method as in the interior case to calculate the indexes. Using the notation of the diagram below, for a
However we cannot use the same method to calculate the global index as before as this would also count the local indexes of zeros for which the original vector field points outwards. The trick lies in the following local factorisation of (v ↓ ) * near inwards-zeros. 
From the lemma it follows that the top triangle of the diagram above commutes. The rest of the diagram is trivially seen to commute. We calculate
Here we already have a very nice formulation of the boundary index and k * ((+s) * ) −1 u ∂M is an interesting index class. The remaining part consists of "moving" this index class to where it can meet the interior index class u λn) i.e., a "fibrewise reflection" in the tangent plane of the boundary. The following diagram specifies the homomorphisms we will need for the rest of the proof.
Using the diagram above we calculate , we refer to [4] . Here we will only use one of the properties of ϒ to relate it to the index classes. The following lemma now finishes the proof.
