I. INTRODUCTION
A TRIAL FIBRILLATION (AF) is a common arrhythmia, with a prevalence of more than 6% for people over 80 years old [1] . The arrhythmia can be studied through the atrial activity of the surface electrocardiogram (ECG), manifested by fibrillation waves. The repetition rate of the fibrillation waves-the AF frequency-plays an important role when analyzing AF from the ECG. Several studies have demonstrated a significant correlation between the AF frequency and the likelihood of spontaneous or drug-induced AF termination, where a lower AF frequency indicates a higher likelihood of termination [2] - [5] .
To study the spectral properties of atrial activity, it is necessary to first cancel the ventricular activity (i.e., the QRST complexes). This task can be accomplished by using a range of methods, including average beat subtraction methods, such as spatiotemporal cancellation [6] and source separation methods, such as principal component analysis [7] and blind source separation [8] . The extracted atrial activity is here referred to as the residual ECG.
The AF frequency has usually been determined from the periodogram of the residual ECG, thus precluding the detection of changes in AF frequency. Such changes can be tracked by employing the short-time Fourier transform (STFT), however, that approach suffers from vulnerability to noise. A more robust approach was recently presented in which the AF frequency is tracked through least-squares fitting of a template spectrum to individual spectral slices [9] . In that approach, the time-frequency distribution of the AF signal is calculated using a logarithmically scaled short-time Fourier transform. Each short-time spectrum is fitted to the spectral template, by amplitude scaling and frequency shifting, including the fundamental frequency and harmonics up to 20 Hz. The spectral template is updated through exponential averaging. The frequency-shifted peak of the spectral template gives a more robust estimate of the AF frequency than STFT peak detection, and offers better time resolution than the periodogram. Nevertheless, the residual ECG is sometimes corrupted by noise due to muscular activity or insufficient QRST cancellation which causes the AF frequency estimate to become inaccurate. A structured approach to handle this problem is to use a hidden Markov model (HMM) for frequency tracking. With an HMM, short-time frequency estimates that differ significantly from the frequency trend can be detected and excluded or replaced by estimates based on adjacent frequencies. A Markov model consists of a finite number of states with predefined state transition probabilities. The likelihood of a certain state, corresponding to a unique set of observed variables, depends only on the previous state (random walk). In an HMM, the state variables cannot be directly observed, but each state is associated with certain observation probabilities (i.e., the probabilities of observing a specific set of variables). Given the observation sequence of an HMM, the optimal state sequence can be obtained using the Viterbi algorithm or the forward-backward algorithm. An HMM is well suited for the frequency tracking of a signal. The states of the model correspond to the underlying frequencies, while the observations are determined by the estimated frequency of a specific time interval of the signal. A priori knowledge about the likelihood with which the AF frequency changes is included in the state transition probabilities, whereas knowledge about the frequency estimation method and SNR are included in the observation probabilities.
Hidden Markov models have previously been applied for tracking sinusoids embedded in noise in various radar and sonar applications. HMM-based methods for frequency tracking have been presented for a single sinusoid [10] as well as for two independent sinusoids [11] , [12] . Several attempts have been made to improve frequency tracking by including additional information in the observation vector of the HMM, such as the magnitude and phase of the detected frequency [13] and the entire periodogram of the measured signal [14] . Another approach is to include information on the rate of frequency change in the state vector [14] .
The purpose of this study is to investigate the suitability of HMMs for AF frequency tracking in ECG signals. Since an 0018-9294/$25.00 © 2008 IEEE AF spectrum can be harmonic, the HMM is extended from the common single sinusoid-in-noise model [10] to also account for the presence of harmonics (to our knowledge, the derivation is novel to this paper) (Section II-A). The performance of the present method for AF frequency tracking is compared to that of the STFT and the spectral template method, using simulated AF signals mixed with noise obtained from ECG recordings (Section III). The results are presented in Section IV.
II. METHODS
Certain assumptions on the AF signal need to be introduced when employing an HMM for frequency tracking. It is assumed that changes in AF frequency are characterized by a Gaussian probability density function (i.e., the AF frequency is more probable to remain the same or change gradually than to change drastically). Another assumption is that the AF frequency remains constant during the time interval in which the Fourier transform is calculated. Yet another assumption is that the AF signal can be modeled as a sinusoidal signal with harmonics corrupted with additive white noise.
A. HMM for Tracking a Single Frequency With Harmonics
Given an observed sequence of frequency estimates , our goal is to obtain the true sequence, denoted by . The HMM for frequency tracking includes one zero state when no signal is present, and different frequency states , where state includes frequencies between and , with a center frequency of
The HMM is completely characterized by a state transition matrix , an observation matrix , and an initial state vector [15] . State Transition Matrix: The state transition matrix describes the transition probabilities between different states. The state transition matrix presented here was derived in [10] . Element is the probability that state if state . Each row must sum to unity since the elements of a row correspond to the transition probabilities of a certain state. The probability of track initialization in state is identical for all frequency states (2) where is a constant. Hence, the probability of remaining in the zero state (i.e., when no signal is present) is
The probability of track termination is equal for all frequency states (4) The transition probability between the nonzero states is set to (5) where (6) since the location of the frequency track at the next time instant is assumed to be Gaussian with mean and standard deviation . This assumption results in an unbalanced , since the diagonal elements of depend on state . Hence, all diagonal elements are set to the smallest diagonal element (7) Consequently, the other elements of the row need to be adjusted so that the row sums to unity. If the elements and become larger than , they are set to , and the remaining elements are adjusted so that the rows sum to unity. This procedure continues until no elements of the row are larger than . Using the previously described elements , the design parameters of are the track initiation and track termination probabilities and , respectively, and the degree of frequency changes as modeled by the standard deviation .
Observation Matrix: The observation matrix describes the probabilities of observing a specific state given the true state. Its elements correspond to the probability of detection in state when the true state is . We assume that the observed signal consists of a sinusoid with harmonics and additive noise, according to the following model:
The amplitude of the signal and its harmonics and the frequency are assumed to be constant during the time interval for the Fourier transform. The noise is assumed to be zero-mean, Gaussian with variance .
Hence, the Fourier transform of is (see the Appendix) (9) where (10) The Fourier transform can be decomposed into signal and noise components, with magnitude and phase and , respectively (11) For , the magnitude of the signal component can be approximated by (12) Hence, the magnitude of the signal component of can be simplified to otherwise (13) The distribution of the magnitude is given by [10] ( 14) where is the modified Bessel function of order 0. Using the approximate magnitudes of the signal component, the magnitude probability density function (PDF) at or any of its harmonics becomes (15) while the magnitude PDF at all other frequencies is (16) The elements of are derived from and . If no signal is present, the probabilities of no detection (zero state) and detection in state are given by
respectively, where denotes the detection threshold.
If a signal with a frequency between and is present, the probability of: 1) detection in the frequency state or one of the harmonic states , where ; 2) no detection (zero state)
; and 3) detection in another state
, where , are given by
respectively. The design parameters of are defined by , and .
Optimal Detection Threshold: An optimal detection threshold is determined for the following error cost function: (23) where the weights and sum to 1. The probabilities of false alarm and false detection can be expressed as (24) and (25) respectively, where is the long-term state probability vector. Hence, the error cost criterion can be expressed as (26) The minimum can be found by setting the derivative of the cost function to be equal to zero (27) where the derivatives are given by (28) and (29) respectively. Combining (27)- (29) gives an expression of the probability of a magnitude equal to when the signal is present (30)
The long-term probability of the zero state can be expressed as [10] (31) where and are the track initiation and track termination probabilities, respectively. Hence (32) By setting and , false dismissals are emphasized if the probability of being in the zero state is small, and vice-versa. Using these values of and (33) The optimal threshold is then determined by
Since and depend on has to be calculated iteratively.
It can thus be shown that the cost function optimality criterion requires only the design parameters and , while the threshold does not have to be specified.
Initial State Probability Vector: To force automatic track initiation by starting in the zero state, the initial state probability vector is set to
Viterbi Track: Given an observed sequence , an optimal sequence can be obtained using the Viterbi algorithm [15] , [16] . This algorithm is initialized for with
where is the initial state vector, is element of , and is the first element of . Then, for
(39) The true frequency trend (solid line), the estimated frequency using STFT ("+"), and the estimated frequency using an HMM designed for frequency tracking of a sinusoid without harmonics ("o"). The frequency of the harmonic is detected at one occasion (marked by arrow). (c) The true frequency trend (solid line), the estimated frequency using STFT ("+"), and the estimated frequency using an HMM designed for frequency tracking of a sinusoid with harmonics ("o"). Note that an absent "+" or "o" corresponds to the zero state.
are defined for , where is element of is the element number of the observed sequence, and is element of . The optimal sequence is obtained by using (40) (41) Fig. 1 shows an example of a sinusoid with pronounced harmonics and gradually decreasing frequency embedded in white noise. At second 50, the maximum peak of the frequency spectrum is detected at the first harmonic. When using an observation matrix designed to detect a sinusoid without harmonics [10] , this frequency estimate is, incorrectly, verified by the HMM. When using an observation matrix designed to detect a sinusoid with harmonics, false detection at the first harmonic is avoided. However, the improvement of using an observation matrix designed to detect sinusoids with harmonics is relatively limited when compared to an observation matrix designed to detect a pure sinusoid.
B. Log-Spectral Template
The performance of HMM frequency tracking is compared to that of frequency tracking using the log-spectral template method [9] , briefly summarized below. A spectrum is calculated for each segment of samples of the residual ECG by using (42) where the matrix defines the -point discrete, nonuniform Fourier transform, and the elements of the diagonal matrix define a window function. The transform matrix is defined by (43) where is a logarithmically scaled frequency vector, with (44) Each observed spectrum can be modeled by as a frequency-shifted and amplitude-scaled version of a known real-valued spectral template (45) where the matrix performs the frequency shift by selecting the appropriate interval of . The parameters and are estimated so that matches in the least-squares sense.
For the first segment, the spectral template is initiated by setting it equal to a constant at the peak position and 0.01 at all other positions. The spectral template is then updated for each segment through exponential averaging. An estimate of the AF frequency is obtained by the peak position of the frequency-shifted spectral template.
III. EVALUATION
The frequency tracking methods are evaluated using simulated AF signals, to which ECG-extracted noise or white noise is added. The AF signals are simulated as an amplitude varying sinusoid with harmonics, where the fundamental AF frequency varies around with a maximum frequency deviation of and modulation frequency [6] (46)
The time-varying amplitudes of the fundamental and the harmonics, denoted as and , respectively, are given by (47) where the amplitude is the modulation peak amplitude and is the modulation frequency. The exponential decay of the harmonic amplitudes is denoted as . Signals with four different frequency trends are created: constant frequency, varying frequency, gradually decreasing frequency, and stepwise decreasing frequency (see Table I ). The frequency trends of the simulated signals are displayed in Fig. 2 .
The evaluation includes three different types of noise: remainders of QRST complexes, muscular artifacts, and white noise [see Fig. 3(a) ]. The QRST noise was obtained from ECG signals with normal sinus rhythm, where the QRST complexes were cancelled using average beat subtraction. It is well known that the resulting QRST noise is impulsive, primarily due to insufficient cancellation. The muscular artifact noise was obtained from the MIT-BIH stress test database [17] . White noise was studied because the HMM is optimal for this case; however, the two other types of noise are obviously of more practical interest. For each type of noise, five different 1-min signals were used in the evaluation, normalized so that their variances were identical.
The SNR is defined by (48) where is the peak-to-peak amplitude of the simulated AF signal, and is the standard deviation of the noise. Test signals were created with SNRs of 2-10 dB, except for white noise where the SNR started at 0 dB; these SNR values were considered as representative of observed signals. Fig. 3(b) shows a simulated AF signal at an SNR of 5 dB.
IV. RESULTS

A. Parameter Values
The frequency interval from 3 to 12 Hz is divided into segments of Hz, so that state 1 corresponds to 3-3.1 Hz, and so on until state , which corresponds to 11.9-12 Hz. This gives a total of states, including the zero state. The Fourier transform of the observed signal is calculated for every 2-s segment. The observed state is chosen in relation to the maximum peak of the periodogram if contained within 3-12 Hz and exceeding the detection threshold; otherwise, the zero state is chosen.
Since AF is assumed to be present, the track initiation probability is set to and the track termination probability to . Fig. 4 shows an example of frequency tracking using different settings of the standard deviation in . For , one inaccurate frequency estimate is excluded (at second 19). For , several correct frequency estimates are slightly altered (i.e., on the order of 0.01 Hz) and one inaccurate frequency estimate is not excluded because it fits into an assumed change of the frequency trend. Hence, a large value of implies that the HMM does not exclude or replace any frequency estimates, whereas actual changes in the frequency track are missed with too small a value of . As a tradeoff, the standard deviation is set to in this study. An average rms error is calculated for each type of noise, based on the mean rms error of the four simulated frequency trends and the different types of noise. The SNR of the observation matrix is a design parameter, defined by and . Fig. 5 shows the average rms error of frequency tracking of AF mixed with QRST noise to an SNR of 2 and 4 dB, respectively, using a fixed value of and different values of . It is evident that the best average performance is achieved when is low (i.e., smaller than 0.1). However, choosing too low a value for prevents tracking of fast changes in the frequency trend. Fig. 6 illustrates the tradeoff between robustness to noise and ability to track fast changes associated with different values of . Since tracking performance is similar for , the signal and noise amplitudes of are set to , and , respectively. This yields an SNR of approximately 10 dB. The decrease in amplitude of the harmonics corresponds to an approximate exponential decay of . 
B. SNR
HMM-based frequency tracking is exemplified for different SNRs in Fig. 7 , using QRST remainder noise. At 10-dB SNR, no inaccurate frequency estimates occur and, consequently, the HMM has no effect. At 5-dB SNR, two inaccurate frequency estimate are replaced by estimates determined by the HMM, and two inaccurate frequency estimates are excluded by the HMM (i.e., set to the zero state). At 0-dB SNR, several inaccurate frequency estimates are either excluded or replaced by frequencies that better fit the trend. The average rms error of the estimated frequencies of simulated AF signals mixed with white noise is presented in Fig. 8 for the HMM method. At a certain fixed SNR, a high zero-state occupancy percentage tends to give a lower average rms error, since the error is undefined at zero state. Therefore, it is important to compare not only the average rms error, but also the zero-state occupancy percentage. An observation matrix with yields a lower average rms error, and a lower zero state occupancy than does, whereas reduces the ability to track fast changes in frequency, see Fig. 6 .
The average rms error of the estimated frequencies of simulated AF signals mixed with noise due to muscular artifacts is presented in Fig. 9 for the HMM, the spectral template method, and the STFT. It is evident that the HMM frequency tracker performs better than both the STFT and the spectral template method in muscular artifact noise.
For simulated AF signals mixed with QRST remainder noise, the resulting average rms error is presented in Fig. 10 , yielding a result similar to that in Fig. 9 , though it should be noted that the average rms error of the spectral template frequency estimates is considerably lower for QRST noise than for muscular artifact noise. In general, the rms error does not differ much among the four different types of frequency trends. However, the combination of a varying AF frequency [ Fig. 2(b) ] with QRST remainder noise leads to an rms error that increases faster at very low SNRs than for the other types of frequency trends, see Fig. 11 .
V. DISCUSSION
HMMs were originally suggested for use in the field of speech signal processing, but have since been applied to various biomedical signal processing problems (e.g., ECG segmentation [18] , [19] , cardiac arrhythmia analysis [20] , EEG classification [21] , and recognition of sleep stages [22] ). The application of HMMs in AF analysis is, to our knowledge, novel to this paper.
This work extends the HMM proposed by Streit and Barrett for frequency tracking of a sinusoid in white noise [10] to tracking of a sinusoid with harmonics. The effect of using an observation matrix designed to detect sinusoids with harmonics, compared to an observation matrix designed to detect sinusoids, turned out to be limited. When the decay of the harmonics is large, as is often the case for AF signals, the improvement is marginal. However, it would be more suitable to use an HMM designed to detect sinusoids with harmonics for an atrial flutter signal, whose harmonics are more pronounced. Frequency tracking of intraatrial fibrillation signals, where the amplitude of the harmonics may be larger than the fundamental, is another potential application of our extended HMM [23] .
The present HMM is optimal for tracking frequency trends of sinusoidal signals with harmonics, cf. (8), obtained using the STFT, because the observation matrix is designed for this particular signal type and frequency estimation method. Although our model is designed for white noise, it performs very well for other types of noise. Noise due to QRST remainders and muscular artifacts typically consists of infrequent high-level intermittent spike artifacts. In between these spikes, the noise level is low and the fibrillation signal is clearly visible. Since the SNR definition is based on the average power of the noise, signal detection is generally easier for non-Gaussian noise than for Gaussian noise at the same SNR [24] .
The tracking performance of the HMM is relatively dependent on the design parameters of the observation matrix. The best tracking performance is not necessarily attained when and are chosen to be equal to the SNR of the simulated signal (Fig. 5) . In our evaluation, the values of and correspond to a lower SNR than the actual SNR of the simulated signals.
The HMM is tested on signals with step-wise changing frequency, showing that the HMM is able to track sudden changes of the AF frequency trend. However, choosing too low a value of the design parameter of the observation matrix precludes detection of fast changes in the frequency trend, see Fig. 6 .
The HMM can be designed so that short-time frequency estimates, which do not fit the frequency trend, are excluded or replaced by frequencies which better fit the underlying trend. This can be done by adjusting the parameter in the state transition matrix, describing the likelihood of the AF frequency change. The frequency tracking performance is sensitive to the choice of (see Fig. 4 ).
For all tested cases, frequency tracking with HMM is associated with substantially lower rms errors at low SNRs than tracking without HMM. Similar performance is obtained when tracking the different types of frequency trends, except for the case with varying AF frequency mixed with QRST remainder noise. In this particular case, the faster performance deterioration at low SNRs is explained by the fact that this type of frequency trend produces the most nonstationary signal (Fig. 11) .
The HMM method and the spectral template method exhibit similar performance when processing signals with QRST remainder noise for most SNRs of practical significance [ Fig. 10(a) ]. This result is to be expected when considering that the spectral template method was designed to deal with such noise in particular. However, the performance difference becomes quite substantial at low SNRs (i.e., below 4 dB) in favor of the HMM method; this method also outperforms the spectral template method in the presence of muscular artifacts [ Fig. 9(a) ].
The present performance evaluation involves simulated AF signals (i.e., defined by a sum of weighted sinusoids), to which different types of real-life noise have been added. Evidently, such an evaluation offers the important advantage of describing performance in quantitative results, using, for example, the error between the underlying AF frequency and the estimated frequency. Since the atrial fibrillatory activity is more complex in reality than what can be accounted for with the sinusoidal model, a complete performance evaluation of HMM-based frequency tracking should, in the future, also involve the analysis of ECG signals. However, such an evaluation must also address the difficult problem of how to express the performance in quantitative terms.
Finally, it should be noted that other methods for reducing false short-time AF frequency estimates are to lowpass filter the frequency trend, or to simply remove outlier values (i.e., short-time frequency estimates that differ significantly from the frequency trend). However, it is very difficult to set general values of thresholds and filter parameters, since changes of the frequency trend due to, for example, drug administration must be allowed. Also, there are large variations between different patients which renders trend analysis even more difficult.
VI. CONCLUSION
Using an HMM for AF frequency tracking in the ECG lowers the rms error significantly. Hence, this approach may have important implications for future analysis of ambulatory recordings with AF. With an adequate choice of design parameter values, the HMM is able to track sudden changes in the fibrillation frequency. Although inclusion of harmonics in the model did not improve the tracking performance appreciably, it performed equally well as the HMM was designed for frequency tracking of a signal without harmonics.
APPENDIX
The discrete Fourier transform of the signal is
The Euler formula shows that the first term is equal to 
