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PULL-BACK MORPHISMS FOR REFLEXIVE DIFFERENTIAL FORMS
STEFAN KEBEKUS
ABSTRACT. Let f : X Ñ Y be a morphism between normal complex varieties,
where Y is Kawamata log terminal. Given any differential form σ, defined on the
smooth locus of Y, we construct a “pull-back form” on X. The pull-back map ob-
tained by this construction is OY-linear, uniquely determined by natural universal
properties and exists even in cases where the image of f is entirely contained in
the singular locus of Y.
One relevant setting covered by the construction is that where f is the inclu-
sion (or normalisation) of the singular locus Ysing. As an immediate corollary, we
show that differential forms defined on the smooth locus of Y induce forms on
every stratum of the singularity stratification. The same result also holds for many
Whitney stratifications.
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1. INTRODUCTION
1.1. Introduction and statement of main result. Differential forms and sheaves
of differentials are fundamental objects and indispensable tools in the study of
smooth varieties and complexmanifolds. It is well-known that for singular spaces,
there is no single notion of “differential form” that captures all features of the
smooth case. Instead, there are several competing definitions, each generalising
certain aspects. The following two classes of differential forms are particularly
important.
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Ka¨hler differentials: Uniquely determined by universal properties, Ka¨hler dif-
ferentials are the most fundamental notion of differential form. Their univer-
sal properties imply that Ka¨hler differentials can be pulled back via arbitrary
morphisms, and closely relate them to problems in deformation theory.
The sheaf of Ka¨hler differentials on a scheme X is denoted Ω
p
X . As a sheaf
of OX-modules, Ω
p
X is usually rather complicated and has both torsion and
cotorsion, even if X is reduced. This makes Ka¨hler differentials rather hard
to work with in many cases of practical interest.
Reflexive differentials: Given a normal complex variety X, a reflexive differen-
tial on X is a differential form defined only on the smooth locus, without
imposing any boundary condition near the singularities. Equivalently, a re-
flexive differential is a section in the double dual of the sheaf of Ka¨hler dif-
ferentials. Denoting the sheaf of reflexive differentials by Ω
rps
X , we have
Ω
rps
X “
`
Ω
p
X
˘˚˚
“ ι˚
`
Ω
p
Xreg
˘
,
where ι : Xreg Ñ X denotes the inclusion of the smooth locus. Since the OX-
module structure is comparatively simple, reflexive differentials are often
quite useful in practise. Reflexive differentials arise naturally in a number of
contexts, for instance in positivity results for differentials on moduli spaces.
Note that the dualising sheaf is always a sheaf of reflexive differentials, ωX “
Ω
rdimXs
X .
Reflexive differentials on klt spaces. Reflexive differential forms do not generally sat-
isfy the same universal properties as Ka¨hler differentials. However, it has been
shown in a previous paper [GKKP11] that many of the functorial properties do
hold if we restrict ourselves to normal spaces with Kawamata log terminal (klt)
singularities. The following theorems summarises one of the main results in this
direction.
Theorem 1.1 (Extension Theorem, [GKKP11, Thm. 1.4]). Let Y be a normal variety
and f : X Ñ Y a resolution of singularities. Assume that there exists a Weil divisor D on
Y such that the pair pY,Dq is klt. If
σ P H0
`
Y, Ω
rps
Y
˘
“ H0
`
Yreg, Ω
p
Yreg
˘
is any reflexive differential form on Y, then there exists a differential form τ P H0
`
X, Ω
p
X
˘
that agrees on the complement of the f -exceptional set with the usual pull-back of the
Ka¨hler differential σ|Yreg . 
Theorem 1.2 (Pull-back morphisms in special cases, [GKKP11, Thm. 4.3]). Let f :
X Ñ Y be a morphism of normal varieties. Assume that there exists a Weil divisor D on
Y such that the pair pY,Dq is klt, and assume that the image of f is not contained in the
singular set Ysing. Then there exist pull-back morphisms of reflexive forms,
drefl f : f
˚
Ω
rps
Y Ñ Ω
rps
X and drefl f : H
0
`
Y, Ω
rps
Y
˘
Ñ H0
`
X, Ω
rps
X
˘
,
that agrees with the usual pull-back of Ka¨hler differentials wherever this makes sense. 
Theorems 1.1 and its corollary, Theorem 1.2, allow to study reflexive differ-
entials in the context of the minimal model program. These results have been
applied to a variety of settings, including a study of hyperbolicity of moduli
spaces, [KK10] or see [Keb13] for a survey, a partial generalisation of the Beauville–
Bogomolov decomposition theorem [GKP11] and deformations of Calabi–Yau
varieties [Kol12].
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Main result. The main result asserts the existence of a useful pull-back morphism
in a more general setting.
Theorem 1.3 (Existence of pull-backmorphisms in general, compare Theorem 5.2).
Let f : X Ñ Y be any morphism between normal complex varieties. Assume that there
exists a Weil divisor D on Y such that the pair pY,Dq is klt. Then there exists a pull-back
morphism
drefl f : f
˚
Ω
rps
Y Ñ Ω
rps
X ,
uniquely determined by natural universal properties.
Remark 1.4 (Reference to precise statement). The “natural universal properties”
mentioned in Theorem 1.3 are a little awkward to formulate. Precise statements
are given in Theorem 5.2 and Section 5.3. In essence, it is required that the pull-
back morphisms agree with the pull-back of Ka¨hler differentials wherever this
makes sense, and that they satisfy the composition law.
Discussion of the main result. It should be noted that Theorem 1.3 does not require
the image of f to intersect the smooth locus of Yreg. One particularly relevant set-
ting to which Theorem 1.3 applies is that of a klt space Y, and the inclusion (or
normalisation) of the singular locus, say f : X “ Ysing Ñ Y. It might seem sur-
prising that a pull-backmorphism exists in this context, because reflexive differen-
tial forms on Y are, by definition, differential forms defined on the complement of
Ysing, and no boundary conditions are imposed that would govern the behaviour
of those forms near the singularities.
In essence, Theorem 1.3 asserts that differential forms defined on the comple-
ment of Ysing determine forms on Ysing. The following immediate corollary gives a
precise formulation.
Corollary 1.5 (Extension across the singularity stratification). Let Y be a normal
complex variety with klt singularities. Define a stratification of Y by disjoint, locally
closed, smooth subvarieties, pYiq0ďiďk Ď Y, as follows. Consider the chain of closed
subvarieties,
Y “ pY0 Ľ pY1 Ľ pY2 Ľ ¨ ¨ ¨ Ľ pYk “ H, where pYi`1 :“ pYising.
Given any index i, let Yi be the smooth locus of pYi, that is, Yi :“ pYireg. Then, given any
differential form
σ0 P H
0
`
Y0, Ω
p
Y0
˘
“ H0
`
Yreg, Ω
p
Yreg
˘
,
we obtain a sequence of induced forms σi P H
0
`
Yi, Ω
p
Yi
˘
, for all 0 ă i ă k. 
Remark 1.6. The singularity stratification defined in Corollary 1.5 is the coarsest
stratification whose strata are locally closed and smooth. The conclusion also
holds for finer stratifications, such as Whitney stratifications used in the discus-
sion of intersection homology and perverse sheaves.
1.2. Optimality of the result. The following two examples show that it is gener-
ally not possible to construct reasonable pull-back morphisms for reflexive differ-
entials on even the simplest log canonical spaces.
Setting 1.7 (Setting for Examples 1.8 and 1.9). Let C Ă P2 be a smooth elliptic
curve, and let X Ă C3 be the affine cone over E. An elementary computation
shows that X is normal and has an isolated, Gorenstein, log canonical singularity
at the vertex point x P X. The canonical bundle ωX “ Ω
r2s
X is in fact even trivial.
We denote the blow-up of the vertex point x by β : rX Ñ X. The variety rX is
then smooth. Denoting the β-exceptional curve by E, there exists an isomorphism
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ωrX – OrXp´Eq. Observing that rX is isomorphic to the total space of the line bundle
OCp1q, we have constructed the following commutative diagram of morphisms
between normal varieties,
(1.7.1) E
ιE, inclusion //
c, constant

rX pi, A1-bundle //
β, blow-up

C
txu
ιx, inclusion
// X.
Example 1.8 (Problems arising from differential forms with poles). Wemaintain as-
sumptions and notation of Setting 1.7. To give a pull-back map that agrees outside
of E with the usual pull-back map for Ka¨hler differentials, it is then equivalent to
give a sheaf morphism
OrX – pi˚ωX dreflβÝÝÝÝÝÝÝÑ ωrX – OrXp´Eq
that is isomorphic away from E. Such a morphism does not exist. If σ P
H0
`
X, ωX
˘
denotes a global generator of the canonical sheaf, there is no sectionrσ P H0` rX, ωrX˘ that agrees with σ away from the exceptional set E.
Example 1.9 (Impossibility to satisfy composition law). We maintain assumptions
and notation of Setting 1.7. We consider reflexive one-forms on X and assume
there were pull-back morphisms
dreflβ : H
0
`
X, Ω
r1s
X
˘
Ñ H0
` rX, Ω1rX˘ and dreflιx : H0`X, Ωr1sX ˘Ñ H0`txu, Ω1txu˘loooooooomoooooooon
“t0u
satisfying the following natural compatibility conditions.
(1.9.1) Away from the singular point, the map dreflβ agrees with the usual pull-
back map of Ka¨hler differentials.
(1.9.2) The composition law holds. In particular, Diagram (1.7.1) will imply that
dKa¨hlerιE ˝ dreflβ “ dKa¨hlerc ˝ dreflιx
where dKa¨hler denotes the usual pull-back of Ka¨hler differentials. Since c
is the constant map, this implies that dKa¨hlerιE ˝ dreflβ “ 0.
Let τC P H
0
`
C, Ω1C
˘
zt0u be any non-vanishing differential form on the elliptic
curve C, and let rτ :“ dKa¨hlerpipτq P H0` rX, Ω1rX˘ be its pull-back to rX. Since rXzE
and Xreg “ Xztxu are isomorphic, the form rτ induces a (reflexive) differential form
on X, say
τ P H0
`
X, Ω
r1s
X
˘
“ H0
`
Xreg, Ω
1
Xreg
˘
.
Property (1.9.1) then implies that dreflβpτq “ rτ, and`
dKa¨hlerιE ˝ dreflβ
˘
pτq “ dKa¨hlerιEprτq “
(1.9.2)
dKa¨hlerppi ˝ ιElomon
isomorphism
qpτCq ­“ 0.
This clearly contradicts Property (1.9.2), showing that pull-back morphisms satis-
fying these compatibility conditions cannot exist.
In the setting of Example 1.8, there does exist a differential form with logar-
ithmic poles along E, say rσ P H0` rX, ωrX bOrXpEq˘, that agrees with σ away from
the singular set. One could argue that rσ should be taken as a pull-back of σ. While
this might be a viable definition when discussing the blow-up morphism β, prob-
lems occur as soon as one wishes to pull-back σ via the composition ιE ˝ β.
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In addition to the problems originating from the existence of poles, Example 1.9
shows that there are other and more fundamental reasons why reasonable pull-
back maps cannot be defined for log canonical varieties: there is in general no way
to define a pull-back map in a way that is compatible with the usual composition
law.
1.3. Idea of proof and outline of paper. The proof of ourmain result is technically
somewhat involved. The main idea, however, is quite elementary and straightfor-
ward. Consider the following simple setting.
Setting 1.10 (Setting for Examples 1.11 and 1.12). Let Y be a variety with klt singu-
larities. Assume that the singular locus is a smooth curve C and that the singular-
ities of Y are resolved by a single blow-up of the curve C, say pi : rY Ñ Y. Assume
further that the exceptional set E of this resolution map is irreducible and smooth
over C.
Let σ P H0
`
Y, Ω
r1s
Y
˘
be any given reflexive differential form on Y. Theorem 1.1
asserts the existence of a regular differential form rσ P H0`rY, Ω1rY˘ that agrees out-
side of E with the form σ.
Example 1.11 (Pulling back reflexive differentials via a resolution map). In Set-
ting 1.10, define rσ as the pull-back of the form σ to rY. This choice is unique if we
require our pull-back form to agree on the smooth locus with the usual pull-back
of Ka¨hler differentials.
Example 1.12 (Pulling back reflexive differentials in more generality). In Set-
ting 1.10, let X be a smooth variety and f : X Ñ Y a morphism whose image
is contained in C. We aim to define a pull-back form σX P H
0
`
X, Ω1X
˘
.
A fundamental theorem of Hacon and McKernan, [HM07, Cor. 1.5], asserts that
the fibres of pi|E : E Ñ C are rationally connected manifolds. Recalling that ra-
tionally connected manifolds do not admit non-trivial differential forms, the long
exact sequence of the relative differential sequence,
0Ñ H0
`
C, Ω1C
˘ dppi|Eq
ÝÝÝÝÝÝÝÑ H0
`
E, Ω1E
˘
Ñ H0
`
E, Ω1E{C
˘looooooomooooooon
“0
Ñ ¨ ¨ ¨ ,
shows that the restriction of rσ to E really is the pull-back of a form τ P H0`C, Ω1C˘
on C. Let σX be the standard pull-back of the Ka¨hler differential τ to X.
The choice of σX is unique if we require that the pull-backmorphisms satisfy the
composition law. To this end, recall Graber–Harris–Starr’s generalisation of Tsen’s
theorem, [GHS03, Thm. 1.1], which gives the existence of a section s : C Ñ E Ă E,
forming a commutative diagram
E 
 ιE, inclusion // rY
pi, resolution

X
fC //
f
33C
s
OO
  ιC, inclusion // Y
Choosing one such s, observe that
σX “ pdKa¨hler fCqpdKa¨hlersqpdKa¨hlerιEqpdKa¨hlerpiqpσq
“ pdKa¨hler fCqpdKa¨hlersqpdKa¨hlerιEqprσq by Example 1.11
“ pdKa¨hler fCqpdKa¨hlersqprσ|Eq
“ pdKa¨hler fCqpτq.
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Note that this completely dictates the choice of σX.
Two problems occur when trying to adapt the ideas outlined in Examples 1.11–
1.12 to the general setting, where X is allowed to have arbitrary klt singularities.
Problem 1.13. The exceptional set of a resolution morphism need not be irreducible, or
relatively smooth over the singular locus. Fibres of resolution maps are known to be ra-
tionally chain connected, but Ka¨hler differentials might well exist on these non-normal
spaces.
Problem 1.14. The result of Graber–Harris–Starr is specific to families over 1-
dimensional base varieties, and is not known to hold in higher dimensions.
To overcome the Problem 1.13, we need to consider the sheaves qΩp of “Ka¨hler
differentials modulo torsion” and discuss their properties on reduced, reducible,
and not necessarily normal schemes. This is done in Part I. There, we establish
a number of fundamental universal properties and show that reduced, reducible,
rationally chain connected schemes with simple normal crossings do not admit
any “Ka¨hler differential modulo torsion”. The notions of torsion and torsion-free
sheaves on reducible spaces do not seem be discussed much in the literature. For
the reader’s convenience, we recall the definition and establish basic properties in
Appendix A.
The Problem 1.14 does not pose fundamental difficulties. However, it does
make the proof of our main theorem, given in Part II of this paper, somewhat awk-
ward and lengthy as we constantly need to switch between the spaces in question
and suitable coverings, for which a section s exists.
1.4. Notation and global conventions. Throughout the text, we work over the
complex number field. We discuss several notions of differential forms on singular
spaces, and in each case define pull-back morphisms. To avoid the obvious poten-
tial for confusion, we clearly distinguish between the various notions of pulling
back.
Notation 1.15 (Sheaves of differentials and pull-back morphisms). If f : X Ñ Y is
any morphism between varieties, we denote the sheaves of Ka¨hler differentials by
Ω
p
X and Ω
p
Y, respectively. The standard pull-back maps of Ka¨hler differentials are
denoted as
dKa¨hler f : f
˚
Ω
p
Y Ñ Ω
p
X and dKa¨hler f : H
0
`
Y, Ω
p
Y
˘
Ñ H0
`
X, Ω
p
X
˘
.
Part I discusses the sheaf of Ka¨hler differentials modulo torsion, traditionally
denoted as qΩpX :“ ΩpX{ tor. As we will see in Section 2, there exists a meaningful
notion of pulling back sections is this sheaf. The associated morphisms of sheaves
and vector spaces are denoted as
dtfree f : f
˚ qΩpY Ñ qΩpX and dtfree f : H0`Y, qΩpY˘Ñ H0`X, qΩpX˘.
Part II discusses reflexive differentials. The sheaf of reflexive differentials will
always be denoted by Ω
rps
X :“
`
Ω
p
X
˘˚˚
. Following the notation introduced in The-
orem 1.2, pull-back morphisms for reflexive differentials will be denoted by drefl f .
Notation 1.16 (Sheaves defined on subschemes). Let X be a scheme and Y Ď X a
subscheme, with associated inclusion map ι : Y Ñ X. Sheaves F on Y will often
be viewed as sheaves on the ambient space X. If no confusion is likely to arise,
we follow standard notation and write F as a shorthand for the technically more
correct ι˚F .
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Fritz Ho¨rmann suggested a simplified proof of Theorem 2.4. Fred Rohrer (Tu¨bin-
gen) and Angelo Vistoli (Bologna) kindly answered questions and provided refer-
ences.
After the paper appeared in preprint form, we have learned from Clemens
Jo¨rder that parts of Section 2 overlap with [Fer70], which discusses torsion-free
differentials in a related settung, but using rather different language.
Part I. Torsion-free differentials
2. TORSION-FREE DIFFERENTIALS AND THEIR PULL-BACK PROPERTIES
2.1. The definition of torsion-free differentials. As indicated in the introduction,
we need to discuss sheaves of “Ka¨hler differentials modulo torsion”. The follow-
ing notation will be used. We refer to Appendix A for a discussion of torsion
sheaves on reduced, but possibly reducible spaces.
Notation 2.1 (Torsion differentials and torsion-free differentials). Let X Ñ Y be
a morphism of reduced, quasi-projective schemes. Given any number p, defineqΩp
X{Y
as the cokernel of the sequence
(2.1.1) 0 // torΩ
p
X{Y
αX{Y // Ω
p
X{Y
βX{Y // qΩp
X{Y
// 0
If Y is a point, we follow the usual notation and write qΩpX instead of qΩpX{Y.
Consider the torsion subsheaf torΩ
p
X{Y
Ď Ω
p
X{Y
, as introduced in Defini-
tion A.3 on page 31. Sections in torΩ
p
X{Y
and torΩ
p
X are called (relative) torsion
differentials. By slight abuse of language, we refer to sections in qΩp
X{Y
and qΩpX as
(relative) torsion-free differentials.
Remark 2.2 (Characterisation of torsion and torsion-free differentials). Torsion dif-
ferentials are characterised among Ka¨hler differentials as those that vanish at gen-
eral points of all irreducible components of X. A torsion-free differential on X
vanishes if and only if it vanishes generically on all irreducible components of X.
We refer to Explanation A.4 for further discussion.
Notation 2.3 (Morphisms αX{Y and βX{Y). Sequence (2.1.1) is obviously of great
importance in the discussion of torsion-free differentials. We will therefore main-
tain the meaning of the symbols αX{Y and βX{Y throughout the present Section 2.
Again, if Y is a point, we write αX instead of αX{Y.
2.2. Pull-back properties. Given a morphism between two varieties, we aim to
show that the usual pull-back map of Ka¨hler differentials always induces a pull-
back map of torsion-free differentials, even if the image of the morphism is con-
tained in the singular set of the target variety. The following proposition, which
asserts that the pull-back of a torsion-differential is always torsion, is a first step in
this direction.
Proposition 2.4 (Pull-back of torsion differentials are torsion). Let f : X Ñ Y be a
morphism of reduced, quasi-projective schemes. If σ P H0
`
Y, torΩ
p
Y
˘
is a torsion-form
on Y, then dKa¨hler f pσq is a torsion form on X. In other words,
dKa¨hler f pσq P H
0
`
X, torΩ
p
X
˘
Ă H0
`
X, Ω
p
X
˘
.
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X “ tpx, y, zq P C3 : z3 ` y2 ´ x2z2 “ 0u
The figure sketches a special case of Proposition 2.4. Here, it can be shown by elementary
computation that the restriction of any torsion differential on X to the singular locus
Xsing “ tz “ y “ 0u vanishes. To be more precise, if ι : Xsing Ñ X denotes the inclusion
map, then pdKa¨hlerιq|torΩpX
“ 0.
FIGURE 2.1. Restriction of torsion differentials to the singular locus
Remark 2.5. The assertion of Proposition 2.4 is clearly true if X is irreducible and
f pXq intersects the smooth locus of Y. We claim that Proposition 2.4 also holds in
cases where f pXq is entirely contained in the singular locus. One particularly rel-
evant case is the inclusion of the singular locus, say X :“ Ysing ãÑ Y. IfYsing is itself
smooth, then Proposition 2.4 asserts that the pull-back of any torsion differential
vanishes. A simple case of this configuration is shown in Figure 2.1.
Warning 2.6 (Proposition 2.4 is wrong in the relative setup). The proof of Propos-
ition 2.4 relies on the existence of a desingularisation map for which no analogue
exists in the relative setting. As a matter of fact, Proposition 2.4 becomes wrong
when working with relative differentials, unless one makes rather strong addi-
tional assumptions. For a simple example, consider a sequence of morphisms,
X
f
inclusion of except. curve
// Y
pi
blow-up of smooth surface
// Z.
A simple computation shows that Ω1
Y{Z “ torΩ
1
Y{Z “ f˚Ω
1
X . In particular, if
U Ă Y is any open set and σ P H0
`
U, Ω1
Y{Z
˘
any non-vanishing differential on
U, then σ is torsion on U, but dKa¨hler f pσq is a torsion-free differential on the curve
f´1pUq.
Before giving a proof of Proposition 2.4 in Section 2.3, we note a number of
corollaries which will be relevant in the further discussion. Among these, the ex-
istence of a pull-back map for torsion-free differentials is the most important.
Corollary 2.7 (Pull-back for sheaves of torsion-free differentials). Let f : X Ñ Y
be a morphism of reduced, quasi-projective schemes. Then there exist unique morphisms
dtor f and dtfree f such that the following diagram with exact rows becomes commutative
f˚ torΩ
p
Y
f˚αY //
dtor f

f˚Ω
p
Y
f˚βY //
dKa¨hler f

f˚ qΩpY //
dtfree

0
0 // torΩ
p
X αX
// Ω
p
X βX
// qΩpX // 0.
(2.7.1)
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Proof. Proposition 2.4 immediately implies that the restricted morphism
pdKa¨hler f q| f˚ torΩpY
factorises via the torsion subsheaf torΩ
p
X ; this is clearly the
unique morphism dtor f that makes the left square of (2.7.1) commutative. Ex-
istence and uniqueness of dtfree f follows from surjectivity of f
˚βY once we note
that
βX ˝ pdKa¨hler f q ˝ f
˚αY “ 0.
This finishes the proof of Corollary 2.7. 
The morphism f˚βY in (2.7.1) is surjective. This has a number of immediate
consequences. We mention two which will be relevant in the further discussion.
Lemma 2.8. In the setting of Corollary 2.7, if x P X is any point such where dKa¨hler f
vanishes, then dtfree f vanishes as well. In other words,
pdKa¨hler f q|txu “ 0 ñ pdtfree f q|txu “ 0. 
Lemma 2.9 (Composition law for pull-back of sheaves of torsion-free differentials).
In the setting of Corollary 2.7, let g : X1 Ñ X be any morphism from a reduced, quasi-
projective scheme X1. Then
(2.9.1) dtfreep f ˝ gq “ pdtfreegq ˝ g
˚pdtfree f q.
Proof. Consider the commutative diagram of sheaf morphisms,
g˚ f˚Ω
p
Y
g˚pdKa¨hler f q //
g˚ f˚βY

g˚Ω
p
X
dKa¨hlerg //
g˚βX

Ω
p
X1
βX1

g˚ f˚ qΩpY g˚pdtfree f q // g˚ qΩpX dtfreeg // qΩpX1
(2.9.2)
obtained by composing the right commutative square of Diagram (2.7.1) for the
morphism g with the g-pull-back of the commutative square for the morphism f .
Using the composition law for the pull-back of Ka¨hler differentials,
dKa¨hlerp f ˝ gq “ pdKa¨hlergq ˝ g
˚pdKa¨hler f q,
the outer square of (2.9.2) is thus written as
g˚ f˚Ω
p
Y
dKa¨hlerp f˝gq //
g˚ f˚βY

Ω
p
X1
βX1

g˚ f˚ qΩpY pdtfreegq˝g˚pdtfree f q // qΩpX1
(2.9.3)
As the pull-back of a surjective sheaf morphism, the map g˚ f˚βY is surjective
itself. A comparison of Diagram (2.9.3) with the right square of Diagram (2.7.1)
for the composed morphism f ˝ g thus immediately shows Equation (2.9.1), as
claimed. 
Notation 2.10 (Pull-back for globally defined torsion-free differentials). In the set-
ting of Corollary 2.7, the sheaf morphism dtfree f induces a morphism between
vector spaces of globally defined torsion-free forms, which we will again denote
by dtfree f : H
0
`
Y, qΩpY˘Ñ H0`X, qΩpX˘.
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Remark 2.11 (Composition law for globally defined torsion-free differentials). In
the setting of Corollary 2.7, given given a further morphism g : X1 Ñ X,
Lemma 2.9 implies that the following diagram is commutative,
H0
`
Y, qΩpY˘ dtfree f //
dtfreep f˝gq
,,
H0
`
X, qΩpX˘ dtfreeg // H0
`
X1, qΩpX1˘.
2.3. Proof of Proposition 2.4. We are grateful to Fritz Ho¨rmann for help with the
following proof. We maintain notation and assumptions of Proposition 2.4 and
assume that σ is a torsion form on Y.
2.3.1. Simplifications. Recall from Remark 2.2 or Explanation A.4 that to show that
dKa¨hler f pσq is a torsion differential, it suffices to show that it vanishes at general
points of each irreducible component of X. This simple observation has two im-
portant consequences.
First consequence: considering one component of X at a time, we are free to
assume without loss of generality that X is irreducible. Replacing X by a suitable
dense open subset, we can even assume the following.
Assumption without loss of generality 2.12. The scheme X is irreducible and smooth.
Second consequence: Let Y0 Ď Y be an irreducible component that contains the
image f pXq. The morphism f factors via the inclusion map,
X
f0
//
f
++Y0 ι0
// Y,
and dKa¨hler f pσq “ pdKa¨hler f0q
`
dKa¨hlerι0pσq
˘
. Since σ is torsion, dKa¨hlerι0pσq vanishes
at general points of Y0, and is therefore a torsion form on Y0. Proposition 2.4 will
therefore follow for our given morphism f if we can prove it for f0. We can there-
fore assume without loss of generality that the following holds.
Assumption without loss of generality 2.13. The scheme Y is irreducible.
2.3.2. End of proof. Let piY : rY Ñ Y be a resolution of singularities which exists
because Y is irreducible. Choose a component of rX Ď X ˆY rY that surjects onto
X, and let rX be a desingularisation of that component. We obtain a commutative
diagram,
rX rf //
piX

rY
piY

X
f
// Y.
Since σ vanishes at general points of Y and since piY is birational, it is clear that
the pull-back dKa¨hlerpiYpσq vanishes at general points of rY. But since rY is smooth
by Assumption 2.12, this means that it vanishes everywhere,
(2.14.1) dKa¨hlerpiYpσq “ 0 P H
0
`rY, ΩprY˘.
Since ΩX is torsion-free and piX is generically smooth, we see that the pull-back
morphism dKa¨hlerpiX of globally defined forms is in fact injective. It follows that
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dKa¨hler f pσq “ 0 if and only if pdKa¨hlerpiXq
`
dKa¨hler f pσq
˘
“ 0. This last pull-back is
easily computed to be zero,
pdKa¨hlerpiXq
`
dKa¨hler f pσq
˘
“
´
dKa¨hler
rf¯ `dKa¨hlerpiYpσqloooooomoooooon
“0 by (2.14.1)
˘
“ 0.
This ends the proof of Proposition 2.4. 
3. TORSION-FREE DIFFERENTIALS IN THE RELATIVE SNC SETTING
In the course of the proof of our main theorem, we will frequently need to con-
sider klt spaces X, strong resolution maps pi : rX Ñ X, and discuss torsion-free
differentials on the exceptional set E, which is an snc divisor embedded into the
smooth space rX. This section gathers several elementary facts about the sheaf qΩpE
which are needed in the discussion. Most of the material here will be known to
experts. We have nonetheless chosen to include full proofs for lack of an adequate
reference.
3.1. Relatively snc divisors and associated differentials.
3.1.1. SNC divisors. To fix notation used later, we recall the definition and basic
properties of snc pairs.
Definition 3.1 (SNC pairs [KM98, 0.4(8)]). Let X be a normal, quasi-projective variety
and D an effective Weil divisor on X. Given a point x P X, we say that the pair pX,Dq
is snc at x if there exists a Zariski-open neighbourhood U of x such that U is smooth and
such that supppDq XU is either empty, or a divisor with simple normal crossings. The
pair pX,Dq is called snc if it is snc at every point of X.
Given a pair pX,Dq, let pX,Dqreg be the maximal open set of X where pX,Dq is snc,
and let pX,Dqsing be its complement, with the induced reduced subscheme structure.
The following notation and remark can be used to give an alternate definition
of “snc pair”. This will be used later to define snc in the relative setting.
Notation 3.2 (Intersection of boundary components). Let pX,Dq be a pair, where
the boundary divisor D is written as a sum of its irreducible components D “
α1D1 ` . . . ` αnDn. If I Ď t1, . . . , nu is any non-empty subset, we consider the
scheme-theoretic intersection DI :“ XiPI suppDi. If I is empty, set DI :“ X.
Remark 3.3 (Description of snc pairs). In the setup of Notation 3.2, it is clear that
the pair pX,Dq is snc if and only if all DI are smooth and of codimension equal to
the number of defining equations, codimX DI “ |I| for all I where DI ­“ H.
3.1.2. SNC morphisms. The notion of relatively snc divisors has been used in the
literature, but its definition has not been discussed much. For the reader’s con-
venience, we reproduce the definition given in [GKKP11, Sect. 2.B].
Definition 3.4 (SNC morphism, relatively snc divisor, [VZ02, Def. 2.1]). If pX,Dq
is an snc pair and φ : X Ñ T a surjective morphism to a smooth variety, we say that
D is relatively snc, or that φ is an snc morphism of the pair pX,Dq if for any set I
with DI ­“ H all restricted morphisms φ|DI : DI Ñ T are smooth of relative dimension
dimX´ dim T´ |I|.
Remark 3.5 (Geometric description of snc morphisms). In the setting of Defini-
tion 3.4, assume that φ : X Ñ T is an snc morphism of the pair pX,Dq. Then, since
smooth morphisms are open, each of the sets DI dominates X.
If t P T is any point, set Xt :“ φ
´1ptq and Dt :“ DX Xt. Then Xt is smooth and
pXt,Dtq is an snc pair.
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Example 3.6 (SNCmorphisms). The morphism ψα, shown in Figure 6.1 on page 23
is a prototypical example of an snc morphism. If pX,Dq is an snc pair, then the
identity map IdX : X Ñ X is an snc morphism if and only if D “ 0. Again
assuming that pX,Dq is an snc pair, the constant map from X to a point is always
an snc morphism.
Assume we are given an pair pX,Dq and a point x P X such that pX,Dq is
snc at x. It is well-known that there exists a neighbourhood U “ Upxq, open in
the analytic topology, and holomorphic coordinates x1, . . . , xn P OXpUq such that
suppD XU “ tx1 ¨ ¨ ¨ xr “ 0u, for a suitable number 0 ď r ď n. The following is
the relative analogue of this fact.
Lemma andDefinition 3.7 (Adapted coordinates for an snc morphism). Let pX,Dq
be an snc pair and φ : X Ñ T an snc morphism of the pair pX,Dq. If x P X is any point,
then there exist neighbourhoods V “ V
`
φpxq
˘
Ď T and U “ Upxq Ď φ´1pVq Ď X open
in the analytic topology, and holomorphic coordinates x1, . . . , xn P OXpUq, y1, . . . , ym P
OYpVq, centred about x respectively φpxq, and a number 0 ď r ď n´ m such that the
following holds.
(3.7.1) We have xi “ yi ˝ φ for all indices 1 ď i ď m, and
(3.7.2) the support of D is given as suppDXU “ txm`1 ¨ ¨ ¨ xm`r “ 0u.
In the setting above, we call the coordinates x‚ and y‚ adapted coordinates for the snc
morphism φ. 
3.2. Characterisation of torsion-free differentials. Given an snc pair pX,Dq, the
following two propositions describe the sheaf of torsion-free differentials on D
by relating them to the sheaves of differentials on each component of D and to
logarithmic differentials on X, respectively. These descriptions will later be used
in the discussion of relative torsion-free differentials.
Proposition 3.8 (Torsion-free differentials on snc divisors, I). Let pX,Dq be an snc
pair where D is reduced, with irreducible components D “ YiDi. Let φ : X Ñ Y
be a morphism such that D is relatively snc over Y. Given any number p, consider the
inclusion maps ιi : Di Ñ D and the natural morphisms
ψi : Ω
p
D{Y
Ñ pιiq˚Ω
p
Di{Y
and ψ “ ‘ψi : Ω
p
D{Y
Ñ
à
i
pιiq˚Ω
p
Di{Y
.
Then the image of ψ is naturally isomorphic to the sheaf of torsion-free differentials on D,
that is, Imagepψq – qΩp
D{Y
.
Proof. Recall from Proposition A.8 that the push-forward sheaves pιiq˚Ω
p
Di{Y
are
torsion-free sheaves on the reducible space D. Since subsheaves of torsion-free
sheaves are torsion-free, Corollary A.7, it follows that Imagepψq is itself torsion-
free. The universal property of torsion-freeness, Proposition A.6, therefore gives a
factorisation of ψ as follows:
Ω
p
D{Y
ψ
,, ,,
// // qΩp
D{Y qψ // // Imagepψq
  //À
ipιiq˚Ω
p
Di{Y
.
The finish the proof, it suffices to show that qψ is injective. That, however, follows
from Proposition A.9 because qψ is generically injective: as a matter of fact, both ψ
and qψ are isomorphic away from the singular set of D. 
In the absolute case, the following statement appears without proof in
[Nam01b, p. 129].
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Proposition 3.9 (Torsion-free differentials on snc divisors, II). In the setup of Pro-
position 3.8, there exists a short exact sequence1
(3.9.1) 0 ÝÝÝÑ Ω
p
X{Y
plogDq bJD
A
p
X{Y
ÝÝÝÝÝÝÝÑ Ω
p
X{Y
B
p
X{Y
ÝÝÝÝÝÝÑ qΩp
D{Y
ÝÝÝÑ 0.
Proof. Viewing Ω
p
D{Y
and Ω
p
Di{Y
as sheaves on X, Proposition 3.8 asserts that to
prove Proposition 3.9, it suffices to show that Ω
p
X{Y
plogDq bJD is exactly the
kernel of the composed map
Ω
p
X{Y r
//
η
++
Ω
p
D{Y ψ
//À
i Ω
p
Di{Y
.
Setting ηi :“ ψi ˝ r : Ω
p
X{Y
Ñ Ω
p
Di{Y
, the kernel of η is then this intersection of the
kernels of all the ηi, that is,
(3.9.2) ker η “
č
i
ker ηi Ă Ω
p
X{Y
.
The kernels of the ηi are well understood. As a matter of fact, an elementary com-
putation in adapted coordinates shows2 that
(3.9.3) ker ηi “ Ω
p
X{Y
plogDiq bJDi .
In particular, we see that ker ηi are locally free subsheaves of Ω
p
X{Y
. Since the
intersection of two reflexive subsheaves is reflexive, Equations (3.9.2) and (3.9.3)
show that ker η is a reflexive sheaf on X, and isomorphic to Ω
p
X{Y
plogDq bJD
on the open set XzDsing. Since codimX Dsing ě 2, and since two reflexive sheaves
agree if and only if they agree on the complement of a small set, we obtain that
ker η – Ω
p
X{Y
plogDq bJD on all of X, thus finishing the proof of Proposition 3.9.

Given a smooth morphism X Ñ Y, it is well-known that the restriction of Ω
p
X{Y
to any fibre F equals Ω
p
F. Using the descriptions given above, we show that the
same holds for torsion-free differentials in the relative snc setting.
Corollary 3.10 (Restriction to fibres). In the setup of Proposition 3.8, let y P Y be a
smooth point of the image φpDq, and consider the preimage Dy :“ pφ|Dq
´1pyq. Then
(3.10.1) qΩp
D{Y
ˇˇ
Dy
– qΩpDy .
Proof. Set Xy :“ φ
´1pyq and Dy :“ D X Xy, and recall from Remark 3.5 that
pXy,Dyq is an snc pair. Observe that to prove Corollary 3.10, it suffices to show
Equation (3.10.1) in the neighbourhood of any given point x P Dy. Given one such
x, choose open neighbourhoods U “ Upxq and V “ Vpyq and adapted coordinates
x1, . . . xn and y1, . . . , ym as in Lemma and Definition 3.7. Using these coordinates,
an elementary computation shows that the restriction of Sequence (3.9.1) to the
fibre Xy stays exact, and that the terms of the restricted sequence are identified as
follows,
(3.10.2) 0 ÝÑ
`
Ω
p
X{Y
plogDq bJD
˘ˇˇ
Xylooooooooooooooomooooooooooooooon
“Ω
p
Xy
plogDyqbJDy
ÝÑ Ω
p
X{Y
ˇˇ
Xylooomooon
“Ω
p
Xy
ÝÑ qΩp
D{Y
ˇˇ
Xy
ÝÑ 0.
1The sheaf qΩpD{Y of Sequence (3.9.1) should be seen as a sheaf on X, cf. Notation 1.16 on page 6.
2In the absolute case, this description of ker ηi is also found in [EV92, Prop. 2.3(c) on p. 13].
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Recall from Example 3.6 that the constant map from Xy to a point is an snc morph-
ism of the pair pXy,Dyq. An application of Proposition 3.9 therefore identifies the
cokernel of Sequence (3.10.2) as qΩpDy , finishing the proof. 
3.3. Filtrations for torsion-free differentials in the relative snc setting. Given a
smooth morphism X Ñ Y, the sequence of relative differentials on X induces a
canonical filtration on the sheaf Ω
p
X . The following proposition shows that the
same statement holds for torsion-free differentials in the relative snc setting.
Proposition 3.11 (Filtration of relative torsion-free differentials for an snc morph-
ism). Let pX, Eq be an snc pair, where E is a reduced divisor on X. Let φ : X Ñ Y a
morphism such that E is relatively snc over Y. If 0 ď p ď dimX´ 1 is any number, then
there exists a filtration
qΩpE “|F 0 Ě|F 1 Ě ¨ ¨ ¨ Ě|F p Ě|F p`1 “ 0
and for all 0 ď r ď p sequences
(3.11.1) 0Ñ |F r`1 Ñ|F r Ñ pφ|Eq˚ΩrY b qΩp´rE{Y Ñ 0.
Proof. Since φ is smooth, the sequence of relative differentials on X is a short exact
sequence of locally free sheaves on X,
0Ñ φ˚Ω1Y Ñ Ω
1
X Ñ Ω
1
X{Y Ñ 0.
Following [Har77, II.5 Ex 5.16], there exists an induced filtration
Ω
p
X “ F
0 Ě F 1 Ě ¨ ¨ ¨ Ě F p Ě F p`1 “ 0
and sequences for all 0 ď r ď p,
0Ñ F r`1 Ñ F r Ñ φ˚ΩrY bΩ
p´r
X{Y
Ñ 0.
Recalling Sequence (3.9.1) of Proposition 3.9, we define filtrations of Ω
p
X{Y
plog Eqb
JE and qΩpE{Y by setting
F rplogq :“ pA
p
X{Y
q´1
`
F r
˘
. . . filtration of Ω
p
X{Y
plog Eq bJE, and
|F r :“ Bp
X{Y
`
F r
˘
. . . filtration of qΩp
E{Y
.
With these definitions, it is clear that |F r – F r{F rplogq, for all indices r. We aim
to understand the sheaves|F r in more detail. An explicit computation in adapted
coordinates, which we leave to the reader, reveals two facts. First, there is an
isomorphism
F rplogq
M
F r`1plogq – φ
˚
Ω
r
Y b Ω
p´r
X{Y
plog Eq bJE.
Secondly, one obtains the description of the natural map between quotients given
in the following commutative diagram
F rplogq
M
F r`1plogq
q
natl. map between quotients
//
–

F r
M
F r`1
–

φ˚ΩrY b
´
Ω
p´r
X{Y
plog Eq bJE
¯ Idφ˚Ωr
Y
bA
p´r
X{Y
// φ˚ΩrY bΩ
p´r
X{Y
.
(3.11.2)
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In particular, since A
p´r
X{Y
is injective and since φ˚ΩrY is locally free on X, it fol-
lows that q is injective. The Snake Lemma thus yields a commutative diagram of
coherent sheaves on X as follows,
0 // F r`1plogq //
 _
A
p
X{Y|F r`1plogq

F rplogq //
 _
A
p
X{Y|F rplogq

F rplogq
M
F r`1plogq //
 _
q

0
0 // F r`1 //

F r //

F r
M
F r`1 //

0
0 // |F r`1 // |F r // |F rM|F r`1 // 0.
(3.11.3)
In summary, we obtain the following description of the successive quotients in the
filtration of qΩpE,|F rM|F r`1 – F r{F r`1MF rplogq{F r`1plogq Diag. (3.11.3)
– φ
˚
Ω
r
Y bΩ
p´r
X{Y
M
q
´
φ˚ΩrY b
´
Ω
p´r
X{Y
plog Eq bJE
¯¯
Diag. (3.11.2)
– φ˚ΩrY b
ˆ
Ω
p´r
X{Y
M
A
p´r
X{Y
´
Ω
p´r
X{Y
plog Eq bJE
¯˙
φ˚ΩrY loc. free
– φ˚ΩrY b
qΩp´r
E{Y
Seq (3.9.1)
– pφ|Eq
˚
Ω
r
Y b
qΩp´r
E{Y
.
This finishes the proof of Proposition 3.11. 
4. TORSION-FREE DIFFERENTIALS ON RATIONALLY CHAIN CONNECTED SPACES
It is well-known that rationally chain connected compact manifolds do not ad-
mit any differential forms. Here, we show that the same holds for torsion-free
differentials on rationally chain connected varieties with arbitrary singularities.
Theorem 4.1 (Torsion-free differentials on rationally chain connected spaces). Let
X be a reduced, projective scheme. Assume that X is rationally chain connected. Then
H0
`
X, qΩpX˘ “ 0, for all 0 ă p ď dimX.
Remark 4.2. In Theorem 4.1, we do not assume that X is irreducible.
Warning 4.3 (Ka¨hler differentials on rationally chain connected spaces). The state-
ment of Theorem 4.1 becomes wrong if one replaces torsion-free differentials with
Ka¨hler differentials. For an example, let X “ X1 Y X2 be the union of two distinct
lines in P2. The reducible variety X is then clearly rationally chain connected. The
sheaf Ω1X of Ka¨hler differentials contains a non-trivial torsion subsheaf, suppor-
ted at the intersection point X1 X X2. As a skyscraper sheaf supported at a single
point, torΩ1X , and hence Ω
1
X, do have non-trivial sections.
Similar examples exist where X is irreducible and rationally connected. The
paper [GR11] discusses cones where torΩ1X is non-trivial, and supported at the
vertex point.
Warning 4.4 (Reflexive differentials on rationally chain connected spaces). The
statement of Theorem 4.1 becomes wrong if one replaces torsion-free differentials
with reflexive differentials; Example 1.9 on page 4 discusses a non-trivial reflexive
form on the (rationally chain connected) cone over an elliptic curve.
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C1 C2 Ck´1 Ck
p1 p2 pk´2 pk´1 pk
. . .
FIGURE 4.1. A pointed chain of smooth rational curves, as used
in the proof of Theorem 4.1
The main reason for failure Theorem 4.1 in this setting is the fact that X has
log canonical rather than klt singularities. For rationally chain connected spaces
X with klt singularities, it is shown in [GKKP11, Thm. 5.1] that H0
`
X, Ω
rps
X
˘
“ 0
for all p. For reflexive tensor operation other than
Źrps, the question becomes
rather subtle. We refer to [GKP11, Sect. 3] for a discussion of known facts and for
examples.
The arguments used to prove of Theorem 4.1 follow the standard proof for the
non-existence of Ka¨hler differentials on rationally connected manifolds.
4.1. Proof of Theorem 4.1. Let σ P H0
`
X, qΩpX˘ be any reflexive differential. By
Remark 2.2, it suffices to show that σ vanishes at the general point of every irredu-
cible component of X. In other words, given any irreducible component X0 Ď X
with inclusion map ι : X0 Ñ X, we need to show that dtfreeιpσq “ 0.
The assumption that X is rationally chain connected implies that there exists
a fixed point y P X, such that general points of X0 can be connected to y using
a finite-length chain of rational curves. The following is thus an immediate con-
sequence.
Consequence 4.5. There exists a nodal chain of smooth rational curves C “ C1 Y ¨ ¨ ¨ Y
Ck with marked points pi as as shown in Figure 4.1, a smooth, irreducible, quasi-projective
variety H Ă HompC,Xq and a morphism µ : H ˆ CÑ X with the following properties.
(4.5.1) The variety H ˆ C1 dominates the component X0.
(4.5.2) The restriction of µ to H ˆ tpku is constant. 
With the notation introduced above, the following Lemma is key to the proof of
Theorem 4.1.
Lemma 4.6. Setup as above. For any index 1 ď j ď k, we consider the following two
restrictions of µ,
µp j : H ˆ tpju Ñ X and µCj : H ˆCj Ñ X.
Then the following two equations hold for all indices 1 ď j ď k
dtfreeµp jpσq “ 0 P H
0
`
H ˆ tpju, Ω
p
Hˆtp ju
˘
and(4.6.1)
dtfreeµCjpσq “ 0 P H
0
`
H ˆ Cj, Ω
p
HˆCj
˘
(4.6.2)
Assuming for a second that Lemma 4.6 holds, consider Equation (4.6.2) for j “
1. Write µC1 : H ˆ C1 as a composition
H ˆ C1
µC1,0 // X0
ι // X
Equation (4.6.2) and the composition law for pull-back of torsion-free differentials,
Lemma 2.9 give a vanishing of forms,
0 “ dtfreeµC1pσq “ dtfreeµC1,0
`
dtfreeιpσq
˘
Recalling from (4.5.1) that µC1,0 is dominant, Equation (4.6.2) says that the restric-
tion of σ to the component X0 vanishes generically. The required vanishing of
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dtfreeιpσq then an immediate consequence. Theorem 4.1 is thus a consequence of
Lemma 4.6.
4.1.1. Proof of Lemma 4.6. It remains to prove Lemma 4.6. The proof proceeds by
descending induction on j. To this end, the following statements will be shown in
Section 4.1.2–4.1.4 below.
Claim 4.7 (Start of induction). Equation (4.6.1) holds for j “ k.
Claim 4.8 (Inductive step I). For all indices 1 ď j ď k, Equation (4.6.2) holds for the
index j if Equation (4.6.1) holds for j.
Claim 4.9 (Inductive step II). For all indices 1 ă j ď k, Equation (4.6.1) holds for
the index j´ 1 if Equation (4.6.2) holds for j.
4.1.2. Proof of Claim 4.7. For j “ k, Equation (4.6.1) follows from (4.5.2), which
asserts that µpk is constant. The pull-back map of Ka¨hler differentials is thus zero,
dµpk “ 0. By Lemma 2.8, the pull-backmap of torsion-free differentials is therefore
zero too, so that dtfreeµpk “ 0 as claimed. 
4.1.3. Proof of Claim 4.8. Let 1 ď j ď k be any given index, and assume that Equa-
tion (4.6.1) holds for j. The following morphisms are relevant in our discussion
H ˆ tpju
γ, inclusion
//
µpj
**H ˆ Cj
piH , projection

µCj
// X
H
The product structure of H ˆ Cj immediately gives a splitting
Ω
p
HˆCj
– pi˚HpΩ
p
Hqlooomooon
“:A
‘ pi˚HpΩ
p´1
H q bpi
˚
Cj
pΩ1Cjqlooooooooooooomooooooooooooon
“:B
Decompose dtfreeµCjpσq P H
0
`
H ˆ Cj, Ω
p
HˆCj
˘
accordingly as dtfreeµCjpσq “ qσA `qσB , we aim to show that both qσA and qσB are zero.
First, if F “ thu ˆ Cj – P
1 is any fibre of piH , then B|F – OP1p´2q
‘‚ is anti-
ample. It follows thatB only has the trivial section, so qσB “ 0. Secondly, if follows
from Equation (4.6.1) and from the composition law for pull-back of torsion-free
differentials, Lemma 2.9, that
dtfreeγ
`
dtfreeµCjpσq
˘
“ qµp jpσq “ 0.
We obtain that qσA |Hˆtp ju “ 0. Since A |F is a trivial vector bundle, A |F – O‘‚P1 ,
this shows vanishing of qσA .
In summary, we have seen that dtfreeµCjpσq is zero, as asserted in Claim 4.8. 
4.1.4. Proof of Claim 4.9. Let 1 ă j ď k be any given index, and assume that Equa-
tion (4.6.2) holds for the index j. Since pj´1 P Cj, we obtain a factorisation
H ˆ tpj´1u
γ, inclusion
//
µpj´1
**H ˆCj µCj
// X
The composition law for the pull-back of torsion-free differentials, Lemma 2.9,
then asserts that
dtfreeµp j´1pσq “ dtfreeγ
`
dtfreeµCjpσq
˘
“
(4.6.2)
dtfreeγp0q “ 0,
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which immediately shows the desired vanishing. This finishes the proof of
Claim 4.9, and hence of Theorem 4.1. 
Part II. Pull-back properties of reflexive differentials on klt spaces
5. MAIN RESULT AND ELEMENTARY CONSEQUENCES
5.1. Formulation of the main result. We aim to construct a pull-back map for
reflexive differentials, which will turn out to be uniquely determined by universal
properties. To formulate these properties (“composition law”, “compatibility with
Ka¨hler differentials”) in a technically correct manner, it seems easiest to use the
language of functors. The following definition fixes the category.
Definition 5.1 (Category of klt base spaces). Let X be a normal, irreducible variety.
We call X a klt base space if there exists a Q-divisor D on X such that the pair pX,Dq is
klt. A morphism between klt base spaces is simply a morphism of varieties.
The following theorem contains the main result of this paper. Its proof is given
in Sections 6–7, starting on Page 21. An extension of Theorem 5.2 to morphisms
with arbitrary domain is discussed in Section 5.3 on page 21.
Theorem 5.2 (Pull-back map for reflexive differentials on klt base spaces). There
exists a unique contravariant functor
(5.2.1)
drefl : tklt base spacesu Ñ tC-vector spacesu
X ÞÑ H0
`
X, Ω
rps
X
˘
that satisfies the following “Compatibility with Ka¨hler differentials”. If f : Z Ñ X is a
morphism of klt base spaces such that the open set Z˝ :“ Zreg X f
´1pXregq is not empty,
then there exists a commutative diagram,
H0
`
X, Ω
rps
X
˘ drefl f //
restrictionX

H0
`
Z, Ω
rps
Z
˘
restrictionZ

H0
`
Xreg, Ω
p
Xreg
˘
dKa¨hlerp f |Z˝q
// H0
`
Z˝, Ω
p
Z˝
˘
,
(5.2.2)
where dKa¨hlerp f |Z˝q denotes the usual pull-back of Ka¨hler differentials, and drefl f denotes
the linear map of complex vector spaces induced by the contravariant functor (5.2.1).
Remark 5.3 (Restrictions used in Diagram (5.2.2)). In the setting discussed in Dia-
gram (5.2.2), we have equalities
Ω
rps
X
ˇˇ
Xreg
“ Ω
p
Xreg
and Ω
rps
Z
ˇˇ
Z˝
“ Ω
p
Z˝ .
This justifies the use of the word “restriction” in Diagram (5.2.2). Since X and Z
are normal, hence smooth in codimension one, the restriction maps restrictionX
and restrictionZ are clearly isomorphic.
Remark 5.4 (Compatibility with Ka¨hler differentials in special cases). Consider a
morphism f : Z Ñ X of klt base spaces whose image is contained in the singular
locus of X. In this case, the set Z˝ discussed in Theorem 5.2 is empty. The compat-
ibility condition formulated in the theorem is then also empty, that is, always sat-
isfied. This does not mean that drefl f is an arbitrary map. The pull-back map drefl f
is in fact uniquely defined by the functorial properties (“composition rule”), and
by the requirement that the pull-back maps of other, dominant, morphisms need
to satisfy compatibility with Ka¨hler differentials. The proof of Proposition 5.9 will
illustrate this principle.
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Remark 5.5 (Sanity of notation). Given a klt base space, the functorial formulation
of Theorem 5.2 would in principle allow towrite dreflX as a shorthand for the space
H0
`
X, Ω
rps
X
˘
of reflexive differential forms on X. In order to avoid confusion and
incompatibility with the literature, we will never use this notation.
5.2. Elementary properties of the pull-back map. The compatibility with Ka¨hler
differentials implies that practically all properties known from the pull-back map
of Ka¨hler differentials also hold in the reflexive setting. We mention some of the
more immediate examples in the present Section 5.2.
Proposition 5.6 (Compatibility with open immersions). Let X be any klt base space,
Z Ď X any open set and f : Z Ñ X the inclusion map. Then
drefl f : H
0
`
X, Ω
rps
X
˘
Ñ H0
`
Z, Ω
rps
Z
˘
equals the standard restriction map.
Proof. Define the subset Z˝ as in Theorem 5.2 and observe that Z˝ is not empty.
Using the isomorphisms restrictionX and restrictionY, the claim follows from the
observation that dKa¨hlerp f |Z˝q is the standard restriction map. 
Proposition 5.7 (Morphisms to smooth target spaces). Let f : Z Ñ X be any dom-
inant morphism between klt base spaces, where X is smooth. Then drefl f equals the com-
position of the following maps
H0
`
X, Ω
rps
X
˘
“ H0
`
X, Ω
p
X
˘ dKa¨hlerÝÝÝÝÝÝÝÑ H0`Z, ΩpZ˘ ϕÝÝÝÝÑ H0`Z, ΩrpsZ ˘,
where ϕ is induced by the standard map from the sheaf Ω
p
Z into its double dual. 
Proposition 5.8 (Pull-back via a dominant morphism). Let f : Z Ñ X be any dom-
inant morphism between klt base spaces. Then the associated map
drefl f : H
0
`
X, Ω
rps
X
˘
Ñ H0
`
Z, Ω
rps
Z
˘
is injective.
Proof. Define the subset Z˝ as in Theorem 5.2 and observe that Z˝ is not empty,
and that f |Z˝ : Z
˝ Ñ X is dominant. Proposition 5.8 then follows immediately
from injectivity of dKa¨hlerp f |Z˝q. 
5.2.1. The pull-back map on sheaf level. The following Proposition 5.9 and Corol-
lary 5.10 imply that the pull-back map for reflexive differentials is already defined
on sheaf level, just as the pull-back map for Ka¨hler differentials is.
Proposition 5.9 (Compatibility with module multiplication). Let f : Z Ñ X be any
morphism between klt base spaces. Then associated map
drefl f : H
0
`
X, Ω
rps
X
˘
Ñ H0
`
Z, Ω
rps
Z
˘
is a morphism of OXpXq-modules.
Corollary 5.10 (Pull-backmap on sheaf level). If f : Z Ñ X is any morphism between
klt base spaces, then the pull-back morphism
drefl f : H
0
`
X, Ω
rps
X
˘
Ñ H0
`
Z, Ω
rps
Z
˘
is induced by a sheaf morphism
drefl f : f
˚
Ω
rps
X Ñ Ω
rps
Z .
Proof of Corollary 5.10. Immediate from compatibility with open immersions and
compatibility with module multiplication, Propositions 5.6 and 5.9. 
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The proof of Proposition 5.9 makes use of the following elementary construc-
tion, which we note for later reference.
Construction 5.11. Let f : Z Ñ X be any morphism between normal varieties, and
let pi : rX Ñ X be a resolution of singularities. Then there exists a smooth variety
V and a commutative diagram,
rX
pi
resolution of
singularities
V
a ..
g, surjective
// Z
f
// X.
(5.11.1)
One way of construction goes as follows. Choose a component Y Ď rX ˆX Z that
surjects onto Z, and let rY Ñ Y be a desingularisation. Let d be the relative dimen-
sion of rY Ñ Z, and V Ă rY the intersection of d general hyperplanes (if d “ 0,
set V :“ rY). The variety V is then smooth, with natural morphisms to Z and rX
making the diagram commutative. The morphism to g : V Ñ Z constructed in
this manner is surjective and generically finite.
Proof of Proposition 5.9. Given reflexive forms σ1, σ2 P H
0
`
X, Ω
rps
X
˘
and a function
τ P H0
`
X, Ω
rps
X
˘
, we need to show that
(5.12.1) pdrefl f qpτ ¨ σ1 ` σ2q
!
“ τ ¨ pdrefl f qpσ1q ` pdrefl f qpσ2q.
There are two situation where this is easily true.
(5.12.2) If the target of f is smooth, then Proposition 5.7 implies that (5.12.1) holds
because both dKa¨hler and ϕ are OXpXq-linear.
(5.12.3) If f is dominant, then Z˝ is non-empty, and Equation (5.12.1) holds be-
cause compatibility with Ka¨hler differentials implies that it holds on the
open set Z˝.
Proposition 5.9 is hence shown for dominant morphisms, and for morphisms with
smooth target. If f is neither, apply Construction 5.11 to obtain a commutative
diagram as in (5.11.1). We have seen above that dreflg is OZpZq-linear. It is injective
by Proposition 5.8. To prove (5.12.1), it will therefore suffice to prove the analogous
equation for the composed morphism f ˝ g,`
dreflp f ˝ gq
˘
pτ ¨ σ1 ` σ2q
!
“ τ ¨
`
dreflp f ˝ gq
˘
pσ1q `
`
dreflp f ˝ gq
˘
pσ2q.
That, however, follows from functoriality, dreflp f ˝ gq “
`
dreflpi
˘
˝
`
drefla
˘
, because
we have seen in above that dreflpi and drefla are linear over global sections of their
respective structure sheaves. 
5.2.2. Compatibility with wedge products and exterior derivatives. If X is any normal
variety, then to give a reflexive differential on X it is equivalent to give a Ka¨hler
differential on the smooth locus Xreg. More precisely, if ι : Xreg Ñ X denotes the
inclusion of the smooth locus into X, then Ω
rps
X “ ι˚Ω
p
Xreg
. This description of
reflexive differentials immediately allows to define reflexive wedge products, that is,
for all p and q morphisms
^ : Ω
rps
X bOX Ω
rqs
X Ñ Ω
rp`qs
X
^ : H0
`
X, Ω
rps
X
˘
bOXpXq H
0
`
X, Ω
rqs
X
˘
Ñ H0
`
X, Ω
rp`qs
X
˘
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that, on the smooth locus of X, agree with the usual wedge products. We define
C-linear reflexive exterior derivatives in the same fashion, for all p,
d : Ω
rps
X Ñ Ω
rp`1s
X
d : H0
`
X, Ω
rps
X
˘
Ñ H0
`
X, Ω
rp`1s
X
˘
.
In this setting, the proof of Proposition 5.9 applies almost verbatim to give the
following compatibility result.
Proposition 5.13 (Compatibility with wedge products and exterior derivatives).
Let f : Z Ñ X be any morphism between normal varieties. Then the pull-back maps for
reflexive differentials and sheaves of reflexive differentials commute with reflexive wedge
products and reflexive exterior derivatives. 
5.3. Morphismswith arbitrary domain. The properties listed above allow for the
construction of a meaningful pull-back map even for morphisms where only the
target is assumed to be a klt base space.
To this end, let f : Z Ñ X be any morphism between normal varieties and
assume that X a klt base space. Observing that the smooth locus Zreg is a klt base
space as well, and recalling that the restriction map
restrictionZ : H
0
`
Z, Ω
rps
Z
˘
Ñ H0
`
Zreg, Ω
p
Zreg
˘
is isomorphic, define a pull-back map for reflexive differentials as the composition
of the following two maps,
H0
`
X, Ω
rps
X
˘ dreflp f |Xregq
ÝÝÝÝÝÝÝÝÝÝÝÑ H0
`
Zreg, Ω
p
Zreg
˘ restriction´1ZÝÝÝÝÝÝÝÝÝÝÝÑ H0`Z, ΩrpsZ ˘.
As there is no possibility of confusion, we denote this map again by drefl f . Is is easy
to show that all properties listed in Section 5.2 also hold for this generalised map.
In particular, drefl f is induced by a sheaf morphism. We have thus constructed
maps drefl f : Ω
rps
X Ñ Ω
rps
Z and drefl f : H
0
`
X, Ω
rps
X
˘
Ñ H0
`
Z, Ω
rps
Z
˘
for all indices
p.
6. PREPARATION FOR THE PROOF OF THEOREM 5.2
Given a morphism of klt base spaces and a reflexive form on the target space,
the following proposition constructs a reflexive form on the domain that satisfies
a weak universal property.
Proposition 6.1 (Construction of pull-back forms). Let f : Z Ñ X be any morphism
of klt base spaces, and let σ P H0
`
X, Ω
rps
X
˘
be any reflexive p-form on X. Then there exists
a unique reflexive p-form τ P H0
`
Z, Ω
rps
Z
˘
satisfying the following universal property.
Given any commutative diagram
rX
pi
resolution of
singularities

V
a
..
g, surjective
// Zreg
f |Zreg
// X,
(6.1.1)
where V is smooth, let rσ P H0` rX, ΩprX˘ be the unique differential form on rX that agrees
with σ wherever pi is isomorphic. Then
(6.1.2) dKa¨hleraprσq “ dKa¨hlergpτ|Zregq P H0`V, ΩpV˘.
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Remark 6.2 (Existence of rσ, restriction of reflexive differentials). The existence of
the form rσ used in the formulation of Proposition 6.1 is the main result of the
paper [GKKP11]. We refer to [GKKP11, Thm. 1.4 and Rem. 1.5.2] for details. In
analogy with Remark 5.3, we have used the canonical identification Ω
rps
Z |Zreg –
Ω
p
Zreg
implicitly in the formulation of Equation (6.1.2).
Remark 6.3 (The case where f pZq Ć Xsing). In the setting of Proposition 6.1, if f pZq
is not contained in the singular locus of X, then it follows immediately from the
universal property (6.1.2) that τ is the unique reflexive form whose restriction to
the open set Z˝ :“ Zreg X f
´1pXregq satisfies τ|Z˝ “ dKa¨hlerp f |Z˝qpσ|Xregq.
Remark 6.4 (Existence of V, a and g for given resolution pi). Given an arbitrary
resolution of singularities pi : rX Ñ X, Construction 5.11 shows that there always
exist smooth varieties V and morphisms a, g as in Diagram (6.1.1).
6.1. Preparation for the proof of Proposition 6.1. We will see in Section 6.2 that
Proposition 6.1 is in fact a corollary of the following, seemingly weaker lemma.
Lemma 6.5 (Weak version of Proposition 6.1). Let f : Z Ñ X be any morphism
of klt base spaces, and let σ P H0
`
X, Ω
rps
X
˘
be any reflexive p-form on X. Then there
exists a resolution of singularities pi : rX Ñ X and a reflexive p-form τ P H0`Z, ΩrpsZ ˘
satisfying a universal property similar to the one spelled out in Proposition 6.1: given any
smooth variety V and morphisms a, g forming a commutative diagram as in (6.1.1), then
Equation (6.1.2) holds.
Remark 6.6 (Relation between Lemma 6.5 and Proposition 6.1). We will later see
that the form τ constructed in Lemma 6.5 for one specific resolution map will also
work for any other.
The remainder of the present Section 6.1 is devoted to the proof of Lemma 6.5.
Though not extremely involved on a conceptual level, the proof is somewhat
lengthy to write down. To help the reader maintain an overview, we have sub-
divided the proof into a number of relatively independent steps, given in Sec-
tions 6.1.1–6.1.6 below.
6.1.1. Proof of Lemma 6.5: setup of notation, simplification. We maintain assumptions
and notation of Lemma 6.5 throughout the proof. In order to construct a reflexive
form on Z, it suffices to construct the form away from a set of codimension two.
Since Z is a klt base space, hence normal, we can therefore assume without loss of
generality that the following holds.
Additional Assumption 6.7. The space Z is smooth.
In case where the image of f is not contained in the singular set of X, it has
been shown in [GKKP11, Thm. 4.3] that there exists a differential form τ on Z that
agrees on the open set f´1pXregqwith the usual pull-back of the Ka¨hler differential
σ|Xreg . The differential τ clearly satisfies all requirements stated in Lemma 6.5, so
that the proof is already finished in this case. We will therefore assume without
loss of generality that the following holds.
Additional Assumption 6.8. The image of f is contained in the singular set of X.
We define T Ď X as the Zariski closure of the image of f , that is, T :“ f pZq.
Choose a desingularisation pi : rX Ñ Xwith the additional property that the preim-
age pi´1pTq Ă rX has pure codimension one and forms a divisor with simple nor-
mal crossing support. Finally, let E Ă pi´1pTq be the union of those components
that dominate (=surject onto) the irreducible variety T. Its irreducible components
are denoted as E “ E0 Y ¨ ¨ ¨ Y Ek
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Smooth Space rUα
Divisor E0
 ✠
Divisor E1
 ✠
piα
Resolution Map
//
ψα
((
Singular Space Uα
Curve Tα
❅■
φα Projection to Tα

Curve Tα
The figure sketches the situation of Lemma 6.9 in case where X is a threefold and T is a
curve. Over Tα, the exceptional set of the resolution map pi is a reducible divisor,
E “ E0 Y E1. The composed map ψα is an snc morphism of the pair prUα, Eαq.
FIGURE 6.1. Projection to general points of T
6.1.2. Proof of Lemma 6.5: projection to general points of T. One way to describe the
geometry of X near general points of T is by looking at a family of sufficiently
general complete intersections pHtqtPT, and by studying the varieties Ht at their
intersection points with T. At general points of T, the family defines a morphism,
and it is often notationally convenient to discuss the varieties Ht as being fibres of
that morphism. This idea is not new, and is explained in great detail in [GKKP11,
Sect. 2.G]. The following lemma summarises the results and fixes notation used
throughout the remainder of the proof of Lemma 6.5. Figure 6.1, taken from the
preprint version of the paper [GKKP11], illustrates the setup.
Lemma and Notation 6.9 (Projection to general points of T). In the setup of Sec-
tion 6.1.1, there exists a dense, Zariski-open set X˝ Ď X, an open covering of T˝ :“
T X X˝ by sets Uα Ď X
˝ that are open in the analytic topology, and commutative dia-
grams of holomorphic morphisms,
rUα rια, inclusion //ψα

pi| rUα

rX˝ Ď rX
pi

pi| rX˝

Tα Uα
φα
oo
ια, inclusion
// X˝ Ď X
where rX˝ :“ pi´1pX˝q, rUα :“ pi´1pUαq, Tα :“ TXUα,
such that the following extra conditions hold
(6.9.1) The variety T˝ is smooth and not empty. The sheaf Ω1T˝ is trivial.
(6.9.2) Setting E˝ :“ EX rX˝, we have ppi˝q´1pT˝q “ E˝.
(6.9.3) If E˝j Ď E
˝ is any irreducible component, then pi˝|E˝j : E
˝
j Ñ T
˝ is smooth.
(6.9.4) The restrictions φα|Tα : Tα Ñ Tα are the identity morphisms.
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(6.9.5) The holomorphic maps ψα are smooth. The divisors Eα :“ EX rUα are relatively
snc over Tα.
Proof. The existence of an open set X˝ satisfying Conditions (6.9.1)–(6.9.3) is clear.
Shrinking X˝ further, if necessary, the standard technique of “projection to a sub-
variety”, explained and proven in [GKKP11, Prop. 2.26], yields the existence of a
finite, e´tale covering map γ : Y Ñ X˝ and a commutative diagram,
rY rγ, finite, e´tale //ψ

p

rX˝ Ď rX
pi

pi| rX˝

B Y
φ
oo
γ, finite, e´tale
// X˝ Ď X,
where rY :“ rX˝ˆX˝ Y, where B :“ γ´1pT˝q, and where p and rγ denote the obvious
projections. The morphism φ has the additional property that its restriction to
B Ă Y is the identity map. Shrinking X˝ further, if necessary, generic smoothness
of morphisms and its logarithmic analogue, [GKKP11, Rem. 2.11], allow to assume
that ψ is smooth, and that the divisor E˝ ˆX˝ Y Ĺ rY is relatively snc over B.
To end the proof, it suffices to find a covering of T˝ Ă X˝ by analytically open
sets pUαqαPA Ď X
˝ that are small enough so that their preimages are disjoint unions
of pdegγq-many open sets,
γ´1pUαq “ Vα,1
¨
Y ¨ ¨ ¨
¨
Y Vα,deg γ,
each canonically identified with Uα. Choosing one Vα,‚ for each given set Uα,
the morphisms φα and ψα are immediately obtained from these identifications.
Conditions (6.9.4) and (6.9.5) follow from the properties of φ and ψ. 
6.1.3. Proof of Lemma 6.5: construction of a differential form on T˝. We follow the
ideas outlined in Section 1.3. Given any point t P Tα, a fundamental result of
Hacon-McKernan asserts that the fibre Et :“ pi
´1ptq is rationally chain connected.
Using the results obtained in Section 4, this implies that relative differentials in
Ω
prUα{Tα vanish modulo torsion when restricted to any component of Et. This is a
first indication of the principle that “the restriction of any differential to E˝ comes
from T˝”, as formulated and proven in the following lemma.
Lemma 6.10 (Restriction of any differential to E˝ comes from T˝). In the setup of
Section 6.1.2, the pull-back map of torsion-free differentials,
dtfreeppi|E˝q : H
0
`
T˝, qΩpT˝˘Ñ H0`E˝, qΩpE˝˘,
is isomorphic.
Proof. Choosing an open cover of T˝ as in Lemma 6.9, it suffices to show that the
pull-back maps associated with the restricted morphisms,
dtfreeppi|Eαq : H
0
`
Tα, qΩpTα˘Ñ H0`Eα, qΩpEα˘,
are isomorphisms, for all α P A. Let α P A be any given index. The pull-back map
dtfreeppi|Eα q is clearly injective. To prove surjectivity, consider the filtration and the
sequences introduced in Proposition 3.11,
qΩpEα “|F 0 Ě|F 1 Ě ¨ ¨ ¨ Ě|F p Ě|F p`1 “ 0(6.10.1)
0Ñ |F r`1 Ñ|F r Ñ ´ψ˚α qΩrTα¯b qΩp´rEα{Tα Ñ 0,(6.10.2)
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which exist for all 0 ď r ď p. Observe that in case where r “ p, Sequence (6.10.2)
yields|F p “ ψ˚α qΩpTα . To prove Lemma 6.10, we aim to show that
(6.10.3) H0
`
Eα, qΩpEα˘ !“ H0`Eα, |F p˘ “ H0`Eα, ψ˚α qΩpTα˘ “ H0`Tα, qΩpTα˘.
Since the vector bundles, ψ˚α
qΩrTα “ ψ˚α ΩrTα are trivial by Assertion (6.9.1) of
Lemma 6.9, Equation (6.10.3) will follow from an inductive argument using the
Sequences (6.10.2) once we show that
(6.10.4) H0
`
Eα, qΩqEα{Tα˘ !“ 0 for all q ą 0.
Using Corollary 3.10 to identify the restriction qΩq
Eα{Tα
ˇˇ
Et
with qΩqEt for all points
t P Tα and all fibres Et :“ pi
´1ptq Ă Eα, Equation (6.10.4) will in turn follow from
the stronger claim that
(6.10.5) H0
`
Et, qΩqEt˘ !“ 0, for all t P Tα and all q ą 0.
To prove (6.10.5), recall that X˝ is a klt base space. A fundamental result of Hacon-
McKernan [HM07, Cor. 1.5(1)] thus implies that fibres Et, being fibres of the bira-
tional resolution map pi, are rationally chain connected. The vanishing asserted
in (6.10.5) is therefore an immediate consequence of the non-existence of torsion-
free forms in rationally chain connected spaces, as asserted in Theorem 4.1. 
Remark 6.11. Using the standard fact that klt base spaces have rational singularit-
ies, it might be possible to give a proof of Lemma 6.10 using Namikawa’s analysis
of mixed Hodge structures, [Nam01a, Lemma 1.2], rather than the more element-
ary Theorem 4.1
Corollary 6.12 (Restriction of rσ to E˝ comes from a form η˝ on T˝). In the setup of
Section 6.1.2, there exists a unique torsion-free form η˝ P H0
`
T˝, qΩpT˝˘ such that
(6.12.1) dtfreeι
˝prσq “ dtfreeppi|E˝qpη˝q,
where ι˝ : E˝ Ñ rX˝ denotes the obvious inclusion. 
6.1.4. Proof of Lemma 6.5: construction of a differential form on an open set of Z. Con-
sider the non-empty, Zariski-open set Z˝ :“ f´1pT˝q Ď Z. We obtain a torsion-free
form
(6.12.2) τ˝ :“
`
dtfreep f |Z˝q
˘
pη˝q P H0
`
Z˝, qΩpZ˝˘.
The following elementary lemma summarises what we know about τ˝. In essence,
it shows that the form τ˝ satisfies Equation (6.1.2) on the open set Z˝.
Lemma 6.13 (The form τ˝ satisfies Equation (6.1.2) on the open set Z˝). Setting as
above. Given a smooth variety V and morphisms a, g forming a commutative diagram as
in (6.1.1) of Proposition 6.1,
rX
pi
resolution of
singularities

V
a
..
g, surjective
// Zreg
f |Zreg
// X,
(6.13.1)
set V˝ :“ g´1pZ˝q. Then
(6.13.2)
`
dtfreepa|V˝q
˘
prσq “ `dtfreepg|V˝q˘pτ˝q.
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Proof. It follows from commutativity of Diagram (6.13.1) and fromAssumption 6.8
that the image of the restricted morphism a|V˝ is contained in the divisor E
˝ Ă rX.
In other words, there exists a factorisation
(6.13.3) V˝
b
//
a|V˝
++
E˝
ι˝, inclusion
// X˝.
Equation (6.13.2) then follows easily from the composition law for pull-back of
torsion-free differentials formulated in Lemma 2.9 and from the commutativity of
the diagrams considered so far.`
dtfreepg|V˝q
˘
pτ˝q “
`
dtfreepg|V˝q ˝ dtfreep f |Z˝q
˘
pη˝q Definition of τ˝ in (6.12.2)
“
`
dtfreeb ˝ dtfreeppi|E˝q
˘
pη˝q Commutativity of (6.1.1)
“
`
dtfreeb ˝ dtfreeι
˝
˘
prσq Equation (6.12.1)
“
`
dtfreepa|rV˝q˘prσq Factorisation (6.13.3).
This finishes the proof of Lemma 6.13. 
Remark 6.14 (Viewing τ˝ as a Ka¨hler differential). The varietiesV, V˝, Z and Z˝ are
smooth by Assumption 6.7. The spaces H0
`
Z˝, qΩpZ˝˘ and H0`Z˝, ΩpZ˝˘ therefore
agree, allowing us to view the torsion-free form τ˝ P H0
`
Z˝, qΩpZ˝˘ as a Ka¨hler dif-
ferential, say τ˝Ka¨hler P H
0
`
Z˝, Ω
p
Z˝
˘
. Since aV˝ and g|V˝ are morphisms between
smooth spaces, the pull-back notions for torsion-free forms and Ka¨hler differen-
tials agree. Equation (6.14.1) therefore implies the following equality of Ka¨hler
differentials
(6.14.1)
`
dKa¨hlerpa|V˝q
˘
prσq “ `dKa¨hlerpg|V˝q˘pτ˝Ka¨hlerq.
6.1.5. Proof of Lemma 6.5: construction of a differential form on Z. We show that τ˝Ka¨hler
can be extended from the open set Z˝ to all of Z. The following criterion, essen-
tially shown in [GKK10], will be employed.
Lemma 6.15 (Regularity criterion for differential forms). Setup as above. If there
exists a smooth, irreducible variety rV, a proper, generically finite surjective morphismrg : rV Ñ Z and a differential form rτ P H0` rV, ΩprV˘ whose restriction to rV˝ :“ rg´1pZ˝q
agrees with the pull-back of τ˝Ka¨hler,`
dKa¨hlerpg|V˝q
˘
pτ˝Ka¨hlerq “ rτ|V˝ ,
then there exists a Ka¨hler differential τKa¨hler P H
0
`
Z, Ω
p
Z
˘
that extends τ˝Ka¨hler.
Proof. Recalling fromAssumption 6.7 that Z is smooth, the sheaf Ω
p
Z is locally free,
thus reflexive. We are therefore free to shrink Z by removing a suitable set of codi-
mension two, and assume without loss of generality that rg is actually finite. For
finite morphisms between smooth spaces, Lemma 6.15 has already been shown in
[GKK10, Cor. 2.12(ii)]. 
Corollary 6.16 (Regularity of τ). Setting as above. Then there exists a Ka¨hler differential
τKa¨hler P H
0
`
Z, Ω
p
Z
˘
that extends τ˝Ka¨hler.
Proof. Recall from Remark 6.4 there always exist smooth varieties V and morph-
isms a, g forming a Diagram as in (6.1.1), where g is generically finite. Setting
V˝ :“ g´1pZ˝q as before, Equation (6.14.1) of Remark 6.14 asserts that the differ-
ential form
`
dKa¨hlerpg|V˝q
˘
pτ˝Ka¨hlerq initially defined only on V
˝ extends to give a
regular differential form on all of V, namely
`
dKa¨hlerpa|V˝q
˘
prσq. Lemma 6.15 there-
fore applies. 
PULL-BACK MORPHISMS FOR REFLEXIVE DIFFERENTIAL FORMS 27
6.1.6. Proof of Lemma 6.5: end of proof. Given a smooth variety V and morphisms a,
g forming a Diagram as in (6.1.1), we need to show that Equation (6.1.2) holds. We
have seen in Lemma 6.13 and Remark 6.14 that the equation holds on Z˝. Since
Z is smooth by Assumption 6.7, the sheaf Ω
p
Z is torsion-free. Since Z
˝ is open
in Zariski topology, hence dense, Equation (6.1.2) holds everywhere, as required.
This finishes the proof of Lemma 6.5. 
6.2. Proof of Proposition 6.1. To prove Proposition 6.1, assume that we are given
a morphism of klt base spaces, f : Z Ñ X, and a reflexive p-form on X, say
σ P H0
`
X, Ω
rps
X
˘
.
6.2.1. Proof of Proposition 6.1: Existence of the form τ. The weak version of Proposi-
tion 6.1 shown in Lemma 6.5 asserts the existence of a resolution map pi : rX Ñ X
and a reflexive p-form τ P H0
`
Z, Ω
rps
Z
˘
satisfying universal property (6.1.2). To
prove Proposition 6.1, we will show that the form τ satisfies the stronger require-
ments of Proposition 6.1. To this end, assume we are given an arbitrary resolution
of singularities pi1 : rX1 Ñ X with form rσ1 P H0` rX1, ΩprX1˘, a smooth variety V1 and
morphisms a1, g1 forming a commutative diagram as in (6.1.1). We need to show
that the following equation holds,
(6.16.1) dKa¨hlera
1prσ1q “ dKa¨hlerg1pτ|Zregq P H0`V, ΩpV˘.
To this end, choose a component of the fibred product rX1 ˆX rX that surjects onto
X, and let pX be a desingularisation of that component. We obtain a resolution of
singularities ppi : pX Ñ X that dominates both rX1 and rX1. In a similar vein, choose a
component of V1 ˆX pX that surjects onto V1. Desingularising, we obtain a smooth
variety V and a large commutative diagram of morphisms between varieties,
pX
p1

pX
p

ppi

rX1
pi1

rX
pi

V
a2
00
g2, surjective
// V1
a1
00
g1, surjective
// Zreg
f |Zreg
// X X.
Observing that the pull-back of the forms rσ and rσ1 to the common resolution pX
agree on the preimage of Xreg, we obtain an equality of differential forms,
(6.16.2) dKa¨hlerp
1prσ1q “ dKa¨hlerpprσq.
An application of Lemma 6.5 with a “ p ˝ a2, g “ g1 ˝ g2 therefore yields the
following chain of equalities,`
dKa¨hlerg
2 ˝ dKa¨hlerg
1
˘
pτq “
`
dKa¨hlera
2 ˝ dKa¨hlerp
˘
prσq Lemma 6.5
“
`
dKa¨hlera
2 ˝ dKa¨hlerp
1
˘
prσ1q Equation (6.16.2)
“
`
dKa¨hlerg
2 ˝ dKa¨hlera
1
˘
prσ1q Equality p1 ˝ a2 “ a1 ˝ g2
Equality (6.16.1) now follows because g2 is surjective and dKa¨hlerg
2 therefore in-
jective. We have thus shown that τ satisfies the requirements of Proposition 6.1.
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6.2.2. Proof of Proposition 6.1: Uniqueness of the form τ. Remark 6.4 asserts the ex-
istence of a diagram as in (6.1.1). Choosing one such diagram, it follows from
surjectivity of g that the restriction-and-pull-back map
H0
`
Z, Ω
rps
Z
˘
Ñ H0
`
V, Ω
p
V
˘
, µ ÞÑ dKa¨hlergpµ|Zregq
is injective. Equation (6.1.2) therefore determines the reflexive form τ uniquely.
This finishes the proof of Proposition 6.1 
7. PROOF OF THEOREM 5.2
7.1. Proof of Theorem 5.2: Uniqueness of the functor. Assume we are given two
functors d1refl and d
2
refl that satisfy the conditions of Theorem 5.2. Given anymorph-
ism of klt base spaces, f : Z Ñ X, denote the two associated pull-back maps of
reflexive differentials by
d1refl f : H
0
`
X, Ω
rps
X
˘
Ñ H0
`
Y, Ω
rps
Y
˘
and d2refl f : H
0
`
X, Ω
rps
X
˘
Ñ H0
`
Y, Ω
rps
Y
˘
,
respectively. To prove Theorem 5.2, we need to show that
(7.1.1) d1refl f “ d
2
refl f .
This equality will be established in the remainder of the present Section 7.1.
7.1.1. Proof of uniqueness in special cases. Before proving Equality (7.1.1) in general,
we treat two special cases first.
Lemma 7.2. If there exists a dense open subset Z˝ Ď Z with inclusion i : Z˝ Ñ Z such
that
(7.2.1) d1reflp f ˝ iq “ d
2
reflp f ˝ iq,
then Equation (7.1.1) holds.
Proof. By functoriality, Assumption (7.2.1) translates as
d1refli ˝ d
1
refl f “ d
2
refli ˝ d
2
refl f .
To prove Lemma 7.2, it will therefore suffice to show that d1refli “ d
2
refli, and that
these maps are injective. That, however, follows immediately from compatibility
with Ka¨hler differentials, as formulated in Diagram (5.2.2) of Theorem 5.2: given
any reflexive form σ P H0
`
Z, Ω
rps
Z
˘
, then`
d1refli
˘
pσq
ˇˇ
Z˝reg
“
`
dKa¨hleri
˘
pσ|Z˝regq “
`
d2refli
˘
pσq
ˇˇ
Z˝reg
.
Observe that this determines
`
d‚refli
˘
pσq uniquely. 
Lemma 7.3. If f is surjective, then Equation (7.1.1) holds.
Proof. It is clear by assumption that the open set Z˝ :“ Zreg X f
´1pXregq Ď Z is
not empty. Compatibility with Ka¨hler differentials then asserts that d1reflp f ˝ iq “
d2reflp f ˝ iq, where i : Z
˝ Ñ Z is the obvious open immersion. Lemma 7.2 therefore
applies. 
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7.1.2. Proof of uniqueness in general. Next, we treat the general case. To this end,
consider a commutative diagram
rZ rf //
piZ

rX
pi
strong resolution of
singularities
Z
f
// X
where rZ is a desingularisation of a component of the fibre product Z ˆX rX that
surjects onto Z. Using Lemma 7.2, we may replace Z with a dense open subset
and assume without loss of generality that Z is smooth. The following identities
are now immediate consequences of compatibility with Ka¨hler differentials.
d1reflpi “ d
2
reflpi by Lemma 7.3(7.4.1)
d1refl
rf “ d2refl rf “ dKa¨hler rf by (5.2.2) since rZ and rX are smooth(7.4.2)
d1reflpiZ “ d
2
reflpiZ “ dKa¨hlerpiZ by (5.2.2) since
rZ and Z are smooth(7.4.3)
The equalities have several consequences. First, we see that
d1reflppi ˝
rf q “ pd1refl rf q ˝ pd1reflpiq functoriality of d1refl
“ pd2refl
rf q ˝ pd2reflpiq by (7.4.1), (7.4.2)
“ d2reflppi ˝
rf q functoriality of d2refl.
Since pi ˝ rf “ f ˝ rpiZ, this immediately implies that
(7.4.4) pd1reflpiZq ˝ pd
1
refl f q “ pd
2
reflpiZq ˝ pd
2
refl f q
But since d1reflpiZ and d
2
reflpiZ are both equal to the standard pull-back of Ka¨hler dif-
ferentials, and since piZ is surjective, it is clear that two forms σ, τ on Z agree if and
only if d1reflpiZpσq “ d
2
reflpiZpτq. Equation (7.4.4) therefore implies Assertion (7.1.1),
finishing the proof of the uniqueness statement in Theorem 5.2. 
7.2. Proof of Theorem 5.2: Existence of the functor. Given amorphism f : Z Ñ X
of klt base spaces, we define an associated pull-back mapping of reflexive differ-
ential forms,
drefl f : H
0
`
X, Ω
rps
X
˘
Ñ H0
`
Z, Ω
rps
Z
˘
,
by sending a given reflexive form σ P H0
`
X, Ω
rps
X
˘
to the unique form τ P
H0
`
Z, Ω
rps
Z
˘
whose existence is asserted in Proposition 6.1. We need to show that
the so-defined drefl satisfies the composition law. To this end, consider a sequence
of morphisms between klt base spaces, say f 1 : Z1 Ñ Z and f : Z Ñ X. We need
to show that
(7.5.1)
`
drefl f
1 ˝ drefl f
˘
pσq
!
“
`
dreflp f ˝ f
1q
˘
pσq for all σ P H0
`
X, Ω
rps
X
˘
.
To prove (7.5.1), choose desingularisation p : rZ Ñ Z, choose a component ofrZ ˆX rX that surjects onto rZ, and let pZ be a desingularisation of this component.
Further, choose a component of pZˆZ Z1 that surjects onto Z1, and let V be a desin-
gularisation of this component. In summary, we have constructed smooth spaces
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rZ, pZ and V fitting into a commutative diagram
pZ h //
q surjective

rX
pi
resolution of
singularities

rZ
p
resolution of
singularities

V
g, surjective
//
pa
11
a
//
Z1
f 1
// Z
f
// X.
(7.5.2)
The following reflexive forms, defined as explained above using Proposition 6.1,
will appear in the computation
rσ :“ dreflpipσq τ :“ drefl f pσq rτ :“ dreflppτq.
We have seen in Remark 6.3 that this definition implies that rσ is the unique differ-
ential form on rX that agrees with the pull-back σ at points where pi is isomorphic.
The analogue statement holds for rτ and τ, so that our notation is consistent with
the notation used earlier. A repeated application of Proposition 6.1, using the fact
that two reflexive forms on a normal space agree if they agree on the smooth locus,
now shows the following
dreflg
`
pdrefl f
1 ˝ drefl f qpσq
˘
“ dreflg
`
drefl f
1pτq
˘
Definition of τ
“ dreflaprτq Proposition 6.1 for f 1
“
`
dreflpa ˝ dreflq˘prτq Remark 6.3, Diag. (7.5.2)
“
`
dreflpa ˝ dreflh˘prσq Proposition 6.1 for f
“ dreflg
`
dreflp f ˝ f
1qprσq˘ Proposition 6.1 for f ˝ f 1.
Since g is surjective, Remark 6.3 immediately implies that dreflg is injective. Equa-
tion (7.5.1) therefore follows from the computation. In summary, we have shown
that the definition of pull-back given above does satisfy the composition law. This
finishes the proof of the existence statement in Theorem 5.2. 
Part III. Appendix
APPENDIX A. TORSION SHEAVES ON REDUCIBLE SPACES
In Parts I and II, we need to discuss torsion sheaves and torsion-free sheaves
on reducible spaces. While no fundamental issues arise, it seems that almost all
standard books, such as [Har77], [Gro60] or [GR84] restrict themselves to the irre-
ducible case. The few existing references touch the subject only very briefly. For
completeness’ sake, we have thus chosen to recall the relevant definitions and to
include proofs of all the properties used in this paper.
A.1. The definition of torsion sheaves. We briefly recall the definition of torsion
sheaves given in [DG71, I.8]3, see also [Gro67, §20.1].
NotationA.1 (Sheaf of rational functions, [DG71, I.8.3]). Let X be a reduced, quasi-
projective scheme. We denote the sheaf of rational functions on X by RX.
3The definition presented here is found in [DG71] but not in [Gro60]. At the time of writing this
paper, the book [DG71] was not listed on MathSciNet and did not show on www.springer.com.
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Explanation A.2. In the setting of Notation A.1, the sheaf of rational functions is
quasi-coherent. If X˝ Ď X is an affine open set, say X˝ “ Spec A, then RXpX
˝q
is the ring of rational functions on X. This ring is isomorphic to the localisation
S´1A, where S is the multiplicatively closed set of non-zerodivisors in A.
Definition A.3 (Torsion sheaf, [DG71, I.8.4]). Let X be a reduced, quasi-projective
scheme and ψ : OX Ñ RX the natural inclusion of the structure sheaf into the sheaf of
rational functions. Given a coherent sheaf F of OX-modules consider the natural map ψF
given as the composition of the following maps,
F
–
ÝÝÑ F bOX OX
IdF bOXψÝÝÝÝÝÝÝÑ F bOX RX.
Define the torsion subsheaf of F as torF :“ kerψF . The sheaf F is called torsion
sheaf if ψF “ 0, and torsion-free if ψF is injective.
Explanation A.4. In the setting of Definition A.3, let X˝ Ď X be any affine open
set, say X˝ “ Spec A. Denoting the A-module associated with the sheaf F by
F :“ F pX˝q, the sheaf F bOX RX of Definition A.3 is expressed as follows,
F bOX RX “ F
„ bOX pS
´1Aq„ “ pFbA S
´1Aq„ “ pS´1Fq„.
In summary, we see that a section σ P F pX˝q is a section of the torsion subsheaf
torF if and only if there exists a non-zerodivisor f P OXpX
˝q that annihilates it.
In particular, σ is a section of the torsion subsheaf if and only if there exists dense
open U Ď X˝ such that σ|U “ 0.
Remark A.5 (Torsion-free sheaves that are zero on open sets). Torsion-free sheaves
on reducible spaces can restrict to the zero sheaf on a Zariski-open set, as long as
the set is not dense.
A.2. Elementary properties. Definition A.3 ensures that essentially all properties
known from torsion-free sheaves on irreducible spaces also hold in the more gen-
eral setting of reduced quasi-projective schemes—except perhaps the featuremen-
tioned in Remark A.5 above. The following properties have been used in this pa-
per.
Proposition A.6 (Universal property of torsion-freeness). Let X be a reduced quasi-
projective scheme, and φ : F Ñ G a morphism of coherent sheaves of OX-modules. Then
there exists a unique morphism qφ making the following diagram commutative,
F
φ //
quotient

G
quotient

F
L
tor qφ // G
L
tor .
If ψ is injective, then qφ is injective as well.
Proof. Observing that F { tor “ ImageψF and G { tor “ ImageψG , the claim
is immediate from right-exactness and from universal properties of the tensor
product. 
Corollary A.7 (Subsheaves of torsion-free sheaves are torsion-free). Let X be a re-
duced quasi-projective scheme, and F a torsion-free coherent sheaf of OX-modules. If G is
any subsheaf of OX-modules, then G is likewise torsion-free. 
Proposition A.8 (Push-forward of torsion-free is torsion-free, compare [DG71,
I. Prop. 8.4.5]). Let X be a reduced quasi-projective scheme. If ι : X0 Ñ X denotes
the inclusion map of one irreducible component, and if F is a torsion-free coherent sheaf
on X0, then ι˚F is a torsion-free coherent sheaf on X.
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Proof. Let X˝ Ă X be any affine open subset. If X˝ is disjoint from X0, then ι˚F |X˝
is the zero sheaf, which is torsion-free.
Now assume that X˝ X X0 ­“ H, and let
σ P ptor ι˚F qpX
˝q Ď pι˚F qpX
˝q
be any section, with associated section τ P F pX˝ X X0q. We need to show that
σ “ 0, or equivalently τ “ 0. To this end, let X1 Ă X denote the union of all
irreducible components different from X0. Let U Ă X
˝ be a dense open subset
such that σ|U “ 0. The set U
˝ :“ U X pX0zX1q is then open and dense on X0 and
σ|U˝ “ 0. In particular, τ|U˝ “ 0. Since F is torsion-free, this shows that τ “ 0, as
claimed. 
Proposition A.9 (Injectivity of morphisms). Let X be a reduced, quasi-projective
scheme and φ : F Ñ G a morphism of coherent sheaves of OX-modules. Assume that
F is torsion-free. If Y Ĺ X is a closed subset such that
(A.9.1) Y does not contain any irreducible component of X, and
(A.9.2) the restricted morphism φ|XzY is injective,
then φ is injective.
Proof. Assume we are given an affine open set X˝ Ď X and a section σ P ker φ.
Observe that U :“ X˝zY is dense in X˝, and that σ|U “ 0. Since F is torsion-free
this implies that σ “ 0. 
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