On many occasions a parts feeder will have reduced the number of possible poses of a part to a small finite set. Our second problem, named sensing by point sampling, is concerned with a more general version: finding the minimum number of sensing points required to distinguish between n polygonal shapes with a total of m edges. In practice this can be implemented by embedding a series of point light detectors in a feeder tray or by using a set of mechanical probes that touch the feeder at a finite number of predetermined points. We show that this problem is equivalent to an NP-complete set-theoretic problem introduced as Discriminating Set, and present an O ( n 2 m 2 ) approximation algorithm to solve it with a ratio of 2 In n. Furthermore, we prove that one can use an algorithm for Discriminating Set with ratio c log n to construct an algorithm for Set Covering with ratio c log n + O(log log n). Thus the ratio 2 In n is asymptotically optimal unless NP &sub; DTIME( n poly log n ), a consequence of known results on approximating Set Covering. The complexity of subproblems of Discriminating Set is also analyzed, based on their relationship to a generalization of Independent Set called 3-Independent Set. Finally, simulation results suggest that sensing by point sampling is mostly applicable when poses are densely distributed in the plane.
Introduction
Sensing a part involves determining both its shape and pose. By pose we mean the position as well as the orientation of the part. Prior to selecting a sensing method, we often will make some assumptions about the shape of the part to be sensed. The resulting sensing method is affected greatly by what is known about the shape. For instance, without making any assumptions, we might not even be able to start segmentation of the part image, whereas knowing that the shape is convex polygonal, we can employ some simple nonvision technique such as finger probing. An effective sensing method should make use of its knowledge about the part shape as much as possible to attain simplicity, efficiency, and robustness.
Parts in many assembly applications are manufactured to high precisions, so we can make the assumption that their shapes are known reasonably well in advance. Accordingly, the design of sensing strategies should be based on the geometry of parts. The task of sensing reduces to obtaining enough geometric constraints that, when combined with the part geometry, suffice to derive the part poses. Consequently, minimizing the necessary geometric constraints becomes very important for reducing the sensing complexity. In this article, we propose two approaches for sensing polygonal parts in known shapes, one applicable to a continuum of possible poses and the other applicable to finite possible poses.
Perhaps the simplest geometric constraint on a polygon is incidence-when some edge touches a fixed point or some vertex is on a fixed line. For instance, Figure la shows an octagon constrained by two points p],p2 and two lines 11, 12. The question we want to ask is: Generally, how many such constraints are necessary to fix the polygon in its real position? Note that any two such incidence constraints will confine all possible positions to a locus curve, which consists of a finite number of algebraic curves parameterized by the part's orientation. Three constraints, as long as not defined by collinear points or If all incidences are given by lines, sensing can be viewed as inscribing the polygon into a larger polygon (not necessarily bounded) defined by these lines; if all constraints are given by points, sensing can be viewed as placing the polygon defined by these points into the sensed polygon.
Point constraints can be created by &dquo;probing&dquo; the polygon along various directions with a tactile sensor or a range finder. Line constraints can be obtained with an angular sensor scanning across the object at exterior sites. In Section 2 we study the case of sensing with line constraints only, offering a very efficient algorithm to solve for all possible poses. We derive a tight upper bound on the number of poses given three line constraints and conduct experiments to show that four line constraints are practically enough to determine the real pose.
The set of possible poses can often be reduced from a continuum to a finite number in advance by planned manipulations such as pushing or squeeze-grasping, or by sensing from geometric constraints as mentioned above. More specialized sensing methods can be devised to distinguish between the remaining finite number of poses. We now view each pose as a closed set of points in the plane occupied by the part in that pose, so that sensing becomes distinguishing point sets-say, Pl,..., P&dquo;,. An easy way is to sample several points, checking which of them are contained by the current point set (the real pose). Suppose the same octagon is known to have only three possible poses, as shown in Figure 1 b, then the real pose (shown with a solid line) can be determined by verifying that it contains both points q, and q2. This can be implemented in a number of different ways, for instance, by placing light detectors underneath the point locations or by probing the point locations from above with a robot finger.
In Section 3 we address the problem of distinguishing finite polygons by point sampling. We prove that minimizing the total number of sampling points is NP- complete and offer an approximation algorithm with greedy heuristic. The algorithm produces a set of sampling points whose size is within a factor of ~ log n of the optimal. We also exhibit a proof demonstrating the hardness of improving this approximation ratio.
Sensing by Inscription

The Inscription Problem
In this section we will study the problem of detecting the pose of a convex polygon in the plane by taking views of the polygon from multiple exterior sites. The shape of the polygon is assumed to be known in advance, but the pose of the polygon can be arbitrary. Each view results in a cone formed by the two outermost occluding rays starting from the viewing site. The cone in turn imposes a constraint on the possible poses of the polygon: the polygon must be contained in the cone and make contact with both its sides. A containment in which every edge of the containing object touches the contained object is called an inscription, so we will say that the polygon is inscribed in the cone. Such constraints imposed by individual views together allow only a small number of possible poses of the polygon, which often reduces to one. For example, Figure 2 illustrates two views taken of a convex hexagon P in some unknown pose from sites oi and 02. respectively : The two cones Ci and CZ thus formed determine the real pose of P, and this pose can be solved using the algorithm presented later in Section 2.2.4.
The above sensing approach appears to be simple, but to make it efficient and to minimize the cost of sensing hardware, we would like to take as few views as possible. This leads us to the main question of this section: How many views are sufficient in the general case in order to determine the pose of a convex n-gon?T he answer to the above question is &dquo;two,&dquo; and to argue this answer we will go through several steps, each of which occupies a separate subsection: Section 2.2 describes how to compute the set of possible poses for a convex polygon inscribed in multiple cones and derives an upper bound on the number of possible poses for twocone inscription in particular; Section 2.3 empirically demonstrates that in spite of the upper bound, two cones turn out to be sufficient in most cases to uniquely determine the pose of an inscribed polygon. Section 4 further discusses the extensions of this method and proposes a general sensing scheme: sensing by inscription.
Related Work
Canny and Goldberg (1993) have introduced a reduced intricacy in sensing and control (RISC) paradigm that aims at improving the accuracy, speed, and robustness of sensing by coupling simple and specialized hardware with fast and task-oriented geometric algorithms.
The cross-beam sensing method developed in Wallack et al. (1993) finds the orientation of a polygon (or polyhedron) by measuring its diameters along three different directions and comparing the measurements with the precomputed diameter function (Goldberg and Mason 1990) ; then it solves a vertex-line correspondence problem for the position of the polygon by least squares fitting. This method essentially determines the pose by inscribing the polygon in a hexagon constructed from the sensory data. The idea of characterizing shapes with diameters and chords was also addressed earlier in Sinden (1985) .
For the special case that the poses are finite, Rao and Goldberg (1993) present an efficient method of placing a registration mark on the object so that the pose can be recognized by locating the mark position with a simple vision system. For robustness to sensor imperfections, the marked point maximizes the distance between the nearest pair among its possible locations. For the case that the number of parts is finite, Govindan and Rao (1994) recognize a part with a modified parallel-jaw gripper by a sequence of grasp actions and diameter measurements.
Some negative results about this projection-based sensing approach are revealed in Rao and Goldberg (1994) .
Model-based recognition and localization can often be regarded as a constraint satisfaction problem that searches for a consistent matching between sensory data (e.g., 2D) and model(s) (e.g., 3D) based on the geometric constraints between them (Grimson 1990 ). Gaston and Lozano-Perez (1984) discuss how to identify and locate a polyhedron on a known plane using local information from tactile sensors that includes the position of contact points and the ranges of surface normals at these points. Motivated by an interpretation tree developed in Gaston and Lozano-Pérez (1984) , Siegel (1991) determines the pose of an object grasped by a hand, under a situation very close to inscription. Also using an interpretation tree search, Kemmotsu and Kanade (1993) solve the pose of a polyhedra by matching a set of 3D line segments, obtained by three light-stripe range finders, to model faces; then the pose uncertainty is estimated using the covariance matrix of the endpoints of these line segments. Chen (1991) uses a polynomial approach to solve for the line-to-plane correspondences involved in pose determination. Based on a generalized Hough transform, Linnainmaa et al. (1988) estimate the pose of a 3D object by matching point triples on the object to possibly corresponding triples in the image.
In the meantime, a variety of polygon shape descriptors (Arkin et al. 1991; Mumford 1987) However, all congruent poses are usually considered as the same in the real applications.
Geometric algorithms for sensing unknown poses as well as unknown shapes have also been studied. Cole and Yap (1987) considered &dquo;finger&dquo; probing a convex n-gon (n unknown) along directed lines and gave a procedure guaranteed to determine the n-gon with 3n probes. This work was later extended by Dobkin et al. (1986) , who investigated the complexity of various models for probing convex polytopes in d-dimensional Euclidean space. Using a more powerful probe model that returns not only the contact points but also the normals at these points, Boissonnat and Yvinec (1992) (Chazelle 1983 [0, 27r) .
To see this, we regard each cone as the intersection of two half-planes and decompose its constraint on the polygon into two constraints introduced by the half-planes independently.
A polygon P is said to be embedded in a half-plane h if P is contained in h and supported by its bounding line. Thus, P is inscribed in a cone if and only if it is embedded in the two half-planes defining the cone by intersection. Two cones with distinct vertices together provide three or four half-planes, of which at least three have nonconcurrent bounding lines (i.e., bounding lines that do not pass through a common point). Such three half-planes are indeed enough to bound the number of possible poses of P within 6n. THEOREM 1. There exist no more than 6n possible poses for a convex n-gon P embedded in three half-planes with nonconcurrent bounding lines; furthermore, this upper bound is tight.
Proof: Let ll, l2 and l3 be the bounding lines of the three half-planes, respectively. We can assume that these lines are not all parallel; otherwise it is easy to see that no feasible pose for P exists. So suppose 11 and l2 intersect ; their corresponding half-planes form a cone in which P is inscribed. Let the orientation of P be represented by the angle 0 between the x axis and some directed edge of P. Then orientation space [0,27r) is partitioned into at most 2n intervals according to which pair of vertices are possibly on It and l2, respectively. In the mean time, it is also partitioned into exactly n intervals according to which vertex is possibly on l3. Intersecting the intervals in these two partitions yields a finer partition of [0, 2~r) that consists of at most 3n intervals, each containing orientations at which P is to be supported by l i , 12, and l3 at the same three vertices.
Let us look at one such interval, and let pi, pj, and p~ be the vertices of P on l i , l2, and l3, respectively, whenever a possible orientation exists in the interval. Figure 5 ).
The purpose of the second set of experiments was to study how many poses usually exist for a convex polygon inscribed into two or more cones with distinct vertices.
We first tested with two cones using the same source of random data generated in the way we did for the first set of experiments, and the results are shown in Table 2 . Since a polygon was always generated inside a square (circle), the cone vertices were chosen as random points uniformly distributed between this boundary and a larger square (circle). The ratio between these two squares (circles) was set uniformly to be 4 for all seven groups of data.
In contrast to Table 1 low, in the range of 0% to 3.6% for the first six groups of data. The 10.6% for the seventh group was a bit high but expected, because polygons generated by circular march were more likely to be in a certain shape that would often incur two possible poses, as we will discuss later.)
Tests were also conducted with 3-10 cones on reproduced data of four of the seven groups, while the other experiment parameters were kept the same. As shown in Table 3 , the means of possible poses did not decrease dramatically as compared to those in Table 2 P has in fact a very intuitive explanation. As mentioned before, two such cones generally provide four half-planes, some three of which will limit the number of possible poses of P to at most 6n. Let polygons Pl,..., Pm, where m < 6era, represent P in all possible poses, respectively, when embedded in the these three half-planes; then those P, corresponding to the final possible poses must be supported by the bounding line l of the fourth half-plane. So the probability that a two-pose case occurs is no more than the probability that I passes through a vertex of Pi and a vertex of P~, for I # j. Note the vertices of Pi , ... , P,~ together occupy O(mn) points in the plane in general, only one of which must lie on l. If no two of these vertices coincide, the probability that passels through two vertices of different polygons is zero (assuming that l is independent of the other three bounding lines), which means that a two-pose case almost never occurs in this situation. Otherwise suppose two vertices of Pi and P, , respectively, are at the same point p for some i ~ j; then the probability that 1 passes through p is 8( -L). This is 0(~?) in the aver- be consistent with the percentages of two-pose cases in Table 2 .
It was observed during the experiments that a large number of two-pose cases occurred when both cones happened to be supporting the polygon at the same pair of vertices (Figure 6 (Romanik 1992; Romanik and Salzberg 1992; Arkin et al. 1993b ). Their research develops strategies for verifying a given polygon using a series of point probes. Moreover, the research examines the testability of more general geometric objects, such as polyhedra, and develops conditions that determine whether a class of objects is (approximately) testable.
A number of researchers have looked at the problem of determining or distinguishing objects using finger probes.
Finger probing is closely related to sensing by point sampling, as indicated by our discussion of Belleville and Shermer (1993) . For a more extensive survey of probing problems and solutions, see Skiena (1989) .
There would seem to be connections between our work and the concept of VC-dimension often used in learning theory. For instance, in this section we develop the notion of a &dquo;discriminating set&dquo; to distinguish different polygons. The concept of discriminating sets bears some resemblance to the idea of shattered sets associated with VC-dimension. However, discriminating sets and shattered sets are different. A minimum discriminating set is the smallest set of points that uniquely identifies every object in a set of objects, whereas VC-dimension is the size of the largest set of points shattered by the set of objects. Thus, the VC-dimension of a finite class gives a lower bound on the size of a minimum discriminating set. For dense polygon distributions, the two cardinalities may be the same-namely, log n, where n is the number of polygons. For sparsely distributed polygons, the two cardinalities are different. For instance, the VC-dimension can be 1, while the minimum discriminating set has size n -I (Figure 8) .
Finally, the work described in this section is part of our larger research goal to understand the information requirements of robot tasks. Related work includes the sensor design methodology of Erdmann (1993) Figure   7A form the subdivision in Figure 7B that Sometimes we can derive a polynomial-time approximation algorithm for the NP-complete problem at hand from some existing approximation algorithm for another NP-complete problem by reducing one problem to the other. In fewer cases, where the reduction preserves the solutions-namely, every instance of the original problem and its reduced instance have the same set of solutions, any approximation algorithm for the reduced problem together with the reduction will solve the original problem. The problem to which we will reduce Discriminating Set is Hitting Set:
HITTING SET. Given a collection C of subsets of a finite set X, find a minimum hitting set for C (i.e., a subset H C_ X of minimum cardinality such that HnS~~forallSEC). Karp (1972) The approximability of Hitting Set can be studied through another problem, Set Covering:
SET COVERING. Given a collection C of subsets of a finite set X, find a minimum cover for X (i.e., a subcollection G&dquo; C C' of minimum size such that U,5cc, S -= X).
This problem is also shown to be NP-complete by Karp (1972) using a reduction from Exact Cover by 3-Sets. A greedy approximation algorithm for this problem due to Johnson (1974) (Cormen et al. 1990 ). The Both problems allow the same approximation ratio, since the reductions from one to another do not change the number of subsets (or polygons) in an instance. First we should note that the ratio bound H(maxsEC ~,5~) of the greedy algorithm for Set Covering is actually tight; an example that makes the algorithm achieve this ratio for arbitrarily large maxsec ~S~ is given in Johnson (1974) .
Next we present a reverse reduction from Hitting Set to D-Set to show that an algorithm for D-Set with approximation ratio c log n can be used to obtain an algorithm for Hitting Set with ratio c 1og n + 0(log log n), where c > 0 is any constant and n is the number of subsets in an instance. Afterward we will apply some recent results on the hardness of approximating Set Covering (and thus Hitting Set).
LEMMA 7. For any c > 0, if c log n, is the approximation ratio of Discriminating Set, then Hitting Set can be approximated with ratio clog n + O(log log n).
Proof: Suppose there exists an algorithm A for DSet with approximation ratio c log fi. Let (X , C) be an arbitrary instance of Hitting Set, where C -{ Sl , ... , S~ } c 2~, and let n = C ~ . To construct a D-Set instance, we first make fen) isomorphic copies (X ~ , C, ), ... , (X f(n), Cf(n)) of (X , C) such that Xi n Xj = 0 for I < i ~ ,? < f (n). Here f is an as yet undetermined function of rz upper bounded by some polynomial in ~. Now consider the enlarged Hitting Set instance (X', C') = (U{~~) Xi, U{~~) Ci). Every hitting set H' of (X', C') has H' = U{~) Hi, where Hi is a hitting set of (Xi, Ci), 1 < i < n; so from H' we can obtain a hitting set H of {X , C) with H ~ < ~ H' ~ / f (n) merely by taking the smallest one of HI,,,,, H f~n~.
Next we introduce a set A consisting of new elements at,a2,-..,~og(nj(n.)) ~ X' and for I < i < n f (n) define auxiliary sets A~,:
It is not hard to see that {a~, ... , atog(nf(n))l must be a subset of any discriminating set for A, , ... , A~, f~,~~; therefore, it is the minimum one for these auxiliary sets.
The constructed D-Set instance is then defined to be ( X&dquo;, C&dquo;), where It is easy to verify that every discriminating set of (X&dquo;, C&dquo;) is the union of A and a hitting set of (X', C').
5. According to this definition, x = y may hold for two different elements x &ne; y. In this case only one subset is included in X. 6. This definition also establishes the duality between D-Set and a known NP-complete problem called Minimum Test Set (Garey and Johnson 1979) .
Given a collection of subsets of a finite set, Minimum Test Set asks for a minimum subcollection such that exactly one from each pair of distinct elements is contained in some subset from this subcollection.
7. Kolaitis and Thakur (1991) syntactically define a class of NP-complete problems with logarithmic approximation algorithms that contains Set Covering and Hitting Set, and show that Set Covering is complete for the class. Setting f (rz.) = log2~a, all terms in the brackets can be absorbed into O(1og log n) after simple manipulations on asymptotics (Graham et (1992) imply that no polynomial approximation scheme exists unless P = NP. Based on recent results from interactive proof systems and probabilistically checkable proofs and their connection to approximation, several asymptotic improvements on the hardness of approximating Set Covering have been made.
In particular, Lund and Yannakakis (1993) showed that Set Covering cannot be approximated with ratio c Iog n for any c < ~ unless NP c DTIh4E(.nP°'Y ~a8 Tz); Bellare et al. ( 993) showed that approximating Set Covering within any constant is NP-complete, and approximating it within c log n for any c < 1 implies NP C DTIME(nlog log n). rithm with ratio bound c log ~a for any c < 4 unless NP C DTIME(n.Po'y&dquo;'9&dquo;'), or for any c < g unless NP C DTIME(Y-i'09'09'n).
Following the above theorem, the ratio 2 1n n !=R 1.39 log n of the greedy algorithm for D-Set remains asymptotically optimal if NP is not contained in DTIME(nPoly iog 71~_ 3.6. More on Discriminating Set Now let us come back to where we left the discussion on the subproblems of D-Set in Section 3.2; it has not been settled whether D-Set remains NP-complete when every subset S in the collection C satisfies S 4 < 2. We now prove that this subproblem is NP-complete.
Here we look at a special case of this subproblemnamely, a &dquo;subsubproblem&dquo; of D-Set-and subject it to two restrictions: (1) 0 E C and (2) ¡51 = 2 for all I nonempty subsets S E C. Let us call this special case 0-2 D-Set. If 0-2 D-Set is proven to be NP-complete, so will be the original subproblem.
It is quite intuitive to understand a 0-2 D-Set instance in terms of a graph G = {yr, E), where V = X, the finite set of which every S E C is a subset, and In other words, each element of the set X corresponds to a vertex in G while each subset, except 0, corresponds to an edge. Clearly this correspondence from all 0-2 D-Set instances to all graphs is one-to-one. Since any discriminating set D for C has D must be a vertex cover for G. Let d(u, v) be the distarcce (i.e., the length of the shortest path), between vertices ~u,,z> in G (or oo if u and v are disconnected).
A 3-independent set in G is a subset I C V such that d(2c, v) > 3 for every pair u, v E l~. The following lemma captures the dual relationship between a discriminating set for C and a 3-independent set in G.
LEMMA 9. Let X be a finite set and C a collection of 0 and two-element subsets of X . Let G = (X , E) be a graph with E = {(u,~) ~ 1 ~u, vl E C }. Then a subset D C_ X is a discriminating set for C if and only if X B D is a 3-independent set in G.
Proof: Let D be a discriminating set for C. Assume there exist two distinct elements (vertices) u, v E X B D such that d(u, v) < 3. We immediately have (u, v) V E, since D must be a vertex cover in G; so d(U.l1) = 2.
Hence there is a third vertex, say w, that is connected to both it and v; furthermore, w C D holds, since the edges (u, w) and (v, w) 
and an integer 0 < L < ~ V ~, is there a k-independent set of size at least l? That is, is there a subset I C V with 11~ > I such that d(r, v) > ~, for every pair u, t C I?
Thus 2-IS is the familiar NP-complete Independent Set problem. We will see in Appendix B that every problem in this family for which k > 3 is also NP-complete. To avoid too much divergence from 0-2 D-Set, let's focus on 3-IS only here. LEMMA 10. 3-Independent Set is NP-complete.
Proof : It is trivial that 3-IS E NP. To show NPhardness, we reduce Independent Set (2-IS) to 3-IS.
Let G = ( V, E) and 0 < I < )V) form an instance of Independent Set. A graph G' is constructed from G in two steps. In the first step, we introduce a &dquo;midvertex&dquo; Cf~ for each edge (u, v) E E, and replace this edge with two edges (u, au,v) and (ce,,,,,, v 10. The construction of the internal skeleton of a polygon is a special case of the construction of the generalized Voronoi diagram for a set of line segments for which O ( n log n ) algorithms are given in Kirkpatrick (1979) , Fortune (1987) , and Yap (1987) . Since the maximum region size for a region basis turned out to be very small in the simulations, we implemented only an O ( n 4 ) brute force algorithm.
11. We thresholded on the region area rather than the radius of a maximum inscribed circle merely to avoid the inefficient computation on the latter for all the regions in the planar subdivision. by intersection; and let P be a convex polygon with vertices po, p ~ , ... , pn _, in counterclockwise order such that po is the center of an arc of radius r and measure a, and pi,... p,,~-1 together divide this arc into n -2 equal pieces. The reason for choosing this particular shape of P is that we expect to obtain 2(n -1 ) poses by positioning po at each of qo, 9). and q2, and rotating P about po inside Dqoq¡q2 such that pi, ... , p,t_ 1 will each touch the opposite edge of Oqoq, q~ exactly twice during the rotation. Figure 13A illustrates the first of a sequence of 2(n -1) poses resulting from counterclockwise rotation about qo. By symmetry we already have 6(n -1 ) poses in total, called poses .of the first type. The remaining six poses of the second type are symmetric to each other, attained when vertices po, pi, and pn-j are on different edges of Aqoqj q2 (see Fig. 13B and v' in G' with a distance of at least k can be easily mapped to two nonadjacent vertices in G. The first condition ensures that any given independent set in G will be a k-independent set in G', while the second condition ensures the construction of an independent set in G from any given k-independent set in G'. and d'(u, ~c~) > k + I when k is odd. Thus, an independent set I in G' is also a k-independent set in G'. Conversely, suppose 1' with 11'1 2:: l is a k-independent set in G'.
We substitute u. E V for every auxiliary vertex E I on path Pl1' and u or z~ for every midvertex C I when 1~ is odd. Let I be the set after this substitution.
It needs to be shown that I is an independent set in G and 11~ Jia and Erdmann (1994b) , on which Section 3 is based.
After presentation of Jia and Erdmann (1994b) Belleville and Shermer (1993) , and Arkin et al. (1993a,b 
