We observe self-imposed time windows (SITW) whenever a logistics service provider quotes a delivery time window to his customer. Once this time window is communicated, the company strives to respect it as well as possible. We incorporate these SITW within the framework of the vehicle routing problem (VRP). Essential to SITW is the fact that the time window is determined by the carrier company and not by the customer. The resulting VRP-SITW is inherently different from the well-studied VRP with time windows (VRPTW) in that in the latter problem the time windows are exogenous constraints imposed by the customers. The second important element of the problem studied in this paper is the uncertainty in the travel times. The basic mechanism of dealing with this uncertainty is the allocation of time buffers throughout the routes, which absorb disruptions. We propose a heuristic solution approach combining an LP model and a local search heuristic. A tabu search heuristic assigns customers to vehicles and establishes the order of visit of the customers per vehicle. Detailed timing decisions are subsequently generated by the LP model, whose output O. Jabali (B) HEC Montréal and CIRRELT, 3000, chemin de la Côte-Sainte-Catherine, Montréal H3T 2A7, Canada e-mail: Ola.Jabali@cirrelt.ca also guides the local search in a feedback loop. We test our algorithm on a number of benchmark instances for the VRP and VRPTW. We highlight the costs involved in integrating SITW with the VRP and we underline the advantages of SITW as compared to VRPTW.
Introduction
Many small-package carrier companies provide their customers with a time window for delivery and display this in their online tracking system. UPS, for instance, shows information on the delivery time window of orders for DELL computers. Other examples where companies dictate their arrival times at customers are furniture delivery, internet installation services and moving services. In each of these examples, the carrier communicates a time window to the customer during which he/she can expect to be serviced. The time window establishes a mechanism for providing customer service. Once a time window is quoted to the customer, the carrier company strives to serve the client within this window. We argue that this reasoning should be reflected in the carrier's routing and scheduling decisions.
Our problem at hand considers time windows but treats them as endogenous to the routing problem. Specifically, the carrier company assigns customers to vehicles, sequences the customers allocated to each vehicle, and sets the time windows in which it plans to serve the customers. In the remainder of this paper, we refer to the described problem as the vehicle routing problem with self-imposed time windows (VRP-SITW). The term 'self-imposed' refers to the fact that the carrier company selects the time windows by itself, independently of the customer. Once the time windows are quoted to the customer, however, the customer should be serviced within the window.
Carrier companies are faced with a number of uncertainties that need to be embedded in their daily planning. In this paper, we consider uncertainty that occurs in travel times due to disruptions and study its impact on adhering to quoted time windows. This uncertainty can reflect accidents, weather conditions, vehicle breakdowns or road works, and thus may hamper planned arrival time. As a consequence, effective customer service may be hindered in the event that arrival times deviate from the quoted time windows. One natural way to protect schedules against this uncertainty is to include time buffers (see, for instance, Hopp and Spearman 1996 for a similar logic in a production environment). Inspired by the scheduling literature, we propose a buffer allocation model that inserts slack time into the schedule to cope with possible delays.
The described environment is clearly distinct from the classic vehicle routing problem (VRP) (Laporte 2009 ), which considers deterministic travel times. It also differs from the VRP with stochastic travel times, which does not account for the impact of stochasticity on the quality of customer service. This is due to the fact that the objective of the VRP with stochastic travel times is to minimize the operational costs, i.e., distances or travel times (Laporte et al. 1992 ).
The VRP-SITW is conceptually different from the well-studied VRP with time windows (VRPTW), which considers exogenous time windows, i.e., imposed by the customer (Bräysy and Gendreau 2005a, b) . Thus, the VRPTW minimizes the operational cost subject to customer-imposed restrictions. The VRPTW is suitable to situations where customer service is crucial. However, the concept of VRP-SITW applies to situations where customer service is influential but does not warrant imposing arrival times on the carrier. Therefore, the VRP-SITW is distinct from the literature since it considers operational cost and customer service cost, where the latter is scheduled by the carrier rather than exogenously imposed by the customers.
Our aim is to construct an a priori plan for the VRP-SITW that best copes with disruptions; in other words, a solution is generated at the start of the planning horizon and is not altered during execution. Therefore, a solution for the VRP-SITW consists of a set of routes and scheduled arrival times. We assume that service cannot start before the time window, leading to waiting in case of early arrivals. Furthermore, late arrivals are permitted but penalized proportionally to their tardiness. Drivers have a fixed shift length and are paid a fixed amount per day. Our solution framework relies on the tabu search heuristic for assigning customers to routes and for the sequencing of each route. The actual evaluation of the target function is achieved by solving the resulting buffer allocation model to optimality for each route separately; this sub-problem is modeled as a linear program.
The main contributions of this paper are fivefold:
1. We describe and model the concept of SITW in vehicle routing; to the best of our knowledge, this concept has as such never been studied before in the scientific literature, but is of great practical value. 2. We describe how a VRP with SITW and stochastic travel times can benefit from time buffers as a means to uphold customer service levels. 3. We develop a hybrid LP/tabu search algorithm for producing high-quality solutions. 4. We conduct a series of numerical experiments on benchmark datasets. Our analysis indicates that, compared to the standard VRPTW with fixed time windows, the flexibility to the transporter of selecting his own time windows allows to travel significantly less distance and use far less vehicles. 5. We develop an efficient solution framework for the VRP with SITW. This framework can be used by practitioners to weigh the cost of routing solutions against revenues corresponding to customer service levels. The remainder of the paper is organized as follows. In Sect. 2 we survey the relevant literature. We provide a number of definitions and a detailed problem statement in Sect. 3. Our solution procedure is described in Sect. 4. The computational experiments are presented and discussed in Sect. 5. Finally, in Sect. 6, we highlight the main results and indicate directions for future research.
Literature review
The parallelism between vehicle routing and production scheduling is highlighted by Gendreau et al. (1995b) , who study single-vehicle routing and scheduling to minimize the number of delays. Given a deadline for servicing each customer, the objective is to 123 minimize the number of late deliveries. The problem is equivalent to single-machine scheduling with sequence-dependent setup times to minimize the number of tardy jobs. The scheduling aspect is fundamental in Mitrović-Minić and Laporte (2004) , in the context of dynamic pickup and delivery with time windows. The authors first solve the routing component and then look into the scheduling component. Four waiting strategies are presented and assessed based on the distance along with the number of vehicles required. Xiang et al. (2008) study the dynamic dial-a-ride under various types of uncertainty. They propose several scheduling strategies for handling dynamic events, accounting for a fixed duration and overtime costs in the case of exceeding the shift length. Our problem VRP-SITW differs from the above literature in that customer demand is known in advance while the time windows are set by the company.
A number of stochastic versions of the VRP have been studied in recent years (see Cordeau et al. 2007 for a comprehensive survey). The majority of this literature deal with minimizing the operational cost in a stochastic environment. Thus, scheduling arrival times to ensure timely customer service was not explicitly addressed. The VRP with stochastic demands (VRPSD) is the most studied stochastic variant of the problem. In the VRPSD, demand is only revealed upon arrival to the customer. Therefore, a vehicle route may fail when the vehicle has insufficient residual capacity to serve the observed demand. Several policies have been proposed to cope with route failure, see for instance Christiansen and Lysgaard (2007) , Laporte et al. (2002) , and Secomandi and Margot (2009) . However, these policies aimed at minimizing travel time while ignoring customer inconvenience. Similarly, the VRP with stochastic customers as presented in Gendreau et al. (1995a) only accounts for operational costs. Stochastic travel times in VRP are investigated by Laporte et al. (1992) , where vehicles incur penalties for exceeding a limit on the route duration. Lei et al. (2012) examine the VRP with stochastic service times and penalize shift duration violations. Kenyon and Morton (2003) developed a solution method that embeds a branch-and-cut scheme within a Monte Carlo procedure. Time-dependent travel time, i.e., where the travel time between locations depends upon the time of day this distance is traveled, was considered by Jabali et al. (2009) . The authors studied the time-dependent VRP subject to a single disruption, which had an equal probability of occurring on each arc; under these assumptions the objective was to minimize the expected route duration. Li et al. (2010) examine VRPTW with stochastic travel and service times. Their model also includes overtime costs for exceeding route duration and soft time windows; the actual penalties are computed by means of simulation. A similar problem was studied by Taş et al. (2013) , who developed an effective tabu search solution method to the problem. Finally, Groër et al. (2009) introduced the notion of consistent service. In this context, they defined consistency as having the same driver visiting the same customers at roughly the same time on each day that these customers require service. Determining the time at which customers receive orders, over a number of days, is similar to the concept of SITW treated in this paper.
represented by a complete directed graph G = (V, A), with V = {0, . . . , N } the set of vertices and A the set of directed arcs. The vertex 0 denotes the depot; the other vertices of V represent the customers. The non-negative weight d i j associated with each arc (i, j) represents the distance from i to j. Each vehicle must start and end its route at the depot, the total demand on each route cannot exceed the vehicle capacity Q and each customer should be visited exactly once. The objective of the VRP is to construct routes that bring the total travel time of the vehicles to a minimum. The VRP-SITW entails the same elements as the VRP but with a number of additional parameters. Below, we first give a general description of the objective function (Sect. 3.1). Subsequently, we elaborate on the SITW model and on the way in which stochasticity is captured (in Sects. 3.2 and 3.3, respectively).
Let a solution to the VRP-SITW be a set of routes 0, i, j, . . . , 0) whose components are elements of V , specifying which clients (vertices) will be visited by the vehicle following the route, and in which order. Each route begins and ends at the depot (vertex 0) and each vertex different from 0 belongs to exactly one route. We say that i ∈ R r if the vertex i ∈ V is part of route R r ∈ Z and (i, j) ∈ R r if i and j are two consecutive vertices in R r .
Objective function
The objective function of the VRP-SITW consists of three parts. The first part is the travel cost, which captures the vehicle operating costs such as fuel costs. The second part of the objective function is a tardiness penalty, which represents the desire to respect the quoted time windows as well as possible. A 'railroad-scheduling approach' is adopted: the lower bound of the time window is the earliest starting time of the service (see Lambrechts 2007 for the origin of this term; this concept is used in routing, see for instance Zhao et al. 2006) . Arrival before the scheduled window is not penalized, since the driver cost is presumed to be fixed. Arrival after the time window, however, leads to a penalty proportional to the tardiness. The third component of the objective function is an overtime penalty. We suppose that the drivers are paid a fixed amount for a shift with fixed duration; if this duration is exceeded then overtime penalties are due. The objective function for the VRP-SITW is
with c the cost of traveling one unit of distance and (R r ) representing the overtime and tardiness penalties of route R r . This is evaluated by solving a buffer allocation problem, as is described in Sect. 3.2.
In an optimal solution to the VRP-SITW, the travel time will never be less than for the associated VRP instance since the latter has neither tardiness nor overtime penalties. The travel time in optimal solutions to VRP-SITW and VRPTW is in principle incomparable, since the fixed time windows are relaxed in the former but there are extra penalties in the objective. With travel costs only, the VRP-SITW is equivalent to the VRP and is thus NP-hard.
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Self-imposed time windows
Each route R r consists of a set of n r customers. For convenience, when referring to one specific route, we relabel the customers in ascending order: R r = (0, 1, . . . , n r , n r + 1), where the depot corresponds with 0 ≡ n r + 1. The distance d i,i+1 between consecutive nodes i and i + 1 in the route is written as d i . A schedule for route R r is an (n r + 2)-vector s = (s 0 , s 1 , . . . , s n r +1 ), specifying a departure time s i from each node i ∈ R r . The shift length is the time interval [s s , s e ], implying that s s ≤ s 0 . Each customer i ∈ R r \{0, n r + 1} has a time-window length W i within which the arrival of the vehicle is desired. The carrier company communicates time windows to its customers based on the schedule s. Each node i ∈ R r also has a standard service time u i , e.g., for load/unload activities. We assume that a vehicle will never leave a customer earlier than scheduled. The left bound of the time window is then s i − u i , as this constitutes an earliest starting time for the servicing operations. An illustration is provided in Fig. 1 . The service times u 0 and u n r +1 at the depot are set to zero.
During the execution of this baseline schedule, disruptions might occur. We examine disruptions corresponding with an increase in the travel time d i between customers i and i + 1. The length L i of this delay is a random variable, which is modeled by means of discrete scenarios; a similar choice in a machine-scheduling context is made by, e.g., Daniels and Carrillo (1997) , Daniels and Kouvelis (1995) , Kouvelis et al. (2000) , and Kouvelis and Yu (1997) . Specifically, we let L i denote the increase in d i if i is 'disrupted', which takes place with probability p i . The variable L i is discrete with probability-mass function g i (·), which associates non-zero probability with positive values l ik ∈ i , where i denotes the set of disruption scenarios for d i , so k∈ i g i (l ik ) = 1. We use g ik as shorthand for g i (l ik ); the disruption lengths l ik are indexed from small to large for a given i. The realization of L i becomes known only when arc (i, i + 1) is traversed. The actual departure time at customer i is denoted by s a i (s); this is a random variable that is dependent on the schedule s (in the remainder of the article, we omit the argument s when there is no danger of confusion). The value s i − u i is a lower bound on the starting time of the client's service. This so-called railroad-scheduling approach implies that s i ≤ s a i , ∀i ∈ R r , and guarantees that the actual schedule will strictly copy the baseline schedule if no disruptions occur. In effect, the scheduled times become 'release dates' for departure times s a i from each
. . , n r + 1.
Fig. 1 Illustration of a time window at customer i
Arrival prior to s i − u i is not penalized. With arrival later than s i − u i + W i , however, we associate a cost proportional to the tardiness: a non-negative integer penalty t i is incurred per unit-time delay. The value t n r +1 is the cost for arriving late at the depot at the end of the tour. We assume that the driver receives a fixed payment for the shift, which ends at s e . Arrival after the end of the shift incurs an overtime penalty b per time unit. We can now elaborate the penalty term (·) in Eq. (1). For a given route R r , (R r ) consists of two components, namely the expected delay costs at customers and at the depot on the one hand, and the expected overtime penalty on the other hand. Specifically, (2) with E[·] the expectation operator (note that s is actually also a parameter to (·)). We note that our objective measures the expected performance of a solution in a stochastic environment, and not the worst-case performance. This choice is motivated by the fact that in the context of the VRP-SITW good average customer service is desired, but this does not entail hard constraints per customer. A robustness approach would also be highly sensitive to the specific discretization choices for the disruption lengths. In the following subsection, we outline the disruption model in detail.
Modeling disruptions
When the durations are independent, little less is possible for objective-function evaluation than to consider all i∈R r \{n r +1} (| i | + 1) possible combinations of duration disruptions. This was the motivation in a scheduling context in Herroelen and Leus (2004) , Herroelen (2005, 2007) and Ballestín and Leus (2008) to develop a model that considers only the main effects of the separate disruption of each of the individual jobs rather than all possible disruption interactions. Computational results in the aforementioned scheduling applications show that the resulting model is quite robust to variations in the actual number of disrupted jobs. In the context of VRP with stochastic disruptions, considering the situation whereby each arc may suffer a disruption implies that the evaluation of a given route is exponential; this stems from the need to evaluate all possible duration interactions between the arcs. Therefore, it is not straightforward whether the corresponding decision problem is even in NP. To counter such effects, studies of stochastic versions of the VRP often employ realistic simplifying assumptions that restrict the solution space, enabling an effective evaluation process. In the VRP with stochastic demand, it is widely assumed that a route can suffer at most one failure, e.g., Laporte et al. (2002) and Gendreau et al. (1995a) . In the context of time-dependent VRP with service disruptions, Jabali et al. (2009) study the effect that a single disruption of a unique length may have on the solution. We make a similar assumption in this paper: our model assumes that exactly one leg will suffer a disruption from its baseline duration. This disruption need not have only one given length, however: for each leg i we consider a set of disruption lengths i . The underlying practical motivation is that we should only optimize for one 'incon-123 venience' per day, as it would be very difficult to protect from multiple disruptions at multiple places at multiple times. In conclusion: the model optimizes for the expected effect of one disruption; the output of the model is useful when the real number of disruptions is low, so that they are likely to be spread over time and the number of interactions is limited.
For a given route R r we distinguish between two situations: either no leg in R r is disturbed, or a single leg is disturbed in R r . Let ζ denote the overtime for R r when no leg is disturbed (tardiness penalties are irrelevant if no leg is disturbed). The total penalty (R r ) consists of two components, namely the expected delay costs at customers and at the depot on the one hand, and the expected overtime penalty on the other hand. Specifically, for a given route R r , under the one-disruption assumption and with s i−1 + d i−1 + u i ≤ s i for all i > 0, the relevant penalty term in (2) can be written as
In this expression,
Remember that p i represents the probability that d i is the unique disrupted value. The variable i jk represents the tardiness at client j due to a disruption according to scenario k of d i , which is equal to zero or to the disruption length of i minus the buffer size in place between the customers i and j, whichever is larger. The term
is the service and travel time for the customers between i and j. Similarly, ik is the overtime resulting from a disruption at customer i by scenario k. The overtime is zero in case of arrival at the depot before the shift end s e , and equal to the realized arrival time minus s e otherwise. Thus, ζ is zero in case of arrival at the depot before the shift end. The probability that a route is not disturbed is 1 − n r i=0 p i .
A hybrid solution procedure
Our solution method for the VRP-SITW proceeds in two stages: first routing and then scheduling. The assignment of customers to vehicles and the sequencing of customers are done in stage 1; this stage uses tabu search. Iteratively, the routes generated by the tabu search are then scheduled in the second stage, where we use linear programming to solve the sub-problem to optimality under the one-disruption assumption. We say that our solution procedure is 'hybrid' due to the combined use of a meta-heuristic and an exact optimization routine. In the terminology of Puchinger and Raidl (2005) , our hybrid algorithm is collaborative, since there is a clear hierarchy between the two phases. Examples of earlier works that combine local search with LP are Finke et al. (2007) , where job-machine allocation is performed via tabu search while an LP model is used for inserting buffers in between jobs. Flisberg et al. (2009) solve a VRPTW via tabu search based on the input of an LP that defines origins and destinations for full truckloads.
Below, we first describe the lower-level scheduling problem in Sect. 4.1, followed by the tabu search procedure (Sect. 4.2).
Scheduling and buffer insertion
For a given route R r , the linear program below produces an optimal schedule, conditional on exactly one leg being disrupted. Buffer sizes are implicit from the resulting schedule.
Constraints ( (6) and (7) determine the delay terms i jk , ik and ζ , respectively, as described in Sect. 3.3.
Tabu search for the VRP-SITW
Tabu search has been widely used for solving the VRP, see for example Gendreau et al. (1994) , Gendreau et al. (1996) and Hertz et al. (2000) . Furthermore, it has been extensively used to solve VRPTW as well, examples can be found in Garcia et al. (1994) and Taillard et al. (1997) . Thus, adopting the tabu search heuristic comes as a natural choice also for the VRP-SITW. Our tabu search procedure generates a set of routes that still need to be scheduled using the lower-level LP described in Sect. 4.1. The procedure iteratively scans the members of a neighborhood of the current solution to evaluate possible improvements in the objective function. Due to our bilevel approach, the evaluation of each neighborhood solution requires a separate LP run, which, if performed to optimality, would require enormous computation times. We have therefore opted for approximations of these optimal overtime and tardiness penalties to guide the tabu search in selecting the best move in its current neighborhood: criteria C 1 , C 2 and C 3 below provide three estimates of the effect of the moves on the optimal objective value. Once a move is selected, its exact target function is computed by invoking the LP model for the changed route or routes, leading to a new optimal schedule. The overall procedure is described in pseudo-code as Algorithm 1. We adopt three different criteria C 1 , C 2 and C 3 for choosing a move; these will be described in detail below. The tabu search procedure is run consecutively with each of the three criteria. The initial solution Z 0 is the output of the nearest neighbor heuristic for each of the three criteria. Feeding the best-found solution of C 1 into the run for C 2 and for C 2 into C 3 has been tested, together with many variations of the order of the three criteria, but this did not lead to better results. For each customer i ∈ V , we construct 2-opt * (Potvin and Rousseau 1995) and Or-opt (Or 1976 ) neighborhoods for the η nodes closest to i. A chosen move is declared tabu for the next κ iterations. The process iterates until a maximum number of non-improving moves is reached.
Algorithm 1 Global algorithmic structure 1: construct initial solution Z 0 and compute F(Z 0 ) 2: for ξ = 1 to 3 do 3: set Z = Z 0 and F(Z ) = F(Z 0 ) 4: generate the neighborhood of Z 5: evaluate all neighbors on criterion C ξ and retain the best non-tabu move as new solution Z 6: evaluate F(Z ) and update the tabu list to include Z 7: if Z is feasible and is better than the current best solution then 8:
update the best feasible solution for C ξ to Z 9: end if 10: update excess demand penalty 11: if no improvement in η max iterations then 12: store best solution for C ξ 13: else 14: go to step 4 15: end if 16: end for 17: return the best solution from ξ = 1, 2 and 3 Let (Z ) be the total travel cost associated with solution Z , i.e.,
In line with Gendreau et al. (1994) , diversification of the search is achieved by allowing demand-infeasible solutions (i.e., routes with total demand exceeding the vehicle capacity). Such infeasible solutions are penalized in proportion to their capacity violation by means of the following composite objective function, which replaces (Z ):
In Eq. (9) each unit of excess demand is penalized by a factor w. This excess penalty w is decreased by multiplication with a factor ν after φ consecutive feasible moves. Similarly, w is increased (multiplied by factor ν −1 ) after φ infeasible iterations. Below, we describe the three criteria that allow avoiding the use of the LP model for each candidate solution and lead to computationally efficient move selection procedures.
C 1 -distance based This heuristic is based purely on minimizing the modified travel costs 2 (·), i.e., it does not take into account the time windows and their associated penalties, nor does it consider overtime. Thus, C 1 is similar to the criteria used in local search for the VRP. Let Z be a neighbor of the current solution Z and define 1 (Z ) = 2 (Z ) − 2 (Z ). The chosen move is one that is not tabu and maximizes 1 (·). C 2 -distance based and marginal penalties This measure adds to C 1 an assessment of the penalty component R r ∈Z (R r ). For given Z , the marginal penalty of route R r is (R r ) n r +1 . Consider a move involving two routes R 1 and R 2 , leading to solution Z . Let n 1 and n 2 be the number of nodes visited by routes R 1 and R 2 , respectively, in the current solution Z , and n 1 and n 2 the number of nodes visited by routes R 1 and R 2 in the new solution Z . C 2 picks the move that is not tabu and maximizes the following expression:
The logic behind this evaluation is based on the observation that penalties increase with the number of customers in the route. Decreasing the number of customers in a route with a large penalty value is likely to decrease the total objective value associated with the route. C 3 -distance and buffer based As mentioned in Sect. 4.1, the buffer size between customers i and i + 1 is 
We chose a move that is not tabu and that maximizes 3 (·). The reasoning involved in this move selection process is the following: improvements in travel times are more likely to also decrease the penalties when the buffers are small.
Different aspects of the problem are tackled by each criterion. The impact of a move on the travel time 2 (Z ) is efficiently computed. The accurate impact of a move on the penalty component R r ∈Z (R r ) of the target function, on the other hand, requires evaluation of the SITW model for the affected route or routes. Criteria 2 and 3 attempt to assess moves based on the penalty values of the current solution rather than via the LP model. We note that C 2 is equivalent to C 1 for moves involving a single route, which can occur only with Or-opt moves.
Computational experiments
We have run a number of experiments to assess the computational performance of our algorithm and to compare the outcomes of the VRP-SITW with the results of the VRP. As previously mentioned, the VRP-SITW and the VRPTW are conceptually different, in that the former suits situations where customer service is influential and the latter suits situation where customer service is crucial. Therefore, we will compare the solutions of the VRP-SITW with those of the VRPTW based on their common elements, which are the travel time and the number of vehicles. Throughout this section, the travel cost c in (Z ) is set to one, thus we use the terms distance and travel time interchangeably. For an instance with N nodes, for each customer the η = 0.3N closest customers are candidates for a move. The tenure size κ is set to 20. The infeasibility penalty w equals 12, with φ = 5 and ν = 3 4 . The penalties associated with C 2 and C 3 are chosen as ρ = 1 and γ = 0.1, respectively. The overtime penalty b takes the value 2. The probability p i is set to one over the total number of legs in a solution. Given a solution with k vehicles, where k ≤ K , p i = 1 N +k . Hence, the probability of disruption is identical for all the legs in the solution.
We consider four disruption scenarios for each leg: | i | = 4. The probabilities of disruption are also the same for each leg i, namely g i1 = 0.5, g i2 = 0.3, g i3 = 0.1 and g i4 = 0.1. Finally, the disruption lengths between customers i and j are assumed proportional to the baseline duration d i j , namely l i1 = 0.1d i j , l i2 = 0.2d i j , l i3 = 0.5d i j and l i3 = d i j .
All experiments are performed on a Intel(R)Core Duo with 2.40 GHz and 2 GB of RAM. The implementation is coded in C++, in single thread. The LP instances are solved by embedding Gurobi Optimizer 2.0.2, which uses the simplex algorithm. The reported runtimes are in seconds. We have adopted two datasets from the literature. The first dataset contains a number of VRP instances from Augerat et al. (1998) . We work with 27 VRP instances, with the number of customers ranging from 31 to 79. The vehicle capacity Q is 100 units. The baseline service time u i for each customer i is set to 10 min. To fit the given data, the shift start time and end time s s and s e are chosen as zero and 200, respectively. The window length W i equals 60 for all i. The second dataset contains VRPTW instances and stems from Solomon (1987) . We consider 29 instances with 100 customers [sets R1 (random), C1 (clustered) and RC1 (random and clustered)]. The baseline service times u i and window sizes W i are given. The opening hours of the depot are used to determine the shift's starting time s s and ending time s e . The vehicle capacity Q is 200 units.
Below, we first conduct some experiments related to move selection and tardiness choices (in Sect. 5.1 and 5.2, respectively), followed by comparisons with VRP (Sect. 5.3) and with VRPTW (Sect. 5.4). Table 1 shows the results of implementations for the Augerat instances in which only one of the three criteria C 1 , C 2 and C 3 is used during the optimization; the tardiness penalty t i = 5 for all arcs. The left side of the table displays the target function value F(Z ) attained. The right side of the table exhibits the runtime for each of the three measures. We evaluate performance based on the obtained objective function value. We observe that C 3 outperforms the other two criteria in 15 out of the 27 instances, while C 1 and C 2 do so in seven and five instances, respectively. On average, C 1 requires less runtime than C 2 and C 3 . The average runtime over all heuristics is 17.3 min. Since we are working in an a priori setting, these running times are acceptable. Table 2 contains similar results for the Solomon instances. The computation times are larger than those for the first dataset. This is partly due to a greater number of customers, but more importantly the number of customers per route is also larger than before. Thus, the LP subroutine will consume considerably more time. We note that we obtain identical results for some of the instances, which is due to the fact that the time window constraints in these VRPTW instances are now relaxed, and some of instances have the same time window lengths and customer locations. In line with Table 1 , the three move selection criteria differ in performance, with respect to the objective function value. C 2 performs best in 23 out of the 27 instances, while this occurs for C 1 and C 3 in two and four instances, respectively.
Move selection
Considering the results in Table 1 , we recommend running all three criteria for small-to medium-sized instances, i.e., 32-80 nodes. These have an average runtime of 17.3 min, which given the a priori nature of the problem is reasonable. Considering larger instances, the results in Table 2 indicate a significant superiority of C 2 over the other criteria. This superiority leads us to recommend using C 2 if running all three heuristics is computationally prohibitive.
Tardiness penalty choices
In order to evaluate the effects of varying delay penalty costs t i , we have conducted experiments under four different cost settings, which are subsequently referred to as 'P5', 'P10', 'Prop' and '1.3dist'. In P5, we choose t i = 5, ∀i ∈ V \ {0} (which was the choice also in Sect. 5.1), while P10 corresponds to t i = 10. Under setting Prop, the delay cost for each customer equals the quantity ordered, so t i = q i , ∀i ∈ V \ {0}, The result of the lowest objective value is highlighted in bold which represents a situation where the delay penalty is proportional to the demand. The final experimental setting, denoted by 1.3dist, puts t i equal to 5 for all customers, similarly to P5, but all distances are now increased by 30 %. In this way, there is less slack time available, leading to less buffer time to be allocated and resulting in tighter instances. The result of the lowest objective value is highlighted in bold (out of 27) that criterion C i produces the best result; these values are presented in the last three lines of the table. Measure C 3 performs best in more instances in all four experimental settings. The best result for C 3 is in P5. In total, C 2 and C 3 perform best in 30 and 26 instances, respectively, when considering all four experimental settings. The fact that C 3 accounts for buffer sizes between customers might explain its superior performance. On average, the objective values for P10 are only 0.7 % higher than for P5. This means that even doubling the customer delay penalty does not affect the final objective value to a large extent. With varying penalties, as in the Prop setting, the values are not dramatically different either. For the case of 1.3dist, the average objective increase is 36.1 % compared to P5, while the distances are raised by only 30 %. This difference can be explained by the fact that when distances rise, there is less buffer time to be allocated and the solutions are more prone to suffer overtime and delay penalties.
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The right part of Table 3 shows the 'penalty ratio', which is the proportion
of the total objective that corresponds to penalties. The average over all four experimental conditions is 9.0 %. The lowest ratios are achieved for P5 and Prop, followed by P10, and the ratios for 1.3dist are by far the largest. We conclude that an increase in the distances has a substantial impact on the delay penalties.
VRP-SITW versus VRP
The addition of SITW to the VRP can be expected to affect the distance traveled and the number of vehicles used. To assess the effect, we compare the total distance in VRP-SITW with the optimal VRP solutions (taken from Ralphs 2010). The details are provided in Table 4 . For P5 and P10, the average distance increase is 3.3 and 3.7 %, respectively, which shows that, at least as far as distance minimization is concerned, our heuristic solutions are rather close to optimal; the same observation can be made for Prop. For 1.3dist the VRP distances are scaled by a factor of 1.3. Overall, we conclude that the distance increase is not substantial for any of the settings.
Distribution companies who do not account for any customer service dimension will often solve the VRP. The results shown in Table 4 indicate that incorporating SITW will not substantially increase the distance traveled by vehicles, when compared with that of the VRP. Therefore, companies may weigh the additional operating cost, as manifested in additional distance, against a potential increase in revenue by providing a more customer oriented service.
VRP-SITW versus VRPTW
The goal of this section is to evaluate the benefits of the flexibility in setting time windows compared to exogenously predetermined time windows. To this aim, we work with 29 VRPTW instances from Solomon (1987) . We compare the results of the VRP-SITW with the best-known solutions for the Solomon instances as reported in Solomon (2010) . Table 5 reports the results. For brevity we denote the travel time, which is equivalent to the distance, by T F for the VRPTW (which has fixed time windows) and by T S for the VRP-SITW. The number of vehicles required in the VRPTW is represented by K F while the number of vehicles used by the VRP-SITW solution is written as K S . The third column in Table 5 gives the ratio of the total travel times in both solutions. We observe that the VRP-SITW substantially reduces the travel time for instances with tight time windows such as those in the R1 and RC1 sets. Set C1, on the other hand, achieves zero penalty values, which can be read from the last column of the table. We conclude that these instances have quite unrestrictive time windows and exhibit a behavior similar to the VRP instances studied in Sect. 5.3. Across the datasets, the penalty component R r ∈Z (R r ) comprises at most 6.3 % of the total objective value. (%) in its search. Our experiments show that running all three criteria on instances with up to 80 nodes is desirable. However, for larger instances we found that the criterion based on distance and on marginal penalties dominates the other criteria.
The proposed framework may also be capable of handling appropriately selected samples of disruption combinations; an exploration of this option of allowing for multiple disruptions is an opportunity for further research. Further research can also be directed towards developing exact solution procedures for solving small to mediumsize instances.
We have compared the VRP to VRP-SITW under different choices for penalty structures and distances. The results of our tests indicate that the VRP-SITW only requires a very mild average increase in distance. An exploration of the effect of different penalties and shift durations on the problem constitutes a valid extension.
Contrary to the VRP, the VRPTW exhibits substantial differences when compared to VRP-SITW. In most cases, the VRP-SITW requires significantly less distance and uses far less vehicles. Clearly, the VRP-SITW benefits greatly from its flexibility in setting the time windows.
The VRP-SITW model and its solution algorithm are beneficial for a number of companies. In what follows we highlight the three main beneficiaries.
• Distribution companies using the VRP model, i.e., companies ignoring customer service. Such companies may use the VRP-SITW model to assess the potential increase in operating costs as a result of incorporating SITW. The increase in operational cost can be benchmarked against the added value of increased customer service levels.
• Distribution companies using the VRPTW model, i.e., companies providing high customer service levels by allowing each customer to impose a time window. Such companies may consider decreasing their operating costs by shifting to SITW. The VRP-SITW allows these companies to asses the cost of such a shift, while accounting for uncertainty in service times. The results of the VRP-SITW may lead to a significant reduction in the required fleet size and traveled distance. These savings are to be compared with costs entailed by decreasing customer service.
• Distribution companies using SITW. These can use the VRP-SITW model to assess the impact of different cost parameters and scenarios on the solutions.
In our opinion, there is important potential in conducting an in-depth study of various flexibility levels in choosing delivery windows. Such a study can be beneficial, for instance, when negotiating service contracts. Another extension might look into the setting where only a subset of customers has fixed time windows. In addition, accounting for time-dependent travel times that reflect daily patterns of speed changes may also enhance the model. Furthermore, given some alterations the proposed model can also accommodate driving breaks, using the buffers for the breaks. The proposed model establishes an a priori plan for a static environment. Yet another major extension of the model might incorporate the quotation of time windows for dynamically arriving orders. Finally, a trade-off may be conjectured between tardiness penalties and total travel times. Additional vehicles, for instance, will tend to improve the ability to uphold time windows but will generally increase travel times. Such trade-offs also offer opportunities for further work.
