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ABSTRACT 
The objective of most data fusion algorithms is to combine information made available by 
various sensors synergistically in order to enhance the overall level of information. Since 
information obtained from data sources such as sensors is often incomplete or imprecise in 
nature, the application of data fusion techniques has evoked interest in a number of fields 
ranging from robotics to nondestructive evaluation (NDE). In NDE applications, such 
techniques can be used to integrate and fuse data obtained using multiple inspection modalities 
to produce a more comprehensive picture of the condition of the test specimen. As an 
example, ultrasonic and eddy current imaging techniques are used very widely to inspect a 
variety of materials. Each technique offers inspection capabilities and limitations that are 
dictated by the underlying material/energy interaction process. The information generated 
using the two methods can be construed either as complementary or redundant in nature. 
Ideally it should be possible to utilize the redundant information to improve the signal-to-noise 
ratio. Likewise, it should be possible to fuse the complementary information from the two 
tests to increase the overall level of information made available to the analyst. Unfortunately 
the task of segmenting data as noise, redundant and complementary components of 
information can be fhistrating. Consequently, most of the approaches proposed to date in 
NDE have relied on alternate methods. 
This dissertation proposes a new algorithm for fusing ultrasonic and eddy current images 
employing morphological imaging processing approaches. The fusion is accomplished in two 
stages. The first stage basically employs morphological approaches to reduce unwanted 
artifacts such as speckle aoise in the ultrasonic image. The second stage extracts information 
about the locations and boundaries of defects on the basis of information contained in the 
morphological granulometric size distribution of the ultrasonic image. Data fusion is 
accomplished by combining information relating to the locations and boundaries of the defect 
obtained from the ultrasonic data with the defect depth information derived from the eddy 
current image. The validity of the approach is demonstrated using several experimentally 
derived ultrasonic and eddy current images. 
I 
CHAPTER 1 INTRODUCTION 
Nondestructive Evaluation 
The science of detecting defects and inhomogeneities in materials and assessing their 
properties without impairing the usefuhiess of materials is known as nondestructive evaluation 
(NDE). Research areas in NDE encompass a broad range of disciplines such as material 
science, aerospace, nuclear and electrical engineering. NDE plays a very crucial role in the 
inspection of aircraft engines, nuclear reactors, railroads, gas pipelines and numerous other 
applications where failures can contribute to catastrophic disasters. These applications impose 
very strict criteria with respect to reliability of materials or parts to prevent catastrophic 
failures. Many NDE techniques have been developed to cater to these needs. The benefits 
which can be derived firom NDE include the following: increased productivity, improved 
serviceability, reliability, profit and safety [1,2]. 
Every NDE method involves a certain type of energy source for inspection. This energy 
could be ultrasonic [3,4], electromagnetic [5-8], thermal [9-11] or radiographic [2,12]. The 
incident energy from the source interacts with the test specimen depending on the governing 
physical phenomena. The received (detected) signal is analyzed and interpreted in terms of the 
material characteristics of the defects such as their location or shape, or properties such as 
conductivity, permittivity, permeability, thickness and so on [13,14]. Almost every form of 
energy has been utilized to inspect defects or determine material properties. The wide range of 
NDE techniques also suggests that no single NDE method is sufficient to completely 
characterize the properties of materials. Each NDE technique has its own capabilities and 
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limitations. The following examples illustrate this fact. Ultrasonic techniques can be used to 
inspect a wide variety of materials with high resolution. However, the technique suffers from 
several limitations including problems associated with speckle. Eddy current methods are less 
prone to noise compared to ultrasonic methods. However, eddy current techniques can be 
used only for detecting flaws in conductive materials which are not embedded deeply under 
the test specimen surface. Radiographic NDE techniques employ X-rays and gamma radiation 
as inspection energy sources. They penetrate nearly all materials and have very short 
wavelengths. Hence they are used to test many types of materials with high resolution. 
However, their application is limited due to concerns of radiation hazards and safety 
problems. Visual inspection techniques can be used to examine the condition of materials. 
Test specimens are exposed to visible light and examined using the eye or other light sensitive 
devices such as photo diodes. However, they are limited to surface inspection. Since each 
method offers a limited amount of information, it is likely that one may profitably combine 
information from two or more inspection techniques to obtain a more comprehensive 
characterization of the test specimen. Techniques for combining information are often called 
data fusion techniques. This dissertation presents a novel approach for combining ultrasonic 
and eddy current NDE data. 
Data Fusion in NDE 
The desire to extract unambiguous and accurate information from measurements has been 
a major motivation for developing more advanced sensors, test equipment and methods. In 
reality, no single sensor is capable of providing perfectly reliable information about a test 
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environment. This ambiguity often results from lack of a complete understanding of the 
physical phenomena governing the interaction process between the sensor and environment 
under test [15]. In addition, all sensors and measurement systems inherently incorporate a 
random uncertainty in their measurements owing to noise and human errors. The physical 
limitations of technologies such as operating fi*equencies and the size of sensors, both of 
which are closely related to data resolution, cause accuracy problems. As a result of these 
limitations, a single sensor commonly offers uncertain and partial information about the object 
it senses. To overcome these fundamental problems, research on methods for optimally 
combining data obtained from multiple sensors has been performed in a number of fields [16-
18]. Such techniques are often called data fusion techniques. The areas of data fusion 
applications may be broadly classified into three categories [17]: military, space and industrial 
applications. Military applications include: intelligence analysis and situation assessment, 
force command and control, autonomous vehicle, avionics and electronic warfare [19]. In 
space applications, examples of data fusion techniques include autonomous systems designed 
for the maintenance and repair of satellites and the assembly of production facilities in space 
environment [20,21]. Industrial applications of data fusion techniques include such as material 
handling, and parts fabrication, inspection and assembly [22,23]. 
The objective of most data fusion strategies is to combine information made available by 
various sensors synergistically in order to enhance the overall level of information [18]. The 
combined data contains not only information generated by each sensor, but also provides 
information that cannot be inferred by either sensor acting alone. In NDE applications [24,25], 
such techniques can be used to integrate and fuse data obtained using multiple inspection 
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modalities to produce a more comprehensive picture of the condition of the test specimen. As 
an example, ultrasonic and eddy current imaging techniques are used very widely to inspect a 
variety of materials. Each technique offers inspection capabilities and limitations that are 
dictated by the underlying material/energy interaction process. The data generated using the 
two methods can be construed either as complementary or redundant in nature. Ideally it 
should be possible to utilize the redundant component of the information to improve the 
signal-to-noise ratio. Likewise, it should be possible to fuse the complementary information 
from the two tests to increase the overall level of information made available to the analyst. 
Unfortunately the task of segmenting data as noise, redundant and complementary 
components of information can be frustrating. Consequently, most of the approaches 
proposed to date in NDE have relied on alternate methods. This dissertation proposes a new 
morphological approach for fusing ultrasonic and eddy current NDE images. 
A generic NDE data fusion system can be configured as shown in Figure 1.1. The N 
sensors that are used to inspect the specimen are not identical and consequently the format 
and content of the data may be substantially different. The data generated by the transducers 
may be complementary, redundant or unnecessary, relative to each other. The first step in the 
data fusion procedure is to minimize the unnecessary data, such as noise, in the preprocessing 
stage in order to avoid complicating the fusion process. In addition, the raw data from each 
sensor may have to be registered in cases where the data are misaligned with respect to each 
other, using data registration techniques [26-29]. The preprocessed data are then combined in 
the data fusion module using an appropriate strategy [15,16,18,30-32]. The fused data can be 
analyzed and evaluated further to extract relevant information using appropriate classification 
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and 
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Figure 1.1 Block diagram of a generic NDE data fusion system. 
and characterization algorithms [33-39]. 
Literature Review: NDE Data Fusion Approaches 
Several techniques have been proposed in recent years to fuse information properly from 
a heterogeneous set of NDE sensors. Sun et al. [40,41] use the Q-transform to map the 
ultrasonic wave field to an equivalent diffusive field. The resulting diffusive field is used to 
augment information obtained from eddy current NDE measurements. Such techniques, 
however, tend to be overly sensitive to noise in the measurements. Gros et al. [25] use 
Dempster-Shafer evidential reasoning [42], which is an extension of the Bayesian inference 
method, to fiise statistical NDE measurement data. However, this approach requires large 
amounts of measurement data or a reasonable statistical distribution model of the 
measurements. Yim et al. [43,44] represent the NDE images using a linear model with 
additive random noise. A linear minimum mean square error (LMMSE) approach is used to 
fuse the images. Unfortunately, the method requires accurate estimates of the degradation 
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kernel and noise statistics. This dissertation employs morphological methods to fuse ultrasonic 
and eddy current NDE images. Such techniques have been used by Lee [45] to fuse millimeter 
wave radar images. The technique described in this dissertation is different from that proposed 
by Lee, in that it employs multiple gray scale residual images to extract features of interest and 
does not require exact estimates of the size of the structuring element to merge missing 
features of interest 
Motivation and Objectives 
Nondestructive evaluation methods are used very widely to inspect a variety of materials 
in industry. Each technique offers inspection capabilities and limitations that are dictated by 
the underlying material/energy interaction process. It can, therefore, be argued that a more 
comprehensive picture of the condition of the test specimen may be gained by conducting 
multiple tests and subsequently combining the information gained from these tests. The 
development of robust data fusion techniques strengthens the case for using "multi-sensor" 
probes that can be employed for conducting "single-pass" inspections. Such probes can be 
particularly attractive in situations where access to the specimen is limited or the cost of 
multiple inspection scans is prohibitively high. Examples of such situations include nuclear 
steam generator tubing inspection, where the need for reducing exposure to radiation hazards 
and the desire for containing costs make the concept of a multi-sensor probe attractive. 
Another example that may benefit from using multi-sensor probes involves the inspection of 
gas transmission pipelines where the cost of conducting multiple test runs can be excessive. 
This dissertation describes a new morphological approach for fusing ultrasonic and eddy 
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current images. In addition, an efScient morphological algorithm for reducing speckle noise 
while preserving thin or small features is presented. The algorithm for speckle noise reduction 
is part of a preprocessing procedure that is employed prior to implementing the data fusion 
algorithm. The effectiveness of the data fusion approach is demonstrated by solving a problem 
that is somewhat contrived and perhaps artificial. The problem involves the fusion of eddy 
current and normal incidence C-scan ultrasonic images. Eddy current NDE images offer a 
wide spread in gray levels providing information about the depth of the defect. However, the 
large size of the probe in relation to the width of the flaw results in severe blurring of the 
defect boundary. In contrast, ultrasonic NDE images obtained by scanning test specimens with 
thin surface breaking cracks offer excellent resolution, highlighting the edges of the defect. 
However, it is observed very often in practice that single normal incidence C-scan ultrasonic 
images tend to provide little information that allows us to infer the depth of narrow cracks. 
The useful data generated by the two methods can be construed either as complementary or 
redundant in nature. Ideally it should be possible to utilize the redundant information to 
improve the signal-to-noise ratio. Likewise, it should be technically possible to fuse the 
complementary information from the two tests to increase the overall level of information 
made available to the analyst. 
The problem that we seek to solve is contrived for at least two reasons. First, it should be 
possible to improve the resolution of eddy current images by reducing the footprint of the 
probe. Second, it should be possible to obtain additional information about the defect 
including its depth using angle-beam ultrasonics or tomography. Nevertheless, the simplicity 
of the problem allows demonstration of the basic concept of data fusion very effectively. 
In summary this dissertation 
• provides an overview of ultrasonic and eddy current NDE test methods. 
• describes fundamental morphological operations and their properties. 
• presents a new morphological approach for fusing data from ultrasonic and eddy 
current images. 
• discusses a new morphological approach for reducing speckle noise in ultrasonic 
images. 
• demonstrates die validity of the approach using experimentally derived NDE data. 
Scope of the Dissertation 
This dissertation presents a new morphological data fusion algorithm. This dissertation 
begins with a brief introduction to ultrasonic and eddy current NDE in chapter 2. Chapter 3 
describes some of the basic morphological operators that are employed in the work. 
Ultrasonic images are often contaminated with speckle noise. The presence of noise 
complicates the data fusion process. Chapter 4 describes a new morphological algorithm for 
minimizing speckle noise. The data fusion algorithm is described in chapter 5. The 
effectiveness of the proposed data fusion approach as well as the speckle noise filtering 
algorithm is presented in chapter 6. Chapter 7 is devoted to a discussion on a comparison of 
the performance of the algorithm relative to classical approaches. A summary of the work 
described in this dissertation as well as areas of fumre work are given in chapter 8. 
CHAPTER 2 
9 
FUNDAMENTALS OF ULTRASONIC AND EDDY 
CURRENT TEST METHODS 
This chapter presents a brief overview of ultrasonic and eddy current NDE test methods. 
The capabilities and limitations of each test method are also illustrated and discussed using 
experimentally derived normal incidence C-scan ultrasonic and eddy current images. 
Ultrasonic Test Methods 
Ultrasonic waves are mechanical vibrations generated above the human hearing frequency 
range (typically from lOHz to 20KHz). Acoustic waves whose frequencies are above 20KHz 
are called ultrasonic waves [4]. In practice, the frequency range normally employed in 
ultrasonic NDE lies between lOOKHz to IGHz [46]. Ultrasonic NDE test methods utilize 
ultrasonic wave propagation in materials to ascertain the condition of the test specimen [4]. 
Figure 2.1 illustrates a typical experimental configuration for conducting an ultrasonic 
test. The ultrasonic pulser/receiver shown in Figure 2.1 generates an electrical pulse which is 
applied to an ultrasonic transducer that is coupled to the specimen under test. The ultrasonic 
wave is scattered within the specimen by defects and inhomogeneities. The scattered 
ultrasonic signal is observed through a receiver transducer which converts the ultrasonic signal 
to an electrical signal. The electrical signal is sampled, quantized and suitably encoded (A/D 
conversion) for further processing as shown in Figure 2.1. 
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Ultrasonic 
Pulser/Receiver 
Position 
Controller 
Input/Output 
Transducer 
Material 
Defect 
Characterization 
A/D 
Converter 
Figure 2.1. Block diagram of a typical ultrasonic test system. 
When a transducer plays the role of both transmitter and receiver, the experimental setup 
is said to be configured in a pulse-echo mode as shown in Figure 2.2(a). When two separate 
transducers are used for transmitting and receiving the signal, the experimental setup is said to 
be configured in a pitch-catch mode as shown in Figure 2.2(b). 
Pulser 
Test Specimen 
Receiver 
-Couplant 
(a) 
Pulser Receiver 
Test Specimen 
Couplant 
Figure 2.2. Pulse-echo and pitch-catch modes of inspection. 
Ultrasonic transducers can be classified depending on the physical phenomenon that is 
exploited for energy conversion. Examples of transducers include piezoelectric, 
electromagnetic and magnetostrictive types [47]. The piezoelectric transducer, which is used 
widely in ultrasonic NDE applications, exploits the piezoelectric effect. This effect is observed 
in crystals such as quartz, tourmaline, lithium, sulphate, cadmium, sulphide and zinc oxide 
[47]. If an electrical alternating voltage is applied to a crystal such as a quartz slab, 
compression and shear waves are generated depending on the manner in which the facets of 
the crystal are cut. 
When ultrasonic waves travel through the material, they cause vibration or displacement 
of the particles in the material. Many types of ultrasonic waves exist, depending on the manner 
in which particles vibrate relative to the direction of the ultrasonic propagation: longitudinal, 
transverse, surface and so on. If the particle motion is in the same direction as the propagation 
of the wave, it is called a longitudinal, compressional, dilational or irrotational wave. The 
transverse, shear or distortional wave is a wave motion in which the particle displacement is at 
right angles to the direction of wave propagation [47-50]. In contrast to longitudinal and 
transverse waves which travel in a bulk material, the surface waves propagate over or near the 
surface of materials. There are three types of surface waves: Rayleigh, Love and Stoneley 
waves [51-52]. If the thickness of surface waves is large compared to the wavelength of the 
wave, it is called a Rayleigh wave. The propagation velocities of Rayleigh waves are less than 
those of bulk waves. When a plate borders on one side on a material of different density. Love 
waves travel on the surface layer. The velocities of Love waves are dependent on frequency. 
The velocity decreases with increasing frequency. Waves which can be propagated along the 
interface of the two materials differing in elastic properties and density are called Stoneley 
waves [2]. 
Depending on the direction of the traveling ultrasonic wave at the interface of the 
transducer, two types of transducers can be considered: normal beam and angle beam 
transducers. In reality, there are many cases where the use of a normal beam transducer may 
not provide adequate information. This is particularly true when it is difficult to gain access to 
the specimen fiilly or if the defect is located at an awkward place and orientation. As an 
example, angle beam transducers are used widely for detecting vertical planar cracks in pipe 
welds [53]. 
The energy from the transducer is coupled to the test specimen through a couplant. The 
reason underlying the need for using a couplant can best be understood through a physical 
acoustic property parameter called the acoustic characteristic impedance. The acoustic 
characteristic impedance which is analogous to electrical impedance is defined as [47] 
Z = pv (2.1) 
where p and v denote the density and the velocity of the material in which the ultrasonic wave 
travels. Table 2.1 shows longitudinal and shear wave velocities, the density and characteristic 
impedance for several materials [3]. When the ultrasonic wave is incident on an interface 
between two media, part of the incident wave energy is transmitted and the rest is reflected. 
The parameters that indicate the efBciencies of transmission and reflection of the wave are 
defmed as 
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^ ^ Intensity of transmitted waves at the boundary 
Transmission Coefficient TC ~ — r"—— — ; 
Intensity of incident waves at the boundary 
„ „ . ^ rr- . Intetisity of reflectcd woves at the boundary 
Reflection Coefficient RC = — : ——— ;— ; 
Intensity of incident waves at the boundary 
The transmission and reflection coefficients defined in (2.2) can be represented using the 
characteristic impedance defined in (2.1) as [54] 
TC = J = (2.3) 
( Z i + Z 2 r  ( Z j + Z 2 r  
where Z/ and Z2 denote the characteristic impedances of two materials. If the acoustic physical 
properties of the two interfaced materials are vastly different from each other, the transmission 
coefiBcient approaches zero. As an example, in the case of a quartz piezoelectric ultrasonic 
transducer and an air coupling medium, the transmission coefBcient obtained by substituting 
the values in Table 2.1 into (2.3) is 8.68 x 10'^ which corresponds to -81 dB. Hence, the 
energy generated from the transducer cannot be coupled effectively to the specimen under 
test. If a coupling material that is similar to the transducer is used, the transmission efiBciency 
rises to almost 100 %. However, if we use aluminum as a coupling medium for the quartz 
ultrasonic transducer, problems associated with machining an aluminum sample with a 
sufficiently smooth surface without any air gaps between the transducer and coupling medium 
become formidable. To overcome the impedance mismatch problem, a liquid coupling material 
such as water or lubricating oil is used. If we use water as a coupling medium, the 
transmission coefficient amounts to 0.32522 (32.5 %), which corresponds to -9.76 dB. 
The received signal obtained from the ultrasonic transducer is converted to digital data 
using an A/D converter in order to store and process the information using digital signal 
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Table 2.1. Acoustic properties of materials. 
Material Longitudinal 
velocity Dl* 
Shear 
velocity "Us* 
Density p* Characteristic 
Impedance pdl* 
Aluminum(2S0) 6.35 3.10 2.71 1.72 
Copper 4.66 2.26 8.9 4.18 
Iron 5.90 3.23 7.9 4.54 
Steel 5.85 3.23 7.8 4.56 
Stainless Steel(302) 5.66 3.12 8.03 4.55 
Quartz (natural) 5.73 - 2.65 1.52 
Water 1.49 - 1.00 0.149 
Air 0.33 - 0.001 0.000033 
* Unit: (\Jl, m s"* x 10^), (p: kg m"^ x 10^) and (puL." kg m''s'' x lO') 
processing techniques. 
In general, ultrasonic NDE signals or images are classified into three categories 
depending on the manner in which data is displayed: A-scan signal, B- and C-scan images. The 
A-scan signal is obtained by fixing the ultrasonic transducer position over the surface of a test 
specimen and plotting the transducer response as a function of time. The B-scan image is 
obtained by moving the ultrasonic transducer linearly over the surface of a specimen under 
test and placing the A-scans next to each other to obtain an image. Hence the B-scan image 
provides an indication of the cross section of the specimen under test [53]. In contrast to the 
A-scan signal and the B-scan image, the C-scan image involves the inspection of a specific 
volume of the material under test. The C-scan image is obtained by scanning the specimen in a 
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two dimensional grid and representing the peak value at each point in the grid in the form of a 
gray level to obtain a two dimensional image. The depths of defects correspond to the gray 
levels in the C-scan image. This dissertation focuses on methods for processing the C-scan 
image. Figures 2.3(c) and (d) illustrate examples of normal incidence ultrasonic C-scan images 
which were obtained from specimens shown in Figure 2.3(a) and (b) using a 60 MHz focused 
ultrasonic transducer and scan step size of 40 pm. The image size is 256 x 256 pixels. The 
scan area of the sample corresponds to 10.24 x 10.24 mm. As shown in Figure 2.3(c) and (d) 
the C-scan ultrasonic images offer excellent resolution, highlighting the edges of thin surface 
breaking cracks. However, it is apparent that the image does not provide sufiBcient 
information that allows us to infer the depth of the line-type surface crack. In addition, the C-
scan ultrasonic images are contaminated with speckle noise as weU as noise from the 
measurement system [55]. 
Eddy Current Test Methods 
Eddy current test methods [56-59] rely on the interaction between alternating 
electromagnetic fields and conductive materials under test. When a coil is excited by an 
alternating current, a time varying magnetic field is generated. If the probe is moved close to 
the nonferromagnetic but conductive material under test, the time varying magnetic field 
induces a current in the conductive material The induced current is called an eddy current 
since its shape is similar to a circulatory loop. The induced eddy current in turn generates a 
magnetic field whose direction is opposite to that of the field established by the coil in 
accordance with Lenz's law. Consequently the net flux linkages associated with the 
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Figure 2.2. Examples of C-scan ultrasonic images, (a) and (b) show specimen details, (c) and 
(d) show the corresponding C-scan ultrasonic images. 
excitation coil are decreased. Since the inductance of the probe is defined as the flux linkages 
per unit ampere, a net reduction in the probe inductance is observed. In addition, the presence 
of eddy currents in the material results in a resistive power loss. This results in a net increase 
in the terminal resistance of the probe. If anomalies or inhomogeneities exist near the surface 
of the material under test, the eddy current distribution and hence the terminal impedance 
changes. The changes in impedance of the coil can be monitored to ascertain the condition of 
the test specimen. An eddy current image is obtained by scanning the test specimen and 
transforming the magnitude of the impedance measured at each point in the two dimensional 
scan to a gray level. A number of other issues affect ultrasonic and eddy current 
measurements. In the case of eddy current methods, issues such as lift-off, choice of excitation 
frequency and probe design affect the quality of measurements. A detailed discussion of these 
issues is given in [60]. 
Figure 2.4 illustrates examples of eddy current NDE images obtained from specimens 
shown in Figures 2.3(a) and (b). The images were obtained using a Zetec® pencil-type probe 
(50KHz - SOOKHz) with the excitation fi-equency set at 2OOKH2 and scan step size of 40 p.m. 
Each image shown in Figure 2.4 is of size 256 x 256 pixels. The eddy current image shown in 
Figure 2.4(a) shows severe blurring of the machined numerals on the surface in contrast to the 
ultrasonic C-scan image shown in Figure 2.3(c). However, the eddy current image shown in 
Figure 2.4(b) offers a wide spread in gray levels providing information about the depth of line-
type surface crack. Hence, eddy current and ultrasonic NDE images can be construed as 
providing some complementary information. 
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(b) 
Figure 2.4. Examples of eddy current images. 
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CHAPTER 3 MORPHOLOGY IN IMAGE PROCESSING 
This chapter provides definitions and describes the algebraic properties of morphological 
operators employed in binary and gray scale image processing. These include erosion, dilation, 
opening and closing operators. Simulation results obtained using binary and gray scale 
morphological operations firom several images are illustrated and discussed. The capabilities 
and limitations of morphological noise reduction filters are demonstrated using an 
experimentally derived ultrasonic NDE image. 
Binary Morphology in Image Processing 
The term morphology, in biology, refers to the field of study of forms and structures of 
plants and animals. In image processing, however, the term is not used so generically. The 
scope of morphological methods is as wide as image processing itself [61]. Mathematical 
morphology in image processing was developed initially by G. Matheron and J. Serra to 
extract and analyze geometrical structures contained in images using set-theoretical operations 
[62-64]. The morphological approach to image processing is based on a primitive 
microstructure called a structuring element. The fundamental strategy employed in 
morphological image processing is to seek set-theoretical relationships between the given 
images and the predetermined structuring element by scanning the image using the structuring 
element [65]. All morphological operations depend on the concept of fitting structuring 
elements. Morphological methods were initially applied to binary (black and white) images. 
The concept was extended to analyze gray scale images in [66]. 
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Mathematical definitions 
We begin by defining the basic binary morphological operations for erosion (E), dilation 
(D), opening (O) and closing (C) as follows [61,65]: 
Erosion: E(B,S) = r{{B-s \ ssSJ (3.1) 
Dilation: D(B,S ) = [j{B-i-s\s s S J (3.2) 
Opening: 0(B,S) = D{E(B.S).S} (3.3) 
Closing : C(B,S) = E{D(B,S),S} (3.4) 
where B is the given binary image and S is a predetermined microstructure image, called the 
structuring element in a two dimensional discrete Euclidean plane. Since we are interested in 
pixels of value 1 in binary images, a pixel of value 1 is called an activated pixel. The domain of 
5 or 5 consists of activated pbcel locations in the plane. The minus or plus sign in set 
parentheses denotes vector subtraction or addition, respectively. That is, these operations 
perform an image translation in the plane. As we know from (3.1) to (3.4), the basic 
operations are composed of set intersection, union and translations in a given domain. The 
erosion and dilation operations can be defined in an altemative form as [61,65]: 
E(B,S) = {v:S + v<zB} (3.5) 
D(B,S) = fv:(-S + v)f]B:i^0J (3.6) 
where v is a coordinate vector in the plane which denotes the translation quantity in the plane. 
The results of (3.5) and (3.6) are exactly the same as those of (3.1) and (3.2), respectively. 
However, the definitions of (3.5) and (3.6) are very useful for understanding the operations of 
erosion and dilation. In (3.5), the output of the erosion operation is obtained by translating a 
structuring element and checking whether the structuring element can fit inside a given object 
in an image. If the translated structuring element can be included inside the object, the 
translated quantity is said to be a subset of the erosion output. In (3.6), the output of dilation 
operation is also obtained by translating the 180° rotated structuring element (-5) and 
checking if the intersection of that with the given object is a null set or otherwise. If the 180° 
rotated and translated structuring element intersects with the object, the translated quantity is 
a subset of the dilation output. Similarly the opening and closing operations can be defined in 
an alternative form as 
0 ( B , S )  =  ^ { S  +  v : S - { - v ( z B }  (3.7) 
C ( B , S }  =  [ 0 ( B ^  , S ) f  (3.8) 
where the superscript c denotes a set complementary operation. In (3.7), the output of the 
opening operation is obtained by translating the structuring element and checking if the 
translated structuring element is a subset of the image domain. If the translated structuring 
element is inside the activated object domain, the union of the set containing the translated 
structuring element itself becomes the output of the opening operation. Similariy in (3.8), the 
output of a closing operation is obtained by complementing the output after performing an 
opening operation using the complemented image and the structuring element. It should be 
mentioned that while the opening operation is performed to assess the fitness of the 
structuring element inside the activated object domain, the closing operation involves looking 
for the fitness of the structuring element outside the activated object domain [67]. Although 
(3.5) to (3.8) are very useful to understand these operations, practical implementations of 
these operations are achieved using (3.1) to (3.4). In hardware, the union, intersection and 
translation operations can be simply implemented using OR, AND gates and shift registers. 
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respectively. In software, these operations are simply programmed using maximum, minimum 
and vector addition/subtraction functions, respectively. Based on the mathematical definitions 
of (3.1) through (3.4) and the understanding of morphological operations using (3.5) through 
(3.8), we can establish some of the more important algebraic properties of the morphological 
operations. 
Algebraic properties 
An understanding of the algebraic properties of fundamental morphological operations is 
important for implementing the operations in image processing applications efficiently. Some 
of the important algebraic properties of the operations are [61,65]: 
Commutativity: D(B,S ) = D(S,B) (3.9) 
Associativity: E[B,D(Sj,82 )} = E[E(B.Sj ),S2 ] (3.10) 
D[B,D(SJ,S2 )J = D[D(B,SJ ),S2 ] (3.11) 
DuaUty: E(B,S) = [DiB"" -S )f (3.12) 
D(B,S) = [E(B^ .-S)f (3.13) 
where -S denotes the reflection of S through the origin. The properties of the operations with 
respect to translation are: 
D[B,(S + v)] = D(B,S) + v (3.14) 
E[B.(S + v)J = E(B,S)-v (3.15) 
In general, the structuring element can be decomposed into a set of smaller sizes as shown by 
Serra [68,69,76]. Assume that the structuring element can be decomposed as 
23 
S = S j ® S 2 ®  5 ^ _ / 0 5 ^  ( 3 . 1 6 )  
where © denotes the dilation operation. Using the associativity property of erosion or dilation 
operation, the theorem shown in (3.16) can be implemented using an iterative technique by 
employing consecutive erosion or dilation operations with a sequence of smaller structuring 
elements instead of a single large structuring element. This property can reduce the 
computational load significantly. Since the erosion or dilation operation is composed of 
translations and intersections or unions, we can minimize the computational burden by 
decomposing the operation. Figure 3.1 shows the decomposition of a structuring element of 
size 5x5 into two structuring elements of each size 3 x 3. In Figure 3.1, the star mark 
denotes the origin in the discrete Euclidian space. If we erode or dilate an image using a 5x5 
structuring element as shown in Figure 3.1(a), the total number of image set translations 
amounts to 24 (=25-1). However, if we erode or dilate an image iteratively using the 
decomposed structuring elements as shown Figure 3.1(b), the total number of image set 
translations is reduced to 16 (=(9-l)x2). The size of the eroded or dilated image is decreased 
or increased by 2 pixels along the X and Y directions. 
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Figure 3.1 Example of structuring element decomposition. 
In reality, the size of the structuring element is negligibly small in comparison with the 
image. Hence the computational load can be estimated approximately using the given image 
size and the total number of activated structuring element pixels. In the case of opening or 
closing operation, the dilation or erosion operation is followed by an erosion or dilation 
operation, respectively and consequently the final image size does not change. In employing 
the structuring element decomposition as shown in Figure 3.1, the relative computational load 
can be reduced by (24 - 16) / 24 x 100 = 33 (%). It can be shown that if we decompose a 
structuring element (N x N pixels) into n structuring elements of size M x M pixels, the 
relative computational load can be reduced by (NxN- nxMxM) /(NxN) x 100 (%). Thus 
a structuring element decomposition strategy that exploits the associative property is very 
useful in fast implementation of morphological operations. The structuring element 
decomposition property is also valid in the case of gray scale morphology. The morphological 
algorithm, described in chapter 4, uses the structuring element decomposition concept. 
Morphological filters 
This section describes how morphological operations can be viewed as filters in binary 
image processing. Morphological filters can also be extended to gray scale images [63,64]. 
The relationship between morphological and linear filters is described in detail in [70]. In a 
broad sense, filtering is a transformation or mapping from one vector space to another vector 
space. If we assume Bi a and define a mapping function 0: 2^^ * * where R and 
2''** denote real number and the set of all subsets of x /?, and 0 (5;; c" 0 (82) for B\ c B2, 
then 0 is called an increasing mapping. If 0 (B + v) = 0 (5) + v for any subset B of RxR and 
coordinate point or vector v, 0 is called translation invariant or r-mapping. In mathematical 
morphology, the morphological filter is defined as increasing and T-mapping [67]. One of the 
important properties of morphological filters is the fact that the combination of morphological 
filters represents increasing t-mapping since it preserves the set-theoretical ordering and is 
space translation invariant [67]. The fundamental morphological operations, erosion, dilation, 
opening and closing and their combinations satisfy increasing and t-mapping criteria. Thus 
they can also be said to be morphological filters. 
Digital images can be commonly represented through matrix forms. In contrast to 
common linear algebra matrices, image matrices contain the origin of the image. Thus they are 
called bound matrices [67,71]. The origin of an image and structuring element affects the 
outputs of morphological operations. Thus the definition of the origin is important in 
morphological image processing. Figures 3.2 to 3.5(a) through (e) show the original image, 
the outputs of erosion, dilation, opening and closing operations (or morphological filters), 
respectively, for different types of images and structuring elements. Figures 3.2 and 3.3(b) 
through (e) show the outputs of morphological filters for a binary image using disk-type 
symmetric and line-type non-symmetric structuring elements, respectively. As shown in 
Figures 3.2(c) and (d), the comers of dilated and opened images become rounded due to the 
nature of dilation, opening operations and the shape of the structuring element. These results 
are similar to those obtained with lowpass filters. From the results shown in Figures 3.2 and 
3.3 for the same given image, we know that the morphological filter outputs also depend both 
on the structuring element as well as the morphological operations. In Figures 3.4 and 3.5, the 
dents and protrusions at the top and bottom edges of image B shown in Figures 3.4 and 3.5(a) 
26 
n 
m 
n n 
-• 
n n 
® m ''' E(B,S) m m ^ 0(B.S) m ^ C(B.S) 
(a) (b) (c) (d) (e) 
Figure 3.2. Binary morphological outputs obtained from a square-type binary image using a 
disk-type synmietric structuring element. 
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Figure 3.3. Binary morphological outputs obtained from a square-type binary image using a 
line-type non-symmetric structuring element 
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Figure 3.4. Binary morphological outputs obtained from a dented square-type binary image 
using a disk-type symmetric structuring element. 
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Figure 3.5. Binary morphological outputs obtained from a protruding square-type binary 
image using a disk-type symmetric structuring element 
can be removed by dilation and closing operations in Figure 3.4 and erosion and opening 
operations in Figure 3.5. In contrast to conventional linear filters, the morphological filters 
have the ability to preserve edges without blurring or smoothing them. Also, Figures 3.2 and 
3.3 demonstrate that morphological operations are strongly dependent on the shape of the 
structuring elements. A considerable amount of research on the design of the optimal 
structuring element is presented in [72-74]. 
As we know from (3.1) and (3.2), the outputs of erosion and dilation operations depend 
on the position of the structuring element. However, the outputs of opening and closing 
operations are not affected by the location of the structuring element. Since the opening and 
closing operations are a cascade of erosion and dilation operations and vice versa, it is natural 
that the opening and closing are independent of the position of the structuring element. As 
shown in Figures 3.2 through 3.5, the erosion and dilation operations shrink or expand the 
activated binary image domain of white ("0") background and black ("1") objects, 
respectively. In practical image processing applications, we often do not wish to change the 
shape of the original object during the filtering process. In such cases the opening and closing 
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operations or their combinations are more useful than simple erosion or dilation operations 
since they preserve the object shapes if the structuring element fits into the objects as shown in 
Figures 3.4 and 3.5. However, significant features can be distorted or removed as a result of 
the opening and closing operations if the size of the object is smaller than that of the 
strucmring element. A hybrid morphological filter is defined as [75,76] 
0CC0 = pCf0(B.S).SJ + {0(B,S),SJ] (3.17) 
where B and S denote binary input image and structuring element 
The opening and closing operations satisfy the following properties: 
Antiextensivity: 0(B,S )czB (3.16) 
Extensivity: C(B,S )z>B (3.17) 
Increasing monotonicity: 0(Bi,S)c:0(B2,S) if Bi (ZB2 (3.18) 
C(Bi,S)c zC(B2 .S) if Bj CZB2 (3-19) 
Idempotence: 0[0( B,S ),B ] = 0( B,S) (3.20) 
C[C(B,S),B] = C(B,S) (3.21) 
From the property of (3.17), we know that the original image set is a subset of the closed 
image set. Also, if an image 5/ is a subset of an B2, then the images obtained by performing 
closing operations with images Bi and B2 preserve the same relation according to property 
(3.19). These properties are useful, especially in the case of gray scale morphological image 
processing. These properties are utilized in chapter 4 for multi-resolution image processing 
using residual images. 
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Simulation examples 
Figure 3.6 shows examples of the binary morphological operations. A square-type 
symmetric structuring element with size 3x3 pixels is used in the simulation. The image shown 
in Figure 3.6(a) is obtained by thresholding the original gray scale ultrasonic image. Images 
(b) through (g) are the corresponding eroded, dilated, opened, closed, open-closed and close-
opened binary images, respectively. Since erosion or opening operations are basically 
"similarity" processes, noise regions that are not similar to the predetermined structuring 
element are removed as shown in Figures 3.6(b) and (d). However, patterns such as thin 
features are partially removed together with noise. The outputs of dilation and closing 
operations show an increase in noise due to the nature of dilation and closing operations. 
Figure 3.6(g) shows that the closing-opening operation has the potential to reduce noise. 
However, it distorts line-type objects considerably. Hence, an alternative method for reducing 
noise in images is required. A technique for accomplishing this is described in chapter 4. 
Gray Scale Morphology in Image Processing 
We considered the case of binary morphology where the pixels take the values "1" and 
"0" in the previous sections. In gray scale morphology the pixel values in an image range lie 
in the 0 to L - 1 where L is an integer representing the number of quantization levels. In 
practice, L = 2", where n is the number of bits used in representing the gray scale value. For 
example, if n = 8, the maximum number of gray levels L is 256. Since the binary scale (n = 1) 
is a subset of gray scale, gray scale morphology is a generalization of binary scale 
morphology. In gray scale morphology the minimum or maximum operator is used in place 
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Figure 3.6. Binary morphological outputs obtained from the binary scale ultrasonic image 
using a square-type symmetric structuring element of size 3x3 pixels. 
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Figure 3.6. (Continued) 
of intersection or union in binary erosion or dilation operation, respectively. Since the pixel 
values of the structuring element in the gray scale are multi-valued, the subtraction or addition 
of the gray scale structuring element reflects the shrinkage or expansion of the gray scale 
range. 
Mathematical definitions 
We begin by defining the fundamental gray scale morphological operations for erosion 
(E), dilation (D), opening (O) and closing (C) as follows [61,65]: 
Erosion:[E(G,S)](m,n)=^min{G(m + i,n + j)-S(i,j)\ (i,j)eDs} (3.22) 
Dila.tion:[D(G,S)](in,n) = max{G(m-p,n-q) + S(p,q)\ (p.qj&D^} (3.23) 
Opening: [0(G,S )](m,n ) = D{E(G,S),S} (3.24) 
Closing: /" a G, S )](m.n ) = E{D(G,S ),S} (3.25) 
where G and 5" are the image function and the strucmring element, respectively and (m,n) 
denotes the pixel coordinate in the image, and Ds is the domain of 5. Substituting (3.22) and 
(3.23) into (3.24) and (3.25), the closing and opening operators can be expressed as 
0(G,S)(m,n) = max[min{G(m + i-p,n + j-q)-S(i,j)\(i,j)e Ds} 
+  S ( p , q ) \ ( p , q ) e ^ D s ]  
C(G,S )(m,n) = min[max{G(ni-p+i,n-q + j)+S( p,q)\( p,q)^Ds} 
-S(i.j)\(i.j)eDs] 
As in case of binary morphology, G and S are represented as bound matrices. The primitive 
operations in gray scale morphology are min (minimum) and max (maximum). If the 
intersection and union operations of set theory replace min and max operations and the gray 
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levels in the structuring elements are not subtracted or added in (3.22) and (3.23), the 
equations of fundamental gray scale morphology are exactly the same as those of fundamental 
binary morphology. 
If the gray levels of a structuring element are all zeros, it is called a flat structuring 
element [61]. Since it contains only geometrical coordinates, it is used widely if gray levels 
are desired to be preserved in an overall sense in an image. In simulating binary morphological 
operations, the intersection and union operations can be implemented using minimum and 
maximum operations, respectively. Thus if we use a flat structuring element, then programs 
and algorithms implementing gray scale erosion and dilation operations can be used for 
performing binary erosion and dilation operations. The simulation results shown in Figure 3.7 
were obtained using the same program that was used in simulating the gray scale 
morphological operations using a flat structuring element 
The gray scale operations can be defined in an alternative manner as [65]: 
Erosion: E(G,S) = max{l:S(m~i,n- j)+l <G} (3.28) 
Dilation: D(G,S ) = -[ E(-G,S )J (3.29) 
Opening: 0(G,S) = max{S(m-i,n-j)+l:S(m — i,n — j)+l <G} (3.30) 
Closing: C(G.S ) = -0(-G,-S) (3.31) 
where I denotes the gray level. Although expressions (3.28) through (3.31) are equivalent to 
(3.22) through (3.25), respectively, they serve to help gain an understanding of the 
fundamental morphological operations. 
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Algebraic properties 
Basically, the algebraic properties of gray scale morphology correspond to those of binary 
morphology. The details are explained in [61,63-65]. Some of the important algebraic 
properties of the gray scale morphology can be summarized as follows: 
Commutativity: D(G,S ) = D( S,G) (3.32) 
Associativity: E[G,D(Sj,S2 )J = E[E(G,Sj ),S2 J (3.33) 
D[G,D(Sj.S2 )J = D[D(G.SJ ).S2 ] (3.34) 
Duality: D(G,S ) = -[ E(-G,-S)] (3.35) 
In (3.35), - S denotes a reflected structuring element through the origin. However, this duality 
property holds only in the domain E(G,S). Figure 3.7 shows an example of the duality 
relation between erosion and dilation operations. The translation invariance property of the 
structuring element in dilation operation is: 
D[G,fS(m-i.n-j)+l}] = [D(G.S)J(m-i,n~ j) + l (3.36) 
The property of (3.36) shows the invariance of position and gray level translations. However, 
in case of erosion operations, the translation invariance of the structuring element in dilation 
operations is not valid as: 
E[ G,{S(m~i,n-j) + l)] = [E( G,S )](m+i,n + j)-1 (3.37) 
The opening and closing operations also satisfy the following fundamental properties: 
Antiextensivity: 0(G,S )(zG (3.38) 
Extensivity: CCG.^; 3 G (3.39) 
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Figure 3.7. Example of duality relation between erosion and dilation operations. 
Increasingmonotonicity: 0 ( G J , S ) c : 0 ( G 2 - S )  i f  G J  c : G 2  (3.40) 
C ( G j , S ) c . C ( G 2 . S )  i f  G J  c z G 2  (3.41) 
Idempotence: 0 [ 0 ( G , S  ) , B ]  ~ 0 ( G , S )  (3.42) 
C [ C ( G , S ) , B ]  =  C ( G , S )  (3.43) 
For structuring elements, while the closing operation is a monotonously increasing property, 
the opening operation displays monotonously decreasing property, i.e. 
0 ( G , S I )  0 ( G . S 2  )  i f  SID S2 (3.44) 
Q G . S I )  c C ( G . S 2  )  i f  S J a  S 2  (3.45) 
Simulation examples 
Figures 3.8 and 3.9 show simulation examples of the 1-dimensional gray scale 
morphological operations for two kinds of test signals which contain additive positive and 
negative impulse-type noise. The original signal, shown in Figure 3.9(a), contains additional 
noise components relative to those shown in Rgure 3.8(a). A symmetric structuring element 
of length 3 was used in the simulations. As shown in Figures 3.8(b), (d) and (c), (e), erosion, 
opening and dilation, and closing operations attempt to remove positive and negative peaks 
which do not fit into the given structuring element, respectively,. Hence, the cascade of 
opening and closing (open-closing) or closing and opening (close-opening) operations 
removes both positive and negative peaks in signals as shown in Figures 3.8(f) and (g). As a 
result, the hybrid morphological filter defined in (3.17) is used widely to remove impulse-type 
noise in signals and images. Figure 3.8(h) illustrates the output of the hybrid morphological 
filter. However, if the noise density is high as shown in Figure 3.9(a), the morphological 
operations and their combinations are inadequate for removing noise effectively. Figures 
3.9(b) through (f) show the outputs of erosion, dilation, opening, closing, open-closing, close-
opening and hybrid morphological operations, respectively. Although a hybrid morphological 
filter reduces the magnitude of noise in signals as shown in Figure 3.9(h), it is obvious that its 
capabilities are limited. 
Figures 3.10(a) and (b) show an example gray scale test image of size 6 x 32 pixels and 
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Figure 3.8. Gray scale morphological outputs obtained from a 1-dimensional gray scale signal 
with low density noise using a symmetric structuring element of length 3. 
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Figure 3.9. Gray scale morphological outputs obtained from a 1-dimensional gray scale signal 
with high density noise using a symmetric structuring element of length 3. 
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Figure 3.9. (Continued) 
the corresponding line scan which shows finite positive and negative peaks of width 2 and 4 
pixels in the horizontal direction (Figure 3.10(b)). Figures 3.11(a) through (h) show 
fundamental morphological operations obtained using flat symmetric square-type structuring 
elements of sizes 3x3 and 5x5 pixels. As shown in Figures 3.11(a) through (d), the erosion 
and dilation operations are capable of removing positive and negative peaks which do not fit 
into the predetermined structuring element, respectively. However, the active domains of 
both regions shrink and enlarge by as much as the size of the structuring elements. Figures 
3.11(e) through (h) show that the opening and closing operations are capable of removing 
positive and negative peak objects that do not fit into the structuring element while preserving 
the original shape and size of the image. Hence, instead of using simple erosion and dilation 
operations, opening and closing operations or their combinations are used in morphological 
image processing. However, opening and closing operations require almost twice the 
computation effort relative to erosion and dilation operations. 
Figure 3.12(a) shows an acoustic microscopy C-scan image obtained using a 60 MHz 
focused transducer and a scan step size of 40 |im. The image size is 64 x 64 pixels. Figures 
3.12(b) through (e) show the corresponding eroded, dilated, opened and closed images 
obtained by implementing equations (3.22) through (3.25), respectively. Figure 3.12(f) shows 
the output of a hybrid morphological filter represented by (3.17). A flat symmetric square-
type structuring element of size 3 x3 pixels was used in the simulation. 
The dilation and closing operations reduce the speckle noise in the background as shown 
in Figures 3.12(c) and (e). It is apparent that thin features such as those due to cracks may 
be eliminated from the images by using these operations. Although erosion and opening 
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Figure 3.10. Gray scale image containing positive and negative peaks and the corresponding 
line scan. 
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Figure 3.11. Gray scale morphological outputs obtained from the gray scale image shown 
Figure 3.10(a). 
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Figure 3.12. Gray scale morphological outputs obtained using the gray scale C-scan ultrasonic 
image and a flat symmetric square-type structuring element of size 3x3 pixels. 
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operations preserve thin features, the noise reduction capability associated with the use of 
these operations is poor and the features in the resulting images are distorted. 
Although the images processed using a morphological hybrid filter appear to be better 
than those obtained by implementing the more basic operations (erosion, dilation, opening 
and closing operations), the results are not satisfactory due to distortion introduced as a 
consequence of the nature of the morphological operations. 
CHAPTER 4 A NEW MORPHOLOGICAL ALGORITHM FOR 
REDUCING SPECKLE NOISE IN ULTRASONIC IMAGES 
This chapter describes a new speckle noise reduction algorithm. This algorithm is used to 
reduce speckle noise in the ultrasonic image prior to implementing the data fusion algorithm. 
The chapter begins with a literature review on noise reduction approaches and a brief 
description of conventional noise reduction techniques such as lowpass and median filters. The 
proposed algorithm is then described in detail using block diagrams. The performance of each 
block is illustrated by showing the input and output images obtained using an experimentally 
derived ultrasonic test image. 
Literature Review: Noise Reduction Approaches 
The development of tools for reducing noise in images represents one of the fundamental 
problems in image processing [77-80]. Such tools are particularly useful in NDE applications 
where they are often called upon to highlight flaws in low quality images. One of the major 
problems associated with ultrasonic images is the presence of speckle noise. The presence of 
speckle noise degrades image quality and sometimes makes it difficult to identify features 
(defects) of interest that are typically thin or small in nature. 
A number of strategies have been proposed to date in order to reduce speckle noise and 
enhance the image quality. As an example, lowpass and median filters have been used widely 
to reduce noise in images. However, lowpass filters tend to blur sharp edges such as those 
introduced by surface breaking cracks in the material under test. It is well known that median 
filters are capable of removing impulse type noise while preserving edges in images [81-86], 
Unfortunately, when the spatial density of the noise is high as in the case of ultrasonic NDE 
images contaminated with speckle noise, median filters perform poorly [84,87]. A quantitative 
analysis of the streaking or blotching effects commonly obser\'ed in median filtered images is 
presented in detail by Bovik [88]. Morphological techniques have a demonstrated track record 
of success in reducing speckle noise in images [89,90,75]. Basart et aL [76], Saniie at 
al.[91,92] and Chu et al. [93] use morphological hybrid Gowpass) filters for minimizing 
speckle noise. However, it is observed that such filters often contribute to problems of 
distortion, particularly when thin and small objects (defects) are present in images, depending 
on the width and shape of the structuring element that is employed. A variety of techniques 
have been proposed in order to estimate the optimal morphological filter design using 
statistical approaches [72-74,94,95]. Unfortunately many of these techniques require an 
accurate model of the additive noise and image degradation process. It is also found that the 
estimation process involves computationally intensive search procedures [74]. One of the 
promising approaches involves the use of residual images obtained by employing a sequence 
of structuring elements [87.96]. These algorithms, however, tend to perform poorly if the 
signal-to-noise ratio is low. In addition they are usually computationally expensive to 
implement [87]. An alternative morphological approach for reducing speckle noise in 
ultrasonic images that uses a sequence of simple closing operations to generate residual 
images was proposed in [97,98], Since each residual image contains noise as well as features 
of interest, it is necessary to isolate the features fi"om the noise. In general, the amplitudes 
associated with ultrasonic speckle noise are lower than those of features. It may, therefore, be 
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possible to sort the noise pixels from the feature pixels using the histogram of each residual 
image. However, the histograms of residual images generated are usually not bimodal. 
Consequently the threshold level required to isolate noise pixels has to be determined using a 
trial and error approach. 
Conventional Lowpass and Median Filters 
Lowpass filters have been used widely in reducing noise in images. A typical example of a 
lowpass filter is a Butterworth lowpass filter. The transfer function of a Butterworth filter 
order n with cutoff frequency do is given by 
where d(u,v) is the distance from the origin to (u,v) in the frequency domain. By controlling 
the cutoff frequency do and filter order n, we can design an appropriate lowpass filter for 
reducing high frequency noise at the expense of sharpness in images. One of the problems 
with linear filters such as lowpass filters is that they blur the edges in images. To prevent 
blurring, nonlinear filters such as median filters have been used widely. Median filters convert 
the gray level of a pbcel into a median level in the neighborhood of that pixel. A basic two 
dimensional median filter of window size (2/+/)x(2/+7) can be defined as 
where G(m,n) and Y(m,n) represent the input and output of median filter at pixel coordinate 
(m,n), respectively. 
(4.1) 
Y(m,n) = median{G(m + i,n + j)\ i,j = (4.2) 
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Description of the Proposed Speckle Noise Reduction Algorithm 
This dissertatioa proposes a new NDE data fusion algorithm using morphological 
approaches. The overall algorithm is implemented in two stages as shown in Figure 4.1, where 
the variables Gu(m,n) and Ge(m,n) denote the gray scale ultrasonic and eddy current images, 
and S(m,n) represents the structuring element at the pixel coordinate (m,n). The first stage 
employs a morphological algorithm to reduce speckle noise in ultrasonic images. The second 
stage fuses the speckle noise reduced ultrasonic image with the eddy current image to obtain a 
composite image. 
The proposed speckle noise reduction algorithm reduces unwanted artifacts in ultrasonic 
images prior to fusing ultrasonic and eddy current images. The algorithm is composed of four 
basic blocks: residual image generation, gating process, feature extraction and contrast 
enhancement. The overall block diagram is shown in Figure 4.2, where the input variables 
G(m,n) and S(m,n) denote the ultrasonic image and the structuring element at the pixel 
coordinate (m,n), respectively. 
Gu(m,n) 
Ultrasonic Image 
S(m,n) 
r 
' 
Morphological 
Speckle Noise 
Reduction 
Y(m,n) 
Morphological 
Data Fusion 
Fi(m,n) 
Ge(m,n) 
Eddy Current Image 
Figure 4.1. Overall block diagram of the NDE data fusion algorithm using morphological 
approaches. 
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First, a residual image generation block generates a sequence of residual images which 
are defined as the difference between morphological closed images using a pair of structuring 
elements of different sizes. Hence this block sieves objects of various sizes depending on the 
size of the structuring element that is used. Second, a gating process block recovers the 
original gray level amplitudes of the objects in a residual image. This gating process makes it 
easier to determine the threshold level required to isolate the desired features from noise in 
each residual image. Third, the feature extraction block isolates features from noise by 
thresholding each gated residual image. Finally, the contrast enhancement block serves to 
enhance the quality of the extracted feature images. In order to illustrate the function of each 
block, an experimentally derived ultrasonic sample image was used as a test image. Figure 
4.3(a) shows the test specimen to obtain the ultrasonic image. The test specimen consists of a 
6 mm thick aluminum sample machined with a butterfly shaped slot. The depth of the slot 
along each wing and center is 0.5 mm and 2.0 mm, respectively. An acoustic microscopy C-
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Figure 4.2. Block diagram of the proposed speckle noise reduction algorithm. 
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Figure 4.3. Specimen used in validation studies. 
scan image of the specimen obtained using a 25 MHz focused transducer and a scanning step 
size of 40 pm is shown in Figure 4.3(b). A C-scan image of size 256 x 256 pixels was used for 
validating the approach. In implementing and simulating the algorithms, flat symmetric square-
type structuring elements were used. 
Residual image generation algorithm 
The residual image generation block as shown in Figure 4.4 generates residual images 
using a sequence of morphological closing operations employing different structuring 
elements. The closing operations consists of a cascade of morphological dilation and erosion 
operations. If a flat symmetric structuring element is used, the dilation operation sets the gray 
level of a pixel to the maximum gray level in the neighborhood contained within the domain of 
the structuring element. An erosion operation following the dilation operation restores the 
shape of dilated objects that are not replaced by the maximum gray level in the neighborhood 
to that of original image. In addition, it restores the size of dilated image to that of the original 
image. 
Consider three flat symmetric square-type structuring elements. Si, Sj and S3 of sizes 3 x 
3, 5 X 5 and 7x7 pixels, respectively. In Figure 4.4, C/ denotes the result after a closing 
operation using Si. Ci contains objects that are equal to or greater than the structuring 
element Si of size 3x3 pixels. Hence the residual image Ri=CrG is composed of objects 
smaller than 5/ (3 x 3 pixels). Similarly the residual images R2=C2-Ci and Rs^Cs-Cz are 
composed of objects which are greater than or equal to Si but smaller than 52 (5 x 5 pixels), 
and greater than or equal to S2 but smaller than S'i (7 x 7 pixels). In general, if we use a pair 
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Figure 4.4. Block diagram of the residual image generation algorithm. 
of structuring elements with different sizes, for example (2/t+7) x (2k+l) and (2k+3) x (2k+3) 
pixels where k=l,2,... , in closing operations as shown in Figure 4.4, the difference image 
obtained by subtracting the closed image with structuring element of size (2k+I) x (2k+l) 
pixels from that of size (Ik+S) x (2k+3) pixels contains objects that are greater than or equal 
in size to (Ik+l) x (2k+l) but less than (2k+3) x (2k+3) pixels. Hence a residual image 
generation block serves as a sieve, isolating objects of various sizes depending on the size of 
the predetermined structuring element. Mathematical representations of the residual images 
are described in the appendix. 
The structuring element decomposition theorem described in chapter 3 can be used to 
implement the block shown in Figure 4.4 efBciently. Assume a Af x M flat symmetric square-
type structuring element, where Af is an odd, positive integer and M > 5. This structuring 
element can be decomposed into (M -1)/2 structuring elements with the smallest structuring 
element of size 3x3 pixels. If we perform closing operations using a structuring element of 
size M X Af pixels in images, the total number of image translations is equal to (M^ - 1). 
However, if we decompose the structuring element of size M x M pixels into (M - 1) / 2 
structuring elements with each size 3x3 pixels, the total number of image translations reduces 
to 8(M - 1) /2 = 4(M - 1). Thus the relative reduction in image translations equals to Rt = 
(M--1-4M+ 4)/(Af -l)xI00 = (M^-4M + 3)/(M^ -l)xlOO (%). For example, if M = 
5, 7, 9, 11 and 13, then the corresponding values of Rr are 33, 49, 60, 66 and 77 %. 
respectively. Thus, as the structuring element size increases, the structuring element 
decomposition theorem allows us to reduce the computational load significantly. If N residual 
images are generated as shown in Figure 4.3, then the total number of dilation or erosion 
operations becomes N (N + 1) / 2. If we utilize the dilation output associated with the 
previous closing operation in the next dilation operation, we can reduce the number of 
d e c o m p o s e d  d i l a t i o n  o p e r a t i o n s  e v e n  f u r t h e r .  T h u s ,  f o r  t h e  N  r e s i d u a l  i m a g e s ,  w e  n e e d  o n l y  N  
dilation operations with the smallest structuring element size 3x3 pixels. Hence we can 
reduce the number of dilation operations by N (N + 1) /2 - N = N (N - 1) / 2. For example if 
N = 5, we can save 10 dilation operations using the scheme shown in Figure 4.4. Figure 4.5 
shows examples of residual images generated. The images shown in Figure 4.5 were obtained 
using flat symmetric square-type structuring elements of sizes that sieve objects which are (a) 
less than 3x3 pixels (b) greater than or equal to 3 x 3 but less than 5x5 pixels (c) greater 
than or equal to 5 x 5 but less than 7x7 pixels (d) greater than or equal to 7 x 7 pixels, 
respectively. The dark regions represent high gray levels and vice versa. 
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Figure 4.5. Sample images obtained using the residual image generation algorithm. 
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Gating algorithm 
In the second step, a bank of gating blocks as shown in Figure 4.6 is used to recover the 
original gray levels of the objects in a residual image. The gating or indicator function is 
defined as 
[ l  if Rir(ni,n)> 0 
where Rk(m,n) denotes the kth residual image function at the pixel coordinate (m,n). The 
output of the kth gate can be written as 
Hj (^m,n) = 11^ ( m,n )f max( G (4.4) 
where G and Ct i denote the original and (k-l)th closed image functions, and Co=G. 
Maximum 
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Rti(m,n) 
CN-i(m,n) 
Figure 4.6. Block diagram of the gating algorithm. 
Figures 4.7(a) through (c) show examples of gated residual images. The image shown in 
Figure 4.7(d) was obtained by performing a closing operation using a flat square-type 
structiuing element of size 7x7 pixels. Once again, the dark regions represent high gray levels 
and vice versa. From the results shown in Figures 4.5 and 4.7(a) through (c), it is apparent 
that the sieved objects are highlighted much more effectively in the gated residual image. 
Figures 4.8 and 4.9 show the histograms of the residual images obtained with and without 
using the gating process. It is clear that the gating process makes it easier to eliminate the 
threshold level required to distinguish the desired features from noise. 
Feature extraction algorithm 
A feature extraction block, shown in Figure 4.10, is used in the third step to isolate 
features from speckle noise by thresholding each gated residual image. Examples of feature 
images extracted by thresholding the gated residual images whose histograms are shown in 
Figure 4.8 are presented in Figure 4.11. The images were obtained by thresholding the gated 
residual images shown in Figures 4.7(a) through (d) with threshold levels set at 95, 80, 70 and 
70, respectively. 
Contrast enhancement algorithm 
A morphological contrast enhancement process is employed in the final step as shown in 
Figure 4.12 to improve the quality of the extracted feature image. If F(m,n) denotes the input 
image and Y(m,n) represents the output of the contrast enhancement block, then [99] 
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Figure 4.7. Sample images obtained using the gating algorithm. 
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(c) (d) 
Figure 4.8. Histograms of the gated residual images.. The original images are shown in Figure 
4.7. 
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Figure 4.9. Histograms of the residual images. The original images are shown in Figure 4.5. 
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Figure 4.10. Block diagram of the feature extraction algorithm. 
\D(F,S)(m,n) if D(F,S)(m,n)-F(m,n)< F(m,n)-E(F,S)(m,n) 
y(m,n) = \ . (4.5) [£( F,S )(m,n) otherwise 
where {m,n) represents the pixel coordinate. If the gray level of a pixel is close to the 
maximum or minimum gray level in the domain of the translated structuring element, the gray 
level of the pixel is set at the maximum or minimum gray level as shown in Figure 4.12. The 
sharpness of edges can be enhanced as a result of this process. The images shown in Figures 
4.13(a) and (b) were obtained before and after using the contrast enhancement algorithm, 
respectively. Bgure 4.14 shows sample images obtained from the image shown in Figure 
4.3(b) using a 2nd order Butterworth lowpass and median filters, and the proposed 
algorithm. Figure 4.15 shows another test specimen and the corresponding normal incidence 
ultrasonic C-scan image obtained using a 60MHz focused transducer and a scanning step size 
of 40 pjn. The specimen consists a 6 mm thick aluminum sample with a 0.5 ram deep and 
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(5 X 5 < object size <7x7 pixels) (object size >7x7 pixels) 
(c) (d) 
Figure 4.11. Images obtained using the feature extraction algorithm. The histograms of these 
images are shown in Figure 4.8 and the original images are presented in Figure 
4.7. 
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Figure 4.12. Block diagram of the contrast enhancement algorithm. 
0.2 mm wide slot machined on it. Figures 4.16(a) through (c) show noise reduced images 
obtained using a 2nd order Butterworth lowpass and median filters, and the proposed 
algorithm, respectively. The lowpass filtered image shown in Figures 4.14 and 4.16(a) were 
obtained by setting the filter cutoff radius equal to 130 and 70 which corresponds to 99.46 
a n d  9 7 . 7 6  %  o f  t h e  t o t a l  e n e r g y ,  r e s p e c t i v e l y .  T h e  w i n d o w  s i z e  o f  t h e  m e d i a n  f i l t e r  w a s  5 x 5  
pixels. 
It is obvious firom the images shown in Figures 4.14 and 4.16(a)-(b) that lowpass filtering 
has a blurring effect on thin features and edges. Also, median filters perform poorly when the 
spatial density of noise is high. In contrast to lowpass and median filters, the image shown in 
Figures 4.14 and 4.16(c) shows that the proposed algorithm is able to remove noise while 
preserving thin feamres and edges in the image. 
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(a) 
(b) 
Figure 4.13. Images obtained (a) before and (b) after using the contrast enhancement 
algorithm. 
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(a) (b) 
(c) 
Figure 4.14. Sample images obtained using conventional noise reduction filters and the 
proposed speckle noise reduction algorithm, (a) Lowpass (Butterworth) filtered 
image, (b) Median filtered image, (c) Image obtained using the proposed 
morphological approach. 
Aluminum; T=6 D=0.5 W=0.: 
(b) 
Figure 4.15. Example of C-scan ultrasonic image, (a) Specimen details, (b) Corresponding C-
scan ultrasonic image. 
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(a) (b) 
(c) 
Figure 4.16. Noise reduced images, (a) Lowpass (Butterworth) filtered image, (b) Median 
filtered image, (c) Image obtained using the proposed algorithm. 
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CHAPTER 5 A NEW MORPHOLOGICAL ALGORITHM FOR 
FUSING ULTRASONIC AND EDDY CURRENT IMAGES 
This chapter describes the second stage of the overall NDE data fusion algorithm which 
involves fiision of the speckle noise reduced ultrasonic image with the eddy current image. 
The speckle noise reduced image is used to derive information relating to the locations and 
boundaries of the flaw using a morphological closing operation. The gray levels of the eddy 
current image are then superimposed within the defect regions using an AND operation to 
obtain the fused image. Simulation results obtained using the proposed data fusion algorithm 
fi-om the sample image illustrated in chapter 4 are compared with those of the multi-resolution 
decomposition technique employing LMMSE filters. A brief description of the LMMSE 
approach follows for the sake of completeness. 
Data Fusion Using LMMSE Filters 
The multi-resolution decomposition techniques employing LMMSE filters were proposed 
by Yim et al. [43,44] as a tool for fusing data. The method assumes that the measured NDE 
images can be represented using a linear model with additive random noise. The objective of 
the method is to linearly combine the noisy versions of the images in a manner, then minimizes 
the energy in the error image in the least square sense. Figure 5.1 shows a block diagram of 
the LMMSE filter for N inputs where s(t) and s(t) denote the input signal representing the 
true NDE image and the fused image representing the output of the LMMSE filter, 
respectively. The variables H/w), y/t), n/t), x/t) and G/w) depicted in Figure 5.1 denote 
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Figure 5.1. Block diagram of the LMMSE filter employing multiple inputs. 
the transfer function of degradation process, degraded signal, additive noise, the input image 
and the transfer function of desired restoration filter at the jth stage, respectively, where 1 ^  j 
< N and N denotes the total number of inputs. In case of two NDE image inputs, G/w) can be 
derived and shown to be [44]: 
JSs(coj.Q}2 ){SX (0)1.0)2 )-Sn (0)1,0)2 )} 
where 3^ (0)2,0)2 ), Sx (O)],0)2 ) andSfi (0}],(02 ) denote the power spectra of s(m,n), 
x/m,n) and nXm,n), respectively. Unfortunately it is often not easy in practice to obtain the 
transfer function associated with the degradation process and noise spectra. The problem can 
be simplified if we assume that the noise power is much smaller than that of the signal and the 
noise spectra are all identical. Under these assumptions, (5.1) can be approximated as 
JSx (0)1,0)2) 
Gj(0)1,0)2 )  = K-2 (5.2) 
I 5^.(0)1,0)2) 
i=l 
We use the results obtained using equation (5.2) to compare the performance obtained using 
the algorithm presented in this dissertation. 
Description of the Proposed Data Fusion Algorithm 
The data fusion algorithm, shown in Figure 5.2, involves combining the speckle noise 
reduced ultrasonic image with the eddy current image. We begin the process by using a 
morphological closing operation to obtain an outline of the defect from the speckle noise 
reduced ultrasonic image. The major challenge associated with this step lies in identifying a 
structuring element that is optimal in size. This is accomplished by computing the 
granulometric size distribution [61,65] using iterative closing operations with a sequence of 
structuring element sizes. 
Y(m,n) and Fi(m,n) in Figure 5.2, denote the speckle noise reduced and fused images. 
Sk(m,n) denotes the ^th structuring element in a family of structuring elements of different 
sizes. The preprocessed ultrasonic image containing the outline of the defect is thresholded to 
obtain a binary image where the defect outline pixels have a gray level 'one' while the 
background or non-defect outline pixels are tagged 'zero'. As mentioned in chapter 1, it is 
observed very often that in practice single C-scan acoustic microscopy images offer little 
information for inferring the depth of narrow cracks. Consequently such images are utilized 
largely to identify the boundary of the defect 
The morphological closing operation is capable of filling "holes" whose characteristics do 
not "match" those of the predetermined structuring element. The closing operation can be 
used, therefore, to merge the unidentified defect regions. The challenge is to determine the 
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Figure 5.2. Block diagram of the proposed morphological data fusion algorithm. 
size of the structuring element that is necessary to merge such regions effectively. We estimate 
the structuring element size by examining the granulometric size (density) distribution 
obtained by using iterative closing operations. Consider a sequence of structuring elements {5^ 
I k=0,l,2,...}, where Sk+i is a superset of Sk . Since the closing operation has the extensivity 
property, the closed image C(B, Sk+i) is also a superset of C(B, Sk)- Thus if we define N'(k) as 
the number of pixels activated in C(B,Sk), then N(k)=N'(k)/M^, called the granulometric size 
distribution, is a nondecreasing function of k, where is the total number of pixels in the 
image. Here, N(0) is the fraction of pixels activated in the binary image B itself. The 
granulometric size density can be computed using p(k)=fN(k+l)-N(k)). The optimal size of 
the structuring element can be determined by looking for abrupt transitions in the 
granulometric size density. After identifying the appropriate structuring element size Sp(m,n), 
binary closing operations are performed to restore the defect regions. Figures 5.3(a) and (b) 
show the original ultrasonic and eddy current images obtained from the specimen shown in 
Figure 4.3(a). Figure 5.4(a) and (b) show examples of granulometric size and density 
functions obtained from the image shown in Figure 5.3(a). The variable k along the horizontal 
axes in Figures 5.4(a) and (b) indicate that the size of the structuring element is (2k+l) x 
(2k+l) pixels, k=l,2 In Figure 5.4(a), the values of vertical axis represent the normalized 
numbers of pixels which are merged using binary closing operations employing structuring 
elements of size (2k+l) x (2k+l) pixels, k=l,2,.... In this example, a structuring element of 
size 5x5 pixels was determined to be optimal based on the granulometric size density 
function. A closing operation using this structuring element was performed to merge the 
unidentified defect regions in the binary image to obtain the result shown in Figure 5.4(c). The 
gray levels in the eddy current image shown in Figure 5.3(b) are then superimposed on ±e 
defect regions using an AND operation as shown in Figure 5.2. The highest gray level in the 
original eddy current image was chosen as the background level in the fused image in 
simulation. Figures 5.5(a) and (b) show sample line scans of the original ultrasonic and eddy 
current images shown in Figures 5.3(a) and (b), respectively. Figures 5.6 and 5.7 show the 
fused images and their line scans obtained using the proposed algorithm and the multi-
resolution decomposition technique, respectively. A line scan of the fused image shown in 
Figure 5.6(b) reveals the gray level transitions in the defect region. The fused image obtained 
using the proposed algorithm reveals the defect locations and their gray levels clearly 
demonstrating the effectiveness of the approach compared to the multi-resolution 
decomposition technique employing LMMSE filters. 
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(b) 
Figure 5.3. Original ultrasonic and eddy current images. 
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Figure 5.4. Granulometric size distribution and density, and restored binary image obtained 
using the algorithm shown in Figure 5.2. (a) and (b) Granulometric size 
distribution and density for the image shown in Figure 5.3(a), respectively, (c) 
Restored binary image obtained after using a closing operation employing a 
structuring element of size 5x5 pixels. 
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Figure 5.5. Line scans obtained from the original ultrasonic and eddy current images. 
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Figure 5.6. Fused image and line scan obtained from the image after using the proposed 
algorithm. 
(b) 
79 
Figure 5.7. Fused image and line scan obtained from the image after using the multi-resolution 
decomposition technique employing LMMSE filters. 
CHAPTER 6 SIMULATION RESULTS 
This chapter presents simulation results obtained using a variety of experimentally derived 
data to demonstrate the effectiveness of the speckle noise reduction and data fusion 
algorithms described in chapters 4 and 5. The chapter begins with a description of the test 
specimens used for validating the speckle noise reduction algorithm. Next, simulation results 
obtained using conventional methods such as lowpass and median filters are presented for 
comparison. Following this, the images obtained using the proposed algorithm are shown. 
Details of the test specimens used for validating the new morphological data fusion algorithm 
are also shown. Finally, the fused images obtained from ultrasonic and eddy current images 
using the proposed algorithm are presented. 
Results of the Proposed Speckle Noise Reduction Algorithm 
Figure 6.1 shows diagrams of test specimens identified as "a", "b", "c", "d", "e", 'T', "g" 
and "h". Specimen "a" consists of a 0.5 mm thick aluminum sample with approximately 0.1 
mm deep numerals of 4 mm height and lines etched on it. Specimen "b" is similar to specimen 
"a" except that it is made from stainless steel and the patterns are 0.05 mm deep. Specimen 
"c" consists of a 6 mm thick aluminum sample with 0.5 ram deep numerals of 2 mm height and 
lines etched on it. Specimens "d" is similar to specimen "c" except that it is made from 
stainless steel and the patterns are 0.05 mm deep. Specimen "e" consists of a 6 mm thick 
aluminum sample with a 0.2 mm deep and 0.2 mm wide slot machined on it. Specimen 'T' 
consists of a 6 mm thick stainless steel sample with a 1 mm deep, 0.2 mm wide and 1.3 mm 
long slot machined on it. Specimen "g" consists of a rough surfaced 12 mm thick steel sample 
with a 2 mm diameter, 0.2 mm deep flat bottomed hole. Specimen "h" was obtained by gluing 
two 2.5 mm thick machined aluminum pieces with staircase type surfaces in a complementary 
manner. 
Figure 6.2 shows the normal incidence ultrasonic acoustic microscopy images obtained 
using a 60 MHz focused transducer and a scanning step size of 40 |im. The C-scan images of 
size 256 x 256 pixels were used for validating the algorithm described in chapter 4. Images 
shown in Figures 6.2(a) through (h) correspond to the specimens shown in Figures 6.1(a) 
through (h), respectively. The scan area of each image is 10.24 x 10.24 mm". 
Figures 6.3(a) through (h) show the spectra of the original ultrasonic images shown in 
Figures 6.2(a) through (h), respectively. The lowpass filtered images shown in Figures 6.4(a) 
through (h) were obtained firom images shown in Figures 6.2 using 2nd order Butterworth 
filters. The cutoff fi-equencies of the Butterworth filters correspond to the cutoff radii equal to 
100, 110, 110, 100, 50, 40, 60, and 60 enclosing 92.5, 96.4, 94.2, 94.7, 97.4, 97.9, 93.4 and 
81.7 percent of the image power, respectively. 
Figures 6.5(a) through (h) show the corresponding median filtered images using a 
window size of 5x5 pixels. The simulation results shown in Figures 6.4 and 6.5 demonstrate 
that conventional lowpass and median filtering techniques are not effective for reducing 
speckle noise while preserving the shapes of thin features. The algorithm described in chapter 
4 was implemented using flat symmetric square-type structuring elements. 
Figures 6.6(a) through (h) show the speckle noise reduced images obtained using the 
algorithm described in chapter 4. In contrast to the results obtained using lowpass and median 
filters, the results shown in Figure 6.6 demonstrate that the proposed algorithm is capable of 
reducing speckle noise very effectively while preserving the desired features. 
Results of the Proposed Data Fusion Algorithm 
The new morphological data fusion algorithm was evaluated using ultrasonic and eddy 
current images obtained from the six test specimens. The test specimens identified as "A", 
"B", "C", 'T)", "E" and "F' as shown in Figures 6.7(a) through (f), respectively. Specimen 
"A" consists of a 0.5 ram thick stainless steel sample with 0.05 mm deep and 0.1 mm wide 
numerals and lines etched on it. Specimen "B" is similar to specimen "A" except that it 
contains different character and line patterns. Specimen "C" consists of a 6 mm thick 
aluminum plate containing a 2.5 mm deep and 0.5 mm wide slot. Specimen 'T>" is similar to 
specimen "C" except that it contains an 1 mm deep and 0.2 mm wide slot. Specimen "E" is the 
same as the specimen shown in Figure 6.1(g). Specimen "F' consists of a 0.5 mm thick 
aluminum sample with 0.1 mm deep and 0.2 mm wide characters "SC" and "lU" on the front 
and back wall, respectively and lines etched on both sides. As described in chapter 2, eddy 
current NDE test methods are effective in detecting flaws near the surface of the conductive 
test material. Ultrasonic test methods are capable of detecting flaws that are embedded deep in 
the specimen. It may be argued that additional information can be gained by combining 
information from the ultrasonic and eddy current images. This premise was verified using 
specimen "F'. Figures 6.8 and 6.9 show the corresponding 256 x 256 size ultrasonic and eddy 
current images that were used for validating the data fusion algorithm. The ultrasonic images 
were obtained using a 60 MHz focused transducer while the eddy current images were 
obtained using a Zetec© pencil-type eddy current probe (50-500 KHz) with the excitation 
frequency set at 200 KHz. A scanning step size of 40 pjn was used to obtain the images 
shown in Figures 6.8 and 6.9. 
Figure 6.10 shows the ultrasonic images obtained after reducing speckle noise. Flat 
symmetric square-type structuring elements were used in implementing the speckle noise 
reduction algorithm. Figures 6.11 and 6.12 show the granulometric size distributions and 
density functions obtained using iterative closing operations with a sequence of flat symmetric 
square-type structuring elements. As described in chapter 5. the variable along the horizontal 
axis in Figures 6.11 and 6.12 corresponds to the structuring element size. The results 
presented in Figures 6.11 and 6.12 show that the optimal sizes of the structuring elements for 
restoring the unidentified regions in ultrasonic images are 3x3, 3x3, 5x5, 3x3, 31x31 and 7x7 
pixels, respectively. Figures 6.13(a) through (f) show the restored binary images, highlighting 
the defect regions which are not identified explicitly in the C-scan ultrasonic images. Figures 
6.14(a) through (f) show the results obtained after fusing the corresponding ultrasonic and 
eddy current images. The fused images obtained using the proposed algorithm reveal the 
defect locations and their gray levels clearly. 
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Figure 6.1. Details of the test specimens used for validating the proposed speckle noise 
reduction algorithm. 
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Figure 6.1. (Continued) 
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(c) (d) 
Figure 6.2. Original C-scan ultrasonic images obtained 
6.1. 
from the specimens shown in Figure 
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Figure 6.2. (Continued) 
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Figure 6.3. Fourier spectra of the ultrasonic images shown in Figure 6.2. 
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Figure 6.3. (Continued) 
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Figure 6.4. Lowpass filtered images. Original images are shown in Figure 6.2. 
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(g) (h) 
Figure 6.4. (Continued) 
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(c) (d) 
Figure 6.5. Median filtered images. Original images are shown in Figure 6.2. 
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Figure 6.5. (Continued) 
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Figure 6.6. Speckle noise reduced images obtained using the proposed algorithm. Original 
images are shown in Figure 6.2, 
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Figure 6.6. (Continued) 
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Figure 6.7. Details of the test specimens used for validating the proposed NDE data fusion 
algorithm. 
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Figure 6.7. (Continued) 
98 
(c) (d) 
Figure 6.8. Original C-scan ultrasonic images. 
Figure 6.8. (Continued) 
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Figure 6.9. Original eddy current images. 
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Figure 6.9. (Continued) 
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(c) (d) 
Figure 6.10. Speckle noise reduced images obtained using the proposed speckle noise 
reduction algorithm. 
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Figure 6.10. (Continued) 
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Figure 6.11. Granulometric size distributions of the images obtained using iterative closing 
operations. 
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Figure 6.11. (Continued) 
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Figure 6.12. Granulometric size densities obtained using the granulometric size distributions 
shown in Figure 6.11. 
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Figure 6.13. Restored binary images. 
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Figure 6.13. (Continued) 
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Figure 6.14. Fused images obtained using the proposed NDE data fusion algorithm. 
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Figure 6.14. (Continued) 
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CHAPTER 7 PERFORMANCE EVALUATION 
This chapter focuses on evaluating the performance of the speckle noise reduction and 
data fusion algorithms described in chapters 4 and 5. The chapter begins with a description of 
the procedure used for evaluating the performance of the speckle noise reduction algorithm. 
The performance of the algorithm is then compared with those obtained using lowpass and 
median filters. Next, the performance of the data fusion algorithm is compared with that 
obtained using the multi-resolution decomposition technique employing the LMMSE filter 
approach. 
Performance of the Proposed Speckle Noise Reduction Algorithm 
It is common practice to employ a noise firee reference image to measure and compare the 
effectiveness of noise reduction algorithms. The degraded image is typically obtained by 
adding random noise to the reference image. The noisy image is then restored using the new 
algorithm. The performance of the algorithm is then evaluated by computing such measures 
as the mean squared error (MSE) using the reference and restored images. In NDE image 
processing applications, it is difficult to obtain a clean reference image due to noise 
introduced by the measurement system and the speckle noise/clutter caused by the 
microstructure of the material under test. Consequently we are forced to assume an 
appropriate reference image to evaluate the performance of the proposed algorithm 
quantitatively. 
In this dissertation we use the speckle noise reduced images as reference images and 
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superimpose additive Gaussian random noise to obtain the "degraded" or "corrupted" image. 
Figure 7.1 summarizes the performance evaluation procedure that includes the method used 
for generating the noise corrupted image. The procedure is initiated by addiog a small amount 
of noise to the reference image. The MSE between the reference and degraded images is then 
calculated. If the MSE of the degraded image is less than that of the measured original image, 
the additive noise level is increased iteratively until the MSE of degraded image is close to 
that of the measured original image. Images shown in Figures 7.2(a) through (n) show noise 
corrupted images obtained from images shown in Figures 6.6(a) through (h), 6.10(a) through 
(f) (except (e)), and 4.14(c), respectively. Table 7.1 shows the MSE of the measured original 
(Figures 6.2, 6.8(a) through (f) (except (e)), and 4.3(b)) and the degraded images (Figure 
7.2). One could argue that at least in the MSE sense, the degraded images are similar to the 
original images. Figures 7.3(a) through (n) show histograms of the degraded images shown in 
Figures 7.2(a) through (n), respectively. In order to compare the gray level distributions of the 
degraded images with the measured original images. Figures 7.4(a) through (n) show 
histograms of the measured original images shown in Figures 6.6(a) through (h), 6.10(a) 
through (f) (except (e)), and 4.14(c), respectively. These histograms show that the gray level 
distribution of the two sets of images are approximately the same. 
Figures 7.5(a) through (n) show the speckle noise reduced images obtained from images 
shown in Figures 7.2(a) through (n), respectively, using the proposed speckle noise reduction 
algorithm. If the reference and processed image functions are denoted by G(m,n) and Y(m,n), 
respectively, the MSE is defined as 
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\ M N -
MSE = — 1 (7.1) 
i=i y=i 
where M and N denote the image sizes along the horizontal and vertical directions. Table 7.2 
shows the MSE obtained as a result of processing the images corrupted by Gaussian noise 
with lowpass and median filters as well as the algorithm described in chapter 4. 
It is evident that the use of the proposed algorithm results in a much lower MSE 
compared with those obtained with lowpass and median filters. Three alternate definitions of 
signal-to-noise ratio (SNR) were also used to evaluate the performance of the algorithm 
quantitatively [100]: 
<T^ 
SNRi=10logjo—(dB) 
J M N __ J M N (7.2) 
= 7^ I — S ^ GdJ) 
1 =  1 J-1 1=1 J=1 
J M N 
SNR2 = 10 log 10 (dB) (7.3) 
PSNR = lOlogio (dB) (7.4) 
Tables 7.3 through 7.5 summarize the results obtained using the three definitions. These 
results demonstrate that the proposed algorithm offers superior SNR compared to lowpass 
and median filters. In the case of the image shown in Figure 7.2(b) where the gray levels of 
defect features are comparable to those of noise, the peak SNR (PSNR) as defined by 
equation (7.4) of the images processed by lowpass filter, median filter and the proposed 
algorithm are 7.25, 7.36 and 17.08 dB, respectively. Similarly in the case of the image shown 
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in Figure 7.2(f) where the defect features are clearly distinguishable from noise, the PSNR of 
images obtained by using lowpass and median filters, and the proposed algorithm are 
14.51, 14.69 and 41.69 dB, respectively. In summary, the increase in PSNR resulting from the 
use of the proposed algorithm for the images shown in Figure 7.2 ranges from about 6 to 27 
dB. 
Performance of the Proposed NDE Data Fusion Algorithm 
Simulation results obtained using the multi-resolution decomposition technique 
employing LMMSE filters are presented for comparison with results obtained by employing 
the data fusion algorithm using morphological approaches. Figures 7.6(a) through (!) show 
fused images obtained from images shown in Figures 6.8 and 6.9(a) through (f), respectively, 
using the multi-resolution decomposition technique. As shown in Figure 7.6, the results do not 
combine the complementary information effectively. The complementary includes information 
about the depth of the defect contained in the eddy current image and information pertaining 
to the boundaries of the defect that is contained in the ultrasonic image. In addition, the 
speckle noise in the ultrasonic image is also fused thereby degrading the results. Figure 6.14 
shows the images fused from the images shown in Figures 6.8 and 6.9 using the proposed 
algorithm. The fused images shown in Figure 6.14 demonstrate the effectiveness of the 
algorithm. The resulting images show that the algorithm combines information relating to 
locations and boundaries of the defect obtained from the ultrasonic images with the depth 
information derived from the eddy current image. The result also indicates that image 
obtained using the proposed algorithm shown in Figure 6.14(f) provides a greater level of 
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information than either the ultrasonic or eddy current image. Figures 7.7 and 7.8 show line 
scans obtained from the original ultrasonic and eddy current images. Figure 7.9 shows the line 
scans obtained from the fused images. These line scans reveal the gray level transitions in the 
defect regions very clearly. 
No MSEd < MSEe 
Yes 
Original ultrasonic image 
Calculate 
mean square 
error (MSEe) 
Calculate 
mean square 
error (MSEd) 
Calculate performance 
evaluation indices 
Generate Gaussian 
noise and increase 
the noise amplitude 
Generate image corrupted with 
additive Gaussian noise 
Apply the proposed algorithm and 
generate speckle noise reduced image 
Apply the proposed speckle noise 
reduction algorithm and generate 
the assumed defect image 
Figure 7.1. Procedure for evaluating the performance of the proposed speckle noise reduction 
algorithm. 
117 
Table 7.1. Comparison of MSE of the measured original and degraded images. 
Reference Image Measured Original Image Degraded Image 
Figure 6.6(a) 4918 4985 
Figure 6.6(b) 12210 12228 
Figure 6.6(c) 4667 4732 
Figure 6.6(d) 6238 6295 
Figure 6.6(e) 3362 3434 
Figure 6.6(f) 2258 2346 
Figure 6.6(g) 5824 5911 
Figure 6.6(h) 2993 3023 
Figure 6.10(a) 2381 2479 
Figure 6.10(b) 2956 2970 
Figure 6.10(c) 5210 5249 
Figure 6.10(d) 8738 8804 
Figure 6.10(f) 2884 2953 
Figure 4.14(c) 2624 2668 
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(c) (d) 
Figure 7.2. Noise corrupted images. 
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Figure 7.2. (Continued) 
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Figure 7.2. (Continued) 
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(n) 
Figure 7.2. (continued) 
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(c) (d) 
Figure 7.3. Histograms of the noise corrupted images. Images are shown in Figure 7.2. 
Figure 7.3. (Continued) 
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Figure 7.4. Histograms of the original ultrasonic images. 
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Figure 7.5. Speckle noise reduced images. 
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Figure 7.5. (Continued) 
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Figure 7.5. (Continued) 
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Table 7.2. Comparison of performance using MSE as a performance index. 
Reference Image Lowpass Filter Median Filter Proposed Algorithm 
Figure 6.6(a) 6915 5806 205 
Figure 6.6(b) 12144 11842 1265 
Figure 6.6(c) 6112 5390 193 
Figure 6.6(d) 7229 6456 256 
Figure 6.6(e) 3512 3278 13 
Figure 6.6(f) 2285 2190 4 
Figure 6.6(g) 5634 5554 84 
Figure 6.6(h) 2993 2726 685 
Figure 6.10(a) 3894 2763 99 
Figure 6.10(b) 4886 3244 74 
Figure 6.10(c) 5576 5136 53 
Figure 6.10(d) 8511 8460 160 
Figure 6.10(0 4431 3070 226 
Figure 4.14(c) 2721 2625 17 
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Table 7.3. Comparison of performance using SNRt(dB) as a performance index. 
Reference Image Lowpass Filter Median Filter Proposed Algorithm 
Figure 6.6(a) -0.77 -0.01 14.52 
Figure 6.6(b) -6.13 -6.02 3.69 
Figure 6.6(c) -1.18 -0.63 13.82 
Figure 6.6(d) -2.97 -2.48 11.54 
Figure 6.6(e) -6.60 -6.30 17.69 
Figure 6.6(f) -12.33 -12.15 14.85 
Figure 6.6(g) -15.68 -15.62 2.61 
Figure 6.6(h) 1.79 4.25 10.25 
Figure 6.10(a) -0.21 1.28 15.74 
Figure 6.10(b) -0.44 1.42 17.82 
Figure 6.10(c) -4.93 -4.57 15.26 
Figure 6.10(d) -11.53 -11.50 5.73 
Figure 6.10(f) -1.13 0.47 11.80 
Figure 4.14(c) -7.42 -7.26 14.52 
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Table 7.4. Comparison of perfonnance using SNRzCdB) as a performance index. 
Reference Image Lowpass Filter Median Filter Proposed Algorithm 
Figure 6.6(a) 5.63 6.46 24.07 
Figure 6.6(b) 1.83 2.03 16.70 
Figure 6.6(c) 6.69 7.33 24.60 
Figure 6.6(d) 5.62 6.18 23.52 
Figure 6.6(e) 10.22 10.61 36.84 
Figure 6.6(f) 12.66 12.89 41.67 
Figure 6.6(g) 7.46 7.48 28.79 
Figure 6.6(h) 5.39 8.24 16.85 
Figure 6.10(a) 9.41 10.97 27.38 
Figure 6.10(b) 7.98 9.95 28.64 
Figure 6.10(c) 7.50 7.98 30.62 
Figure 6.10(d) 4.83 4.90 25.98 
Figure 6.10(f) 8.43 10.05 23.62 
Figure 4.14(c) 11.74 11.86 35.62 
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Table 7.5. Comparison of performance using PSNR(ciB) as a performance index. 
Reference Image Lowpass Filter Median Rlter Proposed Algorithm 
Figure 6.6(a) 9.70 10.46 24.98 
Figure 6.6(b) 7.25 7.36 17.08 
Figure 6.6(c) 10.23 10.78 25.23 
Figure 6.6(d) 9.51 10.00 24.01 
Figure 6.6(e) 12.64 12.94 36.93 
Figure 6.6(f) 14.51 14.69 41.69 
Figure 6.6(g) 10.59 10.65 28.88 
Figure 6.6(h) 11.28 13.74 19.74 
Figure 6.10(a) 12.19 13.68 28.15 
Figure 6.10(b) 11.12 12.99 29.39 
Figure 6.10(c) 10.63 10.99 30.83 
Figure 6.10(d) 8.80 8.82 26.06 
Figure 6.10(f) 11.63 13.22 24.56 
Figure 4.14(c) 13.79 13.94 35.72 
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(c) (d) 
Figure 7.6. Fused images obtained using multi-resolution decomposition techniques employing 
LMMSE filters. 
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Figure 7.6. (Continued) 
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Figure 7.7. Line scans obtained from the original ultrasonic images. 
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Figure 7.7. (Continued) 
Figure 7.8. Line scans of the original eddy current images. 
143 
250 
200 
150 
100 
100 ISO 200 250 
(e) 
250 
200 
ISO 
100 
100 ISO 200 250 
(f) 
Figure 7.8. (Continued) 
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Figure 7.9. Line scans obtained from the fused images. 
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Figure 7.9. (Continued) 
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CHAPTER 8 CONCLUSIONS AND FUTURE WORK 
Soimnary of Contributions 
The two main contributions described in this dissertation are: (1) A new NDE data fiision 
algorithm using morphological approaches (2) A new morphological algorithm for reducing 
speckle noise in ultrasonic images which is used as a part of the preprocessing step. These 
algorithms have been implemented and evaluated. The simulation results obtained fi-om a 
variety of experimentally derived ultrasonic and eddy current NDE images demonstrate that 
the proposed algorithm offers excellent results. The approach clearly illustrates the benefits of 
fusing data fi-om a heterogeneous set of sensors. In addition, the simulation results show that 
the noise reduction algorithm is capable of minimizing speckle noise very effectively without 
losing thin features such as those due to thin cracks in ultrasonic images. 
Summary of Dissertation 
A new NDE data fusion strategy using morphological approaches has been developed. As 
part of the preprocessing step, a new morphological algorithm for reducing speckle noise in 
ultrasonic images is also presented. 
In developing an efficient NDE data fusion algorithm, it is important to understand the 
fundamental capabilities and limitations of the NDE test methods. Chapter 2 describes the 
fundamentals of ultrasonic and eddy current test methods. The capabilities and limitations of 
each method are illustrated and discussed using experimentally derived ultrasonic and eddy 
current images. 
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Fundamental operations of binary and gray scale morphologies in image processing are 
reviewed in chapter 3. Their mathematical definitions and algebraic properties are described 
briefly. The advantages and disadvantages of the conventional morphological noise reduction 
filters are illustrated. 
In chapter 4, a new NDE data fiision method using morphological approaches is 
developed. A new morphological algorithm for reducing speckle noise in ultrasonic images is 
also presented in this chapter. The proposed speckle noise reduction algorithm is described in 
detail using block diagrams. 
Chapter 5 describes the proposed new morphological data fusion technique which 
represents the second stage in the fusion algorithm. 
Chapter 6 shows simulation results obtained from a variety of experimentally derived 
data. 
In chapter 7 a procedure for evaluating the performance of the proposed speckle noise 
reduction algorithm is presented. The performance of the proposed algorithm is compared 
with those obtained using the lowpass and median filters. The performance of the data fusion 
algorithm is compared with that obtained using the multi-resolution decomposition technique. 
The MSE of the proposed speckle noise reduction algorithm is much lower than those 
obtained using lowpass and median filters. The increase in peak signal-to-noise ratios (PSNR) 
ranges from 6 to 27 dB in the simulation snidies. 
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Future work 
This dissertation presents an efficient strategy for fusing NDE data from ultrasonic and 
eddy current images. The proposed algorithm is an incremental step towards the development 
of a comprehensive algorithm for NDE data fusion. As is the case with other existing 
algorithms, the proposed algorithm may not be perfect for all applications. 
First, lift-off variations in eddy current images affect the performance of the algorithm. A 
procedure for compensating for such lift-off variations has to be developed. Second, 
significant misalignments between the ultrasonic and eddy current images may result in 
incorrect estimates of defect depth or boundary. Issues such as image registration must be 
addressed as part of future work in this area. Algorithms developed for these purpose can be 
used for making data fiision approach far more robust 
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APPENDIX MATHEMATICAL DESCRIPTION OF RESIDUAL 
IMAGES 
The mathematical expressions involved in arriving at the residual image can be derived as 
follows: In Figure 4.4, the kth residual image is given by 
Rl^(m,n) = Ci^(m,n)-Ci^_lim,n) (A.1) 
where CK(m,n) and CK-i(m,n) denote the M and (k-1)^ closing operation outputs of the 
structuring elements 5k and Sk-i, respectively. If we assume that an image can be modeled as a 
set of objects containing various sizes, then the image can be expressed as 
G = /  Ut(mt,nt) I (mt.rit )eDu , t = l, ... , NlJ (A.2) t 
where Lh (mt,nt) and Dut denote an object image function and the corresponding domain, 
respectively and Nl is the index for the largest object. Here, we assume that (image size Ut) < 
(image size Ut+i), for t= 1, Nl-1. Substituting (A.2) into equation (3.27) of chapter 3 and 
then the result into (A.1) for k=l yields: 
= Q - G  
=  m i n [ m a x { ( C / , ( m , / I f H - y , )  1  =  
^ Ds^}- {it. Jt )l (it Jt)^ ] 
-(t/,(m,,/i,)l(mr = l,...,iV^) 
= {min[max{t/,(m, -pf +/,,n,-q^ +7,) +5i(p,,^,)!(/?,,^,) e } 
-SiiitJt)\iitJt)^ Ds^ ]-Ujimj,nt)[imj,nt)&Du^ j = l,...,NL} 
If objects in an image are equal to or greater than the size of the predetermined structuring 
element, the objects survive at the output of closing operation. Thus the subtraction of 
original input image G from the output of closed image results in an image containing objects 
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that do not fit into the predetermined structuring element. Hence, mathematically (A.3) can be 
rewritten as 
Rl(nL,n) = 
[min{max(C/,(m, - Pi +ii,n, -^i + A) + ) 
-Si(ii,ji)Kii,ji)eDs^}-Ui(ntt,n,)\(mt,nj)eDu^], t = l 
0 
(A.4) 
From (A.4) we know that the residual image /?/ contains objects which fit into Sj. An image 
that does not fit into S/ is set to zero. Similarly the residual image function Jit at the Ath step 
can be expressed as 
Rlf.(m,n) = -
[min{max(U t(mt - Pk +ik'nt -qk+Jk)+Sk( Pk'Qk )^(Pk'^k D5 j 
-Sk^kJk )\(k'Jk }-Ut(mt,nt )\(mt,nt )qDu ], t = k 
0 (m,n)eDij ,t ^  k 
(A.5) 
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