Unlike well-established parameter estimation, function estimation faces conceptual and mathematical difficulties despite its enormous potential utility. We establish the fundamental error bounds on function estimation in quantum metrology for a spatially varying phase operator. In the estimation of a function under the constraint of the qth-order differentiability and N samples, the root-mean-square error of the estimation is proved to scale as O(N −q/(2q+1) ) for the standard quantum limit and O(N −q/(q+1) ) for the Heisenberg limit. Moreover, we show that these bounds can be saturated for 0 < q ≤ 1 by two different methods: one by position states and the other by wavenumber states, where the regularity is given by the Hölder condition. This fact indicates that the quantum metrology on functions is also subject to the Nyquist-Shannon sampling theorem, even if classical detection is replaced by quantum measurement.
Accurate estimation of signals with a limited amount of resource is a fundamental task in experiments such as gravitational wave detection [1, 2] and atomic clocks [3] . Quantum metrology has made profound contribution to this task by demonstrating a non-classical scaling of the estimation error [4] [5] [6] [7] [8] . For the case of parameter estimation, the standard quantum limit (SQL) δ = O(N −1/2 ) bounds the estimation error for N separable probes, and the Heisenberg limit δ = O(N −1 ) can be achieved for N entangled probes. These error scalings hold regardless of whether the parameter of interest is a scalar or a vector [9] [10] [11] [12] [13] [14] .
On the other hand, weaker error scalings are implied when the parameter of interest varies over space and/or time. Such a problem can be categorized into function estimation and has been investigated in terms of the signal detection theory in Refs. [15] [16] [17] [18] [19] [20] , where the signal of interest is assumed to be Gaussian. The demonstration of such nonconventional limits has recently become within experimental reach due to realization of, e.g. high-N00N states [21] and optical phase tracking [22] . Although the detection theory is applicable to stochastic noises, it does not support the case where the relevant parameter is not Gaussian-distributed, which is often the case with quantum imaging for nanostructured materials [23] [24] [25] [26] , optical images [27, 28] , and so on.
In this Letter, we present a fundamental framework of quantum metrology on functions.
Unlike parametric estimation, function estimation involves infinite degrees of freedom and inevitably requires further assumptions on the target function. We treat this problem on a minimalistic way, in which only the smoothness of the function is required a priori. We find that, given that the function has a moderate qth-order differential, the Heisenberg limit O(N −q/(q+1) ) can be achieved, where q may be non-integer via Hölder condition.
Our framework leads to analysis of the estimation errors of data series, provided that overall information on their smoothness is given. This includes the previous results on
Gaussian processes through computation of their smoothness [29] , as demonstrated later.
The data series need neither have a prior distribution nor even be continuous, such as a discontinuous sample with a finite number of change points [25, 26] . Moreover, we have found that the error limit can equally be saturated by using either the position state or the wavenumber state. This result implies the equivalence between space discretization and momentum cutoff in quantum information processing, reminiscent of the Nyquist-Shannon sampling theorem in classical statistics.
Setup. We consider estimation of a field ϕ(x) that varies over a one-dimensional space 0 ≤ x ≤ L. The periodic boundary ϕ(x + L) = ϕ(x) is assumed; however, similar results can be obtained with open boundaries. The unit-time evolution of this field due to a timedevelopment operatorÛ ϕ is assumed to shift the phase of a particle at position x by −ϕ(x).
As depicted in Fig. 1 , we prepare a multi-particle state as a probe, which evolves according to the unitaryÛ ϕ and then is measured. The unknown field is estimated to beφ(x) on the basis of this measurement result. The estimation scheme should be chosen so that the estimated fieldφ(x) is as close to the true field ϕ(x) as possible.
The distance between the two functions ϕ andφ is measured by the mean-square periodic error (MSPE) [30] :
where [θ] 2π := min n∈Z |θ − 2πn| denotes the minimum modulus modulo 2π. To evaluate the quality of estimation, we take the stochastic average ofφ and focus on the worst case with respect to ϕ:
Here, the function class C need be specified according to the prior knowledge of ϕ. This is to be contrasted with the Gaussian process estimation, in which not onlyφ but also ϕ is stochastic.
Therefore, we fix a parameter q > 0 and suppose that the function ϕ is q-time differentiable. For an integral q, the function class C = C q (M) can be defined under the following phase-shifting gateÛ ϕ input probe state
FIG. 1: (Color online) Schematic illustration of quantum estimation on functions. First, some multi-particle state is prepared as an input probe state. Then, the state passes through a phaseshifting gateÛ ϕ generated by a spatially varying field ϕ(x) which we want to know. Finally, the output probe state is measured, whence the estimated fieldφ(x) is computed.
condition:
We may generalize the definition (3) to a general q > 0 by invoking the Hölder condition [31] . The new class C q (M, a) with a fixed a > 0 is conditioned as
where we have decomposed the number q into the integer and non-integer parts:
By this definition, we imply that the Taylor expansion of ϕ(x + ǫ) around x has a residual term of O(ǫ q ). In particular for 0 < q ≤ 1 (i.e. m = 0), the function oscillates in O(ǫ q ) when the position x varies in O(ǫ).
Standard quantum limit. We begin by presenting the standard quantum limit, from which the Heisenberg limit can also be derived by scaling analysis. Assuming that no pair of particles is entangled, we will derive the lower bound on the MSPE scaling as
, where N denotes the number of particles used for the estimation.
To show this, we Fourier-transform the function ϕ(x) into the wavenumber space {ϕ k }:
with the Fourier basis e k (x) = exp(2πikx/L). Noting that ϕ −k = ϕ * k is required for ϕ(x) to be real, ϕ ∈ C q (M) if and only if
A condition similar to (7) holds for the class C q (M, a):
Conditions (7) and (8) imply the suppression of the high-wavenumber component
To utilize the known results in the discrete parameter estimation [11, 32] , we focus on a finite-dimensional subspace. Using a K-dimensional vector u = (u 1 , . . . , u K ), we parametrize the function ϕ as
There exists some ρ > 0 such that ϕ u ∈ C for any u ≤ ρ. With sufficiently high wavenumber K ≫ a −1 , which holds for sufficiently large N, we can set ρ to be (2π) −m MK −q . Since ρ = o(1), the estimation error δ 2 u = E ũ − u 2 for the vector u does not exceed the MSPE for the field ϕ. Hence, a lower bound on δ 2 u is also a lower bound on the MSPE. As we have reduced the problem to the vector parameter estimation, the error can be evaluated by the quantum Cramér-Rao bound (QCRB) [33, 34] . With the output probe |ψ u for the true function ϕ = ϕ u , the estimation error of u is bounded by the Bures metric
If the estimatorũ is unbiased, i.e. if the stochastic average ofũ equals u, there exists a uniform bound
on the squared error δ 2 u . Since the standard quantum limit [35] bounds the Fisher information from above as [J(u)] jj ≤ 8N for each 1 ≤ j ≤ K, we obtain the uniform, unbiased bound
This error bound no longer holds for a possibly biased estimator. Instead, we provide a bound on the worst-case error [48] :
Since this QCRB holds for any integer K ≥ 1, we choose K that gives the maximal error bound δ WBB . This is satisfied when ρ and δ UUB are comparable to each other, which holds
. Hence the standard quantum limit (SQL) is given as
with a lower bound on the constant factor:
Heisenberg limit. We consider the case in which entanglement between at most ν ( ≥ 1) particles is allowed. It is known that the quantum information of a probe state is maximal when their wavefunction is completely symmetric [37] . With an appropriate ν-partite symmetric wavefunction, the problem becomes equivalent to the estimation of the effective phase νϕ(x) with ν −1 N separate particles.
Since the function of interest ϕ is replaced by its effective one νϕ, the MSPE δ 2 and the normalization constant M are replaced by ν 2 δ 2 and νM, respectively. This argument leads to a generalized limit:
To obtain the estimate of ϕ from that of νϕ, we need to resolve the phase ambiguity by 2π/ν. For this purpose, the left-hand side of (14) should not exceed π 2 , giving
With the maximal ν substituted in (14), we obtain the Heisenberg limit
where the constant c 2 is at least (π −2 c 1 )
Comparison with Gaussian signal estimation. The error bounds we have obtained here is related to that of the Gaussian signal estimation [18, 20, 38] , in which the time-dependent phase ϕ t is subject to a Gaussian process with the power spectrum I(ω) ∼ |ω| −p . The MSPE δ 2 of an instantaneous phase ϕ t=0 is bounded by the photon flux N as δ 2 = O(N −X ), where
for a coherent light and X =
for a squeezed light [20] . This can exactly be mapped into the SQL O(N −2q/(2q+1) ) and the Heisenberg limit O(N −2q/(q+1) ) in our study, by setting p = 2q + 1.
In fact, almost all sample functions of the Gaussian process ϕ t become q-times differentiable [29, 39] . Formally, there exists M > 0 such that
for any t and sufficiently small ǫ > 0, where q = m + σ is defined in the same way as in (4).
By taking a large time span L, the estimation error of the Gaussian process ϕ t is subject to the quantum metrology of the C q class.
Estimation methods. We have so far seen the lower bounds on the estimation error satisfied by any estimation method. In this Letter, we provide two theoretical methods that can saturate the SQL or the Heisenberg limit on certain conditions. We show that, though two methods take different approaches to the unknown field, their estimation errors for 0 < q ≤ 1 are equivalent up to a prefactor of O(1).
Position-state (PS) method
We estimate the phases ϕ j = ϕ(x j ) at discrete points x 1 , . . . , x N by using the position states |x=x j . Then, the estimated fieldφ(x) is obtained by smoothing the estimated discrete phasesφ 1 , . . . ,φ N .
Wavenumber-state (WS) method We prepare N copies of the wavefunction ψ(x) ∝ e iϕ(x) from the field ϕ(x) by using the zero-wavenumber state. The wavefunction itself is measured by the quantum tomography on a low-wavenumber subspace.
Position-state method. The PS method can be used for an arbitrary q > 0, provided that the estimated field is relatively small, say, |ϕ(x)| ≤ π/3 for all x. In this case, we can circumvent the phase wrapping problem and employ an analogue to the kernel density estimation [40] .
In the first step, we sample
, where the number 0 ≤ θ < 1 is randomly chosen to mitigate the estimation error. Next, the phase ϕ j = ϕ(x j ) at each sample point x j is measured by using N p = N/N ′ particles localized at x j . The bound on the estimation error δ ind of each estimated phaseφ j is known [7, 41] as it is quantum metrology on a scalar. It is subject to either the SQL
p ), depending on whether the interparticle entanglement is forbidden or not.
Let us denote byφ j the estimator of ϕ j . The last step is to compute the estimated field ϕ(x) by local linear smoothing [42] 
We refer to the Supplemental Material [36] for the construction of these functions. We note that the functions f j (x) should be localized at x j within a certain lengthscale l = αL, by which we mean f j (x) = 0 for |x − x j | > l.
The estimation error can be decomposed into the statistical part δ
denotes the stochastic average ofφ(x).
We note that each of the estimated phaseφ j contributes to ϕ * (x) only if |x − x j | ≤ l is satisfied. The deterministic error δ 2 det arises from the residual term of the Taylor expansion within the width l = αL [36] , which results in
Moreover, we also see that each ϕ * (x) is locally a linear combination of αN ′ estimated phases, which yields [36]
where X = 1 for the SQL and X = 2 for the Heisenberg limit. Note, however, that N ′ should be large enough so that a sufficient number of sampling points exist over the length scale l. This means that N l = αN ′ needs to be some constant that depends only on q. Thus, the statistical error in this case is modified as
The optimal error is determined from the trade-off between (20) and (22); substitution of X = 1 or X = 2 results in
for the SQL and
for the Heisenberg limit.
Wavenumber-state method. For 0 < q ≤ 1, the WS method is as accurate as the PS method, but works without the assumption of small ϕ(x). In this method, the probe state is the equal superposition of the vacuum and a one-particle wavefunction. We set the input wavefunction to be ψ in (x) = 1, which turns into ψ out (x) = e iϕ(x) after the unitary evolution.
In terms of the output state |S ϕ , an upper bound on the MSPE is given as
Hence, we can measure the unknown field with a low MSPE by identifying the output state with high fidelity.
The quantum state |S ϕ can be measured in the following manner: first, we conduct some projection P K onto the subspace of wavenumbers k such that |k| ≤ 2πK/L. After the postselection we obtain the state |S * ϕ ∝ P K |S ϕ in a (2K + 1)-dimensional Hilbert space, which can be identified by quantum-tomographic measurements.
The estimation error consists of the postselection error δ 2 PS and the quantum-tomographic error δ 2 QT :
Here, Eq. (26) can be derived from the nature of the C q -class function [43, 44] , while Eq. (27) is the results of the finite-dimensional tomography [45] , as we describe in the Supplemental
Material [36] for detail.
It can straightforwardly be seen that the error δ We can also saturate the Heisenberg limit by using the WS method. We recall that, with ν-body entanglement, the problem reduces to estimation of the phase νϕ(x) with ν −1 N unentangled particles. The problem is that we need to eliminate the phase ambiguity modulo 2π/ν with increasing ν. This can be done without using the regularity of the function ϕ by applying Kitaev's method [36, 41] We consider a situation in which the number of entangled particles ν = 2 k varies from k = 0 to k = µ, where 2
the upper bound on ν in (15) . Then, we can resolve the phase at the precision of π/2 µ at k = µ by using the results of k = 0, 1, . . . , µ − 1, and thereby achieving the Heisenberg limit
Conclusion and outlook. In this Letter, we have established the fundamental limits
on estimating a function with bounded qth-order differential. The mean-square error δ 2 is bounded from below by O (M 1/q N −1 ) 2q/(2q+1) in the standard quantum limit and
2q/(q+1) in the Heisenberg limit. These results are consistent with the previous studies on the signal estimation in quantum optics [18, 20] . We have also presented two theoretical methods of the functional quantum metrology, both of which saturate the fundamental limits for 0 < q ≤ 1. Of these methods, the position-state method is also valid for q > 1; the wavenumber-state method fails for q > 1 but is robust for large phases.
The framework presented here will lead to further quantum information-theoretic analysis on functions. An interesting example is the quantum version of the Nyquist-Shannon sampling theorem: the exact equivalence between the position-and wavenumber-states in the signal detection, including the O(1) prefactor that has remained undetermined. Another prospect of research is the quantum field theory (QFT), in which the dynamics of interest involves infinite degrees of freedom. With our framework, quantum metrology may serve as a tool to evaluate the effect of QFT analysis such as the continuum limit in the lattice gauge theory [46] or the UV cutoff in renormalization theory [47] .
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I. BIASED CRAMÉR-RAO BOUND
In this section, we prove the biased Cramér-Rao bound given in (12) in the main text.
Given a quantum state |ψ u defined over u ∈ R K , one is required to compute the estimator u such that the expected squared error
is small, where E[X | Y ] is the expectation value of X conditioned on the parameter Y . In particular, we are interested in the worst-case error with respect to the target parameter u satisfying u ≤ ρ with a prescribed radius ρ. Let u * = E[ũ | u] be the stochastic average of the estimator. When the estimation is unbiased, i.e. u * = u, the error bound is given by the Fisher information J(u):
where the first inequality is the Cramér-Rao inequality and the second follows from CauchySchwartz inequality. Thus we find a uniform, unbiased bound δ 2 UUB :
and hence δ 2 u ≥ δ 2 UUB holds for any u ≤ ρ. In general, however, the estimator may be biased: u * = u. In this case, the squared error can be decomposed into two terms:
where the first term is the deterministic part called the bias and the second term is the stochastic part called the variance. The unbiased error bound can be applied only to the latter, giving
where [D(u)] jk = ∂u * k /∂u j is the Jacobian for the transformation u → u * . Since the numerator of the lower bound depends on u, it is possible that the estimation error is lower than δ 2 UUB given in (3) for some u at the cost of augmented errors for another u. Therefore, we need to handle the worst-case (maximum) error for a biased estimator, as opposed to the uniform (minimum) error for an unbiased estimator. In particular, we show the following theorem: Theorem 1. We define the worst-case biased bound δ
WBB holds for at least one u such that u ≤ ρ.
Proof. Let us assume the contrary, and suppose that
holds for some u ≤ ρ. By (3), (4), and (5), the estimation error is bounded as
Therefore, the inequality (7) implies
Now, we consider the average of tr D(u)/K over the K-dimensional ball u ≤ ρ with volume V ρ K . Since tr D(u) = ∇ u · u * , we may employ the divergence theorem to obtain
Here n = u/ρ is the normal vector of the (K − 1)-dimensional sphere u = ρ with area
On the other hand, combining inequalities (9) and (10) gives
theorem is proved by contradiction.
II. POSITION-STATE METHOD
In this section, the rigorous formulation of the position-state (PS) method is presented.
We recall that the estimatorφ j for each of the discrete phase ϕ j = ϕ(x j ) is obtained from
The estimated field can be written in a linear combination ofφ j ,
as in the main text. Here, the functions f j (x) are used to smoothly interpolate the estimated phases and are required to vanish for |x − x j | > αL. Note, however, that the functions f j (x) themselves can be discontinuous. We consider such functions in the following form:
where α = n/N ′ for some fixed integer n.
The function h(y) is the main focus in this section; it must fulfill the following three requirements so that the statistical error δ We show that the error can be bounded by using the above requirements. To begin with, the statistical error can be computed as
where δ 2 j,stat is the statistical error for the individualφ j . The estimation error of a single phase scales as δ 2 j,stat = O(N −X p ), where X = 1 for the SQL and X = 2 for the Heisenberg limit. Therefore, we obtain
which gives Eq. (22) in the main text.
Next, we examine the deterministic error. The Taylor expansion of ϕ(x j ) around x gives
However, Eq. (16) implies that
Hence the Taylor series is canceled in the sum:
Now, the remaining terms become
By taking the stochastic average of the offset parameter θ in the definition of x j = (j + θ)(L/N ′ ), we can replace the average over x j 's with the integration over 0 ≤ x ′ ≤ L, giving
Here we have used the fact that the function h vanishes for |x j − x| > αL, and we have integrated out x ′ in obtaining the second line. Therefore,
which reduces to δ
III. WAVENUMBER-STATE METHOD
In this section, we provide the wavenumber-state method in the main text with a number of complementary arguments. First, we show the relation between the MSPE of the estimation and the infidelity of quantum states. We recall that the output state |S ϕ = 1 √ 2 (|0 + |ψ out ) consists of the vacuum and the one-particle wavefunction ψ out (x) = e iϕ(x) .
Hence we have
which gives inequality (25) in the main text. Moreover, an arbitrary state |T satisfies
and therefore
We see that the postselection error δ
The right-hand side of this equation is equal to the squared amplitude of the highwavenumber components of the wavefunction ψ(
holds for any real ϕ 1 , ϕ 2 , the Hölder-class property of ϕ is inherited by ψ:
Therefore, the convergence of the Fourier series of ψ can be evaluated according to Ref. [1] .
Unfortunately, the wavenumber-state method cannot be applied for the class C q with q > 1. This owes to the fact that the approximation e iϕ(x) ≈ 1 + iϕ(x) does not hold beyond the first derivative in x. To be more concrete, we cannot generalize the equation in (33) for
Nevertheless, we may achieve the SQL when the phase modulation is sufficiently small so that the approximation e iϕ(x) ≈ 1 + iϕ(x) remains valid. To be specific, if we impose the
and assume that the bound A satisfies
can be saturated. In fact, the function ϕ ′ (x) belongs to the Sobolev-Slobodeckij space
and the modified version of Eq. (34)
can be derived.
However, the same argument does not apply to the Heisenberg limit, where the estimation of νϕ(x) is conducted by using ν-body entanglement. This is because the non-linearity in the exponential function e iνϕ(x) becomes significant as the entanglement increases. In fact, the normalization parameters A and M are replaced by νA and νM for the ν-body entanglement, when (νA) 2q becomes larger than νM for sufficiently large ν.
IV. PHASE ESTIMATION FOR THE VARYING PHASE
In this section, we show that Kitaev's method [3, 4] can be extended to the varying phase, whence the wavenumber-state method can saturate the Heisenberg limit. As explained above, the Heisenberg limit can be saturated by using ν-body entanglement, with
indicating the maximal entanglement that can be exploited. The obtained estimatorφ with this entanglement satisfies First, we recall the result for the standard quantum limit. Given N separate particles, the deterministic and statical errors of estimation are
where α = l/L indicates the width of smoothing. If we fix α = c 3 (MN) −1/(q+1) , the smoothed function ϕ * is also fixed, and the deterministic error becomes
Now, we consider 2 n -body entanglement with integers 0 ≤ n ≤ n 0 , where 2 n 0 = c 4 Nα = copies of a 2 n -particle probe state, we obtain an estimatorφ (n) satisfying
Furthermore, if we repeatedly compute the estimatorφ (n) N repeat = c 6 (n 0 + 1 − n) times, with sufficiently large c 5 and c 6 , we may apply the Chernoff bound so that the probability of the event [2 nφ (n) (x) − 2 n ϕ * (x)] 2π > π/3 decreases exponentially. In particular, if we introduce the set
the expected value of the Lebesgue measure |X n | is below 2 −3(n 0 −n) L.
Finally, the estimated fieldφ is determined fromφ (0) ,φ (1) , . . . ,φ (n 0 ) in the following way. For every x, we setφ(x) to be a phase θ satisfying
for n = 0, 1, . . . , m. Here, m is the largest integer not exceeding n 0 such that the desired phase θ exists.
The phase ambiguity up to 2π · 2 −m is resolved by requiring (43) for 0 ≤ n ≤ m. This is always possible for x that does not belong to any of X 0 , . . . , X m . Therefore, the statistical error ofφ is evaluated as 
The Heisenberg limit is obtained from Eqs. (40) and (44) .
Finally, we shows that at most N particles are involved in this method. First, the number particles employed to compute the estimatorφ (m) is 2 m N copy N repeat = c 5 c 6 α −1 2 m (n 0 + 1 − m).
The summation of this term over 0 ≤ m < n 0 −1 leads to c 5 c 6 α −1 (2 n 0 +1 −n 0 −2) ≤ 2c 4 c 5 c 6 N.
Hence, the number of particles can be adjusted to be N by tuning the parameter c 4 .
