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Designing, implementing and executing algorithms have become a relevant and important 
element in various fields. Public users and data researchers are interested in analyzing and 
interpreting data with shorter execution time and higher performance. Using a scalable and 
high resource usage environment will help improve algorithm performance. Cloud 
computing is an environment which provides scalable and high-end virtual resources to 
achieve high quality services. This thesis presents the design, implementation and 
evaluation of a framework for provisioning algorithms as a service in the cloud. This 
framework introduces solutions to help clients overcome different concerns and 
difficulties, such as looking for an appropriate algorithm, understanding algorithm source 
code, installing and configuring specific libraries, and achieving high algorithmic 
performance. The framework provides clients the possibility to discover available 
algorithms and/or deploy new algorithms over multiple scalable platforms. It also allows 
clients to analyze data, compare results, and measure algorithm’s performance. A prototype 
implementation of the framework has been developed to demonstrate the feasibility of the 
solution. The results of evaluating the prototype demonstrate that providing multiple 
scalability models and high-end web servers will improve algorithm performance and 
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Cloud computing is a common term for every technology service provided over the 
Internet. It offers appropriate and on-demand hardware and software services for different 
computing resources, such as networks, servers, and storage areas [1]. The cloud 
computing environment has many advantages, such as scalability, flexibility, low cost, 
automated service provision, massive storage capacity, and processing power. Moreover, 
it gives users the ability to pay for hardware and software services as they consume them 
[2]. Cloud service providers enable clients to configure, test, and deploy applications on 
virtual resources, utilizing several infrastructures and various operating systems [3]. To 
provide more flexibility, cloud providers offer three different types of services, namely: (1) 
Software as a Service (SaaS), (2) Platform as a Service (PaaS), and (3) Infrastructure as a 
Service (IaaS).  
SaaS is a software distribution model that remotely provides access to a software 
application and its functions as a web service. PaaS offers many application frameworks 
and operating systems for users in the cloud, avoiding installing any framework or software 
on users’ local machines. This minimizes development efforts and cost. IaaS offers a group 
of cloud computing resources, including hardware, network components, servers, and vast 
storage areas [4].  
According to the National Institute of Standards and Technology (NIST) in the 
United States (US), there are four models of deploying cloud computing.  These are private, 
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public, community, and hybrid cloud [4]. There are many benefits for clients in using cloud 
computing [5], such as:  
1) Clients can avoid spending a large amount of money in data centers and servers 
before knowing how they are going to use these data centers. In other words, with 
the cloud concept, clients will pay when using computing resources in 
accordance to how much they use.  
2) Clients can achieve a lower cost than they can obtain on their own. Providers can 
achieve vast economies of scale because large numbers of customers use cloud 
services, which can translate into lower cost services.  
3) Clients can focus on their solutions and services rather than on the hardware and 
infrastructure.  
4) Clients can easy deploy applications in multiple regions around the world. 
Cloud computing allows new business opportunities and options to provide various on-
demand services and reduces information technology service costs [6]. Cloud computing 
service models can be applied dynamically to different domains and software paradigms. 
The Amazon Web Services (AWS) is one of the most widely used cloud providers. 
AWS is a highly scalable, dependable, low-cost infrastructure environment. AWS data 
centers are located in the U.S., Europe, Brazil, Japan, Singapore, and Australia and serve  
businesses in nearly 200 countries around the world [7]. Clients can immediately install 
new applications, scale up as their workload increases, and scale down when the workload 
decreases. Whether they need one virtual server or hundreds, short term or long term, AWS 
remains flexible.  
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AWS offers Software Development Kits (SDK) for multiple languages such as: Java, 
.NET, Node.js, Paython, and C++ to simplify using AWS services in applications. It also 
offers several operating system environments to host any application [7]. Clients can select 
the development platform or programming model for their business. They can also choose 
which services they employ and how they use them. This flexibility gives clients the ability 
to focus on solutions, not infrastructure. To ensure the integrity, safety, security and privacy 
of client data, AWS data centers and services have multiple layers of operational and 
physical protection [7]. AWS is an infrastructure as a service that offers different kinds of 
solutions and services, such as Amazon Elastic Compute Cloud (Amazon EC2), Amazon 
Simple Storage Service (Amazon S3), Amazon Relational Database Service (Amazon 
RDS), Amazon Elastic Load Balancing (ELB), and Amazon Elastic Map-Reduce (Amazon 
EMR) [7].  
1.1 Motivation 
Creating and configuring algorithms to execute specific tasks and examine varied data 
types has become a challenge for researchers and scientists, as many of them are lacking 
programming background and/or sufficient time to configure an experiment environment. 
Furthermore, preparing a formidable environment that provides optimal performance and 
virtually unlimited resources is a logical solution in helping clients achieving results within 
an appropriate execution time and acceptable accuracy. In order to understand the 
challenges and concerns from a user perspective, several points are presented and discussed 




 Discovering suitable algorithms 
Users, especially scientists and researchers, need to analyze collected data to obtain useful 
and efficient results. Results lead to better decisions to solve problems related to their 
fields. There are various kinds of algorithms for different problem domains. Moreover, 
sometimes a large number of algorithms can be used simultaneously during the same 
analyzing job. Users must make an effort examining these algorithms and choose the one 
that is the most appropriate. 
 Understanding algorithm source code 
As previously mentioned, there are various algorithms that perform the same job. 
Therefore, specifically understanding how to implement algorithm source code is 
imperative in determining the most compatible algorithm. Users need to learn about 
programming languages as well as their concepts and rules to efficiently merge any chosen 
algorithm/s within a specific framework. 
 Installing and configuring runtime environments 
Algorithms are written using different programming languages based on programmer 
backgrounds. Different software is required to run the algorithms, based on which 
programming language it was written in. The number of software may be increased based 
on the number of algorithms used. Furthermore, experienced users are generally required 
to run the software and implement the algorithm. 
 Avoiding implementation errors 
Implementing a new algorithm is not an easy task. Many issues could be faced relating to 
code error, runtime error, or compilation error. Offering various algorithm services as a 
service will help avoid algorithm implementation errors. 
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 Achieving high performance algorithms 
Testing and examining data within a suitable execution time frame is a major concern for 
users. Aspects that could affect the algorithm’s execution time are algorithm code, 
implementation environment and available resources. Providing high capacity resources in 
the implementation environment will help users achieve high performance algorithm 
service/s and decrease the execution time. 
Combining multiple data analysis services in one framework allows public users and 
researchers with limited programming aptitude to conveniently analyze data, present 
results, and compare them over different algorithm services. 
1.2 Thesis Statement and Contributions 
The purpose of this research is to design, develop and evaluate a framework for 
provisioning Algorithms as a Service (AaaS). This framework is offered in the cloud 
environment to make it easier for public users, data researchers, and algorithm developers 
to collaborate around algorithms, solve related problems, and compare results and 
performance with other algorithms. Clients have the ability to develop and deploy new 
algorithms or search and discover which category of algorithm services they want to utilize 
from available categories, enter or upload data to cloud web servers, provide the algorithm 
with the required variables, run the algorithm in the cloud, and then view or download the 






The contributions of this thesis include: 
 A value-added framework for provisioning Algorithms as a Service (AaaS); 
 Templates for algorithm developers to contribute, develop, deploy, and examine both 
sequential and parallel algorithms; 
 Scalability models to help public users and data researchers analyze data and compare 
results using different web server configurations; 
 A prototype of the framework using AWS to demonstrate the feasibility of the solution 
and to be used as a reference for other implementations; and 
 A prototype evaluation, with an emphasis on the runtime performance and scalability 
models performance as well as availability performance. 
 
Algorithms as a Service (AaaS) is a value-added Software as a Service (SaaS) where 
the framework provides algorithm services as web services using a Web interface. The 
framework provides clients the ability to select web server configurations, which allow 
them to host requested services using different web server models and types. Furthermore, 
the framework allows clients to deploy new sequential or parallel algorithms using scale-
up or scale-out services. 
1.3 Organization of the Thesis 
The chapters of this thesis have been organized as follows: 
Chapter 1 explains cloud computing approaches in general, as well as the motivation of 
the study and the contribution of this work. 
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Chapter 2 reviews the published related work and highlights the current body of 
knowledge for the various approaches and process models for all of these approaches. 
Chapter 3 contains a preliminary proposal of our solution and describes in detail the 
framework architecture.  
Chapter 4 describes our prototype reference implementation of the proposed framework 
and provided services.  
Chapter 5 presents evaluation results to examine runtime performance based on scalability 
models and availability of the prototype implementation.  













2. Background and Related Work 
In order to offer a valuable solution, it is important to understand the concept of the 
Algorithms as a Service and demonstrate the current challenges when implementing 
algorithm services. This chapter discusses related work that focuses on several methods to 
provide algorithm services and to avoid implementation issues. This overview is necessary 
in order to recognize which solution aspects are most important and should be addressed 
in the proposed solution. 
2.1 Software as a Service (SaaS) 
SaaS is a software sharing model where an application is hosted in a web server via a 
service provider and presented to clients over the Internet. It is a more comprehensive 
distribution model, as basic technologies now support Service-Oriented Architecture 
(SOA) and web services. There are many advantages to the SaaS, such as compatibility, 
ease of management, capability to provide regular updates, teamwork collaboration, and 
global accessibility [8] 
The author [9] reviewed already opening market of Machine Learning (ML) 
algorithms as Software-as-a-Service. He focused on PaaS/SaaS solutions that allow clients 
to access ML algorithms via Web services. The author presented several software service 
providers for ML problems. We have selected some of these providers below: 
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 BigML [10] is a SaaS approach to ML algorithms. Under this approach, clients have 
the ability to setup data sources, initiate, visualize and share decision trees models, from 
a Web interface or using REST API.  
 BitYota [11] is a SaaS provider for Big Data warehousing solutions. In addition to 
providing data integration from different sources (relational, NoSQL, HDFS), it also 
allows clients to run statistics and summarization queries in SQL92, standard R 
statistics, and custom functions using JavaScript, Perl, or Python on a parallel analytics 
engine.  
 Google Prediction API [12] is Google's cloud-based machine learning tool that can 
help analyzing data. It is closely connected to Google Cloud Storage, where training 
data can be stored. Additionally, it offers its services using a RESTful interface, with 
client libraries allowing programmers to connect from Java, JavaScript, .NET, Ruby, 
and Python.  
After this reviewing, the author concluded that there is still room for a scalable, easy to 
use, and deployable solution for ML algorithms in the cloud environment to help end-users 
with less programming or statistical experience. 
2.2 Big Data and Parallel Computing 
The term “Big Data” is used to describe datasets where the size prevents standard Database 
software tools to store, manage, and analyze data [13]. Big Data includes commerce 
transactions, e-mail messages, photos, videos, and unstructured texts on the Web, such as 
social media and blogs. This type of data requires a different processing paradigm that 
employs readily-available hardware in parallel [14].  
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The authors [15] introduced different big data processing techniques, which focussed 
on the aspects of system and application. Through their study, it was evident that many 
popular parallel processing models exist, including MPI, General Purpose GPU (GPGPU), 
MapReduce, and MapReduce-like. MapReduce, a model proposed by Google, is a popular 
big data processing model that has repeatedly been studied and applied by both industry 
and academia. The authors divided existing MapReduce applications into three categories: 
partitioning sub-space, decomposing sub-processes, and approximate overlapping 
calculations. They also found that some DBMS vendors have recently integrated 
MapReduce front-ends into their systems, such as HadoopDB. HadoopDB is a hybrid 
system which efficiently takes the best features from the scalability of MapReduce and the 
performance of DBMS. The authors concluded that the use of parallelization techniques to 
implement algorithms is the key to achieving better scalability and performance for 
processing big data. 
Many researchers have aimed to enhance the performance of data mining algorithms 
by employing distributed data mining tools, such as Hadoop. However, this means that the 
complexity of employing the tool to distribute the data mining algorithm and follow-up 
testing is the responsibility of the data mining algorithm developers. The authors [16] 
proposed a cloud computing framework for distributing and scheduling a cluster-based 
data mining application and its dataset. The main contribution of the proposed framework 
is to hide the complexity of the cloud from the end users and reduce the overall execution 
time of the data mining algorithm, without compromising mining quality. 
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2.3 Scalability and Performance Improvements 
Scalability refers to the capability of an application to address a workload increasing with 
balanced performance through proportional new resources [17]. The two techniques that 
can be employed to scale a software system are the scale-up technique and the scale-out 
technique. The scale-up technique refers to vertical scaling, which involves running the 
software system on a computer machine that has enhanced features, including greater CPU 
usage, increased memory capacity, ample disk space, and increased disk bandwidth. The 
scale-out technique refers to horizontal scaling, which involves distributing the software 
system over multiple computer machines usually having similar features. The scale-up 
technique is not practical on the Internet scale since the features of a single computer 
machine cannot be increased on an unlimited basis [17].  
Load balancing is a technique for improving the performance of a software system 
by equally distributing processing and communications activity across a scale-out network 
over multiple machines to avoid over loading a single machine. The workload of a machine 
refers to the total processing time it needs to perform all of the jobs allocated on that 
machine [18]. Load balancing is particularly important for systems where it is hard to 
predict the number of requests that will be forwarded to a machine. Applying appropriate 
load balancing leads to optimal utilization of the available resources, minimizing resources 
consumption, implementing failover, enabling scalability, avoiding bottlenecks, and 
reducing response time [19]. 
The authors [17] have focused on the scalability of SaaS applications. They identified 
the factors that have considerable impact on scaling a software system, such as software 
architecture, database access, automated migration, tenant awareness, workload support, 
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levels of scalability, and recovery and fault-tolerance. For complicated software 
applications such as SaaS, offering multiple levels of scalability, with different scalability 
techniques at each level, can improve system scalability. However, these benefits come 
with higher system complexity. Separating system functions improves system scalability, 
since each function can be independently developed and scaled. A SaaS system is required 
to know its expected workload to help the system scale for a particular workload and may 
allow the scalability techniques to interact with the system fault-tolerance techniques. For 
instance, offering various copies in several nodes helps the system to easily recover. 
However, each job to install new copies at different nodes may create an additional 
workload. 
The authors [20] presented a careful analysis of Auto Scaling techniques currently 
available in cloud computing. They first provided background information about Auto 
Scaling, discussed the main benefits, and provided definitions of key concepts. Next, they 
presented a classification of current Auto Scaling techniques to provide developers and 
researchers with an understanding of existing Auto Scaling techniques. They then 
described the commercial and academic platforms, and finally, took into consideration the 
challenges and future trends of Auto Scaling in cloud computing. 
2.4 Security and Privacy 
Data security and privacy are major concerns surrounding cloud computing [21]. Many 
methods have been introduced to ensure data security and privacy in the cloud, which 
includes constructing secure channels to transfer data to the cloud servers, using a 
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cryptographic process to encrypt data before storage, and authenticating user 
identifications before storing or retrieving data. 
The authors [21] proposed a cloud computing business solution based on the idea of 
separating the storage service from the encryption/decryption service. They found that 
cloud computing providers offer encryption as a service to help their customers to store the 
data securely. However, if the encryption service and the storage service are provided via 
the same service provider, the service provider’s operators have the ability to use 
customers’ decryption keys and internal authentication privileges to access their data. From 
the customers’ perspective, the stored data can be accessed and affected in the cloud 
environment. In their proposed solution, an encryption/decryption service, as well as a 
storage service, is not provided by the same provider. Thus, these services will be 
segregated between service providers. The authorities of the storage service provider are 
storing user data which has already been encrypted through the encryption/decryption 
service without any access to the data decryption key. On the other hand, the 
encryption/decryption service only has authority to manage the key required to encrypt and 
decrypt user data. The main concept of their solution is splitting management 
responsibility, thus minimizing operational risk and avoiding the risk of illegal access to 
clients’ data. 
The authors [22] proposed multi-level encryption and verification system which 
handles the practical issues faced in order to achieve data privacy and security in the cloud. 
The system provides insights on how and where this multi-level encryption and data 
integrity solution is applied on what kind of storage device for satisfying the data security 
and privacy needs for different service models in cloud environment. The authors 
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highlighted what kind of encryption approach and methods are reasonable for maintaining 
between the data security and performance trade-off. For both cloud user and provider’ 
perspective, the proposed integrated data encryption architecture is practically helpful in 
reducing data security and privacy risk in cloud environment. 
2.5 Algorithms as a Service 
An algorithm is an effective method to solve an issue or provide a solution [23]. It is 
generally applied for data analysis, interpretation, calculation and other related 
mathematical and computer processes. The algorithm is also used for processing data in a 
variety of ways, including data insertion, performing data searches, or sorting data.  
The authors [24] described JHAVE, a Java-Hosted Algorithm Visualization 
Environment. JHAVE is a client-server environment for providing algorithm visualizations 
over the Web. In JHAVE's client-server model, the client applet delivers user requests to 
the server. The server will in turn run the program and generate the script file for that 
algorithm. The algorithm is then sent back to the client. Where the algorithm requires input 
from the user, an input generator object is delivered by the server to the client. The user's 
input is returned by the client to the server as a dataset, which in turn will be used when 
running the algorithm. 
The authors [25] described ViSA, a tool for the Visualization of Sorting Algorithms. 
ViSA is an easy-to-set-up and fully automatic visualization system that provides dataset 
entry and animation control with step-by-step explanations and sorting algorithm 
comparisons. The purpose of ViSA was to develop an educational tool that would engage 
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students in the learning process, helping them to acquire knowledge about well-known 
sorting algorithms. 
The authors [26] have used SQL, extended with UDFs and stored procedures, to 
demonstrate a cloud computing application that presents data mining algorithms as a 
service. The solution provides several improvements to reduce input/output, minimize data 
redundancy, and avoid transferring massive amounts of data, which normally causes 
bottlenecks in the cloud environment. To estimate the run time, the application uses a 
simple linear cost model that calculates local input/output speed, cloud input/output speed, 
transmission speed, dataset sample size, and the physical Database operator.  
The authors of [27] developed a cloud server for providing data mining services 
publically. This solution is proposed to avoid higher costs, decrease execution time, and 
reduce the wastage of resources that result from the communication between a web server 
and a client in a general client-server model. In this model, there is a common library which 
needs to be shared between the client-side and the server-side. This could cause issues 
because all clients must be aware of this library. Furthermore, the solution aims to prevent 
sensitive information leaks when clients want to take advantage of the services provided 
by the cloud. Using this service, client database will be secured since clients only need to 
transmit the essential parts of the database to the cloud server in an indexed format based 
on the service requested by clients. Thus, no encryption and decryption operations need to 
be performed in the cloud and no large storage space is required. 
The authors [28]  developed a visual interactive and parallel data mining service 
called DMaaS (Data Mining as a Service) based on Hadoop and Mahout. Mahout is an 
open source library containing data mining algorithms that can be utilized for multiple 
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functions such as data clustering, data classification, association analysis, and 
recommendation [28]. DMaaS aims to simplify the data mining process by offering a cloud 
data processing platform in conjunction with a visual user-friendly interface, to interact 
with the data mining analysis and results. 
The authors [29]  proposed a model that introduces data mining techniques as cloud-
based services, which are available to clients on demand. The data mining algorithms, 
which are widely recognized in the industry, have been implemented as Map-Reduce jobs, 
and are executed as services in the cloud environment. The client simply selects or uploads 
the dataset to the cloud, provides the data mining algorithm with the required variables, 
executes the job request to be processed, and receives the job results. The main contribution 
of this study is to present the performance analysis of running the data mining algorithm 
and the simple integration of cloud-based services. 
Cloud'N'Sci [30] provides an intriguing business model for both algorithm 
developers and users. Cloud'N'Sci marketplace allows algorithm developers the 
opportunity to introduce their algorithms to global markets and makes their algorithms 
available to a wide scope of multiple business applications. Algorithmic power is provided 
to users in the form of data refining services, which transform raw data automatically, or 
simply, data in and data out. This makes application integration easier and protects 
developer Intellectual Property Rights (IPR) by keeping the exact behaviors of the 
algorithms unknown. Application developers benefit from the algorithm marketplace by 
reducing research and development risks and costs, and enhancing data quality. 
Algorithma [31] offers a platform for sharing algorithm knowledge in a way that is 
scalable, compassable, and easy-to-integrate. The service can be used in two basic ways: 
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either by calling each available algorithm in the system via its REST API, or by writing 
and submitting the algorithm to be used as a web service. Algorithms can be open source, 
or closed, where the exact behaviors of the algorithms are not publically available. Each 
algorithm has its own interactive console page, so developers can test directly on the web 
without needing to write and implement code. The web console is a specialized console 
that can be used to test an algorithm by supplying the correct inputs required to execute the 
algorithm. 
2.6 Limitations of Related Work 
The previous related work provides us with a good view of the existing solutions about the 
algorithms as a service and helps us discover some limitations to focus on, in the proposed 
solution. The limitations are presented below.  
 Providing available and reliable services. The existing algorithms solutions did not 
discuss multiple techniques such as, Load Balancing and Auto Scaling, to achieve 
system availability and reliability, since the services are offered publically for users 
and many users are expected to request and obtain benefit from the services. 
 Providing multiple templates to develop new algorithms. Most of the existing 
solutions do not offer suitable templates for algorithm developers to contribute, 
develop, and deploy new algorithms easily.  
 Offering multiple services to deploy sequential and/or parallel algorithms. Most 
of the existing solutions did not give the developers the ability to add new algorithms 
and choose an appropriate platform to host such algorithms. 
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 Giving clients the ability to select hosting web server features and models. 
Although some companies offer sequential and/or parallel algorithm platforms for the 
clients, they did not give them the ability to host the algorithms on selectable 
environments. In other words, the clients did not have the ability to run the algorithms 
on multiple web server models and features. 
2.7 Summary 
The chapter discussed the challenges posed by configuring the algorithms on a local 
machine and as a service over the Internet. This helps to determine which aspects are most 
important and should be addressed in the proposed solution. Finally, we reviewed currently 
existing algorithms as a service marketplace and their solutions to discover their 














Chapter 3  
3. Proposed Framework 
This chapter presents the architecture of a framework for provisioning algorithms as a 
service. This framework is designed to assist public users and data researchers who wish 
to benefit from available algorithm jobs as well as algorithm developers who are interested 
in deploying and examining new services. The framework is hosted in the cloud 
environment in order to provide a scalable, high-end environment. The chapter focuses on 
multiple aspects within the proposed solution in order to provide distinctive services. 
Moreover, the chapter focuses on the architectural details of the framework and provides 
an in-depth look at the component of the framework. Finally, it describes the main services 
in the framework.  
3.1 Solution Requirements 
The goal of the proposal is to develop an easy-to-use framework for public users, data 
researchers, and algorithm developers. The focus is on different requirements of the 
solution in order to provide distinctive services as discussed below. 
3.1.1 Different Algorithms Different Clients 
Offering a framework that enables the collection of the various categories of algorithms in 
one environment will be a motivational factor for clients with specific requirements to 
utilize these algorithm services. In other words, researchers who are working in different 
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fields of science can find some interesting algorithm services to invoke and examine. 
Furthermore, the proposed solution grants developers the possibility to host new algorithms 
privately under their account, or deploy the new algorithms as a service for the public. This 
will provide an attractive environment to implement and run the algorithms. Offering a 
private and high-end hardware environment to develop and examine algorithms will 
encourage developers to test new algorithms and compare results and performance using 
different web server configurations.  
3.1.2 User-Friendly Interface 
Providing simple requirements when developing a new service is an important aspect, as 
this will alleviate difficulties when utilizing services. Moreover, offering simple and clear 
steps to run any system will encourage clients with any level of experience to work with it. 
The proposed framework provides a user-friendly interface that does not require any 
knowledge of algorithm configuration and/or programming language for clients to run 
available algorithm jobs. Furthermore, users do not need to work with a database or specific 
data format to upload or download data. They only need to enter or upload input datasets 
and view or download results. All algorithm jobs follow the same workflow to process 
data, as shown in Figure 3.1. 
 






In Figure 3.1: 
 Data Input: a dataset that will be processed by the algorithm. For simplicity, the 
framework supports various data formats to be uploaded to cloud web servers. Every 
algorithm has an instructions link to describe data preparation steps that must be 
completed in order for the algorithm to read the data properly.  
 Execution: steps involved in running a desired algorithm job. In some algorithms, 
multiple helping functions are required to execute the desired algorithm.  
 Data Output: a file which contains the desired algorithm results.  
 
On the other hand, the framework offers multiple templates and classes to help 
developers develop and deploy new algorithms. The templates were built based on the 
same workflow which we provide in the available algorithm jobs. As a result, algorithm 
developers are required to add the algorithm source code in the execution section of the 
template and add any helping function which is required to execute that algorithm in 
another specific section. 
3.1.3 Data Security and Privacy 
Data security and privacy are significant factors regarding the cloud environment. Offering 
a secure area to store user data is an important requirement. Users, and particularly 
researchers, have concerns about data privacy when they want to analyze data in public 
services. In order to alleviate this concern and achieve data security and privacy in the 




 Socket secure layer 
Socket Secure Layer (SSL) is a popular technique to establish an encrypted channel 
between a client local machine and web servers [32]. Typically, because data is sent 
between browsers and web servers in normal text, the data becomes vulnerable to 
eavesdropping. If attackers are able to interrupt data being transferred between a browser 
and a web server, they can manipulate or copy that information. SSL is an effective method 
that helps transmit data to cloud servers in a secure channel. 
 Cryptography and authentication 
Since SSL is not responsible for encrypting data in the cloud, we use a cryptography 
algorithm to encrypt algorithm results before storage. An authentication method is applied 
to identify a user before retrieving the result. In order to provide data privacy we apply the 
idea of separating a storage service from an encryption and decryption service [21]. The 
framework creates an encryption and decryption key for a user within the registration 
process and separately saves all user identity information in a separate database server 
rather than the data storage area and application web servers. The storage area is storing 
algorithm job results that have already been encrypted via the encryption and decryption 
service in application servers, with a user decryption key already stored in the Database 
server. 
 Deletion of client input data 
The last solution applied to achieve added data privacy involves deleting all client input 
files from the web servers at the end an algorithm job. The input data, which is uploaded 
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to be processed by the algorithm, is temporarily stored in the web server storage during the 
execution process and removed when the execution process is done. 
3.1.4 Scalability and Availability 
Since the framework will serve multiple clients, it is important to apply some techniques 
to achieve a scalable and available framework. We applied Load Balancing and Auto 
Scaling technologies as a solution to improve the scalability and availability of the 
proposed solution. The Load Balancing is responsible for distributing expected incoming 
application workloads across multiple web servers [33]. The Load Balancing server is also 
responsible for ensuring that only healthy web servers receive requests by detecting 
unhealthy web servers and changing new request paths toward the remaining healthy web 
servers [33]. After a failed web server is repaired, the Load Balancer will resume sending 
new requests to that web server. The Auto Scaling is responsible for scaling the application 
horizontally based on the web server CPU utilization and the Load Balancing workload 
[34]. The Auto Scaling will launch new web servers if the CPU utilization of the current 
web servers is increased, and delete any web server if its CPU utilization is decreased. This 
will help in fulfilling application availability and resource management. 
3.1.5 Scalability and High Performance 
One of the main contributions in this solution is improving algorithm performance using 
different scalability models and techniques. Offering multiple on-demand web servers that 
have high-end resources, and providing a simple solution to launch and terminate those 
servers, will allow users and developers to achieve high performing algorithm services. 
Since the framework will be offered in the cloud environment, more flexibility is granted 
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when provisioning vertical scaling using a single high performance web server and 
horizontal scaling using distributed web servers. 
3.2 Framework Architecture 
An overview of the framework architecture is shown in Figure 3.2, where the core 
layers of the framework and their components are presented. As illustrated in this diagram, 
the first layer is an application layer which works as an entrance to the services are 
offered by the framework. This layer contains available algorithm services to be run over 
the default platform. It also allows clients to re-run the available algorithm services over a 
scale-up service using the default solution image as a service. The default solution image 
is a full backup of our solution, including operating system and service implementation, 
which can automatically be re-installed in a new web server to run the framework services. 
In order to utilize algorithm services, clients only need to enter or upload the specific part 
of their data which they want to analyze and examine. This input data is stored in the 
requested web server storage and deleted after the execution process ends. On the top of 
the application layer, we apply the first security layer which is responsible for the 
verification of client authentications by using their usernames and passwords and 
constructing a channel to transfer data from the client machine to the web servers in the 
cloud using the SSL.  
The second layer is a platform layer which offers two different services for 
algorithm developers to deploy and host new algorithms. These services are the scale-up 

















Figure 3.2: Framework architecture 
The scale-up service allows developers to develop and deploy new sequential algorithm 
services using a high-end web server configuration, analyze data, and compare results and 
performance with the available algorithm services. Furthermore, this service will provide 
developers with the ability to create a new solution image, which in turn will incorporate 
their new algorithm services. The new solution image may then be re-hosted over different 
high-end web server configurations. The scale-out platform allows algorithm developers 
to host new parallel and distributed algorithm services over distributed web servers. The 
scale-out platform authorizes developers to select the number of web servers and their 
models and features to execute the algorithm service. 
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The third layer is an infrastructure layer which has multiple web servers to host 
the framework platform, contains a storage area to store the algorithm results, and also has 
a database server to store client information. The database information is managing data 
transactions and authentications between the web servers and the storage area. Moreover, 
the framework grants clients the ability to store the results inside the storage area in an 
encrypted format. The clients also have the ability to delete the algorithm results from the 
storage area after downloading them. The second security layer, which is the upper 
infrastructure layer, functions as a firewall to monitor the traffic that will be allowed to 
access the infrastructure components.  
Integration of these layers helps providing highly dynamic services and achieving a 
high performance framework. Allowing clients to launch a suitable and on-demand web 
servers based on their requirements is another big advantage to the proposed framework.  
3.3 Framework Services 
The following sections discuss the main services which are offered by the framework. 
3.3.1 Searching and Running Algorithm Services 
The framework offers multiple categories of algorithms as a service to give clients the 
opportunity to easily select an appropriate algorithm service and analyze data. Furthermore, 
any requirements for programming algorithms or implementing hardware components are 
avoided. Clients simply register with the framework, and then begin invoking these 
services using the default platform or run the available algorithm services over a high 
performance web server using the scale-up service. 
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3.3.2 Developing and Deploying New Algorithm Services 
This service allows algorithm developers to develop and deploy new algorithms and run 
them using the framework services. With the proposed solution, developers can examine 
the accuracy and performance of their algorithms utilizing high-end resources in the cloud 
and achieving a pay-per-use concept. Developers can host their own algorithms privately 
under their own account or publicly to be run by the clients. The framework provides 
templates and libraries to help algorithm developers develop new algorithms using the 
default workflow for processing data. When the participating developers decide to offer 
their algorithms as an open source, clients will be able to test and run these algorithm 
services using the default interface. All available algorithms will be offered for developers 
as templates to build on and deploy as a new algorithm. 
3.3.3 Platforms as a Service 
Providing multiple platform services to host and run algorithms will help users to analyze 
data and help developers to develop and examine algorithms in a more flexible and robust 
environment. Clients have the option of running and/or hosting algorithms using either a 
high vertically scaled service, or a horizontally distributed scaled service. These services 
allow clients to run sequential and parallel algorithms. The framework also allows clients 
options to select web server models and configuration features to host the requested 
service. 
3.3.3.1 Vertical Scaling Platform 
Vertical scaling (scale-up) service provides clients the ability to activate the algorithm 
services inside different web server features, which in turn will help clients analyze data 
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effectively and improve algorithm performance. The proposed solution provides a scale-
up service allowing clients to run available algorithm services over a high web server 
resource usage using a default solution image. An example would be web servers with 
multiple CPU usage and massive memory capacity. A further advantage is that the 
framework allows developers to create a new solution image to involve new algorithm 
services which are registered under their account, and may host this new image in another 
vertical scaled web server to examine the algorithm’s accuracy and performance. 
3.3.3.2 Horizontal Scaling Platform 
Horizontal scaling (scale-out) service offers a distributed environment that gives users and 
developers an opportunity to run Hadoop Map-Reduce algorithms to analyze vast amounts 
of data [35]. This environment makes it easier and faster to process and distribute large 
amounts of data over multiple web servers. It also achieves cost-effectiveness since the 
algorithm services are offered based on a pay-per-use concept. Therefore, less execution 
time results in cost reduction. The service also grants users and developers an opportunity 
to run Hadoop Map-Reduce algorithms on distributed and high performance web servers. 
3.4 Summary 
Offering a framework for analyzing data and examining an algorithm’s accuracy and 
performance will allow public users, researchers, and developers to gain benefit from this 
framework. The chapter described the solution requirements for offering attractive 
services. The proposed solution provides simple requirements, as well as security and 
privacy methods, to avoid difficulties and data falsification when utilizing the algorithm 
services. The proposed solution also applies the scalability techniques to achieve system 
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availability and improve performance. The chapter then introduced concepts and detailed 
information regarding the framework architecture and its layers. Finally, it discussed the 
main services that are provided in the framework. The next chapter will discuss the 
















4. Prototype Implementation 
This chapter provides, in general, an overview of the implementation phases. The chapter 
discusses the prototype configuration, which may be used as a reference for any 
implementation. We used AWS to host the infrastructure layer, as well as the ASP.NET 
framework and C# programming language to build and implement the platform and 
application layers. The chapter is organized as follows: Section 4.1 will discuss the 
implementation phases, as well as the prototype configuration and its components. Section 
4.2 provides a discussion of the rationale and the implementation language. Section 4.3 
details the user-interface. Finally, Section 4.4 describes the implementation of services in 
the prototype. 
4.1 Implementation Phases 
In order to build our prototype implementation, we divided our work into three phases, as 
seen in Figure 4.1. 
 




The first phase involves developing the framework services and building an 
algorithm template to deploy the current algorithms. The template would also be available 
to developers to develop and deploy new algorithms. The second phase entails selecting 
and configuring a hosting platform to host and run the framework services. Finally, the 
third phase requires building many classes and installing required libraries to provide a 
homogeneous environment between the framework services and the hosting platform 
resources. 
4.2 AWS  
Hosting the framework on a highly scalable and multi-service infrastructure is critical in 
achieving a more realistic implementation. The features of the infrastructure, such as the 
number of CPU cores and the memory capacity, have greatly impacted the experiment in 
terms of achieving algorithm results and minimizing the execution time. We decided to 
take the virtualization route using the Infrastructure-as-a-Service (IaaS) solution package 
offered by Amazon via their Amazon Web Services (AWS). AWS offers freedom in 
configuring a virtualized distributed architecture using its large array of IaaS services [7]. 
In addition, the prototype instantly benefits from the security and reliability of the AWS 
infrastructure. AWS also provides a web solution to host a .NET web application on its 





Figure 4.2: AWS configuration for the prototype implementation 
 
Figure 4.2 illustrates the design of the prototype implementation on AWS. Public 
users, data researchers, and algorithm developers have the ability to request services from 
the application by utilizing available algorithms or hosting new algorithms. All requests 
are first processed by a single load balancer which distributes traffic across default web 
servers. Clients can select the most appropriate scale services to process their requests. The 
services can be hosted over multiple models of web servers to run the available algorithm 
services, or deploy new sequential or parallel algorithms. These web servers are connected 
with central data storage to store algorithm output results and a central database to store 
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application and client information. Moreover, the application provides a cryptography 
algorithm as an optional service that is executed in the cloud to ensure that algorithm results 
are stored in an encrypted format. Finally, once the algorithm process ends, clients are 
provided the opportunity to download the result. Completion of the execution process will 
delete all client input files from the web server storage. This will increase data privacy and 
effectively minimize the storage area in the cloud. 
The following sections briefly explain the components that we used to host a scalable and 
high performance web application on the AWS infrastructure. 
4.2.1 EC2 
We used Amazon Elastic Compute Cloud (EC2) to create a virtual server that hosts the 
prototype implementation. Amazon EC2 is a web service developed to provide turnkey 
web scale computing solutions for clients and flexible compute resources in the cloud [36]. 
EC2 offers numerous choices of operating systems pre-packaged as an Amazon Machine 
Image (AMI) [36].  
The AMI provides the information required to start an EC2 instance in the cloud [36]. 
It initiates permissions that monitor AWS accounts which can use the AMI to start EC2 
instances. It also contains a template for the instance root volume, such as an operating 
system and an application server, and a block device mapping that describes the volumes 
that connect to the instance when it starts [36].  
We use Amazon Cloud Watch to monitor Amazon EC2 instances in near real-time. 
It automatically provides metrics for CPU utilization, latency, and request counts for EC2 
instances. Amazon Cloud Watch also provides Amazon EC2 instance metrics aggregated 
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by Auto Scaling group and by Elastic Load Balancer [36]. This is discussed in detail in 
Sections 4.1.6 and 4.1.7. 
For the prototype, we launched two EC2 instances running Microsoft Windows 2012 
R2 Standard edition with 64-bit architecture. All default EC2 instances were powered by 
hardware model t2.micro. This model offers a single core with a high frequency Intel Xeon 
processor with turbo up to 3.3GHz and approximately 1GB RAM. It also provides a 
balance of compute, memory, and network resources [36], as shown in Table 4.1 [37]. 


















Up to 3.3 
 
4.2.1.1 EC2 Security Group 
A security group serves as a firewall that monitors the traffic allowed to access one or more 
EC2 instances [36]. One or more security group/s can be allocated for an EC2 instance to 
control the traffic of that EC2 instance. For the implementation, we created one security 
group as a reference for all EC2 instances that were launched, and also for any new EC2 
instances. We then selected inbound HTTP rules for that security group. Furthermore, we 
configured the security group to accept any IP address. This allows users to reach and 




Amazon Simple Storage Service (S3) provides developers and IT groups with a scalable, 
durable, and secure data storage service [38]. Amazon S3 gives users the ability to store 
and/or retrieve any amount of data, at any time, from anywhere on the web. Moreover, 
Amazon S3 offers a pay-per-use storage model for multiple uses, including cloud 
applications, data distribution, data backup and archiving, and Big Data analysis. Amazon 
S3 stores files as an object in a location called a “bucket” [38]. A single Amazon S3 storage 
bucket was created to store all output data created from the results of the algorithm services. 
This S3 bucket is connected with all EC2 instances as a centralized storage area. We 
provided an encryption option service to grant clients the ability to store the result in 
encrypted format in the storage area. In this implementation, we used an Advanced 
Encryption Standard (AES) symmetric algorithm because it uses stronger protocols than 
asymmetric encryption [21]. In doing so, the resulting data is more securely stored in the 
cloud. 
4.2.3 RDS 
In order to run the Database server, Amazon Relational Database Service (RDS) was used. 
Amazon RDS is a web service that enables users to easily establish, operate, and scale a 
relational Database in the cloud [39]. The Database instance was created running Microsoft 
SQL Server Express Edition that is powered by hardware class db.t2.micro with allocated 
storage of 20GB. Furthermore, a multiple availability zones Database instance was applied. 
This means that Amazon RDS automatically provides a synchronous standby replica in 
several availability zones [39]. In order to protect the latest Database updates against DB 
36 
 
server failure, updates to the main DB server are asynchronously sent to the standby replica 
across availability zones [39]. Finally, we created a security group that grants the 
application servers the permission to access the Database server.  
4.2.4 ELB 
Amazon Elastic Load Balancing (ELB) is a technique designed to help users promote the 
availability and scalability of their software systems [33]. The main objective of ELB is to 
automatically distribute incoming application workloads amongst multiple EC2 instances 
in the cloud [33]. This assists in providing the desired amount of Load Balancing capability 
required to distribute application workloads and fulfils maximum levels of fault tolerance 
in the application.  
In order to configure the Amazon ELB, we selected HTTP as the protocol between 
the EC2 instances and the ELB.  We also selected 80 as the open port number for both the 
ELB and the EC2 instances, which allows the ELB to receive new requests from users, and 
then forward these requests to the EC2 instances. A response timeout of 10 seconds was 
set, which means that the ping request must receive a response within 10 seconds to 
determine whether the node is healthy and able to process incoming traffic. For a health 
checks interval, which is the time between every health check operation, the time of 30 
seconds was set. The number of sequential health check success occurrences before 
confirming an EC2 instance as being healthy, was set at 2.  Furthermore, the number of 
sequential health check failure occurrences before confirming an EC2 instance as being 
unhealthy, was also set at 2. In order to promote the availability of the ELB, subnets were 
selected from different availability zones. It should be noted that EC2 instances were not 
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registered to the ELB since the Auto Scaling group is responsible for launching the 
instances and attaching them to the ELB. 
4.2.5 Auto Scaling 
Amazon Auto Scaling helps to ensure that there are a sufficient number of EC2 instances 
available to process the load on an application [34]. Collections of EC2 instances contained 
within Auto Scaling is called an Auto Scaling group [34]. The specification of the 
minimum number, the maximum number, and the desired number of instances in each Auto 
Scaling group must be defined. In defining the desired number, Auto Scaling guarantees 
that the group has this number of instances available. Furthermore, by defining scaling 
policies, Auto Scaling can launch or terminate instances as the load on the application 
increases or decreases [34]. 
In order to apply the Auto Scaling group, we first selected an AMI that contains the 
whole solution implementation, including the preferred type of operating system and web-
server models. This AMI serves as a template that the Auto Scaling group will use to launch 
the EC2 instances. The Auto Scaling group was defined to have a minimum EC2 instance 
size of one, the required EC2 instance size of two, and the maximum EC2 instance size of 
three. In order to build a fault-tolerance application, we selected two different availability 
zones. Thus, if one availability zone has a negative issue, traffic will be routed to the 
healthy zone [34]. The Auto Scaling group was configured to scale out by one instance, 
any time a change in running EC2 instance capacity was measured by the Amazon Cloud 
Watch. The Auto Scaling group automatically adds an EC2 instance when CPU utilization 
is high (breaches the alarm threshold: CPU utilization > 60% for 2 consecutive periods of 
300 seconds), and removes the EC2 instance when CPU utilization is low (breaches the 
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alarm threshold: CPU utilization < 10% for 6 consecutive periods of 300 seconds). In other 
words, if the average CPU utilization of the EC2 instances increases more than 60% for 
consecutive periods of 10 minutes, the Auto Scale group is responsible to launch one new 
EC2 instance to the running web servers using the template defined earlier. However, if 
the average CPU utilization of EC2 instances decreases less than 10% for consecutive 
periods of 30 minutes, the Auto Scale group is responsible for removing one instance from 
the web server group. 
We enabled Amazon ELB and Amazon Auto Scaling services to ensure that EC2 
instances, which are launched via the Auto Scaling service, are automatically registered 
with the ELB, and that the EC2 instances that are terminated by the Auto Scaling service, 
are automatically deregistered from the ELB. 
4.2.6 EMR 
Amazon Elastic Map-Reduce (EMR) is a web service that can quickly and cost-
effectively process large amounts of data [40]. It simplifies Big Data processing, and 
provides a managed Hadoop framework that allows developers distributing and processing 
massive amount of data across dynamically scalable Amazon EC2 instances [40]. For the 
prototype, a Hadoop streaming service was implemented. This is a utility that comes with 
Hadoop, enabling developers to develop Map-Reduce algorithms in any of the following 
supported languages: Ruby, Perl, Python, PHP, R, Bash, and C++ [40]. Developers must 
follow the directions in Hadoop's documentation to write their streaming program. The 




4.3 Implementation Language 
Since the AWS is selected as a cloud provider for the implementation of the prototype, C# 
programming language and ASP.NET were used to build the prototype inside these 
instances. These were selected since AWS provides a software development kit (SDK) for 
the .NET framework to make it simpler for Windows developers to build .NET applications 
that lead to pay-per-use, reliable, and scalable AWS services [7]. In order to offer more 
helpful resources, the AWS SDK for .NET contains the AWS .NET library, Visual Studio 
project templates, C# code samples, and support documents [7]. 
Overall, the choice of implementation language is not a crucial factor for the 
development of an implementation of the proposed framework. Implementing the 
prototype in other languages that have AWS SDK, such as Python and Java, would offer 
valuable insights. However, this falls outside of the scope of this thesis. 
4.4 User Interface 
The implemented prototype aims to offer simple and clear steps to utilize the services. This 
helps public users and researchers, who have limited experience with algorithms and data 
storages, to benefit from the services. Moreover, detailed documentation for how to run 
each service is available in the service helping links. We describe the general workflow for 
using the framework below: 
1. Registration: This is the first step to use the services. There are two levels under the 





Figure 4.3: Framework registration 
 
a. Basic Registration: Under this registration, framework clients have to input a 
unique username and password. This level of registration allows clients to 
analyze limited amounts of data via textbox input, using the available 
algorithms over the default web servers.     
b. Advanced Registration: Under this registration, clients have full access to the 
framework services and can analyze much larger amounts of data via file 
uploads. Clients must provide their AWS account information within the 
registration process as shown in Figure 4.3. 
 




2. Choose a platform: Figure 4.4 shows the platforms available as a service. Clients can 
choose running or hosting algorithms within the framework default web servers, a high 
performance web server, or distributed web servers. 
3. Choose an algorithm: Clients can view lists of the currently available algorithms by 
selecting the algorithm category under general jobs in the left sidebar, as shown in 
Figure 4.5. Each algorithm includes a description link. Moreover, in some algorithms, 
clients will be prompted to enter specific parameters before executing that specific 
algorithm job. For example, in the K-Means algorithm, a client must provide the 
algorithm with additional input parameters, which are the number of clusters and 
iterations. 
 
Figure 4.5: Sorting algorithm interface 
 
4. Upload a data set: Clients can upload a data set file or enter the data manually in the 
input text area. It is important to follow the specific data structure required for the 
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algorithm to run. The structure must be followed for the job to read and process the 
data properly. 
a. File: For this implementation, the uploaded data set must be in (.txt) format. 
This will help users easily upload their data file since they do not need to 
transfer the data file to a specific advanced format. 
b. Text: Is applicable for small size data. 
c. Input split: Describes the data split in the same line using a given separator (new 
line, semicolon, comma, or slash).  
 
5. Execute a job: Once clients select a desired algorithm and have uploaded a properly 
structured data set, the system is ready to execute the job. 
6. Download a result: The last step in the workflow is obtaining an algorithm result. After 
the execution process is done, clients can download the result from the cloud storage 
to a local machine, as shown in Figure 4.6.  
 
 
Figure 4.6: Results of running algorithms 
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4.5 Service Implementation 
This section describes services implemented in the prototype, which provides an overall 
picture of the framework architecture and its services. We focus on the main services that 
were offered as a contribution in the proposed solution.  
4.5.1 Utility Services 
Before describing the provided services, we need to give consideration to the utility 
services. These services are not provided to clients as a service to invoke, but rather, offered 
as a library and classes to implement existing services and to help developers to develop 
and deploy new algorithm services. Since we applied our solution on AWS, we also built 
several classes to use as a basis for the framework services, in order to provide a 
homogeneous environment between the provided services and Amazon services. These 
helping services make it easier for clients to upload data to the cloud, run or host algorithms 
over multiple web servers, and download results to their local machines. We built our 
helping classes based on AWS developer guides to gain whole benefit from Amazon 
services. Some of these services are described with their source code in Appendix B.2. 
4.5.2 Running Algorithms as a Service 
The prototype solution provides different open source algorithm categories as a service, 
which allows users to analyze data in a high resource usage environment.  
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4.5.2.1 Sorting Algorithms 
A sorting algorithm is an algorithm that arranges a list of elements in a specific order [41]. 
This type of algorithm is divided into two main categories, namely, comparison based and 
non-comparison based sorting algorithms. The comparison based sorting algorithms 
include Bubble sort, Quick sort, Insertion sort, Selection sort, Shell sort, and Merge sort. 
The non-comparison based sorting algorithms include Radix Sort and Bucket Sort. [41]. In 
the prototype, our focus is on comparison based sorting algorithms and the implementation 
of different algorithms, which allow users to compare their data with more than one 
algorithm.  
4.5.2.2 Word frequency Algorithm 
The word frequency algorithm scans text files and computes how many times a word 
appears in the text [42]. 
4.5.2.3 Clustering Algorithm 
Data clustering is the process of dividing data items into groups based on their similarity 
[43]. Thus, items within the same group are similar and items in different groups are 
dissimilar. K-Means algorithm is the most popular technique for clustering numerical data 
[43]. In the prototype, we implemented the K-Means algorithm. The K-Means algorithm 
is useful for unmixed numeric data. Data clustering is classified as one of many machine-
learning algorithms, and data clustering can also be applied to execute a particular data 
analysis task [43]. 
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4.5.2.4 Genetic Algorithm 
The genetic algorithm is an evolutionary approach to computing, inspired by Darwin’s 
theory of evolution and biological reproduction, which has the power to determine 
approximate solutions to optimization problems [44]. For a prototype approach, we applied 
the traveling salesman problem. The traveling salesman problem is well-used in AI circles. 
Given a list of cities, a salesman has to identify the most efficient route that enables the 
salesman to visit every city once, and only once. Any city can be selected as a starting point 
[44].  
4.5.2.5 Number Factoring Algorithm 
In numbers theory, the prime factors of a positive integer are the prime numbers that divide 
that integer exactly [45]. The prime factorization of a positive integer is a list of the integer's 
prime factors, together with their multiplication [45].  
4.5.3 Deploying New Algorithms as a Service 
Allowing developers the opportunity to develop and deploy preferred algorithms is one of 
the contributions in the provided solution. Developers will deploy algorithms and run them 
without configuring a specific hardware or software environment. Developers will test all 
source codes privately under their accounts. This allows more privacy while testing 
algorithms as they will not be shared publicly.  
In order to host an algorithm, developers need to choose one of the provided services 
based on the algorithm type, or more specifically, whether it is a parallel or sequential 
algorithm. This algorithm will be hosted privately under their account within separate web 
servers, using the default solution image. This will help achieve system security as the new 
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algorithm source code will be hosted in separate EC2 instances. Furthermore, developers’ 
privacy will be achieved as the EC2 instances will launch under their own AWS account 
to host the algorithm source code. The developers have the ability to create a new solution 
image to involve their new algorithms to be available under their account, and re-run this 
image using new EC2 instances. The developers also have the ability to delete their work 
when they desire by terminating the EC2 instances and deleting their own solution image.  
We offer a default template and some available algorithms as templates for the 
developers, which will allow them to develop and host these templates as new algorithms, 
as shown in Figure 4.7. The template has two files, which are code file and design file. 
Developers can update the design file based on the new algorithm requirements and add 
the main algorithm source code and algorithm helping functions to the file code in their 
sections. An example of the default template code file and design file are presented in 
Appendix B.1. 
 




4.5.4 Platform Services 
The third contribution of this thesis is offering different scalable platforms. Furthermore, 
providing users and developers with the ability to analyze and interpret data in multiple 
web server models and configurations allows access to high performance platforms, the 
ability to compare results, and the opportunity to minimize execution time. A homogeneous 
environment was implemented between the services provided in the framework and AWS 
services, which grants users and developers a bridge to easily invoke AWS services. To 
gain access of these services, clients must provide their AWS account information within 
the registration process. The platform services are described below. 
4.5.4.1 Scale-Up Service 
Figure 4.8 shows the first homogeneous service in the framework solution, which is the 
scale-up service. Amazon EC2 and Amazon AMI were utilized to configure the scale-up 
service to grant users and developers the possibility to run and/or deploy sequential 
algorithms on a single high-end web server platform to test performance and examine 
accuracy. Furthermore, they can create an EC2 instance, which has more CPU cores and 
memory usage, to examine data using the default solution’s image or to create a new 
solution image to import all new algorithms under their account and scale-up those services 
using new EC2 instance. As shown in Figure 4.8, users and developers can launch multiple 
EC2 instances under their AWS account, use the default image of the solution or create 




Figure 4.8: Scale-up service interface 
4.5.4.2 Scale-Out Service 
Figure 4.9 shows the second homogeneous service in the framework solution, which is 
scale-out. The service utilized two AWS services, which are Amazon S3 and Amazon 
EMR. This service allows algorithm developers to host parallel algorithm in a more 
effective and distributed web server platform. Developers can host Map-Reduce algorithms 
in any of the following supported languages: Ruby, Perl, Python, PHP, R, Bash, and C++ 
to run over multiple EC2 instances, which will allow analyzing Big Data sets and obtaining 
results. One of the most important considerations when launching a distributed platform is 
the number and type of instances to launch. This will determine the processing power and 
storage capacity of the platform. As shown in Figure 4.9, developers have the ability to 
select how many EC2 instances they want to launch and the model type for the desired 
instance. They also can upload multiple data sets to analyze Big Data. Finally, they will 
upload the job mapper and reducer algorithms. Instead of providing a reducer script, 




Figure 4.9: Scale-out service interface 
4.6 Summary 
This chapter presented a detailed description of the prototype implementation. This 
implementation is divided into three significant steps, namely, selecting the appropriate 
cloud provider, implementing some common algorithm jobs as services, and assisting 
clients to obtain their results within a short time period. Although the services used in this 
prototype were completely implemented in the .NET framework, they can be extended to 
any other programming platform which offers the Amazon SDK. The experimental 
evaluation of the prototype will be discussed in the following chapter. 













5. Evaluation Results and Discussion 
Evaluation is a necessary component in system design to ensure system operability, 
availability and performance. This chapter presents evaluation results and analysis of the 
prototype implementation of the framework for provisioning algorithms as a service, with 
an emphasis on scalability models, availability and runtime performance. The experimental 
design and methodology of the evaluation is discussed in Sections 5.1 and 5.2. Sections 
5.3, 5.4, 5.5 and 5.6 show the experiments results and analysis. 
5.1 Experimental Design 
We designed four experiments to evaluate the prototype implementation and investigate 
how the prototype can offer high algorithm performance and provide an environment that 
is highly scalable, available, reliable, and comparable. We used algorithms from multiple 
X-intensives (CPU intensive, Memory intensive, etc.) to help us perform a fair evaluation. 
A total of five diverse algorithms were used in order to obtain realistic usage scenarios, 
which are:  
1. Bubble Sort algorithm 
2. Quick Sort algorithm 
3. Word Frequency Counter algorithm 
4. K-Means algorithm 




In order to examine the runtime performance, scalability models, availability, and 
reliability of the prototype, we generated different dataset groups to use as input for the 
algorithms. 
1. Sorting algorithms: we built a function to generate four dataset groups which have 
random numbers between 0 and 9,999,999, as shown in Table 5.1 
Table 5.1: Sorting algorithm dataset groups 
Data Set Numbers 
1 10,000 different numbers 
2 200,000 different numbers 
3 500,000 different numbers 
4 100,000 different numbers 
 
2. Word Frequency Counter algorithm: we used four different sized books, which were 
downloaded from Project Gutenberg [46] as plain text books, as shown in Table 5.2. 
Table 5.2: Word Frequency Counter algorithm dataset groups 
Data Set Book Size (estimate) 
1 7.5 MB 
2 15 MB 
3 544 MB 
4 1 GB 
 
3. K-Means algorithm: we built a function to generate three dataset groups which have 
random numbers between 0 and 9,999,999, as shown in Table 5.3. 
Table 5.3: Clustering algorithm dataset groups 
Data Set Numbers 
1 300,000 different numbers 
2 500,000 different numbers 




4. Genetic algorithm: we built three dataset groups using different US cities from different 
US states, which were downloaded from realestate3d.com [47], as shown in Table 5.4. 
Table 5.4: Genetic algorithm dataset groups 
Data Set City Numbers 
1 220 cities from different states 
2 291 cities from different states 
3 400 cities from different US states 
 
5.3 Default Platform Evaluation 
Since the default platform is used as an entrance for the framework and its services, it will 
be accessible by multiple clients who wish to run available algorithms or launch a new 
scalability services. It is important to evaluate this platform carefully to ensure that it has 
the capability to provide the requested services. The first experiment focused on stress 
testing, as well as availability and reliability, to evaluate Amazon Auto Scaling, Cloud 
Watch and Amazon ELB, which we utilized in the proposed solution. The motivation 
behind a stress testing is to find out how easily the framework can recover from overload 
conditions. The stress testing is an important requirement in evaluating the framework 
availability and reliability. The availability is the quality aspect and measures whether the 
framework is obtainable and ready to serve clients [48]. The reliability is the quality aspect 





Figure 5.1: JMeter test script recorder 
5.3.1 Test Environment 
In order to build the test scenario, we used the Apache JMeter application which is a Java 
open source software designed to load test functional behavior and measure performance 
[49]. We ran the JMeter on a local machine to record a test scenario using http/s test script 
recorder service, as shown in Figure 5.1. The http/s test script recorder allows the JMeter 
to intercept and record actions while we browse the prototype with the normal browser 
[49]. In order to build a good sample, we used the JMeter to record all services provided 
by the framework. The JMeter allows options to choose how the test scenario will be run 
and determines the order in which the samples are processed. The random logic controller 
was chosen to select one service at random at each pass. To apply the test scenario, we host 




Figure 5.2: First test environment - Architecture 
 
The first environment includes one t2.micro EC2 instance, which has one virtual Intel 
Xeon CPU with 2.5 GHz as a processor clock speed and 1GB memory as shown in Figure 
5.2. For the second environment, we applied the Amazon ELB to distribute incoming 
requests among multiple EC2 instances, the Amazon Cloud Watch to monitor the CPU 
utilization of the EC2 instances, and the Amazon Auto Scaling service to ensure that the 
system has a sufficient number of EC2 instances available to handle the load for the 
requested services as shown in Figure 5.3. In order to set up this test, we created an Auto 
Scaling group, which has a minimum size of one instance, a desired capacity of two 
instances, and a maximum size of three instances. A Cloud Watch was applied to monitor 
CPU utilization. The Auto Scaling group automatically adds one new instance when the 
CPU utilization is more than 60% for two successive periods of five minutes, to handle any 
new request using a new EC2 instance. Conversely, the Auto Scaling group removes one 
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instance when the CPU utilization is less than 10% for six successive periods of five 
minutes.  
 
Figure 5.3: Second test environment - Architecture 
 
The Auto Scaling group was applied over t2.micro EC2 instances that offer a single 
core of Intel Xeon processor with turbo 32.5GHz and 1GB RAM. Since we applied the 
ELB service, instances that are launched by the Auto Scaling are automatically registered 
with the ELB, and instances that are terminated by the Auto Scaling are automatically 
deregistered from the ELB. We want note that, the results could be affected by the network 
performance, and also some delay is expected as the JMeter runs on a local machine, and 
the test environments run in the cloud. 
56 
 
5.3.2 Results and Analysis 
This section shows the experimental results. The JMeter outputs are presented in Appendix 
A.1. The results show the evaluation of the Amazon Auto Scaling, Amazon Cloud Watch, 
and Amazon ELB as applied in the proposed framework. For this evaluation we run the 
Bubble Sort algorithm to sort a list of 100,000 random numbers. 
 
Figure 5.4: Average execution time for Bubble Sort algorithm running over two different test environments and 
different number of requests 
 
Figure 5.4 presents the average response time and status for the requested service 
over the two test environments. In the first experiment, when the service was requested by 
2 clients in the same time period, the two environments handled the requests properly and 
the algorithm execution time was convergent. Under the second experiment, where the 
service was requested by 6 clients in the same time period to sort a list of 100,000 random 
numbers, the two environments handled the requests properly, but the second environment 
required less average response time to execute them. This is because the second 
environment has the ability to scale horizontally and handle the requests using more EC2 
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second environment handled them properly, as this environment has the ability to scale 
automatically to handle a greater number of requests. 
 
Figure 5.5: Amazon Cloud Watch monitoring details for the Amazon EC2 instances. The vertical data describe 
CPU utilizations. The horizontal data describe time periods 
 
Figure 5.5 shows the Amazon Cloud Watch monitoring details for the Amazon EC2 
instances when the Bubble Sort algorithm was requested by six users in the same time 
period over the second test environment. As seen, point number 1 in Figure 5.5 describes 
the CPU utilization for the Amazon EC2 instance when the system started the test scenario 
(around 90%). This means the CPU utilization exceeded the upper limit, which was defined 
in the Auto Scaling group (60%). As a result, point number 3 shows the new EC2 instance 
that was created automatically by the Auto Scaling group to handle the client requests over 
a new EC2 instance. Point number 2 describes the CPU utilizations for the running EC2 
instances after the client requests were distributed amongst them (around 45%). The CPU 




50%). This decrease was a result of the environment utilizing the Amazon Auto Scaling, 
which is responsible for adding new Amazon EC2 instances based on the CPU utilization 
of the running instances. 
To conclude, applying the Amazon Auto Scaling, Cloud Watch, and ELB solutions 
enable the framework prototype the ability to handle any new load by adding new EC2 
instances. This will help to achieve high availability and high reliability, as well as 
increased runtime performance. 
5.4 Scale-Up Service Evaluation 
Offering a vertical scaling service to re-run the available algorithms, or to develop and 
deploy new sequential algorithms, is one of the main services in the proposed solution. 
Evaluating this service over multiple web servers having different models and features, 
including more CPU cores and high memory capacity, will give users and developers more 
understanding of this service. The second experiment consisted of a comparison of the 
performance results received from different web server models that were offered to the 
clients as options to host the scale-up service. 
5.4.1 Test Environment 
The second experiment was hosted in two different environments to compare the runtime 
performance between a limited-resources environment and an unlimited-resources 
environment. In addition, since our focus was the algorithm execution time, in order to 
achieve a fair estimation, we used the same database and storage area which are hosted in 
the cloud environment.  
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The first environment was hosted in a local host on a Dell Vostro 200 with processor Intel 
Core 2 Duo CPU at 2.33 GHz, 4 GB random access memory, running Windows 7 
Professional, Microsoft .NET Framework Version 4.5.  
The second environment was hosted on AWS via different EC2 service models. We 
selected three different EC2 instance models, namely, general purpose, compute optimized, 
and memory optimized that we are offered in the current porotype implementation.  
The general purpose model provides a balance of compute, memory, and network 
resources, and is a good choice for many applications such as small and mid-size databases, 
data processing tasks that require additional memory, caching fleets, and cluster computing 
[37]. AWS offers multiple generations of the general purpose model, which are T2, M3 
and M4. The M4 generation was selected for this evaluation as it is the latest generation of 
general purpose instances.  
The compute optimized model has a higher ratio of CPU to memory than other 
families, and the lowest cost per CPU among all Amazon EC2 instance models [37]. 
Compute optimized model is a good choice for compute-intensive applications, including 
high traffic front-end fleets, on-demand batch processing, distributed analytics, web 
servers, batch processing, and high performance science and engineering applications [37]. 
AWS offers two generations namely, the C3 and the C4. The C4 generation is the latest 
generation of the compute optimized model. C3 and C4 generations were selected for this 
evaluation. 
The memory optimized model has the lowest cost per GB of RAM among Amazon 
EC2 instance models [37]. Memory optimized instances are a good choice for memory-
intensive applications; AWS offers one generation, which is an R3 instance model [37] 
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which was selected for this evaluation. A total of eight EC2 instances from different models 
were created, as shown in Table 5.5. 
 













































c3.large 2 3.75 






c3.4xlarge 16 30 










r3.large 2 15.25 






r3.4xlarge 16 122 










5.4.2 Results and Analysis 
We ran the algorithms ten times for each instance and calculated the average of the 
execution time. A recording of the algorithms execution times for each of the 10 runs under 
the instances, which evaluates the scale-up service, is summarized in the Appendix A.2.  
The following graphs demonstrate a comparison of the received performance results 
running multiple algorithms on different web server hardware configurations, using several 
datasets. The local machine has limited resources related to CPU and memory while the 
cloud web servers can be easily scaled vertically to obtain extra CPU cores and more 
memory capacity. You will notice that, we used different performance metrics 
(millisecond, second, and minutes) as suitable. 
 
 
Figure 5.6: Average execution times for the Bubble Sort algorithm 
 
Figure 5.6 shows the average execution time (in seconds) for the Bubble Sort 
algorithm using three different datasets. For the small size dataset (dataset 1) the 














DataSet 1 1.14 1.14 1.08 1.08 1.28 1.29 1.22 1.23 1.71
DataSet 2 456.72 456.76 433.78 481.44 515.58 515.59 487.57 490.24 591.73
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the instances. This conclusion can be reached by comparing the highest execution time, 
which was recorded at 1.71 seconds, and the lowest execution time, which was recorded at 
1.08 seconds, which was a difference of only 0.63 seconds. Furthermore, when applying 
statistical techniques, it was found that the variance between the instance execution times 
was very small (0.037).  
As the size of the data in the dataset increased, the difference in the execution time 
between the instances significantly increased, as shown when using dataset 3. Under this 
dataset, the difference between the highest execution time and the lowest execution time 
was around 890 seconds. This also can be supported statistically, since the variance 
between the instances was very large (82411.2).  
In addition, when comparing the average execution time between the cloud instance 
models with the average execution time calculated using the local instance, we found the 
following: the compute optimized model instances decreased the execution time by 
approximately 24%, the memory optimized model instances decreased the execution time 
by approximately 14%, and the general purpose model instances decreased the execution 
time by approximately 10%. This comparison shows that instances under the compute 
optimized model have the best performance results. This is further supported by observing 
the average execution time, which, under the compute optimized model, was less than the 
average deviation from the mean.  
Finally, when comparing the different types of instances under the same model, we 





Figure 5.7: Average execution times for the Quick Sort algorithm 
 
Figure 5.7 shows the average execution time (in milliseconds) for the Quick Sort 
algorithm using three different datasets. This comparison shows that, as the size of data in 
a dataset increases, the difference in the duration of processing time between the instances 
increases significantly, as shown when using dataset 3. Under this dataset, the difference 
between the highest execution time and the lowest execution time was approximately 320 
milliseconds. In addition, when comparing the average execution time between the cloud 
instance models and the average execution time calculated using the local instance, we 
found the following: the compute optimized model instances decreased the execution time 
by approximately 58%, the memory optimized model instances decreased the execution 
time by approximately 51%, and the general purpose model instances decreased the 
execution time by approximately 50%.  This comparison also shows that the compute 
optimized model instances have the best performance results. Finally, when comparing the 
different types of instances under the same model, we found that there is a significant 














DataSet 1 4.7 4.9 4.1 4 5 5 5 5 57.4
DataSet 2 94.3 103.6 94.5 97.1 107.6 113.3 105 111.4 196.9
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instances and between the general purpose model instances. The r3.4xlarge memory 
optimized instance required approximately 10% less execution time in comparison to the 
r3.large instance. Furthermore, the m4.4xlarge general purpose instance required 
approximately 17% less execution time in comparison to the m4.large instance. This is due 
to the instances having more memory capacity than other instances. 
 
Figure 5.8: Average execution times for the K-Mean algorithm 
 
Figure 5.8 shows the average execution time (in seconds) for the K-Means algorithm 
using three different datasets. This comparison shows that, as the size of data in a dataset 
increases, the difference in the duration of processing time between the instances increases 
significantly, as shown when using dataset 3. Under this dataset, the difference between 
the highest execution time and the lowest execution time was approximately 174 seconds. 
In addition, when comparing the average execution time between the cloud instance models 
and the average execution time calculated using the local instance, we found the following: 
the compute optimized model instances decreased the execution time by approximately 














DataSet 1 33.84 33.98 31.26 31.42 37.15 37.57 36.21 36.39 73.84
DataSet 2 72.53 72.51 67.00 67.03 79.57 79.48 77.53 77.74 163.24















































































































































approximately 53%, and the general purpose model instances decreased the execution time 
by approximately 52%.  This comparison also shows that the compute optimized model 
instances have the best performance results. Finally, when comparing the different types 
of instances under the same model, we found that there was no significant difference in the 
duration of processing time between them. 
 
 
Figure 5.9: Average execution times for the Genetic algorithm 
 
Figure 5.9 shows the average execution time (in seconds) for the Genetic algorithm 
to solve the traveling salesman problem to identify the most efficient route that enables the 
salesman to visit every city once, using three different datasets. This comparison shows 
that, as the size of data in a dataset increases, the difference in the duration of processing 
time between the instances increases significantly, as shown when using dataset 3. Under 
this dataset, the difference between the highest execution time and the lowest execution 
time was approximately 544 seconds. This also can be supported statistically, since the 
















Data Set 1 70.850 71.686 58.430 58.631 66.961 71.921 74.957 75.581 224.642
Data Set 2 118.652 120.261 97.615 97.972 111.658 119.292 125.832 126.954 381.730
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average execution time between the cloud instance models and the average execution time 
calculated using the local instance, we found the following: the compute optimized model 
instances decreased the execution time by approximately 75%, the memory optimized 
model instances decreased the execution time by approximately 68%, and the general 
purpose model instances decreased the execution time by approximately 71%. Finally, 
when comparing the different types of instances under the same model, we found that there 
was no significant difference in the duration of processing time between them. 
 
Figure 5.10: Datasets 1&2 - Average execution times for the Word Frequency Counter algorithm 
 
Figure 5.10 shows the average execution time (in seconds) for the Word Frequency 
Counter algorithm using different datasets. This comparison shows that, as the size of 
data in a dataset increases, the difference in the duration of processing time between the 
instances increases significantly. Furthermore, when we attempted to run the third 
dataset, which has approximately 519 MB over the experimental machines as shown in 
Figure 5.11, we observed that only machines that have more CPU cores and high memory 














DataSet 1 109.17 106.73 106.95 110.46 124.24 123.77 116.61 118.23 240.23
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cores and more than 30 GB of memory) can run the algorithm job and extract the results. 
These experimental results show the extent of the benefit of running algorithm services 
within high-end resource environment. 
  
Figure 5.11: Dataset 3 - Average execution times for the Word Frequency Counter algorithm 
 
 
To conclude, offering Algorithms as a Service within an easily scalable framework 
and a configurable high-performance environment helps clients to analyze data using 
variety of web server models and types and grants higher runtime performance. 
Furthermore, with the ability to launch new instances that have more CPU cores and high 
memory capacity, clients can analyze the data, minimize the execution time, improve the 
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5.5 Scale-Out Service Evaluation 
The third experiment was designed to evaluate the horizontal scaling (scale-out) service 
that provides a distributed environment to host and run distributed and parallel algorithms. 
In this experiment we ran the Word Frequency Counter algorithm over multiple web server 
types and numbers, which we offer in the prototype implementation to host this service, to 
evaluate how this service can improve the runtime performance.  
5.5.1 Test Environment 
The implementation was hosted on AWS via Amazon EMR service. This service provides 
a managed Hadoop framework for distributing and processing Big Data across horizontally 
scalable Amazon EC2 instances. We selected two different EC2 instance types under the 
M3 instance model which provides a balance of compute, memory, and network resources 
[37]. The instance types and models are shown in Table 5.6. 
 































5.5.2 Results and Analysis 
All ten algorithm execution times for the Word Frequency Counter algorithm, which 
evaluates the scale-out platform, are summarized in Appendix A.3. The following figures 
demonstrate a comparison of the performance results running the Word Frequency Counter 
algorithms on the Amazon EMR service under multiple instance types and numbers. The 
results show the total execution time, which represents the total time required to launch the 
EC2 instances and to execute the algorithm in that instances. It also shows the job execution 
time, which represents the total time required to execute the algorithm on the EC2 
instances. We decided to calculate the job execution time separately since the total 
execution time will be affected by the number of instances. 
 
Figure 5.12: Average execution times for Word Frequency Counter algorithm running over three different Hadoop 
Map-Reduce environments 
 
Figure 5.12 shows the average execution time (in minutes) for the run and the job 
execution time, using three different cases, which involved running Hadoop Map-Reduce 
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instances, and three m3.2xlarge instances using more than 500 MB sized book. The 
experiment shows that running Hadoop Map-Reduce Word Frequency Counter algorithm 
over five m3.xlarge instances decreased the algorithm execution time by approximately  
23% in comparison to the algorithm execution time for the three m3.xlarge instances 
(same instance types but with more instance numbers). It also shows that running Hadoop 
Map-Reduce Word Frequency Counter algorithm over three m3.2xlarge instances 
decreased the algorithm execution time by approximately 19% in comparison to the 
algorithm execution time for the three m3.xlarge instances (same instance numbers but 
with high resource usage).  
In summary, distributing the task among more number of machines is another way 
to minimize the execution time and improve the runtime performance. Another benefit of 
this service is that it gives the framework the ability to be scaled horizontally by increasing 
the number of instances, and, at the same time, to be scaled vertically by selecting high 
resources usage instances to distribute an algorithm among them. 
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Figure 5.13 displays the execution times of running the Word Frequency Counter 
Map-Reduce algorithm using 1 GB sized book over three m3.xlarge EC2 instances. As 
we can see, we doubled the book size to investigate by how much the job execution time 
will increase in relation to the new size. The job execution time in the Figure 5.13 shows 
an acceptable execution time related to the large amount of data. Furthermore, the job 
execution time for the Words Frequency Counter algorithm, using big amounts of data 
through horizontal scaling, is less than the execution time as compared to the vertical 
scaling. 
 
To summarize, providing scale-out service in the proposed framework grants users 
and developers the capability to host and run Map-Reduce algorithms within a horizontally, 
as well as a vertically scalable environment. This service helps to analyze big data within 
acceptable execution time using variety of web server configurations. 
5.6 Comparing Algorithms Evaluation 
The last experiment was designed to compare the runtime performance for different 
algorithms under the same job category using the default template that is available to 
algorithm developers to deploy new sequential algorithms. Some clients may decide to do 
this in order to comparing the performance or the result for different algorithms, and 
determining the most appropriate one. We selected different sorting algorithms under a 
sorting job category to demonstrate how the proposed framework can provide a comparable 
environment. A total of six sorting algorithms were used which included the Bubble Sort, 
the Insertion Sort, the Merge Sort, the Quick Sort, the Selection Sort, and the Shell Sort.  
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5.6.1 Test Environment 
The algorithm services were hosted on Amazon EC2 service using the scale-up service 
which is provided via the prototype. We launched one EC2 instance under the general 
purpose model. The instance details are shown in Table 5.7. 



















5.6.2 Results and Analysis 
 
 
Figure 5.14: Comparing average execution times for all sorting algorithms 
 
The summary and the average execution time (in milliseconds) for all sorting 
algorithms are shown in Figure 5.14. The experiment has shown that the Bubble Sort 




































lowest execution time. The template allows algorithm developers to develop and deploy, 
then run and compare their new algorithms within the same algorithm job category. 
Furthermore, they can launch different high-end web servers and examine the algorithm 
performance among them. 
5.7 Lessons Learned 
There are some lessons learned from the previous experiments and the evaluation results 
which are listed below:  
 Applying the Auto Scaling as well as Load Balancing solutions grant the proposed 
framework the ability to achieve availability and reliability by adding new web servers 
to handle the new load; 
 Executing algorithms within a vertically scalable environment using a high-end web 
server, which has more CPU cores and high memory capacity, minimize the execution 
time and improve the system performance; 
 Analyzing Big Data within a horizontally scalable environment using Map-Reduce 
algorithms provides a higher performance than vertical scalable using sequential 
algorithms; and  
 Offering algorithms as a service over an easily scalable framework and a high-end 
resource environment enables clients to achieve a higher algorithm performance and 




This chapter presented the experimental prototype evaluation related to prototype 
scalability models, availability, and runtime performance. We evaluated the runtime 
performance from different aspects to investigate how the prototype provided value added 
services. Providing algorithm services over cloud computing, which has many advantages 
and solutions as well as virtually unlimited resources, grants the service more scalability, 




















6. Conclusion and Future Work 
6.1 Conclusion 
Cloud computing is an environment which provides many services in order to achieve 
client satisfaction. It offers compatible and on-demand hardware and software services for 
different computing resources. Building a framework that utilizes these high-end services 
and providing them in a friendly interface enables clients to execute algorithms easily, and 
improve the efficiency of algorithms.  
This thesis presented the architecture, prototype, and evaluation of a framework for 
a system that provides Algorithms as a Service. This framework solves various issues, 
including finding an appropriate algorithm to process data, recognizing algorithm code, 
installing and configuring a software to run the algorithm, and increasing runtime 
performance. The framework offers different services in the cloud to help clients test data, 
and extract results within an appropriate execution time frame. 
The contributions of this thesis are: 
 Designing a framework for provisioning sequential and parallel algorithms as a service; 
 A prototype implementation using Amazon Web Services; 
 Providing multiple scalability models to help public users and data researchers analyze 
data and compare results over different web server configurations; and  
76 
 
 Evaluation of the prototype implementation, with an emphasis on the runtime 
performance based on scalability models, as well as availability performance. 
Collecting different varieties of algorithms in one environment will motivate clients to 
utilize the framework services. Furthermore, researchers from several research fields have 
the ability to study data and extract useful information. The framework allows algorithm 
developers the ability to deploy new algorithm services. This service gives developers the 
capability to add new algorithms to the default solution image, execute them, and examine 
their results. Clients can compare algorithm performance by running the algorithms over 
various web servers having differing resources configuration using the scalability services. 
This services allow clients to scale the framework via one of the two available scalability 
models. Scale-up allows clients to re-execute the algorithm job over any chosen high-end 
web servers. Scale-out allows clients to distribute an algorithm job among multiple web 
servers. The prototype evaluation focused on the algorithm performance and how the 
provided services can improve the runtime performance as well as the quality of the 
framework by achieving availability and reliability. 
6.2 Future Work  
While this thesis was successful in providing evidence that cloud computing is a valid 
platform for implementing a high performance framework for provisioning algorithms as 
a service, there are still many interesting open research areas, as listed below. 
 Comparing scalability models performance 
In considering future work, one area that could be researched further is restructuring 
sequential algorithms to work as parallel algorithms to evaluate the runtime performance 
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for these algorithms over different scalability models. This researches will help to study 
the relationship between a scale model and an algorithm job. 
 Applying internal load balancer 
This idea refers to the building of an internal load balancer algorithm to automatically 
select preferred scalability models based on historical execution times for the previous 
running algorithm jobs. Creating a Database table to save the execution time related to an 
algorithm job, data input size, and scalability model, and using this data as experimental 
data for the load balancing algorithm, is the basis for this work. 
 Building a multi-language environment 
The current solution allows algorithm developers to develop and deploy parallel algorithms 
in several programming languages as mentioned in Section 4.5.4.2. Building a multi-
language environment to develop and deploy new sequential algorithms using different 
programming languages is considered as one of the main future work to give algorithm 
developers the ability to implement and host new sequential algorithms using different 
programming languages 
 Comparing different cloud service providers 
As discussed in Section 4.2, we selected AWS to implement the framework prototype and 
we evaluated the framework services based on the AWS provider and their services. 
Implementing the framework prototype using other cloud providers and evaluating the 






 Comparing between the public and private cloud environments 
Implementing the framework prototype on a private cloud environment should also be 
considered for future work to compare the cost and the quality of private cloud services 
with public cloud providers. 
 
Finally, adding multiple algorithms under the same job category will support and 
improve an algorithm comparative environment and will also allow clients to analyze data 
and compare results between different algorithms. Such a comparison would give more 
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Appendix A: Experimental Data 
This appendix provides a more details of the results of the experiments mentioned in 
Chapter 5. 
A.1  Default Platform Evaluation 
This section presents JMeter outputs for the default platform evaluation. 
Table A.1: JMeter report of response times and status for two requests running over the first test environment. Time is 
measured in milliseconds 
 
 
Table A.2: JMeter report of response times and status for two requests running over the second test environment. Time 
is measured in milliseconds 
 
 
Table A.3: JMeter report of response times and status for six requests running over the first test environment. Time is 






Table A.4: JMeter report of response times and status for six requests running over the second test environment. Time 
is measured in milliseconds 
 
 
Table A.5: JMeter report of response times and status for eight requests running over the first test environment. Time is 
measured in milliseconds 
 
 
Table A.6: JMeter report of response times and status for eight requests running over the second test environment. 






















A.2  Scale-Up Service Evaluation 
This section presents the total execution times for multiple algorithms to evaluate the scale-
up service. 
Table A.7: Data Set 1 - Execution times for Bubble Sort algorithm. Time is measured in seconds 
 
 
Table A.8: Data Set 2 - Execution times for Bubble Sort algorithm. Time is measured in seconds 
 
c3.4xlarge c3.large c4.4xlarge c4.large m4.4xlarge m4.large r3.4xlarge r3.large Local
1 1.139 1.14 1.082 1.076 1.283 1.287 1.223 1.235 1.745
2 1.143 1.143 1.082 1.077 1.284 1.285 1.227 1.223 1.747
3 1.148 1.137 1.084 1.077 1.284 1.286 1.223 1.225 1.629
4 1.14 1.147 1.084 1.077 1.284 1.287 1.223 1.226 1.654
5 1.14 1.144 1.082 1.077 1.283 1.287 1.224 1.222 1.769
6 1.139 1.138 1.082 1.077 1.284 1.285 1.224 1.228 1.921
7 1.141 1.138 1.082 1.077 1.284 1.287 1.223 1.224 1.892
8 1.14 1.143 1.083 1.077 1.283 1.285 1.224 1.226 1.65
9 1.15 1.14 1.082 1.078 1.284 1.286 1.227 1.226 1.539
10 1.151 1.141 1.082 1.075 1.284 1.286 1.227 1.224 1.584
Average 1.1431 1.1411 1.0825 1.0768 1.2837 1.2861 1.2245 1.2259 1.713
Variance
Max 1.151 1.147 1.084 1.078 1.284 1.287 1.227 1.235 1.921
Min 1.139 1.137 1.082 1.075 1.283 1.285 1.223 1.222 1.539
0.03734791
Sorting Algorithms - Bubble Sort - Data Set 1 (Seconds)
Compute Optimized General Purpose Memory Optimized
c3.4xlarge c3.large c4.4xlarge c4.large m4.4xlargem4.large r3.4xlarge r3.large Local
1 457.222 456.960 433.979 706.922 515.661 515.436 486.811 488.575 555.939
2 457.184 456.932 433.705 633.840 515.625 515.447 486.761 489.827 605.385
3 456.083 456.479 433.778 434.162 515.745 515.462 486.771 489.373 596.225
4 457.307 457.064 433.659 434.231 515.707 515.593 486.982 490.172 596.719
5 457.577 455.854 433.812 434.376 515.667 515.594 486.790 492.687 597.688
6 457.319 457.051 433.674 433.745 515.785 515.577 488.544 489.049 590.241
7 457.198 456.703 433.667 434.254 515.565 515.549 488.433 491.980 596.926
8 456.082 455.860 433.643 434.230 515.606 515.469 488.564 490.687 578.709
9 456.431 457.469 433.679 434.320 515.742 515.456 487.088 490.049 600.339
10 454.807 457.258 434.201 434.327 514.680 516.263 488.891 489.980 599.119
Average 456.721 456.763 433.780 481.441 515.578 515.585 487.564 490.238 591.729
Variance
Max 457.577 457.469 434.201 706.922 515.785 516.263 488.891 492.687 605.385
Min 454.807 455.854 433.643 433.745 514.680 515.436 486.761 488.575 555.939
2133.496
Sorting Algorithms - Bubble Sort - Data Set 2 (Seconds)
Compute Optimized General Purpose Memory Optimized
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c3.4xlarge c3.large c4.4xlarge c4.large m4.4xlargem4.large r3.4xlarge r3.large Local
1 2846.10 2854.837 2719.741 2717.768 3219.252 3347.495 3167.483 3081.708 3460.983
2 2850.84 2858.741 2719.815 2705.574 3219.009 3222.234 3077.970 3091.650 3500.814
3 2885.72 2894.060 2725.060 2720.594 3217.096 3222.607 3092.170 3099.800 3493.985
4 2879.43 2917.048 2724.982 2723.118 3218.940 3221.563 3092.646 3098.167 3502.623
5 2879.61 2887.993 2725.307 2725.711 3217.928 3216.110 3061.760 3075.318 3480.950
6 2854.50 2857.829 2713.362 2724.421 3223.855 3219.990 3092.273 3130.129 3616.207
7 2863.88 2862.294 2724.785 2713.416 3218.554 3220.915 3076.216 3062.816 3932.044
8 2864.64 2903.185 2717.144 2717.516 3218.546 3220.040 3061.997 3066.598 3914.052
9 2854.93 2903.667 2722.131 2719.988 3219.096 3217.382 3066.670 3054.873 3497.995
10 2855.82 2901.562 2712.937 2716.961 3272.673 3225.527 3047.615 3076.598 3688.783
Average 2863.55 2884.122 2720.526 2718.507 3224.495 3233.386 3083.680 3083.766 3608.844
Variance
Max 2885.72 2917.048 2725.307 2725.711 3272.673 3347.495 3167.483 3130.129 3932.044
Min 2846.10 2854.837 2712.937 2705.574 3217.096 3216.110 3047.615 3054.873 3460.983
82410.82
Sorting Algorithms - Bubble Sort - Data Set 3 (Seconds)
Compute Optimized General Purpose Memory Optimized
c3.4xlarge c3.large c4.4xlarge c4.large m4.4xlarge m4.large r3.4xlarge r3.large Local
1 5.000 5.000 5.000 4.000 5.000 5.000 5.000 5.000 25.000
2 5.000 5.000 4.000 4.000 5.000 5.000 5.000 5.000 26.000
3 5.000 5.000 4.000 4.000 5.000 5.000 5.000 5.000 29.000
4 4.000 5.000 4.000 4.000 5.000 5.000 5.000 5.000 203.000
5 5.000 5.000 4.000 4.000 5.000 5.000 5.000 5.000 25.000
6 5.000 5.000 4.000 4.000 5.000 5.000 5.000 5.000 24.000
7 4.000 5.000 4.000 4.000 5.000 5.000 5.000 5.000 22.000
8 4.000 5.000 4.000 4.000 5.000 5.000 5.000 5.000 133.000
9 5.000 4.000 4.000 4.000 5.000 5.000 5.000 5.000 53.000
10 5.000 5.000 4.000 4.000 5.000 5.000 5.000 5.000 34.000
Average 4.700 4.900 4.100 4.000 5.000 5.000 5.000 5.000 57.400
Variance
Max 5.000 5.000 5.000 4.000 5.000 5.000 5.000 5.000 203.000
Min 4.000 4.000 4.000 4.000 5.000 5.000 5.000 5.000 22.000
308.598
Compute Optimized General Purpose Memory Optimized
Sorting Algorithms - Quick Sort - Data Set 1 (Milliseconds)
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c3.4xlarge c3.large c4.4xlarge c4.large m4.4xlargem4.large r3.4xlarge r3.large Local
1 95.000 93.000 87.000 138.000 101.000 101.000 101.000 99.000 203.000
2 95.000 93.000 84.000 85.000 102.000 101.000 140.000 148.000 188.000
3 93.000 91.000 175.000 84.000 161.000 97.000 103.000 98.000 197.000
4 94.000 91.000 83.000 84.000 102.000 126.000 99.000 127.000 189.000
5 95.000 117.000 86.000 158.000 103.000 100.000 102.000 98.000 199.000
6 95.000 92.000 85.000 85.000 99.000 152.000 101.000 99.000 192.000
7 95.000 92.000 86.000 87.000 103.000 100.000 98.000 101.000 200.000
8 92.000 177.000 86.000 83.000 104.000 100.000 101.000 142.000 204.000
9 93.000 94.000 86.000 82.000 99.000 99.000 101.000 100.000 203.000
10 96.000 96.000 87.000 85.000 102.000 157.000 104.000 102.000 194.000
Average 94.300 103.600 94.500 97.100 107.600 113.300 105.000 111.400 196.900
Variance
Max 96.000 177.000 175.000 158.000 161.000 157.000 140.000 148.000 204.000
Min 92.000 91.000 83.000 82.000 99.000 97.000 98.000 98.000 188.000
Memory Optimized
1020.393
Compute Optimized General Purpose
Sorting Algorithms - Quick Sort - Data Set 2 (Milliseconds)
c3.4xlarge c3.large c4.4xlarge c4.large m4.4xlargem4.large r3.4xlarge r3.large Local
1 241.000 243.000 222.000 218.000 264.000 257.000 260.000 269.000 554.000
2 246.000 247.000 227.000 226.000 278.000 972.000 267.000 266.000 554.000
3 238.000 249.000 223.000 220.000 265.000 484.000 264.000 256.000 546.000
4 352.000 244.000 220.000 225.000 329.000 254.000 255.000 296.000 840.000
5 249.000 239.000 224.000 331.000 250.000 257.000 256.000 264.000 437.000
6 247.000 247.000 226.000 359.000 262.000 263.000 266.000 267.000 496.000
7 247.000 245.000 225.000 221.000 268.000 261.000 265.000 356.000 524.000
8 248.000 249.000 226.000 224.000 254.000 252.000 257.000 418.000 566.000
9 239.000 387.000 219.000 224.000 264.000 266.000 260.000 400.000 439.000
10 247.000 236.000 225.000 224.000 268.000 352.000 264.000 391.000 486.000
Average 255.400 258.600 223.700 247.200 270.200 361.800 261.400 318.300 544.200
Variance
Max 352.000 387.000 227.000 359.000 329.000 972.000 267.000 418.000 840.000
Min 238.000 236.000 219.000 218.000 250.000 252.000 255.000 256.000 437.000
Compute Optimized General Purpose Memory Optimized
9786.683
Sorting Algorithms - Quick Sort - Data Set 3 (Milliseconds)
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c3.4xlarge c3.large c4.4xlarge c4.large m4.4xlarge m4.large r3.4xlarge r3.large Local
1 33.835 33.836 31.166 31.394 37.880 37.404 36.114 36.566 77.771
2 33.836 33.811 31.212 31.332 37.097 37.761 36.218 36.544 77.094
3 33.903 33.880 31.242 31.486 37.014 37.673 36.279 36.334 76.817
4 33.963 34.514 31.178 31.442 37.069 37.780 36.081 36.245 71.438
5 33.756 33.848 31.677 31.581 36.977 37.700 36.207 36.485 71.014
6 33.777 33.914 31.154 31.504 37.139 37.775 36.295 36.438 71.211
7 33.833 33.810 31.197 31.353 37.134 37.786 36.090 36.356 71.163
8 33.898 33.818 31.160 31.306 36.956 37.503 36.131 36.252 72.181
9 33.807 34.481 31.480 31.319 37.123 37.139 36.170 36.357 71.652
10 33.812 33.894 31.138 31.448 37.076 37.175 36.492 36.344 78.010
Average 33.842 33.981 31.260 31.417 37.147 37.570 36.208 36.392 73.835
Variance
Max 33.963 34.514 31.677 31.581 37.880 37.786 36.492 36.566 78.010
Min 33.756 33.810 31.138 31.306 36.956 37.139 36.081 36.245 71.014
175.341
K-Mean Algorithm - Data Set 1 (Seconds)
Compute Optimized General Purpose Memory Optimized
c3.4xlarge c3.large c4.4xlarge c4.large m4.4xlargem4.large r3.4xlarge r3.large Local
1 72.687 72.486 66.719 67.188 79.329 79.355 77.027 77.419 170.096
2 72.423 72.519 67.580 67.059 79.191 79.277 78.224 77.621 154.512
3 72.630 72.703 66.623 66.955 80.487 79.264 77.943 77.658 158.753
4 72.336 72.443 67.947 67.142 79.202 79.554 77.357 77.746 157.118
5 72.147 73.008 67.107 67.144 79.391 79.487 77.442 77.723 159.573
6 72.549 72.428 66.750 66.920 79.354 79.638 77.322 77.761 160.597
7 72.787 72.456 66.805 66.935 80.924 79.802 77.462 77.855 159.026
8 72.499 72.538 66.754 66.796 79.229 79.592 77.541 77.791 178.343
9 72.802 72.132 66.967 66.996 79.321 79.532 77.377 78.130 174.342
10 72.466 72.419 66.750 67.199 79.229 79.318 77.623 77.725 160.012
Average 72.533 72.513 67.000 67.033 79.566 79.482 77.532 77.743 163.237
Variance
Max 72.802 73.008 67.947 67.199 80.924 79.802 78.224 78.130 178.343
Min 72.147 72.132 66.623 66.796 79.191 79.264 77.027 77.419 154.512
904.983
K-Mean Algorithm - Data Set 2 (Seconds)
Compute Optimized General Purpose Memory Optimized
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c3.4xlarge c3.large c4.4xlarge c4.large m4.4xlargem4.large r3.4xlarge r3.large Local
1 129.921 128.711 118.830 120.182 140.621 140.944 137.207 138.416 285.972
2 129.222 129.589 119.443 119.459 141.292 141.095 137.336 138.411 286.803
3 129.537 129.332 119.732 119.230 141.715 141.061 138.550 138.835 305.745
4 128.397 129.364 118.420 119.201 140.642 141.344 137.662 138.377 309.059
5 128.433 129.237 119.255 119.566 140.988 141.469 136.919 138.035 284.976
6 129.187 129.787 121.194 121.717 141.115 140.862 137.081 138.835 286.520
7 129.092 129.505 118.340 121.778 142.197 142.382 139.356 139.359 283.721
8 129.015 129.661 118.287 118.988 143.606 142.568 137.006 138.749 287.033
9 128.713 128.902 118.400 119.098 140.706 141.192 137.184 138.266 307.719
10 128.779 128.864 118.287 118.930 140.785 140.978 137.374 137.687 309.129
Average 129.030 129.295 119.019 119.815 141.367 141.390 137.568 138.497 294.668
Variance
Max 129.921 129.787 121.194 121.778 143.606 142.568 139.356 139.359 309.129
Min 128.397 128.711 118.287 118.930 140.621 140.862 136.919 137.687 283.721
Compute Optimized General Purpose Memory Optimized
3012.960
K-Mean Algorithm - Data Set 3 (Seconds)
c3.4xlarge c3.large c4.4xlarge c4.large m4.4xlarge m4.large r3.4xlarge r3.large Local
1 70.842 71.594 58.438 58.730 67.059 71.872 74.890 75.507 226.134
2 70.770 71.812 58.572 58.733 66.901 71.734 74.720 75.784 227.188
3 70.921 71.553 58.331 58.400 66.639 72.029 74.976 75.455 228.312
4 70.780 71.607 58.268 58.667 67.073 72.037 75.013 75.637 221.451
5 71.022 71.562 58.358 58.813 67.211 71.737 74.791 75.615 222.096
6 70.632 71.674 58.610 58.228 67.055 72.123 75.126 75.397 225.796
7 70.904 71.865 58.500 58.728 66.771 71.820 74.811 76.095 222.241
8 71.071 71.586 58.203 58.569 67.151 72.107 75.395 75.578 220.568
9 70.794 71.726 58.583 58.780 66.882 71.664 75.081 75.695 229.761
10 70.765 71.880 58.441 58.661 66.867 72.087 74.767 75.046 222.870
Average 70.850 71.686 58.430 58.631 66.961 71.921 74.957 75.581 224.642
Variance
Max 71.071 71.880 58.610 58.813 67.211 72.123 75.395 76.095 229.761
Min 70.632 71.553 58.203 58.228 66.639 71.664 74.720 75.046 220.568
2744.535
Genetic Algorithm - Data Set 1 (Seconds)
Compute Optimized General Purpose Memory Optimized
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c3.4xlarge c3.large c4.4xlarge c4.large m4.4xlargem4.large r3.4xlarge r3.large Local
1 118.867 119.217 98.706 100.716 113.949 115.142 130.004 128.940 382.724
2 118.415 120.083 96.708 97.096 110.951 119.441 125.571 126.674 388.824
3 118.074 120.065 97.640 97.523 111.076 119.832 124.714 127.043 381.790
4 118.781 120.774 97.346 97.497 111.047 120.251 125.276 126.140 383.344
5 118.622 119.827 97.033 97.356 112.577 118.933 126.202 126.897 381.574
6 119.657 122.228 97.620 97.176 111.423 121.044 125.278 127.720 383.909
7 118.489 119.755 98.309 99.061 111.769 119.133 125.459 126.427 384.261
8 117.866 120.176 97.388 97.382 111.536 120.095 125.486 126.694 386.908
9 118.881 120.372 97.809 97.829 111.442 119.242 124.665 126.233 379.239
10 118.867 120.114 97.586 98.082 110.814 119.809 125.669 126.768 364.729
Average 118.652 120.261 97.615 97.972 111.658 119.292 125.832 126.954 381.730
Variance
Max 119.657 122.228 98.706 100.716 113.949 121.044 130.004 128.940 388.824
Min 117.866 119.217 96.708 97.096 110.814 115.142 124.665 126.140 364.729
8033.408
Compute Optimized General Purpose Memory Optimized
Genetic Algorithm - Data Set 2 (Seconds)
c3.4xlarge c3.large c4.4xlarge c4.large m4.4xlargem4.large r3.4xlarge r3.large Local
1 214.214 215.632 177.351 181.183 205.356 206.361 234.136 232.633 723.448
2 216.314 219.367 178.014 177.952 201.702 217.276 230.201 231.785 724.808
3 216.177 218.277 176.426 177.065 204.553 217.489 228.809 231.745 704.315
4 216.197 218.574 176.891 176.697 202.170 217.279 229.653 230.744 689.299
5 215.564 218.656 176.820 176.965 203.028 218.746 229.823 231.286 715.358
6 216.007 218.542 177.006 177.389 203.257 218.519 229.190 230.245 712.665
7 216.051 218.148 177.242 177.163 203.401 218.630 228.352 230.839 720.651
8 216.218 218.859 177.113 178.292 203.226 218.231 230.029 231.413 725.674
9 216.706 219.529 177.203 177.163 201.931 217.437 230.232 231.636 744.217
10 215.227 218.728 176.566 178.374 202.891 218.546 228.675 230.621 752.331
Average 215.868 218.431 177.063 177.824 203.152 216.851 229.910 231.295 721.277
Variance
Max 216.706 219.529 178.014 181.183 205.356 218.746 234.136 232.633 752.331
Min 214.214 215.632 176.426 176.697 201.702 206.361 228.352 230.245 689.299
29576.176
Genetic Algorithm - Data Set 3 (Seconds)
Compute Optimized General Purpose Memory Optimized
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c3.4xlarge c3.large c4.4xlarge c4.large m4.4xlarge m4.large r3.4xlarge r3.large Local
1 109.114 109.217 109.397 109.407 123.735 124.945 117.162 117.325 291.402
2 109.674 103.196 108.840 110.043 125.264 121.512 116.764 118.092 363.805
3 109.186 108.546 108.398 109.964 119.834 124.199 117.069 117.932 199.014
4 107.946 103.008 110.535 110.038 122.898 124.292 117.164 118.376 204.073
5 109.202 102.636 110.362 111.887 117.758 124.457 114.174 118.076 256.207
6 109.539 100.153 108.982 110.407 120.480 124.073 116.995 118.117 212.341
7 109.252 111.320 110.738 110.243 125.425 123.541 116.626 120.226 262.358
8 109.095 109.181 110.501 110.964 125.564 124.174 116.965 118.614 172.736
9 109.179 109.925 78.495 110.538 122.278 122.481 115.303 117.611 174.301
10 109.527 110.101 113.268 111.087 139.182 124.020 117.842 117.915 266.029
Average 109.171 106.728 106.952 110.458 124.242 123.769 116.606 118.228 240.227
Variance
Max 109.674 111.320 113.268 111.887 139.182 124.945 117.842 120.226 363.805
Min 107.946 100.153 78.495 109.407 117.758 121.512 114.174 117.325 172.736
1800.970
Word Count Algorithm - Data Set 1 (Seconds)
Compute Optimized General Purpose Memory Optimized
c3.4xlarge c3.large c4.4xlarge c4.large m4.4xlargem4.large r3.4xlarge r3.large Local
1 218.428 218.064 221.280 221.294 234.571 249.869 235.281 234.992 336.395
2 218.856 219.832 219.062 215.947 178.398 242.737 234.351 234.821 440.384
3 214.144 213.144 218.332 215.076 245.084 247.766 233.827 234.924 314.834
4 218.466 213.726 218.908 220.526 248.396 247.904 234.328 234.711 364.036
5 218.526 220.007 219.448 220.299 244.731 247.628 234.118 235.816 435.928
6 218.483 220.011 210.243 220.763 241.656 248.754 185.967 235.843 348.534
7 218.435 218.717 217.692 214.600 187.002 248.126 234.637 234.658 380.858
8 218.310 212.555 216.232 220.647 249.770 248.099 185.685 235.292 435.918
9 217.972 172.754 219.649 185.082 250.881 248.076 234.808 230.818 365.665
10 218.875 211.689 221.934 219.547 244.953 250.063 234.591 235.892 341.200
Average 218.050 212.050 218.278 215.378 232.544 247.902 224.759 234.777 376.375
Variance
Max 218.875 220.011 221.934 221.294 250.881 250.063 235.281 235.892 440.384
Min 214.144 172.754 210.243 185.082 178.398 242.737 185.685 230.818 314.834
2658.995
Compute Optimized General Purpose Memory Optimized
Word Count Algorithm - Data Set 2 (Seconds)
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Table A.21: Data Set 3 - Execution times for Word Count Algorithm. Time is measured in Minutes 
 
 
A.3  Scale-Out Service Evaluation 
This section presents the total ten times of the Word Frequency Counter algorithm 
execution time for evaluating the scale-out service. 




c3.4xlarge c3.large c4.4xlarge c4.large m4.4xlargem4.large r3.4xlarge r3.large Local
1 76.201 69.989 110.600 98.021
2 76.090 72.884 85.171 85.624
3 73.449 71.037 89.360 106.787
4 73.743 70.301 95.018 91.595
5 74.889 71.261 85.978 91.591
6 74.583 71.438 106.823 89.931
7 74.071 72.973 110.824 91.981
8 73.762 72.467 83.559 113.677
9 76.623 72.383 86.881 95.745
10 73.394 72.253 97.587 94.701
Average 74.681 71.699 95.180 95.965
Variance
Max 76.623 72.973 110.824 113.677
Min 73.394 69.989 83.559 85.624
168.586
Word Count Algorithm - Data Set 3 (Mins)
Compute Optimized General Purpose Memory Optimized
5 EC2 - Total 5 EC2 - Job 3 EC2 - Total 3 EC2 - Job 3 EC2 - Total 3 EC2 - Job
1 6.056 1.718 5.897 2.268 5.204 1.884
2 5.369 1.785 5.705 2.376 5.040 1.810
3 5.706 1.777 6.207 2.285 5.708 1.860
4 5.033 1.726 5.702 2.376 5.367 1.826
5 5.371 1.776 5.707 2.318 6.208 2.018
6 4.871 1.776 5.873 2.268 5.368 1.818
7 5.038 1.818 5.871 2.293 5.542 1.918
8 5.032 1.793 5.705 2.318 5.373 1.826
9 5.033 1.784 6.374 2.285 5.032 1.843
10 5.043 1.726 6.550 2.285 5.536 1.868
Average 5.255 1.768 5.959 2.307 5.438 1.867
Max 6.056 1.818 6.550 2.376 6.208 2.018
Min 4.871 1.718 5.702 2.268 5.032 1.810
m3.2xlargem3.xlarge
Hadoop - Word Count Algorithm - Data Set 3 (Mins) 
95 
 
Appendix B: Selected Source Code 
This section presents selected snippets of the prototype implementation source code that 
were discussed in the thesis. 
B.1  Sample Template 
This section presents an example of design and source code templates that are offered for 
algorithm developers to host new algorithms. As seen in the section the source code 
template has all standard source code to provide the new algorithm using the same 
workflow process. Developers only need to enter the algorithm source code and any helper 
functions in their sections as shown in the sample source code template, lines 120 and 192. 
 
 












Figure B.3: Default template: new algorithm helper functions section 
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B.2  Utility Services 
This section presents utility classes which are responsible for building a bridge between 
the framework services and AWS services. 
B.2.1 DB Manager Class 
This section presents samples of the DB manager class functions which is responsible for 
managing data transaction between the web servers and the DB server.  
 
 




B.2.2 EC2 Manager Class 
This section presents samples of the EC2 manager class functions which is responsible for 
managing transaction between the framework and Amazon EC2. 
 
 
Figure B.5: Samples of the EC2 manager class functions 
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Appendix C: Sample Services 
This appendix provides some of the framework prototype services source code. Out of the 
many services that were implemented in the prototype, a select few have been featured in 
this Appendix. 
C.1  Scale-Up Service 








C.2  Scale-Out Service 









C.3  Sorting Algorithms 
This section presents a sample of the sorting algorithm source code which was discussed 
in Section 4.5.2.1. 
 
 
Figure C.3: Samples of the sorting algorithm source code 
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C.4  K-Mean Algorithm 
This section presents a sample of the K-Mean algorithm screenshot and source code 
which was discussed in Section 4.5.2.3. 
 
Figure C.4: K-Mean algorithm interface 
 
 
Figure C.5: Samples of the K-Mean algorithm source code 
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