Kernel-based Reconstruction of Graph Signals by Romero, Daniel et al.
1Kernel-based Reconstruction of Graph Signals
Daniel Romero, Member, IEEE, Meng Ma, Georgios B. Giannakis, Fellow, IEEE
Abstract—A number of applications in engineering, social sci-
ences, physics, and biology involve inference over networks. In this
context, graph signals are widely encountered as descriptors of ver-
tex attributes or features in graph-structured data. Estimating such
signals in all vertices given noisy observations of their values on a
subset of vertices has been extensively analyzed in the literature of
signal processing on graphs (SPoG). This paper advocates kernel
regression as a framework generalizing popular SPoG modeling
and reconstruction and expanding their capabilities. Formulating
signal reconstruction as a regression task on reproducing kernel
Hilbert spaces of graph signals permeates benefits from statistical
learning, offers fresh insights, and allows for estimators to leverage
richer forms of prior information than existing alternatives. A
number of SPoG notions such as bandlimitedness, graph filters,
and the graph Fourier transform are naturally accommodated in
the kernel framework. Additionally, this paper capitalizes on the
so-called representer theorem to devise simpler versions of existing
Thikhonov regularized estimators, and offers a novel probabilistic
interpretation of kernel methods on graphs based on graphical
models. Motivated by the challenges of selecting the bandwidth
parameter in SPoG estimators or the kernel map in kernel-based
methods, the present paper further proposes two multi-kernel ap-
proaches with complementary strengths. Whereas the first enables
estimation of the unknown bandwidth of bandlimited signals, the
second allows for efficient graph filter selection. Numerical tests
with synthetic as well as real data demonstrate the merits of the
proposed methods relative to state-of-the-art alternatives.
Index Terms—Graph signal reconstruction, kernel regression,
multi-kernel learning.
I. INTRODUCTION
Graph data play a central role in analysis and inference tasks
for social, brain, communication, biological, transportation, and
sensor networks [1], thanks to their ability to capture relational
information. Vertex attributes or features associated with ver-
tices can be interpreted as functions or signals defined on graphs.
In social networks for instance, where a vertex represents a
person and an edge corresponds to a friendship relation, such
a function may denote e.g. the person’s age, location, or rating
of a given movie.
Research efforts over the last years are centered on estimating
or processing functions on graphs; see e.g. [1]–[6]. Existing
approaches rely on the premise that signals obey a certain form
of parsimony relative to the graph topology. For instance, it
seems reasonable to estimate a person’s age by looking at their
friends’ age. The present paper deals with a general version of
this task, where the goal is to estimate a graph signal given
noisy observations on a subset of vertices.
The machine learning community has already looked at
SPoG-related issues in the context of semi-supervised learning
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under the term of transductive regression and classification [6]–
[8]. Existing approaches rely on smoothness assumptions for
inference of processes over graphs using nonparametric meth-
ods [2], [3], [6], [9]. Whereas some works consider estimation
of real-valued signals [7]–[10], most in this body of literature
have focused on estimating binary-valued functions; see e.g. [6].
On the other hand, function estimation has also been investi-
gated recently by the community of signal processing on graphs
(SPoG) under the term signal reconstruction [11]–[18]. Existing
approaches commonly adopt parametric estimation tools and
rely on bandlimitedness, by which the signal of interest is
assumed to lie in the span of the B leading eigenvectors of
the graph Laplacian or the adjacency matrix [12]–[14], [16]–
[19]. Different from machine learning works, SPoG research is
mainly concerned with estimating real-valued functions.
The present paper cross-pollinates ideas and broadens both
machine learning and SPoG perspectives under the unifying
framework of kernel-based learning. The first part unveils the
implications of adopting this standpoint and demonstrates how it
naturally accommodates a number of SPoG concepts and tools.
From a high level, this connection (i) brings to bear performance
bounds and algorithms from transductive regression [8] and the
extensively analyzed general kernel methods (see e.g. [20]); (ii)
offers the possibility of reducing the dimension of the opti-
mization problems involved in Tikhonov regularized estimators
by invoking the so-called representer theorem [21]; and, (iii)
it provides guidelines for systematically selecting parameters
in existing signal reconstruction approaches by leveraging the
connection with linear minimum mean-square error (LMMSE)
estimation via covariance kernels.
Further implications of applying kernel methods to graph
signal reconstruction are also explored. Specifically, it is shown
that the finite dimension of graph signal spaces allows for an
insightful proof of the representer theorem which, different from
existing proofs relying on functional analysis, solely involves
linear algebra arguments. Moreover, an intuitive probabilistic
interpretation of graph kernel methods is introduced based on
graphical models. These findings are complemented with a
technique to deploy regression with Laplacian kernels in big-
data setups.
It is further established that a number of existing signal
reconstruction approaches, including the least-squares (LS) es-
timators for bandlimited signals from [11]–[16]; the Tikhonov
regularized estimators from [4], [12], [22] and [23, eq. (27)]; and
the maximum a posteriori estimator in [13], can be viewed as
kernel methods on reproducing kernel Hilbert spaces (RKHSs)
of graph signals. Popular notions in SPoG such as graph filters,
the graph Fourier transform, and bandlimited signals can also be
accommodated under the kernel framework. First, it is seen that
a graph filter [4] is essentially a kernel smoother [24]. Second,
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bandlimited kernels are introduced to accommodate estimation
of bandlimited signals. Third, the connection between the so-
called graph Fourier transform [4] (see [5], [15] for a related
definition) and Laplacian kernels [2], [3] is delineated. Relative
to methods relying on the bandlimited property (see e.g. [11]–
[17]), kernel methods offer increased flexibility in leveraging
prior information about the graph Fourier transform of the
estimated signal.
The second part of the paper pertains to the challenge of
model selection. On the one hand, a number of reconstruction
schemes in SPoG [12]–[15], [17] require knowledge of the sig-
nal bandwidth, which is typically unknown [11], [16]. Existing
approaches for determining this bandwidth rely solely on the set
of sampled vertices, disregarding the observations [11], [16].
On the other hand, existing kernel-based approaches [1, Ch.
8] necessitate proper kernel selection, which is computationally
inefficient through cross-validation.
The present paper addresses both issues by means of two
multi-kernel learning (MKL) techniques having complementary
strengths. Heed existing MKL methods on graphs are confined
to estimating binary-valued signals [25]–[27]. This paper on
the other hand, is concerned with MKL algorithms for real-
valued graph signal reconstruction. The novel graph MKL
algorithms optimally combine the kernels in a given dictionary
and simultaneously estimate the graph signal by solving a single
optimization problem.
The rest of the paper is structured as follows. Sec. II for-
mulates the problem of graph signal reconstruction. Sec. III
presents kernel-based learning as an encompassing framework
for graph signal reconstruction, and explores the implications
of adopting such a standpoint. Two MKL algorithms are then
presented in Sec. IV. Sec. V complements analytical findings
with numerical tests by comparing with competing alternatives
via synthetic- and real-data experiments. Finally, concluding
remarks are highlighted in Sec. VI.
Notation. (·)N denotes the remainder of integer division by N ;
δ[·] the Kronecker delta, and I[C] the indicator of condition C,
returning 1 if C is satisfied and 0 otherwise. Scalars are denoted
by lowercase letters, vectors by bold lowercase, and matrices
by bold uppercase. The (i, j)th entry of matrix A is (A)i,j .
Notation || · ||2 and Tr (·) respectively represent Euclidean norm
and trace; IN denotes the N ×N identity matrix; ei is the i-th
canonical vector of RM , while 0 (1) is a vector of appropriate
dimension with all (ones). The span of the columns of A is
denoted by R{A}, whereas A  B (resp. A  B) means that
A−B is positive definite (resp. semi-definite). Superscripts T
and † respectively stand for transposition and pseudo-inverse,
whereas E denotes expectation.
II. PROBLEM STATEMENT
A graph is a tuple G := (V, w), where V := {v1, . . . , vN} is
the vertex set, and w : V × V → [0,+∞) is a map assigning
a weight to each vertex pair. For simplicity, it is assumed that
w(v, v) = 0 ∀v ∈ V . This paper focuses on undirected graphs,
for which w(v, v′) = w(v′, v) ∀v, v′ ∈ V . A graph is said to
be unweighted if w(v, v′) is either 0 or 1. The edge set E is
the support of w, i.e., E := {(v, v′) ∈ V × V : w(v, v′) 6= 0}.
Two vertices v and v′ are adjacent, connected, or neighbors if
(v, v′) ∈ E . The n-th neighborhoodNn is the set of neighbors of
vn, i.e., Nn := {v ∈ V : (v, vn) ∈ E}. The information in w is
compactly represented by the N×N weighted adjacency matrix
W , whose (n, n′)-th entry is w(vn, vn′); the N ×N diagonal
degree matrix D, whose (n, n)-th entry is
∑N
n′=1 w(vn, vn′);
and the Laplacian matrix L := D−W , which is symmetric and
positive semidefinite [1, Ch. 2]. The latter is sometimes replaced
with its normalized version D−1/2LD−1/2, whose eigenvalues
are confined to the interval [0, 2].
A real-valued function (or signal) on a graph is a map f0 :
V → R. As mentioned in Sec. I, the value f0(v) represents an
attribute or feature of v ∈ V , such as age, political alignment,
or annual income of a person in a social network. Signal f0 is
thus represented by f0 := [f0(v1), . . . , f0(vN )]T .
Suppose that a collection of noisy samples (or observations)
ys = f0(vns) + es, s = 1, . . . , S, is available, where es
models noise and S := {n1, . . . , nS} contains the indices
1 ≤ n1 < · · · < nS ≤ N of the sampled vertices. In a
social network, this may be the case if a subset of persons
have been surveyed about the attribute of interest (e.g. political
alignment). Given {(ns, ys)}Ss=1, and assuming knowledge of G,
the goal is to estimate f0. This will provide estimates of f0(v)
both at observed and unobserved vertices v ∈ V . By defining
y := [y1, . . . , yS ]
T , the observation model is summarized as
y = Φf0 + e (1)
where e := [e1, . . . , eS ]T and Φ is an S×N matrix with entries
(s, ns), s = 1, . . . , S, set to one, and the rest set to zero.
III. UNIFYING THE RECONSTRUCTION OF GRAPH SIGNALS
Kernel methods constitute the “workhorse” of statistical
learning for nonlinear function estimation [20]. Their popularity
can be ascribed to their simplicity, flexibility, and good per-
formance. This section presents kernel regression as a novel
unifying framework for graph signal reconstruction.
Kernel regression seeks an estimate of f0 in an RKHS H,
which is the space of functions f : V → R defined as
H :=
{
f : f(v) =
N∑
n=1
α¯nκ(v, vn), α¯n ∈ R
}
. (2)
The kernel map κ : V × V → R is any function defining a
symmetric and positive semidefinite N ×N matrix with entries
[K¯]n,n′ := κ(vn, vn′) ∀n, n′ [28]. Intuitively, κ(v, v′) is a
basis function in (2) measuring similarity between the values
of f0 at v and v′. For instance, if a feature vector xn ∈ RD
containing attributes of the entity represented by vn is known
for n = 1, . . . , N , one can employ the popular Gaussian kernel
κ(vn, vn′) = exp{−||xn−xn′ ||2/σ2}, where σ2 > 0 is a user-
selected parameter [20]. When such feature vectors xn are not
available, the graph topology can be leveraged to construct graph
kernels as detailed in Sec. III-B.
Different from RKHSs of functions f(x) defined over infinite
sets, the expansion in (2) is finite since V is finite. This implies
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that RKHSs of graph signals are finite-dimensional spaces. From
(2), it follows that any signal in H can be expressed as:
f := [f(v1), . . . , f(vN )]
T = K¯α¯ (3)
for some N×1 vector α¯ := [α¯1, . . . , α¯N ]T . Given two functions
f(v) :=
∑N
n=1 α¯nκ(v, vn) and f
′(v) :=
∑N
n=1 α¯
′
nκ(v, vn),
their RKHS inner product is defined as1
〈f, f ′〉H :=
N∑
n=1
N∑
n′=1
α¯nα¯
′
n′κ(vn, vn′) = α¯
T K¯α¯′ (4)
where α¯′ := [α¯′1, . . . , α¯
′
N ]
T . The RKHS norm is defined by
||f ||2H := 〈f, f〉H = α¯T K¯α¯ (5)
and will be used as a regularizer to control overfitting. As a spe-
cial case, setting K¯ = IN recovers the standard inner product
〈f, f ′〉H = fTf ′, and Euclidean norm ||f ||2H = ||f ||22. Note
that when K¯  0, the set of functions of the form (3) equals
RN . Thus, two RKHSs with strictly positive definite kernel
matrices contain the same functions. They differ only in their
RKHS inner products and norms. Interestingly, this observation
establishes that any positive definite kernel is universal [29] for
graph signal reconstruction.
The term reproducing kernel stems from the reproducing
property. Let κ(·, vn0) denote the map v 7→ κ(v, vn0), where
n0 ∈ {1, . . . , N}. Using (4), the reproducing property can be
expressed as 〈κ(·, vn0), κ(·, vn′0)〉H = eTn0K¯en′0 = κ(vn0 , vn′0).
Due to the linearity of inner products and the fact that all
signals in H are the superposition of functions of the form
κ(·, vn), the reproducing property asserts that inner products
can be obtained just by evaluating κ. The reproducing property
is of paramount importance when dealing with an RKHS of
functions defined on infinite spaces (thus excluding RKHSs of
graph signals), since it offers an efficient alternative to the costly
multidimensional integration required by inner products such as
〈f1, f2〉L2 :=
∫
X f1(x)f2(x)dx.
Given {ys}Ss=1, RKHS-based function estimators are obtained
by solving functional minimization problems formulated as
fˆ0 := arg min
f∈H
1
S
S∑
s=1
L(vns , ys, f(vns)) + µΩ(||f ||H) (6)
where the regularization parameter µ > 0 controls overfitting,
the increasing function Ω is used to promote smoothness,
and the loss function L measures how estimates deviate from
the data. The so-called square loss L(vns , ys, f(vns)) :=
[ys − f(vns)]2 constitutes a popular choice for L, whereas Ω
is often set to Ω(ζ) = |ζ| or Ω(ζ) = ζ2.
To simplify notation, consider loss functions expressible as
L(vns , ys, f(vns)) = L(ys − f(vns)); extensions to more
general cases are straightforward. The vector-version of such
a function is L(y−Φf) := ∑Ss=1 L(ys−f(vns)). Substituting
(3) and (5) into (6) shows that fˆ0 can be obtained as fˆ0 = K¯ ˆ¯α,
where
ˆ¯α := arg min
α¯∈RN
1
S
L(y −ΦK¯α¯) + µΩ((α¯T K¯α¯)1/2). (7)
1Whereas f denotes a function, symbol f(v) represents the scalar resulting
from evaluating f at vertex v.
An alternative form of (7) that will be frequently used in the
sequel results upon noting that α¯T K¯α¯ = α¯T K¯K¯†K¯α¯ =
fT K¯†f . Thus, one can rewrite (7) as
fˆ0 := arg min
f∈R{K¯}
1
S
L(y −Φf) + µΩ((fT K¯†f)1/2). (8)
If K¯  0, the constraint f ∈ R{K¯} can be omitted, and K¯†
can be replaced with K¯−1. If K¯ contains null eigenvalues, it
is customary to remove the constraint by replacing K¯ (or K¯†)
with a perturbed version K¯+ I (respectively K¯†+ I), where
 > 0 is a small constant. Expression (8) shows that kernel
regression unifies and subsumes the Tikhonov-regularized graph
signal reconstruction schemes in [4], [12], [22] and [23, eq. (27)]
by properly selecting K¯, L, and Ω (see Sec. III-B).
A. Representer theorem
Although graph signals can be reconstructed from (7), such
an approach involves optimizing over N variables. This section
shows that a solution can be obtained by solving an optimization
problem in S variables, where typically S  N .
The representer theorem [21], [28] plays an instrumental
role in the non-graph setting of infinite-dimensional H, where
(6) cannot be directly solved. This theorem enables a solver
by providing a finite parameterization of the function fˆ0 in
(6). On the other hand, when H comprises graph signals, (6)
is inherently finite-dimensional and can be solved directly.
However, the representer theorem can still be beneficial to
reduce the dimension of the optimization in (7).
Theorem 1 (Representer theorem). The solution to the func-
tional minimization in (6) can be expressed as
fˆ0(v) =
S∑
s=1
αsκ(v, vns) (9)
for some αs ∈ R, s = 1, . . . , S.
The conventional proof for the representer theorem involves
tools from functional analysis [28]. However, whenH comprises
functions defined on finite spaces, such us graph signals, an
insightful proof can be obtained relying solely on linear algebra
arguments (see Appendix A).
Since the solution fˆ0 of (6) lies in H, it can be expressed as
fˆ0 =
∑N
n=1 α¯nκ(v, vn) for some {α¯n}Nn=1. Theorem 1 states
that the terms corresponding to unobserved vertices vn, n /∈ S,
play no role in the kernel expansion of the estimate; that is,
α¯n = 0, ∀n /∈ S. Thus, whereas (7) requires optimization over
N variables, Theorem 1 establishes that a solution can be found
by solving a problem in S variables, where typically S  N .
Clearly, this conclusion carries over to the signal reconstruction
schemes in [4], [12], [22] and [23, eq. (27)], since they constitute
special instances of kernel regression. The fact that the number
of parameters to be estimated after applying Theorem 1 depends
on (in fact, equals) the number of samples S justifies why fˆ0
in (6) is referred to as a nonparametric estimate.
Theorem 1 shows the form of fˆ0 but does not provide the
optimal {αs}Ss=1, which is found after substituting (9) into (6)
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and solving the resulting optimization problem with respect to
these coefficients. To this end, let α := [α1, . . . , αS ]T , and write
α¯ = ΦTα to deduce that
fˆ0 = K¯α¯ = K¯Φ
Tα. (10)
From (7) and (10), the optimal α can be found as
αˆ := arg min
α∈RS
1
S
L(y −Kα) + µΩ((αTKα)1/2) (11)
where K := ΦK¯ΦT .
Example 1 (kernel ridge regression). For L chosen as the
square loss and Ω(ζ) = ζ2, the fˆ0 in (6) is referred to as the
kernel ridge regression estimate. It is given by fˆRR = K¯αˆ,
where
αˆ := arg min
α∈RS
1
S
‖y −Kα‖2 + µαTKα (12a)
= (K + µSIS)
−1y. (12b)
Therefore, fˆRR can be expressed as
fˆRR = K¯Φ
T (K + µSIS)
−1y. (13)
As seen in the next section, (13) generalizes a number of
existing signal reconstructors upon properly selecting K¯. Thus,
Theorem 1 can also be used to simplify Tikhonov-regularized
estimators such as the one in [12, eq. (15)]. To see this, just
note that (13) inverts an S × S matrix whereas [12, eq. (16)]
entails the inversion of an N ×N matrix.
Example 2 (support vector regression). If L equals the so-
called -insensitive loss L(vns , ys, f(vns)) := max(0, |ys −
f(vns)| − ) and Ω(ζ) = ζ2, then (6) constitutes a support
vector machine for regression (see e.g. [20, Ch. 1]).
B. Graph kernels for signal reconstruction
When estimating functions on graphs, conventional kernels
such as the aforementioned Gaussian kernel cannot be applied
because the underlying set where graph signals are defined is not
a metric space. Indeed, no vertex addition vn+vn′ , scaling βvn,
or norm ||vn|| can be naturally defined on V . An alternative is
to embed V into an Euclidean space via a feature map φ : V →
RD, and apply a conventional kernel afterwards. However, for
a given graph it is generally unclear how to design such a map
or select D, which motivates the adoption of graph kernels [3].
The rest of this section elaborates on three classes of graph
kernels, namely Laplacian, bandlimited, and novel covariance
kernels for reconstructing graph signals.
1) Laplacian kernels: The term Laplacian kernel comprises
a wide family of kernels obtained by applying a certain function
to the Laplacian matrix L. From a theoretical perspective,
Laplacian kernels are well motivated since they constitute the
graph counterpart of the so-called translation invariant kernels
in Euclidean spaces [3]. This section reviews Laplacian kernels,
provides novel insights in terms of interpolating signals, and
highlights their versatility in capturing prior information about
the graph Fourier transform of the estimated signal.
Let 0 = λ1 ≤ λ2 ≤ . . . ≤ λN denote the eigenvalues of the
graph Laplacian matrix L, and consider the eigendecomposition
L = UΛUT , where Λ := diag {λ1, . . . , λN}. A Laplacian
kernel is a kernel map κ generating a matrix K¯ of the form
K¯ := r†(L) := Ur†(Λ)UT (14)
where r(Λ) is the result of applying the user-selected non-
negative map r : R → R+ to the diagonal entries of Λ.
For reasons that will become clear, the map r(λ) is typically
increasing in λ. Common choices include the diffusion kernel
r(λ) = exp{σ2λ/2} [2], and the p-step random walk kernel
r(λ) = (a− λ)−p, a ≥ 2 [3]. Laplacian regularization [3], [4],
[9], [30], [31] is effected by setting r(λ) = 1 + σ2λ with σ2
sufficiently large.
Observe that obtaining K¯ generally requires an eigendecom-
position of L, which is computationally challenging for large
graphs (N ). Two techniques to reduce complexity in these
big data scenarios are proposed in Appendix B.
At this point, it is prudent to offer interpretations and insights
into the principles behind the operation of Laplacian kernels.
Towards this objective, note first that the regularizer from (8) is
an increasing function of
fT K¯†f = fTUr(Λ)UTf = f˜T r(Λ)f˜ =
N∑
n=1
r(λn)|f˜n|2
(15)
where f˜ := UTf := [f˜1, . . . , f˜N ]T comprises the projections
of f onto the eigenvectors of L, and is referred to as the
graph Fourier transform of f in the SPoG parlance [4]. Before
interpreting (15), it is worth elucidating the rationale behind
this term. Since U := [u1, . . . ,uN ] is orthogonal, one can
decompose f as
f =
N∑
n=1
f˜nun. (16)
Because vectors {un}Nn=1, or more precisely their signal coun-
terparts {un}Nn=1, are eigensignals of the so-called graph shift
operator u 7→ Lu, (16) resembles the classical Fourier trans-
form in the sense that it expresses a signal as a superposition
of eigensignals of a Laplacian operator [4]. Recalling from
Sec. II that w(vn, vn′) denotes the weight of the edge between
vn and vn′ , one can consider the smoothness measure for graph
functions f given by
∂f :=
1
2
N∑
n=1
∑
n′∈Nn
w(vn, vn′)[f(vn)− f(vn′)]2 = fTLf
where the last equality follows from the definition of L :=
D − W . Clearly, it holds ∂un = λn. Since 0 = λ1 ≤
λ2 ≤ . . . ≤ λN , it follows that 0 = ∂u1 ≤ . . . ≤ ∂uN .
In analogy to signal processing for time signals, where lower
frequencies correspond to smoother eigensignals, the index n, or
alternatively the eigenvalue λn, is interpreted as the frequency
of un.
It follows from (15) that the regularizer in (8) strongly
penalizes those f˜n for which the corresponding r(λn) is large,
thus promoting a specific structure in this frequency domain.
Specifically, one prefers r(λn) to be large whenever |f˜n|2 is
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small and vice versa. The fact that |f˜n|2 is expected to decrease
with n for smooth f , motivates the adoption of an increasing
r [3]. Observe that Laplacian kernels can capture richer forms of
prior information than the signal reconstructors of bandlimited
signals in [12]–[15], [17], [18], since the latter can solely capture
the support of the Fourier transform whereas the former can also
leverage magnitude information.
Example 3 (circular graphs). This example capitalizes on
Theorem 1 to present a novel SPoG-inspired intuitive inter-
pretation of nonparametric regression with Laplacian kernels.
To do so, a closed-form expression for the Laplacian kernel
matrix of a circular graph (or ring) will be derived. This class
of graphs has been commonly employed in the literature to
illustrate connections between SPoG and signal processing of
time-domain signals [5].
Up to vertex relabeling, an unweighted circular graph satisfies
w(vn, vn′) = δ[(n − n′)N − 1] + δ[(n′ − n)N − 1]. Therefore,
its Laplacian matrix can be written as L = 2IN − R − RT ,
where R is the rotation matrix resulting from circularly shifting
the columns of IN one position to the right, i.e., (R)n,n′ :=
δ[(n′−n)N−1]. Matrix L is circulant since its n-th row can be
obtained by circularly shifting the (n−1)-st row one position to
the right. Hence, L can be diagonalized by the standard Fourier
matrix [32], meaning
L = U˜Λ˜U˜H (17)
where (U˜)m,m′ := (1/
√
N) exp{j2pi(m − 1)(m′ − 1)/N}
is the unitary inverse discrete Fourier transform matrix and
(Λ˜)m,m′ := 2[1 − cos(2pi(m − 1)/N)]δ[m − m′]. Matrices
U˜ and Λ˜ replace U and Λ since, for notational brevity, the
eigendecomposition (17) involves complex-valued eigenvectors
and the eigenvalues have not been sorted in ascending order.
From (14), a Laplacian kernel matrix is given by K¯ :=
U˜r†(Λ˜)U˜H := U˜ diag {d} U˜H , where d := [d0, . . . , dN−1]T
has entries dn = r†(2[1− cos(2pin/N)]). It can be easily seen
that (K¯)m,m′ = Dm−m′ , where
Dm := IDFT{dn} := 1
N
N−1∑
n=0
dne
j 2piN mn.
If r (2[1− cos(2pin/N)]) > 0 ∀n, one has that
Dm =
1
N
N−1∑
n=0
ej
2pi
N mn
r (2[1− cos(2pin/N)]) . (18)
Recall that Theorem 1 dictates fˆ0 =
∑
s∈S α¯sκ¯s, where
K¯ := [κ¯1, . . . , κ¯N ]. Since (K¯)m,m′ = Dm−m′ and because
Dm is periodic in m with period N , it follows that the
vectors {κ¯n}Nn=1 are all circularly shifted versions of each other.
Moreover, since K¯ is positive semidefinite, the largest entry of
κ¯s is precisely the s-th one, which motivates interpreting κ¯s as
an interpolating signal centered at s, which in turn suggests that
the expression fˆ0 =
∑
s∈S α¯sκ¯s can be thought of as a recon-
struction equation. From this vantage point, signals {κ¯s}s∈S
play an analogous role to sinc functions in signal processing
of time-domain signals. Examples of these interpolating signals
are depicted in Fig. 1.
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Fig. 1: 25-th column of K¯ for a circular graph with N = 100
vertices. Different curves correspond to different parameter
values for the Laplacian regularization and diffusion kernels.
2) Bandlimited kernels: A number of signal reconstruction
approaches in the SPoG literature deal with graph bandlimited
signals; see e.g. [11]–[18]. Here, the notion of bandlimited
kernel is introduced to formally show that the LS estimator
for bandlimited signals [11]–[16] is a limiting case of the
kernel ridge regression estimate from (13). This notion will
come handy in Secs. IV and V to estimate the bandwidth of
a bandlimited signal from the observations {ys}Ss=1.
Signal f is said to be bandlimited if it admits an expansion
(16) with f˜n supported on a set B ⊂ {1, . . . , N}; that is,
f =
∑
n∈B
f˜nun = UBf˜B (19)
where UB contains the columns of U with indexes in B, and
f˜B is a vector stacking {f˜n}n∈B. The bandwidth of f can be
defined as the cardinality B := |B|, or, as the greatest element
of B.
If f0 is bandlimited, it follows from (1) that y = Φf0 + e =
ΦUBf˜B + e for some f˜B. The LS estimate of f0 is therefore
given by [11]–[16]
fˆLS = UB arg min
f˜B∈RB
||y −ΦUBf˜B||2 (20a)
= UB[UBTΦTΦUB]−1UBTΦTy (20b)
where the second equality assumes that UBTΦTΦUB is in-
vertible, a necessary and sufficient condition for the B entries
of f˜B to be identifiable.
The estimate fˆLS in (20) can be accommodated in the kernel
regression framework by properly constructing a bandlimited
kernel. Intuitively, one can adopt a Laplacian kernel for which
r(λn) is large if n /∈ B (cf. Sec. III-B1). Consider the Laplacian
kernel K¯β with
rβ(λn) =
{
1/β n ∈ B
β n /∈ B. (21)
For large β, this function strongly penalizes {f˜n}n/∈B (cf. (15)),
which promotes bandlimited estimates. The reason for setting
r(λn) = 1/β for n ∈ B instead of r(λn) = 0 is to ensure that
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K¯β is non-singular, a property that simplifies the statement and
the proofs of some of the results in this paper.
Proposition 1. Let fˆRR denote the kernel ridge regression
estimate from (13) with kernel K¯β as in (21) and µ > 0.
If UBTΦTΦUB is invertible, as required by the estimator in
(20b) for bandlimited signals, then fˆRR → fˆLS as β →∞.
Proof: See Appendix C.
Proposition 1 shows that the framework of kernel-based
regression subsumes LS estimation of bandlimited signals. A
non-asymptotic counterpart of Proposition 1 can be found by
setting rβ(λn) = 0 for n ∈ B in (21), and noting that
fˆRR = fˆLS if µ = 0. Note however that imposing µ = 0
renders fˆRR a degenerate kernel-based estimate.
3) Covariance kernels: So far, signal f0 has been assumed
deterministic, which precludes accommodating certain forms
of prior information that probabilistic models can capture,
such as domain knowledge and historical data. A probabilistic
interpretation of kernel methods on graphs will be pursued here
to show that: (i) the optimal K¯ in the MSE sense for ridge
regression is the covariance matrix of f0; and, (ii) kernel-based
ridge regression seeks an estimate satisfying a system of local
LMMSE estimation conditions on a Markov random field [33,
Ch. 8].
Suppose without loss of generality that {f0(vn)}Nn=1 are zero-
mean random variables. The LMMSE estimator of f0 given y
is the linear estimator fˆLMMSE minimizing E||f0 − fˆLMMSE||22,
where the expectation is over all f0 and noise realizations. With
C := E
[
f0f0
T
]
, the LMMSE estimate is given by
fˆLMMSE = CΦ
T [ΦCΦT + σ2eIS ]
−1y (22)
where σ2e := (1/S)E
[||e||22] denotes the noise variance. Com-
paring (22) with (13) and recalling that K := ΦK¯ΦT , it
follows that fˆLMMSE = fˆRR with µS = σ2e and K¯ = C. In
other words, the similarity measure κ(vn, vn′) embodied in the
kernel map is just the covariance cov[f0(vn), f0(vn′)]. A related
observation was pointed out in [34] for general kernel methods.
In short, one can interpret kernel ridge regression as the
LMMSE estimator of a signal f0 with covariance matrix equal
to K¯. This statement generalizes [13, Lemma 1], which requires
f0 to be Gaussian, C rank-deficient, and σ2e = 0.
Recognizing that kernel ridge regression is a linear estimator,
readily establishes the following result.
Proposition 2. If MSE(K¯, µ) := E[||f0− fˆRR(K¯, µ)||2], where
fˆRR(K¯, µ) denotes the estimator in (13), with kernel matrix K¯,
and regularization parameter µ, it then holds that
MSE(C, σ2e/S) ≤ MSE(K¯, µ)
for all kernel matrices K¯ and µ > 0.
Thus, for criteria aiming to minimize the MSE, Proposition 2
suggests K¯ to be chosen close to C. This observation may be
employed for kernel selection and for parameter tuning in graph
signal reconstruction methods of the kernel ridge regression
family (e.g. the Tikhonov regularized estimators from [4], [12],
[22] and [23, eq. (27)]), whenever an estimate of C can
be obtained from historical data. For instance, the function
r involved in Laplacian kernels can be chosen such that K¯
resembles C in some sense. Investigating such approaches goes
beyond the scope of this paper.
A second implication of the connection between kernel ridge
regression and LMMSE estimation involves signal estimation
on Markov random fields [33, Ch. 8]. In this class of graph-
ical models, an edge connects vn with vn′ if f0(vn) and
f0(vn′) are not independent given {f0(vn′′)}n′′ 6=n,n′ . Thus, if
vn′ /∈ Nn, then f0(vn) and f0(vn′) are independent given
{f0(vn′′)}n′′ 6=n,n′ . In other words, when f0(vn′′) is known for
all neighbors vn′′ ∈ Nn, function values at non-neighboring
vertices do not provide further information. This spatial Marko-
vian property motivates the name of this class of graphical
models. Real-world graphs obey this property when the topology
captures direct interaction, in the sense that the interaction be-
tween the entities represented by two non-neighboring vertices
vn and vn′ is necessarily through vertices in a path connecting
vn with vn′ .
Proposition 3. Let G be a Markov random field, and consider
the estimator in (13) with K¯ = C := E
[
f0f0
T
]
, and µ =
σ2e/S. Then, it holds that
fˆRR(vn) =
{
LMMSEE
[
f0(vn)
∣∣∣{fˆRR(v)}v∈Nn] if n /∈ S
ys(n) − eˆs(n) if n ∈ S
(23)
for n = 1, . . . , N , where s(n) denotes the sample index of the
observed vertex vn, i.e., ys(n) = f0(vn) + es(n), and
eˆs(n) =
σ2e
σ2n|Nn
[
fˆRR(vn)− LMMSEE
[
f0(vn)
∣∣∣{fˆRR(v)}v∈Nn] ].
Here, LMMSEE[f0(vn)|{fˆRR(v)}v∈Nn ] is the LMMSE estimator
of f0(vn) given f0(vn′) = fˆRR(vn′), vn′ ∈ Nn, and σ2n|Nn is
the variance of this estimator.
Proof: See Appendix D.
If a (noisy) observation of f0 at vn is not available, i.e. n /∈
S, then kernel ridge regression finds fˆRR(vn) as the LMMSE
estimate of f0(vn) given function values at the neighbors of
vn. However, since the latter are not directly observable, their
ridge regression estimates are used instead. Conversely, when
vn is observed, implying that a sample ys(n) is available, the
sought estimator subtracts from this value an estimate eˆs(n) of
the observation noise es(n). Therefore, the kernel estimate on a
Markov random field seeks an estimate satisfying the system of
local LMMSE conditions given by (23) for n = 1, . . . , N .
Remark 1. In Proposition 3, the requirement that G is a Markov
random field can be relaxed to that of being a conditional
correlation graph, defined as a graph where (vn, vn′) ∈ E
if f0(vn) and f0(vn′) are correlated given {f0(vn′′)}n′′ 6=n,n′ .
Since correlation implies dependence, any Markov random field
is also a conditional correlation graph. A conditional correlation
graph can be constructed from C := E[f0f0T ] by setting
E = {(vn, vn′) : (C−1)n,n′ 6= 0} (see e.g. [35, Th. 10.2]).
Remark 2. Suppose that kernel ridge regression is adopted to
estimate a function f0 on a certain graph G, not necessarily a
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Markov random field, using a kernel K¯ 6= C := E[f0f0T ].
Then it can still be interpreted as a method applying (23)
on a conditional correlation graph G′ and adopting a signal
covariance matrix K¯.
4) Further kernels: Additional signal reconstructors can
be interpreted as kernel-based regression methods for certain
choices of K¯. Specifically, it can be seen that [23, eq. (27)] is
tantamount to kernel ridge regression with kernel
K¯ = [(IN −W )T (IN −W )]−1
provided that the adjacency matrix W is properly scaled so that
this inverse exists. Another example is the Tikhonov regularized
estimate in [12, eq. (15)], which is recovered as kernel ridge
regression upon setting
K¯ = [HTH + IN ]
−1
and letting  > 0 tend to 0, where H can be viewed as a high-
pass filter matrix. The role of the term IN is to ensure that the
matrix within brackets is invertible.
C. Kernel-based smoothing and graph filtering
When an observation yn is available per vertex vn for n =
1, . . . , N , kernel methods can still be employed for denoising
purposes. Due to the regularizer in (6), the estimate fˆ0 will be a
smoothed version of y. This section shows how ridge regression
smoothers can be thought of as graph filters, and vice versa. The
importance of this two-way link is in establishing that kernel
smoothers can be implemented in a decentralized fashion as
graph filters [4].
Upon setting Φ = IN in (13), one recovers the ridge
regression smoother fˆRRS = K¯(K¯ + µNIN )−1y. If K¯ is a
Laplacian kernel, then
fˆRRS = U r˜(Λ)U
Ty (24)
where r˜(λ) := I[r(λ) 6= 0]/[1 + µNr(λ)].
To see how (24) relates to a graph filter, recall that the latter
is an operator assigning y 7→ yF , where [4]
yF :=
(
h0IN +
N−1∑
n=1
hnL
n
)
y (25a)
= U
(
h0IN +
N−1∑
n=1
hnΛ
n
)
UTy. (25b)
Graph filters can be implemented in a decentralized fashion
since (25a) involves successive products of y by L and these
products can be computed at each vertex by just exchanging
information with neighboring vertices. Expression (25b) can
be rewritten in the Fourier domain (cf. Sec. III-B1) as y˜F =
[h0IN +
∑N−1
n=1 hnΛ
n]y˜ upon defining y˜F := U
TyF and y˜ :=
UTy. For this reason, the diagonal of h0IN +
∑N−1
n=1 hnΛ
n is
referred to as the frequency response of the filter.
Comparing (24) with (25b) shows that fˆRRS can be inter-
preted as a graph filter with frequency response r˜(Λ). Thus,
implementing fˆRRS in a decentralized fashion using (25a) boils
down to solving for {hn}Nn=1 the system of linear equations
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Fig. 2: Influence of the diffusion kernel parameter σ2 on NMSE
for S = 40 and several bandwidths B (N = 100, SNR = 20 dB,
µ = 10−4).
{h0 +
∑N−1
n′=1 hn′λ
n′
n = r˜(λn)}Nn=1. Conversely, given a filter,
a Laplacian kernel can be found so that filter and smoother
coincide. To this end, assume without loss of generality that
h˜n ≤ 1 ∀n, where h˜n := h0 +
∑N−1
n′=1 hn′λ
n′
n ; otherwise, simply
scale {hn}N−1n=0 . Then, given {hn}N−1n=0 , the sought kernel can
be constructed by setting
r(λn) =
1− h˜n
µNh˜n
I[h˜n 6= 0].
IV. MULTI-KERNEL GRAPH SIGNAL RECONSTRUCTION
One of the limitations of kernel methods is their sensitivity to
the choice of the kernel. To appreciate this, Fig. 2 depicts the
normalized mean-square error (NMSE) E||f0 − fˆ0||22/E||f0||22
when L is the square loss and Ω(ζ) = |ζ| across the parameter
σ2 of the adopted diffusion kernel (see Sec. III-B1). The
simulation setting is described in Sec. V. At this point though,
it suffices to stress the impact of σ2 on the NMSE and the
dependence of the optimum σ2 on the bandwidth B of f0.
Similarly, the performance of estimators for bandlimited sig-
nals degrades considerably if the estimator assumes a frequency
support B that differs from the actual one. Even for estimating
low-pass signals, for which B = {1, . . . , B}, parameter B is
unknown in practice. Approaches for setting B were considered
in [11], [16], but they rely solely on S and L, disregarding the
observations y. Note that by adopting the bandlimited kernels
from Sec. III-B2, bandwidth selection boils down to kernel
selection, so both problems will be treated jointly in the sequel
through the lens of kernel-based learning.
This section advocates an MKL approach to kernel selection
in graph signal reconstruction. Two algorithms with complemen-
tary strengths will be developed. Both select the most suitable
kernels within a user-specified kernel dictionary.
A. RKHS superposition
Since H in (6) is determined by κ, kernel selection is
tantamount to RKHS selection. Therefore, a kernel dictionary
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Algorithm 1: ADMM for multi-kernel regression
1: Input: ρ,  > 0, αˇ(0),ν0
2: repeat
3: αˇ
(k+1)
m = T µS/2ρ(β(k)m + ν(k)m ) m = 1, . . . ,M
4: β(k+1) = (ΥTΥ + ρI)−1[ΥTy + ρ(αˇ(k+1) − ν(k))]
5: ν
(k+1)
m = ν
(k)
m + β
(k+1)
m − αˇ(k+1)m , m = 1, . . . ,M
6: k ← k + 1
7: until ||β(k+1) − αˇ(k+1)|| ≤ 
{κm}Mm=1 can be equivalently thought of as an RKHS dictionary
{Hm}Mm=1, which motivates estimates of the form
fˆ =
M∑
m=1
fˆm, fˆm ∈ Hm. (26)
Upon adopting a criterion that controls sparsity in this expan-
sion, the “best” RKHSs will be selected. A reasonable approach
is therefore to generalize (6) to accommodate multiple RKHSs.
With L selected as the square loss and Ω(ζ) = |ζ|, one can
pursue an estimate fˆ by solving
min
{fm∈Hm}Mm=1
1
S
S∑
s=1
[
ys −
M∑
m=1
fm(vns)
]2
+ µ
M∑
m=1
‖fm‖Hm .
(27)
Invoking Theorem 1 per fm establishes that the minimizers
of (27) can be written as
fˆm(v) =
S∑
s=1
αms κm(v, vns), m = 1, . . . ,M (28)
for some coefficients αms . Substituting (28) into (27) suggests
obtaining these coefficients as
arg min
{αm}Mm=1
1
S
∥∥∥∥∥y −
M∑
m=1
Kmαm
∥∥∥∥∥
2
+ µ
M∑
m=1
(
αTmKmαm
)1/2
(29)
where αm := [αm1 , . . . , α
m
S ]
T , and Km = ΦK¯mΦT with
(K¯m)n,n′ := κm(vn, vn′). Letting αˇm := K
1/2
m αm, expres-
sion (29) becomes
arg min
{αˇm}Mm=1
1
S
∥∥∥∥∥y −
M∑
m=1
K1/2m αˇm
∥∥∥∥∥
2
+ µ
M∑
m=1
‖αˇm‖2. (30)
Note that the sum in the regularizer of (30) can be interpreted
as the `1-norm of [||αˇ1||2, . . . , ||αˇM ||2]T , which is known to
promote sparsity in its entries and therefore in (26). Indeed,
(30) can be seen as a particular instance of group Lasso [34].
As shown next, (30) can be efficiently solved using the
alternating-direction method of multipliers (ADMM) [36]. To
this end, rewrite (30) by defining Υ := [K1/21 , . . . ,K
1/2
M ] and
αˇ := [αˇT1 , . . . , αˇ
T
M ]
T , and introducing the auxiliary variable
β := [βT1 , . . . ,β
T
M ]
T , as
min
αˇ,β
1
2
‖y −Υβ‖2 + Sµ
2
M∑
m=1
‖αˇm‖2
s. to αˇ− β = 0.
(31)
Algorithm 2: Interpolated Iterative Algorithm
1: Input: θ(0), {Km}Mm=1, µ , θ0, R, η, .
2: α(0) = (K(θ(0)) + µSI)−1y
3: k = 0
4: repeat
5: ξ(k) = [α(k),TK0α
(k), . . . ,α(k),TKMα
(k)]T
6: θ(k) = θ0 + (R/‖ξ(k)‖2) ξ(k)
7: α(k+1) = ηα(k) + (1− η)[K(θ(k)) + µSI]−1y
8: k ← k + 1
9: until ‖α(k+1) −α(k)‖ < 
ADMM iteratively minimizes the augmented Lagrangian of
(31) with respect to αˇ and β in a block-coordinate descent
fashion, and updates the Lagrange multipliers associated with
the equality constraint using gradient ascent (see [37] and
references therein). The resulting iteration is summarized as
Algorithm 1, where ρ is the augmented Lagrangian parameter,
ν := [νT1 , . . . ,ν
T
M ]
T is the Lagrange multiplier associated with
the equality constraint, and
T ζ(a) := max(0, ||a||2 − ζ)||a||2 a
is the so-called soft-thresholding operator [36].
After obtaining {αˇm}Mm=1 from Algorithm 1, the wanted
function estimate can be recovered as
fˆ0 =
M∑
m=1
K¯mΦ
Tαm =
M∑
m=1
K¯mΦ
TK−1/2m αˇm. (32)
It is recommended to normalize the kernel matrices in order
to prevent imbalances in the kernel selection. Specifically, one
can scale {K¯m}Mm=1 such that Tr
(
K¯m
)
= 1 ∀m. If K¯m is a
Laplacian kernel (see Sec. III-B1), where K¯m = Ur†m(Λ)U
T ,
one can scale rm to ensure
∑N
n=1 r
†
m(λn) = 1.
Remark 3. Although criterion (27) is reminiscent of the MKL
approach of [34], the latter differs markedly because it assumes
that the right-hand side of (26) is uniquely determined given fˆ0,
which allows application of (6) over a direct-sum RKHS H :=
H1⊕· · ·⊕HN with an appropriately defined norm. However, this
approach cannot be pursued here since RKHSs of graph signals
frequently overlap, implying that their sum is not a direct one
(cf. discussion after (5)).
B. Kernel superposition
The MKL algorithm in Sec. IV-A can identify the best subset
of RKHSs and therefore kernels, but entails MS unknowns (cf.
(29)). This section introduces an alternative approach entailing
only M + S variables at the price of not guaranteeing a sparse
kernel expansion.
The approach is to postulate a kernel of the form K¯(θ) =∑M
m=1 θmK¯m, where {K¯m}Mm=1 is given and θm ≥ 0 ∀m.
The coefficients θ := [θ1, . . . , θM ]T can be found by jointly
minimizing (11) with respect to θ and α [38]
(θ, αˆ) := arg min
θ,α
1
S
L(y −K(θ)α) + µΩ((αTK(θ)α)1/2)
(33)
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where K(θ) := ΦK¯(θ)ΦT . Except for degenerate cases,
problem (33) is not jointly convex in θ and αˆ, but it is separately
convex in these variables for a convex L [38]. Criterion (33)
generalizes the one in [39], which aims at combining Laplacian
matrices of multiple graphs sharing the same vertex set.
A method termed interpolated iterative algorithm (IIA) was
proposed in [40] to solve (33) when L is the square loss,
Ω(ζ) = ζ2, and θ is constrained to lie in a ball Θ := {θ :
θ ≥ 0 and ‖θ−θ0‖ ≤ R} for some user-defined center θ0 and
radius R > 0. This constraint ensures that θ does not diverge.
The first-order optimality conditions for (33) yield a nonlinear
system of equations, which IIA solves iteratively. This algorithm
is displayed as Algorithm 2, where η > 0 is the step size.
As a special case, it is worth noting that Algorithm 2 enables
kernel selection in ridge smoothing, which is tantamount to op-
timal filter selection for graph signal denoising (cf. Sec. III-C).
In this case, Algorithm 2 enjoys a particularly efficient imple-
mentation for Laplacian kernels since their kernel matrices share
eigenvectors. Specifically, recalling that for smoothing Km =
K¯m = Ur
†
m(Λ)U
T and letting α˜ := [α˜1, . . . , α˜N ]T := UTα,
suggests that the α-update in Algorithm 2 can be replaced with
its scalar version
α˜(k+1)n = ηα˜
(k)
n +
(1− η)y˜n∑M
m=1 θ
(k)
m r
†
m(λn) + µS
, n = 1, . . . , N
whereas the ξ-update can be replaced with ξ(k)m =∑N
n=1 r
†
m(λn)(α˜
(k)
n )2, where ξ := [ξ1, . . . , ξM ]
T .
V. NUMERICAL TESTS
This section compares the proposed methods with competing
alternatives in synthetic- as well as real-data experiments. Monte
Carlo simulation is used to average performance metrics across
realizations of the signal f0, noise e (only for synthetic-data
experiments), and sampling set S. The latter is drawn uniformly
at random without replacement from {1, . . . , N}.
A. Synthetic bandlimited signals
Three experiments were conducted on an Erdo˝s-Re`nyi ran-
dom graph with probability of edge presence 0.25 [1]. Bandlim-
ited signals were generated as in (19) with B = {1, . . . , B} for a
certain B. The coefficients {f˜n}n∈B are independent uniformly
distributed over the interval [0, 1]. Gaussian noise was added to
yield a target signal-to-noise ratio SNR := ||f0||2/(Nσ2e).
The first experiment was presented in Fig. 2 and briefly
described in Sec. IV to illustrate the strong impact of the kernel
choice on the NMSE := E||f0 − fˆ0||22/E||f0||22.
The second experiment compares methods for estimating
bandlimited signals. Fig. 3 depicts the NMSE in reconstructing
a bandlimited signal with B = 20 across S. The first two curves
correspond to the MKL approaches proposed in Sec. IV, which
employ a dictionary with 5 bandlimited kernels, where the m-
th kernel has β = 104 and bandwidth 5m + 5, m = 1, . . . , 5.
The regularization parameter µ was set to 10−1 for RKHS
superposition (RS), and to 5 · 10−3 for kernel superposition
(KS). The next three curves correspond to the LS estimator for
bandlimited (BL) signals in (20b) [11]–[16]. In order to illustrate
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Fig. 3: Comparison of different algorithms for estimating ban-
dlimited signals. Per Monte Carlo iteration, a bandlimited signal
with B = 20 is generated (N = 100, SNR = 10 dB).
the effects of the uncertainty in B, each curve corresponds to a
different value of B used for estimation (all estimators observe
the same synthetic signal of bandwidth B = 20). The last curve
pertains to the estimator in [11], [16], which is the LS estimator
in (20b) with parameter B set to the cut-off frequency obtained
from L and S by means of a proxy of order 5.
Observe in Fig. 3 that although the proposed MKL estimators
do not know the bandwidth, their performance is no worse than
that of the BL estimator with perfect knowledge of the signal
bandwidth. Remarkably, the MKL reconstruction schemes offer
a reasonable performance for S small, thus overcoming the need
of the LS estimator for S ≥ B samples.
The third experiment illustrates how the bandwidth of a
graph signal can be estimated using the MKL scheme from
Sec. IV-A. To this end, a dictionary of 17 bandlimited kernels
was constructed with β = 103 and uniformly spaced bandwidth
between 10 and 90, i.e., K¯m is of bandwidth Bm := 5m + 5,
m = 1, . . . , 17. Fig. 4 depicts the sparsity path for a typical
realization of a bandlimited signal with bandwidth B = 20.
Each curve is obtained by executing Algorithm 1 for different
values of µ and represents the squared modulus of the vectors
{αm}Mm=1 in (32) for a different m. As expected, the sparsity
effected in the expansion (26) increases with µ, forcing Al-
gorithm 1 to eventually rely on a single kernel. That kernel is
expected to be the one leading to best data fit. Since the observed
signal is bandlimited, such a kernel is in turn expected to be the
one in the dictionary whose bandwidth is closest to B.
Constructing a rule that determines, without human inter-
vention, which is the last curve ||αm||2 to vanish is not
straightforward since it involves comparing {||αm||2}Mm=1 for
a properly selected µ. Thus, algorithms pursuing such objective
fall out of the scope of this paper. However, one can consider
the naive approach that focuses on a prespecified value of
µ and estimates the bandwidth as Bˆ = Bm∗ , where m∗ =
arg maxm∈{1,...,M} ||αm||2. Table I reports the performance of
such estimator in terms of bias E|B−Bˆ| and standard deviation√
E|B − EBˆ| for different values of B for a synthetically
generated bandlimited signal.
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Fig. 4: Sparsity path of the estimate for a typical realization.
The legend only displays the first four curves. The last curve to
vanish indicates the bandwidth of the observed signal (S = 80,
N = 250, SNR = 20 dB).
B = 10 B = 20 B = 30 B = 40 B = 50 B = 60
BIAS 0.0 0.6 0.5 0.4 0.4 3.6
STD 0.0 1.9 2.9 1.4 1.4 10.5
TABLE I: Bias and standard deviation for the naive bandwidth
estimator with µ = 10−2 (S = 80, N = 250, SNR = 20 dB).
B. Real data
This section assesses the performance of the proposed meth-
ods with two real-data sets. In both experiments, the data set is
split into a training set used to learn the edge weights, and a test
set from which the observations y are drawn for performance
evaluation. Different from the synthetic-data experiments in
Sec. V-A, where the generated noiseless function f0 is available
and therefore the reconstruction NMSE can be measured on ob-
served and unobserved vertices, the experiments in this section
measure generalization NMSE solely at unobserved vertices.
The first data set comprises 24 signals corresponding to the
average temperature per month in the intervals 1961-1990 and
1981-2010 measured by 89 stations in Switzerland [42]. The
training set contains the first 12 signals, which correspond to the
interval 1961-1990, whereas the test set contains the remaining
12. Each station is identified with a vertex and the graph is
constructed by applying the algorithm in [43] with parameters
α = 1 and β = 30 to the training signals. Based on samples
of a test signal on S vertices, the goal is to estimate the signal
at the remaining N − S vertices. NMSE is averaged across the
12 test signals for a randomly chosen set S. Fig. 5 compares
the performance of the MKL schemes from Sec. IV along
with single-kernel ridge regression (KRR) and estimators for
bandlimited signals. The MKL algorithms employ a dictionary
comprising 10 diffusion kernels with parameter σ2 uniformly
spaced between 1 and 20. Single-kernel ridge regression uses
diffusion kernels for different values of σ2. Fig. 5 showcases the
performance improvement arising from adopting the proposed
multi-kernel approaches.
The second data set contains departure and arrival information
for flights among U.S. airports [41], from which the 3 · 106
flights in the months of July, August, and September of 2014
and 2015 were selected. A graph was constructed with vertices
representing the N = 50 airports with highest traffic. An
edge was placed between a pair of vertices if the number of
flights between the associated airports exceeds 100 within the
observation window. A signal was constructed per day averaging
the arrival delay of all inbound flights per selected airport. Thus,
a total of 184 signals were considered, the first 154 were used
for training (July, August, September 2014, and July, August
2015), and the remaining 30 for testing (September 2015).
Since it is reasonable to assume that the aforementioned graph
approximately satisfies the Markovian property (cf. Sec. III-B3),
a Markov random field was fit to the observations. To this
end, the signals were assumed Gaussian so as to estimate the
covariance matrix of the observations via maximum likelihood
with constraints imposing the (n, n′)-th entry of the inverse
covariance matrix to be zero if (vn, vn′) /∈ E . Specifically,
S := C−1 was found by solving the following convex program:
min
S∈RN×N
Tr
(
SCˆ−1
)
− log det(S)
s.to S  0, (S)n,n′ = 0 ∀(vn, vn′) /∈ E
(34)
where Cˆ is the sample covariance matrix of the training signals
after normalization to effect zero mean and unit variance per
entry of f0. The inverse of S was used as a covariance kernel
(see Sec. III-B3). Note that such a kernel will only be nearly
optimal since the true data covariance is unknown.
Employing Laplacian kernels or applying estimators for ban-
dlimited signals requires a Laplacian matrix. Although the
edge set E has already been constructed, it is necessary to
endow those edges with weights. Since our efforts to obtain
a reasonable estimation performance over the graphs provided
by the method in [43] turned out unsuccessful, a novel approach
was developed. Specifically, the Laplacian matrix is sought as
the minimizer of ||L−S||2F , where S is the solution to (34) and
L is a valid Laplacian with a zero at the (n, n′)-th position if
(vn, vn′) /∈ E . Due to space limitations, the rationale and details
behind this approach are skipped.
Table II lists the NMSE and root mean-square error in minutes
for the task of predicting the arrival delay at 40 airports when
the delay at a randomly selected collection of 10 airports is
observed. The second column corresponds to the ridge regres-
sion estimator that uses the nearly-optimal estimated covariance
kernel. The next two columns correspond to the multi-kernel
approaches in Sec. IV with a dictionary of 30 diffusion kernels
with values of σ2 uniformly spaced between 0.1 and 7. The
rest of columns pertain to estimators for bandlimited signals.
Table II demonstrates the good performance of covariance
kernels as well as the proposed multi-kernel approaches relative
to competing alternatives.
VI. CONCLUSIONS
This paper introduced kernel-based learning as a unifying
framework subsuming a number of existing signal estimators.
SPoG notions such as bandlimitedness, graph filters, and the
graph Fourier transform were accommodated under this perspec-
tive. The notion of bandlimited kernels was invoked to establish
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KRR with cov. kernel Multi-kernel, RS Multi-kernel, KS BL for B = 2 BL for B = 3 BL, cut-off
NMSE 0.34 0.44 0.43 1.55 32.64 3.97
RMSE [min] 3.95 4.51 4.45 8.45 38.72 13.50
TABLE II: Generalization NMSE and root mean square error for the experiment with the airport data set [41].
10 20 30 40 50 60
Sample size (S)
0
0.2
0.4
0.6
0.8
1
N
M
SE
Multi-kernel,  RS
Multi-kernel,  KS
KRR, σ2 = 1.00
KRR, σ2 = 2.00
KRR, σ2 = 5.00
BL for B = 5
BL for B = 10
BL for B = 20,
BL, cut-off
Fig. 5: Generalization NMSE for the data set in [42].
that LS estimators are limiting versions of the ridge regression
estimator with Laplacian kernels. Optimality of covariance
kernels was also revealed and a novel interpretation of kernel
regression on graphs was presented in terms of Markov random
fields. Graph filters are tantamount to kernel-based smoothers,
which suggested applying the former to implement the latter in
a decentralized fashion. Finally, numerical experiments corrob-
orated the validity of the theoretical findings.
Future research will pursue algorithms for learning graph
Laplacian matrices tailored for regression, broadening regres-
sion to directed graphs, and numerical experiments with further
data sets.
APPENDIX A
PROOF OF THE REPRESENTER THEOREM
Theorem 1 can be proved upon decomposing f according to
the following result.
Lemma 1. If Φ is as in Sec. III and f belongs to H, then
f := [f(v1), . . . , f(vN )]
T can be expressed as
f = K¯ΦTα+ K¯β (35)
for some α ∈ RS and β ∈ RN satisfying ΦK¯β = 0.
Proof: Since f ∈ H, there exists α¯ such that f = K¯α¯.
Thus, one needs to show that, for a given α¯, it is possi-
ble to choose α and β satisfying K¯α¯ = K¯ΦTα + K¯β
and ΦK¯β = 0. This is possible, for instance, if one fixes
β = α¯ − ΦTα, and shows that there exists an α such that
ΦK¯β = ΦK¯(α¯ − ΦTα) = 0. This, in turn, follows if one
establishes that ΦK¯α¯ = ΦK¯ΦTα always admits a solution
in α, which holds since R{ΦK¯} = R{ΦK¯ΦT }. To see this,
consider the eigendecomposition K¯ = UK¯ΛK¯UK¯T and note
that
R{ΦK¯ΦT } = R{ΦUK¯ΛK¯UK¯TΦT } = R{ΦUK¯ΛK¯1/2}
= R{ΦUK¯ΛK¯UK¯T } = R{ΦK¯}
which concludes the proof.
Lemma 1 essentially states that for arbitrary S, any f ∈ H
can be decomposed into two components as f = fS + f⊥. The
first can be expanded in terms of the vertices indexed by S as
fS(v) =
∑S
s=1 αsκ(v, vns), whereas the second vanishes in the
sampling set, i.e., f⊥(vs) = 0 ∀s ∈ S. Conversely, it is clear
that any function that can be written as in (35) for arbitrary α
and β belonging to H. Hence, Lemma 1 offers an alternative
parameterization of H in terms of α and β. Thus, the minimizer
ˆ¯α of (7) can be obtained as ˆ¯α = ΦT αˆ+ βˆ, where
(αˆ, βˆ) := arg min
α,β
1
S
L(y −ΦK¯(ΦTα+ β))
+ µΩ
(
[(ΦTα+ β)T K¯(ΦTα+ β)]1/2
)
s. to ΦK¯β = 0. (36)
Since L(y − ΦK¯(ΦTα + β)) = L(y − ΦK¯ΦTα), the first
term in the objective does not depend on β. On the other hand,
since Ω is increasing and
(ΦTα+ β)T K¯(ΦTα+ β) = αTΦK¯ΦTα+ βT K¯β
it follows that the objective of (36) is minimized for β = 0,
which shows that fˆ0 in (6) can be written as fˆ0 = K¯ ˆ¯α =
K¯ΦT αˆ, thus completing the proof.
APPENDIX B
BIG DATA SCENARIOS
Evaluating the N×N Laplacian kernel matrix in (14)) incurs
complexity O(N3), which does not scale well with N . This
appendix explores two means of reducing this complexity. Both
rely on solving (8) rather than (11) since the former employs
K¯† = Ur(Λ)UT , whereas the latter needs K¯.
Recall from Sec. III-B1 that Laplacian kernels control the
smoothness of an estimate by regularizing its Fourier coeffi-
cients |f˜n| via r. Computational savings can be effected if one
is willing to finely tune the regularization only for large n, while
allowing a coarse control for small n. Specifically, the key idea
here is to adopt a function of the form
r(λn) =
{
dλn if 1 < n ≤ B
dn if n > B or n = 1
(37)
where d and dn are constants freely selected over the ranges
d, d1 > 0 and dn > −λn for n > B. Note that (37) can be
employed, in particular, to promote bandlimited estimates of
bandwidth B by setting {dn}Nn=B+1 sufficiently large. Defining
U cB as the matrix whose columns are the N − B principal
eigenvectors of L, one obtains
K¯−1 = dL+U cB(∆− dΛcB)U cBT + d111T + IN (38)
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where ∆ := diag {dB+1, . . . , dN} and IN with  > 0 is added
to ensure that K¯ is invertible in case that the multiplicity of the
zero eigenvalue of L is greater than one, which occurs when
the graph has multiple connected components.
Alternative functions that do not require eigenvector compu-
tation are low-order polynomials of the form
r(λ) =
P∑
p=0
apλ
p. (39)
In this case, the resulting K¯−1 reads as
K¯−1 = a0IN +
P∑
p=1
apL
p.
The cost of obtaining this matrix is reduced since powers of L
can be efficiently computed when L is sparse, as is typically the
case. In the extreme case where P = 1, a1 > 0, and a0 → 0, the
regularizer becomes fTLf , which corresponds to the Laplacian
regularization (cf. Sec. III-B1).
APPENDIX C
PROOF OF PROPOSITION 1
Without loss of generality, let B = {1, . . . , B}; otherwise,
simply permute the order of the eigenvalues. Define also the
N×B matrix Ψ = [IB ,0]T and the N×(N−B) matrix Ψc =
[0, IN−B ]T , whose concatenation clearly gives [Ψ,Ψc] = IN .
Since in this case UB = UΨ, (20b) becomes
fˆLS = UΨ[Ψ
TUTΦTΦUΨ]−1ΨTUTΦTy. (40)
On the other hand, the ridge regression version of (8) is
fˆ0 := arg min
f
1
S
||y −Φf ||2 + µfT K¯−1f (41)
where the constraint has been omitted since rβ(λn) > 0 ∀n.
The minimizer of (41) is
fˆ0 = (Φ
TΦ + µSK¯−1)−1ΦTy (42a)
= U(UTΦTΦU + µSrβ(Λ))
−1UTΦTy. (42b)
Establishing that fˆ0 → fˆLS therefore amounts to showing
that the right-hand side of (40) converges to that of (42b). For
this, it suffices to prove that
(G+ µSrβ(Λ))
−1 → Ψ[ΨTGΨ]−1ΨT (43)
where G := UTΦTΦU . Note that ΨTGΨ = UBTΦTΦUB
is invertible by hypothesis. With ΛB := (1/β)IB and ΛcB :=
βIN−B representing the in-band and out-of-band parts of
rβ(Λ), the latter can be written as rβ(Λ) = diag {ΛB ,ΛcB}.
With this notation, (43) becomes([
ΨTGΨ ΨTGΨc
Ψc
TGΨ Ψc
TGΨc
]
+ µS
[
ΛB 0
0 ΛcB
])−1
→
[
(ΨTGΨ)−1 0
0 0
]
. (44)
Using block matrix inversion formulae, it readily follows that
the left-hand side equals the following matrix product[
IB −(ΨTGΨ + µSΛB)−1ΨTGΨc
0 IN−B
]
[
(ΨTGΨ + µSΛB)
−1 0
0 M−1
]
(45)[
IB 0
−ΨcTGΨ(ΨTGΨ + µSΛB)−1 IN−B
]
where
M := Ψc
TGΨc + µSΛ
c
B
−ΨcTGΨ(ΨTGΨ + µSΛB)−1ΨTGΨc.
Recalling that ΨTGΨ is invertible and letting β → ∞, it
follows that M−1 → 0 and ΛB → 0 as β →∞, which implies
that (45) converges to the right-hand side of (44) and concludes
the proof.
APPENDIX D
PROOF OF PROPOSITION 3
The first-order optimality condition for (12a) is given by
σ2eC
−1f = ΦT (y −Φf). (46)
Without loss of generality, one can focus on the relation implied
by the first row of (46). To this end, partition C as
C =
[
c1,1 c
T
2:N,1
c2:N,1 C2:N,2:N
]
and apply block matrix inversion formulae to obtain
C−1 =
1
c1|2:N
[
1 −cT2:N,1C−12:N,2:N
−C−12:N,2:Nc2:N,1 C˜−1
]
where c1|2:N := c1,1 − cT2:N,1C−12:N,2:Nc2:N,1 and
C˜−1 := C−12:N,2:Nc2:N,1c
T
2:N,1C
−1
2:N,2:N + c1|2:NC
−1
2:N,2:N .
Note that σ2n|Nn := c1|2:N is in fact the variance of the LMMSE
predictor for f0(v1) given f0(v2), . . . , f0(vN ).
Two cases can be considered for the first row of (46). First,
if 1 /∈ S, then the first row of Φ is zero, and the first row of
(46) becomes
f(v1) = c
T
2:N,1C
−1
2:N,2:Nf2:N (47a)
=
∑
n:vn∈N1
(−c1|2:Nγ1,n)f(vn) (47b)
where f2:N := [f(v2), . . . , f(vN )]T and γn,n′ = (C−1)n,n′ .
The sum in (47b) involves only the neighbors of v1 since the
graph is a Markov random field, for which if there is no edge
between vn and vn′ , then f0(vn) and f0(vn) are conditionally
independent given the rest of vertices, which in turn implies
that γn,n′ = 0. Note that the right-hand side of (47a) is the
LMMSE predictor of f(v1) given the estimated function value
at its neighbors. Since this argument applies to all vertices
vn, n /∈ S, it follows that the optimality condition (46) seeks
values of f(vn) so that the function value at unobserved vertices
12
agrees with its LMMSE estimate given the estimated value at
its neighbors.
On the other hand, if 1 ∈ S, the first row of Φ has a 1 at the
(1, 1) position, which implies that the first row of (46) is
y1 = f(v1) +
σ2e
c1|2:N
(f(v1)− cT2:N,1C−12:N,2:Nf2:N ).
The second term on the right can be thought of as an estimate of
the noise e1 present in y1. Therefore, the optimality condition
imposes that each observation ys(n) agrees with the estimated
noisy version of the function given the neighbors of vn.
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