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We formulate the problem of unconventional d−wave superconductivity, with phase fluctuations, pseudogap
phenomenon, and local Cooper pairs, in terms of a synchronization problem in random, quantum dissipative,
elasto-nuclear oscillator networks. The nodes of the network correspond to localized, collective quadrupolar
vibrations of nuclei-like, elastic inhomogeneities embedded in a dissipative medium. Electrons interacting with
such vibrations form local Cooper pairs, with a superfluid d−wave pseudogap ∆PG, due to an effective, short
range attractive interaction of dx2−y2 character. Phase coherent, bulk superconductivity, with a d−wave gap ∆,
is stabilized when the oscillator network is asymptotically entangled in a nearly decoherence-free environment.
Phase coherence will in turn be destroyed, at Tc, when the thermal noise becomes comparable to the coupling
between oscillators, the superfluid density K. The 2∆/kBTc ratio is a function of Kuramoto’s order parameter,
r =
√
1−Kc/K, for the loss of synchronization atKc, and is much larger than the nonuniversal 2∆PG/kBT ∗
ratio, where T ∗ is the temperature at which ∆PG is completely destroyed by thermal fluctuations. We discuss
our findings in connection to the available data for various unconventionally high-temperature superconductors.
Quadrupolar vibrations are ubiquitous in nature and often
constitute the fundamental normal modes of vibration in a
plethora of different physical systems. They arise as the low-
est frequency modes of vibration in wineglasses [1], and also
as the most relevant tectonic field for density perturbations in-
duced by earthquake ruptures [2]. Accelerating masses mov-
ing through spacetime produce ripples that propagate as trans-
verse, quadrupolar gravitational waves [3], and quadrupolar
vibrations of the inner crust in a neutron star controls its tran-
sient cooling, when coupled to a dissipative, outter thermal
bath [4]. At smaller scales, quadrupolar surface vibrations in
finite nuclei are known to contribute to the giant quadrupolar
resonance [5]. Most importantly, these very same quadrupolar
surface vibrations produce also a remarkable emergent phe-
nomenon in nuclear matter: superfluidity [6]. For finite nuclei,
this is the mechanism behind the opening of superfluid gaps,
∆, in nuclear spectra, for nucleons that minimize their energy,
in the presence of a short range attractive nuclear potential, by
moving in Cooper paired, time-reversed orbits [7].
The spontaneous emergence of collective behaviour in large
oscillator networks is also a phenomenon that has applications
in many branches of science. These include the description
of the synchronous flash of fireflies [8] and the generation of
alpha rhythms in the brain [9]. Huygen’s pendulum clocks,
weakly coupled through a wooden beam [10], or metronomes
sharing a common base [11] are examples of anti-phase and
in-phase classical synchronization, respectively. The dynam-
ics of fast spins coupled to slow exchange interactions in XY
spin glasses [12] and the frequency locking in superconduct-
ing Josephson junction arrays [13] are, on the other hand, ex-
amples of emergent collective behaviour in quantum oscilla-
tor networks. In all those cases, the model that has become
the simplest paradigm for the synchronization phenomenon is
the Kuramoto model [14]. It relies basically on two proper-
ties: i) the couplings between the node oscillators in the net-
work: a superfluid density, K; and ii) the presence of white
noise, quenched, δ, or thermal, kBT , provided by an environ-
ment. Then, partial or full synchronization is achieved when
the couplings, K, outgrow the noise, δ, kBT , while phase co-
Figure 1. Adapted from ref. [16]. Left: gap inhomogeneities de-
duced from STM spectra at: (a) T = 60K (below), (b) T = 64K
(around), and (c) T = 70K (above), the critical Tc = 65K in over-
doped Bi2Sr2CaCu2O8+δ . Right: topographic STM image of the
positions where the gaps were measured.
herence is entirely lost otherwise. The synchronization phase
transition in Kuramoto’s model is described by a complex or-
der parameter with a real part r = 0, for no-, 0 < r < 1, for
partial-, and r = 1, for full-synchronization [15].
In this work we formulate the problem of unconventional
d−wave superconductivity in terms of a synchronization
problem in random, quantum dissipative, nuclear oscillator
networks. The basic requirement of our model is the existence
of elastic inhomogeneities as the ones shown in Fig. 1 [16].
We first use elasticity theory to calculate the collective, nor-
mal modes of vibration at these elastic insertions and show
that electrons couple to their low lying quadrupolar mode.
This results in an effective, short range, dx2−y2−wave attrac-
tive, two-particle interaction, and to the formation of time-
reversed, local Cooper pairs, in close analogy to nuclear su-
perfluidity. We then calculate the quantum wavefunctions for
localized, collective quadrupolar vibrations forming a con-
nected, nuclear oscillator network through their overlap, K,
and show that, for K stronger than the decoherence noise of
the environment, δ, kBT , phase locking occurs and bulk su-
perconductivity emerges. Finally, we calculate the bulk gap,
∆, the transition temperature, Tc, and compare their ratio,
2∆/kBTc, given as a function of Kuramoto’s order parameter,
r, to the available data for various compounds.
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2We begin by showing that, already at the classical level,
the lowest energetic mode of vibration for an elastic sphere
embedded in a infinite homogeneous medium, with differ-
ent elasto-mechanical properties such as the Lame` parame-
ters, λ and µ, and the density, ρ, is the quadrupole mode.
For that we solve Navier’s equation for the displacement,
u(t) = u(r, θ, φ) exp(iΩt), which, for the simplest case of
a uniform, elastic, isotropic, ideal medium, reads [17]
ρ
∂2u
∂t2
+ µ∇× (∇× u)− (λ+ 2µ)∇(∇ · u) = F, (1)
where F represents volume and surface equilibrium external
forces. The homogeneous, F = 0, solutions to (1) are of the
form u = ur rˆ + uθ θˆ+ uφφˆ, and two types of vibrations arise
from the continuity conditions: torsional and spheroidal. The
first is characterized by the vanishing of ur = 0 and∇·u = 0,
and the second by the vanishing of the radial part of ∇ × u.
In what follows we consider radial spheroidal solutions [18]
ur =
∑
`,m
[
A`,md1(kpr)
kpr
+
B`,m`(`+ 1)bn(ksr)
ksr
]
Y m` ,
uθ =
∑
`,m
[
A`,mb`(kpr)
kpr
+
B`,md2(ksr)
ksr
]
∂Y m`
∂θ
,
uφ =
∑
`,m
[
A`,mb`(kpr)
kpr
+
B`,md2(ksr)
ksr
]
1
sin (θ)
∂Y m`
∂φ
,
where k2s = Ω
2/c2s and k
2
p = Ω
2/c2p, with cs and cp being
the velocities of the transverse and longitudinal elastic waves,
respectively. The coefficients A`,m and B`,m are fixed by
boundary conditions of continuity for u, and for the radial,
σrr, and shearing, τrθ and τrφ, stresses, when F 6= 0 at the
radius of the inhomogeneous insertion, r = R0. Y m` (θ, φ) are
the spherical harmonics, b`(z) = h`(z), for vibrations outside
the sphere, b`(z) = j`(z) for vibrations of the inhomogeneity,
with j`(z) and h`(z) being the spherical Bessel and Hankel
functions, respectively, ensuring that u vanishes at the ori-
gin and at infinity. Finally, d1(z) = `b`(z) − zb`+1(z), and
d2(z) = (`+ 1)b`(z)− zb`+1(z).
The normal frequencies Ω are found as the roots to [18]
`(η − 1) + ge(γχ)− ηgi(αγχ) = 0. (2)
Here η = ρe/ρi is the ratio between the external (e) and
internal (i) densities, χ = ΩR0/cse is a dimensionless fre-
quency written in terms of the transverse velocity in the ex-
terior, cse, while α = cpe/cpi and γ = cse/cpe are ratios
between the transverse and longitudinal velocities outside and
inside the sphere with the functions gi(z) = zj`+1(z)/j`(z),
and ge(z) = zh`+1(z)/h`(z), also defined inside and outside
the sphere, respectively. Eq. (2) produces complex solutions,
Ω ∈ C, with a real part, Re[Ω] 6= 0, setting the natural fre-
quency of vibration and an imaginary part, Im[Ω] 6= 0, pro-
viding damping, γ [18]. The lowest Re[Ω] 6= 0 mode corre-
sponds to ` = 2, localized, collective quadrupolar vibrations,
while the monopole, ` = 0, and dipole, ` = 1, solutions are
too costly as these represent volume changes and translations.
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Figure 2. Equatorial cuts for the Y2,0 (left) and Y2,2c (right) radial-
like spheroidal displacements of eq. (4).
Quadrupolar deformations from a spherical equilibrium can
be parametrized in terms of collective coordinates α2,m [19]
R = R0
(
1 +
m=+2∑
m=−2
α2,mY2,m
)
. (3)
The equilibrium configuration requires that α2,m = α2,−m
and, since R ∈ R, one also imposes α∗2,m = (−)mα2,−m.
These constraints exclude the three t2g orbitals, namely,
Y2,1c = (Y
−1
2 − Y 12 )/
√
2, Y2,1s = i(Y −12 + Y
1
2 )/
√
2, and
Y2,2s = i(Y
−2
2 − Y 22 )/
√
2, and only the two eg orbitals
Y2,0 = Y
0
2 =
√
5
16pi
(3
z2
r2
− 1),
Y2,2c =
1√
2
(Y −22 + Y
2
2 ) =
√
15
16pi
(
x2 − y2
r2
), (4)
remain, where s, c stand for sine and cosine, respectively. The
degeneracy of the two eg orbitals is lifted in layered systems,
such as the cuprates, due to the large energy cost for planar
stretches required by the Y2,0 oblate and prolate deformations
(see Fig. 2, left), and the lowest spheroidal vibration mode is
the quadrupolar dx2−y2−wave mode, associated to the Y2,2c
orbital (see Fig. 2, right). For isotropic systems, however, one
expects some admixtures between the Y2,0 and Y2,2c modes.
The quantum Hamiltonian for quadrupolar deformations
can be written in terms of the so called Bohr shape variables,
α2,0 = β cos γ and α2,2 = α2,−2 = (β/
√
2) sin γ, such that
β2 =
∑m=2
m=−2 α
∗
2,mα2,m, as [19]
H = − ~
2
2B
∑
m
∂2
∂α2,m∂α∗2,m
+
C
2
β2, (5)
where B is the inertial parameter for the quadrupolar vibra-
tion of frequency Ω =
√
C/B. The eigenfunctions of H
are Ψ(β, γ, θ) = f(β)Φ(γ, θ) and, after fixing the crystal-to-
laboratory frames, via Euler angles, θ, we find the radial part
f(β) = Fn,τβ
τ e−s
2β2/2Lτ+3/2n (s
2β2), (6)
with spectrum En,τ = ~Ω(N + 5/2), and N = 2n+ τ [20].
Here Fn,τ is a normalization constant, n is the index of the
3radial solution, s = (BC/~2)1/4 is the oscillator stiffness,
L
τ+3/2
n is a Laguerre polynomial, and τ is the seniority [20].
Within the Born-Oppenheimer approximation, the linear
deformation potential for electrons travelling in the vicinity
of quadrupolar deformations as the ones in Fig. 2 reads [6]
δU(r) = −R0 ∂U(r)
∂r
∑
m
α2,mY2,m(rˆ),
and the matrix element for a process where an electron, at
initial state k, scatters off an elastic insertion, setting it into
vibration of the Y2,2c type, and goes into a final state k′ is [6]
Γk,k′ = −Γ0
∫
d3rϕ∗k′(r)
[
R0
∂U(r)
∂r
Y2,2c(rˆ)
]
ϕk(r), (7)
where ϕ∗k′(r) are the single particle wave functions for
Schro¨dinger’s equation with a short-range, central potential,
U(r), and Γ0 =
√
~/2BΩ ≡ 〈2,m|αˆ2,m|0, 0〉,∀m is the re-
duced matrix element for the quadrupolar deformations. Here
αˆ2,m =
√
~/2BΩ(b†2,m + (−1)mb2,−m), where b†2,m and
b2,m are bosonic creation and anihilation operators for the
quadrupolar vibrational modes with frequencies Ω =
√
C/B.
The particle-vibration-coupling (PVC) in (7) produces, as
such, an effective, vibration mediated, two-particle interaction
Vk,k′ = |Γk,k′ |2 ~Ω
(ξk − ξk′)2 − (~Ω)2 ,
that is attractive for electrons close to the Fermi surface,
|ξk|, |ξk′ |  ~Ω. We write down a BCS Hamiltonian [21]
H =
∑
k
ξkc
†
k,σck,σ +
∑
k,k′
Vk,k′c
†
k,↑c
†
−k,↓c−k′,↓ck′,↑,
for single particles states, ξk = (k) − µ, with dispersion
relation (k) relative to the chemical potential µ interacting in
the Cooper channel, from which one derives the gap equation
∆k = −
∑
k′
Vk,k′
∆k′
2Ek′
tanh
(√
ξ2k′ + ∆
2
k′
2kBT
)
. (8)
Since by construction Vk,k′ is separable we write [22–24]
Vk,k′ = −V0η(kˆ)η(kˆ′)w(k)w(k′)Θ(|ξk| − ~Ω)Θ(|ξk′ | − ~Ω)
∆k = ∆PG η(kˆ)w(k),
where η(kˆ) = cos kx − cos ky , is the dx2−y2 anisotropy form
factor and, w(k) = (b
√
pi)3 e−b
2k2/2, is a momentum depen-
dent form factor [24, 25], obtained from the Fourier transform
of a Gogny-type short range interaction [22], with a mate-
rial dependent parameter b. As usual we perform the average
η2(kˆ′) → 〈η2〉FS , where 〈· · · 〉FS stands for angular aver-
age over the Fermi surface, and since ~Ω  F we can set
w2(k)→ w2(kF ) to arrive at the local (pseudo) gap at T = 0
∆PG =
2~Ω√〈η2〉FSw(kF ) exp
[
− 1
λ 〈η2〉FS w2(kF )
]
, (9)
where λ = N(F )V0 is proportional to the density of states at
the Fermi level. The local pseudogap is destroyed, in turn, at
kBT
∗ = 1.13 ~Ω exp
[
− 1
λ 〈η2〉FS w2(kF )
]
, (10)
solution to (8) for ∆PG = 0, in such a way that
2∆PG
kBT ∗
=
3.53√〈η2〉FSw(kF ) , (11)
is a nonuniversal ratio, due to the factor w(kF ), larger than
BCS’s 3.53, and can, in fact, be as large as 8 [16].
Consider now a large number N of mutually interacting
quadrupolar oscillators with distributed natural frequencies
H = − 1
2B
Πˆ†αΠˆα +
B
2
αˆ†Hαˆ, (12)
where Πˆα = −i~∂/∂αˆ and Hij = Ω2i δij + Kij(1 − δij)
[26]. Here Ωi are natural frequencies, distributed according to
a spectral distribution, g(w) = δ/pi((w − Ω)2 + δ2), that is
symmetric with respect to Ω, with a quenched spread δ, while
Kij =
∫
d3r Ψ∗ri(β, γ, θ)Ψrj (β, γ, θ) ∼ e−s
2|ri−rj |2/2,
controls the asymptotic hybridization between oscillator wave
functions (6) at positions ri and rj through the stiffness s. The
Kuramoto model for such dynamical network is [15]
θ˙i = Ωi +
N∑
j=1
Kij sin (θi − θj) + ζi(t), (13)
where θi is the phase of the i−th oscillator, and ζi are Gaus-
sian noises, ζi(t) = 0 and ζi(t)ζj(t′) = 2γkBTδijδ(t − t′),
associated, via fluctuation-dissipation theorem, to the damp-
ing, Im[Ωi] ≡ γ 6= 0, due to the presence of a thermal bath
[27]. Kuramoto’s order parameter [15]
r eiΘ =
1
N
N∑
j=1
eiθj , (14)
quantifies the overall entanglement of the network. If the
spread of g(w) is larger than Kij , for dilute, distant elastic
insertions, s2|ri − rj |2  1, all oscillators perform individ-
ual cycles, all phases θi are uniformly distributed over a circle
[0, 2pi], and r = 0: synchronization is not possible (see Fig.
3A). For stronger Kij , however, when elastic insertions are
abundant and closer together, s2|ri − rj |2 ∼ 1, oscillators
group into clusters of a definite phase, Θ, and r 6= 0: partial
or full synchronization is achieved (see Fig. 3B-D). The entire
network then behaves as a single, entangled oscillator, whose
spectrum Ω = F†HF , obtained after the diagonalization of
(12) through the transformation αˆ′ = F†αˆ [26], possesses one
lowest, σ−bonding eigenvalue, Ωσ ∈ R. For N → ∞, we
use a mean field approximation, Kij = K,∀i, j, to find [27]
r(δ, T ) =
√
1− Kc(δ, T )
K
,
2
Kc(δ, T )
=
∫ ∞
−∞
dw
g(D(w) + Ω)
w2 + 1
,
4Figure 3. Bulk gap, ∆, as a function of the superfluid density, K.
(A) No inhomogeneities, r = 0: no synchronization and ∆ = 0.
(B) and (C) Few inhomogeneities, 0 < r < 1: partial synchroniza-
tion and ∆ < ∆max. (D) Several inhomogeneities, r → 1: full
synchronization and ∆→ ∆max. Insets from refs. [29] and [30].
with D(w) = γkBTw [27]. Furthermore, the equivalence
between Kuramoto’s and the XY model [27, 28] allows us to
identify K as the superfluid density which controls a second
order, synchronization phase transition for K ≥ Kc(δ, T ).
The PVC for N oscillators can be written as eiθˆ · Γ · αˆ,
where eiθˆ = (eiθ1 eiθ2 . . . eiθi . . . eiθN ) and Γij = Γk,k′ ,
with Γ0 → Γi0 and U(r)→ Uj(r) in (7). The transformations
αˆ′ = F†αˆ and eiθˆ′ = F†eiθˆ, with Γ′ = F† · Γ · F , allow
for a coupling, r eiΘ [Γˆ′]†σαˆ
′
σ , associating Kuramoto’s order
parameter to the lowest, σ−bonding eigenvector. This form
for the PVC produces, as such, an effective, real, attractive
two-particle interaction for electrons with |ξk|, |ξk′ |  ~Ωσ
V k,k′ = −r2 V 0 η(kˆ)η(kˆ′) Θ(|ξk| − ~Ωσ)Θ(|ξk′ | − ~Ωσ),
∆k = ∆η(kˆ)
where V 0 = [Γˆ′σ]
†Γˆ′σ/~Ωσ , corresponds to the convolution of
all short range interactions at the local elastic insertions. From
(8) and (15), with r2 = r2(δ, 0), the T = 0 bulk gap becomes
∆ =
2~Ωσ√〈η2〉FS e−1/r2(δ,0)λ〈η2〉FS , (15)
where λ = N(F )V0. The critical temperature is solution to
(8) and (15) at ∆ = 0 with r2 = r2(δ, Tc)
kBTc = 1.13 ~Ωσ e−1/r
2(δ,Tc)λ〈η2〉FS , (16)
which is a transcendental equation for Tc. Nevertheless, the
ratio between ∆ and Tc, for 2γkBTc  r2(δ, 0)K, is
2∆
kBTc
=
3.53√〈η2〉FS exp
{
2γkBTc/K
(1−Kc/K)2λ〈η2〉FS
}
, (17)
which is exponentially larger than 2∆PG/kBT ∗ because of
dissipation, γ 6= 0, associated to the decay of the col-
lective quadrupolar vibrations into thermal modes of the
Figure 4. Bulk gap (top, left, blue) and pseudogap (center, right, red)
ratios to Tc and T ∗, respectively, and BCS’s universal ratio (bot-
tom, dashed, black). Decay of vibrations into bath modes results in
2∆/kBTc  2∆PGw(kF )/kBT ∗ (blue area). Inset from ref. [31].
bath, or, equivalently, 2∆/kBTc  2∆PGw(kF )/kBT ∗ for
r2(δ, Tc) r2(δ, 0).
In figure 4 we show the behaviour of (11) and (17) as
functions of the superfluid density K. The ∆PG-to-T ∗ ratio
does not depend on K and, apart from a nonuniversal factor,
w(kF ), it is given by 3.53/
√〈η2〉FS ≈ 3.53√2 = 4.99. The
∆-to-Tc ratio, in turn, depends exponentially on K. Even if
in cuprates kBTc/K ≈ const [32], a K dependence in (17) is
provided by r4(δ, 0) = (1 − Kc/K)2, and the ∆-to-Tc ratio
is considerably larger at low K (the underdoped regime) and
saturates at large K (the overdoped regime). Rough estimates
for the maximum values for Tc, at r → 1, are given in Ta-
ble I for two compounds. The fairly large values for Tc trace
back to the high normal frequencies of collective quadrupolar
vibrations, Ωσ , roots to eq. (2), that lay far above Debye’s.
Comp./Param. α η γ R0(nm) Ωσ (eV) Tc (K)
YBa2Cu3O7−x 0.50 0.50 0.624 0.4 0.056 86
Bi2Sr2CaCu2O8+x 0.54 0.54 0.609 0.3 0.049 74
Table I. γ values from [33]. Tc from (16), with r → 1 and λ = 0.8
Localized vibrations in cuprates have been observed with
Raman spectroscopy [34], inelastic neutron scattering [35],
and ultrafast optical coherent spectroscopy [36], but their role
to the mechanism of superconductivity remains controversial.
In this work, we showed that localized collective quadrupo-
lar vibrations at elastic inhomogeneities are able to produce
high Tc superconductivity with phase fluctuations, pseudogap
phenomenon, and local dx2−y2−wave Cooper pairs. We hope
our formulation of superconductivity, based on solid concepts
of elasticity theory, nuclear superfluidity, and entanglement in
complex oscillator networks, may help to shed some light into
the very interesting and challenging emergent phenomenon of
unconventional high temperature superconductivity.
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