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Classical fuel rating methods, such as the methane number or the related propane knock 
index were found to fail for the variety of biogenous fuel gas compositions encountered in 
practice. Thus, a novel methodology based on the detonation theory and the characteristic 
parameters chemical ignition delay, excitation time and laminar flame speed was adopted. 
The method enables an a priori, simulation-based determination of the knock propensity of 
fuels and centres on the two dimensionless parameters  and  which characterise the possi-
ble regimes of auto-ignition propagation from hot spots.  
The methodology was applied to a range of 38 syngas and reference gas blends deter-
mined with a statistical mixture plan. To supplement the data, measurements were conducted 
at an intermediate pyrolysis plant featuring the Thermo-Catalytic Reforming technology de-
veloped at Fraunhofer UMSICHT. The required combustion parameters were obtained from 
detailed chemical kinetic simulations. 
Syngas showed to be more prone to knock than methane or biogas, albeit less than pro-
pane. Admixtures of higher hydrocarbons were found to increase the knock propensity. Lean 
equivalence ratios, exhaust gas recirculation and the addition of water vapour were effective 
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 Introduction  
 Background 
Global warming caused by anthropogenic carbon dioxide (CO2) emissions and the de-
pletion of fossil energy resources present major challenges to humanity. A first measure to 
prolong the availability of fossil fuels and at the same time reduce the carbon dioxide emis-
sions is to increase the efficiency of energy conversion processes. This can be accomplished, 
for example, by decentralised combined heat and power production (CHP). In addition, fos-
sil carbon based energy sources will have to be replaced by carbon-neutral alternatives in 
order to limit global warming to reasonable values.  
Hydrocarbon fuels produced from renewable sources, referred to as biofuels commonly, 
present an ideal, carbon neutral option for many applications due to their high energy den-
sity, excellent storability and easy handling. First generation biofuels, such as ethanol from 
sugar or starch crops, fatty acid methyl esters produced from vegetable oil and anaerobic 
digester gas generated from maize and manure, are already being widely used as an admix-
ture to fossil fuels or as sole fuel. An essential disadvantage of these fuels is the limited 
feedstock, which often competes directly with agricultural food production.  
This drawback is overcome by second generation biofuels, which are produced from the 
residual, non-food parts of crops [1] through a variety of processes developed in recent years, 
such as biomass gasification [2], Fischer-Tropsch synthesis [3] and pyrolysis processes, 
such as the Thermo-Catalytic Reforming process (TCR®) developed by Fraunhofer UM-
SICHT1 [4].  
                                                 




Even newer developments are targeted at using surplus electricity from renewable 
sources to produce synthetic fuels based on C1-chemistry, such as methanol, polyoxymeth-
ylene dimethyl ethers (PODE) and methyl formate [5]. These fuels are often denominated 
electro-fuels or e-fuels [6, 7]. Recent studies show that PODE could be a feasible option to 
reduce the harmful exhaust gas emissions from stationary power production due to their 
favourable combustion characteristics [8, 9].  
An alternative option to reduce global carbon dioxide emissions could be the shift to-
wards a hydrogen economy as described in [10] and [11]. Hydrogen is an extremely versatile 
and clean energy carrier since it can be generated from a variety of sources and hence can 
span the several phases of a transition towards future energy markets [10]. Renewable hy-
drogen, also known as green hydrogen or bio-hydrogen, is usually produced by water elec-
trolysis from wind or photovoltaic power [12]. New process routes, for example via the gas-
ification of biomass or the reforming of biochars, could open up ways for low-cost residue 
biomass into hydrogen production [12].  
All of the renewable fuel options presented above can be utilised for power production 
in stationary internal combustion engines. Gaseous biofuels are normally used in spark ig-
nition (SI) engines, also known as Otto engines, while liquid biofuels are applied in com-
pression ignition engines, also known as diesel engines. An alternative concept is the dual-
fuel engine, in which a homogenous combustible mixture of gas and oxidiser is ignited by 
injecting a small amount of liquid fuel (diesel-ignited gas-engine [13, 14]). These engines 
prove to be very flexible in operation since they allow a wide range of combinations and 
ratios of gaseous and liquid fuel. Different configurations of dual-fuel engines for natural 
gas, biomethane, wood-gas and different pilot fuels, such as diesel, vegetable oil, biodiesel 
and PODE have been investigated in the recent years at the Ostbayerische Technische 
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Hochschule Amberg-Weiden – Technical University of Applied Sciences [8, 9, 15, 16]. Gas-
eous biofuels, for example, biogas, bio-hydrogen and producer gas from gasification or py-
rolysis, are the most suitable option with regard to combined heat and power generation in 
stationary combustion engines. 
The combustion characteristics of biogenous fuel gases may differ considerably from 
today’s standard fuels. This implies that either the existing internal combustion engine de-
signs have to be adapted or the fuels have to be processed in order to be compatible with 
existing engine technologies. Both options require in-depth knowledge of the combustion 
behaviour at engine operating conditions, which can be gathered through experiments, for 
example, in rapid compression machines or single-cylinder research engines. However, ex-
perimental setups are often complex and expensive and the investigations are time-consum-
ing, so that only a limited number of tests for constrained conditions can be performed. An-
other problem often encountered in practice is that only a limited amount of fuel might be 
available for testing and the costs for providing test fuels might be prohibitively high. This 
applies especially to on-site settings, where the fuel quality may vary according to the feed-
stock and process and the limited number of envisaged installations does not justify exten-
sive experimental testing and standardisation. This raises the question of whether it is possi-
ble with today’s modern computational methods to predict the combustion behaviour of new 
generation fuel gases based solely on a set of characteristic parameters derived from the 





 Objectives and approaches 
The main objective of this study is to establish a simulation-based methodology for a 
priori estimating the combustion behaviour of gaseous biofuels from thermo-chemical con-
version based on characteristic parameters derived from the chemical composition of the 
fuel. The individual objectives are  
a) to perform a survey of the typical composition of biogenous fuel gases from different 
feedstocks and processes with regard to their utilisation as engine fuel paying special 
attention to intermediate pyrolysis, namely Thermo-Catalytic Reforming, 
b) to identify a suitable simulation-based methodology for a priori characterising the com-
bustion behaviour of gaseous fuels applying detailed chemical kinetics, 
c) to develop a modular software toolkit based on open source chemical kinetics solvers 
for calculating the required characteristic combustion parameters,  
d) to apply the methodology to assess the combustion characteristics of a range of bioge-
nous fuel gas compositions determined on the basis of published data and own meas-
urements. 
The investigated characteristic combustion parameters are the chemical ignition delay 
time, the excitation time, and the laminar flame speed. These are used to calculate dimen-
sionless parameters for assessing the auto-ignition propensity of fuels applying the detona-
tion theory, the - diagram and the Sankaran criterion. A homogenous constant-volume 
reactor model is set up in order to determine the ignition delay and excitation times, and a 
premixed, one-dimensional, freely propagating flame is used for calculation of the laminar 
flame speed. In addition, a homogenous charge compression ignition reactor model is ap-
plied to determine the critical compression ratio at which auto-ignition occurs. The models 
are implemented in a Python package – the Combustion Parameters (CoPa) toolbox– based 
on the open-source chemical kinetics software suite Cantera. 
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 Thesis outline 
This thesis is structured into 7 chapters, including the introduction in Chapter 1. Each 
chapter is summarised at the end. 
In Chapter 2, the relevant literature is reviewed, starting with engine combustion pro-
cesses and engine modelling, followed by a presentation of the characteristic parameters 
determining the combustion properties of fuels. Subsequently, the relevant conversion routes 
leading to biogenous fuel gases are presented and fuel gas compositions from different pro-
cesses are reviewed. 
Chapter 3 deals with the experimental methodology for measuring fuel gas compositions 
and the experimental plant. 
In Chapter 4, the modelling methodology is presented. First, the equations for modelling 
chemically reacting mixtures of fuel, oxidiser and residual gas – the combustion gas – are 
presented. Then, the zero-dimensional reactor models and the one-dimensional laminar 
flame model are introduced and the fundamentals of auto-ignitive regimes and the detonation 
theory are presented.  
The computational implementation of the models is described in Chapter 5. The simula-
tion workflow is presented and the models are verified with reference data from literature. 
In Chapter 6, the results of the measurements at the experimental plant and the investi-
gated fuel gas blends are presented. The developed simulation methodology is applied to 
assess the combustion characteristics of the fuel blends. Special attention is paid to the knock 
propensity and to measures for mitigating the risk of knock. 
Finally, the main findings of the thesis are summarised in Chapter 7 and recommenda-






 Literature review 
 Engine combustion processes 
2.1.1 Spark ignition engines 
In conventional spark ignition engines (SI engines) fuel and air are mixed together in the 
intake system, inducted through the intake valves into the cylinder – where mixing with the 
residual gases takes place – and then compressed and ignited by an electric discharge (spark 
plug) towards the end of the compression stroke [17]. After inflammation a turbulent flame 
develops and propagates through the premixed mixture of fuel, oxidiser and burned gas until 
it reaches the combustion chamber walls and extinguishes [17].  
The general idea adopted in many combustion models for SI engines is that of a premixed 
flame front propagating into the cylinder from the source of ignition with a flame surface 
that is a portion of the surface of a sphere [17, 18]. The speed at which the flame front travels 
through the unburned mixture is determined by the laminar flame speed, which is an intrinsic 
property of the combustible mixture [17], and the level of turbulence in the cylinder charge, 
resulting in a turbulent flame speed [18, 19].  
A general feature of spark ignition engines is that a substantial variation of the combus-
tion process from cycle-to-cycle can be observed. The cyclic variations are usually expressed 
in measurable parameters, such as the coefficient of variation of the indicated mean effective 
pressure [17] or the peak pressure [20]. Cycle-to-cycle variations limit the operating regime 
of SI engines and can lead to abnormal combustion or misfiring [20, 21]. The most important 
abnormal combustion phenomenon in spark ignition engines is knock, characterised by a 
spontaneous auto-ignition and rapid energy release of the unburned mixture ahead of the 
flame front, the end gas [17]. The occurrence of knock “reflects the outcome of a race be-
tween the advancing flame front and the precombustion reactions in the unburned end gas” 
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(Heywood [17] p. 375). According to the detonation theory engine knock is linked to the 
speed of sound and the reaction velocity (cf. [22–26]). 
Stoichiometric or lean burn spark ignition engines are often applied for the conversion 
of gaseous fuels in stationary applications. These engines are in many cases derived from 
diesel engines which are redesigned for gas operation [27]. Smaller gas engines feature open 
combustion chambers, while in large bore lean burn engines the spark plug is usually 
mounted into a pre-chamber in order to maximize ignition energy [27]. For ultra-lean oper-
ation with fuel/air equivalence ratios < 0.5, this pre-chamber can be equipped with a separate 
gas supply in order to achieve a richer mixture inside the chamber, which is easier to ignite 
[27].  
In stoichiometric gas engines, three-way-catalysts are applied for reducing emissions of 
nitrogen oxides (NOx), carbon monoxide and unburned hydrocarbons. In lean burn gas en-
gines oxidation catalysts are used for reducing carbon monoxide and unburned hydrocar-
bons, and the NOx emissions are controlled by leaning the mixture in order to reduce the 
combustion temperature [27]. For increasing the power output, especially in lean engines, 
turbochargers are applied [27].  
In order to meet the demands on high efficiency and at the same time low emissions of 
NOx, different technologies are conceivable, as presented in Table 2-1. Up to now turbo-
charged lean burn engines are preferred in practical application due to their higher efficiency, 
but further emission reduction in these engines is complex, especially with regard to NOx as 
well as unburned hydrocarbons and in particular methane [28]. Thus, with stricter emission 
regulations stoichiometric engines could prove to be advantageous, and new developments 
aim to overcome their efficiency drawbacks by turbocharging combined with Miller valve 
timing for knock mitigation [29].  
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Table 2-1: Comparison of different SI gas engine technologies (adapted from [29]) 
 Lean burn  
500 mg/m³ NOx* 
Ultra-lean-burn 
250 mg/m³ NOx* 
Lean-burn with 
SCR** catalyst 
10 - 250 mg/m³ NOx* 
Stoichiometric 
50 mg/m³ NOx* 
Complexity Medium Medium High Low 
Electric efficiency High Medium High to very high Low 
Total efficiency in 
CHP operation 
Medium Medium High Very high 
Specific mainte-
nance costs 
Medium Medium to high Medium to high Medium to high 
Hydrocarbon 
emissions 
Medium High Medium to low Low 
Cost for exhaust 
gas after-treatment 
Low Medium High Low 
Capability for off-
grid operation 
High Medium High Very high 
Sensitivity to me-
thane number 
Medium Low to medium Medium to high Low 
*all NOx emission values refer to 5 vol% O2 in the exhaust gas 
** Selective catalytic reduction 
 
 
2.1.2 Compression ignition engines  
In conventional compression ignition engines a liquid fuel is injected into the cylinder 
towards the end of the compression stroke. The fuel atomises into small drops and penetrates 
into the combustion chamber where it evaporates and mixes with the compressed hot air in 
the cylinder [17]. The essential difference to a conventional spark ignition engine is that the 
mixture preparation takes place inside the cylinder, whereas in SI engines, fuel and oxidiser 
are normally premixed. Diesel engines always operate with lean fuel/air ratios and the power 
output is controlled by varying the amount of fuel injected per cycle [17] (quantity control 
instead of quality control like in SI engines). 
Combustion in diesel engines is usually characterised by four periods (see [17, 30]): first 
the injected fuel is atomised into fine droplets, heated and vaporised; during this time no 
combustion happens, therefore it is called the ignition delay period. The next phase is the 
premixed burning of the mixture prepared during ignition delay which is characterised by a 
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sudden, steep increase in the cylinder pressure, causing the typical diesel sound. After the 
premixed burning until the end of injection, the combustion is controlled by mixing of the 
fuel jet with the air in the cylinder. After the end of injection the remaining fuel burns in a 
diffusion flame (late mixing-controlled burning) with decreasing heat release rate due to the 
temperature of the mixture falling during expansion. 
A special type of compression ignition engine is the homogenous charge compression 
ignition (HCCI) engine, which has the theoretical potential of reducing both NOx and par-
ticulate matter emissions, whilst retaining high efficiency [31]. In this type of engine the fuel 
is introduced into the cylinder at a very early stage in order to create a premixed, lean, ho-
mogenous mixture, which is then auto-ignited by compression [31]. The main challenge in 
HCCI combustion is the lack of a combustion-initiating device, which implies that ignition 
must be controlled by other parameters, such as compression ratio, fuel/air equivalence ratio, 
valve timings and intake manifold temperature [31]. Ignition in HCCI engines is primarily 
controlled by cool flame kinetics, which also plays an important role in SI engine knock 
[31]. 
 
2.1.3 Dual-fuel engines 
Dual-fuel engines are basically conventional compression ignition engines of the diesel 
type where a liquid fuel injected in to the cylinder provides the source of ignition for a pre-
mixed lean mixture of gaseous fuel and air. Thus, they are also referred to as diesel-ignited 
gas engines [13, 14]. 
Typically, only relatively small quantities of liquid fuel are injected to provide ignition 
of the lean mixture of gaseous fuel and air [13]. This type of dual-fuel engine is also denom-
inated pilot injection or micro-pilot injection engine and the injection system is modified 
accordingly for the injection of small fuel quantities [32, 33]. The flame front propagates 
11 
 
through the lean background mixture after ignition similar to conventional premixed gas 
engine combustion [14]. In the second type of dual-fuel engines the liquid fuel is supple-
mented up to the level of a fully functional diesel engine and the gaseous fuel is added to the 
intake air up to a certain limit, which is mainly determinated by knock [13, 15]. 
 
2.1.4 Modelling of engine combustion processes 
Nowadays, two complementary approaches for modelling the in-cylinder processes in 
engines are commonly used: 
a) Thermodynamic models based predominantly on energy conservation, also labelled as 
empiric, phenomenological or quasi-dimensional models, depending on the level of de-
tail that is considered in addition to energy conservation [17]  
b) Fluid dynamic or multidimensional modelling based on a full analysis of the fluid mo-
tion [17] 
Based on these two approaches a variety of different zero- and multidimensional models for 
engine combustion have been developed. An overview of common modelling approaches 
can be found in [17, 34, 35].  
Zero-dimensional models are usually intended for the fast simulation of full engine pro-
cesses at many different operating points (engine maps, transients, etc.) at the expense of 
insight into the detailed physical and chemical processes occurring in the cylinder. Simple 
empirical thermodynamic models, for example VIBE models [36, 37], rely on experimentally 
calibrated mathematical functions to describe combustion. In the recent years more sophis-
ticated phenomenological and quasi-dimensional models for diesel engines (see Hiroyasu 
[38]), gas engines (see Auer [39]) and dual-fuel engines (see Walther [40]) have been devel-
oped. These models add further detail and geometric features in addition to the energy con-
servation equation [17] and take into account the relevant physical and chemical phenomena 
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occurring in the cylinder, such as the propagation of the spark ignition flame or the diesel 
spray pattern, thus enabling predictive calculations once the model is tuned with reference 
measurements.  
Detailed fluid dynamic modelling is used when in-depth insight into the combustion pro-
cess is required, for example, during the pre-development of new engines and combustion 
concepts. Due to computational costs and time requirement, multidimensional modelling is 
usually limited to the investigation of a few relevant operating points and single cylinders. 
The essential difference compared to zero- or quasi-dimensional modelling is that in multi-
dimensional modelling the turbulent flow field inside the cylinder is explicitly modelled and 
solved. Since direct numerical simulation (DNS) requires supercomputers (cf. [41]) and is 
still not feasible today [35], different computational simplification methods like large eddy 
simulation or Reynold-averaged Navier Stokes (RANS) are used for this purpose [39]. 
Depending on the level of detail to be considered regarding specific combustion phe-
nomena such as ignition delay time, engine knock or emission formation, more or less spe-
cific knowledge of the combustion behaviour of fuels and the underlying chemical reactions 
is needed. Two important combustion parameters commonly required in modelling of gas 
engines are the ignition delay time for knock models (see [21, 42]) and the laminar flame 
speed for flame propagation models (see [21, 39]). Both will be illustrated in more detail in 






 Combustion characteristics of fuels 
2.2.1 Chemically reacting systems 
The complex chemical processes taking place in combustion can be broken down into a 
set of multiple elementary reactions interacting with each other according to a defined reac-
tion mechanism. This reaction mechanism provides a complete set of species and reactions 
for a given combustion system together with the required reaction kinetics coefficients. In 
addition, thermodynamic data, for example, in NASA polynomial parametrisation [43], as 
well as transport data is usually provided with the mechanism. Reaction mechanisms are 
usually developed based on experimental data from shock tubes, rapid compression ma-
chines, flames, jet-stirred or plug-flow reactors (cf. [44–47]). The complex kinetic schemes 
can only be solved with computational methods. A non-exhaustive overview of chemical 
kinetics software is given in Appendix A. 
When dealing with reaction mechanisms, one has to carefully consider for which purpose 
they were developed and against which data they were validated. This applies for the species 
and reactions involved as well as the range of temperatures, pressures and equivalence ratios. 
Practical fuels frequently feature a complex composition of several different aliphatic and 
aromatic hydrocarbon species which is difficult to reproduce in reaction mechanisms. There-
fore in chemical kinetics they are often replaced by simplified surrogates consisting of a 
blend of hydrocarbons for which the reaction mechanisms are known, such as blends of n-
heptane, toluene and isooctane which are used as surrogates for diesel and gasoline fuels 
[48]. Detailed reaction mechanisms can comprise thousands of species and reactions and 
thus require high computational effort in solving the differential equation sets. Thus a variety 
of strategies for mechanism reduction has been developed in order to limit species and reac-
tions to those relevant for the specific task (see [49–53]). Subsequently, a non-exhaustive 
selection of mechanisms considered relevant for this thesis will be briefly presented. The 
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referenced institutions often provide a variety of mechanisms for different purposes. A com-
pilation of relevant data for the presented mechanisms is given in Table 2-2. 
GRI-Mech 3.0 [54] is an optimised detailed chemical reaction mechanism developed for 
the combustion of methane and natural gas flames and ignition, which was developed in a 
project financed by the Gas Research Institute (GRI). The mechanism considers all steps 
important for natural gas combustion including NO formation and reduction and was vali-
dated extensively with experimental data. Soot formation and the chemistry involved in se-
lective non-catalytic reduction of NO are not described by GRI-Mech 3.0 [54]. GRI-Mech 
includes reactions of the higher hydrocarbon constituents of natural gas (e.g., propane and 
butane) but was not designed to model the combustion of such pure fuels. The range of 
ambient conditions covered by the mechanism is roughly 1 000…2 500 K at                       
1.3 × 10-3 … 1 MPa and equivalence ratios from 0.1 to 5 for premixed systems. 
USC-Mech II [55] is a high-temperature combustion reaction model of H2, CO and C1-
C4 compounds developed at the Combustion Kinetics Laboratory of the University of South-
ern California (USC). The mechanism is applicable to a variety of combustion scenarios for 
gaseous fuels. It was developed, among other sources, on the basis of GRI-Mech and vali-
dated against reliable experimental data.  
A variety of mechanisms is available from the Combustion Chemistry Centre at National 
University of Ireland, Galway (NUI Galway). The development has been supported by Saudi 
Aramco, hence the mechanisms are denominated AramcoMech, with the newest version Ar-
amcoMech 3.0 [56] and the prior versions AramcoMech 2.0 [46, 57–62] and AramcoMech 
1.3 [59] respectively. Additionally, NUI Galway provides mechanisms for hydrogen/syngas 
[58] including NOx [63], and for alcohols, esters, ethers as well as alkanes and alkenes. Ar-
amcoMech was developed in a hierarchical way, starting with a H2/O2 submechanism, fol-
lowed by a C1 sub-mechanism, followed by larger carbon species such as ethane, ethylene, 
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acetylene, allene, propyne, propene, n-butane, isobutane, isobutene, 1-butene and 2-butene, 
and oxygenated species including formaldehyde, acetaldehyde, methanol, ethanol, and di-
methyl ether [64]. Validations of the mechanism were carried out against a large array of 
experimental measurements including data from shock tubes, rapid compression machines, 
flames, jet-stirred and plug-flow reactors [64]. 
Extensive work on reaction kinetics simulation is carried out at the Politecnico di Milano 
(POLIMI) by the CRECK modelling group. Currently the group maintains a set of hierarchi-
cally organised reaction mechanisms ranging from hydrogen oxidation with 14 species and 
33 reactions to a complete low and high temperature mechanism for hydrocarbon fuels in-
cluding NOx formation with 484 species and 19341 reactions [65]. In addition, several re-
duced mechanisms are provided, for example, for diesel / biodiesel and gasoline / biogasoline 
surrogates.  
The Combustion Research Group of the University of California at San Diego (UCSD) 
provides the San Diego Mechanism, whose design focuses on the conditions relating to 
flames, high temperature ignition and detonations [66]. In contrast to other approaches, the 
San Diego Mechanism aims to keep the number of species and reactions to a minimum in 
order to reduce uncertainties with regard to the rate parameters. This is justified with the fact 
that a relatively small number of elementary steps is crucial for the predictions while the 
cumulative effects of a large number of steps is less significant [66]. The base mechanism 
can be complemented with reactions for nitrogen chemistry, jet-propellant, heptane and di-





Table 2-2: Compilation of reaction mechanisms 




of Ireland (NUI Gal-
way) [56] 
581 3 037 C1-C4 hydrocarbon and 
oxygenated fuels 
2018 
POLIMI  Politecnico di Mi-
lano [65] 
484 19 341 Pyrolysis, partial oxidation 
and combustion of hydro-
carbon and oxygenated 
fuels, high and low tem-
perature including NOx 
2014 
GRI-Mech 3.0 Gas Research Insti-
tute [54] 





fornia at San Diego 
(UCSD) [66] 
58 270 Flames, high temperature 
ignition and detonation of 
fuels 
2016 
USC Mech II University of South-
ern California (USC) 
[55] 




2.2.2 Laminar flame speed and ignition delay 
One of the most important parameters to describe premixed combustion in gas engines 
is the laminar flame speed [67] which is defined as “the velocity at which unburned gases 
move through the combustion wave in the direction normal to the wave surface” (Glassman 
et al. [68] p. 153). The laminar flame speed is an intrinsic property of a combustible mixture 
of fuel, oxidiser and burned gas [17] and can thus be used to characterise the combustion 
behaviour irrespective of the specific combustion system layout. Other common denomina-
tions are flame velocity, burning velocity or normal combustion velocity [68]. Several ana-
lytical models have been developed for calculating laminar flame speeds, such as the theories 
by Mallard and Le Chatelier and Zeldovich, Frank-Kamenetskii and Semenov [68]. With 
modern computational techniques it is nowadays possible to solve the complete set of steady 
state mass, species and energy conservation equations with detailed chemical reaction mech-
anisms [68]. The model of a freely-propagating, one-dimensional, adiabatic, premixed flame 
is normally used for this purpose [21, 68, 69].  
17 
 
A second important parameter is the auto-ignition delay time which can be observed 
under the specific operational conditions in technical devices between the introduction of a 
combustible mixture and the appearance of the flame [31]. For non-premixed mixtures of air 
and liquid fuel, as in the case of a diesel engine, the observed ignition delay time is consid-
ered the sum of a physical ignition delay and a chemical ignition delay [31]. The former 
presents the delay owing to the physical processes involved with mixture preparation, such 
as atomisation, fuel evaporation and air entrainment into the spray, while the latter corre-
sponds to a period of significant chemical activity, involving the generation of a radical pool 
and cool flame exothermal reactions, ultimately leading to the onset of a flame [31]. For 
premixed homogenous mixtures of fuel and oxidiser, as they occur in gas engines, only the 
chemical ignition delay time is relevant. Auto-ignition and chemical ignition delay of 
fuel/oxidiser mixtures can be numerically determined by simulating a closed homogenous 
batch reactor with constrained volume and adiabatic walls, as shown in various studies [21, 
42, 44, 45, 70–73]. The chemical auto-ignition delay time for a given mixture of fuel and 
oxidiser is a function of the temperature and the pressure [74] and plays an important role 
with regard to knock in SI engines, which is caused by uncontrolled auto-ignition in the 
unburnt zone during the regular combustion [75, 76]. A general overview of knock in SI 
engines and knock analyses is presented amongst others by Wang [77], Zhen [78] and Kal-
ghatgi [79]. For details on knock modelling one can refer to the numerous publications on 
the topic (e.g., [20, 42, 80–82]).  
The ignition delay time and the laminar flame speed of fuels have been studied exten-
sively both experimentally and numerically by several authors, and relevant data has found 
its way into textbooks on combustion (e.g., [68]). However, many authors focus merely on 
the combustion of standard fuels, such as methane, see Bates [71], Hu [70], El Merhubi [45] 
and Burke [72]. Blends of methane and hydrogen are also often investigated, for example, 
18 
 
by Bougrine [83], Kumar [84] and Zhang [73]. A comprehensive collection of digitised data 
from combustion experiments is available from Cloudflame [85], a platform operated by the 
Clean Combustion Research Center at the King Abdullah University of Science and Tech-
nology in Thuwal, Saudi Arabia.  
Pizzuti et al. [86] performed a literature review of published data on laminar flame speed 
and flammability limits in biogas. They conclude that the presence of CO2 in biogas leads to 
a decrease in burning velocity which affects the stability of the flame. A feasible way for 
increasing the laminar flame speed is the admixture of faster burning fuels, such as H2 or 
propane. Although the flammability limits of biogas are narrower than those of methane or 
natural gas the lean limit is improved due to the radiation absorption by CO2. The presence 
of water vapour leads to an increase of the lean flammability limit.  
An extensive review of laminar flame and ignition delay times of syngas mixtures is 
presented by Lee et al. [87]. Lee concludes that although a large number of experimental 
data is available for the combustion of syngas with various H2/CO concentrations, data at 
elevated pressures and studies on syngas mixed with other gases such as CH4, CO2 and H2O 
are still very limited. The addition of CO2, CH4, and H2O can however dramatically alter the 
ignition delay time compared to pure H2/CO mixtures, which strongly implies that a simple 
syngas mixture is not fully adequate to represent practical syngas chemical kinetics [87]. 
This is addressed to some extent in newer investigations, for example, by Ouyang et al. [88] 
who studied auto-ignition of synthesis gas at elevated temperatures and pressures in a shock 
tube also including CH4. According to Ouyang both CH4 and CO act as inhibitor, thus in-
creasing ignition delay, albeit the inhibiting effect of CO is only conspicuous if the concen-
tration is high enough.  
19 
 
Ignition delay in dual fuel engines has been comprehensively studied by Karim and Liu 
[13, 89]. Detailed chemical kinetics calculations presented by Karim for mixtures of n-hep-
tane and methane show a very rapid reduction in ignition delay and subsequent combustion 
time with increasing mole fraction of liquid fuel vapour, already at relatively small quanti-
ties. According to Karim n-heptane, which can be considered to be a representative of diesel 
fuel, begins reacting with the oxidiser well ahead of the methane, producing some exother-
mic energy release and required radicals for the methane oxidation, thus speeding up the 
ignition processes substantially. This is confirmed by Burke et al. [72] who studied dual-fuel 
ignition delay of methane in dimethyl ether (DME) in a rapid compression machine and 
developed a detailed chemical kinetic mechanism for methane/DME combustion. The igni-
tion delay time was found to be considerable reduced in the dual-fuel regime even when 
adding just small amounts of DME, with DME controlling the ignition of blends even if 
there is a greater concentration of methane, since the radical pool builds at lower tempera-
tures and therefore increases the rate of methane combustion [72].  
Since experimental data for laminar flame speed and ignition delay at engine combustion 
conditions (high pressure and temperature) is hardly available and extrapolation from meas-
ured data to unsurveyed ranges is problematic, the required data is often determined by re-
action kinetics calculations using detailed chemical reaction mechanisms which are assumed 
to be essentially valid also under engine related boundary conditions [21, 39, 90–92]. To 
save computational costs, chemical data for engine modelling is often implemented using 
correlations, like the Gülder correlation for the laminar flame speed ([93] in [21]), rather 
than by considering the full reaction mechanism in the combustion model. Recent investiga-
tions by Hann et al. [21, 90] reveal, however, that the Gülder correlation requires “a high 
level of revising to account for all influences” (Hann et al. [21] p. 68). Hann developed a 
new correlation based on detailed reaction kinetics simulations of the laminar flame speed 
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and expanded its applicability to binary mixtures of ethane, propane, n-butane and hydrogen 
with methane [21]. The laminar flame speed will be also affected by the residual gas fraction 
[17], which is taken into account in the correlations by Hann [21] for methane blends and by 
Verhelst for hydrogen [94]. Doosje et al. [95] present a correlation of laminar flame speed 
for natural gas with admixture of hydrogen and ethene for stoichiometric and lean conditions 
based on measurements in constant-volume bomb and chemical kinetics calculations.    
Another approach is presented by Chmela et al. [67] who modified a two-zone thermo-
dynamic engine model for simulation of non-standard gases such as flare gas, anaerobic 
digester gas and producer gas. Ignition delay and laminar flame speed are required as input 
parameters for the model, which poses the problem that such data is mostly just available for 
pure gases or for a limited range of temperatures, pressures and equivalence ratios. Instead 
of using correlations, which according to Chmela would be difficult and would require ex-
tensive experimental verification, a polynomial approximation based on regression analyses 
of 2 150 measured (ignition delay) and simulated (laminar flame speed) values is used.  
 
2.2.3 Auto-ignition propensity of fuels 
The resistance of fuels to engine knock has traditionally been rated according to the anti-
knock performance of mixtures of primary reference fuels (PRF). These are iso-octane and 
n-heptane for liquid fuels and methane and hydrogen for gaseous fuels. The associated rating 
numbers are accordingly denominated the octane number and the methane number. A spe-
cific fuel will be given the octane or methane number that corresponds to the volume fraction 
of iso-octane and methane, respectively, in the PRF fuel blend exhibiting the same anti-
knock performance [74, 96]. Both the octane and methane number are determined experi-
mentally in standardised single cylinder test engines, the cooperative fuel research engines 
(CFR) [97], featuring a variable compression ratio which is increased during the test until 
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knock is detected [74, 96]. For liquid fuels two different test procedures with different initial 
temperatures and engine speeds are defined, resulting in the research octane number (RON) 
and the motor octane number (MON) [74]. Despite being still widely in use, both the octane 
number and the methane number have serious drawbacks since they are essentially only 
indirect methods for measuring the auto-ignition delay time which is the principal underlying 
combustion parameter for engine auto-ignition [97]. Both methods also exhibit the problem 
that any fuel less knock-resistant than n-heptane or hydrogen, or more knock-resistant than 
iso-octane or methane requires extrapolation to PRF mixtures that cannot exist [74]. In case 
of the methane number, this issue is solved to some extent by adding CO2 to pure methane 
allowing for values of MN > 100 [96]. 
In an effort to improve the characterisation of fuels based on the actual phenomenology 
of auto-ignition, Bates et al. present a comprehensive methodology for characterising the 
auto-ignition regimes evolving from hot spots in engines [23, 25, 71, 74] based on the deto-
nation theory developed by the group of Bradley at the University of Leeds (cf. [98, 99]). 
According to Bates hot spots can arise for a number of reasons, such as fuel inhomogeneities, 
and local temperature gradients caused by hot surfaces (e.g., exhaust valves) or hot recircu-
lated gases. Such primary hot spots can pre-ignite and initiate a premature flame propagation 
causing increases in temperature and pressure in the unburned gas. They serve as kernels for 
the generation of secondary, more reactive hot spots in the reactants which may develop into 
a detonation [23]. While the mechanisms leading to primary hot spots are not yet fully un-
derstood, reaction propagation from secondary hot spots has been extensively studied and 
developed into a fundamental approach capable of characterising fuel anti-knock properties 
and engine auto-ignition ranging from mild knock to super-knock [23].   
Bates introduced an extended version of the - diagram (see Figure 2-1) indicating the 
possible regimes of deflagration, detonation and transition between the two modes based on 
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two dimensionless parameters representing the energy transferred into the acoustic wave 
front moving through a hot spot () and the auto-ignition propagation velocity normalised 
by the acoustic velocity (). The energy transferred into the acoustic wave is determined by 
the excitation time  defined as the time during which the majority of the heat is released. 
It accounts for the fact that heat release is not instantaneous, but takes place over a finite 
amount of time [74]. According to a definition by Lutz et al. ([100] in [71]) the excitation 
time is the time span between the point where 5 % of the maximum heat release rate is 
reached and the point at which the maximum is attained. As an alternative definition, Bates 
suggests the period of time where the heat release is more than 20 % of the maximum, since 
during this time the most intense heat release occurs [71]. According to Bates the chemical 
excitation cannot be measured with current methods due to the extremely short timescales 
involved and because experiments are not able to capture the initial reaction at just a single 
point, but will rather be limited to the bulk volume [74]. Thus, the only method to obtain the 
excitation time is through numerical simulations [71]. 
 
 
Figure 2-1: ξ-ε diagram with isentropic compression curves for different fuels [74] 
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The  - diagram comprises a detonation peninsula marked by the upper and lower 
boundaries of $ and % which separate the region of dominating deflagration from the re-
gion of strong thermal explosions with the transition regime of developing detonations being 
in between. The boundaries of the peninsula were obtained from several numerical and ex-
perimental studies prior to Bates by mapping the edges of detonative conditions [74] (cf. the 
DNS study by Gu et al. [98]).  
Sankaran [101] performed a high fidelity DNS of the auto-ignition of hydrogen-air mix-
tures identifying two prominent ignition regimes emanating from thermal hot spots: a wide-
range spontaneous explosion and a narrow flame-like deflagration. To distinguish between 
these two patterns, Sankaran introduced a dimensionless transition parameter  = &' ( ⁄  
which relates the deflagration wave speed ( (slow) to the auto-ignition propagation speed 
 (fast). If the mixture is highly reactive and the temperature gradient is small  will be < 1 
and each local point in the mixture will ignite in a homogenous explosion with an ignition 
front travelling at a speed much higher than the deflagration speed [101]. In the opposite 
case of  > 1, the mixture will feature low reactivity and allow a deflagration front to de-
velop upon ignition [101]. Most cases of  > 1 were found to be in locations with high tem-
perature gradients, but not all regions with high temperature gradients necessarily lead to 
deflagration [101]. The transition factor  does in fact not define a strict threshold, but is 
rather an indicator for the relative dominance of the two ignition regimes [101]. 
The findings of Sankaran were later experimentally confirmed by Mansfield et al. [102] 
using the University of Michigan Rapid Compression Facility. A sample of homogenous and 
inhomogenous ignition recorded with chemiluminescence measurements in this facility is 
presented in Figure 2-2. Homogeneous ignition is indicated by spatially uniform emission, 





Figure 2-2: Inhomogenous (left) and homogenous ignition behaviour (right): single frame from high-
speed chemiluminescence imaging [102] 
 
Sankaran et al. [101] observed that auto-ignition and deflagrative propagations can co-
exist. Based on these findings Bates introduced a new tentative threshold defined by constant 
values of +,-. ,̅⁄  =1 500 in the - diagram to characterise the auto-ignition behav-
iour above the upper limit of the peninsula [23, 74] (see Figure 2-1). Below this threshold 
auto-ignitive propagation dominates, while above the threshold deflagration becomes dom-
inant, although there is no sharp division between the two modes and they can co-exist in a 
broad regime [23].   
The hot spots are assumed to be of spherical shape, although the actual structure may be 
less ordered [23]. With this simplification and the temperature gradient throughout the hot 
spot assumed to be constant, it is possible to determine both  and  for a specific fuel solely 
from the ignition delay  and excitation time , which can both be simulated using detailed 
chemical kinetics. The - diagram has thus the potential to be used for a priori characteri-
sation of the auto-ignition propensity of fuels without the need for experimentation (cf. stud-
ies of Bates for methane/air ignition [71]). Moreover, the detonation theory can also be ap-
plied for predicting knock at specific engine operating points, as recently demonstrated by 
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Netzer et al. [22, 24], who successfully used the - diagram with a three-dimensional com-
putational fluid dynamics analysis to predict knocking regimes in a gasoline-fuelled passen-
ger car engine. 
 
 
 Biogenous fuel gases 
2.3.1 Biomass conversion routes 
Figure 2-3 presents typical conversion routes for biomass leading to fuels for heat and 
power production according to Kaltschmitt [103]. Gaseous biofuels can generally be pro-
vided either by bio-chemical or by thermo-chemical conversion. In the bio-chemical con-
version route gaseous fuels are produced through anaerobic digestion of organic material by 
bacteria in an oxygen-free atmosphere, releasing a gas which mainly consists of 
CH4 > 50 vol% and CO2 [103]. Anaerobic digestion is well suited for biomass with a high 
water content in aqueous solution, such as manure or sewage sludge, but can also be applied 
for energy crops like maize silage, as long as these do not contain high share of lignin (e.g., 
wood) which cannot be degraded by anaerobic bacteria due to biological reasons [103]. For 
crops with a high share of lignin the thermo-chemical conversion route is suitable which can 
be further divided into pyrolysis and gasification processes [103, 104]. The main difference 
between the two processes is that in gasification a small amount of an oxidising agent is 
added to the process in order to transfer the maximum possible share of chemical energy into 
a gas directly usable as a source of energy [103, 105]. By contrast, in pyrolysis biomass is 






Figure 2-3: Possible conversion routes for biomass as renewable source of energy [103]  
 
2.3.2 Anaerobic digester gas 
Anaerobic digester gas is also known as biogas, landfill gas or sewage gas depending on 
where it is produced [103]. Both the flowrate and the composition depend on the feedstock 
and type of anaerobic digestion process, that is, closed digester or open landfill [106]. Irre-
spective of the digestion system the biogas product typically consists of methane, carbon 
dioxide and trace levels of nitrogen, hydrogen sulphide and water [107] (cf. Table 2-3).  
According to Rodero [106] biogas from closed digesters, for example, from the anaero-
bic digestion of livestock manure, sewage sludge or municipal organic waste, produces bio-
gas containing CH4 at 50-70 vol%, CO2 at 30-50 vol%, N2 at < 3 vol%, O2 at < 1 vol%, H20 
at 5-10 vol% and traces of higher hydrocarbons < 200 mg/m³, H2S < 10,000 ppmv, NH3 
< 100 ppmv and siloxanes < 40 mg/m³. Landfill gas contains less combustible CH4 at 35-
65 vol%, but significantly more N2 at 5-40 vol% and O2 at < 5 vol%, with CO2 15-50 vol%, 
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H2 < 3 vol% and CO < 3 vol% [106]. Additionally, ammonia, halogenated hydrocarbons, 
volatile organic contaminants, siloxanes, chlorine and fluorine are reported [106].  
Biogas has favourable characteristics for the utilisation in internal combustion engines, 
since the main combustible constituent is CH4 which makes it in principle compatible with 
existing engine designs for natural gas. Due to the dilution with CO2, biogas is generally 
more resistant to knock, thus allowing higher compression ratios, which increases efficiency 
and compensates to some extent the lower heating value as compared to natural gas [86]. 
For the utilisation in internal combustion engines biogas has to be cleaned from H2S 
(< 100 ppmv recommended) and water [108]. Alternatively, it can be upgraded by removing 
carbon dioxide, for example, by adsorption or absorption or membrane separation, and in-
jected into existing natural gas distribution systems, where it is then usually denominated 
biomethane [108].  
 
Table 2-3: Typical composition of biogas in vol% (adapted from [106])  
 Landfill gas Biogas anaerobic 
digestion 
North sea       
natural gas 
Dutch            
natural gas 
CH4 45 63 87 81 
CH4 variation 36-65 53-70 - - 
H2 0-3 0 0 - 
Higher hydrocarbons 0 0 12 3.5 
CO 0 0 0 0 
CO2 40 47 1.2 1 
CO2 variation 15-50 30-47 - - 
N2 15 0.2 0.3 14 
N2 variation 5-40 - - - 
O2 1 0 0 0 
O2 variation 0-5 - - - 
H2S (ppmv) < 100 < 1 000 1-2 - 
NH3 (ppmv) 5 < 100 0 - 





2.3.3 Syngas from thermo-chemical gasification 
Gasification is the thermochemical conversion of solid biomass into combustible fuels 
in the presence of an oxidant with less than the stoichiometric ratio [2]. The main steps of 
the gasification process are drying, pyrolysis, partial oxidation and reduction [2, 109, 110]. 
Different types of gasifiers have been developed, such as fixed bed downdraft, updraft and 
crossdraft gasifiers, fluidised bed gasifiers, bubbling bed gasifiers and circular bed gasifiers 
[2]. The main output product of gasification is a combustible gas consisting mainly of H2, 
CO, CO2 CH4, N2 and water vapour [2], which is also known as syngas.  
The fuel gas composition can vary greatly according to the feedstock, the type of gasifier 
and the process settings. A range of typical fuel gas compositions obtained from different 
gasifier types is presented by Schulzke [110] in his review of current technologies for the 
gasification of wood for producing heat, electricity and base chemicals (see Table 2-4).  
 
Table 2-4: Typical composition of fuel gases from biomass gasification (adapted from [110]) 
 UMSICHT Güssing Chrisgas CUTEC 
Gasifying agent Air Steam Oxygen (+steam) Oxygen (+steam) 
Pressure Atmospheric Atmospheric 10-15 bar Atmospheric 
H2 / vol% 14 26 11.8 32 
CO / vol% 16 15.6 11.9 27 
CO2 / vol% 13 13.7 27.9 35 
CH4 /vol% 4 6.5 8.2 2 
C2+ / vol% n.a. 1.6 1.6 n.a. 
H2O / vol% 10 35 37.7 3 a 
N2 / vol% 43 1.3 < 0.9 b < 0.3 





Reil [109] presents product gas compositions obtained from stratified downdraft gasifi-
cation of wood with air as gasification agent. According to Reil, the product gas composition 
varies with the maximum gasification temperature, the water content of the input material 
and the superficial flow velocity. The gas composition was measured with infrared detectors 
for CO, CO2 and CH4 and a thermal conductivity detector for H2. Higher hydrocarbons were 
measured by gas bag sampling and subsequent laboratory analysis. The main combustible 
constituents are H2 at 11-15 vol% and CO at 12-19 vol%, followed by CH4 at 1.5-3 vol% 
(approximate values, all on wet basis). The non-combustible components are CO2 at about 
10-12 vol% and H2O at 12-25 vol% (wet basis). Reil detected higher hydrocarbons C2 to C5 
which together with methane peaked at about 3.5 vol%. The individual contributions of 
C2H6, C2H2, C3H8 and C3H6 were all less than 0.1 vol% and C2H4 was about 0.5 vol%. 
Patuzzi et al. [111] performed a comparative performance assessment of four different 
small-scale gasifier systems with combined heat and power (CHP) engines operated in South 
Tyrol (Italy). The investigated technologies were three different downdraft gasifiers for 
wood chips designed for an electric power output ranging from 45-300 kW and a rising co-
current pellet gasifier with a CHP unit providing 180-190 kW electric power output. The 
pellet gasifier’s design is unique in that it has the same zone distribution as a downdraft 
gasifier, but the biomass input is provided from the bottom and the producer gas exits at the 
top, while the air is fed in a way that it creates a vortex above the combustion zone similar 
to a fluidised bed. The reported gas qualities were H2 at 15-20 vol%, CO at 18-24 vol%, CH4 
at 1-2 vol%, CO2 at 6-10 vol% and N2 at 48-52 vol%, with the pellet gasifier delivering the 
highest hydrogen content and thus the highest heating value. 
Marcello et al. [112] present results from a pilot scale steam-oxygen circulating fluidised 
bed gasification of commercial torrefied wood pellets. The equivalence ratio and the steam 
to biomass ratio was varied and the gasification temperature was set to about 850 °C. The 
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gas composition was measured with a gas chromatograph. Depending on the settings and the 
type of torrefied pellets, the gas quality varied with the approximate values on dry basis 
being H2 30-40 vol%, CO 11-15 vol%, CH4 4-5 vol% and CO2 40-50 vol%. The water con-
tent in the product gas was approximately 37-60 vol%. Higher hydrocarbons in the fuel gas 
(other than tar) were not measured. Torrefaction showed to improve the gas quality in terms 
of combustible components and lower total tar content, while also improving the gas yield. 
Biagini et al. [113] investigated the gasification of agricultural residues (corn cobs) in a 
demonstrative plant. The reactor used was of the downdraft type with throat using air as 
gasification agent and was originally designed to operate with wood chips with a nominal 
thermal throughput of 350 kW. The product gas composition was measured with a gas chro-
matograph and a Fourier-transform infrared spectrometer. The reported dry output gas com-
position (mean values of all tests) was as follows: CO at 22.4-22.6 vol%, H2 at 15.8-
17.3 vol%, CO2 at 11.3-12.3 vol%, CH4 at 1.9-2.3 vol%, C2H4 at 0.34-0.39 vol% and ap-
proximately 0.05 vol% of both C2H6 and C2H2, with the rest being nitrogen. Water and tar 
in the produced syngas were not quantified. 
Kurkela et al. [114] studied the steam-oxygen gasification of forest residues and bark in 
a circulating fluidised bed reactor applying hot gas filtration and catalytic reforming of tars. 
Steam and oxygen were used as the main fluidising agents. The dry gas composition was 
measured on-line with a gas chromatograph. The combustible constituents (dry basis) were 
CO 17.3-18.6 vol%, H2 29.7-31.3 vol%, CH4 6.6-7.2 vol%, C2H2 0-0.01 vol%, C2H4 0.9-
0.99 vol% and C2H6 0.1-0.15 vol%. The diluents were CO2 33.5-34.6 vol% and N2 7.6-
10.1 vol%. Higher hydrocarbons C3-C5 were below the detection limit of the gas chroma-
tography. The water content in the wet gas ranged from 33.8 to 37.6 vol%. After reforming 
the H2 content increased to 34.4-37.4 vol%, with CO 19.3-21.96 vol%, CH4 1.22-2.67 vol%, 
C2-C5 not detectable, CO2 32.5-34.9 vol% and N2 6.9-10.1 vol% (dry basis all). The water 
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content after reforming increased to 37.4-42.2 vol%. The total concentration of tar and ben-
zene in the raw gas was 17.5-19.3 g/m³ and could be effectively reduced through catalytic 
reforming by 98 % and 93 … 97 % respectively. Additional trace gases detected in the product 
gas after reforming were NH3, H2S, COS and HCN.  
Dahlquist et al. [115] performed a study comparing the gas quality from the gasification 
of black liquor and wood pellets using modelling and experimental results from a pilot scale 
plant. The gasifiers used for black liquor and wood pellets were both of the circulating flu-
idised bed type and were equipped with a gas cleaning system with bag filters and a scrubber. 
The syngas composition was measured with a gas chromatograph (wood pellets) and near-
infrared spectroscopy (black liquor). The experimental results were used to calibrate a partial 
least squares model for predicting the gas qualities. Black liquor was found to produce sub-
stantially more hydrogen in the syngas, while syngas from wood pellets showed higher con-
tents of CO and CH4. The simulated gas composition (wet basis) from black liquor for dif-
ferent set points was H2 8.7 … 13 vol%, CO 1.68 … 2.8 vol%, CH4 0.96 … 1.33 vol%, CO2 
9.8 … 12 vol%, N2 37.2 … 46.9 vol% and water 29.4 … 39.9 vol%. H2S ranged from 0.52 to 
0.58 vol%. In the case of the wood pellets the gas composition is reported after condensation 
to 20 °C, so that part of the water was already removed from the product gas. The respective 
shares were as follows: H2 1.9 … 3.4 vol%, CO 8.4 … 16.8 vol%, CH4 0.9 … 6.6 vol%, CO2 
23.5 … 54 vol%, N2 30.3 … 49.9 vol% and water 1.3 … 1.5 vol%. 
Katsaros et al. [116] studied the low temperature gasification of poultry litter in a lab-
scale bubbling fluidised bed reactor at 700 °C and different equivalence ratios using air as 
gasification agent. The gas composition was measured with an on-line gas-chromatograph. 
At the lowest equivalence ratio the gas composition was found to be (dry basis): H2 
7.87 vol%, CO 6.37 vol%, CH4 2.04 vol%, C2H4 1 vol%, C2H6 0.22 vol%, CO2 11.47 vol%. 
The nitrogen and water content in the product gas were not explicitly given by the authors. 
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With increasing equivalence ratio the yield of H2 and CO increased up to 9.2 and 7.7 vol% 
approximately, albeit with an increase in CO2 to about 14 vol%, while CH4 decreased 
slightly down to 1.7 vol% and C2H4 remained stable at around 1 vol%. Trace gases were 
found to be COS, H2S and higher hydrocarbons C6H6 and C7H8 all at less than 0.05 vol%. 
 
2.3.4 Pyrolysis gas 
Pyrolysis processes can be classified according to the residence time as slow, intermedi-
ate, fast and flash pyrolysis [1]. The residence time is in the range of minutes in the case of 
slow and intermediate pyrolysis, while for fast and flash pyrolysis it is in the range of sec-
onds. Accordingly the required heating rates are highest for flash and fast pyrolysis, which 
usually requires a finely ground biomass feed [1]. As presented in Table 2-5 the yield of 
liquid products (pyrolysis oil and pyrolysis water) is highest for flash pyrolysis, followed by 
fast pyrolysis. The intermediate and slow processes feature lower yields of liquids, but return 
higher yields of gas and char. Fast pyrolysis is usually targeted at the production of bio-oils 
(see Bridgewater [117]), therefore less attention is paid to the energetic utilisation of the gas 
fraction and many authors focus merely on the liquid fraction and do not publish detailed 
data on the pyrolysis gas composition (e.g., [118–124]). This is different in the case of inter-
mediate pyrolysis, where the gas fraction is an important product of the process. 
Table 2-6 shows typical compositions of the gas fraction obtained by fast and interme-
diate pyrolysis of biomass and organic residues. Pyroformer and Thermo-Catalytic Reform-
ing (TCR) represent intermediate pyrolysis processes developed at the European Bioenergy 
Research Institute and Fraunhofer UMSICHT respectively. TCR is an evolution of the Py-
roformer and introduces an additional post-reforming step (see [4] and [125]). In addition to 
the gas fraction the Pyroformer and TCR processes deliver high quality bio-oils, which can 
be further upgraded to transportation fuels [126] or directly used in stationary engines [127]. 
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From Table 2-6 it can be seen that in contrast to the typical methane fuels, such as natural 
gas and anaerobic digester gas (biogas), the methane concentration in the pyrolysis gas is 
generally below 10 vol%, peaking at about 12 vol% for TCR pyrolysis of wood. The main 
combustible constituents of pyrolysis gas are carbon monoxide (CO) at up to 50 vol% and 
hydrogen (H2). The product gas is typically diluted with inert gases, mainly CO2. The Py-
roformer process delivers very high contents of carbon dioxide (CO2) up to 70 vol%, which 
indicates a poor energy content and low reactivity of the gas fraction. By contrast, the TCR 
process consistently delivers very high hydrogen (H2) contents of up to 40 vol% and thus 
presents a considerable progress with regard to the energy content of the gas, while at the 
same time introducing new challenges for engine operation due to the high reactivity and 
fast combustion of hydrogen. Neumann et al. [4] showed that the formation of H2 can be 
mainly attributed to the post-reforming step and that the H2-content rises with increasing 
post-reforming temperature. This is confirmed by the findings of Ahmad et al. [128]. Higher 
post-reforming temperatures are also beneficial for the gaseous product yield, which peaked 
at about 44 wt% at 1 023 K post reforming temperature [4]. 
 
Table 2-5: Main variants of pyrolysis methods (as presented in [1] adopted from [129]) 




250 – 750 
350 – 400 
320 – 500 
350 – 450 
450 – 1 050 
550 – 750 
550 – 1 300  





2 – 30 min 
15 min  
4 min 
0.5 – 10 s 
0.5 – 5 s 
< 1 s 
< 1 s 
Heating rate (°C/s)  1 – 50 10 – 100 100 – 500 > 1000 
Particle size (mm)  5 – 50 5 – 50  < 1.0 < 0.2 




2 – 60  
25 – 35 
19 – 73  
30 – 40 
15 – 35 
20 – 25 
10 – 35 




0 – 60  
20 – 50 
25 – 60  
35 – 45 
20 – 75 
46 – 53 
20 – 65 




0 – 60  
20 – 50 
20 – 40  
20 – 30 
10 – 25  
11 – 15 
11 – 28  




For most of the data presented in Table 2-6 it is not known whether the gas composition 
is measured on a dry or on a wet basis. However, judging from the measurement devices 
applied (usually gas-chromatographs, infrared photometers and thermal conductivity detec-
tors which require gas drying before analysis) the values refer to a dry basis. The water 
content in the product gas is not reported by any of the authors. In practical applications the 
product gas is probably wet up to the saturation level at the given condensation temperature 
of the pyrolysis vapours, but this has not yet been investigated in detail. 
Some authors report higher hydrocarbons (CxHy) in the product gas, which are however 
not specified. This is particularly problematic since it is the higher hydrocarbons that limit 
the applicability of a gaseous fuels due to end gas knock limitations [130]. A detailed anal-
ysis of C2-C5 hydrocarbons in the product gas is reported by Greenhalf et al. [131] showing 
considerable levels of ethene, ethane, propene, propane and n-butane, but the experiments 
were performed in a bench-scale reactor where the pyrolysis gases were heavily diluted with 
nitrogen, so it is not possible to transfer the results to production-scale applications. 
Furthermore, in the majority of the published data a comparatively large fraction of the 
mixture was not identified. Conti [132] and Neumann [133] argue that judging from the 
heating value of the product gas, which was measured separately with an on-line gas calo-
rimeter, the non-detectable components are hydrocarbons like ethylene or propane. Ahmad 
attributes the non-detectable fraction to the formation of alkenes [128], while Meyer [134] 
closes the balance with nitrogen. The latter seems only reasonable if nitrogen is used for 
inertisation or as a diluent in the experiments. Consequently, there is still a need to further 
investigate the product gas quality and composition of intermediate pyrolysis gas with regard 




Table 2-6: Pyrolysis gas composition from different feedstocks and processes 
Source Process / feedstock / 
post reforming tempera-
ture a / gas yield 
Heating  
value b 
H2 CO CH4 CO2 N2 CxHy Not de-
tected / 
others 




TCR / wood chips / 
973 K / 62.7 wt% 
- 24.0 22.0 12.0 22.0 -  2.0 18.0 
TCR / digestate /  
973 K / 31.7 wt% 
- 33.0 16.0 8.0 23.0 - 2.0 18.0 
TCR / sewage sludge / 
973 K / 18.5 wt% 
- 38.0 12.0 3.0 15.0 -  3.0 29.0 
TCR / paper sludge / 
973 K / 19.1 wt% 
 




TCR / digestate / - / 
18 wt% 
LHV 
9.7 MJ/m³  
7.0 43.0 6.0 40.0 -  -  4.0 
TCR / digestate / 
773K / 20 wt% 
LHV 
13.1 MJ/m³ 
21.0 14.0 5.0 40.0 -  -  20.0 
TCR / digestate /  
1 023K / 35 wt% 
 
LHV  
14.4 MJ/m³   




TCR / vine shoots / 
973 K / 57 wt% 
- 36.0 15 10.0 27.0 -  1.5 10.5 
TCR / evergreen oak / 
973 K / 58 wt% 
- 36.0 16.0 12.0 27.0 -  1.0 8 
TCR / olive tree /  
973 K / 60 wt% 
 




Pyroformer / brewers 
spent grain / - /  
33-34 wt% 
 




Pyroformer / de-inking 
sludge 1 /- / - 
HHV 
5.5 MJ/m³  
0.0 22.7 6.1 71.2 -  -  - 
Pyroformer / de-inking 








Pyroformer / wood pel-
lets / - / 17.7 wt%  
HHV  
7.27 MJ/m³ 
2.2 34.7 7,2 50.3 5.5 - - 
Pyroformer / barley 








Fast pyrolysis wood & 
torrefied wood /- / 










- - - 
Wu [139] Shenwu rotating bed re-
actor / rice straw /  
973 K c / ≈ 30 wt%  
HHV 
14.5 MJ/m³ 
37.2 20.2 8.5 19.6 - 5.4 - 
Shenwu rotating bed re-
actor / maize straw / 
973 K c / ≈ 30 wt%  
HHV 
17.1 MJ/m³ 
45.4 30.1 7.5 10.7 - 6.3 - 
Shenwu rotating bed re-
actor / wheat straw / 




39.9 28.9 5.7 18.0 - 4.5 - 
a if applicable, b as reported, c pyrolysis temperature  




2.3.5 Quality assessment of fuel gases  
Most biogenous fuel gases, such as biogas and producer gas, exhibit lower heating values 
than natural gas, although this might be compensated to some extent by a lower stoichio-
metric air requirement. While the loss of power production of an engine due to a lower en-
ergy content of a fuel is readily understood and can be compensated for, the knock-resistance 
is the parameter that can limit its usability [96]. Admixtures of higher hydrocarbons are es-
pecially challenging in this regard [130], while for hydrogen, pre-ignition and backfire seem 
to be more critical than classical knock caused by auto-ignition in the end gas [140]. Water 
vapour might increase the ignition energy demand [67] and also influences the thermody-
namic properties of the mixture due to its high heat capacity. Trace gases such as ammonia 
and hydrogen sulphide should also not be neglected [67], but can be accounted for by gas 
conditioning and do not critically influence the combustion characteristics.  
One of the most widely used measures for the knock resistance of gaseous fuels is the 
methane number (MN) in analogy to the octane number used for liquid fuels. The original 
methane number was developed by the company AVL in the 1960s based on experimental 
data from a test engine with variable compression ratio [27, 141]. For the determining the 
methane number the compression ratio of the engine is continually increased until knock is 
detected at the critical compression ratio (CRc). The test is then repeated with variable mix-
tures of methane and hydrogen keeping the identified critical compression ratio constant and 
increasing the hydrogen content until knock is detected again. The obtained mixture of me-
thane and hydrogen defines the methane number, with hydrogen being equivalent to MN = 0 
and methane to MN = 100. For gases with even higher knock resistance CO2 is added on top 
resulting in methane numbers > 100 [27]. The AVL data was first summarised in ternary 
mixture diagrams, which allowed the graphical/numerical determination of the methane 
number without the need for engine experiments. Since then it has been transferred into 
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algorithms for computation, for example, by Andersen [142] and MWM [143]. The methane 
number calculation according to the MWM method is implemented in a free software tool 
available from the European Association of Internal Combustion Engine Manufacturers EU-
ROMOT [144].  
The AVL methane number has some shortcomings, especially for syngas with high 
shares of H2 and at the same time CO [96] as well as for gases containing higher hydrocar-
bons with methane numbers less than approximately 50 [130]. Furthermore, it was devel-
oped from a specific test engine operating under stoichiometric conditions and it is therefore 
discussed if the method is suitable for the actual diversity of engine designs and modern 
machines, that tend to operate under fuel-lean conditions and at higher pressures [145]. 
Therefore, other proprietary knock indexes have been developed by different engine manu-
facturers, for example, Cummins Westport [146] and Waukesha, which are however not 
necessarily compatible with each other [27] and have their own shortcomings. 
Van Essen et al. [145, 147] developed a new knock characterisation method for fuel 
gases based on the auto-ignition delay time in the compressed end gas during the engine 
cycle which is determined with the help of a two-zone thermodynamic model using detailed 
chemical kinetics. The model was derived from experimental tests on a 6-cylinder gas engine 
applying mixtures of CH4 and Dutch natural gas with H2, CO and higher hydrocarbons, such 
as ethane and propane, iso-butane and n-butane. A ranking tool was constructed, in which a 
mixture of methane and propane showing the same simulated auto-ignition behaviour as the 
test gas, serves as a benchmark, analogous to the methane/hydrogen mixture applied to the 
AVL methane number. The obtained result is referred to as propane knock index (PKI) and 
can be calculated using the online calculator available from DNV GL [148]. Compared with 
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experimental data the model shows excellent experimental power and according to the au-
thors it is superior to the AVL methane number especially with regard to mixtures containing 
higher hydrocarbons. 
A similar approach is followed by Virnich et al. [149] in their prediction model for 
knocking combustion in natural gas engines using detailed chemical kinetics, although the 
model is not focused on rating a specific fuel but on predicting safe operating conditions for 
a particular engine. The model is based on a two-zone approach with an unburned and a 
burned zone, where flame propagation is simulated with an entrainment model based on the 
laminar flame speed and on assumptions about the turbulent flow field in the cylinder. The 
two-zone model is coupled with a reaction kinetics calculation using the Cantera [150] solver 
with the AramcoMech 1.3 mechanism [59]. Knock is assumed to happen when the temper-
ature in the unburned end-gas suddenly rises above a threshold of 1,300 K due to auto-igni-
tion. The respective cycle is considered as knocking cycle and the crank angle at which auto-
ignition is detected is defined as the onset of knock. Once calibrated, the model showed a 
very good correlation between measured and simulated knock and could be used to predict 
knock and other operating points. The authors state that in prior investigations the model 
also provided adequate estimations for a variation of the methane number in the range from 
76 to 100.  
Saikaly et al. [151, 152] present a preventive knock protection technique based on a two-
zone thermodynamic engine model with detailed chemical kinetics (GRI-Mech 3.0 [54]), 
which is used to calculate a knock risk estimator. The knock risk estimator is applied to 
determine the methane number requirement (MNR) of a particular engine for different op-
erating conditions. By generating an engine map with adequate settings for satisfying the 
condition MNR < MN, a preventive knock protection technique can be implemented, where 
the engine adapts itself to the current methane number of the gas supply.  
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Roy et al. [153] present a novel prediction model for determining the methane number 
of natural gas with varying composition in real-time. The model is based on multiple and 
support vector regression and takes easily measurable physical gas properties, such as the 
thermal conductivity, sound velocity, pressure and temperature as input. Using a support 
vector regression with a Gaussian kernel, a high accuracy in predicting the methane number 
was achieved. According to the authors, the model can be successfully implemented and 
used in a sensor to predict the methane number in a real-world environment, for example in 
a natural gas engine.  
Beshouri et al. [92] present the concept of a virtual air/fuel ratio sensor based on the 
trapped equivalence ratio for the control of pipeline gas engines operating with varying gas 
qualities in the United States. In order to assess the effects of the fuel composition on com-
bustion behaviour, the authors studied over 4 000 unique natural gas compositions of varying 
C1-C5 components, using the open-source chemistry solver Cantera [150] to compute igni-
tion delay and laminar flame speed. Regression models were fitted to the results, showing 
good prediction accuracy. The laminar flame speed was found to have a rather insensitive 
response to varying fuel composition, while ignition delay revealed stronger influence by 
non-methane components. However, the investigation just covers natural gas compositions 
occurring in gas pipelines with comparatively little admixture of higher hydrocarbons. The 
authors propose developing a correlation between fuel-species-influenced ignition delay and 
the corresponding influence on kinetically-driven combustion behaviour to be implemented 
in the virtual air/fuel ratio sensor.  
Schultze et al. [69] experimentally and numerically investigated the utilisation of hydro-
gen-rich fuel gases in large gas engines. In order to assess the usability of fuel gases in in-
ternal combustion engines, they developed a numerical model based on detailed chemical 
kinetics considering both the laminar flame and ignition delay. They applied the GRI-Mech 
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3.0 mechanism [54] and their own modification optimised for H2 and CO-rich fuel gases, 
using Cantera [150] as solver. The laminar flame speed was calculated using the model of a 
premixed, one-dimensional, freely propagating flame. For modelling auto-ignition, a piston 
reactor model was set up, which is analogous to an ideal homogenous charge compression 
ignition engine. The reactor is referred to as rapid compression machine (RCM) model by 
the authors. From prior investigations they infer that the laminar flame speed is suitable for 
estimating the required equivalence ratio for engine operation: the equivalence ratio at which 
the same laminar flame speed as for the reference gas is obtained corresponds to the one 
required at full engine load. This correlation can be adequately reproduced in the model, but 
only for gases with a high content of H2 and CO and only when the optimised reaction mech-
anism is used. The piston reactor model was found to be suitable for qualitative predictions 
of knock-resistance, although the trends of the experimental results could not be reproduced 
in all cases. Still, the authors consider the model to be a better approach than the methane 
number for gases with high contents of H2 and at the same time CO. 
Hiltner [91] proposes a methodology for combustion system development and simulation 
of engines operating on gasified biomass fuel based on the laminar flame speed of the fuel. 
He presents laminar flame speeds for typical gas compositions found in oxygen blown and 
wet air blown gasifiers obtained from chemical kinetics calculations using the DARS code 
by CD Adapco. The biomass fuels all showed laminar flame speeds greater than natural gas, 
which according to Hiltner leads to a higher combustion rate and higher peak cylinder tem-
peratures. This is confirmed by experimental data showing a clear relationship between the 
laminar flame speed and the early burn duration, albeit with asymptotic limits for very large 
and very slow flame speeds. The latter is often the case for fuels with high water vapour 
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content [91]. Hiltner concludes that for a given set of engine hardware the early burn dura-
tion, main burn duration and combustion efficiency are all directly related to the laminar 
flame speed of the fuel as a function of relative air/fuel ratio. 
Wise [96] studied the utilisation of producer gas from biomass gasification in high per-
formance natural gas engines both experimentally and numerically, using a Cooperative Fuel 
Research (CFR) F-2 fuel research engine and applying chemical kinetics simulation with 
CHEMKIN. Prior experiments with the same engine covering digester gas, landfill gas, nat-
ural gas, coal gas and different syngases were carried out by Malenshek [154] and Arunacha-
lam [155]. Wise investigated a total of 35 different blends based on real producer gas com-
positions encountered in practice, and experimentally determined both the critical compres-
sion ratio at the onset of knock and the corresponding methane number of a CH4/H2 blend. 
In some cases the experimental results differ considerably (up to 30 units, average 11.1 units) 
from the calculated methane numbers according to the AVL method, with the largest over-
prediction occurring for blends with large CO and H2 content and very little methane content. 
With regard to diluents (CO2 and N2) no observable trend could be detected regarding the 
AVL method accuracy compared to the experimental results. According to Wise the methane 
number correlates with the ignition delay and – judging from the combustion evolution in 
the research engine – with the laminar flame speed of the fuel gas. The methane number, 
however, did not correspond with the lower heating value of the fuel, but was determined by 
the percentage of pro-knock species (CO and H2) instead, which is more critical than the fuel 
energy content. In order to predict the methane number numerically, Wise implemented a 
homogenous charge compression (HCCI) reactor model using the CHEMKIN code with de-
tailed chemical kinetics to model auto-ignition. However, the results were not consistent 
with the experimental measurements, since the HCCI model does not consider flame propa-
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gation as it occurs in real engines. In addition, Wise presented a second approach for predic-
tion of the methane number using an artificial neural network which showed better con-
sistency than the AVL method, but needs improvement with more data sets for training. 
Nonetheless, Wise concludes that the methane number is a fuel property that could be ascer-
tained solely through knowledge of the constituent make-up of the fuel. 
Building upon the methodology developed by Wise, Montoya et al. [156] investigated 
the methane number and critical compression ratio of twelve blends of biogas with methane, 
propane and hydrogen. They used the same test engine and CHEMKIN model as Wise, but 
applied several different reaction mechanisms in order to identify the most suitable for the 
given fuel blend. The best overall mechanism for the prediction of the critical compression 
ratio was found to be the USC-II mechanism [55], while for the methane number it was the 
San Diego mechanism [66]. It was, however, not possible to find an optimal mechanism for 
all gaseous blends to reproduce both the critical compression ratio and the methane number. 
A very different approach is followed by Bates et al., who applied the detonation theory 
to assess the knock propensity of fuels [71]. The authors determined the ignition delay and 
excitation times of stoichiometric mixtures of methane/air at different pressures using the 
Mech_56-54 comprehensive kinetic scheme from NUI Galway [72]. The results confirm the 
strong resistance to knock of CH4/air with the mixture only entering the regime of develop-
ing detonation when being compressed up to 15 MPa. Additionally, Bates developed re-
duced kinetic schemes for the calculation of ignition delay and excitation times in order to 
reduce the computation time. While this proved to produce satisfactory results for the igni-
tion delay time after suitable tuning of the reduced schemes, the excitation times were un-





Two major conversion routes, either bio-chemical or thermo-chemical conversion, lead 
to gaseous biofuels. Depending on which route is chosen, the product will either be a me-
thane-rich gas diluted with carbon dioxide or a syngas rich in hydrogen and carbon monox-
ide, with comparatively less hydrocarbons. 
While the combustion of anaerobic digester gas from bio-chemical conversion is similar 
to natural gas, albeit with lower reactivity due to the dilution and the absence of higher hy-
drocarbons, syngas features vastly diverging combustion characteristics. Comprehensive 
data with regard to the combustion characteristics of fuel gases from thermo-chemical con-
version with compositions encountered in practice is still lacking. Many authors focus only 
on single aspects, such as ignition delay or laminar flame speed, often using synthetic labor-
atory gas mixtures. Combustible mixtures including residual gas and water vapour are also 
rarely considered. Fuel gases from intermediate pyrolysis have not been comprehensively 
investigated with regard to their combustion characteristics up to now. 
The main parameters for assessing the combustion characteristics are the chemical igni-
tion delay time and the laminar flame speed, both of which are intrinsic properties of a par-
ticular combustible mixture and independent of a specific combustion system layout. The 
experimental determination of these parameters is complex and often not possible for prac-
tical gas compositions at operating conditions encountered in modern internal combustion 
engines. Therefore, simulation techniques based on detailed chemical kinetics are commonly 
applied. The adiabatic, constant volume reactor and the freely propagating, adiabatic, lami-
nar flame are the two main models used, the former for the calculation of ignition delay, the 
latter for the determination of laminar flame speed. A variety of detailed chemical reaction 
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mechanisms and software tools for chemically reacting systems has been developed through-
out the years, allowing the implementation of such simulations into engine and fuel devel-
opment processes. 
Methods have been sought for translating the complex phenomena associated with igni-
tion and combustion into a single measure indicating the usability of fuel gases for internal 
combustion engines. While the methane number is possibly the best known of these rating 
methods, it suffers from some serious drawbacks particularly with regard to syngas blends 
that feature high shares of H2 and at the same time CO. The same applies to fuels which 
contain higher hydrocarbons. Thus, several more sophisticated methods have been devel-
oped to account for the variety of engine designs and fuel options encountered today. A 
promising alternative is the - diagram for fuels which is based on the detonation theory 
by Bradley [99] and has recently been extended in its applicability by Bates [71]. The re-
quired values for construction of the diagram are the ignition delay time  and the excitation 
time , which can both be obtained from chemical reaction kinetic simulations. Thus, the 
- diagram has the potential to be used for a priori characterisation of the auto-ignition 







 Experimental methodology 
 Intermediate pyrolysis plant 
In order to supplement the data from literature (Table 2-6), pyrolysis gas measurements 
were performed at an industrial scale TCR® 300 intermediate pyrolysis plant built by Susteen 
Technologies and operated at the Fraunhofer UMSICHT premises in Sulzbach-Rosenberg, 
Germany. The pilot plant was designed to process up to 300 kg/h of sewage sludge from 
municipal waste-water treatment.  
Thermo-Catalytic Reforming (TCR®) is an intermediate pyrolysis process developed by 
Fraunhofer UMSICHT capable of operating on a wide range of residue biomass feedstocks. 
The TCR reactor is basically a multi-zone auger reactor with different zones through which 
the feedstock is transported by the screw conveyor while being heated using a specific tem-
perature profile [4]. In the auger reactor, pyrolysis and a first reforming step take place at 
temperatures of about 623 K to 723 K with residence times from 5 to 10 min [126]. The 
resulting intermediates are then conveyed into a post-reformer, where the organic fraction is 
catalytically reformed at a maximum temperature of 1 023 K [126] resulting in an essential 
upgrade of all phases [4]. The yield of gas increases as the post-reformer temperature rises 
[133]. Typical product yields of the TCR process when using sewage sludge and digestate 
as feedstocks are 30 to 50 wt% char, 5 to 10 wt% oil and 30 to 40 wt% gas [4, 132]. The 
remainder is an aqueous phase of low energetic value [132, 133]. On an energy basis, the oil 
accounts for 12 to 20 % of the total output, while gas and char both contribute in the range 
of 30 to 50 %, and about 5 to 10 % are conversion losses [4, 132]. A schematic of the process 





Figure 3-1: Schematic of the TCR process [4] 
 
The TCR® 300 plant at Fraunhofer UMSICHT was equipped with a gas flare for exper-
imental operation. However, in the final design the produced gas is to be used in a co-gen-
eration engine for on-site combined heat and power production. Both spark ignition and dual 
fuel engines are conceivable for this application. In the latter the bio-oil fraction from the 
TCR process could be used as pilot fuel.  
 
 
 Measurement of pyrolysis gas composition 
The composition of permanent gases from the pyrolysis plant was measured with a mo-
bile micro gas chromatograph (micro GC) of type Agilent 490. The micro GC is equipped 
with a thermal conductivity detector and four independent columns each designed to separate 
a different range of gaseous compounds (see Table 3-1). Helium is used as carrier gas except 
for the hydrogen measurement where argon is required since the thermal conductivities of 
helium and hydrogen are too similar and detection would not be possible otherwise. The 
micro GC is enclosed in a protective field case and equipped with an independent carrier gas 
supply and an electric supply by batteries for on-site measurements (see Figure 3-2).  
The maximum sampling pressure is 0.1 MPa and the maximum possible sampling tem-
perature is 383 K. In order to protect the gas chromatograph from particles and moisture a 
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sampling line with active cooling and washing flasks for retaining the condensable fraction 
was designed (see Figure 3-2). The samples were taken downstream of the TCR reactor and 
post reformer in the supply line to the gas flare. At this point the gas quality is expected to 
be equivalent to what it would be for engine use. 
 
Table 3-1: Column specifications of the Agilent 490 micro GC 
Column # Column type Carrier gas Detectable components 
1 Molesieve Argon Helium, Neon, H2 
2 Molesieve Helium O2, N2, CH4, CO 
3 PPQ Helium CO2, C2H4, C2H6, C3H8, H2O 

















Figure 3-2: Micro GC setup in field case (upper figure) and sampling line with cooler and washing 












In order to supplement the data from the literature, gas measurements were performed at 
an industrial scale TCR® 300 intermediate pyrolysis plant built by Susteen Technologies 
GmbH and operated at the Fraunhofer UMSICHT premises in Sulzbach-Rosenberg, Ger-
many. The plant was designed to process up to 300 kg/h of sewage sludge from municipal 
waste water treatment. The measurements were taken with a mobile micro gas chromato-
graph downstream of the pyrolysis reactor and the post reformer in the supply line to the gas 
flare. The gas quality at this point is expected to be approximately equivalent to what it 








 Modelling methodology 
 Overview 
In order to assess the combustion characteristics of syngas blends, a modular modelling 
methodology is applied, consisting of several independent submodels, as displayed in Figure 
4-1. The major parameters to be determined are the laminar flame speed and the auto-igni-
tion characteristics, more precisely the chemical ignition delay time and the excitation time. 
Based on these values, the reactivity and auto-ignition propensity of the respective fuel blend 
can be assessed. 
First, it is necessary to model the combustion gas, that is, the chemically reacting mixture 
of fuel, oxidiser and residual gas. The combustion gas is represented by a mixture of chem-
ical species reacting with each other according to a defined set of one-step chemical reac-
tions. The respective species, reactions and rate constants are provided through a chemical 
reaction mechanism. Additionally, the thermodynamic properties and the transport proper-
ties for the individual species are required.  
In real combustion engines, the gas exchange will never be fully complete, and a small 
amount of burned residual gas from the previous cycle will always remain trapped in the 
cylinder and add to the total cylinder charge. In addition to this residual gas fraction, a cer-
tain amount of burned gas may deliberately be recirculated to the intake of the engine. This 
procedure is known as exhaust gas recirculation (EGR). The composition of the residual gas 
is determined by a separate residual gas model.  
Both the combustion gas and the residual gas model are complemented by a water va-
pour model which is used to control the humidity of the mixture. 
The chemical ignition delay and the excitation time are determined by simulating the 
combustion of a homogenous mixture of fuel and oxidiser in a closed batch reactor with 
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constrained volume and adiabatic walls. This homogenous constant volume reactor is the 
model equivalent of an ideal rapid compression machine (RCM) where a homogenous com-
bustible mixture is set to ignition conditions (high temperature and pressure) by a single, fast 
compression stroke. The ignition delay time and the excitation time can be obtained by eval-
uating the temporal evolution of the temperature, the pressure or the species concentrations 
in the reactor. 
When it comes to real engine processes, the constant volume reactor model has its limi-
tations since it does not consider the varying pressure and temperature conditions evoked by 
the constantly changing reactor volume due to the movement of the piston. This applies 
especially to simulation of knock in the compressed end gas, where auto-ignition depends 
critically on the temperature and pressure history of the unburned mixture during the com-
bustion cycle [157]. Thus, to approximate the conditions in real engines, a homogenous pis-
ton reactor model was designed based on a model presented by Schultze et al. [69]. The 
reactor is the model equivalent of an ideal homogenous charge compression ignition engine 
(HCCI engine), where fuel and oxidiser are homogenously mixed. The mixture in the cylin-
der auto-ignites by compression through the piston. In this study, the HCCI reactor model is 
used to determine a critical compression ratio &/ which is defined as the minimum com-
pression ratio required for auto-ignition of the mixture with a given reactor geometry and a 
given set of initial conditions.  
Both the constant volume and the HCCI reactor model are zero-dimensional models. 
These are sufficient when only the temporal profiles are to be evaluated. However, in case 
of the laminar flame speed, additional information about the spatial evolution of species and 
temperature is needed in order to determine the speed at which the reacting gases move 
through the flow domain (cf. definition of the laminar flame speed in section 2.2.2). For 
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laminar flames the problem can be reduced to one dimension. In this study, the model of a 
freely-propagating, adiabatic, premixed flame is applied to determine the flame speed. 
The results of the constant volume reactor simulations – the ignition delay time  and 
the excitation time  – are used to determine the possible auto-ignition regimes for the re-
spective fuel blend at the given initial conditions by applying the - diagram for fuels ac-
cording to the methodology by Bates [74] (cf. section 2.2.3). Additionally, the Sankaran 
criterion (cf. [102]) is applied to further define the auto-ignition regimes in the - diagram 
by evaluating the laminar flame speed from the one-dimensional flame simulation and the 


























parameters ξ and ε 
Residual gas model
Water vapour model 
for combustion gas 
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Figure 4-1: Overview of modelling methodology 
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 Combustion gas  
4.2.1 Fluid properties  
The principal thermodynamic properties required in the combustion gas model are [150]: 
a) The molar heat capacity &0  at constant pressure for a range of temperatures at the 
reference pressure 1.  
b) The molar enthalpy 3, 1 at the reference pressure and temperature 1, . 
c) The absolute molar entropy 5, 1 at , 1. 
These properties can be computed for each of the species in the combustion gas by using the 
NASA polynomial parameterization, which is available as an older 7-coefficient polynomial 
[158] and a newer 9-coefficient polynomial [43]. It should be noted, however, that the two 
versions are not compatible [150].  
With the 7-coefficient polynomial the thermodynamic properties in standard state for 
each species 6 can be computed as: 
 &0   =   7 8 7 99 7 :: 7 ;; (4-1) 
 30  =   7 82  7 93 9 7 :4 : 7 ;5 ; 7 @  (4-2) 
 50  =  -. 7 8 7 92 9 7 :3 : 7 ;4 ; 7 A (4-3) 
where  is the temperature,  is the universal gas constant and  to A are the tabulated 
coefficients of the polynomial [150]. From the values obtained by Equation (4-1) to (4-3) 
other thermodynamic properties such as the heat capacity at constant volume &B0 , the inter-
nal energy C0 and the standard state Gibbs free energy D0 can be easily computed [159]: 
 &B0 =  &0 +  (4-4) 
 C0 =  30 +  (4-5) 
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 D0 =  30 + 50 (4-6) 
The 7-coefficient polynomials are valid for a temperature range from 200 to 6 000 K with 
two different parameter sets for the intervals from 200 to 1 000 K and 1 000 to 6 000 K. The 
standard state for gases is ideal gas at a pressure of 105 Pa and the standard state for con-
densed species is the crystalline or liquid substance at the same pressure [158]. The reference 
state is the thermodynamically stable state at 298.15 K [158]. 
In case of an ideal gas, the standard state specific heats, enthalpies, and internal energies 
are also the actual values and the superscript E on those quantities can be dropped [159]. If 
the properties are needed in mass units rather than in molar units, they can be converted by 
introducing the molecular weight F of the species [159], for example: 
 G =  &F  (4-7) 
where GB and &B are the mass-based and molar heat capacities at constant volume respec-
tively. Likewise the other properties can be obtained in mass units. 
In combustion systems usually mixtures of gases are dealt with, and it is often convenient 
to use mole fractions H to specify the composition of the mixture. Mole fractions are ob-
tained by dividing the number of moles of the single species .  by the total number of moles 
. of all constituents in the mixture:   
 H = . I .J =
..      (4-8) 
In the case of an ideal gas, the mole fraction is related to the partial pressure K of species 
6 in the mixture and the individual partial pressures sum up to the total pressure 1 according 
to Dalton’s law:  
 K1 = .. = H (4-9) 
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The same applies to the volumetric fraction, so that for ideal gases the volumetric frac-
tion, mole fraction or partial pressure can be used in an equivalent way to specify the com-
position of a mixture: 
 NN = .. = K1 = H (4-11) 
The mole fraction can also be easily related to the mass fraction O by considering the 
molecular weight F of the individual species and the total molecular weight F of the mix-
ture: 
 O = PP      (4-12) 
 O = HFF      (4-13) 
 F = I H
L
M8
F =  1∑ RO/FTLM8    
(4-14) 
The mixture-averaged properties in molar and mass units can be obtained considering 
the mole fraction H  respectively the mass fraction O  of the individual species [159], as 
shown for the heat capacity at constant pressure and applicable likewise to the heat capacity 
at constant volume, the enthalpy and the internal energy:  










In the case of the entropy, the Gibbs free energy and the Helmholtz free energy the actual 
values of the mixture are different from the standard state values and pressure and entropy-
of-mixing terms must be considered for computing the mixture-averaged values [159]: 
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 Y =  5 F⁄  (4-18) 




 \ =  D F⁄  (4-20) 
The pressure 1 is the standard state pressure of 105 Pa. 
Another important property of the combustion gas is the acoustic velocity  which will 
determine the speed at which a pressure wave travels through the mixture. For an ideal gas 
the acoustic velocity depends only on the temperature and can be calculated as follows: 
  =  ]GGB 1 = ]GGB F  
(4-21) 
In addition to the thermodynamic properties, the transport properties, namely the dy-
namic viscosity , the thermal conductivity , the thermal diffusivity  and the mass diffu-
sivity ^ are required for solving problems involving chemically reacting flow, such as mod-
elling of laminar flames. Multicomponent transport phenomena in fluids are highly complex 
and require to consider the interactions between the molecules in the mixture. Different mix-
ture-averaged and multicomponent transport models have been developed for this purpose. 
For a comprehensive introduction to molecular transport one can refer to Kee et al. [160].  
In this work the Cantera software package [150] was used for evaluating the thermody-
namic and the transport properties, applying the methodology originally developed by Kee 
et al. for the CHEMKIN computer code [159, 161, 162]. The required species-specific gas-
phase transport parameters are the geometry of the molecule (monatomic, linear or non-
linear), the Lennard-Jones collision diameter and potential well-depth, the dipole moment, 
the polarizability and the rotational relaxation collision number [162].  
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4.2.2 Modelling of chemical reacting systems 
According to Glassmann et al. [68] the stoichiometric relation describing a one-step 
chemical reaction for a system of m reactions can be represented by Equation (4-22), where 
_  are the stoichiometric coefficients of the reactants and __ the stoichiometric coefficients 
of the products, ̀ is an arbitrary chemical species and n the total number of species in-
volved. The index j represents the species, the index i refers to the reactions 1 through P of 
the mechanism.   
 I _ ̀
L
M8
⇄ I __ ̀
L
M8
    b = 1, … , P (4-22) 
The reaction rate for the ith reaction is given by Equation (4-23), with de, and df, being the 
reaction rate constants for the forward and backward reaction respectively and the square 
brackets around the species symbol g ̀h signifying the molar or mass concentration of this 
species [68]. 
 i = de, jg ̀hklmn
L
M8




The change of concentration of a species j from the forward and backward reactions of the 
ith reaction is expressed by [68]: 
 !" = g__ + _ hi = i (4-24) 
The overall rate of change of concentration of species j resulting from all m reactions is [68]: 




For a temporally reacting system at constant temperature the evolution of the n species can 
be described by [68]: 
 pg ̀hpq = !"     6 = 1, … , . (4-26) 
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The molar concentration g ̀h of species is related to the mole fraction H by the ideal 
gas equation, where  is the universal gas constant, 1 is the pressure and  is the tempera-
ture [68]: 
 H1 =   g ̀h (4-27) 
The reaction rate constant k is usually expressed in the modified Arrhenius form, Equa-
tion (4-28), where A is the kinetic pre-exponential factor taking into account collision rates 
and steric probabilities for the collision of molecules leading to a reaction. The exponential 
term exp(-E/RT) is the Boltzmann factor, which refers to the required activation energy E, 
the universal gas constant R and the temperature T. The term L is introduced in the modi-
fied form of the Arrhenius equation to account for the temperature dependency of the pre-
exponential term [68]: 
 d = rLexp +  (4-28) 
The reaction rate constant k in the Arrhenius expression is pressure-independent [68], 
which implies that the reaction rate depends only on temperature. However there are certain 
classes of reactions that are also pressure-sensitive, essentially three-body reactions (e.g., 
radical recombination) which involve a third body that absorbs excess energy and stabilises 
the recombined molecule that otherwise would decompose into the original radicals 
again [68]. Another important exception are pseudo-first-order reactions that can change 
their order as the pressure changes, as was first addressed by Lindemann [68]. These reac-
tions feature an upper limit rate constant and first order kinetics at high pressures and second 
order kinetics and a low limit rate constant at lower pressures. The region between the high 
and low pressure limits is called the fall-off range and is important for many combustion 
systems [68]. Different fall-off functions have been developed to account for this behaviour, 
for example, by Gilbert ([163] in [150]) and Kee [159]. 
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The equations describing the chemical reaction system are a set of nonlinear first-order 
ordinary differential equations. Since the rate of reactions can be vastly different, the time-
scales at which the species concentrations change can vary significantly resulting in stiff 
ordinary differential equations that require specialised numerical integration routines [68].  
 
4.2.3 Combustion products and chemical equilibrium 
The global combustion chemical reaction of a generic fuel containing carbon, hydrogen, 
nitrogen and oxygen reacting with air consisting of 21 vol-% oxygen and 79 vol-% nitrogen 
can be written as 
 &v3fw/x(  7  .yz w9  7  3.762x9  → 
&w9  7  ~2 39w 7  1  +  1 w9 7 .yz 3.762 7 p2 x9 
(4-29) 
 
with .yz being the number of O2 molecules required for complete combustion [17] 
 .yz  =   7  ~4  +  G2 (4-30) 
and ϕ defined as the fuel/air equivalence ratio with Pe$% being the mass of fuel and Pv 
the mass of air and the subscripts act and stoic representing the actual and stoichiometric 
mixtures [26]: 
   =  RPe$% Pv⁄ Tv/RPe$% Pv⁄ T0/ (4-31) 
The composition of the products given by Equation (4-29) may not occur in practice, 
since at normal combustion temperatures a significant dissociation of CO2 and H2O will 
happen [17] and even at moderate temperatures at least 1 % dissociation takes place [68]. In 
the case of fuel-rich combustion, that is, with less than the stoichiometric air requirement 
there is insufficient oxygen to fully oxidise the fuel, and the product composition cannot be 
determined from an element balance alone so that additional assumptions about the chemical 
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composition of the product species are required [17]. It has to be noted that in chemical 
equilibrium, the products formed in combustion are determined by the atomic ratios and the 
specific atoms that are introduced rather than by the specific reactants [68]. Thus, the equi-
librium composition will be the same for any C-H-O-N system and will only be determined 
by temperature, pressure and the C/H/O/N ratio of the mixture [68].  
The equilibrium reaction among arbitrary products can be written as (cf. [17]): 
 v`v 7 f`f  7 ⋯ ⇄   ̀ 7  ̀ 7 ⋯ (4-32) 
where 
 I  ̀ = 0 (4-33) 
The change in number of moles p.  of species 6 is proportional to the total change in 
moles p. [17]: 
 p. = p. (4-34) 
From the first and second law of thermodynamics it follows that in chemical equilibrium 
at constant temperature and pressure the change of the Gibbs free energy of reaction (4-32) 
must be zero [17, 68]: 
 ΔD, = 0 (4-35) 
By introducing the chemical potential or partial molar free energy  
  =  ,D,.,,Lmml 
(4-36) 
this condition can be expressed as follows, where p.  is the change in moles of species j 
[17]: 
 ΔD, = I  p.       
(4-37) 
Assuming an ideal gas, which is a valid approximation at the high temperatures occurring 
in combustion [68], it follows that: 
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  = 0 7  ln KK (4-38) 
Where 0  is the standard chemical potential of species j [17]. Substitution in Equation 
(4-37) gives, at chemical equilibrium [17]: 
 I 0 7  ln KK p. = 0  
(4-39) 
and:  
 I 0 7  ln KK p. = 0   
(4-40) 
where K is the standard state pressure. This can be rearranged to:  
 I ln KK
kl = + ∑ 0 = + ΔD
0
 =  ln     (4-41) 




where  is the equilibrium constant at constant pressure [17]. 
Different methods have been developed for computing chemical equilibrium. One ap-
proach is to use the equilibrium constants Kp, which are tabulated in thermochemical data-
bases like the NIST-JANAF tables [164] or in the database developed by Burcat et al. [165]. 
Due to computational considerations, this approach is mainly applied for reduced sets of 
chemical reactions (cf. [68, 166]). The second approach is based on the minimisation of free 
energy, that is, either the Gibbs or the Helmholtz free energy, or the maximisation of entropy 
[68]. These methods can be stoichiometric or non-stoichiometric. While the former method 
is based on the Gibbs free energy the latter corresponds to the chemical potentials of each 
species [167].  
In Figure 4-2 the chemical equilibrium composition for the stoichiometric combustion 
of methane at a pressure of 0.1 MPa and temperatures between 300 K and 2 500 K is dis-
played. Dissociation and radical formation can be observed to start at about 1 600 K leading 
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to the appearance of radicals as dissociated species, such as H, N, O and OH. Since the 
processes in combustion engines are fast, chemical equilibrium will usually only be reached 
during short periods of the working cycle when the temperatures are high. Thus, a common 
approach for modelling the burned gas in combustion engines is to assume chemical equi-
librium above 1 600 … 1 700 K and a frozen composition below 1 600 … 1 700 K [17] [166].  
 
 
Figure 4-2: Equilibrium composition for combustion of methane at ϕ = 1 and P = 0.1 MPa 
 
4.2.4 Residual gas fraction and exhaust gas recirculation 
The residual gas mass fraction O which remains trapped in the cylinder from the previ-
ous cycle is defined as [17]: 
 O  =  P($v%P/v  (4-43) 
Additionally, in modern spark ignition and diesel engines a fraction of the engine exhaust 
gases is deliberately recirculated to the intake of the engine to dilute the fresh mixture, pri-
marily for the control of NOx emissions. According to [17] the exhaust gas recirculation 
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(EGR) ratio can be defined as the percentage of the total intake mixture PLv which is 
recirculated exhaust P: 
 D%  =  PPLv ∙ 100 (4-44) 
In an alternative definition, EGR is related to the fresh mixture of fuel Pe$% and air Pv:  
 D% =  PPv 7 Pe$% ∙ 100 (4-45) 
The total burned gas fraction in the cylinder charge is the sum of the recirculated exhaust 
gas and the residual gas masses divided by the cylinder charge [17]: 
 O =  P 7 P($v%P/v  (4-46) 
The burned gas will consist mainly of CO2, H2O and N2. These species dilute the cylinder 
charge and thus reduce the combustion temperatures. Moreover, they change the thermody-
namic properties of the cylinder charge thus affecting the temperature and pressure during 
compression. They also participate in the chemical reactions to some extent. Additionally, 
products from incomplete combustion may be present in the burned gas together with disso-
ciated molecules and radicals, forming a pool of reactive species participating in the auto-
ignition and combustion reactions. For chemical kinetics calculations it is thus necessary to 
model the composition of the burned gas fraction in detail considering also the dissociated 
species and radicals. The following assumptions are made: 
a) No distinction is made between the residual gas fraction and the exhaust gas recircula-
tion; instead, a burned gas fraction is defined, which is the sum of the residual gas frac-
tion and the EGR fraction (cf. Equation (4-46)). 
b) The fresh mixture of fuel and oxidiser and the burned gas are treated as two independent 
fractions with different compositions which do not interact prior to the start of the sim-
ulation; once the simulation starts they are instantly and perfectly mixed to form a ho-
mogenous chemically reacting gas (zero-dimensional model). 
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c) The burned gas composition is the result of the combustion of the specified fuel and 
oxidiser mixture at the given fuel/air equivalence ratio; it can be specified to be either 
in chemical equilibrium at the ambient conditions of the cylinder charge or to be frozen 
at an arbitrary temperature. 
d) The burned gas composition can be specified as either “wet” or “dry”; if dry conditions 
are assumed, the species H2O is eliminated from the burned gas (see also next section).  
 
4.2.5 Water vapour fraction  
The fact that the oxidiser, the fuel and the residual gas fraction may contain a certain 
amount of water vapour has to be taken into account when dealing with real combustion 
systems. In the case of the oxidiser, this amount of vapour is usually be determined by the 
humidity of the air at the respective intake ambient conditions, unless water is deliberately 
added. In fuels water is not a desirable constituent due to the corrosion of materials and 
possible deterioration of the fuel, so that both fuel gases and liquid fuels are usually kept 
technically dry. However, when dealing with anaerobic fermentation or thermo-chemical 
conversion, the fuel gas might contain water vapour up to a relative humidity of 100 %, if 
not specially dried. Additionally, the residual gas trapped in the cylinder and the recirculated 
exhaust gas also contains water vapour which in this case is a product of the combustion; 
see also Equation (4-29). Water may influence the combustion process in two ways: due to 
its high heat capacity it cools the combustion system; in addition it participates as species in 
the chemical reacting system. Thus, the amount of water vapour in the mixture has to be 
considered in the combustion gas model. 
Since fuel, oxidiser and residual gases are treated as homogenous mixtures of ideal gases 
and phase changes are not considered, the mole fraction of water vapour can be determined 
from its partial pressure Kzy and the total pressure 1:  
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 Hzy = .zy. = Kzy1  (4-47) 
The maximum possible content of water is determined by its pure phase saturation vapour 
pressure Kzy,v at the given temperature: 
 Hzy,ov = Kzy,v1  (4-48) 
The saturation vapour pressure is determined according to the IAPWS industrial formulation 
for the thermodynamic properties of water and steam, which is valid along the entire vapour-
liquid saturation line from the triple point temperature to the critical temperature (273.15 K 
to 647.096 K and 611.213 Pa to 22.064 MPa) [168]. 
The relative humidity is obtained by dividing the partial pressure by the saturation vapour 
pressure:  
  = KzyKzy,v (4-49) 
In the combustion gas model water will be automatically removed from the mixture if 
the partial pressure of the water vapour fraction exceeds the saturation pressure at the given 
conditions. The water vapour content will then be set to the maximum possible amount 
(100 % relative humidity) and the mixture composition will be corrected to equal one again. 
This ensures that no unrealistically high concentrations of gaseous water occur in the mix-
ture. This is mostly relevant for the initial mixture before combustion and for exhaust gas 
recirculation, since during combustion the temperature will be high enough to allow for ar-
bitrary contents of water vapour.  
In practice humid gases will not behave exactly as an ideal gases and the actual quantity 
of saturated water vapour in the mixture may differ from that obtained by using the pure 
phase approximation. Enhancement factors have been developed to account for this effect, 
such as those by Greenspan [169] for moist air and recently by Sairanen and Heinonen [170] 
65 
 
for humid methane gas. However, since no consistent methodology exists so far for calcu-
lating these enhancement factors for arbitrary gases and because the real gas effects are not 




 Reactor models 
4.3.1 Constant volume and constant pressure reactor model  
The constant volume reactor is assumed to be filled with an initial homogenous mixture 
of fuel species and oxidiser at a given equivalence ratio, temperature and pressure (cf. Figure 
4-3). Additionally, a fraction of already burned gas consisting of residual gas trapped in the 
cylinder and recirculated exhaust gas may be considered. The mixture is assumed to be com-
pressed instantaneously to the initial pressure and temperature at time zero (cf. [71]) so that 
the initial temperature and pressure of the constant volume reactor correspond to the condi-
tions in the RCM at the end of the compression stroke. Whether auto-ignition happens within 
the simulation time period depends on the reactivity of the mixture and the initial conditions. 
 
V = const.P, T = ftP0 = PinitT0 = Tinitϕ0 = ϕinit
Homogenous mixture 
of fuel, oxidiser,  









The chemical reacting system in the constant-volume reactor is modelled according to 
section 4.2.2; additionally, the governing equations for a closed reactor with fixed mass have 
to be considered. As presented by Glassmann [68] these are species conservation and energy 
conservation. Since the overall mass conservation for a closed reactor with fixed mass yields 
pP/pq = 0, the mass change of the individual species can be described as 
 pPpq = N!"F (4-50) 
with !" being the rate of change of concentration of species V the volume of the system and 
F the molecular weight of species j [68]. Wall effects are not considered. 
By introducing the mass fraction O and the density  = P/N, Equation (4-50) can be 
rewritten as [68]: 
 pOpq = !"F      6 = 1, … , . (4-51) 
When working with gaseous fuels it can be more convenient to use mole fractions rather 
than mass fractions. The conversion between the two units is performed with Equation 
(4-13).  
In the case of an adiabatic constant-pressure reactor the first law of thermodynamics 
reduces to [68]: 
 pℎ = 0 (4-52) 
The total enthalpy for a mixture is given by 




and the derivative is 






pOpq  (4-54) 
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For an ideal gas mixture, the enthalpy can be related to the temperature by the specific 
heat capacity at constant pressure [68]: 
 pℎ = G,p (4-55) 
Substituting this term into Equation (4-54) yields [68]: 






pOpq = 0 (4-56) 




= G (4-57) 
and substituting Equation (4-51) into Equation (4-56) the system energy equation can be 
written in terms of temperature [68]: 
 ppq = + ∑ ℎ!¥" F
LM8G  (4-58) 
For the closed constant-volume reactor the internal energy u becomes zero 
 p = 0 (4-59) 
and Equation (4-58) can be rewritten accordingly by replacing the enthalpy by the internal 
energy u and the specific heat at constant pressure by its equivalent GB at constant volume 
[68]: 
 ppq = + ∑ !¥" F
LM8GB  (4-60) 
 
4.3.2 HCCI reactor model  
The constant volume reactor and its experimental equivalent, the rapid compression ma-
chine, are appropriate tools for general studies of auto-ignition and chemical ignition delay. 
However, when it comes to real engine processes, the model has its limitations since it does 
not consider the varying pressure and temperature conditions evoked by the constantly 
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changing reactor volume due to the movement of the piston. This applies especially to sim-
ulation of knock in the compressed end gas, where auto-ignition depends critically on the 
temperature and pressure history of the unburned mixture during the combustion cycle [157]. 
Thus, to approximate the conditions in real engines, a homogenous piston reactor model was 
designed based on a model presented by Schultze et al. [69]. The reactor is the model equiv-
alent of an ideal homogenous charge compression ignition engine (HCCI engine), where 
fuel and oxidiser are homogenously premixed outside the cylinder and auto-ignite by com-
pression through the piston. In this study the HCCI reactor model is used to determine a 
critical compression ratio &/ which is defined as the minimum compression ratio required 
for auto-ignition of the mixture with a given reactor geometry and a given set of initial con-
ditions.  
The HCCI reactor is modelled as a closed cylinder with fixed walls representing the 
cylinder head and cylinder liner and one moving wall representing the piston. There is no 
gas exchange neither through valves nor due to leakages. Again, wall surface effects are 
neglected, but as opposed to the batch reactor, which is always assumed to be adiabatic 
within the scope of this thesis, the HCCI reactor model allows for heat transfer through the 
walls. For this, a heat transfer model according to Woschni was implemented, as docu-
mented, for example, in [17, 34]. Simulations are possible both in adiabatic mode or with 
heat transfer enabled. 
As in the case of the constant-volume reactor, the governing equations for the HCCI 
reactor are mass, species and energy conservation, and Equations (4-50) and (4-51) apply 
likewise. Since neither pressure nor volume are constant in the piston reactor, energy con-
servation has to be considered in a more general form, but still without inbound and out-
bound fluxes, since the reactor is closed: 
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 ppq = +K pNpq + p¦pq    (4-61) 
The moving wall of the HCCI reactor follows the kinematics of a piston in a reciprocat-
ing engine (see Figure 4-4). The volume N of the reactor can thus be described as a function 
of the crank angle    
 N = N/ 7 §94  Y   (4-62) 
where N/ is the clearance volume (minimum reactor volume), § is the bore and Y is the pis-











TDC = top dead center BDC = bottom dead centerB = boreL = strokel = connecting rod lengthr = crank radiusθ = crank angles = distance crank axis to piston pin axisVc = clearance volumeVd = displaced volume
 
Figure 4-4: Geometry of the HCCI reactor (adapted from [17]) 
 
The maximum reactor volume is related to the clearance volume through the compression 
ratio &, where N( is the displaced volume: 
 & = N( 7 N/N/      (4-63) 
By inserting the compression ratio in Equation (4-62) one obtains: 
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 N = N(& + 1 7 §
9
4  Y   (4-64) 
The reactor volume changes as a function of crank angle according to:  
 pNp = §
9
4 pYp   (4-65) 
By introducing the angular velocity ! 
 ppq = !   (4-66) 
the piston velocity can be written as 
 pYpq = pYp ppq = ! pYp   (4-67) 
and the change of reactor volume can be related to time: 
 pNpq = §
9
4 pYpq   (4-68) 
For the HCCI reactor model the following approximation of the piston velocity is used. 
More details on crank drive kinematics can be found in [34] and [17]: 
 pYpq = ! sinωt 7 12 sin2!q  (4-69) 
Where  is the crank radius and  the ratio of the connecting rod length - to the crank radius 
 and accordingly to the stroke ¸: 
 ¸ = 2  (4-70) 
  = - = 2-̧  (4-71) 
The angular velocity ! can be calculated from the rotational frequency ¹ in 1/s, and hence 
from the rotational speed . in 1/min:  
 ! = 2¹ = 2 .60  (4-72) 
The influencing factors on the auto-ignition in the HCCI reactor are the available time 
and the temperature/pressure profile. The former is determined by the piston speed and hence 
71 
 
the rotational speed, and the latter is determined by the initial conditions and the geometry 
of the reactor. The HCCI model reactor thus allows the numerical study of auto-ignition in 
fuel/oxidiser mixtures based purely on the time, pressure and temperature available for the 
chemical reactions, while using a setting close to a real combustion engine.  
An example for the results of a HCCI simulation is presented in Figure 4-5. The geome-
try of a CFR F-2 engine according to Wise [96] was used for the calculation with a compres-
sion ratio of CR = 21 and Woschni heat transfer enabled. On the left the pressure profile in 
the reactor is displayed showing a sharp peak slightly after top dead centre caused by auto-
ignition of the mixture. Additionally, the pressure profile which would result from the com-
pression and expansion of a chemically inert mixture with the same thermodynamic proper-
ties is shown as baseline (see also concept of baseline reactors in the next section). On the 
right the heat release rate and the molar concentration profiles of formaldehyde C2HO and 
hydroxyl radicals (OH) are displayed, showing the formation of CH2O prior to ignition and 
its fast consumption during combustion accompanied by the formation of OH radicals. 
 
 
Figure 4-5: HCCI pressure, heat release and species profiles for combustion of CH4/air in a CFR F-2 
engine at ϕ = 1.0, Pinit = 0.2 MPa and Tinit = 400 K  
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4.3.3 Concept of baseline reactors 
For all reactor simulations a baseline reactor is simulated parallel to the actual reactor. 
The baseline reactor contains the same initial combustible mixture and is set to the same 
initial conditions as the actual reactor, but is assumed to be chemically inert. In both reactors 
the thermodynamic properties of the mixture (see also section 4.2.1) are fully considered for 
every simulation time step, but the chemically reacting system is only evaluated in reactor 
1, while in reactor 2 the reaction rate constants are set to zero. Thus, the baseline reactor 
reproduces how an inert mixture with the same initial thermodynamic properties as the re-
acting mixture would behave under the same conditions. This is necessary especially for the 
HCCI reactor model, where a compression/expansion baseline history of temperature and 
pressure is required as datum for the detection of ignition. An example for the pressure pro-
files of the baseline and actual reactor is presented in Figure 4-5. 
 
4.3.4 Detection of auto-ignition  
For both the constant-volume and the HCCI reactor model, a method for detecting the 
moment q at which ignition takes places and for calculating the ignition delay  is required. 
Since the simulation starts with a perfectly homogenous gaseous mixture of fuel, oxidizer 
and residual gas and no physical processes such as mixing and evaporation are considered, 
the chemical ignition delay is equivalent to the period from the start of the simulation at q 
until ignition: 
  = q + q  (4-73) 
Different criteria are conceivable for determining q, following two basic approaches: 
a) A change of the chemical composition in the reactor indicating the beginning of com-
bustion, such as a rise of the concentration of OH radicals.  
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b) A change of the physical state in the reactor, such as temperature and pressure or internal 
energy and enthalpy. 
Regardless of which approach is followed, different algorithms can be applied for deter-
mining q based on the reactor history for an arbitrary variable, for example, the temperature, 
the pressure or the heat release in the reactor: 
a) The time at which the function º reaches a user-defined threshold with regard to the 
initial state (threshold criterion).  
b) The time at which the first derivative of the variable or the variable itself reaches its 
maximum (maximum criterion).  
c) The intersection of the extrapolated value of the variable at q with the extrapolated tan-
gent at the point of inflexion (extrapolation criterion). 
The different methods are exemplarily displayed in Figure 4-6 for the temperature profile in 
a constant-volume reactor. As can be seen from the figure the different methods may deliver 
different results for q. 
 




Special care has to be taken when dealing with fuels that feature a two-step ignition 
profile due to cool-flame reactions, such as n-heptane. In this case the actual ignition is as-
sumed to happen in the second step when the main reaction starts, such as displayed in Figure 
4-7 for a stoichiometric mixture of n-heptane and air at 1.0 MPa and different initial temper-
atures. From Figure 4-7 the effect of a negative temperature coefficient can also be observed: 
despite the earlier onset of pre-ignition reactions in the cool-flame zone the actual ignition 
delay time increases with increasing temperature. This behaviour normalises at higher initial 
temperatures when leaving the cool-flame regime. 
In the case of the HCCI reactor a simple threshold criterion is not applicable, since the 
temperature and pressure vary as a function of the reactor geometry, even when no ignition 
occurs. Thus, the threshold always has to be related to an appropriate baseline, which in the 
case of the HCCI reactor is the compression/expansion of a chemically inert mixture with 
the same thermodynamic properties as the reacting mixture (see also [69]). This is accom-
plished by evaluating the history of the baseline reactor.  
 




4.3.5 Reactor root finding 
In order to characterise the reactivity of fuel/oxidiser mixtures it may be necessary to 
determine the threshold of a specific target variable at which ignition happens in the model 
reactors. This can be, for example, the initial temperature required for ignition in the con-
stant-volume reactor or the minimum compression ratio needed for ignition in the HCCI 
reactor. This task is accomplished by a scalar root finding routine, in which the target varia-
ble is automatically modified until a zero crossing of a defined search function is detected. 
The search function uses the threshold criterion for detection of ignition, where the evaluated 
variable should preferably be a straightforward indicator for ignition, for example, the tem-
perature profile in the reactor. Brent’s method is used for root finding (cf. [171]). 
 
 
 Laminar flame speed model 
4.4.1 Laminar flame structure  
According to the thermal theory a laminar flame front of thickness  can be thought of 
consisting of a preheat zone with thickness  and a reaction zone with thickness , which 
are separated at the point where the next layer ignites, defined by an ignition temperature  
[68], as illustrated in Figure 4-8.  is the temperature and z the flame coordinate, with » 
being the temperature of the unburned mixture and  the temperature of the burned mixture 
which is equivalent to the flame temperature. Heat diffuses from the reaction zone to the 
preheat zone and the reactants diffuse, in opposite direction, from the preheat zone into the 
reaction zone [172]. Both mechanisms are related by the Lewis number ¸¼, with  denoting 
the thermal diffusivity and ^ the mass diffusivity [172]: 




Figure 4-8: Schematic of a one-dimensional planar and unstretched flame front (adapted from [172]) 
 
The flame thickness is proportional to the ratio of the thermal diffusivity  and the flame 
speed and can thus be correlated to the mass flow P" __ per unit area of the unburned gases by 
using the definition of  as the thermal conductivity  divided by the density  and the spe-
cific heat capacity G [68]: 
  P" __ ≡ ~1L/9 (4-75) 
  = G (4-76) 
 ~  ~ G ~ GP" » (4-77) 
While  may decrease with decreasing pressure in hydrocarbon combustion systems, the 
mass burning rate increases proportional to 1L/9 with n being the overall order of the reac-
tion [68]. Because  G⁄  does not vary with pressure, the flame thickness decreases as the 
pressure rises [68].  







The thermal theory is a simplification of the actual laminar flame structure and modern 
computational methods as presented in the next section consider the steady-state mass, spe-
cies, and energy conservation equations with complete reaction mechanisms for the fuel-
oxidiser systems which specifies the heat release [68].  
Under engine operating conditions the laminar flame speed should be understood as a 
characteristic scale rather than a measurable property of a flame [173]. Moreover, in real 
engine processes the flame regime will be mostly turbulent and laminar flames are not likely 
to appear in practice. Still, the laminar flame speed is an important parameter for assessing 
the reactivity of mixtures of fuel, oxidiser and residual gas, since it is purely dependent on 
the physico-chemical properties of the mixture and not on engine specific design parameters. 
Thus, the laminar flame speed can be used to assess the chemical time scale at which com-
bustion proceeds for different mixtures of fuel, oxidiser and residual gas, without having to 
make additional assumptions concerning the flow-field and turbulence level, which would 
only be valid for a particular engine design.  
 
4.4.2 Freely propagating premixed laminar flame 
The model of a freely-propagating, one-dimensional, adiabatic, premixed flame is ap-
plied for calculating the laminar flame speed. According to Kee et al. [160] the set of con-
servation equations for a one-dimensional premixed laminar flame evolving in direction of 
coordinate ¾ is as follows: 
State conservation: 
  = 1F  (4-78) 
Overall mass continuity: 




  ,,q 7  ,,¾ = + ,K,¾ 7 ,,¾  ,,¾ (4-80) 
Species continuity: 
  ,O,q 7  ,O,¾ = + ,6,¿,¾ 7 !"F (4-81) 
Thermal energy: 
 G ,,q 7 G ,,¾ = ,,¾  ,,¾ + I G6,¿
L
M8





Where  is the density, K the pressure,  the universal gas constant,  the temperature, F 
the molecular weight,  the axial velocity,  the dynamic viscosity, O the mass fraction, 6 
the diffusive mass flux, !"  the molar production rate, G the specific heat capacity at constant 
pressure,  the thermal conductivity and ℎ the enthalpy. The index 6 refers to the individual 
species in the mixture and . to the total number of species. 
These equations can be further reduced in the case of a strictly one-dimensional flat flame 
at steady flow conditions by assuming a constant net mass flux P" __ and by dropping the axial 
momentum equation (4-80), which is possible in this case since the pressure gradients asso-
ciated with flow are negligibly small compared to the magnitude of the pressure itself [160]: 
  P" __ =  (4-83) 
  ,O,q 7 P" __ ,O,¾ = + ,6,¿,¾ 7 !"F (4-84) 
 G ,,q 7 P" __G ,,¾ = ,,¾  ,,¾ + I G6,¿
L
M8





The diffusive mass flow 6 of the individual species in the mixture can be computed ei-
ther with a mixture-averaged or a multicomponent formulation. The latter one is more accu-
rate and has the advantage that total mass conservation is preserved when solving the spe-
cies-continuity equations, but it causes higher computational expenses, especially when 
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many species are involved [160]. The mixture-average diffusive mass flux is an approxima-
tion rather than being accurate and requires a correction procedure to ensure that the sum of 
the mass fluxes is zero [160]. It can be calculated as follows, where ̂o is the mixture-
averaged diffusion coefficient of species 6 and Equation (4-87) accounts for the mass flux 
correction [150]: 
 6∗ =  FF ̂o ,H,¾  (4-86) 
 6 = 6∗ + O I 6∗  
(4-87) 
The multicomponent formulation is based on the multicomponent diffusion coefficient 
̂, for species j in direction i and can be written as [150]: 
 6 = FF9 I F ̂, ,H,¾  
(4-88) 
For a rigorous theory of transport properties including the equations for the computation of 
multicomponent diffusion coefficients one can refer to [160]. 
The problem of the laminar flame is solved in the reference frame of the flame by im-
posing a fixed coordinate system, where the boundary condition is that all gradients, both at 
the cold and hot boundary, must vanish [160]. For practical computation the size of the do-
main has to be adjusted such that the cold boundary gradients nearly vanish and at the same 
time the mass flux fractions equal the mass fractions of the unburned mixture [160]. The 
laminar flame speed is then found by evaluating the velocity at the cold boundary ¾ once 
the net mass flux P" __ is determined [160]: 





 Auto-ignitive regimes and detonation theory 
4.5.1 Ignition delay and excitation time 
The chemical auto-ignition delay time  of a given fuel at a specific pressure and equiv-
alence ratio is strongly dependent on the respective temperature  and can be expressed in 
an equation of the Arrhenius form  
  = &¼ ÁÂÃ, (4-90) 
where & is a fuel-dependent constant,  is an apparent activation energy for the fuel auto-
ignition process and  is the universal gas constant [17, 23]. 
The gradient of the auto-ignition delay time with temperature is an important parameter 
for assessing the reactivity of fuels and is often denominated the thermal sensitivity: 
 ,, = + 9 (4-91) 
The fraction  ⁄  is the localised auto-ignitive activation temperature [23] characteristic for 
a specific fuel. The ratio  ⁄  can conveniently be determined as the gradient from the as-
sociated differences in delay times between different temperatures at constant pressure in 
plots of ln  versus 1 ⁄  (cf. also Figure 4-9) [97]: 
 , ln 
, U1X =
 (4-92) 
The release of energy during an auto-ignition is not instantaneous but takes place over a 
finite amount of time determined by the heat release rate [74]. The time span in which the 
majority of heat is released is denominated the excitation time and is usually defined as the 
time span between the point where 5 % of the maximum heat release rate is reached and the 
point where the maximum is attained (see also Figure 4-9) [71, 98]: 





Figure 4-9: a) Arrhenius plot and b) heat release for combustion of H2/CO/N2 = 40/20/40 vol%, ϕ = 0.5 
 
It should be noted that the excitation time cannot be measured with current experimental 
methods and therefore can only be ascertained through numerical simulations [71]. Thus, it 
is important to accurately reproduce the heat release profiles by adequately detailed chemical 
kinetics and sufficiently small simulation time steps which increases the computational 
costs. Moreover, different definitions of the excitation time are conceivable and the inter-
pretation according to Equation (4-93) and Figure 4-9 b) is a convention rather than being 
based on physical evidence. In the strict sense it would only be applicable for auto-ignition 
events with equally shaped heat release profiles where the majority of energy is released 
during the excitation time and only to a lesser extent after the point of maximum heat release. 
It is important to be aware of these drawbacks when using the excitation time for subsequent 
analyses such as for the construction of the - diagram presented in section 4.5.3. Never-
theless, the excitation time is still an appropriate metric for the reactivity of combustible 
mixtures and plays an important role for classifying the possible auto-ignition regimes evolv-




4.5.2 Auto-ignition propagation from secondary hot spots 
The reaction zone evolving from an ignition hot spot can have different speeds ranging 
from the premixed laminar flame speed to infinity [26, 98]. Assuming that the temperature 
gradient is the only non-uniformity in an otherwise homogenous mixture, successive points 
along the gradient will have different ignition delay times, leading to the propagation of an 
auto-ignition wave travelling at the auto-ignition propagation speed  relative to the un-
burned gas, which is equal to the inverse gradient of the auto-ignition delay time [98]: 




Decomposing the gradient of the auto-ignition delay time  into a product of the thermal 
gradient , ,⁄  and the thermal sensitivity , ,⁄  yields [98]: 




If the temperature gradient attains a critical value , ,⁄ / inducing an auto-ignition 
velocity in the range of the acoustic velocity , the auto-ignition wave can couple with the 
pressure wave, such that both mutually reinforce each other, leading to a developing deto-
nation [26, 98]:  
  = ,,
Ä8 Å,,/Æ
Ä8 =  (4-96) 
The critical temperature gradient in a hot spot at which this resonance occurs can be deter-
mined from [98]: 




By normalising the actual initial temperature gradient in the hot spot with the critical 
gradient the dimensionless parameter  is obtained, which can be regarded as an approxi-
mate indicator for a developing detonation in the region of chemical resonance which occurs 
at  = 1 [23, 98]: 
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In real systems the conditions for a developing detonation will occur in a range marked by 
the upper and lower values % and $ rather than at a sharp threshold [98]. An example for a 
developing detonation regime with  = 3  from the DNS simulations by Gu et al. [98] is 
displayed in Figure 4-10.  
 
 
Figure 4-10: Developing detonation and thermal explosion for a hot spot of radius 3 mm for stoichio-
metric H2/CO = 50/50 vol% in air, P = 5.066 MPa, ∆T = 0.5067 K, τi = 1.4225 ms [98] 
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By combining Equations (4-96) and (4-98) the parameter  can be related to the auto-
ignition propagation speed [98]: 
  = ,,
Ä8 Å,,/Æ
Ä8 Ä8 = Ä8 (4-99) 
According to Gu [98] the following five regimes of auto-ignition propagation can be 
distinguished based on the condition defined in Equation (4-99): 
a)  = 0: no temperature gradient, homogenous thermal explosion after  
b) 0 <  < %: supersonic rapid auto-ignitive deflagration 
c) % ≤  < $: developing and developed detonation (see also Figure 4-10) 
d) $ ≤  < Ä8: subsonic auto-ignitive deflagration 
e)  ≥ Ä8: laminar burning deflagration at the laminar flame speed 5 
The modes b) to e) will probably be terminated by a thermal explosion [98]. 
 
4.5.3 - diagram  
The methodology developed by Bates et al. [23, 25, 71, 74], cf. section 2.2.3,  is used to 
construct a - diagram for fuels based on the concept of auto-ignition propagation from 
secondary hot spots. The secondary hot spot is idealised as a sphere with radius  and a 
temperature gradient , ,⁄  along the radius, with  being the temperature at the centre 
and  the temperature of the surrounding mixture (cf. Figure 4-11). Assuming an otherwise 
homogenous mixture this temperature gradient is the sole driver for the reactivity gradient 





T0 = temperature at centre of hot spotT = temperature of surrounding mixturer0 = hot spot radius∂T/∂r = temperature gradient across hot spot 
T∂T/∂r
 
Figure 4-11: Idealised spherical hot spot with linear temperature gradient 
 
By rearranging Equation (4-99), Bates defines the dimensionless parameter , relating 
the auto-ignition propagation velocity to the acoustic velocity  [23]: 
  =  = ,, ,,  (4-100) 
Based on the general expression for the auto-ignition delay time for a given fuel at a specific 
pressure and equivalence ratio – see also Equations (4-90) and (4-91) – the expression for  
can be rewritten as  
  = + 9 ,,  (4-101) 
A second dimensionless parameter  is defined as the time the acoustic wave with the 
velocity  moves through the hot spot of radius  divided by the excitation time  [23]: 
  =  (4-102) 
The parameter  relates the acoustic wave transit time  ⁄  through the hot spot to the time 
 during which the majority of heat is released and is thus a measure for the energy trans-
ferred into the acoustic front [23].  
Reorganising Equation (4-101) 
  = +   , ,   (4-103) 
and introducing the excitation time  yields 
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  = + ,-.,̅  (4-104) 
with  
  =   (4-105) 
and ̅ being the dimensionless hot spot radius [23]: 
 ̅ =  (4-106) 
The term ,-./,̅ can be approximated by ln ⁄  with little error2 if the temperature 
gradient ,/, across the hot spot is assumed to be linear, with  being the temperature at 
the centre of the hot spot [23]. The actual structure of hot spots in combustion devices may 
be very complex, as DNS studies show, and the assumption of spherical hot spots is a sig-
nificant simplification [23]. According to Bates, the radius  should thus be essentially re-
garded as a length over which the temperature gradient is almost constant [23].  
Both dimensionless values,  and , can be easily determined if  and  are known, for 
example, from constant-volume reactor simulations. The hot spot radius and the thermal 
gradient along the hot spot are often assumed to be  = 5 mm and  , ,⁄ = –2 K/mm for 
engine operating conditions [23, 71].  
Based on plots of  versus , the different auto-ignition regimes can be characterised as 
shown in Figure 4-12 compiled by Bates [74]. The detonation peninsula is marked by the 
upper and lower boundaries of $ and % which separate the region of dominating deflagra-
tion from strong thermal explosions with the transition regime of developing detonations in 
between. In the region above the upper limit % of the detonation peninsula, Bates introduces 
                                                 
2 The resulting error ranges from 0.05 % for temperature gradients of ˗1 K/mm to 4.7 % for ˗100 K/mm 
[23] and is thus negligible for typical engine operating conditions, where the temperature gradients are in 
the range of ˗2 K/mm [71]  
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an additional criterion for the onset of deflagration by applying the parameter +,-. ,̅⁄  
[23].  
By evaluating the Sankaran criterion using data presented by Mansfield [102] for syngas-
air mixtures (.z .Ëy⁄ = 0.7,  = 0.5) with a temperature gradient of -5 K/mm, a hot spot 
radius of 3 mm and   = 110 × 103 at 1 100 K, Bates found a value of 
+,-. ,̅⁄  =1 490  ≈ 1 500 which was defined as tentative threshold for the onset of 
deflagration above the upper limit of the peninsula [23]. The actual threshold is probably a 
range of +,-. ,̅⁄  Ì 900…6 000 rather than a fixed value as the evaluation of experi-
mental and computational data indicates [71]. According to Bates the curves of constant 
+,-. ,̅⁄  are indicators for the intensity of ignition, and  can be regarded as a param-
eter for detonation stability encapsulating the properties of the fuel [74]. Small values of  
lead to stable detonations and when combined with small temperature gradients ,-. ,̅⁄  
detonation and super knock are likely to occur [74].  
 
 




4.5.4 Sankaran criterion 
Based on the results of a high fidelity DNS of the auto-ignition of hydrogen-air mixtures, 
Sankaran [101] distinguishes two prominent ignition regimes emanating from thermal hot 
spots: a wide-range spontaneous explosion and a narrow flame-like deflagration. To describe 
the transition between the two regimes Sankaran introduces a dimensionless parameter      
 = &' ( ⁄  by relating the deflagrative wave speed ( to the auto-ignitive propagation 
speed  [101]. Building upon the work of Sankaran, Mansfield et al. [102, 174] propose a 
definition of  which sets the deflagrative reaction front speed equal to the laminar flame 
speed  and relates it to the speed  of the spontaneous propagation reaction front which 
is equal to the inverse of the gradient of the auto-ignition delay time , ,⁄ Ä8: 
  =  = ,, Ä8
 (4-107) 
Values of  < 1 correspond to a dominance of strong ignition (homogenous explosion) and 
values of  > 1 to a dominance of mixed or weak ignition (inhomogenous deflagration 
front) [102]. 
Based on the definition of the auto-ignition propagation speed in Equation (4-95), Mans-
field defines the Sankaran criterion as 




where strong ignition will occur if the inequality is true and mixed or weak ignition will 
occur if the inequality is false [102]. Equation (4-108) highlights the importance of thermal 
sensitivity of the ignition delay time with regard to auto-ignition [102]. 
Typical thermal gradients , ,⁄  occurring in experimental devices are in the range of                     
-5 to -10 K/mm [102, 174], while in internal combustion engines about -2 K/mm are most 
probable [71]. By applying these gradients the evaluation of Equation (4-108) requires solely 
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knowledge of the laminar flame speed and the ignition delay time or its thermal sensitivity. 
Both values can be calculated using the methodology presented later in sections 4.3 and 4.4. 
The Sankaran criterion is thus a tool that can be used for the a priori prediction of the strong 
ignition limit for different fuels and initial conditions, with no experimentation necessary for 
its application [102, 174]. 
 
 
 Summary  
In order to simulate the auto-ignition and laminar flame speed of combustible mixtures 
it is first necessary to model the combustion gas, that is, the chemically reacting mixture of 
fuel, oxidiser and residual gas. The complex chemical processes taking place in the combus-
tion gas are split into a system of one-step chemical reactions, in which the reaction rate 
constant of the single reaction can be expressed in an Arrhenius form and the whole system 
is described by a chemical reaction mechanism. The combustion gas is assumed to be a 
mixture of ideal gases. The required fluid properties (thermodynamic and transport data) are 
obtained from databases, for example, in NASA polynomial parameterization for thermody-
namic data. 
For modelling the influence of the residual gas fraction and the exhaust gas recirculation 
it is necessary to consider the composition of the burned gas. Since combustion in real sys-
tems is never perfect and products other than carbon dioxide and water will appear, the 
burned gas is modelled as an ideal gas mixture in chemical equilibrium. Alternatively, a 
frozen composition can be assumed in order to better reproduce typical engine exhaust gas, 
in which chemical equilibrium is usually not reached. Additionally, the mixture has to be 
controlled for water vapour which can only be present up to the saturation pressure. When 
assuming ideal gas behaviour the volume fraction of water vapour is equivalent to its partial 
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pressure and the maximum possible amount can be calculated from the saturation pressure 
of the pure substance according to the IAPWS formulation. 
The chemical ignition delay and excitation time of fuel mixtures are studied in constant-
volume reactor simulations which are the numerical equivalent to an ideal rapid compression 
machine (RCM). Alternatively, a piston reactor model emulating an ideal homogenous 
charge compression ignition (HCCI) reactor can be used to simulate auto-ignition under 
conditions closer to the compression process in a real combustion engine. The laminar flame 
speed is obtained from the simulation of a freely-propagating, one-dimensional, adiabatic, 
premixed flame. 
The ignition delay time and the laminar flame speed are important characteristic param-
eters of combustible mixtures. However, without further characterisation only limited infor-
mation with regard to the suitability for engine operation can be derived from these param-
eters. Therefore, additional assessment criteria are necessary. One possible measure is the 
Sankaran criterion [101] as defined by Mansfield et al. [102, 174] which relates the thermal 
sensitivity of the ignition delay time to the laminar flame speed and allows the a priori de-
termination of strong ignition limits based solely on simulations without the need for exper-
imentation. A second methodology is presented by Bates et al. [23, 25, 71, 74] based on the 
- diagram applying two dimensionless parameters representing the auto-ignition propaga-
tion velocity normalised by the acoustic velocity () and the energy transferred into the 
acoustic wave front moving through a hot spot (). The respective values of  and  define 
the regimes of subsonic auto-ignition, deflagration, detonation and thermal explosion. By 
assuming a constant hot spot radius  = 5 mm and a thermal gradient , ,⁄ = –2 K/mm 
through the hot spot, the - diagram can be constructed solely with the simulated ignition 
delay and excitation times  and  and thus enables fuel characterisation based only on 
reaction kinetic calculations without the need for experimentation.  
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 Implementation of the models – CoPa toolbox 
 CoPa simulation toolbox 
Based on the methodology presented in Chapter 4, a modular, object-oriented simulation 
toolbox – the Combustion Parameters toolbox (CoPa) – was developed. The toolbox was 
implemented in Python (64-bit version 3.7.3, https://www.python.org/) and built upon the 
Cantera software package [150]. Cantera was chosen as chemical kinetics solver since it is 
widely used at research institutions and companies for solving problems related to combus-
tion [175] and features a well-documented, powerful interface to Python and Matlab, which 
facilitates its integration into user-specific applications. Cantera is one of the few compre-
hensive chemical reaction kinetics codes that can be expected to remain open source and 
available for all to use [176]. The CoPa toolbox essentially provides a high-level interface 
to Cantera for computing characteristic combustion parameters of combustible mixtures in 
an automatized workflow. Since CoPa is intended for automatising Cantera calculations, it 
can also be conveniently used to compute tabulated chemistry data. 
In Figure 5-1 a schematic overview of the simulation workflow is displayed. The CoPa 
toolbox consists of several individual modules grouped into a package and is supplemented 
by predefined processing scripts that can be used to generate the simulation input files and 
process the simulations (see Table 5-2). The main features of the individual modules and 
processing scripts are presented in detail in Appendix B.  
The first step of the workflow is to generate a simulation input file in which the relevant 
data for the respective simulation runs are defined. The data are arranged in a spreadsheet 
style using a Pandas DataFrame [177], where each row represents a single simulation run 
and the columns contain the required input data for each simulation, such as the mixture 
definition or the reactor geometry.  
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The simulation input file is then processed using the copa_processor.py script, which 
performs the pre-processing, main processing and post-processing by calling the respective 
modules. The pre-processing routine involves loading the simulation input file and preparing 
the data for the subsequent steps. Again, a Pandas DataFrame is used to store the data during 
processing. After pre-processing, the main routine takes over and calls sim_module.py, 
which interacts with the Cantera software package to perform the actual simulations. The 
simulation module first calls gas_module.py, which initialises a mixture of fuel, oxidiser and 
residual gas and performs additional tasks, such as controlling the water vapour content or 
freezing the equilibrium composition. The gas module interacts with Cantera to define a 
Cantera solution object, which is then handled back to the simulation module. According to 
the selected simulation mode, the simulation module initialises either a Cantera reactor net-
work or a Cantera flame object with the Cantera solution object obtained from the gas mod-
ule and calls the respective Cantera solver. The simulation results for each time step (or grid 
point for flames) are aggregated by the simulation module and handled back to the simula-
tion processor script. 
Since each setup in the input file is considered separately, a single call of the simulation 
module is necessary for each simulation run. Thus, in a normal Python implementation, the 
simulations would be processed serially, one after another, using just one process at a time. 
In order to speed up calculations on machines with multiple cores, the pathos framework 
[178, 179] is used to add multiprocessing capabilities, so that various simulations can be 
computed in parallel, limited only by the number of available cores.  
The simulation results received from the multiprocessing pool are stored in a Pandas 
DataFrame and handled over to the post-processing step which calls the respective functions 
from postproc_module.py. The post-processing results are added to the results DataFrame 
and finally stored in an output file, which then can be used for further processing or plotting. 
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The figures presented in this thesis were created with Matplotlib [180] (version 3.0.3 
https://matplotlib.org/). 
The CoPa toolbox consistently uses SI units according to Table 5-1. If other units should 
be used, conversion factors have to be applied in the simulation generation and/or post-pro-
cessing. Since the CoPa toolbox is designed in a modular, object-oriented approach, it is 
easy to include new features by adding functions or classes in the respective modules while 
retaining the general processing framework. 
 
Table 5-1: Base units used in the CoPa simulation toolbox 
Parameter Unit 
Angular dimensions radians 
Amount of substance mol 
Energy J 
Linear dimensions m 
Mass kg 









Table 5-2: Modules of the CoPa simulation toolbox 
Name Description 
copa Simulation package containing the individual modules of the simulation 
toolbox. Can be imported into Python scripts or interactive environments 
and makes the functions and classes of the modules available in the 
namespace. 
__init__.py Initialisation file for the copa package.  
gas_module.py Module for initialising mixtures of fuel, oxidiser and residual gas. High-
level interface to Cantera for defining combustible mixtures occurring in 
internal combustion engines. Contains all classes and functions required for 
setting the gas mixture and state, and interacts with Cantera to create a Can-
tera Solution object according to the mixture specification. 
helpers.py Helper functions, e.g., for rounding or data type conversion  
postproc_module.py Post-processing module. Contains all functions required for post-processing 
of the reactor and flame simulation results, e.g., for calculating ignition de-
lay and excitation times. 
sim_module.py Simulation module. High-level interface to Cantera for determining charac-
teristic combustion parameters of combustible mixtures based on auto-igni-
tion in reactors and flame speeds. Contains all functions for defining and 
solving chemically reacting systems based on the Cantera reactor and flame 
models. 
copa_generator.py Script for defining simulations and generating simulation input files. 
copa_processor.py Script for processing simulations including multiprocessing capabilities. 
Performs pre-processing, main processing and post-processing steps and 
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 Verification of the models 
The fundamentals for modelling chemically reacting systems in ideal reactors and lami-
nar flames as presented in Chapter 4 are state-of-the-art knowledge published in several text-
books [68, 160, 181, 182] and can thus be considered to be a validated methodology. The 
same applies to the Cantera software package which has been used by many researchers to 
prepare data which has been published on conferences and in scholarly journals (see [21, 71, 
90, 92, 149, 183–186]). Nevertheless, it is necessary to verify that the implementation of the 
Cantera models in the CoPa toolbox is correct3. Data from literature was used for this pur-
pose and the coefficient of determination r2 was calculated to assess the goodness of fit.  
 
5.2.1 Constant-volume reactor 
Data published by Bates et al. [71] was used for the verification of the constant-volume 
reactor model. Bates presents ignition delay and excitation times for CH4/air obtained from 
Cantera constant-volume reactor simulations with two different reaction mechanisms at dif-
ferent pressures and temperatures. The ignition delay was defined as the time from zero to 
the onset of the maximum heat release rate, and the excitation time was evaluated as the time 
span between 5 % of the maximum heat release rate and its maximum value [71]. 
The verification results for ignition delay  and excitation time are displayed in Figure 5-2 
and Figure 5-3. The according coefficients r2 are given in Table 5-3. The values obtained 
with the CoPa toolbox are in very good agreement with the data published by Bates. This 
confirms that both the constant-volume reactor model and the post-processing routines for 
detection of ignition and calculation of the excitation time perform as intended. This was to 
be expected, since both simulations are based on the same Cantera reactor model an apply 
                                                 
3 The verification of the Cantera constant-volume reactor and laminar flame model was to some extent 
subject of a master’s thesis supervised as part of this PhD project, cf. Goßner, T.: Design and validation 
of open source based program codes for simulation of combustion kinetics parameters. Master's thesis, 




the same reaction mechanism. Ideally, r2 should be ≈ 1.0 in all cases. However, since the 
reference data was digitised from plots, minor deviations are possible. Additionally, the sim-
ulation settings (time step, error tolerances) might differ, leading to slightly deviant results. 
Figure 5-2 additionally includes experimental data from several sources as compiled by 
Bates [71]. While the experimental values show good agreement with the simulated curves 
at low pressure (Figure 5-2 a) there is generally much more scatter at higher pressure (Figure 
5-2 b). At higher pressure the Mech 56.54 mechanism [72] captures the general trend better 
than the GRI-Mech 3.0 [54] which has been optimised only up to 1.01 MPa [71]. The eval-
uation of reaction mechanisms was, however, not subject of the present study and the exper-
imental data is presented for information only at this point.  
 
 






Figure 5-3: Verification of ignition delay and excitation time simulation for CH4/air combustion; refer-
ence data from [71] 
 
Table 5-3: Coefficients of determination r2 for verification of the constant-volume reactor model4  
Pressure Mechanism r2 Ignition delay r2 Excitation time 
0.1 MPa 
GRI Mech 3.0 0.9741 - 
Mech 56.54 0.9909 - 
4.0 MPa 
GRI Mech 3.0 0.9779 - 
Mech 56.54 0.9632 0.9718 
10.0 MPa Mech 56.54 0.9650 0.9628 
 
 
5.2.2 HCCI reactor  
Due to the lack of well documented published reference data, the HCCI reactor model 
could not be directly verified with experimental or computed data. The model was therefore 
verified on a qualitative basis only, using data from Wise [96] obtained with the CHEMKIN 
                                                 




HCCI model. Wise applied the geometry of a CFR F-2 engine operating at 940 1/min with 
a variable compression ratio (CR) from 10:1 to 13:1. The fuel was a stoichiometric blend of 
H2 40 vol%, CO 24 vol%, CH4 10 vol%, CO2 23 vol%, and N2 3 vol% in air. The chemical 
mechanism applied in this study was Mech 56.54 from NUI Galway [72], whereas Wise used 
an older version of the NUI Galway natural gas mechanism.  
The results are displayed in Figure 5-4. Since information about the exact initial condi-
tions (pressure, temperature, settings for heat transfer model) was lacking and a different 
version of the chemical mechanism was used, the data of Wise could not be reproduced 
exactly. Thus, the values of r2 were not evaluated in this case. Nevertheless the qualitative 
accordance is good and the relevant features of auto-ignition (timing, peak pressure), as well 
as the trends with increasing compression ratio are reproduced accurately, as can be seen 
from Figure 5-4. 
 






5.2.3 Laminar flame speed 
For verification of the laminar flame speed model, data from Hu et al. [70] was used. 
The authors present experimental data for methane/air combustion at elevated temperatures 
and pressures obtained from constant-volume-bomb measurements. In addition, they per-
formed laminar flame speed simulations using the Premix code [187] with three different 
reaction mechanisms (GRI Mech 3.0 [54], USC Mech II [55] and AramcoMech 1.3 [59]). 
Hu et al. used mixture-averaged transport properties for computation.  
The results of the verification are presented in Figure 5-5 for the GRI Mech 3.0 and the 
USC Mech II mechanisms. The experimental data provided by Hu and the simulation results 
obtained with the AramcoMech 1.3 mechanism were omitted here in favour of readability. 
The Cantera model implemented in the CoPa toolbox performs well against the Premix code 
applied by Hu. A slight over-prediction of laminar flame speed can be observed for low 
pressures and for higher temperatures. However, the deviations are generally less than 2 cm/s 
which is the in range considered accurate enough by Hu [70] and the general trends with 
regard to temperature, pressure and equivalence ratio are reproduced very well. This is also 
confirmed by the r2-values (cf. Table 5-4). Again, minor deviations can be attributed to some 
extent to the quality of the reference data which was extracted from plots. 
 
Table 5-4: Coefficients of determination r2 for verification of the laminar flame model 
Pressure Temperature r2 GRI Mech 3.0 r2 USC Mech II 
0.1 MPa 
300 K 0.9960 0.9959 
373 K 0.9977 0.9817 
443 K 0.9975 0.9947 
0.2 MPa 300 K 0.9930 0.9983 
0.5 MPa 300 K 0.9959 0.9990 
1.0 MPa 300 K 0.9980 0.9991 






Figure 5-5: Verification of the laminar flame speed model; reference data from [70] 
 
5.2.4 Exhaust gas recirculation  
Only little reference data is available with regard to the influence of residual gas and 
exhaust recirculation on the characteristic combustion parameters. Hann et al. [21] published 
simulation data comparing the influence of residual gas and equivalence ratio on the laminar 
flame speed for methane/air combustion. The Cantera flame model with the GRI Mech 3.0 
mechanism [54] was used for the calculations. Different temperatures from 300 to 1 000 K 
were considered with EGR ratios ranging from 0 to 40  wt% and stoichiometric to lean 
air/fuel equivalence ratios  = 1.0…1.7 (inverse of fuel/air equivalence ratio  = 1  ⁄ ). The 





Comparative simulations with the CoPa toolbox EGR model show very good agreement with 
Hann’s results for both the equivalence ratio and the EGR sweep5 (see Figure 5-6 and values 
of r2 in Table 5-5). Minor deviations can again be attributed to the reference data being 
digitised from plots. 
 
Figure 5-6: Verification of the EGR model; reference data from [21]  
 
Table 5-5: Coefficients of determination r2 for verification of the EGR model  
Temperature  r2 EGR r2 Equivalence ratio  
300 K 0.9382 0.9983 
500 K 0.9749 0.9996 
800 K 0.9999 0.9996 




                                                 
5 Hann does not explicitly state if EGR was considered on a dry or wet basis. However, the EGR results 
of Hann could not be reproduced exactly when assuming dry EGR, while the results with regard to the 
equivalence ratio were still in very good agreement. This implies that the laminar flame speed model itself 
performed correctly and the deviations were to be sought in the EGR definition. When assuming wet EGR 




 Computational settings 
In order to achieve accurate and reproducible simulation results, it is necessary to deter-
mine the computational settings which deliver grid independent results. In the case of reactor 
simulations, this applies to the required time steps to resolve the time domain with sufficient 
accuracy to capture the relevant transients in temperature, pressure and species evolution. In 
the case of one-dimensional flame simulations, the grid resolves a space domain normal to 
the flame front which must be large enough to ensure that the gradients at the boundaries 
vanish (cf. section 4.4.2) and at the same time are sufficiently fine to resolve transients of 
the temperature and the species concentration in the flame front. Adaptive meshes were used 
both for the reactor and the flame simulations. Theses meshes are comparatively coarse in 
the beginning and are automatically refined by the solver in regions with high transients 
according to the defined tolerance levels. By this means, unnecessarily high resolutions in 
regions with steady-state conditions are avoided and the computation time is reduced.  
According to Bates et al. [74] time meshes with steps of 1.0 × 10-7 to 1.0 × 10-10 seconds 
are required to ensure grid independent solutions for the ignition delay time in constant-
volume reactor simulations and 1.0 × 10-12 to 1.0 × 10-14 seconds are needed to achieve grid 
independency for the excitation times. Since adaptive meshes are used, the time resolution 
is controlled by the absolute and relative error tolerance while integrating the reactor equa-
tions. Error tolerances of 1.0 × 10-9 (relative) and 1.0 × 10-15 (absolute) proved to be sufficient 
to ensure grid independent results while keeping the computation times at acceptable levels. 
The heat release rate from the constant-volume reactor simulations was interpolated us-
ing cubic splines at the lower bound (5 % of the maximum heat release rate) in order to 
determine the excitation times  (cf. [74]). The activation temperatures  ⁄  according to 
Equation (4-92) were approximated by a least squares linear fit of the logarithmic ignition 




For the HCCI reactor a fixed simulation step of 0.05 crank-angle degree was used, as 
proposed by Schultze et al. [69]. This leads to varying time steps according to the rotational 
speed (e.g., 8.33 × 10-6 s at 1 000 1/min and 2.78 × 10-6 s at 3 000 1/min). 
For the laminar flame speed calculations mixture-averaged transport options were used 
due to computational costs. The associated loss of absolute accuracy is acceptable for the 
intended purpose of rating fuels qualitatively. In order to determine the necessary grid points 
in the one-dimensional mesh, a parametric study of grid refinement criteria was performed. 
The Cantera solver uses basically the same grid refinement approach as implemented in the 
CHEMKIN code, adding mesh points in regions where the solution has high gradient and 
curvature (see also [160, 187]). Thus, the number of grid points is controlled by setting the 
refinement criteria for the maximum difference in slope and curvature for adjacent grid 
points. Convergence of the flame speed within less than 0.5 % was achieved with about 400 
to 500 grid points in most cases. This is accordance with the findings of Kéromnès et al. [58] 
who investigated syngas mixtures and reported a minimum of about 400 grid points neces-
sary for convergence of laminar flame speed calculations. 
A crucial task in kinetic modelling is the selection of suitable reaction mechanisms. Con-
sidering the composition of gases from thermo-chemical conversion (both gasification and 
pyrolysis) the reaction mechanism should include H2, CH4 and CO chemistry as well as 
higher hydrocarbons. Based on these criteria the comprehensive kinetic scheme developed 
at the Politecnico di Milano was chosen (cf. [65]). The mechanism is hierarchically organ-
ised and self-consistent submechanisms are available. In the majority of cases a reduced 
version of the POLIMI mechanism covering hydrocarbons up to C3 was applied. If hydro-
carbons C4+ were present in the fuel an extended version covering primary reference fuels 






In order to compute the characteristic combustion parameters of combustible mixtures a 
modular, object-oriented software toolbox – the Combustion Parameters toolbox (CoPa) – 
was developed. The toolbox was implemented in Python language and builds upon the open 
source software package Cantera. The CoPa package offers a high-level interface to Cantera 
for performing automatised calculations with gas phase combustible mixtures of arbitrary 
fuels, oxidisers and residual gas. The implemented models were verified against literature 
data showing very good agreement. 
Adaptive meshes were used both for the zero-dimensional reactor and the one-dimen-
sional flame simulations in order to ensure accurate results while at the same time limiting 
computational cost. The computational settings were adjusted to deliver grid independent 
results. For the zero-dimensional reactor models relative and absolute error tolerances were 
set at 1.0 × 10-9 and 1.0 × 10-15, respectively. The HCCI reactor simulations were carried out 
with a crank angle resolution of 0.05 degree. In the case of the one-dimensional flame, 400 
to 500 grid points proved to be sufficient to achieve results with deviations of less than 0.5 % 
of the final value in most cases.  
A hierarchical comprehensive kinetic scheme developed at the Politecnico di Milano was 
used for the simulations. Depending on the fuel constituents, either a hydrogen submecha-
nism covering only H2 and CO, or a hydrocarbon submechanism covering fuels up to C3, or 












 Analysis of fuel gas mixtures 
 Results of pyrolysis gas measurement 
The results of the pyrolysis gas measurement performed at the TCR® 300 pilot plant are  
presented in Table 6-1. A total of six samples were taken during stationary operation of the 
plant. Since the measurements were performed on-site during an experimental campaign, 
they were subject to some restrictions arising from the test conditions and the limited time 
available for adapting the GC measurement method. Nevertheless the results prove to be 
valuable as they provide a first assessment of practical gas compositions from intermediate 
pyrolysis at industrial-scale production. 
Compared to the published results obtained with laboratory scale TCR reactors (cf. Table 
2-6) the H2 content of the produced gas was lower, while the content of CH4 and CO was 
considerably higher. This is due to the post-reformer operating at comparatively low tem-
peratures at the investigated operating point. It should be noted that the CO content was 
determined from the balance of the mixture rather than from direct measurement due to the 
limited scan time available for the gas chromatography. However, the associated error is 
estimated to be small, since all other major components including N2 were detected reliably. 
The fraction of higher hydrocarbons consists mainly of C2H4 and C2H6 with C3 to C5 
hydrocarbons all well below 1 vol%. A comparatively high fraction of C6+ was detected 
which could not be resolved in more detail with the applied measurement method. It cannot 
be precluded that the high absolute value of the C6+ peak is due to inaccuracies of the meas-
urement. However, the fact that a C6+ signal found indicates that indeed higher hydrocar-






Table 6-1: Measured pyrolysis gas composition 
Constituent Sample 
 1 2 3 4 5 6 
H2 17.174 16.622 16.639 16.649 16.683 16.76 
CO 21.68 18.339 18.36 21.1135 21.314 18.268 
CH4 13.235 14.437 14.425 13.133 13.193 14.464 
CO2 16.022 15.768 15.566 15.475 15.464 15.654 
C2H4 1.739 1.605 1.773 1.779 1.780 1.726 
C2H6 1.165 1.115 1.167 1.168 1.172 1.151 
C3H8 0.354 0.346 0.356 0.352 0.354 0.348 
iso-butane 0.084 0.081 0.080 0.101 0.083 0.079 
iso-pentane 0.030 0.030 0.029 0.029 0.029 0.029 
C6+ 2.593 2.688 2.344 1.638 2.147 2.548 
N2 25.791 28.473 28.752 28.151 27.584 28.469 
O2 0.078 0.450 0.449 0.255 0.124 0.447 
Helium 0.055 0.046 0.060 0.084 0.073 0.057 
 
The measured N2 content was comparatively high because the plant was inertised with 
nitrogen for the experiments. In long-term operation the nitrogen content in the gas is ex-
pected to be considerably lower and determined mainly by the nitrogen content of the feed-
stock. For this study the nitrogen fraction in the gas was, however, taken as measured. Oxy-
gen and helium (carrier gas for the GC) were detected in trace concentrations. For the sub-
sequent analyses, the average of the six samples was taken and a number of simplifications 
were made: 
a) O2 and He were neglected and the mixture was filled to 100 vol% with N2  
b) Iso-pentane was assigned to the C6+ fraction, forming a C5+ fraction 
c) The primary reference fuels n-heptane and iso-octane were used as representatives of 
the C5+ fraction including iso-pentane, since the exact composition is not known 
d) Three scenarios were considered for the C5+ fraction: 1) a knock-prone C5+ fraction 
represented by n-heptane; 2) a knock-resistant C5+ fraction represented by iso-octane; 




 Fuel matrix and investigated conditions 
The composition of biogenous fuel gases from thermo-chemical conversion can vary 
considerably according to the process settings and feedstocks (see section 2.3). A thorough 
assessment of the combustion characteristics must therefore cover a wide range of fuel com-
positions. Still there is a risk that some relevant effects and interactions will not be captured 
adequately with classical experimental methods (i.e., varying one parameter at a time).  
Thus, a statistical design of experiments (DoE) approach was used to design a fuel matrix 
covering the relevant range of fuel compositions. The commercial software tool Cornerstone 
by camLine6 was used for this purpose. Based on the published fuel data presented in sec-
tion 2.3, a mixture plan was developed using a D-optimal experimental design with the con-
straints given in Table 6-2. The gas mixtures were assumed to consist of H2, CO, CH4, CO2, 
and higher hydrocarbons up to C3. N2 was used as filler to complete the mixture. C2H4, C2H6 
and C3H8 were selected as representatives of higher hydrocarbons. A total of 31 gas mixtures 
was defined in the DoE plan. Additionally, pure methane, pure propane, pure hydrogen and 
a biogas mixture consisting of 60 vol% CH4 and 40 vol% CO2 were examined as reference 
fuels. The measured pyrolysis gas composition from the TCR process was considered in 
three scenarios as introduced in section 6.1.  
The investigated fuel matrix is presented inTable 6-4. In order to simplify the nomencla-
ture, the gas compositions #1 to #31 will henceforth be identified as syngas mixtures. The 
measured pyrolysis gas composition from the TCR® 300 pilot plant will be denominated 
TCR gas for differentiation. Biogas will be referred to with its full name and hydrogen, me-
thane and propane with their full names or their chemical symbol for better readability in 
graphs. 
                                                 




For every fuel mixture a range of initial conditions was investigated, covering pressures 
and temperatures relevant to engine auto-ignition and knock (see Table 6-3). The equiva-
lence ratios range from stoichiometric to ultra-lean with special consideration of the typical 
lean-operation window of gas engines   = 0.55…0.65. The range of investigated conditions 
was narrowed for the flame speed calculations due to computational costs. The effects of 
exhaust gas recirculation and water vapour were examined separately for selected fuels 
within the range given in Table 6-3. 
 
Table 6-2: Constraints for the DoE mixture plan  
Component Range / vol% 
H2 0 ≤ XH2 ≤ 40 
CO 0 ≤ XCO ≤ 50 
CH4 0 ≤ XCH4 ≤ 15 
CO2 0 ≤ XCO2 ≤ 50 
C2H4 0 ≤ XC2H4 ≤ 5 
C2H6 0 ≤ XC2H6 ≤ 5 
C3H8 0 ≤ XC3H8 ≤ 5 
N2 Filler 
H2 + CO 15 ≤ X ≤ 70 
CO + CO2 30 ≤ X ≤ 95 
H2 + CO + CH4 30 ≤ X ≤ 80 
C2H4 + C2H6 + C3H8 0 ≤ X ≤ 10 
H2 + CO + CH4 + CxHy 40 ≤ X ≤ 100 
H2 + CO + CH4 +CO2+ CxHy+N2 80 ≤ X ≤ 100 
 
Table 6-3: Investigated range of initial conditions 
Parameter Isochoric reactor Laminar flame 
Temperature  800, 850, 900, …, 1 400 K  800, 850, 900, …, 1 000 K  
Pressure  1, 2, 4, 6, 8, 15 MPa  1, 2, 4, 8 MPa  
Fuel/air equivalence ratio  1.0, 0.65, 0.5, 0.25  1.0, 0.5  
Exhaust gas recirculation   0, 20, 40 vol% – 






Table 6-4: Investigated fuel gas blends 
Blend H2  CO  CH4  CO2 C2H4 C2H6 C3H8 CxHy N2 
# vol% vol% vol% vol% vol% vol% vol% vol% vol% 
1 15 50 15 10  5 5   
2 40 30 7.5 10  3.75 2.5  6.25 
3  50  45 5     
4  32.5 7.5 50 2.5 2.5 5   
5 40 25 15 10 5  5   
6 10 10 15 40 2.5 2.5   20 
7 20 10 15 50 2.5  2.5   
8 20 50  10  1.25   18.75 
9 15 50 15 10 5    5 
10 15.74 29.26 15 10 2.5 5 2.5  20 
11  50  40  5 5   
12 40 10  20  5 5  20 
13 40 30  20 5 5    
14 20 10  50 5 2.5 2.5  10 
15 15 50  10 5  5  15 
16 25 10  50  5   10 
17  20 15 50 5 5   5 
18 20 50 5 22.5   2.5   
19 5 10 15 40 5  5  20 
20 40 10 15 20 5 5   5 
21 40 25 15 20      
22 40 10  25 5    20 
23 35 10  50   5   
24 5 10 15 50  5 5  10 
25  50 5 15 5 5   20 
26  30 11.25 50     8.75 
27  50 15 25 5 2.5 2.5   
28  50 15 10   5  20 
29 20 20 15 30  2.5 5  7.5 
30  50 15 30  5    
31  35  40   5  20 
32   100       
33   60 40      
34       100   
35 100         
36 16.75 19.85 13.81 15.67 1.73 1.16 0.35 2.45a 28.23 
37 16.75 19.85 13.81 15.67 1.73 1.16 0.35 2.45b 28.23 
38 16.75 19.85 13.81 15.67 1.73 1.16 0.35 0.09c 30.59 
a) iso-C4H10 0.09 vol%, n-C7H16 2.36 vol% 
b) iso-C4H10 0.09 vol%, iso-C8H18 2.36 vol% 






 Energy content and stoichiometric air requirement 
The limiting parameter for the power output of a given engine design with a specific fuel 
is the amount of energy that can be theoretically released from the combustible mixture cap-
tured in the cylinder. This value is determined by a) the heating value of the fuel and b) the 
stoichiometric air requirement, that is, the amount of air per unit of fuel that is minimally 
required to oxidise the fuel mixture completely consuming all the oxygen available. The key 
parameter for gas engines in this regard is the volumetric heating value of the combustible 
mixture at a specific equivalence ratio, since this will dictate how much energy can be 
trapped in a cylinder of a given volume. 
In Figure 6-1 the lower heating values (LHV) of the investigated fuels are plotted against 
the LHV of the resulting combustible mixtures for stoichiometric and lean fuel/air equiva-
lence ratios. The values are given on mass basis (left) and on volume basis (right) for stand-
ard conditions of 273 K and 0.1 MPa. The size of the markers indicates the stoichiometric 
air/fuel-requirement on mass (left) and mole basis (right). It is apparent that despite the com-
paratively wide spread of the fuel heating values, the LHV of the resulting fuel-air-mixtures 
is in a narrow range, especially for lean equivalence ratios, where the dilution with excess 
air is the determining factor. This observation can be attributed to the fact that the high-
calorific fuels also require a comparatively high amount of air for combustion which can be 
most prominently observed for hydrogen (on mass basis) and propane (on volume basis).  
The volumetric heating value of the fuel-air-mixture of the TCR gas blends #36 and #37 
is at least on a par with biogas from anaerobic digestion at stoichiometric conditions and 
even slightly better than pure methane for lean mixtures7. This implies that engines operated 
with TCR gas will essentially be able to deliver the same power output as conventional bio-
gas or natural gas engines, if not limited by other constraints, such as engine knock. 
                                                 





Figure 6-1: Heating value of mixture versus heating value of fuel in a) mass units, b) volume units; size 
of markers indicates stoichiometric air requirement 
 
 
 Methane number 
The methane numbers of the investigated fuel blends according to Table 6-4 were deter-
mined with three different methods using calculator tools available from MWM, Cummins 
Westport and DNV. The results are displayed in Table 6-5.  
First, the MWM method with the computer program provided by EUROMOT [143] was 
applied. The calculator was in principle able to handle the provided fuel gas compositions in 
all cases but one, where the calculation failed (fuel blend #25). However, the calculator is-
sued a warning concerning the confidence of the result in half of the cases (cf. Table 6-5) 





The Cummins Westport Fuel Quality Calculator [146] and the DNV Propane Knock In-
dex calculator tool [148] were not able to handle the provided gas compositions in most of 
the cases, since C2H4 is not supported as constituent and either H2, CO, CH4 or CO2 were 
outside the range of validity. In the case of the DNV Propane Knock Index, the calculation 
succeeded for pure methane only. Thus, both tools can be considered as not appropriate for 
the given syngas compositions. 
These findings confirm that the existing methods for rating fuel gases based on the me-
thane number or knock index are severely limited with regard to their applicability for syngas 
blends and need to be supplemented by additional, more advanced methods based on the 
actual reaction kinetics of the fuel.  
 
Table 6-5: Methane number of the investigated fuel gas blends 
Blend MWM Cummins  DNV 
# MN Comment MN Comment PKI Comment 
1 65 MN not confident 51 Failed H2 > 0.03 % - 
CO outside range of 
validity 
2 49  30 Failed H2 > 0.03 % - 
CH4, CO, H2 outside 
range of validity 
3 114 MN not confident - C2H4 not supported - C2H4 not supported 
4 116 MN not confident - C2H4 not supported - C2H4 not supported 
5 44  - C2H4 not supported - C2H4 not supported 
6 101  - C2H4 not supported - C2H4 not supported 
7 91  - C2H4 not supported - C2H4 not supported 
8 66 MN not confident 57 Failed H2 > 0.03 % - 
CO, CH4 outside 
range of validity 
9 66 MN not confident - C2H4 not supported - C2H4 not supported 
10 64 MN not confident - C2H4 not supported - C2H4 not supported 
11 109 MN not confident 200  - 
CO2, CO, CH4 outs-
ide range of validity 
12 52  49 Failed H2 > 0.03 % - 
CH4, H2 outside 
range of validity 
13 52  - C2H4 not supported - C2H4 not supported 
14 83  - C2H4 not supported - C2H4 not supported 
15 65 MN not confident - C2H4 not supported - C2H4 not supported 
16 86  197 Failed H2 > 0.03 % - 
CH4, CO2, H2 outside 
range of validity 





Table 6-5 (continued) 
Blend MWM methane number Cummins methane number DNV propane knock index 
# MN Comment MN Comment PKI Comment 
18 75 MN not confident 74 Failed H2 > 0.03 % - 
CO2, CO, CH4 outs-
ide range of validity 
19 96 MN not confident - C2H4 not supported - C2H4 not supported 
20 54  - C2H4 not supported - C2H4 not supported 
21 62  53 Failed H2 > 0.03 % - 
CO, CH4, H2 outside 
range of validity 
22 46    C2H4 not supported - C2H4 not supported 
23 74  143 Failed H2 > 0.03 % - 
CO2, H2, CH4 outside 
range of validity 
24 105  186 Failed H2 > 0.03 % - 
CO2, CH4 outside 
range of validity 
25 -  MN invalid  - C2H4 not supported - C2H4 not supported 
26 137 MN not confident 215  - 
CO, CO2, CH4 outs-
ide range of validity 
27 91 MN not confident  - C2H4 not supported - C2H4 not supported 
28 80 MN not confident 89  - 
CH4, CO outside 
range of validity 
29 79  100 Failed H2 > 0.03 % - 
CO, CO2, CH4 outs-
ide range of validity 
30 102 MN not confident 131  - 
CO, CO2, CH4 outs-
ide range of validity 
31 120 MN not confident 263  - 
CO, CO2, CH4 outs-
ide range of validity 
32  
(Methane) 
99  100  100  
33 
(Biogas) 
139  141  - 
CH4, CO2 outside 
range of validity 
34  
(Propane) 
34  32  - 
CH4, C3H8 outside 
range of validity 
35 
(Hydrogen) 
1  - Failed H2 > 0.03 % - 





MN not confident 
due to high content 
of C > C4 




MN not confident 
due to high content 
of C > C4 
- C2H4 not supported - C2H4 not supported 
38 
(TCR) 






 Critical compression ratio 
Following Wise [96] and Montoya [156] the geometry of a CFR F-2 fuel research engine 
was used for the determination of the critical compression ratio applying the HCCI reactor 
model. The initial conditions were set to those of the MON test (cf. Heywood [17] and Wang 
[77]). The evaluated crank angle range was 360° with a resolution of 0.05° and the compres-
sion ratio was automatically varied until auto-ignition at the top dead centre (180° crank 
angle) occurred. The respective compression ratio was taken as the critical compression ratio 
&/. Heat transfer was not considered (adiabatic reactor). The POLIMI hierarchical kinetic 
mechanism was used. A summary of the simulation settings is given in Table 6-6.  
 
Table 6-6: HCCI reactor simulation settings for determining CRc 
Parameter Value 
Bore 8.255 cm 
Stroke 11.43 cm 
Displacement 611.7 cm³ 
Ratio connecting rod length to crank radius 4.44 
Rotational speed 900 1/min 
Initial pressure 0.1 MPa  
Initial mixture temperature 422 K 
Fuel/air equivalence ratio  1.0, 0.5 
Evaluated crank angle range / resolution 360° / 0.05° 
Auto-ignition crank angle 180° (top dead centre) 
Heat transfer adiabatic 
Mechanism POLIMI8 
 
                                                 
8 POLIMI C1-C3 high and low temperature mechanism for fuel blends #1 to #34, H2/CO mechanism for 
blend #35 (hydrogen) and Primary Reference Fuels (PRF) + PAH + Real Fuels mechanism for the TCR 






Figure 6-2: Critical compression ratio versus methane number at a) ϕ = 1.0  and b) ϕ = 0.5 
 
The results of the simulation are presented in Figure 6-2 for a) stoichiometric and b) lean 
mixtures. When sorting out the non-confident MN values (cf. section 6.4), a strong linear 
correlation between the MWM methane number and the critical compression ratio can be 
observed for both equivalence ratios. Although the r2-values are high (r ≈ 0.76…0.80), there 
is still considerable scatter in the data which does not allow for an unambiguous assignment 
of the calculated &/ to a specific value of MN. 
The TCR gas blends generally exhibit lower values of &/ than the average of the inves-
tigated fuels, which indicates that they are more prone to auto-ignition and probably knock. 
As expected, the “knock-resistant” blend #37, which contains iso-octane as representative 
of higher hydrocarbons, features a higher critical compression ratio than blend #36, to which 
n-heptane was added. It is interesting that blend #38, in which the C5+ hydrocarbons were 




in fact a considerably higher methane number than blend #37, as expected, but shows a 
slightly lower critical compression ratio. A possible reason for this contradictory behaviour 
is that the resulting fuel-air-mixture for blend #38 has a higher heat capacity ratio (isentropic 
expansion coefficient) than that for blend #37, which implies that the temperature and pres-
sure conditions required for auto-ignition are already attained at a lower compression ratio9.  
This might provoke the misconception that blend #38 is more reactive than blend #37, alt-
hough in fact the lower &/ is due to thermodynamic effects rather than reaction kinetics.  
The same applies to the critical compression ratios obtained for the lean mixtures which 
are generally lower for most fuels with the exception of hydrogen, compare Figure 6-2 a) 
versus Figure 6-2 b). Again, these findings can be attributed rather to the heat capacity ratio, 
which is higher in case of the lean mixtures, than to chemical kinetics. The opposite is true 
for hydrogen, which explains why in this case &/ increases when the mixture is leaned. 
Because of the overlying thermodynamic effects and other uncertainties, it is not possible 
to establish a clear link between the critical compression ratio obtained from the HCCI re-
actor simulation and the calculated methane number for the investigated syngas blends. In 
fact, fuels with almost identical methane number can exhibit very different values of &/, 
as can be seen from Figure 6-2. However, it should be considered that the methane number 
itself might not be an accurate measure for the knock propensity of syngas fuels, even if the 
values are marked as confident in Figure 6-2, since the method was developed primarily for 
natural gas blends and is not well defined for blends with high shares of hydrogen and carbon 
monoxide (cf. [69, 96]).  
It should also be noted that in the present case, a lower critical compression ratio does 
not necessarily imply a higher tendency to knock in real engine operation since the HCCI 
reactor simulation essentially reproduces a homogenous, strong auto-ignition. By contrast, 
                                                 




according to the detonation theory knock in the unburned end gas is associated primarily 
with the auto-ignition propagation from secondary hot spots (cf. [23, 24]) and not with the 
homogenous auto-ignition of the mixture. Considering its several shortcomings it can be 
concluded that the critical compression ratio obtained from ideal HCCI reactor simulations 
is only partially suitable as parameter for assessing the reactivity and knock propensity of 
syngas blends and must be complemented by additional experimental or numerical methods 
in order to yield robust results.  
 
 
 Auto-ignition parameters and laminar flame speeds 
6.6.1 Ignition delay and excitation times 
The calculated ignition delay times  for the investigated fuels are displayed in the Ar-
rhenius plots – Figure 6-3 to Figure 6-6 – for stoichiometric and lean equivalence ratios 
  = 1.0 to   = 0.25 at pressures from 1.0 MPa to 15.0 MPa. All values were obtained from 
constant-volume reactor simulations applying the methodology introduced in section 4.3 and 
the computational settings presented in section 5.3 with the POLIMI C1-C3 mechanism10. 
The range of ignition delay times covered by the syngas blends #1 to #31 is marked as shaded 
area in the figures, and the respective blends that confine this area are given in the legend. 
The reference fuels #32 to #35 (methane, biogas, propane, hydrogen) and the TCR gas 
blends #36 to #38 are represented by individual lines.  
At stoichiometric conditions, the upper boundary of the shaded area (long ignition delay) 
is determined at all investigated pressures by fuel blend #26 which consists of 30 vol%, 
11.25 vol% CH4, 50 vol% CO2 and 8.74 vol% N2. The lower bound (short ignition delay) is 
determined by fuel blend #3 (CO 50 vol%, CO2 45 vol%, C2H4 5 vol%) with the exception 
                                                 




of P = 15 MPa, where fuel blend #15 marks the lower limit (H2 15 vol%, CO 50 vol%, 
CO2 10 vol%, C2H4 5 vol%, C3H8 5 vol%, N2 15 vol%). 
The fuels which contain CH4 but no higher hydrocarbons (e.g., pure methane, biogas or 
fuel blend #26) generally feature the longest ignition delay times. A deviation from the 
straight line Arrhenius behaviour can be observed for these fuels at high temperatures and 
low pressures, indicated by a curvature in the ignition delay plot. With rising pressure, the 
ignition delay times reduce and approximately follow a linear Arrhenius behaviour.  
Another group of fuels is formed by the blends containing higher hydrocarbons, such as 
pure propane, syngas blends #3 and #15 and the TCR blends #36 and #37. These fuels gen-
erally feature much lower ignition delay times than the methane group fuels. The ignition 
delay times further reduce with rising pressure and generally follow a linear Arrhenius be-
haviour at high temperatures. An exception is found for TCR blend #36 which contains n-
heptane as representative of higher hydrocarbons. Here, a strong deviation from the straight 
line Arrhenius behaviour can be found at low temperatures which persists over the whole 
pressure range and does not normalise at higher pressures. By contrast, TCR blend #38 – 
which features exactly the same composition as blend #36 except for the higher hydrocar-
bons – shows an almost perfectly linear Arrhenius behaviour. Thus, the deviation from the 
straight line Arrhenius behaviour can be attributed to the fraction of n-heptane in the fuel. 
These findings suggest that TCR blend #36 features a negative temperature coefficient as is 
known for pure n-heptane (cf. [31]), which, however, could not be captured entirely in the 
present simulations due to the limited temperature range. A similar behaviour is observed 
for pure propane at high pressures, albeit less pronounced. 
Pure hydrogen takes a special position between the two groups of fuels described above. 
The ignition delay times follow approximately a linear Arrhenius behaviour, although with 




amongst the shortest at high temperatures, but close to those of the methane group fuels at 
low temperatures. As opposed to the other fuels the ignition delay times do not necessarily 
decrease with increasing pressure, but might increase instead, especially in the high temper-
ature range. This can probably be attributed to a chain terminating reaction which moderates 
the explosion condition at high pressures [68].   
The general trends described above persist for lean equivalence ratios down to   = 0.25 
(cf. Figure 6-4 to Figure 6-6). With rising levels of dilution a global increase of ignition 
delay times for all fuels can be observed, accompanied by a reduced spread between the 
shortest and longest ignition delay times. The syngas blend #26 marks the upper limit of the 
shaded area in all cases and either blend #3 or blend #15 confine its lower boundary. In one 
case (P = 8.0 MPa at   = 0.25) blend #14 marks the lower limit instead of blend #15, but 
this should not be over-interpreted, since both fuels are similar in terms of ignition delay. 
The ignition delay curves increasingly approach a straight line Arrhenius behaviour with 
rising level of dilution. Still, pure propane and TCR blend #36 present an exception in this 
regard, but less pronounced than at stoichiometric conditions.  
The second important auto-ignition parameter to be analysed is the excitation time . 
The calculated excitation times for the investigated fuel blends are exemplified in Figure 6-7 
and Figure 6-8 for stoichiometric (  = 1.00) and very lean conditions (  = 0.25). Generally, 
the dependency of the excitation times on temperature and pressure is much less pronounced 
than it is for the ignition delay times. However, the excitation times are much more influ-
enced by the level of dilution with excess air. From  = 1.00 to   = 0.25 the values of  
increase by about two orders of magnitude in the low temperature range and by about one 
order of magnitude in the high temperature range. With rising level of dilution the tempera-
ture dependency of the excitation times increases (cf. Figure 6-8). Still, the gradients 











































Hydrogen features by far the lowest excitation times of all fuels throughout the whole 
investigated range of conditions, followed by fuel blend #5 at   = 1.00 and fuel blend #22 
at   = 0.25. Blend #3 marks the upper limit at   = 1.00, while at   = 0.25 the upper limit is 
confined by fuel blends #3, #24, #26 or #31, depending on the particular pressure. When 
analysing the composition of these blends, it becomes obvious that the fuels with low exci-
tation times generally feature low levels of dilution and/or high shares of hydrogen, while 
the fuels with large excitation times contain little to no hydrogen and feature higher levels 
of dilution in a CO2 range from 40 to 50 vol%. The reference fuels as well as the TCR blends 
feature excitation times in the lower to medium range at   = 1.00, while at   = 0.25  the 
excitation times are in the middle to upper range compared to the other fuels.  
The ignition behaviour of fuel blend #3 is contradictory at first glance. Its ignition delay 
times are among the shortest, while the excitation times are among the longest of all inves-
tigated fuel blends. This is due to its particular composition which reproduces a heavily di-
luted syngas consisting mainly of CO and CO2 and a minor fraction of higher hydrocarbons, 
as occurs in some processes (cf. [125, 138]). It is known that small concentrations of hydro-
gen-containing materials appreciably catalyse the oxidation of CO which would otherwise 
be extremely difficult to ignite [68]. In this particular case, the higher hydrocarbons are rep-
resented by C2H4 which ignites and oxidises comparatively fast, forming water and other 
hydrogen containing species which catalyse the subsequent slower oxidation of CO. Thus, 
the ignition delay time is determined primarily by the small fraction of C2H4, while the ex-
citation time is determined by the comparatively slow oxidation of the CO fraction which is 
responsible for most of the heat release. 
Altogether, the results for the ignition delay times suggest that – compared to pure me-




auto-ignition propensity. The presence of higher hydrocarbons additionally enhances the re-
activity and may also induce a negative temperature coefficient which has to be considered 
in the design of combustion systems. The ignition delay times are strongly dependent on 
temperature, while the effects of pressure and equivalence ratio are less pronounced. By 
contrast, the excitation times are influenced primarily by the heat release rate during oxida-
tion of the fuel and are strongly dependent on the equivalence ratio, while the influence of 
pressure and temperature is less. This fundamentally different behaviour of the two charac-
teristic parameters  and  implies that neither of them is a reliable indicator for assessing 
the reactivity and knock propensity of fuels when applied individually. Instead, they must 
be evaluated in a broader context. This can be accomplished by means of the - diagram 
for fuels, as will be shown later. 
 
6.6.2 Laminar flame speed 
In Figure 6-9 and Figure 6-10 the laminar flame speeds of the investigated fuels are 
presented for stoichiometric (  = 1.00) and lean equivalence ratios (  = 0.50) for pressures 
from 1.0 MPa to 8.0 MPa respectively. The values were obtained from flame simulations 
with the POLIMI C1-C3 mechanism11 and comprise the fuel blends #1 to #35. The TCR gas 
blends #36 to #37 were omitted due to the computational costs of flame simulations with the 
detailed kinetic mechanism for real fuels. These calculations should be the subject of future 
work with more computational resources or reduced kinetic schemes. It should be noted that 
in contrast to other investigations which focus on low temperature and pressure conditions, 
the flame simulations were carried out for temperatures and pressures up to 1 000 K and 
8.0 MPa in an attempt to reproduce the conditions at the end of compression and during the 
beginning of combustion in modern turbocharged high speed gas engines.  
                                                 
















As can be seen from the plots, the laminar flame speed increases as the temperature rises 
and decreases as the pressure rises. This can be observed for all of the investigated fuels 
blends. At lean equivalence ratios (see Figure 6-10) the laminar flame speeds are generally 
lower than at stoichiometric conditions (see Figure 6-9) due to the dilution of the mixture.  
In all cases the highest flame speeds were found for hydrogen, while fuel blend #26 
exhibited the lowest flame speeds. The latter is also the blend for which the longest ignition 
delay times were observed, which indicates that it is generally the least reactive of the inves-
tigated fuel blends. This can be attributed to its comparatively inert composition of CO at 
30 vol%, CH4 at 11.25 vol%, CO2 at 50 vol% and N2 at 8.75 vol% without any fractions of 
hydrogen or higher hydrocarbons. Blends #13 and #22 feature the highest flame speeds of 
the investigated syngas blends. In both cases, this can be explained by the high share of 
40 vol% hydrogen in the blend. At stoichiometric conditions, the flame speeds of the refer-
ence fuels methane and biogas are approximately in the medium to lower region covered by 
the syngas blends. Propane features slightly higher flame speeds in the middle to upper re-
gion of the syngas range. When moving to lean equivalence ratios, the flame speeds of the 
syngas fuels generally increase with regard to the reference fuels. This will require combus-
tion control measures to compensate for the faster burning velocity when switching from 
standard to syngas fuels.  
As shown by Hiltner [91] the calculated flame speed of a fuel can be directly related to 
the burn duration and combustion efficiency for a given engine design. Larger flame speeds 
will generally lead to higher combustion rates, resulting in higher peak temperatures and 
NOx emissions but also in higher combustion efficiencies. At very low flame speeds, the 
burn duration becomes unacceptably long and engine operation becomes unstable. Hiltner 
observed that the laminar flame speed of syngas blends is generally higher than that of nat-




One measure to control the laminar flame speed is to dilute the mixture by decreasing 
the fuel-to-air equivalence ratio (cf. Figure 6-9 vs. Figure 6-10). It is known from engine 
experiments that the equivalence ratio at which a sample fuel attains the same laminar flame 
speed as a specified reference fuel corresponds to the required equivalence ratio for this fuel 
at full load operation for a given engine setup (cf. Schultze et al. [69]). The laminar flame 
speed of a fuel can thus be used as an indicator for the equivalence ratio which is required 
to operate a given engine with varying fuels keeping heat release and NOx emissions approx-
imately constant. The required equivalence ratio can be determined from a sweep of  over 
  as illustrated in Figure 6-11: in order to switch an engine which was designed for methane 
at   = 0.8 to operation with fuel blend #13, the equivalence ratio needs to be lowered to 
  ≈ 0.58. If the initial equivalence ratio for methane were   = 0.65, it would have to be 
lowered to   ≈ 0.48 to run the engine with blend #13. 
 
 





For some fuels the laminar flame speed shows a sudden and strong increase at high pres-
sures and temperatures ≈ 900 to 950 K. This can be observed most prominently for syngas 
blend #3 and propane, but also for blend #26, methane and biogas. This effect is even more 
pronounced at lean equivalence ratios (cf. Figure 6-10). This behaviour is not very plausible, 
and rather than searching for a physical explanation one should consider that the kinetic 
mechanism is applied in an unsurveyed range here. The original POLIMI C1-C3 high tem-
perature mechanism was developed from experimental flame speed data up to pressures of 
60 atmospheres and temperatures of 470 K (cf. [65]). Although the mechanism performs 
well with mixtures of hydrocarbons and additions of hydrogen to hydrocarbons [65], it has 
not been experimentally verified with syngas mixtures comprising high shares of hydrogen, 
carbon monoxide, methane and higher hydrocarbons as investigated in the present study. In 
order to identify the most critical reactions with regard to the laminar flame speed, a sensi-
tivity analysis was carried out for propane and fuel blend #3. The conditions were set to a 
temperature of 950 K, a low and a high pressure case of 1 MPa and 8 MPa, respectively, and 
stoichiometric and lean fuel-to-air equivalence ratios of 1.0 and 0.5. The results are displayed 
in Figure 6-12 (propane) and Figure 6-13 (syngas blend #3). 
In the case of propane, the laminar flame speed is most sensitive to the rate constant of 
the chain branching step H + O2 ↔ O + OH, which is part of the H2-O2 oxidation system. 
This holds true at low pressures for both stoichiometric and lean equivalence ratios. At 
higher pressures, reactions involving HO2 and H2O2 become dominant, especially the re-
combination reaction 2 HO2 ↔ H2O2 + O2 and the decomposition reaction 
2 OH (+M) ↔ H2O2 + M, which are part of an exothermic sequence in the H2-O2 system 
[68]. These reactions also play an important role in the oxidation of fuel blend #3. However, 




influential at high pressures. This reaction is part of the so-called wet CO oxidation mecha-
nism and is competitive to the reaction CO + OH ↔ CO2 + H which is the more dominant 
CO conversion route in most combustion situations [68], such as in the present case at low 
pressures. Another reaction which becomes highly influential for fuel blend #3 at high pres-
sures is the abstraction reaction C2H4 + OH ↔ C2H3 + H2O which is part of the olefin oxi-
dation system [68].     
 




In view of the results of the sensitivity analysis and the constituents of typical syngas 
blends, improvements of the mechanism should focus primarily on the H2-O2 and CO oxi-
dation systems at high pressures considering especially three body and fall-off reactions, 
such as 2 OH (+M) ↔ H2O2 + M, for which the rate coefficients may change with pressure 
(cf. [68]). In addition, the abstraction reactions of higher hydrocarbons are often pressure 
sensitive and will have to be revised with regard to high pressure combustion systems. 
 




 - diagram and knock propensity 
6.7.1 - diagram for the investigated fuels at engine operating conditions   
In Figure 6-14 to Figure 6-16 the - diagrams for the investigated fuels are shown for 
stoichiometric and lean equivalence ratios (observe the different scalings of the -axis). The 
solid lines mark the detonation peninsula and the dashed lines mark the transition regime 
defined by Bates [71] as +,-. ,̅⁄  Ì 900…6 000. The required values of  and  for 
calculating  and  were determined by constant-volume reactor simulations with detailed 
chemical kinetics using the POLIMI mechanism. A hot spot radius of   = 5 mm and a 
temperature gradient of , ,⁄ = –2 K/mm were assumed.  
The empty circles represent the approximate state at the end of an isentropic compression 
of up to 8 MPa and 800 K in a turbocharged, high speed, SI gas engine with intercooler. The 
half-filled diamonds depict the state if this compression is continued to a pressure of 15 MPa 
at ≈ 950 K during combustion, assuming that the end gas core is adiabatic, that is, no heat is 
transferred from the flame to the unburned zone. Additionally, a state with identical pressure 
but at an elevated temperature of 1 100 K is displayed (half-filled triangles). 
At stoichiometric conditions, a pressure of 8 MPa and a temperature of 800 K, all fuel 
blends are within the safe operating regime of deflagration or in the transition region to sub-
sonic auto-ignition. When the pressure and temperature are increased to 15 MPa and 950 K, 
the fuel isentropes move towards the upper limit of the detonation peninsula into the transi-
tion regime where auto-ignition and deflagration can coexist. While auto-ignitions in the 
subsonic regime are not harmful for the engine (cf. [22, 24]), damaging knock may occur 
when the detonation peninsula is entered. The TCR blend #36 and propane are already in a 
regime where knock is to be expected. Finally, at the elevated temperature of 1 100 K, prac-
tically all fuels are well within the detonation peninsula approaching its lower bound at val-




Altogether, methane and biogas show the highest resistance to knock, while propane and 
the TCR gas blends are generally more prone to knock. Hydrogen is not displayed in the      
- diagram since it is located far to the right of the peninsula at values of  > 100. Gener-
ally, values of  > 22 (cf. propane and methane) exceed the limits for which the detonation 
peninsula is currently defined. Still, the values of  can be used to assess the knock propen-
sity and the intensity of knock which is highest when  approaches unity.  
Fuel blend #3 is marked individually in the detonation diagrams due to its special auto-
ignition characteristics with low values of  but large excitation times . This leads to com-
paratively low values of , but also to low values of . Consequently, blend #3 remains well 
in the safe operating regime of subsonic auto-ignition at all investigated conditions, except 
at P = 15 MPa and T = 1 100 K. Thus, judging from the - diagram, blend #3 is much less 
prone to knock than expected when evaluating only the ignition delay time. 
 
 




Fuel blend #26 is also highlighted in the diagram since it should be the least reactive of 
the investigated fuels according to its auto-ignition characteristics and laminar flame speed. 
In fact, this is confirmed in the - diagrams, where blend #26 remains in a safe operating 
regime even at the most severe conditions of 15 MPa, 1 100 K and   = 1.00 (cf. Figure 6-14). 
Contrary to the results from the HCCI reactor simulation the TCR gas blends #36 to #38 
now show the expected behaviour with regard to higher hydrocarbons. Blend #38 (no C5+ 
hydrocarbons) is the most knock-resistant and blend #36 (n-heptane added) is the most prone 
to knock. It is remarkable that even iso-octane (TCR blend #37), which is comparatively 
knock-resistant, increases the knock propensity considerably in comparison to the blend 
without C5+ hydrocarbons. This confirms the prominent role of higher hydrocarbons for the 
development of engine knock. 
When shifting to lean equivalence ratios (Figure 6-15 and Figure 6-16), the values of  
for all fuels decrease considerably. Most fuels are now in the safe operating regime of def-
lagration or subsonic auto-ignition and only enter the detonation peninsula at the elevated 
temperature of 1 100 K. At this temperature the TCR fuel blends as well as propane are all 
within the narrow tip of the detonation peninsula, with TCR #36 and propane approaching 
its lower limit, indicating that heavy knock and super-knock are probable for this fuels.  
At the ultra-lean equivalence ratio of  = 0.5, a pressure of 15 MPa and a temperature 
of 1 110 K, propane and the TCR blend #36 are slightly below the lower limit of the penin-
sula in the region of thermal explosion and most other syngas blends are on the left of the 
open narrow tip. Considering that this region is currently only loosely defined and may cor-
respond to a regime where multiple modes of propagation may coexist [74], this should be 





Figure 6-15: ξ-ε diagram at ϕ = 0.65 
 




It is remarkable that at lean equivalence ratios, biogas does not enter the detonation pen-
insula at any conditions, not even at 15 MPa and 1 100 K. This confirms its excellent anti-
knock characteristics. It is also noteworthy that practically all investigated syngas blends are 
less or at least not more prone to knock than pure propane, which is a commonly used engine 
fuel and constituent of liquefied petroleum gas. The application of syngas fuels should thus 
not present an unsolvable challenge for engine design and operation. 
 
6.7.2 Effects of exhaust gas recirculation and water vapour fraction  
effects of dilution with recirculated exhaust gas and water vapour on the combustion 
characteristics were investigated for two representative fuel gases. Methane (fuel #32) was 
chosen as the reference fuel and compared to the syngas blend #5 which consists of 40 vol% 
H2, 25 vol% CO, 15 vol% CH4, 10 vol% CO2 and 5 vol% of C2H4 and C3H8. In both cases a 
stoichiometric base mixture was diluted with either H2O from 0 to 40 vol% or recirculated 
exhaust gas (EGR) from 0 to 40 vol%. In the case of EGR both an equilibrium composition 
and a frozen state at 1 700 K were investigated. The recirculated exhaust gases were assumed 
to be dry. The constant-volume reactor model was used with the POLIMI mechanism for 
determining the ignition delay and excitation times. A hot spot radius of   = 5 mm and a 
temperature gradient of , ,⁄ = –2 K/mm were applied for calculating the dimensionless 
parameters  and . A pressure of 15 MPa and a temperature of 950 K were set as initial 
conditions. The results are displayed in the - diagrams Figure 6-17 and Table 6-7.  
At the investigated conditions the non-diluted fuel blend #5 is initially in a regime at the 
upper boundary of the detonation peninsula where light knock is probable. By contrast, non-
diluted methane is outside the detonation peninsula at these conditions and in the transition 




As can be seen from Figure 6-17, any dilution of the mixture either with residual gas or 
with water vapour decreases the values of , while the  values remain almost constant. By 
reducing , the operating regime shifts increasingly towards the safe region of subsonic auto-
ignition above the narrow tip of the detonation peninsula. Considering equal volume frac-
tions, water vapour has a much stronger effect than dry residual gas in this regard. In practice, 
the residual gas will usually not be dry but contain a certain amount of water vapour, de-
pending on the type of EGR system used (cooled/condensing or non-cooled/non-condens-
ing). This additionally enhances the anti-knock effect of exhaust gas recirculation.   
In the case of methane, a dilution with EGR or water vapour has little benefits with regard 
to the knock-margin at the investigated pressure and temperature of 15 MPa and 950 K, since 
at these conditions the mixture is already in an operating regime in which knock is not very 
likely to occur. By contrast, in the case of the syngas blend #5, which is initially at the upper 
boundary of the detonation peninsula, the risk of knock can be reduced substantially by di-
luting the mixture. At EGR ratios of about 20 vol%, the operating regime is already well in 
the region of subsonic auto-ignition, which implies that safe operation with a reasonable 
knock-margin can be expected. If 20 vol% of water vapour instead of residual gas is added 
to the mixture, the operating regime moves even further to the left, far outside the boundaries 
of the detonation peninsula, which in practice should further increase the knock-margin. 
 
Table 6-7: Ignition delay and excitation times for diluted mixtures 
 
EGR equilibrium  EGR frozen @1 700 K  Water vapour 
Dilution τi τe    τi τe  ε  τi τe   
vol% μs μs 
  
 μs μs 
  
 μs μs 
  
0 8 090 0.259 202 31.76  8 090 0.259 202 31.76  8 090 0.259 202 31.76 
10 8 838 0.451 219 18.26  7 749 0.451 192 18.26  8 202 0.625 205 12.93 
20 9 749 0.877 240 9.43  8 029 0.876 198 9.44  8 497 1.709 215 4.65 
30 10 887 1.970 266 4.21  8 452 1.967 207 4.22  8 990 5.457 230 1.43 





Figure 6-17: ξ-ε diagram for dilution with EGR and water vapour, P = 15 MPa, T = 950 K, ϕ = 1.0 
 
The anti-knock effect of dilution with either residual gas or water vapour is associated 
with a reduction of the -values (cf. Figure 6-17 and Table 6-7). Considering the definition 
of  (cf. Equation (4-102)) and assuming that the hot spot radius and the acoustic velocity 
are approximately constant, this reduction must be due to an increase of the excitation time 
 of the diluted mixture, which is confirmed by the results presented in Table 6-7. Accord-
ing to the detonation theory, the increase of  reduces the amount of energy that can be 
transferred into the acoustic front of a pressure wave travelling through a hot spot. Thus, 
harmful detonations which result in engine knock are less likely to happen.  
Other than the -values, the -values increase when diluting the mixture, which accord-
ing to the definition in Equation (4-101) can be attributed to an increase of the ignition delay 




portance and does not significantly contribute to shifting the operating regime into safe con-
ditions, that is, away from the detonation peninsula. Thus, the anti-knock effect of dilution 
can be attributed primarily to the reduction of the -values caused by an increase of the ex-
citation time , rather than to the increase of the ignition delay time .  
As presented in sections 4.2.3 and 4.2.4, the composition of the residual gases can be 
assumed either to be in chemical equilibrium or to be frozen at a certain temperature. In 
comparison to the equilibrium composition the frozen composition is expected to exhibit a 
higher reactivity due to dissociated species and radicals present in the mixture. This should 
lead to a reduced ignition delay time  and smaller values of , which is confirmed by the 
results in Figure 6-17. By contrast, the values of  are virtually not affected by the choice of 
the EGR model. Since the anti-knock effect of EGR is primarily determined by the -values, 
either model can be used and will deliver essentially the same results with regard to the 
probable auto-ignition regimes (cf. Figure 6-17). 
In addition to the combustion kinetics effects presented here, thermodynamic effects – 
such as the increase of the heat capacity ratio of the cylinder charge by EGR – also play a 
role in controlling engine knock. However, the results of this study confirm that diluted mix-
tures with EGR or water vapour inherently exhibit less tendency to knock due to their auto-
ignition characteristics.  
 
6.7.3 Auto-ignition at the critical compression ratio in the - diagram  
According to the methodology presented in Chapter 4 (cf. Figure 4-1), the HCCI reactor 
simulation and the evaluation of the - diagram are two independent methods and deliver 
different results which are not directly comparable. However, it would be interesting to in-
vestigate if any linkage between the two methods could be established in order to better 




simulation. Therefore, the individual temperature and pressure conditions which led to auto-
ignition in the HCCI reactor simulations (cf. section 6.5) were evaluated and the according 
values of  and  were calculated. Again, a hot spot radius of   = 5 mm and a temperature 
gradient of , ,⁄ =  –2 K/mm were assumed in order to be consistent with the calculations 
presented before. Figure 6-18 shows the resulting - diagram. Stoichiometric (  = 1.0) and 
lean equivalence ratios (  = 0.5) are displayed accordingly. 
The individual markers in the figure depict the values of  and  for the state at which 
auto-ignition in the HCCI reactor first occurred. This state corresponds to the temperature 
and pressure conditions at the end of a compression with the critical compression ratio &/ 
for the respective fuel blend. 
 
 




The majority of identified operating points are situated in the regime of subsonic auto-
ignition and some at the beginning of the transition to deflagration. None of the evaluated 
points is located inside the detonation peninsula. Interestingly, at the evaluated conditions 
all investigated fuels feature similar values of  which are all in a narrow range of approxi-
mately 50 to 110, regardless of the equivalence ratio. By contrast, the values of  are spread 
over a wider range and the equivalence ratio has a strong effect, with the lean mixtures fea-
turing much lower -values than the stoichiometric ones. This conforms well with the find-
ings presented in sections 6.7.1 and 6.7.2, where dilution of the mixture was found to pri-
marily decrease the values of  while leaving  largely unaffected. 
Based on experimental evidence from Netzer [22, 24] the regime of subsonic auto-igni-
tion with values of  in the region of 10 to 100 corresponds to safe operating conditions, 
where harmful knock is unlikely to be expected. Practical HCCI engines operate in this re-
gime, as data presented by Bates et al. [23] for a single cylinder engine suggests. The engine 
was operated in the regime of controlled subsonic auto-ignition free of knock with values of 
 between 30 and 50 and probably close to knock at values of  < 10 [23].  
The identified operating regimes for the HCCI reactor auto-ignition conditions at the 
critical compression ratio confirm these findings surprisingly well, suggesting that the HCCI 
reactor simulation actually reproduces a homogenous, controlled subsonic auto-ignition ra-
ther than the conditions leading to knock in practical engine operation. Together with the 
shortcomings due to overlying thermodynamic effects (cf. section 6.5) these findings might 
explain the difficulties encountered also by other authors in using the critical compression 
ratio from HCCI reactor simulations as a rating method for the knock propensity of fuels (cf. 






 Evaluation of the Sankaran criterion 
In order to assess the transition from auto-ignitive to deflagrative combustion the Sanka-
ran criterion according to Mansfield et al. [102] was evaluated. Bates applied the data from 
Mansfield to determine a tentative general threshold of +,-. ,̅⁄  Ì1 500 for the tran-
sition between the two regimes [23] and later extended the transition region to 
+,-. ,̅⁄  Ì 900…6 000 [71]. Originally, the Sankaran criterion as presented by Mans-
field is backed up by experimental data for syngas with a molar ratio of H2:CO = 0.7 at 
equivalence ratios of   = 0.1 and   = 0.5, pressures from 0.3 to 1.5 MPa and temperatures 
up to 1 150 K [102]. In the present study the evaluation of the Sankaran criterion was now 
extended to the fuel matrix presented in Table 6-4 and to pressures from 1 to 8 MPa for 
stoichiometric and lean equivalence ratios of   = 1.0 and   = 0.5, respectively. The identi-
fied values of temperature and pressure at which the condition , ,⁄ = , , ⁄ Ä8 was 
met were applied to calculate the according values of +,-. ,̅⁄ . A hot spot radius of 
5 mm and a temperature gradient of –2 K/mm were assumed in order to keep consistency 
with the parameters applied for constructing the - diagram. The results are presented in 
Figure 6-19. 
With the exception of hydrogen, the values of +,-. ,̅⁄  obtained at   = 0.5  are in 
good agreement with the transition region proposed by Bates, starting at +,-. ,̅⁄  ≈ 
900…1 300 at 1 MPa and increasing up to +,-. ,̅⁄  ≈ 2 500…5 300 at 8 MPa. By con-
trast, the resulting values at   = 1.0 show a much wider spread at high pressures which in-
creases to +,-. ,̅⁄  ≈ 5 000…25 000 at 8 MPa. Interestingly, this now applies to the 
majority of the fuel blends and not only to hydrogen which shows high values of 
+,-. ,̅⁄  already at the lean equivalence ratio. These observations indicate that the 
transition region of auto-ignition to deflagration might have to be extended towards higher 




However, it has to remembered that the laminar flame speed data used for evaluation of the 
Sankaran criterion is not very reliable for high temperature and pressure conditions (cf. sec-
tion 0). Moreover, the Sankaran criterion has not yet been backed up by experimental data 
for the investigated range of temperatures, pressures and fuel blends. These findings should 
thus be considered as preliminary and will have to be checked against extended simulations 
and experimental results in future studies. 
Further investigations of the transition region could be worthwhile especially with regard 
to the evaluation of measurements in rapid compression machines, where high values of 
+,-. ,̅⁄  might lead to erratic results for the ignition delay due to hot spot initiated 
auto-ignitions, from which a laminar flame propagates [71]. However, for practical engine 
operation the upper extent of the transition region is less relevant, since knock events are 
found to occur predominantly in operating regimes at low values of +,-. ,̅⁄  and lo-
cated within the detonation peninsula (cf. [22–24]). 
 





The combustion characteristics of 38 fuel gas blends were studied applying the method-
ology presented in Chapter 4 using the CoPa simulation toolbox introduced in Chapter 5. In 
order to cover a relevant range of fuel compositions, a fuel matrix was developed based on 
a statistical experimental plan and measured gas compositions from a TCR® 300 pilot plant. 
Methane, biogas from anaerobic digestion, hydrogen and propane were considered as refer-
ence fuels.  
The differences in the energy content of the individual fuels were levelled out to a great 
extent by the according lower stoichiometric air requirement, resulting in fuel/air-mixtures 
whose heating values are all in a comparatively narrow range. This implies that engines 
operated with fuel gases from thermo-chemical conversion will essentially be able to deliver 
a similar power output as conventional biogas or natural gas engines if not limited by other 
constraints, such as engine knock.  
The methane number of the investigated fuels was determined with different fuel rating 
methods. While the Cummins Westport Fuel Quality Calculator and the DNV Propane 
Knock Index calculator failed for practically all fuels except for pure methane, the MWM 
methane number was able to deliver confident results in about half of the cases. Additionally, 
the critical compression ratio was determined with an HCCI reactor simulation assuming the 
geometry and conditions of the MON test. The obtained values showed to be linearly corre-
lated to the corresponding MWM methane numbers, although with considerable scatter 
which does not allow for an unambiguous assignment of the calculated &/ to a specific 
value of MN. The HCCI reactor simulation showed overlying thermodynamic effects when 
rating lean mixtures due to the differences in heat capacity ratio which might lead to a lower 




The results for the ignition delay times suggest that – compared to pure methane and 
biogas – most of the syngas and TCR gas blends are more reactive in terms of auto-ignition 
propensity. The presence of higher hydrocarbons additionally enhances the reactivity and 
may also induce a negative temperature coefficient, which has to be considered in the design 
of combustion systems. The ignition delay times are strongly dependent on temperature, 
while the effects of pressure and equivalence ratio are less pronounced. By contrast, the 
excitation times are strongly sensitive to the equivalence ratio, while the influence of pres-
sure and temperature is less. This fundamentally different behaviour of the two characteristic 
parameters  and  implies that neither of them is a reliable indicator for assessing the re-
activity and knock propensity of fuels when applied individually. Instead, they must be eval-
uated in a broader context. 
The laminar flame speeds of the investigated fuels were found to increase as the temper-
ature rises and decrease as the pressure rises. At lean equivalence ratios, the laminar flame 
speeds are generally lower than at stoichiometric conditions due to the dilution of the mix-
ture. In all cases the highest overall flame speeds were found for pure hydrogen and for 
syngas blends containing high shares of hydrogen. With regard to the reference fuels me-
thane and biogas, the investigated syngas blends mostly showed higher flame speeds, espe-
cially at lean equivalence ratios, which requires combustion control measures to compensate 
for the faster burning velocity when switching from standard to syngas fuels. Since the lam-
inar flame speed can be directly related to the burn duration for a given engine design, this 
task can be accomplished, for example, by controlling the fuel-to-air equivalence ratio. 
For some fuels the flame simulations yielded a sudden increase of the flame speeds at 
temperatures above ≈ 900 to 950 K and high pressures. This behaviour is not very plausible 
and it should be considered that the kinetic mechanism is applied in an unsurveyed range 




a sensitivity analysis was performed showing that at high pressures the reaction rates of the 
H2-O2 and CO oxidation systems become increasingly influential. Improvements of the 
mechanism should thus focus primarily on the H2-O2 and CO oxidation systems at high pres-
sures, considering especially three body and fall-off reactions for which the rate coefficients 
may change with pressure. In addition, the abstraction routes of higher hydrocarbons are 
often pressure sensitive and will have to be revised with regard to high pressure combustion 
systems. 
The - diagram was used to assess the knock propensity of the investigated fuel blends 
at conditions corresponding to the end of compression and the beginning of combustion in 
modern high speed turbocharged gas engines. Methane and biogas showed the highest re-
sistance to knock, while propane and the TCR gas blends were more prone to knock. Higher 
hydrocarbons were found to increase the knock propensity. Leaning of the mixture, exhaust 
gas recirculation and the addition of water vapour proved to be effective measures to reduce 
the risk of knock. Water vapour has a much stronger effect in this regard than dry EGR. The 
anti-knock effect of EGR and water vapour can be attributed primarily to an increase of the 
excitation times. This reduces the amount of energy that can be transferred into the acoustic 
front of an auto-ignition wave and leads to lower values of . By contrast, the ignition delay 
times where found to have only a minor influence by slightly increasing the values of . 
When introducing the conditions at which auto-ignition occurred in the HCCI reactor 
simulation (critical compression ratio) into the - diagram, most of the values were found 
to be in the regime of subsonic auto-ignition, which suggests that the HCCI reactor simula-
tion actually reproduces the conditions of a homogenous subsonic auto-ignition rather than 
the conditions leading to knock. This might explain some of the difficulties encountered 




The evaluation of the Sankaran criterion for the investigated fuels indicates that the tran-
sition region of auto-ignition to deflagration – which was proposed to be in a range of 
+,-. ,̅⁄  Ì 900…6 000 by Bates [71] – would have to be extended to cover stoichio-
metric mixtures of gaseous fuels at high pressures. However, these findings suffer from the 
lack of reliable laminar flame speed data at high pressures and temperatures and have not 






 Conclusions and future work 
 Conclusions 
In this study the detonation theory and the Sankaran criterion were applied to predict 
stable operating regimes for biogenous fuel gas blends from thermo-chemical conversion at 
high pressures and temperatures. The main conclusions can be summarised as follows: 
The composition of biogenous fuel gases from thermo-chemical conversion can vary 
considerably according to the feedstock and the process settings. Detailed data with regard 
to the combustion characteristics of these fuel gases at engine operating conditions for com-
positions occurring in practice is generally lacking. This applies particularly to gases from 
intermediate pyrolysis.  
It was shown that the differences in the energy content of syngas fuels are levelled out 
to a great extent by their lower stoichiometric air requirement, resulting in fuel-air-mixtures 
which are in a range comparable to conventional gaseous fuels. This implies that in engine 
operation they will essentially be able to deliver a similar power output as conventional bi-
ogas or natural gas fuels. The remaining constraint for the applicability of syngas fuels is 
thus primarily engine knock.  
Classical methods for assessing the knock propensity – such as the methane number – 
suffer from serious drawbacks when applied to these fuels. This applies especially for blends 
which feature high shares of H2 and at the same time CO or contain higher hydrocarbons. 
Alternative methods, such as the propane knock index, showed to be not applicable to the 
syngas compositions occurring in practice. 
Thus, HCCI reactor simulations were proposed in earlier studies as alternative tool for 
assessing the auto-ignition propensity of fuels. Indeed, it could be shown in the present study 




corresponding methane numbers of the fuel, although with considerable scatter. Addition-
ally, it has to be considered that the HCCI reactor simulations show overlying thermody-
namic effects due to the change of heat capacity ratios occurring with different fuel mixtures. 
This may provoke misleading results, particularly when comparing mixtures with different 
equivalence ratios or different levels of dilution by exhaust gas recirculation or water vapour.  
The - diagram derived from the detonation theory was found to be more capable in 
this regard. This diagram defines possible regimes of subsonic auto-ignition, deflagration, 
detonation, thermal explosion as well as the transition between the modes and can be used 
to assess the knock propensity of fuels. The required values for the construction of the dia-
gram are basically the ignition delay time  and the excitation time , which can both be 
obtained from constant-volume chemical reaction kinetic simulations. In addition, the San-
karan criterion – which relates the laminar flame speed to the auto-ignitive propagation speed 
– can be used to further define the transition regime between subsonic auto-ignition and 
deflagration. Thus, the - diagram combined with the Sankaran criterion has the potential 
to be used for the a priori characterisation of the auto-ignition propensity of fuels without 
the need for experimentation. 
The - diagram was applied to a range of practical fuel gas compositions from thermo-
chemical conversion. Most fuel blends were found to be comparatively knock resistant at 
conditions corresponding to the end of compression in modern high speed turbocharged SI 
gas engines. When increasing the pressure and temperature, as would happen to the unburned 
end gas during combustion, practically all fuels moved into the detonation peninsula ap-
proaching its lower bound at values of  close to unity, which are associated with heavy 
knock and super-knock. Altogether, methane and biogas showed the highest resistance to 




considered when designing engines for multifuel systems, for example, by reducing the com-
pression ratio. Higher hydrocarbons play an important role with regard to knock, and even 
relatively moderate fractions of C5+ hydrocarbons were found to substantially increase the 
knock propensity of gas blends.  
Lean equivalence ratios, exhaust gas recirculation and the addition of water vapour 
proved to be very effective measures for mitigating the risk of knock. In terms of the - 
diagram, the anti-knock effect can be primarily attributed to an increase in excitation times, 
which reduces the amount of energy that can be transferred into the acoustic front of an auto-
ignition wave and leads to lower values of . By contrast, the increase of ignition delay times 
caused by the dilution of the mixture was found to have only a minor influence in this regard 
by slightly increasing the values of . 
The evaluation of the Sankaran criterion for the investigated fuels indicates that the tran-
sition region of auto-ignition to deflagration – which was proposed to be in a range of 
+,-. ,̅⁄  Ì 900…6 000 by Bates [71] – would have to be extended to cover stoichio-
metric mixtures of gaseous fuels at high pressures. However, these findings suffer from the 
lack of reliable laminar flame speed data at high pressures and temperatures and have not 
yet been backed up by experimental data.  
 
 
 Suggestions for further work 
The results of this study suggest that the presented methodology based on the detonation 
theory could indeed be a very suitable tool for a priori identifying stable operating regimes 
with syngas fuels. However, there are still numerous open questions which need to be ad-




First of all, the composition of fuel gases from intermediate pyrolysis should be investi-
gated in more detail, particularly with regard to the fraction of higher hydrocarbons, which 
play an important role in the development of engine knock. In this regard it could also be 
interesting to explore the liquid fraction from intermediate pyrolysis which could serve as 
pilot fuel in dual fuel engines.  
The methodology of the - diagram depends on reliable excitation time data. Since the 
only method currently available to obtain such data is through numerical simulations [71] 
the methodology is very sensitive with regard to the applied chemical kinetic mechanism. 
Therefore, the existing chemical kinetic mechanisms will have to be thoroughly reviewed 
and possibly optimised with regard to their ability to adequately capture the excitation times. 
Additionally, the kinetic mechanism should be applicable for the calculation of laminar 
flame speeds at engine operating conditions in order to evaluate the Sankaran criterion. 
In view of the computational costs, reduced kinetic mechanisms should be developed 
particularly for the computation of laminar flame speeds if the methodology is to be applied 
as part of an extensive research and development workflow. This could be, for example, the 
coupling of the detonation theory with CFD simulations as presented by Netzer et al. [24].  
One drawback of the - diagram in its current form is that it is not defined for fuels at 
conditions of  > 22. This limits its applicability for gaseous fuels which feature very low 
excitation times, such as hydrogen. Additional work will thus be necessary to extend the 
current limits of the detonation peninsula towards larger values of ε. The same applies to the 
open narrow tip of the peninsula, which has to be further defined, particularly when consid-
ering ultra-lean or very diluted mixtures of syngas at high pressures and temperatures which 
exhibit very low values of  and values of  being close to unity. In this regard it could also 
be of interest to further study the transition region between subsonic auto-ignition and def-




by Bates [23]. In this context it will also be necessary to examine if such a transition regime 
actually exists at high pressures occurring in modern gas engines and if the Sankaran crite-
rion is applicable at these conditions, since for syngas mixtures it is currently only confirmed 
up to 1.5 MPa by experimental data [102]. 
Another issue to be considered is that the - diagram is, for the time being, restricted to 
laminar burning conditions [74]. This does not unduly limit its applicability, since turbulence 
time scales can be about three orders of magnitude larger than the auto-ignition times and 
the flame initiated from a hot spot will initially be laminar [23]. However, the significance 
of the - diagram could be further increased by pairing it with the U-K-diagram, as sug-
gested by Bates [25, 74], which takes into account the turbulent burning velocity and the 
Karlovitz stretch factor to enable a comprehensive assessment of auto-ignitive and turbulent 
burning regimes.  
The work of Montoya et al. [156] as well as the results of this study suggest that – alt-
hough not as straightforward as expected – it might be possible to establish a correlation 
between the critical compression ratio obtained by HCCI reactor simulations and classical 
fuel rating numbers, such as the methane number. Taking into account the findings of the 
present study, which show a correlation of the conditions at CRc with the associated regime 
of subsonic auto-ignition in - diagram, it could be of interest to investigate if a correlation 
with the methane number could be established by pairing the HCCI simulation with the - 
diagram. This method could supplement the classical methods in cases where they fail, for 
example, in the case of fuels with high shares of hydrogen and at the same time carbon 
monoxide. 
Finally, the findings of this study will have to be verified experimentally, either by de-
tailed combustion studies, or, more straightforward, by matching the - diagram with real 
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Appendix A: Reaction kinetics software 
With the release of CHEMKIN [159, 161] developed at Sandia National Laboratories 
in the 1980s, software for simulation of chemically reacting systems has been become read-
ily available. CHEMKIN is now maintained and commercially distributed as Chemkin-Pro 
by ANSYS and features simplified models for the simulation of internal combustion engines 
with detailed chemical kinetics, such as a spark ignition model as well as a single and multi-
zone HCCI engine models [188]. Additionally, it offers plug-in compatibility with other 
commercial engines simulation software suites, such as Gamma Technologies GT-Suite 
[188].  
Cantera [150] is an open source object oriented software package for simulating chemi-
cally reacting flows, which was initially developed by Prof. David G. Goodwin at the Cali-
fornia Institute of Technology and provides capabilities for modelling reactor networks and 
one-dimensional flames. It features conversion tools for importing chemical reaction mech-
anisms and fluid properties from the popular CHEMKIN format [159, 161], so that a wide 
range of reaction mechanisms from various research groups can be readily used. Cantera is 
applied for problems related to internal combustion engines (e.g., [21, 71, 90, 92, 149, 183–
186]). Cantera features easy-to-use interfaces to Python and Matlab and can be used in ap-
plications written in C/C++ and Fortran 90. It is developed by volunteers and licensed under 
a permissive 3-Clause BSD license, ensuring that the software will remain open source and 
available for all to use [176]. 
A more recent alternative is OpenSMOKE++, a general framework developed by the 
CRECK Modeling Lab at the Politecnico di Milano for numerical simulations of reacting 
systems with detailed kinetic mechanisms [189, 190]. The framework is written entirely in 




systems, for example, for the incorporation into multi-dimensional CFD codes [190] such as 
OpenFOAM through the OpenSMOKE++4OpenFOAM solvers [189]. The core functional-
ity of OpenSMOKE++ is basically identical to Cantera, however with improved perfor-
mance and stability as comparisons indicate [190]. OpenSMOKE++ is currently free for 
academic use [189].  
The Cloudflame [85] platform of the Clean Combustion Research Center at King Abdul-
lah University of Science and Technology offers a range of web-enabled tools for combus-
tion research across academia and industry which are based on a Cantera and OpenSmoke 
backend.  
A variety of other software programs for combustion kinetics intended for different pur-
poses is available as either open source or commercial software. A comprehensive overview 






Appendix B: Modules of the CoPa simulation toolbox 
B.1 Gas module 
The module gas_module.py is part of the CoPa core simulation package and is used to 
initialise the mixture of fuel, oxidiser and residual gas. The gas module builds upon the Can-
tera Solution class for chemically-reacting solutions and adds the processing for setting a 
defined mixture at a defined state including vapour control and the addition of residual gas 
with different compositions (wet/dry, equilibrium/frozen). For more details on the Cantera 
Solution class one can refer to the Cantera documentation [150] (https://cantera.org/). 
In order to define the solution object one has to provide a chemical reaction mechanism, 
as well as thermodynamic and transport data in Cantera’s .cti format. For converting CHEM-
KIN mechanism files into .cti format one can use the conversion tools provided with Cantera. 
The chemical mechanism file is specified in the simulation input file and must be available 
in the Cantera working directory. It is necessary that all species of the specified fuel and 
oxidiser are included in the mechanism file, otherwise an error will be thrown by Cantera.  
The gas module defines three independent Solution objects (pure air, pure fuel, exhaust 
gas) which are then mixed according to the specified fuel/air equivalence ratio and residual 
gas fraction (exhaust gas recirculation). The respective methods are organised in a class 
GasMix (see Table B-1). For specifying the mixture an instance of the class is created, han-
dling over the full parameter set which defines the mixture (fuel and oxidiser composition, 
equivalence ratio, temperature, pressure, ratio of exhaust gas recirculation,…) together with 
flags indicating how to compose the mixture (e.g., mole or mass fractions, dry or wet EGR, 
equilibrium or frozen state,…). The individual gas objects are then created by applying the 




It should be noted that all species in the mixture are supposed to be ideal gases and con-
densed or solid phases are not considered. The only correction is applied for water vapour, 
which will be removed from the gas phase in case the saturation pressure is exceeded. The 
saturation temperature and pressure are determined following the IAPWS formulation [168] 
and the according methods are organised in a class SteamProp (Table B-2). 
 
Table B-1: gas_module.py class GasMix 
Method Description Input Output 
AF_stoic Returns the stoichiometric 
air requirement of a given 
fuel 
Cantera Solution object 
representing fuel mix 
(gas phase) 
AF in mass and mole 
units 
ftemp_adiabatic Returns the adiabatic flame 
temperature of a given com-
bustible mixture 




fuel_heating value Returns LHV and HHV of a 
given fuel 
Cantera Solution object 
representing fuel mix 
(gas phase) 
LHV and HHV in mass 
and volume units 
mix_heating_value Returns LHV and HHV of a 
combustible fuel-air-mixture 
Cantera Solution object 
representing final mix 
(gas phase) 
LHV and HHV in mass 
and volume units 
set_fuel Initialises fuel as gas phase 
object with specified compo-
sition. 
Fuel composition, flag 
indicating mole or mass 
fractions  
Cantera Solution object 
representing the fuel 
(gas phase)  
set_unburned Initialises unburned gas 
phase mixture of fuel and 
oxidiser at specified equiva-
lence ratio. 
Fuel object, composition 
of oxidizer, equivalence 
ratio, flag indicating 
mole or mass fractions 
Cantera Solution object 
representing the un-
burned gas (gas phase) 
set_burned Initialises burned gas phase 
mixture in dry or wet chemi-
cal equilibrium or frozen 
composition at specified 
temperature.  
Cantera unburned gas 
object, temperature and 
pressure, flag indicating 
equilibrium or frozen 
composition, freeze tem-
perature, flag indicating 
wet or dry exhaust gas 
recirculation 
Cantera Solution object 
representing the burned 
gas (gas phase) 
set_mix Initialises final gas phase 
mixture of unburned and 
burned gas according to 
specified ratio of exhaust gas 
recirculation at specified 
temperature and pressure. 
Cantera unburned and 
burned gas objects, egr 
ratio, temperature and 
pressure flag indicating 
mole or mass fractions 
Cantera Solution object 
representing final mix 
(gas phase) 
_vapor_control Checks if saturation pressure 
of mixture is exceeded at 
given temperature and pres-
sure conditions. 
Cantera Solution object 
representing final mix 
(gas phase) 
Cantera Solution object 
representing final mix 
(gas phase) with water 





Table B-2: gas_module.py class SteamProp 
Method Description Input Output 
sat_press Returns saturation temperature 
according to IAPWS [168] at 
given pressure. 
Pressure  Saturation temperature  
sat_temp Returns saturation pressure ac-
cording to IAPWS [168] at 
given pressure. 
Temperature  Saturation pressure  
 
 
B.2 Simulation module 
The module sim_module.py is the core module of the CoPa toolbox and contains all sim-
ulation functions (Table B-3), that is, functions that define and solve a chemically reacting 
system, such as a reactor or a flame. The Cantera software package is used as solver. The 
simulation module is essentially a high-level interface to Cantera providing pre-defined 
functions for simulation of auto-ignition and laminar flame speed. The implemented simu-
lation functions are designed to work with the latest version 2.4.0 of Cantera. Additional 
general purpose solvers can be integrated using the SciPy open source tools for Python [191]. 
This is, for example, applied in the case of the root_finding function which uses Brent’s 
method for scalar root finding from SciPy version 1.2.1 (https://www.scipy.org/).  
All functions expect the mixture definition as a minimum input required to call the re-
spective functions from the gas module and retrieve a Cantera Solution object, which is 
needed to set up the reactor and flame calculations. Additional input can be necessary, such 
as the reactor geometry in the case of the HCCI reactor simulation. All simulation functions 
return at least a history of the simulation run, that is, time series for reactors or spatial steady 






The reactor functions use the Cantera ReactorNet class to define a reactor network con-
sisting of two identical reactors, of which one is a chemically inert baseline reactor. The full 
species history is returned for both reactors. This is especially useful for the HCCI reactor, 
where the pressure and temperature profiles of the chemically inert reactor serve as baseline 
for detection of ignition. The flame simulation function lam_flame defines and computes a 
freely propagating flame using Cantera’s composite domain FreeFlame class. For details on 
the Cantera classes one can refer to the documentation [150] (https://cantera.org/). 
 
Table B-3: sim_module.py functions 
Function Description Input Output 
equil_state Equilibrates mixture while 
holding temperature and 
pressure constant. Uses Can-
tera’s equilibrate method. 
Mixture definition Mole/mass fractions at 
chemical equilibrium 
gasprop Returns a set of gas proper-
ties, such as heating values 
and air-requirement by call-
ing the respective functions 
of the gas_module 
Mixture definition Mixture properties 
isochoric_reactor Simulates combustion in an 
adiabatic constant-volume 
reactor. Uses Cantera’s Re-
actor and ReactorNet class. 
Mixture definition  Reactor history including 
baseline (time, volume, 
temperature, pressure, heat 
release, enthalpy, internal 
energy, species,…) 
isobaric_reactor Simulates combustion in an 
adiabatic constant-pressure 
reactor. Uses Cantera’s Re-
actor and ReactorNet class. 
Mixture definition Reactor history including 
baseline (time, volume, 
temperature, pressure, heat 
release, enthalpy, internal 
energy, species,…) 
hcci_reactor Simulates combustion in an 
adiabatic piston reactor; a 
chemically inert reactor with 
same mixture is simulated as 
baseline. Uses Cantera’s Re-
actor and ReactorNet class. 
Mixture definition, ge-
ometry data of reactor 
(bore, stroke, compres-
sion ratio, rotational 
speed) 
Reactor history including 
baseline (time, crank an-
gle, piston speed, volume, 
temperature, pressure, heat 
release, enthalpy, internal 
energy, species,…) 
root_finding Finds the min. value of a tar-
get variable at which igni-
tion occurs in a reactor. Uses 
SciPy Brent’s method [191] 
Target variable and reac-
tor function to be applied 
Identified target value and 
corresponding reactor his-
tory 
lam_flame Simulates one-dimensional, 
adiabatic, freely propagating 
flame. Uses Cantera’s 
FreeFlame class. 




Flame speed and flame 
history (grid, temperature, 






B.3 Post processing module 
The module postproc_module.py comprises the post-processing functions which are ap-
plied once the simulation results are available. The functions (see Table B-4) are usually 
called by the processing script after simulation and applied directly to the results DataFrame, 
but the post-processing module is designed to be independent from the actual simulation 
routines, so that it can be accessed individually at any time. This allows for adding additional 
post-processing routines if required, without having to repeat the whole simulation run.  
 
Table B-4: postproc_module.py functions 
Function Description Input Output 
act_temp Calculates activation tem-
perature by evaluating the 
gradient of the logarithmic 
ignition delay time over the 
inverse temperature (Arrhe-
nius plot); applies a linear fit 
to the Arrhenius plot. 
Reactor history  Activation temperature 
E/R 
idx_extra Calculates ignition delay 
with extrapolation method 
Reactor history including 
baseline 
Ignition delay  
idx_thrsh Calculates ignition delay 
with threshold method 
Reactor history including 
baseline 
Ignition delay  
idx_diff Calculates ignition delay 
with the differentiate method 
Reactor history including 
baseline 
Ignition delay  
idx_max Calculates ignition delay 
with the maximum method  
Reactor history including 
baseline 
Ignition delay  
sankaran Evaluates the Sankaran cri-
terion 
Values of ignition delay 
in the range to be investi-
gated, hot spot radius and 
thermal gradient 
Pressure and temperature 
conditions at which Sanka-
ran criterion yields zero. 
tau_e Calculates excitation time; 
applies spline interpolations 
at lower bound of heat re-
lease curve. 
Reactor history  Excitation time 
xi-eps Determines the dimension-
less parameters ε and ξ. 
Values of ignition delay, 
excitation time and 
sound speed in the range 
to be investigated, hot 
spot radius and thermal 
gradient 
Dimensionless parameters 






B.4 Experiment generation and processing 
The modules of the simulation toolbox can be directly accessed from any Python script 
or shell such as an IPython console by importing the package into the namespace. However, 
for convenience pre-defined scripts for the generation of simulation input files and pro-
cessing of the simulations were developed using the Pandas package [177]. Pandas offers a 
convenient way of organising and analysing scientific data in a spreadsheet style, where each 
row corresponds to a single simulation run and the according data is arranged in the columns. 
In the same manner, time-series can be handled very efficiently.  
The simulation generation script copa_generator.py is used to generate a set of input 
parameters and store them in an input file for later processing. The input parameters are 
defined as dictionaries (pairs of keywords and the corresponding values) and stored in a 
Pandas DataFrame.  
Processing of the simulations is performed by a separate script copa_processor.py, so 
that the generation of simulation input files and the actual processing can be accomplished 
on separate machines (e.g., desktop computer and workstation). The simulation processing 
script loads the simulation input file into a Pandas DataFrame and performs the pre-pro-
cessing, main processing and post-processing steps. The main processing is handled by a 
multiprocessing pool using the pathos framework (version 0.2.3, https://pypi.org/project/pa-
thos/ [178, 179]). The number of parallel processes is determined automatically depending 
on the CPU cores available on the respective workstation or can be set individually by the 
user. For large calculation sets the computation can be split into chunks.  
The simulation results received from the multiprocessing pool are handled over to the 
post-processing step which calls the appropriate functions of the post-processing module. 
The simulation and post-processing results are then stored in a Pandas DataFrame for further 
processing.  
