In the development of memory-based models of automaticity, it is crucial to specify the nature of the memory representation. Seven experiments with 94 students use a counting task to determine whether a feature (i.e., identity, color, or orientation) is explicitly represented in memory. It is assumed that the degree of transfer to a pattern differing on one feature is determined by that feature's importance in supporting skilled performance. Experiment 1 determined the practice necessary to obtain automaticity. In Experiments 2a, 3a, and 4a, which investigated the nature of the representation after extended practice, changing neither the identity nor color of elements had strong effects on transfer, but changing pattern orientation did impair memory retrieval, thus suggesting that for the counting task, pattern orientation is more important than element identity or color. Experiments 2b, 3b, and 4b replicated these results after limited practice.
Memory-based models explain automaticity as a qualitative change in performance from algorithmic computation to memory retrieval. Logan's (1988a Logan's ( , 1988b Logan's ( , 1990 Logan's ( , 1992 instance theory is a special case of memory-based models that characterizes processing as a race between the algorithm and memory retrieval. In this article, instance theory is extended to account for the development and transfer of automaticity with nonsymbolic stimuli. More specifically, item specificity of transfer, predicted by memory-based theories, is tested. Also, the nature of the memory representation of an instance is investigated.
Instance theory relates automaticity to the acquisition of a domain-specific knowledge base, rather than the gradual decrease in consumption of some limited capacity. Each time a task is performed, a separate episodic trace (an instance) is stored in memory. With practice, more instances accumulate in memory, and thus it becomes more probable that the solution will be retrieved from memory before it is produced by the algorithm. Performance is automatic when it is based on single-step, direct-access memory retrieval rather than algorithmic computation.
Transfer of memory-based automaticity should be narrow, because learning is tied to specific examples studied during training. Beyond making explicit predictions regarding transfer of learning, memory-based automaticity leads to an interest in the underlying representation, which is deemphasized or ignored in other approaches to automaticity. Without understanding which aspects of the external stimulus are preserved in the memory representation, it is difficult to test the Mary E. Lassaline (now at Department of Psychology, University of Michigan) and Gordon D. Logan, Department of Psychology, University of Illinois.
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Correspondence concerning this article should be addressed to Gordon D. Logan, Department of Psychology, University of Illinois, 603 East Daniel Street, Champaign, Illinois 61820. predictions made by instance theory in particular and by memory-based models in general (or any model that relies on a notion of transfer in making predictions). How discrepant can a transfer item be from a learning item while still supporting memory retrieval? What exactly qualifies as narrow transfer?
In contrast to memory-based models, process-based explanations of automaticity (Anderson, 1982; Logan, 1978; suggest that it is the execution of a process that improves with practice and thus is responsible for improvements in performance, rather than the accumulation of instances. Process-based explanations, therefore, do not predict item-specific learning or narrow transfer.
As an alternative to a purely memory-based or process-based account, a combination of these two classes of models would offer an account of automaticity under which memory retrieval supports an improvement in a process by eliminating inefficient variations of that process (suggested in Logan, 1988a) . This possibility, not clearly articulated in the literature, will be discussed further here.
Although most of the research supporting process-based automaticity uses simple stimuli in a visual search task (Schneider & Fisk, 1984; Shiffrin & Dumais, 1981; , previous research exploring instance theory has used linguistic stimuli in symbolic tasks such as lexical decision and alphabet arithmetic (Logan 1988a (Logan , 1990 Logan & Klapp, 1991) . Both of these cases provide strong support for instance theory: The quantitative predictions described earlier were realized, and item-specific learning was demonstrated. However, the extent to which instance theory can account for nonverbal processes operating on nonlinguistic stimuli is as yet unclear. An ideal paradigm would involve a nonlinguistic task, one that is perhaps easier to understand than visual search.
A counting task, in which subjects are presented with visual patterns of discrete elements and asked to determine the numerosity of the elements, fits the above prescription, because it provides a way to separate memory-based and process-based automaticity on their predictions regarding item-specific learning and transfer. Perhaps more important, the counting task can be described by a simple algorithm that 561 can, in principle, be replaced by memory retrieval. From the perspective of instance theory, it is important that counting provides a clear, consensually agreed upon algorithm that predicts the linear increase in reaction time (RT) with an increase in elements to be counted. The counting algorithm is distinct from the memory retrieval process proposed by instance theory. Thus, distinguishing algorithmic computation from memory retrieval should be relatively easy.
The counting algorithm involves three component processes: (a) indexing the stimulus elements, (b) mapping a number from the number line to each element, beginning with 1 and ending with the number mapped to the last element in the set, and (c) producing a numerosity response consisting of the last number mapped. Counting initially requires serial spatial indexing and mapping (i.e., Pylyshyn, 1989) , in which a set of visible objects is placed in one-to-one correspondence with an internal representation of the number line. Each element of a display requires some amount of time to be processed; therefore, time to produce a numerosity response by spatial indexing should increase monotonically with the number of elements in a display. Previous research has shown that the increase is linear, with a mean slope of about 300 ms per item for displays of from 4 to 10 items (Chi & Klahr, 1975) .
Memory-based theories suggest that with repetition of a particular pattern and practice at determining its numerosity, presentation of that pattern should act as a cue for retrieval of the correct number from memory. With practice, the stimulus evokes memory retrieval, without counting. As more traces of a pattern and its corresponding numerosity accrue in memory, it becomes more probable that, upon presentation of the pattern, retrieval of its numerosity will occur before the counting algorithm has produced a solution. In this case, the slope of the function relating response latency to the number of elements in the display should flatten to an asymptotic level. If memory retrieval does preempt algorithmic computation in producing a response, and if visual stimulus processing and retrieval time are both comparable across level of numerosity (taking no more time to visually process or to retrieve the numerosity of an 11-element display than to visually process or to retrieve the numerosity of a 6-element display), then the slope of the function relating RT to the number of elements should decrease to zero over training blocks. It is not likely that retrieval time will vary with numerosity, but it is conceivable that as complexity of the visual display increases with numerosity, it may take longer to simply encode, at a very low level, the visual display. This would explain a reduction in slope to a nonzero number.
Memory-based models predict that with presentation of novel exemplars, any such practice effect should be eliminated and performance should regress back to an earlier level, because learning is item specific. The nature of the memory representation becomes important in the determination of just what qualifies as a novel exemplar. In our experiments, we used the following logic to investigate the nature of the representation. First, an attribute of the stimuli used during training (e.g., the shape of the elements composing each stimulus pattern) is isolated. The value of that attribute is changed (e.g., from circular to square) to create a novel set of stimuli that preserves everything but the isolated attribute (shape) of the training stimuli. If skilled performance in the task is disrupted such that it regresses to an unskilled level when the novel stimuli are presented in the transfer test, it can be assumed that the isolated attribute was somehow involved in the representation of the original training stimuli in memory. If performance with the novel stimuli remains at a practiced level, then there is no evidence that the isolated attribute is represented in the memory that supports skilled performance in this particular task. The importance of the attribute in the memory that supports skilled performance determines the degree of transfer to the novel stimuli. It is important to point out, though, that such a pattern of results is bound to the specific task or skill (numerosity judgments) and to the specific test of memory (transfer of skilled performance) used. The use of a different task (shape judgments) or memory test (old/new recognition) may paint a different picture of the representation of a training stimulus. Given that we are primarily interested in the memory that supports skilled performance, transfer of skill to performance with novel stimuli is the appropriate measure.
Our experiments used displays of 6 to 11 elements to eliminate the possibility of performing a counting task by subitizing (directly apprehending numerosity without counting). The upper limit of subitizing is typically found to be approximately 5 elements (Jensen, Reese, & Reese, 1950; Kaufman, Lord, Reese, & Volkmann, 1949; Mandler & Shebo, 1982) . It is possible that subpatterns within a pattern may be subitized, for example, the numerosity of a 12-element display could be determined by directly perceiving triads, and counting four such triads. Such a process may require less time than serially counting all 12 elements. Nevertheless, the number of groups to be counted should increase with numerosity, so RT should still increase (relatively linearly) with numerosity. We assume that the only ways to produce a response in the counting task are counting, remembering, and guessing. Guessing is reduced or eliminated by requiring a high degree of accuracy.
The experiments described below used this counting task. Experiment 1 demonstrated that automaticity can be developed by extended practice at the counting task. Experiments 2-A tested the item specificity of learning by presenting old and new items in a transfer test. In addition, these experiments addressed the representation issue by determining whether some feature of the visual pattern is explicitly represented in memory. Experiments 2a, 3a, and 4a examined the nature of the memory representation across extended practice. Experiments 2b, 3b, and 4b examined the nature of the memory representation at an intermediate stage of practice. In principle, instance theory predicts that the same results should be obtained regardless of the level of practice. We included two levels of practice in these experiments so that we could test that hypothesis and generalize our conclusions to a range of practice levels. Three features of the visual pattern that were investigated include the identity of each element of the display (Experiments 2a and 2b), the organization of the pattern into subgroups (Experiments 3a and 3b), and the spatial configuration of the pattern in the display screen (Experiments 4a and 4b).
Experiment 1
If automaticity is obtained with practice in the counting task, performance should become based entirely on memory retrieval. It should take no longer to respond to a pattern containing 11 elements than to a pattern containing 6, aside from any differences in the initial visual encoding and the response execution component of the RT, and thus the slopes of the function relating response latency to numerosity should be flat. Even if these slopes never completely flatten, they should reach asymptote at some point. Experiment 1 was conducted to determine the asymptotic level of performance.
1 Subjects completed 12 sessions of the counting task, using the same set of stimulus patterns across the 12 sessions, and then were transferred to novel patterns on a final session. Twelve sessions represent 192 exposures to each stimulus, which should be sufficient to produce automaticity (Logan, 1988a) . Transfer to new items on Session 13 tests the specificity of what was learned during automatization.
Method
Subjects. Four University of Illinois graduate students from the Psychology Department participated in 13 sessions of this experiment. They each received $50 for their participation.
Apparatus and stimuli. For each subject, 5 unique patterns were generated for each level of numerosity (6, 7, 8, 9, 10, and 11) , which led to a total of 30 unique random patterns per subject. Patterns were considered unique when they differed in the position of at least one element. For each pattern, the appropriate number of asterisks was randomly positioned in a 7 X 7 matrix, in the center of an Amdek 722 color monitor. The matrix was not shown on the screen; only the asterisks were displayed. Four sets of patterns were constructed. One set was used for each subject's 12 training sessions. Each set of 30 training patterns was assigned to a different subject to be used in the single transfer session. The constituent elements of each pattern, each 0.3 cm X 0.3 cm, were separated in width by at least 1 cm and in height by at least 1.4 cm, which produced an 8.1 cm X 10.5 cm matrix. IBM-AT personal computers were used to display the stimulus patterns, provide a numberpad on which to make numerosity responses, and collect responses and latencies. The keys on the numberpad marked 1, 2, 3, 4, 5, and 6 were designated to make the numerosity responses "six", "seven", "eight", "nine", "ten" or "eleven". (The numberpad was organized in three rows of three columns, with the 7, 8, and 9 keys on the top row, the 4, 5, and 6 keys in the middle row, and the 1, 2, and 3 keys on the bottom row.)
Procedure. To familiarize subjects with the mapping between numerosity response (6-11) and appropriate response key (1-6), we conducted a series of 60 practice trials. In each practice trial, a fixation point was presented in the center of the screen for 500 ms, followed by a single number selected at random from the range to be used in the experiment. The number remained on the screen until the subject made a response. The interval from the response to the onset of the successive trial was 1,500 ms. Each of the six numbers was presented 10 times during the course of the practice segment, which took approximately 5 min.
Following the practice trials, subjects completed the experimental trials. In each experimental trial, a fixation point was presented in the center of the screen for 500 ms and was followed by a random pattern of asterisks. The pattern remained on the display screen until a response was made on the numberpad; again, subjects were instructed to respond as accurately and as rapidly as possible. This was done to prevent guessing and to eliminate estimation of numerosity as an alternative means of performing the task (see Mandler & Shebo, 1982) . After making sure subjects clearly understood the task, we gave them four blocks of 120 training trials, and each block was followed by an optional break. Trials were blocked such that no pattern was repeated until all other patterns had been presented and were randomized within blocks. Before the practice trials, and again before the experimental trials, subjects were instructed to respond with the appropriate number as rapidly and as accurately as possible. Also, subjects were instructed to try not to look at the response keys, because the number appearing on the key (1-6) was inconsistent with the response (6-11).
In each session, each of the five training exemplars generated for each level of numerosity (6-11) was presented four times in each of four 120-trial blocks, for a total of 16 presentations per item. There were a total of 480 trials per session, which took approximately 40 min to complete.
Each subject completed 13 sessions of the counting task, and each session consisted of 60 trials of practice at making the keypad response to a displayed number followed by the 480 experimental trials. The first 12 sessions used a single set of 30 patterns for each subject, such that each subject received a total of 5,760 training trials, 192 trials of each training pattern. During Session 13 a different set of patterns was presented in a transfer test, which was preceded by a 60-trial practice phase. The patterns presented to each subject in the transfer test had been presented to a different subject as training patterns, such that each set of patterns was used for both training and transfer.
Results and Discussion
Mean accuracy scores across the 4 subjects for the 12 training sessions were as follows : .95, .96, .96, .97, .97, .97, .93, .96, .97, .96, .98, and .97 . Not one of the means across subjects or across sessions was significantly different from another. The mean accuracy for Session 13, during which a set of novel patterns was presented, was .96; again, this was not significantly different from the accuracy of any of the training sessions.
Slopes of the linear function relating response latency to numerosity were calculated for each session after averaging across trial block (1-16). Use of these slopes was justified by a significant linear trend in the response latency data. Two analyses of variance (ANOVAs) were conducted on response latencies: The first examined training response latencies for an effect of numerosity (6-11) and practice (Session 1-12); the second examined transfer response latencies for an effect of numerosity (6-11) and stimulus type (Sessions 1-12 vs. Session 13). The following pattern of results emerged: (a) Response latency increased with numerosity; (b) response latency decreased with training; (c) the increase in response latency with numerosity was smaller as training progressed; (d) response latency increased with numerosity at transfer as well as training; (e) response latency was higher for new transfer patterns than for old patterns; and (f) the increase in response latency with numerosity was smaller for old patterns than for new patterns. This pattern of results is consistent with analogous ANOVAs conducted on the slopes of the function relating response latency to numerosity, which show a decrease in slope with training and an increase in slope to an earlier level of training for new patterns at transfer. Given that both sets of analyses converge, for brevity, only the analyses involving slope are reported here. A table presenting RT as a function of numerosity and practice as well as ANOVA summary tables for the analyses of RT are presented in the Appendix. Goodness of linear fit in the response latency data is assessed in three ways: the proportion of treatment variance accounted for by the linear trend; the squared correlation between mean RT and numerosity; and the square of the correlation between raw RT and numerosity for each subject, averaged across subjects. These statistics are reported in Table 1 .
The linear fit is poorer in the latter case than in the second, because in the second case averaging before correlating reduces the variability in response latency across numerosity. In general, the fit is reasonably good, and thus we focus the remainder of the analysis and discussion on slopes. Slopes for the 13 sessions are presented in Figure 1 .
Performance reached asymptote after Session 3 following significant improvements in performance over the first two sessions. At transfer, performance regressed to the level displayed during Session 2, which is indicative of item-specific learning. An ANOVA revealed a significant main effect of session, F(12, 36) = 34.669, p < .01, MS e = 1,176.039. A post hoc analysis on the 13 average slopes was conducted, which involved Tukey's honestly significant difference (HSD) test of multiple comparisons and used the studentized range distribution, q (see Neter, Wasserman & Kutner, 1985, Note. Column A = squared correlation between mean reaction times (RT) and numerosity. Column B = average squared correlation between raw RT and numerosity. Proportion of treatment variance accounted for by linear trend in reaction time = .42. pp. 574-584) . In this and all following ANOVAs, the main effect of block on slope during training (and of trial type during transfer in Experiments 2-A, which used three types of transfer trials) was analyzed first and then tested post hoc for a linear decrease over trials (and post hoc contrasts were conducted on trial type in transfer for Experiments 2-4). In general, contrasts that did not yield significance post hoc would also have failed to yield significance even under the more powerful a priori method of contrast. Pairwise comparisons revealed no significant differences between Slope 13 (slope from the transfer session) and Slope 2; between Slope 2 and Slope 3; and between all slopes from Sessions 3 to 12. Slopes 1 (initial slope) and 13 (transfer) were significantly different, q(\3, 36) > 6.01, p < .01, MS e = 1,176.039, as were Slopes 1 and 2, q(\3, 36) > 5.08, p < .05, MS e = 1,176.039. In summary, (a) the initial slope was significantly greater than slopes from all other sessions; (b) the slope from the transfer session was significantly greater than the slopes from Sessions 3 to 12 but was not different from Slope 2; and (c) Slope 2 was significantly greater than the slopes from Sessions 4 to 12 but was not different from Slope 3.
Given that the slope of the linear function relating response latency to numerosity reached asymptote by Session 4, it seems safe to conclude that automaticity in the counting task had been obtained by that point. In accordance with instance theory, performance is automatic when it is based on memory retrieval, and the asymptotic slopes suggest that counting performance was clearly based on memory retrieval after the fourth session. Instance theory also suggests that performance may improve after it becomes automatic (i.e., automaticity is never complete; see Logan, 1985 Logan, , 1988a in that memory becomes even more efficient with further practice. Indeed, Logan (1992) analyzed the RT distributions at each numerosity level in each of the 12 training sessions and found substantial improvement in RT after the first four sessions. Logan interpreted this as indicating that memory became stronger with practice even after performance was based entirely on memory retrieval.
In addition, Logan (1992) performed several tests of the distributional assumptions of the instance theory on these data. First, he showed that the whole distribution of RTs decreases as a power function of practice, as instance theory predicts. Second, he fit Weibull distributions to the data and found that the RT distribution had the same shape over sessions, though its scale reduced as a power function of practice, as predicted by instance theory. Third, Logan tested the instance theory prediction that the shape of the retrieval time distribution determines the shape of the learning curve by comparing the exponent of the power function that described the reduction in RT (which determines the shape of the learning curve) to the reciprocal of the exponent of the Weibull distribution (which determines the shape of the retrieval time distribution). He found reasonable agreement between the exponent of the power function and the reciprocal of the exponent of the Weibull distribution. These analyses suggest that instance theory can provide an adequate account of performance changes that occurred during the training phase of this experiment. Regression of transfer performance to the level obtained during early training is particularly strong evidence of itemspecific learning given the high degree of practice in this task. The pattern of data from this experiment is consistent with the replacement of the initial algorithm-based performance by performance that is based on memory retrieval over the course of the first several sessions of the experiment. There was a significant change in slope even in the first session, which suggests that automatization was taking place. This provides the motivation for the remaining experiments, directed at clarifying the nature of the process that drives performance after both extended training and the initial session of the counting task, and the nature of the representation on which they operate.
Experiment 2a
Experiment 2a was conducted to test the notion that element identity is preserved in the representation of training patterns after extended training in the counting task. It is possible that as performance becomes driven by instance retrieval rather than by algorithmic processing, the identity of stimulus elements, although unimportant in the counting algorithm, may play a more important role in instance retrieval. This experiment used the same practice and training procedure used in Experiment 1, with the exception that training extended over four sessions rather than 12, as performance in Experiment 1 reached asymptote by the fourth session. Transfer was tested in a final session, as in Experiment 1, but three types of stimulus patterns were presented: patterns used during training (old/old); novel patterns seen only at transfer and constructed using different spatial arrangements of the same set of letters used during training (new/new); and patterns adhering to the same spatial arrangements as those experienced during training but each composed using a different letter from the set used during training (old/new). Refer to Figure 2 for an example of the three stimulus patterns used in this experiment. If element identity is not important for instance retrieval, then performance on old/new transfer patterns should be as good as performance on old/old training items. Alternatively, if element identity plays a role in instance retrieval, then performance on old/ new items should be worse than performance on the original training items and possibly as poor as performance with new/ new patterns. The degree of importance of element identity for instance retrieval will be reflected in the extent to which performance on old/new items resembles performance on new/new items.
Method
Subjects. Six University of Illinois undergraduates served as subjects. Each subject participated in five 45-min sessions and received $20 for his or her participation.
Apparatus and stimuli. The 90 patterns (30 training patterns, 30 novel transfer patterns, and 30 patterns using the same spatial arrangements as the training patterns but constructed with a different letter) were constructed as in Experiment 1, with the exception that all of the elements within a particular pattern were a single letter drawn from the set A, E, I, O, and U. In each set of 30 patterns (training, novel transfer, and old/new transfer), there was one pattern using each of the five letters at each of the six numerosity levels 6-11. Again, the training and old/new transfer patterns used the same 30 spatial arrangements but a different letter. The old in old/ new refers to the spatial arrangement of the elements for each old/ new pattern; the new refers to the single letter assigned to each location within a particular spatial arrangement. The spatial arrangement of the items in each novel transfer pattern was different from that in the training and old/new transfer patterns, and thus the letter assigned to each novel pattern was, by definition, also new to that pattern. An example of the stimulus patterns is displayed in Figure 2 . Patterns were displayed, and responses were collected, in the same manner as in Experiment 1. Procedure. Practice, training, and transfer trials were conducted in the same manner as in Experiment 1, with the exception that training occurred over only 4 sessions rather than 12 (60 practice trials with numbers but no patterns to count, 480 trials of the counting task at each training session), and the transfer session included three trial types (120 trials per each of the following types: old/old, old/new, and new/new).
In each training session, after 60 practice trials (10 at each numerosity level), each of the five training exemplars generated for each level of numerosity was presented four times in each of four 120-trial blocks, for a total of 16 presentations per item. The 60 practice trials and the 480 experimental trials took approximately 45 min to complete.
The final session included four 90-trial blocks, with one presentation of each of the 30 training, novel transfer, and old/new transfer patterns in each block.
Design. Session (1-4), level of numerosity (6-11), and type of transfer pattern (old/old, new/new, and old/new) were manipulated within subject.
Results and Discussion
Mean accuracy across the four training sessions and across the six levels of numerosity was .95. None of the means across subjects, sessions, and numerosity levels was significantly different from another.
Two ANOVAs were conducted on response latencies, as in Experiment 1: The first examined training response latencies for an effect of numerosity (6-11) and practice (Session 1-4); the second examined transfer response latencies for an effect of numerosity (6-11) and stimlus type (old/old, old/new, and new/new). Across training sessions, response latencies decreased with session and increased with numerosity, and the increase in response latency with a greater number of elements per pattern was lessened as training progressed across the four sessions. In other words, the slope of the linear regression function relating response latency to numerosity decreased with training. This pattern of results is consistent with analogous ANOVAs conducted on the slopes of the function relating response latency to numerosity, which show a decrease in slope with training and an increase in slope to an earlier level of training for new patterns at transfer. Given that both sets of analyses converge, for brevity, only the analyses involving slope are reported here. A table presenting RT as a function of numerosity and practice as well as ANOVA summary tables for the analyses of RT are presented in the Appendix. Goodness of linear fit in the response latency data is assessed in three ways: the proportion of treatment variance accounted for by the linear trend; the squared correlation between mean RT and numerosity; and the square of the correlation beween raw RT and numerosity for each subject, averaged across subjects. These statistics are reported in Table 2 .
In general, the fit is good; therefore the remaining analyses focus on slope. The average slope as a function of session is presented in Figure 3 .
The mean training slope from Session 1 was 373 ms per item, which dropped to 274 ms per item in Session 2, 195 ms per item in Session 3, and 109 ms per item in the final training session. There was a significant effect of session on training slope, F(3, 15) = 37.87,/7<.01,MS e = 30,106.Aposthoc analysis on training slopes was conducted with the Tukey HSD method of multiple comparisons. Pairwise comparisons revealed significant differences between Slopes 1 and 4, q(4, 15) > 4.08, p < .05, MS e = 30,106. suggesting that performance did improve with training.
At transfer, mean accuracy across numerosity levels (6-11) for the three stimulus types was as follows: old/old, .95; new/new, .95; and old/new, .96. None of the means across stimulus type and numerosity level was statistically different from another. Response latency for old/old patterns was faster than for old/new patterns, which were in turn faster than new/new patterns. Response latency increased with numerosity, and the increase in response latency with numerosity for old/old patterns was smaller than for old/new patterns, which were in turn smaller than new/new patterns, which suggests that slopes as well as response latencies decreased from new/new to old/new and old/old patterns. The slope for old/old patterns was 159 ms per item; for old/new patterns, 213 ms per item; and for new/new patterns, 374 ms per item. There was a significant effect of stimulus type of slope, F(2, 10) = 12.04, p < .05, MS e = 6,294. Post hoc contrasts using the Tukey HSD method revealed that slopes for old/old and old/new patterns were not significantly different from each other. q(3, 10) < 3.88, p > .10, MS e = 6,294, whereas the slopes of both types of old stimulus patterns (old/old and old/new) were significantly different from that for new/new patterns, <?(3, 10) > 3.88, p < .05, MS C = 6,294.
The results of this study are consistent with results from Experiment 1. Learning was item specific, because the improvement in performance obtained across training did not Note. Column A = squared correlation between mean reaction times (RT) and numerosity. Column B = average squared correlation between raw RT and numerosity. The proportion of treatment variance accounted for by linear trend was .28, .79, and .69 for Experiments 2a, 3a, and 4a, respectively. transfer to novel patterns. In addition, there was significant transfer to old/new patterns, which suggests that element identity is not important for item-specific learning in this task. The next experiment tests the importance of element identity for item-specific learning at an intermediate stage of practice. Again, the degree of importance of element identity for instance retrieval is reflected in the extent to which performance on old/new items resembles performance on new/ new items.
Experiment 2b
The results of Experiment 2a suggest that element identity is not a very important part of the representation of the training patterns after extended training in the counting task. In that experiment, performance on old/new transfer items (patterns adhering to the same spatial arrangements as those experienced during training but composed of novel letters) was almost as good as performance on old/old (training) items. Experiment 2b was conducted to test memory representation for the inclusion of element identity information at an intermediate stage of practice. If element identity is not important for item-specific learning, then performance on old/ new transfer items should be as good as on training items (old/old). If, in contrast, element identity is important for item-specific learning, then performance on old/new transfer items should be worse than that on the original training items and possibly as poor as performance with novel patterns constructed from different letters and different spatial arrangements than those used during training (new/new patterns). Old/new performance falling between old/old and new/new performance indicates that element identity has some importance for instance retrieval.
Method
Subjects. Twenty-four University of Illinois undergraduates served as subjects. Each subject participated in a 1-hr session, either for pay or for credit in an introductory psychology course. The data from 2 additional subjects were not used in any analyses because of experimenter error.
Apparatus and stimuli. The 90 patterns (30 training, 30 novel transfer, and 30 old/new transfer patterns) were constructed in the same manner as in Experiment 2a, with the exception that letters were drawn from the set [B, C, D, F, G, H, J, K, L, M, N, P, Q, R, S]. Five letters were randomly selected from this set for use in the training patterns; five different letters were selected for use in the novel transfer patterns; and for the old/new patterns, five letters that had not been used in the training patterns or in the novel transfer patterns were used, but these were arranged spatially in the same configuration as in the 30 original training patterns. The old in old/new refers to the spatial arrangement of the elements in the pattern; the new refers to the letter that was used to construct the pattern. The new/new patterns differed from the new/new patterns used in Experiment 2a, because the letters used in the new/new patterns in this experiment had not been used in either the old/old or old/new patterns. This difference is not relevant to the numerosity judgments made in each experiment, because in both experiments, each letter, old and new, was used at each numerosity level. In all, subjects saw 90 different patterns (30 throughout the 16 training blocks and at transfer, the same 30 with a different letter, and 30 new patterns only at transfer). Patterns were displayed, and responses were collected in the same manner as described in Experiments 1 and 2a.
Procedure. Practice, training, and transfer trials were conducted in the same manner as in the previous experiments (60 practice trials with numbers but no patterns to count and 480 trials of the counting task), with the exception that 90 trials were included in the transfer test at the end of the single session. There was one presentation of each of three types of transfer trials, with 30 patterns of each type. With training and transfer, subjects completed 570 trials (rather than 480 training trials at each session).
Design. Training block (1-16), level of numerosity (6-11), and type of transfer pattern (training pattern, old/old; novel pattern seen only at transfer, new/new; and the original training patterns with a new color configuration, old/new) were manipulated within subject.
Results and Discussion
The mean accuracy across the 16 training blocks was .93. At transfer, the mean accuracy for each type of pattern was as follows: old/old, .94; new/new, .94; and old/new, .94. There was no effect of practice or type of transfer trial on accuracy.
Two ANOVAs were conducted on response latencies, as in the multisession experiments: The first examined training response latencies for an effect of numerosity (6-11) and practice (Training Blocks 1-16); the second examined transfer response latencies for an effect of numerosity (6-11) and stimulus type (old/old, old/new, and new/new). The same pattern of response latency results described for previous multisession experiments was obtained in this single-session experiment, which justified an analysis of the slopes of linear regression functions relating RT to numerosity. This pattern of results is consistent with analogous ANOVAs conducted on the slopes of the function relating response latency to numerosity, which show a decrease in slope with training and an increase in slope to an earlier level of training for new patterns at transfer. Given that both sets of analyses converge, for brevity, only the analyses involving slope are reported here. A table presenting RT as a function of numerosity and practice as well as ANOVA summary tables for the analyses of RT are presented in the Appendix. Goodness of linear fit in the response latency data is assessed in three ways like it was in Experiments 1,2a, and 2b: the proportion of treatment variance accounted for by the linear trend; the squared correlation between mean RT and numerosity; and the square of the correlation between raw RT and numerosity for each subject, averaged across subjects. These statistics are reported in Table 3 .
The linear fit is poorer in the latter case than in the second, because in the second case, averaging before correlating reduces the variability in response latency across numerosity. In general, the fit is reasonably good, and so we focus the remainder of the analysis and discussion on slopes.
Unlike previous multisession experiments, two sets of slopes were calculated and analyzed: The first included mean RTs from all six numerosity levels (6-11), and the second dropped RTs from the endpoints (6 and 11). Analyses using the second set of slopes (of lines fit to mean RTs at 7, 8, 9, and 10 elements) were motivated by two concerns: First, patterns at the endpoints of the numerosity levels used in the present experiments may be more susceptible to strategy use during the single session, during which complete automaticity did not obtain; and second, data from the initial practice at making the keypad response to each number showed that response times to the numbers 6 and 11 were faster than response times to the remaining four numbers.
The results from both sets of analyses converged. The average slopes across training block and at transfer from the first set (including mean RTs from all six numerosity levels) are presented in Figure 4 . In the initial training block, the mean slope was 316 ms per item. The mean slope increased over subsequent training blocks, then decreased, dropping to 276 ms per item in the final block. There was a significant main effect of training block, F(15, 345) = 3.946,/? < .001, MS e = 10,499, and a significant linear decrease over training blocks, F(l, 23) = 14.178, p < .01, MS e = 27,880, which suggests that performance did improve with practice. The analysis of the second set of slopes, those calculated after dropping the RTs from the first and last numerosity levels, showed no effect of training block, F(15, 345) = 1.340, p = .18, MS e = 25,396, but the linear decrease over training blocks did approach significance, F( 1,23) = 3.663,/? = .07 MS e = 71,036.
At transfer, the slope of the function relating RT to numerosity (including RTs from all numerosity levels) was 266 ms per item for old/old patterns, 344 ms per item for new/new patterns, and 285 ms per item for old/new patterns. The ANOVA conducted on these transfer slopes revealed a main effect of type of transfer pattern, ms per item and 266 ms per item, respectively)-were not significant. The transfer slopes calculated after dropping RTs from the endpoints of the range of numerosity levels used in this task were 257 ms per item for old/old patterns, 356 ms per item for new/new patterns, and 276 ms per item for old/new patterns. These average slopes are very similar to those obtained when including RTs from all numerosity levels (266, 344, and 285 ms per item, respectively), yet analysis of transfer data from this second set of slopes revealed no main effect of transfer type, F(2, 46) = 1.353,/? = .27, MS e = 48,714. Because the mean slopes from this second set are comparable to those reported from the first set calculated using all numerosity levels, it is likely that the differences between old and new transfer patterns would approach significance with an increase in power. As in the analysis of the first set of slopes, there was no difference between initial slope and slope for new/new patterns at transfer (323 ms per item and 356 ms per item, respectively) nor was there a difference between final training slope and slope for old/old patterns at transfer (280 ms per item and 257 ms per item, respectively).
These results suggest that learning was item specific, because the improvement in performance obtained across training did not transfer to novel patterns. Also, good transfer to old/new patterns, which were composed of letters different from those experienced during training, confirmed the notion suggested in Experiment 2a that element identity is not important for item-specific learning in this task. The next two experiments test the notion that the organization of subgroups within a pattern is preserved in memory, along with the location of individual elements.
Experiment 3a
Is the organization of smaller patterns within each pattern preserved in an instance? Experiment 3a examined the role of subgroup configuration in representation by maintaining the overall pattern and identity of training exemplars at transfer but changing their constituent structure. This was accomplished using color to create perceptual groups. Grouping by color is an example of grouping by similarity, an idea dating back at least to the Gestalt psychologists (for a review of the Gestalt movement see Boring, 1950) . Previous research (Kahneman & Henik, 1981; Treisman & Gelade, 1980) suggested that color determines the perceptual organization of visual patterns. This experiment capitalized on this finding by training subjects on patterns composed of red and green elements, with grouping by color providing an intermediate level of structure to each pattern. This intermediate structure was then changed at transfer by changing the color configuration of the training patterns.
Each pattern was composed of a number of asterisks randomly colored either red or green, such that half of the components were one color and half were the other. As in our previous experiments, subjects were repeatedly presented with a number of such patterns, and we expected the improvements in performance described earlier.
On transfer to new patterns, memory-based theories predicted that performance would return to an earlier unpracticed level. In addition, a third type of transfer pattern was included in this experiment. The color of the elements of each training pattern was randomly reassigned (red or green) with the constraint that the color reassignment not be identical to the original color assignment, which thereby changed the color configuration of the pattern while preserving its spatial configuration. This experiment used the same practice, training, and transfer procedure that was used in Experiment 2a. Again, as in Experiment 2a, transfer was tested in a final session but with the following three types of stimulus patterns: patterns used during training (old/old); novel patterns seen only at transfer, which were constructed by using different spatial arrangements of asterisks (new/new); and patterns that adhered to the same spatial arrangements as those experienced during training but were composed of a different color configuration than the set used during training (old/ new). Refer to Figure 2 for an example of the three stimulus patterns used in this experiment. If the color configuration is preserved in memory, then performance on these old patterns with new color configuration should regress to an unpracticed level, along with that of the new transfer patterns. If the representation is organized in terms of groups, then a change in the constituent structure of the grouping should impair memory retrieval, which may be evidenced by poor performance on the old patterns with a different color assignment. Alternatively, if instances are not sensitive to color, then performance on these patterns should remain at the practiced level of performance on the original items. If a general procedure is being learned, such as that suggested by processbased theories, performance should show improvement independent of the type of transfer pattern. The degree of importance of color configuration for instance retrieval should be reflected in the extent to which performance on old/new items resembles performance on new/new items.
Method
Subjects. Six University of Illinois undergraduates served as subjects. Each subject participated in five 45-min sessions. These subjects were paid $20 for their participation.
Apparatus and stimuli. The 60 patterns (30 training patterns and 30 novel transfer patterns) were constructed in the same manner as in our previous experiments, with the exception that asterisks were used instead of letters. Half of the asterisks were red, and the other half were green (in the case of an odd number, half of the total number less one were one color, and the remaining were the other color). An additional 30 patterns were constructed for use in the transfer test, as in our previous experiments. For these patterns, the color configuration of each of the training patterns was randomly reassigned with the constraint that the color reassignment could not be identical to the original color assignment. The spatial positions were the same as those in the original 30 training patterns. Refer to Figure 2 for an example of the patterns used in this experiment. In all, subjects saw 90 different patterns (30 throughout the 16 training blocks and at transfer, the same 30 with a different color configuration, and 30 new patterns only at transfer). Patterns were displayed, and responses were collected in the same manner as in our previous experiments.
Procedure. Practice, training, and transfer trials were conducted in the same manner as they were in Experiment 2a; training occurred over four sessions (60 practice trials with numbers but no patterns to count and 480 trials of the counting task at each training session), and a single transfer session included three trial types (120 trials per type: old/old, old/new, and new/new).
In each training session, following 60 practice trials (10 at each numerosity level), each of the five training exemplars generated for each level of numerosity was presented four times in each of four 120-trial blocks, for a total of 16 presentations per item. The 60 practice trials and 480 trials took approximately 45 min to complete.
Design. Session (1-4), level of numerosity (6-11) and type of transfer pattern (old/old, new/new, and old/new) were manipulated within subject.
Results and Discussion
Mean accuracy across the four training sessions and across the six levels of numerosity was .93. None of the means across subjects, sessions, and numerosity levels was significantly different from any other.
As in our previous experiments, across training sessions response latencies decreased with practice and increased with numerosity, and the increase in response latency with number of elements per pattern was smaller as training increased across sessions. This pattern of results is consistent with analogous ANOVAs conducted on the slopes of the function relating response latency to numerosity, which show a decrease in slope with training and an increase in slope to an earlier level of training for new patterns at transfer. Given that both sets of analyses converge, for brevity, only the analyses involving slope are reported here. A table presenting RT as a function of numerosity and practice as well as ANOVA summary tables for the analyses of RT are presented in the Appendix. Goodness of linear fit in the response latency data is assessed in three ways: the proportion of treatment variance accounted for by the linear trend; the squared correlation between mean RT and numerosity for each subject, averaged across subjects. These statistics are reported in Table  2 . In general, the fit is reasonably good, and thus we focus the remainder of the analysis and discussion on slopes. Again, the slope of the response latency function decreased with training. The average slope as a function of session is presented in Figure 5 .
The mean slope from Session 1 was 368 ms per item, which dropped to 179 ms in Session 2, 123 ms in Session 3, and 71 ms in Session 4. In the analysis of training slope, session was significant, F(3, 15) = 13.20, p < .01, MS e = 7,611. Post hoc Tukey pairwise comparisons revealed significant differences between Slope 1 and Slopes 2-4, q (4, 15) > 5.25, p < .01, MS e = 7,611, and no differences between Slopes 2, 3, and 4, q(4, 15) < 4.08, p > .05, MS e = 7,611, which suggests that performance had reached asymptote by Session 4.
At transfer, mean accuracy across numerosity level (6-11) for each stimulus type was as follows: old/old, .93; new/new, .91; and old/new, .95. None of the means across stimulus type and numerosity level was significantly different from any other. Response latency was highest for new/new patterns, followed by that for old/new and old/old patterns, and re- sponse latency increased with numerosity. Again, response latency slopes decreased from new/new to old/new patterns and from old/new to old/old patterns. The slope for old/old transfer patterns was 72 ms per item; for old/new patterns, 118 ms per item; and for new/new patterns, 307 ms per item. The effect of stimulus type on slope was significant, F(2, 10) = 15.98, p < .01, MS e = 5,841. Tukey post hoc contrasts revealed that slopes for old/old training patterns and old/new transfer patterns were not significantly different from each other, <?(3, 10) < 3.88, p > .05, MS e = 5,841, whereas the mean slopes for both old/old and old/new patterns were significantly different from the mean slope for new/new patterns, q(3, 10) > 3.88, p < .05, MS e = 5,841.
The results of this study are consistent with results from our previous experiments, in that learning was item specific, because the improvement in performance obtained across training did not transfer to novel patterns. Also, good transfer to old/new patterns suggests that organization in terms of color is not preserved in the representation of an instance.
Experiment 3b
The results of Experiment 3a suggest that organization of a pattern in terms of color is not preserved in the representation of an instance. In this experiment, performance on old/new transfer items (patterns adhering to the same spatial arrangements as those experienced during training but having a novel color configuration) was as good as performance on old/old (training) items. Experiment 3b was conducted to replicate this finding at an intermediate stage of training in the counting task. Again, as performance becomes driven by instance retrieval rather than by algorithmic processing, the identity of stimulus elements, although unimportant in the counting algorithm, may play a more important role in instance retrieval.
The same hypothesis tested in Experiment 3a is tested here: If the representation of an instance is organized in terms of groups, with perceptual groups created by color, then performance on old patterns with a different color assignment (old/new) should be poor, because a change in the constituent structure of the grouping (changing the color assignment for old/new patterns) should impair memory retrieval. Alternatively, if color configuration is not preserved in the representation of an instance, then performance on old/new patterns will remain at the practiced level of performance on the original old/old items. If performance is driven by learning a general procedure, rather than by instance retrieval, then performance should be equally good for all types of transfer patterns. The degree of importance of color configuration for instance retrieval should be reflected in the extent to which performance on old/new items resembles performance on new/new items.
Method
Subjects. Twenty-four University of Illinois undergraduates served as subjects.
2 Each subject participated in a 1-hr session, either for pay or for credit in an introductory psychology course.
Apparatus and stimuli. The 90 patterns (30 old/old training patterns, 30 new/new novel transfer patterns, and 30 old/new patterns using spatial configuration of the old/old training patterns but with a different color configuration) were constructed in the same manner as in Experiment 3a. Patterns were displayed, and responses were collected in the same manner as in our previous experiments.
Procedure. Practice, training, and transfer trials were conducted in the same manner as in previous single-session experiments (60 practice trials with numbers only and no patterns to count, 480 counting trials, and 90 transfer trials, 30 each of old/old, new/ new, and old/new patterns). With practice, training, and transfer, subjects completed 570 trials.
Design. Training block (1-16), level of numerosity (6-11), and type of transfer pattern (old/old, new/new, and old/new) were manipulated within subject.
Results and Discussion
The mean accuracy across the 16 training blocks was .94. At transfer, the mean accuracy was .94 for old patterns, .92 for novel patterns, and .94 for old patterns with a new color configuration. None of the numbers was significantly different from any other.
As in the preceding experiments, RT data were analyzed by calculating the slopes of linear regression functions relating RT to numerosity, justified by the pattern of response latencies. A table presenting RT as a function of numerosity and practice as well as ANOVA summary tables for the analyses of RT are presented in the Appendix. Goodness of linear fit in the response latency data is assessed in three ways: the square of the correlation between raw RT and numerosity for each subject, averaged across subjects; the squared correlation between mean RT and numerosity; and the proportion of treatment variance accounted for by the linear trend. These statistics are reported in Table 3 .
Two sets of slopes were calculated and analyzed. The first included mean RTs at all numerosity levels (6-11). The second was calculated after dropping RTs from the endpoints, 6 and 11, and was motivated by a concern that performance in this single session may be more susceptible to strategy-use given that complete automaticity does not obtain in a single session. Results from the two training analyses converged. The original set of slopes and analysis are reported first. The average slopes across training block and at transfer are presented in Figure 6 . In the initial block, the mean slope was 380 ms per item, dropping to 282 ms per item in the final block. The main effect of training block was significant, F(15, 345) = 1.948,/? < .05, MS e = 9,408. A linear contrast analysis conducted on training slopes showed a significant effect of training block (1-16), F(l, 23) = 7.032, p < .05, MS e = 28,929, which suggests that performance did improve with practice.
At transfer, the slope was 286 ms per item for old patterns, 315 ms per item for novel (new/new) patterns, and 284 ms per item for training patterns with a new color configuration (old/new). An ANOVA was conducted on transfer slopes with type of transfer pattern (old/old, new/new, old/new) as a factor. The main effect of type of transfer pattern was not significant, F(2, 46) < 1, p = .48, MS e = 9,794, which revealed that there were no significant differences between any of the transfer slopes. Two additional contrastsbetween initial slope (Block 1) and slope for new patterns at transfer (380 ms per item and 315 ms per item, respectively) and between final training slope (Block 16) and slope for old patterns at transfer (282 ms per item and 286 ms per item, respectively)-were not significant.
Slopes calculated using the second set of slopes, calculated from the 7, 8, 9, and 10 numerosity levels, ranged from 456 ms per item in the initial training block to 237 ms per item by the final training block. The main effect of training block approached significance, F(15, 285) = 1.620, p = .07, MS e = 28,427. A linear contrast analysis showed a significant effect of training block, F(l, 19) = 6.175, p < .05, MS e = 51,707. At transfer, the latency slopes were 199 ms per item (old/old), 366 ms per item (new/new), and 215 ms per item (old/new). An ANOVA was conducted on transfer slopes with type of transfer pattern as a factor. In contrast to the first analysis (using slopes calculated from numerosity levels 6-11), there was a significant effect of type of transfer pattern, F(2, 38) = 5.931, p < .01, MS e = 28,865. Tukey post hoc contrasts revealed a significant difference between the new patterns (new/new) and the old patterns (old/old and old/new), q(3, 38) > 3.49, p < .05, MS e = 28,865, but no statistical difference between the two types of old patterns. The same two additional contrasts presented for the analyses of the original set of slopes-between initial slope (Block 1) and slope for new patterns at transfer (456 ms per item and 366 ms per item, respectively) and between final training slope (Block 16) and slope for old patterns at transfer (237 ms per item and 199 ms per item, respectively)-were not significant. These results suggest that learning was item specific, because the improvement in performance did not transfer to novel patterns. Performance on these novel patterns was not statistically different from initial performance, although the difference in mean slope between the initial training block and new patterns at transfer was perhaps too large to ignore (90 ms per item). Good transfer to old/new patterns suggests that organization in terms of color is not preserved in the representation of an instance; taken with the results of Experiments 2a, 2b, and 3a, so far only spatial location of the individual elements composing each pattern seems to be maintained in memory, but not identity or color. Experiments 4a and 4b addressed a third aspect of representation, the organization of the pattern as a whole. Changing the orientation of training patterns at transfer changes the organization of a pattern as a whole but maintains the relations among the component parts (Rock, 1973) .
Experiment 4a
This experiment is motivated by the idea that the representations of the patterns are held as whole units in visualspatial memory. This idea is tested by manipulating orientation, which is known to affect visual-spatial memory from the seminal work of Rock (1973) . He found that changing the orientation of familiar visual patterns impaired performance in tests of recognition memory. Experiment 4a assesses the necessity of preserving the spatial orientation of a pattern for supporting memory retrieval of a trained instance, in the same manner as the preservation of color configuration was assessed in Experiments 2a, 2b, 3a, and 3b. Training was conducted as in previous multiple-session experiments, and both trained (old/old) and new (new/new) items were presented for a transfer test. In addition, the third type of transfer pattern (old/new) was created by rotating each trained pattern 180° about its center, thereby preserving the spatial relations among the elements but changing the orientation of the pattern within the reference frame of the display. Examples of the three types of patterns are presented in Figure 2 . If instances are held in visual-spatial memory and thus are subject to manipulations that affect visual-spatial memory, then rotated (old/new) patterns should produce performance comparable to that of novel patterns. Old/new performance falling between old/old and new/new performance indicates that orientation has some importance for instance retrieval.
Method
Apparatus and stimuli. The 90 patterns formed of white asterisks (30 old/old training patterns, 30 new/new novel transfer patterns, and 30 old/new patterns formed by rotating each old/old training pattern 180° about its center) were constructed in the same manner as in the previous experiments. Patterns were displayed, and responses were collected in the same manner as they were in our previous experiments.
Procedure. Practice, training, and transfer trials were conducted in the same manner as in Experiments 2a and 3a. Training occurred over four sessions (60 practice trials with numbers but no patterns to count, 480 trials of the counting task at each training session), and one transfer session included three trial types (120 trials per type: old/old, old/new, and new/new).
In each training session, after 60 practice trials (10 at each numerosity level), each of the five training exemplars generated for each level of numerosity was presented four times in each of four 120-trial blocks, for a total of 16 presentations per item. The 60 practice trials and 480 trials took approximately 45 min to complete.
Results and Discussion
Mean accuracy across training session and numerosity was .94. None of the means across subjects, sessions, and numerosity levels was statistically different from any other.
The same pattern of results obtained in earlier experiments was exhibited in this experiment: (a) an increase in response latency with an increase in numerosity; (b) a decrease in response latency with an increase in training; and (c) a smaller increase in response latency with numerosity as training progressed. A table presenting RT time as a function of numerosity and practice as well as ANOVA summary tables for the analyses of RT are presented in the Appendix. Goodness of linear fit in the response latency data is assessed in three ways: the proportion of treatment variance accounted for by the linear trend, the squared correlation between mean RT and numerosity, and the square of the correlation between raw RT and numerosity for each subject, averaged across subjects. These statistics are reported in Table 2 .
As in previous multisession experiments, slope decreased with session, from 378 ms per item in Session 1 to 279 ms per item in Session 2, 182 ms per item in Session 3, and 106 ms per item in Session 4. The average slope as a function of session is presented in Figure 7 . The effect of session on training slope was significant, F(3,15) = 11.13, p < .01, MS e = 7,521. Tukey HSD post hoc contrasts revealed significant differences between Slopes 1 and 3, Slopes 1 and 4, and Slopes 2 and4, q(4,15) > 5.25,p < .01,MS e = 7,521, which suggests that the decrease in slope across sessions had reached asymptote by Session 3. Pairs of successive slopes were not significantly different from each other.
At transfer, there was a significant effect of stimulus type on accuracy, unlike in previous experiments, F(2,10) = 7.54, p < .05, MS e = 21.48, such that accuracy was greatest for old/old patterns (.96), followed by old/new patterns (.94), and then new/new patterns (.91). Neither numerosity level nor the interaction between numerosity and stimulus type was significant. The pattern of accuracies across stimulus type is consistent with earlier response latency results, in which latency is highest for new/new, followed by old/new, and then by old/old patterns. In this experiment, the effect of stimulus type on response latency was only marginally significant, F(2, 10) = 4.18, p < .10, MS e = 799,683, which suggests that accuracy, rather than response latency, was affected by stimulus type. Rather than slowing down on new/ new patterns, subjects suffered a decrease in accuracy. The effect of numerosity on response latency was again significant, F(5, 25) = 15.08, p < .01, MS e = 349,764, such that response latency increased with numerosity. The interaction 400' between stimulus type and numerosity was not significant.
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The slope of the response latency function for old/old patterns was 172 ms per item; for old/new patterns, 310 ms per item; and for new/new patterns, 375 ms per item. There was a marginally significant effect of stimulus type on slope, F(2, 10) = 3.65, p < .10, MS e = 17,641. Post hoc contrasts revealed that slopes for the two types of new patterns, old/new and new/new, were not significantly different from each other, q(3,10) < 3.88,/? > .05, MS e = 17,641. The difference between the mean slopes for both types of new patterns and old/old patterns was significant, q(3,10) > 3.88, p < .05, MS e = 17,641.
The results of this study are consistent with results from our previous experiments, in that learning was item specific, because the improvement in performance obtained across training did not transfer to novel patterns. When we changed the orientation of learned patterns, performance was impaired, which suggests that orientation of each pattern as a whole is important in memory.
Experiment 4b
The results of Experiment 4a suggest that the orientation of each pattern as a whole is preserved in the representation of an instance, because changing the orientation of learned patterns impaired performance. Experiment 4b was conducted to replicate this finding at an intermediate stage of training in the counting task. This experiment used the same practice, training, and transfer procedure used in Experiments 2b and 3b. Again, as in these experiments, transfer was tested in a final session, but the same three types of stimulus patterns used in Experiment 4a were presented: patterns used during training (old/old); novel patterns seen only at transfer (new/new); and patterns constructed by rotating each old/old training patterns 180° about its center (old/new). The same hypothesis tested in Experiment 4a is tested here, but at an intermediate stage of training: If instances are held in visualspatial memory, and thus are subject to manipulations that affect visual-spatial memory, then old/new rotated patterns should produce performance comparable to that of novel patterns. Old/new performance falling between old/old and new/new performance indicates that orientation has some importance for instance retrieval; old/new performance no different from old/old performance suggests that orientation plays no role in instance retrieval.
Method
Subjects. Twenty-four University of Illinois undergraduates served as subjects, participating either for pay or for credit in an introductory psychology course. Participation involved a single session that lasted approximately 1 hr. The data from 2 subjects were not included in any analyses, because these subjects performed at an error rate above the predetermined cutoff of 15%. These subjects were not replaced.
Apparatus and stimuli. The 30 old/old and 30 new/new patterns were constructed in the same manner as in Experiment 4a, such that all patterns were composed of white asterisks. Thirty old/ new patterns were formed by rotating each old/old training pattern 180° about its center. Patterns were displayed, and responses were collected in the same manner as described for previous experiments.
Procedure. Practice, training, and transfer tests were all conducted in the same manner as in the previous single-session experiments. There were three types of transfer patterns and thus a total of 570 trials (60 practice trials with numbers but no patterns to count, 480 training trials, and 90 transfer trials with dot patterns).
Results and Discussion
The mean accuracy across the 16 training blocks was .95. Accuracy for the three types of transfer patterns was as follows: old/old, .92; new/new, .92; and old/new, .92. The same pattern of response latency results described for previous experiments obtained in this experiment, justifying an analysis of the slopes of linear regression functions relating RT to numerosity. A table presenting RT as a function of numerosity and practice as well as ANOVA summary tables for the analyses of RT are presented in the Appendix. Goodness of linear fit in the response latency data is assessed in three ways: the proportion of treatment variance accounted for by the linear trend; the squared correlation between mean RT and numerosity; and the square of the correlation between raw RT and numerosity for each subject, averaged across subjects. These statistics are reported in Table 3 .
Two sets of slopes were computed and analyzed as in the previous single-session experiments, but in this case, there was a discrepancy between the two analyses regarding the transfer results. It is reasonable to believe that the discrepancy involves the use of the slopes calculated only from numerosity levels 7-10, as explained later. The analyses using the first set of slopes, calculated using all six levels of numerosity, are presented first.
The average slopes calculated using all numerosity levels, 6-11, across training block and at transfer, are presented in The results of the analysis of the training data using slopes calculated from the intermediate numerosity levels were consistent with the initial analysis of training data using slopes calculated from all numerosity levels. Slopes ranged from 438 to 270 ms per item. The main effect of training block approached significance, F(15, 315) = 1.537,/? = .09, MS e = 40,239, and there was a significant linear trend over training block, F(l, 21) = 4.915,/? < .05, MS e = 45,938.392. The discrepancy involved the transfer data. Transfer slopes calculated from the intermediate numerosity levels (7-10) were as follows: 277 ms per item for old/old patterns; 275 ms per item for new/new patterns; and 352 ms per item for old/new patterns. Comparisons between types of transfer items showed no difference between the old/old items and the new/ new items, F(l, 21) = 0.001, MS e = 1,282,076, nor between the old/new items and the other two types of items, F( 1, 21) = 2.772, MS e = 183,272, although this difference approached significance, p = .11.
It was rather surprising that in this case the slope for novel patterns was not only lower than that for training items that had been rotated but was also lower than that for the original training items that had each been presented 16 times in training. The validity of using slopes rather than actual RTs was checked in this case, as in other experiments, by analyzing the RT data for a linear trend over numerosity level. Whereas in all other cases the linear trend accounted for a significant amount of the variance in RTs, which justifies the use of slopes as a unit of analysis, in this case there were significant departures from linearity, F(4, 84) = 15.83, p < .05, MS e = 219,597.39. This suggests that any change in slope may not reflect a comparable change in RT. A 4 (level of numerosity, 7-10) X 3 (type of transfer pattern) ANOVA was conducted on the transfer RTs. There was a significant main effect of type of transfer pattern, F(l, 21) = 6.946, p < .05, M5 C = 65,084.961. Post hoc contrasts revealed that response times to new/new patterns were not significantly different from those to new/old patterns, F(l, 21) = 0.488, p = .493, MS e = 38,955.139, and response times to old/old patterns were significantly less than those to both new/old and new/new patterns, F( 1,21) = 8.493,/? < .01,MS e = 518,791.133.This pattern of results corresponds to that evidenced by the first analyses, using slopes computed from all numerosity levels, and is also consistent with the results of Experiment 4a. The slope for completely novel patterns is significantly higher than that for training patterns. The elevated slope for new/ new patterns in this second analysis (using only levels 7-10) may be considered anomalous (brought about perhaps by an elevated response latency to new/new patterns composed of seven elements), and the results of the first analyses are used in drawing conclusions.
As did the results of all of our previous experiments, these results suggest that learning was item specific, because the improvement in performance did not transfer to novel patterns. Performance on these novel patterns was not statistically different from initial performance. In addition, when we changed the orientation of learned patterns, performance was impaired substantially, which suggests that the orientation of the pattern as a whole was preserved in the memory representation.
General Discussion
This article began with two questions. First, can memorybased theories account for learning and transfer of automaticity with nonsymbolic stimuli? Second, what is the nature of the memory representation that underlies automatization? In this section, we discuss the answers that the experiments provide to each of these questions.
Memory-Based Account of Automaticity With Nonsymbolic Stimuli
Memory-based models of automaticity predict narrow transfer, because in this case, learning involves the storage of specific instances in memory, which, with practice, are directly retrieved rather than computed. The data from all seven of our experiments suggest item-specific learning, which is predicted by memory-based theories, because in all cases transfer performance on unstudied items, which were constructed in the same manner as learned patterns, was significantly slower than performance on the learned items.
In Experiment 1, performance reached asymptote by the fourth session, after significant improvements in performance over the first two sessions; and at transfer, performance regressed to the level displayed during the second session. These results suggest that automatic performance in the counting task had indeed been obtained and that this performance was instance-based. Experiment 1 demonstrated that the 50-100-ms-per-item reductions in slope seen in Experiments 2b, 3b, and 4b represent steps on the way to elimination of slope with further practice. In Experiments 2a, 3a, and 4a, slope was substantially reduced (109,72, and 106 ms per item, respectively). The same pattern of results was observed with intermediate and extended practice. This is consistent with the instance theory idea that automaticity effects depend on what is in memory, not on how much practice subjects have had. Apparently, subjects had acquired some representation of the stimuli in the single-session experiments, and that representation was not substantially different from what developed after four sessions of practice.
Nature of the Memory Representation Underlying Automatization
If the memory-based view is to gain acceptance as a theory of automaticity, a clearer understanding of the memory representation needs to be obtained. Representation should be an important issue for any theory of automaticity. Its importance is brought to the fore in memory-based theories.
It seems that the identity of individual elements within a stimulus pattern is not important in the memory representation, because there was transfer to old patterns with new elements in Experiments 2a and 2b. The spatial location of each element within the pattern is salient in the representation, though, because presenting patterns with a novel spatial configuration that nonetheless maintained the identity of elements from the training patterns negatively influenced performance (Experiments 2a and 2b) .
From Experiments 3a and 3b, we know that color is not important, because transfer performance on patterns that maintained the spatial organization of a pattern experienced during training, but displayed a novel color configuration, was almost as good as performance on the original patterns with the original color configuration. In comparing performance on the three types of patterns (old/old, old/new, and new/new), we find that the decrement in performance on new/new but not old/new patterns is consistent with the results of Experiments 2a and 2b. This suggests that spatial organization is represented in memory and, furthermore, that color is not represented. These findings should be interpreted with caution, though, because they are based on null results. Also, although our experiments provide no evidence that these particular manipulations of ideality and subgrouping are important, it is possible that stronger manipulations would have an effect (e.g., switching from small dots to large ones or switching from white-on-black to black-on-white to manipulate element identity; using displays in which colors lead subjects to arrange elements first by columns and then switching colors so that subjects are led to arrange elements by rows to manipulate subgrouping).
The lack of transfer to patterns that contained the same spatial relations among items but were rotated 180° in Experiments 4a and 4b suggests that the configuration of the pattern as a whole, in addition to the spatial location of individual elements in relation to each other, is important to the memory representation, because changing the orientation of the pattern as a whole interfered with memory retrieval. Again, as in our previous experiments, there was poor transfer to completely new patterns, which suggests that learning that occurred with practice was for the most part specific to items experienced during training.
Across these experiments, novel patterns at transfer pro-duced, in general, shallower slopes than those observed in the first block or first session. This positive transfer of learning to novel patterns can be accounted for in at least three ways. First, subjects may have simply learned to count faster. Second, new patterns may have been similar to training patterns on some attribute that caused training instances to be retrieved and used in making the numerosity judgment. The use of training instances during performance with novel patterns may have reduced RTs and slopes. Third, subjects may have used memory associations between elements of a pattern and digits on the number line to speed up their selection of the next item to count. Such associations may have then built a "path" through the pattern that became progressively easier as practice continued. These alternatives are suggested to emphasize that we do not claim that all learning is instancebased, but rather that much of it is. Although instance learning may not be the single mechanism driving performance, it is clearly important (see Logan, 1988a ).
In addition to positive transfer of learning to novel patterns, transfer was less than complete with changes in element identity and color and not completely absent with changes in orientation. The incomplete transfer with identity or color changes could be driven by identity or color information contained by certain training patterns. Identity or color information may have made a pattern more memorable. For example, a pattern constructed with the letter o as elements could have been shaped like that letter, or color may have been assigned to elements within a pattern such that all of the green asterisks were on the right side of the screen and all of the red asterisks were on the left. Changing the identity or color of these patterns may have affected transfer, although it may not have for other patterns. Similarly, transfer even with a change in orientation may have resulted for patterns that could be recognized independently of orientation (e.g., patterns that are horizontally and vertically symmetric). Alternatively, a pattern may have been encoded independent of orientation, perhaps by focusing on pairwise relations between elements.
Across these experiments, it becomes clear that the representation of an instance does not preserve all of the information present in the stimulus, but rather seems to be constrained by the nature of the task and by an attentional filter. Attributes important to the task are likely to be attended to and thus incorporated into the memory trace; less important attributes may be ignored and thus not incorporated into the trace. Instance theory assumes that encoding is an obligatory consequence of attention-that is, attention to an item or event causes it to be encoded into memory. The algorithm responsible for initial performance produces memory traces that eventually come to support performance without the algorithm, and it is the nature of the specific algorithm that determines to what the subjects attend. In this case, the counting algorithm involves three components: spatial indexing, mapping from the indexed element to an internal representation of the number line, and producing a response. The most likely candidates for focus of the attentional mechanism include the spatial position of each element in the display, its corresponding value on the number line, and the final value. Each of these corresponds to a component of the algorithm.
Neither the identity nor the color of the individual elements is in any way relevant to spatial position or numerical value (Experiments 2a and 2b, Experiments 3a and 3b), but a change in orientation of an entire pattern would indeed affect the first component, spatial indexing (Experiments 4a and 4b).
In the second component of the counting task, mapping each indexed element to an internal representation of the number line, subjects associate particular digits with particular elements in the display. When no elements remain to be indexed and mapped, the final digit counted is associated with the pattern as a whole. The former associations, element-to-digit, are not useful beyond leading to the next step of the algorithm, because element identity cannot predict numerosity. Element-to-digit associations, therefore, cannot replace the counting algorithm in producing a numerosity response. The latter pattern-to-digit associations, in contrast, can replace the counting algorithm by producing the same result, the numerosity of a pattern. Element-to-digit associations can, however, assist in the previous component of the counting task, spatial indexing. When an element is indexed and mapped to a digit on the number line, that digit may serve to prime the next digit to be mapped. The next digit, in turn, may serve to prime the element in the pattern that had in the past been mapped to it as the next element in the display to be indexed. In this manner, the counting algorithm could speed up because spatial indexing speeds up. Configurations of elements within a pattern can assist spatial indexing in the same manner as element-to-digit associations. In this sense, more than just the numerosity of a pattern is remembered, and thus something other than retrieving numerosity can speed up performance. Configurations of elements may be common even between training and novel transfer items, which suggests yet another way that performance can be driven by something other than retrieval of numerosity in its strictest interpretation (remembering a numerosity response; Barsalou, 1990) .
Instance theory may not be the only memory-based account of the data presented here. These data are consistent with memory-based theories that assume that the representation includes configurations of properties of the stimuli. Instance theories are clearly of this type, because they record the particular combination of properties to which subjects attend. Strength theories could be of this type, in principle, depending on how they are construed. Perhaps some sort of memory-assisted processing is responsible for performance in the initial session. Across Experiments 2b, 3b, and 4b, the pattern of initial learning is perhaps better characterized by some intermediate mechanism by which memory guides the visual scan path through the display. In this case, the pattern acts as a retrieval cue, not for the solution, but for the most efficient visual scan path through the display (Noton & Stark, 1971) . The retrieved path is item specific, which distinguishes this alternative from a purely process-based account. This would be indicative of an amalgam of process-and memory-based improvement, because memory retrieval is supporting the counting process by producing a learned visual path by which to index the array. Instead of a single transition from algorithmic computation to memory retrieval, the memory-assisted algorithm view suggests two transitions: one from the algorithm to memory-assisted algorithm and another, which occurs later in training, from memory-assisted algorithm to instance retrieval. First, subjects initially rely on an algorithm, and then by the end of the initial session, they use memory to help them execute the algorithm. Eventually, as performance becomes fully automatized, the algorithm is abandoned, and subjects rely on memory entirely. The notion of memory-assisted processing provides an interesting alternative to the original idea proposed by instance theory of two mechanisms, an algorithm and memory retrieval. A series of algorithms ultimately ending in memory retrieval is consistent with the broad conception of instance theory, though it may make the formal analysis much more difficult. More work is necessary to specifically test this possibility. Regardless of whether instance theory provides the only account, though, any account one offers must deal with the phenomenon of item-specific learning. If memory assists the counting algorithm, it assists only for patterns experienced during training. Memory-assisted algorithmic processing does not transfer to new patterns. Experiments 1, 2a, 2b, 3a, 3b, 4a, and 4b Effect 
