The partially observable hidden Markov model is an extension of the hidden Markov Model in which the hidden state is conditioned on an independent Markov chain. This structure is motivated by the presence of discrete metadata, such as an event type, that may partially reveal the hidden state, but itself emanates from a separate process. Such a scenario is encountered in keystroke dynamics whereby a user's typing behavior is dependent on the text that is typed. Under the assumption that the user can be in either an active or passive state of typing, the keyboard key names are event types that partially reveal the hidden state due to the presence of relatively longer time intervals between words and sentences than between letters of a word. Using five public datasets, the proposed model is shown to consistently outperform other anomaly detectors, including the standard HMM, in biometric identification and verification tasks and is generally preferred over the HMM in a Monte Carlo goodness of fit test.
Introduction
Time interval biometrics utilize the timestamps from a sequence of discrete events for the purpose of identification and verification. The sequence of time ily what was typed. In both scenarios, the user's typing behavior depends on the key sequence, which itself may or may not reflect user behavior.
Motivated by the above scenario, we introduce the partially observable hidden Markov model (POHMM), an extension of the hidden Markov Model (HMM) in which the hidden state is conditioned on an independent Markov chain of event types. Despite an explosion in the number of model parameters, parameter estimation can still be performed in time that scales linearly with the number of observations. Marginal distributions of the model act as a fallback mechanism when novel event types are encountered during likelihood estimation. A parameter smoothing technique is used to regularize the parameter estimates and account for missing or infrequent data. Using five public datasets, the proposed model is shown to consistently outperform other anomaly detectors, including the standard HMM, in biometric identification and verification tasks and is generally preferred over the HMM in a Monte Carlo goodness of fit test.
The rest of this article is organized as follows. Section 2 briefly describes keystroke dynamics as a behavioral biometric. Section 3 introduces the POHMM, followed by a simulation study in Section 4 and a case study of the POHMM applied to keystroke dynamics in Section 5. Section 6 reviews previous modeling efforts for latent processes with partial observability and contains a discussion.
Finally, Section 7 concludes the article. The POHMM is implemented in the pohmm Python package 1 .
Keystroke dynamics
Keystrokes are typically detected by a keylogger, a program that records the sequence of keyboard keys pressed and released on a desktop or laptop computer. The resulting sequence of timings comprise a user's keystroke dynamics, wherein each keystroke contains a press timestamp and release timestamp. On commodity hardware, key event timestamps are commonly recorded with mil-lisecond (ms) resolution, although the actual resolution is limited by the resolution of a global timer in the operating system kernel [2] . The global timer has a binning effect on the timestamps, as key press and release interrupts are handled only on the timer intervals. Despite this, the keystroke dynamics, which is thought to uniquely characterize an individual's typing behavior, can still be reliably detected, as the median time interval of the average typist (174 ms [1] )
is about an order of magnitude greater than that of the timer. On Windows, the default timer updates every 15.625 ms (64 Hz) [3] ; on Linux (X11) and Mac, a 10 ms (100 Hz) timer has traditionally been used [4] . The timer update rate varies greatly depending on system configuration and processing load.
As a behavioral biometric, keystroke dynamics enables low-cost and nonintrusive user identification and verification. Keystroke dynamics-based verification can be deployed remotely, often as a second factor to username-password verification. Some of the same attributes that make keystroke dynamics attractive as a behavioral biometric also present privacy concerns [5] , as there exist numerous methods of detecting keystrokes without running software on the victim's computer. Recently, it has been demonstrated that keystrokes can be detected through a wide range of modalities including motion [6] , acoustics [7] , network traffic [8] , and even WiFi signal distortion [9] .
Keystroke time intervals emanate from a combination of physiology (e.g., age, gender, and handedness [10] ), motor behavior (e.g., typing skill [1]), and higher-level cognitive processes [11] . A user's keystroke dynamics is also generally dependent on the typing task. For example, the time intervals observed during password entry are much different than those observed during email composition. For the purpose of biometric identification and verification, keystrokes are typically categorized by input type as follows 2 .
Fixed-text:
The keystrokes exactly follow a relatively short predefined sequence. The character sequence is known beforehand and entered without errors or corrections. This includes passwords, phone numbers, and personal identification numbers (PIN) without making corrections.
Constrained-text:
The keystrokes roughly follow a predefined sequence.
The character sequence is known beforehand, but typing errors and corrections are allowed. This includes case-insensitive passwords, passwords that were typed with corrections (i.e., including the Backspace key), or transcribed text. This type of input is used by some massively open online course (MOOC) providers in which the student must copy several sentences for the purpose of keystroke dynamics-based verification [12] .
Free-text: The keystrokes do not follow a predefined sequence. The character sequence is unknown beforehand and usually consists of at least several sentences. The keystrokes collected as part of an essay question in an online test would be considered long free-text.
Due to the keyboard being one of the primary human-computer interfaces, it is also natural to consider keystroke dynamics as a modality for continuous verification, in which a verification decision is made upon each new key pressed [13] . Continuous verification holds the promise of greater security, as users are verified continuously throughout a session beyond the initial login, which is considered a form of static verification. Being a sequential model, the POHMM is straightforward to use for continuous verification, in addition to identification and static verification.
Partially observable hidden Markov model
The HMM is a finite-state model in which observed values at time t depend on an underlying latent process [14] . At the n th time step t n , a feature vector x n is emitted and the system can be in any one of M hidden states, z n . Let x N 1 be the sequence of observed emission vectors and z N 1 the sequence of hidden states, where N is the total number of observations. The basic HMM is defined by the recurrence relation, 
The POHMM is an extension of the HMM in which the hidden state and emission depend on an observed independent Markov chain. The POHMM is defined recursively by the formula,
where Ω n and Ω n+1 are the observed event types at times t n and t n+1 , respectfully, and Ω N 1 form an independent Markov chain. The POHMM structure is shown in Figure 1 . The main differences from the HMM are that:
• The emission depends on both the unobserved hidden state and the observed event type.
• The hidden state depends on the previous and current observed event types in addition to the previous hidden state.
The event types come from a finite alphabet of size m. Figure 2: POHMM event types index a much larger state space. In this example, there are two hidden states and three event types. Given observed event type b at time 1, the system must be in one of the hidden states {1b, 2b}. The a observed at the next time step limits the possible transitions from {1b, 2b} to {1a, 2a}.
probabilities of being in each hidden state, hence the partial observability. The POHMM starting and emission probabilities can be viewed as an HMM for each event type, and the POHMM transition probabilities as an HMM for each pair of event types.
To illustrate this concept, consider a POHMM with two hidden states and three event types, where
At each time step, the observed event type limits the system to hidden states that have been conditioned on that event type, as demonstrated in Figure 2 . Beginning at time 1, given observed event type Ω 1 = b, the system must be in one of the hidden states {1b, 2b}.
Event type Ω 2 = a observed at time 2 then restricts the possible transitions from {1b, 2b} to {1a, 2a}. Generally, given any event type, the POHMM must be in one of M hidden states conditioned on that event type; therefore the state transitions, given the event types, have the same complexity as an HMM with an equal number of hidden states. Section 3.5 deals with situations where the event type is missing or has not been previously observed, in which case the marginal distributions (with the event type marginalized out) are used.
The POHMM parameters are defined similarly to the HMM, except all parameters are conditioned on the observed event type. Specifically, model parameters include π [j|ω], the probability of starting in state j given event type ω, and a [i, j|ψ, ω], the probability of transitioning from state i to state j, given event types ψ and ω before and after the transition, respectfully
be the emission distribution that depends on hidden state j and event type ω, The first and third problems are necessary for identifying and verifying users in biometric applications, while the second problem is useful for understanding user behavior. The rest of this section reviews the solutions to each of these problems and other aspects of parameter estimation, including parameter initialization and smoothing.
Model likelihood
The likelihood of an emission sequence, given the model parameters θ and the observed event type sequence Ω N 1 , is denoted by P (x
4 . In the HMM,
) can be computed efficiently by the forward procedure which defines a recurrence beginning at the start of the sequence. This procedure differs slightly for the POHMM due to the dependence on event types. Notably, the starting, transition, and emission parameters are all conditioned on the event type.
, the joint probability of emission sequence x n 1 and hidden state z n , given event type Ω n . Then, by the POHMM axiom (Equation 3), α n [z n , Ω n ] can be computed recursively by the formula,
where Equation 5 provides the initial condition. The modified forward algorithm is obtained by substituting the model parameters into Equations 4 and 5, where
and α n [j, ω] is the sequence obtained after substituting the model parameters.
The model likelihood is easily computed upon termination, since P (x
A modified backward procedure is similarly defined through a backwards
where β n [j, ω] is the sequence obtained after making the same substitutions.
Note that at each n, α n [j, ω] and β n [j, ω] need only be computed for the observed ω = Ω n , i.e., we don't care about event types ω = Ω n . Therefore, only the hidden states (and not the event types) are enumerated in Equations 4 and 9 at each time step. Like the HMM, the modified forward and backward algorithms both take O(M 2 N ) time to compute and can be stored in a N × M matrix.
Hidden state prediction
The maximum likelihood sequence of hidden states is efficiently computed using the event type-dependent forward and backward variables defined above.
First, let the POHMM forward-backward variable γ n [z n , Ω n ] ≡ P z n |Ω n , x N 1 , i.e., the posterior probability of hidden state z n , given event type Ω n and the Algorithm 1 Modified Baum-Welch for POHMM parameter estimation.
Initialization
Choose initial parameters θo and let θ ← θo.
Expectation
Use θ, x N 1 , Ω N 1 to compute αn [j|ω], βn [j|ω] , γn [j, ω], ξn [i, j|ψ, ω].
Maximization
Update θ using the re-estimation formulae (Eqs. 13, 15, 16) to getθ = π,ȧ,ḃ .
Regularization
Calculate marginal distributions and apply parameter smoothing formulae.
Termination
; else let θ ←θ and go to step 2.
be the estimate obtained using the model parameters, making the same substitutions as above. Then γ n [j, ω] is straightforward to compute using the forward and backward variables, given by
where ω = Ω n . The sequence of maximum likelihood hidden states is taken as,
Similar to α n [j|ω] and β n [j|ω], γ n [j, ω] can be stored in a N × M matrix and takes O M 2 N time to compute. This is due to the fact that the event types
are not enumerated at each step; the dependency on the event type propagates all the way to the re-estimated parameters, defined below.
Parameter estimation
Parameter estimation is performed iteratively, updating the starting, transition, and emission parameters using the current model parameters and observed sequences. In each iteration of the modified Baum-Welch algorithm, summarized in Algorithm 1, the model parameters are re-estimated using the POHMM forward, backward, and forward-backward variables. Parameters are set to initial values before the first iteration, and convergence is reached upon a loglikelihood increase of less than .
Starting parameters
Using the modified forward-backward variable given by Equation 11, the POHMM starting probabilities are obtained directly bẏ
where ω = Ω 1 and re-estimated parameters are denoted by a dot. Generally, it may not be possible to estimateπ [j|ω] for many ω due to there only being one Ω 1 (or several Ω 1 for multiple observation sequences). Parameter smoothing, introduced in Section 3.6, addresses the issue of missing and infrequent observations.
Transition parameters
In contrast to the HMM, which has M 2 transition probabilities, there are
, the probability of transitioning from state z n to z n+1 , given event types Ω n and Ω n+1 as well as the emission sequence. Substituting the forward and backward variable estimates based on model parameters,
for 1 ≤ n ≤ N − 1, ψ = Ω n and ω = Ω n+1 . The updated transition parameters are then calculated bẏ and Ω n+1 = ω, as the summand in the numerator equals 0 otherwise. As a result, the updated transition probabilities can be computed in O(M 2 N ) time, the same as the HMM, despite there being m 2 M 2 unique transitions.
Emission parameters
For each hidden state and event type, the emission distribution parameters are re-estimated through the optimization problem,
Closed-form expressions exist for a variety of emission distributions, including the log-normal. With the log-normal density defined as,
where η and ρ are the log-mean and log-standard deviation, respectively, emission parameter re-estimates are given bẏ
for hidden state j, given event type ω. Note that the estimates forη [j|ω] anḋ
where Ω n = ω.
Convergence properties
The modified Baum-Welch algorithm for POHMM parameter estimation (Algorithm 1) relies on the principles of expectation maximization (EM) and is guaranteed to converge to a local maximum. The re-estimation formula (Equations 13, 15, and 16) are derived from inserting the model parameters from two successive iterations, θ andθ, into Baum's auxiliary function, Q θ,θ , and maximizing Q θ,θ with respect to the updated parameters. Convergence properties are evaluated empirically in Section 4, and Appendix B contains a proof of convergence, which follows that of the HMM.
Parameter initialization
Parameter estimation begins with parameter initialization, which plays an important role in the BW algorithm and may ultimately determine the quality of the estimated model, as EM guarantees only locally maximum likelihood estimates. This work uses an observation-based parameter initialization procedure that ensures reproducible parameter estimates, as opposed to random initialization. The starting and transition probabilities are simply initialized as
for all i, j, ψ, and ω. This reflects maximum entropy, i.e., uniform distribution, in the absence of any starting or transition priors.
Next, the emission distribution parameters are initialized. The strategy proposed here is to initialize parameters in such a way that there is a correspondence between hidden states from two different models. That is, for any two models with M = 2, hidden state j = 1 corresponds to the active state and j = 2 corresponds to the passive state. Using a log-normal emission distribution, this is accomplished by spreading the log-mean initial parameters. Let
and
be the observed log-mean and log-variance for event type ω. The model param-eters are then initialized as
for 1 ≤ j ≤ M , where h is a bandwidth parameter. Using h = 2, initial states
], i.e., 2 log-standard deviations around the log-mean. This ensures that j = 1 corresponds to the state with the smaller log-mean, i.e., the active state.
Marginal distributions
When computing the likelihood of a novel sequence, it is possible that some event types were not encountered during parameter estimation. This situation arises when event types correspond to key names of freely-typed text and novel key sequences are observed during testing. A fallback mechanism (sometimes referred to as a "backoff" model) is typically employed to handle missing or sparse data, such as that used linguistics [15] . In order for the POHMM to handle missing or novel event types during likelihood calculation, the marginal distributions are used. This creates a two-level fallback hierarchy in which missing or novel event types fall back to the distribution in which the event type is marginalized out.
Let the probability of event type ω at time t 1 be π [ω], and the probability of transitioning from event type ψ to ω be denoted by a [ψ, ω]. Both can be computed directly from the event type sequence Ω N 1 , which is assumed to be a first-order Markov chain. The marginal π [j] is the probability of starting in hidden state j, in which the event type has been marginalized out,
where Ω is the set of unique event types in Ω N 1 .
Marginal transition probabilities are also be defined. Let a [i, j|ψ] be the probability of transitioning from hidden state i to hidden state j, given event type ψ while in hidden state i. The second event type for hidden state j has been marginalized out. This probability is given by
The marginal probability a [i, j|ω] is defined similarly by
Finally, the marginal a [i, j] is the probability of transitioning from i to j,
No denominator is needed in Equation 27 since the normalization constraints of both transition matrices carry over to the left-hand side. 
where Π [ω] is the stationary probability of event type ω. This can be calculated directly from the event type sequence Ω N 1 ,
Similarly, the marginal log-variance is a mixture of log-normals given by
Marginalized distribution parameters for normal emission is exactly the same.
Parameter smoothing
While the marginal distributions can be used to handle missing or novel data during likelihood calculation, parameter smoothing handles missing or infrequent data during parameter estimation. The purpose of parameter smoothing is twofold. First, it acts as a kind of regularization to avoid overfitting, a problem often encountered when there is a large number of parameters and small number of observations. Second, parameter smoothing provides superior estimates in case of missing or infrequent data.
For motivation, consider a keystroke sequence of length N . Including English letters and the Space key, there are at most 27 unique keys and 729 unique digrams (subsequences of length 2). Most of these will rarely, or never, be observed in a sequence of English text. Parameter smoothing addresses this issue by re-estimating the parameters that depend on low-frequency observations using a mixture of the marginal distribution. The effect is to bias parameters that depend on event types with low frequency toward the marginals, for which there exist more observations and higher confidence, while parameters that depend on event types with high frequency will remain unchanged.
Smoothing weights for the starting and emission parameters are defined as
where f (ω) = N t=1 δ (ω, Ω n ) is the frequency of event type ω in the sequence Ω N 1 . The POHMM starting probabilities are then smoothed bỹ
with smoothed parameter estimates denoted by a tilde, and emission parameters are smoothed byb
As N increases, event type frequencies increase and the effect of parameter smoothing is diminished, while parameters conditioned on infrequent or missing event types are biased toward the marginal. This ensures that the conditional parameters remain asymptotically unbiased as N → ∞.
The smoothing weights for transition probabilities follow similar formulae.
e., the frequency of event type ψ followed by ω in the sequence Ω N 1 . Weights for the conditional and marginal transition probabilities are defined as
where w ψ,ω + w ψ + w ω + w = 1. The smoothed transition matrix is given bỹ
In this strategy, the weight for the marginal a [i, j] is 0, although in other weighting schemes, w could be non-zero.
Simulation study
It is important for statistical models and their implementations to be consistent. This requires that parameter estimation be both convergent and asymptot- Letθ N be the parameters determined by the modified BW algorithm for an observed sequence of length N generated from a POHMM with true parameters
insensitive to the choice of θ o . As N increases, parameter estimation should be able to recover the true model parameters from the observed data. Four different scenarios are considered:
1. Train a POHMM (without smoothing) on POHMM-generated data.
2. Train a POHMM (with smoothing) on POHMM-generated data.
3. Train a POHMM (without smoothing) using emissions generated from an HMM and random event types.
4. Train an HMM using emissions from a POHMM (ignore event types).
Convergence is theoretically guaranteed for scenarios 1 and 2. The first scenario tests the POHMM implementation without parameter smoothing and should yield unbiased estimates. Scenario 2 evaluates the POHMM implementation with parameter smoothing, whose effect diminishes as N increases. Consequently, the smoothed POHMM estimates approach that of the unsmoothed POHMM, and results should also indicate consistency.
Scenario 3 is a POHMM trained on an HMM, and scenario 4 is an HMM trained on a POHMM. In scenario 3, the underlying process is an HMM with the same number of hidden states as the POHMM, and the observed event types are completely decorrelated from the HMM. As a result, the event types
do not partially reveal the hidden state. In this case, the POHMM marginal distributions, in which the event type is marginalized out, should converge to the HMM. Finally, scenario 4 simply demonstrates the inability of the HMM Simulation study results. In 1 and 2, a POHMM is trained on data generated from a POHMM; in 3, a POHMM is trained on data generated from an HMM (using random event types); in 4, an HMM is trained on data generated from a POHMM (ignoring event types).
to capture the dependence on event types, and results should indicate biased estimates. out, are asymptotically equivalent to the HMM. Finally, the HMM residuals, when trained on data generated from a POHMM, appear biased as expected when the event types are ignored. Similar results in all scenarios are seen for the transition probability residuals (not shown), and we confirmed that these results are insensitive to the choice of θ o .
Case study: keystroke dynamics
Five publicly-available keystroke datasets are analyzed in this work, summarized in Table 1 . The password, keypad, and mobile datasets contain short fixedtext input in which all the users in each dataset typed the same 10-character string followed by the Enter key: ".tie5Roanl" for the password dataset [16] and "9141937761" for the keypad [17] and mobile datasets [18] . Samples that contained errors or more than 11 keystrokes were discarded. The password dataset was collected on a laptop keyboard equipped with a high-resolution clock (estimated accuracy to within ±200 μs [2] ), while the timestamps in all other datasets were recorded with millisecond resolution (see discussion in Section 2 on timestamp resolution). The keypad dataset used only the 10-digit numeric keypad located on the right side a standard desktop keyboard, and the mobile dataset used an Android touchscreen keypad with similar layout. In addition to timestamps, the mobile dataset contains accelerometer, gyroscope, screen location, and pressure sensor features measured on each key press and release.
The fable dataset contains long constrained-text input from 60 users who each copied 4 different fables or nursery rhymes [19, 20] . Since mistakes were permitted, the keystrokes for each copy task varied, unlike the short fixed-text datasets above. The essay dataset contains long free-text input from 55 users who each answered 6 essay-style questions as part of a class exercise [20] . Both the fable and essay datasets were collected on standard desktop and laptop keyboards. For this work, the fable samples were truncated to each contain exactly 100 keystrokes and the essay samples to each contain exactly 500 keystrokes.
Each keystroke event contains two timing features,
where t P n and t R n are the press and release timestamps of the n th keystroke, respectively; τ n is the press-press time interval and d n is the key-hold dura- The POHMM parameters are determined using Algorithm 1, and convergence is achieved after a loglikelihood increase less than 10 −6 or 1000 iterations, whichever is reached first. As an example, the marginal key-press time interval distributions for each hidden state are shown in Figure 4 for two randomly se- reproduce the experiments in this article is available 5 .
Goodness of fit
To determine whether the POHMM is consistent with observed data, a
Monte Carlo goodness of fit test is performed. The test proceeds as follows.
For each keystroke sample (using the key-press time intervals only), the model parametersθ m are determined. The area test statistic between the model and empirical distribution is then taken. The area test statistic is a compromise between the Kolmogorov-Smirnov (KS) test and Cramér-von Mises test [21] ,
where P D is the empirical cumulative distribution and P M is the model cumulative distribution. The POHMM marginal emission density is given by where Π [j] is the stationary probability of hidden state j and Π [ω] is the stationary probability of event type ω. Using the fitted model with parameterŝ θ m , a surrogate data sample the same size as the empirical sample is generated.
Estimated parametersθ s are determined using the surrogate sample in a similar fashion as the empirical sample. The area test statistic between the surrogatedata-trained model and surrogate data is computed, given by A s . This process repeats until enough surrogate statistics have accumulated to reliably determine
The biased p-value is given by
where I (·) is the indicator function. Testing the null hypothesis, that the model is consistent with the data, requires fitting S + 1 models (1 empirical and S surrogate samples).
The test is performed for both the HMM and the POHMM for each user in the fable and essay datasets, using the key-press time intervals only. The resulting p-value distributions are shown in Figure 5 . The shaded area represents a 0.05 significance level in which the null hypothesis is rejected. In the fable dataset, the HMM is rejected for 45% of users, while the POHMM is rejected for 22% of users. The HMM is rejected for 100% of users in the essay dataset, and the POHMM is rejected for 40% of users. If the POHMM truly reflected typing behavior (i.e., the null hypothesis was actually true), the p-values would follow a uniform distribution shown by the dashed black line. In both experiments, the POHMM is largely preferred over the HMM.
Identification and verification
The POHMM can be used for both identification and verification. Given Identification accuracy (ACC) is measured by the proportion of correctly classified query samples. Verification performance is measured by the userdependent equal error rate (EER), the point on the receiver operating characteristic (ROC) curve at which the false rejection rate (FRR) and false acceptance rate (FAR) are equal. Each query sample is compared against every model in the population, only one of which will be genuine. The resulting loglikelihood is normalized using the minimum and maximum loglikelihoods from every model in the population to obtain a normalized score between 0 and 1. Confidence intervals for both the ACC and EER are obtained over users in each dataset, as in [16] . and latency between sets of keys, e.g., from consonants to vowels. For a complete list of features see [19, 22] . The feature extraction also includes a rigorous outlier removal step that excludes observations outside a specified confidence interval.
A hierarchical fallback scheme accounts for missing or infrequent observations.
The Manhattan anomaly detector uses the negative Manhattan distance to the mean template vector as a confidence score. For the scaled Manhattan detector, features are first scaled by the mean absolute deviation over the entire dataset. This differs slightly from the scaled Manhattan in [16] , which uses the mean absolute deviation of each user template. The global (over the entire Tables 2 and 3 , respectively, and ROC curves are shown in Figure 6 . The best-performing anomaly detectors in Tables 2 and 3 are shown in bold. The set of best-performing detectors contains those that are not significantly worse than the POHMM, which achieves the highest performance in every experiment. The Wilcoxon signed-rank test is used to determine whether a detector is significantly worse than the best detector, testing the null hypothesis that a detector has the same performance as the POHMM. A Bonferroni correction is applied to control the family-wise error rate, i.e., the probability of falsely rejecting a detector that is actually in the set of best-performing detectors [23] . At a 0.05 significance level, the null hypothesis is rejected with a p-value not greater than 0.05 4 since four tests are applied in each row. The POHMM achieves the highest identification accuracy and lowest equal error rate for each dataset. For 3 out of 6 datasets in both sets of experiments, all other detectors are found to be significantly worse than the POHMM.
Continuous verification
Keystrokes are continuously generated as a user interacts with a computer system, and in an intrusion detection scenario it is desirable to detect an impostor within as few keystrokes as possible. This differs from the static verification scenario in the previous section in which verification performance is evaluated over an entire session. Instead, continuous verification requires a verification decision to be made upon each new keystroke [13] .
Continuous verification is enforced through a penalty function in which each
new keystroke incurs a non-negative penalty within a sliding window. The penalty at any given time can be thought of as the inverse of trust. As behavior becomes more consistent with the model, the cumulative penalty within the window can decrease, and as it becomes more dissimilar, the penalty increases.
The user is rejected if the cumulative penalty within the sliding window exceeds a threshold. The threshold is chosen for each sample such that the genuine user is never rejected, analogous to a 0% FRR in static verification. An alternative to the penalty function is the penalty-and-reward function in which keystrokes incur either a penalty or a reward (i.e., a negative penalty) [24] . In this work, the sliding window replaces the reward since penalties outside the window do not contribute towards the cumulative penalty.
The penalty of each new event is determined as follows. The marginal probability of each new event, given the preceding events, is obtained from the forward lattice, α, given by Continuous verification performance is reported as the number of events (up to the sample length) that can occur before an impostor is detected. This is determined by increasing the penalty threshold until the genuine user is never rejected by the system. Since the genuine user's penalty is always below the threshold, this is the maximum number of events that an impostor can execute before being rejected by the system while the genuine user is never rejected.
An example of the penalty function for genuine and impostor users is shown in Figure 7 . The decision threshold is set to the maximum penalty incurred by the genuine user so that a false rejection does not occur. The average penalty for impostor users with 95% confidence interval is shown. In this example, the impostor penalties exceed the decision threshold after 81 keystrokes on average.
Note that this is different than the average imposter penalty, which exceeds the threshold after 23 keystrokes. For each dataset, the average maximum rejection time (AMRT) is determined, shown in Table 4 . The maximum rejection time (MRT) is the maximum number of keystrokes needed to detect an impostor without rejecting the genuine user. The MRT is determined for each combination of impostor query sample and user model in the dataset to get the AMRT. The POHMM has a lower AMRT than the HMM for every dataset, and less than half that of the HMM for free-text input.
Discussion
There have been several generalizations of the standard HMM to deal with hidden states that are partially observable in some way. These models are referred to as partly-HMM [25] , partially-HMM [26] , and context-HMM [27] .
The partly-HMM is a second order model in which the first state is hidden and the second state is observable [25] . In the partly-HMM, both the hidden state and emission at time t n depend on the observation at time t n−1 . The partly-HMM can be applied to problems that have a transient underlying process, such as gesture and speech recognition, as opposed to a piecewise stationary process that the HMM assumes [28] . Parameter estimation is performed by the EM algorithm, similar to the HMM.
Partially observable states can also come in the form of partial and uncertain ground truth regarding the hidden state at each time step. The partially-HMM addresses this scenario, in which an uncertain hidden state label may be observed at each time step [26] . The probability of observing the uncertain label and the probability of the label being correct, were the true hidden state known, are controlled by parameters p obs and p true , respectively. Thus, the probability of observing a correct label is p obs × p true . This model is motivated by language modeling applications in which manually labeling data is expensive and time consuming. Similar to the HMM, the EM algorithm can be used for estimating the parameters of the partially-HMM [26] .
Past observations can also provide context for the transition and emission probabilities in an HMM. Forchhammer and Rissanen [27] proposed the context-HMM, in which the transition and emission probabilities at time t n are conditioned on a function of the previous observations up to time t n−1 . The context-HMM has information theoretic motivations, with applications such as image compression [29] . Used in this way, the neighboring pixels in an image can provide context for the emission and transition probabilities.
There are two scenarios in which previous models of partial observability fall short. The first is when there is missing data during parameter estimation, such missing context, and the second is when there is missing or novel data during likelihood calculation. A possible solution to these problems uses the explicit marginal emission and transition distributions, where, e.g., the context is marginalized out. While none of the above models possess this property, the POHMM, described in Section 3, has explicit marginal distributions that are used when missing or novel data are encountered. Additionally, parameter smoothing uses the marginal distributions to regularize the model and improve parameter estimates.
The POHMM is different from the partly-HMM [25] , being a first order model, and different from the partially-HMM [26] , since it doesn't assume a partial labeling. The POHMM is most similar to the context-HMM [27] in the sense that emission and transition probabilities are conditioned on some observed values. Despite this, there are several important differences between the POHMM and context-HMM.
The hidden state of the context-HMM at time t n is dependent on the emissions up to time t n−1 , whereas the POHMM hidden state at time t n depends on observations from a separate process at times t n and t n−1 . This enables the POHMM to characterize system behavior that depends on an independent
Markov chain, which emanates from a completely separate process. Such a scenario is encountered in keystroke dynamics, whereby typing behavior depends on the text that is being typed, but the text itself is not considered part of the keystroke dynamics. This distinction is not made in the context-HMM, as the context is based on the previously-observed emissions. Additionally, the context-HMM, as original described, contains only discrete distributions and lacks explicit marginal distributions; therefore it is unable to account for missing or novel data during likelihood calculation, as would be needed in free-text keystroke dynamics.
Conclusions
This work introduced the POHMM, an extension of the HMM in which the hidden states are partially observable through an independent Markov chain.
Computational complexities of POHMM parameter estimation and likelihood calculation are comparable to that of the HMM, which are linear in the number of observations. POHMM parameter estimation also inherits the desirable properties of expectation maximization, as a modified Baum-Welch algorithm is employed. A case study of the POHMM applied to keystroke dynamics demonstrates superiority over leading alternative models on a variety of tasks, including identification, verification, and continuous verification. Given the ubiquity of timestamped events, other modalities of temporal behavior are of interest, and future work will explore the range of POHMM applications that extend beyond keystroke dynamics. 
Appendix B. Proof of convergence
The proof of convergence follows that of Levinson et al. [30] which is based on Baum et al. [31] . Only the parts relevant to the POHMM are described. Let 
