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The “Principle of Reduced Stability” says that the stability of bifurcating 
stationary or periodic solutions is given by the finite dimensional bifurcation 
equation obtained by the method of Lyapunov-Schmidt. To be more precise, the 
linearized stability is governed by the linearization of the bifurcation equation 
about the bifurcating branch of solutions and in particular by the signs of the real 
parts of the perturbation of the eigenvalues along this branch. This principle is true 
for simple eigenvalue bifurcation whereas it may be false for higher dimensional 
bifurcation equations. A condition for the validity of that principle is given. A 
counterexample shows that it cannot be dropped in general. 
We consider the nonlinear evolution equations 
$ + G(& u) = 0 
depending on a real parameter J in some real Banach space E. For all I E R 
(0.1) has a trivial equilibrium 
G(/l, 0) = 0. (0.2) 
The mapping 
G:RxD+E, (0.3) 
where D is a continuously embedded (dense) subspace of E, is assumed to be 
analytic in 1 and u in a neighborhood of (0,O). (For a more precise 
exposition of our hypotheses we refer to [6].) 
Let G,@, U) denote the partial Frechet derivative of G at (II, u) with 
respect to the norms in D and E. At the critical value 2, = 0 the trivial 
equilibrium loses its stability in the following sense: 
zero is an isolated semisimple eigenvalue of G,(O, 0) of 
multiplicity n, i.e., there are no generalized eigenvectors (0.4) 
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or 
flc, is an (isolated) semisimple eigenvalue of G,(O, 0) of 
mt ltiplicity n and there is no other eigenvalue of the form imlc,,, 
m an integer. (0.5 1 
(In the ! econd case we impose the conditions on G as in [5] or [7].) As is 
well known the first case leads to bifurcation of equilibria whereas the 
second ( ase leads to Hopf bifurcation of periodic orbits of (0.1). 
In this paper we do not want to pursue the question of existence but we 
investig: te the (linearized) stability of bifurcating solutions. From the point 
of view of applications it is desirable (and it is often assumed) that the 
stability of bifurcating stationary or periodic solutions can be decided by 
considering only the finite dimensional (n or 2n-dimensional, respectively) 
bifurcation equation obtained by the method of Lyapunov-Schmidt. To be 
more pr:cise, one wishes that the linearization of the bifurcation equation in 
the bifurcating branch itself gives its stability by the real parts of the eigen- 
value perturbations near zero. 
This “Principle of Reduced Stability” is true for n = 1 in the stationary as 
well as n the periodic case (see [ 1,2, 4, 6, 7, 121). It was an open question 
for n > 1. There are results of Sattinger [8] and Taliaferro 19, lo]. They 
impose, however, rather strong conditions which we refer to later. 
We tliink that the problem of “Reduced Stability” is settled now since we 
show by a counterexample that our hypothesis cannot be dropped in general. 
Furtherinore our condition is suitable for applications since it refers only to 
the tin te dimensional bifurcation equation in a bifurcating branch. 
MoreovN:r, only the lowest order term is involved which has to be known in 
all case:. when the branch is constructed with the aid of the implicit function 
theorem. If n > 1 the “Principle of Reduced Stability” may be false. It is true 
under tl e assumptions of Theorems 2 and 4, respectively. 
I. STATIONARY BIFURCATION 
We briefly sketch the method of Lyapunov-Schmidt in order to define our 
notatior . Let P, : E + N(G,(O, 0)) be the eigenprojector and P, = Z - P,. 
Then G& U) = 0 is equivalent o 
P,G@,v+w)=O, P,u=v, 
P,G(A,v+w)=O, P,u=w. 
(l-1) 
The second equation is solved by the implicit function theorem yielding 
w = w(A, v), w(L, 0) = 0, (1.2) 
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and the resulting equation 
#(A, v) = P, G(4 v + ~$4 v)) = 0, #(J, 0) = 0 (1.3) 
is called the bifurcation equation for (A, V) in a neighborhood of (0,O) in the 
n-dimensional space P, E = N(G,(O, 0)) (see [ 61, e.g. The second equation in 
(1.1) has to be considered for w E P, E n Il.) 
Let (A(s), U(S)), U(S) = u(s) + w(s), be any branch of solution of 
G(A, u) = 0 satisfying (A(O), u(0)) = (0,O). Throughout we assume that it 
depends analytically on the parameter s. The question of “Reduced Stability” 
can be asked in the following way: 
Is the linearized stability of U(S) considered as a stationary solution of the 
original evolution equation 
$ + G(l, u) = 0 
the same as the linearized stability of v(s) = P, U(S) considered as a 
stationary solution of the n-dimensional system 
dv 
z + qq, v) = O? (1.5) 
If one wishes to find the answer one is led to study how the eigenvalues of 
G,(O, 0) as given by (0.4) or (0.6) perturb for 
and for 
T(s) = G,,(W)> 4s)) (I.61 
R(s) = 4”W)9 v(s)) (1.7) 
near zero. For n = 1 the problem is settled: The first two nonvanishing terms 
of the simple eigenvalue xpansion of T(s) and of R(s) at zero are identical 
[61. 
We shall show by a counterexample that, in general, for n > 1 the stability 
properties of U(S) and P, U(S) = v(s) considered as solutions of (1.4) and 
(1.5), respectively, can be different. Nevertheless there is a class of problems 
allowing a positive answer. Let 
Ei = P,E, Tij(S) = Pi T(s) Pi, i, j = 1, 2, 
and then T(s) : E, 0 (E2 n 0) --+ E, @E, is given by the matrix 
T,,(s) T,*(s) 
T*,(s) T,*(s) 
U-8) 
(1.9) 
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T,,(O) = 0, T,,(O) = 0, T,,(O) = 0. (1.10) 
Since T2 L(O) is an isomorphism from E, n D -+ E, the same holds for T&) 
when s is near zero. 
The eigenvalue problem of T(s) leads to the study of 
T(s) -PI= ( 
T,,(s) -PZ, T,,(s) 
T 
21 
(s) i Tn(s) - ~1, ’ 
where Z, I,, I, are the identities in E, E,, E,, respectively. Multiplying (1.11) 
from the left by the invertible operator 
( 
1, -T&)(T&) -&-’ 
0 I* 1 
(1.12) 
(for small ],u]) we obtain 
i 
l’ll(s) -PI, - T&P’&) -W-’ T,,(s) 0 
Tds) T,,(s) - ~1, 
. (1.13) 
The critical eigenvalues of T(s) near 0 therefore satisfy the equation 
WT,,(s) -Ml - T&&%s) -&-’ L(s)) = 0. (1.14) 
Since 
(Tz2(s) -,uZJ’ = f ,u”T~~(s)-(“+‘) (1.15) 
u=o 
Eq. (1.14) is transformed into 
I$, s) =det(T,,(s) -pZ, - TIT(s) 2 p”T22(s)-(“t’) T,,(s)) = 0. (1.16) 
v=o 
This is ;n analytic equation for the real variable s and the complex variable 
,u. All SC lutions emanating at (0,O) are given by Puiseux series which in turn 
are give 1 in lowest terms by Newton’s diagram (see [6, 111, e.g.). 
Sin :e (1.16) has the dominating term (- 1)” ,u” and since T,*(s) T& - ’ 
T,,(s) = O(s*) (see 1.10) it suffices to consider the following function in 
order to study the lowest (determining) terms of the critical eigenvalues near 
zero : 
n-l 
h(u, s) = det T,,(s) -,uZ, - c p”B,(s) = 0 (1.17) 
u=o 
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with B,(s) = T&J) TJs)-(“+‘) T,,(s). Observe that 
B”(S) = O(sZ) for ~20. (1.18) 
Now we investigate the eigenvalues of R(s) near zero, 
Since P,G(A, v + w(A, u)) = 0 we get 
W,(h v) = -[P,G,(A, u + w(A, u)) P,] -’ P, G,(./.) I’, 
and therefore (u(s) + w@(s), u(s)) = U(S)), 
The critical eigenvalues JI of R(s) satisfy 
g(p, s) = det(T, ,(s) - ~1, - B,(s)) = 0. (1.20) 
We have simply to compare the zeros emanating at (0,O) of the two 
functions h@, s) and g@, S) as given by (1.17) and (1.20). Before stating our 
main theorem we briefly refer to the results in [8, lo]: There it is assumed 
that 
T,,(s)= O(sk) [8] or T,,(s) = Wk) [ 101 (1.21) 
for i = 1,2. This implies 
B”(S) = o(sk+ ‘) for v > 0. (1.22) 
It follows immediately by inspection that the eigenvalues of T(S) and R(s) 
are determined in lowest order k by T,,(s) = P, G,@(s), u(s)) P, . 
Assumptions (1.21) may raise problems since the infinite dimensional 
parts of T(s) and also of U(S) are involved. Our condition, however, seems 
more natural to us since only the lowest terms of the finite dimensional 
operator R(s) and of the finite dimensional projection P,u(s) = u(s), respec- 
tively, are to be taken into account. These quantities, however, are known 
whenever the bifurcating branch is constructed. 
THEOREM 1. Let R(s) = $,(A(s), v(s)) 7 s&R, + O(skt’) for some k 2 1. 
If zero is an eigenualue of R k : P, E + P, E of at most multiplicity one then 
the Puiseux series expansions of all critical eigenualues of T(s) = G,@(s), 
u(s)) and of R(s) at zero have the same first nonuanishing terms, respec- 
tively. 
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For G 11 but possibly one, these Jrst terms are given by 
PpSk, p = l,..., r, r < n, (1.23) 
where , 1, E C, p,, # 0, are the nonvanishing eigenvalues of R,. ‘If 
det R(s) = 0, then ,u - 0 is an eigenvalue for R(s) and T(s). If det R(s) = 
O(s’), I > nk, the last eigenvalue has the first term 
I-(n-l)k 
POS 3 (1.24) 
where 
p, = r,p;ml . . . p;“‘. (1.25) 
Here de R(s) = r,s’ + O(s’+ ‘) and m, denotes the (algebraic) multiplicity of 
,u,,p= ,..., r<n- 1. 
Proof: We consider the case when 0 is an eigenvalue of R,. The 
modifice tion in the other case is obvious. The Newton diagram of 
det(skRk -PI,) = -&,sk -p)“’ ..a (,u,sk -P)“~ (1.26) 
is of the form depicted in Fig. 1. The coefficients at the four points indicated 
are 
(-l)“, -/,Lr;l’ .. . jqr, det R,, or rI. (1.27) 
The sanle diagram is valid for g@, s) = det(R(s) - ~1,) with a possible 
modification that it meets the s axis at I > nk if det R(s) = O(s’). Since the 
only possible slopes are -l/k or -l/(1 - (n - 1) k) the zeros of g emanating 
at (0,O have the first nonvanishing terms as stated in Theorem 1. If 
det R(s) E 0, then obviously g(0, s) 3 0. 
Since h(u, s) = det(R(s) -,~ul, - Z~:{,U”B,(S)) and B,(s) = O(s*) the 
addition il term xi;: ,u”B,(s) cannot influence the diagram of g@, s). 
FIGURE 1 
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Observe that it leads to terms of order O@‘sj) with 1 < i < n, and 
j > (n - i) k + 2. The coefficient for p = 0 is the same as for g(0, s) and, 
finally, g(0, s) f h(0, s) E 0 if and only if det R(s) E 0. 
Remark 1. In view of (1.18), when studying the original equation h’ 
(1.16) instead of (1.17), we see that for n = 1 the simple eigenvalue 
expansion of T(s) and of R(s) at zero have precisely the first two 
nonvanishing terms or they both vanish identically. 
Remark 2. The analogous result holds for n = 2 if p 3 0 is an eigenvalue 
both for T(s) and R(s): 
Considering again g and h” we see that the remaining (real) eigenvalues of 
R(s) and of T(s) are given by tr R(s) and by tr R(s)(l + O(s’)), respectively. 
This implies that they have the same first two terms or both vanish iden- 
tically. 
Remark 3. If ,u~ is purely imaginary for some 1 < p < r, then Theorem 1 
does not allow us to decide on the stability of U(S). But if not we can state 
under the same assumption as in Theorem 1. 
THEOREM 2. If Rep0 # 0 for p = O,..., r, then the “Principle of Reduced 
Stability” is true. 
Remark. In view of the fact that Cr? i ,u”J?Js) leads only to terms of 
order O(,U’S~) with 1 < i and j > max(2, (n - i) k + 2) the coefficients on the 
next parallel to the line drawn in Newton’s diagram for &,u, s) are also given 
only by g@, s). That means if some ,u~ is purely imaginary, then the coef- 
ficients on that parallel might determine the linearized stability of U(S) as of 
U(S) as well and the “Principle of Reduced Stability” is also true in this case. 
The following counterexample shows that Theorem 1 cannot be improved 
allowing zero to be an eigenvalue of R, of multiplicity 2. Let G : IR x 
R4 + R 4 be given by 
Here n = 2. Consider the branch (s, (s, s, 0, 0)) = (A(s), U(S)). Then 
T(s) = 
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and the four matrices T,(s) are precisely the four 2 x 2 blocks of T(s). 
Moreov :r 
T,‘= (; -io) 
and the ,efore 
go19s) = det K -3s3-/I s --s5 4 -p ) 
= det 
-3s3 - ,u 
4 
The zeros of g@, s) = 0 have lowest order terms (- $ f 4 \/s) s3. The 
functior~ h@, s) (see (1.17) with n = 2) is given by 
h(u, s) = det 
having zeros with lowest order term s3. Therefore U(S) is stable whereas u(s) 
is unsbtble for s > 0. The “Principle of Reduced Stability” is false in this 
case. 
The fact that some u is unstable whereas P, u = u is stable can be 
visualized by Fig. 2 (which does not exist for n = 1). 
FIGURE 2 
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We conclude with some remarks showing that the matrix R, is known 
when the branch (A(s), U(S)) is constructed with the aid of the implicit 
function theorem. The bifurcation equation is of the form 
r$(II, u)= c myyv)=o, F”’ = 0 o ) (1.28) 
i>l 
j>O 
where Fj’) is a homogeneous polynomial of order i. Again, the Newton 
polygon for (1.28) (with a L-abscissa) helps to find a new scaling such that 
bifurcation solutions can be constructed. If -l/y is a slope of a line which 
lies lowest left, then the substitution 
v =A%7 (1.29) 
leads to 
(1.30) 
with r > 0. To get nontrivial solutions we consider 
&A, 5) = P,(v’) + O(A’) = 0. (1.31) 
rfp,(co) = &,+j=,Fji$70) = 0, Co z 0, and if 
det D,P,(v',) # 0, (1.32) 
then (A, u = 1%(A)) is a bifurcation solution of (1.30) constrcuted with the 
aid of the implicit function theorem. Setting s = Iz”y2, where y = y,/y2, then 
#“@(S), u(s)) = skD,,P,(~o) +o(sk+ ‘> (1.33) 
with 
k = y,a - y1 E N. (1.34) 
Thus R, = D,P,(fio), and in this case zero is no eigenvalue of R,. 
There is a constructive method, however, which applies even if zero is a 
simple eigenvalue of R,. We only give an example. Let the bifurcation 
equation be 
#(A, u) =Fik+l) (II) + ilqk’(u) + kq”(u) = 0. (1.35) 
i+Zj>k+ 1 
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Then we substitute 
and we get 
II v II = S? A=S=I (1.36) 
$w, v) = s k+‘{F;k+yd) + Iqkyq + O(s”)} (1.37) 
with r ;r 1. To get nontrivial solutions we consider 
If F,’ “(Q = 0, I] &I] = 1 ( a normalization is always possible provided a 
nontriv al solution exists) and if 
(1.39) 
is nonsngular in R x E, then (A = s21(s), v = C(s)) is a bifurcation solution 
constructed with the aid of the implicit function theorem. Obviously 
f$“(A(S), v(s)) = SkD&jk+~‘(z70) + o(sk+‘) 
and by our assumption 
(1.40) 
R, = D,F;k+“(z70) (1.41) 
has railk n - 1. By the homogeneity of Fat ‘) zero necessarily is an eigen- 
value cf R,. 
This method again is based on Newton’s diagram in order to distinguish 
the IOU est order terms and to find the correct substitution. It is carried over 
to mo ‘e general situations, of course, and corresponds to the method 
expounded in [ 3 ] or [ lo]. We conclude by stating that Theorem 1 applies 
also to branches constructed that way. 
II. HOPF BIFURCATION 
Und:r the assumption (0.5) and under the conditions on G made in [5] 
the problem of bifurcating periodic solutions -of (0.1) from the trivial 
equilib-ium is reduced to studying the bifurcating solutions of a 2n- 
dimem ional real bifurcation equation 
qi(K, A, v) = 0. P-1) 
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The second parameter K refers to the unknown period which is normalized to 
2~. When considering 
~(K,I,U)=W$+G(II,u)=O, u(0) = u(2n), 
w = K,, + K, as a “stationary equation” in some suitable space of 2n-periodic 
functions the Frechet derivative of (2.2) at (K, A, u) = (0, 0,O) has a 2n- 
dimensional kernel and the Lyapunov-Schmidt reduction for (2.2) is exactly 
the same as described in Section I (see 151). We still mention that 
(2.3) 
The stability question in this connection is the following: Let (K(S), A(s), 
U(S)) be any branch of 2rc-periodic functions emanating at (0, 0,O) and 
satisfying O(K, 1, u) = 0. The critical Floquet exponents of U(S) are the eigen- 
values of 
near zero in that space of 2rr-peridic functions. These eigenvalues are 
compared to those of 
in the 2n-dimensional kernel of @iJO, 0,O). Since any 2rr-periodic solution of 
(2.2) has a free phase the bifurcation equation (2.1) is equivariant with 
respect o 
(see [ 51). Therefore 
(2.6) 
whenever 
det $bv(K,&U)=O (2.7) 
#(K,&U)= 0. (2.8) 
Consequently the lowest order matrix R, of R(s) as well as R(s) for all s 
have an eigenvalue zero. Applying Theorem 1 we may state 
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THEOREM 3. Let R(s) = $“(K(s), n(s), V(S)) = SkRk + O(sk+'). If zero iS 
a simpi e eigenvalue of R,, then the Puiseux series expanding the Floquet 
exponer!ts of T(s) = $&c(s), A(s), u(s)) and the eigenvalues of R(s) at zero 
have the same first nonvanishing terms, respectively. For all but one these 
jirst terms are given by 
&Sk, p= l,..., r, r<2n- 1, (2.9) 
where / p # 0 are the nonvanishing eigenvalues of R k. 
The zigenvalue lu E 0 of R(s) corresponds to the trivial Floquet exponent 
,U 3 0 cf 7’(s) which is ignored in the stability theory of periodic solutions. 
Therefcre we may state under the assumptions of Theorem 3, 
THEOREM 4. If Repu, # 0 for p = l,..., r, then the “Principle of Reduced 
Stabilitv” is true. 
Rem Irk. If n = 1, Remark 2 of Section I yields that the only nontrivial 
(real) ITloquet exponent of T(s) and the only remaining eigenvalue of R(s) 
have precisely the same first two terms or both vanish identically. 
This is a slight extension and a new proof of our result in [ 71. (Actually 
we COI sidered in [ 71 the linearized one dimensional reduced bifurcation 
equation instead of tr R(s). By a result (2.39) in 171 these quantities coincide 
in bifm eating solutions.) 
Again we conclude with some remarks concerning the construction of 
bifurcaing periodic orbits. An analogous procedure for solving the bifur- 
cation equation as described in Section I necessarily leads to a matrix 
D,P,(d,) which, due to the equivariance, is not invertible. In [ 5 1 we 
suggested a method to overcome this difficulty. We fixed the phase by 
reducir g the number of components of v to 2n - 1. The resulting 
fj : R x R x R2”-’ + R2” (2.10) 
can be treated in similar ways as indicated in Section I provided a special 
paramf ter is distinguished such that we end up with 
Q : R x R2”+ R2”. (2.11) 
This c;Ln be done in several ways. In [5] we found four different cases and 
gave tl e conditions such that the bifurcating periodic orbits are constructed 
with the aid of the implicit function theorem. (We studied only the case when 
a thirc: order term Fb3’(v) is present in 4, which is always odd in v. 
Nevert leless the methods apply also to more general cases.) 
In a ly case the matrix R, appearing in Theorem 3 is known such that we 
may cm>nclude that a construction of bifurcating solutions gives also their 
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stability in the sense of Theorem 4. Finally, the stability results of Theorem 3 
and 4 are carried over to the more general case when (0.5) is replaced by 
There is a K,, > 0 and integers 1 = n, < n2 < S-e < n, such 
that fix,, fin, rcO,..., fin, K, are (isolated) semisimple 
eigenvalues of G,(O, 0) and no other eigenvalue has the 
form finnc,, m an integer. (2.12) 
The kernel of O,(O, 0,O) is 2n dimensional, where n is the sum of the 
multiplicities of invfcO, v= l,..., 1. The structure of the bifurcation equation 4 
is similar to that considered above. It is equivariant with respect o 
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