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The photophysics of roseoﬂavin in three diﬀerent environments is investigated by using ab initio
and quantum mechanics/molecular mechanics methods. Intramolecular charge transfer is shown
to be responsible for the quenching of the ﬂuorescence in the gas phase, and in the water
environment. However, for the roseoﬂavin incorporated into the blue light using ﬂavin (BLUF)
protein environment (substituting the native ﬂavin) no such deactivation is found. The conical
intersection between the locally excited state of the chromophore and the charge transfer state
involving the tyrosine residue, which in the native BLUF domain is responsible for initiating the
photocycle, is missing for the roseoﬂavin substituted protein. This explains the experimental
observations of the lack of any photocycle, and the loss of the biological function of the BLUF
photoreceptor reported earlier.
1 Introduction
Bacteria, plants and mammals use biological photoreceptors
to perceive light from diﬀerent parts of the visible spectrum.
This allows them to regulate vital processes such as growth,
development, color vision, circadian rhythms, and photo-
movement.1 Depending on the embedded photo active chromo-
phore or the initial steps involved in their photo-activation, the
photoreceptors can be divided into six diﬀerent families.2
These families are the rhodopsins,3 phytochromes,4 xanthopsins,5
phototropins,6,7 cryptochromes8 and BLUF (blue light using
ﬂavin adenine dinucleotide FAD) proteins.9 The latter group,
with a modiﬁed chromophore, is the subject of this paper.
Since the ﬁrst discovered BLUF-domain containing
ﬂavoprotein, AppA from Rhodobacter sphaeroides,10 several
BLUF signaling domains have been found in prokaryotic and
eukaryotic microorganisms. These include AppA,11–16
BlrB,17,18 Slr169419–23 and Tll0078.24–26 Most of them have
diﬀerent physiological functions but share a common feature,
namely the change in their UV/Vis-, as well as in their
IR-spectra upon signaling state formation. It is therefore
widely accepted that diﬀerent BLUF domains should have
the same or a similar mechanism for signaling state formation.
The lack of unique crystal structures for both the dark- and
light-adapted forms of BLUF-domains however has made the
search for a conclusive mechanism of signaling state formation
a challenge. A lot of proposals for this were made so far. Many
diﬀerent mechanisms were postulated,27–32 which all have in
common the very ﬁrst step, i.e., an electron transfer process
from the nearby tyrosine residue to the ﬂavin chromophore,
thereby explaining the observed ﬂuorescence quenching of the
latter. Sadeghian et al. presented a plausible mechanism for
the formation of the signaling state based on a systematic
investigation of the potential energy surface.33,34 There is
strong evidence that after photo-excitation of the locally
excited (LE) state of ﬂavin, the tyrosine - ﬂavin charge
transfer (CT) state is populated via a conical intersection. This
conical intersection seam has been investigated recently in
detail by Udvarhelyi and Domratcheva.35 At the level of the
complete active space self-consistent ﬁeld (CASSCF) method
the authors located the minimum energy point on the seam
along the relevant proton transfer reaction coordinate. Moreover,
they also calculated pathways for the entire photo reaction
leading to the ﬁnal signaling state structure. The steps of
this reaction cascade include tautomerization of the highly
conserved glutamine residue and are in principle in agreement
with the ones postulated by Sadeghian et al.33,34
Further attempts for a better understanding of the photo-
activation of ﬂavin containing BLUF and LOV domains
include modiﬁcation of the ﬂavin chromophore. In this respect
Mathes et al.36 replaced the FAD chromophore of the wild
type Slr1694 BLUF domain with roseoﬂavin (RoF, shown in
Fig. 1). Zirak et al.37 have investigated the photo-dynamics of
the cofactor-exchanged Slr1694 (RoSlr) under both dark and
light conditions. The behavior of riboﬂavin and RoF in
diﬀerent aqueous and organic solvents was also investigated
for comparison.37,38 The main observation from these experiments
Institute of Physical and Theoretical Chemistry, University of
Regensburg, Universita¨tsstraße 31, D-93040 Regensburg, Germany.
E-mail: martin.schuetz@chemie.uni-regensburg.de
w Electronic supplementary information (ESI) available. See DOI:
10.1039/c1cp21386e
z Present address: Chair of Theoretical Chemistry, Department of
Chemistry, University of Munich (LMU), Butenandtstraße 7, D-81377
Munich, Germany.
PCCP Dynamic Article Links
www.rsc.org/pccp PAPER
Pu
bl
ish
ed
 o
n 
12
 Ju
ly
 2
01
1.
 D
ow
nl
oa
de
d 
by
 U
ni
ve
rs
ita
et
sb
ib
lio
th
ek
 R
eg
en
sb
ur
g 
on
 2
9/
07
/2
01
6 
09
:4
2:
43
. 
View Article Online / Journal Homepage / Table of Contents for this issue
14776 Phys. Chem. Chem. Phys., 2011, 13, 14775–14783 This journal is c the Owner Societies 2011
is the lack of the photocycle, and with that the loss of the
biological function of the protein by the ﬂavin - RoF
exchange.37
In this contribution the reason behind this loss of the
biological function of the protein is investigated by using
quantum mechanics/molecular mechanics (QM/MM) techni-
ques. Furthermore, the electronic ground and excited states of
RoF in water and in the gas phase are studied.
2 Computational details
2.1 RoF in the gas phase
For these pure QM calculations, density functional theory
(DFT, with the BHLYP39 functional) on the one hand, and
CC240,41 on the other hand, were employed for geometry
optimizations in the electronic ground state. The resulting
BHLYP and CC2 optimized structures turn out to be very
similar (RMSD: 0.05 a.u.). Geometry optimizations in the
electronically excited states were carried out by using the time-
dependent DFT (TD-DFT, BHLYP) and TD-CC2 response
methods. As for the electronic ground state the optimized
TD-DFT structure of the ﬁrst excited state is very similar to
that obtained at the level of CC2 response (RMSD: 0.09 a.u.).
2.2 RoF in water
The RoF moiety was solvated in a pre-equilibrated water
droplet of 25 A˚ diameter containing 2142 water molecules.
The boundary of 2.5 A˚ thickness was restrained by a quartic
force of 24 kcal mol1 A˚2 using the miscellaneous mean-ﬁeld
potential (MMFP) implemented in CHARMM.42 The main
purpose of this part of our study is to include the inﬂuence of
the water molecules, which are represented by ‘‘partial’’
charges in the one-electron part of the QM-Hamiltonian, on
the photophysics of the RoF moiety. An extensive MD
simulation was not carried out. An MM-minimized solvated
structure was used as the starting point for the QM/MM
geometry optimization. The QM region was restricted to the
RoF moiety in these calculations. The same QM/MM settings
were employed as for the calculations of RoF embedded in
BlrB (vide infra). The potential parameters for the RoF
chromophore were taken as identical to those employed for
the ﬂavin chromophore previously.33 Still missing parameters
were adopted from the CHARMM27 force ﬁeld parameters
for nucleic and amino acids.43,44 For the complete list of
potential parameters used in the present work see ESIw, Table
S1–S3 and Fig. S1).
2.3 RoF in protein
In analogy to previous work33 a monomer of the crystal
structure of the FAD bound BLUF-domain protein (BlrB,
PDB code: 1BYC)18 was used in this study. The ﬂavin moiety
was replaced by the RoF by manually exchanging the methyl
group at the C8 position (see Fig. 1) with the dimethylamino
group. A pre-equilibrated water droplet with radius 20 A˚
containing 5187 water molecules was used to solvate the
modiﬁed BLUF domain. Starting from the solvated minimized
structure the same procedure as in the previous study33 was
used to obtain an MD trajectory. For two representative snap
shots initial geometry optimizations at the force ﬁeld level
were carried out, followed by further optimizations at the
QM/MM level. Only one of these was then taken for further
investigations (vide infra).
For the QM/MM geometry optimizations, a QM region
quite similar to that employed in previous work33 was chosen
(cf. Fig. 2). It includes the RoF moiety (electron acceptor),
consisting of the 8-dimethyl-isoalloxazine with an additional
methyl group at the N10 position, the Tyr-9 residue (electron
donor), the Gln-51, and His-73 residues (the latter protonated
at the nitrogen position denoted as NE in the crystal structure),18
the water molecule WAT, as well as the Ser-11, and Asn-33
residues, which are in direct contact with the RoF chromo-
phore. The ChemShell interface45 was used for all QM/MM
calculations. The QM/MM coupling was calculated using the
charge shift scheme and link atoms. The MM part of the QM
calculations was treated by the DL-POLYmolecular dynamics
package46 with CHARMM force ﬁeld parameters. The
HDLCopt-optimizer,47 implemented in ChemShell, was used
for geometry optimizations. The Turbomole package48 was
utilized for the QM part. Here, DFT (employing the BP
functional49) was used for the QM/MM geometry optimization
of the electronic ground state. In the following, acronyms
of the form DFT/Charmm are used to specify the individual
Fig. 1 Structure of roseoﬂavin (RoF). The main distinction between
RoF and ﬂavin is the dimethylamino (DMA) group. The dihedral
angles t and t0 deﬁned as dihedral (C7, C8, N8, C8L) and dihedral
(C7, C8, N8, C8R), respectively, are used often in text and therefore
deﬁned here.
Fig. 2 QM region of RoF in protein.
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QM/MM methods, such as the combination of the DFT QM
method with the Charmm forceﬁeld.
Geometry optimizations of electronically excited states were
performed with TD-DFT/Charmm (BHLYP functional).
Furthermore to check on erroneous behavior of TD-DFT
(particularly in the context of charge transfer states), single
point vertical excitation energies at the optimized structures
were also calculated at the level of TD-CC2/Charmm.
2.4 Basis sets
For the DFT calculations the def-SVP basis set50 was employed.
This basis set was also used for the CC2 and TD-CC2
geometry optimizations on the ground and excited state
surfaces, respectively. Additionally, TD-CC2 single point
vertical excitation energies were calculated in the aug-cc-
pVDZ basis.51 For the case of RoF embedded in the BLUF
protein environment, the geometry optimizations at the TD-DFT
level were carried out using the def-TZVP basis set.52
3 Results and discussion
3.1 RoF in the gas phase
Firstly, the question of the orientation of the DMA group
relative to the ring system was studied. For this purpose a
relaxed energy path along the dihedral angle t (cf. Fig. 1) was
calculated, which is depicted in Fig. 3.
Evidently, the DMA group is not in plane with the ring
system at the minimum, but tilted by t E 601. Vertical
excitation energies at the minimum structure were calculated
with TD-DFT- (BP, B3LYP, and BHLYP functionals), as well
as TD-CC2-response. The electronic density diﬀerence plots
for the excited states of interest, together with a schematic view
of the energetics of these states, are all shown in Fig. 4.
As is evident from Fig. 4(d), the TD-DFT and TD-CC2
response methods predict diﬀerent energetic orders for the
p–p* and n–p* excitations. With the exception of the BP
functional (shown here for comparison only), the p1–p* state
is predicted as the lowest state. The energetic order and
position of the p2–p* and n–p* states diﬀer from one method
to another. Both of these states have signiﬁcant charge transfer
character (as is evident from the dipole moment changes
relative to the ground state given in Fig. 4b and c) for which
TD-DFT with local or semi-local functionals is bound to fail
due to the inherent self-interaction error.53
The p1–p* (LUMO ’ HOMO) state is the lowest excited
state (S1-state) with sizable oscillator strength and therefore
easily populated by photo-excitation. For this state a geometry
optimization at the TD-CC2 level was carried out. At the
Fig. 3 RoF in the gas phase: relaxed energy path along the dihedral
coordinate t at the level of DFT (BHLYP functional).
Fig. 4 (a)–(c) TD-CC2 density diﬀerences (with respect to the ground
state, aug-cc-pVDZ basis) of the n - p*, p1–p*, and p2–p* excited
states. The blue, red, and green isosurfaces at 0.004 show the regions
with loss, the gray ones at +0.004 the regions with gain of electron
density upon photo-excitation. The corresponding oscillator strengths
f (on length representation) and the change of the dipole moment Dm
are denoted as well. (d) Vertical excitation energies of RoF in the gas
phase calculated with TD-DFT and TD-CC2 response, respectively.
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resulting, fully relaxed geometry the S0 - S1 transition
maintains its p–p* character. In contrast, the second and third
excited states, i.e., the p2–p* and the n–p* states, switch their
energetic order. At the Franck–Condon (FC) point the energy
diﬀerence between the p1–p* and n–p* state is about 0.85 eV.
It drops down to 0.52 eV at the p1–p*-minimum structure
(depicted as a red-dotted point in Fig. 5). Comparing the
p1–p*-minimum and FC geometries reveals that the major
changes occur only within some particular bond distances of
the ring system of RoF. The DMA group, on other hand,
remains in the same orientation and is therefore not aﬀected
by this relaxation process. In order to investigate this issue
more thoroughly, an appropriate linear combination of these
bond distances (see Fig. S2 and Table S4 in ESIw for the exact
deﬁnition) was chosen as the coordinate QR. Along this
coordinate, a relaxed energy path on the surface of the lowest
state was calculated at the TD-CC2 level, starting from the FC
point. This relaxed energy path is displayed in Fig. 5.
Evidently, the trace along QR leads to a conical intersection
(CI) between the p1–p* and the n–p* state. The step in the
energies after the conical intersection is due to the sudden
change in geometry, since the restrained geometry optimizations
refer to the lowest state, which abruptly changes character at
the CI. Continuing further alongQR, but now on the energetically
lower n–p* state surface a second CI with the ground state
then is encountered. We conclude that there is a fast deactivation
channel from the photo-excited p1–p* state to the ground state
via two CIs.
3.2 RoF in water
Also RoF in water, which represents one of the polar solvents
employed in the experimental study by Zirak et al.,38 was
investigated by means of QM/MM. As for the gas phase, a
relaxed energy path on the ground state along the dihedral
angle t was calculated, which is shown in Fig. 6. Evidently, the
geometry with the DMA group in plane with the ring system
does not correspond to a stable conformation and two minima at
tE 351 exist instead. The asymmetry of the QM/MM energy
with respect to t is due to the fact that the solvent environment is
not fully relaxed at the t = +351 minimum conformation (no
new MD optimization was carried out for t a 351). A
symmetric potential energy surface with respect to the dihedral
angle t would be obtained once the water environment is fully
adapted to the restrained RoF residue. This can be achieved, for
example, by performing extensive QM/MMMD simulations for
each dihedral restraint and averaging over all snap shots
obtained as a result. However, for the purpose of this study we
are only interested in the question about the DMA orientation
and the results displayed in Fig. 6 clearly show that the planar
(t = 01) structure is not stable. To explore the photophysics of
RoF in water the QM/MM minimized structure with t = 351
(t0 = 1561) was further studied.
The vertical excitation energies of the two lowest excited
states, calculated with TD-CC2/Charmm at the BHLYP/
Charmm minimum structure above, are compiled in
Fig. 7(c), the related density diﬀerence plots are given in
Fig. 7(a) and (b). Comparison with Fig. 4(b) reveals that the
S1-state corresponds to the p2–p* charge transfer state in the
gas phase which now is stabilized by the polar water environment.
The calculated vertical excitation energy is in fortuitously
good agreement with the maximum of the corresponding
measured absorption band,38 i.e., 2.49 vs. 2.46 eV. The S2
p3–p* state corresponds to yet another, higher lying state in
the gas phase, and is irrelevant for the deactivation of photo-
excited RoF in water (vide infra).
Attempts were made to ﬁnd the minimum on the S1 state
surface. A preliminary restraint-free geometry optimization at
the TD-CC2/Charmm level (data not presented) leads to two
interesting observations. Firstly, the main degree of freedom
involved in the relaxation on the S1 surface is the rotation of
the DMA group with respect to the ring system of the RoF
moiety. Secondly, there is a large decrease in the S1–S0 energy
gap along such a rotation, leading to a CI with the ground
state for t = t0 = 901, where the response theory breaks
down due to the degeneracy of the reference wave function.
We conjecture that relaxation along this very coordinate is
responsible for the deactivation of the ﬁrst excited state.
Fig. 5 Energies (in eV) of the relevant excited states relative to the
ground state minimum energy at the relaxed structures along QR. The
restrained geometry optimizations were performed with TD-CC2
response in the def-SVP basis on the energy surface of the lowest
state, i.e., on the p1–p* surface before, and on the n–p* surface after
the conical intersection. The plotted energies correspond to TD-CC2
response single point calculations at these relaxed structures in the
bigger aug-cc-pVDZ basis. The point at QR = 0.36 corresponds to the
FC point. The shaded points denote the S1-minimum (at QR = 0.47).
Fig. 6 BHLYP/Charmm energies of RoF in water along the dihedral
angle t (deﬁned in Fig. 1).
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A relaxed energy path along t on the excited state surface
was computed to examine this hypothesis more carefully. We
decided to take a diﬀerent reaction coordinate to impose the
desired t and t0 values. It turned out that taking the dihedral
angles directly leads to an unbalanced path with metastable
restrained geometries, caused by the out of plane angle of the
DMA group. Instead a bond diﬀerence coordinate, deﬁned as
DQ = d(C8R–C7M)  d(C8L–C7M) (atom labels are taken
from Fig. 1) was employed. Calculating the relaxed energy
path along DQ avoids this problem. The resulting curve
calculated with TD-CC2/Charmm is depicted in Fig. 8; the
dihedral angles t and t0 corresponding to a certain DQ value
are also given. Evidently, rotation of the DMA group rapidly
leads downhill from the FC point on the S1 surface towards a
CI with the ground state, which is encountered for a perpen-
dicular orientation of the DMA group with t = t0 = 901.
The rotation of the DMA group thus represents a fast
deactivation channel for the S1 state of RoF solvated in water.
3.3 RoF in BlrB
Since the true crystal structure of the BlrB BLUF domain with
ﬂavin being replaced by RoF is not available the QM/MM
structure of previous work33 (which is based on the crystal
structure of Schlichting and co-workers, PDB code: 1BYC)18
was altered by replacing the methyl group at the C8 position of
the cofactor by the dimethylamino (DMA) group. To adapt
this new RoF chromophore to the adjacent residues within the
ﬂavin binding pocket of the BlrB BLUF domain a 500 ps
molecular dynamics simulation was carried out, prior to
selecting relevant structures for the subsequent QM/MM
calculations. Since the initial structure was already equilibrated
previously the adaptation of RoF and the adjacent residues is
the prime concern here. To monitor this adaptation the root
mean square deviation (RMSD) values of the positions of the
atoms of the relevant residues in the vicinity of the RoF
moiety, i.e., those in H-bonding and/or van der Waals contact
with RoF, were recorded during the MD simulation. The
result is plotted in ESIw, Fig. S4a. It can be seen that the
RMSD values ﬂuctuate between 0.5 and 0.8 A˚, which is
indicating (i) that the RoF moiety has adapted itself to its
new environment, and (ii) that there is enough space for the
larger RoF in the binding pocket. The ﬂuctuations in the
RMSD values can be traced back mainly to the water (WAT)
molecule, which exhibits diﬀerent orientations relative to the
Tyr-9 moiety. A similar observation was already made
previously in ref. 33 for the wild type structure, where the
WAT molecule can act as a H-donor to either the hydroxy
group, or the aromatic ring of the Tyr-9 residue. As in the
previous study, a conformation was chosen with the WAT
molecule acting as H-donor to the ring of Tyr-9.
One of the key questions regarding the electronic structure
of RoF in the BLUF protein is whether the DMA group (for
deﬁnition see Fig. 1) takes a planar orientation towards the
ring system of the RoF moiety or not. The structure is
considered as planar, if t E 01 and t0 E 1801, otherwise as
non-planar. Measuring these two dihedrals along the obtained
trajectory may lead to the conclusion that the DMA group
remains more or less planar (see Fig. S4b in ESIw, where the
measured values for t and t0 are plotted). As is evident from
this ﬁgure the two dihedral angles ﬂuctuate around –101 and
1701 respectively. However, the force ﬁeld parameters used for
RoF (see Table S3 in ESIw) are designed only for a planar
orientation of the DMA group with respect to the RoF ring
system, hence for a more reliable answer an unbiased
QM/MM investigation is required. Considering the stability
of the residues within the RoF binding pocket in the production
run within the last 100 ps (cf. Fig. S4 in ESIw) one representative
snap shot (at 420 ps) from the MD trajectory was chosen for
the further QM/MM investigations. This snap shot then was
further optimized using the DFT/Charmm (BP functional)
method, which leads to a non-planar orientation of the DMA
group (t= 401 and t0 =+1601). The geometry so obtained,
denoted for further reference as RoF(np)p , is depicted in
Fig. 9(a).
In order to avoid any bias arising from the choice of the
initial geometry a further QM/MM geometry optimization
was performed with the DMA group ﬁrst restrained to a
planar orientation (by setting t and t0 to 0 and 1801, respec-
tively) and fully relaxed thereafter in a second step. The
resulting geometry (with t = 1701 and t0 = 21), denoted
in the following as RoF(pl)p , is shown in Fig. 9(b).
Fig. 7 TD-CC2/Charmm (aug-cc-pVDZ basis) electron density
diﬀerence plots for (a) the S1 or p2–p* state, (b) the S2 or the p3–p*
state. Gray and green/brown areas show the regions with gain and loss of
electron density relative to the ground state, respectively. The isosurfaces
correspond to values of 0.004. (c) Corresponding vertical excitation
energies, o (in eV), and oscillator strengths, f (in length representation),
calculated at the S0-minimum and S
DQ = 0.5
1 structure.
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The RoF(pl)p structure is energetically more stable (by about
4 kcal mol1) than the non-planar RoF(np)p conformer.
Single point MP2/Charmm calculations (employing the aug-
cc-pVDZ basis set) carried out for both structures conﬁrm
the BP/Charmm result. Here, the planar RoF(pl)p structure
is about 3 kcal mol1 more stable than its non-planar
RoF(np)p counterpart.
The planarity of the DMA group of RoF is expected to be
inﬂuenced by the protonation state and orientation of the
adjacent residues. Here, we have identiﬁed two possible
conformations of the RoF cofactor within the binding pocket
of the BlrB BLUF domain. A deﬁnite answer to the question
of DMA orientation with respect to the ring system requires
further experimental information about the structure and
protonation of the amino acids in the close neighborhood of
the RoF chromophore. In the following, based on these two
stable conformations RoF(pl)p and RoF
(np)
p at hand, the excited
states relevant for the photocycle of the wild-type BLUF
domains are explored, i.e., the locally excited (LE) state
(localized on the chromophore), and the charge transfer
(CT) state shifting electron density from the tyrosine residue
to the chromophore. The vertical excitation energies for these
two states at the RoF(pl)p and RoF
(np)
p geometries, calculated
with TD-DFT/Charmm (BHLYP, def-TZVP basis), and
TD-CC2/Charmm (aug-cc-pVDZ basis, cf. Section 2) are
shown schematically in Fig. 10. The corresponding electron
density diﬀerence plots (relative to the ground state density),
calculated with TD-CC2/Charmm (cc-pVDZ basis), are given
in Fig. 11.
Fig. 8 TD-CC2/Charmm energy (in eV) of the ground (S0) and S1 state plotted along the path obtained via constrained geometry optimization on
the S1 state. The dihedral angles t and t0 for all, the oscillator strength (f) and the density diﬀerence for some restrained optimized geometries are
also shown. The shaded points correspond to the FC geometry.
Fig. 9 BP/Charmm optimized structures of RoF in the BlrB ﬂavin
binding pocket where the non-planar RoF(np)p (a) and planar
RoF(pl)p (b) conformations are shown.
Fig. 10 QM/MM excitation energies of the planar and non-planar
RoF conformations at the Franck–Condon (FC) point, and at the S1
(LE) optimized structures, calculated (a) with TD-DFT/Charmm
(BHLYP) in the def-TZVP basis, and (b) with TD-CC2/Charmm in
the aug-cc-pVDZ basis.
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The LE state with its high oscillator strength (f = 0.6–0.7
for the planar and non-planar RoF conformations) is the state
initially populated by the photo-excitation. It is a p–p*
excitation as in the native BLUF with a ﬂavin cofactor, yet
comparison of the two density diﬀerence plots, i.e., Fig. 11(a)
of the present paper with Fig. 6a of ref. 33, reveals some
diﬀerences. For example, in the 4a–10a C–C bond (cf. Fig. 1)
density decreases in RoF while it increases in native ﬂavin
BLUF. Consequently, the RoF 4a–10a bond distance
increases signiﬁcantly (by about 5 pm) on relaxation from
the FC point to the LE minimum, while the native ﬂavin
4a–10a bond distance decreases towards the LE minimum.
The calculated vertical excitation energy of the RoF LE
state is somewhat larger than the measured value (2.57 vs.
2.38 eV37), but still well within the expected error bars of the
method.
In order to initiate a photocycle similar to that observed in
the native BLUF domains, population transfer from the LE
state to the tyrosine- RoF CT state via a CI then has to take
place. TD-DFT is known to underestimate long range charge
transfer states. Here, this underestimation is alleviated by
employing the BHLYP functional containing 50% exact
HF-exchange. In fact, in the planar, as well as in the
non-planar structure the CT state lies energetically above the
LE state, which is in agreement with the TD-CC2/Charmm
results. However, TD-DFT/Charmm (BHLYP) overestimates
the excitation energies of the LE states in comparison to
TD-CC2/Charmm. The TD-CC2/Charmm excitation energies
themselves are rather stable with respect to the basis set size
and do not show any dramatic changes when the basis set is
augmented by diﬀuse functions (cf. Table S5 in ESIw). The
excitation energy of the LE state is rather insensitive with
respect to the orientation of the DMA group and remains
at about 2.6 eV for both the planar and the non-planar
conformations. In contrast to the native BLUF domain the
tyrosine-RoF CT state at about 3.6 eV, which is relevant for
the biological functionality of the protein, corresponds not to
the second, but to the third excited state. Between the LE
state and the latter there is another locally (on the RoF
subunit) excited state with very low oscillator strength,
denoted in the following as LE2. LE and LE2 appear
to correspond to the S1 and S2 states of RoF in water,
respectively, as can be seen by comparing the electron density
diﬀerence plots of Fig. 11 and 7.
Starting from the FC points QM/MM geometry optim-
izations were carried out with TD-DFT/Charmm (BHLYP,
def-TZVP basis) on the LE state surfaces of both confor-
mations. Subsequently, vertical excitation energies at the
respective LE-minimum structures were calculated with
TD-CC2/Charmm in the aug-cc-pVDZ basis. The resulting
excitation energies at the respective LE minimum structures
are also shown in Fig. 10. Evidently, for both the planar
and non-planar RoF conformations the CT state not only
remains above the LE state, but the LE–CT gap even increases
on going from the FC points to the LE minima. The LE2
state in between, on the other hand, hardly changes. In
particular, no crossing of states is observed. This implies
that there exists no conical intersection close to the LE
minimum for RoF substituted BLUF domains, and the
tyrosine- RoF CT state thus cannot be populated eﬃciently
after photo-excitation. This is in strong contrast to the case
of native BLUF domains, where the LE–CT gap closes
towards the LE-minimum,33–35 and explains the experi-
mental observations as the lack of a photocycle and the loss
of the biological function of RoF substituted BLUF
domains.37
Fig. 11 TD-CC2/Charmm (with cc-pVDZ basis) electron density
diﬀerence plots for (a) the LE, (b) the LE2 and (c) the CT state at
the RoF(np)p geometry. Gray and green/brown/purple areas show the
regions with gain and loss of electron density relative to the ground
state, respectively. The isosurfaces correspond to values of 0.003.
The corresponding oscillator strengths f (length representation,
calculated with aug-cc-pVDZ basis) and the change of the dipole
moment Dm are given as well.
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4 Conclusions
Based on the results obtained in this study, the photophysics
of RoF in the gas phase, in water, and embedded in the BlrB
BLUF domain, are shown schematically in Fig. 12. Even
though the individual conical intersections were not mapped
out in detail here the following hypotheses can be put up.
In the gas phase, the bright locally excited p1–p* state is
deactivated via a CI with the dark n–p* state. The latter is
deactivated further via a second CI with the ground state. In
water, on the other hand, the initially populated state is
deactivated directly via a CI with the ground state. The n–p*
state does not seem to play a role there. Of further interest are
the modes which are mainly responsible for deactivating the
excited states. In vacuum, an in-plane ring mode appears to be
driving the deactivation process, which would ﬁt to the picture
of a planar intramolecular charge transfer (PICT)54 model.
In water, on the other hand, the rotation of the DMA group
with respect to the ring system is of prime importance for
deactivation, which in turn would ﬁt to the picture of a twisted
intramolecular charge transfer (TICT)55 model. Actually, the
signiﬁcant ﬂuorescence quenching of RoF in water observed
by Zirak et al.37,38 was also assigned to a TICT model (on the
basis of low temperature measurements) by these authors.
The situation is quite diﬀerent for RoF embedded in the
BlrB BLUF domain. In the TD-CC2/Charmm calculations
performed in this work the n–p* state does not exist among the
six lowest states. Instead, the locally excited (LE) state of RoF,
and the tyrosine- RoF charge transfer (CT) state do occur,
which are already known from previous work on the native
BlrB BLUF domain. A QM/MM geometry optimization of
the LE state however shows that in strong contrast to the
native BLUF domain no low lying conical intersection near
the LE minimum exists, which would be instrumental for
population transfer from the LE to the CT state. The CT
state thus is not populated after photo-excitation, and, as a
consequence, the whole reaction cascade leading via proton
transfer and tautomerization of the glutamine residue to the
signaling state in the native BLUF case cannot take place. This
explains the experimental observations such as the absence of
a photocycle, and the loss of the biological functionality of
RoF substituted BLUF domains. Thus, in contrast to the
conjecture made in the conclusions of ref. 37 a TICT deactivation
of RoF is not the prime reason for their dysfunctionality.
However, calculations with an artiﬁcially increased t angle of
the DMA group of RoF in the protein environment indicate
that a TICT mechanism analogous to that of RoF in water
may be responsible for the ﬂuorescence quenching of RoF in
the BLUF domain (see Fig. S5 in ESIw).
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