Relative to other approaches that have been recommended, fitting all head data, solving for a time shift, and including an air passage artifact term in the model significantly improved the estimate of gray matter blood flow by the inhalation technique. A robust algorithm, which incorporates these features, has been developed. Formulas which facilitate implementation of this algorithm are reported. An artifact from large scalp arteries was not significant and does not need to be included in the model. (Stroke 1987; 18:495-502) W E report experiments designed to answer the following questions regarding calculation of regional cerebral blood flow (rCBF) by the inhalation method: 1) Does solving for the time shift (At) between the head and expired alveolar time-activity curves decrease the bias in the estimate of rCBF? 2) Do an air passage artifact (APA) and an arterial artifact (AA) exist physiologically? 3) If APA and AA exist, does including them in the model improve the estimate of rCBF? 4) If APA exists and must be accounted for in the model, does fitting all head data with a model containing an APA term improve the estimate of rCBF compared to a delayed-start fit? Studies investigating these questions have led to the development of a robust new rCBF algorithm that has been demonstrated to improve estimates of rCBF compared with approaches that have been employed in the past.
arterial input function at t,,, k, = rate constant for jth compartment, Xj = partition coefficient for tracer in jth compartment, Wj = fractional weight of jth compartment, a = constant scaling A,, v (t) to the arterial input function for each tissue compartment, P t = WjlcjO/X-j for J = 1,2, and P, = constant determining artifact magnitude for J = 3,...x.'~7 The first artifact term is APA, multiplied by the linear scaling factor P 3 , and the second artifact is AA, multiplied by the linear scaling factor P 4 .
The usual approach to finding k, for the calculation of gray matter flow is to apply least-squares criteria, where the set or a subset of the parameters Q = {k,, k 2 , P,, P 2 , ••• P,, At} is found that minimizes the sum of the squares of the residuals (S) between the measured and expected head curves.
S = 2 [H(t,) -h(t,)] 2 (2)
where H(t,) = measured head counts at time t,, h(t,) = expected head counts at time t,, and n = number of data points in the measured head curve. Considering both artifacts, Equation 1 contains 7 parameters (k,, k 2 , P,, P 2 , P 3 , P 4 , and At). Two-compartment analysis solving for k,, k 2 , P,, and P 2 has become standard. One of the major questions addressed in this paper is which of the remaining 3 parameters (P 3 , P 4 , and At) need to be included in the model? The most desirable algorithm is, of course, that method which, within practical limitations, yields the smallest bias in the estimate of k,. All models discussed in this paper include k,, k 2 , P,, andP 2 . A specific model will, therefore, be identified by whether it includes APA (and P 3 ), A A (and P J , or At. When a model includes At, At is solved for as an unknown rather than approximated in Equation 1 .
The studies reported here involved computer simulation and various analyses of rCBF data from human subjects. Computers used were the Hewlett-Packard 9845C desktop computer and the Digital Equipment Corp. PDP 11/34A. Appropriate consideration has been given to propagation of computational error. The nonlinear minimization algorithm, which we have adapted to rCBF analysis, is based on the approach suggested by Dennis and Schnabel. 8 Directly calculated gradients are used. Rank-two symmetric updates are used for estimation of the inverse Hessian matrix. Comparison, by computer simulation, of fitting all head data with a 6-parameter (k,, k 2 , P,, P 2 , P 3 , At) model = (At) against a 5-parameter (k|, k 2 , Pi, ?2, P3) model = (no At). This comparison is made for true At ranging from -6 to +6 seconds, n = 100 for all groups.
•Not significantly different from true ki (a = 0.05; (99 = 1.404). tSignificantly different from true k, (*,, = 8.65, 31.4, 59.7, -55.7; p « 0.001).
Five to eight iterations were required to reach a minimum in normal subjects, and the time required for the minimization procedure for 20 detectors averaged about 3 minutes.
The Importance of Solving for At
Activity from radionuclide in the lung is delayed in reaching the air detector by the lung-to-mouth delay, At^, and the mouth-to-detector delay, At,^. Radionuclide activity in the lung is delayed in reaching the brain by the lung-to-brain delay, At^, for the brain region under study. Thus, activity in the field of view of a head detector at time t,, will be activity counted by the air detector at time t A = ^ + A A Accordingly, At in Equation 1 is
Therefore, At varies among both subjects and hardware. Since treating At as an unknown makes the data analysis algorithm more complex, the practical problem is whether solving for At significantly improves one's ability to estimate k,.
Computer simulation was employed to evaluate the importance of solving for At. Four groups of 100 artificial data sets each were generated using mean values of k,, k 2 , P,, P 2 , and P 3 and representative A,, v (t) and APA curves obtained from Detector 14 (right superior parietal) in 30 normal subjects. The reasons for using Detector 14, including APA, and excluding AA will be explained in the sections dealing with APA and AA. Four values of At ( -1, -3 , -6 , and + 6 seconds) were used to generate each group, and Poisson noise was then added to generate 100 sets of artificial data for each group. Minus one second was the mean At obtained from the 30 normal subjects; in our laboratory, regional values of At of ± 3 seconds are not uncommon, and values of At as extreme as ± 6 seconds are observed occasionally in patients.
Each of the 400 artificial data sets was analyzed by fitting all of the head data with a model including APA and At, and with the same algorithm excluding At as a parameter. For each group, the mean of 100 estimates of k, when solving for At, k, (At), and, when not solving for At, k, (no At), were compared with the true value of k,. In all 4 groups, solving for At lead to a < 1% error in k, (At) and a k, (At) not significantly different from the true value of k, ( Table 1) . In all groups, when At was not included as a parameter in the model, the differences between k, (no At) and the true value of k, were highly significant. When At was present in the generated data but was not included in the data analysis algorithm, the absolute magnitude of error in k, (no At) ranged from 3.4 to 26%. Even a small At of about 1 second resulted in an error of 3.4% compared with a < 1 % error when At was included in the data analysis algorithm. A 3% error may not be clinically significant, but errors of 10-30% are. Since we have observed At values of ± 3 and occasionally ± 6 seconds in patients with slow respiration or cerebrovascular disease, using a fixed guess of At = -1 second (mean for normal subjects) could lead to a k, bias of 10-30% in some subjects. Thus, when all of the head curve data are fitted, solving for At is necessary to achieve an unbiased and clinically acceptable estimate of k,. Solving for At makes it more difficult to calculate h(t) and the derivatives needed in the nonlinear minimization routine. New formulas have been developed to expedite these calculations.
Calculation of h(t) and Derivatives Needed for Nonlinear Minimization
A piecewise linear representation of A,, v (t) was employed to develop a simple formula not involving integrals or derivatives where h(t) and the required derivatives could be found by direct substitution. Ignoring the artifact terms, Equation 1 may be written as: Equation 5 can be differentiated directly with respect to kj and At, yielding simple formulas that do not contain integrals, for determining derivatives needed in the minimization routine. Simplification of the minimization routine is achieved by separating variables of the set Q, = {k,, kj, P,,...P 4 , At} into 2 subsets. The subset L; = {P,,...Pj contains unknowns that enter linearly, and the subset N, = {k,, k 2 , At} contains unknowns that enter nonlinearly. For N,, substitution into Equation 1 at each t,, results in an overdetermined system of linear equations, and best estimates of L, are found by linear regression of this system. Having generated L,, the function to be minimized in the nonlinear part is SCkpk,, At) = minS.
(6) P,,...P X The values of dS/dkj and dS/dAt are needed to find a new set of nonlinear parameters N, + , that will further reduce the value of S. To find dSVdk, and aS/aAt, one needs dC/dkj and dC/dAt. Differentiation of Equation 5 yields
Thus, differentiating § and finding dS/dAt is reduced to direct substitution involving Equations 7 and 8, accomplished relatively easily with a few lines of computer code. These Equations have been employed to find h(t,) and derivatives required in the minimization routine. Use of a piecewise linear interpolant for A^Ct) is not unique, but to our knowledge this approach for finding h(t) and the derivatives of S has not been reported elsewhere.
To guarantee second-order convergence of the quasi-Newton method used in the minimization procedure, second-order continuous derivatives must exist. In our procedure, the piecewise linear interpolant can be regarded as a numerical approximation for the smooth A,j v (t). In this context our derivatives can be regarded as numerical approximations of the true derivatives. A smooth-spline interpolant would, perhaps, be more elegant but probably would not yield much different results. Since the minimization procedure works well, spline interpolation has not been used.
Arterial Artifact (AA)
According to those who believe that AA should be included in the rCBF model, major scalp arteries contribute significant counts to the head curve primarily because of their location immediately in front of certain head detectors. It has been proposed by Prohovnik and his colleagues 4 -69 that the correction for AA should be proportional to the arterial input function AA = P 4 A^(t -At).
To evaluate the magnitude of AA, the radial artery in the wrist was monitored with one of the head detectors in 4 volunteers undergoing a routine rCBF study. We felt that radionuclide activity from the wrist over the radial artery could be taken as the upper limit on the number of counts that the smaller scalp arteries would contribute to the head curves. The time-activity curve from the wrist contains activity from tissue (bone, fat, muscle, skin) as well as from the radial artery. To estimate the arterial input function recorded at the wrist from the radial artery, the time-activity curve from the wrist was fitted with a multiple of A^Ct,, -At) plus one additional tissue compartment. This analysis indicated that, at its peak, < 50% of the activity from the wrist came from the radial artery. Thus, using peak radionuclide activity from the wrist as the upper limit for the number of counts contributed to head curves by the smaller scalp arteries, there is at least a 100% overestimatdon of the magnitude of AA.
A worst-case situation was created for each of the 4 volunteers by scaling P 4 according to the maximum counts from the wrist [P 4 = maximum radial artery counts/max A,, v (t -At)] and adding this "maximum AA" to the 19 head curves from each volunteer. Both the original and the new head curves were analyzed with a model including APA and At in which all head curve points are fitted. The need for the APA term and how one obtains it will be explained. The mean ± SD percent change in k, caused by addition of maximum AA was 0.45 ± 0.52%, 1.37 ± 0.89%, -0.68 ± 1.34%, and 1.66 ± 1.32% for the 4 volunteers. The maximum increase in k, was + 3.59%. This would, of course, result in a 3.59% change in the calculated value of f g (gray matter blood flow). This change is not clinically significant and is quite small compared with the elevations of f g that have been attributed to AA. It is concluded that, even if large AAs are present in the data, fitting the whole head curve with a model including APA and At will provide clinically acceptable values of f g .
To evaluate whether the head data in the 4 volunteers contained significant AAs, an algorithm based on a model including APA, AA, and At and fitting the whole head curve was developed. This analysis, of course, required the partial derivative of the AA term with respect to At. A numerical approximation of this derivative was obtained from the piecewise linear interpolant for A,, v (t). Means ± SD of P 4 found by the 7-parameter model for each volunteer were 2.35 x 10~7 ± 2 . 1 1 x 10-6 , 3.23 x 10" 8 ± 4.09 x lO" 7 , 2.85 x 10" 8 ± 2.26 x 10" 7 , and 1.31 x 10~7 ± 4.92 x 10"
7 . The largest AAs were all « 1 count/sec contributed to the head curve at the peak of the input function compared with the head curve of about 1,000 counts/ sec. In all volunteers the values of k,, k 2 , P,, P 2 , P 3 , and At were essentially the same as those found by fitting all head data with the model including only APA and At. It is concluded that the head curves for the 4 volunteers did not contain significant AAs. All volunteers had detectors located over the normal course of the temporal and occipital arteries.
Since significant AA was not present in our volunteers, one questions whether an error in the fixed guess for At could have resulted in the apparent AA in Prohovnik's subjects. This possibility was investigated by further analysis of the data from the 4 volunteers for the radial artery experiment. When the head curves without the added AA were analyzed with Jablonski's model including only APA with a fixed erroneous guess for At, k, was elevated by as much as 40%. The magnitude of the error in k, depended on the magnitude and direction of the error in the fixed guess for At. Use of the model including only APA with a correct guess for At resulted in finding the correct value of k,. Analysis of the same head curves with a model including both APA and AA but not At and the same erroneous fixed guess for At resulted in errors in k, of 0 to -5%. However, this approach found large erroneous AA contributions (P^). Addition of the AA term compensated for the error in the fixed guess for At. The error in At and P 4 were linearly related with a correlation coefficient (r) > 0.999. A A observed by Prohovnik may, therefore, have been due to failure of his algorithm to adequately account for At. It is difficult to explain how errors in At alone could result in the spatial distribution (temporal and occipital) of AA in Prohovnik's subjects. From a model-fitting point of view, it might be suggested that P 4 (a linear parameter) would be favored over At (a nonlinear parameter). Use of the piecewise linear A,, v (t) and Equation 8 allows one to handle At as a nonlinear parameter in the minimization routine. Since solving for P 4 does not compensate for At as well as solving for At and since At has physiological meaning while P 4 does not, we prefer solving for At.
Whatever the source of the presumed A A in Prohovnik's data, we have never seen head curves indicative of AA in our system, which has both temporal and occipital detectors. We have taken great pains to adequately shield the head detectors from the gas administration system and from the patient. Materials which absorb xenon are not used in our system. In extensive clinical studies with this system, no seemingly erroneous elevation of rCBF has been identified in the occipital and temporal regions. These clinical studies and the studies from our 4 volunteers provide substantial evidence that physiologically significant AA does not exist. Furthermore, even if AA is present, the use of a model that includes APA, solves for At, and fits all head data will provide sufficient accuracy in finding k,. AA is not considered in any of the rCBF models to be discussed.
Air Passage Artifact (APA)
To minimize any artifact from radionuclide located within the nasopharynx and paranasal sinuses, we prefer that subjects use a nose clip and breathe through a mouthpiece. For detectors that look directly at the mouth and pharynx, we routinely observe an initial rise in head counts which coincides almost precisely with arrival of radionuclide in the mouth. There can be little doubt, therefore, about the existence of APA. The questions which must be answered are 1) What is the magnitude of APA? 2) Does APA significantly bias the estimate of k,? and 3) How does one correct for APA?
To evaluate APA, we repeated an experiment reported by Obrist and his colleagues, 2 obtaining head counts from a subject who had not actually inhaled radionuclide but who was holding a mouth full of gas containing xenon-133 of the same activity used to perform an rCBF study. With our system it was found that APA could account for 2-3% of the peak activity in some of the head detectors, depending on their position with respect to the oropharynx. In our 20-detector system, detector pairs 14-4, 17-7, and 19-9 have the largest APAs ( Figure 1) ; these detectors point toward the oropharynx. To obtain an APA term to incorporate into the model, radionuclide activity from the mouth is determined during each head dectector counting interval. This can be accomplished because the mouth-toair detector delay is quite small for our system. APA in any head detector is proportional to the time-activity curve [ A^t ) ] . Equation 1, therefore, becomes h(t,) = P, jf
where A 1(a (t i ) = radionuclide activity from the air detector during the ith counting interval for the head detectors. If APA has no significant effect on the esti- Computer simulations were employed to assess the tendency for APA to bias low, medium, and high values of k,. To generate realistic midrange k, data for the simulation experiments, we employed mean values of k,, k 2 , P,, P 2 , P 3 , and At from Detector 14 and representative A,j ¥ (t) and A^,,(t) curves from 30 normal subjects. The largest value of P 3 occurred in Detector 14. The values of k,, k 2 , P,, P 2 , P 3 , and At are not independent of each other. To construct artificial data for the low-and high-k, simulations, we therefore had to select appropriate values of k 2 , P,, P 2 , and At. Values of k,, k 2 , P,, and P 2 from the normal subject with the lowest k, value were employed for low-k, simulations. Values of k,, 1c,, P,, and P 2 for the high-k, simulations were obtained from a normal subject performing a motor task. In these 2 subjects, P 3 , A,, ¥ (t), and A,p,(t) were not significantly different from the representative data in the 30 normal subjects and were therefore used in generating high-and low-k, artificial data. Since At is somewhat system-dependent, we used the mean value of At from the 30 normal subjects to generate low-, medium-, and high-k, artificial data.
With these parameters and the representative A,, v (t) and A^,(t), Equation 10 was employed to construct nonnoisy artificial head curves for low, midrange, and high k,. One hundred sets of artificial data then were generated by adding Poisson-distributed noise to each of the 3 curves. The values of k, recovered by fitting all the artificial head data with both a model including At but not APA and a model including At and APA were compared with the true value of k, ( Table 2) . By fitting all head data with the model including both APA and At, the calculated k, was not significantly different from true k,, and the percent errors are < 1%. On the other hand, when APA was not considered the differences between calculated and true k, were highly significant, and the errors were -17%, -12%, and -8%. This magnitude of error in k, is probably clinically significant. Thus, fitting the whole head curve with a model including both APA and At recovers the true value of k,, while a model including At but not APA does not.
In 30 normal subjects, the significance of APA in biasing the estimate of k, was further evaluated by fitting all head data from Detector 14 with a model including APA and At and a model including At but not APA. In each subject, k, calculated without APA is less than k, calculated with an APA term. The largest difference in k, for a single subject was -22.3%. The average percent difference in k, with and without APA was -11.9%, which compares favorably with the -12.19% error in estimating midrange k, without APA in the simulation studies. The mean values of k, with and without APA in the 30 normal subjects were significantly different from each other.
Two methods of correcting for APA have been advocated by others. Jablonski et al 3 and Hazelrig et al 7 have proposed incorporation of an APA term in the Comparison, by computer simulation, of k, values calculated by fitting all head data with 6-parameter(k,, k 2 , Pi, P 2 , P 3 , At) model = (with APA) against k, values obtained by fitting all head data with 5-parameter (k,, k 2 , Pi, P 2 , At) model = (no APA). This comparison is made for low, medium, and high k,. n = 100 for each group.
•Not significantly different from true k, (a = 0.05; »" = 1.11, 1.404, 1.05). tDifference from true k, highly significant (/,, = -49.9, -45.4, -36.7; p « 0.001).
model much as has been described above, but the approach for dealing with APA employed in many centers is that of using a delayed-start fit (DSF). This method was developed by Obrist et al 2 and, as noted previously, begins data analysis after the initial phase of radionuclide inhalation, at a time when end-tidal counts have fallen to 20% of maximum. At this time, there is relatively little radionuclide in the oropharynx, so that APA is minimal. In addition, A Il¥ (t) is not changing radically with time, so that DSF may also help compensate for not solving for At.
The decrease in calculated k, which we report to be caused by APA when the model includes At but not APA may seem contrary to what has been observed with the DSF approach. With partial curve analysis but early-start fit, the effect of APA on the 4-parameter (k,, k 2 , P,, P 2 ) model is an increase in calculated k,. 2 The difference may occur because we have solved for At. When the APA term is omitted and At is allowed to vary, there are large errors in At. It is possible that these errors in estimating At compensate for the omission of APA in a fashion that causes k, to be underestimated.
Comparison of Delayed-Start Fit (DSF) with Fitting All Head Curve Data Points, Solving for At, and Including an APA Term in the Model
To compare DSF with whole-curve analysis including solving for At, we employed the 300 artificial data sets used to demonstrate that not including APA in the model results in a biased estimate of k, (Table 3) . These data sets were analyzed using a fixed guess of At = 0 and DSF and were compared with the results obtained by whole-curve analysis using the model including APA and At. The artificial data were generated with At = -1 second, allowing for an error in the guess of At usually employed in DSF of about 1 second. When using whole-curve analysis with a model including APA and At, the error in k, for each of the 3 groups of 100 data sets varied from 0.29 to 0.62%. With DSF, the error in k, obtained by analysis of the same data varied from 1.72 to 3.21%. Furthermore, when using all head data and a model including APA and At, calculated k, was not significantly different from true k, for low, medium, and high k,. Even though calculated k, found by DSF was close to true k. and may be acceptable from a clinical point of view, statistical considerations showed that each calculated k, was significantly different from true k,. Table 3 shows that for low, midrange, and high k,, the variance in k, obtained with whole-curve analysis and the model including APA and At was significantly smaller than that obtained with DSF. The ratio of DSF variance to variance from the model including APA and At ranged from 1.48 to 2.50. Reducing the variance in the estimate of k, by > 50% when fitting the whole head curve with the model including APA and At probably is clinically significant.
To study a worst-case situation for the DSF method regarding the maximum contribution of At and APA to the error in k,, 100 data sets with k,, k 2 , P,, P 2 , A,, v (t), and A,p,(t) for midrange k, were generated with At = -6 seconds and P 3 = 0.004 (approximately P 3 + 1.6 SD for data from Detector 14 in 30 normal subjects). Such large magnitudes of At have been noted in patients. The artificial data were analyzed with the 4-parameter model with fixed guess of At = 0 using DSF and with the 6-parameter (k,, k 2 , P,, P 2 , P 3 , At) model fitting all the head data. The results of this worst-case analysis for DSF are given in Table 4 .
The error in k, for the model with At and APA was 0.54%, while the error in k, with DSF was 4.76%. A 5% error in k, is probably of borderline clinical significance. Statistically, when At and APA were included in the model, calculated k, was not significantly different from true k, but calculated k, for DSF was. As in the previous comparisons, the variance in k, with the 4-parameter model using DSF was significantly larger than that when At and APA were included in the 6-parameter model without DSF. The relative magnitudes of the variance in k, with the two approaches was about the same as in the previous simulations. Thus, the bias in k, with DSF depends on the magnitude of At and APA. On the other hand, the large variance of k, associated with DSF seems to be independent of the magnitude of At and APA. The increase in k, variance with DSF is, therefore, probably related to the fact that this model employs fewer data points and lower count rates.
Our results are in agreement with the comparison of goodness-of-fit data for whole-and partial-curve analysis in 9 volunteers reported by Hazelrig et al 7 in 1981. by fitting all head data with a 6-parameter(k 1 , k 2 , P,, P 2 , P 3 , At) model = (At, APA) against k, values obtained by using delayed-start fit and a 4-parameter (ki, k 2 , Pi, PJ model = (DSF). n = 100 for each group.
•Not significantly different from true k, (a = 0.05; »" = 1. These investigators performed whole-curve analysis with a model that was essentially the same as Equation 10 . Subsequent studies of 10 subjects by this same group showed that the xenon-133 inhalation technique is more sensitive to regional flow changes when parameters are estimated from the total head curve. 10 These results provide additional evidence for total head curve analysis using Equation 10 against partial analysis with the DSF approach.
Since fitting all head data with a 6-parameter model is superior to other approaches in the literature, we have adopted this as the standard method for our laboratory. Figure 2 shows the first and second compartments, APA, and value of At for a typical expected head curve.
Conclusions
The experiments reported here lead us to conclude that:
1. When fitting all head curve points, solving for At rather than including a fixed guess for At in the model results in both a statistically and a clinically significant improvement in the estimate of k,.
2. AA probably does not exist in physiological reality. If maximum AA contaminates head data, fitting Comparison, by computer simulation, of kj value obtained by fitting all head data with 6-parameter (k,, k 2 . Pi, P 2 , P3, At) model = (At, APA) against ki value obtained using delayed-start fit and a 4-paramctcr (k,, k 2 , P,, PJ model = (DSF). Data for this comparison contains large | At | and large APA. True P 4 = 0.004; true At = -6 seconds, n = 100 for both groups.
•Not significantly different from true k[ (a = 0.05; t^ = 1.41). tSignificantly different from true k, (t^ = 6.93; p < 0.001).
Significantly larger than SD when one solves for At and P 3 and does not use DSF (F w = 3.22; p « 0.01).
all the data with a model including APA and At results in a clinically insignificant change in k, due to the presence of AA.
3. APA exists in physiological reality. Failure to account for APA in the model results in a statistically significant bias in k,. If one fits all head data, the bias from not including APA in the model is large enough to be clinically significant.
4. Fitting all head data with a two-compartment, one-artifact model containing P 3 and At as unknowns (Equation 10) results in a statistically significant improvement in the estimate of k, compared with DSF, a fixed guess for At, and no APA term. This improvement in the estimate of k, may be clinically significant when one is not able to make an accurate guess for At or when APA is large.
5. Fitting all head data with a two-compartment, one-artifact model containing P 3 and At as unknowns (Equation 10 ) results in both a statistically and a clinically significant reduction in the variance of k, compared to DSF, a fixed At, and no APA term.
These conclusions resolve a number of important controversies regarding analysis of inhalation rCBF data in favor of the approach reported by Hazelrig et al 710 in which all head curve points are fitted by a twocompartment, one-artifact (APA) model, solving for At rather than employing a fixed guess. We report a robust, nonlinear minimization algorithm that fits the above noted model to all of the head data. This process is expedited by formulas based on a piecewise linear approximation of A^v(t) for finding expected head counts and derivatives needed in the nonlinear minimization routine.
