Abstract. In this paper, we consider the problem of minimizing a smooth objective over multiple rank constraints on Hankel-structured matrices. This kind of problems arises in system identification, system theory and signal processing, where the rank constraints are typically "hard constraints". To solve these problems, we propose a hybrid penalty method that combines a penalty method with a post-processing scheme. Specifically, we solve the penalty subproblems until the penalty parameter reaches a given threshold, and then switch to a local alternating "pseudo-projection" method to further reduce constraint violation. Pseudo-projection is a generalization of the concept of projection. We show that a pseudo-projection onto a single low-rank Hankel-structured matrix constraint can be computed efficiently by existing softwares such as SLRA (Markovsky and Usevich, 2014), under mild assumptions. We also demonstrate how the penalty subproblems in the hybrid penalty method can be solved by pseudo-projection-based optimization methods, and then present some convergence results for our hybrid penalty method. Finally, the efficiency of our method is illustrated by numerical examples.
1. Introduction. Many data modeling problems can be posed and solved as structured low-rank approximation problems, i.e., problems of approximating matrices by preserving the structure but reducing the rank [12] . The to-be-approximated matrices are constructed from data and the model's complexity is related to the rank of the approximation-the lower the rank, the simpler the model. However, the simpler the model is, the higher the approximation error is. One way to deal with this fundamental trade-off between model complexity and model accuracy is to solve a sequence of low-rank approximation problems with increasing bounds on the rank.
In static linear data modeling problems, i.e., models defined by linear algebraic equations, the data matrices are unstructured. All spectral and Fröbenius norm optimal unstructured low-rank approximations can be obtained from truncation of the singular value decomposition [4] . This result, known as the Eckart-Young-Mirsky theorem [2] , is at the heart of dimensionality reduction methods in machine learning [21] . Unstructured low-rank approximation is equivalent to the principal component analysis in statistics and the total least squares in numerical linear algebra [17] .
The object of system theory, control, and signal processing is dynamical models. In linear time-invariant data modeling problems, i.e., for models defined by linear constantcoefficient difference equations, the data matrix is Hankel structured [1, 5, 10, 16] . To see this, consider a system defined by the equation By definition, the time series y " ryp1q, . . . , ypT qs J P IR T is a trajectory of the system if pH s`1 pyq " 0, where p :" rp 0 p 1¨¨¨ps s ‰ 0 is the parameter vector of the system and is a Hankel matrix, constructed from the time series. Therefore, rankpH s`1 pyqq ď s.
The resulting Hankel structured low-rank approximation problem does not admit an analytic solution in terms of the singular value decomposition. For this reason, numerous local optimization [11] as well as convex relaxation [3] methods are proposed for solving it. In this paper, we consider a generalization of the Hankel structured low-rank approximation problem to multiple rank constraints. An application that motivates this generalization is the common dynamics estimation problem in multi-channel signal processing [13, 14, 18] . Modeling each channel separately requires an individual rank constraint of a Hankel matrix in the optimization problem. Imposing the assumption that the channels have common dynamics then leads to an additional (coupling) rank constraint. The problem of common dynamics estimation is closely related to the problem of approximate common factor computation of multiple polynomials in computer algebra [6, 23] . Specifically, we consider the following optimization problem with multiple rank constraints: min y1,¨¨¨,y N PIR n f pyq s.t. rankpH ri`1 py iď r i , i " 1, . . . , N, (1.1) rank prH r`1 py 1 q H r`1 py 2 q¨¨¨H r`1 py N qsq ď r, where y " vecpy 1¨¨¨yN q (see Section 2 for notation), r i and r are positive integers satisfying r i ď r ď t n´1 2 u (i " 1, . . . , N ), and f represents the loss function, which is nonnegative, level-bounded and smooth with Lipschitz continuous gradient. For example, f pyq " 1 2 }y´s y} 2 , where s y P IR N n is the noisy observation signal. For constrained problems such as (1.1) with smooth objectives, a classical solution method is the gradient projection algorithm, whose iterations require projections onto the feasible set. However, the coupling structure of the last constraint in (1.1) makes projection onto the feasible set a challenging problem: indeed, even the projection onto the set defined by each single constraint in (1.1) does not admit a closed-form solution. Thus, variants of proximal gradient algorithms cannot be directly applied to solving (1.1). Fortunately, we can show that one can obtain a so-called "pseudo-projection" (see Definition 2.2) onto the set defined by each single constraint by some existing solvers such as SLRA [15] , under mild assumptions.
Motivated by this, we adopt a penalty approach and construct penalty subproblems whose feasible regions are either IR n , or defined by either the first N constraints or the last constraint in (1.1): the pseudo-projections are easy to compute in all these cases. We then propose an algorithm vNPG major for the penalty subproblems, making explicit use of the difference-of-convex (DC) structure of the penalty functions. The algorithm vNPG major is a variant of NPG major in [8, Algorithm 2] and is based on computing pseudo-projections, which can be done efficiently for the feasible region of the penalty subproblems.
While approximate solutions to (1.1) can now be obtained by our penalty method, such solutions are typically not feasible for (1.1). This is not ideal for applications such as system identification in which solution feasibility is an important concern [10] . Even though constraint violation can theoretically be reduced via solving a sequence of penalty subproblems with increasing weights in the penalty functions, in practice this strategy results in high computational cost and numerical instability. To resolve this issue, we shift to a post-processing method after obtaining a moderately accurate solution by our penalty method. Specifically, starting from such a solution obtained from the penalty method, we apply an alternating pseudo-projection method, alternating between the set defined by the first N constraints in (1.1) and that defined by the last constraint there, to reduce constraint violation.
Our main contributions are highlighted as follows: ‚ We propose a hybrid penalty method (Algorithm 3.2) for solving (1.1): A penalty scheme allowing three different kinds of penalty subproblems, followed by an alternating pseudo-projection method for post-processing. An algorithm, vNPG major (Algorithm 3.1), is proposed for the penalty subproblems. ‚ We prove some convergence results for the hybrid penalty method, including an error bound for the penalty method (Theorem 3.2) and the convergence rate for the alternating pseudo-projection method (Theorem 3.4). ‚ We demonstrate how a pseudo-projection can be obtained by the solver SLRA [15] in Section 4, under mild assumptions. The rest of this paper is organized as follows. In Section 2, we introduce notation and some basic properties of Hankel operators. The hybrid penalty method and the corresponding convergence analysis are presented in Section 3. In Section 4, we demonstrate how to compute pseudo-projections. Numerical simulation results are presented in Section 5. Finally, we give some concluding remarks in Section 6.
2. Notation and preliminaries. Throughout this paper, we let IR n denote the n-dimensional Euclidean space and }¨} denote the Euclidean norm induced by vector inner product x¨,¨y. For an x P IR n , we let xpiq denote its ith entry. For vectors y 1 ,¨¨¨, y N P IR n , we let vec py 1¨¨¨yN q :" ry J 1¨¨¨y J N s J P IR N n . Given a matrix A P IR mˆn , we let }A} F denote its Fröbenius norm, }A} 2 denote its spectral norm, A J denote its transpose and Api, jq denote its pi, jqth entry. For A, B P IR mˆn , we denote the matrix inner product by xA, By :" ř m i"1 ř n j"1 Api, jqBpi, jq. For a linear operator A, we use A˚, RangepAq and kerpAq to denote its adjoint, range and kernel, respectively.
For an extended-real-valued function h : IR n Ñ IR Y t8u, we say that h is proper if dom h :" tx : hpxq ă 8u ‰ H, and is closed if it is lower semi-continuous. Following [20, Definition 8.3] , for a proper closed function h : IR n Ñ IR Y t8u, the regular subdifferential of h at y P dom h is defined as For a nonempty closed set Ω Ď IR n , we let δ Ω denote the indicator function of Ω, which is zero in Ω and is infinity otherwise. The regular normal cone and (limiting) normal cone of Ω at y P Ω are defined by p N Ω pyq :" p Bδ Ω pyq and N Ω pyq :" Bδ Ω pyq respectively. We use distpx, Ωq to denote the distance from an x P IR n to Ω and P Ω pxq to denote the projection, i.e., distpx, Ωq :" inf yPΩ }x´y} and P Ω pxq :" arg min yPΩ }x´y}. For a nonempty closed set Ω Ď IR mˆn , the distance from an X P IR mˆn to Ω and its projection are defined with respect to the Fröbenius norm:
We next recall the definition of prox-regular sets; see [20, Exercise 13 .31].
Definition 2.1 (Prox-regular sets). A closed set Ω is prox-regular at s x P Ω for s v P N Ω ps xq if there exist ą 0 and σ ě 0 such that whenever x P Ω and v P N Ω pxq with }x´s x} ă and }v´s v} ă , it holds that xv, y´xy ď σ 2 }y´x} 2 for all y P Ω with }y´x} ă .
Furthermore, Ω is prox-regular at s x if it is prox-regular at s x for all s v P N Ω ps xq.
We now define the notion of pseudo-projection, which will be used in our subsequent discussions.
Definition 2.2 (Pseudo-projection).
Let Ω Ď IR n be a nonempty closed set, u P Ω and x P IR n . The pseudo-projection P s Ω px; uq of x onto Ω with respect to u is the collection of all y P Ω satisfying: (a) (Stationarity) x´y P N Ω pyq; and (b) (Function value improvement) }y´x} ď }u´x}.
Notice that any element of the pseudo-projection is a stationary point of the corresponding projection problem, i.e., it is a stationary point of the function w Þ Ñ 1 2 }w´x} 2`δ Ω pwq. Also, each such element improves the function value of the corresponding projection problem relative to a given point u P Ω. Pseudo-projection onto a nonempty closed set is always nonempty: indeed, in view of [20, Example 6.16] and [20, Proposition 6 .5], we have P Ω pxq Ď P s Ω px; uq for all x P IR n and all u P Ω.
For notational simplicity, we define linear operators
Lpyq :" rH r`1 py 1 q H r`1 py 2 q¨¨¨H r`1 py N qs, (2.1) where y " vec py 1¨¨¨yN q P IR N n , and r i (i " 1, . . . , N ) and r are defined in (1.1). We now present some properties of the linear operators H l p¨q and L˚. Lemma 2.3. For any Y P IR pr`1qˆpn´rq , 
Then the conclusion follows from this and the arbitrariness of y. This completes the proof.
3. A hybrid penalty method. Notice that there are multiple rank constraints in (1.1), making it difficult to compute the projection onto the feasible set. To handle these constraints, one intuitive idea is to use a penalty method to "reduce" the number of constraints. Specifically, we replace some or all constraints by penalty functions which consist of penalty parameters and measures of constraint violation. However, approximate solutions returned by penalty methods are typically not feasible for (1.1). Although we can theoretically reduce constraint violation by increasing the weights in the penalty functions when feasibility is important (e.g., in applications such as system identification [10] ), this strategy leads to high computational cost and numerical instability in practice. One way out would be to shift to a local refinement method after obtaining a moderately accurate solution by the penalty method.
Based on these intuitive ideas, our solution method will then consist of two stages: a penalty method, followed by a post-processing scheme. We will describe the penalty method in Section 3.1, the post-processing scheme in Section 3.2 and the hybrid penalty method and its convergence analysis in Section 3.3.
Stage 1:
A penalty method. To describe the penalty method, we first rewrite (1.1) as follows, using notation in (2.1):
This can be further equivalently rewritten as
with three ways of setting k, A i , Ω and C i :
and
Notice that for the above three variants, the projection onto C i has a closed-form solution. On the other hand, while the projection onto Ω does not in general admit a closed-form solution, some kinds of stationary points of this projection problem can be approximately and efficiently obtained by some existing solvers such as SLRA [15] , as we will show in Section 4, under mild assumptions. Now we are ready to describe our penalty method. We first replace the constraints A i pyq P C i (i " 1, . . . , k) in (3.1) by a penalty for violating the constraints to obtain the auxiliary function
where λ ą 0 is the penalty parameter. Then we approximately minimize the auxiliary function F λ pyq and update y while decreasing λ.
Note that each term of the penalty function in (3.2) can be written as the Moreau envelope of indicator function δ Ci p¨q. Using the DC decomposition of the Moreau envelope as in [8, Equation 6 ], we see that
where h is a smooth function and g is a convex function with [8, Equation 7] . Recall that the projection onto C i is easy to compute. Thus, for Variant III, in which Ω " IR N n , F λ can be minimized via NPG major in [8, Algorithm 2]. However, for Variants I and II, the projection onto Ω is not easy to compute. Fortunately, one can obtain some kind of stationary points for the corresponding projection problems via specific solvers: as we shall see in Section 4, such a point belongs to the set of pseudo-projection (see Definition 2.2) under mild assumptions. Thus, we propose a variant of NPG major as Algorithm 3.1, which we call vNPG major , where we replace the projection in the subproblem by pseudo-projection.
The well-definedness of (3.5), i.e., whether the line-search loop terminates after a finite number of iterations, will be discussed in Section 3.3.
Stage 2:
Post-processing scheme. After we obtain an approximate solution by the penalty method, we shift to a post-processing method. A natural and simple choice for post-processing is the alternating projection method. Let
Algorithm 3.1 vNPG major for minimizing (3.3)
Step 0.
Step 2. Let s
and l " l`1. Go to Step 1 unless some stopping criterion is met.
In the classical alternating projection method, one has to find the global minimizers of the following problems in each iteration, for some r y.
However, these problems are in general difficult to solve globally. Fortunately, as mentioned in Section 3.1, we can obtain some point in the set of pseudo-projection efficiently, under mild assumptions. Thus, we adopt the following alternating pseudoprojection method for post-processing: start at some x 0 P Ω 2 and z 0 P Ω 1 , let
3.3.
Hybrid penalty method for (1.1) and convergence analysis. The hybrid penalty method for solving (1.1), which consists of the penalty method discussed in Section 3.1 and the post-processing method discussed in Section 3.2, is presented as Algorithm 3.2.
For the rest of the section, we will analyze the convergence of the hybrid penalty method, including the convergence analysis for the penalty method in Section 3.3.2 and the convergence rate for the post-processing method in Section 3.3.3. Before proceeding, we first show that the criteria (3.5) and (3.10) are well-defined.
3.3.1. Well-definedness of (3.5) and (3.10). The following theorem is about the well-definedness of the line-search criterion (3.5) and the termination criterion (3.10), i.e., they can be satisfied after finitely many number of inner iterations. The proof is similar to that in [8, Proposition 1].
Theorem 3.1. The line-search criterion (3.5) is well-defined. Moreover, t s L l u is bounded. Furthermore, the termination criterion (3.10) for Algorithm 3.1 is welldefined. Penalty method for (3.1)
Step 0. Pick two sequences of positive numbers with t Ó 0 and λ t Ó 0, choose a s λ ě 0, y feas P Ω X Ş k i"1 A´1 i pC i q and y 0 P Ω. Set t " 0.
Step 1. If F λt py t q ď F λt py feas q, set y t,0 " y t . Else, set y t,0 " y feas .
Step 2. Approximately minimize F λt by Algorithm 3.1, starting at y t,0 and terminating at y t,lt when the following three conditions hold:
(3.10)
Step 3. Update y t`1 " y t,lt and t " t`1. If λ t ă s λ and s λ ą 0 , go to Step 4; otherwise go to Step 1.
Post-processing method for (3.6)
Step 4. Let x 0 P P s Ω2 py t`1 ; 0q and z 0 P P s Ω1 py t`1 ; 0q, use alternative pseudoprojection as follows until some termination criterion is met:
Proof. We start by discussing the line-search criterion. First, we observe from (3.4) and Definition 2.2 that
which is equivalent to (3.12)
Next, recall from the definition of ξ l and [8, Equation 7 ] that (3.13)
Using (3.12) and (3.13) together with u l i P Ω, the L-smoothness of h and the convexity of g gives (here, we let L denote the Lipschitz continuity modulus of ∇h):
Thus, we see that (3.5) is satisfied whenever L l,i ě L`c. From the definition of L l,i , this latter inequality must hold when i satisfies τ i L min ě L`c, implying that the line-search criterion (3.5) is well-defined. Now, the boundedness of tL t u can be argued as in [8, Proposition 1] . Next, let ty l u be generated by Algorithm 3.1 starting at a y t,0 in Step 2 of Algorithm 3.2. We show that the termination criteria (3.10) hold after finitely many iterations in Algorithm 3.1 (with y l in place of y t,lt and y l`1 in place of y t,lt`1 in (3.10) ). First, from (3.5), it is easy to see that the second inequality in (3.10) holds. Moreover, using a similar line of arguments as in [24, Lemma 4] , we can show that (3.14) lim lÑ8 }y l`1´yl } " 0.
Thus, the first inequality in (3.10) also holds after a finite number of iterations in Algorithm 3.1. Finally, we note from (3.4) and Definition 2.2 that
Using this together with the definition of h in (3.3), we further obtain
Combining this relation with (3.13) gives
This inequality together with (3.14) and the boundedness of tL l u shows that the third inequality in (3.10) holds after a finite number of iterations. This completes the proof.
3.3.2.
Convergence analysis for the penalty method in Algorithm 3.2. Notice that when s λ " 0, the penalty method in Algorithm 3.2 is exactly the same as [8, Algorithm 1] . Thus, we know from [8, Theorem 2] that the sequence ty t u is bounded and that, under some constraint qualifications, any accumulation point of sequence ty t u is a stationary point of (3.1). We next estimate the violation of the constraints for the solution given by the penalty method in Algorithm 3.2 in the following theorem. It implies that the constraint violation can be suppressed by terminating the algorithm at a small λ t .
Proof. Note from the nonnegativity of f , the definition of y t , the second inequality in (3.10) and the choice of y t,0 and y feas that for i " 1, . . . , k,
This completes the proof.
3.3.3.
Convergence analysis of the post-processing method in Algorithm 3.2. First, we present the following theorem which will be used later for the convergence analysis of the post-processing method in Algorithm 3.2.
Theorem 3.3. Let Ω 2 be defined as in (3.6). Then Ω 2 is prox-regular at any s y P Ω 2 that satisfies rankpLps yqq " r.
Proof. First, we can rewrite Ω 2 as Ω 2 " ty P IR N n : Lpyq P Cu with C :" tY P IR pr`1qˆN pn´rq : rankpY q ď ru.
By
N C pLps yqq " ! W : rkerpW qs K X rkerpLps yqqs K " t0u and rankpW q ď 1 ) .
On the other hand, we see from Lemma 2.4 that for any 
We claim that x W " 0. To prove this, we establish the following equivalent statement: for each k " 1, . . . , n, all elements in the following set equal 0:
.
First, it is easy to see from the equality in (3.18) that all elements in S 1 and S n are zero. Now we prove that every element in S k is zero by induction for each k " 1, 2, . . . , n´1.
Suppose that there exists some K ě 1 so that every element in Ť K "1 S is zero. Let x W p s i, s jq and x W p p i, p jq be any two elements in S K`1 with s i ă p i. We then know from the first inequality in (3.18) that the 2ˆ2 submatrix formed by x W p s i, p jq, x W p s i, s jq, x W p p i, p jq and x W p p i, s jq is singular. Since s i`p j ă p i`p j " K`2, we conclude that x W p s i, p jq " 0 by the induction hypothesis. Consequently, there is at least one 0 in t x W p s i, s jq, x W p p i, p jqu. By the arbitrariness of these two elements in S K`1 , we see that there is at most one nonzero element in S K`1 . This together with the equality in (3.18) implies that every element in S K`1 equals 0. Thus, we have x W " 0 by induction. Since is arbitrary, we see further that x W " 0. This proves that N C pLps yqq X kerpL˚q " t0u, which is equivalent to statement (a). Now we prove (b). Using rankpLps yqq " r, we know from [9, Proposition 3.8] that C is prox-regular at Lps yq. Then by the definition of prox-regularity, we see that (b) holds. This completes the proof.
Since (3.11) involves the pseudo-projection instead of the actual projection, the post-processing method in Algorithm 3.2 is different from the classical alternating projection method. Nevertheless, we can still show that the post-processing method in Algorithm 3.2 has local linear convergence under commonly used assumptions for establishing local linear convergence of the alternating projection method (see, for example, the assumptions used in [ Let Ω 1 and Ω 2 be defined as in (3.6) and suppose that there exists some s y P Ω 1 X Ω 2 such that rankpLps yqq " r and N Ω1 ps yq X´N Ω2 ps yq " t0u. Then for any initial points x 0 P Ω 2 and z 0 P Ω 1 near s y, any sequence generated by the following iterations converges to a point in Ω 1 X Ω 2 R-linearly:
Subproblem: pseudo-projection.
In this section, we consider the pseudoprojection subproblems (3.4) in Algorithm 3.1 and (3.11) in Algorithm 3.2. Recall that their corresponding projection problems can be put in the following general form:
here, Apyq P IR pˆq , and d, m, p, q and A are given as in (4.2) or (4.3) below, corresponding to (3.7) and (3.8) respectively:
The pseudo-projection problem corresponding to (4.1) can now be stated as follows: given p y P IR d and some reference point y b P IR d satisfying rankpApy bď m, compute y s P P s ty: rankpApyqqďmu pp y; y b q. In what follows, we will describe how such a y s can be obtained by the solver SLRA in [15] . Recall that SLRA was developed based on the following key observation: rankpApyqq ď m ðñ D full row-rank matrix R P IR pp´mqˆp such that RApyq " 0.
In view of this, algorithms were developed in [15] to approximately solve the following equivalent formulation of (4. Notice that under the settings in (4.2) or (4.3), we have p´m " 1 and hence (4.4) is an optimization problem in IR 1ˆp and the feasible set reduces to tR P IR 1ˆp : RR T " 1u. We will show below in Section 4.1 that Ψ in (4.5) is smooth on IR 1ˆp zt0u. Thus, when gradient-based optimization methods such as those described in [15] are applied to solving (4.4), one obtains a stationary point of the following function: (4.6) r ΨpRq :" ΨpRq`δ Θ pRq, where Θ :" tR P IR 1ˆp : RR T " 1u.
We will then discuss in Section 4.2 how an element of P s ty: rankpApyqqďmu pp y; y b q can be obtained from such a stationary point under mild assumptions.
Smoothness of Ψ.
In this subsection, we will prove that Ψ is smooth on IR 1ˆp zt0u. We start with an auxiliary lemma.
Lemma 4.1. Consider (4.1) with setting (4.2) or (4.3). For any U P IR 1ˆq and any R P IR 1ˆp zt0u, if A˚pR J U q " 0, then U " 0.
Proof. Assume that U P IR 1ˆq and R P IR 1ˆp zt0u satisfy A˚pR J U q " 0. We need to show that U " 0.
We first consider (4.1) with setting (4.2). In this case, we have m " r i , p " r i`1 , q " n´r i and Apyq " H ri`1 pyq. Notice that
and W " R J U . Using Lemma 2.3, we obtain
Since A˚pR J U q " 0, to show that U " 0, it suffices to show that the p R P IR nˆpn´riq above has full column rank. To this end, we first note from R P IR 1ˆpri`1q zt0u that there is at least one nonzero element in R. Let s i be the first integer in 1, . . . , r i`1 with Rp s iq ‰ 0. Then the pn´r i qˆpn´r i q submatrix of p R starting from the s ith row is lower triangular with all diagonal entries being Rp s iq ‰ 0. Consequently, this submatrix is nonsingular and thus p R has full column rank. This completes the proof for this case. Now we consider (4.1) with setting (4.3). In this case, we have m " r, p " r`1, q " N pn´rq and Apyq " Lpyq " rH r`1 py 1 q¨¨¨H r`1 py N qs with y " vecpy 1¨¨¨yN q. 
Consequently, we have
Since A˚pR J U q " 0, to prove that U " 0, we only need to show that the block diagonal matrix on the right-hand side of (4.7) has full column rank. But then it suffices to show that s R has full column rank, and this latter claim can be established by following a similar line of arguments as in the proof for setting (4.2) . This completes the proof. Proof. In view of [22, Equation 5 ] and recall that p´m " 1 (in both cases (4.2) and (4.3)), we only need to show that for any R P IR 1ˆp zt0u, the linear map
" pRApyqq J is surjective, or equivalently, GR is injective. To proceed, fix any R P IR 1ˆp zt0u and consider any z P IR q with GRpzq " 0.
Since Ψ is smooth on IR 1ˆp zt0u, we can then apply standard gradient-based optimization methods to solving (4.4) and obtain a stationary point of r Ψ in (4.6). We next discuss how one can obtain a pseudo-projection from such a stationary point.
Stationarity and improvement of function value.
We discuss in this subsection how to obtain a pseudo-projection from a suitable stationary point R˚of r Ψ in (4.6), under mild assumptions. We start by showing how one can construct from R˚a point satisfying the stationarity condition in Definition 2.2. If in addition rankpApy˚qq " m, then we have (4.9) 0 P y˚´p y`N ty: rankpApyqqďmu py˚q.
Proof. First, we define (4.10) Φpy, Rq :" 1 2 }y´p y} 2`δ tpy,Rq: RApyq"0u py, Rq`δ tR: RR J "1u pRq.
Then we see from (4.6) and the definition of y˚that
On the other hand, we also have from the stationarity of R˚that 0 P B r ΨpR˚q " B`Ψ`δ tR: RR J "1u˘p R˚q. Using this, (4.11) and [20, Theorem 10 .13], we see further that (4.12) p0, 0q P BΦpy˚, R˚q.
Next, notice from Lemma 4.1 that for any U P IR 1ˆq , y P IR d , λ P IR and R P IR 1ˆp zt0u, the following implication holds:
This corresponds to the linear independence constraint qualification for the following optimization problem:
Using this, the definition of Φ in (4.10), (4.12) and [20, Example 10.8], we deduce that there exist V˚P IR 1ˆq and a scalar λ˚such that the following Karash-Kuhn-Tucker conditions hold:
Multiplying both sides of the second equation in (4.13) from the right by R˚J, and using the two equations in (4.14), we obtain λ˚" 0 and thus
We now show that (4.16) R˚JV˚P N tX: rankpXqďmu pApy˚qq.
To proceed, recall that R˚P IR 1ˆp , which implies rankpR˚JV˚q ď 1. According to [9, Proposition 3.6] , in order to establish (4.16) , it now remains to show that (4.17)
To this end, take any z P rkerpR˚JV˚qs K X rkerpApy˚qqs K . Then we have in particular that z P rkerpR˚JV˚qs K " RangepV˚JR˚q. This together with (4.15) implies that Apy˚qz P Apy˚qRangepV˚JR˚q " t0u. Thus, we must have z P ker pApy˚qq X rker pApy˚qqs K and consequently z " 0. This proves (4.17) and hence (4.16). The desired relation (4.8) now follows immediately from (4.13) and (4.16) .
Suppose in addition that rankpApy˚qq " m. We next show that if the stationary point R˚of r Ψ in (4.6) is obtained via a gradient-based descent optimization method with a suitably chosen initial point, then the y˚that attains the infimum in (4.5) will satisfy the condition on function value improvement in Definition 2.2. This completes the proof. In this subsection, we revisit the assumption rankpApy˚qq " m in Theorem 4.3. We would like to understand how likely such a condition is fulfilled by the y˚that achieves the infimum in (4.5), with R " Rb eing a stationary point of r Ψ in (4.6). Notice that if R˚is indeed an optimal solution of r Ψ, such a y˚is an optimal solution of (4.1). Thus, we will first study whether rankpApy˚qq " m when y˚is an optimal solution of (4.1). Specifically, we make the following conjecture: Conjecture 4.6. Let s be a positive integer. Suppose that p y P IR n satisfies the condition rankpH s`1 pp yqq " s`1 and let y˚solve the following optimization problem:
Then we have rank pH s`1 py˚qq " s.
We do not know whether Conjecture 4.6 holds true for all positive numbers s. However, we are able to prove that it holds true when s " 1. Then s c ‰ 0 and rank pH 2 ps yqq " 1. Consequently,
Numerical experiments.
In this section, we will conduct numerical experiments for our hybrid penalty method, i.e., Algorithm 3.2. All numerical experiments are performed in Matlab R2019a on a 64-bit PC with 3.8 GHz Intel Core i5 Quad-Core and 8GB of DDR4 RAM.
We consider the following problem with two rank constraints:
s.t. rank pH n1`nc`1 py 1ď n 1`nc , rank pH n2`nc`1 py 2ď n 2`nc , (5.1) rank prH n1`n2`nc`1 py 1 q H n1`n2`nc`1 py 2 qsq ď n 1`n2`nc , where }y} W :" a y J W y, W is the nˆn diagonal matrix so that W pi, iq equals 1 when i is odd, and equals 10 when i is even, n 1 , n 2 and n c are given positive integers, and s y 1 P IR n and s y 2 P IR n are known noisy signals. Let HB 1, HB 2 and HB 3 represent the three hybrid penalty methods which solve (5.1) by Algorithm 3.2 via the reformulation (3.1) with Variant I, Variant II and Variant III discussed in Section 3.1 respectively. Let AP represent the alternating pseudo-projection algorithm (3.9) applied directly to the sets Ω 1 and Ω 2 defined in (3.6), constructed based on the data from (5.1).
Data generation: We set n " 50 and consider two 3-tuples pn 1 , n 2 , n c q " p2, 2, 2q and pn 1 , n 2 , n c q " p2, 6, 4q. For each 3-tuple, we first randomly generate two signals y 1 and y 2 from two marginally stable linear time-invariant systems of order at most n 1`nc and n 2`nc respectively, which have n c common poles. Then we let s y 1 " y 1`σ¨W´1 {2 ξ 1 and s y 2 " y 2`σ¨W´1 {2 ξ 2 , where σ " 0.1 is the noise factor, and ξ 1 and ξ 2 are random vectors with i.i.d. standard Gaussian entries. HB 1, HB 2 and HB 3: In Algorithm 3.1, we set L max " 10
All pseudo-projection subproblems that arise are approximately solved by calling SLRA [15] with default setting (except that the R 0 is specified as in Remark 4.5). We terminate Algorithm 3.1 when the number of iterations exceeds 10 8 or
For the penalty method in Algorithm 3.2, we set y feas " 0, λ t " λ t´1 {5 with initial λ 0 " 0.1, s λ " 10´4 and t " max t´1 {1.5, 10´6 ( with initial 0 " 10´5. Let s y " vec ps y 1 s y 2 q. We set the initial point y 0 for HB 1 and HB 2 as a pseudo-projection of s y onto Ω 1 and Ω 2 respectively, obtained by calling SLRA in [15] with default setting (the reference point is the origin). For HB 3, we set y 0 " s y. For the post-processing method in Algorithm 3.2, we also call SLRA in [15] with default settings to approximately compute a pseudo-projection (except that the R 0 is specified as in Remark 4.5), and terminate it when the number of iterations exceeds 10 5 or
We output z t as the approximate solution. AP: In this method, we start at s y " vec ps y 1 s y 2 q and call SLRA in [15] with default setting (except that the R 0 is specified as in Remark 4.5) to approximately compute a pseudo-projection onto Ω 1 and Ω 2 defined in (3.6) (the initial reference points are the origin). We also output z t as the approximate solution.
Numerical results: In Figure 1 , we compare the four methods AP, HB 1, HB 2 and HB 3 in terms of terminating function values over 100 random instances for pn 1 , n 2 , n c q " p2, 2, 2q and over 30 random instances for pn 1 , n 2 , n c q " p2, 6, 4q. 1 One can see that while the three hybrid penalty methods HB 1, HB 2 and HB 3 have comparable performance, they always outperform AP.
In Figure 2 , we compare the three hybrid penalty methods HB 1, HB 2 and HB 3 in terms of constraint violation (before and after post-processing) and CPU time over 30 random instances for pn 1 , n 2 , n c q " p2, 6, 4q. We measure constraint violation by log 10 pvioq, with vio given by
where y1 and y2 are computed solutions, m 1 " n 1`nc , m 2 " n 2`nc , m " n 1`n2`nc and Ξ s :" tY : rankpY q ď su. One can see that the post-processing scheme significantly reduces constraint violation. On the other hand, HB 2 is faster than HB 1 and HB 3. 6. Concluding remarks. In this paper, we propose a hybrid penalty method for solving (1.1). The hybrid penalty method consists of two parts: a penalty scheme which makes use of a special penalty function as in [8] , and a post-processing method for reducing constraint violation. Both the penalty subproblems and the subproblems in the post-processing method involve the new concept of pseudo-projections: we discussed in Section 4 in detail how pseudo-projections can be computed efficiently by some existing software such as [15] , under mild assumptions.
There are several open questions related to pseudo-projection computation. For instance, we still do not know how likely the condition rankpApy˚qq " m holds for the y˚that achieves the infimum in (4.5) (with R " R˚being a stationary point of r Ψ in (4.6)).
2 Even assuming y˚is a solution of (4.19), we can only establish rankpH s`1 py˚qq " s when s " 1. The case for s ą 1 is still open. Lemma A.1. Let Ω 1 and Ω 2 be defined as in (3.6), s y P Ω 1 X Ω 2 and define
where B is the closed unit ball. Then N Ω1 ps yq X´N Ω2 ps yq " t0u if and only if s c ă 1.
Lemma A.2. Let Ω 1 and Ω 2 be defined as in (3.6). Suppose that there exists some s y P Ω 1 X Ω 2 such that rankpLps yqq " r and N Ω1 ps yq X´N Ω2 ps yq " t0u. Let s c be defined as in (A.1). Then for any c P ps c, 1q, there exist some ą 0 and δ P r0, 1´c 2 q such that
where B ps yq is the closed ball with centre s y and radius , and B is the closed unit ball.
We now prove Theorem 3.4. The proof follows the same line of arguments as in [ where the second inequality follows from (A.8). Adding (A.12) and (A.13), we obtain }x t`1´zt`1 } ď pc`2δq}x t´zt`1 } " c 0 }x t´zt`1 }, which proves (A.4). Note from c 0 " c`2δ with c P pc, 1q and δ P r0, .
Thus the sequence tz 0 , x 0 , z 1 , x 1¨¨¨u converges R-linearly. This completes the proof.
