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Abstract—We present a new supervised image classification
method for problems where the data at hand conform to
certain deformation models applied to unknown prototypes or
templates. The method makes use of the previously described
Radon Cumulative Distribution Transform (R-CDT) for image
data, whose mathematical properties are exploited to express the
image data in a form that is more suitable for machine learning.
While certain operations such as translation, scaling, and higher-
order transformations are challenging to model in native image
space, we show the R-CDT can capture some of these variations
and thus render the associated image classification problems
easier to solve. The method is simple to implement, non-
iterative, has no hyper-parameters to tune, it is computationally
efficient, and provides competitive accuracies to state-of-the-
art neural networks for many types of classification problems,
especially in a learning with few labels setting. Furthermore,
we show improvements with respect to neural network-based
methods in terms of computational efficiency (it can be imple-
mented without the use of GPUs), number of training samples
needed for training, as well as out-of-distribution generalization.
The Python code for reproducing our results is available at
https://github.com/rohdelab/rcdt ns classifier.
Index Terms—R-CDT, nearest subspace, image classification,
generative model.
I. INTRODUCTION
IMAGE classification refers to the process of automatic im-age class prediction based on the numerical content of their
corresponding pixel values. Automated image classification
methods have been used to detect cancer from microscopy
images of tumor specimens [1] [2], detect and quantify atrophy
from magnetic resonance images of the human brain [3] [4],
identify and authenticate a person from cell phone camera
images [5], and numerous other applications in computer
vision, medical imaging, automated driving and others.
While many methods for automated image classification
have been developed, those based on supervised learning have
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attracted most of the attention in the past and the present
given that, generally speaking, they are more accurate than the
alternatives. In supervised learning, a set of labeled example
images (known as training data) is utilized to estimate the
value of parameters of a mathematical model to be used for
classification. Given an unknown test image, the goal of the
classification method is to automatically assign the label or
class of that image.
An extensive set of supervised learning-based classification
algorithms have been proposed in the past (see [6]–[8] for a
few reviews on the subject). We categorize these algorithms
into two broad categories: 1) learning of classifiers on hand-
engineered features and 2) end-to-end learning of features and
classifiers, e.g., hierarchical neural networks. Certainly, many
algorithms exist that may fit into more than one categories,
while other algorithms may not fit into them at all. However,
for the purposes of our discussion we focus on these two broad
categories.
Image classification methods based on hand-engineered
features, perhaps the first to arise [9], generally work in a
two step process: step one being the extraction of numerical
features from the pixel data, and step two relating to the
application of statistical classification methods. A large num-
ber of numerical features have been engineered in the past
to represent the information from a given image, including
Haralick features, Gabor features, shape features [10] [11],
and numerous others [6]. These are then combined with many
different multivariate regression-based classification methods
including linear discriminant analysis [12] [13], support vector
machines [14] [15], random forests [16] [17], as well as their
kernel versions.
Methods based on hierarchical neural networks [18], such
as convolutional neural networks (CNNs) [7] [19], have been
widely studied recently given they have achieved top per-
formance in certain classification tasks [18] [20] [21]. In
contrast to hand-engineered features, CNNs typically combine
both feature extraction and classification methods within one
consistent framework, i.e., end-to-end learning. The unprece-
dented performance of the deep neural networks on a wide
variety of tasks has made them quintessential to modern su-
pervised learning on images. These methods, however, are: 1)
computationally expensive, often requiring graphic processing
units (GPUs) to train and deploy, 2) data-hungry, requiring
thousands of labeled images per class, and 3) often vulnerable
against out-of-distribution samples, e.g., adversarial attacks.
Specific methods that fall outside these two broad categories
have been few. One such example is the classification method
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Fig. 1: System diagram outlining the proposed Radon cumulative distribution transform subspace modeling technique for image classification.
(a) R-CDT - a nonlinear, invertible transformation: The R-CDT transform simplifies the data space; (b) Generative modeling - subspace
learning: the simplified data spaces can be modeled as linear subspaces; (c) Classification pipeline: the classification method consists of the
R-CDT transform followed by a nearest subspace search in the R-CDT space.
relying on the R-CDT, a newly developed image transform
[22], for extracting information from pixel intensities. Unlike
most numerical feature based methods described above, this
operation is invertible as the R-CDT is an invertible image
transform and thus the R-CDT can be viewed as a mathemat-
ical image representation method. The R-CDT developed in
[22] has connections to optimal transport theory [23] [24]. In
particular, the R-CDT can be interpreted as the application of
the linear optimal transportation concept [25] to the sliced
Wasserstein distance [26]. It can also be interpreted as a
nonlinear kernel [26]. The R-CDT, and linear optimal transport
models [25], have been applied to image classification before
in combination with linear classifiers such as Fisher discrim-
inant analysis, support vector machines, and their respective
kernel techniques [22] [26] [27]. While successful in certain
applications [27], this approach of classification using the R-
CDT has failed to produce the state of the art classification
results in certain other applications (see Figure 3 from [6]).
Our contribution
The approach we describe here expands and improves
upon the R-CDT-based image classification technique, and
provides a simple non iterative training method. We model
each image class as being generated by the existence of
a template form (e.g. a template for the digit ‘1’ in an
MNIST [28] image classification problem) but observed
under different poses and other intensity re-arrangements,
which are explained below. We then utilize the properties of
the cumulative distribution transform (CDT) [29] and Radon-
cumulative distribution transform (R-CDT) [22] to propose
that the re-arrangements responsible for generating each
signal class be modeled as a convex subspace in transform
domain. Based on this model, we propose a non iterative
training and testing algorithm and demonstrate their strengths
and weaknesses in comparison with existing deep learning
alternatives. Figure 1 shows a system diagram outlining
the main computational modeling steps in the proposed
method. In comparison with deep learning-based methods,
the proposed method is computationally cheap, it is label
efficient, it has shown robustness under out-of-distribution
setups, and it offers competitive performance on a broad class
of image classification problems.
The paper is organized as follows: Section II presents a
preliminary overview of a family of transport-based nonlinear
transforms: the CDT for 1D signals, and the R-CDT for 2D
images. The classification problem is stated in Section III
with the proposed solution in Section IV. Descriptions of
the experimental setup and the datasets used are available
in Section V. Experimental results are presented in Section
VI with the discussion of the results in Section VII. Finally,
Section VIII offers concluding remarks.
II. PRELIMINARIES
A. Notation
Throughout the manuscript, we deal with signals s assuming
these to be square integrable in their respective domains. That
is, we assume that
∫
Ωs
|s(x)|2dx < ∞, where Ωs ⊆ R
is the domain over which s is defined. In addition, we at
times make use of the common notation: ‖s‖2 =< s, s >=∫
Ωs
s(x)∗s(x)dx =
∫
Ωs
|s(x)|2dx, where < ·, · > is the
inner product. Signals are assumed to be real, so the complex
conjugate ∗ does not play a role. We will apply the same no-
tation for functions whose input argument is two dimensional,
3TABLE I: Description of symbols
Symbols Description
s(x) / s(x) Signal / image
Ωs Domain of s
s˜(t, θ) Radon transform of s
ŝ(x) / ŝ(t, θ) CDT / R-CDT transform of s
R(·) / R−1(·) Forward / inverse Radon transform operation
g(x) Strictly increasing and differentiable function
gθ(t) Strictly increasing and differentiable
function, indexed by an angle θ
s ◦ g s(g(x)): composition of s(x) with g(x)
s˜ ◦ gθ s˜(gθ(t), θ): composition of s˜(t, θ) with gθ(t)
along the t dimension of s˜(t, θ)
G Set of functions g(x) with x ∈ Ω for some
interval Ω
GR Set of functions gθ(t) with θ ∈ [0, pi] and t ∈ Ω
for some interval Ω
T Set of all possible increasing diffeomorphisms
between two domains Ω1 and Ω2 in R
i.e. images. Let x ∈ Ωs ⊆ R2. A 2D continuous function
representing the continuous image is denoted s(x),x ∈ Ωs.
Signals or images are denoted s(k) when the class information
is available, where the superscript (k) represents the class
label.
Below we will also make use of one dimensional (1D)
diffeomorphisms (one to one mapping functions), which are
denoted as g(x) for signals and gθ(t) when they need to be
parameterized by an angle θ. The set of all possible diffeomor-
phisms between two domains Ω1 and Ω2 will be denoted as
T . Finally, at times we also utilize the ‘◦’ operator to denote
composition. A summary of the symbols and notation used
can be found in Table I.
B. The Cumulative Distribution Transform (CDT)
The CDT [29] is an invertible nonlinear 1D signal transform
from the space of smooth probability densities to the space
of diffeomorphisms. The CDT morphs a given input signal,
defined as a probability density function (PDF), into another
PDF in such a way that the Wasserstein distance between them
is minimized. More formally, let s(x), x ∈ Ωs and r(x), x ∈
Ωr define a given signal and a reference signal, respectively,
which we consider to be appropriately normalized such that
s > 0, r > 0, and
∫
Ωs
s(x)dx =
∫
Ωr
r(x)dx = 1. The forward
CDT transform of s(x) with respect to r(x) is given by the
strictly increasing function ŝ(x) that satisfies∫ ŝ(x)
−∞
s(u)du =
∫ x
−∞
r(u)du
As described in detail in [29], the CDT is a nonlinear and
invertible operation, with the inverse being
s(x) =
dŝ−1(x)
dx
r
(
ŝ−1(x)
)
, and ŝ−1(ŝ(x)) = x
Moreover, like the Fourier transform [30] for example,
the CDT has a number of properties which will help us
render signal and image classification problems easier to solve.
Property II-B.1 (Composition): Let s(x) denote a normalized
signal and let ŝ(x) be the CDT of s(x). The CDT of
sg = g
′s ◦ g is given by
ŝg = g
−1 ◦ ŝ (1)
CDT spaceSignal space
CDT
Fig. 2: The cumulative distribution transform (CDT) of a signal
(probability density function). Note that the CDT of an altered
(transported) signal sg(x) (see text for definition) is related to
the transform of s. In short, the CDT renders displacements into
amplitude modulations in transform space.
Here, g ∈ T is an invertible and differentiable function (diffeo-
morphism), g′ = dg(x)/dx, and ‘◦’ denotes the composition
operator with s ◦ g = s(g(x)). For a proof, see Appendix A
in supplementary materials.
The CDT composition property implies that, variations in
a signal caused by applying g(x) to the independent variable
will change only the dependent variable in CDT space. This
property is illustrated in Figure 2 where variations along both
independent and dependent axis directions in original signal
space become changes solely along the dependent axis in
CDT space).
Property II-B.2 (Embedding): CDT induces an isometric
embedding between the space of 1D signals with the 2-
Wasserstein metric and the space of their CDT transforms
with a weighted-Euclidean metric [22] [29], i.e.,
W 22 (s1, s2) =
∣∣∣∣(ŝ1 − ŝ2)√r∣∣∣∣2L2(Ωr) , (2)
for all signals s1, s2. That is to say, if we wish to use
the Wasserstein distance as a measure of similarity between
s1, s2, we can compute it as simply a weighted Euclidean
norm in CDT space. For a proof, see Appendix C in supple-
mentary materials.
The property above naturally links the CDT and Wasserstein
distances for PDFs. Wasserstein [23] distances are linked to
optimal transport and have been used in a variety of appli-
cations in signal and image processing and machine learning
(see [24] for a recent review).
C. The Radon transform
The Radon transform of an image s(x),x ∈ Ωs ⊂ R2,
which we denote by s˜ = R(s), is defined as
s˜(t, θ) =
∫
Ωs
s(x)δ(t− x · ξθ)dx (3)
Here, t is the perpendicular distance of a line from the origin
and ξθ = [cos(θ), sin(θ)]T , where θ is the angle over which
the projection is taken.
Furthermore, using the Fourier Slice Theorem [31] [32], the
inverse Radon transform s = R−1(s˜) is defined as
s(x) =
∫ pi
0
∫ ∞
−∞
s˜(x · ξθ − τ, θ)w(τ)dτdθ, (4)
where w is the ramp filter (i.e.,(Fw)(ξ) = |ξ|,∀ξ ) and F
is the Fourier transform.
4Image space Radon space R-CDT space
R-CDTRadon
Fig. 3: The process of calculating the Radon cumulative distribution
transform (R-CDT) of an image s(x) (defined as a 2-dimensional
probability density function). The first step is to apply the Radon
transform on s(x) to obtain s˜(t, θ). The R-CDT ŝ(t, θ) is then
obtained by applying the CDT over the t dimension of s˜(t, θ), ∀θ.
Property II-C.1 (Intensity equality): Note that∫
Ωs
s(x)dx =
∫ ∞
−∞
s˜(t, θ)dt, ∀θ ∈ [0, pi] (5)
which implies that
∫∞
−∞ s˜(t, θi)dt =
∫∞
−∞ s˜(t, θj)dt for any
two choices θi, θj ∈ [0, pi].
D. Radon Cumulative Distribution Transform (R-CDT)
The CDT framework was extended for 2D patterns (im-
ages as normalized density functions) through the sliced-
Wasserstein distance in [22], and was denoted as R-CDT. The
main idea behind the R-CDT is to first obtain a family of one
dimensional representations of a two dimensional probability
measure (e.g., an image) through the Radon transform and
then apply the CDT over the t dimension in Radon transform
space. More formally, let s(x) and r(x) define a given image
and a reference image, respectively, which we consider to be
appropriately normalized. The forward R-CDT of s(x) with
respect to r(x) is given by the measure preserving function
ŝ(t, θ) that satisfies∫ ŝ(t,θ)
−∞
s˜(u, θ)du =
∫ t
−∞
r˜(u, θ)du, ∀θ ∈ [0, pi] (6)
As in the case of the CDT, a transformed signal in R-CDT
space can be recovered via the following inverse formula [22],
s(x) = R−1
(
∂ŝ−1(t, θ)
∂t
r˜
(
ŝ−1(t, θ), θ
))
The process of calculating the R-CDT transform is shown
in Figure 3. As with the CDT, the R-CDT has a couple of
properties outlined below which will be of interest when
classifying images.
Property II-D.1 (Composition): Let s(x) denotes
an appropriately normalized image and let s˜(t, θ)
and ŝ(t, θ) be the Radon transform and the R-CDT
transform of s(x), respectively. The R-CDT transform of
sgθ = R
−1
((
gθ
)′
s˜ ◦ gθ
)
is given by
ŝgθ = (g
θ)−1 ◦ ŝ, (7)
where
(
gθ
)′
= dgθ(t)/dt, s˜ ◦ gθ := s˜(gθ(t), θ), and (gθ)−1 ◦
ŝ = (gθ)−1(ŝ(t, θ)). Here for a fixed θ, gθ can be thought of
an increasing and differentiable function with respect to t. The
above equation hence follows from the composition property
for 1D CDT. For a proof, see Appendix B in supplementary
materials.
The R-CDT composition property implies that, variations
along both independent and dependent axis directions in an
image, caused by applying gθ(t) to the independent t variable
of its Radon transform, become changes solely along the
dependent variable in R-CDT space.
Property II-D.2 (Embedding): R-CDT induces an isometric
embedding between the space of images with sliced-
Wasserstein metric and the space of their R-CDT transforms
with a weighted-Euclidean metric, i.e.,
SW 22 (s1, s2) =
∣∣∣∣∣∣(ŝ1 − ŝ2)√r˜∣∣∣∣∣∣2
L2(Ωr˜)
(8)
for all images s1 and s2. For a proof, see Appendix D in
supplementary materials.
As the case with the 1D CDT shown above, the property
above naturally links the R-CDT and sliced Wasserstein dis-
tances for PDFs and affords us a simple means of computing
similarity among images [22]. We remark that throughout this
manuscript we use the notation ŝ for both CDT or R-CDT
transforms of a signal or image s with respect to a fixed
reference signal or image r, if a reference is not specified.
III. GENERATIVE MODEL AND PROBLEM STATEMENT
Using the notation established above we are ready to discuss
a generative model-based problem statement for the type of
classification problems we discuss in this paper. We begin
by noting that in many applications we are concerned with
classifying image or signal patterns that are instances of a
certain prototype (or template) observed under some often
unknown deformation pattern. Consider the problem of classi-
fying handwritten digits (e.g. the MNIST dataset [28]). A good
model for each class in such a data set is to assume that each
observed digit image can be thought of as being an instance
of a template (or templates) observed under some (unknown)
deformation or similar variation or confound. For example, a
generative model for the set of images of the digit 1 could
be a fixed pattern for the digit 1, but observed under different
translations – the digit can be positioned randomly within the
field of view of the image. Alternatively, the digit could also
be observed with different sizes, or slight deformations. The
generative models stated below for 1D and 2D formalize these
statements.
Example 1 (1D generative model with translation). Consider
a 1D signal pattern denoted as ϕ(k) (the superscript (k)
here denotes the class in a classification problem), observed
under a random translation parameter µ. In this case, we
can mathematically represent the situation by defining the
set of all possible functions g(x) = x − µ, with µ being
a random variable whose distribution is typically unknown.
A random observation (randomly translated) pattern can be
written mathematically as g′(x)ϕ(k)(g(x)). Note that in this
case g′(x) = 1, and thus the generative model simply amounts
5Fig. 4: Generative model example. A signal generative model can
be constructed by applying randomly drawn confounding spatial
transformations, in this case translation (g(x) = x−µ), to a template
pattern from class (k), denoted here as ϕ(k). The notation s(k)j here
is meant to denote the jth signal from the kth class.
to random translation of a template pattern. Figure 4 depicts
this situation.
The example above (summarized in Figure 4) can be ex-
pressed in more general form. Let G ⊂ T denotes a set of
1D spatial transformations of a specific kind (e.g. the set of
affine transformations). We then use these transformations to
provide a more general definition for a mass (signal intensity)
preserving generative data model.
Definition III.1 (1D generative model). Let G ⊂ T . The 1D
mass (signal intensity) preserving generative model for the kth
class is defined to be the set
S(k) = {s(k)j |s(k)j = g′jϕ(k) ◦ gj ,∀gj ∈ G}. (9)
The notation s(k)j here is meant to denote the j
th signal
from the kth class. The derivative term g′j preserves the
normalization of signals. This extension allows us to define
and discuss problems where the confound goes beyond a
simple translation model.
With the definition of the 2-Dimensional Radon trans-
form from section II-C, we are now ready to define the 2-
dimensional definition of the generative data model we use
throughout the paper:
Definition III.2 (2D generative model). Let GR ⊂ T be our
set of confounds. The 2D mass (image intensity) preserving
generative model for the kth class is defined to be the set
S(k) =
{
s
(k)
j |s(k)j = R−1
((
gθj
)′
ϕ˜(k) ◦ gθj
)
,∀gθj ∈ GR
}
(10)
We note that the generative model above using the R-CDT
model can yield a non convex set, depending on the choice of
template function ϕ(k) and confound category GR. Note that
we use the same notation S(k) for both 1D and 2D versions of
the set. The meaning each time will be clear from the context.
We are now ready to define a mathematical description
for a generative model-based problem statement using the
definitions above:
Definition III.3 (Classification problem). Let GR ⊂ T and
GR define our set of confounds, and let S(k) be defined as in
generative model geometric interpretation
Signal space
transform
Transform space
Fig. 5: Generative model for signal classes in signal (top panel) and
transform (bottom panel) spaces. Four classes are depicted on the
left: S(1), S(2), S(3), S(4), each with three example signals shown. The
top panel: it shows the signal classes in their corresponding native
signal spaces. For each class, three example signals are shown under
different translations. The right portion of the top panel shows the
geometry of these four classes forming nonlinear spaces. The bottom
panel: it depicts the situation in transform (CDT, or R-CDT) space.
The left portion of the bottom panel shows the corresponding signals
in transform domain, while the right portion shows the geometry of
the signal classes forming convex spaces.
equation (9) (for signals) or equation (10) (for images). Given
training samples {s(1)1 , s(1)2 , · · · } (class 1), {s(2)1 , s(2)2 , · · · }
(class 2), · · · as training data, determine the class (k) of an
unknown signal or image s.
It is important to note that the generative model discussed
yields nonconvex (and hence nonlinear) signal classes (see
Figure 5, top panel). We express this fact mathematically as:
for arbitrary s(k)i and s
(k)
j we have that αs
(k)
i + (1 − α)s(k)j ,
for α ∈ [0, 1], may not necessarily be in S(k). The situation
is similar for images (the 2D cases). Convexity, on the other
hand, means the weighted sum of samples does remain in the
set; this property greatly simplifies the classification problem
as will be shown in the next section.
IV. PROPOSED SOLUTION
We postulate that the CDT and R-CDT introduced ear-
lier can be used to drastically simplify the solution to the
classification problem posed in definition III.3. While the
generative model discussed above generates nonconvex (hence
nonlinear) signal and image classes, the situation can change
by transforming the data using the CDT (for 1D signals) or
the R-CDT (for 2D images). We start by analyzing the one
dimensional generative model from definition III.1.
6Employing the composition property of the CDT (see Sec-
tion II-B) to the 1D generative model stated in equation (9)
we have that
ŝ
(k)
j = g
−1
j ◦ ϕ̂(k) (11)
and thus
Ŝ(k) = {ŝ(k)j |ŝ(k)j = g−1j ◦ ϕ̂(k),∀gj ∈ G}.
Thus we have the following lemma:
Lemma IV.1. If G−1 ⊂ T is convex, the set Ŝ(k) is convex.
Proof. Let ϕ(k) be a template signal defined as a PDF. For
gj ∈ G, let s(k)j = g′j(ϕ(k) ◦ gj). Then using the composition
property of CDT, we have that ŝ(k)j = g
−1
j ◦ ϕ̂(k). Hence
Ŝ(k) = {g−1j ◦ ϕ̂(k) | gj ∈ G}. Since G−1 is convex, it follows
that Ŝ(k) is convex.
Remark IV.2. Let S(k) and S(p) represent two generative
models. If S(k) ∩ S(p) = ∅, then Ŝ(k) ∩ Ŝ(p) = ∅.
This follows from the fact that the CDT is a one to one
map between the space of probability measures and the space
of 1D diffeomorphisms. As such the CDT operation is one to
one, and therefore there exists no ŝ(k)j = ŝ
(p)
i .
Lemma IV.1 above states that if the set of spatial transfor-
mations formed by taking elements of G and inverting them
(denoted as G−1) is convex, then the generative model will be
convex in signal transform space. The situation is depicted in
Figure 5. The top part shows a four class generative model that
is nonlinear/non-convex. When examined in transform space,
however, the data geometry simplifies in a way that signals
can be added together to generate other signals in the same
class – the classes become convex in transform space.
The analysis above can be extended to the case of the
2D generative model (definition III.2) through the R-CDT.
Employing the composition property of the R-CDT (see Sec-
tion II-D) to the 2D generative model stated in equation (10)
we have that
Ŝ(k) = {ŝ(k)j |ŝ(k)j =
(
gθj
)−1 ◦ ϕ̂(k),∀gθj ∈ GR}. (12)
Lemma IV.1 and Remark IV.2 hold true in the 2-dimensional
R-CDT case as well. Thus, if G (in 1D) or GR (in 2D)
are convex, the CDT/R-CDT transform simplifies the data
geometry in a way that image classes become convex in the
R-CDT transform space. Figure 1(a) depicts the situation.
We use this information to propose a simple non-iterative
training algorithm (described in more detail in Section IV-A)
by estimating a projection matrix that projects each (transform
space) sample onto V̂(k), for all classes k = 1, 2, · · · , where
V̂(k) denotes the subspace generated by the convex set Ŝ(k)
as follows:
V̂(k) = span
(
Ŝ(k)
)
=
∑
j∈J
αj ŝ
(k)
j | αj ∈ R, J is finite
 .
(13)
Figure 1(b) provides a pictorial representation of V̂(k). We
assume that the subspaces generated by Ŝ(k) and Ŝ(p) do not
overlap other than at origin, i.e., V̂ ∩ V̂(p) = {0} .
As far as a test procedure for determining the class of
some unknown signal or image s, under the assumption
that V̂(k) ∩ V̂(p) = {0}, it then suffices to measure the
distance between ŝ and the nearest point in each subspace
V̂(k) corresponding to the generative model Ŝ(k). If the test
sample was generated according to the generative model for
one of the classes, then there will exist exactly one class
(k) for which d2(ŝ, Ŝ(k)) ∼ d2(ŝ, V̂(k)) ∼ 0, where d2(·, ·)
is the Euclidean distance between ŝ and the nearest point
in Ŝ(k) or V̂(k). Therefore, under the assumption that the
testing sample at hand s was generated according to one of the
(unknown) classes as described in definition III.3, the class of
the unknown sample can be decoded by solving
arg min
k
d2(ŝ, V̂(k)). (14)
Finally, note that due to property II-D.2 we also have that
d2(ŝ, Ŝ(k)) = min
gθ
SW 22
(
s,R−1
((
gθ
)′
ϕ˜(k) ◦ gθ
))
with gθ ∈ GR. In words, the R-CDT nearest subspace
method proposed above can be considered to be approximately
equivalent to a nearest (in the sense of the sliced-Wasserstein
distance) subset method in image space, with the subset given
by the generative model stated in definition III.2.
A. Training algorithm
Using the principles and assumptions laid out above, the
algorithm we propose estimates the subspace V̂(k) corre-
sponding to the transform space Ŝ(k) given sample data
{s(k)1 , s(k)2 , · · · }. Naturally, the first step is to transform the
training data to obtain {ŝ(k)1 , ŝ(k)2 , · · · }. We then approximate
V̂(k) as follows:
V̂(k) = span
{
ŝ
(k)
1 , ŝ
(k)
2 , · · ·
}
.
Given the composition properties for the CDT and R-
CDT (see properties II-B.1 and II-D.1), it is also possible to
enrich V̂(k) in such a way that it will automatically include
the samples undergoing some specific deformations without
explicitly training with those samples under said deformation.
The spanning sets corresponding to two such deformations,
image domain translation and isotropic scaling, are derived
below:
i) Translation: let g(x) = x − x0 be the translation by
x0 ∈ R2 and sg(x) = |Jg|s ◦ g = s(x − x0). Note
that Jg denotes the Jacobian matrix of g. Following [22]
we have that ŝg(t, θ) = ŝ(t, θ) + xT0 ξθ where ξθ =
[cos(θ), sin(θ)]T . We define the spanning set for trans-
lation in transform domain as UT = {u1(t, θ), u2(t, θ)},
where u1(t, θ) = cos θ and u2(t, θ) = sin θ.
ii) Isotropic scaling: let g(x) = αx and sg(x) = |Jg|s◦g =
α2s(αx), which is the normalized dilatation of s by
α where α ∈ R+. Then according to [22], ŝg(t, θ) =
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Fig. 6: The training and testing process of the proposed classification model. Training: First, obtain the transform space representations of the
given training samples of a particular class (k). Then, enrich the space by adding the deformation spanning set UT (see text for definition).
Finally, orthogonalize to obtain the basis vectors which span the enriched space. Testing: First, obtain the transform space representation
of a test sample s. Then, the class of s is estimated to be the class corresponding to the subspace Ŝ(k)E which has the minimum distance
d2(ŝ, Ŝ(k)E ) from ŝ (see text for definitions). Here, A
(k) = B(k)B(k)
T
.
ŝ(t, θ)/α, i.e. a scalar multiplication. Therefore, an addi-
tional spanning set is not required here and thereby the
spanning set for isotropic scaling becomes UD = ∅.
Note that the spanning sets are not limited to translation and
isotropic scaling only. Other spanning sets might be defined as
before for other deformations as well. However, deformation
spanning sets other than translation and isotropic scaling are
not used here and left for future exploration.
In light of the above discussion, we define the enriched
space V̂(k)E as follows:
V̂(k)E = span
({
ŝ
(k)
1 , ŝ
(k)
2 , · · ·
}
∪ UT
)
(15)
where UT = {u1(t, θ), u2(t, θ)}, with u1(t, θ) = cos θ and
u2(t, θ) = sin θ. Figure 1(b) depicts this situation.
We remark that although the R-CDT transform (6) is intro-
duced in a continuous setting, numerical approximations for
both the Radon and CDT transforms are available for discrete
data, i.e., images in our applications [22]. Here we utilize
the computational algorithm described in [29] to estimate
the CDT from observed, discrete data. Using this algorithm,
and given an image s, ŝ is computed on a chosen grid
[t1, ..., tm] × [θ1, ..., θn] and reshaped as a vector in Rmn.1
Also the elements in UT were computed on the above grid
and reshaped to obtain a set of vectors in Rmn.
Finally, the proposed training algorithm includes the follow-
ing steps: for each class k
1) Transform training samples to obtain
{
ŝ
(k)
1 , ŝ
(k)
2 , · · ·
}
2) Orthogonalize
{
ŝ
(k)
1 , ŝ
(k)
2 , · · ·
}
∪ UT to obtain the set
of basis vectors
{
b
(k)
1 , b
(k)
2 , · · ·
}
, which spans the space
V̂(k)E (see equation (15)). Use the output of orthogonaliza-
tion procedure matrix B(k) that contains the basis vectors
in its columns as follows:
B(k) =
[
b
(k)
1 , b
(k)
2 , · · ·
]
The training algorithm described above is summarized in
Figure 6.
1The same grid is chosen for all images. m,n are positive integers .
B. Testing algorithm
The testing procedure consists of applying the R-CDT
transform followed by a nearest subspace search in R-CDT
space (see Figure 1(c)). Let us consider a testing image s
whose class is to be predicted by the classification model
described above. As a first step, we apply R-CDT on s to
obtain the transform space representation ŝ. We then estimate
the distance between ŝ and the subspace model for each class
by d2(ŝ, V̂(k)E ) ∼ ‖ŝ−B(k)B(k)
T
ŝ‖2. Note that B(k)B(k)T is
an orthogonal projection matrix onto the space generated by
the span of the columns of B(k) (which form an orthogonal
basis). To obtain this distance, we must first obtain the
projection of ŝ onto the nearest point in the subspace V̂(k)E ,
which can be easily computed by utilizing the orthogonal basis{
b
(k)
1 , b
(k)
2 , · · ·
}
obtained in the training algorithm. Although
the pseudo-inverse formula could be used, it is advantageous in
testing to utilize an orthogonal basis for the subspace instead.
The class of ŝ is then estimated to be
arg min
k
‖ŝ−A(k)ŝ‖2.
where, A(k) = B(k)B(k)
T
. Figure 6 shows a system diagram
outlining these steps.
V. COMPUTATIONAL EXPERIMENTS
A. Experimental setup
Our goal is to study the classification performance of
the method outlined above with respect to state of the art
techniques (deep CNN’s), and in terms of metrics such as
classification accuracy, computational complexity, and amount
of training data needed. Specifically, for each dataset we
study, we generate train-test splits of different sizes from the
original training set, train the models on these splits, and
report the performances on the original test set. For a train
split of a particular size, its samples are randomly drawn
(without replacement) from the original training set, and the
experiments for this particular size are repeated 10 times. All
algorithms see the same train-test data samples for each split.
8TABLE II: Datasets used in the experiment.
Image size No. ofclasses
No. of
training
images
No. of
test
images
Chinese printed character 64 × 64 1000 100000 100000
MNIST 28 × 28 10 60000 10000
Affine-MNIST 84 × 84 10 60000 10000
Optical OAM 151 × 151 32 22400 9600
Sign language 128 × 128 3 3280 1073
OASIS brain MRI 208 × 208 2 100 100
CIFAR10 32 × 32 10 50000 10000
Apart from predictive performances, we also measure different
models’ computational complexity, in terms of total number
of floating point operations (FLOPs).
A particularly compelling property of the proposed ap-
proach is that the R-CDT subspace model can capture dif-
ferent sizes of deformations (e.g. small translations vs. large
translations) without requiring that all such small and large
deformations be present in the training set. In other words, our
model generalizes to data distributions that were previously
unobserved. This is a highly desirable property particularly
for applications such as the optical communication under
turbulence problem described below, where training data en-
compassing the full range of possible deformations are limited.
This property will be explored in section VI.
Given their excellent performance in many classification
tasks, we utilize different kinds of neural network methods
as a baseline for assessing the relative performance of the
method outlined above. Specifically, we test three neural
network models: 1) a shallow CNN model consisting of two
convolutional layers and two fully connected layers (based
on PyTorch’s official MNIST demonstration example), 2) the
standard VGG11 model [33], and 3) the standard Resnet18
model [34]. All these models were trained for 50 epochs, using
the Adam [35] optimizer with learning rate of 0.0005. When
the training set size was less than or equal to 8, a validation set
was not used, and the test performance was measured using the
model after the last epoch. When the training set had more than
8 samples we used 10% of the training samples for validation,
and reported the test performance based on the model that had
the best validation performance. To make a fair comparison
we do not use data augmentation in the training phase of the
neural network models nor of the proposed method.
The proposed method was trained and tested using the meth-
ods explained in section IV. The orthogonalization of V̂(k)E was
performed using singular value decomposition (SVD). The
matrix of basis vectors B(k) was constructed using the left
singular vectors obtained by the SVD of V̂(k)E . The number of
the basis vectors was chosen in such a way that the sum of
variances explained by all the selected basis vectors in the k-th
class captures 99% of the total variance explained by all the
training samples in the k-th class. A 2D uniform probability
density function was used as the reference image for R-CDT
computation (see equation (6)).
B. Datasets
To demonstrate the comparative performance of the pro-
posed method, we identified seven datasets for image clas-
sification: Chinese printed characters, MNIST, Affine-MNIST,
optical OAM, sign language, OASIS Brain MRI, and CIFAR10
image datasets. The Chinese printed character dataset with
1000 classes was created by adding random translations and
scalings to the images of 1000 printed Chinese characters.
The MNIST dataset contains images of ten classes of hand-
written digits which was collected from [28]. The Affine-
MNIST dataset was created by adding random translations
and scalings to the images of the MNIST dataset. The optical
orbital angular momentum (OAM) communication dataset was
collected from [27]. The dataset contains images of 32 classes
of multiplexed oribital angular momentum beam patterns for
optical communication which were corrupted by atmospheric
turbulence. The sign language dataset was collected from
[36] which contains images of hand gestures. Normalized
HOGgles images [37] of first three classes of the original
RGB hand gesture images were used. Finally, the OASIS
brain MRI image dataset was collected from [38]. The 2D
images from the middle slices of the the original 3D MRI
data were used in this paper. Besides these six datasets, we
also demonstrated the results on the natural images of the gray-
scale CIFAR10 dataset [39]. The details of the seven datasets
used are available in Table II.
VI. RESULTS
A. Test accuracy
The average test accuracy values of the methods tested
on Chinese printed character, MNIST, Affine-MNIST, optical
OAM, sign language, and OASIS brain MRI image datasets
for different number of training samples per class are shown
in Figure 7. Note that we did not use VGG11 in the MNIST
dataset because the dimensions of MNIST images (28 × 28,
see Table II) are too small for VGG11.
Overall, the proposed method outperforms other methods
when the number of training images per class is low (see
Figure 7). For some datasets, the improvements are strikingly
significant. For example, in the optical OAM dataset, and for
learning from only one sample per class, our method provides
an absolute improvement in test accuracy of ∼ 60% over
the CNN-based techniques. Also, the proposed method offers
comparable performance to its deep learning counterparts
when increasing the number of training samples.
Furthermore, in most cases, the accuracy vs. training size
curves have a smoother trend in the proposed method as
compared with that of CNN-based learning. Also, the accuracy
vs. training curves of the neural network architectures signifi-
cantly varies for different datasets. For example, Shallow-CNN
outperforms Resnet in MNIST dataset while it underperforms
Resnet in Affine-MNIST dataset in terms of test accuracy.
Again, while outperforming VGG11 in the sign language
dataset, the Resnet architecture underperforms VGG11 in the
Affine-MNIST dataset.
B. Computational efficiency
Figure 8 presents the number of floating point operations
(FLOPs) required in the training phase of the classification
models in order to achieve a particular test accuracy value.
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Fig. 7: Percentage test accuracy of different methods as a function of the number of training images per class.
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Fig. 8: The total number of floating point operations (FLOPs) required by the methods to attain a particular test accuracy in the MNIST
dataset (left) and the sign language dataset (right).
We used the Affine-MNIST and the sign language datasets in
this experiment.
The proposed method obtains test accuracy results similar
to that of the CNN-based methods with ∼ 50 to ∼ 10, 000
times savings in computational complexity, as measured by
the number of FLOPs (see Figure 8). The reduction of the
computational complexity is generally larger when compared
with a deep neural network, e.g., VGG11. The number of
FLOPs required by VGG11 is ∼ 3, 000 to ∼ 10, 000 times
higher than that required by the proposed method, whereas
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Fig. 9: Computational experiments under the out-of-distribution setup. The out-of-distribution setup consists of disjoint training (‘in
distribution’) and test (‘out distribution’) sets containing different sets of magnitudes of the confounding factors (see the left panel). Percentage
test accuracy of different methods are measured as a function of the number of training images per class under the out-of-distribution setup
(see the middle and the right panel).
Shallow-CNN is ∼ 50 to ∼ 6, 000 times more computationally
expensive than the proposed method in terms of number of
FLOPs. Note that, we have included the training FLOPs only
in Figure 8. We also calculated the number of FLOPs required
in the testing phase. For all the methods, the number of test
FLOPs per image is approximately 5 orders of magnitude
(∼ 105) lower than the number of training FLOPs. The testing
FLOPs of the proposed method depend on the number of
training samples where the test FLOPs for the CNN-based
methods are fixed. The number of test FLOPs required by the
CNN-based methods is ∼ 5 to ∼ 100 times more than the
maximum number of test FLOPs required by the proposed
method. These plots are not shown for brevity.
C. Out-of-distribution testing
In this experiment, we varied the magnitude of the con-
founding factors (e.g., translation) to generate a gap between
training and testing distributions that allows us to test the
out-of-distribution performance of the methods. Formally, let
GR ⊂ T define the set of confounding factors. Let us consider
two disjoint subsets of GR, denoted as Gin and Gout, such that
Gin ⊂ GR and Gout = GR\Gin. Using the generative model in
equation (10) the ‘in distribution’ image subset S(k)in and the
‘out distribution’ image subset S(k)out are defined using the two
disjoint confound subsets Gin and Gout as follows:
S(k)in =
{
s
(k)
j |s(k)j = R−1
((
gθj
)′
ϕ˜(k) ◦ gθj
)
,∀gθj ∈ Gin
}
S(k)out =
{
s
(k)
j |s(k)j = R−1
((
gθj
)′
ϕ˜(k) ◦ gθj
)
,∀gθj ∈ Gout
}
We defined the ‘in distribution’ image subset S(k)in as the
generative model for the training set and the ‘out distribution’
image subset S(k)out as the generative model for the test set
in this modified experimental setup (see the left panel of
Figure 9).
We measured the accuracy of the methods on the Affine-
MNIST and the optical OAM datasets under the modified
experimental setup. The Affine-MNIST dataset for the modi-
fied setup was generated by applying random translations and
scalings to the original MNIST images in a controlled way
so that the confound subsets Gin and Gout do not overlap.
The ‘in distribution’ image subset S(k)in consisted of images
with translations by not more than 7 pixels and scale factors
varying between 0.9 ∼ 1.2. On the other hand, images with
translations by more than 7 pixels and scale factors varying
between 1.5 ∼ 2.0 were used to generate the ‘out distribution’
image subset S(k)out. For the optical OAM dataset, the images at
turbulence level 5 (low turbulence) [27] were included in the
‘in distribution’ subset S(k)in and those at turbulence level 10
and 15 (medium and high turbulence) were included in the ‘out
distribution’ subset S(k)out. The average test accuracy results for
different training set sizes under the out-of-distribution setup
are shown in Figure 9.
The proposed method outperforms the other methods by a
greater margin than before under this modified experimental
scenario (see Figure 9). For the Affine-MNIST dataset, the test
accuracy values of the proposed method are ∼ 2 to ∼ 85%
higher than that of the CNN-based methods. For the optical
OAM dataset, the accuracy values of the proposed method are
∼ 7 to ∼ 85% higher than those of the CNN-based methods
(see Figure 9).
As compared with the general experimental setup (Figure 7),
the test accuracy results of all the methods mostly reduce under
this challenging modified experimental setup (Figure 9). The
average reduction of test accuracy of the proposed method
under the modified setup is also significantly lower than that
of the CNN-based methods. For the Affine-MNIST dataset, the
average reduction of test accuracy for the proposed method is
∼ 10%. Whereas, the reduction of test accuracy for the CNN-
based methods are ∼ 36% − 42%. Similarly, for the optical
OAM dataset, the average reduction of accuracy are ∼ 0% and
∼ 9% − 12% for the proposed method and the CNN-based
methods, respectively.
D. Ablation study
To observe the relative impact of different components
of our proposed method, we conducted two ablation studies
using the Affine-MNIST and the optical OAM datasets. In the
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Fig. 10: Comparison of the percentage test accuracy results obtained in the two ablation studies conducted (using the MLP-based classifier
in R-CDT space and the nearest subspace classifier in image space) with that of the proposed method.
first study, we replaced the nearest subspace-based classifier
used in our proposed method with a multilayer perceptron
(MLP) [40] and measured the test accuracy of this modified
model. In the second study, we replaced the R-CDT transform
representations with the raw images. We measured the test
accuracy of the nearest subspace classifier used with the raw
image data. The percentage test accuracy results obtained in
these two modified experiments are illustrated in Figure 10
along with the results of the proposed method for comparison.
The proposed method outperforms both these modified models
in terms of test accuracy (see Figure 10).
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Fig. 11: Percentage test accuracy results in the CIFAR10 dataset.
The natural images in the CIFAR10 dataset might not conform to
the underlying generative model, and therefore, the proposed method
doesnot perform well in the CIFAR10 dataset.
E. An example where the proposed method fails
There are examples of image classification problems (e.g.
natural image dataset) where the proposed method does not
perform well. One such example of this kind of dataset is
CIFAR10 dataset. To demonstrate this point, we measured
the test accuracies of different methods on the gray-scale
CIFAR10 dataset (see Figure 11). It can be seen that, the
highest accuracy of the proposed method is lower than the
CNN-based methods. All of the CNN-based methods used
outperform the proposed method in the gray-scale CIFAR10
dataset in terms of maximum test accuracy.
VII. DISCUSSION
Test accuracy
Results shown with 6 example datasets suggest the proposed
method obtains competitive accuracy figures as compared with
state of the art techniques such as CNNs as long as the data at
hand conform to the generative model in equation (10). More-
over, in these examples, the nearest R-CDT subspace method
was shown to be more data efficient: generally speaking, it
can achieve higher accuracy with fewer training samples.
Computational efficiency
The proposed method obtains accuracy figures similar to
that of the CNN-based methods with ∼ 50 to ∼ 10, 000 times
reduction of the computational complexity. Such a drastic
reduction of computation can be achieved due to the simplicity
and non-iterative nature of the proposed solution. As opposed
to the neural networks where GPU implementations are imper-
ative, the proposed method can efficiently be implemented in a
CPU and greatly simplify the process of obtaining an accurate
classification model for the set of problems that are well
modeled by our problem statement defined in definition III.3.
Out-of-distribution testing
The accuracy results of the CNN-based methods drastically
fall under the out-of-distribution setting whereas the proposed
method maintains its test accuracy performance. Based on
the above findings we infer that the proposed method can
be suitable for both interpolation (predicting the classes of
data samples within the known distribution) and extrapolation
(predicting the classes of data samples outside the known
distribution) when the data conforms to the generative model
expressed in definition III.2.
The out-of-distribution setting for image classification also
bears practical significance. For example, consider the problem
of classifying the OAM beam patterns for optical communi-
cations (see the optical OAM dataset in Figure 7). As these
optical patterns traverse air with often unknown air flow
patterns, temperature, humidity, etc., exact knowledge of the
turbulence level that generated a test image may not always
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be at hand. Therefore, it is practically infeasible to train the
classification model with images at the same turbulence level
as the test data. The out-of-distribution setup is more practical
under such circumstances.
Ablation study
Based on the ablation study results, we conclude that the
proposed method of using the nearest subspace classifier
in R-CDT domain is more appropriate for the category of
classification problems we are considering. Data classes in
original image domain do not generally form a convex set
and therefore and in these instances the subspace model
is not appropriate in image domain. The subspace model
is appropriate in R-CDT domain as the R-CDT transform
provides a linear data geometry. Considering the subspace
model in R-CDT space also enhances the generative nature of
the proposed classification method by implicitly including the
data points from the convex combination of the given training
data points. Use of a discriminative model for classification
(e.g., MLP, SVM) with the R-CDT domain representations of
images does not have that advantage.
When are G−1 and G−1R convex
The definitions expressed in III.1 and III.2 define the gener-
ative model for the data classes used in our classification prob-
lem statement III.3. As part of the solution to the classification
problem, it was proved in Lemma IV.1 that so long as G−1
or G−1R (the inverse of the transportation subset of functions)
is convex, Ŝ(k) is convex, and that is a precondition for the
proposed classification algorithm summarized in Figure 6 to
solve the classification problem stated III.3. A natural question
to ask is when, or for what types of transportation functions
is this condition met? Certain simple examples are easy to
describe. For example, when G or GR denotes the set of
translations in 1 or 2D, then G−1 or G−1R can be shown to
be convex. Furthermore, when G or GR refers to the set of
scalings of a function, then G−1 or G−1R can be shown to
be convex. When G or GR contains a set of fixed points, i.e.
when g(ti) = ti, then G−1 or G−1R can be shown to be convex.
Our hypothesis is that the 6 problems we tested the method on
conform to the generative model specifications at least in part,
given that classification accuracies significantly higher than
chance are obtained with the method. A careful mathematical
analysis of these and related questions is the subject of present
and future work.
Limitation: An example where the proposed method fails
The fundamental assumption of the proposed method is
that the data at hand conform to an underlying generative
model (equation 10). If the dataset does not conform to the
generative model, the proposed method may not perform well.
The CIFAR10 dataset (Figure 11) is an example where the data
classes might not follow the generative model. The proposed
method underperforms the CNN-based methods in the case of
the CIFAR10 dataset.
VIII. CONCLUSIONS
We introduced a new algorithm for supervised image clas-
sification. The algorithm builds on prior work related to the
Radon Cumulative Distribution Transform (R-CDT) [22] and
classifies a given image by measuring the the distance between
the R-CDT of that image and the linear subspaces V̂(k),
k = 1, 2, · · · , Nclasses estimated from the linear combination
of the transformed input training data. As distances between
two images in R-CDT space equate to the sliced Wasserstein
distances between the inverse R-CDT of the same points, the
classification method can be interpreted as a ‘nearest’ Sliced
Wasserstein distance method between the input image and
other images in the generative model S(k) for each class k.
The model was demonstrated to solve a variety of real-
world classification problems with accuracy figures similar to
state of the art neural networks including a shallow method,
VGG11 [33], and a Resnet18 [34]. The proposed model was
also shown to outperform the neural networks by a large mar-
gin in some specific practical scenarios, e.g., training with very
few training samples and testing with ‘out of distribution’ test
sets. The method is also extremely simple to implement, non
iterative, and it does not require tuning of hyperparameters.
Finally, as far as training is concerned the method was also
demonstrated to be significantly less demanding in terms of
floating point operations relative to different neural network
methods.
We note, however, that the method above is best suited
for problems that are well modeled by the generative model
definition provided in Section III. The definition is naturally
tailored towards modeling images which are segmented (fore-
ground extracted). Examples shown here include classifying
written Chinese characters, MNIST numerical digits, optical
communication patterns, sign language hand shapes, and brain
MRIs. We also note that the model does not account for many
other variations present in many important image classification
problems. Specifically, the proposed model does not account
for occlusions, introduction of other objects in the scene, or
variations which cannot be modeled as a mass (intensity)
preserving transformation on a set of templates. Computational
examples using the CIFAR10 dataset demonstrate that indeed
the proposed model lags far behind, in terms of classification
accuracy, the standard deep learning classification methods to
which it was compared.
Finally, we note that numerous adaptations of the method
are possible. We note that the linear subspace method (in
R-CDT space) described above can be modified to utilize
other assumptions regarding the subspace that best models
each class. While certain classes or problems may benefit
from a simple linear subspace method as described above,
where all linear combinations are allowed, other classes may
be composed by the union of non-orthogonal subspaces. The
exploration of this and other modifications and extensions of
the method are left for future work.
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APPENDIX A
PROOF OF PROPERTY II-B.1.
The composition property of the CDT:
Let s(x) denote a normalized signal and let ŝ(x) be the
CDT of s(x). The CDT of sg = g′s ◦ g is given by
ŝg = g
−1 ◦ ŝ
Proof. Let r denote a reference signal. If ŝ and ŝg denote the
CDTs of s and sg , respectively, with respect to the reference
r, we have that∫ ŝ(x)
−∞
s(u)du =
∫ ŝg(x)
−∞
sg(u)du =
∫ x
−∞
r(u)du
By substituting sg = g′s ◦ g we have∫ ŝ(x)
−∞
s(u)du =
∫ ŝg(x)
−∞
g′(u)s(g(u))du (A.1)
By the change of variables theorem, we can replace g(u) = v,
g′(u)du = dv in equation (A.1):∫ ŝ(x)
−∞
s(u)du =
∫ g(ŝg(x))
−∞
s(v)dv (A.2)
From equation (A.2), we have that
g (ŝg(x)) = ŝ(x) =⇒ ŝg(x) = g−1 (ŝ(x)) or, ŝg = g−1 ◦ ŝ
APPENDIX B
PROOF OF PROPERTY II-D.1.
The composition property of the R-CDT:
Let s(x) denote a normalized image and let s˜(t, θ) and
ŝ(t, θ) are the Radon transform and the R-CDT transform of
s(x), respectively. The R-CDT of sgθ = R−1
((
gθ
)′
s˜ ◦ gθ
)
is given by
ŝgθ =
(
gθ
)−1 ◦ ŝ
Proof. Let r denote a reference image. Let s˜ and s˜gθ denote
the Radon transforms of s and sgθ , respectively, and let ŝ and
ŝgθ denote the CDTs of s and sgθ , respectively, with respect
to the reference r. Then ∀θ ∈ [0, pi], we have that∫ ŝ(t,θ)
−∞
s˜(u, θ)du =
∫ ŝ
gθ
(t,θ)
−∞
s˜gθ (u, θ)du =
∫ t
−∞
r˜(u, θ)du
If we substitute sgθ = R−1
((
gθ
)′
s˜ ◦ gθ
)
or, s˜gθ =
(
gθ
)′
s˜ ◦
gθ. Then ∀θ ∈ [0, pi], we have∫ ŝ(t,θ)
−∞
s˜(u, θ)du =
∫ ŝ
gθ
(t,θ)
−∞
(
gθ
)′
(u)s˜
(
gθ(u), θ
)
du (B.1)
By the change of variables theorem, we can replace gθ(u) = v,(
gθ
)′
(u)du = dv in equation (B.1):∫ ŝ(t,θ)
−∞
s˜(u, θ)du =
∫ gθ(ŝgθ (t,θ))
−∞
s˜(v, θ)dv, ∀θ ∈ [0, pi]
(B.2)
From equation (B.2), we have that
gθ
(
ŝgθ (t, θ)
)
= ŝ(t, θ)
=⇒ ŝgθ (t, θ) =
(
gθ
)−1
(ŝ(t, θ)) or, ŝgθ =
(
gθ
)−1 ◦ ŝ
APPENDIX C
PROOF OF PROPERTY II-B.2
Recall that given two signals s and r, the Wasserstein metric
W2(·, ·) between them is defined in the following way:
W 22 (s, r) =
∫
Ωr
(ŝ(x)− x)2r(x)dx, (C.1)
where ŝ is the CDT of s with respect to r.
Proof. Recall that an isometric embedding between two metric
spaces is an injective mapping that preserve distances. Define
the embedding by the correspondence s 7→ ŝ, it is left to show
that
W 22 (s1, s2) =
∣∣∣∣(ŝ1 − ŝ2)√r∣∣∣∣2L2(Ωr) ,
for all signals s1, s2. Let f(y) be the CDT of s2 with respect
to s1, then
W 22 (s2, s1) =
∫
Ωs1
(f(y)− y)2s1(y)dy.
By the definition of CDT, s1 = f ′s2◦f and r = ŝ′1s1◦ŝ1. Then
by the composition property, ŝ1 = f−1 ◦ ŝ2. Here again ŝ1, ŝ2
are CDT with respect to a fixed reference r. Let y = ŝ1(x).
Using the change of variables formula,
W 22 (s1, s2) =
∫
Ωr
(f(ŝ1(x)− ŝ1(x))s1(ŝ1(x))ŝ′1(x)dx
=
∫
Ωr
(ŝ2(x)− ŝ1(x))2r(x)dx
= ||(ŝ2 − ŝ1)
√
r||2L2(Ωr).
APPENDIX D
PROOF OF PROPERTY II-D.2
Recall that given two images s, r, using the correspondence
in (6) the Sliced Wasserstein metric SW2(·, ·) is defined as
follows:
SW 22 (s, r) =
∫
Ωr˜
(ŝ(t, θ)− t)2r˜(t, θ)dtdθ. (D.1)
It can be shown that the above metric is well-defined [22], and
in particular
SW 22 (s1, s2) =
∫
Ωr˜
(ŝ1(t, θ)− ŝ2(t, θ))2r˜(t, θ)dtdθ, (D.2)
for all images s1, s2, the proof of which is essentially the same
as in the CDT case in Appendix C.
Proof. Recall that an isometric embedding between two metric
spaces is an injective mapping that preserve distances. Define
the embedding by s(x) 7→ ŝ(t, θ) and the conclusion follows
immediately from (D.2).
