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We consider the existence of periodic orbits in a class of three-
dimensional piecewise linear systems. Firstly, we describe the dy-
namical behavior of a non-generic piecewise linear system which
has two equilibria and one two-dimensional invariant manifold fo-
liated by periodic orbits. The aim of this work is to study the
periodic orbits of the continuum that persist under a piecewise lin-
ear perturbation of the system. In order to analyze this situation,
we build a real function of real variable whose zeros are related
to the limit cycles that remain after the perturbation. By using this
function, we state some results of existence and stability of limit
cycles in the perturbed system, as well as results of bifurcations of
limit cycles. The techniques presented are similar to the Melnikov
theory for smooth systems and the method of averaging.
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1. Introduction and preliminaries
These days one of the most important areas inside continuous dynamical systems is piecewise
linear systems. The analysis of this type of systems is growing daily because they realistically describe
some physics phenomena, such as the behavior of some mechanical and electronic circuits (see [9,
16,31]). By means of piecewise linear systems, some basic bifurcations are easy to understand as, for
instance, the appearance of a limit cycle associated with the change of stability of an equilibrium
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V. Carmona et al. / J. Differential Equations 250 (2011) 2244–2266 2245point [15,16]. Moreover, piecewise linear systems present very complex behavior, similar to nonlinear
systems, such as limit cycles, homoclinic and heteroclinic orbits, strange attractors, etc. (see [7,8,27,
28]).
In order to analyze a family of dynamical systems it is usual to begin detecting the elements of
the family that satisfy some non-generic property (in our case, the lack of controllability). Next, the
dynamical behavior of these non-generic systems is studied. After that, if possible, some systems in
the family are described as perturbations of the non-generic systems studied, and then, the dynamical
behavior of the perturbed systems is analyzed [4,13,25,29,30]. Some non-generic systems present a
continuum of periodic orbits (this is related with the center problem [1,18]).
If we perturb a continuum of periodic orbits in a planar differential system we can think about the
number of limit cycles that persist under a perturbation. To answer this question, Melnikov developed
a theory deﬁning a real function of a real variable whose roots are related to the number and positions
of the limit cycles that survive [4]. To solve the same problem from another point of view we ﬁnd
the averaging theory. The idea of this theory is to relate the solutions of some system to the solutions
of an autonomous one, the averaged differential system [13,25,29]. The method of averaging and the
Melnikov theory have been extended to non-smooth dynamical systems [5,6,21].
In this paper we will analyze a piecewise linear perturbation of a three-dimensional continuous
piecewise linear system with two zones which have a bounded continuum of periodic orbits. To iden-
tify the periodic orbits that persist under the perturbation, we will extend the ideas of the Melnikov
theory for smooth systems to our three-dimensional continuous piecewise linear system with two
zones. Speciﬁcally, we will deﬁne a function whose roots will give us the number and positions of the
limit cycles that survive after the perturbation.
To start, we consider the piecewise linear system with two zones separated by a plane
⎧⎨⎩
x˙ = λ−x− y,
y˙ = z,
z˙ = 1− y,
if x 0,
⎧⎨⎩
x˙ = λ+x− y,
y˙ = z,
z˙ = 1− y,
if x < 0, (1)
where the dot denotes the derivative with respect to the temporal variable t . Note that after the
change of variables y = 1+ r cos θ, z = r sin θ , system (1) takes the form
⎧⎨⎩
x˙ = λ−x− r cos θ − 1,
r˙ = 0, if x 0,
θ˙ = −1,
⎧⎨⎩
x˙ = λ+x− r cos θ − 1,
r˙ = 0, if x < 0.
θ˙ = −1,
(2)
So, the cylinders of equation
(y − 1)2 + z2 = r2 with r  0, (3)
are invariant manifolds for system (1), and its dynamical behavior can be studied from the one-
dimensional equation
dx
dθ
=
{
λ+x− 1− r cos θ, if x 0,
λ−x− 1− r cos θ, if x < 0. (4)
This analysis is given in [10] and we summarize it in the next result for the case λ+ > 0 and λ− < 0.
Theorem 1. If λ+ > 0 and λ− < 0, then, the only equilibria for (1) are the points (1/λ−,1,0) which is stable
and (1/λ+,1,0), which is unstable; the segment joint the equilibria is a heteroclinic orbit, and the system has
one bounded invariant manifold foliated by periodic orbits. Moreover, every periodic orbit has period 2π .
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For the development which will be explored later, it is important to describe some other properties
of system (1) (or equivalently (2)). We show these properties graphically in Fig. 1. From Theorem 1 we
know that if λ+ > 0 and λ− < 0, system (2) has one bounded invariant manifold foliated by periodic
orbits. We will focus our attention on the periodic orbits which have points in common with the
separation plane. Each one of these periodic orbits, except two of them which have a non-transversal
intersection with the separation plane, intersects this plane at two points, (0, θ0, r0), (0, θ1, r0), where
θ0 ∈ I0 ⊂ (0,2π), θ1 ∈ I1 ⊂ (0,2π), with I0, I1 open intervals.
Assume that r0 cos θ0 + 1 > 0. Then, the orbit passing through (0, θ0, r0) crosses transversally
through the plane x = 0, from x > 0 to x < 0. Similarly, we assume that r0 cos θ1 +1 < 0. Then, the or-
bit passing through (0, θ1, r0) crosses transversally through the plane x = 0, from x < 0 to x > 0. Each
orbit takes a speciﬁc time τ− from (0, θ0, r0) to (0, θ1, r0). We deﬁne this time as the left half-period
of the orbit. Similarly, each orbit takes a speciﬁc time τ+ from (0, θ1, r0) to (0, θ0, r0). We deﬁne this
time as the right half-period of the orbit. Moreover, we know from Theorem 1 that system (1) has two
equilibrium points, one in zone x > 0 and the other in zone x < 0. These equilibria are surrounded by
periodic orbits found in a plane, and in the corresponding half-space. The last two of these periodic
orbits found in only one zone (called one-zonal periodic orbits), have tangential intersection with
the separation plane. The one which surrounds the equilibrium point in x  0 has left half-period
τ− = 2π (τ+ = 0) and the one which surrounds the equilibrium point in x > 0 has left half-period
τ− = 0 (τ+ = 2π). If a periodic orbit of the system intersects transversally the separation plane, in
other words, if it is living in the two zones of the system, then we call it a two-zonal periodic orbit.
Hence, the continuum intersects the separation plane into two curves that can be written into the
form Γ ≡ r = rˆ(θ0), θ0 ∈ I¯0, and Γ˜ ≡ r = r˜(θ1), θ1 ∈ I¯1, with 1+ rˆ(θ0) cos θ0  0 and 1+ r˜(θ1) cos θ1  0.
Let θ¯0 be a point in I¯0. We denote by τ−(θ¯0) the left half-period of the periodic orbit of sys-
tem (2) with initial condition (0, θ¯0, rˆ(θ¯0)). This left half-period is unique as we state in Theorem 8
in Appendix A and the curve Γ can be parameterized into the form
Γ ≡ (θ0(τ−), r0(τ−)) (5)
with τ− ∈ [0,2π ]. The periodic orbit of the continuum passing through the point (0, θ0(τ−), r0(τ−))
will be denoted by χτ− .
Remark 1. Note that, as the continuum is bounded, there exists rˆ such that there are not periodic
orbits with a ratio greater than rˆ. This value is given in Theorem 4.19 in [10]. On the corresponding
cylinder, there exits a unique half-stable periodic orbit with left half-period τ− = 2πλ+/(λ+ − λ−).
Then, the continuum is compact but it is not normally hyperbolic [14].
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uncoupled. In control theory (see [3,9,10,23]), it means that we need an observable system, in other
words, a system that can be written in Lienard’s form (see [9,10]). So, we work with the system⎧⎨⎩
x˙ = t+x− y,
y˙ =m+x− z,
z˙ = d+x− 1,
if x 0,
⎧⎨⎩
x˙ = t−x− y,
y˙ =m−x− z,
z˙ = d−x− 1,
if x < 0, (6)
where t± , d± and m± are the coeﬃcients of the characteristic polynomials of the matrices of the
system.
From now on, it will be useful to write the Lienard system (6) in cylindrical coordinates. That is
what we will do in the next proposition.
Proposition 1. There is a change of variables that transforms the Lienard system (6) into the form⎧⎪⎪⎨⎪⎪⎩
x˙ = t+x− 1− r cos θ,
r˙ = ((m+ − 1) cos θ + (t+ − d+) sin θ)x,
θ˙ = ((t+ − d+) cos θ − (m+ − 1) sin θ) x
r
− 1,
if x 0,
⎧⎪⎪⎨⎪⎪⎩
x˙ = t−x− 1− r cos θ,
r˙ = ((m− − 1) cos θ + (t− − d−) sin θ)x,
θ˙ = ((t− − d−) cos θ − (m− − 1) sin θ) x
r
− 1,
if x < 0, (7)
with r  0, θ ∈ [0,2π).
Proof. After the change of variables Z = x − z and the additional change y = 1 + r cos θ , Z = r sin θ ,
with r  0, θ ∈ [0,2π), system (6) takes the form (7). 
Note that the matrices of the unperturbed system (1) share the pair of complex conjugate eigen-
values ±i. If we want to perturb system (2) it is natural to suppose that coeﬃcient matrices of the
perturbed system have a pair of complex conjugate eigenvalues. Then, we assume that the coeﬃcient
matrix in the right zone x > 0 has the eigenvalues λ+,α+ ± iβ+ and the coeﬃcient matrix in the left
zone x < 0 has the eigenvalues λ−,α− ± iβ− , with β+ · β− = 0.
Furthermore, these eigenvalues must be near to the spectrum of the coeﬃcient matrices of the
unperturbed system (1), therefore, we can assume
α− = εΛ−, β− = 1, α+ = εΛ+, β+ = 1+ εB, (8)
where ε is suﬃciently small and Λ−,Λ+, B ∈R. Note that is not restrictive to assume β− = 1.
From system (7) and with the choice made in (8) we arrive to the perturbed system
⎛⎝ x˙r˙
θ˙
⎞⎠=
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
(
λ−x−rcθ−1
0
−1
)
+ ε
(
2Λ−x
(a−cθ+b−sθ )x
(b−cθ−a−sθ ) xr
)
if x < 0,
(
λ+x−rcθ−1
0
−1
)
+ ε
(
2Λ+x
(a+cθ+b+sθ )x
(b+cθ−a+sθ ) xr
)
if x 0,
(9)
where
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a− = ε(Λ−)2 + 2Λ−λ−, b− = 2Λ− − ε(Λ−)2λ−,
a+ = ε(Λ+)2 + 2Λ+λ+ + 2B + εB2,
b+ = 2Λ+ − ε(Λ+)2λ+ − εB2λ+ − 2Bλ+. (10)
It is clear that if ε = 0, system (9) is the unperturbed system (2). Note that system (2) is, from the
control theory point of view, a non-controllable system (see [3,9,10,23]).
It makes sense to ask about periodic orbits of the continuum that persist after the perturbation.
We could employ the method of averaging to study this problem but, due to our lack of knowledge
of the explicit solutions of system (1), this approach has been impossible to do. From other point of
view, to answer this question we have employed ideas close to the Melnikov theory. So, we deﬁne in
Section 3 (Deﬁnition 1) a real function of a real variable M , deﬁned for the left half-period of periodic
orbits, whose roots give us the number and positions of the periodic orbits that survive under the
perturbation. We call it the Melnikov function by similarity between our theory and the Melnikov
theory for smooth systems.
We state the main results of this paper in Section 2 and we prove in Section 5 these main results
about the existence and stability of limit cycles of system (9) and its bifurcations, by means of the
properties of Melnikov function that we study in Section 4.
Subsequently, we present in Section 6 the conclusions of this paper and some open problems.
Finally, in Appendix A we state and prove a technical result.
2. Statement of the main results
In this section we are going to state the most important results of this work.
First, from properties of the Melnikov function M that we will state in Section 4, we will be able
to prove the next result about the existence of a limit cycle in system (9).
Theorem 2. If Λ+ · Λ− < 0, then Melnikov function M has a root τˆ− ∈ (0,2π). Moreover, if τˆ− =
2πλ+/(λ+ − λ−) and M ′(τˆ−) = 0, then the perturbed system (9) has a two-zonal limit cycle in a neigh-
borhood of χτˆ− , for |ε| = 0 suﬃciently small.
Now, we will analyze the limit cycles of the perturbed system (9) with left half-period close to
τ− = 0. By means of Melnikov function we can prove the following theorem about the existence and
stability of a limit cycle of the perturbed system (9) with the left half-period close to τ− = 0.
In the following theorems we use the parameters
σ+ = B(λ− − λ+)+ (Λ− − Λ+)(1+ λ−λ+),
σ− = B(λ+ − λ−)+ (Λ− − Λ+)(1+ λ−λ+). (11)
Theorem 3. Suppose σ+ = 0, Λ+ · σ+ < 0 and |Λ+| is suﬃciently small. Then, Melnikov function M has a
root τˆ− > 0 near the origin. Moreover, the perturbed system (9) has a two-zonal limit cycle in a neighborhood
of χτˆ− , for |ε| = 0 and suﬃciently small.
Furthermore, one of the characteristic multipliers of this limit cycle is always strictly greater than 1 and the
other one is strictly greater than 1 if σ+ · ε > 0 and strictly less than 1 if σ+ · ε < 0.
On the other hand, if we assume |σ+| suﬃciently small, then the problem is more degenerate and
we can ﬁnd up to two limit cycles of the perturbed system (9) with left half-period close to τ− = 0.
Theorem 4. Assume Λ+ = Λ− , Λ+ · Λ− > 0, Λ+ · σ+ < 0 and |Λ+|, |σ+| are suﬃciently small. Let
SN0(Λ+,Λ−, λ+, λ−, B) be the function locally deﬁned as
V. Carmona et al. / J. Differential Equations 250 (2011) 2244–2266 2249SN0
(
Λ+,Λ−, λ+, λ−, B
)
= 2Λ+π + σ
+
15(1+ (λ+)2)
( −6σ+
(Λ− − Λ+)(1+ (λ−)2)(1+ (λ+)2)
)3/2
+ · · · . (12)
The following statements hold.
1. If Λ+ · SN0(Λ+,Λ−, λ+, λ−, B) < 0 and |ε| = 0 is suﬃciently small, the perturbed system (9) has two
two-zonal periodic orbits in a neighborhood of χ0 .
2. If SN0(Λ+,Λ−, λ+, λ−, B) = 0, there exist functionsΛ+(ε), Λ−(ε) and B(ε), deﬁned for |ε| suﬃciently
small, such that the perturbed system (9)with Λ+ = Λ+(ε), Λ− = Λ−(ε) and B = B(ε) has exactly one
periodic orbit in a neighborhood of χ0 for |ε| = 0 suﬃciently small.
3. If Λ+ · SN0(Λ+,Λ−, λ+, λ−, B) > 0 and |ε| = 0 is suﬃciently small, the perturbed system (9) has no
periodic orbit in a neighborhood of χ0 .
Similarly, we can analyze the behavior of the limit cycles of the perturbed system (9) with the left
half-period close to τ− = 2π .
Theorem5. Suppose σ− = 0,Λ− ·σ− > 0 and |Λ−| is suﬃciently small. ThenMelnikov function M has a root
τˆ− < 2π near τ− = 2π . Moreover, the perturbed system (9) has a two-zonal limit cycle in a neighborhood
of χτˆ− , for |ε| = 0 and suﬃciently small.
Furthermore, one of the characteristic multipliers is always strictly less than 1 and the other one is strictly
greater than 1 if σ− · ε < 0 and strictly less than 1 if σ− · ε > 0.
Theorem 6. Assume Λ+ = Λ− , Λ+ · Λ− > 0, Λ− · σ− > 0 and |Λ−|, |σ−| are suﬃciently small. Let
SN2π (Λ+,Λ−, λ+, λ−, B) be the function locally deﬁned as
SN2π
(
Λ+,Λ−, λ+, λ−, B
)
= 2Λ−π − σ
−
15(1+ (λ−)2)
( −6σ−
(Λ− − Λ+)(1+ (λ−)2)(1+ (λ+)2)
)3/2
+ · · · . (13)
The following statements hold.
1. If Λ− · SN2π (Λ+,Λ−, λ+, λ−, B) > 0 and |ε| = 0 is suﬃciently small, the perturbed system (9) has two
two-zonal periodic orbits in a neighborhood of χ2π .
2. If SN2π (Λ+,Λ−, λ+, λ−, B) = 0, there exist functions Λ+(ε), Λ−(ε) and B(ε) deﬁned for |ε| suﬃ-
ciently small, such that the perturbed system (9) with Λ+ = Λ+(ε), Λ− = Λ−(ε) and B = B(ε) has
exactly one periodic orbit in a neighborhood of χ2π for |ε| = 0 suﬃciently small.
3. If Λ− · SN2π (Λ+,Λ−, λ+, λ−, B) < 0 and |ε| = 0 suﬃciently small, the perturbed system (9) has no
periodic orbit in a neighborhood of χ2π .
3. Construction of the Melnikov function
We begin this section by deﬁning the Poincaré map and the displacement function for the piece-
wise linear system (9). These functions play an essential part in the deﬁnition of the Melnikov
function.
It is well known that ﬁnding limit cycles in continuous dynamical systems is equivalent to ﬁnding
ﬁxed points of a Poincaré map. This is equivalent to ﬁnding roots of the displacement function.
In piecewise linear systems we deﬁne the Poincaré map by means of the composition of some ap-
plications namely Poincaré half-maps (see [6,12,20,19,22,26]). If the considered system, in particular,
is two-zonal, the Poincaré map is deﬁned by composition of the left Poincaré half-map and the right
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of our Melnikov function.
For every point p= (x0, θ0, r0)T ∈R× [0,2π) × (0,+∞), we denote by
xp(t;ε) =
(
xp(t;ε), θp(t;ε), rp(t;ε)
)T
the solution of system (9) with initial condition xp(0;ε) = p. The corresponding orbit is denoted
by γp . For the sake of brevity we only specify the parameter ε.
Firstly, if x0 = 0 and r0 cos θ0 + 1 > 0, then orbit γp crosses transversally the plane x = 0, with
xp(−t, ε) > 0 and xp(t, ε) < 0, for t > 0 small enough. If xp(t, ε) vanishes in (0,+∞), then we deﬁne
the left ﬂying time τ−p as the positive value such that xp(τ−p , ε) = 0 and xp(t, ε) < 0 in (0, τ−p ). In
this case, we deﬁne the Poincaré half-map P− at (θ0, r0) as P−(θ0, r0, ε) = (θp(τ−p , ε), rp(τ−p , ε))T .
On the other hand, if x0 = 0 and r0 cos θ0 + 1 < 0, then orbit γp crosses transversally the
plane x = 0 with xp(−t, ε) < 0 and xp(t, ε) > 0, for t > 0 small enough. If xp(t, ε) vanishes in
(0,+∞), then we deﬁne the right ﬂying time τ+p as the positive value such that xp(τ+p , ε) = 0 and
xp(t, ε) > 0 in (0, τ+p ). In this case, we deﬁne the Poincaré half-map P+ at (θ0, r0) as P+(θ0, r0, ε) =
(θp(τ
+
p , ε), rp(τ
+
p , ε))
T .
We can deﬁne the Poincaré map P as P (θ0, r0, ε) = P+(P−(θ0, r0, ε), ε) and the displacement
function as d(θ0, r0, ε) = P (θ0, r0, ε) − (θ0, r0).
Assume that for p0 = (0, θ0, r0) the periodic orbit γp intersects the separation plane x = 0 in
three points p0 = (0, θ0, r0), p1 = (0, θ1, r1), p2 = (0, θ2, r2) such that (θ1, r1) = P−(θ0, r0), (θ2, r2) =
P+(θ1, r1) and the intersection is transversal in all points. Then, P− and P = P+ ◦ P− are indeﬁnitely
differentiable in a neighborhood of (θ0, r0) and P+ is indeﬁnitely differentiable in a neighborhood of
(θ1, r1).
To ﬁnd periodic orbits of system (9) we must ﬁnd roots of the displacement function
d(θ, r, ε) = P (θ, r, ε) − (θ, r) (14)
equivalently,
d(θ, r, ε) =
(
d1(θ, r, ε)
d2(θ, r, ε)
)
=
(
P1(θ, r, ε) − θ
P2(θ, r, ε) − r
)
=
(
0
0
)
. (15)
For system (2), the Poincaré map can be written into the form
P (θ, r,0) =
(
P1(θ, r,0)
P2(θ, r,0)
)
=
(
Q 1(θ, r)
r
)
since cylinders (3) are invariant. The function Q 1 is determined by the one-dimensional equation (4).
Then,
d(θ, r,0) =
(
d1(θ, r,0)
d2(θ, r,0)
)
=
(
Q 1(θ, r) − θ
0
)
.
Let τ¯−0 be a point in (0,2π), i.e. a point of curve Γ , which we denote by (θ¯0, r¯0). This point be-
longs to the periodic orbit χτ¯−0
. The periodic orbit χτ¯−0
has two points in common with the separation
plane with transversal intersection.
We have that d(θ¯0, r¯0,0) = (0,0)T . The Jacobian matrix of d(θ, r,0) with respect to (θ, r) evaluated
in (θ¯0, r¯0) is
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∂θ
(θ¯0, r¯0) − 1 ∂Q 1∂r (θ¯0, r¯0)
0 0
)
.
This matrix has no full rank and we cannot apply the Implicit Function Theorem to it. Nevertheless,
from [10] it follows that
∂Q 1
∂θ
(θ¯0, r¯0) = eλ−τ¯−0 +(2π−τ¯−0 )λ+
and so, if the periodic orbit is not the most external periodic orbit of the continuum, we deduce (see
Remark 1)
∂d1
∂θ
(θ¯0, r¯0,0) = eλ−τ¯−0 +(2π−τ¯−0 )λ+ − 1 = 0 (16)
and if we apply the Implicit Function Theorem, there exists a function gθ¯0 , deﬁned in a neighborhood
V of (r0,0), with gθ¯0(r¯0,0) = θ¯0 such that d1(gθ¯0 (r, ε), r, ε) = 0, for all (r, ε) ∈ V . Replacing it in the
second equation of (15) we arrive to d2(gθ¯0(r, ε), r, ε) = 0.
Denote
d˜2(r, ε) = d2
(
gθ¯0(r, ε), r, ε
)
. (17)
Now, to study the periodic orbits that persist in the perturbed system (9), we just analyze the
equation
d˜2(r¯0, ε) = 0. (18)
We have d˜2(r¯0, ε) = εD˜2(r¯0, ε), since d˜2(r¯0,0) = d2(gθ¯0 (r¯0,0), r¯0,0) = 0. As r¯0 depends on
value τ−0 , we can write that D˜2 depends only on τ¯
−
0 and ε.
If there exists τˆ− such that
D˜2
(
τˆ−,0
)= 0, ∂ D˜2
∂τ−
(
τˆ−,0
) = 0, (19)
by applying the Implicit Function Theorem, we can state that there exist ε0 > 0 and a function
τ− = τ−(ε) deﬁned in (−ε0, ε0) such that D˜2(τ−(ε), ε) = 0, for ε ∈ (−ε0, ε0). So, to ﬁnd the
roots of Eq. (18) when |ε| = 0 and suﬃciently small, it is enough to ﬁnd simple zeros of equation
D˜2(τ¯
−
0 ,0) = 0. In other words, the simple roots of
∂d˜2
∂ε
(r¯0,0) = 0. (20)
The roots of the previous equation will give us some of the periodic orbits of the continuum that
remain in the perturbed system (9).
Next, we establish ∂d˜2
∂ε (r¯0,0) through the second component of the derivatives of the Poincaré
half-maps.
Hereafter we denote the left half-period of the most external periodic orbit of the continuum as
τ˜− = 2λ+π/(λ+ − λ−) (21)
and the corresponding intersection point of this periodic orbit with the curve Γ given in (5) as (θ˜ , r˜).
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(θ0(τ¯
−
0 ), r0(τ¯
−
0 )) ∈ Γ \ {(θ˜ , r˜)}, with Γ given in (5). The function d˜2 deﬁned in (17) satisﬁes
∂d˜2
∂ε
(r¯0,0) = ∂ P
−
2
∂ε
(θ¯0, r¯0,0) + ∂ P
+
2
∂ε
(θ¯1, r¯0,0), (22)
where θ¯1 = P−1 (θ¯0, r¯0,0).
Proof. From the deﬁnition of d˜2 (17) we obtain
∂d˜2
∂ε
(r¯0,0) = ∂d2
∂θ
(
gθ¯0(r¯0,0), r¯0,0
)∂ gθ¯0
∂ε
(r¯0,0) + ∂d2
∂ε
(
gθ¯0(r¯0,0), r¯0,0
)
= ∂d2
∂ε
(
gθ¯0(r¯0,0), r¯0,0
)
.
On the other hand d2(θ¯0, r¯0, ε) = P2(θ¯0, r¯0, ε) − r¯0, and then,
∂d2
∂ε
(θ¯0, r¯0, ε) = ∂ P2
∂ε
(θ¯0, r¯0, ε),
hence,
∂d˜2
∂ε
(r¯0,0) = ∂d2
∂ε
(
gθ¯0(r¯0,0), r¯0,0
)= ∂d2
∂ε
(θ¯0, r¯0,0) = ∂ P2
∂ε
(θ¯0, r¯0,0).
Moreover, P (θ¯0, r¯0, ε) = P+(P−(θ¯0, r¯0, ε), ε) = P+(P−1 (θ¯0, r¯0, ε), P−2 (θ¯0, r¯0, ε), ε). So we can write
∂ P2
∂ε
(θ¯0, r¯0,0) = ∂ P
+
2
∂θ
(θ¯1, r¯0,0)
∂ P−1
∂ε
(θ¯0, r¯0,0) + ∂ P
+
2
∂r
(θ¯1, r¯0,0)
∂ P−2
∂ε
(θ¯0, r¯0,0) + ∂ P
+
2
∂ε
(θ¯1, r¯0,0),
where θ¯1 = P−1 (θ¯0, r¯0,0). We know that P+2 (θ, r,0) = r, thus we obtain (22). Hence, the proof is
complete. 
In the next proposition we will give an integral expression of ∂d˜2
∂ε (r¯0,0).
Proposition 2. Let τ¯−0 ∈ (0,2π) be a left half-period different from τ˜− given in (21), i.e., a point (θ¯0, r¯0) =
(θ0(τ¯
−
0 ), r0(τ¯
−
0 )) ∈ Γ \ {(θ˜ , r˜)}, with Γ given in (5) and denote θ¯1 = P−1 (θ¯0, r¯0,0). The function d˜2 deﬁned in
(17) satisﬁes
∂d˜2
∂ε
(r¯0,0) = 2Λ−
τ¯−0∫
0
(
λ− cos(θ¯0 − t) + sin(θ¯0 − t)
)
x−(t)dt
+ 2B
2π−τ¯−0∫
0
(
cos(θ¯1 − t) − λ+ sin(θ¯1 − t)
)
x+(t)dt
+ 2Λ+
2π−τ¯−0∫ (
λ+ cos(θ¯1 − t) + sin(θ¯1 − t)
)
x+(t)dt, (23)0
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{
x˙− = λ−x− − r¯0 cos(θ¯0 − t) − 1,
x−(0) = 0, (24)
and x+(t) is the solution of the initial value problem
{
x˙+ = λ+x+ − r¯0 cos(θ¯1 − t) − 1,
x+(0) = 0. (25)
Proof. On the one hand, from Lemma 1
∂d˜2
∂ε
(r¯0,0) = ∂ P
−
2
∂ε
(θ¯0, r¯0,0) + ∂ P
+
2
∂ε
(θ¯1, r¯0,0).
On the other hand, it is easy to see that P−2 (θ¯0, r¯0, ε) = r−(τ¯−0 , θ¯0, r¯0, ε), where X−(t, θ¯0, r¯0, ε) =
(x−(t, θ¯0, r¯0, ε), r−(t, θ¯0, r¯0, ε), θ−(t, θ¯0, r¯0, ε)) is the solution of the initial value problem⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
⎛⎝ x˙r˙
θ˙
⎞⎠=
⎛⎝ λ−x− r cos θ − 10
−1
⎞⎠+ ε
⎛⎝ 2Λ−x(a− cos θ + b− sin θ)x
(b− cos θ − a− sin θ) xr
⎞⎠ ,
⎛⎝ x(0)r(0)
θ(0)
⎞⎠=
⎛⎝ 0r¯0
θ¯0
⎞⎠
with a− and b− given in (10). If we derive this expression with respect to ε, taking into account
∂r−
∂t (t, θ¯0, r¯0,0) = r˙(t, θ¯0, r¯0,0) = 0, this yields
∂ P−2
∂ε (θ¯0, r¯0,0) = ∂r
−
∂ε (τ¯
−
0 , θ¯0, r¯0,0).
Similarly, we can prove
∂ P+2
∂ε (θ¯1, r¯0,0) = ∂r
+
∂ε (2π − τ¯−0 , θ¯1, r¯0,0), where X+(t, θ¯1, r¯0, ε) = (x+(t, θ¯1,
r¯0, ε), θ+(t, θ¯1, r¯0, ε), r+(t, θ¯1, r¯0, ε)) is the solution of the initial value problem⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
⎛⎝ x˙r˙
θ˙
⎞⎠=
⎛⎝ λ+x− r cos θ − 10
−1
⎞⎠+ ε
⎛⎝ 2Λ+x(a+ cos θ + b+ sin θ)x
(b+ cos θ − a+ sin θ) xr
⎞⎠ ,
⎛⎝ x(0)r(0)
θ(0)
⎞⎠=
⎛⎝ 0r¯0
θ¯1
⎞⎠
with a+ and b+ given in (10).
Hence,
∂d˜2
∂ε
(r¯0,0) = ∂r
−
∂ε
(
τ¯−0 , θ¯0, r¯0,0
)+ ∂r+
∂ε
(
2π − τ¯−0 , θ¯1, r¯0,0
)
.
Now, we will ﬁnd ∂r
−
∂ε (τ¯
−
0 , θ¯0, r¯0,0). Denote
∂r−
∂ε (t, θ¯0, r¯0,0) = r−ε (t, θ¯0, r¯0,0).
If we derive in the left zone of (9), i.e., when x < 0, with respect to ε and we make ε = 0, we
deduce that r−ε (·, θ¯0, r¯0,0) satisﬁes the initial value problem
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r˙−ε =
(
2Λ−λ− cos(θ¯0 − t) + 2Λ− sin(θ¯0 − t)
)
x−(t),
r−ε (0) = 0,
with x−(t) the solution of the initial value problem (24).
Then,
r−ε
(
τ¯−0 , θ¯0, r¯0,0
)= 2Λ− τ¯
−
0∫
0
(
λ− cos(θ¯0 − t) + sin(θ¯0 − t)
)
x−(t)dt. (26)
Denote ∂r
+
∂ε (t, θ¯1, r¯0,0) = r+ε (t, θ¯1, r¯0,0). Reasoning as we did to ﬁnd r−ε (τ¯−0 , θ¯0, r¯0,0) and taking
into account τ¯+0 = 2π − τ¯−0 , we get
r+ε
(
2π − τ¯−0 , θ¯1, r¯0,0
)= 2B 2π−τ¯
−
0∫
0
(
cos(θ¯1 − t) − λ+ sin(θ¯1 − t)
)
x+(t)dt
+ 2Λ+
2π−τ¯−0∫
0
(
λ+ cos(θ¯1 − t) + sin(θ¯1 − t)
)
x+(t)dt. (27)
From (26) and (27) the proof is complete. 
Remark 2. Note that the deﬁnition of d˜2, given in (17), involves the function gθ¯0 that exists if
τ¯−0 = τ˜− , with τ˜− given in (21), i.e. if it does not correspond with the most external periodic or-
bit of the continuum. However, the derivative of ∂d˜2
∂ε (r¯0,0) has an expression that involves the partial
derivatives with respect to ε of the Poincaré half-maps, that are well deﬁned in every periodic orbit
transversal to the separation plane, even in the most external periodic orbit of the continuum. There-
fore, we are now able to deﬁne the Melnikov function for all τ− ∈ (0,2π), as we will do in the next
deﬁnition.
Deﬁnition 1. Let τ− ∈ (0,2π) be a left half-period, i.e., a point (θ0, r0) of the curve Γ given in (5)
and denote θ1 = P−1 (θ0, r0,0).
We will deﬁne the Melnikov function of the system (9) as
M
(
τ−;μ)= 2Λ− τ−∫
0
(
λ− cos(θ0 − t) + sin(θ0 − t)
)
x−(t)dt
+ 2B
2π−τ−∫
0
(
cos (θ1 − t) − λ+ sin(θ1 − t)
)
x+(t)dt
+ 2Λ+
2π−τ−∫
0
(
λ+ cos(θ1 − t) + sin(θ1 − t)
)
x+(t)dt (28)
where μ = (λ+, λ−,Λ+,Λ−, B), x−(t) is the solution of the initial value problem
V. Carmona et al. / J. Differential Equations 250 (2011) 2244–2266 2255{
x˙− = λ−x− − r0 cos(θ0 − t) − 1,
x−(0) = 0, (29)
and x+(t) is the solution of the initial value problem{
x˙+ = λ+x+ − r0 cos(θ1 − t) − 1,
x+(0) = 0. (30)
Note that, due to the continuity and differentiability of the Poincaré half-maps, it is clear that the
Melnikov function is analytic in τ− ∈ (0,2π). Indeed, as we will see later, we can deﬁne it up to the
extremes where we are able to consider lateral derivatives.
To ﬁnish this section, we write the Melnikov function in another way.
Proposition 3. Let τ− ∈ (0,2π) be a left half-period, i.e. a point (θ0, r0) of the curve (5). We can express the
Melnikov function as
M
(
τ−;μ)= 2Λ−( r0τ−
2
− s0cτ− + c0sτ− + s0 + r04 s2τ−
(
c20 − s20
)+ r0c0s0s2τ−)
+ 2B
(
− r0
2
s2τ−
(
c20 − s20
)+ r0
2
c0s0s2τ− − c0 + c0cτ− + s0sτ−
)
+ 2Λ+
(
r0π − r0τ
−
2
+ s0cτ− − c0sτ− − s0 − r04 s2τ−
(
c20 − s20
)− r0c0s0s2τ−), (31)
where μ = (λ+, λ−,Λ+,Λ−, B), c0 = cos θ0 , s0 = sin θ0 , cτ− = cosτ− , sτ− = sinτ− and s2τ− = sin2τ− .
Proof. First, we are going to ﬁnd r−ε (τ−θ¯0, r¯0,0), i.e. the value of
r−ε
(
τ−θ¯0, r¯0,0
)= 2Λ− τ−∫
0
(
λ− cos(θ0 − t) + sin(θ0 − t)
)
x−(t)dt,
where x−(t) is the solution of the initial value problem (29).
If we multiply x˙−(t) = λ−x− − r0 cos(θ0 − t)− 1 by cos(θ0 − t) and we integrate this equation from
0 to τ− we have
τ−∫
0
x˙−(t) cos(θ0 − t)dt = λ−
τ−∫
0
x−(t) cos(θ0 − t)dt − r0
τ−∫
0
cos2(θ0 − t)dt −
τ−∫
0
cos(θ0 − t)dt.
Then, by integrating by parts taking into account x−(0) = 0, x−(τ−) = 0, we arrive to
τ−∫
0
(
λ− cos(θ0 − t) + sin(θ0 − t)
)
x−(t)dt = r0
τ−∫
0
cos2(θ0 − t)dt +
τ−∫
0
cos(θ0 − t)dt. (32)
Now, we calculate the integrals of the right part to deduce the expression
r−ε
(
τ−, θ¯0, r¯0,
)= 2Λ−( r0τ−
2
− s0cτ− + c0sτ− + s0 + r04 s2τ−
(
c20 − s20
)+ r0c0s0s2τ−). (33)
2256 V. Carmona et al. / J. Differential Equations 250 (2011) 2244–2266Reasoning as we did to ﬁnd r−ε (τ¯−, θ¯0, r¯0,0) and taking into account that x+(0) = 0, x+(2π −
τ−) = 0, where x+(t) is the solution of the initial value problem (30) and θ1 = θ0 − τ− , yields
r+ε
(
2π − τ−, θ¯1, r¯0,0
)
= 2B
(
− r0
2
s2τ−
(
c20 − s20
)+ r0
2
c0s0s2τ− − c0 + c0cτ− + s0sτ−
)
+ 2Λ+
(
r0π − r0τ
−
2
+ s0cτ− − c0sτ− − s0 − r04 s2τ−
(
c20 − s20
)− r0c0s0s2τ−). (34)
As (33) and (34) hold, the proof is ﬁnished. 
Remark 3. Note that we can explicitly ﬁnd the values c0 = cos θ0, s0 = sin θ0 and r0 depending on τ− ,
by solving system (43) and taking into account y0 = 1 + r0 cos θ0, z0 = r0 sin θ0. Hence, we can write
the Melnikov function M depending on τ− . However, this expression is not necessary for the Mel-
nikov function analysis that we will do and so, for the sake of brevity, we will omit its complete
expression in this paper.
In order to resume the information developed up till now, we state the following result, whose
proof is direct.
Theorem 7. Assume that the Melnikov function M has a simple root τˆ− ∈ (0,2π) (considering derivatives
with respect to τ−). Then, if τˆ− = τ˜− with τ˜− given in (21), the perturbed system (9) has a limit cycle in a
neighborhood of χτˆ− , for |ε| = 0 suﬃciently small.
4. Properties of the Melnikov function
In this section we will analyze different properties of the Melnikov function. To start, we will
deﬁne the Melnikov function in the extremes of its domain of deﬁnition (0,2π), and we will study
lateral derivatives with respect to τ− in these extremes. This study will be useful in the subsequent
section for proving the main results of this paper. Later, we are going to study the behavior of the
Melnikov function under some reversibility hypotheses.
First, we want to know the values of the Melnikov function and their derivatives up to some order
in the extremes of (0,2π). This analysis will be useful in the next section for proving the results
stated in Section 2.
From now on, limits in the extremes of the existence domain of M will be considered laterals.
For the sake of brevity, we will omit the corresponding notation. Likewise, we will not use special
notation to note lateral consecutive derivatives of the Melnikov function M with respect to τ− in
the extremes of the existence domain. In addition, we will occasionally delete the parameter μ =
(λ+, λ−,Λ+,Λ−, B) in the Melnikov function’s writing.
The interval of deﬁnition of the Melnikov function is the open interval I = (0,2π). However, it can
be extended up to the extremes, as we will do in the next proposition, whose proof is direct.
Proposition 4.Melnikov function M in the extremes of its deﬁnition interval I = (0,2π) behaves
lim
τ−→0
M
(
τ−
)= 2Λ+π√1+ 1
(λ+)2
,
lim
τ−→2π
M
(
τ−
)= 2Λ−π√1+ 1
(λ−)2
.
V. Carmona et al. / J. Differential Equations 250 (2011) 2244–2266 2257From Proposition 4 we can deﬁne by continuity the Melnikov function in its extremes of deﬁnition
as
M(0) = 2Λ+π
√
1+ 1
(λ+)2
,
M(2π) = 2Λ−π
√
1+ 1
(λ−)2
. (35)
Now we can obtain the consecutive derivatives of the Melnikov function. Nevertheless, it is easier
to work with another function which we will call the Melnikov reduced function and which will be
deﬁne as
Mr
(
τ−, λ−, λ+,Λ−,Λ+, B
)= M(τ−, λ−, λ+,Λ−,Λ+, B)
r0(τ−, λ−, λ+)
.
This function has the same roots as the Melnikov function and its derivatives are easier to calcu-
late. Moreover, if M(τˆ−) = 0, it is easy to see that
sgn
(
M ′
(
τˆ−
))= sgn(M ′r(τˆ−)), (36)
where we denote the derivative with respect to τ− by prime.
In the next proposition we will analyze the derivatives of the Melnikov reduced function in τ− = 0
and τ− = 2π . The proofs of the following results are tedious but direct. In spite of that, to calculate
the derivatives of an order greater than three, we have used the symbolic manipulation programs
Maple and Mathematica, and we have obtained the same results in both programs.
Proposition 5. The Melnikov reduced function Mr satisﬁes the following properties on the extremes of interval
I = (0,2π):
Mr(0) = 2Λ+π, M ′r(0) = 0, M ′′r (0) = 0, Mivr (0) = 0,
M ′′′r (0) =
B(λ− − λ+) + (Λ− − Λ+)(1+ λ−λ+)
1+ (λ+)2 ,
Mvr (0)
= B(λ
− − λ+)(5(λ+)2 − 10λ−λ+ − (λ−)2 − 9)
3(1+ (λ+)2)
+ (Λ
+ − Λ−)(3− 5(λ−)2 + 19λ−λ+ + (λ−)3λ+ − 11(λ+)2 + 4(λ−)2(λ+)2 − 5λ−(λ+)3)
3(1+ (λ+)2) ,
Mr(2π) = 2Λ−π, M ′r(2π) = 0, M ′′r (2π) = 0, Mivr (2π) = 0,
M ′′′r (2π) =
B(λ+ − λ−) + (Λ− − Λ+)(1+ λ−λ+)
1+ (λ−)2 ,
Mvr (2π)
= B(λ
+ − λ−)(5(λ−)2 − 10λ−λ+ − (λ+)2 − 9)
3(1+ (λ−)2)
+ (Λ
+ − Λ−)(3− 5(λ+)2 + 19λ−λ+ + (λ+)3λ− − 11(λ−)2 + 4(λ−)2(λ+)2 − 5λ+(λ−)3)
3(1+ (λ−)2) .
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Particularly, when the third derivative is zero, the ﬁfth has a more compact expression.
Proposition 6. Under the hypothesis of Proposition 5, if M ′′′r (0) = 0, then Mvr (0) = 2(Λ− −Λ+)(1+ (λ−)2).
Proposition 7. Under the hypothesis of Proposition 5, if M ′′′r (2π) = 0, then Mvr (2π) = 2(Λ− − Λ+)(1 +
(λ+)2).
Next, we will study the behavior of the Melnikov function under some reversibility hypotheses.
Consider reversible systems under the symmetry
R :R3 →R3
(x, y, z)T → (−x, y,−z)T ,
i.e., invariant systems under the transformation(
(x, y, z), t
) → (R(x, y, z),−t).
System (6) is reversible under R if and only if t+ = −t− , m+ =m− and d+ = −d−. On the other
hand, the unperturbed system (2) is reversible under R if and only if λ+ = −λ− . Then, we assume
λ+ = −λ− > 0. We would like to know what occurs if we perform a reversible perturbation, i.e., if we
consider the perturbed system (9) in the particular case Λ+ = −Λ− and B = 0. It is easy to see the
following symmetry property.
Proposition 8. Assume that in the unperturbed system (2) we choose λ+ = −λ− > 0. If we do a reversible
perturbation, i.e. if we consider the perturbed system (9)with Λ+ = −Λ−, B = 0, then, the Melnikov function
satisﬁes the next symmetry property −M(τ− + π) = M(−τ− + π). Moreover, M(π) = 0.
In order to illustrate the behavior of the Melnikov function in the reversible case described in
Proposition 8, we present Fig. 2.
Remark 4. Although the Melnikov function vanishes in τ− = π in the reversible case and this root is
simple when Λ+ = 0 due to
sgn
(
M ′(π)
)= − sgn[Λ+((1+ 2(λ+)2)(exp(λ+π)− 1)2 − 4exp(λ+π)(λ+)4)]
and (1 + 2(λ+)2)(exp(λ+π) − 1)2 − 4exp(λ+π)(λ+)4 is positive for λ+ > 0, we cannot assure the
persistence of the periodic orbit χπ . This periodic orbit is, in this case, the most external periodic
V. Carmona et al. / J. Differential Equations 250 (2011) 2244–2266 2259orbit of the continuum. However, it is possible to prove the persistence of this periodic orbit due to
its transversal intersection with the separation plane and its reversible character.
In the general case, the Melnikov function M could vanish in τ˜− given in (21), the left half-period
of the most external periodic orbit of the continuum. In this case we cannot assure the existence of a
limit cycle in the perturbed system (9) with the left half-period close to τ˜− .
5. Proofs of the main results
By means of the analysis of the Melnikov and Melnikov reduced functions, in this section we will
prove the most important results of this paper, stated in Section 2.
First, it is easy to prove Theorem 2 from the continuity of the Melnikov function by taking into
account the value of the Melnikov function in τ− = 0 and τ− = 2π.
Proof of Theorem 2. If Λ+ · Λ− < 0, then the Melnikov function has at least one root τˆ− in the
interval (0,2π), because the Melnikov function is continue in [0,2π ] and moreover (see (35))
M(0) = 2Λ+π
√
1+ 1
(λ+)2
and M(2π) = 2Λ−π
√
1+ 1
(λ−)2
.
Then, from Theorem 7 we know that if this root is simple and τˆ− = 2πλ+/(λ+ − λ−), then the
perturbed system (2) has a limit cycle in a neighborhood of the periodic orbit χτˆ− and the proof is
ﬁnished. 
For verifying Theorems 5 and 6, it is enough to translate the study that we will do to prove
Theorems 3 and 4 from τ− = 0 to τ− = 2π . So, we will focus our attention on proving Theorems 3
and 4.
Proof of Theorem 3. We deﬁne the following function
F
(
s,Λ+
)= Mr(s1/3,Λ+),
where we have assumed that the Melnikov reduced function is function of Λ+ too. Then,
F (0,0) = 0 and ∂ F
∂s
(0,0) = σ+/(1+ (λ+)2) = 0.
By applying the Implicit Function Theorem we deduce that there exists a function f which is deﬁned
in a neighborhood of the origin U , such that F ( f (Λ+),Λ+) = 0 for all Λ+ ∈ U , i.e., the equation
Mr(τ−) = 0 has one solution τˆ− = ( f (Λ+))1/3 provided that |Λ+| is small enough. Moreover, it is
easy to see that sgn( f (Λ+)) = − sgn(Λ+ · σ+). So, the solution τˆ− is positive when Λ+ · σ+ < 0.
On the other hand, sgn(M ′r(τˆ−)) = sgn(σ+) = 0 and from (36) sgn(M ′r(τˆ−)) = sgn(M ′(τˆ−)). Then,
sgn(M ′(τˆ−)) = sgn(σ+) = 0.
Therefore, there exists a positive simple root τˆ− > 0 of the Melnikov function M near to τ− = 0,
and we can suppose that it is different from τ˜− given in (21). Hence, as simple roots of the Melnikov
function different from τ˜− correspond with the periodic orbits of the perturbed system (9), then
this system has, for |ε| = 0 and suﬃciently small, a two-zonal limit cycle in a neighborhood of the
periodic orbit χτˆ− of the unperturbed system (2), which we denote by Υτˆ− and is near to χ0. Now
we are going to examine the characteristic multipliers of Υτˆ− .
The characteristic multipliers are the eigenvalues of the Jacobian matrix of the Poincaré map eval-
uated in the periodic orbit. From the analysis done in [10], the characteristic multipliers of χτˆ− for
the unperturbed system (2) are μ1 = exp(λ−τˆ− + λ+(2π − τˆ−)) and μ2 = 1. As τˆ−  0 and λ+ > 0
2260 V. Carmona et al. / J. Differential Equations 250 (2011) 2244–2266Fig. 3. The Melnikov function M in a neighborhood of τ− = 0 for σ+ > 0.
yields μ1 > 1. Due to the continuity and differentiability, one characteristic multiplier of the periodic
orbit Υτˆ− must be greater than 1 if |Λ+| and ε are different from zero and small enough.
For determining the other characteristic multiplier, we must study the sign of ∂d2
∂r (gθ(τˆ−)(r(τˆ
−), ε),
r(τˆ−), ε). From the analysis developed up to now, we have d2(θ, r, ε) = εD2(θ, r,0) + O (ε), so
∂d2
∂r
(
gθ(τˆ−)
(
r
(
τˆ−
)
, ε
)
, r
(
τˆ−
)
, ε
)= ε ∂ D˜2
∂r
(
r
(
τˆ−
)
,0
)+ O (ε).
We know D˜2(r(τˆ−),0) = M(τˆ−), therefore
∂ D˜2
∂r
(
r
(
τˆ−
)
,0
)= ∂M∂τ− (τˆ−)
∂r
∂τ− (τˆ
−)
,
and the denominator is different from zero provided that we are not in the most external periodic or-
bit of the continuum. Then, if ∂M
∂τ− (τˆ
−) = 0, we are able to establish the sign of ∂d2
∂r (gθ(τˆ−)(r(τˆ
−), ε),
r(τˆ−), ε).
We know that sgn( ∂M
∂τ− (τˆ
−)) = sgn(σ+) = 0. Moreover ∂r
∂τ− (τˆ
−) > 0 if we are near to the periodic
orbit χτˆ− which is close to χ0, which is tangent to the separation plane. As a result, we conclude
sgn( ∂d2
∂r (gθ(τˆ−)(r(τˆ
−), ε), r(τˆ−), ε)) = sgn(ε · σ+), and the proof is complete. 
To illustrate the behavior of the Melnikov function M near to τ− = 0 described in Theorem 3, we
show Fig. 3, which presents the behavior for σ+ > 0 (for σ+ < 0 the behavior is similar).
Now, we think about the existence of more than one limit cycle near the periodic orbit χ0 of the
perturbed system (9), tangent to the separation plane. To answer this question we have studied the
Melnikov function in the extremes of [0,2π ] in one more degenerate case than studied in the last
theorem. Speciﬁcally, we consider the Taylor series expansion of the Melnikov reduced function Mr at
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polynomial of degree 5. This result is Proposition 6 of [17].
Lemma 2. Consider the function
P (x) = b0 + b3x3 + b5x5, (37)
with b5 = 0. The nonnegative solutions of equation
P (x) = 0 (38)
behave as follows.
1. For b0 = 0 the equation always has the zero solution, it has no positive solution if b3 · b5 > 0 and solution
x =√−b3/b5 > 0 when b3 · b5 < 0.
2. For b3 = 0 the equation has no positive solution if b0 · b5 > 0 with one positive solution for b0 · b5 < 0.
3. If b0 · b5 > 0 and b0 · b3 > 0 there are no positive solutions.
4. If b0 · b5 < 0 there is only one positive solution.
5. If b0 · b5 > 0 and b0 · b3 < 0, we can deﬁne in the parameter plane (b0,b3) the expression given by
h∗(b0,b3) = b0 + 2
5
b3
(
−3b3
5b5
)3/2
, (39)
so that:
(a) If b0h∗(b0,b3) < 0, then Eq. (38) has two positive solutions.
(b) If b0h∗(b0,b3) = 0, then Eq. (38) has only one positive solution namely x =
√−3b3/5b5 > 0.
(c) If b0h∗(b0,b3) > 0, Eq. (38) has no positive solutions.
In the proof of Theorem 4 the next result about the number of zeros of Melnikov function near
τ− = 0 will be useful.
Proposition 9. Assume Λ+ = Λ− , Λ+ · Λ− > 0, Λ+ · σ+ < 0 and |Λ+|, |σ+| are suﬃciently small, where
σ+ is deﬁned in (11). Then, there is a function SN0(Λ+,Λ−, λ+, λ−, B) deﬁned locally in (12) such that the
next statements hold.
1. If Λ+ · SN0(Λ+,Λ−, λ+, λ−, B) < 0, then Melnikov function M has two positive solutions near τ− = 0.
2. If SN0(Λ+,Λ−, λ+, λ−, B) = 0, then Melnikov function M has only one double positive solution near
τ− = 0.
3. If Λ+ · SN0(Λ+,Λ−, λ+, λ−, B) > 0 then Melnikov function M has no positive solution near τ− = 0.
Proof. The Melnikov reduced function can be written in a neighborhood of τ− = 0 into the form
Mr
(
τ−
)= 2Λ+π + σ+
6(1+ (λ+)2)
(
τ−
)3 + (Λ− − Λ+)(1+ (λ+)2) + O (σ+)
60
(
τ−
)5 + O ((τ−)6).
So, if (Λ+, σ+)  (0,0), then we can ﬁnd roots of Mr(τ−) = 0 for |τ−| suﬃciently small solving
2Λ+π + σ
+
6(1+ (λ+)2)
(
τ−
)3 + (Λ− − Λ+)(1+ (λ+)2)
60
(
τ−
)5 = 0.
Finally, by applying Lemma 2, the conclusion is direct. 
2262 V. Carmona et al. / J. Differential Equations 250 (2011) 2244–2266Fig. 4. Melnikov function M in a neighborhood of τ− = 0 satisfying the conditions of Theorem 4.
Now, we are able to prove Theorem 4.
Proof of Theorem 4. From Proposition 9 on, by using the Weierstrass Preparation Theorem and rea-
soning similar to the demonstration of Theorem 1.3 of [4], the proof is straightforward. 
To show the behavior of the Melnikov function described in Theorem 4, we present Fig. 4.
6. Conclusions and open problems
In this paper we have studied the periodic orbits of the continuum of the unperturbed system (2)
that persist under a piecewise linear perturbation. For this, we have extended the Melnikov theory
for smooth planar systems to a three-dimensional piecewise linear system, building a real function
V. Carmona et al. / J. Differential Equations 250 (2011) 2244–2266 2263Fig. 5. Melnikov function M presents a saddle-node bifurcation (Λ+ = 0.1, Λ− = 0.2, λ+ = 0.15, λ− = −0.25).
of a real variable whose zeros are related to the number and position of the limit cycles that arise
in the perturbed system (9). We have been able to prove, thanks to the Melnikov function, results
about the existence and stability of periodic orbits in the perturbed system (9) and results about the
appearance of different types of bifurcations of limit cycles.
It is worth mentioning here that Theorems 3 and 5 describe the existence of periodic orbits in
the perturbed system (9). We can say that these periodic orbits arise, in the hypothesis of Theorem 3
(respectively 5), from the periodic orbit tangent to the separation plane x = 0 which is in the half-
space x 0 (respectively x 0). The appearance of this periodic orbit is known as the focus-center-
limit cycle bifurcation. A generic situation of this bifurcation is described in Theorem 1 of [12]. It is
not possible to apply this result to our unperturbed system (1) because the coeﬃcient δ of Theorem 1
of [12] is zero for our system. We can say that Theorems 3 and 5 give conditions for spreading out
in one direction the focus-center-limit cycle bifurcation when δ = 0 and Theorems 4 and 6 study the
degeneration of this bifurcation.
In this paper we have considered the unperturbed system (2) when λ+ > 0 and λ− < 0 and,
in this case, we know that the system has a bounded continuum of periodic orbits, and we have
perturbed the system in this case. However, we could consider the unperturbed system when
sgn(λ+) = sgn(λ−) = 0. Then, as is stated in [10], the system has an unbounded continuum of pe-
riodic orbits. In this case we can perturb the system in the same way as we have done and we can
consider the same Melnikov function in a different domain of deﬁnition which is diﬃcult to explic-
itly ﬁnd. Despite this diﬃculty, in this case it may be possible to give results of the emergence of a
Hopf-inﬁnity bifurcation (see [24]), but this study is not yet ﬁnished.
As for open problems, Theorems 4 and 6 give conditions for existence of saddle-node bifurcations,
but these bifurcations occur in these hypotheses close to the periodic orbits tangent to the separation
plane x = 0. We have observed saddle-node bifurcations far from these periodic orbits. For example,
for Λ+ = 0.1, Λ− = 0.2, λ+ = 0.15, λ− = −0.25, B = 2 the Melnikov function M has two simple
roots, but if we change B = 1.6, the Melnikov function has no roots. Therefore, there exits a value
of B which is approximately B = 1.8, where the Melnikov function has only one root which is not
simple (see Fig. 5).
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sgn
(
SN0
(
Λ+,Λ−, λ+, λ−, B
))= sgn(SN2π (Λ−,Λ+, λ+, λ−, B)),
when |λ+| = |λ−|. Therefore, two periodic orbits close to χ0 and another two periodic orbits near to
χ2π cannot be obtained at the same time. This situation leads us to conjecture that the upper bound
of the number of roots of the Melnikov function is two. If our conjecture is true, the only root of the
Melnikov function in the reversible case would be τ− = π . In both cases, this phenomenon coincides
with our simulations.
Appendix A
In this section we state and prove a result which lets us parameterize curve Γ given in (5) de-
pending on the left half-period.
Theorem 8. For all τ− ∈ (0,2π) there is a unique periodic orbit in the continuum of system (1) with left
half-period τ− .
Proof. For any (θ, r) ∈ Γ we deﬁne the measure
μ
({
t ∈ [0,2π ]: x(t) < 0})= η(θ, r), (40)
where x is the solution of the initial value problem{
x˙ = f (x, t),
x(0) = 0, (41)
with
f (t, x) =
{
λ+x− r cos(θ − t) − 1, if x 0,
λ−x− r cos(θ − t) − 1, if x < 0.
It is clear that η(θ, r) = τ−(θ, r), where τ−(θ, r) is the left half-period of the periodic orbit with
initial condition (0, θ, r). The point (θˆ0, rˆ0) corresponding with the periodic orbit tangent to the sepa-
ration plane with x < 0 satisﬁes η(θˆ0, rˆ0) = 2π , and the point (θ˜0, r˜0) corresponding with the periodic
orbit tangent to the separation plane with x > 0 satisﬁes η(θ˜0, r˜0) = 0. The function η given in (40) is
continuous (see, for example, the proof of Proposition 4.6 of [10]), so, given τ− ∈ (0,2π) there exists
a point (θ0, r0) ∈ Γ such that η(θ0, r0) = τ− .
Now, we want to prove the uniqueness. Let y0 = 1 + r0 cos θ0, z0 = r0 sin θ0. The solution x(t) of
the initial value problem {
x˙ = h0(x, t),
x(0) = 0, (42)
with
h0(t, x) =
{
λ+x− (1+ z0 sin(t) − (1− y0) cos(t)), if x 0,
λ−x− (1+ z0 sin(t) − (1− y0) cos(t)), if x < 0,
satisﬁes
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x(t) > 0, for all t ∈ (τ− − 2π,0) and x(0) = x(τ− − 2π)= 0.
If we solve the initial value problems{
x˙+ = λ+x+ − (1+ z0 sin t − (1− y0) cos t),
x+(0) = 0,{
x˙− = λ−x− − (1+ z0 sin t − (1− y0) cos t),
x−(0) = 0,
due to x−(τ−) = x+(τ− − 2π) = 0 we can state that (y0, z0) satisﬁes(
a11(τ−) a12(τ−)
a21(τ−) a22(τ−)
)(
y0
z0
)
=
(
c1(τ−)
c2(τ−)
)
(43)
where
a11
(
τ−
)= −λ− sinτ− − (λ−)2 exp (λ−τ−)+ (λ−)2 cosτ−,
a12
(
τ−
)= −λ− exp (λ−τ−)+ λ− cosτ− + (λ−)2 sinτ−,
c1
(
τ−
)= 1− exp (λ−τ−)+ λ− sinτ− + (λ−)2 − (λ−)2 cosτ−,
a21
(
τ−
)= −λ+ sinτ− − (λ+)2 exp [λ+(τ− − 2π)]+ (λ+)2 cosτ−,
a22
(
τ−
)= −λ+ exp [λ+(τ− − 2π)]+ λ+ cosτ− + (λ+)2 sinτ−,
c2
(
τ−
)= 1− exp [λ+(τ− − 2π)]+ λ+ sinτ− + (λ+)2 − (λ+)2 cosτ−.
The proof will conclude when we prove that system (43) has a unique solution, i.e., if the determi-
nant of the coeﬃcient matrix A(τ−) is different from zero. Now we will prove that this determinant
is different from zero for all τ− ∈ (0,2π). We will need some results from [11]. According to [11],
the homogeneous system⎧⎨⎩
x˙ = λ+x− y,
y˙ = z,
z˙ = −y,
if x 0,
⎧⎨⎩
x˙ = λ−x− y,
y˙ = z,
z˙ = −y,
if x < 0
has an invariant cone if there exists s ∈ (0,2π) such that
⎧⎪⎪⎪⎨⎪⎪⎪⎩
λ− + [(λ−)2 + 1]e−λ−ssin s
ϕ−λ−(s)
= λ+ − [(λ+)2 + 1]eλ+(2π−s) sin (2π − s)
ϕλ+(2π − s) ,
λ− − [(λ−)2 + 1]eλ−ssin s
ϕλ−(s)
= λ+ + [(λ+)2 + 1]e−λ+(2π−s) sin (2π − s)
ϕ−λ+(2π − s) ,
(44)
where ϕω(s) = 1− eωs(cos s − ω sin s) is the Andronov function (see [2]).
Both equations of system (44) are equivalent. Hence, the homogeneous system has an invariant
cone if there exists s ∈ (0,2π) such that
2266 V. Carmona et al. / J. Differential Equations 250 (2011) 2244–2266λ− + [(λ−)2 + 1]e−λ−ssin s
ϕ−λ−(s)
= λ+ − [(λ+)2 + 1]eλ+(2π−s) sin (2π − s)
ϕλ+(2π − s) . (45)
It is easy to see that (45) is equivalent to det(A(s)) = 0. As for λ+ > 0, λ− < 0, the homogeneous
system does not have invariant cones (see Theorem 2 of [11]), then det(A(s)) = 0, ∀s ∈ (0,2π) and
the proof is complete. 
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