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ABSTRACT
As the number of wireless devices continues to grow, technical requirements
and design constraints are approaching the limits of antenna performance
and feature integration. Complex multi-band antennas that must satisfy
stringent volumetric constraints are pushing the use of optimization tools to
the top of the antenna designer’s toolbox. Beyond parametric studies, global
optimization algorithms have provided an array of insights into both theory
and practical applications.
In this thesis, a method of moments (MoM) based greedy best-first search
(GBFS) technique for antenna optimization is presented. This novel ap-
proach using GBFS is a simple method to design antennas for minimizing
the input reflection coefficient at one or multiple frequencies. By meshing the
antenna region using MoM and applying a GBFS algorithm, antennas can be
“grown” to optimize for certain performance specifications. The optimiza-
tion technique results in designs that are contiguous pieces of metal, without
“islands”, making the results easier to analyze. This technique is applied
to three design examples: a phone model optimized at a single frequency, a
small planar monopole optimized for dual-band operation in the GSM-850
and PCS-1900 bands, and a miniaturized microstrip patch antenna. A sam-
ple small dual-band planar monopole antenna is fabricated and measured to
validate the design process. This greedy search approach can also be used to
make improvements to an already existing antenna design.
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CHAPTER 1
INTRODUCTION
1.1 Motivation
Antenna designers have used new computational tools to try and both push
the performance of their designs and shorten design cycles. A large part of
this moving forward will involve the use of optimization tools to automate
antenna design, yielding antennas that may not fit perfectly into established
design topologies. A huge driver for these advances is the need for antenna
integration in modern communication devices. Modern devices internally
incorporate an increasing number of wireless radios despite increasingly re-
strictive size constraints. The space available for antenna designers in the
devices will also continue to be constrained. Canonical antenna topologies
may not be sufficient for the demands placed on designers, particularly for
electrically small antennas.
The use of electrically small antennas (ESA) is extremely widespread, par-
ticularly in systems where size or weight are limiting factors in the design
process. Perhaps the most immediate example of electrically small antennas
is their use in modern cellular phones. The wavelengths used in cellular ra-
dios can be as long as 0.375 meters, and may be over an order of magnitude
longer than the longest dimension of the volume set aside for the antenna.
IEEE 802.11ah is a proposed WiFi standard that uses sub-1 GHz frequen-
cies, in contrast to the typical 2.4 GHz and 5 GHz industrial, scientific and
medical (ISM) bands, and will soon be deployed in phones to interface with
the coming deluge of devices that will make up the internet of things (IoT)
[1].
Common optimization methods as applied to electrically small antennas
are typically stochastic and can return unintuitive or fragmented-looking re-
sults. While these optimization methods can be used to meet performance
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requirements, they provide little insight and few design rules for future an-
tenna synthesis. The optimization algorithm utilized in this thesis is intended
to yield intuitive antenna designs that can more easily provide insight through
the design process.
1.2 Outline
Chapter 2 discusses first the theory behind electrically small antennas and
Q, a fundamental measure of antenna performance with respect to band-
width. Then the current state of optimization for ESA is surveyed. Chapter
3 introduces the greedy best-first search (GBFS) algorithm and describes
the software implementation of a MoM-based GBFS applied to antenna op-
timization. Chapter 4 applies this optimization technique to a mobile phone
model. The phone model is optimized for various frequencies under different
feed positions and restricted optimization regions. Chapter 5 showcases the
multi-band capability of this technique by designing various dual-band an-
tennas for the GSM-850 and PCS-1900 cellular bands. One of the antennas
is fabricated and measurements are presented. Chapter 6 is an exercise in
miniaturizing a microstrip patch antenna for the 2.4 GHz WiFi band. A
significant reduction in area is achieved. Finally, Chapter 7 concludes the
thesis and discusses some future work.
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CHAPTER 2
OVERVIEW OF OPTIMIZATION FOR ESA
2.1 ESA and Q Bounds
Antennas can be categorized by their electrical size based on the quantity ka,
where a is the radius of a sphere that circumscribes the antenna, as shown
in Figure 2.1, and
k =
2pi
λ
(2.1)
is the wave number where λ is the wavelength. Antennas that have ka < 0.5
can be considered electrically small antennas.
The input impedance of electrically small antennas typically have low input
resistance and high input reactance [2]. It is for this reason that a primary
challenge of designing electrically small antennas is to achieve an acceptable
impedance match at the feed, typically 50 Ω. A great amount of study
and experimentation has been put into both practical guidelines for design
and fundamental limits of bandwidth-related concerns in electrically small
antennas.
A part of the theory is centered around deriving the fundamental limits for
how much bandwidth electrically small antennas that fill an arbitrary volume
can achieve, particularly around a single resonant frequency ω0. These fun-
damental limits are often presented in terms of the quality factor Q. Antenna
Q is defined as
Q =
2ω0 max(WE,WM)
PA
(2.2)
where WE and WM are the time averaged stored electric and magnetic ener-
gies, respectively, and PA is the transmitted or received power at the antenna.
While the measured fractional bandwidth or VSWR bandwidth can be used
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Figure 2.1: Chu sphere for a dipole.
to estimate Q, Yaghjian and Best derived another approximation for Q
Q ≈ ω0
2R0(ω0)
|Z ′0(ω0)| (2.3)
where R0 is the real part of the tuned, meaning X(ω0) = 0 using a series
reactance, impedance Z0 [3]. Note that this approximation is good for Q 4
and breaks down as Q approaches 1.
Chu derived the minimum Q for any antenna circumscribed in a sphere of
fixed radius a, which is where the Chu sphere name originates [4]:
Q =
1
ka
+
1
n(ka)3
(2.4)
where n = 1, 2 for single and dual modes (TE and TM), respectively. Since
most antennas do not make use of all the available volume in a given sphere,
most practical antennas do not approach this limit. A more specific bound
has recently been derived by Gustafsson for an antenna enclosed by any ar-
bitrary volume [5]. Gustafsson has also used a method based on convex opti-
mization to find the complex currents on arbitrary geometries that minimize
Q, although whether these currents are realizable is yet to be determined [6].
There have been many attempts to design and fabricate antennas that ap-
proach these derived fundamental limits. Common approaches involve trying
to have the antenna utilize as much of the volume as possible. Examples of
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this on a planar geometry include meandered or spiral antenna elements [7, 8].
Helical designs and folded dipoles can also be used in 3D to better utilize the
space [9, 10]. A meta-analysis by Sievenpiper of recently published papers
on ESAs examines how the bandwidth-efficiency product of the respective
antenna designs approach this limit [11]. This meta-analysis outlined some
broad trends in antenna designs that achieve a high bandwidth-efficiency
product. Dielectric materials used have a low relative permittivity, the as-
pect ratio of the antenna is close to unity, and the fields filling the enclosed
volume are reasonably uniform.
2.2 Current Optimization Algorithms
The emergence and rapid growth of computational capacity has enabled de-
signers to not only simulate their antenna designs, but iterate upon them
before fabricating anything in the lab. A designer might perform a para-
metric study to determine the optimal value of a specific length or other
parameter. Parametric studies, however, can be restrictive in that the study
is typically limited to a predetermined topology. Increasing the number of
parameters in a parametric sweep may only lead to a locally optimal design.
Global optimization techniques try to address this concern by looking for the
best possible antenna in a much larger solution space than the space a para-
metric study would search through. As computational capability continues
to increase, it will become easier to use these global optimization techniques
to aid in the design of antennas and study of antenna theory.
Current methods for global optimization include so-called Darwinian meth-
ods, which include genetic algorithms and evolutionary strategies; simulated
annealing; a variety of other nature-inspired algorithms including particle
swarm optimization, ant colony optimization, central force optimization, in-
vasive weed optimization, and cuckoo search algorithms; and a dizzying ar-
ray of others [12]-[16]. Most of these methods are stochastic in nature to
try and converge at an acceptable solution without searching through the
entire space of possible solutions. Two runs of any of these algorithms will
likely not return the same solution. These methods are extremely flexible and
can generally be adopted to use a particular electromagnetic computational
method, i.e., FEM/MoM/FDTD.
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Figure 2.2: Optimization results from [17].
Many of these global optimization approaches utilize the method of mo-
ments (MoM) as the computational method for calculating antenna param-
eters. A structure that defines the physical bounds of the antenna design
space can be designed and meshed. A corresponding impedance matrix can
be calculated for the entire structure. The impedance matrix for any sub-
set of this so-called mother structure can be easily found by removing the
rows and columns that correspond to the mesh elements that are to be re-
moved. By calculating the large impedance matrix only once, computational
resources can be saved between design iterations and the process can be more
easily automated.
Another trait of all these methods is that they start with a randomly
generated initial guess, or guesses, and calculate the quality of the solution
before subjecting the guess to further refinement. In a genetic algorithm,
for example, an initial population of solutions is generated, evaluated for
their fitness, parent solutions with good fitness experience recombination and
mutation of their traits, and children are generated for the next population
of solutions. This process is repeated until some termination condition is
met. The results of such a genetic algorithm used to minimize Q is shown in
Figure 2.2. A flowchart of the genetic algorithm is shown in Figure 2.3.
Use of genetic algorithms have been particularly widespread in antenna
design and research. The approach has been used to design wire antennas,
planar antennas, antenna arrays, and so on [18]-[20]. The optimization goals
6
Figure 2.3: A flowchart of a generic genetic algorithm optimizer.
are also extremely varied, and include bandwidth, efficiency, radiation pat-
tern, side lobe suppression, etc. One issue with using some of these nature-
inspired algorithms is that the designs they yield can be difficult to analyze.
The underlying mechanisms that provide good performance and robustness
to small changes may be poorly understood. The approach taken in this the-
sis attempts to create an optimization technique to yield antennas that can
be more easily analyzed, with the performance metric being input reflection
coefficient.
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CHAPTER 3
ANTENNA OPTIMIZATION USING
GREEDY BEST-FIRST SEARCH
3.1 Overview of Greedy Best-First Search
A class of search algorithms can be described as a method of traversing
down a tree data structure in search of a desired state, where each state is
a representation of single solution in the entire solution space. Each state
has an evaluation, and the goal of the algorithm is to find a state with an
evaluation that matches the termination criteria. The evaluation function,
f(n), is typically an application-specific heuristic. If the solution space of
a problem is too large to calculate and store all possible states at once, the
search is initialized at some start state and child states are subsequently
revealed as the search traverses down the tree in search of new states. Newly
available states are placed in a horizon to be evaluated. The function which
determines in what order to evaluate the states in the horizon is a primary
differentiator between different search algorithms [21].
A best-first search is a search algorithm that expands the most promis-
ing states first, based on the evaluation function. In contrast to depth-first
search, which explores last in first out (LIFO), and breadth-first search, which
explores first in first out (FIFO), best-first search explores the state with the
best evaluation first. A data structure that describes a horizon with best-first
behavior is a priority queue, where the highest priority member of the queue
has the best evaluation.
A greedy search is a search algorithm where the evaluation of the state
only depends on the current state. It does not depend on any of the other
properties of the search, such as how long it took to reach the state. A greedy
search will lead to a locally optimal solution, but may not converge to a
globally optimal solution in a space that has many local maxima or minima.
Other informed search algorithms may be guaranteed to be optimal, such
8
Figure 3.1: A flowchart of the GBFS algorithm.
as A*, but a greedy search can be more appropriate when there is no well-
defined cost function to perform A* search [21]. Greedy searches are also
appropriate to try when the global optimum is both prohibitively resource
intensive to find and only minimally better performing than a local optimum.
The greedy best-first search (GBFS) results in a search algorithm that
both expands the state with the best evaluation first and has an evaluation
function based only on the current state. A flowchart of the GBFS is shown
in Figure 3.1. For this antenna design application, it is possible that each
state will share children with other states. The result is that there may be
many paths to reach the same state, but the basic terminology remains the
same. A record of all searched states is kept to prevent the algorithm from
evaluating a state more than once.
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3.2 GBFS as Applied to Antenna Optimization
A program using GBFS is implemented in Python that will, given an initial
subset of mesh triangles and a fixed feed edge representing a 50 Ω gap feed,
search for an antenna design that minimizes the input reflection coefficient.
The search starts at the initial subset and adds a new adjacent mesh triangle
with each iteration until a geometry has been reached that meets the ter-
mination condition. Essentially an initial structure is set and the antenna
is “grown” from the initial structure one triangle at a time in the order of
best marginal improvement in input reflection coefficient, staying within the
bounds of the mother structure. In this way, floating “islands” of metal that
appear in other global optimization algorithms are never created. The full
code is presented in Appendix A.
In this implementation, each state consists of a subset of the mesh triangles
in the mother structure to include in the antenna. The evaluation function
to be minimized is simply the input reflection coefficient. The horizon is
implemented using the heapq data type, part of the Python standard library,
which takes care of implementing the priority queue algorithm. An example
of an optimized antenna is shown in Figure 3.2.
3.2.1 Generating the Mother Structure
The entire optimization process starts with designing the mother structure.
The FEKO R© software suite was used to create geometries that define the
outer bounds of the design space. While it is possible to include dielectrics
in the program, all antennas in this particular work are metallic.
After meshing the geometry, the MoM impedance matrix for each sim-
ulation frequency is extracted and parsed. FEKO exports the impedance
matrices as a .mat binary that requires an executable from the FEKO soft-
ware manufacturer to extract. A custom Python script is used to call the
executable and output the contents into a text file for each frequency.
In addition to the impedance matrices, all the mesh connectivity informa-
tion is extracted as well. FEKO exports the mesh information in the .out
file as an already parsable file, so no other intermediate step is necessary.
The labels for the triangles and edges, connectivity information between tri-
angles and edges, the coordinates of the triangles and edges, and the feed
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Figure 3.2: Sample result of optimizer. Triangles outlined in red are part of
the optimized antenna while other triangles are excluded.
information are all parsed from the .out file.
Once both the text file containing the impedance matrices and the .out
file are available, the search algorithm can parse and store the information
to be used in the optimization process.
3.2.2 Finding the Input Reflection Coefficient
The input reflection coefficient Γ for a 50 Ω feed is derived from the input
impedance Zinput using the equation
Γ =
Zinput − 50
Zinput + 50
(3.1)
Zinput can be solved for by using the impedance matrix from MoM. The
impedance matrix describes a relationship between the planar electric field
and the weighting of the basis functions representing planar current density.
The weighting coefficients of the basis functions for the current density can
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be found by solving for J in the matrix equation
[Z][J ] = [E] (3.2)
where Z is the impedance matrix solved using MoM, J is a column vector of
weighting coefficients representing current density, and E is the electric field
at the corresponding edge n. Equation (3.2) can be rewritten in terms of V
to represent a gap voltage source across the edge of length ∆l to yield
[Z][J ] =
[V ]
∆l
(3.3)
Note that for driving an antenna with a gap feed, V = V0 at the feed element
and V = 0 elsewhere.
The vector J×∆l contain the weightings coefficients of the basis functions
representing the line current density on the mesh perpendicular to the edge.
The total current In at any edge n can be found by scaling the basis function
Λ and integrating across the edge with the equation
In =
∫
∆l
Jn ×∆l × Λdl (3.4)
FEKO uses Rao–Wilton–Glisson (RWG) basis functions by default in its
MoM solver. Equation (3.4) can be simplified since the value of the RWG
basis function along the entire edge is equal to one. The current at the feed
is now
Iinput = Jinput ×∆l ×∆l (3.5)
Divide the voltage by the current at the feed to solve for the input impedance
Zinput =
V0
Iinput
(3.6)
3.2.3 Multi-Band Optimization
This algorithm can be used to optimize an antenna for an arbitrary number
of frequencies. The distinct frequencies can be spaced closely together to im-
prove the input reflection coefficient across a specific bandwidth or be spaced
far apart to optimize the antenna for two distinct bands. For optimization
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over multiple frequencies, two forms of evaluation functions were used during
the development and testing of this program:
f(n) = eΓ1 + eΓ2 + ...eΓn (3.7)
f(n) = Γ21 + Γ
2
2 + ...Γ
2
n (3.8)
Both forms emphasize that a marginal reduction in Γ at higher nominal value
of Γ is more important than the same marginal reduction at a lower nominal
value of Γ. The second form using the exponential function seems to be more
effective at discouraging the algorithm from making a reduction in the Γ at
one frequency target by sacrificing the reduction in Γ at another frequency. It
should be noted that solving for Γ at each frequency involves solving another
matrix equation, and so the computational complexity increases linearly with
the number of optimized frequency points.
While this technique can accommodate optimization for multiple frequen-
cies, the way in which this feature is used can affect the final results. It will
be shown in Section 5.2 that a tailored approach to the optimization problem
in Chapter 5 has to be taken to accommodate two bands widely separated in
frequency. Alternatively, the optimization problem presented in Chapter 6 is
for a fixed bandwidth around a single center frequency. This latter problem
requires us to take fewer steps to accommodate multiple frequencies.
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CHAPTER 4
STUDY USING A MOBILE PHONE
MODEL
4.1 Problem Overview
A simple phone model is optimized using the GBFS technique to minimize
the input reflection coefficient at five uniformly spaced frequencies between
300 MHz and 1.5 GHz. The simple model represents the phone as a sheet
of perfect electric conductor (PEC) with dimensions shown in Figure 4.1.
The percentage of overall structure allotted to the antenna region is swept
for 6, 15, and 25 percent. Cases where the antenna region is fed from both
the center and the edge of the ground plane are tested across frequency and
antenna region size.
The antenna region is subject to the optimizer while the fixed ground plane
region is not. For this reason, the antenna region is meshed more densely than
the ground plane region in hopes that a finer mesh will give results with more
distinct geometries. The meshing density is chosen to better approximate the
mesh density of the original work by Cismasu and Gustafsson [17], in which
they use square mesh elements. The average mesh element edge length is
Figure 4.1: Mother structure.
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Table 4.1: Results for center fed geometries. Γpredicted is the output of the
program, while Γsimulated is the resimulated value.
antenna region f in MHz ka Γpredicted Γsimulated Qest/Qbound
6%
300 0.3512 0.9997 0.9997 24.2968
600 0.7025 0.9885 0.9885 22.8384
900 1.0537 0.7772 0.7794 20.0070
1200 1.4050 0.4133 0.4195 28.0032
1500 1.7562 0.5413 0.5432 66.3469
15%
300 0.3512 0.9991 0.9991 13.5140
600 0.7025 0.9117 0.9147 20.8757
900 1.0537 0.5057 0.5128 15.1399
1200 1.4050 0.0092 0.0091 5.7574
1500 1.7562 0.0030 0.0270 33.9381
25%
300 0.3512 0.9980 0.9980 11.5386
600 0.7025 0.7829 0.7846 26.9888
900 1.0537 0.2799 0.2819 20.1981
1200 1.4050 0.0000 0.0394 8.7575
1500 1.7562 0.0000 0.0127 9.4966
set to 2 mm for most cases, with the cases where the antenna region is 6
percent of the structure having an average element edge length of 1.5 mm.
As the antenna region shrinks, the total number of elements decreases. This
allows a finer meshing of the antenna region in the 6 percent case without
drastically increasing the amount of time it takes to run the optimization.
4.2 Results
The optimization results are summarized in Table 4.1 and Table 4.2. Each
result predicted by the program was simulated again in FEKO to verify
the output and find the broader frequency response of the antenna . The
predicted and simulated input reflection coefficients agree very well. As ex-
pected, the optimizer returns antennas with a poorer match for the lower
frequencies and small antenna region cases. Finding a good solution when
ka is smaller, given the form factor and volumetric constraints, is simply
harder. By looking at the complex input impedances for each result, it is
generally the case that the real part is smaller than the 50 Ω feed, while the
imaginary part tends to be close to zero. Images of the optimized geome-
try and plots of the input reflection coefficient across frequency are listed in
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Table 4.2: Results for side fed geometries. Γpredicted is the output of the
program, while Γsimulated is the resimulated value. Note that the calculation
for ka includes the ground plane.
antenna region f in MHz ka Γpredicted Γsimulated Qest/Qbound
6%
300 0.3512 0.9996 0.9996 26.2052
600 0.7025 0.9462 0.9492 47.7789
900 1.0537 0.6680 0.6745 24.6966
1200 1.4050 0.1905 0.1956 13.6878
1500 1.7562 0.3968 0.3936 62.7632
15%
300 0.3512 0.9986 0.9986 16.7035
600 0.7025 0.8773 0.8798 25.9639
900 1.0537 0.5092 0.5186 14.7965
1200 1.4050 0.0220 0.0254 9.4707
1500 1.7562 0.0000 0.0334 22.5560
25%
300 0.3512 0.9644 0.9648 27.2488
600 0.7025 0.7193 0.7205 46.5591
900 1.0537 0.2214 0.2218 11.7699
1200 1.4050 0.0001 0.0115 9.5533
1500 1.7562 0.0000 0.0175 6.5795
Appendix B.
In Figure 4.2 the input reflection coefficient as a function of optimizer itera-
tions is plotted for all 30 cases. The input reflection coefficient is individually
scaled from 0 to 1 for comparison. With a few exceptions, the trend is an ac-
celerating rate of decrease in input reflection coefficient as iterations increase
until a point where the marginal improvement is much smaller. By looking
at the iteration-by-iteration growth of the antenna, every single one of these
30 cases starts by growing away from the ground plane. When the grow-
ing antenna arm reaches the opposite edge, it generally continues growing
around the perimeter. This iteration at which where the arm stops spiraling
around the perimeter is precisely the inflection point shown in Figure 4.2 at
which the improvement between iterations stops being relatively large. In
systems where electrically small antennas are close to a large ground plane,
the antenna serves as a tuning element for the ground plane that is actually
radiating. From this, we can draw the conclusion that the primary driver
of the optimization process is tuning the reactance of the antenna region.
Taken from a transmission line perspective, it is clear that a smaller physical
length is required to tune a stub to any given reactance, making it easier to
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Figure 4.2: Overlaid curves of fitness as a function of design iterations. The
fitness values are scaled to be between 0 and 1 for comparison.
design antennas at higher frequencies that are matched at the input.
After hitting the inflection point, the optimization process diverges de-
pending on the magnitude of the real part of the input impedance. If the
real part is low, then the antenna will essentially fill in the space, as shown
in Figure 4.3a. We suspect this is an attempt to continue and increase the
real part of the input impedance. The real part is so small compared to 50
Ω feed impedance, often three orders of magnitude smaller, that the input
reflection coefficient will not improve very much no matter how much the
imaginary part is minimized.
On the other hand, if the real part is on the same order as the feed, but
there is nothing else to do to significantly increase it, the next best thing to
do is to minimize the reactance. In these cases the antenna “grows” tuning
elements, shown in Figure 4.3b. A related case is when the real part is about
50 Ω and so minimizing the magnitude of the imaginary part is the only
factor in lowering the input reflection coefficient. Such a case is shown in
Figure 4.3d.
One other possibility shown in Figure 4.3c is that even though the input
impedance is not exactly 50 Ω, no addition of an adjacent mesh element
would improve the input reflection coefficient. This is a failure of the op-
timization technique that stems from the strict best-first search algorithm.
If the algorithm were modified to incorporate some kind of tree deepening
beyond poor states, it may improve the results.
It has been shown previously that the optimal aspect ratio of a planar
antenna to minimize Q is a little less than 2 to 1 [8], and conveniently enough
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(a) center fed 300 MHz (b) center fed 900 MHz
(c) side fed 900 MHz (d) side fed 1500 MHz
Figure 4.3: Optimized antenna regions showing the different styles of
solutions, depending on the optimization frequency.
the phone model used here has dimensions that are close to this aspect ratio.
Although this optimization program is not written to optimize for Q, instead
optimizing for reflection coefficient Γ, finding the Q of the optimized designs
can give an idea of how well this technique can be used to achieve not just
a reasonable match at the feed, but reasonable bandwidths as well. Q is
estimated and compared to the theoretical limits provided by Gustafsson [5].
To estimate the Q of each optimization result, Equation (2.3) is used.
Since there is no guarantee that an optimized result is tuned at ω0, meaning
that the input impedance of the antenna is purely real, a simulation result
is loaded with a series reactance such that X0(ω) = 0. This step is done
for each optimization result. The real and imaginary parts of the loaded
impedance are then exported to a text file that a MATLAB R© script parses
to calculate Qest. Qbound is calculated using the AntennaQ MATLAB script
released by Gustafsson [22]. The ratio between the estimate and the lower
bound is shown in both Table 4.1 and Table 4.2.
The Qest/Qbound numbers are not particularly outstanding, and certainly
the antennas by Cismasu that were optimized specifically for Q are closer
to the fundamental limits than our antennas. The next step would be to
incorporate this technique with another solver instead of FEKO to explicitly
optimize for Q. We suspect that if implemented, this algorithm would be
able to better approach the derived limits for Q.
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4.3 Conclusions
Single frequency optimizations and simulations were done to evaluate the
performance of this GBFS method. The results follow generally established
principles for designing antennas. Electrically small antennas with a high
input resistance are challenging to design, even using computer algorithms.
A larger antenna area allows for more control and potential for a better
match. While restricting the antenna designs to a single contiguous piece of
metal excludes a large set of potential solutions with better performance, this
marginal improvement approach gives us insight on how to better understand
incremental improvements in already established antenna designs.
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CHAPTER 5
DUAL-BAND DESIGN EXAMPLE
5.1 Problem Overview
It is common practice for cellular phones to design an antenna that is re-
ceptive to multiple bands. These multi-band antennas save cost, reduce
complexity for the rest of the RF front end, and most critically save space
in the mobile phone for other components. The GSM-850 (824 MHz to 894
MHz) and PCS-1900 (1850 MHz to 1990 MHz) are some of the most widely
used frequency bands for cellular communications [23]. These two bands are
the frequencies around which the multi-band capabilities of the GBFS-based
optimization technique are demonstrated. The geometry consists of a square
1 by 1 inch planar monopole antenna region above a fixed ground plane. The
edge of the square ground plane is uniformly swept from 1 inch to 4 inches
for a total of four test cases. An example of the mother structure is shown
in Figure 5.1. Both the antenna region and ground plane are made of PEC.
The goal is to design an antenna that has a good match at both bands.
Previous runs of the optimizer and subsequent simulations show that op-
timizing at the center frequencies of both bands is likely to give sufficient
bandwidth across the individual bands, as opposed to optimizing using the
frequencies of the bands or even those of the sub-bands that represent the
distinct transmit and receive bands. As a result, the antenna is optimized at
859 MHz and 1920 MHz. Isolating only two frequencies also speeds up the
optimization process and may allow us to gain more insight into how this
optimization technique works for two distinct bands.
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Figure 5.1: The mother structure for a center fed planar monopole with a 2
inch square ground plane.
5.2 Optimization Strategy
The wide separation across the frequency space poses some distinct challenges
over using this technique for just a single frequency. If both frequencies are
simultaneously optimized for when the starting structure is just the ground
plane and the feed, the result is a monopole with a good match at the high
band and a poor match at the low band. The issue is not that the technique
cannot accommodate both bands, but that the high band is quickly matched
by a shorter monopole arm first. Going past this point to match the low
band would sacrifice the match in the high band, and so the optimizer views
adjacent designs to be worse at the margin. Ideally the program would
prioritize the low band, with the intent being that there are many possible
geometric features that could give a good match at the high band after the
low band has been matched.
To prioritize the low band, the optimizer is first run on only the low band.
As discussed in Chapter 4, the marginal improvement in the input reflection
coefficient between iterations increases until an inflection point. After the
inflection point, the marginal improvement is much smaller. The included
mesh elements at the inflection point of this preliminary optimization are
taken as the new starting point for a new run of the optimizer that optimizes
for both bands. An example of the new starting point that has been partially
optimized for the low band is shown in Figure 5.2.
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(a) iteration 116 (b) fitness vs. iteration
Figure 5.2: Example result at the inflection point for the 1 inch ground
plane case.
5.3 Results for Center Fed Cases
The optimized monopole geometries are shown in Figure 5.3, while the input
reflection coefficient across frequency is summarized in Figure 5.4 . While
all four ground plane sizes have excellent matches at the high band, they
all perform poorly at the low band. However, it is shown that the ability to
match at the low band improves as the size of the ground plane increases. It is
likely that as the larger ground plane starts to approximate an infinite ground
plane, the currents on the ground plane more closely mirror the currents on
the monopole. This would improve the ability to optimize for a 50 Ω feed by
giving more fine-tuned control over the total current on the structure.
An interesting outlier of the four antenna frequency responses is the 2 inch
case. Notice that the match at the high band is much broader than the others.
The optimized monopole geometry in this 2 inch case, shown in Figure 5.3b,
differs from the others. All four have a primary monopole arm that spirals
to the right and carry current at the low band. Additionally, all four except
for the 2 inch ground plane case also have a small monopole arm that spirals
to the left. For the majority of cases, both arms carry current and are acting
together as tuning elements at the high band. This second arm that veers
left has little current flow at the low band and does not contribute much to
the total currents on the structure.
In contrast, the 2 inch case instead has a second monopole arm that spirals
also to the right. This second arm does not contribute much to the total
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(a) 1-inch (b) 2-inch (c) 3-inch (d) 4-inch
Figure 5.3: The final optimized results for each of the four sizes of ground
planes.
Figure 5.4: Simulated input reflection coefficient for each of the four
optimization results.
current at the low band. At the high band, however, it works in combination
with the first arm to broaden the match. At the low edge of the high band,
the first arm goes through a small match (perhaps a harmonic of the low
band) while the second arm begins to fall into its well-matched range. As
the frequency increases to the high edge of the high band, the second arm
becomes the dominating element. The currents on the two arms sum together
to broaden the bandwidth over which the overall antenna is well matched.
5.4 Results for Side Fed Cases
The optimized monopole geometries are shown in Figure 5.5, while the in-
put reflection coefficient across frequency is summarized in Figure 5.6. We
immediately see that the results vary from the center fed cases. Notice in
Figure 5.5a and Figure 5.5c that the optimized geometries form connected
loops around the perimeter of the optimization region. This loop causes the
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(a) 1-inch (b) 2-inch (c) 3-inch (d) 4-inch
Figure 5.5: The final optimized results for each of the four sizes of ground
planes.
Figure 5.6: Simulated input reflection coefficient for each of the four
optimization results.
input reflection coefficient across frequency to look very different from the
other two side fed cases. Firstly, the trend of increasing ground plane size
improving the match at the low end no longer holds true. Secondly, the
matched regions at the high band are extremely narrow and asymmetric.
What happened during the optimization process is that the partially opti-
mized antenna for the low band created an arm that spiraled to the right, but
stops close to the original feed at the bottom. Then during the second run
of the optimizer on both frequencies, the improvement in the input reflection
coefficient at the high band due to completing the loop was high enough to
sacrifice the already poor match at the low band. The loop creates a good
match, but the region is very narrow. The derivative of the reactance is very
high for loop antennas around their resonant frequencies, causing the input
reflection coefficient to swing rapidly. This is a warning that applying this
technique without first considering which radiating modes are desired can
return very poor optimization results.
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Figure 5.7: The fabricated antenna.
5.5 Fabrication and Measurement
The center fed antenna with the 1 by 1 inch ground plane was fabricated
and measured. A flipped image of the optimized antenna pattern was first
printed, to scale, on heat transfer paper. The ink was transferred using
an iron to copper tape. With the backing of the copper tape still on, the
copper tape was chemically etched in ferric chloride. The copper tape is then
peeled from its backing and adhered to Rohacell R© 51 HF foam for structural
integrity. With a dielectric constant of only 1.057, the effect of the foam on
the measurement can be ignored [24]. A semi-rigid coaxial cable is soldered
to a 1 inch copper square, with the inner conductor of the cable feeding the
antenna region. Finally the connectorized ground plane is soldered to the
top antenna region at the gap feed. The final antenna is shown in Figure 5.7.
The input reflection coefficient, or S11, measurement was taken using a
network analyzer in an anechoic chamber. The measurement is summarized
in Figure 5.8. While the high band measurement matches the simulation
very well, with a slight frequency shift, the resonance at the low band is
much better than the simulation would predict. The frequency shift in the
high band may be explained by the difference between a two-dimensional
sheet of PEC in simulation and a piece of copper in reality with non-zero
thickness. A higher meshing density in FEKO seems to shift the resonances
up in frequency, though the effect is very small. A new model incorporat-
ing 40 cm, approximately one wavelength at 800 MHz, of coaxial cable was
simulated using Ansys HFSS R©. Note that HFSS is a finite element solver as
opposed to the method of moments solver used in FEKO. By including the
coaxial cable into the model and feeding the structure using a wave port, we
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Figure 5.8: Plots of S11 for the 1 inch ground plane design.
see the improved performance at the low band.
This suggests that the coaxial cable from the network analyzer to the
antenna is acting as a radiating element, and has to be taken into account.
Future design attempts could incorporate the feed structure to increase the
accuracy of the optimization process, although modeling a significant length
of coaxial cable would increase the computational time required by an order
of magnitude. The currents on the inner conductor, the inside of the outer
conductor, and the outside of the outer conductor of the cable all need to be
modeled accurately to simulate the antenna frequency response. It may be
more practical to exclude a large feed network and modify the design after
optimizing in such a situation.
5.6 Conclusions
A dual-band antenna for two popular cellular bands was designed using the
GBFS optimization technique, fabricated, and measured. Again the low
band is a challenge to match using this technique, even using the two-stage
optimization method to try and prioritize matching the low band. While the
center fed antennas return similar results, the side fed antennas showcase the
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need to tailor the evaluation function in each application for good results.
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CHAPTER 6
MICROSTRIP PATCH DESIGN EXAMPLE
6.1 Problem Overview
By utilizing the multi-band capability of this optimization technique over
closely spaced frequencies, a microstrip patch antenna is designed for the
2.4 GHz band. The 2.4 GHz band spans from 2.4 GHz to 2.5 GHz, and
is ubiquitous due to its use in WiFi, Bluetooth, Zigbee, and various other
wireless specifications. The goal is to design a microstrip patch antenna that
has an acceptable input impedance match over the entire band. The patch
sits over a 0.5 cm thickness air dielectric, is centered over a 10 by 10 cm
ground plane, and is gap fed along a small pillar connecting one of the edges
of the patch and the ground plane. The entire ground plane is fixed while
the top patch is subject to the optimization algorithm.
The classic half-wave patch can be adequate for many applications, but by
using this optimization technique we find ways to miniaturize the dimensions
of the patch. Given that the wavelength at 2.45 GHz is ≈12.24 cm, the 10
by 10 cm ground plane probably does not approximate an infinitely large
ground plane. FEKO is used to find the appropriate sized patch to use as a
baseline. A solid patch that has a resonance approximately centered at 2.45
GHz is a square with edges that measure 5.7 cm. Previous experiments show
that optimizing at 2.4, 2.45, and 2.5 GHz is sufficient to prevent a situation
where two resonances exist at the edges of the band, but the center of the
band has a very poor match.
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(a) optimized patch (b) current at 2.36 GHz (c) current at 2.5 GHz
Figure 6.1: The optimized 48 mm patch, the current magnitude at the low
end of the band, and the current magnitude at the high end of the band.
The ground plane is excluded for clarity.
Figure 6.2: The reflection coefficient of the optimized patch, a 48 mm loop
patch, and the baseline patch.
6.2 A 48 mm Patch
At first the optimizer was run with only the ground plane and the feed as the
starting state. The results, however, were very poor. The design essentially
converged on a couple of small stubs that either hugged one edge or protruded
into the center of the patch region. Subsequently it was hypothesized that
the existence of a loop mode could provide the primary resonance, or at least
give the optimizer a better state to start from. We attempted optimization
with the perimeter of the top patch included in the initial state. The resulting
optimized patch is shown in Figure 6.1 while the reflection coefficient is shown
in Figure 6.2.
The optimized patch outperforms the baseline patch with both a wider -10
dB bandwidth and better match within the band. In the optimized patch
there are two resonances within the band, and both of them are closer to
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Figure 6.3: Smith chart view of the 48 mm optimized patch, a 48 mm loop
patch, and the baseline patch. The frequency range is from 2 GHz to 3
GHz.
the origin of the Smith chart than the single resonance of the baseline patch.
This can be seen in Figure 6.3. Note in Figure 6.3 that for just a loop around
the perimeter, the starting state, the existing resonance is both outside the
band of interest and very far away from the origin. A closer look at the
currents on the structure reveals the sources of the two resonances. At the
low edge of the band, the current is flowing around the loop as shown in
Figure 6.1b. At the high end of the band, the current is flowing primarily
into the egg-shaped region in the center of the patch as shown in Figure 6.1c.
This improved performance over the baseline is achieved in 70 percent of the
area of the baseline patch.
6.3 A 40 mm Patch with Meandered Edge
Taking advantage of the two distinct resonant modes from the 48 mm patch,
we try to further miniaturize the dimensions of the patch antenna to a 4 by
4 cm square area. To maintain the electrical length of the loop mode that
appeared in the 48 mm patch, the edge opposite the feed is meandered by
removing 8 by 8 mm squares such that the total perimeter is the same as
the 48 mm patch. The final optimized patch is shown in Figure 6.4 and the
reflection coefficient is shown in Figure 6.5.
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(a) optimized patch (b) current at 2.4 GHz (c) current at 2.5 GHz
Figure 6.4: The optimized 40 mm patch, the current magnitude at the low
end of the band, and the current magnitude at the high end of the band.
The ground plane is excluded for clarity.
Figure 6.5: The reflection coefficient of the 40 mm optimized patch and the
baseline patch.
The performance of the optimized patch is not as good as the 48 mm
optimized patch, but it would still be satisfactory for many applications.
Most of the band is still under -10 dB, and the bandwidth is slightly wider
at the high end over the baseline patch. This satisfactory match across the
entire band is achieved in 70 percent of the area of the 48 mm patch and just
50 percent of the baseline patch.
Looking at Figure 6.6, there are now three resonances around the band of
interest. None of the three resonances are closer to the origin than the closest
one of the baseline patch, but again this is sufficient for many applications.
Because the is an extra closely spaced resonance around the frequency band
of interest, it is much harder to distinguish between them from looking at the
currents in Figure 6.4. It is clear that the larger loop around the perimeter
plays a role in the total current, but so do the two small monopole arms on
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Figure 6.6: Smith chart view of the 40 mm optimized patch and the
baseline patch. The frequency range is from 2 GHz to 2.8 GHz, with
frequencies after 2.8 GHz excluded for clarity.
the right of the patch and the smaller loop that cuts diagonally through the
patch. All four elements have contributions to the total current inside the
resonances. A future study to isolate each feature may be able to give more
insight.
6.4 Conclusions
This exercise using the GBFS optimization technique to design and minia-
turize a microstrip patch antenna showcased the power of combining opti-
mization tools and the antenna designer’s intuition. By initializing the search
with a loop mode of the 48 mm patch, the insights taken from that experi-
ment were further applied to designing a 40 mm patch. The final patch takes
up less than half the area of the baseline patch. Note that this configuration,
and indeed none of the experiments presented in this work, allow for shorting
elements to achieve satisfactory results.
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CHAPTER 7
CONCLUSION
7.1 Conclusions
Antenna designers and researchers have yet to find realizable antennas that
reach the performance limits of electrically small antennas. Various ap-
proaches to optimization have tried to push the limits of realizable antennas,
but the sometimes unintuitive and fragmented looking results are not gener-
alizable and do not give very much insight on the theory side. By framing
antenna design as a search problem and applying GBFS, the narrowed search
space results in antennas that may be more easily analyzed. From this anal-
ysis can come useful insights and more generalizable design guidelines.
Through three design examples, this informed search approach to antenna
design is shown to be an effective tool. Admittedly this optimization algo-
rithm is probably not competitive with other global optimization algorithms,
especially for electrically small antennas. Genetic algorithms are much more
robust and have a larger search space, although using some kind of informed
search algorithm such as GBFS in combination with a genetic algorithm
could be useful in shortening design cycles.
7.2 Future Work
Even though the use of FEKO is integral to the current optimization process,
making it independent of FEKO would allow for more flexibility on various
fronts. The calculation of the stored electric and magnetic energy allowing
for the direct optimization of Q, for example, is something that FEKO does
not support. Another example of something that could be done using a
custom solver is reducing runtime by modifying the Green’s function to take
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(a) 196 mesh elements (b) 262 mesh elements
Figure 7.1: Two different meshing densities result in different solutions.
advantage of geometric symmetry.
Due to the numerical nature of this optimization approach, the resulting
antenna design from the program is heavily reliant on the characteristics of
the meshing. As shown in Figure 7.1, two different meshing densities of an
identical geometry can result in two different solutions (mirrored in this case).
Further study into how finely the mesh has to be to consistently converge on
a single family of solutions is needed. The mesh density is almost entirely
limited by the increase in computational burden due to the matrix inverse
calculation. A guideline for meshing density would be helpful in minimizing
runtime.
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APPENDIX A
CODE
A.1 main.py
1 import importFEKO
2 import s e a r c h l o n g as search
3
4 f o l d e r = ( ’ . . \ \ m i c r o s t r i p \\meanderLoop\\40mm\\ ’ )
5 geo f i l ename = ’ mother . out ’
6 z f i l enames =[ ’ mother 1 . txt ’ , ’ mother 2 . txt ’ , ’ mother 3 . txt ’ ]
7 filenameCSV = ’40 mm patch . csv ’
8 mesh = importFEKO . mesh ( f o l d e r , z f i l enames , geo f i l ename )
9
10 i n i t i a l S e t = s e t ( )
11 f o r t r i in mesh . tr iGeo :
12 t r i g e o = mesh . tr iGeo . get ( t r i )
13 tr iCenterX = ( t r i g e o . x1+t r i g e o . x2+t r i g e o . x3 )/3
14 tr iCenterY = ( t r i g e o . y1+t r i g e o . y2+t r i g e o . y3 )/3
15 t r iCente rZ = ( t r i g e o . z1+t r i g e o . z2+t r i g e o . z3 )/3
16 patch w = .030 #width o f top patch f o r patch case only
17 border = .001 #width o f loop around top patch f o r patch case only
18
19 i f ( t r iCente rZ < 0 ) : #ground plane
20 i n i t i a l S e t . add ( t r i )
21 e l i f ( t r iCente rZ > 0 ) :
22 #add borders
23 i f ( tr iCenterX > ( patch w/2−border ) ) :
24 i n i t i a l S e t . add ( t r i )
25 i f ( tr iCenterX < −(patch w/2−border ) ) :
26 i n i t i a l S e t . add ( t r i )
27 i f ( tr iCenterY > ( patch w/2−border ) ) :
28 i n i t i a l S e t . add ( t r i )
29 i f ( tr iCenterY < −(patch w/2−border ) ) :
30 i n i t i a l S e t . add ( t r i )
31 #add meander e lements
32 i f ( tr iCenterX < −0.005) :
33 i f ( tr iCenterY >−0.0125 and triCenterY <−0.0075):
34 i n i t i a l S e t . add ( t r i )
35 i f ( tr iCenterY >−0.006 and triCenterY <−0.001):
36 i n i t i a l S e t . add ( t r i )
37 i f ( tr iCenterY <0.006 and triCenterY >0 .001) :
38 i n i t i a l S e t . add ( t r i )
38
39 i f ( tr iCenterY <0.0125 and triCenterY >0 .0075) :
40 i n i t i a l S e t . add ( t r i )
41 search . search (mesh , i n i t i a l S e t , filenameCSV )
A.2 search.py
1 import csv
2 import datet ime
3 import copy
4 import heapq
5 import h e l p e r s
6
7 de f search (mesh , i n i t i a l S e t , filenameCSV , r e s t r i c t e d S e t = s e t ( ) ) :
8 #get s t a r t time
9 startTime = datet ime . datet ime . now ( )
10
11 #f i l e I /O
12 with open ( mesh . f o l d e r+filenameCSV , ’ wb ’ ) as g :
13 #record keeping
14 w r i t e r = csv . w r i t e r ( g )
15 w r i t e r . writerow ( [ ’ i t e r a t i o n ’ , ’ gammas ’ , ’ eva luat ion ’ , ’ s t a t e length ’ ,
16 ’ removed s t a t e set ’ ] )
17
18 #i n i t i a l i z e hor i zon and exp lored l i s t s
19 hor i zon = [ ]
20 exp lored = [ ]
21
22 #make sure f e ed i s in s t a r t s e t
23 f e e d T r i s = mesh . e d g e 2 t r i . get ( mesh . feedElem )
24 s t a r t S e t = copy . deepcopy ( i n i t i a l S e t )
25 f o r t r i in f e e d T r i s :
26 s t a r t S e t . add ( t r i )
27
28 #i n i t i a l i z e s t a r t s e t
29 gammas = h e l p e r s . getGammas(mesh , s t a r t S e t )
30 best = h e l p e r s . State ( s t a r tSe t , gammas)
31
32 #push s t a r t onto p r i o r i t y queue and i n i t i a l i z e counter
33 heapq . heappush ( hor izon , bes t )
34 bestCount = 0
35 count = 0
36
37 #main loop . run u n t i l no new best in X i t e r a t i o n s or hor i zon i s empty
38 whi l e ( ( bestCount < 100) or ( l en ( hor i zon )==0)):
39 #book keeping
40 count = count + 1
41 curr = heapq . heappop ( hor i zon )
42 exp lored . append ( curr . s t a t e S e t )
43
44 #record keeping
45 removedTriSet = s e t ( mesh . t r i 2 e d g e . keys ())− curr . s t a t e S e t
46 w r i t e r . writerow ( [ s t r ( count ) , ’ , ’ . j o i n ( s t r ( e ) f o r e in curr . gammas ) ,
39
47 s t r ( curr . eva lua t i on ) , s t r ( l en ( curr . s t a t e S e t ) ) ,
48 ’ , ’ . j o i n ( s t r ( e ) f o r e in removedTriSet ) ] )
49
50 #check i f cur r i s b e t t e r
51 i f cur r . eva lua t i on <= best . eva lua t i on :
52 best = curr
53 bestCount = 0
54 e l s e :
55 bestCount = bestCount + 1
56
57 #get new s t a t e s and push in to p r i o r i t y queue
58 poss ib l eNewStates = h e l p e r s . getNewStates ( curr , mesh , hor izon , explored ,
59 r e s t r i c t e d S e t )
60 f o r s t a t e in poss ib l eNewStates :
61 heapq . heappush ( horizon , s t a t e )
62
63 #record keeping
64 endTime = datet ime . datet ime . now ( )
65 runtime = endTime−startTime
66 w r i t e r . writerow ( [ ’ runtime : ’ , s t r ( runtime ) ] )
67 g . c l o s e ( )
68 re turn best
A.3 helpers.py
1 import math
2 import numpy
3 import copy
4
5 from f u n c t o o l s import t o t a l o r d e r i n g
6
7 @to ta l o rde r i ng
8 c l a s s State ( ) :
9 de f i n i t ( s e l f , s ta t eSe t , gammas ) :
10 s e l f . s t a t e S e t = s t a t e S e t
11 # s e l f . mostRecent = mostRecent
12 s e l f . gammas = gammas
13 s e l f . eva lua t i on = 0
14 f o r gamma in gammas :
15 # s e l f . eva lua t i on = s e l f . eva lua t i on + gamma∗gamma
16 s e l f . eva lua t i on = s e l f . eva lua t i on + math . expm1(5∗gamma)
17
18 de f l t ( s e l f , o ther ) :
19 re turn s e l f . eva lua t i on < other . eva lua t i on
20
21 de f getNewZs (mesh , addedTriSet ) :
22 f u l l S e t = s e t ( mesh . t r i 2 e d g e . keys ( ) )
23 removedTriSet = f u l l S e t−addedTriSet
24 edgeSet = s e t ( )
25 f o r t r i in removedTriSet :
26 edges = mesh . t r i 2 e d g e . get ( t r i )
27 f o r edge in edges :
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28 edgeSet . add ( edge−1) #subt rac t 1 to make 0 indexed
29 newZs = [ ]
30 f o r Z in mesh . Zs :
31 newZ = numpy . d e l e t e (Z , l i s t ( edgeSet ) , 0 )
32 newZ = numpy . d e l e t e (newZ , l i s t ( edgeSet ) , 1 )
33 newZs . append (newZ)
34 re turn newZs
35
36 de f getNewV(mesh , addedTriSet ) :
37 f u l l S e t = s e t ( mesh . t r i 2 e d g e . keys ( ) )
38 removedTriSet = f u l l S e t−addedTriSet
39 edgeSet = s e t ( )
40 f o r t r i in removedTriSet :
41 edges = mesh . t r i 2 e d g e . get ( t r i )
42 f o r edge in edges :
43 edgeSet . add ( edge−1) #subt rac t 1 to make 0 indexed
44 newV = numpy . d e l e t e ( mesh .V, l i s t ( edgeSet ) , 0 )
45 re turn newV
46
47 de f getGammas(mesh , addedTriSet ) :
48 newZs = getNewZs (mesh , addedTriSet )
49 newV = getNewV(mesh , addedTriSet )
50 gammas = [ ]
51 f o r newZ in newZs :
52 # Y = newZ . g e t I ( )
53 # I = numpy . dot (Y, newV)
54 I = numpy . l i n a l g . s o l v e (newZ , newV)
55 newFeedIndex = newV . nonzero ( ) [ 0 ] [ 0 , 0 ]
56 J = I [ newFeedIndex , 0 ] ∗ mesh . feedEdgeLength ∗ mesh . feedEdgeLength
57 impedance = 1/J
58 gamma = abs ( ( impedance−50)/( impedance +50))
59 gammas . append (gamma)
60 re turn gammas
61
62 de f getNewStates ( s ta te , mesh , hor izon , explored , r e s t r i c t e d S e t=s e t ( ) ) :
63 ad jTr i s = getAl lAdjTr i s ( s ta te , mesh )
64 ad jS ta t e s = [ ]
65 f o r t r i in ad jTr i s :
66 i f t r i in r e s t r i c t e d S e t :
67 pass
68 newSet = copy . deepcopy ( s t a t e . s t a t e S e t )
69 newSet . add ( t r i )
70 i f newSet in exp lored :
71 pass
72 e l i f newSet in [ s . s t a t e S e t f o r s in hor i zon ] :
73 pass
74 e l s e :
75 gammas = getGammas(mesh , newSet )
76 ad jS ta t e s . append ( State ( newSet , gammas ) )
77 re turn ad jS ta t e s
78
79 de f ge tAl lAdjTr i s ( s ta te , mesh ) :
80 a l l T r i s = copy . deepcopy ( s t a t e . s t a t e S e t )
81 f o r t r i in s t a t e . s t a t e S e t :
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82 t r i s = getAdjTr is ( t r i , mesh )
83 f o r adjTr i in t r i s :
84 a l l T r i s . add ( adjTr i )
85 ad jTr i s = a l l T r i s − s t a t e . s t a t e S e t
86 re turn ad jTr i s
87
88 de f getAdjTr is ( s t a r tTr i , mesh ) :
89 edges = mesh . t r i 2 e d g e . get ( s t a r t T r i )
90 ad jTr i s = s e t ( )
91 f o r edge in edges :
92 t r i a n g l e s = mesh . e d g e 2 t r i . get ( edge )
93 f o r t r i a n g l e in t r i a n g l e s :
94 ad jTr i s . add ( t r i a n g l e )
95 ad jTr i s . remove ( s t a r t T r i )
96 re turn ad jTr i s
A.4 importFEKO.py
1 import numpy
2
3 #de f ined s t r u c t u r e s
4 c l a s s Line :
5 de f i n i t ( s e l f , x1 , y1 , z1 , x2 , y2 , z2 ) :
6 s e l f . x1=x1
7 s e l f . y1=y1
8 s e l f . z1=z1
9 s e l f . x2=x2
10 s e l f . y2=y2
11 s e l f . z2=z2
12
13 c l a s s Tr iang l e :
14 de f i n i t ( s e l f , x1 , y1 , z1 , x2 , y2 , z2 , x3 , y3 , z3 ) :
15 s e l f . x1=x1
16 s e l f . y1=y1
17 s e l f . z1=z1
18 s e l f . x2=x2
19 s e l f . y2=y2
20 s e l f . z2=z2
21 s e l f . x3=x3
22 s e l f . y3=y3
23 s e l f . z3=z3
24
25 c l a s s mesh :
26 de f i n i t ( s e l f , f o l d e r , z f i l enames , geo f i l ename ) :
27 s e l f . f o l d e r=f o l d e r #s t r i n g o f f o l d e r that conta in s FEKO f i l e s
28 s e l f . Zs = [ ]
29 f o r z f i l e in z f i l enames :
30 s e l f . Zs . append (numpy . matrix ( getZ ( f o l d e r+z f i l e ) ) ∗ −1)
31 s e l f . t r i 2 e d g e = m e t a l t r i t o e d g e ( f o l d e r+geo f i l ename )
32 s e l f . e d g e 2 t r i = m e t a l e d g e t o t r i ( f o l d e r+geo f i l ename )
33 s e l f . t r iGeo = m e t a l t r i g e o ( f o l d e r+geo f i l ename )
34 s e l f . edgeGeo = meta l edge geo ( f o l d e r+geo f i l ename )
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35 s e l f . feedElem = getFeed ( f o l d e r+geo f i l ename )
36 s e l f . f eedIndex = s e l f . feedElem−1 #−1 f o r 0 indexed matr i ce s
37 s e l f . s i z e = s e l f . Zs [ 0 ] . shape [ 0 ]
38 feedEdge = s e l f . edgeGeo . get ( s e l f . feedElem ) #c a l c u l a t e f e ed edge l ength
39 s e l f . feedEdgeLength = numpy . l i n a l g . norm ( [ feedEdge . x2−feedEdge . x1 ,
40 feedEdge . y2−feedEdge . y1 ,
41 feedEdge . z2−feedEdge . z1 ] )
42 s e l f .V = numpy . matrix (numpy . z e r o s ( ( s e l f . s i z e , 1 ) ) )
43 s e l f .V[ s e l f . feedIndex , 0 ] = 1
44
45 de f getZ ( f i l ename ) :
46 #open f i l e and get f i r s t l i n e
47 f = open ( f i l ename , ’ r ’ )
48 curLine = f . r e a d l i n e ( )
49 curLine = f . r e a d l i n e ( )
50 curLine = f . r e a d l i n e ( )
51 s i z e = i n t ( curLine . s p l i t ( ) [ 3 ] )
52 curLine = f . r e a d l i n e ( )
53 curLine = f . r e a d l i n e ( )
54 curLine = f . r e a d l i n e ( )
55 curLine = f . r e a d l i n e ( )
56 curLine = f . r e a d l i n e ( )
57 curLine = f . r e a d l i n e ( )
58
59 z = [ [ complex (y , x ) f o r x in range ( s i z e ) ] f o r y in range ( s i z e ) ]
60
61 whi l e not ( curLine . i s s p a c e ( ) ) :
62 m = i n t ( curLine . s p l i t ( ) [ 0 ] )
63 n = i n t ( curLine . s p l i t ( ) [ 1 ] )
64 r e a l = f l o a t ( curLine . s p l i t ( ) [ 2 ] )
65 imag = f l o a t ( curLine . s p l i t ( ) [ 3 ] )
66 z [m−1] [n−1] = complex ( r ea l , imag )
67 curLine = f . r e a d l i n e ( )
68
69 f . c l o s e ( )
70 re turn z
71
72 de f m e t a l t r i t o e d g e ( f i l ename ) :
73 #open f i l e and get f i r s t l i n e
74 f = open ( f i l ename , ’ r ’ )
75 curLine = f . r e a d l i n e ( )
76 #parse DATA OF THE METALIC TRIANGLES
77 whi l e curLine . f i n d ( ’DATA OF THE METALLIC TRIANGLES’ ) == −1:
78 curLine = f . r e a d l i n e ( )
79 #Once s e c t i o n i s found , sk ip 6 l i n e s
80 curLine = f . r e a d l i n e ( )
81 curLine = f . r e a d l i n e ( )
82 curLine = f . r e a d l i n e ( )
83 curLine = f . r e a d l i n e ( )
84 curLine = f . r e a d l i n e ( )
85 curLine = f . r e a d l i n e ( )
86 #s e t up d i c t i o n a r y to map the edges per t r i a n g l e
87 triToEdge = {}
88 #whi le t r i a n g l e s l e f t to grab , get edges and s t o r e in d i c t i o n a r y
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89 whi l e curLine != ’\n ’ :
90 terms = curLine . s p l i t ( )
91 t r i a n g l e L a b e l = i n t ( terms [ 0 ] )
92 edge1 = abs ( i n t ( terms [ 5 ] ) ) #get edges o f the t r i a n g l e
93 i f l en ( terms )==8: #i f th i rd edge e x i s t s
94 edge2 = abs ( i n t ( terms [ 6 ] ) )
95 edge3 = abs ( i n t ( terms [ 7 ] ) )
96 triToEdge . update ({ t r i a n g l e L a b e l : [ edge1 , edge2 , edge3 ] } )
97 e l i f l en ( terms )==7: #e l s e s e t to 0 (0 i s unused )
98 edge2 = abs ( i n t ( terms [ 6 ] ) )
99 # edge3 = 0
100 triToEdge . update ({ t r i a n g l e L a b e l : [ edge1 , edge2 ] } )
101 e l s e :
102 # edge2 = 0
103 # edge3 = 0
104 triToEdge . update ({ t r i a n g l e L a b e l : [ edge1 ] } )
105
106 curLine = f . r e a d l i n e ( )
107 curLine = f . r e a d l i n e ( )
108 curLine = f . r e a d l i n e ( )
109 curLine = f . r e a d l i n e ( ) #sk ip normal vec to r l i n e
110 f . c l o s e ( )
111 re turn triToEdge
112
113 de f m e t a l e d g e t o t r i ( f i l ename ) :
114 #open f i l e and get f i r s t l i n e
115 f = open ( f i l ename , ’ r ’ )
116 curLine = f . r e a d l i n e ( )
117 #parse DATA OF THE METALLIC EDGES
118 whi le curLine . f i n d ( ’DATA OF THE METALLIC EDGES’ ) == −1:
119 curLine = f . r e a d l i n e ( )
120 #Once s e c t i o n i s found , sk ip 4 l i n e s
121 curLine = f . r e a d l i n e ( )
122 curLine = f . r e a d l i n e ( )
123 curLine = f . r e a d l i n e ( )
124 curLine = f . r e a d l i n e ( )
125 #s e t up d i c t i o n a r y f o r t r i a n g l e s per edge
126 edgeToTri = {}
127 #whi le edges l e f t to grab , get t r i a n g l e s and s t o r e in d i c t i o n a r y
128 whi le curLine != ’\n ’ :
129 terms = curLine . s p l i t ( )
130 edgeLabel = i n t ( terms [ 0 ] )
131 t r i a n g l e 1 = i n t ( terms [ 5 ] )
132 t r i a n g l e 2 = i n t ( terms [ 6 ] )
133 edgeToTri . update ({ edgeLabel : [ t r i a n g l e 1 , t r i a n g l e 2 ] } )
134 curLine = f . r e a d l i n e ( )
135
136 f . c l o s e ( )
137 re turn edgeToTri
138
139 de f meta l edge geo ( f i l ename ) :
140 #open f i l e and get f i r s t l i n e
141 f = open ( f i l ename , ’ r ’ )
142 curLine = f . r e a d l i n e ( )
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143
144 #parse DATA OF THE METALIC TRIANGLES
145 whi le curLine . f i n d ( ’DATA OF THE METALLIC TRIANGLES’ ) == −1:
146 curLine = f . r e a d l i n e ( )
147 #Once s e c t i o n i s found , sk ip 6 l i n e s
148 curLine = f . r e a d l i n e ( )
149 curLine = f . r e a d l i n e ( )
150 curLine = f . r e a d l i n e ( )
151 curLine = f . r e a d l i n e ( )
152 curLine = f . r e a d l i n e ( )
153 curLine = f . r e a d l i n e ( )
154
155 #s e t up d i c t i o n a r y f o r t r i a n g l e s
156 t r i a n g l e s = {}
157 #whi le t r i a n g l e s l e f t to grab , c r e a t e t r i a n g l e ob j e c t and s t o r e in d i c t i o n a r y
158 whi le curLine != ’\n ’ :
159 terms = curLine . s p l i t ( )
160 t r i a n g l e L a b e l = i n t ( terms [ 0 ] )
161 x1=f l o a t ( terms [ 2 ] )
162 y1=f l o a t ( terms [ 3 ] )
163 z1=f l o a t ( terms [ 4 ] )
164 curLine = f . r e a d l i n e ( )
165 terms = curLine . s p l i t ( )
166 x2=f l o a t ( terms [ 1 ] )
167 y2=f l o a t ( terms [ 2 ] )
168 z2=f l o a t ( terms [ 3 ] )
169 curLine = f . r e a d l i n e ( )
170 terms = curLine . s p l i t ( )
171 x3=f l o a t ( terms [ 1 ] )
172 y3=f l o a t ( terms [ 2 ] )
173 z3=f l o a t ( terms [ 3 ] )
174 t r i a n g l e = Tr iang l e ( x1 , y1 , z1 , x2 , y2 , z2 , x3 , y3 , z3 )
175 t r i a n g l e s . update ({ t r i a n g l e L a b e l : t r i a n g l e })
176 curLine = f . r e a d l i n e ( )
177 curLine = f . r e a d l i n e ( ) #sk ip normal vec to r l i n e
178
179 #parse DATA OF THE METALLIC EDGES
180 whi le curLine . f i n d ( ’DATA OF THE METALLIC EDGES’ ) == −1:
181 curLine = f . r e a d l i n e ( )
182 curLine = f . r e a d l i n e ( )
183 curLine = f . r e a d l i n e ( )
184 curLine = f . r e a d l i n e ( )
185 curLine = f . r e a d l i n e ( )
186 #s e t up d i c t i o n a r y f o r edges
187 edges = {}
188 #whi le edges l e f t to grab , c r e a t e edge ob j e c t and s t o r e in d i c t i o n a r y
189 whi le curLine != ’\n ’ :
190 terms = curLine . s p l i t ( )
191 edgeLabel = i n t ( terms [ 0 ] )
192 t r i a n g l e 1 = i n t ( terms [ 5 ] )
193 #t r i a n g l e 2 = terms [ 6 ]
194 edge1 = i n t ( terms [ 7 ] )
195 # edge2 = terms [ 8 ]
196 edgeTr iang le = t r i a n g l e s . get ( t r i a n g l e 1 )
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197 i f edge1 ==1:
198 edge = Line ( edgeTr iang le . x2 , edgeTr iang le . y2 , edgeTr iang le . z2 ,
199 edgeTr iang le . x3 , edgeTr iang le . y3 , edgeTr iang le . z3 )
200 e l i f edge1 ==2:
201 edge = Line ( edgeTr iang le . x1 , edgeTr iang le . y1 , edgeTr iang le . z1 ,
202 edgeTr iang le . x3 , edgeTr iang le . y3 , edgeTr iang le . z3 )
203 e l s e : #i f edge1 ==’3’
204 edge = Line ( edgeTr iang le . x1 , edgeTr iang le . y1 , edgeTr iang le . z1 ,
205 edgeTr iang le . x2 , edgeTr iang le . y2 , edgeTr iang le . z2 )
206 edges . update ({ edgeLabel : edge })
207 curLine = f . r e a d l i n e ( )
208
209 f . c l o s e ( )
210 re turn edges
211
212 de f m e t a l t r i g e o ( f i l ename ) :
213 #open f i l e and get f i r s t l i n e
214 f = open ( f i l ename , ’ r ’ )
215 curLine = f . r e a d l i n e ( )
216
217 #parse DATA OF THE METALIC TRIANGLES
218 whi le curLine . f i n d ( ’DATA OF THE METALLIC TRIANGLES’ ) == −1:
219 curLine = f . r e a d l i n e ( )
220 #Once s e c t i o n i s found , sk ip 6 l i n e s
221 curLine = f . r e a d l i n e ( )
222 curLine = f . r e a d l i n e ( )
223 curLine = f . r e a d l i n e ( )
224 curLine = f . r e a d l i n e ( )
225 curLine = f . r e a d l i n e ( )
226 curLine = f . r e a d l i n e ( )
227
228 #s e t up d i c t i o n a r y f o r t r i a n g l e s
229 t r i a n g l e s = {}
230 #whi le t r i a n g l e s l e f t to grab , c r e a t e t r i a n g l e ob j e c t and s t o r e in d i c t i o n a r y
231 whi le curLine != ’\n ’ :
232 terms = curLine . s p l i t ( )
233 t r i a n g l e L a b e l = i n t ( terms [ 0 ] )
234 x1=f l o a t ( terms [ 2 ] )
235 y1=f l o a t ( terms [ 3 ] )
236 z1=f l o a t ( terms [ 4 ] )
237 curLine = f . r e a d l i n e ( )
238 terms = curLine . s p l i t ( )
239 x2=f l o a t ( terms [ 1 ] )
240 y2=f l o a t ( terms [ 2 ] )
241 z2=f l o a t ( terms [ 3 ] )
242 curLine = f . r e a d l i n e ( )
243 terms = curLine . s p l i t ( )
244 x3=f l o a t ( terms [ 1 ] )
245 y3=f l o a t ( terms [ 2 ] )
246 z3=f l o a t ( terms [ 3 ] )
247 t r i a n g l e = Tr iang l e ( x1 , y1 , z1 , x2 , y2 , z2 , x3 , y3 , z3 )
248 t r i a n g l e s . update ({ t r i a n g l e L a b e l : t r i a n g l e })
249 curLine = f . r e a d l i n e ( )
250 curLine = f . r e a d l i n e ( ) #sk ip normal vec to r l i n e
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251
252 f . c l o s e ( )
253 re turn t r i a n g l e s
254
255 de f getFeed ( f i l ename ) :
256 f = open ( f i l ename , ’ r ’ )
257 curLine = f . r e a d l i n e ( )
258
259 whi le curLine . f i n d ( ’ I n d i c e s o f the edges : ’ ) == −1:
260 curLine = f . r e a d l i n e ( )
261
262 curLine = f . r e a d l i n e ( )
263 feedEdge = abs ( i n t ( curLine ) )
264 f . c l o s e ( )
265 re turn feedEdge
47
APPENDIX B
FULL RESULTS FROM CHAPTER 4
(a) antenna design (b) simulated reflection coefficient
Figure B.1: Antenna region is 6 percent of the structure and optimized for
300 MHz. Center fed.
(a) antenna design (b) simulated reflection coefficient
Figure B.2: Antenna region is 6 percent of the structure and optimized for
600 MHz. Center fed.
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(a) antenna design (b) simulated reflection coefficient
Figure B.3: Antenna region is 6 percent of the structure and optimized for
900 MHz. Center fed.
(a) antenna design (b) simulated reflection coefficient
Figure B.4: Antenna region is 6 percent of the structure and optimized for
1200 MHz. Center fed.
(a) antenna design (b) simulated reflection coefficient
Figure B.5: Antenna region is 6 percent of the structure and optimized for
1500 MHz. Center fed.
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(a) antenna design (b) simulated reflection coefficient
Figure B.6: Antenna region is 15 percent of the structure and optimized for
300 MHz. Center fed.
(a) antenna design (b) simulated reflection coefficient
Figure B.7: Antenna region is 15 percent of the structure and optimized for
600 MHz. Center fed.
(a) antenna design (b) simulated reflection coefficient
Figure B.8: Antenna region is 15 percent of the structure and optimized for
900 MHz. Center fed.
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(a) antenna design (b) simulated reflection coefficient
Figure B.9: Antenna region is 15 percent of the structure and optimized for
1200 MHz. Center fed.
(a) antenna design (b) simulated reflection coefficient
Figure B.10: Antenna region is 15 percent of the structure and optimized
for 1500 MHz. Center fed.
(a) antenna design (b) simulated reflection coefficient
Figure B.11: Antenna region is 25 percent of the structure and optimized
for 300 MHz. Center fed.
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(a) antenna design (b) simulated reflection coefficient
Figure B.12: Antenna region is 25 percent of the structure and optimized
for 600 MHz. Center fed.
(a) antenna design (b) simulated reflection coefficient
Figure B.13: Antenna region is 25 percent of the structure and optimized
for 900 MHz. Center fed.
(a) antenna design (b) simulated reflection coefficient
Figure B.14: Antenna region is 25 percent of the structure and optimized
for 1200 MHz. Center fed.
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(a) antenna design (b) simulated reflection coefficient
Figure B.15: Antenna region is 25 percent of the structure and optimized
for 1500 MHz. Center fed.
(a) antenna design (b) simulated reflection coefficient
Figure B.16: Antenna region is 6 percent of the structure and optimized for
300 MHz. Side fed.
(a) antenna design (b) simulated reflection coefficient
Figure B.17: Antenna region is 6 percent of the structure and optimized for
600 MHz. Side fed.
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(a) antenna design (b) simulated reflection coefficient
Figure B.18: Antenna region is 6 percent of the structure and optimized for
900 MHz. Side fed.
(a) antenna design (b) simulated reflection coefficient
Figure B.19: Antenna region is 6 percent of the structure and optimized for
1200 MHz. Side fed.
(a) antenna design (b) simulated reflection coefficient
Figure B.20: Antenna region is 6 percent of the structure and optimized for
1500 MHz. Side fed.
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(a) antenna design (b) simulated reflection coefficient
Figure B.21: Antenna region is 15 percent of the structure and optimized
for 300 MHz. Side fed.
(a) antenna design (b) simulated reflection coefficient
Figure B.22: Antenna region is 15 percent of the structure and optimized
for 600 MHz. Side fed.
(a) antenna design (b) simulated reflection coefficient
Figure B.23: Antenna region is 15 percent of the structure and optimized
for 900 MHz. Side fed.
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(a) antenna design (b) simulated reflection coefficient
Figure B.24: Antenna region is 15 percent of the structure and optimized
for 1200 MHz. Side fed.
(a) antenna design (b) simulated reflection coefficient
Figure B.25: Antenna region is 15 percent of the structure and optimized
for 1500 MHz. Side fed.
(a) antenna design (b) simulated reflection coefficient
Figure B.26: Antenna region is 25 percent of the structure and optimized
for 300 MHz. Side fed.
56
(a) antenna design (b) simulated reflection coefficient
Figure B.27: Antenna region is 25 percent of the structure and optimized
for 600 MHz. Side fed.
(a) antenna design (b) simulated reflection coefficient
Figure B.28: Antenna region is 25 percent of the structure and optimized
for 900 MHz. Side fed.
(a) antenna design (b) simulated reflection coefficient
Figure B.29: Antenna region is 25 percent of the structure and optimized
for 1200 MHz. Side fed.
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(a) antenna design (b) simulated reflection coefficient
Figure B.30: Antenna region is 25 percent of the structure and optimized
for 1500 MHz. Side fed.
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