Abstract We discuss the numerical solution of successive linear systems of equations Ax = b i , i = 1, 2, . . . m, by iterative methods based on recycling Krylov subspaces. We propose various recycling algorithms which are based on the generalized conjugate residual (GCR) method. The recycling algorithms reuse the descent vectors computed while solving the previous linear systems Ax = b j , j = 1, 2, . . . , i − 1, such that a lot of computational work can be saved when solving the current system Ax = b i . The proposed algorithms are robust for solving sequences of linear systems arising in circuit simulation. Sequences of linear systems need to be solved, e.g., in model order reduction (MOR) for systems with many terminals. Numerical experiments illustrate the efficiency and robustness of the proposed method.
Introduction
In some fields of circuit design, such as macromodeling of linear networks with many terminals [2] , noise analysis of RF circuits [19] etc., successive linear systems of equations A i x = b i , i = 1, 2, . . . m, have to be solved. Here the dimension n of the unknown vector x ∈ R n is very large. In general, the A i , i = 1, 2, . . . , m, form a set of different, nonsymmetric matrices. In some applications [2] , only the right-hand sides b i vary while A i ≡ A is fixed, which can and should be exploited. In this paper we focus on the latter case, i.e. Ax = b i , i = 1, 2, . . . m.
(
If a direct method like a sparse LU or Cholesky decomposition is applicable, then the solution of the linear systems (1) can be obtained by sharing the LU/Cholesky decomposition of A and using successive forward/backward solves. Whether or not a sparse direct solver is applicable depends on the size of the matrix, its sparsity pattern and adjacency graph which is highly application-dependent. For details see [3] . Here, we are interested in cases where the coefficient matrix A does not allow the efficient application of a sparse direct solver. In this situation, iterative methods are to be used. For this purpose, any standard solver can be applied, e.g., depending on the structure of A, the generalized conjugate residual (GCR) method, the generalized minimized residual (GMRES) method, the quasi minimal residual method (QMR), the preconditioned conjugate gradient (PCG) method are possible choices (see, e.g., [17] for hints on the choice of method). Doing this in a naive way, the chosen method is started anew for each right-hand side vector b i . Since the linear systems of equations in (1) share the same coefficient matrix A, we try to exploit the information derived from the previous system's solution to speed up the solution of the next system. Recycling is one possible choice here which turns out to be a suitable approach for the applications in MOR we have in mind. Due to a quite easy mechanism for recycling, we focus here on GCR. That is, the recycling algorithms proposed in this paper reuse the descent vectors in GCR for the solution of the previous systems as the descent vectors for the solution of the current system. This way, the computation of many matrix-vector products can be saved as compared to restarting GCR for each subsystem. The algorithm has the same convergence property as the standard GCR method, that is: for each system, in exact arithmetic the approximate solution computed at each iteration step minimizes the residual in the affine subspace comprised of initial guess and descent vectors. Note that very recently, other Krylov subspace methods have been suggested for recycling. We comment on GMRES-based recycling in Section 4 and have further investigated this in [9] . CGS-and BiCGStab-recycling is suggested in [1] , but the investigation of these new variants for our purposes is beyond the scope of this paper.
However, the number of the recycled descent vectors may become too large if there are many systems in the sequence. If the size of A is very large, then storing and computing all the descent vectors requires very large memory and also slows down the speed of computation due to orthogonalization needs. Therefore, we propose a restarting technique which limits the number of recycled descent vectors so that the required workspace can be fixed a priori.
Conventional block iterative methods (see [18, 12] and references therein) cannot be applied to (1) if the b i are supplied successively (like in the MOR applications to be discussed), since these methods require that the right-hand sides are available simultaneously. A new method for solving systems A i x i = b i is proposed in [16] , where the focus is on varying A i . This approach turns out to be quite involved for systems with the same coefficient matrix A as in (1) . The proposed algorithms are simpler and easier to implement.
In the next section, we propose various recycling algorithms based on standard GCR. We discuss the convergence properties of these algorithms. In Section 3, we review the MOR method from [2] for circuits with massive inputs and outputs. We show where sequences of linear systems as in (1) arise in this context and how the recycling algorithms are applied. In Section 4, we show simulation results of the proposed algorithms and the standard GCR method when applied to MOR of a circuit with numerous inputs and outputs. The recycling algorithms are compared with GCR by the number of matrix-vector products needed for solving each system. We also compare recycled GCR with GMRES-based recycling as suggested in [20] . Conclusions are given in the end.
Methods Based on Recycling Krylov Subspaces
In this section, we first introduce standard GCR and discuss some of its properties. Based on this method, we propose several recycling algorithms for solving sequences of linear systems as in (1) . In addition, we present a convergence analysis of one of the recycling algorithms in exact arithmetic. (A finite precision analysis is beyond the scope of this paper.)
The Standard Generalized Conjugate Residual Method
The standard GCR method is proposed to solve a single system of linear equations Ax = b in [5] . GCR belongs to a kind of descent methods for nonsymmetric systems, which have the general form as below:
compute p k+1 ; 8. k = k + 1; 9. end while The parameter α k is chosen to minimize r k+1 2 as a function of α, so that the residual is reduced step by step. The descent methods differ in computing the new descent vector p k+1 . For GCR, the descent vector p k+1 is computed so that it satisfies (Ap k+1 , Ap j ) = 0 for 1 ≤ j ≤ k (see [5] for details; (y, z) = z T y denotes the Euclidian inner product in R n ). For completeness, we present a version of standard GCR in the following algorithm.
end while
It is not difficult to prove that the descent vectors p k in Algorithm 2 satisfy (Ap k+1 , Ap j ) = 0 for j = 1, . . . , k -this is the effect of the for-loop which serves the purpose of A T A-conjugation of the descent vectors. It is also proven in [5] that x k+1 minimizes R(w) = b − Aw 2 over the affine space
In the next subsection, we will show how to employ the descent vectors from the previous systems for solving the current system. This way, the standard GCR method can be accelerated and many matrix-vector products can be saved when solving all linear systems in a sequence as in (1).
Recycling Methods
In this subsection, we propose three variants of recycling algorithms based on the standard GCR method. The idea of recycling descent vectors in GCR is motivated by the recycling algorithm in [19] , where sequences of linear systems (I + σ i A) = b i , i = 1, 2, . . . , m, are solved. Unfortunately, the algorithm in [19] is not convergent for some cases, because the computed x k does not minimize R(w) = b −Ã i w 2 (Ã i = I + σ i A) at each iteration step. In the following, we present a convergent recycling algorithm: Algorithm 3. We will further show that for each system Ax = b i , x i k generated by Algorithm 3 minimizes R(w) = b i − Aw 2 at step k.
Algorithm 3 GCR with recycling for
1. NumDirecs=0; (number of descent vectors p j , j = 1, 2, . . .) 2. for i = 1 to m 3. given x i 1 (initial guess for the ith linear system), compute r i
for j = 1 to k − 1 10.
In Algorithm 3, every system Ax = b i , i = 2, 3, . . ., reuses the descent vectors p j computed from the previous systems. For example, in the beginning of solving system Ax = b k , NumDirecs denotes the number of descent vectors computed when solving Ax = b i , i = 1, 2, . . . , k − 1. These descent vectors are reused when computing the approximate solution of Ax = b k . If these descent vectors cannot produce an accurate enough solution, then new descent vectors are computed, followed by the matrix-vector multiplication q k = Ap k in the if loop. This way, a considerable number of matrix-vector products together with the corresponding conjugations are saved when solving the current system. Altogether the amount of computations can be significantly reduced as compared to starting an iterative solver from scratch for each new system in the sequence. Furthermore, Algorithm 3 has similar convergence properties as standard GCR as is shown in the following. We first state the results and then comment on the proofs. 
Following the corresponding proof of Theorem 3.1 in [5] , the proof of Corollary 1 is straightforward. (Essentially, the proof consists of observing that the forloop in Algorithm 3 is modified Gram-Schmidt A T A-orthogonalization.) Because x i k+1 in Algorithm 3 is constructed analogously to x k+1 in Algorithm 2, and using the proof of Theorem 3.1 in [5] , Corollary 2 can also be easily proven if the descent vectors p j , j = 1, 2, . . . k are A T A-orthogonal, which is guaranteed by Corollary 1. Due to space limitation, a complete proof is not provided here.
In Algorithm 3, the search space is actually composed of several Krylov subspaces. For example, when solving the second system, the recycled vectors constitute the Krylov subspace
Furthermore, if new descent vectors are computed to obtain the solution of the second system, they constitute a second Krylov subspace
Here, n i , i = 1, 2 are the number of vectors in the Krylov subspaces. That is, the approximation x 2 of Ax = b 2 minimizes the residual over
which, if analyzed further, is a nested Krylov subspace since r 2 n 1 +1 is generated using K n 1 (A, r 1 1 ), for details see [4] . Generally, for the ith system, the recycled vectors are all the linearly independent vectors from the previous Krylov spaces
. . . Thus, in general, the number of recycled Krylov vectors increases with the number of linear systems to be solved. We will see in Section 4 that this causes a problem as often, for each new system, some new vectors have to be added to attain the required accuracy. Thus, the major drawback of Algorithm 3 is: if there are a large number of systems in (1), the number of recycled descent vectors generated may become simply too large. Since all the descent vectors are reused for the next system, they all have to be stored till the final system is solved. For very large-scale systems, the required memory resources will be massive. Moreover, the conjugation part of the algorithm will slow down the algorithm. Therefore, we propose Algorithm 4 in which a restarting technique is used. This keeps the number of recycled descent vectors within a maximum limit which can be based upon the available memory and the dimension of the linear systems.
Algorithm 4 Algorithm 3 with restarts.
1. NumDirecs=0; (number of descent vectors p j , j = 1, 2, . . .) 2. for i = 1 to m 3. if NumDirecs > MaxDirecs 4. NumDirecs = 0; 5. end if 6. perform steps 3.-21. of Algorithm 3; 7. end for Algorithm 4 is equivalent to Algorithm 3, except for the first if-branch in the beginning of the algorithm. In the algorithm, MaxDirecs is the maximum number of recycled descent vectors, and the recycling is restarted whenever MaxDirecs is reached. When recycling is restarted, the algorithm is identical with standard GCR. This restart technique is somewhat heuristic, because the optimal MaxDirecs is difficult to determine. Here "optimal" is meant in the sense that the overall number of matrix-vector products is minimized. However, from experimental experience, the algorithm requires the least matrix-vector products if MaxDirecs is set to be a little larger than the actual number of iteration steps needed by standard GCR for solving a single system.
Since Algorithm 4 reduces to the standard GCR method whenever it restarts, no vector is recycled for the current system. As information is wasted this way, this can be considered as a drawback of the algorithm. In the following Algorithm Algorithm 4 is the restarted version of Algorithm 3, therefore the recycled vectors also constitute a union of several Krylov subspaces. Once the algorithm restarts, new recycled Krylov subspaces will be generated. Algorithm 5 always recycles the same search space, which is generated when solving the first linear system(s) (in case M or more vectors are needed for solving Ax = b 1 , these are taken from K n 1 (A, r 1 1 ), otherwise some Krylov vectors from the next Krylov subspaces are also included).
It is known that GCR may break down in some cases. However, if the coefficient matrix is positive real, i.e., A + A T is positive definite, then it can be shown that no breakdown occurs [5] . In the following section, we will discuss this issue for those linear systems of equations that we are interested in, that is, system matrices A arising in the context of model reduction algorithms for circuit simulation.
Application to Model Order Reduction
In this section, we review the model order reduction (MOR) problem for linear systems. Based on this, the method SPRIMA [2] for MOR of circuits with massive inputs and outputs is briefly described. We show that in SPRIMA, successive systems of linear equations as in (1) need to be solved.
MOR [7, 15] has been widely applied to the fast numerical simulation of largescale systems in circuit design. Using MOR, the original large dimensional system is approximated by a system of (much) smaller dimension. If the approximation error is within a given tolerance, only the small system needs to be simulated, which will in general take much less time and computer memory than the original large system would do. Here, we consider linear, time-invariant descriptor systems of the form
with system matrices C, G ∈ R n×n , B ∈ R n× , and L ∈ R n×r . Here, x(t) ∈ R n denotes the unknown descriptor vector of the system, while u(t) and y(t) stand for inputs and r outputs, n is the order of the system. Conventional moment-matching MOR methods, as, e.g., PRIMA [15] derive the reduced-order model by computing a projection matrix V having orthonormal columns and satisfying
The reduced-order model is obtained by using the approximation x ≈ V z, leading to the projected systemĈż
The matrix V ∈ R n×q with q n depending on p and satisfies V T V = I. The new descriptor vector is z(t) ∈ R q .
If there are many inputs and outputs in (2), conventional MOR methods as the one described above are inefficient in obtaining a reduced-order model. It is not difficult to see from (3) that each term in the Krylov subspace is given as a matrix with l columns, where l is the number of inputs as well as the number of columns in B. If the number of linearly independent columns in B is very large, then the number q of columns of the projection matrix V increases very quickly. This may cause that a system fails to be reduced, the dimension of the reduced-order model can become as large as that of the original system. Several methods have been proposed for MOR of systems with massive inputs/outputs, including the ones discussed in [2, 8, 13, 14] . One of the newly proposed methods is SPRIMA [2] . When there is a large number of inputs, SPRIMA reduces the original system (2) by decoupling it into l single-input systems. The basic idea is described in the following. Based on the superposition principle for linear systems, the output response of the multi-input multi-output system (2) can be ob-tained by the sum of the output responses of the following single-input systems:
i.e., y(t) = y 1 (t) + y 2 (t) + . . . + y (t), with b i being the ith column of B.
Since PRIMA [15] is efficient for MOR of single-input systems, by applying PRIMA to each single-input system in (5), we can get approximate output responseŝ y 1 ,ŷ 2 , . . . ,ŷ l of y 1 , y 2 , . . . , y from the reduced-order models of the single-input systemsĈż (t) +Ĝz(t) =b i u(t), y i (t) =L T z(t),
The output response of system (2) is thus approximated by y(t) ≈ŷ 1 (t) +ŷ 2 (t) + . . . +ŷ (t). Based on the above considerations, we can see that by decoupling the original system with numerous inputs into systems with a single input, SPRIMA [2] overcomes the difficulties of PRIMA. As can be seen from (6), we actually create several reduced-order models, but the final output of the original system can be computed by the superposition of all the reduced-order models. Moreover, the final transfer function of the original system can also be represented by the transfer functions of the reduced models [2] .
As has been introduced in (3), for the ith single-input system in (6), PRIMA requires the matrices V i to be computed as
It is clear from (7) that in order to compute V i , i = 1, . . . , , we have to solve
systems of linear equations with identical coefficient matrix s 0 C + G, but different right-hand sides. In [2] , it is proposed to use the (sparse) LU decomposition s 0 C + G to solve systems of medium dimension. For very large-scale systems, standard iterative solvers are employed to solve them one by one. For circuit systems with numerous inputs/outputs, thousands of such systems are produced during the MOR process, the computational complexity in solving them increases much too fast. Therefore, efficient computational algorithms for solving successive systems of linear equations are very important to improve the whole MOR process. Thus, we propose to use the recycling algorithms proposed in Section 2 to solve the sequence of systems arising from (7). Please note that for each single-input system in (5), MOR methods other than PRIMA can also be employed to derive the reduced single-input systems in (6) . For example, one-sided rational Krylov methods [11] (which allow multiple expansion points) are possible here.
It remains to discuss the breakdown issue in GCR for the linear systems of equations encountered here. If RLC circuits are modeled by modified nodal analysis (MNA), the matrices in (5) have the structure
, where G 1 ,C 1 are symmetric positive semidefinite and C 2 is symmetric positive definite [10] . As a consequence, both G,C and thus A = s 0 C +G have a positive semidefinite symmetric part for any real s 0 . (Similar conclusions can be drawn for complex s 0 using complex conjugate transposes.) Unfortunately, the no-breakdown condition in [5] requires A to be positive real, i.e., its symmetric part to be positive definite.
But from the structure, we can only infer that the symmetric part of A is positive semidefinite. Although we have not encountered breakdown in any of the numerical examples performed for RLC circuit equations, the possibility of breakdown cannot be excluded. As we are fairly close to the necessary positive realness condition for A, there is hope that breakdown will only be encountered in pathological cases. Moreover, in many situations (if the circuit neither contains voltage sources nor a cutset consisting of inductances and/or current sources only, see [6] ), it can be shown that s 0 C 1 + G 1 is positive definite; in these cases, A = s 0 C + G will be positive real and thus, breakdown cannot occur.
Simulation Results
In this section, we illustrate the efficiency of the proposed recycling algorithms when used within SPRIMA. As a test case, we employ an RLC circuit with = 854 inputs and r = 854 outputs. The dimension of the system is fairly small, n = 1, 726, but it allows to demonstrate the effects of recycling. The model was generated with the circuit simulator TITAN 1 . We compare Algorithms 3-5 with the standard GCR method (Algorithm 2). If we set p i ≡ 19 in (7), then m = (p i +1) = 20×854 = 17080 systems of linear equations have to be solved in order to obtain the projection matrices V i , i = 1, 2, . . . , . In this case, p i = 19 is necessary to obtain the desired accuracy of the reduced-order model. As for a preconditioner, we employ an incomplete LU factorization with threshold 0.01 (in MATLAB R notation: ilu(A, 0.01)) within all algorithms.
We first compare standard GCR with Algorithm 3 by solving the first 3000 systems. (Similar results for all the systems are also available.) The number of matrixvector (MV) products for solving each system is plotted in Figure 1 . The number of MV products required by Algorithm 3 is much less than that of GCR. Only very few MV products are required after solving the first several systems. Starting from the 1000th system, there are almost no MV products necessary. Figure 1 suggests that Algorithm 3 is much more efficient than GCR. However, this would only be true if n would be significantly larger than the number of sys- tems to be solved (which is not the case in the example considered here). Figure 2 illustrates that in this example, the number of recycled vectors reaches n before all systems are solved so that storing all recycled vectors need a full n × n array which is not feasible for larger problems. In order to solve this problem, we propose to use Algorithm 4 or Algorithm 5. Figure 3 and Figure 4 (a) compare the MV products required by GCR with the corresponding numbers resulting from Algorithm 4 and Algorithm 5, respectively. Figure 3 shows that although Algorithm 4 needs more MV products than Algorithm 3, it is applicable to much larger systems as the number of recycled vectors remains limited. Figure 4 (a) illustrates that Algorithm 5 can save MV products for each system, whereas Algorithm 4 cannot save MV products for all the systems as is shown in Figure 3 , because Algorithm 4 falls back on GCR whenever it restarts. One can also conclude from Figure 4 (b) that the number of iteration steps used in Algorithm 5 is almost the same as that of GCR for solving each system. Notice that Algorithm 5 uses M = 15 recycled vectors for each system; therefore, it actually saves M = 15 MV products for each system in the standard form as 1 MV product is computed per iteration. However, if incomplete LU preconditioning is used, there will be three MV products at each iteration step in GCR: one is due to the coefficient matrix itself, the other two are due to the backward/forward solves employed by the preconditioner. Therefore, M = 15 iteration steps actually lead to 45 MV products.
In Table 1 , we list the MV products saved by Algorithm 4 and Algorithm 5 for solving several groups of systems of linear equations. It is clear that the recycling algorithms can save many MV products when solving long sequences of systems, and therefore can improve the overall efficiency of MOR. A new recycling method based on GMRES is proposed in [20] . The basic idea of recycling in this method, called MKR GMRES, is quite similar to Algorithm 3. The main difference is that MKR GMRES uses GMRES as the basic algorithm for recycling, the recycled vectors are the orthogonal basis vectors generated by the underlying Arnoldi process. When solving the ith system, the Arnoldi vectors generated by all the previous linear systems are reused to generated a "better" initial solution. If the initial solution is not accurate, new Arnoldi vectors are computed and the solution is generated in the augmented Krylov subspace spanned by all the Arnoldi vectors. Because all the orthogonal Arnoldi vectors are recycled, therefore after solving a certain number of systems, the number of new Arnoldi vectors becomes less and less. This can be observed from the number of MV products used for solving each linear system (illustrated in Figure 6(a) ). It has a similar behavior as Algorithm 3 which recycles all the previously computed descent vectors. The method also has a similar problem as Algorithm 3, that is the dimension of the recycled Krylov subspace increase fast, see Figure 6 (b). Since each new Arnoldi vector has to be orthogonalized to all the previous ones, the orthogonalization process becomes slower and slower, which affects the efficiency of the whole algorithm. Although Algorithm 4 and Algorithm 5 are somewhat heuristic, they can remedy the the weakness of Algorithm 3, and also work quite well for certain systems. It is also (a) of matrix-vector products (b) of recycled vectors Fig. 6 Results of MKR GMRES possible to construct recycling method based on nested GMRES. Here, "nested" means the GMRES method is nested inside some other iteration solver and contributes to the inner iterations. We have studied this recycling technique in [9] . In this paper we have applied the algorithm to parametric model order reduction in system level simulation for Microelectromechanical systems (MEMS). The outer iteration of the recycling method is GCRO proposed in [4] , and the inner iterations are done by GMRES. The recycled subspace is generated by Harmonic Ritz vectors of the coefficent matrix A and does not inflate with the number of linear systems as happens in the algorithms here. The original version of the recycling algorithm in [9] is proposed in [16] , where the theoretical background of the method is analyzed in detail.
Conclusions
We have proposed variants of recycling descent vectors in GCR for solving sequences of linear systems with varying right-hand sides. The recycling methods are efficient for solving sequences of large-scale linear systems successively. The methods discussed here are limited to solving systems with identical coefficient matrix and different right-hand sides. The techniques proposed for controlling the number of recycled vectors are heuristic. Further research will focus on more robust recycling techniques (such as thick restarting) and on solving systems with different coefficient matrices.
