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Abstract
Large-scale public datasets have been shown to benefit re-
search in multiple areas of modern artificial intelligence. For
decision-making research that requires human data, high-
quality datasets serve as important benchmarks to facilitate
the development of new methods by providing a common re-
producible standard. Many human decision-making tasks re-
quire visual attention to obtain high levels of performance.
Therefore, measuring eye movements can provide a rich
source of information about the strategies that humans use
to solve decision-making tasks. Here, we provide a large-
scale, high-quality dataset of human actions with simulta-
neously recorded eye movements while humans play Atari
video games. The dataset consists of 117 hours of gameplay
data from a diverse set of 20 games, with 8 million action
demonstrations and 328 million gaze samples. We introduce a
novel form of gameplay, in which the human plays in a semi-
frame-by-frame manner. This leads to near-optimal game de-
cisions and game scores that are comparable or better than
known human records. We demonstrate the usefulness of the
dataset through two simple applications: predicting human
gaze and imitating human demonstrated actions. The quality
of the data leads to promising results in both tasks. More-
over, using a learned human gaze model to inform imitation
learning leads to an 115% increase in game performance. We
interpret these results as highlighting the importance of incor-
porating human visual attention in models of decision mak-
ing and demonstrating the value of the current dataset to the
research community. We hope that the scale and quality of
this dataset can provide more opportunities to researchers in
the areas of visual attention, imitation learning, and reinforce-
ment learning.
Introduction
In modern machine learning, large-scale datasets such as Im-
ageNet (Deng et al. 2009) have played an important role
in driving research progress. These datasets provide stan-
dardized benchmarks that ensure a fair comparison between
algorithms. Recently, imitation learning (IL) and reinforce-
ment learning (RL) have achieved great success in train-
ing learning agents to solve sequential decision tasks. The
goal for the learning agents is to learn a policy–a mapping
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from states to actions–that maximizes long-term cumulative
reward. The policy can be learned through trial and error
(RL) or from an expert’s demonstration (IL). A major issue
of RL is its sample inefficiency and human demonstration
has been shown to speed up learning (Silver et al. 2016;
Hester et al. 2018; de la Cruz, Du, and Taylor 2018;
Zhang et al. 2019).
However, IL results are difficult to reproduce since re-
searchers often collect their own human demonstration data.
During this process, many factors are uncontrolled – such
as individual expertise, experimental setup, data collection
tools, dataset size, and experimenter bias. A publicly avail-
able dataset would greatly reduce data collection efforts and
allow algorithms to be compared with the same standard.
Another concern with IL is the quality of the demonstration
data. For supervised IL approaches like behavior cloning,
learning from sub-optimal demonstration can result in poor
performance. Therefore the quality of human demonstration
must be ensured.
Visual perception is a key challenge in modern RL and
IL research due to a high-dimensional state space (e.g., raw
images) as input. Humans face the same problem when per-
forming all kinds of visuomotor tasks in daily life. One in-
telligent mechanism that has evolved in humans, but has not
yet been fully developed for machines, is visual attention –
the ability to identify, process, and respond to a reduced set
of important features of visual input. This powerful feature
extraction mechanism, if learned by AIs, could make learn-
ing more efficient.
Human overt attention is revealed by eye movements
(gaze). In complex tasks, human eye movements are used
by the visual system to a) identify structures in the envi-
ronment that are critical for solving the task and b) exploit
those structures by moving the high resolution part of the vi-
sual field (fovea) to those locations via eye movements. Con-
siderable evidence has shown that human gaze can be con-
sidered as an overt behavioral signal that encodes a wealth
of information about both the motivation behind an action
and the anticipated reward of an action (Hayhoe and Bal-
lard 2005; 2014; Johnson et al. 2014; Zhang et al. 2018c).
Recent work has also proposed learning visual attention
from human gaze as an intermediate step towards learning
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Figure 1: Project schematic for the Atari-HEAD dataset.
the decision policy, and this intermediate signal has been
shown to improve policy learning (Li, Liu, and Rehg 2018;
Zhang et al. 2018b; Xia et al. 2019; Chen et al. 2019;
Liu et al. 2019; Deng et al. 2019)
Addressing the demands and challenges described above,
we collected a large-scale dataset of humans playing Atari
video games – one of the most widely used task do-
main in RL and IL research. The dataset is named Atari-
HEAD (Atari Human Eye-Tracking And Demonstration)1.
An overview of this project can be found in Fig. 1. In collect-
ing Atari-HEAD, we strictly follow standard data collection
protocols for human studies and designed a special method
to ensure the quality of demonstration policies. The result of
these efforts is a dataset with expert-level task performance
and minimal recording error. Making this dataset publicly
available saves the effort of data collection and provides a
benchmark for researchers who use Atari games as their task
domain. Having both action and gaze data enables research
that aims at bridging attention and control.
Related Work
In imitation learning research, the Atari Grand Challenge
dataset pioneered the effort of collecting a large-scale pub-
lic dataset of Atari games (Kurin et al. 2017). The human
demonstration was collected through online crowdsourcing
with players of diverse skill levels. Recently, researchers
have spent significant effort in building large-scale datasets
of human demonstrations in various tasks, including driv-
ing (Yu et al. 2018), playing Minecraft (Guss et al. 2019),
and manipulating simulated robots (Mandlekar et al. 2018).
Our dataset joins their effort in providing a standard dataset
for the RL and IL research community.
Gaze prediction was formalized as a visual saliency pre-
diction problem in computer vision research (Itti, Koch, and
1Available at: https://zenodo.org/record/2603190
Niebur 1998). Large-scale datasets have enabled deep learn-
ing approaches to make tremendous advances in this area.
Examples include MIT saliency benchmark (Bylinskii et al.
), CAT2000 (Borji and Itti 2015), and SALICON (Jiang et al.
2015). However, the traditional saliency prediction task does
not involve tasks nor human decisions. The humans look at
static images or videos in a free-viewing manner without
performing any particular task, and only the eye movements
are recorded and modeled. How humans distribute their vi-
sual attention for dynamic, reward-seeking visuomotor tasks
has received less attention in research on saliency. Recently,
eye-tracking video datasets of subjects cooking (Li, Liu, and
Rehg 2018) and driving (Alletto et al. 2016) in naturalistic
environment have been published; this allows researchers to
study the relation between attention and decision. We hope
that the Atari-HEAD dataset can serve a similar purpose for
visual saliency and visuomotor behavior research.
Atari-Head: Design and Data Collection
Our data was collected using the Arcade Learning Environ-
ment (ALE) (Bellemare et al. 2012). These games capture
many interesting aspects of the natural visuomotor tasks
while allowing better experimental control than real-world
tasks. ALE is deterministic given the same game seed. While
collecting human data, the seed is randomly generated to in-
troduce stochasticity for gameplay. We pick 20 games that
span a variety of dynamics, visual features, reward mecha-
nisms, and difficulty levels (for both human and AI). Game
images along with eye tracking data can be found in Ap-
pendix Fig 1.
For every game image frame i, we recorded its corre-
sponding image frame Ii, human keystroke action ai, human
decision time ti, gaze positions gi1...gin, and the immedi-
ate reward ri returned by the environment. The gaze data
was recorded using an EyeLink 1000 eye tracker at 1000Hz.
The game screen was 64.6 × 40.0cm (or 1280×840 in pix-
els), and the distance to the subjects’ eyes was 78.7cm. The
visual angle of an object is a measure of the size of the ob-
ject’s image on the retina. The visual angle of the screen was
44.6× 28.5 visual degrees.
The human subjects were amateur players who were fa-
miliar with the games. The human research was approved
by the University of Texas at Austin Institutional Review
Board with approval number 2006-06-0085. We collected
data from 4 subjects playing 20 games. The total collected
game time is 117.07 hours, with 7,937,159 action demon-
strations and 328,870,044 usable gaze samples.
The subjects were only allowed to play for 15 minutes,
and were required to rest for at least 15 minutes before the
next trial. We mainly collected human data from the first 15
minutes of game play, since for most games AIs have not
reached human performance at a 15-minute cutoff. There-
fore we reset the game to start from the beginning for ev-
ery trial. However, it is also interesting to know the human
performance limit, hence for each game we let one human
player play until the game terminated, or a 2 hour maximum
time limit has been reached.
Eye-tracking accuracy The Eyelink 1000 tracker was
calibrated using a 16-point calibration procedure at the be-
ginning of each trial, and the same 16 points were used at
the end of trial to estimate the gaze positional error. The av-
erage end-of-trial gaze positional error across 471 trials was
0.40 visual degrees (or 2.94pixels/0.56cm), less than 1% of
the stimulus size. Such high tracking accuracy is critical for
Atari games, since many task-relevant objects are small.
Semi-frame-by-frame game mode In the default ALE
setting, the game runs continuously at 60Hz, a speed that
is very challenging even for expert human players. Previous
studies have collected human data, or evaluated human per-
formance at this speed (Mnih et al. 2015; Wang et al. 2016;
Kurin et al. 2017; Hester et al. 2018). However, we argue
that in order to build a dataset useful for algorithms such
as IL, a slower speed should be used. An innovative feature
of our setup is that the game pauses at every frame, until a
keyboard action is taken by the human player. If desired, the
subjects can hold down a key and the game will run continu-
ously at 20Hz, a speed that is reported to be comfortable for
most players. The reasons for such a setup are as follows:
Resolving state-action mismatch Closed-loop human vi-
suomotor reaction time ∆t is around 250-300 milliseconds.
Therefore, during continuous gameplay, st and at that are si-
multaneously recorded at time step t could be mismatched.
Action at could be intended for a state st−∆t 250-300ms
ago. An example that illustrates this point is shown in
Fig. 2. This effect causes a serious issue for supervised learn-
ing algorithms, since label at and input st are no longer
matched. Frame-by-frame game play ensures that st and at
are matched at every timestep.
Maximizing human performance Frame-by-frame mode
makes gameplay more relaxing and reduces fatigue, which
could normally result in blinking and would corrupt eye-
tracking data. More importantly, this design reduces sub-
(a) No-op (b) Left
Figure 2: State-action mismatch (game Breakout, game
speed at 60Hz). The state s0 at time t0 is shown in (a), the
correct action would be to move the paddle left to catch the
ball. However, due to the human player’s delayed reaction,
that action is executed 287ms (17 frames) later, as shown
in (b). This delay leads to two undesirable consequences: 1)
The player loses a life in the game; 2) Action “Left” is paired
with state s17, instead of s0, which posits a serious issue for
algorithms that attempts to learn the state-action mapping.
(a) (b)
Figure 3: Inattentive blindness (game Freeway, game speed
at 60Hz). (a) The player’s attention (red dot) was on the red
car. (b) The pink car hits the chicken controlled by the player
205ms later. Due to the fast pace of the game, the human
player was not able to make an eye movement to attend and
respond to the pink car.
(a) 217ms (b) 1158ms
Figure 4: Scanpath and reaction time (game Frostbite,
frame-by-frame mode). (a) A simple game state that only
takes one fixation and 217ms to make a decision. (b) A com-
plicated state which requires a sequence of eye movements
and 1158ms to plan the next action. Our game mode allows
enough time for the human player to process visual informa-
tion and find the optimal action.
optimal decisions caused by inattentive blindness. See Fig. 3
for an example.
Highlighting critical states that require multiple eye
movements Human decision time and all eye movements
were recorded at every frame. Hypothetically, the states that
could lead to a large reward or penalty, or the ones that re-
quire sophisticated planning, will take longer and require
multiple eye movements for the player to make a decision.
Fig. 4 shows an example. Stopping gameplay means that the
observer can use eye-movements to resolve complex situa-
tions like (b). This is important because if the algorithm is
going to learn from eye-movements it must contain all “rel-
evant” eye-movements.
Dataset statistics The experimental designs result in a
high-quality human demonstration dataset. The optimality
of demonstrated actions can be intuitively measured by final
game scores (when the players lose their last life). In Ta-
ble 1, we compare our human scores with ones reported in
previous literature, along with Atari game world records, as
well as one of the best RL agent’s performance (Hessel et
al. 2018). We reported the average and the best game scores
in 15-minute trials, as well as the highest score reached in
the 2-hour game play mode. The immediate observation is
that our design leads to better human performance com-
pared to those previously reported. The community world
record is from Twin Galaxies2, an official supplier of verified
world records by Guinness World Records. For 8 games, our
human players have obtained comparable or better scores
than world records. For 6 other games, the 2-hour time limit
was reached but the human players could surpass the world
record if they continued to play.
In recent years, the gap between human and machine per-
formance in many tasks has substantially narrowed (Mnih
et al. 2015). AI agents such as DQN play the game in
the frame-by-frame manner (although reaction time is not
a big issue for RL agents), but in previous literature hu-
mans played the game continuously at 60Hz. In our case,
allowing human players to have enough decision time sets
a stronger human performance baseline for RL agents. Our
human score statistics indicate that humans retain advan-
tages in these games, especially ones that require multitask-
ing and attention. For difficult games recognized by the RL
research community, such as Montezuma’s Revenge, human
performance is still much higher than that of AI.
Applications of Atari-HEAD
Next, we will demonstrate two main modeling tasks that
can be accomplished with this dataset: learning attention and
learning action from humans. We will define both tasks, dis-
cuss inputs and outputs of the models, propose evaluation
metrics, show baseline modeling results, and mention po-
tential future directions for both tasks.
Saliency prediction
Task definition The first learning task could be training
an agent to imitate human’s gaze behaviors, i.e., learning to
2https://www.twingalaxies.com/games
attend to important regions of a given image. The problem is
formalized as a visual saliency prediction problem in com-
puter vision research. The problem can be formulated as:
Given a state st, learn to predict human gaze positions
gt, i.e., learn P (g|s).
Inputs and outputs In the above formulation, note that gt
could be a set of positions in our dataset. st could be a single
image It, or it could include a stack of images It−n . . . It to
take into account more history. This includes information
such as motion that can make states Markovian (Mnih et al.
2015). The images are published in RGB format, but it is
common to convert them to be grayscale (Mnih et al. 2015).
Note that for this dataset, two adjacent images, actions, or
gaze locations are highly correlated. We suggest that users
split data first then shuffle, instead of shuffle first then split,
so one can avoid putting one frame in the training set and its
neighboring frame in the testing set.
In saliency prediction, additional image statistics are
shown to be correlated with visual attention and useful for
gaze prediction (Palazzi et al. 2018; Li, Liu, and Rehg 2018;
Zhang et al. 2018b). We also provide tools to extract optical
flow (Farneba¨ck 2003) and hand-crafted bottom-up saliency
features (orientation and intensity) (Itti, Koch, and Niebur
1998). Examples of these can be seen in the third and fourth
columns of Fig. 5. They can be directly used as reasonable
guesses for gaze locations.
The gaze prediction model should output P (gt|st). In
standard practice, discrete gaze positions are converted into
a continuous distribution (Bylinskii et al. 2018) by blurring
each fixation location using a Gaussian with σ equals to one
visual degree (Le Meur and Baccino 2013). Hence the gaze
prediction model will learn to predict this continuous prob-
ability distribution over the given image, which will be re-
ferred as a saliency map.
Evaluation metrics Once the conversion is done, at least
eight well-known metrics can be applied to measure predic-
tion accuracy (Bylinskii et al. 2018). Let P denote the pre-
dicted saliency map,Q denote the ground truth, and i denote
the ith pixel. We discuss four selected metrics here:
• Area Under ROC Curve (AUC): between 0 and 1. One
can treat predicted saliency map as a binary classifier to
indicate whether a pixel is fixated or not. Hence AUC,
one of the most widely used metric in signal detection
and classification problems can be applied here.
• Normalized Scanpath Saliency (NSS): This metric mea-
sures the normalized saliency at gaze positions by sub-
tracting the mean predicted saliency value. It is sensitive
to false positives and differences in saliency across pre-
dicted saliency map, but is invariant to linear transforma-
tions like contrast offsets:
NSS(P,Q) =
1∑
iQi
∑
i
(Pi − µ(P )
σ(P )
×Qi
)
(1)
• Kullback-Leibler Divergence (KL): This metric is
widely used to measure the difference between two prob-
Mnih Wang Hester Kurin de la Cruz AtariHEAD AtariHEAD AtariHEAD Community RL
15-min avg. 15-min best 2-hour Record
alien 6,875 7,127.7 29,160 - - 27,923 34,980 107,140† 103,583 9,491.7
asterix 8,503 8,503.3 18,100 - 14,300 110,133.3 135,000 1,000,000‡ 1,000,000 428,200.3
bank heist 734.4 753.1 7,465 - - 5,631.3 6,503 66,531† 47,047 1,611.9
berzerk - 2,630.4 - - - 6,799 7,950 55,220? 171,770 2,545.6
breakout 31.8 30.5 79 - 59 439.7 554 864‡ 864 612.5
centipede 11,963 12,017 - - - 45,064 55,932 415,160? 668,438 9,015.5
demon attack 3,401 3,442.8 6,190 - - 7,097.3 10,460 107,045? 108,075 111,185.2
enduro 309.6 860.5 803 - - 336.4 392 4,886? - 2,259.3
freeway 29.6 29.6 32 - - 31.1 33 33† 34 34.0
frostbite 4,335 4,334.7 - - - 31,731.5 50,630 453,880? 418,340 9,590.5
hero 25,763 30,826.4 99,320 - - 59,999.8 77,185 541,640? 1,000,000 55,887.4
montezuma 4,367 4,753.3 34,900 27,900 - 38,715 46,000 270,400? 400,000 384.0
ms pacman 15,693 15,375.0 55,021 29,311 18,241 28,031 36,061 93,721† 123,200 6,283.5
name this game 4,076 8,049.0 19,380 - 4,840 7,661.5 8,870 21,850† 21,210 13,439.4
phoenix - 7,242.6 - - - 30,800.5 40,780 485,660? 373,690 108,528.6
riverraid 13,513 17,118 39,710 - - 20,048 22,590 59,420† 86,520 -
road runner 7,845 7,845 20,200 - - 78,655 99,400 99,400† 210,200 69,524.0
seaquest 20,182 42,054.7 101,120 - - 52,774 64,710 585,570? 294,940 50,254.2
space invaders 1,652 1,668.7 - 3,355 1,840 3,527 5,130 49,340? 110,000 18,789.0
venture 1,188 1,187.5 - - - 8,335 11,800 28,600† - 1,107.0
Table 1: A comparison of human scores for 20 Atari games across datasets. The scores reported for (Hester et al. 2018; Kurin
et al. 2017; de la Cruz, Du, and Taylor 2018) are the best human scores of each game. Mnih et al. and Wang et al. are average
scores. The community world record is from Twin Galaxies, an official supplier of verified world records by Guinness World
Records. Note that the display and game difficulty may vary slightly across platforms, here we try to find the game version
that matches our setting to the best of our knowledge. For Atari-HEAD 2-hour performance, †: game terminated. ?: Two-hour
experiment time limit has been reached before the game terminated. If the human players continue to play, they could potentially
achieve higher scores. ‡: Maximum score allowed by the game reached. Disclaimer: Our human data is recorded in the semi-
frame-by-frame mode discussed above and is intended to be used for research purposes, hence should not be submitted to the
gaming community for competition.
Figure 5: Gaze prediction results for Montezuma’s revenge. First column: game screenshots with red dots indicating the human
gaze positions. Second column: biologically plausible retinal image, generated by foveated rendering algorithm (Perry and
Geisler 2002). Third column: image saliency calculated by the classic Itti-Koch saliency model (Itti, Koch, and Niebur 1998).
Fourth column: Farnebeck optical flow, calculated using the frame in the first column and its previous frame (Farneba¨ck 2003).
Fifth column: predicted gaze distribution by convolution-deconvolution network, overlayed on top of the original image.
ability distributions. It is also differentiable hence can be
used as the loss function to train neural networks:
KL(P,Q) =
∑
i
Qi log
(
+
Qi
+ Pi
)
(2)
 is a small regularization constant and determines how
much zero-valued predictions are penalized. KL is asym-
metric and very sensitive to zero-valued predictions.
• Pearsons Correlation Coefficient (CC): between 0 and
1. It measures the linear relationship between two distri-
butions.
CC(P,Q) =
σ(P,Q)
σ(P )× σ(Q) (3)
where σ(P,Q) denotes the covariance. CC is symmetric
and penalizes false positives and negatives equally.
Note that KL and CC are distribution-based metrics, there-
fore the aforementioned process of converting discrete
gaze positions to distributions is mandatory. However, for
location-based metrics (AUC and NSS) the conversion is op-
tional. Other usable metrics include Information Gain, His-
togram Intersection, Shuffled AUC, Earth Movers Distance.
For a comprehensive survey about their properties, please
see Bylinskii et al. (2018).
Baseline model and results We trained a convolution-
deconvolution gaze network (Palazzi et al. 2018; Zhang et
al. 2018b; 2018a; Deng et al. 2019) with KL divergence
( = 1e − 10) as loss function to predict human gaze posi-
tions. The details of the network design can be found in Ap-
pendix Fig. 2. A separate network is trained for each game.
We use 80% data for training and 20% for testing.
Aggregated modeling results can be seen in Fig. 6. As
expected, the learning-based neural network model outper-
forms optical flow and bottom-up saliency models by a large
margin in all metrics. The prediction accuracy overall is high
(average AUC of 0.971), although varies across games (min
AUC: 0.945-Ms.Pacman, max: 0.988-Enduro). Results for
each individual game can be found in Appendix Table 1.
The predicted saliency maps can be visualized in Fig. 5 and
Appendix Fig. 3.
The saliency prediction results using the dataset are con-
sidered highly accurate in saliency prediction research. One
reason is the large amount of training data available pro-
vided by the dataset. Another reason is that the chosen
tasks are reward-seeking and demanding, therefore human
gaze is mostly directed towards image features that are
strongly associated with reward and hence become highly
predictable (Hayhoe and Ballard 2005; 2014).
Potential future work To further improve the prediction
accuracy, researchers can optionally use additional inputs
(motion, bottom-up saliency, or image semantics) along with
the original images to predict human gaze positions. Sev-
eral previous works have shown these signals are helpful
for gaze prediction in visuomotor tasks (Zhang et al. 2018b;
Palazzi et al. 2018; Li, Liu, and Rehg 2018). Another op-
tion would be using a recurrent neural network to repre-
sent information from past frames as memory, instead of
KL CC
NSS AUC
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Figure 6: Gaze prediction results measured using four stan-
dard metrics, averaged across 20 games. As expected, a
convolution-deconvolution network (gaze network) is able
to predict human gaze much more accurately than motion-
based and image saliency-based models. Error bars indicate
standard deviation across games (N=20).
stacking multiple images (Mnih et al. 2014; Xia et al. 2019;
Zelinsky et al. 2019). Recurrent network models also allow
one to model eye movements scanpaths as a sequence pre-
diction problem.
Imitation learning
Task definition The next task is to learn from human
demonstrated actions. This standard IL problem is formu-
lated as follows:
Given a state st, learn to predict human action at, i.e,.
learn P (a|s), or equivalently, policy pi(s, a).
With human gaze data, we propose to use attention informa-
tion to improve policy learning. This attention-guided learn-
ing problem is formulated as follows:
Given a state st and human gaze positions gt, learn to
predict human action at, i.e., learn P (a|s, g).
Another potential formulation is a joint learning problem:
Given a state st, learn to jointly predict human action
at and gaze positions gt, i.e., learn P (a, g|s).
Evaluation metrics
• Behavior matching accuracy: It measures the accuracy
in predicting human actions. Since Atari games have a
discrete action space (18 actions), one can treat the predic-
tion task as a 18-way classification problem with standard
log likelihood loss:
J = −
T∑
t
17∑
a=0
1at=a logP (at = a|st) (4)
This supervised learning approach for imitation learning
is commonly referred to as behavior cloning.
• Game score: The model that predicts human actions is
effectively a gaming AI. Its performance can be directly
measured by the final game score.
Note that the results on these two metrics may not necessar-
ily be correlated, as we will show later.
Baseline model and results For standard IL, we trained a
convolutional network using the classification loss above. To
incorporate gaze information into IL, we use a two-channel
policy network (Zhang et al. 2018b). The policy network
uses the saliency map predicted by the gaze network to mask
the input image. This mask can be applied to the image to
generate a “foveated” representation of the image that high-
lights the attended visual features (Li, Liu, and Rehg 2018;
Zhang et al. 2017; 2018b; Xia et al. 2019; Chen et al. 2019).
The design of both networks can be found in Appendix
Fig. 4 and 5.
The performance measured by behavior matching accu-
racy can be seen in Fig. 7 and Appendix Table 2. The main
result is that incorporating attention improves accuracy on
all games with an average improvement of 7%. However, the
magnitude of improvement varies across games. The games
with most improvements are Name This Game (19%), Alien
(19%), Seaquest (16%), Ms.Pacman (12%), Asterix (12%),
and Frostbite (12%). These are games where many task-
relevant objects appear on the screen simultaneously. As a
result, the current behavioral target is often ambiguous with-
out attention information, therefore incorporating attention
leads to better prediction.
Next we look at game scores obtained by different models
using different datasets, shown in Fig. 8 (additional statis-
tics can be found in Appendix Table 3). We include IL (be-
havior cloning) results from two previous datasets (Hester et
al. 2018; Kurin et al. 2017). The key observation is that the
scale and quality of our data results in better performance
compared to these datasets. More importantly, this second
metric confirms again that attention information is useful
for IL. The AGIL model improves game performance on 19
games, with an average improvement of 115.26%.
Intuitively, knowing where humans look provides useful
information on what action they take. Standard IL can only
capture what the human teacher did, without knowing why
the decision was made. Visual attention is a good indicator
of why a particular decision was made. Incorporating such
information leads to better performance in both metrics.
Potential future work As mentioned before, the results
on the accuracy and score metrics may not necessarily be
strongly correlated. For instance a 1% increase in accuracy
leads to a 1138% improvement in scores for the game Break-
out, while for Space Invaders, a 9% increase leads to minor
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Figure 7: Behavior matching accuracy of different models.
Majority baseline simply predicts the majority class in that
game (the most frequent action). Imitation learning: Stan-
dard behavior cloning. AGIL: policy network that includes
saliency map predicted by the gaze network. Random guess
accuracy: 0.06.
improvement (0.45%) in game scores. In addition, it was
found in experiments that adding dropout to the network
improves human action prediction accuracy but hurts game
performance, an issue worth further investigation.
There is still a large performance gap between the learn-
ing agent and the human scores reported in Table 1. Part of
this is due to the inherent problems with behavior cloning
such as covariate shift in state distribution (Ross, Gordon,
and Bagnell 2011). Using IL and saliency prediction as
auxiliary tasks (Hester et al. 2018; Jaderberg et al. 2016;
Zhang 2019) or a pre-training step for RL (de la Cruz, Du,
and Taylor 2018) are promising ways to improve game per-
formance.
Discussion and Future Work
We introduce Atari-HEAD, a large-scale dataset of human
demonstration playing Atari videos games. The novel fea-
tures of this dataset include human gaze data, and a semi-
frame-by-frame gameplay mode. The latter ensures that
states and actions are matched, and allow enough decision
time for human players. Software tools to extract image
features such as optical flow are published along with the
dataset, including a customized video player to visualize
data.
This dataset addresses two major issues in IL and IR re-
search; the first being reproducibility and the second being
the need to bridge attention and control. We do this by pro-
viding human data that allows researchers to study how hu-
mans use visual attention to solve visuomotor tasks. We have
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Figure 8: Mean game scores of game agents using differ-
ent data. With the large-scale high-quality dataset we col-
lected, an IL agent is able to perform better than similar
agents reported in previous datasets (Hester et al. 2018;
Kurin et al. 2017). Additionally, incorporating the attention
model learned from human gaze improves IL agent’s perfor-
mance with an average improvement of 115.26%.
shown promising results in saliency prediction and IL using
Atari-HEAD. The most exciting result is that the human at-
tention model improves the performance of the IL algorithm.
There are a number of promising future directions for re-
search that arise from current progress. In this dataset, de-
cision time is also recorded for every action. Such infor-
mation could help identify difficult states for human play-
ers. Presumably these states should be weighted more dur-
ing learning process, i.e., through state importance measure-
ments (Li, Bulitko, and Greiner 2007). Another cue about
state importance may come from the immediate reward we
recorded for every decision.
A byproduct of the semi-frame-by-frame gameplay mode
is human option (Sutton, Precup, and Singh 1999). We no-
tice that human players often hold a key down until a sub-
goal is reached, then release the key and plan for the next
sequence of actions. This naturally segments the decision
trajectories into temporally extended actions, or options. It
has yet to be explored whether a learning agent can learn
from this type of human demonstrated options, but results
from hierarchical imitation learning (Le et al. 2018) indicate
that this may indeed be possible.
Although deep RL agents have achieved great perfor-
mance on many tasks, researchers have attempted to un-
derstand these agents’ behaviors through visualizing feature
saliency maps learned by the deep network (Mousavi, Borji,
and Mozayani 2016; Nikulin et al. 2019). It would be desir-
able to know whether the agents and humans pay attention
to the same visual features. This would be a first step in a
general understanding of what information humans use that
AIs do not have access to. As progress is made in this di-
rection those principles of attention can form the basis for
further improvements in attention guided imitation learning.
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(a) Alien (b) Asterix (c) Bank Heist (d) Berzerk (e) Breakout
(f) Centipede (g) Demon Attack (h) Enduro (i) Freeway (j) Frostbite
(k) Hero (l) Montezuma’s Revenge (m) Ms.Pacman (n) Name This Game (o) Phoenix
(p) River Raid (q) Road Runner (r) Seaquest (s) Space Invaders (t) Venture
Figure 1: 20 Atari 2600 games (Bellemare et al. 2012) were used to collect human gaze and action data. Red dot indicates
human gaze positions. Atari game platform is a rich environment with games of very different dynamics, visual features, and
reward functions. Using these games for studying visuomotor control is standard in reinforcement and imitation learning. These
games capture many interesting aspects of real-world problems, such as the intercepting task in Breakout and Asterix, driving in
Enduro, path planning in Alien, Bank Hesit and Ms.Pacman, solving a maze in Hero and Montezuma’s Revenge, and a mixture
of tasks in Seaquest and Venture.
Figure 2: The gaze prediction network. The network takes in a stack of 4 consecutive game images in grayscale, passes the
inputs to 3 convolutional layers followed by 3 deconvolutional layers. The final output is a gaze saliency map that indicates the
predicted probability distribution of the gaze.
Gaze Network Bottom-up Saliency Optical Flow
NSS AUC KL CC NSS AUC KL CC NSS AUC KL CC
alien 6.511 0.973 1.309 0.578 -0.442 0.396 4.714 -0.061 1.093 0.730 8.066 0.115
asterix 4.846 0.966 1.556 0.485 0.104 0.526 4.166 0.001 1.330 0.711 9.959 0.151
bank heist 6.543 0.974 1.286 0.588 -0.639 0.302 4.511 -0.077 1.669 0.687 11.089 0.161
berzerk 5.280 0.966 1.530 0.503 0.834 0.630 3.903 0.077 1.523 0.646 12.955 0.163
breakout 6.147 0.972 1.266 0.583 -0.047 0.499 4.379 -0.005 2.236 0.665 13.105 0.206
centipede 5.056 0.956 1.750 0.473 0.562 0.673 3.885 0.048 1.276 0.717 11.304 0.131
demon attack 7.662 0.980 1.084 0.645 -0.247 0.576 4.835 -0.034 1.752 0.764 9.672 0.178
enduro 8.421 0.988 0.830 0.703 -0.248 0.465 4.454 -0.032 0.611 0.728 8.672 0.080
freeway 7.621 0.976 1.133 0.641 -0.158 0.562 4.288 -0.023 1.106 0.700 10.863 0.106
frostbite 5.554 0.961 1.532 0.521 -0.089 0.464 4.346 -0.017 0.625 0.620 12.774 0.072
hero 7.798 0.979 1.061 0.653 0.153 0.554 3.955 0.019 1.893 0.707 11.237 0.195
montezuma 8.267 0.984 0.939 0.683 0.312 0.654 3.816 0.038 1.092 0.684 12.018 0.119
ms pacman 4.674 0.945 1.858 0.453 -0.380 0.416 4.690 -0.049 1.018 0.668 12.154 0.100
name this game 8.164 0.977 1.111 0.653 -0.559 0.367 4.855 -0.069 0.831 0.609 14.039 0.086
phoenix 7.122 0.980 1.153 0.612 -0.256 0.549 4.921 -0.030 1.737 0.742 10.415 0.173
riverraid 6.218 0.966 1.497 0.534 0.063 0.482 4.246 -0.010 1.221 0.727 9.513 0.126
road runner 6.544 0.973 1.307 0.581 -0.234 0.421 4.227 -0.036 1.626 0.770 8.049 0.170
seaquest 6.350 0.964 1.469 0.552 -0.258 0.345 4.799 -0.042 1.725 0.742 10.147 0.171
space invaders 6.574 0.982 1.150 0.604 -0.277 0.468 4.758 -0.036 0.847 0.613 14.347 0.087
venture 5.724 0.960 1.605 0.513 0.451 0.608 3.852 0.052 1.110 0.659 12.343 0.114
Table 1: Quantitative results of predicting human gaze across 20 games. Random prediction baseline: NSS = 0.000, AUC =
0.500, KL = 6.100, CC = 0.000. For comparison, the performance of the classic bottom-up saliency (Itti, Koch, and Niebur 1998)
and optical flow (Farneba¨ck 2003) models are also computed. A separate convolution-deconvolution network gaze network
(Fig. 2) is trained for each individual game. The gaze networks are accurate in predicting human gaze (AUC>0.94) for all
games.
Games Majority baseline AtariHead-IL AtariHead-AGIL Improvement
alien 0.293 0.504 0.690 +0.185
asterix 0.365 0.410 0.532 +0.122
bank heist 0.278 0.604 0.617 +0.013
berzerk 0.247 0.437 0.482 +0.044
breakout 0.800 0.807 0.816 +0.009
centipede 0.581 0.587 0.628 +0.042
demon attack 0.316 0.465 0.545 +0.079
enduro 0.406 0.426 0.473 +0.047
freeway 0.781 0.959 0.963 +0.003
frostbite 0.520 0.520 0.639 +0.120
hero 0.483 0.833 0.837 +0.004
montezuma revenge 0.257 0.866 0.888 +0.023
ms pacman 0.266 0.555 0.678 +0.123
name this game 0.361 0.551 0.746 +0.195
phoenix 0.291 0.574 0.658 +0.084
riverraid 0.339 0.675 0.695 +0.020
road runner 0.632 0.787 0.809 +0.022
seaquest 0.208 0.414 0.574 +0.160
space invaders 0.285 0.421 0.505 +0.085
venture 0.196 0.384 0.443 +0.059
Table 2: Behavior matching accuracy of different models. Majority baseline simply predicts the majority class in that game (the
most frequent action). IL: standard imitation learning through behavior cloning. AGIL: policy network that includes saliency
map predicted by the gaze network. We also show the improvement of AGIL over standard IL. Random guess prediction
accuracy: 0.056.
(a) Ms.Pacman
(b) Seaquest
(c) Space Invaders
Figure 3: Gaze prediction results for 3 games. First column: game screenshots with red dots indicating the human gaze positions.
Second column: biologically plausible retinal image, generated by foveated rendering algorithm (Perry and Geisler 2002).
Third column: image saliency calculated by the classic Itti-Koch saliency model (Itti, Koch, and Niebur 1998). Fourth column:
Farnebeck optical flow, calculated using the frame in the first column and its previous frame (Farneba¨ck 2003). Fifth column:
predicted gaze distribution by convolution-deconvolution network, overlayed on top of the original image.
Figure 4: An imitation learning (behavior cloning) network to predict human actions. The network takes in a single grayscale
game image as input, and outputs a vector that gives the probability of each action.
Figure 5: The policy network architecture for imitating human actions. The top channel takes in the current image frame and the
bottom channel takes in the masked image which is an element-wise product of the original image and predicted gaze saliency
map by the gaze network. We then average the output of the two channels.
Games Kurin-IL Hester-IL AtariHead-IL AtariHead-AGIL Improvement
alien - 473.9 1081.5 ± 741.8 2296.4 ± 1105.7 +112.33%
asterix - 279.9 411.5 ± 192.6 592.4 ± 290.5 +43.96%
bank heist - 95.2 129.3 ± 75.8 256.1 ± 116.8 +98.07%
berzerk - - 398.0 ± 189.4 476.6 ± 197.4 +19.75%
breakout - 3.5 1.3 ± 1.4 16.1 ± 22.5 +1138.46%
centipede - - 6169.2 ± 3856.1 9655.7 ± 5782.8 +56.51%
demon attack - 147.5 2290.4 ± 1806.7 4465.5 ± 2603.6 +94.97%
enduro - 134.8 417.9 ± 91.4 394.8 ± 71.2 -5.53%
freeway - 22.7 30.1 ± 1.2 30.2 ± 1.0 +0.33%
frostbite - - 2126.6 ± 1444.3 3233.4 ± 1857.5 +52.05%
hero - 5903.3 17134.7 ± 6454.5 17171.9 ± 8939.8 +0.22%
montezuma 36 ± 8.0 576.3 970.2 ± 896.2 1979.7 ± 1291.7 +104.05%
ms pacman 418 ± 20.0 692.4 1167.5 ± 686.9 1475.8 ± 858.5 +26.41%
name this game - - 5396.6 ± 1757.0 8557.0 ± 2015.6 +58.56%
phoenix - 3745.3 4255.3 ± 1967.8 6483.3 ± 3051.5 +52.36%
riverraid - 2148.5 2639.6 ± 669.3 4106.4 ± 1457.1 +55.57%
road runner - 8794.9 28311.2 ± 7261.8 42539.4 ± 11177.2 +50.26%
seaquest 144 ± 12.4 195.6 205.6 ± 103.7 841.0 ± 842.1 +309.05%
space invaders - - 247.1 ± 149.2 248.2 ± 147.1 +0.45%
venture - - 286.0 ± 146.8 400.0 ± 175.4 +39.86%
Table 3: Game scores (mean ± standard deviation) of game agents using different data. Kurin-IL and Hester-IL are imitation
learning results reported in (Kurin et al. 2017) and (Hester et al. 2018). Applying IL and AGIL (Zhang et al. 2018b) to our
dataset, the mean scores are averaged over 500 episodes per game, with each episode initialized with a randomly generated
seed. The game is cutoff after 108K frames (Hessel et al. 2018). The agent chooses an action a probabilistically using a softmax
function with Gibbs (Boltzmann) distribution according to policy network’s prediction P (a): pi(a) = exp(ηP (a))∑
a′∈A exp(ηP (a
′))
where
A denotes the set of all possible actions, exp(.) denotes the exponential function, and the temperature parameter η is set to 1.
The scale and quality of our data leads to better performance, when comparing to AtariHEAD-IL to Kurin-IL and Hester-IL.
The AtariHead-AGIL agent first learns to predict human gaze and uses the learned gaze model to guide the process of learning
human decisions. Incorporating attention leads to an average improvement of 115.26% over a standard IL algorithm using our
dataset.
