In virtual colonoscopy, minimizing the blind areas is important for accurate diagnosis of colonic polyps. Although useful for describing the shape of an object, the centerline is not always the optimal camera path for observing the object. Hence, conventional methods in which the centerline is directly used as a path produce considerable blind areas, especially in areas of high curvature. Our proposed algorithm first approximates the surface of the object by estimating the overall shape and cross-sectional thicknesses. View positions and their corresponding view directions are then jointly determined to enable us to maximally observe the approximated surface. Moreover, by adopting bidirectional navigations, we may reduce the blind area blocked by haustral folds. For comfortable navigation, we carefully smoothen the obtained path and minimize the amount of rotation between consecutive rendered images. For the evaluation, we quantified the overall observable area on the basis of the temporal visibility that reflects the minimum interpretation time of a human observer. The experimental results show that our algorithm improves visibility coverage and also significantly reduces the number of blind areas that have a clinically meaningful size. A sequence of rendered images shows that our algorithm can provide a sequence of centered and comfortable views of colonography.
I. INTRODUCTION
Colon cancer is one of the major causes of cancerous death, and colonic polyps are the main cause of colon cancer [1] . Recently, by virtue of the advance of computed tomography (CT) and computer graphics technology, CT colonography has become an important tool for screening colonic polyps. This is mainly because CT colonography, compared to real colonoscopy, minimizes the pain of the patient, and reduces the cost, the risk of perforation, and the limitation on the control of the camera [2] . Among various visualization methods for CT colonography, the virtual flythrough method is an intuitive and popular method that simulates real colonoscopy [3] [4] [5] [6] . In the virtual flythrough method, polyps are examined in a sequence of rendered images that are taken in the lumen of the colon.
Before using the virtual flythrough method, a camera path should be planned. Automatic path planning is needed because manual planning is difficult and time-consuming due to the complex shape of the human colon. For complete and accurate diagnosis, a planned path should not produce significant blind areas on the colon surface. However, a recent study shows that with existing path planning algorithms more than 20 percent of the colon surface is in a blind area [7] .
One approach for reducing the blind area is to devise a new visualization method instead of using the traditional flythrough method. In techniques that involve the virtual unfolding of a colon, the wall of a colon is spread on a flat sheet to enable visualization of most of the colon surface [8] [9] . The spreading process, however, induces distorted shapes that can badly affect the accuracy of diagnosis due to wrong interpretation of the image. In another visualization method, the unfolded cube method, six different views from a camera positioned on a central path are simultaneously displayed [10] . Here, the six views correspond to the six faces of a virtual cube centered at the camera position. The six views are overlaid on the unfolded cube by means of image-based rendering. However, because the size of the displayed image is six times lager than the image in the traditional flythrough method, the unfolded cube method requires more time for rendering and interpreting the images.
In another approach for reducing the blind area, path planning is improved to maximize visibility in the flythrough. Path planning is a procedure for determining the sequence of camerapose parameters, which are composed of view positions referring to the camera location, view directions referring to the line of sight, and up-vectors referring to the upper direction of the image acquired from a camera. In existing path planning methods, the centerline is regarded as the best camera position for efficient and comfortable navigation [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] . For years, these algorithms have focused on improving the centeredness, robustness, and execution speed of the centerline extraction. In addition, tangential vectors on the centerline are generally used as view directions, and the decision method of up-vectors has been out of favor in other research. When navigating a straight tube, the conventional centerline path produces no blind area. However, it may produce significantly large blind areas when navigating a human colon object that includes the two following inherent structures: a human colon with haustral folds and a colon with highly curved parts. Fig. 1 depicts the colon with haustral folds. These folds often cause blind areas for unidirectional navigation, while the blind areas are mostly exposed by bidirectional navigation with a round-trip path (see Fig. 1 ) [7] . On the other hand, a blind area may exist even with bidirectional navigation when the fold-to-fold distance, L, is not long enough [10] . More specifically, as illustrated in Fig. 2 , the geometric condition for eliminating the blind areas is
. To reduce this type of blind area, however, the traditional navigation method is unsuitable because a camera should pause and look up and down to observe the entire region between two folds. For a colon with highly curved parts, a portion of the highly curved region is often unobservable, even with bidirectional navigation along a conventional centerline path, because of the limited field of view (FOV) (see Fig. 3 ). Another method that attempts to generate a path that ensures complete observation is problematic: firstly, it is based on the impractical assumption that the camera has an unlimited FOV; secondly, it requires heavy computations [15] . Moreover, in spite of its significance, it fails to provide any novel method for determining the direction vectors. We now propose a path planning algorithm that maximizes visibility in the flythrough. The algorithm is practically applicable and computationally simple. By assuming that the practical blind area between the folds is clinically negligible, we concentrate on the visibility maximization, especially in the highly curved parts, for a camera with a limited FOV.
The rest of this paper is organized as follows. In Section II, we suggest a new measure for visibility coverage. In Section III, we describe the proposed path planning algorithm in detail. In Section IV, by using the measure for visibility coverage, we provide experimental results that show our algorithm to be more effective and clinically useful than a conventional algorithm. We offer our conclusions in Section V.
II. A NEW VISIBILITY MEASURE
A quantitative measurement of the observable area is necessary for the evaluation of a determined path. For the measurement in the previous study, the "displayed regions" are defined as those regions that are displayed at least once on a screen during the flythrough [7] . However, even though a region is displayed, an observer may not be able to interpret it if its display time is insufficient. For example, if the rendered images are displayed more than 10 fps, the interval between two successive images is less than 10 ms, which is too short to enable interpretation of an interested region. Hence, for an observer to examine the region and recognize the surface shape around it, the region should be continuously displayed for an appropriate time. Based on this consideration, we define the visibility coverage for a camera path as follows:
1) Segment a volume of the colon lumen region, and extract its surface points.
2) Detect spatially visible surface points. A surface point is considered spatially visible if at least one ray reaches the surface point, and a ray starts from the camera view position and resides inside a predefined camera FOV as shown in Fig. 4 . 
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In this step, we extract the surface information of a segmented object so that we can use the information in the next step of estimating the path. To obtain the centerline, we adopt an existing algorithm that is accurate, robust and not too complex [18] . By using the cross-section cut by Π i , we may estimate the thickness r i . But the result is sensitive to small changes in the centerline. Hence, for a robust estimation, we estimate r i as a 3-D distance-transform value, T i , at position c i (see Fig. 7 ). In the distance-transform procedure, we assign to each object point a Euclidean distance value between the object point and the nearest non-object point. For the 3-D distance transform, we use the 3-4-5 chamfer-based method, which is an approximated version of the Euclidean distance transform that reduces the computational complexity [24] . Because the distance-transform value continually varies, the thickness values that we estimate with aid of the distance transform also change continually.
Hence, in some places where the thickness is abruptly changed, the estimated thickness does not accurately represent the real thickness (see Fig. 8 ). In the visualization, however, a smooth variation of the estimated thickness is preferred because it eventually improves the comfortableness of the navigation (will be discussed later.). 
Initial Estimation of View Positions and View Directions
The total surface of an object can be approximated by a set of slice surfaces. Hence, if we choose each camera position and its corresponding view direction so that the camera can view the corresponding slice surface, most of surface points along the path are visible. Furthermore, when we sequentially view consecutive slice surfaces as the camera moves, the points on the surfaces may be temporally visible because the slice surfaces overlap.
For convenience, we assume that the camera position, p(t), the view direction, d(t), the centerline, c(t), the thickness value at the centerline, T(t), and the slice surface, S(t), are continuous functions of time t. We then choose p(t) and d(t) as follows: where k is a constant and d(t), which equals k·T(t), denotes the distance from the camera position, p(t), to the center of the slice surface, c(t). Fig. 9 graphically illustrates (1).
In Fig. 10 , we compare our proposed path obtained by (1) 
T(t)/tan(FOV)
, the points on S(t) are out of the FOV (see Fig. 9 ). Hence, k is chosen with a margin. That is, ( )
Note that if k < 1, position p(t) is always inside the object because the distance from p(t) to c(t)
becomes equal or smaller than T(t), which is equivalent to the maximum radius of the possible inner spheres centered at c(t). However, if k > 1, position p(t) resides outside the maximum sphere, and two problems can arise as shown in Fig. 11 . First, the estimated p(t) may be located outside the object as in Fig. 11(a) . Second, a portion of the points on S(t) are probably obstructed by a part of the colon surface as in Fig. 11 
The adjusted d(t) may have discontinuity and it may cause the discontinuity of p(t) and d(t).
Consequently, it makes the generated video uncomfortable to watch. For the comfortable watch, we must ensure that p(t) and d(t) are continuous and sufficiently smooth. In addition, by shortening d(t), we can still produce an unwanted blind area with a limited FOV. However, because we use bidirectional navigation, we can hopefully reduce this area by observing it in the opposite direction. 
Smoothening
In (1), p(t) and d(t) are represented by the functions c(t), ∂c(t)/∂t, and d(t).
To obtain a smooth path, we therefore need to sufficiently smoothen c(t) and d(t). Hence, we first smoothen c(t) by filtering out the high-frequency components that cause the camera to joggle. To remove the highfrequency components, we subject each component of vector c(t) to a low-pass filter that has a user-defined cutoff frequency. In this case, the lower frequency increases the smoothness but distort the original path. Thus, in the smoothening process, there is a tradeoff between the smoothness and distortion of the path. The low-pass filtering has several steps. First, we low-pass filter the original d(t) or d 0 (t) with a cutoff frequency of f c to obtain d 1 (t), where
If d 1 (t) does not exceed the upper-bound, d U (t), for all t, it is set to the final smoothened result. Otherwise, to satisfy the upper-bound constraint, we clip d 1 (t) as follows:
is not a smooth function, we again subject it to a low-pass filter with the same f c to obtain d 2 (t).
Hence, in the nth repetition, we can express this procedure as follows:
We repeated the procedure until the smoothened path does not exceed the upper bound; that is, e n (t) converges to zero, where
We then set either d n (t) or However, the practical gains of the filter at frequencies lower than f c could be smaller than unity, and, from (5) 
Contrary to the situation in (5), we can obtain the ) ( clip t d n in (7) without repeated filtering. Fig. 12 shows the smoothening procedure. The low-pass filter in the procedure has a cutoff frequency that can control the degree of smoothness. Fig. 13 gives two examples of smoothening.
For the synthesized function d(t) without an upper-bound constraint, Fig. 13(b) shows the smoothening results with the user-defined cutoff frequency depicted in Fig. 13(a) . Fig. 13(c) shows the corresponding results for the synthesized function d(t) with an upper-bound constraint. Fig. 13(d) shows the convergence of the algorithm.
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Determination of Up-Vectors
Conditions
To demonstrate the performance of our algorithm, we compare it to a conventional algorithm in which the view positions are determined from the centerline and the view directions are set to the tangential direction of the centerline [18] . To achieve better coverage, both algorithms use a combined antegrade navigation (starting from the rectum side) and retrograde navigation (starting from the caecum side). To fairly compare the coverage, we extract the same number of view positions in each algorithm so that the time for the flythrough would be the same. For the combined navigation of a human colon with a length of 1.5 m and an interval between neighboring view positions of about 1 mm, the total time required is approximately 300 s. We obtain this time by assuming an appropriate frame rate for display of about 10 fps. In the proposed algorithm, we select the main parameter k so that it would be greater than or equal to k min as given in (2): for an FOV of 60 , we set k to 1.5 for k min = 1/tan(FOV) ≈ 0.58; and, for an FOV of 45 , we set k to 2.0 for k min = 1/tan(FOV) = 1.
Results
By using the three human colon CT data sets described in Table I , we compare the visibility coverage with the data in Table II Table II , if we assume for satisfactory observation that a surface point should be displayed for at least 1 s (that is, N S = 10 with a frame rate of 10 fps), the proposed algorithm enables us to observe between 96 percent to 99 percent of the surface points for a camera FOV of 60 . These results are between 3 percent to 6 percent better than the results of a conventional algorithm. In Table II , the coverage rate is more degraded for a smaller FOV. The first reason for the degradation is that a small FOV increases the invisible area generated between the haustral folds, as illustrated in Fig. 2 . The second reason is that, according to (2) , the value of k min becomes larger for a smaller FOV. As a result, the original d(t) in (1) significantly violates the upper-bound, and more distortions are consequently produced in the smoothening process of d(t).
Moreover, the graphs in Fig. 14 show that our proposed path always outperforms the conventional centerline path for various N S values.
In Fig. 15 , the blind areas are displayed to show the superiority of our proposed algorithm in a different way. The results in the figure show that our proposed path improves the coverage rate by reducing the blind areas, especially at highly curved parts. However, as we predicted in Section I, some areas between the folds are still not visible. Hence, we can separately display the remaining blind area after the flythrough for complete examination [25] . But not all blind areas are equally important. Because the range of diameters of detectable polyps is limited to between 5 mm and 30 mm in virtual colonoscopy, we do not consider the blind areas that have a diameter of less than 5 mm. The graphs in Fig. 16 compare the distribution of the sizes of the blind patches. In the figure, a patch denotes a group of connected blind points on the surface; the size of the patch is defined as a diameter that is twice the number of layers peeled off in the thinning process. The graphs clearly show that our proposed algorithm not only reduces the number of blind patches, but also concentrates the diameter of the blind polyps to below 5 mm. Thus, the visibility increase due to our algorithm further improves the ability of clinical diagnosis. Fig. 17 shows the volume-rendered images and obtained paths for a colon data set, as well as some typical frames that are generated along the obtained path. In contrast to a conventional path, the proposed path clearly provides a more stable and centered view in the rendered images. In addition, Fig. 17 shows that the proposed camera path is generally more winding and longer than a conventional centerline path. This phenomenon occurs because (1) includes a derivative term of the centerline. Hence, if we extract the same number of positions on each path, the position-toposition interval of the proposed path may be longer than that of a conventional path.
Finally, Table III shows the execution time for both algorithms. We obtain the data by implementing the algorithm on a PC equipped with a 2 GHz Pentium CPU. As shown in the 
V. CONCLUSIONS
We propose a path planning algorithm that minimizes the blind area and provides a comfortable flythrough in virtual colonoscopy by appropriately determining the camera positions, view directions, and camera up-vectors. The main contribution of our work is that it incorporates surface information into the path planning procedure. By relying on an extracted centerline and its distance-transform values, we roughly approximate the colon shape with consecutive overlapping segments. To maximize the temporally visible area from a camera with a limited FOV, the algorithm then finds the camera positions and directions appropriate for sequentially viewing the approximated segments. The determination of up-vectors is also important for comfortable navigation. To maximize comfortableness, we therefore choose up-vectors that minimize the camera rotation and smoothen the camera positions while keeping the path inside the colon object. For evaluation of our proposed algorithm, we quantify the blind area by using a new visibility coverage measure that reflects the temporal visibility for a camera path. The results of the simulation show that our proposed algorithm improves visibility at the highly curved regions of a human colon. Our algorithm therefore outperforms a conventional algorithm in terms of the new visibility coverage measure. Furthermore, the additional computational burden of our algorithm is insignificant. Moreover, our algorithm is clinically useful because it reduces the number and size of blind areas, thereby significantly reducing the possibility of overlooking polyps of meaningful size. Finding a way to minimize the blind area between haustral folds may be the next challenging topic in the virtual flythrough method.
