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Program dela
V delu predstavite teoreti£na izhodi²£a iz podro£ja max-plus algebre, ki so potrebna
za njeno u£inkovito uporabo v na£rtovanju ºelezni²kih voznih redov in sorodnih
procesov. Vklju£ena naj bo potrebna spektralna teorija v max-plus algebri in pri-
padajo£i algoritmi. Predstavite znano uporabo max-plus modela na nizozemskem
ºelezni²kem sistemu in analogno uporabo na poenostavljenem slovenskem ºelezni-
²kem sistemu.
doc. dr. Aljo²a Peperko, prof. mat
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Max-plus algebra in njena uporaba pri sestavljanju ºelezni²kih voznih
redov
Povzetek
Max-plus algebra spada med tista podro£ja matematike, katerih razvoj se je za-
£el relativno pozno, zato postaja vse bolj zanimiva za raziskovalce, novej²e raziskave
na tem podro£ju pa kaºejo tudi na njeno ve£stransko uporabnost. Ker ima zaradi
lastnosti svojih operacij prednost pri re²evanju nekaterih problemov, so jo uporabili
tudi pri sestavi voznih redov. V magistrskem delu si podrobno ogledamo koncept
max-plus algebre in njenih lastnosti. Poleg tega vidimo tudi, s katerimi algoritmi
in pod katerimi predpostavkami je mogo£e izra£unati lastne vrednosti in njim pri-
padajo£e lastne vektorje matrik. Preu£imo tudi, kako so na Nizozemskem z njeno
pomo£jo sestavili ºelezni²ke vozne rede, in si ogledamo algoritme, uporabljene v ta
namen. Potem s tem na£inom pripravimo tudi analogno analizo za poenostavljeno
slovensko ºelezni²ko omreºje.
Max-plus algebra and its use in compiling railway timetables
Abstract
Max-plus algebra is one of the areas of mathematics that started developing relati-
vely late. So it is becoming increasingly interesting for researchers. Recent research
in this area also indicates its multifaceted applicability. Because it has, due to the
nature of its operations, an advantage in solving some problems, it has also been
used in compiling timetables. In the master's thesis we look closely at the concept of
max-plus algebra and its properties. In addition, we also examine with which algo-
rithms and under which assumptions is it possible to calculate eigenvalues and their
associated eigenvectors of matrices. We also look at how railway timetables were
put together in the Netherlands with the help of max-plus algebra and which algo-
rithms were used for this purpose. With this method we then prepare an analogous
analysis for the simplied Slovenian railway network.
Math. Subj. Class. (2010): 05C20, 15A18, 15A80, 94C15
Klju£ne besede: max-plus algebra, graf, vozni red, optimizacija, lastna vrednost,
lastni vektor, Petrijeva mreºa





Max-plus algebro, kljub njenemu imenu, uvr²£amo med idempotentne komutativne
polobsege. Vzrok za tako poimenovanje je v na£inu mnoºenja matrik in vektorjev,
ki mo£no spominja na linearno algebro. Medtem ko so ideje o njej starej²e, pa
za£etek raziskav ne sega dlje kot v drugo polovico 20. stoletja. Prvi £lanki so bili
napisani ²ele po letu 1960, pospe²en razvoj tega podro£ja pa se je pri£el ²ele ob koncu
20. in v za£etku 21. stoletja. Sedaj se s tem podro£jem in njegovo uporabnostjo
ukvarja vse ve£ matematikov. Zaradi edinstvenega pogleda max-plus algebre na
re²evanje nelinearnih problemov postaja ta vse bolj zanimiva predvsem na podro£ju
optimizacije. Med drugim si lahko preberemo o njeni uporabi pri sestavljanju voznih
redov, optimizaciji proizvodnje in drugih prakti£nih aplikacijah v [7], [1] in [3].
Kot ºe omenjeno, je bil koncept max-plus algebre uporabljen pri sestavi voznih
redov, natan£neje ºelezni²kih voznih redov na Nizozemskem. Izkazalo se je, da so
bile njene lastnosti zelo primerne za to nalogo, saj Nizozemska spada med drºave z
bolj razvito ºelezni²ko infrastrukturo. Ob teh raziskavah pa se poraja vpra²anje, na
katerih podro£jih lahko ²e doprinese vidne izbolj²ave.
Struktura tega magistrskega dela je slede£a. V drugem razdelku predstavimo
max-plus algebro, njene denicije, lastnosti in operacije. Poleg tega predstavimo
tudi primer njene uporabe pri na£rtovanju voznih redov in model kopi£enja. V tre-
tjem poglavju podrobneje spoznamo njeno spektralno teorijo in tako izvemo, kako
izra£unati lastne vrednosti in lastne vektorje matrik. etrto poglavje je posve£eno
periodi£nemu obna²anju matrik, v petem pa si ogledamo asimptotsko vedenje vek-
torjev. Sledi razdelek, v katerem predstavimo Karpov in poten£ni algoritem, s ka-
terima lahko tudi numeri£no izra£unamo lastne vrednosti in lastne vektorje matrik.
V sedmem poglavju si podrobneje ogledamo tudi Howardov algoritem. Poglavje
8 je posve£eno Petrijevim mreºam, ogledamo pa si tudi nekaj primerov. V deve-
tem poglavju predstavimo, kako so na Nizozemskem sestavili ºelezni²ki vozni red,
v naslednjem poglavju pa poskusimo storiti analogno na modelu poenostavljenega
slovenskega ºelezni²kega omreºja. V zadnjem poglavju pa povzamemo ugotovitve.
2 Max-plus algebra
2.1 Denicija
Za denicijo max-plus algebre je treba najprej denirati mnoºico, na kateri bo delo-
vala. Za za£etek ozna£imo ²tevili, ki bosta predstavljali enoto in ni£elni element za
operaciji, uporabljeni v tej strukturi. Ozna£imo ε := −∞ ni£elni element za prvo
operacijo in e := 0 enoto za drugo operacijo. Potem denicijsko obmo£je deniramo
kot raz²irjeno mnoºico realnih ²tevil Rmax := R ∪ ϵ, kjer R predstavlja mnoºico re-
alnih ²tevil, uporabljeno tudi v klasi£ni algebri. Vidimo, da velja ε, e ∈ Rmax. Za
elementa a, b ∈ Rmax deniramo operacijo
a⊕ b := max(a, b),
ki predstavlja se²tevanje v tej strukturi, in operacijo
a⊗ b := a+ b,
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ki predstavlja mnoºenje. Tako kot v klasi£ni algebri ima tudi tu mnoºenje prednost
pred se²tevanjem. Znaka, ki sta uporabljena za ti operaciji, se imenujeta o-plus
(⊕, ang. oplus) in o-krat (⊗, ang. otimes). Max-plus algebro, kot skupek zgoraj
opisanega, ozna£imo z
Rmax = (Rmax,⊕,⊗, ε, e).
2.2 Lastnosti
Kot ºe omenjeno, max-plus algebra v resnici ni prava algebra. S pregledom njenih
lastnosti pa si sedaj poglejmo, kaj je razlog za to.
Naj bodo x, y, z ∈ Rmax. Potem velja:
 asociativnost ⊕ in ⊗:
x⊕ (y ⊕ z) = (x⊕ y)⊕ z in
x⊗ (y ⊗ z) = (x⊗ y)⊗ z,
 komutativnost ⊕ in ⊗:
x⊕ y = y ⊕ x in
x⊗ y = y ⊗ x,
 distributivnost ⊗ nad ⊕:
x⊗ (y ⊕ z) = (x⊗ y)⊕ (x⊗ z),
 obstoj ni£elnega elementa za ⊕:
x⊕ ε = ε⊕ x = x,
 obstoj enote za ⊗:
x⊗ e = e⊗ x = x,
 obstoj absorpcijskega elementa za ⊗:
x⊗ ε = ε⊗ x = ε,
 idempotentnost ⊕:
x⊕ x = x in
 potenciranje in korenjenje: x⊗α := x⊗ x⊗ · · · ⊗ x⏞ ⏟⏟ ⏞
α-krat
= α× x, α ∈ R.
Vse te lastnosti sledijo neposredno iz denicij operacij ⊕ in ⊗ ter elementov ε in e.
2.3 Komutativen idempotenten polobseg
Denicija 2.1. Polobseg je neprazna mnoºica R, na kateri sta dani dve binarni
operaciji ⊕R in ⊗R, za kateri velja:
 ⊕R je komutativna in asociativna z ni£elnim elementom εR,
 ⊗R je asociativna, distibutivna nad ⊕R in ima enoto eR,
 vsak x ∈ R, x ̸= εR ima inverz glede na ⊗R.
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Tako strukturo, imenovano polobseg, ozna£imo kot R = (R,⊕R,⊗R, εR, eR). e
je operacija ⊗R komutativna, re£emo, da je R komutativen, in £e je operacija ⊕R
idempotentna, torej, da ve£kratna uporaba te operacije na nekem elementu slednjega
ne spremeni, potem re£emo, da je polobseg idempotenten.
Iz te denicije sledi, da max-plus algebra spada med algebrai£ne strukture, ime-
novane polobsegi. Natan£neje, skupaj z zgoraj na²tetimi lastnostmi sledi, da je
komutativen in idempotenten polobseg.
Poleg max-plus algebre obstajajo tudi drugi polobsegi, npr. algebra usmerjenih gra-
fov, min-plus algebra in mnogi drugi. Ve£ o polobsegih je pojasneno v [7], [5] in [6].
Zakaj max-plus algebra v resnici ni algebra, nam pove naslednja trditev:
Trditev 2.2. Naj bo R = (R,⊕R,⊗R, εR, εReR) idempotenten polobseg in naj bo
a ∈ R, a ̸= εR.
Potem ne obstaja nasprotni element za a glede na ⊕.
Dokaz. Recimo, da za element a ∈ R, a ̸= εR obstaja nasprotni element glede na
operacijo ⊕R in ga ozna£imo b ∈ R. Tedaj velja:
a⊕R b = εR.
e tej ena£bi na obeh straneh pri²tejemo element a, dobimo:
a⊕R a⊕R b = a⊕R εR.
Zaradi idempotentnosti ⊕R je leva stran ena£be enaka a ⊕R b = εR, medtem ko je
desna stran ena£be enaka a. Sledi a = εR, kar je protislovje.
Max-plus algebra torej ni prava algebra, saj inverz za operacijo ⊕ ne obstaja. V
literaturi idempotentne polobsege imenujemo tudi dioidi. Ime algebra se je obdrºalo
zaradi na£ina mnoºenja in se²tevanja matrik, ki je analogen klasi£nemu, le da sta,
namesto klasi£nega se²tevanja in mnoºenja, uporabljeni operaciji ⊕ in ⊗.
2.4 Operacije na vektorjih in matrikah
Za nadaljnjo analizo si sedaj poglejmo, kako se v max-plus algebri med seboj se-
²tevajo in mnoºijo matrike in vektorji. Mnoºico n × m matrik v max-plus algebri
ozna£imo z Rn×mmax . Za n ∈ N, n ̸= 0 deniramo n := {1, 2, . . . , n}. Element matrike
A ∈ Rn×mmax v i-ti vrstici in j-tem stolpcu, za i ∈ n in j ∈ m, lahko ozna£imo na dva
enakovredna si na£ina: aij ali [A]ij. Tako matriko lahko predstavimo tudi kot:
A =
⎛⎜⎜⎜⎝
a11 a12 · · · a1m
a21 a22 · · · a2m
...
... . . .
...
an1 an2 · · · anm
⎞⎟⎟⎟⎠ .
Elemente matrike A⊕B, ⊕ vsote dveh matrik A,B ∈ Rn×mmax , deniramo kot
[C]ij = [A⊕B]ij
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za i ∈ n in j ∈ m. Torej je rezultat vsote dveh (ali ve£) matrik v max-plus algebri
enak maximumu posameznih elementov danih matrik. Iz tega je razvidno tudi, da
za operacijo ⊕ pri se²tevanju matrik enakih dimenzij velja komutativnost, tako kot
pri ²tevilih. Verjetno ni treba poudariti, da za to operacijo potrebujemo matrike, ki
so enakih dimenzij.
Poglejmo si sedaj ²e mnoºenje matrik s skalarjem, z vektorji in med seboj. Za
matriko A ∈ Rn×mmax in skalar α ∈ Rmax je produkt α ⊗ A deniran kot matrika z
elementi
[α⊗ A]ij = α⊗ aij
za i ∈ n in j ∈ m. Za matriki A ∈ Rn×lmax in B ∈ Rl×mmax je produkt A ⊗ B deniran





za i ∈ n in k ∈ m. Vidimo, da je mnoºenje matrik v max-plus algebri analogno
mnoºenju v klasi£ni algebri, le da namesto + uporabimo max in namesto × upora-
bimo +. Ravno tako je tudi tu rezultat matrika dimenzij n×m. Mnoºenje vektorja
z matriko je enako mnoºenju dveh matrik, izmed katerih je ena dimenzije l × 1.
Ravno zaradi lastnosti in na£ina mnoºenja matrik je max-plus algebra dobila ime
algebra, £eprav to ni.
Tako kot za operacije s skalarjem tudi za operacije z matrikami obstajata identi£na
in ni£elna matrika, ki si ju bomo sedaj ogledali.
Naj E(n,m) ozna£uje n×m matriko, v kateri so vsi elementi enaki ε, in naj E(n,m)
ozna£uje n×m matriko, denirano kot
[E(n,m)]ij =
{︃
e; i = j
ε; sicer
.
e velja n = m, potem E(n, n) pravimo tudi identi£na matrika. Kadar bodo di-
menzije matrik jasno razvidne iz konteksta, bomo za ti dve matriki uporabili kraj²a
zapisa E in E.
Lastnosti operacij z E(n,m) in E:
Naj bo A ∈ Rn×mmax . Potem velja:
 ni£elna matrika za ⊕:
A⊕ E(n,m) = A = E(n,m)⊕ A,
 identi£na matrika za ⊗:
A⊗ E(m,m) = A = E(n, n)⊗ A,
 absorbcijska matrika za ⊗:
A⊗ E(m, k) = E(n, k) in
E(k, n)⊗ A = E(k,m).
Povzemimo lastnosti operacij z matrikami v max-plus algebri: ⊕ asociativna in
komutativna operacija, ki ima ni£elni element E(k,m), ⊗ pa je za matrike iz Rn×nmax
asociativna in distributivna nad ⊕ ter ima identi£no matriko E(n, n) in absorbcijsko
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matriko E(n, n). Tako kot pri ra£unanju s skalarjem ima tudi pri ra£unanju z matri-
kami mnoºenje prednost pred se²tevanjem. Transponirana matrika AT za A ∈ Rn×mmax
je denirana enako kot v klasi£ni algebri: [AT ]ij = aji za i ∈ n in j ∈ m.
Iz zahtev po ujemajo£ih se dimenzijah pri mnoºenju matrik je razvidno, da so vi²je
potence matrik moºne le za kvadratne matrike.
Za A ∈ Rn×nmax njeno k-to potenco deniramo kot:
A⊗k = A⊗ A⊗ · · · ⊗ A⏞ ⏟⏟ ⏞
k-krat
za k ̸= 0 in A⊗0 = E(n, n). Za j-ti element v vektorju x ∈ Rnmax vpeljemo oznako xj
ali [x]j, £e se zgledujemo po oznaki za matrike. Vektor iz Rnmax, katerega vse koor-
dinate so enake e, imenujemo enotski vektor in ga ozna£imo z u, formalno: [u]j = e
∀j ∈ n. Opazimo, da α⊗u, α ∈ Rmax predstavlja vektor samih vrednosti α. Za vsak
j ∈ n in j-ti stolpec matrike E(n, n) velja, da ima vrednost na j-tem mestu enako
e, drugje pa ε. Takemu vektorju pravimo j-ti bazni vektor za Rnmax in ga ozna£imo
ej.
Strukturo kvadratnih matrik v max-plus algebri bomo v nadaljevanju pogosto upo-
rabljali, zato jo ozna£imo
Rn×nmax = (Rn×nmax,⊕,⊗, E , E).
Poglejmo si ²e nekaj denicij za laºje razumevanje funkcij.
Denicija 2.3. Preslikava f : Rnmax → Rnmax je afina, £e velja f(x) = A ⊗ x ⊕ b
za neka A ∈ Rn×nmax in b ∈ Rnmax. e je b = E , potem pravimo, da je f linearna.
Rekurzivni relaciji x(k + 1) = f(x(k)) za k ∈ N re£emo afina/linearna, £e je f
afina/linearna preslikava.
Denicija 2.4. Matrika A ∈ Rn×nmax je regularna, £e v vsaki vrstici vsebuje vsaj en
element, razli£en od ε.
e A ni regularna, pravimo, da vsebuje odve£ne vrstice. V tem primeru lahko
vsak sistem, modeliran kot x(k + 1) = A⊗ x(k), zamenjamo s sistemom, ki vsebuje
regularno reducirano matriko A, pri kateri odstranimo vse vrstice in stolpce, ki ne
vsebujejo kon£nih vrednosti.
Denicija 2.5. Matrika A ∈ Rn×nmax je strogo spodnje trikotna, £e velja aij = ε, ∀
1 ≤ i ≤ j ≤ n. e velja aij = ε, ∀1 ≤ i < j ≤ n, pravimo, da je A spodnje trikotna.
Matrika A je (strogo) zgornje trikotna, £e je AT (strogo) spodnje trikotna.
Denicija 2.6. Za ²tevne mnoºice se operator max uporablja kot supremum. Naj








Trditev 2.7. V max-plus algebri velja Fubinijev izrek. Za mnoºico {aij ∈ Rmax :





























S podobnim postopkom dokaºemo obrnjeno neenakost.
2.5 Primer uporabe max-plus algebre pri na£rtovanju voznih
redov
Vsaka teorija dobi pravo vrednost ²ele, ko jo lahko uporabimo v praksi. Poglejmo
si primer, pri katerem s pomo£jo max-plus algebre na£rtujemo vozne rede vlakov.
Poglejmo si preprost primer ºelezni²kih prog med dvema mestoma, ki je prikazan
na sliki 1 ter predstavljen v [7] in [10]. Vsako izmed mest ima postajo. Postaji
ozna£imo S1 in S2. Povezani sta z enosmernima progama, ki te£eta vsaka v eno
smer. Da prevozi progo od S1 do S2, vlak potrebuje 3 £asovne enote, medtem ko za
progo od S2 do S1 vlak potrebuje 5 £asovnih enot. Ti dve progi skupaj tvorita cikel.
Vlak, ki s postaje S1 odpelje proti S2, se nato po drugi progi vrne nazaj v S1. Poleg
tega ima vsako mesto tudi progo, ki z mestom povezuje njegove primestne kraje.
Za krog po primestju mesta 1 potrebuje vlak 2 £asovni enoti, za cikel po primestju







Slika 1: Ponazoritveni primer
Za to ºelezni²ko mreºo ºelimo sestaviti vozni red z naslednjimi zahtevami:
 asi, ki jih potrebuje vlak, da prevozi dolo£en odsek, so dani in ksni;
 Frekvenca vlakov mora biti kar se da velika;
 Frekvenca vlakov mora biti enaka na vseh progah;
 Vlaki, ki prispejo na postajo, naj se po£akajo med seboj, da omogo£ijo pre-
stope potnikov med linijami;
 Vlaki odpeljejo s postaje takoj, ko je to mogo£e.
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Za£nemo s po enim vlakom na vsaki progi, torej s ²tirimi na celem omreºju. Zaradi
zadnjih dveh zahtev sledi, da bosta oba vlaka (proti drugemu mestu in primestju)
odpeljala isto£asno. Z x1 ozna£imo £as odhoda vlakov s postaje v prvem mestu, z
x2 pa £as odhoda vlakov s postaje v drugem mestu. Skupaj lahko zapi²emo odhoda
z obeh postaj kot vektor x ∈ R2. Prvi odhod v dnevu ozna£imo z x(0), drugega z
x(1) in tako dalje. Tako bo k-ti odhod s postaj ozna£en kot x(k − 1). Ti odhodi se
v tem modelu imenujejo dogodki. Iz zgornjih zahtev sledi, da za posamezne odhode
s postaj veljata naslednji neena£bi:
x1(k + 1) ≤ x1(k) + a11 + δ
in
x1(k + 1) ≤ x2(k) + a12 + δ.
Tu koli£ina aij ozna£uje £as potovanja od postaje Sj do postaje Si, δ pa £as, ki je
potreben, da se potniki presedejo z enega vlaka na drugega. Brez ²kode za splo-
²nost lahko predpostavimo, da je δ ºe vsebovan v potovalnem £asu aij, in lahko
predvidevamo, da je δ = 0. Ko vstavimo podatke iz na²ega primera, dobimo:
x1(k + 1) ≤ max(x1(k) + 2, x2(k) + 5)
in
x2(k + 1) ≤ max(x1(k) + 3, x2(k) + 3).
Iz zahteve po £im ve£ji frekvenci odhodov in po tem, da mora vlak odpeljati s postaje
ob prvem moºnem £asu, sledi, da se zgornji neenakosti spremenita v enakosti, in tako
dobimo:
x1(k + 1) = max(x1(k) + 2, x2(k) + 5)
in
x2(k + 1) = max(x1(k) + 3, x2(k) + 3).
Od tod sledi, da so ob danem za£etnem £asu odhodov x(0) vsi nadaljni enoli£no


























, · · ·
Da ni zanemarljivo, kak²en je x(0), vidimo z dodatnim primerom, kjer je x1(0) = 1


























, · · ·
Vidimo, da v prvem primeru £asi med dvema zaporednima odhodoma z iste postaje
alternirajo med 3 in 5, v drugem primeru pa je £as konstantno 4 £asovne enote. Oba
imata povpre£en £as med dvema odhodoma, ki je enak 4, vendar bi verjetno ve£ina
potnikov preferirala drugi vozni red s konstantno frekvenco odhodov. Kot se izkaºe,
je ta x(0) tudi optimalen glede na povpre£en £as med odhodi.








Potem lahko k-to potenco te matrike interpretiramo kot matriko najdalj²ih poti,
sestavljenih iz k delov, natan£neje: element [A⊗k]ij je maksimum potovalnih £asov
po vseh povezavah od postaje j do postaje i s k − 1 vmesnimi postajami. V teoriji
grafov bi temu rekli pot dolºine k z za£etkom v ogli²£u j in s koncem v ogli²£u i. e
to matriko z desne pomnoºimo z za£etnim vektorjem, dobimo vektor £asov (k+1)-ih












Vektor tretjih odhodov s postaj S1 in S2 potem izra£unamo na slede£ na£in:































V na²em primeru bo vlak torej tretji£ odpeljal s postaje S1 po 9, s postaje S2 pa po
8 £asovnih enotah.
2.6 Model kopi£enja (Heap Model)
Eden izmed primerov uporabe Max-plus algebre je tudi t. i. heap model (model
kopic/kopi£enja). Pri tem, tetrisu podobnemu modelu, polagamo like enega na
drugega, s to razliko, da likov ne moremo premikati levo ali desno, prav tako pa jih
ne moremo vrteti. Liki predstavljajo razli£na opravila, ki potrebujejo dobrine: npr.
delovni stroj, prostor, prevozno sredstvo ... Njihovo razpoloºljivost predstavljajo
stolpci v modelu. Vi²ina stolpca nam pove, kako dolgo se bo ta dobrina uporabljala.
Cilj je poiskati tako zaporedje danih likov, imenovano kopica, da je zgornji obris
kon£nega lika kar se da nizek. Ta model je natan£neje opisan v [7] in [11].
3 Spektralna teorija
Oglejmo si sedaj, kako lahko s pomo£jo max-plus algebre modeliramo problem se-
stave voznih redov. Za osnovo bomo vzeli uteºeni usmerjeni graf, ki bo predstavljal
ºelezni²ko mreºo in ga bomo prevedli v matriko v max-plus algebri. Iz nje bomo s
pomo£jo lastnih vektorjev in njihovih lastnih vrednosti posku²ali dolo£iti optimalni
za£etni vektor, ki bo poskrbel za £im manj²i povpre£ni £as med dvema odhodoma z
iste postaje.
3.1 Upodobitev grafov z matrikami
Denicija 3.1. Usmerjeni graf G je par (N ,D), kjer N predstavlja kon£no mno-
ºico elementov, imenovanih vozli²£a, in D ⊂ N × N predstavlja mnoºico urejenih
parov vozli²£, imenovanih loki ali povezave. V usmerjenem grafu lo£imo med po-
vezavama (i, j) in (j, i). e (i, j) ∈ D, pravimo, da je vozli²£e i za£etek, vozli²£e
j pa konec povezave (i, j). Usmerjenim grafom v literaturi pravimo tudi digrafi.
Usmerjeni graf je uteºen, £e ima vsaka povezava (i, j) ∈ D dolo£eno uteº w(i, j) ∈ R.
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Vsaki matriki A ∈ Rn×nmax lahko priredimo graf, ki ga ozna£imo z G(A). Mnoºico
vozli²£ takega grafa ozna£imo N (A) = n, mnoºico povezav pa D(A). Velja (i, j) ∈
D(A) ⇔ aji ̸= ε.
Denicija 3.2. Za neki vozli²£i i, j imenujemo tak²no zaporedje povezav p =
((ik, jk) ∈ D(A) : k ∈ m), da je i = i1, jk = ik+1 za k < m in jm = j sprehod
od i do j dolºine m. Ozna£imo |p|l = m. e velja i = j, poti pravimo obhod (cikel).
Obhod je osnoven (elementaren), £e so vsa vozli²£a, razen za£etka in konca, skozi
katere gre, med seboj razli£na.
Mnoºico vseh moºnih poti od i do j dolºinem ozna£imo P (i, j;m). Uteº povezave
(i, j) v grafu G(A) ozna£imo z aji. Potem uteº celotne poti izra£unamo kot vsoto
uteºi povezav te poti. Za pot p = ((i1, i2), (i2, i3), . . . , (im, im+1)) ∈ P (i, j;m), kjer





Potem povpre£no uteº (aritmeti£no uteº) poti p izra£unamo kot |p|w/|p|l.
Naj bosta p = ((i1, i2), (i2, i3)) in q = ((i3, i4), (i4, i5)) dve poti v G(A). Potem je
tudi
p ◦ q = ((i1, i2), (i2, i3), (i3, i4), (i4, i5))
pot v G(A). Operacijo ◦ imenujemo konkatenacija poti. Pravimo, da je vozli²£e
j dosegljivo iz vozli²£a i, £e obstaja pot od i do j, kar ozna£imo iRj. Graf G je
krepko povezan, £e za katerikoli par vozli²£ i, j ∈ N velja, da je vozli²£e j dosegljivo
iz vozli²£a i. Matriki A ∈ Rn×nmax pravimo ireducibilna, £e je G(A) krepko povezan,
sicer ji pravimo reducibilna. Za vozli²£i i, j ∈ N pravimo, da i komunicira z j, £e
velja i = j, ali £e obstaja pot od i do j in od j do i, kar ozna£imo iCj.
iCj ⇔ i = j ali (iRj in jRi)
Za to, da dve vozli²£i komunicirata med seboj, torej ni potreben krepko povezan
graf. V takem primeru lahko mnoºico vozli²£ N predstavimo kot unijo N1,∪N2 ∪
· · ·∪Nq, kjerNr, r ∈ q ozna£uje mnoºico vozli²£, ki komunicirajo izklju£no med seboj
in z nobenim drugim vozli²£em iz N . Vse povezave med vozli²£i v Nr ozna£imo Dr.
Tako dobljenemu grafu Gr = (Nr,Dr), kjer Dr ̸= ∅, pravimo maksimalni krepko
povezani podgraf grafa G = (N ,D).
Izrek 3.3. Naj bo A ∈ Rn×nmax. Potem za vsak k ≥ 1 velja
[A⊗k]ji = max{|p|w : p ∈ P (i, j; k)},
kjer je [A⊗k]ji = ε, £e je P (i, j; k) prazna mnoºica, torej £e v G(A) ne obstaja pot od
i do j dolºine k.
Dokaz. Naj bo (i, j) poljuben element iz n×n. Za k = 1 v mnoºici P (i, j; k) obstaja
le en lok, katerega uteº je ozna£ena z [A]ji. e [A]ji = ε, potem v G(A) ne obstaja
lok (i, j) ter je P (i, j; 1) = ∅.
Predpostavimo sedaj, da izrek velja za k. Sedaj predpostavimo, da P (i, j; k + 1)
vsebuje vsaj eno pot in naj bo p ∈ P (i, j; k + 1). Potem lahko pot p razdelimo na
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pot p̂ dolºine k, ki te£e od vozli²£a i do nekega vozli²£a l, in na povezavo od l do j.
Najve£jo uteº poti v P (i, j; k + 1) lahko potem izra£unamo kot
max
l∈n
([A]jl +max{|p̂|w : p̂ ∈ P (i, l; k)}) .
Iz predpostavke nato sledi
max{|p̂|w : p̂ ∈ P (i, l; k)} = [A⊗k]li.
















V primeru, kjer je P (i, j; k+1) = ∅, sledi, da bodisi za katerokoli vozli²£e l ne obstaja
pot dolºine k od i do l bodisi ne obstaja povezava od l do j bodisi ne obstaja ni£ od
na²tetega. Iz P (i, j; k + 1) = ∅ sledi, da je za katerikoli l vsaj ena izmed vrednosti
ajl in [A⊗k]li enaka ε. Sledi
[A⊗(k+1)]ji = ε.
Za ilustracijo si poglejmo naslednji primer.
Primer 3.4. Predstavljajmo si ºelezni²ko mreºo z mnoºico postaj n, n ≥ 1. Potem
lahko ºelezni²ki sistem predstavimo z grafom G = (N ,D) na slede£i na£in. Naj bo
(N) = n in naj bo v D za vsak par i, j ∈ n povezava (i, j), £e v ºelezni²kem sistemu
obstaja neposredna povezava od postaje i do postaje j. Taki povezavi priredimo
uteº aji, ki predstavlja potovalni £as od postaje i do postaje j. Recimo, da nas
zanima najdalj²i £as, potreben za potovanje od i do j v m korakih. En na£in,
kako bi lahko pri²li do odgovora, je, da poi²£emo vse take moºne poti v grafu in
pogledamo njihove uteºi. Drugi na£in pa je, po prej²njem izreku, da sestavimo
matriko A ∈ Rn×nmax , v kateri posamezni elementi predstavljajo uteºi povezav. e
kak²na povezava ne obstaja, ji priredimo vrednost aji = ε. Potem je najve£ja uteº
poti od i do j dolºine m enaka [A⊗m]ji.
Lema 3.5. Naj bo A ∈ Rn×nmax taka, da ima vsak obhod v G(A) povpre£no uteº obhoda




A⊗k = A⊕ A⊗2 ⊕ A⊗3 ⊕ · · · ⊕ A⊗n ∈ Rn×nmax .
Dokaz. Ker je A dimenzije n× n, so vse poti v G(A) od vozli²£a i do vozli²£a j, ki
so dalj²e od n, sestavljene iz vsaj enega obhoda in poti od i do j dolºine kve£jemu
n. Ker imajo vsi obhodi v G(A) nepozitivne uteºi, sledi
[A+]ji ≤ max{[A⊗k]ji : k ∈ n},
kar dokazuje lemo 3.5.
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Denicija 3.6. Cikli£nost grafa G, ki jo ozna£imo σG, je denirana kot:
 e je G krepko povezan, potem je njegova cikli£nost enaka najve£jemu sku-
pnemu delitelju dolºin vseh osnovnih obhodov v G. e G vsebuje le eno vozli²£e
brez povratne zanke, njegovo cikli£nost deniramo kot 1.
 e G ni krepko povezan, je njegova cikli£nost enaka najmanj²emu skupnemu
ve£kratniku cikli£nosti vseh maksimalnih krepko povezanih podgrafov v G.
3.2 Lastne vrednosti in lastni vektorji
Denicija 3.7. Naj bo A ∈ Rn×nmax dana kvadratna matrika. e za µ ∈ Rmax obstaja
tak vektor v ∈ Rnmax, ki vsebuje vsaj eno kon£no vrednost, da velja
A⊗ v = µ⊗ v,
potem µ re£emo lastna vrednost matrike A za lastni vektor v.
Denicija 3.7 dopu²£a torej lastno vrednost ε. Lastne vrednosti niso nujno eno-
li£ne, zagotovo pa niso enoli£no dolo£eni lastni vektorji. e je v lastni vektor, potem
je tudi α ⊗ v, kjer je α poljubno kon£no ²tevilo. Poleg tega vsi lastni vektorji za
dano lastno vrednost skupaj tvorijo lastni max-plus prostor. Naj bosta v in w lastna
vektorja matrike A za lastno vrednost µ in naj bosta α, β ∈ Rmax. Potem
A⊗ (α⊗ v ⊕ β ⊗ w) = α⊗ A⊗ v ⊕ β ⊗ A⊗ w
= α⊗ µ⊗ v ⊕ β ⊗ µ⊗ w
= µ⊗ (α⊗ v ⊕ β ⊗ w).
e je torej α ali β kon£no ²tevilo, je α⊗ v ⊕ β ⊗ w tudi lastni vektor matrike A za
lastno vrednost µ. Lastni max-plus prostor matrike A za lastno vrednost µ ozna£imo
V (A, µ). e je jasno razvidno, da ima matrika enoli£no lastno vrednost, jo ozna£imo
λ(A), njen lastni max-plus prostor pa V (A).
Lema 3.8. Naj bo A ∈ Rn×nmax matrika s kon£no lastno vrednostjo µ. Potem v G(A)





Iz leme 3.8 torej sledi, da vsaka kon£na lastna vrednost kvadratne matrike A
predstavlja povpre£no uteº nekega obhoda v G(A).
Dokaz. Po deniciji velja, da ima lastni vektor v za lastno vrednost µ vsaj en kon£en
element. Torej obstaja tak η1 ∈ n, da velja vη1 ̸= ε. Sledi
[A⊗ v]η1 = µ⊗ vη1 ̸= ε.
Potem obstaja vozli²£e η2, da velja
aη1η2 ⊗ vη2 = µ⊗ vη1 ,
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kar pomeni, da aη1η2 ̸= ε, vη2 ̸= ε in (η1, η2) ∈ D(A). Po enakem razmisleku obstaja
vozli²£e η3, da velja
aη2η3 ⊗ vη3 = µ⊗ vη2
z aη2η3 ̸= ε, vη3 ̸= ε in (η2, η3) ∈ D(A). e nadaljujemo tako, s£asoma zaradi
kon£nega ²tevila vozli²£ ºe drugi£ pridemo do nekega vozli²£a ηh. Takrat smo na²li
obhod























e od prej²nje ena£be od²tejemo
⨂︁l−1





Od tod nato sledi
|γ|w = µ⊗l = l × µ.






× µ⊗l = µ.
Lema 3.8 kot kandidate za lastne vrednosti dolo£i povpre£ne uteºi obhodov,







kjer C(A) ozna£uje mnoºico osnovnih obhodov. e je C(A) prazna mnoºica, de-
niramo λ = −∞. Obhodu p v G(A), katerega povpre£na uteº ustreza λ, pravimo
kriti£ni obhod. Vozli²£a in loki, ki pripadajo kriti£nim obhodom, skupaj tvorijo
kriti£ni graf, ki ga ozna£imo Gc(A) = (N c(A),Dc(A)). Vozli²£e i ∈ N c(A) poi-
menujemo tudi kriti£no vozli²£e, pot, podmnoºico kriti£nega obhoda, pa imenujemo
kriti£na pot. Naj opomnimo, da kriti£ni graf ni nujno strogo povezan, £e je sestavljen
iz ve£ lo£enih kriti£nih obhodov.
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Lema 3.9. e Gc(A) vsebuje vsaj en obhod, potem je vsak obhod v Gc(A) kriti£en.
Dokaz. Naj bo λ najve£ja povpre£na uteº obhoda. Brez ²kode za splo²nost lahko
predpostavimo, da je λ = 0. Recimo, da je v Gc(A) nek obhod ρ s povpre£no uteºjo,
razli£no od 0. e je povpre£na uteº ve£ja od ni£, je potem najve£ja povpre£na uteº
obhoda v A ve£ja od 0, kar je v protislovju s predpostavko λ = 0. Recimo sedaj,
da je povpre£na uteº obhoda ρ negativna. Opazimo, da je ρ konkatenacija poti ρi,
kjer je vsaka pot ρi pot v kriti£nem obhodu ci, i ∈ κ. Torej obstaja taka pot ξi, da
je ci = ξi ◦ ρi, i ∈ κ. To pomeni, da ima ξi pozitivno uteº. Ker imajo vsi obhodi
po predpostavki povpre£no uteº enako 0, je obhod ξ = ξ1 ◦ ξ2 ◦ · · · ◦ ξκ obhod s
pozitivno povpre£no uteºjo, kar je zopet v protislovju s predpostavko λ = 0. Tako
smo s protislovjem dokazali lemo 3.9.
Naj bo λ kot prej. Potem normalizirano matriko Aλ deniramo s predpisom
[Aλ]ij = aij − λ.





V njej element [A+]ij predstavlja najve£jo uteº poti od vozli²£a j do i, katere vre-
dnost je lahko, £e imamo obhode s pozitivno uteºjo, tudi∞. Kot posledica je matrika
A+λ dobro denirana, kjer so vsi elementi manj²i od ∞. Denirajmo ²e matriko





A+λ = Aλ ⊗ (E ⊕ A
+
λ ) = Aλ ⊗ A
∗
λ.
Opazimo, da so kriti£ni obhodi v A in Aλ identi£ni ter posledi£no tudi grafa Gc(A)
in Gc(Aλ). Razlikujeta se le v uteºeh lokov, saj so v Gc(Aλ) vse uteºi zmanj²ane za
λ.
Sedaj lahko postavimo naslednjo lemo:
Lema 3.10. Naj ima graf G(A) matrike A ∈ Rn×nmax kon£no najve£jo povpre£no uteº
obhoda λ. Potem je λ lastna vrednost matrike A, stolpec [A∗λ]·η pa je lastni vektor
za A, ki pripada tej lastni vrednosti za vsak η iz kriti£nega grafa.
Dokaz. Ozna£imo z [B]·k k-ti stolpec matrike B. Iz denicije za [A∗λ] sledi
[A∗λ]·η = [E ⊕ A+λ ]·η.
Potem i-ti element vektorja [A∗λ]·η zado²£a
[A∗λ]iη = [E ⊕ A+λ ]iη =
{︃
ε⊕ [A+λ ]iη; i ̸= η
e⊕ [A+λ ]iη; i = η
.
13
Ker velja [A+λ ]ηη = e = 0 ∀η ∈ N cA, potem sledi
[A+λ ]·η = [A
∗
λ]·η.
e v enakosti potem zamenjamo [A+λ ]·η z Aλ ⊗ A∗λ, sledi
[Aλ ⊗ A∗λ]·η = [A∗λ]·η,
kar zaradi lastnosti mnoºenja matrik lahko zapi²emo kot
Aλ ⊗ [A∗λ]·η = [A∗λ]·η,
kar je ekvivalentno
A⊗ [A∗λ]·η = λ⊗ [A∗λ]·η.
λ je torej lastna vrednost matrike A, η-ti stolpec v A∗λ pa je torej lastni vektor za to
lastno vrednost za poljuben η ∈ N c(A).
Poglejmo si sedaj ²e lemo o kon£nosti elementov v lastnem vektorju.
Lema 3.11. Naj bo A ∈ Rn×nmax . e je A ireducibilna, ima vsak vektor v ∈ Rnmax, ki
re²i ena£bo
µ⊗ v = A⊗ v,
za nek kon£en µ, vse elemente razli£ne od ε.
Dokaz. Naj bo v lastni vektor za A pri lastni vrednosti µ. Naj bo mnoºica vozli²£
iz G(A), ki ustrezajo kon£nim elementom v v, poimenovana podpora vektorja v.
Recimo, da ta mnoºica ne zavzema vseh vozli²£ v G(A). e je A ireducibilna, potem
je vsako vozli²£e dosegljivo iz katerega koli vozli²£a. Torej obstajajo loki, ki vodijo iz
vozli²£ v podpori vektorja v v vozli²£a, ki ne pripadajo tej podpori. Torej obstajata
vozli²£i j v podpori in i izven njega, za kateri velja aij ̸= ε. Sledi
[A⊗ v]i ≥ aij ⊗ vj > ε,
kar pomeni, da je podpora za A ⊗ v ve£ja kot podpora za v. Ker po predpostavki
velja µ⊗ v = A⊗ v, je to v protislovju z dejstvom, da morata biti podpori za v in
µ⊗ v enaki za vsak kon£en µ.
V lemi 3.10 smo pokazali, da ima ireducibilna matrika A kon£no lastno vrednost.
Da ta lastna vrednost ni le kon£na, temve£ tudi enoli£na, nam pove naslednji izrek.
Izrek 3.12. Vsaka ireducibilna matrika A ∈ Rn×nmax ima natanko eno lastno vrednost,







Dokaz. Izberimo obhod γ = ((η1, η2), (η2, η3), . . . , (ηl, ηl+1), ) iz G(A), dolºine |γ|l =
l, za katerega velja ηl+1 = η1. Potem velja aηk+1,ηk ̸= ε za k ∈ l. Predpostavimo, da
ima A kon£no lastno vrednost µ z lastnim vektorjem v. Iz µ⊗ v = A⊗ v sledi
aηk+1,ηk ⊗ vηk ≤ µ⊗ vηk+1 , k ∈ l.
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Sedaj nadaljujemo s podobnim premislekom kot v dokazu leme 3.8, kjer enakosti





× µ⊗l = µ.
To drºi za vsak obhod v C(A), kar pomeni, da mora biti vsaka kon£na lastna vrednost
µ ve£ja ali enaka najve£ji povpre£ni uteºi obhodov α. Vendar pa po lemi 3.8 velja,
da lahko katerokoli kon£no lastno vrednost dobimo kot povpre£no uteº obhoda v
G(A). λ je torej kon£na lastna vrednost matrike A in je enoli£no dolo£ena.
Naj bo sedaj ε lastna vrednost za A in v pripadajo£i lastni vektor. Potem ima
v vsaj en kon£en element, npr. vη. e je A ireducibilna, potem ima neko vrstico γ,
da je aγη kon£en element, kar nam da
ε = [ε⊗ v]γ = [A⊗ v]γ ≥ aγη ⊗ vη.
Opazimo, da je izraz na desni strani neenakosti kon£en, medtem ko je na levi −∞,
torej ε ne more biti lastna vrednost ireducibilne matrike. Sledi, da je λ enoli£na
lastna vrednost za A.
V klasi£ni algebri je temu izreku analogen Perron-Frobeniusov izrek za ireduci-
bilne nenegativne kvadratne matrike. Perron-Frobeniusov izrek in njegova uporaba
sta natan£neje opisana v [2] in [16].
3.3 Re²evanje max-plus linearnih ena£b
Za A ∈ Rn×nmax , podobno kot A∗λ, deniramo




Iz denicije je razvidno, da ima A∗ le kon£ne vrednosti za kvadratne matrike, katerih
graf G(A) ima samo nepozitivne uteºi obhodov. Sedaj si bomo pogledali, kako se v
max-plus algebri re²ujejo ena£be tipa x = A⊗ x⊕ b za A ∈ Rn×nmax in b ∈ Rnmax.
Izrek 3.13. Naj bo A ∈ Rn×nmax in b ∈ Rnmax. e ima graf G(A) najve£jo povpre£no
uteº obhoda manj²o ali enako e, je re²itev ena£be x = (A⊗x)⊕ b vektor x = A∗⊗ b.
e so uteºi obhodov v G(A) negativne, je re²itev enoli£na.
Dokaz. Ker ima graf G(A) najve£jo povpre£no uteº obhoda manj²o ali enako e,
pomeni, da ima A∗ le kon£ne vrednosti. Pokazali bomo, da velja enakost
A∗ ⊗ b = A⊗ (A∗ ⊗ b)⊕ b.
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Po deniciji velja















⊕ (E ⊗ b)
= A⊗ (A∗ ⊗ b)⊕ b.
S tem smo dokazali, da je A∗ ⊗ b re²itev ena£be. Sedaj moramo dokazati ²e drugi
del izreka.
Predpostavimo, da je x re²itev za x = b⊕(A⊗x). e x na desni strani nadomestimo
s tem izrazom, dobimo
x = b⊕ (A⊗ b)⊕ (A⊗2 ⊗ x).
e nadaljujemo s tem postopkom, dobimo
x = b⊕ (A⊗ b)⊕ (A⊗2 ⊗ b)⊕ (A⊗3 ⊗ x)




(A⊗l ⊗ b)⊕ (A⊗k ⊗ x).
Elementi v A⊗k predstavljajo najve£je uteºi poti dolºine k. Za dovolj velik k pot
vsebuje vsaj en osnoven obhod. Ko po²ljemo k proti ∞, gre proti ∞ tudi ²tevilo




A⊗k ⊗ x = E .













⊗ b = A∗ ⊗ b,
kar dokazuje enoli£nost re²itve.
Pojavi se vpra²anje, kaj storiti v primeru, ko v linearni ena£bi ne nastopa kva-
dratna matrika. Kot se izkaºe, re²itev ena£be A⊗ x = b ne obstaja vedno, lahko pa
poi²£emo najbolj²o re²itev (najve£jo moºno re²itev) neena£be tipa A ⊗ x ≤ b. Tej
najbolj²i re²itvi pravimo glavna re²itev in jo ozna£imo x∗(A, b). Poglejmo si trditev,
s katero lahko to re²itev izra£unamo.
Trditev 3.14. Za A ∈ Rm×nmax in b ∈ Rm za j ∈ n velja
[x∗(A, b)]j = min{bi − aij : i ∈ m}.
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Dokaz. Vidimo, da je A⊕ x ≤ b ekvivalentno
∀i ∀j : aij + x ≤ bi
⇔ ∀i ∀j : xj ≤ bi − aij
⇔ ∀j : xj ≤ min{bi − aij : i ∈ m}.
Iz tega izreka tudi sledi, da je x∗(A, b) najbolj²a re²itev neena£be A ⊗ x ≤ b in
je enoli£no dolo£ena. Seveda to ena£bo re²i tudi vsak vektor x, ki izpolnjuje pogoj
x ≤ x∗(A, b).
Ta rezultat lahko pri sestavljanju voznih redov vlakov uporabimo na naslednji na-
£in. Naj matrika A predstavlja potovalne £ase vlakov med postajami ºelezni²kega
omreºja, b pa na£rtovane odhode s posameznih postaj. Potem nam x∗(A, b) da za-
dnje moºne £ase odhodov s prej²njih postaj, da bodo lahko vlaki s postaj odpeljali
ob £asih b.
4 Periodi£no obna²anje in £asovni vektor cikla
V tem poglavju se bomo poglobili v periodi£nost v max-plus algebri. Natan£neje v
obna²anje zaporedij {x(k) : k ∈ N}, ki zado²£ajo x(k + 1) = A ⊗ x(k) za k ≥ 0,
A ∈ Rn×nmax in x(0) = x0 ∈ Rnmax kot za£etni pogoj. Tako zaporedje lahko opi²emo s
predpisom
x(k) = A⊗k ⊗ x0
za k ≥ 0. Do nadaljnega bomo predpostavili, da so vsa zaporedja {x(k) : k ∈ N}
ustvarjena s tem rekurzivnim predpisom.
Denicija 4.1. Naj bo {x(k) : k ∈ N} zaporedje v Rnmax. Predpostavimo, da za






Vektor η = (η1, η2, . . . , ηn)T imenujemo £asovni vektor cikla zaporedja x(k). e
imajo vsi ηj enako vrednost, tej vrednosti pravimo asimptotska stopnja rasti za-
poredja x(k).
Iz zgornjih denicij in ugotovitev iz prej²njih poglavij sledi, da £e je A iredu-
cibilna z enoli£no dolo£eno lastno vrednostjo λ in pripadajo£im (kon£nim) lastnim
vektorjem v, potem za vsak x(0) = v velja
x(k) = A⊗k ⊗ x(0)
= λ⊗k ⊗ v






kar pomeni, da asimptotska stopnja rasti sovpada z lastno vrednostjo matrike A. V
nadaljevanju bomo videli, kako se v limiti, ko po²ljemo k → ∞, obna²a vektor x(k),
£e si za x(0) izberemo nek poljuben vektor s kon£nimi koordinatami.
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4.1 Cikli£nost in prehodni £as
Za nadaljevanje si najprej poglejmo izrek, ki izvira iz klasi£ne algebre in ga bomo
potrebovali v nadaljevanju.
Izrek 4.2. Naj bodo β1, . . . , βq naravna ²tevila, katerih najve£ji skupni delitelj je
1 (gcd{β1, . . . , βq} = 1). Potem obstaja tako naravno ²tevilo N ∈ N, da za vsak
k ≥ N obstajajo ²tevila n1, . . . , ng ≥ 0, da velja k = (n1 × βq) + · · ·+ (n1 × βq).
Lema 4.3. Naj bo A ∈ Rn×nmax ireducibilna matrika, katere graf ima cikli£nost σG. Po
ustreznem preimenovanju vozli²£ v G(A) je matrika A⊗σG blo£no diagonalna matrika
z σG blokov na diagonali. Graf vsakega diagonalnega bloka je krepko povezan in ima
cikli£nost 1. Poleg tega so vse lastne vrednosti blokov enake.
Dokaz. Naj bo G(A) = (N ,D). Opredelimo relacijo med vozli²£ema i, j ∈ N kot
iKj ⇔ dolºina vseh poti od i do j je ve£kratnik σG,
kar je ekvivalen£na relacija na N . Naj bo k0 ∈ N ksno, naklju£no izbrano vozli²£e.
Potem je ekvivalen£ni razred C0, C1, . . . , CσG−1 s pomo£jo zgornje relacije deniran
kot
i ∈ Cl ⇔ vsaka pot od k0 do i ima dolºino (mod σG) enako l
za l = 0, 1, . . . , σG − 1. Vidimo, da za i, j ∈ N velja iKj ⇔ i, j ∈ Cl za nek
l = 0, 1, . . . , σG − 1.
Predpostavimo, da obstaja pot od i do j dolºine σG. Potem sledi, da je vsaka pot od
i do j dolºine ve£kratnika σG. Konkatenacija poti od i do j in poti od j do i nam da
obhode, katerih dolºine so ve£kratniki σG. Torej se mora vsaka pot dolºine σG kon£ati
v istem ekvivalen£nem razredu, kot se je za£ela. Ker A⊗σG predstavlja matriko vseh
najteºjih poti dolºine σG, sledi, da je, po potrebnem preimenovanju vozli²£ glede na
ekvivalen£ne razrede C0, C1, . . . , CσG−1, A⊗σG blo£no diagonalna matrika.
Ker za vsak par i, j ∈ Cl obstaja pot dolºine ve£kratnika σG od i do j, sledi, da
je blok v A⊗σG , ki ustreza Cl, ireducibilen, saj je vsaka pot od i do j predstavljena
kot konkatenacija poti dolºin σG, ki vodijo med vozli²£i v Cl. Upo²tevajo£ vse take
poti maksimalne dolºine sledi, da je graf bloka matrike A⊗σG , ki ustreza Cl, krepko
povezan ter da je ta blok ireducibilen.
Sedaj pokaºimo, da mora iti vsak obhod v G(A) skozi vse ekvivalen£ne razrede
C0, C1, . . . , CσG−1. Recimo, da obstaja obhod, ki gre le skozi τ < σG ekvivalen£nih
razredov. Potem obstajajo razred Cl in vozli²£i i, j ∈ Cl, da obstaja pot od i do
j dolºine manj²e ali enake τ , kar pa je v nasprotju z dejstvom, da je vsaka pot
med vozli²£ema iz istega razreda ve£kratnik σG. Sledi, da je ²tevilo obhodov v G(A)
enako ²tevilu obhodov, ki gredo skozi Cl. Ker je najve£ji skupni delitelj dolºin vseh
obhodov v G(A) enak σG, sledi, da ima graf bloka v A⊗σG , ki ustreza Cl, cikli£nost
enako 1.
Iz ireducibilnosti matrike A sledi, da so lastne vrednosti diagonalnih blokov iden-
ti£ne.
Iz matrike A dobimo njeno kriti£no matriko Ac tako, da v matriki A ohranimo
le tiste elemente, ki ustrezajo lokom v G(A). Ker so vsi obhodi v kriti£nem grafu
kriti£ni obhodi, sledi, da je kriti£ni graf matrike Ac enak grafu matrike Ac, torej
Gc(Ac) = G(Ac).
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Lema 4.4. Naj bo A ireducibilna matrika in Ac njena kriti£na matrika. Potem za














Dokaz leme 4.4 je v [7].
Denicija 4.5. Naj bo matrika A ∈ Rn×nmax taka, da njen graf vsebuje vsaj en cikel.
Cikli£nost matrike A, ozna£ena σ(A), je cikli£nost kriti£nega grafa matrike A.
Lema 4.6. Naj bo A ∈ Rn×nmax ireducibilna matrika s cikli£nostjo σ = σ(A). Potem
je cikli£nost matrike A⊗σ enaka 1.
Dokaz. Po lemi 4.4 (Ac)⊗σ po primernem preimenovanju vozli²£ ustreza blo£no di-
agonalni matriki z ireducibilnimi kvadratnimi bloki s cikli£nostjo 1. Po lemi 4.6 za
k = σ sledi, da sta grafa Gc(A⊗σ) in Gc ((Ac)⊗σ) enaka. Poleg tega graf vsakega bloka
matrike (Ac)⊗σ sovpada s svojim kriti£nim grafom, torej sovpadata tudi cikli£nosti,
ki sta obe enaki 1. Sledi, da je tudi cikli£nost matrike A⊗σ enaka 1.
Pred naslednjim pomembnej²im izrekom si poglejmo ²e naslednjo lemo.
Lema 4.7. Naj bo A ∈ Rn×nmax ireducibilna matrika z lastno vrednostjo e in cikli£nostjo
1. Potem obstaja tak N , da velja A⊗(k+1) = A⊗k za vsak k ≥ N .
Dokaz. Naj bo Gc(A) kriti£ni graf z mnoºico vozli²£ N c. Pokazali bomo, da obstaja
tak N , da za vsak k ≥ N velja:
1. [A⊗k]ii = [A+]ii = e za vse i ∈ N c,




+]il ⊗ [A+]lj za vse i, j ∈ n.
Vidimo, da je za dokaz leme dovolj, da dokaºemo zgolj tretjo trditev. Ker pa si
bomo pri tem pomagali s prvima dvema, bomo dokazali vse, za£en²i s prvo.
Dokaz prve trditve: Naj bo i ∈ N c. Potem obstaja krepko povezana kompo-
nenta grafa Gc(A), ki jo ozna£imo G1 z mnoºico vozli²£N1, da velja i ∈ N1. Opazimo,
da je G1 kriti£ni podgraf, torej so vsi njegovi obhodi kriti£ni. Ker ima A cikli£nost 1,
je tudi cikli£nost G1 enaka 1. Od tod sledi, da obstajajo obhodi v G1, npr. ζ1, . . . , ζq,
za katere velja gcd{|ζ1|l, . . . , |ζq|l} = 1. Ker je G1 krepko povezan, obstaja tak obhod
α v G1, ki vsebuje vozli²£e i, in velja α ∩ ζj ̸= ∅ za j ∈ q. To pomeni, da α pre£ka i
in vse obhode ζ1, . . . , ζq. Potem za poljubne n1, . . . , nq ∈ N obstaja obhod, ki pre£ka
i in je sestavljen iz α, n1 kopij obhoda ζ1, n2 kopij obhoda ζ2 itd. Iz izreka 4.2 sledi,
da obstaja tak N , da za vsak k ≥ N obstajajo taki n1, . . . , nq ∈ N, da velja
k = |α|l + n1 × |ζq|l + · · ·+ nq × |ζq|l.
Za te n1, . . . , nq sestavimo obhod, ki pre£ka i, ki je sestavljen iz α, n1 kopij obhoda
ζ1, n2 kopij obhoda ζ2 itd. Vidimo, da je vsebovan v G1 in je torej kriti£ni obhod z
uteºjo e. Ker je najve£ja povpre£na uteº obhoda v G(A) enaka e, sledi [A⊗k]ii = e,
∀k ≥ N . Po deniciji za [A+]ii sledi [A+]ii = e.
19
Dokaz druge trditve: Po deniciji [A+]ij obstaja tak l, da je [A⊗l]ij = [A+]ij.
Ker pa je lastna vrednost matrike A enaka e, velja, da je celo l ≤ n. Iz prve trditve
za dovolj velik k, i ∈ N c in j ∈ n sledi
[A⊗(k+l)]ij ≥ [A⊗k]ii ⊗ [A⊗l]ij = [A+]ij.




[A⊗m]ij ≥ [A⊗(k+l)]ij ≥ [A+]ij.
e ponovno ozna£imo k + l s k, sledi, da je [A⊗k]ij = [A+]ij za vsak i ∈ N c, j ∈ n
za dovolj velik k. Dualno sledi tudi, da je [A⊗m]ij = [A+]ij za vsak i ∈ N c, j ∈ n za
dovolj velik m.
Dokaz tretje trditve: Vzemimo dovolj velika k in m, da velja druga trditev, tj.,
[A⊗k]il = [A
+]il in [A⊗m]lj = [A+]lj za vse l ∈ N c. Potem velja
[A⊗(k+m)]ij ≥ [A⊗k]il ⊗ [A⊗m]lj = [A+]il ⊗ [A+]lj





Sedaj recimo, da imamo pot od i do j, ki ne gre skozi N c. Ta pot je sestavljena iz
osnovne poti in obhodov z negativno uteºjo. Naj bo povpre£na uteº nekriti£nega
obhoda najve£ δ. Potem je uteº poti od i do j dolºine k, ki ne gre skozi vozli²£e v
N c, navzgor omejena z [A+]ij + k × δ⊗k, kjer [A+]ij predstavlja ksno zgornjo mejo
uteºi osnovne poti od i do j, k × δ pa zgornjo mejo vsote uteºi obhodov. Ker je
δ < e, za dovolj velik k sledi




Res, saj v limiti, ko gre k → ∞, gre leva stran neenakosti proti −∞, medtem ko je








Sedaj lahko napi²emo izrek o cikli£nosti v max-plus algebri.
Izrek 4.8. Naj bo A ∈ Rn×nmax ireducibilna matrika z lastno vrednostjo λ in cikli£nostjo
σ = σ(A). Potem obstaja tak N , da velja
A⊗(k+σ) = λ⊗σ ⊗ A⊗k
za vsak k ≥ N.
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Dokaz. Recimo, da imamo matriko B = (Aλ)⊗σ. Potem je, po ustreznem preime-
novanju vozli²£ v G(A), B blo£no diagonalna matrika s kvadratnimi bloki, katerih
gra so krepko povezani s cikli£nostjo 1. Iz leme 4.6 sledi, da je cikli£nost matrike
B enaka 1, kar pomeni, da je cikli£nost vseh njenih diagonalnih blokov enaka 1.
Z uporabo leme 4.7 na vsakem diagonalnem bloku sledi, da obstaja tak M , da za
l ≥ M velja B⊗(l+1) = B⊗l. Iz slednjega sledi(︁
(Aλ)
⊗σ)︁⊗(l+1) = (︁(Aλ)⊗σ)︁⊗l ,




A⊗(l×σ+σ) = λ⊗σ ⊗ A⊗(l×σ)
za l ≥ M . Ob upo²tevanju A⊗(l×σ+j+σ) = λ⊗σ⊗A⊗(l×σ+j) za vsak tak j, za katerega
velja 0 ≤ j ≤ σ − 1, kar pomeni, da za k ≥ N := M × σ, sledi
A⊗(k+σ) = λ⊗σ ⊗ A⊗k.
Izkaºe se, da cikli£nost matrike A lahko razumemo tudi kot najkraj²o dolºino
periodi£nega vedenja zaporedja potenc Aλ. Iz obstoja N v zadnjem izreku tudi
sledi, da obstaja ²tevilo t(A), imenovano prehodni £as, ki predstavlja najmanj²e
tako ²tevilo, da velja
A⊗(k+σ) = λ⊗σ ⊗ A⊗k
za k ≥ t(A). To pomeni, da se po t(A) korakih izni£i vpliv za£etnega vektorja x0
in se xk za£ne vesti kot lastni vektor. Za primer voznih redov bi to pomenilo, da
na dolgi rok ni pomembno, kdaj bi s poljubne postaje odpeljal prvi vlak, saj bi se
s£asoma ustalil periodi£ni reºim voznih redov vzdolº vsega ºelezni²kega omreºja.
4.2 Periodi£ni vektor cikla
Kot ºe pove naslov, se bomo v tem razdelku posvetili periodi£nemu vektorju cikla
zaporedja {x(k) : k ∈ N}, deniranega z rekurzivno zvezo x(k + 1) = A ⊗ x(k) za
k ≥ 0, z A ∈ Rn×nmax in z za£etnim pogojem x(0) = x0 ∈ Rnmax.
Ker se kot problem lahko pojavi ºe obstoj takega vektorja, si lahko pomagamo
z deniranjem l∞ norme. Za v ∈ Rnmax deniramo l∞ normo kot najve£jo absolutno
vrednost koordinat v vektorju v, kar zapi²emo kot ||v||∞ = maxi∈n |vi|, kjer |.|
predstavlja absolutno vrednost. Poglejmo si lemo o neekspanzivnosti l∞ norme.
Lema 4.9. Naj bo A ∈ Rm×nmax regularna matrika ter u, v ∈ Rn. Potem velja
||(A⊗ u)− (A⊗ v)||∞ ≤ ||u− v||∞.
Dokaz. Opazimo, da sta vektorja A ⊗ u,A ⊗ v ∈ Rm, torej imata vse koordinate
kon£ne. Ozna£imo
α := ||(A⊗ u)− (A⊗ v)||∞.
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Potem obstaja tak i0 ∈ m, da velja
α = |[(A⊗ u)− (A⊗ v)]i0 |.






Torej, obstaja tak j0 ∈ n, da velja
α = (ai0j0 + uj0)−max
l∈n
(ai0l + vl),
kar je manj ali enako
(ai0j0 + uj0)− (ai0j0 + vj0) = uj0 − vj0 ,
kar pomeni
α ≤ uj0 − vj0 ≤ max
j∈n
(uj − vj) ≤ max
j∈n
|uj − vj| = ||u− v||∞.
Od tod sledi, da £e je [(A ⊗ u) − (A ⊗ v)]i0 ≥ 0, sledi α ≤ ||u − v||∞. Podobno
dokaºemo v primeru [(A⊗ u)− (A⊗ v)]i0 ≤ 0 (lahko tudi zamenjamo vlogi u in v)
in dokaz je zaklju£en.
Izkaºe se, da pod enakimi predpostavkami kot v lemi 4.9 to velja tudi za potence
matrike A (k-krat uporabimo lemo 4.9):
||(A⊗k ⊗ u)− (A⊗k ⊗ v)||∞ ≤ ||u− v||∞
za k ≥ 0.
Poglejmo si sedaj izrek, po katerem neekspanzivnost pomeni, da v primeru, da
obstaja £asovni vektor cikla za nek za£etni vektor, potem obstaja za vsak za£etni
vektor in je od njega neodvisen. Za potrebe izreka ozna£imo z x(k;x0) vektor x(k),
ki je odvisen od vrednosti v x0, torej x(k, x0) = A⊗k ⊗ x0.
Izrek 4.10. Imejmo rekurzivno relacijo x(k + 1) = A ⊗ x(k) za k ≥ 0, A ∈ Rn×nmax






potem ta limita obstaja za katerikoli za£etni pogoj y0 ∈ Rn in ima enako vrednost.
Dokaz. Recimo, da je x0 ∈ Rn tak, da obstaja limk→∞ x(k;x0)k = η, η ∈ R
n. Zaradi
neekspanzivnosti za vsak y0 ∈ Rn velja





















Od tod sledi, da ko gre k proti ∞, gre razdalja med x(k;x0)/k in x(k; y0)/k proti 0,
kar pomeni, da je η £asovni vektor cikla za poljuben (kon£ni) y0.
Videli smo, da ko £asovni vektor cikla obstaja, je neodvisen od za£etnega vek-
torja. Sedaj se pojavi vpra²anje, ali tak vektor sploh obstaja in pod kak²nimi pogoji.
Videli bomo, da sta v primeru, ko je A ireducibilna, £asovni vektor cikla ali asimp-
totska stopnja rasti o£itna.
Lema 4.11. Imejmo rekurzivno relacijo x(k + 1) = A ⊗ x(k), k ≥ 0 in A ∈ Rn×nmax
ireducibilno matriko z lastno vrednostjo λ ∈ R. Potem za ∀j ∈ n in za£etni pogoj












za ∀j ∈ n. Po izreku 4.10 sledi, da £e asimptotska stopnja rasti obstaja, je neodvisna
od x0, kar zaklju£i dokaz.
Da to raz²irimo na primere, ko A ni nujno ireducibilna, uvedemo pojem posplo-
²eno lastno vozli²£e.
Denicija 4.12. Par vektorjev (η, v) ∈ Rn ×Rn imenujemo posplo²eno lastno voz-
li²£e regularne matrike A, £e za ∀k ≥ 0 velja
A⊗ (k × η + v) = (k + 1)× η + v.
Videli bomo, da η iz zgornje denicije sovpada s £asovnim vektorjem cikla. Po-
glejmo si povezavo med posplo²enim lastnim vozli²£em in lastnim vektorjem oziroma
lastno vrednostjo. Za µ ∈ Rmax ozna£imo
u[µ] := µ⊗ u
vektor, katerega vse vrednosti so enake µ. Od tod za taka λ ∈ R in v ∈ Rn, za
katera velja A ⊗ v = λ ⊗ v, kar pomeni, da velja tudi A ⊗ λ⊗k ⊗ v = λ⊗k+1 ⊗ v za
∀k ≥ 0, sledi
A⊗ (k × u[µ] + v) = (k + 1)× u[λ] + v
za k ≥ 0. Torej lahko £asovni vektor cikla razumemo tudi kot raz²iritev pojma
lastne vrednosti, kjer vektor v ohrani svojo vlogo lastnega vektorja. Sledi, da ob-
stoj posplo²enega lastnega vozli²£a dolo£a tudi obstoj enoli£nega £asovnega vektorja
cikla.
Opomba 4.13. Za ireducibilne matrike A se izkaºe, da koordinate £asovnega vek-
torja cikla tvorijo natanko vse lastne vrednosti matrike A (nekatere lastne vrednosti
lahko nastopajo ve£krat), glej [7, Theorem 3.17] ali [12]. Za opis lastnih max-plus
podprostorov v tem primeru glej [4, Theorem 4.6.1].
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5 Kvalitativno asimptotsko vedenje
Sedaj si bomo pogledali limitno vedenje vektorja x(k + 1) = A ⊗ x(k), ²e prej pa
moramo denirati lastni prostor matrike.
Denicija 5.1. Naj ima A kon£no lastno vrednost λ. Lastni prostor V (A, λ) ma-
trike A je mnoºica vseh lastnih vektorjev matrike A pri lastni vrednosti λ. Vidimo,
da je V (A, λ) max-plus linearni prostor.
Izkaºe se, da lo£imo dva primera asimptotskega vedenja za tako zaporedje. Prvi
primer je, da x(k) vstopi v lastni prostor matrike A in se za dovolj velik k vede kot
x(k + 1) = λ ⊗ x(k). V drugem primeru x(k) vstopi v periodi£ni reºim. Lo£imo
lahko torej dva izvora neenotnosti limitnega vedenja:
 x(k) vstopi v lastni prostor dimenzije 2 ali ve£,
 x(k) vstopi v periodi£ni reºim.
5.1 Periodi£ni reºim
Povejmo najprej, kaj v max-plus algebri ozna£ujemo s pojmom periodi£ni reºim.
Naj bo A ∈ Rn×nmax . Periodi£ni reºim je mnoºica vektorjev x1, . . . , xd ∈ Rnmax,
xi ̸= ε za nek d ≥ 1, da obstaja tak ρ, da velja
ρ⊗ x1 = A⊗ xd
in
xi+1 = A⊗ xi
za i ∈ d− 1.
e velja xi ̸= xj za i, j ∈ d− 1, i ̸= j, re£emo, da ima zaporedje x1, . . . , xd ∈ Rnmax
periodo d. Posledica te denicije je, da so x1, . . . , xd ∈ Rnmax lastni vektorji za A⊗d
za lastno vrednost ρ. e je torej A ireducibilna matrika s cikli£nostjo σ(A), ima
A periodi£ni reºim s periodo manj²o ali enako σ(A). Z naslednjim izrekom dobimo
povezavo med lastnima vrednostima matrik A⊗d in A.
Izrek 5.2. Naj bo x1, . . . , xd periodi£ni reºim matrike A z ρ⊗ x1 = A⊗ xd. Potem





Dokaz. Izrek bomo dokazali tako, da bomo pokazali, da velja A ⊗ v = λ ⊗ v. Ko
zgornji izraz vstavimo za v, dobimo









A⊗ λ⊗(d−j) ⊗ xj.
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Z dokazom nadaljujemo tako, da upo²tevamo lastnosti A ⊗ xj = xj+1 in A ⊗ xd =
λ⊗d ⊗ x1, kar nam da
d⨁︂
j=1



















in s tem je izrek dokazan.
e povzamemo: dejstvo, da je ρ lastna vrednost matrike A⊗d, pomeni, da je
(1/d)× ρ lastna vrednost za A.
Opomba 5.3. Na zgornjem izreku temelji poten£na metoda, ki si jo bomo podrob-
neje ogledali v nadaljevanju.
6 Numeri£no ra£unanje lastnih vrednosti
Po vsej teoriji o lastnih vrednostih in lastnih vektorjih je sedaj £as, da si pogledamo
konkreten algoritem, kako lastno vrednost in lastni vektor izra£unamo numeri£no,
in ne kot najve£jo povpre£no uteº obhoda grafa matrike A.
6.1 Karpov algoritem
Slede£i algoritem, predstavljen v [8], se uporablja za izra£un lastnih vrednosti ire-
ducibilnih kvadratnih matrik.








kjer je j ∈ n izbran poljubno in ulomek predstavlja deljenje v klasi£ni algebri.
Dokaz. Spomnimo, da λ lahko interpretiramo kot najve£jo povpre£no uteº obhoda.
Oglejmo si najprej primer, kjer je λ = 0. Potem v G(A) ne obstaja obhod s pozitivno
uteºjo, poleg tega pa obstaja vsaj eden z uteºjo enako 0. Ker G(A) ne vsebuje












= [A⊗n]ij − [A∗]ij ≤ 0









∀i, j ∈ n. Da dokaºemo izrek za λ = 0, moramo ²e pokazati, da za poljuben j ∈ n
obstaja tak i ∈ n, da velja
[A⊗n]ij − [A∗]ij = 0.
V ta namen vzemimo kriti£ni obhod ζ in naj bo l vozli²£e, vsebovano v η. Sedaj
vzemimo pot ξ od j do l z najve£jo uteºjo. Ozna£imo γ = |ζ|l in τ = |ξ|l. Potem, ob
predpostavki τ ≤ n−1 velja [A⊗τ ]lj = [A∗]lj. e ξ raz²irimo z m kopijami ζ, dobimo
pot od j do l dolºine τ +m × γ, ki jo ozna£imo ξ′. Ker ima ζ uteº enako 0, sledi
[A⊗(τ+m×γ)]lj = [A
∗]lj ∀m ≥ 0. Vzemimo sedaj takm, da velja τ+m×γ ≥ n. Potem
je ξ′ sestavljena iz τ +m× γ vozli²£. Ozna£imo n-to vozli²£e v ξ′ s t. Ozna£imo pot
v ξ′ od j do t s ξ1 in preostanek od t do l s ξ2. Vidimo, da sta dolºini ξ1 in ξ2 enaki
n in τ +m× γ − n. Ker sta ξ1 in ξ2 del poti z najve£jo uteºjo, sta tudi sami poti z




Za uteº poti ξ1 velja [A⊗n]tj ≤ [A∗]tj. Za dokaz enakosti predpostavimo, da je
[A⊗n]tj < [A
∗]tj, in vzemimo pot ξ0 od j do t z najve£jo uteºjo [A∗]tj. Sedaj ξ0







kar je ve£ kot [A∗]tj in je po deniciji nemogo£e. Od tod sledi [A⊗n]ij = [A∗]ij za
i = t, torej izrek drºi za primer, kjer je najve£ja uteº obhoda enaka 0.
Sedaj pa predpostavimo, da je λ kon£na, vendar ne nujno enaka 0. e vsakemu
elementu v A od²tejemo c, se tudi λ, ki predstavlja povpre£no uteº kriti£nega obsega,











zmanj²a za c. Od tod sledi, da se obe strani v ena£bi v izreku zmanj²ata za c.
e vzamemo c = λ, lahko prevedemo na dokaz, kjer je najve£ja uteº obsega enaka
0.
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Karpov algoritem bi napisali takole:
Algoritem 1 Karpov algoritem
1: Izberite poljuben j ∈ n in nastavite x(0) = ej.
2: Izra£unajte x(k) za k = 0, . . . , n.








V tem algoritmu ej predstavlja j-ti bazni vektor, ki ima na j-ti koordinati vre-
dnost e, drugje pa ε.
S tem algoritmom torej izra£unamo lastno vrednost kvadratne ireducibilne ma-
trike. V primeru reducibilne matrike je to, katero lastno vrednost dobimo, odvisno
od za£etne izbire baznega vektorja. Poleg tega ima lahko pripadajo£i lastni vektor
vrednosti enake ε. Glavna pomanjkljivost algoritma je ta, da ne izra£una lastnega
vektorja. Za ta namen potrebujemo drug algoritem.
Primer 6.2. Oglejmo si primer delovanja Karpovega algoritma na enostavni 2× 2













Slika 2: Graf matrike A
e ob kratkem pogledu na matriko lahko vidimo, da je ireducibilna v max-plus
algebri, saj je ne moremo spraviti v zgornje trikotno blo£no obliko. To lahko po-
trdimo tudi ob pogledu na njen graf, saj je krepko povezan. Po izreku 3.12 velja,
da je lastna vrednost matrike A enaka najve£ji povpre£ni uteºi obhodov v G(A). V
tem primeru imamo 3 osnovne obhode:
 ((1, 1)),
 ((2, 2)) in
 ((1, 2), (2, 1)).
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Njihove povpre£ne uteºi so enake 5, 6 in 1
2
. Povpre£ne uteºi drugih obhodov so
enake linearnim kombinacijam osnovnih, torej je λ enaka najve£ji izmed teh treh
vrednosti. Od tod sledi λ = 6. V teoriji bi nam moral Karpov algoritem vrniti
vrednost, ki se ujema s to, ki jo dolo£i izrek 3.12.
1. korak:
Za x(0) si izberemo kar bazni vektor e1.
2. korak:
Izra£unamo vektorje x(k) za k = 0, . . . , 2.




































Izra£unajmo sedaj vse vrednosti xi(n)−xi(k)
n−k za i = 1, 2 in k = 0, 1.





























= max{5, 6} = 6.
Prepri£ajmo se ²e, da dobimo enak rezultat tudi, £e za za£etni vektor izberemo
drugi bazni vektor e2.
1. korak:
Za x(0) si izberemo kar bazni vektor e2.
2. korak:

































































= max{6, 6} = 6.
Res, izra£unana lastna vrednost je enaka, ne glede na to, katerega izmed dveh
moºnih baznih vektorjev uporabimo.
6.2 Poten£ni algoritem
Sedaj si bomo ogledali, kako izra£unamo lastno vrednost in njej pripadajo£i lastni
vektor kvadratne ireducibilne matrike. Po izreku 4.8 bo zaporedje vektorjev, dano
s predpisom x(k+1) = A⊗ x(k), s£asoma pri²lo v periodi£ni reºim in po izreku 5.2
lahko zanj izra£unamo lastno vrednost in njej pripadajo£i lastni vektor po nasle-
dnjem algoritmu, imenovanem poten£ni algoritem.
Algoritem 2 Poten£ni algoritem
1: Izberimo poljuben za£etni vektor x(0) = x0 ̸= u[ε]. ▷ x0 ima vsaj en kon£en
element.
2: Ponavljamo x(k + 1) = A ⊗ x(k), dokler ne najdemo takih celih ²tevil p, q, za
kateri velja p > q ≥ 0 in c ∈ R, da velja x(p) = x(q)⊗ c. ▷ Poi²£emo periodi£ni
reºim.
3: Izra£unamo lastno vrednost λ = c
p−q .




λ⊗(p−q−j) ⊗ x(q + j − 1)
)︁
.
Za delovanje algoritma ni potrebno, da je matrika ireducibilna. Ima pa tudi ta
algoritem pomanjkljivost. Tudi v primeru, ko je jasno razvidno, da periodi£ni reºim
ne bo doseºen, se algoritem ne ustavi, temve£ se druga to£ka ponavlja v nedogled.
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7 Numeri£no ra£unanje lastnih vrednosti reducibil-
nih matrik
V deniciji 4.12 smo spoznali, kaj posplo²eno lastno vozli²£e je, ve£ o tem je zapisano
v [7] in [9], zdaj pa bomo spoznali t. i. Howardov algoritem, ki neposredno
izra£una posplo²eno lastno vozli²£e regularne kvadratne matrike. Celoten algoritem
je sestavljen iz dveh manj²ih, vendar kljub temu obseºnih delov.
Naj spomnimo: par vektorjev (η, v) ∈ Rn × Rn imenujemo posplo²eno lastno
vozli²£e regularne matrike A, £e za ∀k ≥ 0 velja
A⊗ (k × η + v) = (k + 1)× η + v.
Ker bomo v tem razdelku pojem pravilo pogosto uporabili, si poglejmo, kaj je to
v na²em kontekstu. Pravilo Π predstavlja preslikavo Π : N (A) → D(A), ki vsa-
kemu vozli²£u i ∈ N (A) priredi tako povezavo Πi ∈ D(A), da je vozli²£e i konec
povezave Πi. Vse te povezave lahko predstavimo v matri£ni obliki kot matriko AΠ,
ki jo dobimo tako, da v matriki A ohranimo vrednosti, ki se nana²ajo na povezave
Π1,Π2, . . . ,Πn, vse ostale pa nadomestimo z ε. Tako dobljeno matriko imenujemo
tudi matrika pravil. Opazimo lahko, da iz denicije sledi, da je v vsaki vrstici te
matrike le ena kon£na vrednost. Izkaºe se tudi, da lahko problem iskanja posplo-
²enega lastnega vozli²£a matrike A poenostavimo na iskanje takega pravila Π, da
je posplo²eno lastno vozli²£e matrike AΠ tudi posplo²eno lastno vozli²£e originalne
matrike A. Ker je takih pravil kon£no mnogo, bomo s£asoma na²li tako, ki bo ustre-
zalo pogojem. Vendar pa se njihovo ²tevilo pove£uje eksponentno s ²tevilom vozli²£,
zato moramo njihov nabor nekako skr£iti, kar storimo z naslednjim algoritmom.
7.1 Howardov algoritem
Kot ºe re£eno, je Howardov algoritem sestavljen iz re²itev dveh podproblemov. V
prvem delu, imenovanem dolo£itev vrednosti, izberemo pravilo, dolo£imo njegovo
matriko pravil in izra£unamo njej pripadajo£e posplo²eno lastno vozli²£e. V drugem
delu, imenovanem izbolj²ava pravila, najprej preverimo, ali je dobljeni rezultat iz
prvega dela tudi posplo²eno lastno vozli²£e prvotne matrike. e je, smo na²li re²itev,
sicer moramo pravilo prilagoditi. Kako to storimo, je opisano v nadaljevanju.
7.1.1 Dolo£itev vrednosti
Denicija 7.1. Matriko A ∈ Rn×nmax imenujemo son£ni£na matrika, £e
 je njen graf G(A) sestavljen iz natanko enega cikla in po moºnosti ²tevilnih
poti ter
 je vsako vozli²£e v G(A), ki je del cikla ali drugih poti, kon£no vozli²£e natanko
ene povezave.
Matrika roºnega ²opka je regularna matrika, katere graf je sestavljen iz lo£enih
son£ni£nih grafov (grafov, ki pripadajo son£ni£nim podmatrikam).
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Naj bo A na²a matrika in Π dano pravilo. elimo izra£unati posplo²eno lastno
vozli²£e matrike pravil AΠ, torej i²£emo taka vektorja η, v ∈ Rn, da za ∀k ≥ 0 velja
AΠ ⊗ (v + k × η) = v + (k + 1)× η.
Matrika AΠ je matrika roºnega ²opka, katere graf G(AΠ) je sestavljen iz enega ali
ve£ podgrafov, katerih matrike so son£ni£ne matrike. V [7] je podrobno razloºeno,
kako potem za AΠ izra£unamo lastne vrednosti, lastne vektorje in posplo²eno lastno
vozli²£e.
Opomnimo, da je za vsako dobljeno posplo²eno lastno vozli²£e £asovni vektor
cikla η enoli£no dolo£en, medtem ko v ni, saj lahko vsako njegovo koordinato pove-
£amo za isto ²tevilo, pa ²e vedno pripada isti son£ni£ni matriki. Poleg tega algoritem
vsebuje varovalo, ki temelji na vrednosti v in zagotavlja, da se algoritem ne ponavlja
v neskon£nost. Preden si ogledamo algoritem, pripomnimo ²e, da Howardov algori-
tem pri£nemo z v kot enotskim vektorjem, torej v := u[e]. V algoritmu bomo s πΠ(j)
ozna£evali neposredne predhodnike vozli²£a j. Za jasno razumevanje algoritma si
oglejmo ²e naslednjo lemo, ki je povzetek razmisleka iz [7].
Lema 7.2. Naj bo A son£ni£na matrika. Potem je (u[λ], v) njeno posplo²eno lastno
vozli²£e, kjer λ predstavlja povpre£no uteº obhoda v G(A) ter je v dan rekurzivno s
predpisom
aiπ(i) − λ+ vπ(i) = vi
za ∀i ∈ n z vi0 = 0 za neko za£etno vozli²£e i0 v obhodu.
Sedaj pa si oglejmo prvi del Howardovega algoritma.
Algoritem 3 Dolo£itev vrednosti
1: Poi²£imo nek obhod ζ v grafu G(AΠ).
2: Izra£unajmo povpre£no uteº obhoda ζ in jo ozna£imo ηζ̄ .
3: Izberimo neko vozli²£e j v ζ in ozna£imo ηj := ηζ̄ . Potem nastavimo vj := vj. ▷
vj ohrani svojo vrednost.
4: Obi²£imo vsa vozli²£a grafa G(AΠ), ki so dosegljiva iz vozli²£a j. e pri tem
obi²£emo vozli²£e i, nastavimo ηi := ηζ̄ in izra£unamo vi po formuli vi = ai,πΠ(i)−
ηζ̄ + vπΠ(i).
5: e ostanejo vozli²£a v G(AΠ), ki niso dosegljiva iz vozli²£a j, ponovimo korake
od 1 do 4 za graf, ki ga sestavljajo ta vozli²£a in njim pridruºeni loki v G(AΠ).
S pomo£jo tretje to£ke v zgornjem algoritmu doseºemo monotonost posplo²e-
nega lastnega vozli²£a (η, v), s £imer potem lahko tudi dokaºemo samo konvergenco
celotnega algoritma.
Sedaj imamo pravilo Π in posplo²eno lastno vozli²£e (η, v) matrike AΠ. Preveriti
moramo, £e je (η, v) tudi posplo²eno lastno vozli²£e matrike A. e je, smo na²li
posplo²eno lastno vozli²£e, sicer Π ni pravilno pravilo za matriko A in ga je potrebno




Spomnimo, da i²£emo tak par vektorjev η, v ∈ Rn, da za A ∈ Rn×nmax in k ≥ 0 velja
A⊗ (v + k × η) = v + (k + 1)× η. (7.1)
Pokaºimo, da je ta ena£ba enakovredna dvema drugima ena£bama, ki sta neodvi-
sni od k. Naj bo A ∈ Rn×nmax regularna matrika. e η, v ∈ Rn zado²£ata ena£bi (7.1),
potem za ∀k ≥ 0 in i ∈ n velja
max
j∈n
{aij + vj + k × ηj} = vi + (k + 1)× ηi. (7.2)
Ker po deniciji velja aij ̸= ε le, £e je (j, i) ∈ D(A), lahko to napi²emo tudi kot
max
j∈D(A)i
{aij + vj + k × ηj} = vi + (k + 1)× ηi
∀k ≥ 0 in ∀i ∈ n, kjer je D(A)i = {j : (j, i) ∈ D(A)}. To lahko napi²emo tudi kot
max
(j,i)∈D(A)
{aij + vj + k × ηj} = vi + (k + 1)× ηi
∀k ≥ 0 in i ∈ n.








vi + (k + 1)× ηi
k
.
Vidimo, da so vse vrednosti v zgornji ena£bi kon£ne. Od tod sledi, da zanjo obstaja
limita, ko k → ∞, ki je za ∀i ∈ n enaka
max
(j,i)∈D(A)
ηj = ηi. (7.3)
Za dani vektor η, ki zado²£a zgornjim ena£bam, nato deniramo matriko Ā kot
[Ā]ij :=
{︃
[A]ij; (j, i) ∈ D(A) in ηi = ηj.
ε; sicer.
Zaradi regularnosti matrike Ā je tudi mnoºica povezav, ki pripadajo G(Ā), ne-
prazna in denirana kot
D(Ā) = {(j, i) ∈ D(A)|ηi = ηj}. (7.4)
Iz (7.3) in (7.4) za η torej velja{︃
ηi = ηj; ∀(j, i) ∈ D(Ā),
ηi > ηj; ∀(j, i) ∈ D(A)\D(Ā)
.
Potem sledi, da lahko za dovolj velik k izraz
max
(j,i)∈D(A)





{aij + vj + k × ηj} = vi + (k + 1)× ηi. (7.5)
To lahko vidimo, saj zaradi ηi > ηj ∀(j, i) ∈ D(A)\D(Ā) obstaja tako ²tevilo
K ≥ 0, da ∀k ≥ K in i ∈ n velja
max
(j,i)∈D(A)\D(Ā)
{aij + vj + k × ηj} ≤ vi + (k + 1)× ηi, (7.6)
saj leva stran neena£be nara²£a kve£jemu sorazmerno z ηj, medtem ko desna
sorazmerno z ηi.
Zaradi ηi = ηj ∀(j, i) ∈ D(Ā) iz (7.5) za ∀i ∈ n sledi
max
(j,i)∈D(Ā)
{aij + vj + ηj} = vi.
Od tod, skupaj z denicijo D(Ā) in (7.2) za ∀i ∈ n, sledi
max
(j,i)∈D(A)
ηj = ηi, (7.7)
max
(j,i)∈D(Ā)
{aij + vj − ηj} = vi. (7.8)
Obratno, za kon£na vektorja η in v, ki zado²£ata ena£bam (7.7) in (7.8) za ∀i ∈ n,
neposredno za k ≥ 0 in ∀i ∈ n sledi
vi + (k + 1)× ηi = max
(j,i)∈D(Ā)
{aij + vj − ηj}+ (k + 1)× ηi
= max
(j,i)∈D(Ā)
{aij + vj − ηj + (k + 1)× ηi}
= max
(j,i)∈D(Ā)
{aij + vj + k × ηj}
≤ max
(j,i)∈D(A)
{aij + vj + k × ηj}.
Iz (7.6) sledi, da mora biti, za dovolj velik k, v neenakosti (7.6) enakost. Od tod
sledi, da je naloga najti tak²na kon£na vektorja η in v, ki zado²£ata (7.7) in (7.8)
za ∀i ∈ n, ekvivalentna problemu najti tak²na kon£na vektorja η in v, ki zado²£ata
(7.1) za dovolj velik k.
Sedaj vemo, da lahko z ena£bama (7.7) in (7.8) preverimo, ali je re²itev omeje-
nega problema ustreznega pravila tudi re²itev prvotnega problema, sicer je potrebna
izbolj²ava pravila.
Kako se lotimo izbolj²ave? Za izhodi²£e vzamemo pravilo Π in taka njemu pri-
druºena vektorja η in v, da za ∀k ≥ 0 velja
AΠ ⊗ (v + k × η) = v + (k + 1)× η








{aij + vj − ηj} = vi.







{aij + vj − ηj} = vi.
e to ne velja, pomeni, da moramo pravilo Π zamenjati z bolj²im pravilom, kar pa
storimo z dvema korakoma, opisanima spodaj.
1. korak









e I1 ̸= ∅, potem za vsak i ∈ I1 dolo£imo mnoºice
D(A)1i =
{︃





e I1 ̸= ∅, potem trenutna η in Π ²e nista pravilna, zato je potrebno poiskati




(k, i); za nek (k, i) ∈ D(A)1i , £e i ∈ I1,
Πi; £e i ̸∈ I1.









i ∈ N (A)| vi < max
(j,i)∈D(Ā)
(aij + vj − ηj)
}︃
.
S tem preverimo, ali velja (7.8). e I2 ̸= ∅, potem za ∀i ∈ I2 dolo£imo mnoºice
D(A)2i =
{︃
(k, i) ∈ D(A)|aik + vk − ηk = max
(j,i)∈D(Ā)
(aij + vj − ηj)
}︃
.
To pomeni, da £e nismo na²li ustreznih vektorjev η in v, in posledi£no tudi pravila




(k, i) za nek (k, i) ∈ D(A)2i £e i ∈ I2,
Πi £e i ̸∈ I2.
34




e je I2 = ∅, pomeni, da smo na²li taka vektorja η in v, ki zado²£ata (7.8) za
∀i ∈ n, in zaklju£imo z algoritmom.
Ta dva koraka, ki predstavljata izbolj²avo pravila v Howardovem algoritmu, pred-
stavimo tako:









 e I1 = ∅, potem dani η zadosti (7.7) za ∀i ∈ n. Tedaj dolo£imo D(Ā) =
{(j, i) ∈ D(A)|ηi = ηj} in nadaljujemo z drugim korakom.
 e I1 ̸= ∅, potem za ∀i ∈ I1 dolo£imo mnoºice
D(A)1i =
{︃





Deniramo novo pravilo Π′ kot
Π′i :=
{︃
(k, i); za nek (k, i) ∈ D(A)1i £e i ∈ I1,




i ∈ N (A)| vi < max
(j,i)∈D(Ā)
(aij + vj − ηj)
}︃
.
 e je I2 = ∅, sta η in v taka, da zado²£ata (7.7) in (7.8) za ∀i ∈ n, zato se
algoritem ustavi.
 e I2 ̸= ∅, potem za i ∈ I2 dolo£imo mnoºice
D(A)2i =
{︃
(k, i) ∈ D(A)|aik + vk − ηk = max
(j,i)∈D(Ā)






(k, i); za nek (k, i) ∈ D(A)2i £e i ∈ I2,
Πi; £e i ̸∈ I2.
7.1.3 Celotni Howardov algoritem
Sedaj lahko, s pomo£jo algoritma za dolo£itev vrednosti in izbolj²avo pravila, napi-
²emo celoten Howardov algoritem.
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Algoritem 5 Howardov algoritem
Izberimo naklju£no pravilo Π(1) in nastavimo vΠ(0) = u[e]. Za k ≥ 1 izvedemo
naslednja koraka:
1: Izra£unamo posplo²eno lastno vozli²£e (ηΠ(k), vΠ(k)) za AΠ(k) z algoritmom 3 za
dolo£itev vrednosti, kjer je vΠ(k)j := v
Π(k−1)
j za izbrana vozli²£a j, po eno v
vsakem obhodu.
2: Preverimo, ali je (ηΠ(k), vΠ(k)) tudi posplo²eno lastno vozli²£e matrike A. e je,
algoritem ustavimo, sicer sestavimo novo pravilo Π(k + 1) z algoritmom 4 za
izbolj²anje pravila, nastavimo k := k + 1 in se vrnemo k prvemu koraku.
Howardov algoritem naj bi imel v najbolj²em primeru skoraj linearno £asovno
zahtevnost glede na ²tevilo kon£nih vrednosti v matriki A, medtem ko je zgornja
meja £asovne zahtevnosti polinomska glede na ²tevilo kon£nih vrednosti v matriki.
To ga uvr²£a med najbolj u£inkovite algoritme za izra£un posplo²enega lastnega
vozli²£a regularnih matrik.
8 Petrijeve mreºe
Za laºji pregled aplikacije max-plus algebre na ºelezni²ko omreºje si najprej poglejmo
osnove Petrijevih mreº. Leta 1962 jih je prvi£ v [14] uvedel nem²ki matematik Carl
Adam Petri. Kasneje so se razvile v matemati£ni modelirni jezik, ki se uporablja za
opis diskretnih sistemov.
8.1 Denicija Petrijevih mreº
V [7] so Petrijeve mreºe opisane kot poseben razred usmerjenih grafov, v kate-
rem lahko mnoºico vozli²£ N razdelimo na dve kon£ni, disjunktni si mnoºic:i P =
{p1, p2, . . . , pn}, n ≥ 0, imenovana tudi mnoºica pogojev, in Q = {q1, q2, . . . , qk}, k ≥
0, imenovana mnoºica akcij. Povezave v grafu Petrijeve mreºe so mnoºica D ⊂
(Q×P)∪ (P ×Q), torej ne obstajajo povezave znotraj mnoºice P ali Q. Zaradi teh
lastnosti ta graf imenujemo tudi dvodelni usmerjeni multigraf. Za povezavo (pi, qj)
pravimo, da je pi zgornji pogoj za qj in da je qj spodnja akcija za pi. Na analogen
na£in poimenujemo tudi vozli²£a v povezavah (qj, pi). V grafu pogoje predstavimo
s krogom, akcije pa z ravno £rto.
Z max-plus algebro je mogo£e modeliranje podrazreda Petrijevih mreº, imeno-
vanega graf dogodkov. Pravimo, da je pogoj izpolnjen, £e vsebuje ºeton, kar na
grafu ponazorimo s piko, vsebovano v krogu, ki predstavlja ta pogoj. Dogodek, ki
ga predstavlja akcija, je omogo£en le, £e vsi njegovi zgornji pogoji vsebujejo po vsaj
en ºeton. Ozna£itev oz. markiranje predstavlja vektor M = (m1,m2, . . . ,m|P|),
mi ∈ N, ki predstavlja razdelitev ºetonov po pogojih. Ko se ta dogodek zgodi, re-
£emo, da se je akcija sproºila. Tedaj iz vsakega zgornjega pogoja odstranimo po en
ºeton, hkrati pa po enega dodamo v vsak spodnji pogoj sproºene akcije. Pri tem
ni potrebno, da se ²tevilo odvzetih in dodanih ºetonov ujema. V primeru, ko mora
ºeton v pogoju prebiti dolo£eno £asovno obdobje, preden je omogo£ena spodnja ak-
cija, govorimo o £asovnih Petrijevih mreºah. e neka akcija nima zgornjega pogoja,
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ji pravimo izvorna akcija ali izvor, kar interpretiramo tako, da tam ºetone pridobimo
iz zunanjega sveta. e akcija nima spodnjega pogoja, ji pravimo ponorna akcija ali
ponor, kar interpretiramo tako, da ºetone oddamo v zunanji svet. e v mreºi ni
izvorov, je mreºa avtonomna, sicer je neavtonomna.
8.2 Primeri Petrijevih mreº
Primer 8.1. Enega najbolj enostavnih primerov Petrijevih mreº predstavimo z
naslednjimi mnoºicami:
 P = {p1, p2, p3},
 Q = {q1},
 D = {(p1, q1), (p2, q1), (q1, p3)},




Slika 3: Petrijeva mreºa 1 pred proºenjem
Vidimo, da sta pogoja p1 in p2 izpolnjena, zato se lahko proºi akcija q1. Takrat




Slika 4: Petrijeva mreºa 1 po proºenju
Ker se ne more ve£ proºiti nobena akcija, se tukaj ta Petrijeva mreºa zaklju£i.
Poglejmo si ²e en kompleksnej²i primer Petrijeve mreºe, ki se ne kon£a po enem
proºenju.
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Primer 8.2.  P = {p1, p2, p3, p4}
 Q = {q1, q2}
 D = {(p1, q1), (p2, q2), (p3, q2), (q1, p2), (q1, p3), (q1, p4), (q2, p1)}































Slika 8: Petrijeva mreºa 2 po tretjem
proºenju
Vidimo, da se v tem primeru proºita akciji q1 in q2 izmeni£no v nedogled, torej
se ta Petrijeva mreºa ne zaklju£i. Poleg tega se ob vsakem proºenjem akcije q1 v
pogoju p4 doda en ºeton. Ker nimamo izvora, tej mreºi pravimo avtonomna.
Dodajmo sedaj v primer 8.2 za namen ponazoritve ²e izvorno in ponorno akcijo
q3 in q4.
Primer 8.3. Imamo Petrijevo mreºo, denirano kot:
 P = {p1, p2, p3, p4}
 Q = {q1, q2, q3, q4}
 D = {(p1, q1), (p2, q2), (p3, q2), (p4, q4), (q1, p2), (q1, p3), (q1, p4), (q2, p1), (q3, p1)}
 M = (1, 2, 0, 0)











Slika 9: Raz²irjena Petrijeva mreºa 2 pred proºenjem



















Slika 11: Raz²irjena Petrijeva mreºa 2 po
drugem proºenju
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Vidimo, da je po dveh proºenjih mnoºica M, po zaslugi dodanih akcij q3 in q4,
enaka kot po prvem proºenju. Sledi, da je po vseh nadaljnjih proºenjih mnoºica
M enaka M = (1, 3, 1, 1). To bi seveda lahko ²e dodatno nadgradili z dodatnimi
akcijami ali pogoji, lahko pa bi graf spremenili tudi v £asovno Petrijevo mreºo tako,
da bi dodali pogoj, da mora ºeton v pogoju (npr p3) prebiti neko £asovno obdobje.
9 Uporaba max-plus modela na nizozemskem ºele-
zni²kem omreºju
Zdaj si bomo ogledali, kako so na Nizozemskem s pomo£jo max-plus algebre uspe²no
sestavili operativni vozni red. Glavni problem pri njegovi sestavi je minimizacija po-
trebnega ²tevila vlakov in uskladitev odhodov s postaj ob zahtevani pogostosti linij.
Na sliki 13 je prikazan zemljevid nizozemskih ºeleznic za leto 2020, slika 12 pa pri-
kazuje slovensko ºelezni²ko omreºje. Za primerjavo: Slovenija ima 1200 kilometrov
ºelezni²kih prog, od tega je 330 kilometrov dvotirnih, medtem ko ima Nizozemska,
s povr²ino pribliºno dvakratnika Slovenije, dobrih 3200 kilometrov ºelezni²kih prog,
od katerih jih je skoraj 2000 kilometrov dvotirnih. e same ²tevilke razkrivajo raz-
liko v razvitosti ºelezni²ke infrastrukture med drºavama, torej bi se na tem podro£ju
v Sloveniji lahko marsikaj nau£ili od te zahodnoevropske drºave.
Slika 12: Zemljevid slovenskega ºelezni²kega omreºja (vir: [15])
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Slika 13: Zemljevid nizozemskega ºelezni²kega omreºja (vir: [13])
9.1 Ponazoritev na poenostavljenem nizozemskem omreºju
Ker bi za analizo omreºja na sliki 13 potrebovali na stotine spremenljivk, si bomo
ogledali poenostavljen primer iz [7] na ºelezni²kem omreºju na sliki 14.
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Slika 14: Shema poenostavljenega nizozemskega ºelezni²kega omreºja (vir: [7])
Na tej sliki vozli²£a predstavljajo ºelezni²ke postaje v nizozemskih mestih Am-
sterdam (Asd), Amersfoort (Amf), Zwolle (Zl), Groningen (Gr), Deventer (Dv),
Enschede (Es), Utrecht (Ut), Arnhem (Ah), Nijmegen (Nm) in Hertogenbosch (Ht).
tevilke linij, katerim pripadajo posamezni odseki, so zapisane poleg posameznih
lokov. Tako vidimo, da je ta shema sestavljena iz 4 razli£nih linij: prva te£e od
Amsterdama do Groningena, druga povezuje mesto Zwolle s Hertogenboschem, li-
nija z oznako tri vodi od Utrechta do mesta Enschede, zadnja, £etrta, pa ima kon£ni
postajali²£i v mestih Utrecht in Nijmegen. Algoritem, ki bo opisan v nadaljeva-
nju, za vhodne podatke vzame podatke o linijah, ki so predstavljeni v tabeli 1, in
sinhronizacijske podatke, ki so zapisani v tabeli 2, ter vrne £asovni graf dogodkov.
Tabela 1 je sestavljena iz vrstic, ki predstavljajo posamezen odsek proge. V nje-
nih stolpcih so podatki o:
1. zaporedni ²tevilki vrstice,
2. ²tevilki linije,
3. ²tevilki odseka linije,
4. za£etni postaji odseka,
5. kon£ni postaji odseka,
6. potovalnem £asu odseka,
7. dolºini £asa, ko vlak £aka na kon£ni postaji odseka, in
8. o £asu odhoda z za£etne postaje odseka, izraºenem v minutah £ez polno uro.
Vsi £asi so v minutah, poleg tega pa so dodani tudi varnostni £asi, ki v primeru
manj²ih zamud poskrbijo, da z vlak z naslednje postaje odpelje to£no.
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# Linija Odsek Za£etna Kon£na Voºnja akanje Odhod
1 1 01 Asd Amf 32 2 34
2 1 02 Amf Zl 36 2 10
3 1 03 Zl Gr 65 5 49
4 1 51 Gr Zl 66 2 38
5 1 52 Zl Amf 36 2 48
6 1 53 Amf Asd 31 5 28
7 2 01 Zl Dv 19 2 23
8 2 02 Dv Ah 35 2 44
9 2 03 Ah Nm 15 2 21
10 2 04 Nm Ht 29 5 38
11 2 51 Ht Nm 28 2 26
12 2 52 Nm Ah 14 2 56
13 2 53 Ah Dv 35 2 12
14 2 54 Dv Zl 20 5 49
15 3 01 Ut Amf 14 2 52
16 3 02 Amf Dv 37 2 10
17 3 03 Dv Es 43 5 49
18 3 51 Es Dv 43 2 58
19 3 52 Dv Amf 40 2 44
20 3 53 Amf Ut 15 5 27
21 4 01 Ut Ah 34 2 20
22 4 02 Ah Nm 12 5 59
23 4 51 Nm Ah 13 2 21
24 4 52 Ah Ut 34 5 39
Tabela 1: Podatki linij (vir: [7])
Poglejmo si primer iz prve vrstice. Vlak iz Amsterdama proti Amersfoortu vozi
po odseku 01 linije 1 in ima odhod 34 minut £ez polno uro. Za pot potrebuje 32
minut, torej prispe na postajo v Amersfoortu predvidoma 6 minut £ez polno uro.
Za vstop in izstop potnikov ima namenjeni 2 minuti, torej bi lahko imel odhod
proti naslednji postaji ºe 8 minut £ez polno uro, vendar je iz druge vrstice tabele 1
razvidno, da je to predvideno ²ele 2 minuti kasneje, torej ima na tej postaji varnostni
£as 2 minuti.
Poleg tega imamo tudi tabelo 2 s sinhronizacijskimi podatki, ki vsebuje omejitve
pri usklajevanju dveh linij, v kateri nam vsak stolpec pove:
1. zaporedno ²tevilko vrstice,
2. linijo prihajajo£ega vlaka,
3. odsek prihajajo£ega vlaka,
4. linijo odhajajo£ega vlaka,
5. odsek odhajajo£ega vlaka in
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6. najkraj²i £as, potreben za prestop s prihajajo£ega vlaka na ustrezen odhajajo£i
vlak.
Prihod Odhod
# Linija Odsek Linija Odsek Prestop
1 1 01 3 02 2
2 1 52 3 53 2
3 2 01 3 03 2
4 3 01 1 02 2
5 3 51 2 54 2
6 3 51 2 02 2
7 3 52 1 53 2
Tabela 2: Sinhronizacijski podatki (vir: [7])
Za laºje razumevanje si tudi tokrat oglejmo primer iz prve vrstice tabele. Vlak
na odseku 01 linije 1 ima prestop na vlak, ki pelje po odseku 02 linije 3. Za prestop
potnikov na postaji ima predviden £as 2 minuti. Skupaj s tabelo 1 ugotovimo, da
sta to odseka AmsterdamAmersfoort in AmersfoortDeveter ter da je za to pot
predviden odhod 34 minut £ez polno uro iz Amsterdama in prihod v Deveter 47
minut £ez naslednjo polno uro, kar pomeni, da voºnja med temi dvemi mesti traja
predvidoma 73 minut.
9.2 Sestava £asovnega grafa dogodkov
V [7] je opisan algoritem, ki iz tabel 1 in 2 sestavi £asovni graf dogodkov. Sestavljen
je iz dveh delov: iz algoritma, ki sestavi dvodelen usmerjeni graf, ter iz dolo£itve
ozna£itve M0, torej za£etne postavitve vlakov.
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Algoritem 6 Sestava dvodelnega usmerjenega grafa
Vhodni podatki: Tabela linij in sinhronizacijska tabela
Izhodni podatki: asovni dvostranski usmerjeni graf
1: Inicializacija: O²tevil£imo vrstice v tabeli linijskih podatkov od 1 do n. Na-
stavimo i := 1.
2: Nova linija: Za vrstico i v linijskih podatkih dodamo akcijo qi in nastavimo
s := i (prvi odsek nove linije).
3: Naslednji odsek linije: e obstaja vrstica i + 1 in pripada isti liniji, potem
dodamo akcijo qi+1, pogoj pi+1,i ter loka (qi, pi+1,i) in (pi+1,i, qi+1). Deniramo
£as zadrºevanja pri pogoju pi+1,i kot vsoto £asa voºnje in £akanja vrstice i.
Nastavimo i := i+ 1 in ponovimo tretji korak.
4: Kon£na postaja linije: Vrstica i predstavlja zadnji odsek linije. Dodamo
pogoj psi ter loka (qi, psi) in (psi, qs). Deniramo £as zadrºevanja τsi pogoja psi
kot vsoto £asa voºnje in £akanja vrstice i. e i+ 1 ≤ n, nastavimo i := i+ 1 in
gremo na 2. korak, sicer nadaljujemo s 5. korakom.
5: O²tevil£enje sinhronizacijske tabele: O²tevil£imo vrstice v sinhronizacijski
tabeli od 1 do m. Nastavimo k := 1.
6: Sinhronizacija: Za prvi in drugi odsek v vrstici k sinhronizacijske tabele po-
i²£emo ustrezni vrstici v tabeli z linijskimi podatki. Predpostavimo, da sta to
vrstici i in j. Dodamo pogoj pji ter loka (qi, pji) in (pji, qj). Deniramo £as
zadrºevanja pji kot vsoto £asa voºnje vrstice i v linijski tabeli in £asa za prestop
vrstice k v sinhronizacijski tabeli. e k < m, nastavimo k := k+1 in ponovimo
6. korak, sicer zaklju£imo algoritem.
S tem algoritmom smo dobili graf. Sedaj je treba dolo£iti ²e za£etno ozna£itev.
Naj bo di ∈ {0, 1, 2, . . . , T − 1} na£rtovani £as odhoda, ki ustreza akciji qi, dani v
tabeli linij v vrstici i. tevilo T tu predstavlja £as cikla oz. periodo voznega reda, ki
je v na²em primeru T = 60 minut, torej ena ura. Za dolo£itev markiranja si bomo
pomagali z naslednjim izrekom.
Izrek 9.1. Naj bo (P ,Q,D, T ) £asovni dvostranski graf, dobljen z algoritmom 6.
Naj bodo d ∈ {0, 1, 2, . . . , T − 1}|Q| predvideni £asi odhodov, ki ustrezajo akcijam qi.
Za£etno ozna£itev, pri kateri z mji ozna£imo ²tevilo ºetonov, ki se nahajajo v pogoju
pji z zgornjo akcijo qi ∈ Q in spodnjo akcijo qj ∈ Q, dolo£imo kot
mji =
⌈︃




Dokaz. Za£etna ozna£itev je dolo£ena tako, da se lahko £asovni graf dogodkov izvaja
s periodo T in proºilnimi £asi di (mod T ). Recimo, da imamo par akcij qi in qj,
ki sta povezani z vmesnim pogojem pji. Predpostavimo, da se qi proºi ob £asu
di ∈ {0, . . . , T − 1}. Tisti trenutek je v pji dodan ºeton, ki bo na voljo ob £asu
dj + k× T , k ∈ N, torej mora biti v pji ºeton na voljo ob teh £asih. eton, proºen z
akcijo qi, je na voljo ²ele po ²tevilu ciklov, dolo£enih z
mji = min {k ∈ N|dj + k × T ≥ di + τji} = min{k ∈ N|k ≥




Zadnji izraz se ujema s formulo v izreku. Od tod sledi, da mora ob za£etnem
markiranju pogoj pji vsebovati vsaj toliko ºetonov, da se bodo lahko akcije proºile
ob predvidenih £asih.
Sedaj lahko z algoritmom 6 nari²emo Petrijevo mreºo in z izrekom 9.1 dolo£imo
njeno markiranje. Vendar pa so ti gra lahko zelo obseºni in vsebujejo podatke, ki jih
lahko zdruºimo ter tako poenostavimo graf. V ta namen lahko uporabimo algoritem,
ki zmanj²a ²tevilo elementov v grafu, ki ga sestavimo z algoritmom 6 in izrekom 9.1.
Ko to uporabimo na poenostavljenem nizozemskem ºelezni²kem omreºju, dobimo
graf na sliki 15.
Slika 15: Petrijeva mreºa za poenostavljeno nizozemsko ºelezni²ko omreºje po
aplikaciji algoritma 6 in izreka 9.1 (vir: [7]).
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Algoritem 7 Poenostavitev grafa
Vhodni podatki: asovni dvostranski usmerjeni graf
Izhodni podatki: Poenostavljeni £asovni dvostranski usmerjeni graf
1: e ima neka akcija qj le en zgornji pogoj pji in en spodnji pogoj pkj ̸= pji, potem
odstranimo akcijo qj ter pogoja pji in pkj nadomestimo s pogojem p′ki, kjer £as
zadrºevanja in za£etno markiranje dolo£imo kot
τ ′ki = τkj + τji in
m′ki = mkj +mji.
Graf nadomestimo s poenostavljenim. e lahko, ponovimo 1. korak, sicer na-
daljujemo z 2. korakom.
2: Vsako akcijo qj, ki ima natanko en spodnji pogoj pkj, ki ni hkrati zgornji pogoj
za qj in ima ve£ zgornjih pogojev, storimo naslednje:
 Za vsak zgornji pogoj pji akcije qj z izhodno akcijo qj in vhodno akcijo
qi ̸= qj odstranimo pji in dodamo pogoj p′ki z vhodno akcijo qi in izhodno
qk z
τ ′ki = τkj + τji in
m′ki = mkj +mji.
 Odstranimo akcijo qj in pogoj pjk. Nadomestimo graf s poenostavljenim.
e lahko, ponovimo 2. korak, sicer zaklju£imo z algoritmom.
Ko algoritem 7 uporabimo na grafu na sliki 15, dobimo poenostavljen graf, pred-
stavljen na sliki 16.
Slika 16: Graf na sliki 15 po aplikaciji algoritma 7 (vir: [7]).
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10 Aplikacija algoritmov na poenostavljenem slo-
venskem ºelezni²kem omreºju
Sedaj si bomo ogledali, kako bi ti algoritmi delovali na poenostavljenem sloven-
skem ºelezni²kem omreºju. V ta namen sem zaprosil podjetje Slovenske ºeleznice
za podatke o ºelezni²kih linijah. Datoteka je priloºena med gradivi, z imenom VR
2019-20-6.11 _1.xlsx. Ker so bili podatki v druga£ni obliki od zaºelene, jih je bilo
treba prilagoditi na²im potrebam. Odlo£il sem se, da uporabim ºelezni²ke postaje
Diva£a, Dobova, Jesenice,Kamnik Graben,Koper, Ljubljana,Maribor,Metlika,
Murska Sobota, Pragersko, Sevnica, Seºana, Trebnje in Zidani Most. Ker je bilo
veliko razli£nih potovalnih £asov, je bilo najprej treba izra£unati povpre£en poto-
valni £as med dvema postajama. Kjer tega ni bilo mogo£e dolo£iti neposredno iz
podatkov, sem si pomagal s £asi na odsekih med bliºnjim postajami ter potem to
zaokroºil navzgor do minute natan£no. Tako sem dobil povpre£ni £as med odho-
doma vlaka z zaporednih postaj. Ker niso vsi odseki dvotirni, predpostavimo, da je
£as, potreben za to, da se sprosti naslednji odsek proge, ºe v²tet v dani potovalni
£as. Potem od tega £asa, po vzoru primera iz knjige [7], od²tejemo ²e 2 minuti za
£akanje vlaka na postaji ob menjavi potnikov in ²e 2 minuti varnostnega £asa za pri-
mer nepredvidenih zamud. Potem je bilo za sestavo tabele linijskih podatkov treba
²e izra£unati odhod s postaje v minutah £ez polno uro. eprav to ni optimalno,
bomo za potrebe na²ega prikaza predpostavili, da odhajajo vlaki z za£etne postaje
















Potem ko sem izra£unal odhode z za£etnih postaj, sem sestavil tabelo linij. Njeno
kon£no obliko vidimo na tabeli 3. Njej pripadajo£a sinhronizacijska tabela je pred-
stavljena v tabeli 5. Matrika, ki predstavlja potovalne £ase med postajami, je pred-
stavljena v tabeli 4.
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# Linija Odsek Za£etna Kon£na Voºnja akanje Odhod
1 1 1 Jesenice Seºana 195 2 17
2 1 2 Seºana Diva£a 6 2 36
3 1 51 Diva£a Seºana 6 2 31
4 1 52 Seºana Jesenice 184 2 41
5 2 1 Ljubljana Diva£a 94 2 45
6 2 2 Diva£a Koper 43 2 23
7 2 51 Koper Diva£a 45 2 19
8 2 52 Diva£a Ljubljana 94 2 8
9 3 1 Ljubljana Trebnje 70 2 26
10 3 2 Trebnje Metlika 86 2 40
11 3 51 Metlika Trebnje 83 2 9
12 3 52 Trebnje Ljubljana 72 2 36
13 4 1 Ljubljana Zidani Most 58 2 51
14 4 2 Zidani Most Sevnica 16 2 53
15 4 3 Sevnica Dobova 31 2 13
16 4 51 Dobova Sevnica 31 2 10
17 4 52 Sevnica Zidani Most 18 2 45
18 4 53 Zidani Most Ljubljana 54 2 7
19 5 1 Trebnje Sevnica 36 2 34
20 5 51 Sevnica Trebnje 36 2 46
21 6 1 Ljubljana Kamnik Graben 41 2 15
22 6 51 Kamnik Graben Ljubljana 41 2 17
23 7 1 Ljubljana Jesenice 69 2 40
24 7 51 Jesenice Ljubljana 70 2 28
25 8 1 Ljubljana Zidani Most 58 2 52
26 8 2 Zidani Most Pragersko 57 2 54
27 8 3 Pragersko Maribor 15 2 55
28 8 51 Maribor Pragersko 14 2 7
29 8 52 Pragersko Zidani Most 58 2 25
30 8 53 Zidani Most Ljubljana 54 2 27
31 9 1 Maribor Pragersko 14 2 10
32 9 2 Pragersko Murska Sobota 86 2 28
33 9 51 Murska Sobota Pragersko 81 2 29
34 9 52 Pragersko Maribor 15 2 54




































































Jesenice −inf 184.00 −inf −inf 69.00 −inf −inf −inf −inf −inf −inf −inf −inf −inf
Seºana 195.00 −inf 6.00 −inf −inf −inf −inf −inf −inf −inf −inf −inf −inf −inf
Diva£a −inf 6.00 −inf 45.00 94.00 −inf −inf −inf −inf −inf −inf −inf −inf −inf
Koper −inf −inf 43.00 −inf −inf −inf −inf −inf −inf −inf −inf −inf −inf −inf
Ljubljana 70.00 −inf 94.00 −inf −inf 41.00 72.00 −inf 54.00 −inf −inf −inf −inf −inf
Kamnik Graben −inf −inf −inf −inf 41.00 −inf −inf −inf −inf −inf −inf −inf −inf −inf
Trebnje −inf −inf −inf −inf 70.00 −inf −inf 83.00 −inf 36.00 −inf −inf −inf −inf
Metlika −inf −inf −inf −inf −inf −inf 86.00 −inf −inf −inf −inf −inf −inf −inf
Zidani Most −inf −inf −inf −inf 58.00 −inf −inf −inf −inf 18.00 −inf 58.00 −inf −inf
Sevnica −inf −inf −inf −inf −inf −inf 36.00 −inf 16.00 −inf 31.00 −inf −inf −inf
Dobova −inf −inf −inf −inf −inf −inf −inf −inf −inf 31.00 −inf −inf −inf −inf
Pragersko −inf −inf −inf −inf −inf −inf −inf −inf 57.00 −inf −inf −inf 14.00 81.00
Maribor −inf −inf −inf −inf −inf −inf −inf −inf −inf −inf −inf 15.00 −inf −inf
Murska Sobota −inf −inf −inf −inf −inf −inf −inf −inf −inf −inf −inf 86.00 −inf −inf
Tabela 4: Matrika potovalnih £asov po slovenskih ºelezni²kih odsekih
Prihod Odhod
# Linija Odsek Linija Odsek Prestop
1 1 2 2 2 2
2 1 2 2 52 2
3 2 51 1 51 2
4 2 1 1 51 2
5 1 52 7 51 2
6 7 1 1 1 2
7 7 51 2 1 2
8 7 51 3 1 2
9 7 51 4 1 2
10 7 51 6 1 2
11 7 51 8 1 2
12 2 52 3 1 2
13 2 52 4 1 2
14 2 52 6 1 2
15 2 52 7 1 2
16 2 52 8 1 2
17 3 52 2 1 2
18 3 52 4 1 2
19 3 52 6 1 2
20 3 52 7 1 2
21 3 52 8 1 2
22 4 53 2 1 2
23 4 53 6 1 2
24 4 53 7 1 2
25 4 53 3 1 2
26 6 51 2 1 2
27 6 51 3 1 2
28 6 51 4 1 2
29 6 51 7 1 2
30 6 51 8 1 2
31 8 53 2 1 2
32 8 53 6 1 2
33 8 53 7 1 2
34 8 53 3 1 2
35 3 1 5 1 2
36 3 51 5 1 2
37 5 51 3 2 2
38 5 51 3 52 2
39 4 2 5 51 2
40 4 51 5 51 2
41 5 1 4 3 2
42 5 1 4 52 2
43 4 1 8 2 2
44 4 52 8 2 2
45 8 1 4 2 2
46 8 52 4 2 2
47 8 2 9 2 2
48 9 51 8 52 2
Tabela 5: Sinhronizacijski podatki za Slovenijo
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Ker je matrika na tabeli 4 ireducibilna, lahko njeno lastno vrednost izra£unamo
s Karpovim algoritmom. Ker je matrika prevelika, da bi algoritem 1 izvedli ro£no,
to storimo z ra£unalnikom, ki nam vrne vrednost λ = 189.5. e za izra£un lastne
vrednosti matrike tega poenostavljenega primera s 14 postajami potrebujemo veliko
£asa in zmogljiv ra£unalnik. Lahko si predstavljamo, da bi bilo ra£unanje lastne vre-
dnosti matrike z vsemi ºelezni²kimi postajami precej zamuden proces. Sedaj lahko
iz tabele 3 in tabele 5 sestavimo Petrijevo mreºo po algoritmu 6 in mu dolo£imo
markiranje po izreku 9.1. Zaradi obseºnosti grafa ni smiselno predstaviti grafa v
vizualni obliki, zato si oglejmo le nekaj njegovih zanimivih lastnosti. Rezultat je
mreºa, ki vsebuje 82 pogojev, 164 lokov in 34 akcij. Za izpolnitev dolo£enega za£e-
tnega markiranja bi potrebovali 106 vlakov. Najmanj²e za£etno markiranje je 0 pri
pogojih p20,16, p17,16, p29,28, p32,31 in p4,3. Najve£je za£etno markiranje je 4 pri pogo-
jih p24,4 in p1,4. Vidimo, da je najve£je markiranje na pogojih pred dalj²imi odseki in
najmanj²e markiranje na pogojih pred kraj²imi odseki oziroma tam, kjer so odhodi
in prestopi bolj usklajeni. V priloºeni datoteki z imenom slovenske_zeleznice.py si
lahko ogledamo celotno sestavo te Petrijeve mreºe, ki je shranjena v spremenljivki
z imenom mreza. Mnoºice pogojev, lokov in akcij so zapisane v spremenljivkah
mreza.places, mreza.arcs in mreza.transitions.
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11 Zaklju£ek
Kot je prikazano, je na dolo£enih podro£jih uporaba max-plus algebre dobra in celo
prakti£na, kljub temu da na prvi pogled deluje druga£e. Z njeno uporabo dobimo
moºnost re²evanja povsem druga£nih problemov od tistih, kakr²nih smo vajeni.
Model, ki je upo²teval celotno nizozemsko ºelezni²ko omreºje, sestavljeno iz 19
linij in 70 postaj, je dolo£il markiranje s skupno 137 ºetoni in ima £as cikla kraj²i
od 1 ure, kar je precej bolj²i rezultat, kakr²nega nam vrne na²a analiza slovenskega
ºelezni²kega sistema. Vidimo, da ima matrika slovenskega ºelezni²kega omreºja
precej visoko lastno vrednost λ = 189, 5, kar predstavlja 189.5 minut. Kljub temu
da rezultati zaradi zaokroºevanja in razli£nih predpostav odstopajo od tistih, ki bi
jih dobili ob analizi podatkov, uporabljenih na nizozemskem primeru, je to velika
perioda. To pomeni, da en cikel traja ve£ kot tri ure, kar odraºa tudi razli£no
razvitost prometne infrastrukture v razli£nih delih drºave.
Izkaºe se, da je najslab²a povezava na relaciji JeseniceSeºana, saj zaradi dolgih
potovalnih £asov markiranje pokaºe, da bi bilo treba na nekaterih postajah za£eti
tudi z do 4 vlaki, da bi lahko zagotovili nemotene in periodi£ne odhode s postaj.
Druga£no sliko dobimo v sredi²£u in na vzhodu drºave, saj so tam bolj²e povezave
in je zaradi gostote omreºja pogosto dovolj, da za£nemo proces z zgolj enim vlakom
na postaji. Tu velja seveda tudi upo²tevati, da je relief na zahodu drºave manj
naklonjen ºelezni²kemu prometu kakor relief v sredi²£u in na vzhodu.
Na na²em konkretnem primeru voznega reda nismo izvedli Howardovega algo-
ritma. eprav bi z njim dobili nekoliko izbolj²an vozni red, bi bil zaradi visoke
lastne vrednosti ta ²e vedno precej neu£inkovit.
Ker sta odseka, katerima markiranje dolo£i 4 ºetone, JeseniceSeºana in Seºana
Jesenice, bi bilo morda smiselno te 4 vlake za za£etno markiranje razporediti na
manj²e postaje vzdolº te proge in tako zmanj²ati £as do prvega cikla. Kot drugo
moºnost bi lahko ponovili izra£un brez linije JeseniceDiva£a. Tako bi dobili manj²i
λ. Nato bi v dobljeni model vklju£ili doti£no linijo tako, da bi njene odhode s postaj
prilagodili dobljenim rezultatom. Tretja moºnost pa je, da bi v na² model vklju£ili
nekaj manj²ih postaj na tisti relaciji, sestavili novo tabelo linij in sinhronizacijsko
tabelo ter ponovili celoten postopek, kar bi ²e dodatno zapletlo analizo. Tako bi
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