In this paper we formulate a particular statistical model validation problem in which we wish to determine the probability that a certain hypothesized parametric uncertainty model is consistent with a given input-output data record. Using a Bayesian approach and ideas from the eld of hypothesis testing, we show that in many cases of interest this problem reduces to computing relative weighted volumes of convex sets in R N (where N is the number of uncertain parameters). We also present and discuss a randomized algorithm based on gas kinetics, as well as the existing Hit-and-Run family of algorithms, for probable approximate computation of these volumes.
Introduction
Motivated by the desire to produce identi ed models that are compatible with modern robust control design methodologies, many researchers have recently been working in the area of control-oriented system identi cation (see for example 5, 6, 7, 11, 12, 16, 17, 19, 23, 24, 25, 27, 28] and the references cited therein).
One segment of this area of research is the model validation problem. Here, one is interested in determining whether or not a given a priori uncertainty model (describing such factors as unmodelled dynamics and noise) is consistent with an available experimental input-output data record. If the model is consistent with the data, it is said to be not invalidated. Otherwise, it is said to be invalidated.
Model validation problems have been previously addressed in several studies. Ljung 15] discusses model validation in the traditional identi cation setting. This generally involves correlation analysis of residuals obtained from a nominal model. Approaches for the related problem of model order selection (using the Akaike information criterion, for example) also are well-known.
These classical methods of model validation have proven to be e ective for evaluating nominal models. However, they do not lend themselves easily to the validation of uncertainty models (i.e., sets 20 ] address a closely related problem in time-domain: \Given an uncertainty model (i.e., a set of models) and experimental input-output data, does there exist a particular model within this uncertainty model set] that is consistent with the data record?" Note that a model can only be invalidated by experimental input-output data. Indeed, the results of Popper's 21] analysis of scienti c theories would imply that one can never de nitively conclude that a given model is valid or that it correctly describes the physical system in question. Consequently, uncertainty models used for control design tend to be conservative and are rarely invalidated by experimental data. This conservatism may at times render impossible the e ective design of adequately robust controllers.
Formulating a model validation problem, then, from a probabilistic point of view (focusing on the probability that an uncertainty model is correct) gives the freedom to design controllers for more re ned uncertainty models that can be \very probably" validated by experimental input-output data. These considerations lead to the following statistical model validation problem formulation: \Given experimental time-domain input-output data, certain a priori information about the true plant, and a hypothesized uncertainty model, determine the validation probability that the uncertainty model is consistent with both the prior information and the data record."
We consider here the statistical model validation problem for parametric uncertainty models. For the general case of nonparametric models, the situation is signi cantly more complicated; there arises the question of whether or not we should even attempt to statistically validate such models. These and other issues are treated in 13] and 14].
In this paper, we show (using a Bayesian approach) that in many cases of interest the statistical model validation problem reduces to computation of relative volumes of convex sets in R N (N being the number of uncertain parameters) weighted by an appropriately conditioned noise probability density function. Unfortunately, exact or even approximate volume computation of convex sets in R N is known to be #P-complete (see 2, 4] ). We therefore examine algorithms for probable approximate computation of these volumes. In particular, we present and analyze a randomized algorithm based on gas kinetics as well as the existing Hit-and-Run algorithm.
By applying ideas from hypothesis testing, the statistical model validation problem can be phrased as a statistical decision problem that reduces to likelihood ratio testing. We will not present the speci cs of these results here; the interested reader may consult 13] and 14] for more detailed discussions of the connection between statistical model validation and hypothesis testing.
The remainder of this paper is organized as follows. In Section 2 we establish notation. Following this, in Section 3 we formulate the statistical model validation problem and o er some analytical examples. We discuss general methods of volume computation and develop an algorithm for probable approximate volume computation in Sections 4 and 5. Section 6 contains two examples (one simulated, one experimental) of statistical model validation, and Section 7 summarizes our results.
Preliminaries
Let Z and Z + denote the integers and nonnegative integers, respectively. Let S denote the set of one-sided sequences of real numbers, and let`1 S and`1 S respectively denote Banach spaces of bounded and absolutely summable one-sided sequences of real numbers equipped with the usual norms k k 1 and k k 1 .
Let L : S ! S denote the L-step truncation operator with action L ((u 0 ; u 1 ; : : :)) = (u 0 ; u 1 ; ; u L?1 ; 0; 0; ) The range of L may be regarded at times as R L via the natural embedding, so for a xed integer L and given sequence u 2`1 we will usually represent L u 2 L`1 as a vector u 2 R L for ease of notation.
Let G be a causal, stable, single-input single-output, linear time-invariant discrete-time system. As is standard, we regard G as a bounded convolution operator G :`1 !`1 represented by its impulse response g 2`1 and denote its action on an input sequence u by Gu = g u. Let vol w A denote the volume of the set A R N weighted by the function w : R N ! R, i.e.,
If w = 1 everywhere, we omit the subscript and let vol A denote the unweighted volume. Let B A denote the family of Borel-measurable subsets of A. Given x 2 R N , let x+dx denote the set fz 2 R N : z < x < z+dzg. If P is the transition probability operator of an in nite Markov chain on A R N , let Pr m fx ! Bg denote the probability, given x 2 A and B 2 B A , that P sends x into B in m iterations. If m = 1, then omit the subscript and let Prfx ! Bg denote the desired probability. If the random variable x has probability density function p, write x p. If x is Gaussian with mean m and variance 2 
Problem Formulation
In this section we formulate the general parametric statistical model validation problem and provide some examples to illustrate the formulation.
Problem Setup
Consider the problem of validating uncertainty models for a linear time-invariant, causal, stable, single-input single-output discrete-time plant G. As is standard in identi cation literature such as 15] , assume that the identi ed plant is relaxed prior to the application of any inputs (i.e., its initial conditions are zero). Fig. 1 depicts the situation considered here. Remark 3.1 Our approach immediately generalizes to multi-input multi-output systems and to noise models of the form y = Gu + Hn. For the sake of clarity, however, we will limit our discussion in this paper to single-input single-output systems and additive measurement noise.
We assume a priori that the \true" impulse response g = (g 0 ; g 1 ; : : :) of G lies in some convexly parameterized plant set F `1. More precisely, g is assumed to lie in the set F = fg( ) : 2 F R N g `1 (3. 2) where F is convex. We also assume that (3.2) is an identi able parameterization, i.e., g( 1 ) = g( 2 ) =) 1 = 2 Let denote the \true" parameters corresponding to g , i.e., g = g( ); 2 F We treat as a xed but unknown vector and model this uncertainty by regarding as a particular outcome of a random vector . We incorporate any additional a priori knowledge about the plant by specifying a probability density function p ( ) on the parameter set F (a Bayesian idea). In the absence of such information, we may consider to be uniformly distributed on F .
We also assume that the noise n = (n 0 ; n 1 ; : : :) is drawn from the set of admissible noises or noise set N S and that for a given L the random vector n = L n has known joint density p n (n). We reasonably assume that the parameters and noise process n are statistically independent.
Remark 3.3 By stating that represents the \true" parameters and 2 F , we mean the following: given a noisy input-output record (u k ; y k ) L?1 0 produced by the plant, some parameter vector 2 F is capable of generating that input-output data in a manner consistent with the noise model;
in fact, all parameters su ciently close to also satisfy this condition. In other words, the plant set is rich enough to explain \su ciently well" the nite input-output records produced by the plant. Note that need not represent the actual dynamics of the physical plant.
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We regard the plant set F as an initial conservative description of the plant. This model set may, for instance, have arisen from further identi cation of the plant.
Remark 3.5 Note that the same parameterization and imposed model structure are used for both the plant set F and the hypothesized model set G. The di erence between the two sets is one of parametric uncertainty. We assume that the model structure and order have been predetermined using existing identi cation or validation methods, as the Bayesian framework used here does not allow for such issues.
Our objective is to test this hypothesis. In particular, we are given a posteriori data acquired from The admissible inputs that we may apply are drawn from the input set U = fu 2`1 : kuk 1 1; u 0 6 = 0g
arising from a reasonable restriction of applying only bounded inputs to the physical system. Without loss of generality, we can take the bound to be one and assume that u 0 6 = 0. The output y, which is a function of the noise n and the parameters , is regarded as a random sequence. In this case, for a xed input u, the random vectors and n induce joint densities for ( ; y) 2 R L+N and y 2 R N . Since and n are independent, these are given by p y ( ; y) = p ( ) p n (y ? g( ) u) We now introduce some key de nitions.
De nition 3.8 The a posteriori validation probability (or simply validation probability) P L (u; y) is the probability that the hypothesis is true, given both the prior information and the input-output data up to time L. More precisely, P L (u; y) = Prf 2 G j 2 F ; L u = u; L y = yg Note that if a data record (u; y) is given, then P L (u; y) is a number. For a priori analysis, on the other hand, y is a random sequence, hence P L (u; y) is a random variable.
We use P L (u; y) in the following way. Given a threshold 2 (0; 1=2), we say that the hypothesis is:
probably true if P L (u; y) > 1 ? probably false if P L (u; y) < (3.9) In the event P L (u; y) 1 ? , we make no decision regarding the statistical validity of the hypothesis.
De nition 3.10 Given an input u 2 U and threshold 2 (0; 1=2), de ne the error plus indecision probability sum e(u; L; ) as e(u; L; ) = PrfP L (u; g( ) u + n) 1 
This represents the possibility that we fail to decide correctly about the hypothesis.
De nition 3.11 Given a xed input-output data record (u; y), the consistency set C L (u; y) is the set of parameter vectors consistent with the data, i.e., C L (u; y) = f 2 R N : y ? g( ) u 2 L Ng In many situations of interest, C L (u; y) happens to be convex. Note also that we have suppressed the dependence of C L (u; y) and P L (u; y) on the plant set, noise, and model set, thus restricting the explicit arguments to the a posteriori data (u; y).
The following key result relates the calculation of P L (u; y) to a volume computation problem. Proof: By straightforward conditioning and recalling the induced densities (3.6) and (
thus proving the claim.
Statistical model validation therefore reduces to computing relative weighted volumes of sets in R N , where N is the number of uncertain parameters observed in F and G. These sets are often convex.
Remark 3.13 Elements of Bayesian and Neyman-Pearson hypothesis testing are easily recognizable in the preceding analysis. In fact, statistical model validation can be cast as a multihypothesis decision problem and the decision rule (3.9) can be expressed as a pair of likelihood ratio tests whose statistics are simple functions of P L (u; y). There is also an obvious connection between e(u; L; ) and such hypothesis testing quantities as power and false alarm probability. The relationship between statistical model validation and hypothesis testing is explored in greater detail in 13].
Examples
We rst de ne two noise sets of particular interest: 7 7 7 7 7 7 7 7 5 and 0 = g 0 g N?1 ] consists of the N impulse response coe cients.
Let the plant set F be parameterized as in (3.2), with F being a convex polytope de ned by P 1 hyperplanes in R N and given by F = f 2 R N : B 1 < c 1 g where B 1 2 R P 1 N and c 1 2 R P 1 . Similarly, let the model set G be parameterized according to (3.4) with G given by G = f 2 R N : B 2 < c 2 g F where B 2 2 R P 2 N and c 2 2 R P 2 . For Examples 3.14 and 3. 
Methods of Volume Computation
As discussed in Section 3, determining validation probabilities often reduces to computing relative weighted volumes of convex sets in R N . In this section we discuss methods of computing these volumes. The essential di culty of rejection sampling is in generating points from A 1 distributed according to the weighting function w. The di culty of this problem stems not from w but from the geometry of the set A 1 .
One possible approach to this problem is to circumscribe A 1 by a hypercube H, extend w to H, generate points in H according to this extended distribution, and retain only those points that happen to lie in A 1 . Generating points uniformly on H is easy. The shortcoming of this \Box & Throw" method is that it tends to be ine cient: exponentially many (in N) points are rejected.
Another approach is to impose a ne grid on A 1 , select an initial point in A 1 , and generate subsequent points by an appropriate random walk on this grid. Generating the initial point is easily done via linear programming. The shortcoming of this \Grid & Walk" approach is that the resulting Markov chain may not converge rapidly enough to the target distribution on A 1 . As a result, producing a collection of points that is faithfully distributed as desired requires a very long walk. Using \Rook's move" or \Queen's move" walks as in 1] can accelerate convergence, but the points generated are still selected from only a discrete grid and not from a continuum.
In our work, we have developed alternative Markov chain-based scheme (based on gas kinetics) for generating points uniformly drawn from the bounded, convex set A 1 R N .
Gas Kinetics Point Generation
In this section we present the randomized Gas Kinetics Point Generator (GKPG) algorithm for generating uniformly distributed points used in rejection sampling (we will suppress the weighting function for now). We begin by giving an algorithm description and an analysis of the number of operations involved. We then present the algorithm's statistical properties of and summarize our simulation experience. Finally, we discuss generalizations of GKPG and previous work by others on random point generation.
Algorithm Description
We wish to generate a collection f (k)g K?1 0 of K points nearly uniformly distributed on the bounded, convex set A R N . In the context of statistical model validation, A is often a polytope de ned by P hyperplanes, where P equals the number of hyperplanes de ning F (2N for a box) plus the number of hyperplanes de ning C(u; y; L) (typically 2L if noise is bounded and zero otherwise). We can therefore describe A using P inner product constraints de ned in the vector inequality B < c, where c 2 R P and B 2 R P N . Without loss of generality, we assume that the rows of B are unit vectors. We will discuss the extension of GKPG to general bounded (measurable) sets in Section 5.5.
Imagine that we ll this closed volume A with a large number of hot gas particles. We mark one of these particles and give it an initial position (0) 2 A (a suitable location can be found by linear programming). We make the following assumptions on the movement of this particle:
1. The marked particle will collide with other particles only at times t = T; 2T; : : :; (K ? 1)T (without loss of generality, we can set T = 1).
2. Just after the k-th such collision, the particle's velocity is a random vector v(k) 2 R N . Moreover, the random sequence fv(k)g 1 0 is i.i.d. with density function (for example, = N(0; 2 I)).
3. Collisions with the boundary @A are assumed to be elastic, and they may occur at any time.
To avoid confusion, we will hereafter refer to collisions with the boundary as re ections and to collisions with other particles simply as collisions.
Each iteration generates a position (k) corresponding to the kth collision occurring at time kT. The algorithm performs K ? 1 iterations to provide the points f (k)g K?1
v(k) during the kth iteration. For a xed k, let x(k) = v(k) 2 R N denote the displacement that the particle undergoes if no re ections are encountered during that iteration. Also, let (k; r) 2 R N and x(k; r) 2 R N denote the particle's position and remaining displacement, respectively, immediately after the rth re ection in the time interval k t < (k + 1).
To test for the (r + 1)th re ection of the kth iteration, de ne the vector f 2 R P such that for each 
Timing Analysis
Here we consider the computational requirements of the GKPG algorithm. Testing for a re ection in (5.1) requires 2NP + P time. The other signi cant calculation, execution of a re ection in (5.2) and (5. 
Statistical Properties
Clearly the GKPG algorithm de nes a stationary, discrete-time Markov chain on the continuous state-space A. Here we present an analysis of the statistical properties of this Markov chain. As is well-known, its steady-state distribution is determined by the eigenfunction associated with the largest eigenvalue 1 of the one-step probability transition operator P, and the rate of convergence to this distribution is governed by the magnitude of the second-largest eigenvalue 2 ; see 18] for details.
We begin by analyzing GKPG for the simple case where A is an interval. We then extend this analysis to the case of hyperrectangles. Finally, we consider the general case of bounded, convex sets in R N .
In each case, we show that for a certain class of velocity distributions the steady-state distribution is indeed uniform. In the two special cases, we compute the eigenvalues and eigenfunctions of P explicitly using elementary Fourier arguments; in the general case, we use the coupling arguments of Diaconis to derive an upper bound for 2 . Throughout this discussion we o er illustrative examples using Gaussian velocity distributions. Proof: Let R n (k) denote the total number of re ections o the hyperplanes fx 2 R N : x n = 0g fx 2 R N : x n = a n g during iteration k, and let R(k) (without double-counting instances of q n = 0), where v n (q n ) = ( x n ? y n ? q n a n q n 2 Z + even ?x n ? y n + q n a n + a n q n 2 Z + odd Since is unitary-invariant, we can rewrite the v n (q n )'s as v n (q n ) = ( x n ? y n ? q n a n q n 2 Z + even x n + y n ? q n a n ? a n q n 2 Z + odd
The transition probabilities are then given by Prfy ! x + dxjyg = For each term, perform the key change of variables z n = ( y n + q n a n q n 2 Z even m n a n + a n ? y n q n 2 Z odd ( 2 ! n ? m n a n + ! n + m n a n This expression is zero unless j! n j = q n =a n for all n = 1; : : :; N. Because of this and the assumption that is even in each coordinate, Theorem 5.12 Let A 2 R N be bounded and convex. Suppose is unitary-invariant. Then the GKPG one-step probability transition operator P is symmetric (i.e., p(x; y) = p(y; x) for all x; y 2 A).
Moreover, the steady-state distribution is uniform.
Proof: P is clearly symmetric, since p(x; y) is a sum of terms (s i ) where the s i 's are the lengths of the various (re ecting) paths connecting y and x. Suppose g k is uniform, i.e., g k (z) = 1=vol(A). The general case resists a more accurate analysis; for example, A 2 A 1 does not imply that j 2 (P)j A=A 2 j 2 (P)j A=A 1 . Nevertheless, both our analysis here and simulations in MATLAB suggest that the convergence of this Markov chain is faster than for random walks and is accelerated by higher velocities. This makes sense intuitively, considering the physical gas kinetics model on which the algorithm is based: the current location of a gas particle in a closed volume becomes less correlated to its past locations as the gas temperature (and hence its rms velocity) increases.
Simulation Results
Here we discuss our comparison by simulation of the GKPG algorithm's ability to approximate the uniform distribution on sets of the form A = ?a; a] N (hypercubes of size 2a in R N , centered at the origin) with that of MATLAB's random number generator rand. The velocity distribution used is v(k) N(0; 2 I). We primarily observe the e ect of the variance 2 of the velocity on the algorithm's rate of convergence in K (the number of generated points) to the uniform distribution. Dependence of the algorithm's performance on N and the geometry of A is not straightforward.
We consider two performance criteria for the uniformity of the point distributions: (a) the squared norm of the mean, and (b) the approximated L 2 norm of the di erence between the sample density and the (desired) uniform density. The sample density is computed from a histogram of generated points. We nd that for su ciently large the algorithm recovers the convergence rate (as measured by criteria (a) and (b)) of the random number generator; roughly speaking, the two criteria vary as 1=K.
We obviously cannot make the velocity very large, due to the cost incurred by computing too many re ections. To navigate this tradeo between convergence rate and computation time, then, we need to choose and K suitably to minimize the computational cost J c , subject to an upper limit on some cost J e associated with the errors (deviations from uniformity) in the distribution.
In the general case, the relationship between R (the average frequency of re ection) and is highly dependent on the geometry of A and hence is rarely known a priori. One possible way to compensate for this is through adaptive selection of based on observing the number of re ections R(k) of each iteration and specifying a desired frequency of re ection (such as R = 1 or R = N). such a strategy is complicated, though, in geometries for which R(k) varies widely; moreover, there is no guarantee that the variances will converge to desirable values.
Discussion
In this section, we consider ways to use GKPG with non-uniform weighting functions and with sets that are not convex or have nonlinear constraints.
Suppose A is a bounded but possibly non-convex set of the form A = f 2 R N : g( ) < cg where c 2 R P and g : R N ! R P is continuous but nonlinear. Assume A is also connected (if the actual set of interest is not connected, treat A as one of its connected components). Then GKPG readily extends to this case, provided that: These assumptions allow us to calculate impact points and tangent planes for re ections in step 3(c) (see Figure 2) . If this transition probability operator P is Hermitian, then by Theorem 5.12 the steady-state distribution is uniform.
Suppose the weighting function w is not uniform. Then the point generation problem is equivalent to generating uniformly distributed points in the set
(which is the region under the graph of w), then projecting the points onto A. This assumes that the graph of w (as a hypersurface in R N+1 ) satis es the preceding conditions 1 and 2 on nonlinear constraints.
To avoid increasing the dimension and introducing a nonlinear constraint, we can instead generate points f (k)g K?1 0 on A as before but instead use weighted sums to calculate the relative volume of A 2 and A 1 , i.e.,
This ad hoc approach is used in the experimental example of Section 6.2. However, not only does Theorem 4.1 no longer apply here, but numerical problems may result, as when w is concentrated about one point and so few points are generated that we fail to capture the cluster point. Alternatively, we could try to generate points in A distributed according to w by setting each iteration's initial displacement x(k) equal to v(k)=w( (k)) instead of v(k). In this way, we model w as some measure of \viscosity," so that the particle tends to remain in heavily weighted regions of A. We have not experimented with or closely analyzed this approach, though.
Hit-and-Run Algorithms
We have seen previously that using GKPG does impose some limitations on volume computation.
For example, the lack of prior knowledge of the geometry of A can cause a conservative choice of to multiply the computation time unnecessarily. Also, any nonlinear constraints must be both invertible and di erentiable (as hypersurfaces). An alternative approach to point generation is the Hit-and-Run family of mixing algorithms, which is similar to GKPG but does not share these computational and analytical shortcomings. We o er a general discussion of this method here (see 3, 8, 22] for more detailed analyses).
We wish to generate a sequence fx n g 1 0 of points in the bounded open set A R N approximating the almost everywhere continuous joint density function w (the target density). Let d 2 R N be a random vector on the N-dimensional unit sphere with joint density (the direction density). We can describe the general Hit-and-Run algorithm as follows. For each model set, we can then use rejection sampling (with points generated via GKPG) to calculate P L (u; y) for various values of L up to 1000. Since lies in G1 but not in G2 , we expect P L (u; y) to approach 1 and 0, respectively, as L increases. This is, in fact, what we see, as shown by Fig. 3 . By graphing points generated via GKPG, Fig. 4 depicts the geometry of A 1 and A 2 for the model set G1 at L = 400. 
Experimental Example
We have also modelled a DC motor test stand commonly used at Berkeley for undergraduate laboratory projects in control. The following ARX structure was used with a sampling interval of 0. Using a pseudorandom binary input, we obtained 1000 samples of output and performed statistical model validation at various values of L up to 1000. The validation probability P L (u; y) of G with respect to F converges to 1, as expected (see Fig. 5 ).
Conclusions
In this paper, we have formulated the statistical model validation problem for a class of parametric uncertainty models and shown (using a Bayesian approach) that in many cases of interest it reduces to computing relative weighted volumes of convex sets in R N . We have also discussed a randomized algorithm based on gas kinetics for probable approximate computation of these volumes. 
