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It is shown how to transform the set of all feasible solutions to an integer program represented 
by a system of linear diophantine inequalities into an 'equivalent' set represented bya system of 
linear diophantine equations and congruences. A similar transformation is given, working in the 
opposite direction (i.e. from a system of equations to a system of inequalities). 
1. Introduction 
Many papers in the literature are concerned with the problem of reducing integer 
programs from one form to another equivalent form, see e.g. [3, 4, 5, 6]. Such reduc- 
tions are often usefull as some forms are easier to solve than others. In this paper 
we will prove (algorithmically) a duality principle showing a correspondence b - 
tween sets of constraints expressed in the form of linear inequalities. Specifically we 
will show that under very general conditions the following transformations are 
possible: 
(1) Given a convex set in n-dimensional  Eucl idean space represented by m>n 
l inear inequalities with integral coefficients. 
An I-equivalent convex set (i.e. there exists an explicit 1-1 correspondence b - 
tween the (integral) points in the first set and the (integral) points in the second) can 
be constructed in the m-dimensional  Euclidean space, represented by a system con- 
sisting of m-n  diophant ine linear equations and up to n linear congruences with 
integral coefficients. 
(2) Given a convex set in the n-dimensional  Eucl idean space, n_> 2, represented 
by a system of m<n diophantine linear equations and ml-> 1 linear inequalities 
with integral coefficients. 
An I-equivalent convex set in the n - m dimensional  Eucl idean space can be con- 
structed, represented by a system of ml linear inequalities with integral coeffi- 
cients. 
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2. First reduction theorem 
Given a set of m inequalities in n variables 
1 
~ aijxj+bi>_O, l<_i<_m. 
j=n 
(1) 
We represent he above set in the following matrix form 
(1,xn . . . . .  xOA>-O. (2) 
Then A is (n + 1) × m (with the b ' s  in its first row). 
We shall refer to the convex set K defined below 
K= {(xn . . . . .  xl): (1,x. . . . . .  xl)A >- 0} (3) 
and we shall make the following assumptions: 
(a) m>_n+ 1. 
(b) The entries of  A are all integers and the rank of A is n + 1. 
The following facts are implies by the above assumptions. 
Fact 1. The matrix A has a right inverse A -1 (e.g. A -1 =AT(AA T) 1 the Moore- 
Penrose generalized inverse) whose entries are rational numbers (by property (b)) 
and is m ×(n+ 1). 
Fact 2. The manifoM (1, an . . . . .  cq)A = (Ym . . . . .  Yl) where the a "s are parameters &
equivalent to a system of  (m - n) simultaneous equations in the variables Ym . . . . .  Yl 
which can be found easily by standard Gaussian elimination. 
Denote this set of  equations by 
1 
ci jyj=di,  l <_ i<_m-n (4) 
j=m 
or in matrix form 
yC = d. (5) 
Based on (5) we define the convex set K l below 
K l = {y :yC=d,  y_>0}. (6) 
Fact 3. Consider the mapping 
y = (1, x)A. (7) 
It is easy to see that (7) maps K 1-1 onto K 1 where the inverse mapping is given by 
(1,x)=yA ~ with A -j a right inverse of  A (to be assumed in the sequel). 
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Fact 4. Let (Yil ""Yim) be the i-th column of A -~, and let gi be the l.c.m. (least com- 
mon multiple) of  the denominators of  the entries in the column of A -l, 
1 <_ i< n + 1. Then all the coefficients in the system of equations below are integers 
1 
(Yijgi)Yj=O(modgi), 2<_i<n+ 1. (8) 
j=m 
gi exists as follows from Fact 1. 
Fact 5. Under the mapping (7), x in K has integral components i f  and only if its cor- 
responding y in K1 satisfies the system (8) of congruences and has integral com- 
ponents. 
Proof. I f  x has integral components, then by (7), y has integral components and, 
as (1,x)=yA -1, we have that 
E YijYj = 1 E YijgiYj=Xi 
gi 
which implies that y satisfies (8). The converse follows from the fact that ( l ,x )= 
yA -1. 
Define the convex set K2 below 
K2= {y:yC=d,  y>_O and y satisfies (8)}. 
Facts 1 to 5 imply the following. 
Theorem 1. The mapping (7) is a one-to-one mapping from K to K 2 such that x in 
K has integral coefficients i f and only i f i t s  corresponding y has integral coefficients. 
Remark 1. The calculation of (AAT) -1 involves operations with large numbers and 
one should choose, for computational convenience, a different right inverse than the 
Moore-Penrose generalized inverse. 
Remark 2. As is easy to see some of the modular equations (8) can be discarded in 
the definition of K 2, specifically, those equations corresponding to columns of A -  1 
whose entries are integers; such equations are satisfied by any vector with integral 
components. 
3. An example 
Given the set of inequalities: 
x2 + 110x~ > 5172, 
6x2 + 663xl < 31171, 
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5x2 + 552xl - 25952, 
xl _>0. 
The corresponding convex set K is defined by 
1 -5172 31171-25952 ! )  
(1,X2Xl) 1 -6  5 _>0 
110 --663 552 
Denote the above 3 × 4 matrix by A. It is easy to see that A satisfies conditions 
(a) and (b). Gaussian elimination will result in the equations (4) below: 
6y4 +y3 + 3yl = 139, 
5)'4 --Y2 + 2Yl = 92. 
We compute now the matrix A -1. One possible solution is: 
1/47 251 0~ 
A- I  = 1/47 20 
1/47 - 26 
1/47 2 
The last two columns of A -  1 have integral entries so that the modular equations (8) 
are superfluous for this example. The resulting convex set K 2 is therefore defined 
by the following constraints 
6y4 +Y3 + 3Yl = 139, 
5Y4 -- Y2 + 2Yl = 92, 
yi>__0, 1_<i<4. 
Given any vector (~2,~1) of integers in K the vector (1,~f2,~fl)A =(-94, Y3, Y2,.91) is a 
vector of integers in KI. Given any vector of integers (.94.)33-92-91) in K1, the vector 
(~2,~1) defined by (-94p3.92.91)A -1 = (1,~f2,~l) is a vector of integers in K. Thus, e.g. 
the vector (20, 10, 14, 3) is in the set K 2. The corresponding vector (20, 10, 14, 3)A -1 = 
(1, 4862, 3) reduces to the vector (4862, 3) which is in the set K. 
Given two convex sets K 1 and K 2, KI will be called I-equivalent to K2 if there 
exists a 1-1 mapping from K1 onto K 2 such that points with integral coordinates in 
the first set are mapped to points with integral coordinates in the second set, and 
viceversa. 
In the previous section we have shown how to reduce a convex set defined by a 
system of inequalities to an I-equivalent convex set defined by a system of equations 
over an expanded space. In the next sections we consider the dual problem, i.e. given 
a convex set defined by a system of equations, find an I-equivalent convex set defin- 
ed by a system of inequalities over a reduced space. 
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4. A useful procedure 
The following problem is classical. Given a vector a = (a~...a,), n >_ 2, of integers 
such that gcd(al . . . . .  an)-- 1 find a nonsingular matrix A with integral entries such 
that 
AaX=(1,0 . . . . .  0) x, IAI=I (9) 
where IA] denotes the determinant of A. 
There are many algorithms for solving the above problem, all of them based on 
the extended Euclidean algorithm, see e.g. [1,2]. 
If A is a matrix satisfying (9) above, then A -1 has the following properties: 
(i) A i has integral entries (follows from ]A I= 1 and A has integral entries). 
(ii) The first column of A -1 is equal to a T (a T is the unique solution of the equa- 
tion Ax= (1, 0, .... 0) x which is satisfied by the first column of A- l) .  
As was shown in [2] the number of arithmetical operations needed for calculating 
A is O(n 2 + n log(max ai)). 
For further reference we shall call the algorithm described in [2] Algorithm B. 
5. Second reduction theorem 
We are able now to prove the following 
Theorem. Given a convex set K represented by a system as defined below, over the 
n-dimensional Euclidean space, n >_ 2. 
1 
E UijXjWbi >-0, l< i<m,  (10.1) 
j=n 
1 
~ uOxj+bi=O, m<i<_m I with m<ml<m+n.  (10.2) 
j=n 
An I-equivalent convex set KI can be found such that K l is represented by a 
system having the following form 
1 
Y] cijyj+di>-O, l< i<m,  (11.1) 
j=n-I 
1 
cijyj+di=O, m<i<-ml-1 (11.2) 
j=n-I 
where all the u's, b's, c's and d's are integers and the set (11.2) of  equations in the 
representation o f  K l is void i f  m I =m + I. 
Proof. We show first how to construct K1 and then prove that Kt is I-equivalent to 
K. 
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(1) Delete the last equation from (10.2) and represent the set (10.1) and the re- 
maining set of equations in (10.2) in the form 
(1,xn . . . . .  xl)U>O, Uis  (n+l )×m,  (12.1) 
(1,x n .. . . .  xl )V=0,  Vis (n+l )X(ml -m-1) .  (12.2) 
(2) Apply Algorithm B described above to the coefficients of the deleted equation 
(we may assume that the gcd of those coefficients i  1). Denote those coefficients by 
on, On-1 . . . . .  vl. (13) 
The resulting matrix A is n × n and its inverse A - I  has its first column equal to the 
vector in (13). 
(3) Multiply the first row of A by the value -bm~ to get a new matrix A. 
(4) Set 
UI = A U, Vl = A V. (14) 
If  a column of 1/1 is an all zero column, delete that column. 
Uz is nxm and VI is nx(ml - t  ), t ->m+l and both matrices have integral 
entries. 
(5) The required I-equivalent convex set K 1 is now defined by 
(1, Yn-1 . . . . .  y l )g l  -->0, (15.1) 
(1, Yn_ 1 . . . . .  y l )g l  =0,  (15.2) 
and the transformation between the two sets is defined by: 
given (x n . . . . .  xl), define (Yn- l . . . . .  Yl) by 
(xn . . . . .  xl)A -l =(-bm~,Yn-1 .. . . .  Yl)" 
given (Yn- 1 . . . . .  Yl), define (xn . . . . .  Xl) by 
(Xn .. . . .  Xl)=(1,yn_l . . . . .  Yl)A. 
TO show that K is I-equivalent to K1 assume first that (xn"'xl) =x~K,  with the xi's 
integers. Then 
xA=(  ~ Um,jXj, Yn-I . . . . .  y l )=( -bm, ,Yn- I  . . . . .  y,)=(-bm~,y), 
j= l  
where the yj's are integers. This follows from the construction of A and from the 
fact that x satisfies the last equality of (10.2) (xeK) .  Therefore, x=( -bm,Y)A  = 
( ly)A, by the definition of A. 
x e K also implies that 
(1,x)U_>0 
(1,x)V=O 
which implies that 
(1,y) I i  
and 
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or (1, ( l, y).4) U_> 0, 
or (1,(1,y)A)V=O 
41 U=(I'y)UI>-O 
(1,y) A V=(1,y)V1>_O 
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showing that y ~ K l . 
Assume now that (Yn-l"'Yl)=Y e Kl. Reversing the above set of implications 
we then get that 
(1,(1, y)~4)U__0 and (l,(1, y).4)V=0 
or  
(1,(-bm,,Y)U>-O and (1,(-bml, Y)A)V)=O. 
Setting x = (-bin,, y)A = (1, y)A we get that 
(1,x)U_>0 and (1,x)V=0. (16) 
We have a lso  xA- l=(-bmt,  y). From the construction of A -1 we know that 
xA -l =(~Om,jXj, y ). Thus ~OmjXj=-bm~ which together with (16) implies that 
x ~ K. If y is a vector of integers, then by the definition of x and by the construction 
of A -1, x is a vector of integers. The proof is now complete. 
Corollary. Given a convex set K represented by a system as defined below with in- 
tegral coefficients 
1 
E lgijxj+bi =0, l<_i<_m, n>m, (17.1) 
j=n 
xj>_O, 1 <_j<_n. (17.2) 
An I-equivalent convex set K 1 can be found such that K~ is represented by a 
system having the form 
1 
cijyj+di~O, l<_i<_n, l<_t<_m (18) 
j=n-t 
with integral coefficients. 
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Proof. Rewrite (17) to comply with the representation f K in (10): 
1 
uijxj + bi >- 0 with bi = 0 
and j = n 
I10 if i= j  for l<_i<_n. (19.1) 
u6 = else 
Here (19.1) represents (17.2) (the order is changed to comply with the representation 
given in (10)). 
Similarly, we represent (17.1) by 
1 
E vijxj+bi =0, n+l<_i<_n+m. (19.2) 
j=n 
Apply now the construction given in the proof of the theorem to the above system 
successively until all the equations (19.2) are removed. 
An Example. Given the convex set defined by the following equations 
5X4+X3+ X2--7 =O, 
2X4 + 5X3 + 3X2 + Xl -- 21 = 0, (20) 
3X4 + 2X3 + X2 +Xl -- 18 =0, 
Xi>_O. 
First reduction. The matrix .41 with regard to the third equation is found to be 180 ] 
Al= 3 0 
1 1 " 
1 0 
The set (20) is therefore I-equivalent to the set 
together with 
[1, Y3, Y2, Yl] 
[1,Y3, Y2, Yl] 
I  ll i°°ilooOl O l 
[i 21] 
=(l, y3, y2, Yl)Al>_O (21.1) 
=(1, y3, Y2, Yl) 
65 
-7  11 
-3  
-4  
=0. 
(21.2) 
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Second reduction. The matrix ~zl 2 with regard to the second equation in (21.2) is 
found to be 
42= -6  11 . 
4 -8  
The set (21) is therefore I-equivalent to the set 
[ i  1 I 18 -93  150 i l  (1, Zz, Zl) A2 AI = (1,z2,zl) 1 -7  11 _>0 (22.1) 
-1 5 8 
together with 
(1, Z2, Zl) ~z[2 = (1,Z2, Zl) =0. (22.2) 
Third reduction. The matrix -~3 with regard to the remaining equation is found 
to be 
E 14° 14 1 
8 
The set (22) is therefore 1-equivalent to the set 
18 -93 1500q 
 lw'[10 , ll0  
-1  5 81J 
[ 18 187 -270 -14091_>0. 
= (1, w) -1  -11 16 (23) 
For any solution ~ satisfying (23) the corresponding solution to the original set of 
equations i found by multiplying (1, ~) by the matrix 
[ 18 187 -270 -1409] 
-1 -11 16 
computed above. 
One finds easily that the only solution satisfying (23) is w= 17 so that the original 
set (20) has the corresponding solution 
x4= 18- 17= 1, x3= 187- 17.11 =0, 
x2=-270+ 17.11 =2, xl =-140+ 17.9= 13, 
and this is the only solution of (20). 
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