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LINEAR-SCALING DENSITY FUNCTIONAL THEORY
by Quintin Owen Hill
Kohn-Sham Density Functional Theory (DFT) provides a method for electronic structure
calculations applicable to a wide variety of systems. Traditional implementations of DFT
are cubic-scaling which limits the size of the systems that can be studied. However recently
developed linear-scaling methods, such as onetep, are available which allow much larger
systems to be considered.
Regardless of scaling DFT has limitations as the exact exchange-correlation functional
(a key term in the Kohn-Sham equations) is not known and so approximations have to be
made. These approximate functionals generally describe dispersion interactions poorly. In
this thesis empirical corrections for dispersion have been developed with parameters opti-
mised for a large set of dispersion bound complexes for the onetep code. This provides a
much improved description of dispersion forces which are especially important for biological
systems.
There is a hierarchy of exchange-correlation functionals available the most accurate
of which include a portion of Hartree-Fock exchange. Methods for calculating Hartree-
Fock exchange energy in onetep have been developed and are described in this thesis. A
quadratic-scaling method using Fourier transforms has been implemented as a benchmark
for other implementations. Hartree-Fock exchange may be calculated in a linear-scaling
manner by using a numerical pointwise or auxiliary basis set method. Spherical waves have
been used as an auxiliary basis set. Linear-scaling has been demonstrated for a polythene
chain for these methods. Several hybrid functionals have also been implemented in onetep.
These have been validated by comparison with a Gaussian basis set approach in calculations
on the reaction paths of an organometallic system.Contents
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Introduction
1.1 Quantum mechanics
Quantum mechanics is the set of laws governing the behaviour of very small particles in-
cluding electrons and atomic nuclei. At this small scale the usual laws of classical mechanics
fail to provide an accurate description of the behaviour of matter. For example, electrons
cannot be fully described if treated as particles or waves, because they possess properties
of both waves (for example diraction) and particles (for example mass). In quantum
mechanics it is not possible to simultaneously measure the momentum and position of an





where x is the uncertainty in the position, px is the uncertainty in the momentum and
~ = h
2, h is Planck's constant. This non-deterministic description is another way that
quantum mechanics diers from classical mechanics. Quantum particles can also have a





The wavefunction (	, sometimes known as the state function) of a system is a function of
each particle's coordinates (position and spin) and time; it provides a complete description
of a quantum system. For a single particle system the probability density of that particle is
dened as j	(r;s;t)j2 (assuming a normalised wavefunction). Integrating this in a region of
space gives the probability of the particle being in that region (at time t, with spin s). The
probability density integrated over all space clearly has to equal one (as the particle must
reside somewhere) [5]. Similarly the probability density for a system is dened as j	j2.
A well-behaved wavefunction is quadratically integrable, i.e. the integral over all space of
the probability density is nite. As electrons are fermions the wavefunction must also be
antisymmetric with respect to the interchange of the coordinates x (where x = r;s) of any
2122 CHAPTER 1. INTRODUCTION
two electrons [6],
	(x1; ;xi; ;xj;) =  	(x1; ;xj; ;xi;): (1.1.2)
1.1.2 Operators
In quantum mechanics observable properties are dened by operators: every observable
has a corresponding (quantum-mechanical) operator. For example to nd the x coordinate
of a particle the operator ^ x = x would be used. However the operator for the momentum
parallel to the x-axis is ^ px = ~
i
@
@x. The result of a measurement of the observable O is one
of the eigenvalues oi of the operator ^ O. If the wavefunction (or state function) 	 of the
system is an eigenfunction of the operator ^ O with eigenvalue oj, then oj is guaranteed to
result from a measurement of O. However if 	 is not an eigenfunction of ^ O then any of the
eigenvalues oi may be obtained by a measurement of the system. What can be considered




	 ^ O	d (1.1.3)
where V denotes that the integral is over all (3N-dimensional) space and  has the 3N-
dimensional coordinates of the wavefunction [5].
The operators corresponding to physical observables both linear and Hermitian. A
linear operator ^ A satises the following properties,
^ A[f(x) + g(x)] = ^ Af(x) + ^ Ag(x) (1.1.4)
^ A[cf(x)] =c ^ Af(x) (1.1.5)
where f(x) and g(x) are arbitrary functions and c is an arbitrary, potentially complex
constant. Hermitian operators obey the following relation, obtained by the requirement





	 ^ A	d =
Z
V
	( ^ A	)d (1.1.7)





i ^ A	jd =
Z
V
	j( ^ A	i)d (1.1.8)
for all well-behaved 	i and 	j. Hermitian operators have some useful properties: all eigen-
values are real; eigenfunctions corresponding to dierent eigenvalues are orthogonal (and
eigenfunctions with degenerate eigenvalues may be orthogonalised); the set of eigenfunc-
tions form a complete (orthonormal) set [5].1.1. QUANTUM MECHANICS 23
1.1.3 The Schr odinger equation
The Schr odinger equation [7] for a system of nuclei and electrons provides the wavefunction
of the system. For simplicity relativity eects are neglected in this work, however in heavy




= ^ H	 (1.1.9)
where 	 is the wavefunction and ^ H is the Hamiltonian or energy operator,
^ H = ^ T + ^ V (1.1.10)
where ^ T is the kinetic energy operator and ^ V is the potential energy operator. The kinetic
energy operator depends on the positions of the particles. The potential energy operator
depends on the positions of the particles but can also be time-dependent, for example a
charged particle in an oscillating electric eld, would experience a time-dependent potential.
1.1.3.1 Time-independent Schr odinger equation
If the potential is time-independent then the time-dependent Schr odinger equation reduces
to the time-independent Schr odinger equation. To show this consider a wavefunction, for
a single particle, of the form 	(r;t) = f(t) (r). Inserting this into the time-dependent















 (r) =  
~2
2m
f(t)^ r2 (r) + v(r)f(t) (r) (1.1.12)











^ r2 (r) + v(r): (1.1.13)
The left hand side of this equation depends only on t whereas the right hand side depends
only on r therefore both sides must be constant (independent of r and t). Taking the left
















+ C by integration (1.1.16)
f(t) = eCe  iEt
~ (1.1.17)
= Be  iEt
~ (1.1.18)24 CHAPTER 1. INTRODUCTION
where B (like C) is an arbitrary constant. B is usually omitted from f(t) by including it
as a factor in  (r).










^ r2 (r) + ^ V (r) (r) = E (r) (1.1.20)
, ^ H  = E  (1.1.21)
which is the the time-independent Schr odinger equation [5].  (r) is an eigenfunction (or
eigenvector) of the Hamiltonian and E is an eigenvalue. The energy eigenstates of the form
	n(r;t) = e  iEt
~  n(r) are known as stationary states. Stationary states have the property
that the physical properties of the system are constant in time. Consider the expectation










n(r) ^ Ae  iEt




n(r) ^ A n(r)dr (1.1.24)
which is time-independent if A is time-independent.
Above only separable wavefunctions were considered, but a linear superposition of sta-
tionary states is also a solution to the time-dependent Schr odinger equation. Such a wave-






where cn is an expansion coecient. With a superposition of states hAit is, in general, time-
dependent. This can be seen by considering the superposition of two stationary states,
	(r;t) =c1 1(r)e 
iE1t
~ + c2 2(r)e 
iE2t
~ (1.1.26)





















2(r) ^ A 1(r)dr + jc2j2
Z
 
2(r) ^ A 2(r)dr
(1.1.28)1.1. QUANTUM MECHANICS 25

















2(r) ^ A 2(r)dr
(1.1.29)
which is clearly time dependent [8].
1.1.3.2 Molecular Schr odinger equation
The time-independent Schr odinger equation for a system of nuclei and electrons is,
^ H	 =















































where rij is the distance between electron i and electron j, RiK is the distance between
electron i and nucleus K and RKP is the distance between nucleus K and nucleus P; Zn
is the atomic number of nucleus n; Nnuc is the number of nuclei; Ne is the number of
electrons; E is the total energy of the system.
The rst pair of terms in the Hamiltonian operator are the kinetic energy operators for
the electrons and nuclei respectively. The remaining three terms are the potential energy op-
erators for the electron-electron repulsion, electron-nucleus attraction and nucleus-nucleus
repulsion respectively. This equation is the foundation for electronic structure calculations.
1.1.4 Born-Oppenheimer approximation
In the Born-Oppenheimer approximation [9] the positions of the nuclei are regarded as
xed. This allows us to simplify the molecular Schr odinger equation. This approximation
works well because the mass of a nucleus is at least three orders of magnitude larger than
the mass of an electron (for the heaviest elements this dierence approaches six orders of
magnitude) and hence the electrons move much faster than the nuclei. When the Born-26 CHAPTER 1. INTRODUCTION
Oppenheimer approximation is made, equation 1.1.32 simplies to become,
^ H =








































= E (R1;R2;:::;RM)(r1;r2;:::;rn;s1;s2;:::;sn;R1;R2;:::;RM): (1.1.35)
The wavefunction and the Hamiltonian now have a parametric dependence on the posi-
tions of the nuclei while the energy, and also the last term in equation 1.1.34, are constants
depending parametrically on the positions of the nuclei. The Born-Oppenheimer approx-
imation is crucial as it is the basis of chemistry in terms of dening and understanding
structures. This equation cannot be solved analytically for anything other than some sim-
ple one electron systems, such as the hydrogen atom. Various approximations have been
developed through the years to allow solutions to the equation to be obtained.
1.1.5 Atomic units









 = E: (1.1.36)
If the Cartesian coordinates of the system are now transformed x;y;z ! x0;y0;z0, then








0 = E0: (1.1.37)
The constants in front of the kinetic energy and potential terms can be factored out with






where Eh is the atomic unit of energy the Hartree. The value of  can be determined by
solving equation 1.1.38 for ,
 =
4"0
mee2 = a0 (1.1.39)1.1. QUANTUM MECHANICS 27
where a0 is the Bohr radius, and hence the atomic unit of length the Bohr. Equation 1.1.36



















0 = E00 (1.1.41)
by setting E0 = E=Eh [10]. Atomic units are used in all the subsequent expressions in this
work.
1.1.6 Variational principle
The variational principle [5] states that a normalised approximate wavefunction satisfying
the boundary conditions of the given problem gives an expectation value of the Hamiltonian












 ~  
E
 0 (1.1.42)
where ~   is the trial wavefunction and 0 is the ground state energy (the lowest eigen-
value of the Hamiltonian). This can be proved by expanding the trial wavefunction in the
orthonormal set of eigenfunctions (fj ig of the Hamiltonian. This is possible because




















 ~  
E
(1.1.44)
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using equation 1.1.47. Methods that obey the variation principle provide a systematic
route for convergence to an estimate of the ground state wavefunction. This is done by
varying the parameters of a normalised wavefunction (for example the coecients of a
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The Hartree-Fock method is an approximate method for solving the molecular electronic
Schr odinger equation. The computationally intractable many-electron problem is broken
into a series of single electron problems in this approximation. In the Hartree-Fock method
	 is expressed as an anti-symmetrized product of N (N is the number of electrons) or-
thonormal spin orbitals, known as a Slater determinant. A spin orbital is the product of a
spatial orbital  (r) and a spin function,
(x) =
8
> > > <




(1.2.1)1.2. HARTREE-FOCK THEORY 29
where x = r;s represents both the spatial coordinates and the spin. This approximation
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The Hartree-Fock approximation provides a method to nd (approximate) solutions for 	0










where ^ H is the full electronic Hamiltonian [6]. The variational theorem is used to obtain
the optimum Slater determinant. In the Hartree-Fock method instead of solving the full
multi-electron problem, a series of one-electron problems with electron-electron interaction
is solved. This one-electron problem is expressed using the Fock operator,









+ ^ vHF;i (1.2.5)
where atomic units have been used and ^ vHF;i is the average potential felt by electron i due








































(habjabi   habjbai): (1.2.10)30 CHAPTER 1. INTRODUCTION
This expression can be simplied by introducing the core Hamiltonian operator dened as,


























(habjabi   habjbai): (1.2.12)
The Coulomb term in this expression is also known as the Hartree energy. The exchange
term appears because of the use of antisymmetric products in the wavefunction.
The Fock operator for the one-electron problem in terms of spatial orbitals is,













2 ^ Jb(ri)   ^ Kb(ri)

(1.2.13)














(2Jab   Kab): (1.2.14)
So the set of equations to be solved can be written,
^ fi(ri) i(ri) = "i i(ri): (1.2.15)
These Hartree-Fock equations can be solved self-consistently with the use of a basis set [10].
1.2.1 Roothaan's equations
Roothaan's equations result from the expansion of the one-electron wavefunctions,  , in





where NBF is the number of basis functions, and Ci is an expansion coecient. This
expansion is only exact in general if fjg is a complete set. However this would require
NBF to be innite which is computationally impractical, so an incomplete nite basis set is
used. The choice of basis set is important and this will be discussed in section 1.3 below.
To obtain the molecular orbitals, the expansion coecients now need to be calculated.








Ci(ri) (1.2.17)1.2. HARTREE-FOCK THEORY 31






















(ri) ^ fi(ri)(ri)dri: (1.2.20)







or in terms of matrices,
FC = SC" (1.2.22)
where " is a diagonal matrix (with elements "i). Equation 1.2.22 can be solved to obtain
the molecular orbitals and orbital energies. If an orthonormal basis set is used then S is
the identity matrix and so the equation 1.2.22 reduces to,
FC = C" (1.2.23)
which can be solved by diagonalising F. Since in general the basis sets used are nonorthog-
onal, the basis set is rst orthogonalised [10].
The Fock matrix elements, dened in equation 1.2.20, also depend on the expansion

























 + G: (1.2.25)
The components of the core Hamiltonian (the kinetic and nuclear-electron attraction en-





























=T + V nuc
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The dependence of G, and therefore F, on the expansion coecients means that an
iterative method is required to solve equation 1.2.22 [10].
1.2.2 Post Hartree-Fock methods
The dierence between the exact Hartree-Fock energy (the Hartree-Fock limit, the result
of a fully converged complete basis set calculation) and the exact ground state energy is
known as the correlation energy. There are many methods which seek to improve the energy
obtained by calculating some of the correlation energy [10]. These include methods such as
conguration interaction and coupled cluster [11] where the wavefunction is expanded in
Slater determinant space and approaches such as Mller-Plesset perturbation theory [12]
for expanding the correlation energy in a perturbation series. Two commonly used methods
are CCSD(T) [13] and MP2 [14].
1.3 Basis sets
Electronic structure theories, including Hartree-Fock, conguration interaction, coupled
cluster and (Kohn-Sham) density functional theory, are all based on some form of one-
electron wavefunction (a molecular orbital). In practical calculations a linear combination
of basis functions is used to express each one-electron wavefunction, as discussed in section
1.2.1. The coecients in the linear combination are then optimised, using linear algebra
to solve the equations. To obtain the highest level of accuracy a basis set would have
to be innite in size, however this is clearly impractical. In Hartree-Fock theory (and its
derivatives) large basis sets have a large computational cost as the number of two electron
integrals that need to be calculated scales as N4 where NBF is the number of basis functions
used [15]. Therefore compromises have to be made and basis sets are designed to give a
good accuracy for a limited number of functions. It is also important that the form of
the basis functions chosen are convenient to use in calculations. There are a number of
dierent classes of basis function some of which will be described below.
1.3.1 Basis set superposition error
Basis set superposition error is an articial increase in binding energy that arises due to
the use of incomplete (atom-centred) basis sets. The binding energy between two molecules1.3. BASIS SETS 33
may be calculated using,
Ebind =Ea[b(A   B)   Ea(A)   Eb(B) (1.3.1)
where A   B is the complex of the two molecules and the superscripts a and b are the
basis sets associated with molecules A and B respectively. If a and b are nite sets of
atom-centred functions then basis set used in the energy calculation of the complex a [ b
will be larger than a or b. Since the larger basis set provides more variational freedom the
energy of the complex may be articially lowered relative to the individual molecules [14].
The counterpoise correction is one method of correcting for this error. Applying one
form of the correction [16,17] to equation 1.3.1 gives,
ECP
bind =Ea[b(A   B)   Ea[b(A)   Ea[b(B): (1.3.2)
In implementations of this form some of the basis functions are present without the cor-
responding atom. More complicated formulations of the counterpoise correction also ex-
ist [14,17].
1.3.2 Slater-type orbitals
Slater-type orbitals [18] were commonly used as basis functions in earlier calculations. They
have a form close to that of the atomic orbitals of the hydrogen atom. Slater orbitals have
a cusp at the nucleus and have exponential decay of the form e ar. The main advantage of
this is that, unlike Gaussian-type orbitals, they possess the correct radial form. The main
disadvantage is that their use prevents the analytic solution of the Coulomb and exchange
integrals, which have to be solved numerically. This makes them computationally inecient
and so generally restricts their use to small systems (for example diatomics). Also the long
range behaviour is only correct if the smallest exponent is less than min =
p
2Imin where
Imin is the lowest ionisation potential and atomic units are used, however smaller values
than this are required for accurate work on molecules [19]. The Cartesian form for a




where N is a normalisation constant.
1.3.3 Gaussian-type orbitals
Gaussian-type orbitals [21] were developed as a solution to the limitations of Slater func-
tions. By choosing the orbitals to have the form of a Gaussian function it is possible to
solve the Coulomb and exchange integrals analytically. A Gaussian-type orbital has the
general form,
G(x;y;z;;i;j;k) = Nxiyjzke (x2+y2+z2) (1.3.4)34 CHAPTER 1. INTRODUCTION
where  is an exponent controlling the width of the orbital and i, j and k are non negative
integer parameters that determine the Cartesian nature of the orbital. The disadvantage
is that the radial shape of a Gaussian-type orbital is not correct: at the origin a Gaussian
function has a zero slope whereas a Slater function has a nite slope, producing a cusp
at the nucleus. Also as the distance from the origin increases Gaussian functions decay
far more quickly than Slater functions. This problem can be overcome by the use of
contracted Gaussian functions where a linear combination of Gaussian-type orbitals is used
to approximate the form of Slater-type orbitals [14].
1.3.4 Plane Waves
Plane waves are solutions to the Schr odinger equation for a particle in a periodic box (and
also for non-interacting jellium). Hence they satisfy periodic boundary conditions. The













where kx = 2
l nx, ky = 2
l ny, kz = 2
l nz, and nx;ny;nz 2 Z, and V is the volume of the
box.
When plane waves are used in density functional calculations a much larger number
(thousands or millions, depending on simulation cell size and the neness of the grid)
of plane wave basis functions are employed compared to the number of Gaussian-type
orbitals used in a typical calculation (hundreds or thousands). The cost of evaluating the
exchange integrals (see equation 1.2.8) in a wavefunction based calculation directly would be
prohibitive; some solutions to this problem are discussed in section 4.1.2. Recently several
post-Hartree-Fock methods have been implemented in a plane wave basis set code to study
solids [22,23]. One of the advantages of using a plane wave basis set is that the calculation
does not suer from basis set superposition error, since there is uniform coverage of the
simulation cell by the basis functions. A disadvantage is that for calculations on isolated
molecules the supercell approximation must be made, this entails using a large simulation
cell to isolate the molecule from its periodic image. There is a trade o to be made however
as in conventional codes this empty space is very computationally expensive. Another
problem is that the connection with atomic orbitals is lost so it is harder to chemically
interpret the nal set of molecular orbitals [24].
1.3.5 Periodic Sinc Functions
Periodic sinc functions (psincs) are a new type of basis set that are used in the onetep
linear-scaling code (discussed in section 2.2).1.4. PERIODIC SYSTEMS 35
1.4 Periodic systems
Many systems of interest have translational symmetry for example bulk solids. To accu-
rately model these periodic boundary conditions are required. Also as discussed above
(section 1.3.4) the use of plane waves forces the use of periodic boundary conditions.
1.4.1 Cells
The cell is the periodically repeating unit in the system. In such systems there is a small
primitive or unit cell which denes the symmetry of the system. For practical calculations
it can be convenient to use a larger simulation cell containing multiple unit cells. A cell is
dened by three primitive lattice vectors A1, A2 and A3. For a 1a02a03a0 orthorhombic
unit cell the lattice vectors in Cartesian coordinates would be,
A1 = (1;0;0) (1.4.1)
A2 = (0;2;0) (1.4.2)
A3 = (0;0;3): (1.4.3)
The volume of the cell is dened as,
Vc = A1  (A2  A3): (1.4.4)
The right hand ordering of the lattice vectors is assumed such that a positive cell volume
results [24].
1.4.2 Reciprocal lattice




n n 2 Z3 (1.4.5)
where l is the length of the cell. This lattice is known as the reciprocal lattice. The
primitive reciprocal lattice vectors, Bi, are dened by,
B1 =
2(A2  A3)













(A1  A2) (1.4.9)
where Ai are the primitive direct lattice vectors. The primitive lattice vectors, Ai, and the
primitive reciprocal lattice vectors, Bi, clearly satisfy the orthogonality relation,
Bi  Aj = 2ij: (1.4.10)36 CHAPTER 1. INTRODUCTION
Now consider two vectors R and G, dened as integer sums of the primitive lattice and








giBi gi 2 Z: (1.4.12)
The scalar product of R and G can be calculated using equation 1.4.10,




which is an integer multiple of 2, hence,
e iGR = 1: (1.4.14)
The rst Brillouin zone is dened as the region of k-space that is closer to the origin than
any other lattice point [24].
1.4.3 Bloch's theorem
If the atoms in a system form a periodic structure (with lattice vectors R) then the Hamil-
tonian for this system will also have this periodicity. In this case the eective potential will
have the property that,
Ve(r + R) = Ve(r) (1.4.15)
where R is as dened in 1.4.11. The electron density is also periodic but the wavefunction
of such a system is not [24]. Bloch's theorem arises from a consideration of the Schr odinger
equation for a single-particle in such a periodic potential. It states that the solutions are
of the form,




ciBi ci 2 R (1.4.17)
un(r) = un(r + R): (1.4.18)
These solutions are also eigenstates of the translation operator, ^ TR,
^ TR n(r) =  n(r + R) (1.4.19)
= eik(r+R)un(r + R) (1.4.20)
= eikR n(r): (1.4.21)1.4. PERIODIC SYSTEMS 37
It is appropriate to label these simultaneous eigenstates with an additional sux specifying
the wavevector k,
 nk(r) = eikrunk(r): (1.4.22)
Consider the wavevector k0 = k + G where G is as dened in equation 1.4.12. The Bloch
state of k0 is,





= eikrun0k(r) using equation 1.4.14 (1.4.25)
=  n0k(r): (1.4.26)
This result shows that the innite number of wavefunctions in a periodic system may be
represented by a nite number of occupied wavefunctions at each k point located in the
rst Brillouin zone [24,25].
1.4.4 Brillouin zone sampling
For an innite system while there is a nite number of occupied eigenstates of the Hamil-
tonian for each k point there are an innite number of k points inside the rst Brillouin
zone. In theory all of these eigenstates should be calculated; however in practice, only a
nite number of k points need be considered, since the wavefunctions and eigenvalues of the
Hamiltonian do not vary abruptly for small changes in k [26]. Various methods have been
developed and are used in plane wave codes to accurately approximate integrals over the
Brillouin zone by calculating the electronic states over special sets of k points. Examples of
such sets include the Baldereschi (or mean-value) point [27] and the Monkhorst and Pack




2ni   Ni   1
2Ni
Bi: (1.4.27)
This formula is valid for any crystal [29]. Increasing the number of k points in the sample
is a way to reduce errors, k  p perturbation theory can also be used [25]. In the   point
approximation only the single point at k = 0 is sampled.
1.4.4.1 Minimum image convention
If the periodic images are neglected while calculating a potential, a non-periodic potential
results. In this case the form of the potential will depend on how the unit cell is dened
relative to the atoms in the system. One method used to restore the periodicity of the
potential is the minimum image convention. In this convention the interactions are between
the closest periodic images [30]. Figure 1.1 illustrates this method.38 CHAPTER 1. INTRODUCTION
Figure 1.1: In the minimum image convention the interactions are between the nearest
periodic neighbours. The green centre in the unit cell will interact with the periodic image
in the upper left corner (the red ringed orange centre) as this is the closest. The green
dotted square is the size of the cell but shifted so that it is centred on the green centre.
1.5 Density Functional Theory (DFT)
Density Functional Theory (DFT) takes a dierent approach to the solution of the Schr odinger
equation using the density as the basic variable rather than the wavefunction. The advan-
tage of using the density in preference to the wavefunction is that for a system with N
electrons the wavefunction is a 3N-dimensional quantity whereas the density remains a
3-dimensional quantity. Instead of using operators to compute the properties of a system
from the wavefunction, functionals of the density are used. A functional is a function that
maps a function to a number. The origins of DFT can be traced back to the empirical
Thomas-Fermi model [31,32] which was developed a few years after the publication of the
Schr odinger equation [7]. The Thomas-Fermi energy functional contains a kinetic energy
term that is exact for the uniform non-interacting electron gas. Dirac augmented this model
with an exchange energy term, leading to the Thomas-Fermi-Dirac energy functional [33].
A major shortcoming of these models is their failure to predict chemical bonds between
atoms because of the inaccuracies in the kinetic energy functional, which made them of
limited use to chemists [24]. Density functional theory was developed as a formally exact
theory in the 1960s, with the publication of the Hohenberg and Kohn theorems.
1.5.1 The Hohenberg and Kohn theorems
HK Theorem 1 (Hohenberg and Kohn [34]) The external potential vext(r) is a unique
functional of the density n(r) (apart from a trivial additive constant).
This can be proved by assuming that there exists an alternative potential v0
ext(r) (with
ground state wavefunction 	0) that also produces n(r). 	 and 	0 are distinct since:
vext(r)   v0
ext(r) 6= constant ) 	0 6= 	: (1.5.1)1.5. DENSITY FUNCTIONAL THEORY (DFT) 39
(This implication arises because 	 and 	0 satisfy dierent Schr odinger equations, ^ H	 =
E0	 and ^ H0	0 = E0
0	0, and so will only be equal if the Hamiltonians only dier by a
constant.) Then using the variational property of the ground state electronic energy,
E0
0 = h	0j ^ H0 j	0i < h	j ^ H0 j	i = h	j ^ H j	i + h	j ^ H0   ^ H j	i (1.5.2)
E0
0 < E0 +
Z
[v0
ext(r)   vext(r)]n(r)dr: (1.5.3)





ext(r)   vext(r)]n(r)dr: (1.5.4)
Adding these two inequalities together gives,
E0
0 + E0 < E0 + E0
0 (1.5.5)
which is a contradiction and therefore the assumption that such a v0
ext(r) exists is wrong.
n(r) therefore xes vext(r) which in turn xes ^ H [6,34].
Therefore the ground state wavefunction 	 is a functional of n(r) (since n(r) xes ^ H).
Therefore kinetic energy and electronic repulsion energy are also functionals of the density.
A universal functional of the density, the Hohenberg-Kohn functional, can be dened for
these parts of the Hamiltonian,
FHK[n(r)] = h	j ^ Te + ^ Vee j	i (1.5.6)
where ^ Te is the kinetic energy operator and ^ Vee is the electron-electron potential energy
operator; both were dened in equation 1.1.34 . This functional is universal, it is valid for
any number of particles and any external potential. However its explicit form is unknown.
Using this functional the total energy functional can be dened as,
Ev[n(r)] 
Z
vext(r)n(r)dr + FHK[n(r)]: (1.5.7)
HK Theorem 2 (Hohenberg and Kohn [34]) The energy functional, Ev[n(r)], has as
its minimum the correct ground state energy associated with vext(r) if the density is con-
strained to preserve the number of particles (N[n(r)] =
R
n(r)dr = Ne).
The (electronic) energy functional of the density,
Ev[n0(r)] 
Z
vext(r)n0(r)dr + FHK[n0(r)] (1.5.8)
is by denition equal to the energy functional of the wavefunction,
"v[	0]  h	0jVne j	0i + h	0j ^ Te + ^ Vee j	0i: (1.5.9)40 CHAPTER 1. INTRODUCTION
It is clear that "v[	0] attains as its minimum the ground state electronic energy, when 	0
is the correct ground state ( = 	) for our system of N particles. If 	0 denotes the ground
state wavefunction corresponding to external potential v0(r) 6= v(r) then,
"v[	0] > "v[	] = E0 (1.5.10)
and hence,
Ev[n0(r)] > Ev[n(r)] = E0: (1.5.11)
This proves that Ev[n(r)] < Ev[n0(r)] for all n0(r) associated with v0
ext(r) and with n(r)
being the exact density for the ground state. This theorem provides a variational principle
for the ground state in terms of the density [34]. This allows the density to be used as the
basic variable in quantum chemical calculations.
1.5.2 Kohn-Sham theory
Kohn and Sham [35] further developed density functional theory by providing a form for the
Hohenberg and Kohn functional that avoided the use of an explicit kinetic energy functional.
Instead they used the non-interacting particle kinetic energy, whose expression is known
in terms of orbitals from quantum mechanics. Hence orbitals were introduced. Starting
from the denition of the Hohenberg and Kohn functional, Kohn and Sham modied this
by repartitioning the terms,
FHK[n] = T[n] + Vee[n] (1.5.12)
= T[n] + Ts[n]   Ts[n] + EH[n]   EH[n] + Vee[n] (1.5.13)
= Ts[n] + EH[n] + (T[n]   Ts[n] + Vee[n]   EH[n]) (1.5.14)
= Ts[n] + EH[n] + Exc[n] (1.5.15)
where EH[n] is the Hartree energy (see equation 1.2.6) and Ts[n] is the kinetic energy of a
non-interacting system with density n(r), the value of both of these terms can be calculated
exactly. Exc[n] is dened as the exchange correlation energy and kinetic energy correction
for the interacting system with density n(r). Unfortunately a general exact explicit form
for this term is unknown. The ground state density can be found by minimising the energy
functional, that is setting its functional derivative to zero with the inclusion of the Lagrange
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and vH(r) is the Hartree potential. If this is rewritten by collecting the potential terms,
Ts
n
+ ve(r) =  (1.5.18)
where ve(r) = vH(r) + vxc(r) + vext(r) (1.5.19)
this is exactly the same as the equation for the ground state density of a non-interacting
system with external potential ve. The density of this non-interacting system is also n(r).
A non-interacting system of electrons in an external potential ve is described by a set of





^ r2 + ^ ve(r)

 i(r) = i i(r) (1.5.20)
which can be solved (on a computer) as each involves only a single electron. The eigen-
functions of equation 1.5.20 can be used to calculate the density. From the solution it is



















So the energy functional can therefore be rewritten as,















 i(r)dr + EH[n] + Exc[n] +
Z
vext(r)n(r)dr: (1.5.24)
The goal is to minimise the value of the energy functional, however there is a need to
constrain the orbitals to be orthonormal. So a functional that includes this constraint is
dened and this functional is minimised instead,









i (r) i(r)dr   ij

; (1.5.25)
where ij are Lagrange multipliers. At the minimum,

[f ig] = 0 (1.5.26)
which leads to,










ij j (1.5.27)42 CHAPTER 1. INTRODUCTION
Figure 1.2: Flow chart for the self consistent solution of the Kohn-Sham equations.
where ve is as dened above in equation 1.5.19. Since ^ he is Hermitian, ij is also Her-
mitian and as such can be diagonalised by a unitary transformation of the orbitals. The
transformation does not cause the density to vary and therefore the Hamiltonian is also un-






^ r2 + ^ ve

 i = i i (1.5.28)









where  i are canonical wavefunctions which are the eigenfunctions of the Schr odinger equa-
tion. To obtain a solution for the ground state energy this set of equations need to be solved
self consistently, a procedure for this is shown in gure 1.2. A self-consistent procedure for
this is required because ve is a function of the density and therefore the wavefunctions
also depend on the density.
Kohn-Sham theory created a mapping from the interacting system being studied to a
non-interacting system with the same density [6].
1.5.3 Exchange-correlation functionals
Kohn-Sham theory introduces the exchange-correlation functional but does not provide an
expression for it. The form of the exact exchange-correlation functional remains unknown
and so approximations are required to calculate the exchange-correlation energy and po-1.5. DENSITY FUNCTIONAL THEORY (DFT) 43
tential. It is common to separate the exchange-correlation functional into exchange and
correlation parts,
Exc[n] = EX[n] + EC[n]: (1.5.31)
The two parts are then dealt with separately. There are several approximations of the
exchange-correlation functional, some of these are discussed below.
1.5.3.1 Local density approximation
The Local Density Approximation (LDA) uses as its exchange energy functional an ex-
pression derived from the exact exchange energy for jellium, a collection of electrons with
uniform charge density and an opposite uniform positive charge. The Schr odinger equation
for an non-interacting electron in jellium is of the form,
 
r2 + jkj2
  = 0: (1.5.32)
Since periodic boundary conditions apply the solutions to this equation are plane waves.
The charge density of jellium can be expressed in terms of kF, the jkj at the Fermi
level, to be n(r) =
k3
F
32, this is a constant which is expected as the density is not position
dependent. This expression for the density can be derived by considering that in reciprocal
space there are V=(2)3 states per unit volume in a crystal of volume V , and all the occupied
















The LDA can be derived starting from the exact Hartree-Fock exchange energy expres-
sion,













V 2jr1   r2j
(1.5.37)
=  





V 2jr1   r2j
: (1.5.38)44 CHAPTER 1. INTRODUCTION




Z Z Z kF Z kF eik(r2 r1)eik0(r1 r2)dkdk0dr1dr2
646jr1   r2j
(1.5.39)
now make the substitutions r = 1
2(r1 + r2) and s = (r1   r2) to give
=  
Z Z Z kF Z kF e ikseik0sdkdk0drds
646jsj
(1.5.40)




























































































































44jsj7 (sinkFjsj   kFjsjcoskFjsj)
2 drds (1.5.46)1.5. DENSITY FUNCTIONAL THEORY (DFT) 45

























Fjsj5 (sinkFjsj   kFjsjcoskFjsj)
2 djsjdr (1.5.49)






































In the LDA this expression for the exchange energy in terms of the density is adopted. In
general the density is position dependent and so the uniform density in equation 1.5.53 is
substituted for the true density to give the expression for the LDA,
ELDA











Correlation functionals have been developed to complement this exchange functional.
These include CAPZ (Ceperley, Alder, Perdew and Zunger) [36, 37] and VWN (Vosko,
Wilk and Nusair) [38]. Both of these correlation functionals are parametrisations of the
correlation energy obtained for dierent values of n in numerical quantum Monte-Carlo
simulations of the uniform electron gas published by Ceperley and Alder [36]. Dierent
methods of interpolation were used to obtain each each parametrisation however the dif-
ference between the energies obtained is small (a maximum of 1.3% relative deviation at
points representing a range of densities) [37].
The LDA has been used in many calculations over the years but has found more favour
with physicists than chemists. The approximation made by the LDA produces solutions
for calculations on systems of chemical interest with a level of accuracy unsatisfactory to
many chemists. The systems of interest to physicists are closer to the uniform electron
gas, such as, for example, bulk metals. More sophisticated functionals have therefore been
developed.46 CHAPTER 1. INTRODUCTION
1.5.3.2 Generalised Gradient Approximation (GGA) functionals
In the Generalised Gradient Approximation (GGA) both the value of the density at a point
and the gradient of the density at this point are used. The consideration of the density
gradient is important in systems that don't resemble the uniform electron gas [39,40]. BLYP
is one early example of a GGA (or gradient corrected) functional. It is a combination
of the Becke88 exchange functional [41] and the Lee, Yang and Parr (LYP) correlation










1 + 6x(r)sinh 1 x(r)
d3r; (1.5.55)







The formula for LYP correlation in a spin unpolarised system is,
ELYP
C =   a
Z
n(r)










































a =0:04918 a:u:; b = 0:132 a:u:; c = 0:2533 a:u:; d = 0:349 a:u:: (1.5.61)
Other examples of GGA functionals include B86 [44], PW91 [45,46] and PBE [47].
1.5.3.3 Meta-GGA functionals
Another kind of functional are meta-GGA functionals. These improve upon the GGA by
additionally including a dependence on the second derivative of the density. This improves
accuracy, however this is often at the expense of numeric stability in the calculations.








instead. PKZB [48] and TPSS [49] are examples of meta-GGA functionals.1.6. DENSITY MATRIX THEORY 47
1.5.3.4 Hybrid functionals
The nal common class of functional are hybrid functionals. These are (usually semi-
empirical) functionals that combine dierent amounts of other functionals and also a por-
tion of exact exchange (as dened in Hartree-Fock). B3LYP [42,50{52] and B97 [53] are
examples of hybrid functionals [14]. Hybrid functionals are discussed further in chapter 6.
1.6 Density matrix theory
It is possible to formulate an exact expression for the energy of a system, the expectation
value of the Hamiltonian, in terms of one and two particle density matrices [6]. The single








	(r1;s1;r2;s2; ;rN;sN)dr2 drNds1ds2 dsN
(1.6.1)
where the factor N is the number of electrons and 	 is the wavefunction of the system. For









where  i is a spatial Hartree-Fock or Kohn-Sham orbital. The diagonal elements are,





j	(r1;s1;r2;s2; ;rN;sN)j2dr2 drNds1ds2 dsN (1.6.4)
= n(r1): (1.6.5)












	(r1;s1;r2;s2;r3;s3; ;rN;sN)dr3 drNds1ds2ds3 dsN
(1.6.6)
where the factor of
N(N 1)
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In the Kohn-Sham case the use of the two-particle density matrix can be avoided since it





















An idempotent matrix is equal to its square, i.e. A = A2. It is necessary for the ground
state one-particle density matrix to be idempotent (at zero temperature). This require-
ment is the same as restricting all the eigenvalues of the density matrix to either 0 or 1.
The eigenvalues of the matrix correspond to the orbital occupation numbers [29]. The






















i  i(r) 
i (r0) (1.6.14)
=1(r;r0) , f2
i = fi 8i: (1.6.15)
Methods for enforcing this during a calculation will be discussed in section 2.6.
1.7 Linear-scaling methods
The computational scaling of electronic structure methods is very important as this deter-
mines the limit as to size of the system which can be studied using that method. Conven-
tional DFT methods scale cubically with the number of atoms Nat [55]. With codes using
wavefunction methods, cubic-scaling with respect to the number of atoms is the minimum
scaling encountered, post-Hartree-Fock methods, for example CCSD(T) have order O(N7
at)
scaling. The calculation of the two electron integrals in wavefunction methods scales with
O(N4) with respect to basis set size (unless further approximations are made) [15]. In
recent years, encouraged by advances in computer processing power, linear-scaling codes
have been developed. Linear-scaling codes are less ecient with smaller systems than
conventional codes, the crossover point is around 100-200 atoms.
With a linear-scaling code the study of molecules and materials involving thousands of
atoms becomes practical. Examples of such systems that occur in important applications
are protein fragments, large biomolecules including their solvation sphere and extended
nanostructures [2].1.7. LINEAR-SCALING METHODS 49
1.7.1 Near-sightedness
The properties at one point in a quantum system can be considered to be independent
(at least directly) of the state of the system far away from this point. This principle was
developed by Walter Kohn and is known as locality or near-sightedness [56,57]. If this
principle can be exploited in electronic structure calculations, the resulting method could
potentially scale linearly with system size. The divide and conquer approach discussed
below is one such method. In classical mechanics methods that take advantage of locality
and scale linearly are feasible. Even long ranged forces, for example Coulomb interactions,
can be treated using methods that scale linearly. In contrast quantum mechanical systems
are not local, for example, since all the electrons in a system are indistinguishable, the
symmetry and antisymmetry conditions obeyed by wavefunctions must be satised by all
the electrons in the system.
However while a full description of the state of the system is non local, certain properties
of the system, notably the density matrix (and hence the density) and the total energy,
can be calculated using local information. In a quantum system of many particles the long
range eects on the density at a point tend to interfere with each other and so become very
small. Exponential decay is found in the one-electron density matrix in insulators [58].
1(r;r0)  e jr r0j; (1.7.1)
where  depends on the band gap of the system. A method can take advantage of this by
truncating the density matrix at some point [29]. This can be done by setting the density
matrix elements with arguments separated by more than rcut to zero,
1(r;r0) = 0 when jr   r0j > rcut: (1.7.2)
The number of non-zero elements in such a truncated density matrix will scale (asymptot-
ically) linearly with system size. Some variational freedom is lost by the imposition of a
cuto so the energy should also be converged with respect to rcut [25].
1.7.2 Divide and conquer
One of the rst linear-scaling methods was the divide and conquer (DVC) scheme [59]. DVC
is conceptually very simple it achieves linear-scaling by breaking the system into subsystems
each of which is then treated using conventional methods. In the initial implementation the
density was partitioned [59], the method was subsequently improved by instead partitioning
the density matrix [60]. Buer regions need to be added around each subsystem to ensure
that the properties in each system are calculated accurately. This makes the calculations
costly, but does not preclude linear-scaling in large enough systems [29].
1.7.3 Density matrix approaches
The Li-Nunes and Vanderbilt (LNV) method [61] is an algorithm for the optimisation of the
density matrix while ensuring idempotency. For a truncated density matrix this method50 CHAPTER 1. INTRODUCTION
can scale linearly; a method of building the Hamiltonian in a linear-scaling manner is also
required. Also the scaling of this method is determined by the number of basis functions so
smaller basis sets are most suitable [29]. The LNV method is discussed further in section
2.6.3.
1.7.4 Localised function approaches
To calculate the Hamiltonian in linear-scaling manner localised functions or orbitals are
usually required. When localised basis functions are used the localised functions to use are
obvious; for delocalised basis sets such as plane waves further transformations are required
to provide the necessary locality. These are the same orbitals that appear in the denition
of the density matrix in equation 1.6.2. Therefore instead of directly optimising the density
matrix the localised orbitals can be optimised instead [29].Chapter 2
The ONETEP approach
onetep [62] is a linear-scaling density matrix method where the energy is minimised di-
rectly with respect to the density matrix. It is a reformulation of the plane wave pseu-
dopotential method where high accuracy is achieved at linear-scaling cost with localised
functions that are optimised self-consistently during the calculation. onetep is able to
perform single-point energy calculations and also geometry optimisations and properties
calculations.
2.1 Non-orthogonal Generalised Wannier Functions (NGWFs)
The localised functions used in onetep are Non-orthogonal Generalised Wannier Functions
(NGWFs), these can be used to calculate the density matrix. Wannier functions [63] are
obtained by a unitary transformation of the Bloch wave-functions [25]. Wannier functions
are exponentially localised in the general one dimensional crystal [64]. In onetep the
orthogonality of the Wannier functions is not enforced. As a result the NGWFs do not
need to have \orthogonality tails" which allows more stringent localisation to be enforced.
Therefore the localised functions used in onetep are not strictly Wannier functions.
Each NGWF is centred and localised around the nucleus of an atom. These functions
are not xed instead they are optimised during the calculation subject to localisation con-
straints so a large number of NGWFs are not required. Non-orthogonal functions are used
since these can be made more localised than an equivalent set of orthogonal functions. The
localised NGWFs () used in onetep are related to the Kohn-Sham eigenfunctions f ig
by,
 i(r) = (r)M
i (2.1.1)
where M is a linear transformation [65] and the implicit Einstein summation convention
has been used with repeated Greek indices. Equation 2.1.1 can be used to express the
5152 CHAPTER 2. THE ONETEP APPROACH






















The density matrix is truncated by setting the elements of the density kernel K to
zero when the centres of the localised orbitals (r) and 
(r0) are further apart than a
preset cuto radius [25, 66]. NGWFs are stored as values on a grid divided into small
parallelepipeds (PPDs) [2]. The NGWFs are initialised to a set of Gaussians or to a
precalculated set of pseudo-atomic orbitals known in onetep as reballs.
2.2 Psinc basis set
In onetep periodic sinc (cardinal sine) functions are used as a basis set to express the





where Dm(r) is a psinc function centred at the point rm and the cm are expansion co-
ecients [65]. Psinc functions are easily expressed as a sum of plane waves and by their
nature allow use of ecient discrete Fourier transforms for the evaluation of integrals and
other quantities such as densities [67]. The denition of a psinc centred on a point rKLM
using plane waves is given by,











where p, q and s are integers and Ni = 2Ji + 1 are the number of grid points along
direction i. An odd number of grid points in each direction in the cell is required to allow
the psinc functions to be both real and orthogonal [25]. With an even grid the requirement
for periodicity prevents orthogonality. The Bi are the reciprocal lattice vectors dened
in section 1.4.2. The primitive lattice vectors, Ai, and the reciprocal lattice vectors, Bi,
satisfy the orthogonality relation,
Bi  Aj = 2ij: (2.2.4)2.2. PSINC BASIS SET 53











where K, L and M are non-negative integers lower than the corresponding Ni [66,68]. The






Ai;xi 2 R: (2.2.6)























r = e2i(xj I)=Nj: (2.2.10)
Hence D
(j)













which is real valued. Clearly when r corresponds to a grid point the xj will be integers
and sin(xj) will be zero and therefore D(j)(xj) and DKLM(r) will both be zero unless














DKLM(rNPQ) = KNLPMQ (2.2.14)54 CHAPTER 2. THE ONETEP APPROACH
is called cardinality. Figure 2.1 illustrates this and also compares the periodic psinc func-
tions with a standard sinc function. A single psinc function with the periodicity of the
simulation cell is centred on each point in the real space grid [69].








where N is the total number of grid points in the simulation cell and Gp is a reciprocal




giBi gi 2 Z: (2.2.16)
2.2.1 Overlap matrix elements
































where w = V










have been used. It can be seen from this that psinc functions on distinct grid points are
orthogonal [25,65].2.2. PSINC BASIS SET 55
















Figure 2.1: Top: One dimensional psinc function, D
(i)
0 (xi), with Ni = 9, see equation
2.2.12. Bottom: One dimensional sinc function. Note how both functions are either zero
or one for integer values of xi.56 CHAPTER 2. THE ONETEP APPROACH
2.2.2 Fine grid psincs
In plane wave codes the electronic charge density must be represented by a set of plane waves
with twice the cuto frequency of the standard set used to describe the wavefunctions, to
prevent aliasing problems. In onetep aliasing will also be a problem when NGWF products
are calculated given that the psinc functions are a unitary transformation of the plane wave








































where is ap is a coecient; clearly some accuracy will be lost if this were to be expressed
using a standard psinc function. For onetep this means that a grid that is able to represent
twice the jGmaxj of the standard grid must be used to calculate the charge density [2]. This
is implemented by having a ne grid with twice as many points as the standard \coarse
grid" in each direction. A set of ne grid psinc functions, Bx(r), are used to express the
density. The Bx(r) are dened by,

















Ai; xi 2 f 0;1;:::;2Ni   1 g: (2.2.31)
The ne grid psincs obey the cardinality condition on the ne grid points,
Bx(ry) = xy: (2.2.32)







eiGp(r rm) (2.2.33)2.3. FFT BOX 57
Figure 2.2: An FFT box (orange) inside the simulation cell (black) on the coarse grid. The
green circle represents NGWF that is central to this particular FFT box. Any NGWF that
overlaps with the central NGWF (highlighted) will t into the FFT box (by construction).
where jG0
maxj = 2jGmaxj (with jGmaxj having the same value as in equation 2.2.15) [25].
2.3 FFT box
Many of the quantities that need to be calculated in onetep involve operations on overlap-
ping NGWFs. For example, the kinetic energy is calculated by applying, in Fourier space,
the Laplacian to an NGWF then taking the sum of the point-wise product of this with
another (overlapping) NGWF [67]. An FFT box, as shown in gure 2.2, has dimensions
that are six times the largest NGWF radius in the calculation (the width of three NGWFs),
or if the simulation cell is small the FFT box will adopt the size of the cell. Therefore an
FFT box is large enough to contain one central NGWF and all the NGWFs that overlap
with it, since the NGWFs are localised in space. In some cases an FFT box will not be
wholly located in the primary unit cell and will spill over into one of the periodic images
as necessary.
The FFT box is useful for performing operations that require FFTs, including Fourier
interpolation and Fourier ltering, because these operations can be performed in this
smaller box. Performing the FFTs in these small boxes gives each operation a lower compu-
tational cost, compared to performing the operation on the entire simulation cell. Since the
size of the FFT box is not related to the system's size (unless the simulation cell is small)
the computational eort for such an operation is independent of the size of the system.
This is very important for linear-scaling since a linear-scaling number of Fourier operations
are required during the calculation of many quantities. In the FFT box the NGWFs are
expanded in a basis set of psinc functions that are periodic with respect to the FFT box
rather than cell periodic. The FFT box technique corresponds to a coarse sampling in58 CHAPTER 2. THE ONETEP APPROACH
Figure 2.3: A tightbox (blue) inside an FFT box (orange) on the coarse grid. The tightbox
can be used to hold a single NGWF (green).
Fourier space of the simulation cell.
2.4 Tightbox
In onetep tightboxes are boxes that are used to hold individual NGWFs. These boxes
are on the same coarse grid as the simulation cell and FFT box, see gure 2.3. The
universal tightbox is a tightbox large enough to hold any NGWF (and every PPD that
partially contains that NGWF) in the system. When the FFT box is coincident with the
simulation cell the tightbox is also set to the same size as the simulation cell. Currently
tightboxes are used during the initialisation of the NGWFs, to store the optimised NGWFs
to disk (to allow a calculation to be restarted) and to output the NGWFs in a format
suitable for visualisation. Tightboxes were previously used as intermediate arrays when
depositing NGWFs to FFT boxes. The NGWF stored in PPD representation was extracted
to a tightbox which was subsequently deposited in the appropriate place in the FFT box.
NGWFs are now deposited directly into FFT boxes for eciency reasons [70].
2.5 The Kohn-Sham energy expression in ONETEP
In onetep the energy is minimised with respect to both the density kernel and the psinc
expansion coecients of the NGWFs. Starting from equation 1.6.10, the spin unpolarised2.5. THE KOHN-SHAM ENERGY EXPRESSION IN ONETEP 59























































where  is an NGWF, ^ vloc is the local pseudopotential, ^ vnl is the non-local pseudopotential,














equation 2.5.3 simplies to,







n(r)vxcdr + Exc[n]: (2.5.5)
2.5.1 Calculation of the exchange-correlation energy
In electronic structure codes that calculate the density on a grid, such as plane wave codes



















[fx(n(R);jrn(R)j) + fc(n(R);jrn(R)j)] (2.5.8)
where 
cell is the unit cell volume, R are the grid point positions and N is the number of
grid points [71].
As part of the current work several hybrid functionals and a pair of GGA functionals,
BLYP [41,42] and XLYP [72], have been implemented. In order to accommodate these
additional functionals it was necessary to extensively restructure the onetep module that
calculates the exchange correlation potential and energy. This will be discussed in more
detail in section 6.3.60 CHAPTER 2. THE ONETEP APPROACH
2.5.2 Calculation of the pseudopotential energy
The pseudopotential approximation is often applied in plane wave codes and is also applied
in onetep. In the approximation only the valence electrons are treated explicitly; the
core electrons are included with the attractive potential of the nucleus to form a smoother
pseudopotential. This reduces the number of electrons involved in the calculation which
reduces the computational demands. The use of this approximation is very desirable in
grid based codes because it allows a coarser grid to be used to represent the orbitals
and (nuclear) potential. Without this approximation the valence eigenstates are highly
oscillatory in close proximity to the nucleus in order to retain orthogonality with the core
states.
In onetep the pseudopotentials used are norm-conserving and can be split into local
pseudopotential and non-local pseudopotential terms,
^ vps =^ vloc + ^ vnl: (2.5.9)
The local pseudopotential is relatively simple in form and is calculated from the atomic
positions to yield a potential vloc. The form of the non-local pseudopotential is more





































lm is an eigenstate of the atomic pseudo-Hamiltonian and ^ vl is an operator for a















are strictly localised in real space within small spherical core regions that commonly have
a radius of around 1:5a0. The calculation of the non-local pseudopotential energy involves












which can be calculated as a sum over grid points in an FFT box. The non-local pseu-
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2.6 Idempotency
An idempotent matrix is equal to its square, i.e. A = A2. The idempotency constraint
(discussed in section 1.6.1) can be expressed using the density kernel as [66],
K = KSK: (2.6.1)






















which can be simplied to give equation 2.6.1. It is not feasible in a linear-scaling scheme
to enforce idempotency by calculating all the eigenvalues of the system (since the cost of
matrix diagonalisation scales cubically with matrix size), and so therefore another approach
is required.
2.6.1 Penalty functional
The following penalty functional rst proposed by McWeeny [74] is the origin of many













where fn are the orbital occupancies. This penalty functional can be added to the energy
functional and then the resulting functional,
Q[] = E[] + P[]; (2.6.6)
where  is a parameter controlling the strength of the penalty functional, can be minimised.
The problem with such an implementation is that the minimum of Q[] cannot occur at
fn = 1 (since the slope of E[] here is given by the Kohn-Sham eigenvalue), so idempotency
is only approximately imposed [75].62 CHAPTER 2. THE ONETEP APPROACH
2.6.2 Purication
In onetep a purifying transformation is used to ensure idempotency. The McWeeny puri-




where Rn are matrices forming a sequence that converges quadratically to idempotency.















. There are two types of purication that are applied to the
density kernel in onetep, adaptive purication and canonical purication.
In adaptive purication the extremal occupancies are checked and if they lie outside
the desired range then P (dened in equation 2.6.4) is minimised using steepest descents
(with a line search to nd the optimal step length) until the occupancies are within the
desired range.
Canonical purication [76] is a method to obtain the eigenvalues of the ground state
density matrix of a xed Hamiltonian in a non-self consistent manner. The purication
transformation (equation 2.6.7) is applied repeatedly until the band-structure energy, the
energy of the non-interacting system, tr[KH] converges [76].
2.6.3 LNV functional
In the Li-Nunes and Vanderbilt (LNV) method [61] the density matrix, , is dened in
terms of an auxiliary matrix, , using the purication transformation,
 = 32   23 (2.6.8)
where  is dened as
(r;r0) = (r)L
(r0); (2.6.9)
and the auxiliary kernel L (of which L is a matrix element) is related to the density
kernel by,
K = 3LSL   2LSLSL: (2.6.10)
If the total energy E[] is minimised by optimising the auxiliary kernel L then the density
matrix tends towards idempotency [75].2.7. OPTIMISATION OF THE ENERGY 63
Figure 2.4: Flowchart of the optimisation of the energy in onetep.
2.7 Optimisation of the energy




In onetep the density matrix is optimised self-consistently by minimising energy with
respect to both the NGWFs and density kernel. Optimising both is necessary to obtain high
accuracy while still retaining linear-scaling computational demands. Figure 2.4 illustrates
the two loops of the energy optimisation scheme. Firstly the energy is minimised with
respect to the density kernel, this procedure is discussed in section 2.8. The NGWFs are
then optimised using the procedure in section 2.9. After each update of the NGWFs the
density kernel is reoptimised.
2.8 Density kernel optimisation
At the start of a onetep calculation an initial guess for the density kernel is obtained
from the inverse of the overlap matrix. To allow linear-scaling this operation is performed
using the Hotelling algorithm [75,77]. This is improved by performing Palser-Manolopoulos
canonical purication [76] on the initial guess. Further penalty functional minimisation is
performed before the main LNV optimisation begins. The LNV functional implemented
in onetep performs direct energy minimisation, rather than optimisation of the band64 CHAPTER 2. THE ONETEP APPROACH
structure energy with density mixing.
2.8.1 Density kernel gradient
The density kernel gradient may be obtained by taking the derivative with respect to the






Since some of the components of the energy depend on the density an expression for the







For the density dependent parts of the energy,
















= 2h j ^ vH + ^ vxc ji: (2.8.6)




























The expression in equation 2.8.9 is a simple \idealised" version of the gradient expres-
sions that are used in onetep. In onetep more sophisticated expressions are used which
include linear-scaling idempotency enforcing functionals for the energy such as the LNV
energy functional [61]. In practice in onetep the gradient of the energy is obtained with





















@L =6(SLH + HLS)   4(SLSLH + SLHLS + HLSLS): (2.8.12)
As the NGWFs are non-orthogonal functions the tensor properties must be respected
during the minimisation procedure. (With an orthogonal set of functions there is no dis-
tinction between covariant and contravariant quantities.) Since the auxiliary density kernel
is a contravariant quantity a contravariant gradient is required for the search direction in
the minimisation procedure [78,79]. This tensorially correct gradient is given by [25],
G =(S 1)@E[n]
@L (S 1)
=6(LHS 1 + S 1HL)   4(LSLHS 1 + LHL + S 1HLSL): (2.8.13)
2.8.2 Normalisation constraint
A normalisation constraint is applied to the density kernel to ensure that the number of
electrons in the system remains correct. A Lagrange multiplier, the chemical potential ,
is used to ensure the correct number of electrons at the minimum of the functional used.
Instead of minimising the energy, the grand potential (
 = E   N) is minimised. In
onetep three methods for imposing normalisation during the LNV steps are used [75].
Firstly constraining the puried electron number such that for a spin unpolarised system,
2tr() = 2tr(KS)
= 2tr(3LSL   2LSLSL)
= Ne: (2.8.14)
Secondly constraining the unpuried electron number such that,
2tr() = 2tr(LS) = Ne: (2.8.15)
And nally using a modied purication transformation, where the kernel always remains
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The derivative of the electron number with respect to variation in the auxiliary density





=12(SLS   SLSLS) (2.8.17)
using equation 2.8.11 [25]. The contravariant form is,
 =(S 1) @Ne
@L(S 1)
=12(L   LSL): (2.8.18)
It is desirable that the electron number does not change during the calculation.
2.9 NGWF optimisation
The NGWFs in onetep are optimised by varying the psinc expansion coecients. Using
the simple steepest descents method this would have the form,
c0




where  is a parameter chosen to minimise the energy (for example by a line search).
Since the psinc coecients in onetep are real the complex conjugates have been omitted.
Therefore, the gradient of the energy with respect to the psinc expansion coecients is
required. By calculating derivative of the energy with respect to an NGWF (), the
derivatives with respect to each of the psinc expansion coecients for that NGWF (cp)




















2 ^ r2 + ^ vloc + ^ vnl

K: (2.9.2)
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 j ^ vH + ^ vxc ji: (2.9.6)
Combining equations 2.9.2 and 2.9.6 gives the gradient of the total energy with respect to









Since the puried density kernel is used, which depends on the overlap matrix which in










Q =3LHL   2LSLHL   2LHLSL: (2.9.9)
As discussed in section 2.8.1 tensorially correct gradients are required. Since the NGWFs














In onetep the energy is minimised in two nested loops. In the inner loop the NGWFs
are xed and the energy is minimised with respect to the density kernel (see section 2.8).
In the outer loop the form of the NGWFs is optimised by varying the psinc expansion
coecients using a conjugate gradient method. The conjugate gradient method is a more
sophisticated method than the steepest descent method which takes into account the search
directions used in the previous iterations. This improves the convergence behaviour in many
cases, since better search directions are chosen [25]. This minimisation is constrained by
the requirements that the ground state one-particle density matrix remains idempotent
and that the integral over all space of the density is equal to the number of electrons [66].















=12(r)(LSL   LSLSL)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2.9.1 Reciprocal space preconditioning
Electronic structure calculations using large basis sets such as plane waves can suer from
kinetic energy ill-conditioning [80]. The eciency of the steepest descents and conjugate
gradient methods is related to the condition number which is the ratio between the extremal
curvatures of the function around the minimum. If the condition number is small, the range
of curvatures is small and minimisation is ecient. However if the condition number is large
then the system is said to be ill-conditioned and the number of iterations that are required
to reach convergence can be high [65].
The eigenvalues of the Hamiltonian determine the curvatures of the total energy func-
tional. A wide range of eigenvalues, which is to be expected with a large systematic basis
set, is going to lead to a large condition number. The kinetic energy dominates in the
high energy eigenstates and is a signicant source of ill-conditioning. These eigenstates
will be unoccupied so do not signicantly contribute to the total energy but do broaden
the eigenspectrum. For lower energy eigenstates where the kinetic and potential energies
are more balanced this is less of a problem. The ill-conditioning can be reduced by re-
moving the eect of the kinetic energy operator for high energy states. This makes the
eigenstates more degenerate and therefore reduces the width of the eigenspectrum, without
signicantly aecting the lower energy states. This process is known as preconditioning.
In a plane wave basis preconditioning maybe applied by multiplying the steepest descents
vector by a diagonal preconditioning matrix that behaves as the inverse kinetic energy at
high wave-vectors and as a constant at low wave-vectors [81]. This is qualitatively similar
to the exact preconditioner for the model Hamiltonian ^ X given by,





where G0 is a constant (a judiciously chosen wavevector) [80]. Preconditioners for this
model Hamiltonian can also be derived for other basis sets [65].
2.9.1.1 Psinc basis preconditioning





























where w = V=N, is the grid point weight.
The standard expression for the line minimisation for the psinc coecients in equation
2.9.1 can be preconditioned by premultiplying the gradient by x 1 and postmultiplying by
the overlap matrix, S, to account for the non-orthogonality of the NGWFs, to give,
c0















For an orthogonal basis set a unitary transformation, F can be applied that diagonalises
x,
~ x =FxFy (2.9.25)
~ xpq =ppq (2.9.26)
where the p are the eigenvalues of x. Denoting transformed variables with a tilde, equation
2.9.24 becomes,
~ c0
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where bi are values on the real space grid and ~ bp are values on the reciprocal space grid.


























Using equation 2.9.33, the nal expression for the preconditioned line minimisation is,
~ c0









In onetep the preconditioning of the gradient is applied in reciprocal space using FFTs
[25,65].
2.10 Sparse matrices
Linear-scaling requires that the cost of the matrix operations scale linearly with system size.
A dense matrix contains O(N2) elements so linear-scaling is not possible. The matrices
used in onetep are sparse (for suciently large systems with a kernel cuto) and contain
O(N) elements. Algorithms have been developed to operate on these matrices with O(N)
computational cost (for large systems). In onetep the sparse matrices are structured in
terms of atomblocks with only the atomblocks with non-zero elements being stored. This
atomblocked structure is a natural because usually the elements of an atomblock are either
all zero or all non-zero, for example in the overlap matrix all the NGWFs on atom A
overlap with all those on atom B or none of them do, since the NGWF radii are equal.
The notable exceptions to this are diagonal matrices (for example the matrix of Kleinman-
Bylander denominators in equation 2.5.13). The elements of the non-zero atomblocks of a
sparse matrix are stored in a linear array. There is a separate index, shared between sparse
matrices with the same structure, that is used to access the arrays. For small systems,
dense matrix algebra is faster as in these systems the matrices are less sparse and so the
cost of the sparse indexing outweighs the benet of ignoring zero atom blocks [70].
2.10.1 Sparsity patterns
The various sparse matrices have diering sparsity patterns. The sparsity pattern of the
NGWF-NGWF overlap matrix is determined by the overlap of NGWFs, see gure 2.5.
The NGWF-projector and projector-NGWF overlap matrices, which were dened in sec-
tion 2.5.2, have non-zero elements for overlapping projectors and NGWFs. The non-local2.11. PARALLEL STRATEGY 71
Figure 2.5: The origin of the sparsity pattern of the overlap (left) and Hamiltonian (right)
matrices. The lled squares represent non-zero atom blocks. The coloured spheres represent
the pseudopotential projectors (see section 2.5.2), with the colours labelling the atoms. The
black circles represent the boundaries of the NGWF spheres on each atom. The overlap
sparsity is dened by which NGWF spheres overlap. The Hamiltonian additionally has
non-zero atomblocks where a pair of atoms with non-overlapping NGWFs both overlap
with the same projector.
pseudopotential potential matrix is formed by the product of the NGWF-projector and
projector-NGWF overlap matrices. Therefore the sparsity pattern is governed by the pairs
of NGWFs that overlap with a common core projector (from a pseudopotential) but don't
necessarily overlap themselves. The Hamiltonian is the union of the sparsity patterns of
the overlap and non-local potential matrices, see gure 2.5. In the density kernel matrix
only atomblocks corresponding to atoms separated by less than a given distance are non
zero. This distance is known in onetep as the kernel cuto and is an adjustable parame-
ter. The truncation of the density kernel in this way is an approximation justied by the
near-sightedness principle discussed in section 1.7.1. This approximation is required for
linear-scaling to be obtained.
2.11 Parallel strategy
In a parallel onetep calculation the data and computational work are shared amongst the
cores. Many parts of the calculation involve the communication of data between cores.
Certain sparse matrix operations and whole simulation cell FFTs also involve all cores. An
ecient parallel strategy is required to make best use of large numbers of cores. The parallel
performance of onetep depends on the system, low density systems such as nanotubes scale
better than dense solids, and the number of cores used [2,70,82].
2.11.1 Simulation cell
The simulation cell is equally divided into slabs along the z-axis with one slab being placed
on each core. Quantities such as the electron density that are dened across the entire
simulation cell are stored in this distributed way. The calculation of the Ewald energy and
the Hartree potential involve FFTs of the entire simulation cell. In reciprocal space the
simulation cell is divided into slabs along the x-axis [2]. During the construction of the
electron density FFT boxes are deposited in the simulation cell; this operation in general
involves multiple cores.72 CHAPTER 2. THE ONETEP APPROACH
2.11.2 Atoms and NGWFs
The atoms and their corresponding NGWFs are distributed among the cores in the order
that a Peano space-lling fractal curve [83] visits each atom. Atoms that are close together
in space will be close together in the ordered list of atoms that results. Each core is
allocated a set of atoms in the order determined by the list such that on each core there is
a roughly equal number of NGWFs. This ordering helps to minimise communication since
many parts of a onetep calculation (such as the calculation of the density and the kinetic
energy) involve an NGWF and its overlapping neighbours [2].
2.11.2.1 Batches
There is a balance to be struck between the amount of communication and memory usage.
Communication could be minimised by sending an NGWF once and then performing all
operations that require that NGWF on the receiving core. To do this would require a
substantial amount of memory because it would require a large number of FFT boxes to be
held in memory at one time. For example in the calculation of the density if an NGWF is
sent to a core only once then an FFT box for each of the NGWFs local to the receiving core
that overlap with the received NGWF would need to be stored in memory. The opposite
extreme would be use the received NGWF only for a single operation and recommunicate
it each time it is required. In onetep a system of batches has been implemented where
the NGWFs on the local core are divided into batches. When an NGWF is received all the
operations for the current batch that require that NGWF are performed, so the NGWF
only needs to be communicated once per batch. The batch size is an adjustable parameter
in the input le of a onetep calculation. Small batches have low memory demands, but
require much communication; larger batches reduce the amount of communication but
increase memory usage [2].
2.11.2.2 Planned communication
The original communications model used in onetep had NGWFs being sent just before
they were required. This entailed a double loop: the outer loop over core-core blocks;
the inner loop over the NGWF pairs in the block. The outer loop was implemented by
considering rst the diagonal blocks and then those blocks immediately below the these,
repeating until all blocks below the diagonal were processed. A similar procedure was then
followed with the blocks above the diagonal. A large degree of synchronisation between the
cores was enforced by this method which reduced the parallel eciency [2]. An improvement
to this method has been developed which involves the construction of a plan, a list of the
NGWF pairs, determined from the sparse matrix structure, that the calculation for the
current batch on a particular core involves. The plan is then shared between the cores and
from this the required communication pattern can be determined. The plan can then be
used to determine at which NGWFs each core needs to send and receive at each step of the
plan. Since in onetep non-blocking sends are used (i.e. there is no need to wait for the
NGWF to be received) the NGWFs can be sent before they are required by looking ahead2.11. PARALLEL STRATEGY 73
in the plan. This further improves the parallel performance because it reduces the amount
of time each core wastes waiting for another core to send an NGWF [70].
2.11.3 Sparse matrices
The sparse matrices used in onetep (see section 2.10) are distributed between the cores,
such that each core holds all the non-zero atom blocks located in the block columns of the
atoms located on that core (see above). The use of a space lling curve to distribute the
atoms means that the non-zero atom blocks tend to be concentrated along the diagonal of
the matrix. For example in the overlap matrix (where the non-zero atomblocks correspond
to atoms that overlap), the space lling curve order means that overlapping atoms will
be ordered close to each other in the list and therefore these atomblocks will be close to
the diagonal [2]. Many quantities can be calculated using only the elements in atomblocks
local to the core. However where matrix operations such as transposition or multiplication
are required communication is necessary. Recent work has sought to increase the eciency
of parallel sparse matrix algebra in onetep [70]. One improvement has been to reorder
the sequence in which portions of the matrix are manipulated taking into account the
distributed sparsity pattern. This results in a more balanced load between the processors
[70].74 CHAPTER 2. THE ONETEP APPROACHChapter 3
Empirical corrections for
dispersion in DFT
While Density Functional Theory (DFT) allows accurate quantum mechanical simulations
from rst principles in molecules and solids, commonly used exchange-correlation density
functionals provide a very incomplete description of dispersion interactions. One way to in-
clude such interactions is to augment the DFT energy expression by damped London energy
expressions. This is also referred to as the DFT-D approach [84]. Several variants of this
have been developed for this task, which are discussed and compared below. These schemes
have been implemented in the onetep program, which is capable of DFT calculations with
computational cost that increases linearly with the number of atoms. All the parameters
involved in this implementation of the dispersion correction have been optimized, with the
aim of simulating biomolecular systems. Tests show that in cases where dispersion inter-
actions are important this approach produces binding energies and molecular structures of
a quality comparable with high-level wavefunction-based approaches. This work has been
published [3].
3.1 Dispersion forces
Dispersion (or London [85]) forces between atoms arise due to the instantaneous dipoles,
brought about by the uctuations in the positions of the electrons. These induce dipoles
in a nearby atom or molecule which then in turn interact with the dipole on the original
atom or molecule. The energy of these attractive interactions can be approximated by the
London formula, which may be derived by perturbation theory. For a pair of atoms the















where IJ is the ionisation potential of atom J, 0
J is its polarisability volume and RIJ is
the (internuclear) distance between atoms I and J [86]. The potential between two atoms
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The attractive R 6 term comes from the London formula [85,86], while the R 12 term rep-
resents a repulsive potential. This is required because at closer range the electrons on each
atom repel each other. The form of the repulsive term however is mainly a computational
convenience as for example an exponential form e R=R0 is more accurate approximation
but also more costly [87]. Dispersion forces are very weak (for example, binding energies for
noble gas atom pairs are vary between 0.022 kcal mol 1 for a Helium dimer and 0.56 kcal
mol 1 for an Xenon dimer) but can collectively be responsible in determining the geometry
of many molecules and solids. Important cases include the stacking interactions between
 electron systems, such as between graphene sheets in graphite, and base pairs in DNA.
In biomolecular simulations they are often described as \hydrophobic" interactions and
often play an important role in determining structure and energetics, therefore they need
to be described as well as other non-covalent interactions (such as ion-pairs or hydrogen
bonding).
3.1.1 Description by DFT
Common DFT functionals are unable to describe dispersion interactions. The diculty
of describing dispersion with DFT is not an intrinsic failure of the theory as the exact
exchange-correlation energy functional would be able to describe all such interactions cor-
rectly. However its form is unknown and approximations are required [88]. Commonly these
approximations are based on the local electron density and its gradient, and therefore give
a poor description of interactions occurring outside the area of electronic overlap, which is
the case with dispersion interactions [89{91]. DFT does provide an adequate description
of the repulsive interactions at closer range, where the electron densities overlap. The lo-
cal density approximation will often appear to show binding (in, for example, a noble gas
dimer [89,92,93]) but this binding is spurious as it results from the exchange part of the
functional, whereas dispersion is a dynamical correlation eect [88,94]. Gradient corrected
functionals will usually show no binding at all, although basis set superposition error may
often give rise to the appearance of weak binding [95].
3.2 Empirical correction schemes for dispersion in DFT
Density functionals capable of explicitly including dispersion interactions are being de-
veloped by several groups [96{99]. While these functionals are promising, they have a
considerably higher computational cost than conventional DFT functionals as they in-
clude non-local terms and their description of binding due to dispersion is not yet con-
sistently comparable with high level wavefunction based methods, such as coupled-cluster
approaches. More pragmatic eorts to improve the treatment of dispersion in DFT have
instead focused on empirical corrections, such as the inclusion of a damped London term3.2. EMPIRICAL CORRECTION SCHEMES FOR DISPERSION IN DFT 77
in the total energy expression. Following the pioneering application of such approaches by
Ahlrichs et al [100] in Hartree-Fock calculations, which lack dispersion by denition, such









where fdamp(RIJ) is a damping function which decays to zero for small RIJ and is one at
large distances. This damping function is required because electronic structure calculations
provide an adequate description of short range attractions and therefore the empirical
correction becomes superuous at small distances. If a damping function is not applied
to the dispersion term then the total energy will be distorted, because of the resulting
signicant articial strengthening of every covalent bond. As noted above in section 3.1.1
a repulsive potential is not required. The dispersion correction term, Edisp, is added to the
electronic energy and nucleus-nucleus repulsion energy,
Etot = Eel + Edisp + Enuc: (3.2.2)
The various dispersion correction schemes available dier in the form of the damping
function fdamp(RIJ) that they employ. Two major forms for this function have been widely







and the second is a Fermi-like function introduced by Wu and Yang [93],
fdamp(RIJ) =
1
1 + e cdamp(RIJ=R0;IJ 1) (3.2.4)
where cdamp is a damping constant and R0;IJ is determined by the range of the overlap of
atoms I and J [92]. Elstner et al. suggested values of 4 and 7 for M and N respectively in
equation 3.2.3, which will be referred to here as damping function 1 (DF1). Mooij et al.
used M = 2 and N = 3 with the damping function in equation 3.2.3 and this combination
will henceforth be referred to as damping function 2 (DF2). Wu and Yang's damping
function in equation 3.2.4 will be labelled in what follows as damping function 3 (DF3). It










The homoatomic R0;I can be estimated from atomic van der Waals radii [93,101].
Figure 3.1 shows the three damping functions. While they have similar shapes, the
range of r for which each damping function has values in the interval [0.01,0.99] varies.
DF2 has a notably more gentle decay to zero, while DF3 decays particularly abruptly.78 CHAPTER 3. EMPIRICAL CORRECTIONS FOR DISPERSION IN DFT
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Figure 3.1: The three damping functions using the optimised parameters for carbon with
the PBE exchange-correlation functional.
The C6;IJ coecients can be calculated from the homoatomic C6;I coecients which can
in turn be obtained from experimental work or calculated from the atomic polarisabilities







where Ne;I is the eective number of electrons [92,102]. Homoatomic C6;I coecients
can be combined to give heteroatomic C6;IJ coecients using one of the two equivalent























3.2.1 Optimisation of parameters
The aim is to use the empirical dispersion correction schemes to improve the description
of biomolecular systems in large-scale DFT calculations. Therefore the schemes described
in the previous section have been implemented and tested in onetep. The approach taken
involves also the optimisation of the parameters involved for each exchange-correlation
functional in onetep. This is necessary because each functional behaves slightly dier-
ently; previous work by Grimme involved the optimisation of a single parameter for each
functional [104], in the work of Chai a dierent selection of parameters were optimised for
each functional [105]. In order to optimise the parameters, a benchmark set of complexes
with dispersion interactions where the binding energies are known to high accuracy were
required. Subsets of the JSCH-2005 and S22 sets [106] were chosen for this task. The
S22 set is a set of 22 complexes designed to be used as a training set for the inclusion
of dispersion corrections and consists of 7 hydrogen bonded complexes, 8 complexes with3.2. EMPIRICAL CORRECTION SCHEMES FOR DISPERSION IN DFT 79
predominant dispersion contribution and 7 complexes with signicant contributions from
both dispersion and hydrogen bonding to the binding. The reference binding energies have
been calculated by a combination of MP2 and CCSD(T) methods and extrapolated to
the complete basis set limit of CCSD(T). The geometries of the S22 set were obtained by
geometry optimisations using MP2 (using a cc-pVTZ basis set and applying a counter-
poise correction) for the larger complexes and CCSD(T) (using cc-pVTZ or cc-pVQZ basis
sets) for the smaller complexes [106]. The JSCH-2005 set provides similarly high quality
binding energies and reference geometries for sets of base pairs and amino acid pairs. The
geometries of complexes in the subset of the JSCH-2005 set that are used in this work were
obtained by hydrogen-only geometry optimisations of geometries obtained experimentally.
A subset of the stacked base pairs and amino acid pairs from the JSCH-2005 set and the
non-hydrogen bonded complexes from the S22 set were used as benchmarks. In addition
to these, six sulphur-containing complexes from Morgado et al. [107], with binding energies
calculated predominantly by MP2, were included so that the parameters for sulphur could
also be optimised. The geometries of these complexes were obtained by BLYP-D (with a
TZV basis set) optimisation [107]. In total 60 complexes were chosen for the optimisation
of 11 parameters. The inclusion of further base pairs from the JSCH-2005 set was deemed
undesirable as this could unbalance the chosen training set by giving a bias to base pairs.
Also the hydrogen-bonded complexes in the above sets were omitted, as the empirical dis-
persion corrections are not designed to describe hydrogen bonding, therefore optimising
the parameters in a way that causes them to do so (by imitating the CCSD(T) description
of the hydrogen-bonds) could compromise their description of dispersion interactions.
Binding energies for the chosen set of complexes were obtained with the following GGA
functionals that are available in onetep: BLYP [41,42]; PBE [47]; PW91 [45,46]; revPBE
[108]; RPBE [109]; and XLYP [72], as dierences of single-point energies of the bound
complex and the two monomers. The geometries were used as provided by the literature
and were not modied in these calculations. Subtracting from the reference \exact" binding
energies gave the error in the binding energy (and ideal dispersion energy correction) for
each complex. The goal of the optimisation was to adjust the parameters in the dispersion
formula (3.2.1) to minimise the dierence between the value of the dispersion energy and
the error in the binding energy for each complex. The parameters optimised were the C6;I
coecients, the R0;I and the cdamp coecients. The optimisation strategy involved the












where the index A runs over the the complexes, Edisp;A is the current dispersion energy
contribution, Ebind
uncorr;A is the pure onetep DFT binding energy (without dispersion) and
Ebind
lit;A is the literature CCSD(T) or MP2 binding energy. The method of steepest descents
was then used to optimise the C6;I coecients, the R0;I and the cdamp coecients in order to
minimise Err, the square sum of the errors in the binding energies. For the optimisation the
Ne and initial C6;I parameters were taken from Wu and Yang [93] for carbon, hydrogen,80 CHAPTER 3. EMPIRICAL CORRECTIONS FOR DISPERSION IN DFT
nitrogen and oxygen, and from Halgren [102] for sulphur. The initial cdamp parameters
used were: 3.0 for DF1, as used by Elstner [92]; 3.54 for DF2, the value Wu and Yang
proposed [93], rather than Mooij's value of 7.19 [101]; 23.0 for DF3 following Wu and
Yang [93]. R0;I values from Elstner et al. [92] were used. The optimisation was considered
converged when either of the following two criteria were satised,
￿ The largest change in any parameter from its initial value exceeds 20%. Since the
initial parameters are derived from physical quantities, the optimised parameters
should not vary considerably in order to preserve transferability and avoid over-
optimisation to the tting set.
￿ An iteration satised the following inequality,
Maximum percentage change in a parameter in the current step
Percentage change in Err in the current step
< 0:5 (3.2.10)
which ensures that the parameters were only varied when this led to a signicant
reduction in the object function.
The cdamp parameter was not restricted by the former criterion as it is completely empirical,
for example, Mooij's proposed cdamp for DF2 is double Wu and Yang's proposed value. The
parameters for sulphur were further optimised by starting from the parameters obtained
with the entire set (of 60 complexes) and optimising only the sulphur C6 coecient and
R0 with the set of sulphur-containing complexes. In this case the maximum parameter
change was limited to 15%, with the latter convergence criterion the same as above. To
eliminate possible eects of the basis set, the single point energy calculations with onetep
were performed with a large kinetic energy cuto of 1200eV, giving a near-complete psinc
basis set. Also large NGWF radii of 8.0a0 were used for all elements (except hydrogen
which had NGWF radii of 7.0a0 ).
Initial trials were conducted to guide the choice of suitable convergence conditions that
incorporated the goals of the parameter optimisation. The trials showed that a small
number of iterations (less than 12) gave a large decrease in Err with only small changes
in the parameters and then a large number of further iterations (thousands) resulting in
signicant changes to the parameters but achieving only a small decrease in Err. For
example taking the damping function in equation 3.2.4 (with M = 4 and N = 7) after
four iterations Err is reduced by 54% with the largest change in a single parameter being
9%. A further 5063 iterations further reduced Err by only 39% (giving a total reduction by
72%) however, to achieve this one of the parameters was changed by 90% (other parameters
changed by 56% and 46%). As noted above such large changes are undesirable. As a result
of this trial the minimisation was stopped when any single parameter changed by more
than 15% from its initial value or when the percentage change in Err made in the current
iteration was less than half the change in the rst iteration. When the progress of the
minimisation is plotted on a graph, it is seen that the point where these criteria stop the
minimisation is a visually intuitive place to stop.3.3. RESULTS AND DISCUSSION 81
3.2.2 Atomic forces and geometry optimisation
onetep is able to compute atomic forces (as analytic derivatives of the total energy) and use
these to perform geometry optimisations. The contribution from the dispersion interactions
has been included in the forces so that their eect on determining molecular structure can be
taken into account during geometry optimisations. As dispersion interactions dominate only
in very weakly-bound complexes, a very accurate calculation of all the forces is required.
This is possible as the NGWFs are essentially expressed in a plane wave basis and therefore
the \egg-box" eect [110] of energy variation with respect to the real-space grid, which is
typically observed in real-space techniques, is negligible in onetep calculations.
3.2.3 Dispersion forces with periodic boundary conditions
In onetep periodic boundary conditions are applied and need to be accounted for in
the calculation of the dispersion correction to the energy and atomic forces. This has been
implemented by applying a spherical cuto to the dispersion interaction. A spherical cuto
with a radius of 20a0 has been applied since at this distance the dispersion interactions are
negligible. To prevent discontinuities in the energy and energy gradient (and hence force)
at this cuto a smoothing function of the form,
fsmooth(RIJ) = 1   e (RIJ Rcuto)2
; (3.2.11)
where RIJ is the interatomic distance and Rcuto is the cuto spherical radius. The ex-









where fdamp(RIJ) is a damping function. For each pair of atoms A and B, if atom B or any
of its periodic images are within 20a0 of atom A, then the dispersion contributions between
this pair are included.
3.3 Results and discussion
3.3.1 Validation of energies
Table 3.1: Binding energies (in kcal mol 1) for the complexes used in the tting of the
parameters. The onetep results are given with and without dispersion interactions with
the optimised parameters for the PBE functional and are compared with the \benchmark"
values from the literature.
Corrected PBE
Complex PBE DF1 DF2 DF3 Lit [106,107]
2CH3SH (C1) a3  1:61  2:49  3:36  2:40  2:68
2CH3SH (C1) a5  1:76  2:79  3:66  2:68  2:5082 CHAPTER 3. EMPIRICAL CORRECTIONS FOR DISPERSION IN DFT
Table 3.1: (continued)
Corrected PBE
Complex PBE DF1 DF2 DF3 Literature
2CH3SH (Ci) a4  1:77  2:68  3:15  2:59  2:00
AA0-3.24 A{As 2:41  6:08  6:02  6:22  6:25
AA0-3.24 T{Ts 2:81  4:32  4:96  4:19  3:86
AA20-3.05 AAs2005 3:03  5:85  5:86  5:99  6:06
AA20-3.05 TTs2005  0:68  2:25  2:47  2:21  4:18
A...C S 1:77  6:48  6:28  6:44  6:70
adenine thymine stack  1:12  11:40  12:23  11:43  12:23
AG08-3.19 A{Gs  0:09  7:47  7:32  7:45  7:58
AG08-3.19 T{Cs  0:64  6:31  6:45  6:19  6:07
A...G S 2:35  6:30  6:59  6:34  6:50
AT10-3.26 A{Ts 0:88  6:91  7:00  6:84  6:64
A...T S 1:02  8:42  8:37  8:34  8:10
benzene ammonia (Cs)  0:70  2:38  2:69  2:36  2:35
benzene dimer (C2h) 2:02  3:34  3:08  3:41  2:73
benzene dimer (C2v)  0:05  2:66  3:20  2:59  2:74
benzene DMS (C2v) a8  0:15  3:37  3:28  3:39  3:00
benzene DMS (C2v) a9  0:66  1:12  1:28  1:10  1:21
benzene H2S (C2v) a7  0:74  2:43  2:99  2:30  2:74
benzene HCN (Cs)  3:02  4:77  5:55  4:69  4:46
benzene methane (C3) 0:08  1:67  1:87  1:67  1:50
benzene water (Cs)  1:82  3:35  3:83  3:27  3:28
CG0-3.19 G{Cs  1:79  6:83  7:09  6:68  7:88
C...G S  2:97  10:58  10:53  10:60  12:40
ethene dimer (D2d)  0:39  1:96  2:30  1:89  1:51
ethene ethine (C2v)  1:32  2:04  2:20  2:01  1:53
F30-F49  0:16  3:20  3:34  3:21  3:30
F30-K46  1:07  3:66  3:82  3:62  3:10
F30-L33  0:40  5:47  6:44  5:25  5:00
F30-Y13  1:05  4:87  5:05  4:79  3:90
F30-Y4 0:85  6:05  6:02  6:03  7:00
F49 C39 0:28  2:12  2:94  2:03  2:10
F49 C6 0:70  5:01  5:33  4:90  5:00
F49-K46  1:34  4:95  5:83  4:85  4:80
F49-PB V5-C6  2:26  7:93  8:61  7:81  8:20
F49-PB Y4-V5  0:36  3:29  3:38  3:23  2:80
F49-V5  0:85  6:64  7:91  6:47  6:70
F49-Y37  0:15  2:41  2:47  2:37  2:50
F49-Y4 1:41  3:65  4:34  3:56  3:10
GA10-3.15 A{Gs 0:45  9:43  9:46  9:52  9:14
GA10-3.15 T{Cs 0:88  5:29  5:26  5:24  4:69
GC0-3.25 G{Cs  2:04  10:84  10:81  10:92  10:80
G...C S  2:78  10:24  10:43  10:29  8:10
G...C S1 0:25  7:03  7:05  7:02  7:70
G...C S2  3:46  7:86  7:77  7:81  11:60
GG0-3.36 CCs036  3:94  4:71  4:70  4:70  3:54
GG0-3.36 GGs036 3:41  2:01  1:90  2:01  1:623.3. RESULTS AND DISCUSSION 83
Table 3.1: (continued)
Corrected PBE
Complex PBE DF1 DF2 DF3 Literature
GT10-3.15 A{Cs 2:13  5:54  5:40  5:64  5:44
GT10-3.15 T{Gs 3:44  5:27  5:58  5:16  4:96
indole benzene stack (C1) 2:46  5:34  5:03  5:50  5:22
indole benzene t-shaped (C1)  2:14  5:65  6:70  5:59  5:73
methane dimer (D3d)  0:08  0:96  0:91  0:94  0:53
phenol dimer (C1)  4:33  7:10  8:10  6:97  7:05
pyrazine dimer (Cs) 0:82  4:56  4:48  4:71  4:42
TA08-3.16 A{Ts 5:56  4:44  5:37  4:55  6:07
TG03.19 A{Cs 1:61  4:40  4:64  4:34  4:96
TG03.19 T{Gs 0:01  5:22  5:50  5:06  5:67
T...G S 1:82  6:73  6:66  6:64  6:20
uracil dimer stack (C2)  2:66  9:33  10:24  9:12  10:12
Root mean square error 5:92 0:81 0:93 0:82 0
The 60 complexes used for the tting of the parameters are presented in Table 3.1. In
this table the dispersion-including binding energies as obtained with onetep are given
using the optimised parameters for the three damping functions (DF1, DF2, and DF3) and
the PBE [109] functional. The table also contains the onetep binding energies that are
obtained when no dispersion contribution is included. The binding energies are compared
with the accurate ab initio benchmark binding energies for these complexes which are
subsets of the JSCH-2005, S22 and Morgado et al. sets of complexes [106,107]. It can
be observed from the table that the inclusion of the dispersion contribution dramatically
improves the binding energies, in most cases leading to an agreement with the literature
results which is better than 1 kcal mol 1. The optimisation of the parameters has been
necessary to obtain this good agreement as, for example, for DF1 with the PBE functional
the value of Err (dened in equation 3.2.9) was reduced by 78% in the initial parameter
optimisation, and in the subsequent sulphur parameter optimisation the Err (for the subset
of sulphur complexes) was further reduced by 32%. After optimisation DF1 (with PBE)
produced binding energies with the lowest root-mean-square (RMS) dierence from the
literature values of 0.813 kcal mol 1. DF3 had an RMS dierence only slightly higher,
0.820 kcal mol 1, however DF2 was noticeably worse with an RMS of 0.926 kcal mol 1, and
a very similar trend was observed for the standard deviations. So for the PBE functional
DF1 is expected to be the most accurate and consistent. Again DF3 had a similar standard
deviation to DF1 (0.823 kcal mol 1) and DF2 had a higher standard deviation (0.897 kcal
mol 1).
The retention of the transferability of the parameters was a key concern of this approach.
To check if this goal has been achieved, validation calculations, on a set of complexes that
were not included in the tting set, have been performed. These complexes are presented in
Table 3.2. They are grouped into four categories: interstrand base pairs, stacked base pairs,
hydrogen bonded base pairs and other hydrogen bonded complexes (from the remainder84 CHAPTER 3. EMPIRICAL CORRECTIONS FOR DISPERSION IN DFT
Table 3.2: Binding energies (in kcal mol 1) for complexes that were not included in the
tting of parameters. Values obtained with just the LDA and PBE exchange-correlation
functionals are given as well as values calculated with PBE plus dispersion with DF1, DF2
and DF3.
Uncorrected
Complex LDA PBE DF1 DF2 DF3 Lit
Interstrand base pairs
AA20 3.05 ATis2005  2:58  1:23  2:41  2:68  2:36  2:34
GA10 3.15 A Cis 0:44 1:13  0:08  0:11  0:06  0:31
GA10 3.15 T Gis 1:02 1:20 0:56 0:56 0:56 0:58
GG0 3.36 CGis036  3:21  2:46  3:94  3:94  3:91  3:68
TG0319 T Cis  1:17  0:95  1:39  1:39  1:39  1:15
Stacked base pairs
AAst  6:44 0:27  8:38  8:17  8:52  8:58
CCst  8:56  2:65  9:61  9:53  9:69  10:02
GGst  10:39  2:94  12:39  12:30  12:44  12:67
UUst  7:67  2:31  8:60  8:47  8:61  7:46
Hydrogen bonded base pairs
2tU 2tU  17:40  10:87  12:58  14:16  12:40  12:60
6tG C WC pl  38:08  28:66  31:30  33:40  31:12  29:50
A 4tU WC  18:74  12:46  14:80  16:07  14:63  13:20
adenine thymine  15:65  15:65  18:21  19:94  18:01  16:37
G 2tU  21:85  14:82  16:65  18:42  16:47  16:60
G 4tU  23:82  16:37  18:46  20:23  18:26  17:80
uracil dimer hb (C2h)  27:09  20:11  21:91  23:60  21:75  20:65
Other hydrogen bonded complexes
2-pyridoxine
2-aminopyridine (C1)
 23:70  16:86  19:20  20:93  19:02  16:71
ammonia dimer (C2h)  5:07  2:93  3:35  4:06  3:31  3:17
formamide dimer (C2h)  22:48  16:01  17:23  18:80  17:08  15:96
formic acid (C2h)  27:28  19:54  20:39  22:40  20:18  18:61
water dimer (Cs)  7:83  5:20  5:40  6:10  5:31  5:02
Root mean square error 4:49 3:59 1:07 2:05 0:97 03.3. RESULTS AND DISCUSSION 85
of the S22 set). These systems were chosen as they represent a wide range of typical
biomolecular environments and also because accurate binding energies are available for
these structures in the literature [106]. For the interstrand base pairs and the stacked
based pairs the dispersion interaction is the dominant interaction, the results show the
same dramatic improvement in the binding energies as in the complexes of Table 3.1.
Furthermore, the level of improvement in the binding energies of the stacked and interstrand
base pairs is similar even though only stacked base pairs were included in the tting set,
indicating the generality of the empirical dispersion correction. For the hydrogen bonded
base pairs and other hydrogen bonded complexes, where the binding is mainly due to
hydrogen bonds, the inclusion of the empirical dispersion contribution is not as successful.
In a few cases, such as the water dimer for example, the uncorrected onetep binding energy
is already too large, and the dispersion correction leads to further overbinding. DF2 gave
signicant overbinding for every hydrogen bonded complex (RMS dierence 5.777 kcal
mol 1), so this function is less applicable to systems with signicant hydrogen bonding,
which is the norm for many biological molecules. DF3 performed better than DF1 for all
but two of the hydrogen bonded complexes; the RMS dierences were 1.225 kcal mol 1 and
1.367 kcal mol 1 respectively. For the non-hydrogen bonded complexes all the damping
functions produced binding energies of similar accuracy, the RMS dierences for DF1, DF2
and DF3 were 0.444 kcal mol 1, 0.452 kcal mol 1 and 0.430 kcal mol 1, respectively, LDA
binding energies have been included for comparison. As expected, these energies are too
large for the hydrogen bonded complexes [92]. For the non hydrogen bonded complexes
LDA (RMS 1.202 kcal mol 1) produced more accurate binding energies than PBE (RMS
5.366 kcal mol 1); however, they are still inferior to the corrected PBE energies.
3.3.2 Validation on structures
The eect of the dispersion contribution on the atomic forces has been investigated by
examining the molecular structures obtained during geometry optimisation. Full (uncon-
strained) geometry optimisations were performed on four systems: a benzene dimer; a
methane dimer; a methane-benzene complex and an indole-benzene complex. All the cal-
culations were performed with DF1 and the PBE functional and a rather tight maximum
absolute force convergence threshold of 0.001 Eh=a0 was used as the forces due to dispersion
are obviously very weak.
For the case of the benzene dimer, the optimisation with dispersion contributions re-
sulted in the equilibrium structure shown in Figure 3.2 where the two benzene molecules
are in a conformation with their planes parallel, at a separation of 3.7 A. This is in close
agreement with the value of 3.9 A that has been obtained with CCSD(T) calculations with
a near-complete basis set by Sinnokrot and Sherrill [111]. When dispersion interactions
are not included, the pair of benzene molecules experience only the repulsive potential of
the PBE functional and no binding is observed but the geometry optimisation is simply
completed when their separation is 5.1 A, as at this distance the forces are smaller than the
set threshold.
For the methane dimer when dispersion interactions are included onetep was able86 CHAPTER 3. EMPIRICAL CORRECTIONS FOR DISPERSION IN DFT
Figure 3.2: Optimised structures with onetep of benzene sandwich dimer (top left),
methane dimer (top right), methane-benzene (bottom left), indole-benzene (bottom right).
to reproduce the geometry obtained by MP2 calculations using a large Gaussian basis
set (cc pVTZ) [112]. The nal structure obtained with onetep is shown in Figure 3.2.
The structure has the correct symmetry and the distance between hydrogen atoms of the
two molecules (3.08 A) is in agreement with the MP2 value (3.07 A). When the empirical
dispersion contributions are omitted from the onetep geometry optimisation the methane
molecules end up much further from each other and their orientation is very dierent to
that obtained using the MP2 approach.
In the case of the benzene-methane complex the benzene-methane distance obtained
after optimisation when using our empirical dispersion contribution is 3.15 A (Figure 3.2)
which is in close agreement with the value of 2.98 A from an accurate MP2 geometry
[106]. Omitting the dispersion contribution results in a distance of 3.62 A, with this greater
separation the symmetry of the complex is lost.
For the indole-benzene complex the indole-benzene distance increased from 3.40 A in
an MP2-optimised geometry [106] to 3.52 A (Figure 3.2) when optimised with empirical
dispersion and 3.92 A when optimised without it. Clearly in all cases the inclusion of the
empirical dispersion contribution has signicantly improved the geometries obtained.Chapter 4
Quadratic-scaling Hartree-Fock
exchange energy calculation in
ONETEP
In this chapter the calculation of Hartree-Fock exchange is discussed. The diculties in
calculating the exchange in onetep are considered, including an explanation of why such
a calculation is not naturally linear-scaling. A quadratically scaling implementation of the
calculation of Hartree-Fock exchange will be described. Finally the performance of the
method will be demonstrated by the results of some sample calculations.
4.1 Introduction
In Hartree-Fock theory the exchange term arises from the use of a Slater determinant, an
antisymmetrized product of spin orbitals, to express the multi-electron wavefunction [10].
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where  i(r) is a one electron spatial orbital. The exchange integral is only non-zero for
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In most conventional wavefunction approaches the Hartree and exchange integrals are eval-
uated in similar ways, sharing optimised code for two electron integral calculation [113].
In plane wave codes Fourier transforms are usually used to calculate the Hartree en-
ergy [114,115].
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4.1.1 Hartree-Fock exchange energy in Gaussian codes
The major diculty in a Hartree-Fock calculation is the evaluation and manipulation of
the large numbers of two-electron integrals [10]. The two electron integrals for the Hartree
and exchange energies were introduced in section 1.2. The expression for the Hartree and
exchange components of the matrix elements of the Fock operator (which was given earlier
























Due to the use of a basis set, a large number of two electron integral evaluations are
required. For example, with a set of 100 basis functions there are 12 753 775 unique
two-electron integrals to be evaluated [10]. As discussed in section 1.3.2 evaluating these
integrals when using Slater-type orbitals is computationally very expensive as it involves
three dimensional numerical integration approaches. Nevertheless improvements to the
calculation of two electron integrals with Slater-type orbitals have been developed [116{120].
Analytical formulas (based on recursion) exist to calculate the two-electron integrals in
terms of Gaussian orbitals. Therefore, many electronic structure codes use Gaussian basis
sets and so calculate the two-electron integrals in terms of Gaussian orbitals [113,121{123].
Due to this a lot of work has been focused on improving the eciency of algorithms for the
calculation of these integrals in terms of Gaussians [124{132].
4.1.2 Hartree Fock exchange energy in plane wave codes
In plane wave codes generally periodic systems are considered, with the supercell approx-
















where  wk0(r1) is a single particle wave function. With plane waves it is convenient to










jG   k + k0j2
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(4.1.5)
where Nk is the number of k points, Vc is the volume of the unit cell, and Yvk;wk0(G) is
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jG   k + k0j2 : (4.1.7)
The Coulomb operator has a singularity at G = 0, when k = k0 and v = w. The
singularity is integrable only in the limit of an innitely ne k point lattice. Since this is
impractical other solutions have to be devised to the problem [135{138]. The usual solution
is to truncate the Coulomb operator at a certain distance [114,115,134].
Various Hartree-Fock exchange implementations [137{140] have also been developed for
the projector-augmented wave method [141], a method that is based on plane waves but
which explicitly takes into account the core electrons.
4.2 Hartree-Fock exchange energy in ONETEP
Before considering the calculation of the exchange energy in onetep it is helpful to consider
the method used to calculate the Hartree energy in onetep.
4.2.1 Hartree energy in ONETEP
In onetep the Hartree energy is calculated in two stages. Firstly the Hartree potential is
calculated in momentum space using the density, which has in turn been calculated from











where (r0) is an NGWF and K is the density kernel and implicit summation of Greek
indices is used. Note that the NGWFs  and , connected by the density kernel elements
K, overlap (otherwise the NGWF product is zero). The calculation of the Hartree
potential requires a Fourier transform in the entire simulation cell (since it is calculated
in momentum space) which is an O(nlogn) operation, however only one such operation is




where Vc is the cell volume. The Hartree energy can then be evaluated alongside the local
pseudopotential energy,
EH + Eloc =
Z
(vH(r) + vloc(r))n(r)dr: (4.2.4)90 CHAPTER 4. O(N2) HARTREE-FOCK EXCHANGE IN ONETEP
4.2.2 Hartree-Fock exchange in terms of NGWFs
Unfortunately the exchange energy is not as straightforward to calculate as the Hartree











where K is a density kernel element and (r) is an NGWF. Note that, in contrast
to situation in the Hartree potential, the NGWFs  and , that are connected by the
density kernel elements K, are not required to overlap. Since the indices of the density
kernel correspond to dierent electrons it is not possible to calculate the exchange energy
in the same way that the Hartree energy was calculated. This reects the non-local nature
of the exchange operator.
The evaluation of the Hartree-Fock exact exchange energy in onetep has been imple-











where (r1) is an NGWF and K is a density kernel element, is calculated. From this

































In onetep matrices are in general sparse and stored in atomblocked structures as
described in section 2.10. It is convenient therefore, to rewrite equation 4.2.5 in terms of4.2. HARTREE-FOCK EXCHANGE ENERGY IN ONETEP 91








































where the indices A,B,C,D refer to atoms (atom blocks) and the indices a,b,c,d refer to
the individual NGWFs centred on each atom (X;x is the NGWF x on atom X) and SAD














































The computational requirements of equation 4.2.13 can be better understood by looking
at gure 4.1, which shows the NGWFs involved in the calculation of the AB atomblock of
the exchange matrix.
Inside the square brackets for each atom B, the procedure illustrated in gure 4.2 is











Since the interpolation and multiplication can be carried out inside an FFT box the com-
putational cost of these operations is, in principle, independent of the system size. The92 CHAPTER 4. O(N2) HARTREE-FOCK EXCHANGE IN ONETEP
Figure 4.1: The NGWFs involved in the calculation of the AB atomblock of the exchange
matrix in equation 4.2.13. The NGWFs on and surrounding atom A are the D;ds, the
NGWFs on and surrounding atom B are the C;cs. It is clear that this calculation is not
local to a single FFT box.

















can be evaluated in momentum space with linear-scaling cost. However since a pair of
Fourier transforms of the whole simulation cell are required this is an expensive operation,
especially in terms of communications bandwidth. The problem is that this operation has
to be performed for each A;a and D;d an O(N) number of times. Therefore if the energy
were to be calculated using this scheme then the computational cost would be O(N2); there
would also be a large prefactor for the reasons outlined above. Since it is clear that this
approach would not be suited to large systems due to the high computational cost and
quadratic-scaling. The implementation was carried out only as an accuracy benchmark
with which to validate the linear-scaling approaches that are developed later in chapter 5.
In this implementation the FFT box size was set to be the same as the cell size for simplicity.
As FFT boxes are not distributed across cores the many Fourier transforms required can
be performed independently on each core. The full implementation in onetep is shown in
gure 4.3.
In order to achieve linear-scaling it is clear that an alternative approach is required,4.2. HARTREE-FOCK EXCHANGE ENERGY IN ONETEP 93
Figure 4.2: Calculation of the product of NGWFs in the inner integral (equation 4.2.9) in
the evaluation of the exchange energy in equation 4.2.6. Interpolation is required to prevent
aliasing during the multiplication. A similar procedure is carried out by onetep in the
calculation of the density [2]. The product P(r2) is then used to generate the potential
U(r1) by Fourier transform.
such approaches are developed in chapter 5. The above method could be used in a linear-
scaling approach to evaluate the integrals only in case where all the NGWFs involved lie
within a normal-sized FFT box. The cost of the Fourier transforms required in this case
will be independent of system size. However a dierent method to deal with the long range
exchange interactions would be required.
4.2.3 Exchange matrix sparsity
The Hartree-Fock exchange matrix requires a dierent sparsity pattern to that used by the
standard GGA (or LDA) Hamiltonian. This need arises because Hartree-Fock exchange is a
non-local operator and the calculation of the exchange matrix and exchange energy uses all
the non-zero elements of the density kernel matrix. This can be clearly seen from equation
4.2.14 where there is a sum over all the atom pairs A and B with non-zero AB density
kernel atomblocks in the calculation of the exchange energy. As discussed in section 2.10.1
the non-zero elements in the density kernel are determined by a distance-based cuto.
Since the only restriction on A and B in the calculation of the exchange energy is that
corresponding atomblock in the density kernel is non-zero, the exchange matrix will have
the same sparsity pattern as the density kernel. Any non-zero atomblock in the exchange94 CHAPTER 4. O(N2) HARTREE-FOCK EXCHANGE IN ONETEP
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Figure 4.3: Flowchart of the implementation of the calculation of Hartree-Fock exchange
energy in onetep. In the implementation described in this chapter the step labelled 1
is done using FFTs. The step labelled two is modied for the calculation of the NGWF
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matrix that does not have a corresponding non-zero atomblock in the density kernel would
not contribute to the energy (see equation 4.2.7) so is not relevant to the calculation. Also
if a density kernel atomblock AB is non-zero then the exchange matrix atomblock AB will
also be non-zero, since there will be a non-zero contribution from the case where D = A
and C = B (so KCD = KAB; SAA and SBB are clearly non-zero). For the standard
Hamiltonian, only those density kernel elements that are non-zero in a sparsity pattern
determined by the overlap between NGWFs and those pairs of NGWFs that both overlap
with a common projector (in the pseudopotential), are relevant (see section 2.10.1). So
the Hamiltonian matrix that includes Hartree-Fock exchange will be in general less sparse
than the standard Hamiltonian: its sparsity will be the same as the sparsity of the density
kernel and dictated by the kernel cuto.
4.2.4 Cuto Coulomb operator




V jGj2 ; (4.2.18)
where V is the volume of the FFT box. However, equation 4.2.18 has a singularity at
G = 0, due to a zero denominator.
To avoid this singularity at G = 0, whilst still using Fourier transforms, there are
two options introducing a uniform background charge or using a (real space) truncated
Coulomb operator [114,115]. With a uniform background charge the G = 0 term is set
to zero. onetep uses this method to deal with the singularity for the calculation of the
Hartree and Ewald energies. In these cases the background charges that are introduced are
opposite in sign and in neutral systems these cancel each other out. It is not desirable to
introduce a large unphysical background charge into the system, so the truncated Coulomb
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(4.2.19)






So the expression for the exchange potential in reciprocal space becomes,
~ U(G) =
4 ~ P(G)[1   cos(jGjR)]
V jGj2 ; (4.2.21)
where V is the volume of the FFT box, and ~ P(G) is the Fourier transform of the product96 CHAPTER 4. O(N2) HARTREE-FOCK EXCHANGE IN ONETEP





(Obtained by taking the limit and applying l'H^ opital's rule.) In onetep the cuto used
is equivalent to half the width of the FFT box. This minimum image convention (see
section 1.4.4.1) also ensures that only nearest periodic images interact with the exchange
term. Recent functionals use an attenuated Coulomb operator, which is a cuto Coulomb
operator with a gradual decay to zero (rather than a sharp cuto) [143]. It would not be
too hard to extend the present method to include this behaviour.
4.3 Optimisation of the density kernel
To calculate the Hartree-Fock exchange energy self-consistently, the gradient of the ex-
change energy with respect to variation of the density kernel elements and the gradient of
the exchange energy with respect to variation of the expansion coecients of the NGWFs
are required. The gradient of the exchange energy with respect to the auxiliary density
kernel (rather than simply the gradient with respect to the density kernel) is required as the
density kernel optimisation is based on the Li-Nunes-Vanderbilt (LNV) method described























An expression for @K"
@L was given in equation 2.8.11. Currently the derivative of the total





Therefore the exchange matrix (in terms of the density kernel) simply needs to be added
to the rest of Hamiltonian matrix in the LNV optimisation.
A notable diculty in early tests of the exchange calculation was the lack of convergence
in geometry optimisations as there were (energy) convergence problems after several geom-
etry steps. The cause of this problem is that the Hartree-Fock exchange matrix gradually
lost its Hermiticity during the calculation. Hermiticity is important because the eigenval-
ues of a Hermitian matrix are stable (small changes in the coecients give small changes
in the eigenvalues) whereas the eigenvalues of large non-Hermitian matrices are in general
not [5]. This loss of Hermiticity was due to numerical errors (because of the nite precision
available) in the calculation of the Hartree-Fock exchange matrix. These errors were then4.4. OPTIMISATION OF NGWFS 97
transferred to the density kernel (as the Hartree-Fock matrix is a component of the density
kernel gradient) which also became slightly non-Hermitian. In the next iteration the now
not quite Hermitian, density kernel is used in the calculation of the exchange matrix; the
result of this is that the exchange matrix becomes slightly less Hermitian. The level of
Hermiticity remains acceptable during single-point energy calculations; however, during
a geometry optimisation the increased number of density kernel optimisations eventually
results in signicant loss of Hermiticity in the density kernel and other matrices. When
Hermiticity is lost in this way the calculation fails to converge. The solution that was
implemented is that the Hartree-Fock matrix is made symmetric (by averaging with the
transpose); this has resolved the problems with geometry optimisations.
4.4 Optimisation of NGWFs
Since the Hartree-Fock exchange energy also depends on the NGWFs for self-consistency





































The calculation of this term has been implemented in the code by modifying the last oper-
ation in the code (this operation is labelled 2 in gure 4.3) which calculates the exchange




X =(3L"(r)L   2L"(r)LSL
+ 2LSL"(r)L)X
(4.4.5)
=(r)(3LXL   2LSLXL   2LXLSL): (4.4.6)
This term is included by adding the exchange matrix to the Hamiltonian matrix, in a
similar manner to the density kernel optimisation, therefore it is included in the Q dened98 CHAPTER 4. O(N2) HARTREE-FOCK EXCHANGE IN ONETEP










+ 2(r)(3LXL   2LSLXL   2LXLSL):
(4.4.7)
The NGWF gradient due to the Hartree-Fock exchange contribution needs to be pre-
conditioned in reciprocal space, to match the preconditioning of the rest of total energy's
NGWF gradient, see section 2.9.1.1 [65].
4.5 Coarse grid approach
Many of the steps in the calculation of the Hartree-Fock exchange are done in the ne grid
to avoid aliasing problems. However there is a large computational cost for working in the
ne grid. A ne grid FFT box contains eight times as many points as a coarse grid FFT box
and so operations on the former will take at least eight times more eort and memory than
computation on the latter. Also the use of the ne grid requires expensive interpolation
and ltering operations which imposes a signicant additional burden. Since the cost of
using the ne grid is so high the possibility of using the coarse grid to calculate the Hartree-
Fock exchange energy was investigated. As long as the errors introduced by applying this
approximation are small the reduction in the cost makes it worthwhile. Others have used
similar reasons to allow aliasing in the calculation of the Hartree potential [114].
As discussed in section 2.2.2 if the coarse grid psincs can be expanded in terms of plane
waves with G vectors up to a certain jGmaxj then the ne grid psincs may be expanded in
plane waves with G vectors up to 2jGmaxj. By using the coarse grid psincs instead of the
ne grid psincs information expressed by the plane waves with the higher cuto frequencies
will be lost. This loss of information is known as aliasing and is a problem when products
of psincs are considered as shown in equation 2.2.28. However in reciprocal space both
the Coulomb and cuto Coulomb operators contain a jGj 2 factor. This factor will damp
the higher frequency components, so their contribution to the potential and energy will
therefore be less signicant. It can be expected, therefore that the omission of these high
frequency contributions will not signicantly change the convergence pattern or energies
obtained in the calculation. The eect of this approximation was tested by running tests
using both the coarse and ne grid methods and comparing the outcome. These tests were
run as Hartree-Fock calculations where the full exchange contribution is included. When
a hybrid functional is used the exchange contribution is scaled, so any inaccuracy in the
exchange contribution will be similarly reduced. The timings of the two methods will also
be compared to assess the value of the trade-o.
4.6 Parallel algorithms
In order to perform tests on large systems in reasonable amounts of time, a parallel imple-
mentation is required. In the current implementation each process calculates elements of4.6. PARALLEL ALGORITHMS 99
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Figure 4.4: Flow chart illustrating the construction of the communications plan for the
C;c NGWFs required for the calculation of the Hartree-Fock exchange matrix in equation
4.2.13.
the atom blocks in the exchange matrix that are local to that process. These atom blocks
are in the block columns of the exchange matrix corresponding to atoms local to that pro-
cess. The column index corresponds to the global index of atom A. The NGWFs on the B,
C and D atoms (see equation 4.2.12 are sent to the core that holds atom A. Potentially the
KC;cD;d matrix elements will also need to be sent to the core holding A. The operations are
performed in batches of D;d NGWFs, the default batch size is 10. Using batches improves
the FFT eciency as a pair of real FFT boxes can be Fourier transformed or interpolated
in a single operation. At the start of each batch each process communicates the contents of
the batch with the other cores (the index of atom B and the indices of the D;d NGWFs).
From this a plan for the necessary send and receive operations is constructed. The con-
struction of this plan for the C;c NGWFs is illustrated in gure 4.4; a similar procedure is
used to to construct a plan for the D;d NGWFs. This enables all the necessary NGWFs to
be sent as soon as possible which minimises waiting times for the receiving processes. This
scheme can be quite inecient if there is not a similar number of NGWFs local to each
process; this is likely to be the case where the the number of processes is high relative to the
number of atoms. Table 4.1 shows the performance of the parallel implementation on an
Si16 unit cell by comparing the time taken by a single NGWF iteration on varying numbers
of cores. The time taken for the calculation to complete decreased as the number of cores
used increased. However the total CPU time used also tended to increase, but this does not
have such a consistent pattern; for example, using four cores was more ecient than using
three cores. There was a large drop in eciency (a large increase in the total CPU time
used) between the serial calculations and the parallel calculations; however the eciency
did not drop too dramatically further as the number of cores used increased. Since the100 CHAPTER 4. O(N2) HARTREE-FOCK EXCHANGE IN ONETEP
Table 4.1: Timings for Si16 onetep Hartree-Fock calculations running on a various numbers
of cores. The timings were the minimum obtained from six sets of single NGWF iteration
calculations.
Time/s per core Total time/s Speed up
Cores Fine Coarse Fine Coarse Fine Coarse
1 9403 2257 9403 2257 1.00 1.00
2 8681 1806 17362 3611 1.08 1.25
3 6274 1251 18822 3752 1.50 1.80
4 4652 876 18609 3506 2.02 2.58
6 3668 687 22011 4122 2.56 3.28
8 2684 516 21473 4132 3.50 4.37
16 1403 268 22440 4290 6.70 8.42






















Figure 4.5: Speed up with number of cores for a onetep Hartree-Fock calculation on an
Si16 unit cell. The speed up is dened in equation 4.6.1.
system is a dense solid there are many overlapping NGWFs and so a lot of communication
is required, this impedes the parallel performance. Some time (over 10% for the coarse grid
on two cores) is also wasted in the parallel calculations as some cores wait for the others
to catch up. Figure 4.5 illustrates the parallel performance of the implementation on the





4.7 Results and discussion
Various tests of the implementation have been undertaken to ensure it performed correctly.
Initially nite dierences were used to check that the calculated NGWF and density kernel
gradients were correct. For a water molecule, an Si16 unit cell, a water and formaldehyde4.7. RESULTS AND DISCUSSION 101
Figure 4.6: Water and formaldehyde complex
complex, an ammonia molecule and a hydrogen cyanide molecule, the ne grid nite dif-
ference results agreed with the calculated gradients, which suggest that they are correct.
Table 4.2: Comparison of energy components in Eh obtained with onetep and castep
for a water and formaldehyde complex (see gure 4.6) using the PBE exchange-correlation
functional. The same kinetic energy cuto and pseudopotentials were used with both codes.
onetep castep
Kinetic 26:53 27:10
Pseudopotential (local)  143:58  144:44





Table 4.3: Comparison of energy components in Eh obtained from Hartree-Fock calculations
with onetep and castep for a water and formaldehyde complex (see gure 4.6). onetep
calculations were performed on both the ne and coarse grids. The same kinetic energy
cuto and pseudopotentials were used with both codes.
onetep castep
Grid Fine Coarse Fine
Kinetic 26:09 26:12 26:64
Pseudopotential (local)  143:27  143:31  144:16
Pseudopotential (non-local) 5:26 5:25 5:18
Hartree 57:71 57:72 58:00
Hartree-Fock exchange  8:98  8:99  9:03
Ewald 24:23 24:23 24:23
Total  38:95  38:96  39:13
As a further validation of the implementation, a comparison was made with the results
from castep [144], a plane wave code. castep is able to give energies comparable to those
obtained with onetep when the same pseudopotentials and kinetic energy cuto are used
with both codes. Table 4.2 shows the agreement between castep and onetep energies for
the PBE functional for a water and formaldehyde complex. The energies agree reasonably
well, the dierences are due to the dierences in the denition of the plane wave basis
set in the two codes (as a sphere of g-vectors in castep, in onetep as a cube) [145].102 CHAPTER 4. O(N2) HARTREE-FOCK EXCHANGE IN ONETEP
Similar agreement would be expected from Hartree-Fock calculations; the results of these
calculations are shown in table 4.3. The results show that the errors introduced by the
use of the coarse grid did not have a signicant eect on the energy in this case. The
discrepancies between the onetep and castep were very similar to those seen when using
PBE (table 4.2).
A geometry optimisation has been performed on ethene, the results of this are presented
in table 4.4. NWChem [146], an Gaussian based code was used as to provide a comparison.
Two basis sets were used for the NWChem calculations aug-cc-pVDZ and the much larger
aug-cc-pV5Z set. It can be seen from the table that the parameters obtained with the
two basis sets did not dier dramatically. Total energies are not comparable between
onetep and NWChem because NWChem performs all-electron calculations while onetep
uses pseudopotentials. However the structures resulting from a geometry optimisation
should be comparable. There is reasonable agreement between the NWChem and onetep
parameters. There was no signicant dierence between the structures obtained using the
ne and coarse grids with onetep.
Table 4.4: Comparison of parameters of ethene structures obtained from Hartree-Fock
geometry optimisations using NWChem and onetep. The same parameters were obtained
from both the ne and coarse grid onetep calculations.
NWChem onetep
Parameter aug-cc-pVDZ aug-cc-pV5Z
C-H bond length /  A 1:08 1:07 1:07
C-C bond length /  A 1:32 1:31 1:29
H-C-C bond angle 121:60 121:65 122:29
Further testing and validation has been done to verify the suitability of the coarse grid
approach. Table 4.5 compares the energies of several structures for the coarse and ne
grids. A mixture of systems have been chosen with some small molecules, a bulk solid and
and organometallic system, these are pictured in gure 4.7. The computational demands
of the ne grid approach prevent the study of larger systems. The energies obtained agree
well between calculations done on the coarse and ne grids. This suggests that the error
introduced by this approximation is not signicant and so the coarse grid can be used for
further calculations with the great benet of the signicantly reduced computational eort.
Table 4.6 compares the performance of the coarse and ne grid Hartree-Fock imple-
mentations. In all cases the coarse grid calculation are an order of magnitude faster per
iteration than when the ne grid is used. However the computational cost of coarse grid
Hartree-Fock calculations far exceeds that of calculations using the PBE functional. The
vastly increased computational demands restrict the practicality of performing Hartree-
Fock calculations with onetep to small systems. The PBE calculations were run with the
FFT box the size of the simulation cell, to match the Hartree-Fock calculations. The much
larger simulation cell in the PBE water calculation caused it to take far longer than the
Si16 calculation despite fewer atoms being involved. The size of the FFT box also has some4.7. RESULTS AND DISCUSSION 103
Table 4.5: Comparison of energies in Eh from Hartree-Fock exchange calculations using
onetep for a selection of structures (see gure 4.7) using the coarse and ne grid. PBE
energies are provided for comparison.
Total energy / Eh
Coarse Fine PBE
ammonia  11:471  11:473  11:740
benzene  36:880  36:883  37:987
ethene  13:400  13:405  13:794
Fe(NH2)4  60:635  60:635  62:777
hydrogen cyanide  15:843  15:841  16:233
Si16  60:732  60:732  63:108
water  16:921  16:921  17:214
Figure 4.7: The systems that were tested. Top row (left to right): benzene, water, ethene,
Fe(NH2)4, ammonia, hydrogen cyanide. Bottom row: Si16 unit cell.
eect on the Hartree-Fock calculations but this is outweighed by the increased number of
operations that comes with the greater number of NGWFs involved.
Finally it is necessary to ensure the internal consistency of the implementation. This
means that kernel and NGWF gradients have to be consistent with the energy. In addition
to the nite dierence testing above, tests have been performed to show that convergence
is correct.
Figure 4.8 compares the NGWF convergence behaviour of the ne and coarse grid
implementations with that of PBE. In the initial iterations the convergence behaviour of
both methods matches that of PBE. There is, however, a dierence in the last few iterations
between the three. For ethene the ne grid Hartree-Fock calculation converges to the RMS
gradient threshold (2  10 6) fastest. In the ethene calculation the coarse grid method
struggles slightly to converge but there is not a signicant dierence, and convergence is
achieved only two iterations after the ne grid method. For water the convergence of the
ne and coarse grid methods are very similar and both converge slightly quicker than PBE
(but all three pass the threshold on iteration 12).104 CHAPTER 4. O(N2) HARTREE-FOCK EXCHANGE IN ONETEP














































Figure 4.8: NGWF convergence of onetep Hartree-Fock single-point energy calculations
for ethene (top) and water (bottom) with the coarse and ne grid methods. Convergence
for PBE is included for comparison.4.7. RESULTS AND DISCUSSION 105


















































Figure 4.9: LNV convergence of onetep Hartree-Fock single-point energy calculations for
ethene (top) and water (bottom) with the coarse and ne grid methods. Convergence for
PBE is included for comparison.106 CHAPTER 4. O(N2) HARTREE-FOCK EXCHANGE IN ONETEP
Table 4.6: Comparison of times per iteration for Hartree-Fock exchange calculations using
onetep for a selection of structures (see gure 4.7) using the coarse and ne grid. PBE
timings are provided for comparison.
Time per iteration / s
Coarse Fine PBE Cores
ammonia 102 1040 50 2
benzene 2573 33478 59 6
ethene 145 1740 19 2
Fe(NH2)4 1292 14950 69 4
H2O-H2CO 165 2287 19 6
hydrogen cyanide 119 1194 46 2
Si16 876 4652 4 4
water 60 618 44 2
Figure 4.9 compares the LNV convergence behaviour of the ne and coarse grid imple-
mentations with that of PBE. The coarse and ne grid methods both show convergence
behaviour similar to that of PBE. For ethene there are minor dierences even in the last
few iterations. There are more noticeable dierences in the nal iterations of the water
calculations. The coarse grid method appeared to have convergence problems in iteration
17 but recovers to match the ne grid method by iteration 19.
4.8 Summary
An implementation of the calculation of Hartree-Fock exchange in onetep has been pre-
sented. It is rather slow and scales quadratically, which restricts the systems that may be
studied. The coarse grid can be used instead of the ne grid to provide a large speed up
with minimal lose of accuracy. However a faster method with more favourable scaling is
required for practical calculations. This will be developed in the next chapter. The method
described in this chapter will provide a suitable benchmark for such a method, because it
is based on the most straightforward and exact, albeit slow, application of the theory.Chapter 5
Linear-scaling Hartree-Fock
exchange energy calculation in
ONETEP
In this chapter a linear-scaling approach to the calculation of Hartree-Fock exchange will
be presented. First we will look at previous work towards the linear-scaling calculation of
Hartree-Fock exchange. We will then consider two approaches to calculating the exchange
in onetep. The focus will be on the second approach and the many implementation choices
and challenges this presents.
5.1 Previous work on implementations of linear-scaling Hartree-
Fock exchange
There are several existing approaches that allow the Hartree-Fock exchange energy to be
calculated in linear-scaling manner. The expression for the Hartree and exchange com-

























The key to many of these methods is a prescreening step where those integrals that are
expected to make a small contribution to the exchange matrix (and hence energy) are
excluded [147]. This will generally result in a non-variational method as the eect on the
energy of excluding these contributions is uncertain [148]. A basic screening criterion is a
threshold for the magnitude of the bare two-electron repulsion integrals. An upper bound
107108 CHAPTER 5. O(N) HARTREE-FOCK EXCHANGE IN ONETEP












The two integrals in this upper bound may be precomputed, so the upper bound can be
calculated very cheaply. However since the expansion coecients are ignored this is not
a reliable guess of the magnitude of the contribution. More sophisticated methods use
thresholding with density weighted two-electron repulsion integrals, this accounts for the
size of the expansion coecients so provides a more reliable estimate of the signicance of
the contribution [147,150]. Any existing optimised integral routines present in the code
are still used for the actual computation of the integral. Often this prescreening step is
not linear-scaling but since this step is fast this was not a problem for the system sizes
practical at the time. Also while after prescreening the number of integrals evaluated
should (asymptotically) scale linearly with system size, the onset of linear-scaling will
be delayed if the prescreening step does not avoid the calculation of a large number of
integrals [150]. Later algorithms were developed that performed the prescreening with
linear-scaling eort [151,152].
onx a (originally onx) [150,153] is a method using three thresholding criteria to elim-
inate integrals. The normal prescreening based on an estimate of the exchange matrix
element is supplemented by two further criteria which eliminate some of the integrals that
contribute to each matrix element. The additional criteria lter out insignicant distri-
butions, a distribution (or co-density) is dened ac(r) = a(r)c(r), and some of the
insignicant integrals that result from combinations of these distributions. Ordered lists
are used to minimise the overhead of the comparisons by allowing early exit from the in-
ner loops. A later development was onx [151]. This method uses a dierent method to
pick signicant combinations of distributions, ordered lists are also used at the threshold-
ing stage to ensure linear-scaling. onx can be used with periodic boundary conditions by
introducing the minimum image convention (see section 1.4.4.1) [30].
LinK [152] uses two criteria to select integrals and also constructs ordered lists during
thresholding. Additionally before the thresholding step there is preselection of distributions
using overlap criteria and preordering based on integral estimates. The LinK algorithm,
unlike onx, makes use of the permutational symmetry of the integrals which reduces the
prefactor. In the chain of spheres exchange (cosx) algorithm [154] the inner exchange
integral is done analytically and the outer integral is done numerically. This, as the authors
note, destroys the Hermitian character of the two electron integrals. Thresholding is based
on the overlap of basis functions and the contribution of pairs of functions to the density
(the matrix elements of a density matrix).
An alternative to prescreening with a threshold is to use a radial cuto. Some meth-
ods use a screened Coulomb potential [155,156] and ignore the long range Hartree-Fock
exchange interactions. Other distance based cuto methods use lower accuracy method to
evaluate the integrals between distant centres, an example of this is the near-eld exchange5.2. NUMERICAL POINTWISE APPROACH 109
method [157] which uses a fast multipole method to evaluate the integrals between distant
centres.
5.1.1 Resolution of the identity
A further type of approach uses Resolution of the Identity (RI) techniques to calculate
exchange [148, 158]. It involves the expansion of products of basis functions (i.e. co-






where fi(r) is an auxiliary basis function and ci is an expansion coecient. Methods of
tting basis function products to an auxiliary basis set are discussed later in section 5.3.














A similar approach can be used to calculate the Hartree energy by expanding the density
in an auxiliary basis set [159{161].
However, the use of an auxiliary basis set on its own is only sucient to reduce the
integral evaluation to cubic-scaling for exchange [162]. To achieve linear-scaling locality
needs to be enforced in the tting [163]. Without this the cost of tting each product
will grow linearly with system size (as the number of tting functions would increase).
The Atomic RI method [163] considers only auxiliary basis functions in the region of the
centres of the basis functions in the co-density. However in that method there are still
other quadratic-scaling operations so the algorithm is not linear-scaling. Another approach
[164] uses localised orbitals which results in localised co-densities. A localised co-density
tting is applied which causes the number of exchange integral evaluations to scale only
asymptomatically linearly with system size (other steps in the calculation, such as Fock
matrix diagonalisation, are still cubic-scaling).
5.2 Numerical pointwise approach
As shown in chapter 4, approaches to the calculation of Hartree-Fock exchange which rely
on Fourier transforms result in quadratic-scaling. For onetep a linear-scaling algorithm is


















A linear-scaling method will have to provide an alternative method of evaluating this in-
tegral. One approach is to evaluate the integral numerically as a pointwise sum over the









where !cell is the cell volume and N is the number of grid points. This eectively treats
every point in the co-density as a point charge when the Coulomb operator is applied. The
cost of this calculation is independent of system size. To include periodicity the minimum
image convention (described in section 1.4.4.1) is used.
This approach does present a diculty when r1 = r2, since the distance between the
two points is zero, so is the denominator, which introduces a singularity. This is solved
by calculating the potential due to the psinc function localised on the grid point. The
psinc function is approximated by a truncated sinc function. This is equivalent to an l = 0
spherical wave (these are introduced later in section 5.4.3) with the grid point spacing,







qr r < d
0 r  d
: (5.2.4)
Note that the spherical wave has been multiplied by a factor of
p
4 to remove the unwanted
eect of the spherical harmonic. The rst Bessel zero is taken so q = 
d. An equation for












Evaluating this at zero and multiplying by the
p







So this is used instead of the Coulomb operator for these points.
Using the ne grid the approach of pointwise numerical integration is not feasible, due
to the immense computational demands, for all but the very simplest systems. At each grid5.3. EXPANDING THE NGWF PRODUCT IN A BASIS SET 111
point, r1, in the FFT box for which the Hartree-Fock exchange potential is desired a sum
over all the points, r2, in another FFT box, multiplied by the distance between the two
points as in equation 5.2.3 So to calculate the potential in an single FFT box the number
of operations required is the square of the number of points in an FFT box.
Using the coarse grid the computational demands become much lower. The use of the
coarse grid, as opposed to the ne grid, saves a factor of 64 because there are 23 fewer points
in each FFT box. Also because there is no need for interpolation, FFT boxes are no longer
required and tightboxes can be used instead. A tightbox is, in general, 3 times smaller
in each dimension than an FFT box so saving a factor of (33)2 = 729. In total there is a
46656 fold reduction in the computational eort required which brings this method into the
realms of practicality. Some simple optimisation is possible by grouping points separated
by the same distance to reduce the number of times that reciprocal separation distance
factor has to be recalculated and to make use of array operations. Dr Jacek Dziedzic, a
post-doctoral fellow in the research group, further optimised the code in order to assess
the feasibility of using this method on large systems. In spite of these improvements the
methods detailed below were faster for larger systems.
5.2.1 Convergence
As shown in gure 5.1 the NGWF convergence of this method is very similar to that
seen with the coarse grid FFT method. The LNV convergence shown in gure 5.2 is also
similar for both methods, with the numerical pointwise approach slightly better towards
the end. This is as expected because the two methods should be equivalent (apart from the
contributions from points where r1 = r2). This veries that the implementation is correct.
5.3 Expanding the NGWF product in a basis set
Since the numerical integration approach was not a satisfactory solution to the problem
and alternative was sought. An obvious alternative is to apply a Resolution of the Identity
(RI) method to onetep. This involves expanding the NGWF product, dened in equation














to be obtained analytically. The expansion coecients for the NGWF product in the set
of basis functions are found by solving the set of linear equations expressed,
Vc =b (5.3.3)112 CHAPTER 5. O(N) HARTREE-FOCK EXCHANGE IN ONETEP











































Figure 5.1: NGWF convergence of onetep Hartree-Fock single-point energy calculations
for ethene (top) and water (bottom) using the numerical pointwise and the coarse grid
FFT methods.5.3. EXPANDING THE NGWF PRODUCT IN A BASIS SET 113
















































Figure 5.2: LNV convergence of onetep Hartree-Fock single-point energy calculations for
ethene (top) and water (bottom) using the numerical pointwise and the coarse grid FFT
methods.114 CHAPTER 5. O(N) HARTREE-FOCK EXCHANGE IN ONETEP
or equivalently,
c =V 1b (5.3.4)
where V is the basis function-basis function metric matrix, c is a vector of expansion
coecients and b is the NGWF product-basis function inner product vector.
5.3.1 Overlap metric




Since only real functions are used no distinction will be made between a function and its





















hfi jfii =0 , fi(r) = 0 8r 2 R3: (5.3.9)




The matrix elements of the overlap metric matrix (V) are,
Vij =hfi jfji (5.3.11)
=Vji: (5.3.12)
Only basis functions centred on atom B have been used for the tting. Using basis
functions centred on the atoms overlapping with atom B (C atoms) does not make sense as
the NGWF product is localised within the localisation sphere of B. On the coarse grid this
localisation is exact; on the ne grid interpolation of the NGWFs means that the product
is not strictly localised. The use of an increased number of basis functions also increases5.3. EXPANDING THE NGWF PRODUCT IN A BASIS SET 115
the computational eort required to perform the calculation.
5.3.2 Electrostatic metric







































(fijfi) =0 , fi(r) = 0 8r 2 R3: (5.3.17)
The elements of the NGWF product-basis function inner product vector (b) are,
bi = (fijP): (5.3.18)
The elements of the electrostatic metric matrix (V) are,
Vij =(fijfj)
=Vji: (5.3.19)
Fitting functions that don't overlap with the NGWF product need to be included, so, in
contrast to the overlap metric, basis functions centred on both atoms A and B are used for
the tting. This means that the tting basis set used to expand a product centred on atom
A is the same as that used to expand a product on atom B (i.e. the entire set of tting
functions on centres A and B). The use of a consistent tting basis set is a useful property
with the electrostatic metric and will be exploited below. With the electrostatic metric
expanding one of the NGWF products in the exchange matrix expression is equivalent
to expanding both products [161]. This can be shown by dening the expanded NGWF116 CHAPTER 5. O(N) HARTREE-FOCK EXCHANGE IN ONETEP
products (indicated by a double tilde to prevent confusion with Fourier transforms) as,
P(r2) =(r2)K
(r2) (5.3.20)
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(5.3.27)
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: (5.3.28)
This is only possible because of how the metric is dened, as an electrostatic integral
(equation 5.3.19), this is not a property of other metrics. Without this result the NGWF
gradient will not be strictly consistent if only P is expanded. So expanding Q would also
be required for a consistent NGWF gradient. Expanding both products would complicate
the calculation of the exchange matrix since two ttings would be required. Expanding only
Q completely negates the advantage of tting the NGWF product as the inner exchange
integral (equation 4.2.16) would have to be calculated without tting. As an approximation
in the overlap metric only a single product is expanded so the NGWF gradient can't be5.4. BASIS SETS FOR NGWF PRODUCT EXPANSION 117






















































expected to be fully consistent. This is not a problem for the kernel gradient since making
the exchange matrix symmetric xes this inconsistency. Variational tting is important
and is only provided by the electrostatic metric [166]. So only the electrostatic metric will
be expected to be variational with respect to the auxiliary basis set.
5.4 Basis sets for NGWF product expansion
Two options for auxiliary basis sets are considered as part of this work, spherical Gaus-
sians and spherical waves. Both spherical Gaussians and spherical waves involve spherical
harmonics so it is helpful to rst consider some of their properties.
5.4.1 Spherical harmonics
Real spherical harmonics have been used in this work, the rst few are illustrated in table
5.1. The real spherical harmonics (Zlm) are related to the complex spherical harmonics
(Y m
l ) by the expressions [167],
Zl0 = Y 0
l (5.4.1)





















m > 0: (5.4.2)118 CHAPTER 5. O(N) HARTREE-FOCK EXCHANGE IN ONETEP
Since concentric spherical harmonics are orthogonal the integral of a product of two





Zlm(2;2)Zl0m0(2;2)sin(2)d2d2 = ll0mm0: (5.4.3)
5.4.1.1 Legendre polynomial addition theorem






























































l (2) + Y  m
l (1)Y  m
l (2) (5.4.8)
which are the pairs of terms appearing in the sum alongside Y 0
l (1)Y 0
l (2) (= Zl0(1)Zl0(2)).
5.4.2 Spherical Gaussians
Gaussians are the obvious choice for the task of tting a product of NGWFs. It is common
in atomic-orbital codes (which usually use a Gaussian basis set) to t densities and pseudo-
densities using specially designed Gaussian basis sets to reduce the cost of two-electron
integral evaluation [169]. The use of a Gaussian basis set in this role allows the existing
ecient two-electron integral engines in these codes to continue to be used. In calculations
employing Gaussian basis sets the use of an Gaussian auxiliary basis set is also natural
because the product of two Gaussians functions is also a Gaussian function. There are two5.4. BASIS SETS FOR NGWF PRODUCT EXPANSION 119





where n is the principal quantum number. The latter form is more general since if l = n
the former form is obtained. The former form will be used in subsequent expressions.
5.4.3 Spherical waves
The NGWF product that is to be expanded can be written in terms of ne grid psinc
functions which can be expressed as a nite sum of plane waves. Plane waves (eigr)
are solutions to the Helmholtz equation (the time-independent free-electron Schr odinger
equation),
(r2 + q2)  = 0 (5.4.11)
(in a box) with periodic boundary conditions (E = 1
2q2). Truncated spherical waves are so-
lutions to the Helmholtz equation with boundary conditions enforcing spherical localisation





jl(qr)Zlm(^ r) r < a
0 r  a
(5.4.12)
where jl(qr) is a spherical Bessel function and Zlm(^ r) is a real spherical harmonic. The
value of q is chosen so that jl(qa) = 0, ensuring that the truncation of the Bessel function
does not introduce a discontinuity. The spherical waves are eigenfunctions of the kinetic
energy operator within the localisation region with eigenvalue E = 1
2q2. Therefore the
same kinetic energy cuto that determines the plane wave basis (and in onetep the psinc
spacing) can be used to restrict the values of q and l in the spherical wave basis. Since
plane waves and spherical waves are solutions to the same equation with dierent boundary
conditions, a set of spherical waves can be expected to be a suitable basis set to expand a
quantity expressed in plane waves, already localised in spherical regions [170].
5.4.3.1 Spherical Bessel functions








y(kx) =0 n 2 Z;k 2 R: (5.4.13)
There are various types of Bessel functions satisfying dierent formulations of Bessel's
equation but in this work only the spherical Bessel functions of the rst kind are used.
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Figure 5.3: Graph of several spherical Bessel functions (jl(x)).
which arises (as the radial part) when the Helmholtz equation (equation 5.4.11) is separated
in spherical polar coordinates [168] .








































these functions are also illustrated in gure 5.3. The spherical Bessel functions can be
































where np and nq zeroes or roots of jn, i.e. jn(np) = jn(nq) = 0 [168].5.5. CALCULATING EXCHANGE USING A GAUSSIAN FITTING BASIS SET 121
5.4.3.2 Fourier transform of a spherical wave
The spherical waves may be constructed in reciprocal space and Fourier transformed back















where a is the cuto radius of the spherical Bessel function (see equation 5.4.12). An

























jl(ga)jl 1(qnla) g 6= qnl
qnla3
g+qnlj2
l 1(qnla) g = qnl:
(5.4.26)
5.5 Calculating exchange using a Gaussian tting basis set
A Gaussian tting basis set was used to expand the NGWF product. Firstly an analytic
expression for the integral in equation 5.3.2 for Gaussians is needed.
5.5.1 Potential integrals of Gaussian functions
Each Gaussian function in the expansion of the NGWF product in equation 5.3.1 will give
rise to an integral that needs to be evaluated. Since a large number of integral evaluations
will be required it is essential that the integration can be performed eciently. An outline
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The integral in the interval [0;r1] can be solved by repeated integration by parts. For


















































where erf(r) is the error function. Note that the integral on the right hand side of equation
5.5.6 is the same integral that appears in the case where l = 0. This could be used to allow










The integral in this equation is much more complicated to solve when the spherical Gaus-
sians are of the form given in equation 5.4.10.
5.5.2 NGWF product expansion with Gaussians
It was found that the a set of Gaussian functions poorly represented the NGWF product
with the overlap metric. This was caused by problems with the representation of the
Gaussians on a grid. Suitable Gaussian exponents must satisfy two conicting requirements.
If the Gaussian exponent is too large then the resulting function will be too sharp to
















Figure 5.4: Representation of several Gaussian functions on a grid. It is obvious that not
all these functions are adequately represented on the grid. In the code only those exponents
that are well represented are retained.
is too small then the resulting function will be too diuse and truncation of the function
at the tightbox boundary will introduce errors. To quantify the suitability of an exponent
the normalised overlap integral was calculated by integrating numerically at every point in
the tightbox. Inspection of the diagonal elements of this matrix (which should be unity)
gave a measure of the suitability of each exponent (by choice of an acceptable error bound).
Following this a lower bound on the exponent based on the size of the tightbox was applied,
this eliminates exponents which lead to excessively diuse functions. The upper bound
ensures that the half-width of the resulting Gaussian is appropriate for the grid spacing
(which in turn depends on the cuto energy). If the exponent is too large then the Gaussian
peak will be too sharp to reproduce on the grid, this is illustrated in gure 5.4 where it
is clear that the exponents larger than 1 are not represented accurately by the grid used
in the graph. Figure 5.4 also shows that for exponents which are too small the Gaussian
function still has a signicant value at the tightbox boundary. The Gaussian overlap matrix
elements calculated analytically involving such a Gaussian will therefore not be accurate,
since there is a signicant contribution to the overlap from outside of the tightbox and
the code is only using the portion of the Gaussian inside the tightbox. This will have
detrimental eect on the accuracy of the expansion coecients of the Gaussians (which are
calculated by solving the series of linear equations dened by the Gaussian overlap matrix).
If the Gaussian overlap metric matrix were calculated on the grid of the NGWF product,
the poor representation of Gaussians on the grid would also cause this to be inaccurate.
Also since, on the coarse grid, the NGWF product is strictly localised inside the NGWF
sphere, when this is overlapped with a Gaussian only the portion of the Gaussian within the124 CHAPTER 5. O(N) HARTREE-FOCK EXCHANGE IN ONETEP






















Figure 5.5: NGWF convergence of onetep Hartree-Fock single-point energy calculations
for water using the Gaussian electrostatic metric and the coarse grid FFT methods.
NGWF sphere is considered the other part is ignored. These problems prevent an accurate
tting of the product to a set of Gaussians, which subsequently leads to poor energies and
gradients.
The available Gaussian basis sets are usually designed to either represent atomic orbitals
or products of Gaussians in the case of density-tting basis sets. These sets are not designed
to represent localised NGWFs products. It is hard to construct an auxiliary basis set
that is suitable for this purpose. Linear dependence is a problem encountered by other
approaches [160,161]. Linear independence of the basis functions is hard to achieve with
such a restricted set of admissible Gaussian exponents. The constructed basis sets must
not be linearly dependent (or nearly linearly dependent). It would be useful to be able to
adjust the size of the constructed tting set variationally to control the accuracy.
The electrostatic metric avoids some of these problems. An atom centred spherical
grid has been used to calculated the metric matrix elements [171] which avoids the need
to represent Gaussians on the same Cartesian grid as the NGWF product. However the
problem of constructing a suitable basis set still remains.
5.5.3 Results
The Ahlrichs carbon Coulomb tting basis set [160] has been used for the calculations in
this section. The Gaussian overlap metric method did not converge due to the problems
discussed above. Figure 5.5 shows the NGWF convergence of the Gaussian electrostatic
method for water. The graph shows that convergence is very poor for this method. NGWF
convergence completely broke down for ethene. Figure 5.6 presents the LNV convergence
of this method. Convergence for both ethene and water was poor. In view of the problems5.6. CALCULATING EXCHANGE USING A SPHERICAL WAVES FITTING BASIS SET125
with the use of a Gaussian auxiliary basis set an alternative basis set will used instead.
5.6 Calculating exchange using a spherical waves tting ba-
sis set
Spherical waves were subsequently employed as an alternative tting basis set. As discussed
in section 5.4.3 spherical waves are expected to be a suitable basis set due to their link
with plane waves.
5.6.1 Choice of basis set parameters
There are a few parameters that needed to be selected to determine the extent of the
spherical wave basis set. One of these parameters is the maximum value of l. Larger values
of lmax can be expected to give a more accurate t to the NGWF product as more degrees
of freedom are provided. However increasing lmax signicantly increases the number of
spherical waves in the calculation and hence the computational cost. Also the increased
complexity of the spherical waves with large l values may not be well represented on the
grid. The number of Bessel zeroes included can also be adjusted. Only the rst few
Bessel zeroes give rise to spherical waves that can be represented on a grid. There is
also a computational cost to using a large number of Bessel zeros. In section 5.4.3 it was
suggested that in theory the parameters can be determined by the kinetic energy cuto,
in practice a stricter cuto may be needed. However over-restricting the number of zeroes
leads to an inaccurate tting of the NGWF product. An inaccurate t to the NGWF
product aects the accuracy of the Hartree-Fock energy calculation. It is important that
a sucient number of spherical waves are included to give an accurate energy. To select
suitable values for these parameters the convergence and energies obtained from a series
of calculations were compared. Calculations were performed on ammonia, benzene, ethene
and water for lmax = 2;3;4 and the number of zeros restricted to values between 5 and
14. These parameters were chosen independently for the two metrics and these will be
presented in sections 5.6.3.1 and 5.6.4.1.
5.6.2 Potential integrals of spherical waves
The general form of the potential integrals of a spherical wave on a single centre (located
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Figure 5.6: LNV convergence of onetep Hartree-Fock single-point energy calculations for
ethene (top) and water (bottom) using the Gaussian electrostatic metric and the coarse
grid FFT methods.5.6. CALCULATING EXCHANGE USING A SPHERICAL WAVES FITTING BASIS SET127
The integral can be evaluated by substituting equations 5.4.4 and 5.4.5 into equation 5.6.1























where r< is the lower of r1 and r2 and r> is the higher (a is the cut o radius of the


















This integral can be evaluated by splitting the range of integration into two intervals if






































































































































































: (5.6.10)128 CHAPTER 5. O(N) HARTREE-FOCK EXCHANGE IN ONETEP













































































































































































 a(q4a4   105q2a2 + 945)cos(qa)
q6
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(5.6.23)5.6. CALCULATING EXCHANGE USING A SPHERICAL WAVES FITTING BASIS SET129
For all values of l when r1  a the potential has the form (CZlmr l 1), which is relatively
cheap to compute. This compares favourably to the expressions (involving exponential and
error functions) arising from the evaluation of the potential from a set of Gaussians.
5.6.3 Overlap metric for spherical waves
The simplest metric to implement with spherical waves is the overlap metric. As discussed
in section 5.3.1, only spherical waves centred on centre B, functions centred on centre C
are not included. The use of spherical waves centred on atom A would also not make sense
because these would only contribute when atoms A and B overlap. So the set of spherical
waves used to expand the NGWF product would vary depending on the position of A.
Obviously the drawbacks discussed above associated with using spherical waves on the C
atoms would also apply. Due to the orthogonality conditions in equations 5.4.3 and 5.4.21,













5.6.3.1 Choice of basis set parameters
Since the spherical overlap metric is unable to converge to the desired RMS NGWF gradient
threshold (2  10 6) the convergence with dierent basis set parameters was important to
assess. These convergence tests as described in section 5.6.1 are presented in table 5.2.
When comparing the energies in table 5.3, it can be seen that this method is not variational
with respect to the basis set size. A compromise has been made with lmax = 4 and 10 Bessel
zeros the chosen parameters.
5.6.3.2 Convergence
Convergence problems were found with the use of the overlap metric. These can clearly be
seen in gure 5.7. The convergence of the overlap metric matches that of the FFT method
for the rst few iterations. However subsequently convergence stalls without reaching the
threshold. The LNV convergence behaviour for ethene and water is shown in gure 5.8.
For both molecules the LNV convergence was poor and stalled at a high RMS gradient.
This poor convergence is partially caused by the inherent deciencies of the overlap metric
described in section 5.3.130 CHAPTER 5. O(N) HARTREE-FOCK EXCHANGE IN ONETEP
Table 5.2: Convergence (RMS NGWF gradient in Eh=(a3=210 6)) with dierent basis set
parameters using the spherical wave electrostatic metric method for: (a) ammonia; (b)
benzene; (c) ethene; (d) water.
(a) lmax
zeros 2 3 4
5 86:70 53:40 35:46
6 49:67 5:83 8:28
7 80:85 50:13 35:48
8 65:71 26:45 4:38
9 66:28 40:03 22:38
10 64:42 36:34 15:97
11 63:95 38:51 17:04
12 63:86 35:72 15:94
13 65:00 38:91 17:80
14 62:51 34:72 13:71
(b) lmax
zeros 2 3 4
5 133:77 117:08 81:90
6 4:96 7:17 70:10
7 82:10 85:91 54:27
8 38:20 63:27 34:97
9 48:76 66:85 42:01
10 46:47 64:84 37:15
11 52:80 73:93 45:94
12 44:25 62:79 36:86
13 51:06 69:62 44:24
14 47:17 64:68 40:17
(c) lmax
zeros 2 3 4
5 76:87 84:45 64:52
6 31:47 11:04 14:48
7 244:51 61:40 44:60
8 45:53 38:70 21:74
9 42:34 42:54 35:89
10 37:27 40:61 21:64
11 40:98 49:17 34:02
12 36:35 41:11 20:80
13 40:77 47:87 30:57
14 37:15 42:34 23:95
(d) lmax
zeros 2 3 4
5 92:55 45:31 22:64
6 60:90 10:96 3:30
7 91:92 57:54 35:97
8 79:79 36:82 5:63
9 88:41 50:61 18:66
10 83:56 42:44 18:57
11 87:99 49:96 19:81
12 81:23 41:03 13:71
13 86:96 45:83 18:38
14 83:08 42:05 15:955.6. CALCULATING EXCHANGE USING A SPHERICAL WAVES FITTING BASIS SET131
Table 5.3: Total energy in Eh with dierent basis set parameters for onetep Hartree-Fock
calculations using the spherical wave overlap metric method for: (a) ammonia; (b) benzene;
(c) ethene; (d) water.
(a) lmax
zeros 2 3 4
5  11:421  11:430  11:431
6  11:379  11:391  11:394
7  11:443  11:454  11:457
8  11:437  11:449  11:452
9  11:447  11:458  11:461
10  11:454  11:466  11:469
11  11:449  11:460  11:464
12  11:459  11:471  11:474
13  11:451  11:463  11:466
14  11:459  11:471  11:474
(b) lmax
zeros 2 3 4
5  36:788  36:834  36:843
6  36:706  36:767  36:783
7  36:776  36:836  36:855
8  36:773  36:830  36:847
9  36:782  36:841  36:859
10  36:792  36:852  36:871
11  36:780  36:839  36:857
12  36:798  36:859  36:877
13  36:784  36:844  36:861
14  36:796  36:857  36:875
(c) lmax
zeros 2 3 4
5  13:397  13:403  13:404
6  13:340  13:357  13:362
7  13:301  13:397  13:402
8  13:374  13:388  13:392
9  13:383  13:397  13:401
10  13:380  13:395  13:400
11  13:383  13:396  13:401
12  13:383  13:398  13:404
13  13:382  13:396  13:401
14  13:384  13:399  13:404
(d) lmax
zeros 2 3 4
5  16:813  16:818  16:819
6  16:766  16:773  16:775
7  16:877  16:884  16:885
8  16:869  16:876  16:877
9  16:895  16:901  16:903
10  16:905  16:912  16:913
11  16:902  16:909  16:910
12  16:917  16:925  16:926
13  16:907  16:915  16:916
14  16:919  16:926  16:928132 CHAPTER 5. O(N) HARTREE-FOCK EXCHANGE IN ONETEP












































Figure 5.7: NGWF convergence of onetep Hartree-Fock single-point energy calculations
for ethene (top) and water (bottom) using the spherical wave overlap metric and the coarse
grid FFT methods.5.6. CALCULATING EXCHANGE USING A SPHERICAL WAVES FITTING BASIS SET133
















































Figure 5.8: LNV convergence of onetep Hartree-Fock single-point energy calculations for
ethene (top) and water (bottom) using the spherical wave overlap metric and the coarse
grid FFT methods.134 CHAPTER 5. O(N) HARTREE-FOCK EXCHANGE IN ONETEP
5.6.4 Electrostatic metric for spherical waves
In view of the practical diculties encountered in the implementation of the overlap metric
matrix and its theoretical limitations it was replaced by the electrostatic metric. The
electrostatic matrix avoids the need to accurately represent the NGWF product in terms
of spherical waves instead the most relevant property, the electrostatic potential, is central
to the tting. Implementing the electrostatic metric is more complicated, particularly the
calculation of the metric matrix. The challenges encountered will be discussed in the next
section.
5.6.4.1 Choice of basis set parameters
The spherical wave electrostatic metric was unable to reliably converge to the desired RMS
NGWF gradient threshold (210 6) for all systems. Therefore convergence with dierent
basis set parameters was important to assess. The convergence tests described in section
5.6.1 are presented in table 5.4 for the electrostatic metric. Table 5.5 shows that, in contrast
to the overlap metric (see section 5.6.3.1), the electrostatic metric is variational with respect
to the basis set size. A compromise has been made with lmax = 4 and 10 Bessel zeros the
chosen parameters, the same choice of parameters as for the overlap metric.
5.7 Calculating the electrostatic metric matrix for spherical
waves
The form of the electrostatic metric matrix is very important, for the t to be successful the
matrix must be accurate and internally consistent (i.e. elements that should be equal must
be equal (to numerical precision)). If the metric matrix is not calculated accurately then
convergence suers. The metric matrix should be symmetric and each atomblock will have
a structure whereby the individual elements are either symmetric or antisymmetric to each
other. The metric matrix elements depend only on the atomic positions and NGWF radii so
only need to be calculated once per single point energy calculation. In this implementation
the elements are calculated once at the beginning of a single point energy calculation and
stored in a sparse matrix structure. This is to reduce the time spent calculating this
matrix; without this storage of the elements, each element would be computed multiple
times during the calculation. The atomblocked scheme of this matrix is the same as the
exchange matrix but instead of atomblocks of NGWFs there are atomblocks of spherical
waves.
The elements in the diagonal atomblocks may be eciently calculated analytically using5.7. CALCULATING THE ELECTROSTATIC METRIC MATRIX FOR SPHERICAL WAVES135
Table 5.4: Convergence (RMS NGWF gradient in Eh=(a3=210 6)) with dierent basis set
parameters using the spherical wave electrostatic metric method for: (a) ammonia; (b)
benzene; (c) ethene; (d) water.
(a) lmax
zeros 2 3 4
5 16:72 25:78 44:66
6 17:47 1:98 18:78
7 19:12 11:08 4:10
8 19:95 8:63 1:87
9 20:19 9:51 5:08
10 20:29 15:01 1:71
11 20:35 14:48 4:11
12 20:39 14:31 4:96
13 20:41 14:28 4:67
14 20:43 14:72 4:06
(b) lmax
zeros 2 3 4
5 121:30 83:75 52:38
6 124:08 82:15 43:91
7 125:65 82:58 40:47
8 126:43 82:91 38:33
9 126:78 83:05 39:05
10 126:96 83:14 38:84
11 127:05 83:20 38:73
12 127:10 83:25 38:69
13 127:14 83:27 38:63
14 127:16 83:07 38:43
(c) lmax
zeros 2 3 4
5 35:80 29:16 20:16
6 41:49 9:74 17:40
7 44:74 11:79 26:05
8 46:27 15:05 21:26
9 46:96 14:69 19:65
10 47:28 14:89 18:83
11 47:44 15:01 18:29
12 47:52 15:07 18:31
13 47:57 15:08 18:03
14 47:60 15:36 17:79
(d) lmax
zeros 2 3 4
5 20:95 47:57 67:64
6 14:56 8:30 35:82
7 14:77 3:52 4:62
8 15:18 4:64 2:76
9 15:22 4:67 3:07
10 15:38 7:00 4:19
11 15:49 7:43 2:04
12 15:54 7:74 3:47
13 15:60 7:57 3:51
14 15:58 7:52 3:46136 CHAPTER 5. O(N) HARTREE-FOCK EXCHANGE IN ONETEP
Table 5.5: Total energy in Eh with dierent basis set parameters for onetep Hartree-Fock
calculations using the spherical wave electrostatic metric method for: (a) ammonia; (b)
benzene; (c) ethene; (d) water.
(c) lmax
zeros 2 3 4
5  11:353  11:370  11:376
6  11:402  11:416  11:421
7  11:426  11:439  11:443
8  11:438  11:451  11:455
9  11:445  11:457  11:461
10  11:449  11:461  11:465
11  11:451  11:464  11:467
12  11:453  11:465  11:469
13  11:454  11:466  11:470
14  11:454  11:467  11:471
(a) lmax
zeros 2 3 4
5  36:599  36:673  36:715
6  36:685  36:749  36:784
7  36:718  36:779  36:811
8  36:734  36:794  36:825
9  36:743  36:803  36:833
10  36:749  36:809  36:839
11  36:752  36:812  36:842
12  36:753  36:814  36:843
13  36:754  36:815  36:844
14  36:755  36:815  36:845
(d) lmax
zeros 2 3 4
5  13:311  13:336  13:349
6  13:348  13:367  13:376
7  13:362  13:379  13:387
8  13:368  13:385  13:393
9  13:372  13:389  13:396
10  13:374  13:391  13:398
11  13:375  13:392  13:399
12  13:375  13:392  13:399
13  13:376  13:393  13:400
14  13:376  13:393  13:400
(b) lmax
zeros 2 3 4
5  16:722  16:734  16:739
6  16:802  16:813  16:817
7  16:847  16:857  16:860
8  16:872  16:881  16:884
9  16:887  16:896  16:899
10  16:895  16:905  16:908
11  16:901  16:911  16:914
12  16:904  16:915  16:917
13  16:907  16:917  16:920









Figure 5.9: Diagram of the procedure for calculating the metric matrix. The blue blocks
can be calculated analytically, the other blocks numerically. The blocks are precalculated
at the beginning of the calculation and then retrieved and assembled to create the necessary
metric matrix. This approach avoids communication since the blocks in the column of atom




























































These integrals can be evaluated analytically on a case by case basis.
Figure 5.9 shows the procedure to construct the metric matrix, V, in equation 5.3.3.
The AA and BB atomblocks are calculated analytically, the precalculated BA atomblock
is retrieved and then the transpose is taken to obtain the AB atomblock. This scheme
prevents the need for communication at this point in the calculation, since in general the
AA and BA, and BB and AB atomblocks are on dierent cores. If all the atomblocks are
local to the core then the whole metric matrix can be copied from the precalculated values.
The calculation of the o diagonal elements cannot be done analytically so a numerical
integration scheme is required. With numerical integration there is a trade o between
speed and accuracy. Several possible integration schemes were investigated and these are
described below.
5.7.1 Reciprocal space grid
Using equation 5.4.26 the spherical waves can be generated in reciprocal space on a Carte-
sian grid. In this implementation this is done in a tightbox since generation of the spherical138 CHAPTER 5. O(N) HARTREE-FOCK EXCHANGE IN ONETEP
Table 5.6: Time to calculate the metric matrix for various levels of grid neness.
Time /s






waves in an FFT box is too costly. The spherical waves generated by this method are delo-
calised over the tightbox. This smearing of the spherical wave is benecial because overall a
more accurate representation is obtained. It was found that enforcing the strict localisation
on the generated spherical waves resulted in inferior matrix elements. In the current im-
plementation a batch of spherical waves are generated and then multiplied by the potential
due to a spherical wave which is calculated on the points of the tightbox. This process is
repeated until all the spherical waves have been included.
5.7.2 Cartesian real space grid
The spherical waves can also be generated on a Cartesian real space grid. The resulting
spherical waves are then strictly localised in real space. This method is cheaper than
calculating the spherical waves in reciprocal space since there is no need to perform an
expensive Fourier transform. In real space it is easy to use an adjustably ner grid to
calculate the metric matrix. In theory a grid of arbitrary neness could be used. This helps
to some extent with the poor description of the spherical waves in real space compared to
that in reciprocal space. In testing it was found that the improvement obtained by using
ner grids was not sucient to justify the vastly increased computational costs.
5.7.2.1 Convergence and ner grids
The graphs in gures 5.10 and 5.11 show that the use of ner grids does not signicantly
improve convergence. The convergence behaviour was very similar with all levels of grid
neness for ethene and water. Table 5.6 shows the signicant cost that the use of ner grids
imposes in the calculation of the metric matrix. It is clear that the use of ner Cartesian
real space grids does not deliver the required improvement in convergence.
5.7.3 Spherical real space grid
Using a spherical real space grid independent of the Cartesian grid normally used by
onetep was the next attempt to improve the matrix elements obtained. In theory, since
the parameters of the grid can be adjusted independently from the rest of the calculation,
the matrix elements are able to be obtained with arbitrary precision; in practice, however
the nite precision of the computer limits this. A uniform radial grid with an 11-point5.7. CALCULATING THE ELECTROSTATIC METRIC MATRIX FOR SPHERICAL WAVES139
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Figure 5.10: NGWF convergence of onetep Hartree-Fock single-point energy calculations
for ethene (top) and water (bottom) using Cartesian real space grids of varying neness to
calculate the spherical wave electrostatic metric matrix. Convergence for the coarse grid
FFT method is included for comparison.140 CHAPTER 5. O(N) HARTREE-FOCK EXCHANGE IN ONETEP
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Figure 5.11: LNV convergence of onetep Hartree-Fock single-point energy calculations
for ethene (top) and water (bottom) using Cartesian real space grids of varying neness to
calculate the spherical wave electrostatic metric matrix. Convergence for the coarse grid
FFT method is included for comparison.5.7. CALCULATING THE ELECTROSTATIC METRIC MATRIX FOR SPHERICAL WAVES141
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where h = x1  x0 and x0 <  < x1. The 11-point formula was chosen as this is convenient
for integrating with the number of radial points divisible by 10. Such a method was
chosen because of the oscillatory nature of the spherical Bessel functions. For the angular




















where R2k is a remainder term and B2k is a Bernoulli number. If the value of the low
derivatives of the function at the endpoints of the integration can be made equal to each
other (or zero), then the convergence should be rapid [171]. The angular integrals were done
on a uniform grid for the  integral and non-uniform quadrature grid for the  integral [171].





Only the  integral needs such treatment because in general for the  integral the values
and derivatives at the end points should be the same. Similar transformations exist for
their radial integration but this is more suited to integrals involving Gaussians which don't
oscillate and are not strictly localised [171].
5.7.3.1 Parameters for the grid
The number of points to use for the integrals in the metric matrix needed to be optimised to
ensure a balance between accuracy and computational eort. Twice the number of points
were used for the  integral as the  integral, the number of points used for the radial
integral can be adjusted similarly. The use of large numbers of points should lead to a
more accurate metric matrix and therefore better convergence in the calculation. However
the computational demands of using large number of points are high so a compromise is
needed. To determine how many points to use, calculations were performed for an array
of dierent numbers of angular and radial points with ammonia, benzene, ethene and
water. The convergence of these calculations was measured to assess whether the number
of points used was sucient. Table 5.7 shows the convergence with diering numbers of142 CHAPTER 5. O(N) HARTREE-FOCK EXCHANGE IN ONETEP
radial grid points. The tests show the sensitivity of convergence to the accuracy of the
metric matrix. One reason that convergence is easier for the smaller systems is that the
same-centre contributions are more signicant in a small system like water, than in a larger
system like benzene. The same-centre contributions use metric matrix elements that have
been calculated analytically. Further increasing the number of radial and angular points
above 100 did not result in a signicant improvement in convergence. From the tests the
chosen parameters were 50 radial points and 60 angular points.
5.7.4 Convergence behaviour
Figure 5.12 compares the NGWF convergence behaviour obtained using each of the three
grids for ethene and water calculations. The convergence behaviour was very similar for
the three methods of calculating the metric matrix. Also the converged energies were very
similar diering between the three grids by less then an millihartree for both ethene and
water.
Figure 5.13 shows the LNV convergence behaviour when the three dierent grids are
used to calculate the metric matrix. For ethene and water the convergence pattern is the
same for the three methods. There were some dierences for benzene from the thirteenth
iteration onwards. The Cartesian real space grid performed best, the spherical real space
grid method performed worst. The convergence of the reciprocal space grid method after a
jump at iteration 13, stalls. Attempts to improve convergence with the Cartesian real and
reciprocal grid methods by imposing the correct symmetry structure within each atomblock
failed. Doing this prevented LNV convergence for ethene as the calculated density kernel
gradient is incorrect (-3.0 instead of -0.51 on the rst LNV iteration with the real grid).
The timings for the three grids are given in table 5.8. The spherical real space grid is
by far the most computationally expensive method. It does not provide any clear benet
to convergence and so is not a suitable choice. The Cartesian real and reciprocal space grid
methods behave similarly in convergence and take a similar amount of time to calculate the
metric matrix. Since the reciprocal space grid is also used to calculate spherical waves in
the overlap metric method (and elsewhere in onetep), it has be chosen over the Cartesian
real space grid method.
5.8 Parallel algorithms
The parallel implementation with spherical waves is much the same as that described in
section 4.6 for the FFT based version. Some information about the spherical waves needs
to be communicated at the start of each iteration, but the overhead of this is negligible.
Batches are used extensively in the calculation to operate on multiple NGWF products,
potentials or spherical waves at once thus speeding up the calculation.
The option exists to change the method so that NGWF product is calculated on the
core holding atom B and then the expansion coecients are communicated to the core
holding atom A. This would reduce the amount of communication required since the
vector of coecients is smaller than an array holding an NGWF. This has not yet been5.8. PARALLEL ALGORITHMS 143
Table 5.7: Convergence (RMS NGWF gradient in Eh=(a3=210 6)) with dierent spheri-
cal grid parameters for the calculation of the spherical wave electrostatic metric for: (a)
ammonia; (b) benzene; (c) ethene; (d) water.
(a) Radial points













s 30 4:99 4:30 9:17 4:58 4:60 4:58 4:58
40 5:13 4:42 3:99 4:60 4:46 4:59 4:58
50 5:04 4:85 4:96 4:61 4:53 4:59 4:59
60 4:96 0:25 4:72 4:63 4:51 4:58 4:58
70 4:89 11:58 4:15 4:62 4:53 4:60 4:60
80 4:87 6:24 3:28 4:62 4:53 4:59 4:59
90 4:85 7:49 4:96 4:66 4:53 4:59 4:59
(b) Radial points













s 30 41:90 39:06 38:64 38:73 38:69 38:70 38:75
40 42:12 40:35 38:70 38:62 38:69 38:69 38:69
50 41:61 38:94 38:69 38:66 38:67 38:68 38:67
60 41:67 38:81 38:73 38:64 38:65 38:65 38:65
70 41:70 38:79 38:66 38:65 38:66 38:66 38:66
80 41:72 39:00 38:70 38:65 38:67 38:67 38:67
90 41:72 39:48 38:71 38:65 38:67 38:67 38:67
(c) Radial points













s 30 14:12 19:33 19:94 19:88 19:91 19:88 19:88
40 15:91 19:27 24:10 19:87 19:80 19:82 19:82
50 15:82 17:97 20:10 19:89 19:87 19:87 19:87
60 15:78 19:42 19:94 19:88 19:86 19:86 19:86
70 15:77 18:08 19:39 19:89 19:89 19:89 19:89
80 15:76 17:94 19:94 19:89 19:88 19:88 19:88
90 15:76 17:86 19:88 19:89 19:87 19:87 19:87
(d) Radial points













s 30 6:00 2:12 1:75 1:25 1:27 1:00 1:27
40 6:01 9:65 3:02 1:22 9:01 1:31 1:31
50 6:11 9:73 3:13 1:20 9:51 1:31 1:31
60 6:21 10:11 1:91 1:18 1:99 1:31 1:31
70 6:21 4:24 9:82 1:20 5:77 1:31 1:30
80 6:21 4:24 0:81 1:20 5:22 1:31 1:31
90 6:20 1:97 1:19 1:20 0:83 1:31 1:31144 CHAPTER 5. O(N) HARTREE-FOCK EXCHANGE IN ONETEP
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Spherical real space grid (SW)
Figure 5.12: NGWF convergence of onetep Hartree-Fock single-point energy calculations
for ethene (top) and water (bottom) using three dierent methods to calculate the spherical
wave electrostatic metric matrix. Convergence for the coarse grid FFT method is included
for comparison.
Table 5.8: Time to calculate the metric matrix using the Cartesian real, reciprocal and
spherical real grids on a single core.
Time /s
Grid Ethene Water Benzene
Real 130 26 554
Reciprocal 133 27 538
Spherical 637 127 27635.8. PARALLEL ALGORITHMS 145
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Figure 5.13: LNV convergence of onetep Hartree-Fock single-point energy calculations
for ethene (top), water (middle) and benzene (bottom) using three dierent methods to
calculate the spherical wave electrostatic metric matrix. Convergence for the coarse grid
FFT method is included for comparison.146 CHAPTER 5. O(N) HARTREE-FOCK EXCHANGE IN ONETEP
implemented.
5.9 Results and discussion
5.9.1 Accuracy and convergence
As discussed in the previous chapter it is possible to calculate the diagonal atomblocks of the
Hartree-Fock exchange matrix using FFTs with linear scaling cost. Figures 5.14 and 5.15
show the eect this method has on convergence. It can be seen that convergence is generally
improved with this method. The NGWF convergence for water however was slightly worse.
Table 5.9 shows that the energies obtained with the methods agree reasonably well with
Table 5.9: Comparison of energies in Eh from Hartree-Fock exchange calculations using
onetep for a selection of structures (see gure 4.7) using the methods described in this
chapter. Coarse grid FFT Hartree-Fock and PBE energies are provided for comparison.
EM indicates the electrostatic metric; NPA indicates the numerical pointwise approach;
OM represents the overlap metric; SW stands for spherical wave.
Total energy / Eh
FFT NPA SW OM SW EM SW EM with FFT PBE
ammonia  11:471  11:459  11:469  11:465  11:472  11:740
benzene  36:880  36:814  36:871  36:839  36:880  37:987
ethene  13:400  13:376  13:400  13:398  13:409  13:794
H2O-H2CO  38:802  38:730  38:753  38:770  38:800  39:590
HCN  15:843  15:816  15:832  15:831  15:841  16:233
Si16  60:732  58:239  61:058  61:077  60:732  63:108
water  16:921  16:890  16:898  16:898  16:921  17:214
each other and those obtained from the coarse grid FFT method. NGWF radii are all
7:0a0, except for in the Si16 unit cell where 5:1a0 was used. This is required due to the
small unit cell (the cell has a length of 10:3a0 in two dimensions) and the requirement that
the NGWFs do not overlap with periodic images of themselves. Some of the discrepancy is
caused by the use in the coarse grid FFT method of a dierent sized FFT box (because of the
requirement for it to coincide with the simulation cell). The numerical pointwise approach
had problems with Si16 convergence. This system is dierent to the others because a small
NGWF radius is required. Using the FFT method to calculate the diagonal elements of
the Hartree-Fock exchange matrix leads to energies that are closer to the coarse grid FFT
method energies compared to the other methods.
The LNV convergence of the overlap metric was inferior (gure 5.8) to that obtained
when the electrostatic metric is used (gure 5.13). However the NGWF convergence of the
two methods was similar (gures 5.7 and 5.12).
5.9.2 Timings
Table 5.10 shows the time taken for a single NGWF iteration for the various methods in
this chapter. It can be seen that in general the FFT method was the fastest for this set of5.9. RESULTS AND DISCUSSION 147





















Electrostatic metric (SW) with FFT






















Electrostatic metric (SW) with FFT
Figure 5.14: NGWF convergence of onetep Hartree-Fock single-point energy calculations
for ethene (top) and water (bottom) using the reciprocal grid to calculate the spherical
wave electrostatic metric matrix and optionally using the FFT method to calculate the
diagonal atomblocks of the exchange matrix. Convergence for the coarse grid FFT method
is included for comparison.148 CHAPTER 5. O(N) HARTREE-FOCK EXCHANGE IN ONETEP
























Electrostatic metric (SW) with FFT























Electrostatic metric (SW) with FFT
Figure 5.15: LNV convergence of onetep Hartree-Fock single-point energy calculations
for ethene (top) and water (bottom) using the reciprocal grid to calculate the spherical
wave electrostatic metric matrix and optionally using the FFT method to calculate the
diagonal atomblocks of the exchange matrix. Convergence for the coarse grid FFT method
is included for comparison.5.9. RESULTS AND DISCUSSION 149
Figure 5.16: The 152 atom (25 ethene units) and 752 atom (125 ethene units) polythene
chains.
small systems. The numerical pointwise approach is the slowest of all the methods. The
overlap and electrostatic metrics completed the iteration in a similar amount of time with
the former method being generally slightly quicker. Calculating the diagonal atomblocks
of the Hartree-Fock exchange matrix by the Fourier transform method has a similar cost to
the normal spherical wave electrostatic metric method. Due to the improvement in energies
and convergence encountered in the previous section this is recommended as the preferred
method.
Table 5.10: Comparison of times per iteration for Hartree-Fock exchange calculations using
onetep for a selection of structures (see gure 4.7) using the methods described in this
chapter. Coarse grid FFT timings are provided for comparison. EM indicates the electro-
static metric; NPA indicates the numerical pointwise approach; OM represents the overlap
metric; SW stands for spherical wave.
Time / s
FFT NPA SW OM SW EM SW EM with FFT Cores
ammonia 102 141 129 141 144 2
benzene 2573 5727 2636 2965 3003 6
ethene 145 1413 583 741 594 2
H2O-H2CO 165 328 271 251 319 6
HCN 119 332 154 164 163 2
Si16 268 2325 3549 2783 268 16
water 60 246 109 104 96 2
5.9.3 Linear-scaling tests
To demonstrate linear scaling single LNV iteration calculations were performed for poly-
thene chains of varying length ranging from 152 atoms to 752 atoms. The longest and
shortest chains are illustrated in gure 5.16. This system was chosen since it is can be
truncated at a variety of lengths and being a linear system allows the early onset of linear-
scaling. A density kernel cuto of 30a0 and a kinetic energy cuto of 700eV has been
used. The NGWF radii are all 7:0a0. Figure 5.17 demonstrates that the numerical point-
wise scales linearly with system size. Figure 5.18 shows the linear-scaling behaviour of the
spherical wave method for Hartree-Fock calculations in onetep. The spherical wave elec-
trostatic metric method has been used, the metric matrix is generated using the reciprocal
grid method. Both methods demonstrate linear scaling as would be expected.150 CHAPTER 5. O(N) HARTREE-FOCK EXCHANGE IN ONETEP













Figure 5.17: Time to perform a single LNV iteration in a onetep Hartree-Fock exchange
calculation for various linear polythene chains on 48 cores. The numerical pointwise ap-
proach has been used.
















Figure 5.18: Time to perform a single LNV iteration in a onetep Hartree-Fock exchange
calculation for various linear polythene chains on 48 cores. The spherical wave electrostatic
metric method has been used, the metric matrix is generated using the reciprocal grid
method (this step is included in the time). An lmax of 2 and a zero limit of 5 has been
used.5.10. SUMMARY 151
5.10 Summary
Several methods for the calculation of Hartree-Fock exchange in a linear-scaling manner
have been presented. The numerical pointwise approach provided an accurate but slow
method to calculate this. Since this method was slow for large systems, methods using
auxiliary basis sets to expand the NGWF product were investigated. The use of Gaussians
as an auxiliary basis set gave unsatisfactory results. It was also dicult to chose a suitable
basis set. As an alternative to Gaussians, spherical waves were introduced. The use of the
overlap metric with spherical waves did not give the required improvement in convergence.
The electrostatic metric improved convergence further. However there were diculties
in calculating the electrostatic metric matrix. Three dierent grids for the generation
of spherical waves in the calculation of the metric matrix were considered. A Cartesian
reciprocal space grid was the chosen grid for the calculation of the metric matrix. Using
the Fourier transform method from chapter 4 to calculate the diagonal atomblocks of the
exchange matrix lead to an improvement in accuracy and convergence with little extra
cost. This is the preferred method for calculating the Hartree-Fock exchange energy using
spherical waves. Linear-scaling has been demonstrated for the methods for the methods in
this chapter.152 CHAPTER 5. O(N) HARTREE-FOCK EXCHANGE IN ONETEPChapter 6
Hybrid functionals
In this chapter hybrid functionals will be considered. In section 6.1 the theoretical back-
ground of hybrid functionals will be explored and then the form of several hybrid functionals
are introduced. In section 6.2 an organometallic reaction mechanism is investigated using
hybrid functionals with NWChem [146]. This is to provide a comparison with the imple-
mentation of hybrid functionals in onetep in section 6.3.
6.1 Adiabatic connection methods
The Hellman-Feymann theorem can be used to provide an expression for the exchange-
correlation energy in terms of a parameter that determines the level of electron-electron
interaction in the system (also referred to as the inter-electronic coupling strength), running
from zero for the non-interacting system (the Kohn-Sham reference system) to one for the








xc is the exchange-correlation potential energy at an intermediate inter-electronic
coupling strength. (This can be derived from the usual Hellmann-Feymann theorem by
integrating with respect to .) Though only the potential energy appears in the integrand
of equation 6.1.1, the kinetic energy part of the exchange-correlation energy is obtained by
the integration over  [50].
Since the Slater determinant for the Kohn-Sham orbitals is the exact wavefunction
for the non-interacting system, U0
xc will be the Kohn-Sham exact exchange for the non-
interacting system. This can be computed as in Hartree-Fock theory but using the Kohn-
Sham orbitals instead of Hartree-Fock orbitals. The rst hybrid functional was the half and
half functional introduced by Becke [50]. His functional approximates the  dependence of











Becke made the further approximation that U1
xc could be estimated by the potential energy
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of the local (Spin-)Density Approximation (L(S)DA). He argued that L(S)DA is more
accurate at the  = 1 limit than the  = 0 limit [50,173]. The expression for the half and











(Note that the distinction between the potential and total energy of L(S)DA exchange cor-
relation has been ignored by some authors [173,174]). In contrast to later hybrid functionals
both the exchange and correlation of the L(S)DA functional are scaled.
6.1.1 Hybrid functionals
The introduction of the half and half functional by Becke led to the development of fur-
ther hybrid functionals. Becke developed the 3-parameter functional expression by adding
gradient corrections to the exchange and correlation energies and relaxing the linear  de-
pendence of the half and half model [51]. The three semi-empirical parameters are tted





X ) + aXEBecke88
X + acEPW91
c (6.1.4)
with a0 = 0:20, aX = 0:72 and ac = 0:81. The extremely popular functional B3LYP was
developed by replacing PW91 [45,46] with LYP (Lee, Yang and Perdew) [42] but keeping









The correlation term changes in form since the LYP functional is a standalone correlation
functional whereas PW91 is a correction to the LSDA correlation [175].
The X3LYP functional [72] involves both the Becke88 and PW91 exchange functionals,
its formula is,
EX3LYP













with a0 = 0:218, aX = 0:709 and ac = 0:12 (note the full Becke88 functional has been
used). The use of both Becke88 and PW91 in the exchange was expected to provide a more
balanced functional. The functional was developed with reference to the form of the exact
exchange density in Gaussian based codes. X3LYP was shown to oer greater accuracy for
heats of formation, ionisation energies, electron anities and total atomic energies than
B3LYP. In particular the description of hydrogen-bonded and van der Waals complexes is
more accurate [72].
Another common form for hybrid functionals incorporates 25% exact exchange and
this single parameter is derived using perturbation theory (so there are no truly empirical
parameters) [173]. The expectation is since the functional has not had parameters tted to
a particular set systems such a functional will be more generally applicable. Examples of158 CHAPTER 6. HYBRID FUNCTIONALS
Table 6.2: Relative energies of the stages in the two possible reaction mechanisms with
B3LYP (with and without implicit solvent). Mechanism 1 goes through stage 2a; mecha-
nism 2 goes through stage 2b.
B3LYP B3LYP Implicit solvent
E / kcal mol 1 E / kcal mol 1
Step Model A Model B Model C Model A Model B Model C
1 0:0 0:0 0:0 0:0 0:0 0:0
2a 47:2 46:4 38:2 44:8 43:0 33:1
2b  18:1  11:8 41:6  15:9  11:6 44:3
3 12:6 9:6 4:9 10:1 7:3 1:9
4  9:4  11:0  16:6  8:8  11:0  17:0
Perdew, Burke and Ernzerhof (PBE) exchange correlation functional [47]. onetep was
used because the time taken to perform the calculations with NWChem was prohibitive.
This is caused because the time required to perform an NWChem calculation scales cu-
bically with the number of atoms in the system; with onetep the cost of the calculation
increases linearly with system size. PBE was chosen because it is a generally applicable
generalised gradient approximation functional and has reasonable computational demands.
The energies of structures 1-7 were computed for models A and B using onetep with PBE
to verify that the results were quantitatively similar to those obtained with NWChem.
Results are in table 6.3.
6.2.2 Results and discussion
The results in table 6.2 for models A and B show that the energy for the stage involving
structure 7 has a very low energy and there is an energy barrier to be overcome to move
from this stage to the expected product. While this shows a strong preference for the
associative mechanism over the dissociative mechanism, neither mechanism looks feasible.
With model C both stage 2a and stage 2b are higher in energy than stage 1. Also, the
associative mechanism is no longer favoured as stage 2a is lower in energy than stage 2b.
The bulk of the model C ligands make structure 7 dicult to realise, which is reected by
stage 2b having a higher energy than stage 1. In model C all the stages of the dissociative
mechanism have a lower energy (relative to stage 1) than the corresponding stages in
models A and B, so this makes this mechanism more feasible. This shows the importance
of modelling the complete structure to account for all the steric eects, when comparing
reaction mechanisms. For all three models the eect of the implicit solvent on the energy
dierences is minor. The energy dierence between adjacent stages is slightly reduced. The
energy of stage 2a is reduced by a larger amount than that of stage 2b. Structures 1 and 7
are the most stabilised, with structures 2, 3, 5 and 6 being stabilised by a smaller amount.
The alternative structures, shown in gure 6.4, have also been considered. The forma-
tion energy of these structures are shown in table 6.4. Comparing structures 1 and 8, for
models A, B and C structure 1 is favoured by 21.7, 15.9 and 23.5 kcal mol 1 respectively.
These energies show no clear correlation with the size of the ligand. A similar comparison6.2. APPLICATION TO AN ORGANOMETALLIC SYSTEM 159
Table 6.3: onetep PBE results for the mechanisms in gure 6.2.
E / kcal mol 1
Step Model A Model B Model C
1 0:0 0:0 0:0
2a 52:7 58:5 51:8
2b  26:6  15:9 32:5
3 9:5 14:7 11:9
4  19:4  2:0  15:7
Table 6.4: Formation energies of the alternative structures shown in gure 6.4. (Structures
8 and 12 form from structures 2 and 3; structures 9, 11 and 13 form from structures 1
and 2.) Dis indicated dissociation.
B3LYP B3LYP Implicit solvent
E / kcal mol 1 E / kcal mol 1
Structure Model A Model B Model C Model A Model B Model C
8  25:5  30:5  14:7  21:7  29:1 0:0
9  5:6  5:2 Dis 0:1  2:4 Dis
11  12:5  5:8 Dis  5:9 0:3 Dis
12  27:7  30:0  28:5  32:4  32:2 0:0
13 8:6 6:6 Dis 9:9 9:5 Dis
of structures 1 and 12 does suggest a pattern, as the ligand size increases structure 1 is
less strongly favoured (structure 1 is favoured by 19.5, 16.4 and 9.7 kcal mol 1, for models
A, B and C respectively). However this pattern is more a reection of the stability of
structure 1 than that of structure 12 (its formation energy diers little between the three
models). The normal reaction of an ethene binding to structure 3 to form structure 5 is
more exothermic than the reactions that form structures 8 and 12, but rebinding to an
NHC ligand in the normal way to reform structure 1 lowers the energy more than any of
these reactions. Therefore it is unlikely that the dissociative mechanism would be disrupted
by these side reactions (from stage 2a). For the associative mechanism structures 9, 11
and 13 are possible alternatives to structure 7. When the energies are compared for model
A structure 7 is enthalpically favoured and the reaction leading to structure 13 would be
endothermic. Geometry optimisations of model C structures 9, 11 and 13 resulted in one of
the NHC ligands dissociating, therefore energies are not available for these structures. This
mirrors the disfavouring of the associative mechanism for model C (see table 6.2). These
large energy dierences suggest that the associative mechanism should not be aected by
these side reactions. It was not possible to obtain an optimised structure 10 with any of
the three models. For all three models geometry optimisations of structure 10 resulted in
one of the 2 bound NHC ligands dissociating from the nickel. In the case of model A the
dissociating ligand starts to rotate so that the carbene was closer to nickel than the C-C
double bond.
Table 6.5 and table 6.6 compare the computed optimised structures with the available
crystal structures. Most of the parameters are very similar between the three models and160 CHAPTER 6. HYBRID FUNCTIONALS
Table 6.5: Comparison of structural parameters for the three models (see gure 6.1) and
the crystal structure for structure 1 (see gure 6.2).
Bond length Angle
Ni - C C-N N-Ph C=C Ni-C-N C-Ni-C Dihedral of ligands
Model A 1:85 1:39 N/A 1:36 129:32 179:99 89:60
Model B 1:86 1:39 1:43 1:35 129:37 170:92 67:36
Model C 1:91 1:39 1:44 1:34 128/130 177:77 42:30
Crystal 1:85 1:38 1:44 1:32 129:15 177:23 43:31
Table 6.6: Comparison of structural parameters for the three models (see gure 6.1) and
the crystal structure for structure 6 (see gure 6.2).
Bond length Angle
Ni-C (Et) Ni-C (L) C-N N-Ph C=C (Et) C=C (L) Ni-C-N
Model A 2:01 1:89 1:37 N/A 1:40 1:36 129:1
Model B 2:02 1:90 1:38 1:43 1:40 1:35 128:62
Model C 2:06 1:95 1:38 1:44 1:39 1:34 129.43/127.81
Crystal 1:98 1:91 1.37/8 1:45 1:39 1:35 130.75/127.22
the experimental structures. The dihedral angle of the two ligands in the optimised model
A structure 1 (89.6￿) does not agree with the angle in the crystal structure (43.3￿). This is
because the steric hindrances from the large di-isopropyl phenyl groups are not accounted
for in model A, the orientation of the ligands is, therefore, much more exible. In model B
the dihedral angle (67.4￿) is closer to that observed in the crystal structure and with model
C the dihedral angle (42.3￿) is very close to the crystal structure dihedral.
6.2.3 Comparing hybrid functionals
As a further test the results of geometry optimisations of the three of the structures with
dierent functionals were compared, this is presented in table 6.7. It was found that there
was not a signicant dierence in the energies between the B3LYP geometries and the
functionals native geometries. Therefore only single point energy calculations using the
B3LYP geometries have been performed for the other truncated structures. In table 6.8
the results from several hybrid functionals are compared for the reaction mechanism. The
results from BLYP and Hartree-Fock calculations are also included. It can be seen that
some of the energy dierences for Hartree-Fock are very large. The energy dierences do
vary between the dierent hybrid functionals.
6.3 Hybrid functionals in ONETEP
Several hybrid functionals have been implemented in onetep: B1LYP; B1PW91; B3LYP;
B3PW91; PBE0; X3LYP. To facilitate the inclusion of these new functional several changes
had to be made to the original implementation. Previously in onetep there was a sub-
routine that implemented the calculation of equation 2.5.7 (including the calculation of6.3. HYBRID FUNCTIONALS IN ONETEP 161
Table 6.7: Comparison of energy dierences for model A of structure 7 and structures 2 and
5 (one of the steps in mechanism 2, see gure 6.2) using B3LYP geometries and (native)





BLYP (GGA)  26:01  25:88
PBE (GGA)  33:16  33:02
B3LYP (hybrid)  26:66  26:66
mPW1K (hybrid)  32:15  31:94
B97 (hybrid)  28:61  28:63
B98 (hybrid)  29:67  29:67
Table 6.8: Comparison of energy dierences in kcal mol 1 for models A and B for the re-
action mechanism with various hybrid functionals, Hartree-Fock and BLYP (a GGA func-
tional). The geometries were obtained using B3LYP and the calculations were performed
using NWChem.
B3LYP B97 B98 Hartree-Fock BLYP
Step A B A B A B A B A B
1 0:0 0:0 0:0 0:0 0:0 0:0 0:0 0:0 0:0 0:0
2a 47:2 46:4 46:8 47:2 47:3 48:0 165:1  13:4 49:3 49:0
2b  18:1  11:8  22:3  16:2  23:3  17:7  15:0  95:1  15:3  6:9
3 12:6 9:6 10:7 8:4 10:8 8:5 89:0  79:1 14:4 13:1
4  9:4  11:0  14:7  15:5  15:6  16:4 107:4  91:5  4:7  4:4162 CHAPTER 6. HYBRID FUNCTIONALS
Table 6.9: Comparison of energy dierences in kcal mol 1 for model A for the reaction
mechanism with various hybrid functionals and Hartree-Fock. The geometries were ob-
tained using B3LYP with NWChem and the calculations were performed using onetep.
E/ kcal mol 1
Step B3LYP B1PW91 B3PW91 PBE0 HF
1 0:0 0:0 0:0 0:0 0:0
2a 47:1 52:8 51:4 56:6 82:6
2b 683:2  29:8  28:3  33:8 67:7
3 17:2 15:5 16:4 15:2 75:6
4  13:8  21:3  19:9  25:8  17:5
fxc) for each functional. Two generic subroutines one for LDA functionals and the other
for GGA and hybrid functionals to calculate equation 2.5.8 have now been implemented.
These generic subroutines call other subroutines which calculate the value of fx or fc given
the density and density gradient at the point and also the contribution to the potential
from that point. So, for example, for BLYP the GGA subroutine would call a subroutine
that calculates the Becke88 exchange energy and potential contributions at that point and
another subroutine to calculate the LYP correlation energy and potential contributions at
the same point. In the spin polarised case alternative subroutines are invoked at each point.
In the case of hybrid functionals the subroutine called by the generic subroutine calls
the subroutines for the required components and applies the appropriate scaling to the
contribution of every component functional. Taking B3LYP as an example, the subroutine
which calculates fB3LYP
x , calls subroutines which calculate the L(S)DA exchange and the
Becke88 exchange energy and potential contributions, and then scales and sums these
according to the B3LYP recipe (0.72 Becke88 + 0.08 LDA). The Hartree-Fock exchange
contribution is calculated and scaled elsewhere in the code.
6.3.1 Tests on an organometallic system
Table 6.9 compares the performance of the various hybrid functionals in onetep. The
spherical wave electrostatic metric method has been used to calculate the Hartree-Fock
exchange energy, the metric matrix is generated using the reciprocal grid method; the FFT
method was used to calculate the diagonal atomblocks of the Hartree-Fock exchange matrix.
The four hybrid functional methods produced energies that are similar to each other. The
exception to this is the energy for stage 2b for B3LYP, this calculation was very far from
convergence. However the energy dierences are rather dierent to those obtained with
NWChem. This is in part due to the fact that the calculations were not fully converged.
This lack of convergence can have a large eect on the energy dierences.Chapter 7
Conclusions
7.1 Summary
This dissertation sought to describe developments towards improving the accuracy of linear-
scaling Density Functional Theory (DFT). Chapter 1 began with an introduction to quan-
tum mechanics and continued by considering approximate methods for the solution of the
Schr odinger equation. Hartree-Fock theory, DFT and density matrix theory were intro-
duced. onetep [62] a linear-scaling density matrix method where the energy is minimised
directly with respect to the density matrix was introduced in chapter 2. The localised
orbitals and energy minimisation procedure were discussed.
In chapter 3 an empirical correction to improve the description of dispersion forces in
DFT developed as part of this thesis is described. By optimising the parameters in this
correction scheme for a large set of dispersion bound complexes, the treatment of dispersion
interactions in onetep is much improved and validated on a variety of systems.
A method to calculate Hartree-Fock exchange with quadratic-scaling cost was presented
in chapter 4. This method is accurate and converges well. However it has unfavourable
computational scaling that makes it unsuitable for calculations on large systems. It was
found that by representing the NGWF products on the coarse grid rather than the ne
grid, signicant speed improvements were obtained with minimal eect on accuracy. This
also led to a reduction in the memory requirements of the calculations because ne grid
arrays were no longer required.
In chapter 5 methods for calculating Hartree-Fock exchange with linear-scaling cost
which were developed in this thesis were presented. The numerical pointwise approach
converged well and gave accurate energies. Using Gaussians as an auxiliary basis set to
expand the NGWF product did not give satisfactory results. Spherical waves are used
as an alternative auxiliary basis set, with improved results. The electrostatic metric was
found to be more suitable than the overlap metric due to the improved convergence that
the former method demonstrates. Convergence appears to be sensitive to inaccuracies in
the metric matrix and strategies to improve this were investigated. It was found that
using a reciprocal Cartesian grid was the best method of calculating the metric matrix.
Using the Fourier transform method from chapter 4 to calculate the diagonal atomblocks
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of the exchange matrix lead to an improvement in accuracy and convergence with little
extra cost. This is the preferred method for calculating the Hartree-Fock exchange energy
using spherical waves. Linear-scaling has been demonstrated for a polythene chain for the
numerical pointwise approach and the spherical wave electrostatic metric method.
The application of Hartree-Fock exchange in DFT to create hybrid functionals is dis-
cussed in chapter 6. Calculations with these hybrid functionals were applied in the study
of the reaction paths of an organometallic system. Results obtained using the hybrid func-
tionals that were implemented in onetep have been compared to those obtained using a
Gaussian basis set approach on the same system.
7.2 Future work
The empirical dispersion correction could be improved by optimising the parameters for
other sets of complexes. Currently there are only optimised parameters for hydrogen,
carbon, nitrogen, oxygen and sulphur. It would be desirable to have optimised parameters
for further elements, especially for the halogens and phosphorus. The ability to change the
parameters used at runtime rather than compile time would be a valuable improvement.
The treatment of hydrogen-bonded systems by the dispersion correction could be improved
to remove the tendency to slightly over-bind in these cases. Another possibility is to
calculate optimised parameters for carbon nanostructures.
The signicant improvement in speed, with minimal eect on accuracy, provided by
the use of the coarse grid instead of the ne grid in chapter 4 suggests that it would be
worthwhile to investigate the applicability of this approximation to other areas of onetep
such as the the calculation of the density. This approximation should lead to large time
savings by avoiding Fourier interpolations and reducing the whole cell ne grid Fourier
transform for the Hartree potential to a coarse grid Fourier transform. There would also
be a reduction in memory use since the large arrays used to hold quantities on the ne grid
would be superuous. These savings would allow onetep to treat larger systems.
The method of using spherical waves as an auxiliary basis set to expand the NGWF
product has potential for improvement. More sophisticated methods for calculating the
metric matrix could be sought to improve convergence. Other strategies for improving the
convergence can be explored. The eciency of the manipulation of the tightboxes could
be improved for example by avoiding work for points that are unimportant since they lay
outside of the localisation region. The parallel strategy could be modied to reduce the
communication demands. Reducing the overhead of communication and a more balanced
distribution of the computational eort would improve the performance of this method.
Also the use of alternative auxiliary basis sets could be investigated.
Initial tests on the polythene chain indicate that the exchange matrix sparsity currently
set to the kernel sparsity could, as an approximation, be set to the GGA Hamiltonian spar-
sity, without major loss of accuracy. Hartree-Fock exchange is the only direct contributor
to these elements in the density kernel gradient. This approximation would hasten the
onset of linear scaling and reduce the cost of calculations on large systems. Tests on a7.2. FUTURE WORK 165
range of systems would be required to validate this approximation.
The eect of the pseudopotential approximation on the exchange energy should be
assessed to ensure that energy dierences obtained with onetep can be compared with all
electron calculations.166 CHAPTER 7. CONCLUSIONSBibliography
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