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AN EXTENSION OF HOFFMAN AND SMITH’S SUBDIVISION
THEOREM
LEE GUMBRELL
Abstract. In 1975 Hoffman and Smith showed that for a graph G 6= D˜n with
an internal path, the value of the largest eigenvalue decreases strictly each time
we subdivide the internal path. In this paper we extend this result to show
that for a graph G 6= K1,4 with a vertex of degree 4 or more, we can subdivide
said vertex to create an internal path and the value of the largest eigenvalue
also strictly decreases.
In [4] (Proposition 2.4) Hoffman and Smith proved an important result about
the largest eigenvalue, or spectral radius, of (the adjacency matrix of) a graph,
which we shall call ρ (G) or ρ if it is clear which graph G we are talking about.
Define an internal path of a graph to be a sequence of at least two adjacent vertices
all with vertex-degrees 2, except the two end-vertices who each have degree strictly
greater than 2 (and may possibly be the same vertex). Also define a subdivision
of an internal path to be the same path, but with one more degree 2 vertex in the
sequence. A subdivided graph G′ is isomorphic G except with one more vertex
and one more edge on the subdivided internal path. The result they proved is the
following:
Theorem 1 (Hoffman and Smith’s subdivision theorem, [4], also see Theorem 3.2.3
of [1]). Let G be a graph with an internal path, and let G′ be the graph obtained
by subdividing an edge on that path. If G is not equal to the graph D˜n in Figure 1
then ρ (G′) < ρ (G).
D˜n (n ≥ 4)
Figure 1. The graph D˜n on n+ 1 vertices.
We will now extend their result. Instead of requiring that the path has at least
one edge, we start with a graph G 6= K1,4, the star on 5 vertices, with a vertex v of
degree at least 4 and split this vertex into two new adjacent vertices, each adjacent
to at least two of v’s neighbours. We will show that this new graph also has largest
eigenvalue strictly less than the original graph. Figure 2 shows the relevant vertices
and edges of a graph to demonstrate this process, where Gv is our subdivided graph.
Informally speaking, Hoffman and Smith proved the result for paths with number
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of edges from 1 to infinity and in Theorem 4 we will prove the result for paths of
length 0, completing the picture.
v v1 v2
G Gv
Figure 2. An example of subdividing a vertex v of degree at least
4 from G to create a graph Gv with an internal path. Only the
relevant vertices and edges of the graphs have been drawn.
In [5] (also see Theorem 3.2.1 of [1]), Simic´ showed a similar result about splitting
a vertex, but where the two new vertices were not adjacent to each other. The
difference between the two results is subtle, and the direct proofs use the same
technique, but after proving Theorem 4 we will show how it can be used to offer a
new proof of Simic´’s theorem.
We require the following results from Perron and Frobenius, and will refer to
them frequently throughout this paper.
Lemma 2 (Perron-Frobenius; see [2], Theorem 8.8.1). Let A (G) be the adjacency
matrix of a connected graph G, then:
(i) ρ (G) is a simple eigenvalue of A (G) and, if z is an eigenvector for ρ, then
none of the entries of z are zero and they all have the same sign;
(ii) for another graph H, if A (G) − A (H) is non-negative then ρ (H) ≤ ρ (G),
with equality if and only if G and H are isomorphic.
To begin we require the following simple lemma.
Lemma 3. Let G be a connected graph with a vertex v such that the degree d (v) ≥ 4.
Then ρ (G) ≥ 2, and ρ (G) = 2 if and only if G = K1,4.
Proof. Consider the vertex v with d (v) ≥ 4 and four of its adjacent vertices. These
vertices will form a graph isomorphic to the star K1,4 or K1,4 with some extra
edges, K1,4 ∪ E say, where E is the set of extra edges. If the graph G is K1,4 then
the spectral radius is 2 and if K1,4 is a proper induced subgraph of G then ρ (G) > 2
by Perron-Frobenius (Lemma 2).
If G is K1,4 ∪E then we note that A(K1,4 ∪E)−A(K1,4) is non-negative so by
Perron-Frobenius we have that ρ(K1,4 ∪E) > ρ(K1,4) = 2. Finally, if K1,4 ∪E is a
proper induced subgraph of G then again we get ρ (G) > 2 by Perron-Frobenius. 
We are now ready to prove our main result.
Theorem 4. Let G 6= K1,4 be a graph with a vertex v such that d (v) ≥ 4. Expand
the vertex v into two adjacent vertices v1 and v2 such that d (v1) ≥ 2 and d (v2) ≥ 2.
Call this graph Gv, then ρ (Gv) < ρ (G).
Proof. Let A (G) z = ρ (G) z with z > 0 (that is, z is the eigenvector for the largest
eigenvalue ρ of G). Let the vertices adjacent to v in G be x1, . . . , xs, y1, . . . , yt such
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that in Gv the vertices x1, . . . , xs are adjacent to v1 and y1, . . . , yt are adjacent to
v2. Let zˆ be a vector of length |V (Gv)| where the coordinates corresponding to the
vertices of Gv \ {v1, v2} are the same as those in z corresponding to the vertices in
G \ {v}. We will choose what zˆv1 and zˆv2 are and consider the parts of the vector
A (Gv) zˆ that are affected by these. We find that
A (Gv) zˆ =

1 0
...
...
1 0
1 · · · 1 0 1 0 · · · 0
0 · · · 0 1 0 1 · · · 1
0 1
...
...
0 1




zx1
...
zxs
zˆv1
zˆv2
zy1
...
zyt


=


ρzx1 − zv + zˆv1
...
ρzxs − zv + zˆv1∑
zxi + zˆv2∑
zyi + zˆv1
ρzy1 − zv + zˆv2
...
ρzyt − zv + zˆv2


(a)
(b)
(c)
(d)
where we have grouped the equations in the resulting vector as (a), (b), (c) and
(d).
There are four cases to consider:
(1) zv ≥
∑
zxi and zv ≥
∑
zyi
(2) zv ≥
∑
zxi and zv <
∑
zyi
(3) zv <
∑
zxi and zv ≥
∑
zyi
(4) zv <
∑
zxi and zv <
∑
zyi.
In each case we will show that A (Gv) zˆ < ρ (G) zˆ, which then gives ρ (Gv) < ρ (G)
by Perron-Frobenius.
Case 1. Set zˆv1 = zˆv2 = zv. Equations (a) and (d) then become ρzxi and
ρzyi respectively. Since
∑
zxi ≤ zv and
∑
zyi ≤ zv equations (b) and (c) give∑
zxi + zv ≤ 2zv < ρzv and
∑
zyi + zv ≤ 2zv < ρzv since Lemma 3 gives ρ > 2.
These strict inequalities give the result.
Case 2. Set zˆv1 =
∑
zxi and zˆv2 = zv. Equation (a) becomes ρzxi − zv + zˆv1
for each i = 1, . . . , s but
∑
zxi ≤ zv so ρzxi − zv + zˆv1 ≤ ρzxi − zv + zv = ρzxi.
Equation (c) becomes
∑
zxi +
∑
zyi = ρzv = ρzˆv2 and equation (d) is equal to
ρzyi for i = 1, . . . , t. Our strict inequality comes from equation (b) but in different
places depending on a few subcases. Now, ρzxi = zv + Σi for each i = 1, . . . , s
where Σi ≥ 0. Therefore zv ≤ ρzxi for each i and szv ≤ ρ
∑
zxi . Since s ≥ 2
equation (b) becomes
∑
zxi + zv ≤ 2zv ≤ szv ≤ ρ
∑
zxi = ρzˆv1 . If d (xi) ≥ 2 for
at least one i then for that i we have Σi > 0 so zv < ρzxi and szv < ρ
∑
zxi giving
us the strict inequality. If d (xi) = 1 for all i and s > 2 then 2zv < szv and again
we are done. If d (xi) = 1 and s = 2 then zx1 = zx2 so 2zx1 =
∑
zxi ≤ zv = ρzxi.
However, ρ > 2 so 2zx1 < zv and then
∑
zxi + zv < 2zv = ρ
∑
zxi = ρzˆv1 .
Case 3. Set zˆv1 = zv and zˆv2 =
∑
zyi . The proof then follows as in Case 2.
Case 4. Set zˆv1 = zˆv2 = zv. Equations (a) and (d) again become ρzxi and ρzyi
respectively. Since zv <
∑
zxi and zv <
∑
zyi equations (b) and (c) give∑
zxi + zv <
∑
zxi +
∑
zyi = ρzv,∑
zyi + zv <
∑
zyi +
∑
zxi = ρzv.
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Again these strict inequalities give the result in this case. 
As a consequence of Theorem 4 we can provide an alternative proof of the result
of Simic´ in [5] about splitting vertices.
Corollary 5 (see [5]). Let G be a graph with a vertex v, and let W1 ∪W2 be a
non-trivial bipartition of the vertices adjacent to v. Let the graph G′ be formed
by taking G\v and including two new non-adjacent vertices v1 and v2, where vi is
adjacent to all of the vertices in Wi (i = 1, 2). Then ρ(G
′) < ρ(G).
Proof. To prove this we shall consider three cases: d (v) = 2, d (v) = 3 or d (v) ≥ 4
(note that the non-trivial bipartition of the vertices adjacent to v excludes the
possibility that d (v) = 1; in that case the largest eigenvalue stays the same).
When d (v) = 2, consider whether v is on an internal path or not. If it is, we can
subdivide an edge between v and one of its neighbours twice. After doing this we
can readily spot a vertex which upon removal induces the graph G′. Subdivision
and Perron-Frobenius (Theorem 1 and Lemma 2, respectively) then tell us that
the largest eigenvalue has strictly decreased. If v is not on an internal path it is
either on a pendent path, or on a cycle, Cn. In the former case G
′ consists of two
disconnected graphs, both subgraphs of G, so Perron-Frobenius gives us the result.
The largest eigenvalue of Cn is 2 for all n (as the eigenvalues are 2 cos (2pij/n) for
j = 0, . . . , n − 1) and clearly Pn is a subgraph of Cn+1 so must have a strictly
smaller largest eigenvalue.
When d (v) = 3, we simply use Perron-Frobenius if G′ is disconnected or subdivi-
sion twice followed by Perron-Frobenius if not. Finally, if d (v) ≥ 4, then we simply
compare the adjacency matrix of G′ with the same graph found using Theorem 4
and the result follows by Perron-Frobenius. 
Another application of Theorem 4 has been in the search for trivial Salem graphs,
and a detailed description of this can be found in the author’s thesis (see Chapter
4 of [3]). We shall also mention a generalisation of our main result in Theorem
6 below. An alternative way of thinking about the subdivision of the vertex v
in Theorem 4 is that we have expanded v into a K2, the complete graph on two
vertices, and shared the neighbours around the two new vertices. A natural question
to ask is will the same result hold if we expand the vertex into a complete graph
of any size? The answer is yes, provided the vertex is of degree at least n2 and the
graph is not isomorphic to K1,n2 , although we will not give a full proof here; the
method is the same as the proof of Theorem 4 and complete details can also be
found in the author’s thesis ([3]).
Figure 3 should help clarify the idea of expanding a vertex, again only showing
the relevant vertices and edges of G, and a formal description is found below in the
statement of Theorem 6.
Theorem 6. Let G 6= K1,n2 be a graph with a vertex v such that d (v) ≥ n
2.
Group the vertices of G adjacent to v into n partitions W1, . . . ,Wn, where each Wi
contains at least n vertices. Let the vertices of Kn be labeled v1, . . . , vn and let GKn
be the graph isomorphic to Kn ∪G\v along with edges joining the vertices of Wi of
vi (for i = 1, . . . , n). Then ρ (GKn) < ρ (G).
Proof. A full proof can be found in [3] but can also be seen as a generalisation of
the proof of Theorem 4. 
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W1
W2Wn
v
Kn
W1
W2Wn
v1
v2vn
G GKn
Figure 3. An example of expanding a vertex v (from G, with
d (v) ≥ 4) to a Kn to create the graph GKn . Only the relevant
vertices and edges of the graphs have been drawn and the Wi are
partitions of the neighbours of v, each containing at least n of
them.
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