Abstract. We consider the long-time behavior of solutions to the short-pulse equation. Using the method of testing by wave packets, we prove small data global existence and modified scattering.
Introduction
We consider the Cauchy problem for the short-pulse equation
where u = u(t, x) : R + × R → R is an unknown function, and u 0 is a given function. The short-pulse equation gives an approximate solution to Maxwell's equation describing the propagation of ultra-short optical pulses in nonlinear media (see [16] ). We consider the previous results for the generalized Ostrovsky equation
for p ∈ N ≥2 . The case in which p = 2 is known as the Ostrovsky-Hunter equation [1] or the short-wave equation [8] . Pelinovsky and Sakovich [15] showed global wellposedness in the energy space for p = 3 and small initial data. Stefanov et al. [17] showed local existence of a unique solution to (1.2) with u 0 ∈ H s (R) when s > 3 2 . They also proved global existence and scattering for p ≥ 4 and small initial data u 0 ∈ H 5 (R) ∩ W 3,1 (R). To confirm the global existence of a solution, we need to consider the smallness of the initial data. Liu et al. [12, 13] demonstrated wavebreaking phenomena at p = 2, 3, and, in particular, the existence of a blowing-up solution. Hayashi et al. [6] (see also [4] ) provided the L ∞ decay estimates and the solution scatters to a free solution for p ≥ 4 and small initial data u 0 ∈ H s (R) ∩ H −1 (R) with s > 2 and x∂ x u 0 ∈ L 2 (R). In [7] , they also proved the nonexistence of the usual scattering states for p = 3. Recently, Niizato [14] showed the existence of a modified scattering state of (1.1) for small initial data in u 0 ∈ H s (R) ∩Ḣ −1 (R) with s > 10 and x∂ x u 0 ∈ H 5 (R). Using the factorization technique, Hayashi and Naumkin [5] proved the existence of a modified scattering state for (1.1), for a larger class of initial data than that in [14] . In [5] , they took the initial data that satisfy u 0 ∈ H s (R) ∩Ḣ −1 (R) and x∂ x u 0 ∈ H r (R) with s > However, it appears that more regularity for the initial data is needed (see Appendix A).
In this paper, we use the method of testing by wave packets based on the work of Ifrim and Tataru [9, 10] (see also [2, 3] ). This method in some sense interpolates between the physical and the Fourier side analysis of an asymptotic equation. Instead of localizing on either the physical or the Fourier side, we use a mixed wave packet style phase space localization. We prove small data global existence and modified scattering in a large class of initial data.
Let L denote the linear operator of (1.1):
x . We note that x . This is a powerful tool for studying the large time existence of nonlinear evolution equations (see [11, 6, 7, 14, 5] and references therein). Factorizing the symbol x + t ξ 2 of J, we define
x . Here J + is hyperbolic on positive frequencies and elliptic on negative frequencies. These operators are useful in our analysis.
The equation (1.1) is invariant under the scaling transformation (1.3) u(t, x) → λ −1 u(λ −1 t, λx)
for any λ > 0. The generator of the scaling transformation is given by
which is related to L and J as follows:
The free solution for (1.1) is written as follows:
Because ∂ ξ (xξ − t ξ ) = x + t ξ 2 becomes zero if and only if ξ = ± t |x| and x < 0, the stationary phase method implies that the free solution e t∂ −1 x f (x) decays rapidly when x > 0 and oscillates when x < 0. As the solution to (1.1) with small initial data behaves like the free solution, this observation shows that modified scattering occurs when x < 0.
To state our main result, we introduce the norm with respect to the spatial variable
for s ∈ R. Theorem 1.1. Let s > 4. Assume that the initial data u 0 at time 0 satisfies
Then, there exists a unique global solution u that satisfies the bound
as well as the pointwise bound
holds uniformly with respect to x ∈ R, where 0 < κ < min 3(s+1) . We note that our initial data space has the norm
Accordingly, modified scattering holds for a larger class of initial data than shown by previous results. In particular, we does not need the regularity of x∂ x u 0 .
We do not focus here on the upper bound of κ. The crucial point is that the decay of the remainder part is faster than t − 1 2 , which is the decay rate of the free solution. In fact, Stefanov et al. proved the dispersive estimate [17] ). Setting p = ∞ formally, we expect the decay rate of the L ∞ norm of the free solution to be t − 1 2 . Roughly speaking, we will show the bound
for s > 4 (see Proposition 3.2 below), which implies (1.4). Here, the assumption s > 4 is almost optimal from the viewpoint of the scaling invariance. Indeed, the fraction t
is invariant under the scaling transformation (1.3).
The remainder of this paper is organized as follows. In §2, we show the energy estimates and the existence of the local in time solution to (1.1). In §3, we prove a priori estimates, which give the pointwise bounds. In §4, we construct a wave packet and observe its properties. In §5, by combining the estimates proved in previous sections, we prove our main theorem. In Appendix A, we provide a remark on the paper by Hayashi and Naumkin [5] .
Finally, in this section, we present the notations used throughout this paper. We denote the space of all smooth and compactly supported functions on R by C ∞ 0 (R).
We denote the space of all rapidly decaying functions on R by S(R). 
In estimates, we use C to denote a positive constant that can change from line to line. If C is absolute, or depends only on parameters that are considered fixed, we often use X Y in place of X ≤ CY . We then use X ≪ Y to denote
Let δ > 0 be a small constant, which is needed only to demonstrate Proposition 4.3. For concreteness, we take δ = 
For any N, N 1 , N 2 ∈ 2 δZ with N 1 < N 2 , we define
We denote the characteristic function of an interval I by 1 I . For N ∈ 2 δZ , we define the Fourier multipliers with the symbols 1 R+ (±ξ) and σ N (ξ)1 R+ (±ξ) by P ± and P ± N , respectively.
Energy estimates
The results in this section were essentially proved in [17] (see also [16, 6] ). For completeness, we give an outline of this proof.
First, we recall the energy estimate proved by Stefanov et al. [17] .
Lemma 2.1 (Lemma 1 in [17] ). Let u be a smooth solution of the equation
for t > 0, where F and G are smooth functions. Then, for every s > 1, we have
A simple calculation yields the following equations: 
where D * D.
Proof. Integration by parts yields
Similarly, we have
For higher order derivatives, we apply Lemma 2.1 with
2 . Note that
Thus, by combining the above estimates and Lemma 2.1 with Gronwall's inequality, we obtain ( u(t)
From S = −tL + J∂ x − 1 and
Gronwall's inequality yields
which concludes the proof. Proof. Set u (0) := u 0 and for n ∈ N, define
In the same way as the proof of Lemma 2.2, we have
. By the standard argument, we obtain a solution u as the limit of the (sub)sequence. Then, (2.1) and (2.2) yield
To show uniqueness, we take two solutions u, u ′ to (1.1). The calculation used in the proof of Lemma 2.2 yields
Hence, the solution is unique as a limit of classical solutions.
Pointwise decay estimates
We decompose u into positive and negative frequencies:
Because u is real valued, u + = u − and u = 2ℜu + . Moreover,
We write u N := P N u and u
For t ≥ 1, we further decompose u + into its hyperbolic and elliptic parts
where, for N ≤ t, we define
We note that u hyp,+ is supported in {
δ , the number of scaled dyadic numbers 2 δZ satisfying
is less than Lemma 3.1. For 2 ≤ p ≤ ∞, any a, b, c ∈ R with a ≥ 0 and a + c ≥ 0, and any R > 0, we have
Moreover, we may replace σ R on the left hand side by σ >R if a + c > b + 1 and σ <R if a + c ≥ 0 and b = 0.
Proof. It is sufficient to show the case p = 2, because the general case follows from the Gagliardo-Nirenberg inequality
. We write
Because |ξ| ≤ |η| + |ξ − η| and
The same calculation is valid when we replace σ R with σ <R if a + c ≥ 0 and b = 0. From σ >R = ∞ k=1 σ 2 kδ R , we can replace σ R on the left hand side by σ >R because the summation with respect to k converges if a + c > b + 1.
The next proposition plays crucial role in our analysis. 
For s > 5 2 and t ≥ 1, we have
and
Proof. For 0 < t < 1 and s > 3 2 , Sobolev's inequality yields
For the high frequency case N > t ≥ 1, we note that u = u ell or u hyp = 0, because of the frequency restriction of u hyp . The calculation used above yields
Next, we consider the case of t ≥ 1 and N ≤ t. This is the main focus of our work.
Lemma 3.3. For t ≥ 1 and N ≤ t, we have
Proof. For the hyperbolic estimate, we use the equation
We apply this to f = J + ∂ x u hyp,+ N . A direct calculation yields
This yields
The second expression on the right hand side of (3.1) becomes
From |x| 
, we obtain the desired hyperbolic bound. For the elliptic bound, we decompose u ell into three parts
We observe that the equation
holds for any smooth real valued function f .
⊂ {|x| ∼ tN −2 }, the calculation used in (3.2) and Lemma 3.1 yields
, and by 2
Hence, by Lemma 3.1, we have
From the calculation used in (3.2), we have
Taking f = σ < < 1, we have
and applying the calculation used in (3.2) yields
Set φ(t, x) := −2 t|x|. The Gagliardo-Nirenberg inequality
hyp,+ , and Lemma 3.3 imply
Lemmas 3.1 and 3.3 imply
Hence, we have
Because u hyp,+ (t, x) is a finite sum of u hyp,+ N (t, x), we obtain the desired hyperbolic bounds.
Next, we show the elliptic bounds. For |x| ≤ t N 2 , the Gagliardo-Nirenberg inequality and Lemmas 3.1 and 3.3 yield
. The calculation used above leads
by setting θ = 2s−1 2s+2 , we obtain
the calculation used for u ell N yields, for 0 < θ < 1,
Corollary 3.4. For s ≥ 0 and t ≥ 1, we have
Proof. By Lemmas 3.1 and 3.3,
Wave packets
We consider the Hamiltonian flow corresponding to (1.1), which is given by
We expect solutions initially localized spatially near zero and in frequency near Integrating by parts three times gives + it −2 |v| .
We show that Ψ v (t, x) and the first part of LΨ v (t, x) are essentially frequency localized near ξ v . To state this more precisely, for v ∈ Ω 2 (t) we define by N v ∈ 2 δZ the nearest scaled dyadic number to ξ v . Then,
Lemma 4.1. For t ≥ 1 and v ∈ Ω 2 (t), we have
for any c ≥ 0.
Proof. From Taylor's theorem, we can write
, where R(x, a) := 3 8
We note that R(x, a) is well-defined provided that max(x, 0) < a. Changing the variable y = , we have By definition, χ 1 (·, a) ∈ S(R) for a ≥ 1. From
, we obtain the L 2 bound. Next, we focus on the estimate for ∂ x χ. Setting
we can write
Here, χ 0 (·, a) ∈ S(R) for a ≥ 1. The calculation used for
, where
This gives the desired bound, as above.
For v ∈ R − , we define
Because u ell and u hyp,− are essentially frequency localized away from ξ v , we can replace u on the right hand side with u hyp,+ . Indeed, by applying Hölder's inequality, Lemmas 3.1 and 4.1, and Proposition 3.2, we obtain (4.2)
provided that s > 5 2 , t ≥ 1, and v ∈ Ω 2 (t).
Let s > 5 2 and 0 < α < 2 2s−1 . For t ≥ 1 and v ∈ Ω α (t), we have the bounds
We set w hyp,+ (t, x) := e −iφ(t,x) u hyp,+ (t, x). As u = 2ℜu + , from (4.2) and Proposition 3.2, we have
Here by changing the variable z = 
∼ |z|
Therefore, we obtain w hyp,+ (t, vt) − t Next, we show the approximation estimate of u x . By applying integration by parts and Proposition 3.2, we have
e −iφ(t,x) dx
Hence, from (4.2), 0 < α < min( 
, and by Corollary 3.4,
By the argument given above, we obtain the desired bound. . If u solves (1.1), then, for t ≥ 1 and v ∈ Ω α (t), we havė
Proof. By (4.1),
dx.
The calculation used in (4.2) yields
provided that s > 4 and 0 < α < we have
as s > 4 and 0 < α < 2 45 . Because
and Proposition 3.2 and 0 < α < min
provided that s > 4 and 0 < α < min 3(s+1) . Here, we observe that for
If the frequency support of
, then at least one of u hyp,+ on the right hand side is
. Accordingly, for s > 4 and 0 < α < (1 + log t) .
As in the previous section, we consider
where α is a fixed constant satisfying 0 < α < min Appendix A. Remark on the paper by Hayashi and Naumkin [5] In this appendix, we take δ = 1. We denote the free propagator by U (t), i.e., U (t) := e t∂ −1
x . Lemma 3.3 in [5] says that for 0 < ρ < Conversely, from ∂ x φ L ∞ ∼ N 2 , the left hand side of (A.1) is bounded below by N 2 . This counterexample is a reflection of the fact that the regularity 2−2ρ 1−2ρ is very small. Hence, we need to replace 2−2ρ 1−2ρ on the right hand side of (A.1) by 4−2ρ 1−2ρ , which is reduced to Lemma 2.3 with l = 1 in [6] .
If we naively use the estimate
