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CHOW RINGS OF VERSAL COMPLETE FLAG VARIETIES
NOBUAKI YAGITA
Abstract. In this paper, we compute Chow rings of generically twisted (ver-
sal) complete flag varieties corresponding to some simple Lie groups.
1. Introduction
Let G and T be a connected compact Lie group and its maximal torus. Let
Gk and Tk be a split reductive group and split maximal torus over a field k with
ch(k) = 0, corresponding to Lie groups G and T . Let Bk be the Borel subgroup
containing Tk.
Moreover we take k such that there is a Gk-torsor Gk which is isomorphic to
a versal Gk-torsor ( for the definition of a versal Gk-torsor, see §4 below or see
[Ga-Me-Se], [To2], [Me-Ne-Za], [Ka1]). Then X = Gk/Bk is thought as the most
twisted complete flag variety. (We say that such X is a generically twisted or
a versal flag variety [Me-Ne-Za], [Ka1].) In this paper, we study the Chow ring
CH∗(X) for the versal flag variety X = Gk/Bk.
Fix a prime number p. By Petrov-Semenov-Zainoulline ([Pe-Se-Za], [Se-Zh],
[Se]), it is known that the p-localized motive M(X)(p) of X is decomposed as
M(X)(p) =M(Gk/Bk)(p) ∼= ⊕iR(Gk)⊗ T
⊗si
where T is the Tate motive and R(Gk) is some motive called generalized Rost
motive. (It is the original Rost motive([Ro1,2], [Vo2,3]) when G is of type (I) as
explained below). Hence we have maps
CH∗(BBk)→ CH
∗(X)
split surj.
։ CH∗(R(Gk))
where BBk is the classifying space for Bk-bundles.
Remark. In this paper, a map A → B (resp. A ∼= B) for rings A,B
means a ring map (resp. a ring isomorphism). However CH∗(R(Gk)) does
not have a canonical ring structure. Hence a map A → CH∗(R(Gk))/p (resp.
A ∼= CH∗(R(Gk))/p) means only a (graded) additive map (resp. additive isomor-
phism) even if CH∗(R(Gk))/p has some ring structure. For example, the above
first map is a ring map but the second is not a ring map.
From Merkurjev and Karpenko [Me-Ne-Za], [Ka1], we know that the first map
is also surjective when Gk is a versal Gk-torsor. We study what elements in
CH∗(BBk) ∼= CH
∗(BTk) generate CH
∗(R(Gk)).
For example, Petrov (Theorem 1 in [Pe]) computed the integral CH∗(Y ) for
the versal maximal orthogonal Grassmannian Y corresponding to G = SO(2ℓ+1),
ℓ > 0. It is torsion free and is isomorphic to CH∗(R(Gk)) (see Theorem 7.13
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below). Hence the restriction map CH∗(X) → CH∗(Gk/Bk) is injective. Thus
we know the ring structure of CH∗(X) from that of CH∗(Gk/Bk) ([El-Ka-Me],
[Vi], [Tod-Wa]). These Petrov’s results can be very simply written, when we
consider the mod(2) Chow theories.
Theorem 1.1. Let (G, p) = (SO(2ℓ + 1), 2) and X = Gk/Bk be a versal flag
variety. Then there are isomorphisms
CH∗(R(Gk))/2 ∼= Z/2[c1, ..., cℓ]/(c
2
1, ..., c
2
ℓ) = Λ(c1, ..., cℓ),
CH∗(X)/2 ∼= S(t)/(2, c21, ..., c
2
ℓ)
where ci = σi(t1, ..., tℓ) is the i-th elementary symmetric function in
S(t) = CH∗(BBk) ∼= H
∗(BT ) ∼= Z[t1, ..., tℓ].
Remark. We have an isomorphism CH∗(X)/2 ∼= H∗(Sp(ℓ)/T ;Z/2) for the
symplectic group Sp(ℓ) (see Corollary 7.9).
We give a new proof of the above theorem, which can be worked for other groups
such that Chow rings CH∗(X) have p-torsion elements. The additive structures
in the following theorem are known ([Me-Su], [Ya4], [Ka-Me]). However, the ring
structure of CH∗(X)/p was unknown except for (G, p) = (G2, 2) ([Ya3]).
Theorem 1.2. Let G be of type (I) and rank(G) = ℓ. Then 2p− 2 ≤ ℓ, and we
can take bi ∈ CH
∗(BBk) for 1 ≤ i ≤ ℓ such that there are isomorphisms
CH∗(R(Gk))/p ∼= Z/p{b1, ..., b2p−2},
CH∗(X)/p ∼= S(t)/(p, bibj , bk|0 ≤ i, j ≤ 2p− 2 < k ≤ ℓ)
where Z/p{a, b, ...} is the Z/p-free module generated by a, b, ... Moreover the ideal
of torsion elements in CH∗(X)(p) is generated by b1, b3,...,b2p−3.
Here bi ∈ H
∗(BT ) are transgression images in the spectral sequence induced
from the fibering G → G/T → BT . These bi are explicitly known ([Tod2], [Tod-
Wa], [Na]), for example, when (G, p) = (G2, 2), we can take b1 = t
2
1+ t1t2+ t
2
2 and
b2 = t
3
2 in H
∗(BT ) ∼= Z[t1, t2] with |ti| = 2.
To explain the transgression and type (I) groups, we recall how to compute
H∗(G/T ) in algebraic topology. By Borel, its mod(p) cohomology is (for p odd)
H∗(G;Z/p) ∼= P (y)/p⊗ Λ(x1, ..., xℓ), |xi| = odd
where P (y) is a truncated polynomial ring generated by even dimensional elements
yi. When p = 2, we consider the graded ring grH
∗(G;Z/2) which is isomorphic
to the right hand side ring above.
When G is simply connected and P (y) is generated by just one generator,
we say that G is of type (I). Except for (E7, p = 2) and (E8, p = 2, 3), all
exceptional (simple) Lie groups are of type (I). Note that in these cases, it is
known rank(G) = ℓ ≥ 2p− 2.
We consider the fibering ([Tod2], [Mi-Ni], [Na]) G
π
→ G/T
i
→ BT and the
induced spectral sequence
E∗,∗2 = H
∗(BT ;H∗(G;Z/p)) =⇒ H∗(G/T ;Z/p).
Here we can write H∗(BT ) ∼= S(t) = Z[t1, ..., tℓ] with |ti| = 2.
It is well known that yi ∈ P (y) are permanent cycles and that there is a regular
sequence (b¯1, ..., b¯ℓ) in H
∗(BT )/(p) such that d|xi|+1(xi) = b¯i ([Tod2], [Mi-Ni]).
The element b¯i is called the transgression image of xi. We know that G/T is a
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manifold such that H∗(G/T ) = Heven(G/T ) and H∗(G/T ) is torsion free. We
also see that there is a filtration in H∗(G/T )(p) such that
grH∗(G/T )(p) ∼= P (y)⊗ S(t)/(b1, ..., bℓ)
where bi ∈ S(t) with bi = b¯i mod(p).
The transgression images bi in Theorem 1.2 are just bi above. When (G, p) =
(SO(2ℓ + 1), 2) we can take bi = ci. In fact, bi mod(p) are generators (such that
|bi| ≤ |bj | for i < j in most cases) of the kernel I(p) of the map H
∗(BT )/p →
H∗(G/T )/p (it is also isomorphic to the kernel ofCH∗(BBk)/p→ CH
∗(Gk/Bk)/p).
By giving the filtration on S(t) by bi, we can write
grS(t)/p ∼= A⊗ S(t)/(b1, ..., bℓ) for A = Z/p[b1, ..., bℓ].
In particular, we have maps A
iA→ CH∗(X)/p → CH∗(R(Gk))/p. We easily see
that iA(A) ⊃ CH
∗(R(Gk))/p. In particular the above composition map is sur-
jective. Suppose that there are f1(b), ..., fs(b) ∈ A such that CH
∗(R(Gk))/p ∼=
A/(f1(b), ..., fs(b)). Moreover if fi(b) = 0 also in CH
∗(X)/p, then we have the
isomorphism
CH∗(X)/p ∼= S(t)/(f1(b), ..., fs(b)).
The first isomorphism of Theorem 1.1 (resp. Theorem 1.2 when ℓ = 2p − 2) is
rewritten
CH∗(R(Gk))/2 ∼= A/(I(2)
[2]), (resp. CH∗(R(Gk))/p ∼= A/(I(p)
2)
where I(2)[2] = Ideal(x2|x ∈ I(2)).
For other simply connected simple groups (with p-torsion in H∗(G)), it seems
that almost nothing was known for CH∗(R(Gk))/p when ∗ > 3. Hence we write
down the fundamental facts here.
Theorem 1.3. Let (G, p) = (SO(2ℓ + 1), 2), (G′, p) = (Spin(2ℓ + 1), 2), and
π : G′ → G be the natural projection. Let c′i = π
∗(ci). Then π
∗ induces maps such
that their composition map is surjective
CH∗(R(Gk)/(2, c1) ∼= Λ(c2, ..., cℓ)
π∗
→ CH∗(R(G′k))/2։ Z/2{1, c
′
2, ..., c
′
ℓ¯
}
where ℓ¯ = ℓ − 1 if ℓ = 2j for some j > 0, otherwise ℓ¯ = ℓ. Moreover c′2k − 2c
2k
1 ,
k > 0 are torsion elements in CH∗(X)(2).
The right hand side module in the above is an important part in CH∗(R(Gk))/2.
For example, the groups Spin(7), Spin(9) are of type (I) and CH∗(R(Gk))/2 ∼=
Z/2{1, c′2, c
′
3}. However, the group Spin(11) is not of type (I).
Lemma 1.4. For (G′, p) = (Spin(11), 2), we have the surjection
CH∗(R(G′k))/2։ Z/2{1, c
′
2, c
′
3, c
′
4, c
′
5, c
′
2c
′
4, c
8
1}
Remark. Quite recently, Karpenko [Ka2] proved the above surjection is an
isomorphism.
Theorem 1.5. Let (G, p) = (E7, 2), (E8, 2) or (E8, 3) so that ℓ = 7 for E7 and
ℓ = 8 for E8. Then we have the surjective map
CH∗(R(Gk))/p։ Z/p{1, b1, ..., bℓ}.
Moreover for (G, p) = (E7, 2), (E8, 3), we have
(CH∗(R(Gk))/(Torp))⊗ Z/p ∼= Z/p{1, b2, ..., bℓ, b2bℓ}
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where Torp is the submodule of CH
∗(R(Gk))(p) generated by torsions.
Note that the above bi 6= 0 is not a trivial fact. Indeed bi = 0 for 2p− 2 < i ≤ ℓ
for groups of type (I).
To see the above elements are nonzero, we mainly use the torsion index t(G)(p).
For dim(G/T ) = 2d, the torsion index is defined as
t(G) = |H2d(G/T ;Z)/H2d(BT ;Z)|.
Let n(Gk) be the greatest common divisor of the degrees of all finite field extension
k′ of k such that Gk becomes trivial over k
′. Then by Grothendieck [Gr], it is
known that n(Gk) divides t(G). Moreover, when Gk is a versal Gk-torsor, we have
n(Gk) = t(G) ([To2], [Ga-Me-Se]). Totaro determined [To1,2]) torsion indexes for
all simply connected compact Lie groups G. For example, t(E8) = 2
6325.
For all exceptional simple groups G, we give another proofs of Totaro’s results
by using arguments of the above transgression images bi (e.g., Lemma 11.11).
However we can not compute t(G) for G = Spin(2ℓ+ 1) by our arguments.
We also consider a field K of an extension of k such that R(Gk)|K is a direct
sum of the original Rost motives, and study the restriction map CH∗(R(Gk))/p→
CH∗(R(Gk)|K)/p (Theorem 7.12, 11.13, Proposition 10.8, 12.8). The first two
theorems relate to recent results by Smirnov-Vishik [Sm-Vi] and Semenov [Se]
respectively.
The plan of this paper is the following. In §2, §3, we recall and prepare the
topological arguments for H∗(G/T ) and BP ∗(G/T ). In §4, we recall the decom-
position of the motive of a versal flag variety. In §5, we recall the torsion index
briefly. In §6, we study U(m), Sp(m) and PU(p) for each p. In §7, §8 we study in
the cases SO(m) and Spin(m) for p = 2. In §9, we study the cases that G is of
type (I). In §10, §11, §12, we study the cases (G, p) = (E8, 3), (E8, 2) and (E7, 2)
respectively.
2. Lie groups G and the flag manifolds G/T
Let G be a connected compact Lie group. By Borel, its mod(p) cohomology is
(for p odd)
(2.1) H∗(G;Z/p) ∼= P (y)/p⊗ Λ(x1, ..., xℓ), ℓ = rank(G)
with P (y) = Z(p)[y1, ..., yk]/(y
pr1
1 , ..., y
prk
k )
where the degree |yi| of yi is even and |xj | is odd. When p = 2, a graded ring
grH∗(G;Z/2) is isomorphic to the right hand side ring, e.g. x2j = yij for some yij .
In this paper, H∗(G;Z/2) means this grH∗(G;Z/2) so that (2.1) is satisfied also
for p = 2.
Let T be the maximal torus of G. and BT be the classifying space of T . We
consider the fibering ([Tod2], [Mi-Ni]) G
π
→ G/T
i
→ BT and the induced spectral
sequence
E∗,∗
′
2 = H
∗(BT ;H∗
′
(G;Z/p)) =⇒ H∗(G/T ;Z/p).
The cohomology of the classifying space of the torus is given by H∗(BT ) ∼= S(t) =
Z[t1, ..., tℓ] with |ti| = 2, where ti = pr
∗
i (c1) is the 1-st Chern class induced from
T = S1 × ...× S1
pri
→ S1 ⊂ U(1).
for the i-th projection pri. Note that ℓ = rank(G) is also the number of the odd
degree generators xi in H
∗(G;Z/p).
CHOW RINGS OF FLAG VAIETIES 5
It is well known that yi are permanent cycles and that there is a regular sequence
([Tod2],[Mi-Ni]) (b¯1, ..., b¯ℓ) in H
∗(BT )/(p) such that d|xi|+1(xi) = b¯i. Thus we get
E∗,∗
′
∞
∼= grH∗(G/T ;Z/p) ∼= P (y)/p⊗ S(t)/(b¯1, ..., b¯ℓ).
Moreover we know that G/T is a manifold such that H∗(G/T ) is torsion free,
and
(2.2) H∗(G/T )(p) ∼= Z(p)[y1, .., yk]⊗ S(t)/(f1, ..., fk, b1, ..., bℓ)
where bi = b¯i mod(p) and fi = y
pri
i mod(t1, ..., tℓ).
Let BP ∗(−) be the Brown-Peterson theory with the coefficients ring BP ∗ ∼=
Z(p)[v1, v2, ...], |vi| = −2(p
i − 1) ([Ha], [Ra]). Since H∗(G/T ) is torsion free, the
Atiyah-Hirzebruch spectral sequence collapses. Hence we also know
(2.3) BP ∗(G/T ) ∼= BP ∗[y1, ..., yk]⊗ S(t)/(f˜1, ..., f˜k, b˜1, ..., b˜ℓ)
where b˜i = bi mod(BP
<0) and f˜i = fi mod(BP
<0).
Let Gk be the split reductive algebraic group corresponding to G, and Tk be
the split maximal torus corresponding to T . Let Bk be the Borel subgroup with
Tk ⊂ Bk. Note that Gk/Bk is cellular, and CH
∗(Gk/Tk) ∼= CH
∗(Gk/Bk). Hence
we have
CH∗(Gk/Bk) ∼= H
∗(G/T ) and CH∗(BBk) ∼= H
∗(BT ).
Let Ω∗(−) be the BP -version of the algebraic cobordism ([Le-Mo1,2], [Ya2,4])
Ω∗(X) =MGL2∗,∗(X)(p) ⊗MU∗(p) BP
∗, Ω∗(X)⊗BP∗ Z(p) ∼= CH
∗(X)(p)
where MGL∗,∗
′
(X) is the algebraic cobordism theory defined by Voevodsky with
MGL2∗,∗(pt.) ∼=MU∗ the complex cobordism ring. There is a natural (realization)
map Ω∗(X)→ BP ∗(X(C)). In particular, we have Ω∗(Gk/Bk) ∼= BP
∗(G/T ). Let
In = (p, v1, ..., vn−1) and I∞ = (p, v1, ...) be the (prime invariant) ideals in BP
∗.
We also note
Ω∗(Gk/Bk)/I∞ ∼= BP
∗(G/T )/I∞ ∼= H
∗(G/T )/p.
3. The Brown-Peterson theory BP ∗(G/T )
Recall that k(n)∗(X) is the connected Morava K-theory with the coefficients
ring k(n)∗ ∼= Z/p[vn] and ρ : k(n)
∗(X)→ H∗(X ;Z/p) is the natural (Thom) map.
Recall that there is an exact sequence (Sullivan exact sequence [Ra], [Ya2])
...→ k(n)∗+2(p
n−1)(X)
vn→ k(n)∗(X)
ρ
→ H∗(X ;Z/p)
δ
→ ...
such that ρ · δ(x) = Qn(x). Here the Milnor Qi operation
Qi : H
∗(X ;Z/p)→ H∗+2p
i−1(X ;Z/p)
is defined by Q0 = β and Qi+1 = [P
piQi, QiP
pi ] for the Bockstein operation β
and the reduced power operation P j .
We consider the Serre spectral sequence
E∗,∗
′
2
∼= H∗(B;H∗(F ;Z/p)) =⇒ H∗(E;Z/p).
induced from the fibering F
i
→ E
π
→ B with H∗(B) ∼= Heven(B).
6 NOBUAKI YAGITA
Lemma 3.1. (Lemma 4.3 in [Ya1]) In the spectral sequence E∗,∗
′
r above, suppose
that there is x ∈ H∗(F ;Z/p) such that
(∗) y = Qn(x) 6= 0 and b = d|x|+1(x) 6= 0 ∈ E
∗,0
|x|+1.
Moreover suppose that E
0,|x|
|x|+1
∼= Z/p{x} ∼= Z/p. Then there are y′ ∈ k(n)∗(E) and
b′ ∈ k(n)∗(B) such that i∗(y′) = y, ρ(b′) = b and that
(∗∗) vny
′ = λπ∗(b′) in k(n)∗(E), for λ 6= 0 ∈ Z/p.
Conversely if (∗∗) holds in k(n)∗(E) for y = i∗(y′) 6= 0 and b = ρ(b′) 6= 0, then
there is x ∈ H∗(F ;Z/p) such that (∗) holds.
Proof. Let B′ = BT |b|−1 be the |b| − 1 dimensional skeleton of BT , and E′ =
π−1(B′). Consider the Serre spectral sequence
E∗,∗
′
2
∼= H∗(B′;H∗(F ;Z/p)) =⇒ H∗(E′;Z/p).
Since dr(x) = b = 0 ∈ H
∗(B′;Z/p), there is x′ ∈ H∗(E′;Z/p) such that i∗(x′) = x.
Let Qn(x
′) = y′ so that i∗y′ = y. Then y′ can be identified as δx′ ∈ k(n)∗(E′),
and vny
′ = 0 in k(n)∗(E′).
On the other hand, let B′′ = B|b|−1 ∪ eb and E
′′ = π−1B′′ where eb is the
normal cell representing b. Then drx = b 6= 0 ∈ H
∗(B′′;Z/p). By the supposition
in this lemma, there does not exist x′′ ∈ H∗(E′′;Z/p) such that i∗(Qnx
′′) = y,
that is, for each y′′ ∈ H∗(E′′;Z/p) with π∗y′′ = y, we see vny
′′ 6= 0 ∈ k(n)∗(E′′).
For j : E′ ⊂ E′′, we can take an element y′′ with j∗(y′′) = y′ by the following
reason. Consider the long exact sequence
...→ H∗(E′′;Z/p)
j∗
→ H∗(E′;Z/p)
δ
→ H∗(E′′/E′;Z/p)→ ...
Here note H |b|(E′′/E′;Z/p) ∼= Z/p{b} and δ(x′) = b. So we see
δ(y′) = δ(Qn(x
′)) = Qn(b) = 0,
since b ∈ H∗(B). Hence y′ ∈ Im(j∗).
Since vny
′ = vnj
∗(y′′) = 0 ∈ k(n)∗(E′) but vny
′′ 6= 0 ∈ k(n)∗(E′′), by dimen-
sional reason, vny
′′ = λb for λ 6= 0 ∈ Z/p.
Conversely, suppose that vny
′ = π∗(b′) 6= 0 in k(n)∗(E). Then vny
′ = 0 in
k(n)∗(E′) and there is x˜ ∈ H∗(E′;Z/p) with Qnx˜ = y
′. Then for i∗(y′) = y
and i∗(x˜) = x, we see Qn(x) = y. But x˜ does not exist in H
∗(E′′;Z/p). Hence
d|x|+1(x) = λb for λ 6= 0 ∈ Z/p, by dimensional reason. 
Remark. (Remark 4.8 in [Ya1]) The above lemma also holds letting k(0)∗(X) =
H∗(X ;Z) and v0 = p. This fact is well known (Lemma 2.1 in [Tod2]).
Corollary 3.2. In the spectral sequence converging to H(G/T ;Z/p), let b 6= 0 be
the transgression image of x, i.e. d|x|+1(x) = b. Then we have the relation
b =
∑
i=0
viy(i) in BP
∗(G/T )/I2∞
where y(i) ∈ H∗(G/T ;Z/p) with π∗y(i) = Qix.
Proof. Since b = 0 ∈ H∗(G/T ;Z/p), we can write
b = py(0) + v1y(1) + ... in BP
∗(G/T )/I2∞.
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If Qi(x) = y(i)
′ 6= 0, then b = viy(i)
′ and take y(i) = y(i)′. If Qi(x) = 0,
then b = 0 mod(v2i ) in k(i)
∗(G/T ). Otherwise b = viy(i)
′ with y(i)′ 6= 0 in
H∗(G/T ;Z/p) by Sullivan exact sequence. ThenQi(x) = y(i)
′ from the converse of
the preceding lemma. This is a contradiction. So let y(i) = 0 when Qi(x) = 0. 
Let G be a simply connected Lie group such that H∗(G) has p-torsion. Then
it is known ([Mi-Tod]) that H∗(G) has just (not higher) p-torsion in H∗(G)(p). It
is also known that there is m ≥ 1 with
(∗) P p
i
(yi) = yi+1 for 1 ≤ i ≤ m− 1, and P
pm(ym) = 0.
(Here suffix i is changed adequately from that defined in the preceding section
(2.1). Note m = 1 for type (I) groups.) Moreover |x1| = 3 and P
1(x1) = −x2,
and β(x2) = y1. We can also take xi+1 such that
(∗∗) Qi(x1) = yi, Q0(xi+1) = yi.
Therefore from the preceding corollary, we have
b1 = v1y(1) + ...+ vmy(m) in BP
∗(G/T )/I2∞
with π∗(y(i)) = yi. We will study the above equation in more details.
Here we recall the Quillen (Landweber-Novikov) operation ([Ha], [Ra]). For a
sequence α = (a1, a2, ...), ai ≥ 0 with |α| =
∑
i 2(p
i − 1)ai, we have the Quillen
operation rα : BP
∗(X)→ BP ∗+|α|(X) such that
(1) ρ(rα(x)) = χP
α(ρ(x)) for ρ : BP ∗(X)→ H∗(X ;Z/p),
where χ is the anti-automorphism in the Steenrod algebra,
(2) rα(xy) =
∑
α=α′+α′′
rα′ (x)rα′′ (y) Cartan formula,
(3) rpi∆n−i(vn) =
{
vi for ∆i = (0, ..., 0,
i
1, 0, ..., 0).
0 mod(I2∞) otherwise.
We also note that Ω∗(X) has the same operation rα satisfying (2),(3) and (1) for
ρ : Ω∗(X) → CH∗(X)/p and the reduced power operation Pα on CH∗(X)/p =
H2∗,∗(X ;Z/p) defined by Voevodsky.
Lemma 3.3. If |α| < |vi−1|−|vi| = 2(p
i−pi−1), then rα acts on BP
∗(X)/(I2∞, vi, ...).
Proof. In this case, we have rα(vs) ∈ I
2
∞ for all s ≥ i. 
Let h∗(−) be a mod(p) cohomology theory (e.g. H∗(−;Z/p), k(n)∗(−)). The
product G×G→ G induces the map
µ : G×G/T → G/T.
Here note h∗(G × G/T ) ∼= h∗(G) ⊗h∗ h
∗(G/T ), since h∗(G/T ) is h∗-free. For
x ∈ h∗(G/T ), we say that x is primitive ([Mi-Ni], [Mi-Tod]) if
µ∗(x) = π∗(x) ⊗ 1 + 1⊗ x where π : G→ G/T.
It is immediate that x is primitive implies so is rα(x). Of course b ∈ BP
∗(BT )
are primitive but byi are not, in general. We can take y1 as primitive (adding
elements if necessary) in BP ∗(G/T ).
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Lemma 3.4. Let G be a simply connected Lie group satisfying (∗). Let y1 be a
primitive element in BP ∗(G/T ), and define yi+1 = rpi∆1(yi). Then we have
v1y1 + v2y2 + ...+ vmym = b1 mod(I
2
∞).
Proof. Note that vny(n) = b1 is of course primitive in k(n)
∗(G/T ). We prove
yn = y(n) mod(I
2
∞). Let us write
y(n) = yn +
∑
yt with y ∈ P (y), t ∈ S(t), |t| ≥ 2.
We will prove t = 0. Consider the Atiyah-Hirzebruch spectral sequence
E∗,∗
′
2
∼= H∗(G; k(n)∗) =⇒ k(n)∗(G).
The first non-zero differential is d2pn−1(x) = vnQn(x). Since |y| ≤ |yn| − 2 = 2p
n,
we see that y is vn-torsion free in k(n)
∗(G). This means if t 6= 0, then
vny ⊗ t 6= 0 in k(n)
∗(G)⊗ k(n)∗(G/T ).
Therefore t = 0 since f yn and vny(n) are primitive. 
Act r∆1 on the above equation, we have
Lemma 3.5. In BP ∗(G/T )/(I2∞), we have
py1 + v1P
1(y1) + v2P
1(y2) + ...+ vmP
1(ym) = P
1(b1) = b2.
4. versal flag varieties
Recall that Gk is a nontrivial Gk-torsor. We can construct a twisted form of
Gk/Bk by
(Gk ×Gk/Bk)/Gk ∼= Gk/Bk.
We will study the twisted flag variety X = Gk/Bk.
Let P ⊃ T be a parabolic subgroup of G. Petrov, Semenov and Zainoulline
developed the theory of decompositions of motives M(Gk/Pk). They develop the
theory of generically split varieties. We say that L is splitting field of a variety of
X if M(X |L) is isomorphic to a direct sum of twisted Tate motives T
⊗i and the
restriction map iL :M(X)→M(X |L) is isomorphic after tensoring Q. A smooth
scheme X is said to be generically split over k if its function field L = k(X) is
a splitting field. Note that (the complete flag) X = Gk/Bk is always generically
split, i.e., X |L is cellular.
Theorem 4.1. (Theorem 3.7 in [Pe-Se-Za]) Let Qk ⊂ Pk be parabolic subgroups
of Gk which are generically split over k. Then there is a decomposition of motive
: M(G/Qk) ∼=M(Gk/Pk)⊗H
∗(P/Q).
By extending the arguments by Vishik [Vi] for quadrics to that for flag vari-
eties, Petrov, Semenov and Zainoulline define the J-invariant of Gk. Recall the
expression in §2
(∗) H∗(G;Z/p) ∼= Z/p[y1, ..., ys]/(y
pr1
1 , ..., y
prs
s )⊗ Λ(x1, ..., xℓ).
Roughly speaking (for the accurate definition, see [Pe-Se-Za]), the J-invariant is
defined as Jp(Gk) = (j1, ..., js) if ji is the minimal integer such that
yp
ji
i ∈ Im(resCH) mod(y1, ..., yi−1, t1, ..., tℓ)
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for resCH : CH
∗(Gk/Bk) → CH
∗(Gk/Bk). Here we take |y1| ≤ |y2| ≤ ... in (∗).
Hence 0 ≤ ji ≤ ri and Jp(Gk) = (0, ..., 0) if and only if Gk split by an extension
of the index coprime to p. One of the main results in [Pe-Se-Za] is
Theorem 4.2. (Theorem 5.13 in [Pe-Se-Za] and Theorem 4.3 in [Se-Zh]) Let Gk
be a Gk-torsor over k, X = Gk/Bk and Jp(Gk) = (j1, ..., js). Then there is a
p-localized motive R(Gk) such that
M(X)(p) ∼= ⊕uR(Gk)⊗ T
⊗u.
Here T⊗u are Tate motives with CH∗(⊕uT
⊗u)/p ∼= P ′ ⊗ S(t)/(b) where
P ′(y) = Z/p[yp
j1
1 , ..., y
pjs
s ]/(y
pr1
1 , ..., y
prs
s ) ⊂ P (y)/p,
S(t)/(b) = S(t)/(b1, ..., bℓ).
The mod(p) Chow group of R¯(Gk) = R(Gk)⊗ k¯ is given by
CH∗(R¯(Gk))/p ∼= Z/p[y1, ..., ys]/(y
pj1
1 , ..., y
pjs
s ).
Hence we have CH∗(X¯)/p ∼= CH∗(R¯(Gk))⊗ P
′(y)⊗ S(t)/(b) and
CH∗(X)/p ∼= CH∗(R(Gk))⊗ P
′(y)⊗ S(t)/(b).
Let Pk be special (namely, any extension is split, e.g. Bk). Let us consider
an embedding of Gk into the general linear group GLN for some N . This makes
GLN a Gk-torsor over the quotient variety S = GLN/Gk. We define F to be the
function field k(S) and define the versal Gk-torsor E to be the Gk-torsor over
F given by the generic fiber of GLN → S. (For details, see [Ga-Me-Se], [To2],
[Me-Ne-Za], [Ka1].)
E −−−−→ GLNy y
Spec(k(S)) −−−−→ S = GLN/Gk
The corresponding flag variety E/Pk is called generically twisted or versal flag
variety, which is considered as the most complicated twisted flag variety (for given
Gk, Pk). It is known that the Chow ring CH
∗(E/Pk) is not dependent to the
choice of generic Gk-torsors E (Remark 2.3 in [Ka1]).
Karpenko and Merkurjev proved the following result (for CH∗(X)) for a versal
(generically twisted) flag variety.
Theorem 4.3. (Karpenko Lemma 2.1 in [Ka1]) Let h∗(X) be an oriented coho-
mology theory (e.g., CH∗(X), Ω∗(X)). Let Pk be a parabolic subgroup of Gk and
Gk/Pk be a versal flag variety. Then the natural map h
∗(BPk) → h
∗(Gk/Pk) is
surjective.
Corollary 4.4. The Chow ring CH∗(Gk/Bk) is generated by elements ti in S(t).
In particular, each x ∈ CH∗(Gk/Bk), the element p
sx is represented by elements
in S(t) for a sufficient large s.
Proof. For some extension F/k of order aps and a is coprime p, the Gk-torsor
Gk splits. Hence p
syi ∈ Im(resCH : CH
∗(Gk/Bk) → CH
∗(Gk/Bk)), which is
written by elements in S(t) by the above Karpenko theorem. 
Corollary 4.5. If a Gk-torsor Gk is versal, then J(Gk) = (r1, ..., rs), i.e. ri = ji.
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Proof. If ji < ri, then 0 6= y
pji
i ∈ res(CH
∗(X) → CH∗(Gk/Bk)), which is in the
image from S(t) by the preceding theorem. This contradicts to CH∗(Gk/Tk;Z/p) ∼=
P (y)/p⊗ S(t)/(b) and 0 6= yp
ji
i ∈ P (y)/p. 
Here we recall the (original) Rost motive Ra (we write it by = Rn) defined
from a nonzero pure symbol a in KMn+1(k)/p. When J(Gk) = (1) (and G is simply
connected), we know R(Gk) ∼= R2 from [Pe-Se-Za]. We write R¯n = Rn ⊗ k¯. The
Rost motive Rn is defined as a non-split motive but split over a field of degree ap
with (a, p) = 1, and for |y| = 2bn = 2(p
n − 1)/(p− 1)
CH∗(R¯n) ∼= Z[y]/(y
p), Ω∗(R¯n) ∼= BP
∗[y]/(yp).
Theorem 4.6. ([Vi-Ya], [Ya4], [Me-Su]) Let Rn be the (original) Rost motive
defined by Rost and Voevodsky ([Ro1,2],[Vo2,3]). Then the restriction resΩ :
Ω∗(Rn) → Ω
∗(R¯n) is injective. Recall In = (p, ..., vn−1) ⊂ BP
∗. The restric-
tion image Im(resΩ) is isomorphic to
BP ∗{1} ⊕ In[y]
+/(yp)
∼= BP ∗{1, vjy
i | 0 ≤ j ≤ n− 1, 1 ≤ i ≤ p− 1} ⊂ BP ∗[y]/(yp).
Hence writing vjy
i = cj(y
i), |cj(y
i)| = 2ibn − 2(p
j − 1), we have
CH∗(Rn)/p ∼= Z/p{1, cj(y
i) | 0 ≤ j ≤ n− 1, 1 ≤ i ≤ p− 1}.
Example. In particular, we have isomorphisms
CH∗(R1)/p ∼= Z/p{1, c0(y), ..., c0(y
p−1)},
CH∗(R2)/p ∼= Z/p{1, c0(y), c1(y), ..., c0(y
p−1), c1(y
p−1)}.
5. torsion index
Let dim(G/T ) = 2d. Then the torsion index is defined as
t(G) = |H2d(G/T ;Z)/H2d(BT ;Z)|.
Let n(Gk) be the greatest common divisor of the degrees of all finite field extension
k′ of k such thatGk becomes trivial over k
′. Then by Grothendieck [Gr], it is known
that n(Gk) divides t(G). Moreover, there is a Gk-torsor GF over some extension
field F of k such that n(GF ) = t(G) (in fact, this holds for each versal Gk-torsor
[To2], [Me-Ne-Za], [Ka1]). Note that t(G1 ×G2) = t(G1) · t(G2). It is well known
that if H∗(G) has a p-torsion, then p divides the torsion index t(G). Torsion index
for simply connected compact Lie groups are completely determined by Totaro
[To1,2]. For example, t(E8) = 2
6325.
Hereafter this paper, we assume that Gk be a versal Gk-torsor and X = Gk/Bk
is the versal flag variety. Recall that
grH∗(G/T ;Z/p) ∼= P (y)/p⊗ S(t)/(b)
where S(t)/(b) = S(t)/(b1, ..., bℓ), P (y)/p ∼= Z/p[y1, ..., ys]/(y
pr1
1 , ..., y
prs
s ).
Recall Theorem 4.2 and Corollary 4.5, and we see J(Gk) = (r1, ..., rs), i.e., y
pri−1
i 6∈
S(t).
Giving the filtration on S(t) by bi, we have the isomorphism
grS(t)/p ∼= Z/p[b1, ..., bℓ]⊗ S(t)/(b1, ..., bℓ).
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Let us write for N > 0
AN = Z/p{bi1 ...bik | |bi1 |+ ...+ |bik | ≤ N} ⊂ grS(t).
Of course H∗(G/T ) = 0 for ∗ > 2d = dim(G/T ), we have a map
grS(t)/p→ A2d ⊗ S(t)/(b)→ grCH
∗(X)/p.
Lemma 5.1. The composition map is a surjection
A2d → CH
∗(X)/p
pr
։ CH∗(R(Gk))/p.
Proof. Recall the decomposition M(X)(p) ∼= ⊕iR(Gk)⊗T
si . Since the restriction
map resCH : CH
∗(Tsi )/p→ CH∗(T¯si)/p is an isomorphism, we have
CH∗(⊕iT
si)/p ∼= CH∗(⊕iT¯
si)/p
∼= CH∗(Gk/Tk)/(p, P (y)
+) ∼= S(t)/(p, b).
Thus we can write CH∗(Tsi) ∼= Z(p){ui} for some ui 6= 0 ∈ S(t)/(p, b). Hence
CH∗(X)/p is generated by elements which are product b · u in CH∗(X)/p for
b ∈ CH∗(R(Gk)) ⊂ CH
∗(X)/p and u ∈ S(t)/(p, b). Note bu 6= 0 if b 6= 0.
On the other hand, since CH∗(X) is versal and generated by images from S(t),
which is generated by b′u for b′ ∈ Im(Ad → CH
∗(X)/p). When si 6= 0 (i.e.,
|u| ≥ 2), we see pr(b′u) = 0 for the projection pr : CH∗(X)/p → CH∗(Gk))/p.
Hence we have the lemma. 
From the arguments in the proof of preceding lemma, we have
Corollary 5.2. If b ∈ Ker(pr), then we can write
b =
∑
b′u′ with b′ ∈ A2d, 0 6= u
′ ∈ S(t)/(p, b), |u′| > 0.
Corollary 5.3. If bi 6= 0 in CH
∗(X)/p, then so in CH∗(R(Gk))/p.
Proof. Let pr(bi) = 0. Then bi =
∑
b′u′ for |u′| > 0, and hence b′ ∈ Ideal(b1, ..., bi−1).
This contradict to that (b1, ..., bℓ) is regular. 
Let us write
ytop = Π
s
i=1y
pri−1
i (reps. ttop)
the generator of the highest degree in P (y) (resp. S(t)/(b)) so that f = ytopttop is
the fundamental class in H2d(G/T ).
Lemma 5.4. The following map is surjective
AN ։ CH
∗(R(Gk))/p where N = |ytop|.
Proof. In the preceding lemma, AN ⊗ u for |u| > 0 maps zero in CH
∗(R(Gk))/p.
Since each element in S(t) is written by an element in AN ⊗S(t)/(b), we have the
corollary. 
Remark. In §7 in [Pe-Se], Petrov and Semenov show
CH∗(BBk)/p ∼= CHGk(Gk/Bk)/p
∼= ⊕CH∗Gk(Rp,Gk(Gk))/p
whereCHGk(−) is theGk-equivariant Chow ring andRp,Gk(Gk) is theGk-equivariant
generalized Rost motive. Hence we have
CH∗Gk(Rp,Gk(Gk))/p
∼= A∞ = Z/p[b1, ..., bℓ].
Now we consider the torsion index.
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Lemma 5.5. Let b˜ = bi1 ...bik in S(t) such that in H
∗(G/T )(p)
b˜ = ps(ytop +
∑
yt), |t| > 0
for some y ∈ P (y) and t ∈ S(t). Then the torsion index t(G)(p) ≤ p
s.
Proof. Suppose ps < t(G)(p). We can assume t(G) = p
s+1 multiplying pi if neces-
sary. Since tttop = 0 ∈ S(t)/(b), we see
tttop ∈ Ideal(b1, ..., bℓ) ⊂ Ideal(p).
Therefore ps
∑
ytttop ∈ Ideal(p
s+1). So it is in S(t), by Karpenko’s theorem.
Hence psytopttop ∈ S(t). So t(G) ≤ p
s and this is a contradiction, 
Corollary 5.6. In the preceding lemma, assume ps = t(G)(p). Then for each
subset (i′1, ..., i
′
k′) ⊂ (i1, ..., ik), the element b
′
i′1
...b′ik′ 6= 0 ∈ CH
∗(X)/p.
Proof. Let us write I ′ = (i′1, ..., i
′
k′) ⊂ I = (i1, ..., ik), I
′∪I ′′ = I, and bI = bi1 ...bik .
It is immediate bI′ 6= 0 ∈ CH
∗(X)/p since bI = bI′bI′′ 6= 0 ∈ CH
∗(X)/p. 
So when t(G)(p) is big enough and there is b˜ in the preceding lemma, we can
find many non zero elements in CH∗(X)/p whose restriction images are zero in
CH∗(X¯)/p.
6. The groups GL(n), Sp(n) and PU(p).
Results in this section are known. However we write down them since results
and arguments are used other sections. We consider the Lie group G = U(ℓ) at
first. Note that its cohomology has no torsion. Recall that
H∗(U(ℓ)) ∼= Λ(x1, ..., xℓ) with |xi| = 2i− 1.
So P (y)/p ∼= Z/p, and CH∗(R(Gk)/p ∼= CH
∗(R¯(Gk))/p ∼= Z/p, that is, there is no
twisted form of Gk/Bk. MoreoverCH
∗(X)/p ∼= S(t)/(p, b1, ..., bℓ) for d|xi|+1(xi) =
bi. It is well known that we can take bi = ci the i-th elementary symmetric function
on S(t) ∼= Z[t1, ..., tℓ]
Proposition 6.1. Let G = U(ℓ) (i.e., Gk = GLℓ) and p is a prime number. Let
X = Gk/Bk. Then
CH∗(X)/p ∼= S(t)/(p, c1, ..., cℓ)
where ci is the Chern class in H
∗(BT ) ∼= S(t) by the map T ⊂ U(ℓ).
Proof. We consider the fibering G/T → BT → BG. The composition of the
induced maps H∗(BG) → H∗(BT ) → H∗(G/T ) is zero. The first map induces
the isomorphism
H∗(BG) ∼= H∗(BT )WG(T ) ∼= Z[c1, ..., cℓ]
Thus (b1, ..., bℓ) ⊃ (c1, ..., cℓ). By dimensional reason, we have the proposition. 
Next consider in the case G′ = Sp(ℓ) and recall that
H∗(Sp(ℓ)) ∼= Λ(x′1, ..., x
′
ℓ) with |x
′
i| = 4i− 1.
So P (y)′/p ∼= Z/p, and there is no twisted form of G′k/Bk. Moreover we have
d|x′i|+1i(x
′
i) = pi the Pontryagin class. Hence we have
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Proposition 6.2. Let G′ = Sp(ℓ) and and X ′ = G′k/Bk. Then for each prime
number p, we have
CH∗(X ′)/p ∼= S(t)/(p, p1, ..., pℓ).
In particular, when p = 2, we have CH∗(X ′)/2 ∼= S(t)/(2, c21, ..., c
2
ℓ).
Now we consider in the case (G, p) = (PU(p), p), which has p-torsion in coho-
mology, but it is not simply connected. Its mod p cohomology is
H∗(G;Z/p) ∼= Z/p[y]/(yp)⊗ Λ(x1, ..., xp−1) |y| = 2, |xi| = 2i− 1.
So P (y)/p ∼= Z/p[y]/(yp) with |y| = 2. This fact is given by the cofibering U(p)→
PU(p)→ BS1 and the induced spectral sequence
E∗,∗
′
2
∼= H∗(BS1;H∗
′
(U(p);Z/p)) =⇒ H∗(PU(p);Z/p).
Here we use that H∗(BS1;Z/p) ∼= Z/p[y] and d2pxp = y
p.
Since G is not simply connected, G is not of type I while P (y) is generated by
only one y. (However CH∗(X)/p is quite resemble to that of type (I). Compare
Theorem 6.5 and Theorem 9.4 below.)
We consider the map U(p − 1) → U(p) → PU(p) where the maximal tori of
U(p − 1) and PU(p) are isomorphic, i.e., TU(p−1) ∼= TPU(p). By using the map
U(p− 1)→ PU(p), we know d2i(xi) = ci. Hence we have
grH∗(G/T ;Z/p) ∼= Z/p[y]/(yp)⊗ S(t)/(c1, ..., cp−1).
Lemma 6.3. Let X split over a field k′ over k of index pt · a for some a coprime
to p. Then for all y ∈ CH∗(X¯), we see pty ∈ Im(resCH).
Proof. Using the fact that res⊗Q is isomorphic, there is s such that psy = res(x)
for some x ∈ CH∗(X). Then
psres · tr(y) = res · tr · res(x) = res(aptx) = aps+t(y).
Since CH∗(X¯) is torsion free, we have res · tr(a−1y) = pty. 
Lemma 6.4. We have pyi = ci ∈ H
∗(G/T )(p).
Proof. By induction on i, we will prove pyi = ci. It is known from [Pe-Se-Za] that
R(Gk) ∼= R1 (note Gk is versal). From the preceding lemma, py ∈ Im(resCH).
By Karpenko’s theorem, pyi is represented by elements in CH∗(BT ). Since pyi ∈
Ideal(c1, ..., ci), we can write
pyi =
∑
j<i
cjt(j) + λci for t(j) ∈ S(t), λ ∈ Z.
If λ = 0 ∈ Z/p, we see pyi =
∑
pyjt(j) by inductive assumption, and this is a
contradiction, since CH∗(X¯) is p-torsion free. 
Theorem 6.5. Let G = PU(p) and X = Gk/Bk. Then there are isomorphisms
CH∗(R(Gk))/p ∼= CH
∗(R1)/p ∼= Z/p{1, c1, ..., cp−1},
CH∗(X)/p ∼= S(t)/(p, cicj |1 ≤ i, j ≤ p− 1).
Proof. From [Pe-Se-Za], recallR(Gk) ∼= R1. Hence the second isomorphism follows
from pyi = ci and (Example of) Theorem 4.6,
CH∗(R1)/p ∼= Z/p{1, py, ..., py
p−1}.
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From the main theorem of [Pe-Se-Za], we have the additive isomorphism
CH∗(X)/p ∼= Z/p{1, py, ..., pyp−1} ⊗ S(t)/(b) where bi = ci.
Note cicj = p
2yi+j = pci+j in Ω
∗(X¯). Since resΩ : Ω
∗(X) → Ω∗(X¯) is injective,
we see cicj = 0 ∈ CH
∗(X)/p.
Of course we have an additive isomorphism
S(t)/(p, cicj) ∼= Z/p{1, c1, ..., cp−1} ⊗ S(t)/(c1, ..., cp−1).
Moreover we have a surjective ring map S(t)/(p, cicj) ։ CH
∗(X)/p. From the
additive isomorphism, its kernel is zero, which induces the ring isomorphism of
the theorem. 
Since CH∗(X) is torsion free, we also get the above theorem considering the
restriction map CH∗(X)→ CH∗(X¯).
We note here the following lemma for a (general) split algebraic group Gk and
a Gk-torsor Gk.
Lemma 6.6. The composition of the following maps is zero for ∗ > 0
CH∗(BGk)/p→ CH
∗(BBk)/p→ CH
∗(Gk/Bk)/p.
Proof. Take U (e.g., GLN for a large N) such that U/Gk approximates the clas-
sifying space BGk [To3]. Namely, we can take Gk = f
∗U for the classifying map
f : Gk/Gk → U/Gk. Hence we have the following commutative diagram
Gk/Bk −−−−→ U/Bky y
Spec(k) ∼= Gk/Gk −−−−→ U/Gk
where U/Bk (resp. U/Gk) approximatesBBk (resp. BGk). Since CH
∗(Spec(k))/p =
0 for ∗ > 0, we have the lemma. 
7. The orthogonal group SO(m) and p = 2
We consider the orthogonal groups G = SO(m) and p = 2 in this section. The
mod 2-cohomology is written as ( see for example [Mi-Tod], [Ni])
grH∗(SO(m);Z/2) ∼= Λ(x1, x2, ..., xm−1)
where |xi| = i, and the multiplications are given by x
2
s = x2s. We write y2(odd) =
x2odd. Hence we can write
H∗(SO(m);Z/2) ∼= P (y)⊗ Λ(x1, x3, ...xm¯),
with P (y) = ⊗si=0Z/2[y4i+2]/(y
2ri
4i+2), grP (y)
∼= Λ(x2, x4, ...xm′)
for adequate integers m¯,m′, s, ri. For ease of argument, at first, we only consider
in the case m = 2ℓ+ 1 so that
H∗(G;Z/2) ∼= P (y)⊗ Λ(x1, x3, ..., x2ℓ−1)
grP (y)/2 ∼= Λ(y2, ..., y2ℓ), letting y2i = x2i (hence y4i = y
2
2i).
(Note that the suffix means its degree and it is used differently from other sections.)
The Steenrod operation is given as Sqk(xi) =
(
i
k
)
(xi+k). The Qi-operations are
given by Nishimoto [Ni]
Qnx2i−1 = y2i−2n+1−2, Qny2i = 0.
CHOW RINGS OF FLAG VAIETIES 15
Considering the map U(ℓ)→ SO(2ℓ)→ SO(2ℓ+1), we see that bi = ci mod(2)
for the transgression d2i(x2i−1) = bi and ci which is the i-th elementary symmetric
function on S(t), from Proposition 6.1 in the preceding section. Moreover we see
Q0(x2i−1) = y2i in H
∗(G;Z/2). From Lemma 3.1 or Corollary 3.2, we have
2y2i = ci mod(4) in H
∗(G/T ).
Indeed, the cohomology H∗(G/T ) is computed completely by Toda-Watanabe
[Tod-Wa]
Theorem 7.1. ([Tod-Wa]) There are y2i ∈ H
∗(G/T ) for 1 ≤ i ≤ ℓ such that
π∗(y2i) = y2i for π : G→ G/T , and that we have an isomorphism
H∗(G/T ) ∼= Z[ti, y2i]/(ci − 2y2i, J2i)
where J2i = 1/4(
∑2i
j=0(−1)
jcjc2i−j) = y4i −
∑
0<j<2i(−1)
jy2jy4i−2j
letting y2j = 0 for j > ℓ.
By using Nishimoto’s result for Qi-operation, from Corollary 3.2, we have
Corollary 7.2. In BP ∗(G/T )/I2∞, we have
ci = 2y2i +
∑
vn(y(2i+ 2
n+1 − 2))
for some y(j) with π∗(y(i)) = yi.
It is known by Marlin and Merkurjev (see [To2] for details) that the torsion
index of SO(2ℓ+ 1) (and SO(2ℓ+ 2)) is 2ℓ. Here we give an another proof.
Theorem 7.3. t(G) = t(SO(2ℓ+ 1)) = 2ℓ.
Proof. We consider in H∗(G/T )
c1...cℓ = (2y2)(2y4)...(2y2ℓ) = 2
ℓytop
where ytop = y2...y2ℓ. Hence t(G) ≤ 2
ℓ.
Conversely, let 2ℓ−1ytop = t in S(t). Then t in the ideal (c1, ..., cℓ) in S(t). So
we can write t =
∑
cit(i). Then we have
2ℓ−1ytop = 2
∑
y2it(i)
which implies 2ℓ−2ytop =
∑
y2it(i) since H
∗(G/T ) has no torsion. Continue this
argument, we have a relation ytop =
∑
yt with t ∈ S(t) where the number of y2sin
each monomial in y is less or equal to ℓ − 1, while the number for ytop is ℓ. This
contradicts to H∗(G/T )/2 ∼= P (y)⊗ S(t)/(2, b). 
Let W = WSO(2ℓ+1)(T ) be the Weyl group. Then W ∼= S
±
ℓ is generated by
permutations and change of signs so that |S±ℓ | = 2
ℓℓ!. Hence we have
H∗(BT )W ∼= Z(2)[p1, ..., pℓ] ⊂ H
∗(BT ) ∼= Z(2)[t1, ..., tℓ], |ti| = 2
where the Pontryagin class pi is defined by Πi(1+ t
2
i ) =
∑
i pi. Consider the maps
η : T
η1
⊂ U(ℓ)→SO(2ℓ+ 1)
η2
→ U(2ℓ+ 1).
Then c2i(η) = pi ∈ CH
∗(BT )W which is the image of c2i(η2) ∈ CH
∗(BSO(2ℓ +
1)).
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On the other hand, pi = ci(η1)
2 mod(2), where ci(η1) = σi is the elementary
symmetric function in S(t). Now we consider a versal torsor Gk and the versal
flag X = Gk/Bk. From Lemma 6.6, the composition of the following maps
CH∗(BGk)/2→ CH
∗(BBk)/2→ CH
∗(X)/2
is zero for ∗ > 0, we get ci(η1)
2 = σ2i = 0 in CH
∗(X)/2.
This fact is also seen directly from considering the natural inclusion SO(2ℓ +
1)→ Sp(2ℓ+ 1) and Proposition 6.2.
Lemma 7.4. We have c2i = 0 in CH
∗(X)/2.
Lemma 7.5. There is an additive injection
Z/2[c1, ..., cℓ]/(c
2
1, ..., c
2
ℓ) = Λ(c1, ..., cℓ) ⊂ CH
∗(R(Gk))/2.
Proof. At first we prove that c1...cℓ is nonzero in CH
∗(X)/2. Otherwise, it is
represented by 2S(t) since CH∗(X) is generated by elements from S(t). It means
that 2ℓ−1ytop = 1/2(c1...cℓ) ∈ S(t). Hence t(G) < 2
ℓ and a contradiction.
For I ⊂ (1, ..., ℓ), let cI = ci1 ...cik and yI = y2i1 ...y2ik and |I| = k. Suppose
cI ∈ Ker(pr) for pr : CH
∗(X)/p→ CH∗(R(Gk)/p. Then from Corollary 5.2, we
can write
cI =
∑
J
cJu(J) with u(J) ∈ S(t) and |u(J)| > 0,
since cI is not zero in CH
∗(X)/2. Then we have 2|I|yI =
∑
J 2
|J|yju(j). Since
H∗(G/T ) has no 2-torsion, dividing by min(2|I|, 2|J|), we have a contradiction to
H∗(G/T ;Z/2) ∼= P (y)⊗ S(t)/(b). 
Theorem 7.6. Let (G, p) = (SO(2ℓ + 1), 2) and X = Gk/Bk. Then there are
isomorphisms
CH∗(X)/2 ∼= S(t)/(2, c21, ..., c
2
ℓ), CH
∗(R(Gk))/2 ∼= Λ(c1, ..., cℓ).
Proof. We have the additive surjective map
gr(S(t)/(2, c21, ..., c
2
ℓ ))
∼= Λ(c1, ..., cℓ)⊗ S(t)/(c1, ..., cℓ)
։ CH∗(X)/2 ∼= CH∗(R(Gk))⊗ S(t)/(2, c1, ..., cℓ).
Therefore we see CH∗(R(Gk))/2 ∼= Λ(c1, , ..., cℓ) from the preceding lemma. From
Lemma 7.4, we have the ring homomorphism
S(t)/(2, c21, ..., c
2
ℓ )→ CH
∗(X)/2,
which induces the ring isomorphism from the additive isomorphism. 
Corollary 7.7. In the above theorem, CH∗(X) is torsion free.
Proof. Let us write ΛZ(a1, ..., am) = Z{ai1 ...ais |1 ≤ i1 < ... < is ≤ m}. We
consider the restriction maps
CH∗(R(Gk) ∼= ΛZ(c1, ..., cℓ)/J −−−−→ CH
∗(R¯(Gk)) ∼= ΛZ(y2, ..., y2ℓ)y yinj.
CH∗(X) −−−−→ CH∗(X¯).
for some ideal J . The first map is given by ci 7→ 2y2i, and since the last map is a
ring map, we see ci1 ...cis 7→ 2
syi1 ...yis . Hence the first map is (additively) injective
and J = 0. Hence CH∗(R(Gk)) is torsion free, and so is CH
∗(X) from the theorem
by Petrov-Semenov and Zainoulline such that M(X)(2) ∼= ⊕iR(Gk)⊗ T
i⊗. 
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Remark. The above lemmas, theorem and corollary are also get from a result
by Petrov (Theorem 1 in [Pe], see also Theorem 7.13 below).
Corollary 7.8. Let (G′, p) = (SO(2ℓ), 2) and X ′ = G′k/Bk so that G
′ ⊂ G =
SO(2ℓ+ 1). Then t(G′) = 2ℓ−1, and
CH∗(R(G′k))/2
∼= CH∗(R(Gk))/(2, cℓ) ∼= Λ(c1, ..., cℓ−1),
CH∗(X ′)/2 ∼= CH∗(X)/(2, cℓ) ∼= S(t)/(2, c
2
1, ..., c
2
ℓ−1, cℓ).
Proof. This corollary is easily shown from H∗(G′;Z/2) ∼= H∗(G;Z/2)/(y2ℓ). For
example, grP (y)′ ∼= Λ(y2, ..., y2ℓ−2) and t(G
′) = 2ℓ−1. 
Corollary 7.9. Let G′′ = Sp(2ℓ+ 1) and X ′′ = G′′k/B
′′
k . Then the natural maps
G→ G′′ ⊃ Sp(ℓ) induce the isomorphisms
CH∗(X)/2 ∼= CH∗(X ′′)/(2, ti|i > ℓ) ∼= H
∗(Sp(ℓ)/T ;Z/2).
We now study CH∗(X |K)/2 for some interesting extension K over k. Let K be
an extension of k such that X does not split over K but splits over an extension
over K of degree 2a, (a, 2) = 1. Suppose that
(∗) y2i ∈ ResK , for 1 ≤ i ≤ ℓ− 1
where ResK = Im(res : CH
∗(X |K)/2 → CH
∗(X¯)/2). We want to consider in
the case y2ℓ 6∈ ResK .
Lemma 7.10. Suppose (∗) and ℓ 6= 2n − 1 for n > 0. Then y2ℓ ∈ ResK.
Proof. We see that if ℓ 6= 2n−1, then each y2ℓ is a target of the Steenrod operation.
Recall Sq2k(y2i) =
(
i
k
)
y2(i+k). It is well known that if i =
∑
is2
s and k =
∑
ks2
s
for is, ks = 0 or 1, then (in mod(2))(
i
k
)
=
(
im
km
)
...
(
is
ks
)
...
(
i0
k0
)
.
Note that if i = 2n − 1, then all is = 1 (for s < n). Otherwise there is s such that
is = 1 but is−1 = 0. Take k = 2
s−1 and i′ = i− 2s−1. Then i′ + k = i and(
i′
k
)
=
(
im = 1
0
)
...
(
i′s = 0
ks = 0
)(
1
1
)
...
(
i0
0
)
= 1.
This means Sq2k(y2i′) = y2i if i 6= 2
n − 1. 
Lemma 7.11. Suppose (∗) and ℓ = 2n−1. Then elements py2ℓ, v1y2ℓ, ..., vn−1y2ℓ
are all in Im(resΩ) where resΩ : Ω
∗(X)/2→ Ω∗(X¯)/2.
Proof. From Corollary 7.2, we see
cℓ−2j+1 = 2y(2(ℓ− 2
j + 20)) + v1y(2(ℓ− 2
j + 21)) + ...+ vj(y(2ℓ))
= vj(y2ℓ) mod(y2, y4, ..., y2ℓ−2).
Hence we have resΩ(cℓ−(2j−1)) = vj(y2ℓ) mod(y2, y4, ..., y2ℓ−2). 
Thus we have
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Theorem 7.12. Suppose (∗) and ℓ = 2n − 1. Then
CH∗(R(Gk)|K)/2 ∼= Λ(y2, ..., y2ℓ−2)⊗ CH
∗(Rn)/2,
where CH∗(Rn)/2 ∼= Z/2{1, py2ℓ, v1y2ℓ, ..., vn−1y2ℓ}. Moreover we have
ResKk (CH
∗(R(Gk))/2) ∼= CH
∗(Rn)/2 ⊂ CH
∗(R(Gk)|K)/2.
The restriction maps as cj 7→ vsy2ℓ if j = ℓ− (p
s − 1), and cj 7→ 0 otherwise.
At last of this section, we consider the case X(C) = G/P with
G = SO(2ℓ+ 1) and P = U(ℓ).
Let us write this X by Y , i.e. Y = Gk/Pk. From the cofibering SO(2ℓ + 1) →
Y (C)→ BU(ℓ), we have the spectral sequence
E∗,∗2
∼= H∗(SO(2ℓ+ 1);Z/2)⊗H∗(BU(ℓ))
∼= P (y)⊗ Λ(x1, ..., x2ℓ−1)⊗ Z/2[c1, ..., cℓ] =⇒ H
∗(Y (C);Z/2).
Here the differential is given as d2i(x2i−1) = ci. Hence
CH∗(Y¯ ;Z/2) ∼= H∗(Y (C);Z/2) ∼= P (y).
This case is studied by Vishik [Vi] and Petrov [Pe] as maximal orthogonal (or
quadratic) grassmannian. (see Theorem 5.1 in [Vi]). From Theorem 7.6, we have
Theorem 7.13. ([Vi],[Pe]) Let G = SO(2ℓ + 1) and Gk be a versal Gk-torsor.
Let Y = Gk/U(ℓ)k. Then
CH∗(Y )/2 ∼= CH∗(R(Gk))/2 ∼= Λ(c1, ..., cℓ).
Remark. Petrov computes the integral Chow ring for more general situations
[Pe]. From above theorem, we note that CH∗(R(Gk))/2 has the ring structure in
this case.
In [Vi], Vishik originally defined the J-invariant J(q) of a quadratic form q
which corresponds the quadratic grassmannian (see Definition 5.11, Corollary 5.10
in [Vi]) by
J(q) = {ik|y2ik ∈ RecCH} ⊂ {0, ..., ℓ}.
Let I be the fundamental ideal of the Witt ringW (k) so that grW (k) = ⊕nI
n/In+1 ∼=
KM∗ (k)/2 where K
M
∗ (k) is the Milnor K-theory of k. Smirnov and Vishik (Propo-
sition 3.2.31 in [Sm-Vi]) prove that
q ∈ In if and only if {0, ..., 2n−1 − 2} ⊂ J(q).
Hence the condition (∗) in Theorem 7.11 is equivalent to q ∈ In for the quadratic
form q corresponding to Y |K . We also note that G = Spin(m) cases correspond
to q ∈ I3 from 1, y2, y4 ∈ ResCH (see (8.1) below). This fact is of course, well
known.
CHOW RINGS OF FLAG VAIETIES 19
8. The spin group Spin(2ℓ+ 1) and p = 2
Throughout this section, let p = 2, G = SO(2ℓ + 1) and G′ = Spin(2ℓ + 1).
By definition, we have the 2 covering π : G′ → G. It is well known that π∗ :
H∗(G/T ) ∼= H∗(G′/T ′) where T ′ is a maximal torus of G′. However the twisted
flag varieties are not isomorphic.
Let 2t ≤ ℓ < 2t+1, i.e. t = [log2ℓ]. The mod 2 cohomology is
H∗(G′;Z/2) ∼= H∗(G;Z/2)/(x1, y1)⊗ Λ(z)
∼= P (y)′ ⊗ Λ(x3, x5, ..., x2ℓ−1)⊗ Λ(z), |z| = 2
t+2 − 1
where P (y) ∼= Z/2[y2]/(y
2t+1
2 ) ⊗ P (y)
′. (Here d2t+2(z) = y
2t+1
2 for 0 6= y2 ∈
H2(BZ/2;Z/2) in the spectral sequence induced from the fibering G′ → G →
BZ/2.) Hence
(8.1) grP (y)′ ∼= ⊗2i6=2jΛ(y2i) ∼= Λ(y6, y10, y12, ..., y2ℓ).
The Qi operation for z is given by Nishimoto [Ni]
Q0(z) =
∑
i+j=2t+1,i<j
y2iy2j , Qn(z) =
∑
i+j=2t+1+2n+1−2,i<j
y2iy2j for n ≥ 1.
We know that
grH∗(G/T )/2 ∼= P (y)′ ⊗ Z[y2]/(y
2t+1
2 )⊗ S(t)/(2, c1, c2, ..., cℓ)
grH∗(G′/T ′)/2 ∼= P (y)′ ⊗ S(t′)/(2, c′2, ....., c
′
ℓ, c
2t+1
1 ).
Here c′i = π
∗(ci) and d2t+2(z) = c
2t+1
1 in the spectral sequence convergingH
∗(G′/T ′).)
These are additively isomorphic. In particular, we have
Lemma 8.1. The element π∗(y2) = c1 ∈ S(t
′) and π∗(tj) = c1+ tj for 1 ≤ j ≤ ℓ.
Take k such that Gk is a versal Gk-torsor so that G
′
k is also a versal G
′
k-torsor.
Let us write X = Gk/Bk and X
′ = G′k/B
′
k. Then
CH∗(R¯(G′k))/2
∼= P (y)′/2, and CH∗(R¯(Gk))/2 ∼= P (y)/2.
Theorem 8.2. Let (G, p) = (SO(2ℓ + 1), 2), (G′, p) = (Spin(2ℓ + 1), 2), and
π : G′ → G be the natural projection. Let c′i = π
∗(ci). Then π
∗ induces maps such
that their composition map is surjective
CH∗(R(Gk)/(2, c1) ∼= Λ(c2, ..., cℓ)
π∗
→ CH∗(R(G′k))/2։ Z/2{1, c
′
2, ..., c
′
ℓ¯
}
where ℓ¯ = ℓ− 1 if ℓ = 2j for some j > 0, otherwise ℓ¯ = ℓ.
Proof. From Corollary 5.3, we only need to show c′i 6= 0 in Ω
∗(G′k/T
′
k)/(I∞ ·
Im(resΩ)). In fact, when i 6= 2
j, in H∗(G′/T ′)/4, we have
2y2i = c
′
j ∈ S(t)
which is nonzero in BP ∗(G/T )/I∞ · Im(resΩ)). Because y2i ∈ P (y)
′ and y2i 6∈
Im(resCH) from Lemma 4.5 since X is a versal flag variety.
When i = 2j , we see y2i = y2j ∈ S(t
′), in fact y2j 6∈ P (y)
′. But in BP ∗(G′/T ′)/I2∞,
we have
2y2i + v1(y(2i+ 2)) + ...+ vn(y(2i+ 2
n+1 − 2) + ... = c′i ∈ BP
∗(BT ′).
When i+ 1 ≤ ℓ, this element is nonzero in BP ∗(G/T )/I∞ · Im(resΩ)) because
c′i = v1(y(2i+ 2)) 6= 0 ∈ k(1)
∗(G/T )/(v1 · Im(resk(1))
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where resk(1) : k(1)
∗(X ′) → k(1)∗(X¯)). Otherwise y(2i + 2) ∈ Im(resCH)), and
this is a contradiction to y2j+2 6∈ Im(resCH), which follows from y2j+2 ∈ P (y)
′
and Corollary 4.5.
When 2j = ℓ, we note
CH∗(R¯(G′k))/2
∼= CH∗(R¯(G′′k))/2 for G
′′ = Spin(2ℓ− 1),
in fact y2ℓ = y2j 6∈ CH
∗(R¯(G′k)). From a theorem by Vishik-Zainoulline (Corollary
6 in [Vi-Za]), we get CH∗(R(G′k))/2
∼= CH∗(R(G′′k))/2. Hence we can take c
′
ℓ =
0. 
Corollary 8.3. The elements c′′2j = c
′
2j − c
2j
1 , j > 0 are torsion elements in
CH∗(X)(2).
Proof. Note that resΩ(c
′′
2j ) ∈ BP
<0 · Ω∗(X¯), and resCH(c
′′
2j ) = 0 ∈ CH
∗(X¯). It
is well known that resCH ⊗Q is isomorphic. Hence c
′′
2j must be torsion. 
Example. Let G = SO(7) and G′ = Spin(7), i.e. ℓ = 3. Their cohomologies
are
H∗(G;Z/2) ∼= Z/2[y2, y6]/(y
4
2, y
2
6)⊗ Λ(x1, x3, x5),
H∗(G′;Z/2) ∼= Z/2[y6]/(y
2
6)⊗ Λ(x3, x5, z7).
The cohomologies of flag manifolds are
H∗(G/T ;Z/2) ∼= Z/2[y2, y6]/(y
4
2, y
2
6)⊗ S(t)/(c1, c2, c3),
H∗(G′/T ′;Z/2) ∼= Z/2[y6]/(y
2
6)⊗ S(t)/(c
′
2, c
′
3, c
4
1).
These cohomologies are isomorphic by π∗(y2) = c1. The torsion indexes are t(G) =
23 and t(G′) = 2. The Chow rings of versal flag varieties are
CH∗(X)/2 ∼= S(t)/(2, c21, c
2
2, c
2
3), CH
∗(R(Gk))/2 ∼= Λ(c1, c2, c3),
CH∗(X ′)/2 ∼= S(t)/(2, (c′2)
2, c′2c
′
3, (c
′
3)
2, c41), CH
∗(R(G′k))/2
∼= Z/2{1, c′2, c
′
3}.
Here π∗(ti) = c1 + ti so that π
∗(c1) = 0 mod(2). For the third and the last
isomorphisms, see Corollary 9.5 below. In fact G′ is a group of type (I).
Lemma 8.4. (Marlin’s bound) The torsion index t(G′) divides 2ℓ−[log2ℓ]−1.
Proof. It follows from
Πi6=2j ci = Πi6=2j (2y2i) = 2
ℓ−t−1y′top
where y′top is the generator of top degree elements in P (y)
′. 
The exact value of t(G′) is determined Totaro, namely t(G′) = ℓ− [log2(
(
ℓ+1
2
)
+
1)] or that expression plus 1. (It is known t(Spin(2ℓ+ 1) = t(Spin(2ℓ+ 2)).
Marlin’s bound fails first for Spin(11). This fact was first found by using a
property of 12-dimensional quadratic forms [To2]. However we show it using the
Q0-operation.
Lemma 8.5. For (G′, p) = (Spin(11), 2), we have t(G′) = 2 and the surjection
CH∗(R(G′k))/2։ Z/2{1, c
′
2, c
′
3, c
′
4, c
′
5, c
′
2c
′
4, c
8
1}
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Proof. Recall the cohomology
H∗(G′;Z/2) ∼= Z/2[y6, y10]/(y
2
6 , y
2
10)⊗ Λ(x3, x5, x7, x9, z15).
By Nishimoto, we know Q0(z15) = y6y10. It implies 2y6y10 = d16(z15) = c
8
1. Since
y′top = y6y10, we have t(G
′) = 2.
We will show c′2c
′
4 6= 0 ∈ CH
∗(X)/2. The elements c′2, c
′
3, c
′
4 in CH
∗(R(G′k)/2
correspond to v1y6, 2y6, v1y10 in Ω
∗(R¯(G′k)) respectively. In particular c
′
2c
′
4 cor-
responds to v21y6y10. If c
′
2c
′
4 = 0 ∈ CH
∗(R(G′k)))/2, then v1y6y10 must be in
ResΩ. This means v1y6y10 = b
′′ for some b′′ ∈ BP ∗(BT ′). However there is no
x ∈ H13(G′;Z/2) such that Q1(x) = y6y10 with d12(x) = b
′′. 
Remark. Quite recently, Karpenko showed that the above surjection is an
isomorphism.
In most cases, from the result Totaro, we see Πi6=2j c
′
i = 0. However from [To2]
when ℓ = 8, we know that 2ℓ−[log2(ℓ)]−1 = 24 = t(Spin(17)). (Note y16 − 2y6y10 ∈
S(t) but y16 6∈ S(t) when ℓ = 8.) Hence we have
Lemma 8.6. Let ℓ ≥ 8 and G′ = Spin(2ℓ+ 1). and X ′ = G′k/T
′. Then we have
c′3c
′
5c
′
6c
′
7, c
′
3c
′
4c
′
6c
′
7 6= 0 ∈ CH
∗(X ′)/2.
Proof. It follows from that for ℓ = 8, elements
c′3c
′
5c
′
6c
′
7 = 2
4y6y10y12y14 = 2
4y′top and c
′
3c
′
4c
′
6c
′
7 = 2
3v1y
′
top
are BP ∗-module generators in BP ∗(G/T )/(I∞ · Im(resΩ)). 
9. The exceptional group E8 and p = 5
In this section, we consider the case (G, p) = (E8, 5). The similar arguments also
hold for (G, p) = (G2, 2), (F4, 3). The mod(5) cohomology of G = E8 ([Mi-Tod])
is given by
Theorem 9.1. The mod(5) cohomology H∗(E8;Z/5) is isomorphic to
Z/5[y12]/(y
5
12)⊗ Λ(z3, z11, z15, z23, z27, z35, z39, z47)
where suffix means its degree. The cohomology operations are given
β(z11) = y12, β(z23) = y
2
12, β(z35) = y
3
12, β(z47) = y
4
12,
P 1z3 = z11, P
1z15 = z23, P
1z27 = z35, P
1z39 = z47.
We use the notation such that y = y12 and x1 = z3, ..., x8 = z47 as used in §2.
Hence we can rewrite the cohomology as
H∗(G;Z/p) ∼= Z/p[y]/(yp)⊗ Λ(x1, ..., x2p−2)
for (G, p) = (E8, 5). The above isomorphism also holds for (G, p) = (G2, 2), (F4, 3).
So hereafter in this section, we assume (G, p) is one of (G2, 2), (F4, 3) or (E8, 5).
The cohomology operations are given as
β : x2i 7→ y
i, P 1 : x2i−1 7→ x2i for 1 ≤ i ≤ p− 1.
Hence the Qi operations are given
Q1(x2i−1) = Q0(x2i) = y
i for 1 ≤ i ≤ p− 1.
Therefore we have the following lemma, by using Lemma 3.1 or Corollary 3.2.
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Lemma 9.2. In BP ∗(G/T )/I2∞, we have
pyi = b2i mod(b2, b4, ..., b2i−2) · S(t),
v1y
i = b2i−1 mod(b1, b2, ..., b2i−3) · S(t).
Proof. From Corollary 3.2, we see py(2i) = b2i ∈ BP
∗(G/T )/I2∞ and
y(2i) = yi +
∑
j<i
yjt(j) where t(j) ∈ S(t) |t(j)| ≥ 2.
By induction on i, we get the first equation. The second equations follows similarly,
from v1y(2i− 1) = b2i−1 using Corollary 3.2. 
The fundamental class is written yp−1ttop ∈ H
∗(G/T ), i.e., ytop = y
p−1. Since
pyp−1 = b2p−2 ∈ S(t), we see t(G)(p) = p.
By Petrov-Semenov-Zainoulline, it is known when G is one of (G2, 2),(F4, 3)
or (E8, 5), the motive R(Gk) in Theorem 4.2 is just the original Rost motive R2
defined by Rost and Voevodsky. (Recall Theorem 4.6.) The restriction resΩ|R :
Ω∗(R(Gk))→ Ω
∗(R¯(Gk)) is injective. Hence the following restriction is also injec-
tive
resΩ : Ω
∗(X)→ Ω∗(X¯) ∼= BP ∗(G/T ).
Corollary 9.3. We see
CH∗(R2)/p ∼= CH
∗(R(Gk)/p ∼= Z/p{1, b1, ..., b2p−2}.
In particular, bs 6= 0 ∈ CH
∗(X)/p). Moreover for 1 ≤ s, r ≤ 2p − 2, we see
bsbr = 0 in CH
∗(X)/p.
Proof. Recall Corollary 5.3. We will prove b1 6= 0 ∈ CH
∗(X), and the other cases
are proved similarly. Note b1 = v1y ∈ Ω
∗(X¯). If b1 ∈ BP
<0 · Im(resΩ), then
y ∈ Im(resΩ) and this is contradiction. So b1 6= 0 in
CH∗(X) ∼= Ω∗(X)/(BP<0 · Ω∗(X)) ∼= Im(resΩ)/(BP
<0 · Im(resΩ)).
For the last isomorphism, we used the injectivity of resΩ. We prove b
2
1 = 0 ∈
CH∗(X). We see
b21 = (v1y)
2 = v21y
2 = v1b3 ∈ BP
∗(G/T ).
This element is contained in BP<0 · Im(resΩ). Hence it is zero in CH
∗(X) as
above. Other cases are proved similarly. 
Theorem 9.4. Let (G, p) = (G2, 2). (F4, 3) or (E8, 5), and let X = Gk/Tk. Then
there is an isomorphism
CH∗(X)/p ∼= S(t)/(p, bibj |1 ≤ i, j ≤ 2p− 2).
Proof. From the preceding corollary we have the surjection
S(t)/(p, bibj)→ CH
∗(X)/p.
On the other hand, it is immediate that there is an additive isomorphism
S(t)/(p, bibj) ∼= Z/p{1, b1, ..., b2p−2} ⊗ S(t)/(p, b).
There is an injection from the above right hand side module into Ω∗(X¯)/(BP<0 ·
Im(resΩ)). Hence we have the theorem. 
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Example. Let G = F4 and p = 3. We note G
′′ = Spin(9) ⊂ G and
H∗(BG′′)/3 ∼= H∗(BT ′′)W
′′
/3 ∼= Z/3[p1, ..., p4]
for the Pontryagin classes pi [Tod1]. So H
∗(G′′/T ′′)/3 ∼= S(t)/(3, p1, ..., p4). By
using the induced map from G′′ ⊂ G, we can see bi = pi in CH
∗(X)/3. Hence
CH∗(X)/3 ∼= S(t)/(3, pipj |0 ≤ i, j ≤ 4).
Let G′ be of type (I). Then it is well known ([Mi-Tod]) that there is a natural
embedding i : G ⊂ G′ where (G, p) = (G2, 2), (F4, 3) or (E8, 5) such that i
∗ :
H∗(G′;Z/p)→ H∗(G;Z/p) is surjetive. Moreover the polynomial rings P (y) and
P (y)′ are isomorphic by this map i∗. This means CH∗(R¯(Gk))) ∼= CH
∗(R¯(G′k)).
This fact implies
CH∗(R(Gk)) ∼= CH
∗(R(G′k))
by a theorem by Vishik and Zainoulline (Corollary 6 in [Vi-Za]). Thus we have
Corollary 9.5. Let G′ be of type (I). Then there are isomorphisms
CH∗(R(G′k))/p
∼= Z/p{1, b1, ..., b2p−2},
CH∗(X ′)/p ∼= S(t)/(p, bibj, bk|1 ≤ i, j ≤ 2p− 2, 2p− 1 ≤ k ≤ ℓ).
Proof. We only need to show that we can take bk such that bk = 0 ∈ CH
∗(X ′)/p.
Since bk = 0 in BP
∗(G/T )/I∞ ∼= H
∗(G/T )/p, we can write
bk =
∑
pyit(i) +
∑
v1y
it(i)′ in BP ∗(G/T )/I2∞
where t(i), t(i)′ ∈ BP ∗⊗S(t). Take new bk by bk−
∑
b2it(i)−
∑
b2i−1t(i)
′. Then
bk = 0 in BP
∗(G/T )/I2∞. 
Example. Recall the case (G′, p) = (Spin(7), 2) and (G, p) = (G2, 2). Then
we can take b1 = c
′
2, b2 = c
′
3, and b3 = c
4
1, in fact
CH∗(X ′)/2 ∼= S(t)/((c′2)
2, c′2c
′
3, (c
′
3)
2, c41), CH
∗(X)/2 ∼= CH∗(X ′)/(c1).
10. The case G = E8 and p = 3
In this section, we study in the case (G, p) = (E8, p = 3). The cohomology
H∗(E8;Z/3) is isomorphic to ([Mi-Tod])
Z/3[y8, y20]/(y
3
8 , y
3
20)⊗ Λ(z3, z7, z15, z19, z27, z35, z39, z47).
Here the suffix means its degree, e.g., |zi| = i. By Kono-Mimura [Ko-Mi] the
actions of cohomology operations are also known
Theorem 10.1. ([Ko-Mi]) We have P 3y8 = y20, and
β : z7 7→ y8, z15 7→ y
2
8, z19 7→ y20, z27 7→ y8y20, z35 7→ y
2
8y20, z39 7→ y
2
20, z47 7→ y8y
2
20
P 1 : z3 7→ z7, z15 7→ z19, z35 7→ z39 P
3 : z7 7→ z19, z15 7→ z27 7→ −z39, z35 7→ z47.
We use notations y = y8, y
′ = y20, and x1 = z3, ..., x8 = z47. Then we can
rewrite the isomorphisms
H∗(G;Z/3) ∼= Z/3[y, y′]/(y3, (y′)3)⊗ Λ(x1, ..., x8).
grH∗(G/T ;Z/3) ∼= Z/3[y, y′]/(y3, (y′)3)⊗ S(t)/(b1, , ..., b8).
From Lemma 3.4, we have
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Corollary 10.2. We can take b1 ∈ BP
∗(BT ) such that
v1y + v2y
′ = b1 in BP
∗(G/T )/I2∞.
From the preceding theorem, we know that all yi(y′)j except for (i, j) = (2, 2)
are β-image. Hence we have
Corollary 10.3. For all nonzero monomials u ∈ P (y)/3 except for (yy′)2, it holds
3u ∈ S(t). That is, for 2 ≤ k = i + 3j + 1 ≤ 8, 0 ≤ i ≤ 2, we can take
bk = bi+3j+1 = 3y
i(y′)j in H∗(G/T )/(32).
Lemma 10.4. Let (G, p) = (E8, 3) and X = Gk/Tk. In BP
∗(X), there are
bi ∈ S(t) such that bi 6= 0 ∈ CH
∗(X)/3 and in BP ∗(G/T )/I2∞
bk = bi+3j+1 =


v1y + v2y
′ if k = 1
3yi(y′)j if 0 ≤ i ≤ 1, 2 ≤ k
3y2(y′)j + v1(y
′)j+1 if i = 2.
Proof. Acting r∆1 on the equation v1y + v2y
′ = b1 in BP
∗(X)/I2∞, we have
3y + v1r∆1(y) + v2r∆1(y
′) = r∆1(b1).
Note P 1(y), P 1(y′) ∈ S(t)/3 in H∗(G/T ;Z/3) since they are primitive. Hence
v1r∆1(y), v2r∆1(y
′) ∈ BP ∗⊗S(t)mod(I2∞). So we have 3y = b2 in BP
∗(G/T )/I2∞.
Acting r3∆1 on the equation 3y = b2 ∈ BP
∗(X)/I2∞, we have 3y
′ = r3∆1(b2), which
is written by b3.
Next we study the element 3y2 in BP ∗(X)/I2∞. Since 3y
2 = b3 in H
∗(X)/(9),
we have
3y2 + v1(a1) + v2(a2) = b3 in BP
∗(X)/I2∞.
Since Q1(x3) = y
′, we can take a1 = y
′ by using the relation v1y + v2y
′ = b1. (
For example, when a1 = y
′+ yb, we use v1yb = −v2y
′b.) Since v2a2 is primitive in
k(2)∗(G/T )/(I2∞) (Recall the proof of Lemma 3.4), we can take a2 = 0. Otherwise
if a2 =
∑
yi(y′)jb, for i = 1, 2, then
v2y
i ⊗ (y′)jb 6= 0 ∈ k(2)∗(G)⊗ k(2)∗(G/T ).
Hence we get 3y2 + v1y
′ = b3 in BP
∗(X)/I2∞.
Acting r3∆1 and r6∆1 on the above equation, we have the formulas for yy
′ and
(y′)2. Here we used rn∆1(y
′) ∈ BP ∗(BT )/(I2∞). since it is primitive. Similar
arguments work for the element y2y′, and we can see the formula for y(y′)2. 
Corollary 10.5. The torsion index t(E8)(3) = 3
2.
Proof. The fundamental class (localized at 3) is given as ytopt = y
2(y′)2t for some
t ∈ S(t). Since b2b8 = (3y)(3y(y
′)2) = 32ytop ∈ S(t), we see t(E8)(3) = 3 or 3
2.
Suppose t(E8) = 3, namely, 3y
2(y′)2 = b′ ∈ S(t). From lemma 3.1, this implies
that there is x ∈ H∗(G;Z/3) such that Q0(x) = y
2(y′)2 and dr(x) = b
′. But such
x does not exist from Theorem 11.2. 
Recall that AN = Z/3{bi1 · · · bis ||bi1 | + ... + |bis | ≤ N}. From Lemma 5.4, we
have the surjection AM ⊗ S(t)/(b)։ CH
∗(X)/3 for M = |(yy′)2| = 56.
Theorem 10.6. Let (G, p) = (E8, 3)) and Gkis a versal Gk-torsor. Then we have
surjective maps
A56 ։ CH
∗(R(Gk))/3։ Z/3{1, b1, ..., b8, b1b6, b1b8, b2b8},
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Proof. Since t(E8)(3) = 3
2 and X is a versal flag variety, we see 3(yy′)2f 6∈
resCH . It follows 3(yy
′)2 6∈ resCH . Therefore 9(yy
′)2, 3v1(yy
′)2, 3v2(yy
′)2 are
BP ∗-module generators in ResΩ, since
resΩ : (b2b8) 7→ 9(yy
′)2, (b1b8) 7→ 3v1(yy
′)2, (b1b6) 7→ 3v2(yy
′)2,
which shows they are nonzero. 
Corollary 10.7. Let Tor3 ⊂ CH
∗(R(Gk))(3) be the module of 3-torsion elements.
Then we have the isomorphism
(CH∗(R(Gk))(3)/Tor3)⊗ Z/3 ∼= Z/3{1, b2, ..., b8, b2b8}.
Proof. . Let us write by bi = py(i) for i ≥ 2. Let y(i)y(j) 6= y
2(y′)2. Then there is
k such that y(i)y(j) = y(k). Hence bibj = 3bk in CH
∗(X¯). So bibj−3bk is a torsion
element because resCH ⊗Q is isomorphic. 
We recall that there is an embedding F4 ⊂ E8. Let K/k be a field extension
of degree 3a with (3, a) = 1 such that the flag variety X |K = (Gk/Tk)|K is still
twisted but X |K′ is split for an extensionK
′/K of degree 3a′ with (3, a′) = 1. Note
P 3y = y′ and if y ∈ resK¯K , then so is y
′. Since X |K is twisted, we see y
′ ∈ resK¯K
but y is not. Hence the J-invariants are
J(Gk|K) = (1, 0) but J(Gk) = (1, 1).
(See also 4.1.3 in [Pe-Se-Za], [Se] for E8, 1 ≥ j1 ≥ j2).
We know that the generalized Rost motive for F4 and p = 3 is just the original
Rost motive R2. Hence the natural map i : F4 → E8 induces the isomorphism of
motives over K¯. By Vishik-Zainouline ([Vi-Za]), we have the isomorphism
CH∗(R2)/3 ∼= CH
∗(R(Gk|K))/3.
Proposition 10.8. Let us write the restriction map
resKk : CH
∗(R(Gk))/3→ CH
∗(R(Gk)|K)/3 ∼= CH
∗(R2)⊗ Z/3[y
′]/((y′)3).
Then we have Im(resKk )
∼= Z/3{1, b1, b2, b3, b5, b6, b8}.
Proof. This proposition is proved by considering the restriction on Ω∗(X¯). For
example, b8 = 3y(y
′)2 6= 0 in CH∗(X |K)/3, but b2b8 = 3 · (3y)(y
′)2 = 0. In
particular, we use the fact that b4 = 3y
′, b7 = 3(y
′)2 are in Ker(resKk ). 
11. The case G = E8 and p = 2.
In this section, we consider the case (G, p) = (E8, 2). The mod(2) cohomology
H∗(E8;Z/2) is given [Mi-Tod] as
Z/2[z3, z5, z9, x15]/(z
16
3 , z
8
5 , z
4
9 , z
4
15)⊗ Λ(z17, z23, z27, z29).
Here we consider a graded algebra grH∗(E8;Z/2) identifying y2i = z
2
i for i =
3, 5, 9, 15.
Theorem 11.1. The cohomology grH∗(E8;Z/2) is given
Z/2[y6, y10, y18, y30]/(y
8
6 , y
4
10, y
2
18, y
2
30),⊗Λ(z3, z5, z9, z15, z17, z23, z27, z29).
Let us write y1 = y6, ..., y4 = y30 and x1 = z3, x2 = z5, ..., x8 = z29. For ease of
argument, let x4 = z17 and x5 = z15. Hence we can write
grH∗(E8;Z/2) ∼= Z/2[y1, y2, y3, y4]/(y
8
1 , y
4
2 , y
2
3 , y
2
4)⊗ Λ(x1, ..., x8).
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Lemma 11.2. The cohomology operations acts as
x1 = z3
Sq2
−−−−→ x2 = z5
Sq4
−−−−→ x3 = z9
Sq8
−−−−→ x4 = z17
x5 = z15
Sq8
−−−−→ x6 = z23
Sq4
−−−−→ x7 = z27
Sq2
−−−−→ x8 = z29
x5 = z15
Sq2
−−−−→ x4 = z17
The Bockstein acts Sq1(xi+1) = yi for 1 ≤ i ≤ 3, Sq
1(x8) = y4 and
Sq1 : x5 = z15 7→ y1y2, x6 = z23 7→ y1y3 + y
4
1 , x7 = z27 7→ y2y3.
Then we see from Lemma 3.4
Corollary 11.3. In BP ∗(X)/I2∞, we can take y1 such that for r2∆1(y1) = y2 and
r4∆1(y2) = y3, we have
v1y1 + v2y2 + v3y3 = b1 for b1 ∈ BP
∗(BT ).
From Lemma 3.1 and the Sq1 action in Lemma 11.2, it is immediate that
Lemma 11.4. Let (G, p) = (E8, 2) and X = Gk/Tk. In H
∗(X)/(4), there are
bi ∈ S(t) such that
bk =


2y(1) (resp. 2y(2), 2y(3)) if k = 2 (resp. k = 3, 4)
2y(1, 2) (resp. 2y(1, 3), 2y(2, 3)) if k = 5 (resp. k = 6, 7)
2y(4) if k = 8.
where π∗y(i) = yi, π
∗y(i, j) = yiyj for the map π : G→ G/T .
We will study bi in more details by using the Quillen operation rα. In par-
ticular recall ρrα(x) = χP
α(ρ(x)) for ρ : BP ∗(X) → H∗(X ;Z/2). The anti-
automorphism χ is defined by
χ(Sq0) = Sq0,
∑
i
Sqiχ(Sqn−i) = 0 for n > 0.
For example, (when Sq1 = 0) χ(P i) = P i for i = 1, 2 and χ(P 3) = P 2P 1,
(P 3 = P 1P 2), and χ(P 4) = P 4 + P 2P 2.
Lemma 11.5. In BP ∗(X)/I2∞, we have
bi =


2y1 + v2(y
2
1) + v3(y
2
2) if i = 2
2y2 + v1(y
2
1) + v3(y
4
1) if i = 3
2y3 + v1(y
2
2) if i = 4
Proof. On the equation v1y1+ v2y2+ v3y3 = b1, act the operation r∆1 , and we get
2y1 + v1r∆1(y1) + v2r∆1(y2) + v3r∆1(y3) = r∆1(b1).
Recall that P 1(yi) are primitive in H
∗(G/T ;Z/2). In fact, by Kono-Ishitoya, we
know (Theorem 5.9 in [Ko-Is])
P 1(y1) ∈ S(t), P
1(y2) = y
2
1 , P
1(y3) = y
2
2 .
Thus we have 2y1 + v2(y
2
1) + v3(y
2
2) = b2. (Note also Q2(x2) = y
2
1, Q3(x2) = y
2
2 .)
Acting r2∆1 on this formula, we have
b3 = 2y2 + v1(y
2
1) + v2(r∆1(y1)
2) + v3(r∆1(y2)
2)
= 2y2 + v1(y
2
1) + v3(y
4
1).
Acting r4∆1 , we have b4 = 2y3 + v1y
2
2 where we used P
2(y1) = y2. 
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From Lemma 3.1, we see that
b5 = 2y(1, 2) = 2(y1y2 + λy
2
1b
′) where λ ∈ Z/2, b, b′ ∈ S(t).
However, it is known the more strong result from Nakagawa [Na] and Totaro [To1].
Lemma 11.6. ([Na], [To1]) In H∗(G/T )/4, we see 2y1y2 ∈ S(t). Indeed, in the
notation in [To1] d8 = 1/9d
2
4 − 2/3g3g5 where g3 = y1, g5 = y2 and di ∈ S(t).
Lemma 11.7. In BP ∗(G/T )/(I2∞), we have, for some b
′, b′′ ∈ S(t).
b5 = 2y1y2 + v1(y3) + v2(y2b
′ + y22b
′′) + v3(y4).
Proof. From the preceding lemma, we can write
b5 = 2y1y2 + v1(a1) + v2(a2) + v3(a3) in BP
∗(G/T )/(v3, I
2
∞).
We may assume that a1 does not contains y1 by using the relation b1 = v1y1+ ....
Note that in k(i)∗(G/T )/I2∞, each viai are primitive. Since y2 is not in Q1-image
in H∗(G;Z/2), we see y2 is v1-torsion free in k(1)
∗(G). So if a1 contains y2, then
v1a1 is not primitive in k(1)
∗(G), which is a contradiction. (E.g., if a1 = y2y, then
µ∗(v1a1) = v1y2⊗y+ ...) So a1 contain only y3, indeed Q1x5 = y3 implies a1 = y3.
For a2, we know that y1, y3 are not v2-torsion. Therefore a2 only contains y2,
that is,
a2 = y2b
′ + y22b
′′ mod(y22) for b
′, b′′ ∈ S(t).
By the primitivity in k(3)∗(G/T ), the element a3 only contains y3, y4. We know
Q3(x5) = y4. If a3 = v1(y4+y3b
′′), then let new y4 be the element y4+y3b
′′. Thus
we have the result. 
Lemma 11.8. In BP ∗(G/T )/(I2∞, v2, v3), we have
b6 = 2(y1y3 + y
4
1 + y
2
1b
′′′) for b′′′ ∈ S(t)
Proof. We consider the action r4∆1 on b5. By Cartan formula, we know r4∆1(y1y2) =∑
i ri∆1(y1)r(4−i)∆1(y2). Here r3∆1 = χ(P
3) = P 2P 1 mod(2). Hence we have with
mod(2)
r3∆1(y1)r∆1(y2) = P
2P 1(y1)P
1(y2) = by
2
1 ,
r2∆1(y1)r2∆1(y2) = y2b
′′, and 2y2b
′′ ∈ S(t),
r∆1(y1)r3∆(y2) = b
′′b′′′ ∈ S(t), and y1r4∆1(y2) = y1y3.
Hence r4∆1(y1y2) = y1y3 + by
2
1 mod(BP
∗ ⊗ S(t)).
Next consider
r4∆1(v1y3) = 2r3∆(y3) + v1(r4∆1(y3)).
Here with mod(2) we see
r3∆(y3) = P
2P 1(y3) = P
2(y22) = y
4
1 .
We also see r4∆1(y3) = P
4y3 ∈ S(t) from the primitivity in H
∗(G/T ;Z/2).
At last we can see
r4∆1v2(b
′y2 + b
′′y22) = v1r2∆1(b
′y2 + b
′′y22) = 0 mod(v2).
Because if its contains v1y2 or v1y
2
2 , then it contradicts to the primitivity of
k(1)∗(G/T ). If it contains v1y1, then it is in Ideal(v2) by the relation b1. Thus
we have the result (with mod(v2, v3)) of this lemma. 
Similarly considering r2∆(b6) and Q1x7 = y4, we have
Lemma 11.9. In H∗(G/T )/(I∞, v2, v3), we have b7 = 2(y2y3+by
2
1+b
′y22)+v1y4.
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Remark. For the preceding two lemmas, Totaro gets more strong and explicit
results. Totaro (Lemma 4.4 in [To1]) shows in H∗(G/T )(2)
d26 − 25/81d
3
4 + 2(15g9g3 + 1/3g
4
3 − 5/3g5d7 − 125/9g5g3d4)
+22(−23/3g23d6) = 0
where g3 = y1, g5 = y2, g9 = y3 and di ∈ S(t). This implies 2(y1y2 + y
4
1) ∈ S(t).
Therefore we can take b′′′ = 0 in Lemma 11.8. Totaro also gives explicit formula
d7, d8 in H
∗(G/T ). In particular, in Lemma 4.4 in [To1]), he shows b = b′ = 0 in
the above lemma.
At last, from β(x8) = y4, we note
Lemma 11.10. In H∗(G/T )/4, we see 2y4 = b8.
Now we study the torsion index. Recall
ytop = Π
4
i=1y
2ri−1
i = y
7
1y
3
2y3y4 ∈ P (y)
and ttop are top degree elements in P (y) and S(t)/(b) so that f = ytopttop for the
fundamental class f of H∗(G/T )(2).
Lemma 11.11. (Totaro [To1]) We have t(E8)(2) = 2
6.
Proof. We consider the element
b˜ = b35b6b4b8 = 2
6(y1y2)
3(y1y3 + y
4
1 + y
2
1b
′′)(y3)(y4).
Here using y23 = b
′ ∈ S(t) mod(2), we have
(y1y3 + y
4
1 + y
2
1b
′′)y3 = y
4
1y3 + (y1b
′ + y21b
′′)y3.
Hence we can write
b˜ = 26(ytop +
∑
yt) for |t| > 0.
From Lemma 5.5, we see t(E8)(2) ≤ 2
6.
Suppose t(E8)(2) ≤ 2
5, that is, 25f = 25ytopttop ∈ S(t). Then 2
5f must be in
ideal I = (b1, ..., b8), and we can write for bi = 2y(i) (note y(1) = 0, and y(i) is not
a monomial, in general)
(∗) 25f =
∑
bit(i) = 2
∑
y(i)t(i) for t(i) ∈ S(t).
Since H∗(G/T ) has no torsion, we have 24f =
∑
y(i)t(i).
Let us rewrite s =
∑
y(i)t(i) =
∑
I y
It(I) for a monomial yI = yi11 ...y
i4
4 ∈ P (y)
for I = (i1, ..., i4), and t(I) ∈ S(t). Then s ∈ Ideal(2) implies each t(I) ∈
Ideal(b1, ..., b8) ⊂ S(t), since H
∗(G/T )/2 ∼= P (y) ⊗ S(t)/(b). Continue this argu-
ments, we have
(∗∗) f =
∑
yIt(I) in H∗(G/T ).
Consider this equation in H∗(G/T )/2, and we see f =
∑
yIt(I), that is yI = ytop
and t(I) = ttop.
To get (∗∗) from (∗), we exchanges bi to 2y(i) at most five times.
We note that the largest number of yi’s of monomials in y(j) is 1 or 2 except for
y(6) = (y1y3+ y
4
1 + y
2
1b) where the number is 4. We easily see that y(6) appears as
y(i) just one time in the process (∗) to (∗∗). We also see that y(i) = y(8) just one
time for the existence of y4. Let us write by ♯y(a) the number of yi’s in a. Then
♯y(y(i1)...y(i5)) ≤ 2× 3 + 4 + 1 = 11.
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On the other hand ♯y(ytop) = 7 + 3 + 1 + 1 = 12. Thus t(E8)2 ≥ 2
6. 
Lemma 11.12. Let (i1, ..., ik) ⊂ (4, 5, 5, 5, 6, 8). Then b˜ = bi1 ...bik 6= 0 in
CH∗(X)/2 since b35b4b6b8 6= 0.
Let K be an extension of k such that X does not split over K but splits over
an extension over K of degree 2a, (2, a) = 1. Suppose that
(∗) y1, y2, y3 ∈ ResK , but y4 6∈ ResK
where ResK = Im(res : CH
∗(X |K)/2 → CH(X¯)/2). (Compare the condition
(∗) in §7.) That is, J(Gk|K) = (0, 0, 0, 1) and such K exists (see [Pe-Se-Za],
[Se]). Then we have the following theorem by arguments similar to those to get
Theorem 7.12. (The motive R(Gk)|K in the theorem is an example of motives
given in Lemma 8.4 in [Se].)
Theorem 11.13. There is an isomorphism
CH∗(R(Gk)|K)/2 ∼= Z/2[y1, y2, y3]/(y
8
1 , y
4
2 , y
2
3)⊗ CH
∗(R4)/2,
where CH∗(R4)/2 ∼= Z/2{1, 2y4, v1y4, v2y4, v3y4}. We have
ResKk (CH
∗(R(Gk))/2) ∼= CH
∗(R4)/2 ⊂ CH
∗(R(Gk)|K)/2.
The restriction map is given as bj 7→ v8−jy4 if 5 ≤ j ≤ 8, and bj 7→ 0 if 1 ≤ j ≤ 4.
12. The exceptional group E7 and p = 2
The mod(2) cohomology of E7 is given
H∗(E7;Z/2) ∼= H
∗(E8;Z/2)/(z
4
3 , z
4
5 , z
2
15, z29).
We use the notations in the preceding sections.
Theorem 12.1. We have an isomorphism
grH∗(E7;Z/2) ∼= Z/2[y1, y2, y3]/(y
2
1 , y
2
2, y
2
3)⊗ Λ(x1, ..., x7),
where i∗(yj) = yj for 1 ≤ j ≤ 3 and i
∗(xi) = xi for 1 ≤ i ≤ 7 and i
∗(y4) =
i∗(x8) = 0 for the natural embedding i : E7 ⊂ E8
Corollary 12.2. In BP ∗(X)/I2∞, we can take y1 such that for r2∆1(y1) = y2 and
r4∆1(y2) = y3, it holds v1y1 + v2y2 + v3y3 = b1 for b1 ∈ BP
∗(BT ).
From Lemma 3.1 and the Sq1 action in Lemma 11.2, it is immediate
Lemma 12.3. Let (G, p) = (E7, 2). In H
∗(G/T )/(4), for all monomials u ∈
P (y)/2, except for ytop = y1y2y3, the elements 2u are written as elements in
H∗(BT ). Namely, in H∗(G/T )/(4), there are bi ∈ S(t) such that
bk =
{
2y1 (resp. 2y2, 2y3) if k = 2 (resp. k = 3, 4)
2y1y2 (resp. 2y1y3, 2y2y3) if k = 5 (resp. k = 6, 7).
From lemma 11.5, it is immediate
Lemma 12.4. In BP ∗(X)/I2∞, we have 2y1 = b2, 2y2 = b3, 2y3 = b4.
Lemma 12.5. We have t(E7)(2) = 2
2.
Proof. We get the result from b2b7 = (2y1)(2y2y3) = 2
2ytop. 
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Corollary 12.6. There are surjective maps
A34 ։ CH
∗(R(Gk))/2։ Z/2{1, b1, ..., b7, b1b5, b1b6, b1b7, b2b7}.
Proof. Note that |y1y2y3| = 34. In Ω
∗(X¯), we see
b1b5 = 2v3ytop, b1b6 = 2v2ytop, b1b7 = 2v1ytop.
These elements are Ω∗-module generators in Im(resk¯k(Ω
∗(X) → Ω(X¯)) because
2y1y2y3 6∈ Im(res
k¯
k) from the fact t(Gk) = 2
2. 
By the arguments similar to Corollary 10.7, we have
Corollary 12.7. Let Tor2 ⊂ CH
∗(R(Gk)(2) be the modules of 2-torsion elements.
Then we have an isomorphism
CH∗(R(Gk))/(2, T or2) ∼= Z/2{1, b2, ..., b7, b2b7}.
Let us write G′ = E8 and G
′′ = G2 so that G
′′ ⊂ G = E7 ⊂ G
′. Take fields
k ⊂ K ⊂ K ′ such that
(∗∗) y21 , y
2
2 , y4 ∈ ResK but y1, y2, y3 6∈ ResK ,
(∗ ∗ ∗) y21 , y2, y3, y4 ∈ ResK′ but y1 6∈ ResK′.
Then the following proposition is almost immediate
Proposition 12.8. Suppose (∗∗) and (∗ ∗ ∗). We have isomorphisms,
CH∗(R(G′k)|K)/2
∼= Z/2[y21, y
2
2 , y4]/(y
8
1, y
4
2 , y
2
4)⊗ CH
∗(R(GK))/2,
the restriction is given by bi 7→ bi for 1 ≤ i ≤ 7 and b8 7→ 0, and
CH∗(R(GK)|K′)/2 ∼= Z/2[y2, y3]/(y
2
2 , y
2
3)⊗ CH
∗(R2)/2,
the restriction is given by bi 7→ bi for i = 1, 2, and bi 7→ 0 for 3 ≤ i ≤ 7.
References
[El-Ka-Me] R.Elman, N.Karpenko and A. Merkurjev. The algebraic and geometric theory of
quadratic forms. vol. 56 of Amer. Math. Soc. Colloquium publications. Amer. Math.
Soc. Providence, RI (2008).
[Ga-Me-Se] S. Garibaldi, A. Merkurjev and J-P Serre. Cohomological invariants in Galois co-
homology. University Lecture Series 28, Amer. Math. Soc. Providence, RI (2003),
viii+168pp.
[Gr] A. Grothendieck. La torsion homologique et les sections rationnelles. Sem. C.Chevalley,
ENS 1958,expose 5, Secreatariat Math., IHP, Paris (1958).
[Ha] M.Hazewinkel, Formal groups and applications, Pure and Applied Math. 78, Academic
Press Inc. (1978), xxii+573pp.
[Ka1] N. Karpenko. Chow groups of some generically twisted flag variety.
http//sites.ualberta.ca/ karpenko /publ/chep-t.pdf (2016).
[Ka2] N. Karpenko. On generic flag varieties of Spin(11) and Spin(12). .
http//sites.ualberta.ca/ karpenko /publ/spin11.pdf (2017).
[Ka-Me] N. Karpenko and Merkurjev. On standard norm varieties. Ann. Sci. Ec. Norm. Super.
(4) 46 (2013), 175-214.
[Ko-Is1] A. Kono and K. Ishitoya. Squaring operations in the 4-connective fiber spaces over
the classifying spaces of the exceptional Lie groups. RIMS Kyoto Univ. 91 (1985),
1299-1310.
[Ko-Is2] A. Kono and K. Ishitoya. Squaring operations in mod 2 cohomology of quotients of
compact Lie groups by maximal tori. Lect. Notes in Math. Springer 1298 (1987), 192-
206.
CHOW RINGS OF FLAG VAIETIES 31
[Ko-Mi] A. Kono and M. Mimura. Cohomology operations and the Hopf algebra structures
of compact exceptional Lie groups E7 and E8. Proc London Math. Soc. 35 (1977),
345-358.
[Le-Mo1] M. Levine and F. Morel. Cobordisme alge´brique I. C. R. Acad. Sci. Paris 332 (2001),
723-728.
[Le-Mo2] M. Levine and F. Morel. Cobordisme alge´brique II. C. R. Acad. Sci. Paris 332 (2001),
815-820.
[Me-Ne-Za] A. Merkurjev, A. Neshitov and K. Zainoulline. Invariants o degree 3 and torsion in
the Chow group of a versal flag. Composito Math. 151 (2015), 11416-1432.
[Me-Su] A. Merkurjev and A. Suslin. Motivic cohomology of the simplicial motive of a Rost
variety. J. Pure and Appl. Algebra 214 (2010), 2017-2026.
[Mi-Ni] M. Mimura and T. Nishimoto. Hopf algebra structure of Morava K-theory of exceptional
Lie groups. Contem. Math. 293 (2002), 195-231.
[Mi-Tod] M. Mimura and H. Toda, Topology of Lie groups, I and II, Translations of Math.
Monographs, Amer. Math. Soc, 91 (1991).
[Na] M. Nakagawa. The integral cohomology ring of E8/T . Proc. Japan 86 (20), 383-394.
[Ni] T. Nishimoto. Higher torsion in Morava K-thoeory of SO(m) and Spin(m). J.Math.Soc.
Japan. 52 (2001), 383-394.
[Pe] V. Petrov. Chow ring of generic maximal orthogonal Grassmannians. Zap. Nauchn,
Sem. S.-Peterburg. Otdel. Mat. Inst. Skelov. (POMI) 443 (2016), 147-150.
[Pe-Se] V. Petrov and N. Semenov. Rost motives, affine varieties, and classifying spaces. arXiv
: 1506.007788v1. (math. AT) Jun 2015.
[Pe-Se-Za] V.Petrov, N.Semenov and K.Zainoulline. J-Invariant of linear algebraic groups. Ann.
Scient. Ec. Norm. Sup. 41, (2008) 1023-1053.
[Ra] D.Ravenel. Complex cobordism and stable homotopy groups of spheres. Pure and Ap-
plied Mathematics, 121. Academic Press (1986).
[Ro1] M.Rost. Some new results on Chowgroups of quadrics. preprint (1990).
[Ro2] M.Rost. On the basic correspondence of a splitting variety. preprint (2006)
[Se] N. Semenov. Motivic construction of cohomological invariant. Comment. Math. Helv.
91 (2016) 163-202.
[Se-Zh] N. Semenov and M Zhykhovich. Integral motives, relative Krull-Schumidt principle,
and Maranda-type theorems. Math. Ann. 363 (2015) 61-75.
[Sm-Vi] A. Smirnov and A. Vishik. Subtle characteristic classes. arXiv : 1401.6661v1 [math.AG]
(2014).
[Tod1] H. Toda, Cohomology mod(3) of the classifying space BF4 of the exceptional group
F4. J. Math. Kyoto Univ. 13 (1973) 97-115..
[Tod2] H.Toda. On the cohomolgy ring of some homogeneous spaces. J. Math. Kyoto Univ.
15 (1975), 185-199.
[Tod-Wa] H.Toda and T.Watanabe. The integral cohomology ring of F4/T and E4/T . J. Math.
Kyoto Univ. 14 (1974), 257-286.
[To1] B. Totaro. The torsion index of E8 and the other groups. Duke Math. J. 299 (2005),
219-248.
[To2] B. Totaro. The torsion index of the spin groups. Duke Math. J. 299 (2005), 249-290.
[To3] B. Totaro, Group cohomology and algebraic cycles, Cambridge tracts in Math. (Cam-
bridge Univ. Press) 204 (2014).
[Vi] A. Vishik. On the Chow groups of quadratic Grassmannians. Doc. Math. 10 (2005),
111-130.
[Vi-Ya] A.Vishik and N.Yagita. Algebraic cobordisms of a Pfister quadric. London Math. Soc.
76 (2007), 586-604.
[Vi-Za] A.Vishik and K.Zainoulline. Motivic splitting lemma. Doc. Math. 13 (2008), 81-96.
[Vo1] V. Voevodsky, The Milnor conjecture, www.math.uiuc.edu/K-theory/0170 (1996).
[Vo2] V. Voevodsky. Motivic cohomology with Z/2 coefficient. Publ. Math. IHES 98 (2003),
59-104.
[Vo3] V.Voevodsky. On motivic cohomology with Z/l-coefficients. Ann. of Math. 174 (2011),
401-438.
[Ya1] N. Yagita. Algebraic cobordism of simply connected Lie groups. Math.Proc. Camb.
Phil. Soc. 139 (2005), 243-260.
32 NOBUAKI YAGITA
[Ya2] N. Yagita. Applications of Atiyah-Hirzebruch spectral sequence for motivic cobordism.
Proc. London Math. Soc. 90 (2005) 783-816.
[Ya3] N. Yagita. Note on Chow rings of nontrivial G-torsors over a field. Kodai Math. J. 34
(2011), 446-463.
[Ya4] N. Yagita. Algebraic BP -theory and norm varieties. Hokkaido Math. J. 41 (2012),
275-316.
faculty of Education, Ibaraki University, Mito, Ibaraki, Japan
E-mail address: nobuaki.yagita.math@vc.ibaraki.ac.jp,
