With the increase of the number of nodes in clusters, the probability of failures and unusual events increases. In this paper, we present checksum mechanisms to detect data corruption. We study the impact of checksums on network communication performance and we propose a mechanism to amortize their cost on InfiniBand. We have implemented our mechanisms in the NEWMADELEINE communication library. Our evaluation shows that our mechanisms to ensure message integrity do not impact noticeably the application performance, which is an improvement over the state of the art MPI implementations.
Introduction
Since the development of large scale supercomputers have led to systems composed of hundreds of thousands of components, the likelihood of hardware or software failure becomes embarrassing. The design of future supercomputers foreshadows an increasing number of components, decreasing the mean time between failure [4] . Multiple causes of failures exists -software bugs, hardware failures, failed switch, electromagnetic perturbation, faulty cable shielding -leading to various types of failures -crashed nodes, lost packets, data corruption. Communication libraries implement a variety of mechanisms to detect and survive these failures.
We focus in this paper on the detection of data corruption in MPI network communication through the use of checksums.
On their way from the sender memory through the receiver memory, messages may be corrupted with some bits flipped. It may occur on the wire, in the NIC, or on the PCIe bus. Most network hardware use checksums internally to ensure message integrity on the wire, but corruption may occur at any other given point [7] . To ensure end-to-end message integrity from sender memory through receiver memory, communication libraries use checksums: the sender computes a checksum of the message to be sent and its headers and sends it with the message headers. The receiver computes the checksum on the received messages; if it doesn't match the one received alongside the data, it means corruption occurred: either the data, the headers, or the checksum itself have been corrupted during the transfer. In this case, the message is considered as lost and the communication library retransmits the packet.
In this paper, we study the impact of checksuming on communication performance and propose mechanisms to amortize their cost on InfiniBand.
The remainder of this paper is organized as follows: Section 2 presents related work. In Section 3, we analyze the cost of checksum on communication performance. Section 4 presents the technique we propose to amortize the cost of checksum computation on InfiniBand. Results are discussed in Section 5 and we draw a conclusion in Section 6.
Related Work
Some works have focused on the effectiveness [13,12] of error detection for various checksums algorithms, or on the performance [8, 9] of checksum computation. To our knowledge, these works have not been integrated into any MPI implementation.
Failure detection in MPI relies usually on heart beat technique [2] or on senderbased logging [16] that consist in detecting remote activity through the network. Such techniques detect node or link failures, not data corruption.
LA-MPI [11] and OPENMPI [15] ensure the integrity of messages by computing checksums. This allows to detect corrupted fragments and to retransmit them, but this technique suffers from a large overhead that significantly impacts the performance of applications. Since LA-MPI has been superseded by OPENMPI, in this paper we compare our approach against OPENMPI only.
We have implemented our proposed checksum mechanisms in NEWMADELEINE [1] since it was more convenient for us to work in our own communication library. However, these mechanisms are intended to be generic and not specific to NEWMADELEINE, thus they could probably be implemented in any other MPI implementation.
Checksum Cost Analysis
In this Section, we study the cost of various checksum algorithms and their impact on communication performance.
Computing checksums has a cost that may lower the available bandwidth. The precise cost depends on the checksum algorithm, the compiler, and the CPU. In this paper, we consider the following algorithms: sum-plain sum of 32 bits words; XOR-XOR all 32 bits words; Adler-32, Fletcher-64 [9], Jenkins One-at-a-time [12] , FNV1a [10], Knuth hashing, MurmurHash2a, Paul Hsieh Superfast-a collection of well-known fast hashing functions that can be used as error-detection (non-cryptographic) checksum; CRC-32 bits CRC computed with SSE 4.2 (non-accelerated CRC is too slow to be considered here). Algorithms sum and XOR are given as performance reference only, but are not suitable [13] to detect reliably errors on more than one bit; CRC is expected to be slow but offers the best error detection; other algorithms are expected to be a good compromise [8] .
