Abstract: In this brief note, inspired by the recent article by Gregory Chaitin "Thoughts on the Riemann Hypothesis" (2003), we explore a probabilistic approach to proving the Riemann Hypothesis which attempts to show that for each ǫ > 0, there exists a constant c such that M (n) < c · n 1 2 (1+ǫ) for every n ∈ N , where M (n) = Σ n k=1 µ(k) and µ(n) is the Möbius Inversion function. The Law of the Iterated Logarithm is the key to this approach.
This paper was inspired by a recent article by Gregory Chaitin "Thoughts on the Riemann Hypothesis" (2003) . The Riemann Hypothesis is a famous conjecture which states that the real parts of all non-trivial zeroes of the Riemann-Zeta function ζ(s) = Σ ∞ k=1 1 k s are equal to one-half. In this paper, we take Chaitin's advice to attack the Riemann Hypothesis with a probabilistic approach. Let µ(n) be the Möbius Inversion function and M(n) = Σ n k=1 µ(k). It is well known that the Riemann Hypothesis is equivalent to the statement that for each ǫ > 0, there exists a constant c such that M(n) < c · n 1 2 (1+ǫ) for every n ∈ N . We will attempt to prove this form of the Riemann Hypothesis. First, we prove the following lemma:
Lemma: The expected value of µ(N) for a random variable N ∈ {1, ..., n} with a uniform distribution approaches zero as n → ∞.
Proof : The following formula is well-known:
Therefore, Σ n k=1 µ(k) n → 0 as n → ∞, by Kronecker's Lemma. So the expected value of µ(N) for a random variable N ∈ {1, ..., n} with a uniform distribution approaches zero as n → ∞.
Theorem: For each ǫ > 0, there exists a constant c such that M(n) < c · n 1 2 (1+ǫ) for every n ∈ N .
Proof : Let N 1 , ..., N m·n be a list of m · n random variables in set {1, ..., m} with a uniform distribution. And let X k = µ(N k ) if µ(N k ) = 0; otherwise, let X k be the random variable that can only equal −1 or 1, both with equal probability. Now suppose that list
Then by the Glivenko-Cantelli Theorem, we have Σ n j=1 X ′ ij n → µ(i) as n → ∞ for each i ∈ {1, ..., m}, with probability one. So since random variables X k for k ∈ {1, ..., m · n} are independent and identically distributed, 0 < V ar(X 1 ) = 1 < ∞ for all m ∈ N , and E[X 1 ] → 0 as m → ∞ (by our lemma), we have by the Law of the Iterated Logarithm that 1 = lim sup m,n→∞
, with probability one. Therefore, for each ǫ > 0, there exists a constant c such that M(n) < c · n 1 2 (1+ǫ) for every n ∈ N , with probability one. Since there is no random variable involved in this statement, we can conclude that for each ǫ > 0, there exists a constant c such that M(n) < c · n 1 2 (1+ǫ) for every n ∈ N . Therefore, if all of our logic is correct, then the Riemann Hypothesis is true.
