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Kapitel 1
Einleitung
1.1 Motivation
Die Stabilita¨tsanalyse eines Systems, besonders die asymptotische Stabilita¨t, ist der Kern-
punkt in der Regelungstechnik und der Regelungstheorie. Man ﬁndet Stabilita¨tsuntersu-
chungen bereits bei Aristoteles und Archimedes [31].
Das Hauptziel der Regelungstechnik ist es, dass der Ausgang des geregelten Systems ohne
Regelabweichung einem gegebenen Fu¨hrungssignal folgt. Mathematisch ausgedru¨ckt, soll
lim
t → ∞ ( w(t) − y(t) ) = 0 (1.1)
gelten, wobei y(t) ∈ R die Ausgangsgro¨ße des geregelten Systems, und w(t) ∈ R das
Fu¨hrungssignal fu¨r das zu regelnde System darstellt. Damit der Grenzwert von (1.1) si-
chergestellt ist, muss als erste und wichtigste Voraussetzung die asymptotische Stabilita¨t
des geschlossenen Regelkreises erfu¨llt sein. Fu¨r den Fall, dass das Fu¨hrungssignal w(t) = 0
ist, kann ein geschlossener Regelkreis als ein autonomes System betrachtet werden. Des-
wegen wird in dieser Arbeit die asymptotische Stabilita¨t autonomer Systeme untersucht.
Der Grund, dass in dieser Arbeit nichtlineare Systeme betrachtet werden, liegt darin,
dass fast alle physikalischen Systeme nichtlinear sind. Mit anderen Worten kann das Ver-
halten eines physikalischen Systems am besten mit einem nichtlinearen Modell beschrieben
werden. Falls das physikalische System in einer kleinen Umgebung des Arbeitspunktes be-
trachtet wird, kann das Systemverhalten mit einem linearen Modell dargestellt werden. Bei
linearen Modellen oder Systemen ist es immer mo¨glich, eine explizite Lo¨sung zu berech-
nen, dies ist fu¨r nichtlineare Modelle nicht immer mo¨glich. Ferner wurden unterschiedliche
Methoden fu¨r lineare Systeme entwickelt, um die Stabilita¨t zu analysieren [13, 34, 35]. Fu¨r
nichtlineare Systeme ist die Anzahl der Methoden, mit denen die Stabilita¨t einer Ruhelage
untersuchen werden kann, viel geringer als fu¨r lineare Systeme. Deshalb ist die Stabilita¨ts-
analyse eines linearen Systems viel einfacher als die eines nichtlinearen Systems. Auf der
anderen Seite sind lineare Modelle meistens mangelhaft und ungenau [57]. Unter den fu¨r
nichtlineare Systeme entwickelten Methoden ist die Bekannteste und am ha¨uﬁgsten An-
gewandte der Satz von Ljapunow, der auch in dieser Arbeit verwendet wird [28, 31, 42, 57].
Im Allgemeinen kann das Verhalten eines zeitinvarianten nichtlinearen Systems im Zu-
standsraum mit den Diﬀerentialgleichungen
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x˙1 = g1(x, u)
x˙2 = g2(x, u)
...
...
... , x ∈ Rn , u ∈ Rm (1.2)
x˙n = gn(x, u)
dargestellt werden. In (1.2) heißt der Vektor
x =
⎛⎜⎜⎜⎝
x1(t)
x2(t)
...
xn(t)
⎞⎟⎟⎟⎠ (1.3)
Zustandsvektor des Systems, der aus den Zustandsgro¨ßen von x1(t) bis xn(t) besteht. Die
Zustandsgro¨ßen repra¨sentieren die zum Zeitpunkt t gespeicherte Informationen. Sie spielen
daher eine große Rolle fu¨r die Stabilita¨t des Systems. Die Elemente des Vektors
u =
⎛⎜⎜⎜⎝
u1(t)
u2(t)
...
um(t)
⎞⎟⎟⎟⎠ (1.4)
sind die auf das System einwirkenden Eingangsgro¨ßen. x˙i in (1.2), i = 1, . . . , n, bezeichnet
die zeitliche Ableitung des i-ten Zustandes. Die Diﬀerentialgleichungen (1.2) ko¨nnen auch
als
x˙ = g(x, u) , x ∈ Rn , u ∈ Rm (1.5)
dargestellt werden, wobei x eine Trajektorie im n-dimensionalen Raum beschreibt. Weil
in dieser Arbeit autonome Systeme betrachtet werden, wird angenommen, dass keine
Einga¨nge auf das System einwirken, d. h. u = 0 ist. Anders ausgedru¨ckt, haben die zu
untersuchenden Systeme
x˙ = g(x) , x ∈ Rn (1.6)
als Zustandsraumdarstellung im n-dimensionalen Raum.
Die zweite Annahme in dieser Arbeit ist, dass polynominale Systeme betrachtet wer-
den. Dank des Approximationssatzes von Weierstraß kann jede stetige Funktion auf einem
Kompaktum beliebig genau mit Polynomen approximiert werden [5]. Damit gilt
g(x) ≈ f(x) , (1.7)
so dass die Zustandsraumbeschreibung
x˙ = f(x) , x ∈ Rn . (1.8)
das Systemverhalten (1.6) sehr gut approximiert, dabei sind die Elemente des Vektors
f(x) =
⎛⎜⎜⎜⎝
f1(x)
f2(x)
...
fn(x)
⎞⎟⎟⎟⎠ , f(x) ∈ Rn (1.9)
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Polynome in x ∈ Rn.
Polynominale Modelle treten in den verschiedenen Bereichen der Wissenschaft auch ohne
Approximation auf. Unter diesen beﬁnden sich zum Beispiel das Lotka-Volterra-Modell,
das in der Biologie, der Soziologie und der O¨kologie verwendet wird [58], das Modell zur
Ausbreitung der Krankheit Malaria [1] und das He´nan-Heiles-Modell, welches die Bewe-
gung eines Sterns im gemittelten Gravitationsfeld einer Galaxie beschreibt. [23].
1.2 Zielsetzung und Konzept
In dieser Arbeit werden polynominale autonome Systeme betrachtet, die wenigstens eine
asymptotisch stabile Ruhelage im Ursprung des Zustandsraumes haben, weiterhin werden
mittels des Satzes von Ehlich und Zeller und der Stabilita¨tstheorie von Ljapunow numeri-
sche Berechnungsmethoden entwickelt, die die asymptotisch stabile Ruhelage im Ursprung
analysieren.
Die entwickelten Algorithmen basieren auf dem Satz von Ehlich und Zeller [11]. Dieser
Satz liefert eine Ungleichung fu¨r die Norm eines Polynoms mit einer Vera¨nderlichen in
einem abgeschlossenen Intervall. Ga¨rtel hat gezeigt [17], dass die von Ehlich und Zeller
bewiesene Ungleichung fu¨r Polynome mit mehreren Variablen gilt, und weitere Unglei-
chungen nachgewiesen, mit deren Hilfe in einem kompakten Bereich die positive Deﬁnit-
heit eines Polynoms festgestellt werden kann. Deswegen werden der Satz von Ehlich und
Zeller und die von Ga¨rtel nachgewiesenen Ungleichungen in Kapitel 2 ausfu¨hrlich erla¨utert.
Die asymptotisch stabile Ruhelage im Ursprung kann nur dann global asymptotisch stabil
sein, falls sie die einzige Ruhelage des Systems ist. Die Untersuchung auf die global asym-
ptotische Stabilita¨t des Ursprungs im Zustandsraum kann fu¨r polynominale autonome
Systeme mit Hilfe der Stabilita¨tstheorie von Ljapunow in die Untersuchung der positiven
Deﬁnitheit eines Polynoms umgesetzt werden.
Systemparameter spielen eine große Rolle fu¨r die asymptotische Stabilita¨t eines Systems.
Ihre Werte ko¨nnen sowohl nicht genau gescha¨tzt werden als auch sich mit der Zeit a¨ndern.
Es ist daher in der Regelungstechnik wichtig zu wissen, wie robust die asymptotische Sta-
bilita¨t einer Ruhelage gegenu¨ber Parameterunsicherheiten ist.
In Kapitel 3 wird die global positive Deﬁnitheit von Polynomen getestet. Nach den Stabi-
lita¨tssa¨tzen von Ljapunow kann mit Hilfe der global positiven Deﬁnitheit eines Polynoms
die global asymptotische Stabilita¨t der Ruhelage im Ursprung festgestellt werden. Es wird
angenommen, dass die betrachteten Polynome linear abha¨ngig von unbekannten Parame-
tern sind. Mit Hilfe eines numerischen Algorithmus werden die Parameterwerte bestimmt,
fu¨r die das betrachtete Polynom global positiv deﬁnit ist. Die gefundenen Parameterwerte
bilden ein konvexes abgeschlossenes Gebiet im r-dimensionalen Raum, wobei r die Anzahl
der unbekannten Parameter bezeichnet. Mittels eines weiteren Algorithmus wird ein Para-
metergebiet als mo¨glichst großen Hyperkubus berechnet, so dass fu¨r die Parameterwerte
im Hyperkubus die global positive Deﬁnitheit des untersuchten Polynoms sichergestellt
wird. Verschiedene Beispiele veranschaulichen die vorgestellten Berechnungsmethoden.
Ljapunow ging bei seiner Stabilita¨tstheorie von der Annahme aus, dass eine explizi-
te Lo¨sung der Diﬀerentialgleichungen des nichtlinearen Systems nicht bekannt ist. Sein
Grundgedanke basiert auf der physikalischen Interpretation der Systemenergie. Eine Ru-
helage eines physikalischen Systems ist stabil oder asymptotisch stabil, wenn die Energie
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des Systems in der Na¨he der Ruhelage sta¨ndig abnimmt. Sofern bewiesen werden kann,
dass die Systemenergie um die Ruhelage stetig abnimmt, ist sogleich der Nachweis gefu¨hrt,
dass das nichtlineare System um die Ruhelage stabil sein muss. Mit diesem Verfahren
mu¨ssen die Diﬀerentialgleichungen des Systems nicht explizit gelo¨st werden [42, 57]. Die
Ljapunowschen Sa¨tze sind eine Verallgemeinerung dieser U¨berlegung.
Um jede asymptotisch stabile Ruhelage existiert immer ein Einzugsbereich. Die Gesamt-
heit aller Punkte des Zustandsraumes, die Anfangsbedingungen der die Zustandsdiﬀeren-
tialgleichungen des Systems erfu¨llenden Trajektorien sind, bilden den Einzugsbereich der
Ruhelage im Ursprung unter der Voraussetzung, dass alle Trajektorien mit der Zeit in den
Ursprung laufen [12, 28].
Fu¨r nichtlineare Systeme ist es im Grundsatz unmo¨glich, den gesamten Einzugsbereich zu
bestimmen, wenn keine explizite Lo¨sung vorhanden ist. Aber durch die Stabilita¨tstheorie
von Ljapunow kann ein gesicherter Einzugsbereich bestimmt werden, der eine Teilmenge
des gesamten Einzugsbereiches ist.
In Kapitel 4 werden die Sa¨tze von Ljapunow und die Begriﬀe Einzugsbereich und gesi-
cherter Einzugsbereich ausfu¨hrlich erla¨utert.
Mit einer geeigneten Ljapunow-Funktion kann immer ein gesicherter Einzugsbereich be-
stimmt werden, wenn die untersuchte Ruhelage asymptotisch stabil ist. Die Frage, wie ein
mo¨glichst großer gesicherter Einzugsbereich mit einer angegebenen geeigneten Ljapunow-
Funktion berechnet wird, wird in Kapitel 5 behandelt. Das in diesem Kapitel vorgestellte
numerische Verfahren ermo¨glicht es, fu¨r eine angegebene geeignete Ljapunow-Funktion den
mo¨glichst großen gesicherten Einzugsbereich zu ﬁnden. Diese Methode fu¨r die Bestimmung
des mo¨glichst großen gesicherten Einzugsbereiches wird durch verschiedene Beispiele ver-
anschaulicht.
Das letzte Kapitel, Kapitel 6, beinhaltet eine Zusammenfassung und einen Ausblick auf
mo¨gliche Weiterentwicklungen.
Kapitel 2
Mathematische Grundlagen
2.1 Satz von Ehlich und Zeller
Die numerischen Algorithmen, die im Kapitel 3 und im Kapitel 5 vorgestellt werden, basie-
ren auf dem Satz von Ehlich und Zeller [11]. Dieser wird in diesem Abschnitt ausfu¨hrlich
erla¨utert. Der Satz gilt sowohl fu¨r trigonometrische, als auch fu¨r algebraische Polynome.
Ein trigonometrisches Polynom m-ter Ordnung ist gegeben durch
p(θ) =
m∑
k=0
k∑
i=0
aki sini θ cosk−i θ =
m∑
k=0
( ak cos kθ + bk sin kθ ) , (2.1)
wobei θ ∈ [0, 2π] den Winkel, sowie aki, ak und bk ∈ R die Koeﬃzienten des Polynoms
darstellen.
p1(θ) geho¨re zu der Menge Pmθ1 von trigonometrischen Polynomen m-ten Grades, und
Pmθ1 beschreibe die Menge aller trigonometrischen Polynome mit einer Variable, die an den
Gitterpunkten
ϑi = α +
π
N
i , i = 1 , . . . , 2 N (2.2)
die Ungleichungen
| p1(ϑi) | ≤ 1 , i = 1 , . . . , 2 N (2.3)
erfu¨llen. Hierbei ist α ∈ [0, 2π] eine Konstante, ϑi ein Gitterpunkt und 2N die Anzahl der
Gitterpunkte. Nach dem Satz von Ehlich und Zeller [11] ist die Ungleichung
‖p1(θ)‖Jθ = max
θ ∈ Jθ
| p1(θ) | ≤ C
(m
N
)
(2.4)
unter der Bedingung N > m immer erfu¨llt. In (2.4) stellen Jθ das Intervall [0, 2π], ‖p1(θ)‖Jθ
die Maximumnorm im Intervall Jθ, und C
(
m
N
)
die Konstante
C
(m
N
)
=
[
cos
( π m
2 N
) ]−1
(2.5)
dar. Die Voraussetzung (2.3) soll im Folgenden abgeschwa¨cht werden. Ein Polynom m-ter
Ordnung (2.1) sei gegeben. Die Gitterpunkte (2.2) bilden die Menge
θ(Nθ, Jθ) = { ϑ1 , ϑ2 , . . . , ϑ2N } , (2.6)
die eine Teilmenge des Intervalls Jθ ist.
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Die Maximumnorm des Polynoms p(θ) in der Menge θ(Nθ, Jθ) ist durch
‖p(θ)‖θ(Nθ ,Jθ) = max
ϑi ∈ θ(Nθ,Jθ)
| p(ϑi) | , i = 1 , . . . , 2 N (2.7)
gegeben. Da die Gitterpunkte bekannt sind, ist die Maximumnorm an den Gitterpunkten
bekannt und konstant. Das bedeutet, dass das Polynom
p1(θ) =
p(θ)
‖p(θ)‖θ(Nθ ,Jθ) (2.8)
zu der Menge Pmθ1 geho¨ren muss. Anders ausgedru¨ckt p1(θ) erfu¨llt an den Gitterpunkten
die Ungleichungen (2.3). Nach dem Satz von Ehlich und Zeller [11] gilt dann fu¨r p1(θ) die
Ungleichung (2.4). Daraus ergibt sich
‖p(θ)‖Jθ ≤ C
(m
N
)
‖p(θ)‖θ(Nθ ,Jθ) , (2.9)
wobei
‖p(θ)‖Jθ = max
θ ∈ Jθ
| p(θ) | (2.10)
die Maximumnorm des Polynoms p(θ) im Intervall Jθ = [0, 2π] darstellt.
Ein algebraisches Polynom m-ter Ordnung kann im Allgemeinen in der Darstellung
p(x) =
m∑
i=0
ai x
i x ∈ R (2.11)
beschrieben werden, wobei ai den i-ten Koeﬃzienten des Polynoms bezeichnet.
p1(x˜) geho¨re zu der Menge Pm1 von algebraischen Polynomen m-ten Grades, und P
m
1
beschreibe die Menge aller algebraischen Polynome mit einer Variable, die an den Gitter-
punkten
x˜i = cos
(
(2i − 1) π
2 N
)
, i = 1 , . . . , N (2.12)
im Intervall Je = [−1, 1] unter der Bedingung N > m die Ungleichungen
| p1(x˜i) | ≤ 1 , i = 1 , . . . , N (2.13)
erfu¨llen. Die Gitterpunkte (2.12) bilden die Menge
x˜(N,Je) = { x˜1 , x˜2 , . . . , x˜N } , (2.14)
die eine Teilmenge des Intervalls Je ist.
Die Elemente der Menge (2.14) heißen Tschebyscheﬀ-Punkte, da sie die Nullstellen des
Tschebyscheﬀ-Polynoms N -ten Grades sind [5]. Ein Tschebyscheﬀ-Polynom m-ten Grades
wird durch
Tm(x) = cos( m(arccos x) ) ∀ x ∈ [ −1 , 1 ] (2.15)
deﬁniert und ist allgemein fu¨r beliebige x durch
Tm(x) =
1
2
[ (
x +
√
x2 − 1
)m
+
(
x −
√
x2 − 1
)m ] ∀ x ∈ R (2.16)
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gegeben. Alle Nullstellen eines Tschebyscheﬀ-Polynoms beﬁnden sich im Intervall Je und
alle Tschebyscheﬀ-Polynome geho¨ren zu der Menge Pm1 , m ∈ N [5]. Denn sie erfu¨llen die
Ungleichung
| Tm(x) | ≤ 1 , x ∈ Je , m ∈ N . (2.17)
Tschebyscheﬀ-Punkte liefern optimal verteilte Stu¨tzpunkte zu der Approximation gewis-
ser Funktionen im Intervall Je. Dies ist der Grund, warum sie als Gitterpunkte verwendet
werden. Sie sind nicht a¨quidistant im Intervall Je, sondern treten vermehrt an den Enden
des Intervalls auf [43].
Unter der Voraussetzung (2.13) gilt die Ungleichung
‖p1(x˜)‖Je = max
x˜ ∈ Je
| p1(x˜) | ≤ C
(m
N
)
. (2.18)
Falls (2.13) nicht erfu¨llt ist, gilt die modiﬁzierte Ungleichung
‖p(x˜)‖Je ≤ C
(m
N
)
‖p(x˜)‖x˜(N,Je) . (2.19)
Betrachtet man nun ein beliebiges algebraisches Polynom m-ten Grades (2.11) auf dem
Intervall
J = [ a , b ] , b > a , a, b ∈ R (2.20)
so ist die Menge der Tschebyscheﬀ-Punkte durch
xi =
a + b
2
+
b − a
2
cos
(
(2i − 1) π
2 N
)
i = 1 , . . . , N (2.21)
gegeben. Mit der Abku¨rzung
x(N,J) = { x1 , x2 , . . . , xN } (2.22)
gilt die Ungleichung
‖p(x)‖J ≤ C
(m
N
)
‖p(x)‖x(N,J) . (2.23)
2.2 Ga¨rtels Ungleichungen
Ga¨rtel hat bewiesen [17], dass die Ungleichung (2.23) auch fu¨r Polynome mit mehreren Va-
riablen gilt. p(x) sei ein algebraisches Polynom mit n Variablen. Das fu¨r die Vera¨nderliche
xi betrachtete Intervall sei
Ji = [ ai , bi ] , bi > ai , i = 1 , . . . , n . (2.24)
Daraus folgt, dass das Polynom p(x) im Gebiet
Jˆ = J1 × J2 × · · · × Jn (2.25)
betrachtet wird. Das Gebiet Jˆ stellt einen Hyperquader im n-dimensionalen Raum dar.
Die Maximumnorm des Polynoms im Hyperquader Jˆ wird durch
‖p(x)‖Jˆ = max
x1 ∈ J1
[
max
x2 ∈ J2
[
· · ·
[
max
xn ∈ Jn
| p(x1, x2, . . . , xn) |
]
· · ·
] ]
= max
x ∈ Jˆ
| p(x) | (2.26)
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deﬁniert. Im Folgenden ist mi der Grad des Polynoms p(x) in Bezug auf die Variable xi,
und Ni ist die Anzahl der Tschebyscheﬀ-Punkte im Intervall Ji. Daru¨ber hinaus werden
die positiven ganzen Zahlen Ni, i = 1 , . . . , n, so gewa¨hlt, dass sie die Voraussetzungen
Ni > mi , i = 1 , . . . , n (2.27)
erfu¨llen. Unter diesen Annahmen werden die Tschebyscheﬀ-Punkte fu¨r die Variable xi im
Intervall Ji durch
xi,j =
ai + bi
2
+
bi − ai
2
cos
(
(2j − 1) π
2 Ni
)
, j = 1 , . . . , Ni (2.28)
berechnet. Dann deﬁniert die Menge
xi(Ni, Ji) = { xi,1 , xi,2 , . . . , xi,Ni } (2.29)
die Menge der Tschebyscheﬀ-Punkte im Intervall Ji und die Menge
x(Nˆ , Jˆ) = x1(N1, J1) × x2(N2, J2) × · · · × xn(Nn, Jn) (2.30)
beschreibt die Menge der Tschebyscheﬀ-Punkte im Gebiet Jˆ , wobei
Nˆ =
n∏
i=1
Ni (2.31)
die gesamte Anzahl der Tschebyscheﬀ-Punkte im Gebiet Jˆ darstellt.
Ga¨rtel hat die Ungleichung
‖p(x)‖Jˆ ≤ K ‖p(x)‖x(Nˆ ,Jˆ) (2.32)
mit der Konstante
K =
n∏
i=1
C
(
mi
Ni
)
(2.33)
bewiesen.
Analog gilt fu¨r ein trigonometrisches Polynom mit n Variablen im Gebiet
Jˆθ = [ 0 , 2π ]n (2.34)
eine entsprechende Ungleichung, die im Folgenden bewiesen wird. Wir bezeichnen mit mi
den Grad des Polynoms p(θ) in Bezug auf die Variable θi und mit 2Nθi die Anzahl der
Gitterpunkte fu¨r θi. Daru¨ber hinaus werden die positiven ganzen Zahlen Nθi so gewa¨hlt,
dass sie die Voraussetzungen
Nθi > mi , i = 1 , . . . , n (2.35)
erfu¨llen. Unter diesen Annahmen werden die Gitterpunkte fu¨r die Variable θi im Intervall
[0, 2π] durch
ϑi,j =
( j − 1 )
Nθi
π, j = 1 , . . . , 2Nθi (2.36)
berechnet. Durch (2.36) wird die Menge
θi(Nθi , Jθi) = { ϑi,1 , ϑi,2 , . . . , ϑi,2Nθi } (2.37)
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im Intervall Jθi deﬁniert und die Menge
θ(Nˆθ, Jˆθ) = θ1(Nθ1 , Jθ1) × θ2(Nθ2 , Jθ2) × · · · × θn(Nθn , Jθn) (2.38)
beschreibt die Menge der Gitterpunkte im Hyperquader Jˆθ. Dabei ist
Nˆθ = 2n
n∏
i=1
Nθi (2.39)
die gesamte Anzahl der Gitterpunkte im Hyperquader Jˆθ.
Analog zu algebraischen Polynomen gilt die Ungleichung
‖p(θ)‖Jˆθ ≤ Kθ ‖p(θ)‖θ(Nˆθ ,Jˆθ) (2.40)
mit der Konstanten
Kθ =
n∏
i=1
C
(
mi
Nθi
)
. (2.41)
Aus den bisherigen Ungleichungen fu¨r die Maximumnorm hat Ga¨rtel die folgenden Unge-
lichungen
pJˆmin ≥
1
2
{
(K + 1) px(Nˆ,Jˆ)min − (K − 1) px(Nˆ,Jˆ)max
}
(2.42)
und
pJˆmax ≤
1
2
{
(K + 1) px(Nˆ,Jˆ)max − (K − 1) px(Nˆ,Jˆ)min
}
, (2.43)
fu¨r Minimum und Maximum hergeleitet [17]. In (2.42) und (2.43) stellt K die Konstante in
(2.33), pJˆmin den minimalen Wert und p
Jˆ
max den maximalen Wert des algebraischen Poly-
noms p(x) im in (2.25) angegebenen Hyperquader Jˆ dar. px(Nˆ,Jˆ)min beschreibt den minimalen
Wert und px(Nˆ,Jˆ)max den maximalen Wert bei den in (2.28) deﬁnierten Tschebyscheﬀ-Punkten.
Analog zu den Ungleichungen (2.42) und (2.43) fu¨r algebraische Polynome gelten die Un-
gleichungen
pJˆθmin ≥
1
2
{
(Kθ + 1) p
θ(Nˆθ,Jˆθ)
min − (Kθ − 1) pθ(Nˆθ,Jˆθ)max
}
(2.44)
und
pJˆθmax ≤
1
2
{
(Kθ + 1) pθ(Nˆθ,Jˆθ)max − (Kθ − 1) pθ(Nˆθ,Jˆθ)min
}
, (2.45)
fu¨r trigonometrische Polynome. Dabei ist Kθ die Konstante in (2.41), p
Jˆθ
min der minima-
le Wert und pJˆθmax der maximale Wert des trigonometrischen Polynoms p(θ) im in (2.34)
angegebenen Hyperquader Jˆθ. p
θ(Nˆθ ,Jˆθ)
min beschreibt den minimalen und p
θ(Nˆθ ,Jˆθ)
max den maxi-
malen Wert in der in (2.38) deﬁnierten Menge der Gitterpunkte.
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2.3 Beispiele
Die in den vorherigen Abschnitten behandelten mathematischen Theorien werden in die-
sem Unterkapitel durch drei Beispiele verdeutlicht.
Beispiel 2.1
In diesem Beispiel wird das trigonometrische Polynom fu¨nften Grades
p(θ) =
π
2
+
4
π
(
cos θ +
cos(3θ)
9
+
cos(5θ)
25
)
(2.46)
im Intervall Jθ = [0, 2π] betrachtet. Es werden 2Nθ = 16 Gitterpunkte verwendet, die
durch die Formel
ϑi =
(2i − 1) π
2 Nθ
, i = 1 , . . . , 2Nθ (2.47)
berechnet werden, wobei Nθ = 8 ist. Die aus den Gitterpunkten (2.47) gebildete Menge
ist
θ(8, Jθ) =
{
π
16
,
3π
16
,
5π
16
,
7π
16
,
9π
16
,
11π
16
,
13π
16
,
15π
16
,
17π
16
19π
16
,
21π
16
,
23π
16
,
25π
16
,
27π
16
,
29π
16
,
31π
16
}
. (2.48)
Fu¨r die Gitterpunkte in (2.48) werden die Werte
‖p(θ)‖θ(Nθ ,Jθ) = 2,966 , pθ(Nθ,Jθ)min = 0,176 und pθ(Nθ,Jθ)max = 2,966 (2.49)
berechnet. Der Wert der Konstante C
(
m
Nθ
)
, die die Ungleichung
‖p(θ)‖Jθ ≤ C
(
m
Nθ
)
‖p(θ)‖θ(Nθ ,Jθ) (2.50)
sicherstellt, ist
C
(
m
Nθ
)
=
[
cos
(
π m
2 Nθ
) ]−1
=
[
cos
(
5π
16
) ]−1
= 1,8 . (2.51)
Mittels der Ungleichungen (2.44) und (2.45) wurden fu¨r das Polynom (2.46) eine untere
und eine obere Schranke gefunden, so dass die Ungleichungen
pJθunten ≤ p(θ) ≤ pJθoben , θ ∈ Jθ (2.52)
erfu¨llt werden, wobei
pJθunten =
1
2
{ (
C
(
m
Nθ
)
+ 1
)
p
θ(Nθ,Jθ)
min −
(
C
(
m
Nθ
)
− 1
)
pθ(Nθ,Jθ)max
}
= −0,94 (2.53)
und
pJθoben =
1
2
{ (
C
(
m
Nθ
)
+ 1
)
pθ(Nθ,Jθ)max −
(
C
(
m
Nθ
)
− 1
)
p
θ(Nθ,Jθ)
min
}
= 4,08 (2.54)
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Abbildung 2.1: Die untere und die obere Schranke fu¨r 16 Gitterpunkte und fu¨r Beispiel
2.1.
sind. In der Abbildung 2.1 sind die obere Schranke pJθoben, die untere Schranke p
Jθ
unten und
das Polynom p(θ) im Intervall Jθ graﬁsch dargestellt.
Beispiel 2.2
Das algebraische Polynom dritten Grades
p(x) = x3 + 2 x2 − 11 x − 12 (2.55)
wird im Intervall J = [−4, 3] betrachtet. Die Tschebyscheﬀ-Punkte im Intervall J werden
durch die Formel
xi =
−4 + 3
2
+
3 − (−4)
2
cos
(
(2i − 1) π
2 N
)
, i = 1 , . . . , N (2.56)
deﬁniert, wobei N die Anzahl der Tschebyscheﬀ-Punkte darstellt. Die aus neun Tschebyscheﬀ-
Punkten bestehende Menge ist
x(9, J) = { 2,95 , 2,53 , 1,75 , 0,7 , −0,5 , −1,7 , −2,75 , −3,53 , −3,95 } . (2.57)
Fu¨r die Tschebyscheﬀ-Punkte in (2.57) werden die Werte
‖p(x)‖x(9,J) = 19,77 , px(9,J)min = −19,77 und px(9,J)max = 12,58 (2.58)
berechnet. Die Konstante C
(
m
N
)
, die die Ungleichung
‖p(x)‖J ≤ C
(m
N
)
‖p(x)‖x(N,J) (2.59)
sicherstellt, ist
C
(m
N
)
=
[
cos
( π m
2 N
) ]−1
=
[
cos
( π
6
) ]−1
=
2√
3
. (2.60)
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Mit Hilfe der Ungleichungen (2.42) und (2.43) werden die untere Schranke
pJunten =
1
2
{ (
C
(m
N
)
+ 1
)
p
x(N,J)
min −
(
C
(m
N
)
− 1
)
px(N,J)max
}
= −22,27 (2.61)
und die obere Schranke
pJoben =
1
2
{ (
C
(m
N
)
+ 1
)
px(N,J)max −
(
C
(m
N
)
− 1
)
p
x(N,J)
min
}
= 15,08 (2.62)
fu¨r das in (2.55) angegebene Polynom p(x) im Intervall J bestimmt, so dass
p(x) ∈ [ pJunten , pJoben ] ∀ x ∈ J = [ −4 , 3 ] (2.63)
gilt.
Die Abbildung 2.2 zeigt die obere Schranke pJoben, die untere Schranke p
J
unten und das
Polynom p(x) im Intervall J .
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Abbildung 2.2: Die untere und die obere Schranke fu¨r 9 Tschebyscheﬀ-Punkte und fu¨r
Beispiel 2.2.
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Beispiel 2.3
In diesem Beispiel wird das algebraische Polynom mit zwei Variablen
p(x) = 1 + x1 + x22 , x ∈ R2 (2.64)
im Rechteck
Jˆ = [ a1 , b1 ] × [ a2 , b2 ] = [ −2 , 1 ] × [ −3 , 2 ] (2.65)
betrachtet. Der Grad des Polynoms in Bezug auf die Variable x1 ist m1 = 1 und der Grad
in Bezug auf die Variable x2 ist m2 = 2.
Aus drei Tschebyscheﬀ-Punkten je Variable, die durch die Formel (2.28) bestimmt werden,
geht die Menge
x(Nˆ , Jˆ) =
{ (
0,8
1,67
)
,
(
0,8
−0,5
)
,
(
0,8
−2,67
)
,
( −0,5
1,67
)
,
( −0,5
−0,5
)
,
( −0,5
−2,67
)
,
( −1,8
1,67
)
,
( −1,8
−0,5
)
,
( −1,8
−2,67
) }
(2.66)
hervor, wobei
Nˆ =
2∏
i=1
Ni = N1 N2 = 9 (2.67)
die gesamte Anzahl der Tschebyscheﬀ-Punkte ist. Die Tschebyscheﬀ-Punkte und das
Rechteck Jˆ sind in der Abbildung 2.3 graﬁsch dargestellt.
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Abbildung 2.3: Die Tschebyscheﬀ-Punkte und das Rechteck Jˆ fu¨r Beispiel 2.3.
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In der Menge (2.66) besitzt das in (2.64) deﬁnierte Polynom die Werte
‖p(x)‖x(Nˆ ,Jˆ) = 8,9 , px(Nˆ,Jˆ)min = −0,55 und px(Nˆ,Jˆ)max = 8,9 . (2.68)
Die Konstante K, die die Ungleichung
‖p(x)‖Jˆ ≤ K ‖p(x)‖x(Nˆ ,Jˆ) (2.69)
sicherstellt, ist
K =
2∏
i=1
C
(
mi
Ni
)
= 2,31 . (2.70)
Der Wertebereich des Polynoms in (2.64) liegt im Intervall [ pJˆunten , pJˆoben ] fu¨r alle x-Werte
in der in (2.65) angegebenen Menge Jˆ , wobei
pJˆunten =
1
2
{
(K + 1) px(Nˆ,Jˆ)min − (K − 1) px(Nˆ,Jˆ)max
}
= −6,74 (2.71)
und
pJˆoben =
1
2
{
(K + 1) px(Nˆ,Jˆ)max − (K − 1) px(Nˆ,Jˆ)min
}
= 15,09 (2.72)
sind. In der Abbildung 2.4 sind die obere Schranke pJˆoben, die untere Schranke p
Jˆ
unten und
das Polynom p(x) im Bereich Jˆ graﬁsch dargestellt.
x
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2p(x , x ) = + x + x11
2
1 2
2
p J
oben
^
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Abbildung 2.4: Die untere und die obere Schranke fu¨r 9 Tschebyscheﬀ-Punkte und fu¨r
Beispiel 2.3.
Kapitel 3
Robuste positive Definitheit von
Polynomen mit unsicheren
Parametern
3.1 Einleitung
Fu¨r die Untersuchung der global asymptotischen Stabilita¨t eines nichtlinearen Systems
nach der Stabilita¨tstheorie von Ljapunow ist es von großer Bedeutung, die robuste positi-
ve Deﬁnitheit von Funktionen zu untersuchen. Da die Systemparameter eine entscheidende
Rolle bei der Stabilita¨t spielen, muss die Frage gestellt werden, wie robust das Systemver-
halten ihnen gegenu¨ber ist. In dieser Doktorarbeit wird angenommen, dass die Systeme,
die untersucht werden, durch algebraische Polynome beschrieben werden. In diesem Fall
wird die Untersuchung der Stabilita¨t nach der Stabilita¨tstheorie von Ljapunow auf die
Untersuchung der positiven Deﬁnitheit eines Polynoms reduziert [2, 4, 16, 20, 38, 48, 50,
55, 61]. Das Ziel dieses Kapitels ist es, die globale positive Deﬁnitheit von Polynomen zu
untersuchen. Im Allgemeinen kann ein beliebiges algebraisches Polynom p(x) in der Form
p(x) =
s∑
i=1
pαi x
αi , x ∈ Rn (3.1)
dargestellt werden, wobei
xαi =
n∏
j=1
x
αij
j (3.2)
das i-te Monom des Polynoms p(x), pαi der Koeﬃzient des i-ten Monoms und s die Anzahl
der Monome im Polynom sind. Der Grad des i-ten Monoms wird als
| αi | =
n∑
j=1
αij (3.3)
deﬁniert, wobei αij entweder eine positive ganze Zahl oder Null ist. Der Grad des Polynoms
p(x) wird durch
deg p(x) = max | αi | , i = 1 , . . . , s (3.4)
bestimmt.
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Eine weitere Annahme ist, dass das Polynom p(x) linear abha¨ngig von unbekannten Pa-
rametern ist. Man kann dann die Gleichung (3.1) umformen und das Polynom p(x) als
p(x) = p0(x) +
r∑
i=1
ki pi(x) , x ∈ Rn (3.5)
darstellen, wobei die unbekannten Parameter durch die Koeﬃzienten ki gegeben sind. Ziel
ist es, den geeigneten Bereich im Parameterraum zu bestimmen, so dass fu¨r die Parame-
terwerte in diesem Bereich das Polynom p(x) global positiv deﬁnit ist. Dieser Bereich wird
deﬁniert als
Ω = { k ∈ Rr | p(x) > 0 ∀ x ∈ Rn } , (3.6)
wobei der Vektor k die unbekannten Parameter im Polynom p(x) darstellt. Hier beschreibt
der Bereich Ω eine konvexe Menge. Denn das Polynom p(x) ist linear abha¨ngig von un-
bekannten Parametern. Je gro¨ßer der Ω-Bereich ist, desto robuster ist das Polynom p(x)
gegen Parameterunsicherheiten.
Die wichtige Frage ist nun, wie man die Menge Ω, sofern sie existiert, bestimmt. Zur
Antwort auf diese Frage wurden verschiedene Algorithmen entwickelt [3, 4, 10, 19, 45,
49, 52, 54]. In diesem Kapitel werden nun zwei neue numerische Berechnungsmethoden
vorgestellt, mit deren Hilfe der ganze Ω-Bereich und ein Teil dieses Ω-Bereiches ermittelt
werden. Mittels des Satzes von Ehlich und Zeller, der im Kapitel 2 beschrieben wurde,
kann man die positive Deﬁnitheit von Polynomen in einem kompakten Gebiet Jˆ untersu-
chen. Um das Ziel zu erreichen, wird die Ungleichung
pJˆmin ≥
1
2
{
(K + 1) px(Nˆ,Jˆ)min − (K − 1) px(Nˆ,Jˆ)max
}
(3.7)
verwendet, die von Ga¨rtel bewiesen wurde [17]. Hier ist K eine konstante Zahl, die gro¨ßer
als eins ist und nach der Formel (2.33) berechnet wird, pJˆmin der minimale Wert des Po-
lynoms p(x) im Gebiet Jˆ , px(Nˆ,Jˆ)min der minimale Wert und p
x(Nˆ,Jˆ)
max der maximale Wert des
Polynoms p(x) an den Tschebyscheﬀ-Punkten in Jˆ . Im folgenden Unterkapitel wird die
numerische Berechnungsmethode fu¨r die Bestimmung des ganzen Ω-Bereiches vorgestellt.
3.2 Numerische Berechnungsmethode
Die Ungleichung (3.7) ist anwendbar, wenn die positive Deﬁnitheit eines Polynoms in
einem abgeschlossenen und beschra¨nkten Gebiet Jˆ untersucht werden soll. Ist in einem
bestimmten Gebiet Jˆ die Ungleichung
(K + 1) px(Nˆ,Jˆ)min − (K − 1) px(Nˆ,Jˆ)max > 0 (3.8)
erfu¨llt, bedeutet das, dass der minimale Wert des Polynoms p(x) in Jˆ gro¨ßer als Null ist,
bzw. das Polynom p(x) im abgeschlossenen und beschra¨nkten Gebiet Jˆ positiv ist. Da
allerdings die global positive Deﬁnitheit untersucht werden soll und Rn nicht kompakt
ist, ist die Ungleichung (3.8) in dieser Form hier nicht anwendbar. Um dieses Problem zu
lo¨sen, wird das sogenannte homogenisierte Polynom p˜(x) nach
p˜(x0, . . . , xn) = x0deg p(x) p
(
x1
x0
, . . . ,
xn
x0
)
(3.9)
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dem Polynom p(x) zugeordnet. Dann gilt die A¨quivalenz
p˜(x) > 0 ∀ x ∈ (Rn+1)+
0
⇐⇒ p(x) > 0 ∀ x ∈ Rn , (3.10)
wobei
(
R
n+1
)+
0
die Menge(
R
n+1
)+
0
= { x ∈ Rn+1 | x0 > 0 } (3.11)
bezeichnet. Anstatt die global positive Deﬁnitheit des Originalpolynoms p(x) zu testen,
kann nun die positive Deﬁnitheit des homogenisierten Polynoms p˜(x) in der Menge
(
R
n+1
)+
0
u¨berpru¨ft werden. Ist das Polynom p˜(x) in
(
R
n+1
)+
0
positiv, muss das Polynom p(x) global
positiv deﬁnit sein. Da auch
(
R
n+1
)+
0
nicht kompakt ist, ist die Ungleichung (3.8) immer
noch nicht anwendbar. Aufgrund der Homogenita¨t des Polynoms p˜(x) hat jedes Monom
den Grad, der gleich dem Grad des Polynoms p(x) ist. Es gilt
| α˜i | = deg p(x) , i = 1 , . . . , s , (3.12)
wobei | α˜i | den Grad des i-ten Monoms im homogenisierten Polynom darstellt. Dann ist
die Gleichung
p˜(λ x) = λdeg p(x) p˜(x) ∀ x ∈ Rn+1 (3.13)
fu¨r jede beliebige Zahl λ gu¨ltig. Wenn λ eine positive Zahl ist, gilt die A¨quivalenz
p˜(x) > 0 ∀ x ∈ (Rn+1)+
0
⇐⇒ λdeg p(x) p˜(x) > 0 ∀ x ∈ (Rn+1)+
0
. (3.14)
Wird λ als
λ =
(
max
i = 0 , ... , n
| xi |
)−1
(3.15)
gewa¨hlt, liegt (λx) auf dem Rand eines Hyperkubus, dessen Deﬁnition durch
H = { x ∈ Rn+1 | −1 ≤ xi ≤ 1 , i = 0 , . . . , n } (3.16)
gegeben ist.
In Abbildung 3.1 ist der Hyperkubus H im zweidimensionalen Raum dargestellt, der dem
Einheitsquadrat entspricht. Da der Rand von H nun aus kompakten Teilmengen besteht,
kann die Ungleichung (3.8) angewendet werden. Wenn das Polynom p˜(x) am Rand des Hy-
perkubus H positiv ist, ist es nach der A¨quivalenz (3.14) im (n+1)-dimensionalen Raum
global positiv. Falls die Werte des homogenisierten Polynoms p˜(x) an den Ra¨ndern des
Hyperkubus, bei denen die Variable x0 positiv ist, gro¨ßer als Null sind, ist es in der Menge(
R
n+1
)+
0
positiv deﬁnit. Daraus folgt auch, dass das Polynom p(x) der A¨quivalenz (3.10)
zufolge im n-dimensionalen Raum global positiv deﬁnit ist. Durch die Transformation wird
die Untersuchung der global positiven Deﬁnitheit eines Polynoms mit n Variablen darauf
reduziert, die positive Deﬁnitheit eines Polynoms mit (n + 1) Variablen an den bestimm-
ten Ra¨ndern des Hyperkubus H zu testen. Unter der Voraussetzung x0 > 0 bestehen die
Ra¨nder aus bestimmten Anzahlen von Hyperquadern. Die Mengen
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Abbildung 3.1: Hyperkubus H im zweidimensionalen Raum.
H0 = { x ∈ Rn+1 | x0 = 1 , −1 ≤ xi ≤ 1 , i = 1 , . . . , n } ,
H∓j = { x ∈ Rn+1 | xj = ∓1 , 0 < x0 ≤ 1 , −1 ≤ xi ≤ 1 , i = j ,
i = 1 , . . . , n } , j = 1 , . . . , n (3.17)
beschreiben die Hyperquader im (n+ 1)-dimensionalen Raum, die die Ra¨nder des Hyper-
kubus H sind und verwendet werden, um die global positive Deﬁnitheit des Originalpoly-
noms p(x) zu untersuchen. Die Abbildung 3.2 zeigt die Hyperquader im zweidimensionalen
Raum, die in diesem Fall drei Seiten eines Rechtecks darstellen.
Jeder Rand in (3.17) beschreibt ein kompaktes abgeschlossenes Gebiet Jˆ , d. h. im Folgen-
den wird
Jˆ ∈ { H0 , H+1 , H−1 , . . . , H+n , H−n } (3.18)
gelten.
Die gesamte Anzahl der kompakten abgeschlossenen Gebiete, in denen die positive Deﬁni-
theit des homogenisierten Polynoms p˜(x) getestet werden muss, ist (2n + 1). Die Unglei-
chung (3.8) ist anwendbar, sofern das Originalpolynom p(x) keinen unsicheren Parameter
entha¨lt. In diesem Fall deﬁniert man nach der Homogenisierung die Tschebyscheﬀ-Punkte
in jedem Gebiet in der Menge (3.18) und berechnet den maximalen und minimalen Wert
des homogenisierten Polynoms p˜(x) fu¨r jedes Gebiet. Wenn die Ungleichung (3.8) in allen
Gebieten gilt, ist dadurch die global positive Deﬁnitheit des Polynoms p(x) bewiesen. In
der Annahme ist aber das Originalpolynom p(x) linear abha¨ngig von unsicheren Parame-
tern und wird nach (3.5) dargestellt. Die Ungleichung (3.8) allein reicht nicht aus, um den
Parameterbereich Ω zu berechnen. Denn es ist unmo¨glich, den maximalen und den mini-
malen Wert eines Polynoms mit unsicheren Parametern zu bestimmen. Deshalb mu¨ssen
zusa¨tzliche Ungleichungen gefunden werden, mit deren Hilfe der Ω-Bereich im Parameter-
raum bestimmt werden kann. Unter der Bedingung, dass die Ungleichung (3.8) in einem
3.3 Untersuchung von Polynomen mit einem unsicheren Parameter 19
x
x
H
H
H
1
1
1
0
1
1
0
+
_
1_
Abbildung 3.2: Hyperquader im zweidimensionalen Raum.
kompakten abgeschlossenen Gebiet Jˆ gilt, mu¨ssen die Ungleichungen
(K + 1) p˜(xi) − (K − 1) p˜(xj) > 0 , i, j = 1 , . . . , Nˆ (3.19)
mit
p˜
x(Nˆ,Jˆ)
min ≤ p˜(xi) ≤ p˜x(Nˆ,Jˆ)max , i = 1 , . . . , j , . . . , Nˆ (3.20)
in demselben Gebiet gelten, wobei xi, xj ∈ x(Nˆ , Jˆ) zwei Tschebyscheﬀ-Punkte in Jˆ
sind. Es existieren Nˆ2 Ungleichungen der Form (3.19). Da die Anzahl der Gebiete, die in
der Menge (3.18) liegen und u¨berpru¨ft werden mu¨ssen, (2n + 1) ist, mu¨ssen also (2n +
1)Nˆ2 Ungleichungen der Form (3.19) u¨berpru¨ft werden, um die konvexe Menge Ω im
Parameterraum zu ermitteln, fu¨r deren Elemente das Originalpolynom p(x) global positiv
deﬁnit ist.
3.3 Untersuchung von Polynomen mit einem unsicheren Pa-
rameter
Ein beliebiges Polynom p(x) mit n-Variablen, das einen unbekannten Parameter beinhaltet
und von ihm linear abha¨ngig ist, kann in der Form
p(x) = p0(x) + k1 p1(x) x ∈ Rn (3.21)
dargestellt werden. Im Folgenden wird die im vorangegangenen Unterkapitel dargestellte
algemeine Berechnungsmethode auf dieses Beispiel angewendet. Dazu werden die bisher
allgemein durgefu¨hrten U¨berlegungen fu¨r den Fall eines Parameters erla¨utert.
Der Bereich Ω, in dem das Polynom p(x) global positiv ist, wird als
Ω = { k1 ∈ R | p(x) > 0 ∀ x ∈ Rn } (3.22)
deﬁniert. Das homogenisierte Polynom wird u¨ber die Gleichung
p˜(x0, . . . , xn) = x0degp(x) p0
(
x1
x0
, . . . ,
xn
x0
)
+ k1 x0degp(x) p1
(
x1
x0
, . . . ,
xn
x0
)
= p˜0( x0 , . . . , xn ) + k1 p˜1( x0 , . . . , xn ) (3.23)
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berechnet. Wenn λ nach (3.15) gewa¨hlt wird, nimmt die Variable x0 unter der Vorausset-
zung x0 > 0 die Werte in der Menge
J0 = { x0 ∈ R | 0 < x0 ≤ 1 } (3.24)
an und die Variable xi, i = 1, . . . , n, die Werte in der Menge
Ji = { xi ∈ R | −1 ≤ xi ≤ 1 } . (3.25)
Die Hyperquader, die durch die Mengen in (3.17) deﬁniert sind, ko¨nnen auch durch die
folgenden kartesischen Produkte
H0 = {1} × J1 × J2 × . . . × Jn ,
H∓i = J0 × . . . × Ji−1 × {∓1} × Ji+1 × . . . × Jn ,
i = 1 , . . . , n (3.26)
repra¨sentiert werden.
Wird fu¨r jede Variable xi, i = 0, . . . , n, die gleiche Anzahl von Tschebyscheﬀ-Punkten
N verwendet, so ist die gesamte Anzahl der Tschebyscheﬀ-Punkte in Jˆ durch
Nˆ = Nn (3.27)
gegeben.
Da k1 der einzige unbekannte Parameter in p(x) ist, wird der Bereich Ω ein Intervall auf
der reellen Achse sein, sofern Ω existiert. Zur Ermittlung von Ω ko¨nnen die Ungleichungen
(3.19) genutzt werden. Durch die folgenden Umformungen
0 < (K + 1) p˜(xi) − (K − 1) p˜(xj)
0 < (K + 1) [ p˜0(xi) + k1 p˜1(xi) ] − (K − 1) [ p˜0(xj) + k1 p˜1(xj) ]
0 < [ (K + 1) p˜0(xi) − (K − 1) p˜0(xj) ]︸ ︷︷ ︸
ai,j0
+ k1 [ (K + 1) p˜1(xi) − (K − 1) p˜1(xj) ]︸ ︷︷ ︸
ai,j1
0 < ai,j0 + a
i,j
1 k1 , i, j = 1 , . . . , Nˆ (3.28)
werden Nˆ2 lineare Ungleichungen in einem Hyperquader Jˆ fu¨r k1 abgeleitet.
Da (2n + 1) Hyperquader untersucht werden mu¨ssen, existieren insgesamt (2n + 1)Nˆ2
Ungleichungen der Form (3.28). Je nach Vorzeichen von ai,j1 ist die Lo¨sungsmenge einer
Ungleichung entweder durch
Ωi,j
Jˆ
=
{
k1 ∈ R | k1 > − a
i,j
0
ai,j1
}
(3.29)
oder durch
Ωi,j
Jˆ
=
{
k1 ∈ R | k1 < − a
i,j
0
ai,j1
}
(3.30)
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gegeben.
Die Ungleichungen (3.28) sind hinreichende Bedingungen fu¨r die global positive Deﬁnitheit
des Polynoms p(x). Daher ist die Lo¨sungsmenge der durch (3.28) deﬁnierten Ungleichun-
gen eine innere Approximation der gesuchten Menge Ω. Diese innere Approximation wird
durch die Schnittmenge
Ωin =
⋂
Jˆ
⋂
i,j
Ωi,j
Jˆ
(3.31)
gegeben, die in Ω enthalten ist.
Der A¨quivalenz (3.10) zufolge muss das homogenisierte Polynom p˜(x) in
(
R
n+1
)+
0
po-
sitiv sein, damit das Originalpolynom p(x) global positiv deﬁnit ist. Alle Hyperquader in
(3.17) sind Teilmengen von
(
R
n+1
)+
0
. Alle Tschebyscheﬀ-Punkte, die in den Hyperquadern
(3.17) liegen, geho¨ren daher auch zur Menge
(
R
n+1
)+
0
. Das heißt, die Ungleichungen
0 < p˜(xi) = p˜0(xi) + p˜1(xi) k1 , i = 1 , . . . , Nˆ (3.32)
mu¨ssen in einem Hyperquader Jˆ ⊂ (Rn+1)+
0
gelten, wobei xi einen Tschebyscheﬀ-Punkt
in Jˆ bezeichnet. Da (2n+1) Hyperquader untersucht werden mu¨ssen, existieren insgesamt
(2n+1)Nˆ Ungleichungen der Form (3.32), welche notwendige Bedingungen fu¨r die global
positive Deﬁnitheit des Polynoms p(x) darstellen.
Die Ungleichungen (3.32) ko¨nnen aus den Ungleichungen (3.19) fu¨r xi = xj hergeleitet
werden, indem die folgenden Umformungen
0 < (K + 1) p˜(xi) − (K − 1) p˜(xi)
0 < 2 p˜(xi) =⇒
0 < p˜(xi)
0 < p˜0(xi) + p˜1(xi) k1 , i = 1 , . . . , Nˆ (3.33)
durchgefu¨hrt werden.
Je nach Vorzeichen von p˜1(xi) ist die Lo¨sungsmenge einer Ungleichung entweder durch
Ωi
Jˆ
=
{
k1 ∈ R | k1 > − p˜0(xi)
p˜1(xi)
}
(3.34)
oder durch
Ωi
Jˆ
=
{
k1 ∈ R | k1 < − p˜0(xi)
p˜1(xi)
}
. (3.35)
gegeben.
Die Ungleichungen (3.32) sind notwendige Bedingungen fu¨r die global positive Deﬁnit-
heit des Polynoms p(x). Da (2n + 1) Hyperquader untersucht werden mu¨ssen, existieren
insgesamt (2n + 1)Nˆ Ungleichungen der Form (3.32). Daher ist die Lo¨sungsmenge der
durch (3.32) deﬁnierten Ungleichungen eine a¨ußere Approximation der gesuchten Menge
Ω. Diese a¨ußere Approximation wird durch die Schnittmenge
Ωout =
⋂
Jˆ
⋂
i
Ωi
Jˆ
(3.36)
gebildet, welche eine Obermenge von Ω ist.
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Aufgrund der U¨berlegung vor der Gleichung (3.31) und der Gleichung (3.36) ist die fol-
gende Beziehung
Ωin ⊆ Ω ⊆ Ωout (3.37)
gu¨ltig.
In den folgenden Beispielen werden die Resultate illustriert.
Beispiel 3.1
Das Polynom, das auf seine global positive Deﬁnitheit getestet wird, sei durch die Glei-
chung
p(x) = x21 + k1 x1 + 1 (3.38)
gegeben [49]. Wie aus Gleichung (3.38) ersichtlich, hat das Polynom p(x) eine Variable und
einen unbekannten Parameter, und der Grad des Polynoms ist m = 2. Das homogenisierte
Polynom p˜(x) wird durch die Formel (3.9) bestimmt. Es ergibt sich nun
p˜( x0 , x1 ) = x20
[ (
x1
x0
)2
+ k1
x1
x0
+ 1
]
p˜(x) = x20 + k1 x0 x1 + x
2
1 (3.39)
=
(
x20 + x
2
1
)︸ ︷︷ ︸
p˜0(x)
+ x0 x1︸ ︷︷ ︸
p˜1(x)
k1 .
Wenn der λ-Wert gema¨ß in (3.15) gewa¨hlt wird, nimmt die Variable x0, unter der Voraus-
setzung x0 > 0, Werte im Intervall
J0 = { x0 ∈ R | 0 < x0 ≤ 1 } (3.40)
und die Variable x1 Werte im Intervall
J1 = { x1 ∈ R | −1 ≤ x1 ≤ 1 } (3.41)
an.
Die Hyperquader sind durch
H0 = { x ∈ R2 | x0 = 1 , −1 ≤ x1 ≤ 1 } ,
H+1 = { x ∈ R2 | x1 = 1 , 0 < x0 ≤ 1 } , (3.42)
H−1 = { x ∈ R2 | x1 = −1 , 0 < x0 ≤ 1 }
gegeben und in Abbildung 3.2 dargestellt.
Jede Seite beschreibt ein kompaktes abgeschlossenes Intervall Jˆ
Jˆ ∈ { H0 , H+1 , H−1 } , (3.43)
in dem die positive Deﬁnitheit des Polynoms (3.39) untersucht werden muss.
Wenn fu¨r jede Variable N = 4 > m Tschebyscheﬀ-Punkte benutzt werden, gibt es Nˆ = 4
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Tschebyscheﬀ-Punkte in jedem Intervall Jˆ , die zur Menge x(Nˆ , Jˆ) ⊂ Jˆ geho¨ren. Man
bestimmt die Tschebyscheﬀ-Punkte gema¨ß Gleichung (2.21) und den K-Wert gema¨ß Glei-
chung (2.33). Fu¨r Jˆ = H0 ist die Menge der Tschebyscheﬀ-Punkte
x(Nˆ , Jˆ) =
{ (
1
0,9239
)
,
(
1
0,3827
)
,
(
1
−0,3827
)
,
(
1
−0,9239
) }
, (3.44)
fu¨r Jˆ = H+1
x(Nˆ , Jˆ) =
{ (
0,9619
1
)
,
(
0,6913
1
)
,
(
0,3087
1
)
,
(
0,0381
1
) }
, (3.45)
und fu¨r Jˆ = H−1
x(Nˆ , Jˆ) =
{ (
0,9619
−1
)
,
(
0,6913
−1
)
,
(
0,3087
−1
)
,
(
0,0381
−1
) }
. (3.46)
Mittels (2n + 1)Nˆ = 12 Ungleichungen der Form (3.32) kann eine a¨ußere Approximation
Ωout zur Menge Ω erstellt werden und mittels (2n + 1)Nˆ2 = 48 Ungleichungen der Form
(3.28) eine innere Approximation Ωin.
Daraus resultiert bei 12 + 48 = 60 gelo¨sten Ungleichungen der Parameterbereich
[ −1,4186 , 1,4186 ]︸ ︷︷ ︸
Ωin
⊆ Ω ⊆ [ −2,0015 , 2,0015 ]︸ ︷︷ ︸
Ωout
. (3.47)
Es ist mit Hilfe dieser numerischen Methode gesichert, dass das Polynom p(x) (3.38) fu¨r
die Werte des Parameters k1 im Intervall Ωin global positiv deﬁnit ist.
Mit N = 8 Tschebyscheﬀ-Punkten pro Variable ergeben sich Nˆ = 8 Tschebyscheﬀ-Punkte
in einem Intervall Jˆ . Daraus folgen (2n + 1)Nˆ = 24 Ungleichungen zur a¨ußeren Appro-
ximation und (2n + 1)Nˆ2 = 192 Ungleichungen zur inneren Approximation. In diesem
Fall liegt der gesuchte Parameterbereich Ω zwischen den numerisch berechneten folgenden
Intervallen
[ −1,8481 , 1,8481 ]︸ ︷︷ ︸
Ωin
⊆ Ω ⊆ [ −2,0001 , 2,0001 ]︸ ︷︷ ︸
Ωout
. (3.48)
Die Abbildung 3.3 zeigt die a¨ußere Approximation Ωout und die innere Approximation
Ωin zum Bereich Ω nach der Anzahl der Tschebyscheﬀ-Punkte pro Variable. Es ist aus
der Abbildung ersichtlich, dass mit zunehmender Anzahl der Tschebyscheﬀ-Punkte die
Approximation deutlich besser wird. Mit Hilfe dieser numerischen Berechnungsmethode
kann festgestellt werden, dass fu¨r die k1-Werte im Intervall (−2, 2) das Polynom in (3.38)
global positiv deﬁnit ist.
Beispiel 3.2
Das Polynom, das auf seine global positive Deﬁnitheit untersucht wird, sei durch die
Gleichung
p(x) = x21 + k1 x1 x2 + 4 x
2
2 (3.49)
gegeben. Wie aus Gleichung (3.49) ersichtlich, hat das Polynom p(x) zwei Variablen und
einen unbekannten Parameter, und der Grad des Polynoms ist m = 2. Da das Polynom
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Abbildung 3.3: Die innere und die a¨ußere Approximation zum Parameterbereich Ω fu¨r
Beispiel 3.1.
p(x) selbst ein homogenes Polynom ist, entfa¨llt das Homogenisieren, so dass sich
p˜(x) = p(x) = x21 + 4 x
2
2︸ ︷︷ ︸
p0(x)
+ x1 x2︸ ︷︷ ︸
p1(x)
k1 (3.50)
ergibt.
Wenn der λ-Wert gema¨ß in (3.15) gewa¨hlt wird, nimmt die Variable x1 Werte im Intervall
J1 = { x1 ∈ R | −1 ≤ x1 ≤ 1 } , (3.51)
und die Variable x2 Werte im Intervall
J2 = { x2 ∈ R | −1 ≤ x2 ≤ 1 } (3.52)
an.
Mit Hilfe der λ-Werte reduziert sich der ganze R2-Raum auf die vier Seiten des Ein-
heitsquadrats, die mit den Mengen
H+1 = { x ∈ R2 | x1 = 1 , −1 ≤ x2 ≤ 1 } ,
H−1 = { x ∈ R2 | x1 = −1 , −1 ≤ x2 ≤ 1 } ,
H+2 = { x ∈ R2 | x2 = 1 , −1 ≤ x1 ≤ 1 } ,
H−2 = { x ∈ R2 | x2 = −1 , −1 ≤ x1 ≤ 1 } (3.53)
beschrieben werden. Diese vier Seiten (3.53) sind in der Abbildung (3.4) dargestellt. Jede
Seite in (3.53) beschreibt ein kompaktes abgeschlossenes Intervall
Jˆ ∈ { H+1 , H−1 , H+2 , H−2 } , (3.54)
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Abbildung 3.4: Hyperquader im zweidimensionalen Raum fu¨r ein homogenes Polynom wie
im Beispiel 3.2.
in dem die global positive Deﬁnitheit des Polynoms (3.49) untersucht werden muss.
Wenn fu¨r jede Variable N = 4 Tschebyscheﬀ-Punkte benutzt werden, gibt es Nˆ = 4
Tschebyscheﬀ-Punkte in jedem Intervall Jˆ , die zur Menge x(Nˆ , Jˆ) ⊂ Jˆ geho¨ren. Man
bestimmt die Tschebyscheﬀ-Punkte mit der Gleichung (2.21) und den K-Wert gema¨ß der
Gleichung (2.33). Fu¨r Jˆ = H+1 ist die Menge der Tschebyscheﬀ-Punkte
x(Nˆ , Jˆ) =
{ (
1
0,9239
)
,
(
1
0,3827
)
,
(
1
−0,3827
)
,
(
1
−0,9239
) }
, (3.55)
fu¨r Jˆ = H−1
x(Nˆ , Jˆ) =
{ ( −1
0,9239
)
,
( −1
0,3827
)
,
( −1
−0,3827
)
,
( −1
−0,9239
) }
, (3.56)
fu¨r Jˆ = H+2
x(Nˆ , Jˆ) =
{ (
0,9239
1
)
,
(
0,3837
1
)
,
( −0,3827
1
)
,
( −0,9239
1
) }
, (3.57)
und fu¨r Jˆ = H−2
x(Nˆ , Jˆ) =
{ (
0,9239
−1
)
,
(
0,3837
−1
)
,
( −0,3827
−1
)
,
( −0,9239
−1
) }
. (3.58)
Mittels 2nNˆ = 16 Ungleichungen der Form (3.32) kann eine a¨ußere Approximation Ωout
zum Intervall Ω erstellt werden und mittels 2nNˆ2 = 64 Ungleichungen der Form (3.28)
eine innere Approximation Ωin.
Daraus resultiert bei 16 + 64 = 80 gelo¨sten Ungleichungen das folgende Ergebnis fu¨r
das gesuchte Intervall Ω
[ −1,3915 , 1,3915 ]︸ ︷︷ ︸
Ωin
⊆ Ω ⊆ [ −4,1439 , 4,1439 ]︸ ︷︷ ︸
Ωout
. (3.59)
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Mit N = 16 Tschebyscheﬀ-Punkten pro Variable hat man Nˆ = 16 Tschebyscheﬀ-Punkte
in jedem Intervall Jˆ . Es gibt 2nNˆ = 64 Ungleichungen zur a¨ußeren Approximation und
2nNˆ2 = 1024 Ungleichungen zur inneren Approximation. In diesem Fall liegt der gesuchte
Parameterbereich Ω zwischen den Intervallen
[ −3,8259 , 3,8259 ]︸ ︷︷ ︸
Ωin
⊆ Ω ⊆ [ −4,0069 , 4,0069 ]︸ ︷︷ ︸
Ωout
. (3.60)
Da das Intervall Ωin aus den hinreichenden Bedingungen resultiert, gilt die Implikation
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Abbildung 3.5: Die innere und die a¨ußere Approximation zum Parameterbereich Ω fu¨r
Beispiel 3.2.
k1 ∈ Ωin =⇒ p(x) > 0 , ∀ x ∈ R2 . (3.61)
Die Abbildung 3.5 zeigt die a¨ußere Approximation Ωout und die innere Approximation
Ωin zum Intervall Ω nach der Anzahl der Tschebyscheﬀ-Punkte pro Variable. Es ist aus
der Abbildung ersichtlich, dass mit zunehmender Anzahl der Tschebyscheﬀ-Punkte die
Approximation deutlich besser wird. Mit Hilfe dieser numerischen Berechnungsmethode
kann festgestellt werden, dass fu¨r die k1-Werte im Intervall (−4, 4) das Polynom in (3.49)
global positiv deﬁnit ist.
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3.4 Untersuchung von Polynomen mit zwei unsicheren Pa-
rametern
Wenn ein beliebiges Polynom p(x) mit n-Variablen, das linear abha¨ngig von Systempara-
metern ist, zwei unbekannte Parameter besitzt, kann es in der Form
p(x) = p0(x) + k1 p1(x) + k2 p2(x) x ∈ Rn (3.62)
dargestellt werden.
Der Parameterbereich Ω, in dem das Polynom p(x) global positiv deﬁnit ist, wird als
Ω = { k ∈ R2 | p(x) > 0 ∀ x ∈ Rn } (3.63)
deﬁniert. Das homogenisierte Polynom wird u¨ber die Gleichung
p˜(x) = x0degp(x) p0
(
x1
x0
, . . . ,
xn
x0
)
︸ ︷︷ ︸
p˜0(x)
+ k1 x0degp(x) p1
(
x1
x0
, . . . ,
xn
x0
)
︸ ︷︷ ︸
p˜1(x)
+
k2 x0
degp(x) p2
(
x1
x0
, . . . ,
xn
x0
)
︸ ︷︷ ︸
p˜2(x)
(3.64)
berechnet. Wenn λ nach der Gleichung (3.15) gewa¨hlt wird, nimmt die Variable x0 unter
der Voraussetzung x0 > 0 die Werte in der Menge
J0 = { x0 ∈ R | 0 < x0 ≤ 1 } (3.65)
an und die Variable xi, i = 1, . . . , n, die Werte in der Menge
Ji = { xi ∈ R | −1 ≤ xi ≤ 1 } . (3.66)
Da zwei unbekannte Parameter existieren, beschreibt die konvexe Menge Ω, sofern sie
nicht leer ist, ein Gebiet in der zweidimensionalen Ebene. Zur Ermittlung von Ω werden
die Ungleichungen (3.19) genutzt. Deren Umformung fu¨hrt zu der folgenden Kette von
Ungleichungen
0 < (K + 1) p˜(xi) − (K − 1) p˜(xj) xi , xj ∈ x(Nˆ , Jˆ)
0 < (K + 1) [ p˜0(xi) + k1 p˜1(xi) + k2 p˜2(xi) ] −
(K − 1) [ p˜0(xj) + k1 p˜1(xj) + k2 p˜2(xj) ]
0 < [ (K + 1) p˜0(xi) − (K − 1) p˜0(xj) ]︸ ︷︷ ︸
ai,j0
+ k1 [ (K + 1) p˜1(xi) − (K − 1) p˜1(xj) ]︸ ︷︷ ︸
ai,j1
+ k2 [ (K + 1) p˜2(xi) − (K − 1) p˜2(xj) ]︸ ︷︷ ︸
ai,j2
0 < ai,j0 + a
i,j
1 k1 + a
i,j
2 k2 i, j = 1 , . . . , Nˆ . (3.67)
Dabei sind die Koeﬃzienten ai,j0 , a
i,j
1 und a
i,j
2 konstant und bekannt.
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Da (2n + 1) Hyperquader untersucht werden mu¨ssen, existieren insgesamt (2n + 1)Nˆ2
Ungleichungen der Form (3.67). Die Lo¨sungsmenge einer Ungleichung in (3.67) ist ent-
weder
Ωi,j
Jˆ
=
{
k ∈ R2 | k2 > −a
i,j
1
ai,j2
k1 +
−ai,j0
ai,j2
}
(3.68)
oder
Ωi,j
Jˆ
=
{
k ∈ R2 | k2 < −a
i,j
1
ai,j2
k1 +
−ai,j0
ai,j2
}
(3.69)
je nach Vorzeichen von ai,j2 .
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Abbildung 3.6: Menge Ωi,j
Jˆ
nach dem Vorzeichen des Koeﬃzienten ai,j2 .
Abbildung (3.6) zeigt die graﬁsche Darstellung der Menge Ωi,j
Jˆ
fu¨r unterschiedliches Vor-
zeichen des Koeﬃzienten ai,j2 . Die Wertepaare (k1, k2), die in allen Hyperquadern in (3.18)
die Ungleichungen (3.67) erfu¨llen, bilden das konvexe Gebiet Ωin, das eine innere Appro-
ximation zur Menge Ω ist. Das Gebiet Ωin wird durch die Schnittmenge
Ωin =
⋂
Jˆ
⋂
i,j
Ωi,j
Jˆ
(3.70)
gegeben, die in Ω enthalten ist.
Der A¨quivalenz (3.10) zufolge muss das homogenisierte Polynom p˜(x) an allen Tschebyscheﬀ-
Punkten in jedem Hyperquader in (3.18) positiv sein, damit das Originalpolynom p(x)
global positiv deﬁnit sein kann. Deshalb stellen die Ungleichungen
0 < p˜0(xi) + p˜1(xi) k1 + p˜2(xi) k2 i = 1 , . . . , (2n + 1) Nˆ (3.71)
die notwendigen Bedingungen fu¨r die global positive Deﬁnitheit des Polynoms p(x) in
(3.62) dar. Die Lo¨sungsmenge einer Ungleichung in (3.71) ist abha¨ngig von dem Vorzeichen
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von p˜2(xi) entweder
Ωi
Jˆ
=
{
k ∈ R2 | k2 > −p˜1(xi)
p˜2(xi)
k1 +
−p˜0(xi)
p˜2(xi)
}
(3.72)
oder
Ωi
Jˆ
=
{
k ∈ R2 | k2 < −p˜1(xi)
p˜2(xi)
k1 +
−p˜0(xi)
p˜2(xi)
}
. (3.73)
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Abbildung 3.7: Menge Ωi
Jˆ
nach dem Vorzeichen des Koeﬃzienten p˜2(xi).
Die graﬁsche Darstellung der Menge Ωi
Jˆ
ist in Abha¨ngigkeit des Vorzeichens des Koeﬃzi-
enten p˜2(xi) in der Abbildung 3.7 dargestellt.
Die Wertepaare (k1, k2), die die Ungleichungen (3.71) erfu¨llen, bilden das Gebiet Ωout,
welches durch die Schnittmenge
Ωout =
⋂
Jˆ
⋂
i
Ωi
Jˆ
(3.74)
gegeben ist. Fu¨r das gesuchte Gebiet gilt daher
Ωin ⊆ Ω ⊆ Ωout . (3.75)
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Beispiel 3.3
Ein Polynom, das auf seine global positive Deﬁnitheit untersucht wird, sei durch die Glei-
chung
p(x) = x41 + k2 x
3
1 + k1 x1 + 1 (3.76)
angegeben [49, 52, 54]. Wie aus (3.76) ersichtlich, besitzt das Polynom p(x) mit x ∈ R zwei
unbekannte Parameter k1 und k2. Der Grad des Polynoms ist m = 4. Das homogenisierte
Polynom p˜(x) wird durch die Formel (3.9) berechnet. Daraus ergibt sich
p˜( x0 , x1 ) = x40
[ (
x1
x0
)4
+ k2
(
x1
x0
)3
+ k1
(
x1
x0
)
+ 1
]
p˜(x) = x40 + k1 x
3
0 x1 + k2 x0 x
3
1 + x
4
1 (3.77)
=
(
x40 + x
4
1
)︸ ︷︷ ︸
p˜0(x)
+ x03 x1︸ ︷︷ ︸
p˜1(x)
k1 + x0 x13︸ ︷︷ ︸
p˜2(x)
k2 .
Wenn der λ-Wert wie in (3.15) gewa¨hlt wird, nimmt die Variable x0, unter der Vorausset-
zung x0 > 0, Werte im Intervall (3.40), und die Variable x1 Werte im Intervall (3.41) an.
Mit Hilfe der λ-Werte wird der ganze
(
Rn+1
)+
0
-Raum auf die drei Seiten eines Rechtecks
reduziert, die in (3.42) beschrieben und in der Abbildung 3.2 dargestellt sind.
Mit N = 6 Tschebyscheﬀ-Punkten pro Variable, die nach der Gleichung (2.21) berechnet
werden, beﬁnden sich Nˆ = 6 Tschebyscheﬀ-Punkte in einem Intervall Jˆ , und insgesamt
ergeben sich (2n + 1)Nˆ = 18 Tschebyscheﬀ-Punkte.
Es existieren nun (2n + 1)Nˆ = 18 Ungleichungen in der Form (3.71), um eine a¨ußere
Approximation Ωout zur Menge Ω zu bestimmen, und (2n+1)Nˆ2 = 108 Ungleichungen in
der Form (3.67), um eine innere Approximation Ωin festzustellen.
Wenn insgesamt 18 + 108 = 126 Ungleichungen gelo¨st werden, ergeben sich die konvex
abgeschlossenen Gebiete Ωin und Ωout, wie in Abbildung 3.8 ersichtlich.
Falls N = 16 Tschebyscheﬀ-Punkte pro Variable verwendet werden, ergeben sich (2n +
1)Nˆ = 48 Ungleichungen fu¨r die a¨ußere Approximation Ωout und (2n+1)Nˆ2 = 768 Unglei-
chungen fu¨r die innere Approximation Ωin. Die Gebiete Ωin und Ωout sind in der Abbildung
3.9 dargestellt.
Beispiel 3.4
Ein Polynom, das auf seine global positive Deﬁnitheit untersucht wird, sei durch die Glei-
chung
p(x) = x41 + x
4
2 + k1 x1 x2 + k2 x
3
2 + 1 (3.78)
angegeben [52]. Das Polynom p(x) mit x ∈ R2 besitzt zwei unbekannte Parameter k1 und
k2. Der Grad des Polynoms ist m = 4. Das homogenisierte Polynom p˜(x) wird mit Hilfe
der Formel (3.9) bestimmt. Dann ergibt sich
p˜(x0, x1, x2) = x40
[ (
x1
x0
)4
+
(
x2
x0
)4
+ k1
(
x1
x0
)(
x2
x0
)
+ k2
(
x2
x0
)3
+ 1
]
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Abbildung 3.8: Innere Approximation Ωin und a¨ußere Approximation Ωout zum Parame-
terbereich Ω mit 6 Tschebyscheﬀ-Punkten pro Variable fu¨r Beispiel 3.3.
p˜(x) = x41 + x
4
2 + k1 x
2
0 x1 x2 + k2 x0 x
3
2 + x
4
0 (3.79)
=
(
x40 + x
4
1 + x
4
2
)︸ ︷︷ ︸
p˜0(x)
+ x20 x1 x2︸ ︷︷ ︸
p˜1(x)
k1 + x0 x32︸ ︷︷ ︸
p˜2(x)
k2 .
Wenn fu¨r λ ein Wert gema¨ß (3.15) ausgewa¨hlt wird, nimmt die Variable x0, unter der
Voraussetzung x0 > 0, Werte im Intervall (3.40), die Variable x1 Werte im Intervall (3.41),
und die Variable x2 Werte im Intervall
J2 = { x2 ∈ R | −1 ≤ x2 ≤ 1 } (3.80)
an.
Mit Hilfe der λ-Werte wird der ganze
(
R
n+1
)+
0
-Raum (3.11) auf die fu¨nf Fla¨chen eines
Quaders reduziert, die mit den folgenden Mengen beschrieben werden.
H0 = { x ∈ R3 | x0 = 1 , −1 ≤ x1 ≤ 1 , −1 ≤ x2 ≤ 1 } ,
H+1 = { x ∈ R3 | x1 = 1 , 0 < x0 ≤ 1 , −1 ≤ x2 ≤ 1 } ,
H−1 = { x ∈ R3 | x1 = −1 , 0 < x0 ≤ 1 , −1 ≤ x2 ≤ 1 } , (3.81)
H+2 = { x ∈ R3 | x2 = 1 , 0 < x0 ≤ 1 , −1 ≤ x1 ≤ 1 } ,
H−2 = { x ∈ R3 | x2 = −1 , 0 < x0 ≤ 1 , −1 ≤ x1 ≤ 1 }
Jedes Rechteck in (3.81) stellt ein kompaktes abgeschlossenes Intervall Jˆ dar, das auf die
global positive Deﬁnitheit des Polynoms (3.78) untersucht werden muss.
Jˆ ∈ { H0 , H+1 , H−1 , H+2 , H−2 } (3.82)
Mit N = 16 Tschebyscheﬀ-Punkten pro Variable, die nach der Gleichung (2.28) berechnet
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Abbildung 3.9: Innere Approximation Ωin und a¨ußere Approximation Ωout zum Parame-
terbereich Ω mit 16 Tschebyscheﬀ-Punkten pro Variable fu¨r Beispiel 3.3.
werden, beﬁnden sich Nˆ = Nn = 256 Tschebyscheﬀ-Punkte in einem Intervall Jˆ , und
insgesamt (2n + 1)Nˆ = 1280 Tschebyscheﬀ-Punkte.
Es gibt (2n + 1)Nˆ = 1280 Ungleichungen in der Form (3.71), um eine a¨ußere Appro-
ximation Ωout fu¨r die Menge Ω zu berechnen, und (2n + 1)Nˆ2 = 327680 Ungleichungen
der Form (3.67), um eine innere Approximation Ωin zu bestimmen.
Wenn insgesamt 1280 + 327680 = 328960 Ungleichungen gelo¨st werden, entstehen die
konvex abgeschlossenen Gebiete Ωin und Ωout, dargestellt in Abbildung 3.10.
Falls N = 24 Tschebyscheﬀ-Punkte pro Variable verwendet werden, beﬁnden sich Nˆ =
Nn = 576 Tschebyscheﬀ-Punkte in dem Intervall Jˆ . In diesem Fall ist die Anzahl der
Ungleichungen fu¨r die a¨ußere Approximation Ωout (2n + 1)Nˆ = 2880, und fu¨r die innere
Approximation Ωin (2n + 1)Nˆ2 = 1658880. Die Abbildung 3.11 zeigt die konvexen und
abgeschlossenen Gebiete Ωin und Ωout fu¨r 24 Tschebyscheﬀ-Punkte pro Variable.
3.5 Untersuchung von Polynomen mit mehreren unsicheren
Parametern
Im Allgemeinen kann ein beliebiges Polynom p(x) mit n Variablen und r unbekannten
Parametern, das linear abha¨ngig von den unbekannten Parametern ist, als
p(x) = p0(x) +
r∑
i=1
ki pi(x) , x ∈ Rn (3.83)
dargestellt werden.
Wenn der Grad des Polynoms p(x) gleich m ist, wird das homogenisierte Polynom p˜(x)
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Abbildung 3.10: Innere Approximation Ωin und a¨ußere Approximation Ωout zum Parame-
terbereich Ω mit 16 Tschebyscheﬀ-Punkten pro Variable fu¨r Beispiel 3.4.
durch die Gleichung
p˜(x) = x0m p0
(
x1
x0
, . . . ,
xn
x0
)
+ x0m
r∑
i=1
ki pi
(
x1
x0
, . . . ,
xn
x0
)
= p˜0(x) +
r∑
i=1
ki p˜i(x) , x ∈ Rn+1 (3.84)
beschrieben. Die Ungleichungen (3.19), die die hinreichenden Bedingungen fu¨r den Para-
meterraum Ω darstellen, ko¨nnen gema¨ß (3.85) umgeformt werden.
0 < (K + 1) p˜(xi) − (K − 1) p˜(xj) , xi , xj ∈ x(Nˆ , Jˆ)
0 < (K + 1)
[
p˜0(xi) +
r∑
s=1
ks p˜s(xi)
]
− (K − 1)
[
p˜0(xj) +
r∑
s=1
ks p˜s(xj)
]
0 < [ (K + 1) p˜0(xi) − (K − 1) p˜0(xj) ]︸ ︷︷ ︸
ai,j0
+
r∑
s=1
ks [ (K + 1) p˜s(xi) − (K − 1) p˜s(xj) ]︸ ︷︷ ︸
ai,js
0 < ai,j0 + a
i,j
1 k1 + . . . + a
i,j
r kr , i, j = 1 , . . . , Nˆ (3.85)
Die Ungleichungen (3.85) werden mittels der Tschebyscheﬀ-Punkte in einem Hyperquader
Jˆ (3.18) hergeleitet. Die gesamte Anzahl der Hyperquader, die untersucht werden mu¨ssen,
ist (2n + 1). Hieraus folgt die Anzahl der Ungleichungen im Ungleichungssystem (3.85)
gema¨ß (2n+1)Nˆ2. Existiert fu¨r das Ungleichungssystem (3.85) eine Lo¨sung, so beschreibt
die Lo¨sungsmenge das konvex abgeschlossene Gebiet Ωin im r-dimensionalen Raum. Die
notwendigen Bedingungen sind die Ungleichungen
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Abbildung 3.11: Innere Approximation Ωin und a¨ußere Approximation Ωout zum Parame-
terbereich Ω mit 24 Tschebyscheﬀ-Punkten pro Variable fu¨r Beispiel 3.4.
0 < p˜0(xi) + k1 p˜1(xi) + . . . + kr p˜r(xi) , i = 1 , . . . , (2n+1) Nˆ , (3.86)
wobei xi den i-ten Tschebyscheﬀ-Punkt bezeichnet. Durch die Lo¨sung der Ungleichungen
(3.86) wird das konvex abgeschlossene Gebiet Ωout im r-dimensionalen Raum bestimmt.
Das gesuchte Gebiet Ω beﬁndet sich gema¨ß
Ωin ⊆ Ω ⊆ Ωout (3.87)
zwischen den beiden Gebieten Ωin und Ωout. Zu bemerken ist, dass die Anzahl der Un-
gleichungen unabha¨ngig von der Dimension der Parameter ist. Zur Zeit ist nicht bekannt,
wie sich die Dimension des Parameterraumes auf die Gu¨te der Approximation auswirkt.
3.6 Bestimmung des Parameterbereiches Ω als Hyperkubus
Die in den vorherigen Abschnitten pra¨sentierte numerische Methode ermo¨glicht es, den ge-
samten Parameterbereich Ω zu bestimmen. Allerdings ist der Parameterbereich nur bis zu
einem dreidimensionalen Problem visualisierbar. Die geometrische Darstellung ist ab der
vierten Dimension nicht mehr realisierbar. Da die Polynome, die beru¨cksichtigt werden,
linear abha¨ngig von den Parametern sind, stellt der Bereich Ω eine konvexe Menge im Pa-
rameterraum dar. Diese Eigenschaft kann ausgenutzt werden, um den gro¨ßten Hyperkubus
in Ω zu bestimmen. Mit der Menge
Ωε = { k ∈ Rr | −ε ≤ ki ≤ ε , i = 1 , . . . , r } (3.88)
kann der Hyperkubus deﬁniert werden, wobei k ∈ Rr der Vektor der unbekannten Para-
meter ist.
In der Abbildung 3.12 ist ein Hyperkubus Ωε im zweidimensionalen Raum dargestellt. Die
Menge Ωε (3.88) ist eine Teilmenge von Ω, woraus die Implikation
k ∈ Ωε =⇒ p(x) > 0 , ∀ x ∈ Rn (3.89)
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Abbildung 3.12: Ein Beispiel fu¨r den Hyperkubus Ωε auf der zweidimensionalen Ebene.
folgt.
Bei physikalischen Systemen sind die nominalen Werte der Systemparameter grundsa¨tzlich
bekannt. Wenn die global asymptotische Stabilita¨t eines polynominalen Systems mit Hilfe
der Stabilita¨tssa¨tze von Ljapunow untersucht wird, muss die global positive Deﬁnitheit
eines Polynoms der Form
p(x) = p0n(x) +
r∑
i=1
(kin + ki) pi(x) , x ∈ Rn
= ( p0n(x) +
r∑
i=1
kin pi(x) )︸ ︷︷ ︸
p0(x)
+
r∑
i=1
ki pi(x)
= p0(x) +
r∑
i=1
ki pi(x) (3.90)
nachgewiesen werden. Hier beschreibt kin den nominalen Wert des i-ten Parameters, und
ki bezeichnet mit i = 1, . . . , r die Parametersto¨rung. Zum Beispiel kann mit Hilfe des
Hyperkubus festgestellt werden, wie robust das Systemverhalten gegenu¨ber den Parame-
terunsicherheiten ist.
In diesem Unterkapitel werden die Ungleichungen (3.85) und (3.86) verwendet, die die
hinreichenden und notwendigen Bedingungen fu¨r die global positive Deﬁnitheit des Poly-
noms p(x) (3.90) angeben. Die Ungleichungen (3.85) und (3.86) sind von der Form
ar kr + ar−1 kr−1 + . . . + a1 k1 + a0 > 0 , (3.91)
wobei die Koeﬃzienten ai mit i = 0, . . . , r bekannt und konstant sind. Die Koeﬃzienten
in (3.91) sind Funktionen von Tschebyscheﬀ-Punkten in den Hyperquadern H0, H+1 , H
−
1 ,
. . . , H+n und H−n .
3.6 Bestimmung des Parameterbereiches Ω als Hyperkubus 36
Wenn eine Ecke eines Hyperkubus bekannt ist, kann er bestimmt werden. Um eine Ecke
eines Hyperkubus zu bestimmen, werden Strahlen verwendet, deren Ausgangspunkt der
Ursprung des Parameterraumes ist. Diese Halbgeraden verlaufen durch die Ecken des Hy-
perkubus, wobei die Anzahl der Strahlen gleich der Anzahl der Ecken des Hyperkubus ist.
Damit werden im r-dimensionalen Raum 2r Strahlen zur Bestimmung der Ecken verwandt.
Wenn ein Punkt k ∈ Rr sich auf einem Strahl beﬁndet, muss die Eigenschaft
| k1 | = | k2 | = · · · = | kr | , (3.92)
erfu¨llt sein, wobei der Vektor k gema¨ß
k =
⎛⎜⎜⎜⎝
k1
k2
...
kr
⎞⎟⎟⎟⎠ (3.93)
deﬁniert ist.
Um alle 2r Strahlen deﬁnieren zu ko¨nnen, kann die Funktion
f(b1, b2) = b2 div b1 (3.94)
benutzt werden. In der Funktion(3.94) stellt b1 eine positive ganze Zahl, und b2 eine
natu¨rliche Zahl dar. Die Zahl b2 kann nach der Zahl b1 mit der Gleichung
b2 = c1 b1 + c0 (3.95)
beschrieben werden, wobei c0 und c1 zwei natu¨rliche Zahlen sind. Das Ergebnis der Funk-
tion (3.94) ist die natu¨rliche Zahl c1.
f(b1, b2) = b2 div b1 = c1 (3.96)
Der Vektor ki ∈ Rr sei ein beliebiger Punkt auf dem i-ten Strahl. Der Punkt ki wird durch
die Funktion (3.94) gema¨ß
ki = Δki
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
(−1) (i−1)
(−1) [ (i−1) div 2 ]
...
(−1) [ (i−1) div 2r−2 ]
(−1) [ (i−1) div 2r−1 ]
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, i = 1 , . . . , 2r , (3.97)
deﬁniert, wobei Δki eine positive reelle Zahl ist. Die Ungleichung (3.91) stelle die j-te
Ungleichung entweder in den notwendigen Bedingungen oder in den hinreichenden Bedin-
gungen dar. Wenn der gro¨ßte Hyperkubus Ωεj im Parameterraum untersucht wird, so dass
fu¨r k ∈ Ωεj die Ungleichung (3.91) erfu¨llt ist, wird die Ungleichung (3.91) mit Hilfe des
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Vektors (3.97) umgeformt. Hierdurch folgen die Ungleichungen
⎛⎝ r∑
j=2
aj (−1)[(i−1) div 2j−1]
⎞⎠ Δki + a1 (−1)i−1 Δki + a0 > 0 , (3.98)
i = 1 , . . . , 2r .
Die Lo¨sungsmenge der Ungleichungen (3.98) ist der Hyperkubus
Ωεj = { k ∈ Rr | −εj ≤ ki ≤ εj , i = 1 , . . . , r } , (3.99)
wobei εj eine positive reelle Zahl bezeichnet. Da es (2n + 1)Nˆ2 Ungleichungen fu¨r die
hinreichenden Bedingungen gibt, wird die innere Approximation Ωεin fu¨r den Hyperkubus
Ωε durch die Schnittmenge
Ωεin =
(2n+1)Nˆ2⋂
j=1
Ωεj = { k ∈ Rr | −εmin ≤ ki ≤ εmin , i = 1 , . . . , r } (3.100)
bestimmt. In (3.100) ist εmin eine positive reelle Zahl, die durch die Formel
εmin = min(εj) , j = 1 , . . . , (2n + 1)Nˆ2 (3.101)
berechnet wird. Da die Anzahl der notwendigen Bedingungen (2n+1)Nˆ ist, ist eine a¨ußere
Approximation Ωεout zum Hyperkubus Ωε durch
Ωεout =
(2n+1)Nˆ⋂
j=1
Ωεj = { k ∈ Rr | −εmax ≤ ki ≤ εmax , i = 1 , . . . , r } (3.102)
gegeben, wobei die positive reelle Zahl εmax durch
εmax = min(εj) , j = 1 , . . . , (2n + 1)Nˆ (3.103)
bestimmt wird. Die positive reelle Zahl ε in (3.88) liegt im Intervall zwischen den Zahlen
εmin und εmax.
εmin ≤ ε ≤ εmax (3.104)
Hieraus folgt, dass der gesuchte Hyperkubus Ωε zwischen den Hyperkuben Ωεin und Ω
ε
out
gema¨ß
Ωεin ⊆ Ωε ⊆ Ωεout (3.105)
liegt.
Beispiel 3.5
In diesem Beispiel wird das gleiche Polynom wie im Beispiel 3.4 untersucht, das durch
die Gleichung
p(x) = x41 + k2 x
3
1 + k1 x1 + 1 (3.106)
gegeben ist. Das homogenisierte Polynom p˜(x), das durch die Formel (3.9) bestimmt wird,
ist
p˜(x) =
(
x40 + x
4
1
)︸ ︷︷ ︸
p˜0(x)
+ x03 x1︸ ︷︷ ︸
p˜1(x)
k1 + x0 x13︸ ︷︷ ︸
p˜2(x)
k2 . (3.107)
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Ziel ist es, den Parameterbereich
Ωε = { k ∈ R2 | −ε ≤ ki ≤ ε , i = 1 , 2 } (3.108)
zu bestimmen, der das gro¨ßte Quadrat in Ω (3.6) darstellt. Dazu werden drei Seiten eines
Rechtecks als Hyperquader verwendet, die in (3.42) beschrieben und in der Abbildung 3.2
gezeigt sind. Die folgenden 2r = 22 = 4 Strahlen
k1 = Δk1
(
1
1
)
, k2 = Δk2
( −1
1
)
(3.109)
k3 = Δk3
(
1
−1
)
, k4 = Δk4
( −1
−1
)
,
werden durch die Formel (3.97) berechnet. In (3.109) sind die Koeﬃzienten Δki, i =
1, . . . , 4, skalar und positiv.
Die notwendigen und hinreichenden Bedingungen sind der Form
a2 k2 + a1 k1 + a0 > 0 , (3.110)
wobei die Koeﬃzienten a0, a1 und a2 konstant und bekannt sind. Mit Hilfe der Strahlen
(3.109) werden aus (3.110) vier verschiedene Ungleichungen gema¨ß
(a1 + a2) Δk1 + a0 > 0
(a2 − a1) Δk2 + a0 > 0
(3.111)
(a1 − a2) Δk3 + a0 > 0
−(a1 + a2) Δk4 + a0 > 0
erzeugt.
Hieraus folgt, dass 2r(2n + 1)Nˆ2 = 12Nˆ2 Ungleichungen existieren, die ein Ungleichungs-
system beschreiben. Die Lo¨sung dieses Ungleichungssystems bestimmt eine innere Ap-
proximation Ωεin zu dem Parameterbereich Ω
ε. Weiterhin existieren 2r(2n + 1)Nˆ = 12Nˆ
Ungleichungen, die eine a¨ußere Approximation Ωεout zur Menge Ω
ε bestimmen.
Mit 6 Tschebyscheﬀ-Punkten pro Variable gibt es 12Nˆ2 = 12 × 62 = 432 Ungleichun-
gen zur inneren Approximation Ωεin und 12Nˆ = 12 × 6 = 72 Ungleichungen zur a¨ußeren
Approximation Ωεout. Die Lo¨sung der insgesamt 432 + 72 = 504 Ungleichungen liefert die
Quadrate in der Abbildung 3.13 und das Intervall
0,3722 ≤ ε ≤ 1,0004 (3.112)
fu¨r den ε-Wert.
Falls 16 Tschebyscheﬀ-Punkte pro Variable verwendet werden, existieren 12Nˆ2 = 12 ×
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Abbildung 3.13: Innere Approximation Ωεin und a¨ußere Approximation Ω
ε
out zum Parame-
terbereich Ωε mit 6 Tschebyscheﬀ-Punkten pro Variable fu¨r Beispiel 3.5.
162 = 3072 Ungleichungen zur inneren Approximation Ωεin und 12Nˆ = 12 × 16 = 192
Ungleichungen zur a¨ußeren Approximation Ωεout. Die Lo¨sungsmengen der Ungleichungen
sind die in der Abbildung 3.14 dargestellten Quadrate. In diesem Fall liegt der ε-Wert im
Intervall [0,9208 , 1].
Die Abbildung 3.15 zeigt die Verla¨ufe von εmin und εmax nach der Anzahl der Tschebyscheﬀ-
Punkte pro Variable im Bereich bis 50. In dieser Abbildung ist der maximale εmin-Wert
0,9921 und der minimale εmax-Wert 1. Der ε-Wert liegt entsprechend im Intervall
0,9921 ≤ ε ≤ 1 . (3.113)
Beispiel 3.6
In diesem Beispiel wird das gro¨ßte Quadrat
Ωε = { k ∈ R2 | −ε ≤ ki ≤ ε , i = 1 , 2 } (3.114)
im Parameterraum fu¨r das Polynom
p(x) = x41 + x
4
2 + k1 x1 x2 + k2 x
3
2 + 1 (3.115)
untersucht, so dass
k ∈ Ωε =⇒ p(x) > 0 , ∀ x ∈ R2 (3.116)
gilt.
Das Polynom (3.115) ist das gleiche Polynom wie im Beispiel 3.5. Anstatt die global
3.6 Bestimmung des Parameterbereiches Ω als Hyperkubus 40
-3 -2 -1 0 1 2 3
-3
-2
-1
0
1
2
3
k1
k2
out

 in

Abbildung 3.14: Innere Approximation Ωεin und a¨ußere Approximation Ω
ε
out zum Parame-
terbereich Ωε mit 16 Tschebyscheﬀ-Punkten pro Variable fu¨r Beispiel 3.5.
positive Deﬁnitheit des Originalpolynoms zu untersuchen, wird das homogenisierte Poly-
nom
p˜(x) =
(
x40 + x
4
1 + x
4
2
)︸ ︷︷ ︸
p˜0(x)
+ x20 x1 x2︸ ︷︷ ︸
p˜1(x)
k1 + x0 x32︸ ︷︷ ︸
p˜2(x)
k2 , x ∈ R3 (3.117)
auf die positive Deﬁnitheit an den fu¨nf Seitenﬂa¨chen eines Quaders u¨berpru¨ft, die in (3.81)
beschrieben sind. Es werden die Strahlen
k1 = Δk1
(
1
1
)
, k2 = Δk2
( −1
1
)
(3.118)
k3 = Δk3
(
1
−1
)
, k4 = Δk4
( −1
−1
)
wie im Beispiel 3.5 verwendet, da das Polynom (3.115) wie das Polynom (3.106) zwei un-
bekannte Parameter hat.
Die Ungleichungen der notwendigen und hinreichenden Bedingungen haben die Form
a2 k2 + a1 k1 + a0 > 0 , (3.119)
wobei die Koeﬃzienten a0, a1 und a2 Funktionen der Tschebyscheﬀ-Punkte in den fu¨nf
Rechtecken (3.81) und deshalb bekannt und konstant sind. Mittels der Strahlen (3.118)
werden von jeder Ungleichung die vier verschiedenen Ungleichungen
(a1 + a2) Δk1 + a0 > 0
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Abbildung 3.15: Untere Grenze εmin und obere Grenze εmax fu¨r den ε-Wert nach der
Anzahl der Tschebyscheﬀ-Punkte pro Variable fu¨r Beispiel 3.5.
(a2 − a1) Δk2 + a0 > 0
(3.120)
(a1 − a2) Δk3 + a0 > 0
−(a1 + a2) Δk4 + a0 > 0
erzeugt.
In diesem Fall existieren 2r(2n+1)Nˆ2 = 20Nˆ2 Ungleichungen, die ein Ungleichungssystem
beschreiben. Die Lo¨sung dieses Ungleichungssystems bestimmt eine innere Approximation
Ωεin zu dem Parameterbereich Ω
ε. Weiterhin existieren 2r(2n+1)Nˆ = 20Nˆ Ungleichungen,
die eine a¨ußere Approximation Ωεout zur Menge Ω
ε liefern.
Fu¨r N = 16 Tschebyscheﬀ-Punkte pro Variable gibt es in jedem Rechteck Jˆ gema¨ß (3.81)
Nˆ = Nn = 16 × 16 = 256 Tschebyscheﬀ-Punkte. Da 5 Rechtecke Jˆ gema¨ß (3.82) existie-
ren, ist die gesamte Anzahl der Tschebyscheﬀ-Punkte 5× 256 = 1280.
Die Anzahl der Ungleichungen zur inneren Approximation Ωεin ist 20Nˆ
2 = 1310720, und
die zur a¨ußeren Approximation Ωεout ist 20Nˆ = 5120. Wenn insgesamt 1310720 + 5120 =
1315840 Ungleichungen gelo¨st werden, werden die Quadrate in der Abbildung 3.16 als
Lo¨sungsmengen bestimmt und das Intervall
1,0766 ≤ ε ≤ 1,2848 (3.121)
wird fu¨r den ε-Wert festgestellt.
Wenn N = 24 Tschebyscheﬀ-Punkte pro Variable verwendet werden, gibt es Nˆ = Nn =
24 × 24 = 576 Tschebyscheﬀ-Punkte in jedem Intervall Jˆ gema¨ß (3.81). Da 5 Rechtecke
Jˆ gema¨ß (3.82) existieren, ist die gesamte Anzahl der Tschebyscheﬀ-Punkte 5×576 = 2880.
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Abbildung 3.16: Innere Approximation Ωεin und a¨ußere Approximation Ω
ε
out zum Parame-
terbereich Ωε mit 16 Tschebyscheﬀ-Punkten pro Variable fu¨r Beispiel 3.6.
Es existieren 20Nˆ2 = 20 × 5762 = 6635520 Ungleichungen zur inneren Approximation
Ωεin und 20Nˆ = 20 × 576 = 11520 Ungleichungen zur a¨ußeren Approximation Ωεout. Die
Lo¨sungsmengen der Ungleichungen sind die in der Abbildung 3.17 dargestellten Quadrate.
In diesem Fall liegt der ε-Wert im Intervall [1,2073 , 1,2865].
Die Abbildung 3.18 zeigt die Verla¨ufe von εmin und εmax nach der Anzahl der Tschebyscheﬀ-
Punkte pro Variable im Bereich bis 46. In dieser Abbildung ist der maximale εmin-Wert
1,2646 und der minimale εmax-Wert 1,2846. Der ε-Wert liegt entsprechend im Intervall
1,2646 ≤ ε ≤ 1,2846 . (3.122)
Beispiel 3.7
In diesem Beispiel, das aus [3] stammt, wird der gro¨ßte Hyperkubus
Ωε = { δk ∈ R4 | −ε ≤ δki ≤ ε , i = 1 , . . . , 4 } (3.123)
im Parameterraum fu¨r das Polynom
p(x) = (k1n + δk1)x41 − (k2n + δk2)x31 + (k3n + δk3)x21 + (k4n + δk4)
= (1 + δk1)x41 − (2 + δk2)x31 + (1 + δk3)x21 + (5 + δk4) (3.124)
untersucht, so dass
δk ∈ Ωε =⇒ p(x) > 0 , ∀ x ∈ R (3.125)
gilt. In (3.124) stellt kin i = 1, . . . , 4, den nominalen Wert des entsprechenden Parameters
dar, und δki, i = 1, . . . , 4, bezeichnet die Parameterunsicherheit im i-ten Parameter. Die
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Abbildung 3.17: Innere Approximation Ωεin und a¨ußere Approximation Ω
ε
out zum Parame-
terbereich Ωε mit 24 Tschebyscheﬀ-Punkten pro Variable fu¨r Beispiel 3.6.
nominalen Werte der Parameter sind wie folgt angegeben.
k1n = 1 , k2n = 2 , k3n = 1 , k4n = 5 (3.126)
Anstatt die global positive Deﬁnitheit des Originalpolynoms (3.124) zu untersuchen, wird
das homogenisierte Polynom
p˜(x) = (1 + δk1)x41 − (2 + δk2)x0x31 + (1 + δk3)x20x21 + (5 + δk4)x40 (3.127)
= (x41 − 2x0x31 + x20x21 + 5x40)︸ ︷︷ ︸
p˜0(x)
+ x41︸︷︷︸
p˜1(x)
δk1 + (−x0x31)︸ ︷︷ ︸
p˜2(x)
δk2
+ x20x
2
1︸︷︷︸
p˜3(x)
δk3 + x40︸︷︷︸
p˜4(x)
δk4 , x ∈ R2
auf die positive Deﬁnitheit an den drei Seiten eines Rechtecks u¨berpru¨ft, die in (3.42)
beschrieben und in der Abbildung 3.2 dargestellt sind. Im folgenden werden die 2r = 24 =
16 Strahlen
δk1 = Δk1
⎛⎜⎜⎝
1
1
1
1
⎞⎟⎟⎠ , δk2 = Δk2
⎛⎜⎜⎝
−1
1
1
1
⎞⎟⎟⎠ , δk3 = Δk3
⎛⎜⎜⎝
1
−1
1
1
⎞⎟⎟⎠
δk4 = Δk4
⎛⎜⎜⎝
−1
−1
1
1
⎞⎟⎟⎠ , δk5 = Δk5
⎛⎜⎜⎝
1
1
−1
1
⎞⎟⎟⎠ , δk6 = Δk6
⎛⎜⎜⎝
−1
1
−1
1
⎞⎟⎟⎠
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Abbildung 3.18: Untere Grenze εmin und obere Grenze εmax fu¨r den ε-Wert nach der
Anzahl der Tschebyscheﬀ-Punkte pro Variable fu¨r Beispiel 3.6.
δk7 = Δk7
⎛⎜⎜⎝
1
−1
−1
1
⎞⎟⎟⎠ , δk8 = Δk8
⎛⎜⎜⎝
−1
−1
−1
1
⎞⎟⎟⎠ , δk9 = Δk9
⎛⎜⎜⎝
1
1
1
−1
⎞⎟⎟⎠
(3.128)
δk10 = Δk10
⎛⎜⎜⎝
−1
1
1
−1
⎞⎟⎟⎠ , δk11 = Δk11
⎛⎜⎜⎝
1
−1
1
−1
⎞⎟⎟⎠ , δk12 = Δk12
⎛⎜⎜⎝
−1
−1
1
−1
⎞⎟⎟⎠
δk13 = Δk13
⎛⎜⎜⎝
1
1
−1
−1
⎞⎟⎟⎠ , δk14 = Δk14
⎛⎜⎜⎝
−1
1
−1
−1
⎞⎟⎟⎠ , δk15 = Δk15
⎛⎜⎜⎝
1
−1
−1
−1
⎞⎟⎟⎠
δk16 = Δk16
⎛⎜⎜⎝
−1
−1
−1
−1
⎞⎟⎟⎠ ,
verwendet, die mittels der Formel (3.97) berechnet werden, um die Menge (3.123) zu be-
stimmen. In (3.128) sind die skalaren Koeﬃzienten Δki, i = 1, . . . , 16, positiv.
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Die Ungleichungen der notwendigen und hinreichenden Bedingungen sind der Form
a4 δk4 + a3 δk3 + a2 δk2 + a1 δk1 + a0 > 0 , (3.129)
wobei die Koeﬃzienten a0, a1, a2, a3 und a4 Funktionen von Tschebyscheﬀ-Punkten und
deshalb bekannt und konstant sind. Mit Hilfe der Strahlen (3.128) werden von jeder Un-
gleichung die sechszehn Ungleichungen
(a1 + a2 + a3 + a4) Δk1 + a0 > 0
(−a1 + a2 + a3 + a4) Δk2 + a0 > 0
(a1 − a2 + a3 + a4) Δk3 + a0 > 0
(−a1 − a2 + a3 + a4) Δk4 + a0 > 0
(a1 + a2 − a3 + a4) Δk5 + a0 > 0
(−a1 + a2 − a3 + a4) Δk6 + a0 > 0
(a1 − a2 − a3 + a4) Δk7 + a0 > 0
(−a1 − a2 − a3 + a4) Δk8 + a0 > 0
(3.130)
(a1 + a2 + a3 − a4) Δk9 + a0 > 0
(−a1 + a2 + a3 − a4) Δk10 + a0 > 0
(a1 − a2 + a3 − a4) Δk11 + a0 > 0
(−a1 − a2 + a3 − a4) Δk12 + a0 > 0
(a1 + a2 − a3 − a4) Δk13 + a0 > 0
(−a1 + a2 − a3 − a4) Δk14 + a0 > 0
(a1 − a2 − a3 − a4) Δk15 + a0 > 0
(−a1 − a2 − a3 − a4) Δk16 + a0 > 0
gebildet.
Es existieren 2r(2n + 1)Nˆ2 = 48Nˆ2 Ungleichungen, die ein Ungleichungssystem beschrei-
ben. Die Lo¨sung dieses Ungleichungssystems bestimmt eine innere Approximation Ωεin
zum Hyperkubus Ωε. Durch die anderen existierenden 2r(2n+1)Nˆ = 48Nˆ Ungleichungen
werden eine a¨ußere Approximation Ωεout zur Menge Ω
ε berechnet.
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Abbildung 3.19: Untere Grenze εmin und obere Grenze εmax fu¨r den ε-Wert nach der
Anzahl der Tschebyscheﬀ-Punkte pro Variable fu¨r Beispiel 3.7.
Wenn N = 100 Tschebyscheﬀ-Punkte pro Variable verwendet werden, gibt es Nˆ = N =
100 Tschebyscheﬀ-Punkte in jedem Intervall Jˆ gema¨ß (3.42). Hieraus folgt insgesamt
3×100 = 300 Tschebyscheﬀ-Punkte. In diesem Fall existieren 48Nˆ2 = 48×1002 = 480000
Ungleichungen, mit deren Hilfe eine innere Approximation Ωεin zu dem Parameterbereich
Ωε bestimmt wird. Die Lo¨sungsmenge der 48Nˆ = 48 × 100 = 4800 Ungleichungen, die
notwendigen Bedingungen darstellen, liefert eine a¨ußere Approximation Ωεout zur Menge
Ωε.
Die Abbildung 3.19 zeigt die Verla¨ufe von εmin und εmax nach der Anzahl der Tschebyscheﬀ-
Punkte pro Variable im Bereich bis 100. In dieser Abbildung ist der maximale εmin-Wert
0,2975 und der minimale εmax-Wert 0,2996. Entsprechend liegt der ε-Wert im Intervall
0,2975 ≤ ε ≤ 0,2996 . (3.131)
Kapitel 4
Asymptotische Stabilita¨t
nichtlinearer Systeme
4.1 Definition der Stabilita¨t
Die Stabilita¨t eines technischen dynamischen Systems ist eine absolut notwendige Eigen-
schaft und hat daher in der Regelungstechnik Vorrang vor allen anderen Zielen. Fu¨r lineare
Systeme wurden viele Methoden entwickelt, um die Stabilita¨t eines Systems zu testen. Die
Untersuchung der Stabilita¨t nichtlinearer Systeme ist hingegen schwieriger, da viel weniger
Kriterien als bei linearen Systemen zur U¨berpru¨fung der Stabilita¨t zur Verfu¨gung stehen.
Es gibt drei mo¨gliche Stabilita¨tslagen eines Systems. Entweder ist das System um eine
Ruhelage asymptotisch stabil, stabil (grenzstabil) oder instabil. Der Begriﬀ der Stabilita¨t
eines Systems bezeichnet im eigentlichen Sinne die Stabilita¨t einer Ruhelage in dem ent-
sprechenden System. In diesem Kapitel wird die Stabilita¨t einer Ruhelage in autonomen
Systemen studiert. Das dynamische Verhalten eines autonomen Systems wird im Allge-
meinen durch die Zustandsdiﬀerentialgleichungen
x˙ = f(x) , x(0) = xo (4.1)
beschrieben, mit x aus Rn den Zustandsvektor des Systems und xo dessen Anfangszustand.
Die Funktion
f(x) =
⎛⎜⎜⎜⎝
f1(x)
f2(x)
...
fn(x)
⎞⎟⎟⎟⎠ (4.2)
repra¨sentiert eine lineare oder nichtlineare Funktion des Zustandsvektors. Falls f(x) eine
lineare Funktion ist, wird das System als ein lineares System bezeichnet, wenn f(x) eine
nichtlineare Funktion ist, wird es ein nichtlineares System genannt.
Ohne Beschra¨nkung der Allgemeinheit kann angenommen werden, dass x = 0 eine Ruhe-
lage des autonomen Systems ist, d. h. es gilt
f(0) = 0 . (4.3)
Zur Vereinfachung werden die folgenden Annahmen getroﬀen. Zuna¨chst erfolgt die Deﬁ-
nition des spha¨rischen Bereiches
Ωr = { x ∈ Rn | ‖x‖ ≤ r } .
(4.4)
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Wir nehmen an, dass die Lo¨sung von (4.1) existiert und eindeutig ist. Im Folgenden wer-
den die Deﬁnitionen fu¨r Stabilita¨t, asymptotische Stabilita¨t und Instabilita¨t angegeben.
Stabilita¨t : Man nennt die Ruhelage im Ursprung des Systems stabil, wenn zu jedem
R > 0 ein r > 0 existiert, so dass fu¨r jeden Anfangszustand xo ∈ Ωr die zu xo geho¨rende
Trajektorie x(t) fu¨r alle Zeiten im spha¨rischen Bereich ΩR bleibt.
Asymptotische Stabilita¨t : Die Ruhelage x = 0 ist asymptotisch stabil, wenn das
System um die Ruhelage stabil ist und zusa¨tzlich jede Trajektorie x(t), die genu¨gend Na-
he bei der Ruhelage beginnt, mit zunehmender Zeit in den Ursprung einla¨uft.
Ist die Ruhelage x = 0 asymptotisch stabil und laufen alle Trajektorien in die Ruhe-
lage ein, wird die Ruhelage x = 0 als global asymptotisch stabile Ruhelage bezeichnet.
Instabilita¨t : Das System ist um die Ruhelage instabil, wenn es fu¨r alle r > 0 im spha¨ri-
schen Bereich Ωr immer einen Anfangszustand xo gibt, so dass seine Trajektorie x(t) mit
zunehmender Zeit fu¨r jedes R > 0 den abgeschlossenen Bereich ΩR verla¨ßt [42].
r
R
A
stabil
instabil
asymptotisch stabil
xo
R
A
r
0
Abbildung 4.1: Mo¨gliche Stabilita¨tslagen eines autonomen Systems um die Ruhelage x = 0.
Die Stabilita¨tsdeﬁnitionen sind fu¨r den zweidimensionalen Raum in der Abbildung 4.1
graﬁsch dargestellt [42].
Fu¨r ein lineares autonomes System mit bekannten Parametern ko¨nnen die Zustandsdiﬀe-
rentialgleichungen u¨ber
x˙(t) = A x(t) , x(0) = xo (4.5)
beschrieben werden. Hier ist die Systemmatrix
A =
⎛⎜⎜⎜⎝
a1,1 a1,2 · · · a1,n
a2,1 a2,2 · · · a2,n
...
...
. . .
...
an,1 an,2 · · · an,n
⎞⎟⎟⎟⎠ (4.6)
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eine (n×n) Matrix, die aus zeitinvarianten Elementen besteht. Die skalare lineare Funktion
fi(x) ist dann gleich
fi(x) =
n∑
j=1
ai,j xj(t) , i = 1 , . . . , n . (4.7)
Der Punkt x = 0 ist immer eine Ruhelage des linearen Systems. Wenn die Systemmatrix
A eine regula¨re Matrix ist, ist x = 0 die einzige Ruhelage des Systems.
Die Diﬀerentialgleichungen (4.5) haben einen einzigen Lo¨sungsvektor x(t) mit der An-
fangsbedingung xo. Der Vektor x(t) wird mit
x(t) = eAt xo (4.8)
angegeben und beschreibt eine Trajektorie im Zustandsraum. Hier wird die (n×n) Matrix
eAt als die Fundamentalmatrix des linearen Systems bezeichnet [5, 35]. Es gibt verschiede-
ne Methoden, die Fundamentalmatrix zu berechnen [34, 35]. Sie ist nicht nur eine Funktion
der Zeit sondern auch abha¨ngig von den Eigenwerten der Systemmatrix A.
Man kann u¨ber die Eigenwerte der Systemmatrix A bestimmen, ob ein lineares System
asymptotisch stabil oder instabil ist. Dabei ist es nicht no¨tig, die Fundamentalmatrix eAt
zu berechnen. Wenn alle Eigenwerte der Systemmatrix A einen negativen Realteil besitzen,
dann gilt
lim
t→∞ ‖e
At‖ = 0 . (4.9)
Daraus folgt, dass das lineare System mit der Systemmatrix A asymptotisch stabil ist.
Gibt es mindestens einen Eigenwert, der einen positiven Realteil hat, geht die Norm der
Fundamentalmatrix eAt mit zunehmender Zeit exponentiell gegen unendlich.
lim
t→∞ ‖e
At‖ → ∞ (4.10)
In diesem Fall ist das lineare System mit der Systemmatrix A instabil [34, 35, 57]. Bei
nichtlinearen Systemen kann die Stabilita¨tslage einer Ruhelage durch Linearisierung be-
stimmt werden. Zur Untersuchung der asymptotischen Stabilita¨t des Ursprungs im Zu-
standsraum wird das Modell des nichtlinearen Systems um den Ursprung linearisiert. Das
linearisierte Modell wird beschrieben durch eine Zustandsraumdarstellung nach (4.5) mit
der Systemmatrix
A =
(
∂f
∂x
) ∣∣∣∣∣
x=0
, (4.11)
wobei
(
∂f
∂x
)
=
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
∂f1
∂x1
∂f1
∂x2
· · · ∂f1∂xn
∂f2
∂x1
∂f2
∂x2
· · · ∂f2∂xn
...
...
. . .
...
∂fn
∂x1
∂fn
∂x2
· · · ∂fn∂xn
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(4.12)
Jacobi-Matrix oder Jacobische Funktionalmatrix genannt wird [13]. Falls das um den Ur-
sprung linearisierte Modell asymptotisch stabil ist, ist die Ruhelage im Ursprung asym-
ptotisch stabil [28, 35].
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4.2 Asymptotische Stabilita¨t nach dem Satz von Ljapunow
Die Stabilita¨t nichtlinearer dynamischer Systeme ist wesentlich komplizierter zu untersu-
chen als die Stabilita¨t linearer Systeme. Eines der wenigen Stabilita¨tskriterien zur Stabi-
lita¨tsanalyse nichtlinearer Systeme ist die asymptotische Stabilita¨tsanalyse nach dem Satz
von Ljapunow.
A. M. Ljapunow ging bei seiner direkten Methode von der Annahme aus, dass eine ex-
plizite Lo¨sung der Diﬀerentialgleichungen des nichtlinearen Systems nicht bekannt ist.
Sein Grundgedanke basiert auf der physikalischen Interpretation der Systemenergie. Ei-
ne Ruhelage eines physikalischen Systems ist stabil oder asymptotisch stabil, wenn die
Energie des Systems in der Na¨he der Ruhelage sta¨ndig abnimmt. Sofern bewiesen werden
kann, dass die Systemenergie um die Ruhelage stetig abnimmt, ist sogleich der Nachweis
gefu¨hrt, dass das nichtlineare System um die Ruhelage stabil sein muss. Mit diesem Ver-
fahren mu¨ssen die Diﬀerentialgleichungen des Systems nicht explizit gelo¨st werden [42, 57].
Die Ljapunowschen Sa¨tze sind eine Verallgemeinerung dieser U¨berlegung. Eine skalare
positiv deﬁnite Funktion V (x) wird dafu¨r mit den folgenden Eigenschaften deﬁniert.
• V (x) und ihre ersten partiellen Ableitungen sind in einem geschlossenen Bereich Ω
um den Ursprung stetig.
• Die Funktion V (x) hat nur eine einzige Nullstelle in Ω. Diese Nullstelle soll sich bei
x = 0 beﬁnden. Mit anderen Worten ist V (0) = 0.
• Außerhalb des Ursprungs, aber immer in Ω, ist V (x) positiv. Sie verschwindet nur
im Ursprung. Der Ursprung ist ein isoliertes Minimum von V (x).
• La¨ngs der Trajektorie x(t) gilt die Eigenschaft
V˙ (x) = (∇ V )T x˙(t) = (∇ V )T f(x) ≤ 0 ∀ x(t) ∈ Ω , (4.13)
wobei V˙ (x) die zeitliche Ableitung und (∇ V ) den Gradienten der Funktion V (x) darstellt.
∇ V =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
∂V (x)
∂x1
∂V (x)
∂x2
...
∂V (x)
∂xn
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(4.14)
Die Funktion V (x), die die oben angegebenen Voraussetzungen erfu¨llt, wird eine Ljapunow-
Funktion genannt [42]. Ljapunow-Funktionen stellen eine Erweiterung des Energiebegriﬀs
dar. Die zentrale Idee des Satzes von Ljapunow besteht darin, die Stabilita¨t der Ruhelage
x = 0 mit Hilfe der Eigenschaften einer Ljapunow-Funktion V (x) festzustellen. Die Abbil-
dung 4.2 zeigt eine mo¨gliche Ljapunow-Funktion und ihre Ho¨henlinien fu¨r ein nichtlineares
System mit zwei Zusta¨nden.
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V x( )
V x( ) = konstant
x
x
2
1
x2
x1
Abbildung 4.2: Eine mo¨gliche Ljapunow-Funktion mit zwei Variablen und ihre Ho¨henlini-
en.
Stabilita¨t im Kleinen
Wenn fu¨r ein nichtlineares System die folgenden Bedingungen erfu¨llt werden, liegt die
Stabilita¨t im Kleinen vor.
• Falls fu¨r das gegebene System mit der Zustandsraumbeschreibung (4.1) eine positiv
deﬁnite Ljapunow-Funktion V (x) gefunden werden kann, die in einem beliebigen
geschlossenen Bereich Ω in der Umgebung der Ruhelage x = 0 deﬁniert ist, und falls
die Funktion V˙ (x) negativ semideﬁnit ist, ist die Ruhelage x = 0 stabil.
• Falls V˙ (x) in Ω negativ deﬁnit ist, dann liegt asymptotische Stabilita¨t vor.
Praktische Stabilita¨t und Stabilita¨t im Großen
Wenn der Bereich Ω deﬁniert und bekannt ist, wird die Stabilita¨t im Kleinen als prak-
tische Stabilita¨t bezeichnet. Falls das Stabilita¨tskriterium von Ljapunow fu¨r den gesamten
Zustandsraum gu¨ltig ist, liegt die Stabilita¨t im Großen vor. Die praktische Stabilita¨t wird
durch folgende mathematischen Eigenschaften charakterisiert.
• V (x) ist positiv deﬁnit im deﬁnierten geschlossenen Bereich ΩC .
• Die ersten partiellen Ableitungen von V (x) sind stetig in ΩC .
• Die Oberﬂa¨che V (x) = C, wobei C konstant ist, bildet den Rand von ΩC . Dann
wird der Bereich ΩC deﬁniert mit
ΩC = { x | V (x) ≤ C } , C > 0 . (4.15)
• Der Vektor ∇ V verschwindet nirgends im Bereich ΩC mit Ausnahme von x = 0.
• V˙ (x) ist im Bereich ΩC negativ deﬁnit.
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Wenn die oben genannten Voraussetzungen erfu¨llt sind, dann ist die Ruhelage x = 0
asymptotisch stabil. Das heißt, jede Trajektorie x(t) la¨uft in den Ursprung ein, die in ΩC
beginnt und auch dort verla¨uft.
lim
t → ∞ x(t) = 0 ∀ x(t) ∈ ΩC (4.16)
Falls diese Bedingungen im gesamten Zustandsraum erfu¨llt sind und
lim
‖x‖ → ∞
V (x) → ∞ (4.17)
gilt, ist die Ruhelage x = 0 global asymptotisch stabil, bzw. es liegt asymptotische Stabi-
lita¨t im Ganzen vor.
Wie im Abschnitt 4.1 bereits erwa¨hnt, gilt fu¨r lineare Systeme asymptotische Stabilita¨t
im Ganzen, falls die Ruhelage x = 0 asymptotisch stabil ist. Ferner kann bei linearen Sy-
stemen auch mit Hilfe des Satzes von Ljapunow die asymptotische Stabilita¨t sichergestellt
werden. Dafu¨r wird die quadratische skalare Funktion
V (x) = xT Q x (4.18)
als Ljapunow-Funktion angesetzt, wobei die Matrix Q symmetrisch und positiv deﬁnit ist.
Unter dieser Bedingung gilt
V (x) = xT Q x > 0 ∀ x ∈ Rn \ {0} . (4.19)
Weiterhin gilt die radiale Unbeschra¨nktheit der Funktion V (x).
lim
‖x‖ → ∞
V (x) = lim
‖x‖ → ∞
xT Q x → ∞ (4.20)
Die zeitliche Ableitung von (4.18) ist
V˙ (x) =
d
dt
(xT Q x)
= x˙T Q x + xT Q x˙
= (A x)T Q x + xT Q (A x)
= xT AT Q x + xT Q A x
= xT ( AT Q + Q A ) x . (4.21)
Wenn die in Klammern stehende Matrix negativ deﬁnit ist, gilt
V˙ (x) = xT ( AT Q + Q A ) x < 0 ∀ x ∈ Rn \ {0} . (4.22)
Daraus folgt, dass die Funktion V (x) in (4.18) eine Ljapunow-Funktion ist, und dass
das lineare System mit der Systemmatrix A nach den Stabilita¨tssa¨tzen von Ljapunow
asymptotisch stabil ist [12, 22, 28, 57].
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4.3 Einzugsbereich und gesicherter Einzugsbereich
Falls die Ruhelage im Ursprung eines nichtlinearen Systems asymptotisch stabil ist, exi-
stiert ein Einzugsbereich ΩE um den Ursprung herum. Die Gesamtheit aller Punkte des
Zustandsraumes, die Anfangszusta¨nde der Trajektorien x(t) sind, die die Diﬀerentialglei-
chung
x˙(t) = f(x) (4.23)
erfu¨llen, bilden den Einzugsbereich ΩE der Ruhelage im Ursprung unter der Voraussetzung
lim
t → ∞ x(t) = 0 . (4.24)
Der gesamte Einzugsbereich ΩE kann mit der Menge
ΩE = { xo ∈ Rn | lim
t → ∞ x(t) = 0 } , x(t) ∈ ΩE (4.25)
deﬁniert werden, wobei der Vektor xo die Anfangsbedingung der Trajektorie x(t) ist
[12, 28].
Fu¨r nichtlineare Systeme ist es fast unmo¨glich , den gesamten Einzugsbereich mit Hilfe
des Satzes von Ljapunow zu bestimmen, weil es keine Regel gibt, die optimale Ljapunow-
Funktion zu berechnen, obwohl einige Methoden vorhanden sind, die eine geeignete positiv
deﬁnite Funktion V (x) ﬁnden ko¨nnen.
Der geschlossene Bereich (4.15), in dem jede Trajektorie x(t) des Systems fu¨r t → ∞
gegen die Ruhelage x = 0 konvergiert, ist eine Untermenge des Einzugsbereiches ΩE.
ΩC ⊆ ΩE (4.26)
ΩC , in dem die Bedingungen fu¨r die praktische Stabilita¨t erfu¨llt sind, wird als ein gesicher-
ter Einzugsbereich der Ruhelage x = 0 bezeichnet [12, 28]. Je gro¨ßer der Bereich ΩE, bzw.
der Bereich ΩC ist, desto robuster ist die Stabilita¨t des Systems um die Ruhelage x = 0. In
der Abbildung 4.3 ist ein gesicherter Einzugsbereich ΩC in der zweidimensionalen Ebene
dargestellt. In einem Einzugsbereich bilden die Vektoren ∇V und x˙(t) einen stumpfen
Winkel, wie in Abbildung 4.3 gezeichnet.
Der gro¨ßte Nachteil der Stabilita¨tsanalyse nichtlinearer Systeme nach dem Satz von Lja-
punow besteht darin, dass der Satz fu¨r das zu beschreibende System nur eine hinrei-
chende Stabilita¨tsbedingung angibt. Außerdem erfasst der gesicherte Einzugsbereich ΩC ,
der durch eine Ljapunow-Funktion V (x) gefunden wurde, nur einen Teil des tatsa¨chli-
chen Stabilita¨tsgebiets ΩE . Wenn keine Ljapunow-Funktion gefunden werden kann, die
die Eigenschaften des Satzes von Ljapunow erfu¨llt, bedeutet dies nicht, dass das System
instabil in x = 0 wa¨re. Aber es gibt keine Regel, die Ljapunow-Funktion herauszuﬁn-
den, die den gro¨ßten gesicherten Einzugsbereich sicherstellt [42]. Es gibt in der Litera-
tur eine Reihe von Publikationen, deren Ziel es ist, eine optimal geeignete Ljapunow-
Funktion zu generieren, um einen mo¨glichst großen gesicherten Einzugsbereich zu scha¨tzen
[6, 8, 9, 15, 21, 27, 29, 33, 37, 56, 60, 62]. Im Folgenden wird fu¨r ein einfaches Beispiel die
Anwendung der Sa¨tze von Ljapunow demonstriert.
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Abbildung 4.3: Gesicherter Einzugsbereich ΩC eines nichtlinearen Systems mit zwei
Zusta¨nden.
Beispiel 4.1
Es sei folgendes polynominale autonome System gegeben [48].
x˙1 = − x1
x˙2 = − x2 + x21 x2 (4.27)
Das System hat eine einzige Ruhelage, und diese Ruhelage liegt im Ursprung. Die Stabilita¨t
der Ruhelage kann mit Hilfe der Jacobi-Matrix
(
∂f
∂x
)
=
⎛⎜⎝
∂f1
∂x1
∂f1
∂x2
∂f2
∂x1
∂f2
∂x2
⎞⎟⎠ (4.28)
getestet werden, wobei
f1(x) = − x1 (4.29)
und
f2(x) = − x2 + x21 x2 (4.30)
sind. Wenn das System um den Ursprung linearisiert wird, bekommt man ein lineares
Modell (vgl. (4.5)) mit der Systemmatrix
A =
(
∂f
∂x
) ∣∣∣∣∣
x=0
=
( −1 0
0 −1
)
. (4.31)
Die Fundamentalmatrix fu¨r das linearisierte Modell wird bestimmt durch
eAt =
(
e−t 0
0 e−t
)
. (4.32)
Da
lim
t → ∞ ‖e
At‖ = 0 (4.33)
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ist, ist das linearisierte Modell, bzw. die Ruhelage im Ursprung asymptotisch stabil. Die
asymptotische Stabilita¨t der Ruhelage x = 0 kann weiterhin durch den Satz von Ljapunow
sichergestellt werden. Dafu¨r wird das linearisierte Modell verwendet. Das quadratische
Polynom
V (x) = x21 + x
2
2 = x
T Q x (4.34)
=
(
x1 x2
) ( 1 0
0 1
) (
x1
x2
)
sei als Ljapunow-Funktion angesetzt. Die Matrix
Q =
(
1 0
0 1
)
(4.35)
ist symmetrisch und positiv deﬁnit, und die Funktion V (x) ist radial unbeschra¨nkt. Da
die Matrix
AT Q + Q A =
( −1 0
0 −1
) (
1 0
0 1
)
+
(
1 0
0 1
) ( −1 0
0 −1
)
=
( −2 0
0 −2
)
(4.36)
negativ deﬁnit ist, wird die quadratische und positiv deﬁnite Funktion V (x) als eine ge-
eignete Ljapunow-Funktion bezeichnet, und die Ruhelage im Ursprung ist asymptotisch
stabil.
Um eine asymptotisch stabile Ruhelage eines nichtlinearen Systems existiert immer ein
Einzugsbereich ΩE. Fu¨r dieses nichtlineare System ist also ein Einzugsbereich um die
Ruhelage x = 0 vorhanden. Es ist aber in meisten Fa¨llen schwierig, den gesamten Ein-
zugsbereich ΩE zu berechnen. Dafu¨r kann man einen gesicherten Einzugsbereich ΩC mit
Hilfe des Satzes von Ljapunow berechnen, wobei das Gebiet ΩC in diesem Beispiel durch
die Menge
ΩC = { x ∈ R2 | V (x) = x21 + x22 ≤ C } , C > 0 (4.37)
deﬁniert ist.
Quadratische und positiv deﬁnite Polynome erfu¨llen direkt alle Bedingungen in der asypmto-
tischen Stabilita¨tsanalyse von Ljapunow bis auf die Bedingung, dass im geschlossenen
Gebiet ΩC die zeitliche Ableitung des Polynoms negativ semideﬁnit ist. Deswegen muss
u¨berpru¨ft werden, ob fu¨r das als Ljapunow-Funktion angesetzte Polynom V (x) diese Be-
dingung erfu¨llt ist. Wenn sichergestellt ist, dass V (x) eine geeignete Ljapunow-Funktion
ist, kann durch diese Bedingung eine Konstante C bestimmt werden. Die zeitliche Ablei-
tung der Ljapunow-Funktion ist
V˙ (x) = (∇ V )T x˙(t) = (∇ V )T f(x)
=
(
2 x1 2 x2
) ( − x1
− x2 + x21 x2
)
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= −2 x21 − 2 x22 + 2 x21 x22
= −2 x21︸ ︷︷ ︸
≤ 0
+ 2 x22︸︷︷︸
≥ 0
( x21 − 1 )︸ ︷︷ ︸
≤ 0
≤ 0 . (4.38)
Falls
− 1 ≤ x1 ≤ 1 (4.39)
gilt, ist sichergestellt, dass die zeitliche Ableitung der Ljapunow-Funktion (4.34) negativ
semideﬁnit ist.
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Abbildung 4.4: Das gesicherte Einzugsbereich Ω1 fu¨r das System (4.27) im Beispiel 4.1.
Die Bedingung (4.39) beschreibt das Gebiet
Ω1
V˙
= { x ∈ R2 | −1 ≤ x1 ≤ 1 } , (4.40)
in dem V˙ (x) negativ deﬁnit ist. Das Gebiet (4.40) ist eine Teilmenge des Gebietes
Ω−
V˙
= { x ∈ R2 | V˙ (x) ≤ 0 } . (4.41)
Nach dem Satz von Ljapunow muss ein gesicherter Einzugsbereich eine Teilmenge des
Gebietes Ω−
V˙
sein. Wenn die Menge ΩC als eine Teilmenge des Gebietes Ω1V˙ ausgewa¨hlt
wird, dann ist sie ein gesicherter Einzugsbereich fu¨r das System (4.27).
ΩC ⊆ Ω1V˙ ⊆ Ω−V˙ (4.42)
Fu¨r C = 1 ist das Gebiet
Ω1 = { x ∈ R2 | x21 + x22 ≤ 1 } (4.43)
eine Teilmenge des Gebietes Ω1
V˙
und beschreibt deshalb einen gesicherten Einzugsbereich.
In der Abbildung 4.4 werden die Gebiete Ω−
V˙
, Ω1
V˙
und Ω1 graﬁsch dargestellt.
Kapitel 5
Berechnung gesicherter
Einzugsbereiche fu¨r polynominale
Systeme
5.1 Einleitung
Wie im Kapitel 4 erwa¨hnt wurde, ist es in der Regelungstechnik notwendig, die Stabilita¨t
der Ruhelage eines dynamischen Systems zu untersuchen. Falls die Ruhelage asymptotisch
stabil ist, kommt als na¨chste Untersuchung die Bestimmung eines gesicherten Einzugsbe-
reiches ΩC in Frage. In dieser Einleitung werden die wesentlichen Begriﬀe nochmals wie-
derholt.
Im Folgenden werden nichtlineare autonome Systeme untersucht, die durch die Diﬀeren-
tialgleichung
x˙ = f(x) , x(0) = xo (5.1)
beschrieben werden. Hier stellt der Vektor x ∈ Rn den Zustandsvektor des Systems, der
Vektor xo ∈ Rn den Anfangszustand und die Funktion f(x) ∈ Rn den Vektor der rechten
Seiten, dessen Komponenten Polynome mit n Variablen sind, dar. Das System (5.1) soll
die folgenden zwei Voraussetzungen erfu¨llen.
• Es soll f(0) = 0 sein, das heißt, der Zustandsvektor x = 0 ist eine Ruhelage des
Systems.
• Die Matrix
A =
(
∂f
∂x
) ∣∣∣∣∣
x=0
(5.2)
ist eine Hurwitz-Matrix. Das bedeutet, die Eigenwerte der Matrix A sollen in der
oﬀenen linken Halbebene liegen. Daraus folgt, dass die Ruhelage im Ursprung asym-
ptotisch stabil ist.
Die erste Voraussetzung ist ohne Beschra¨nkung der Allgemeinheit zu erfu¨llen. Wenn das
System keine Ruhelage im Ursprung hat, kann eine beliebige Ruhelage durch eine Koor-
dinatentransformation auf den Punkt x = 0 gezogen werden [57]. x∗ sei die Ruhelage des
Systems
˙˜x = g(x˜) , x˜(0) = x˜o , (5.3)
fu¨r die die Stabilita¨t, bzw. ein gesicherter Einzugsbereich untersucht wird. Durch die Trans-
formation
x = x˜ − x∗ (5.4)
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wird ein transformiertes nichtlineares System der Form (5.1) erzeugt, dessen Ruhelage
x = 0 ist. Hier sind x˙ = ˙˜x, f(x) = g(x + x∗) und xo = x˜o − x∗. Die Transformation
vera¨ndert die Stabilita¨t des Systems nicht. Wenn die Ruhelage x∗ asymptotisch stabil ist,
ist die Ruhelage x = 0 asymptotisch stabil, und die Form des Einzugsbereiches Ω˜E um x∗
bleibt nach der Transformation unvera¨ndert.
Die zweite Voraussetzung garantiert, dass das linearisierte Modell des Systems um die
Ruhelage x = 0 asymptotisch stabil ist, dass ein Einzugsbereich ΩE um diese Ruhelage
existiert. Die Abbildung 5.1 zeigt in einer zweidimensionalen Darstellung die Transforma-
tion der Ruhelage x∗ in die Ruhelage x = 0.
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Abbildung 5.1: Transformation der Ruhelage x∗ ∈ R2 in den Ursprung.
In diesem Kapitel wird die quadratische Ljapunow-Funktion
V (x) = xT Q x (5.5)
verwendet, um einen gesicherten Einzugsbereich ΩC zu berechnen. Hierbei ist die Matrix
Q symmetrisch und positiv deﬁnit.
Es wird angenommen, dass die Funktion V (x) eine geeignete Ljapunow-Funktion ist. Dann
kann mit Hilfe des Satzes von Ljapunow bewiesen werden, dass das um den Ursprung linea-
risierte Modell asymptotisch stabil ist. Daraus folgt die Annahme, dass die symmetrische
Matrix
P = AT Q + Q A (5.6)
negativ deﬁnit ist [12, 22, 28, 57], wobei die Matrix A die Systemmatrix (5.2) des linea-
risierten Modells ist. Die zeitliche Ableitung der Ljapunow-Funktion fu¨r das linearisierte
Modell ist dementsprechend
V˙ (x) = xT ( AT Q + Q A ) x
= xT P x < 0 , x ∈ Rn \ {0} . (5.7)
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Ein gesicherter Einzugsbereich wird durch
ΩC = { x | V (x) ≤ C } , C > 0 (5.8)
mit einer noch zu bestimmenden Konstante C deﬁniert.
Das geschlossene Gebiet ΩC ist ein gesicherter Einzugsbereich des Systems nach dem
Satz von Ljapunow, wenn die Ungleichung
V˙ (x) = x˙T Q x + xT Q x˙
= f(x)T Q x + xT Q f(x) < 0 (5.9)
fu¨r jedes x ∈ ΩC außer x = 0 gilt [12, 28]. Die Abbildung 5.2 zeigt einen gesicherten
Einzugsbereich ΩC in der zweidimensionalen Ebene, der eine Untermenge des gesamten
Einzugsbereiches ΩE ist.
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Abbildung 5.2: Ein gesicherter Einzugsbereich ΩC in der zweidimensionalen Ebene.
Das Ziel dieses Kapitels ist fu¨r eine ausgewa¨hlte Ljapunow-Funktion den Wert von C zu
maximieren, so dass das durch C deﬁnierte geschlossene Gebiet ΩC ein gesicherter Einzugs-
bereich bleibt. Je gro¨ßer der Wert von C ist, desto gro¨ßer ist die Fla¨che, bzw. das Volumen
des Einzugsbereiches ΩC . Es gibt verschiedene Publikationen, in denen Methoden benutzt
wurden, dieses Ziel zu erreichen [7, 14, 18, 20, 24, 26, 30, 36, 40, 44, 47, 48, 50, 53, 55, 59].
In der Abbildung 5.3 sieht man ein Beispiel fu¨r den gro¨ßtmo¨glichen gesicherten Einzugs-
bereich ΩC eines Systems mit zwei Zusta¨nden. Fu¨r den Fall, dass die Ungleichung (5.9)
fu¨r den gesamten Zustandsraum gilt, ist die Ruhelage global asymptotisch stabil, und der
Einzugsbereich der gesamte Rn.
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Abbildung 5.3: Gro¨ßtmo¨glicher gesicherter Einzugsbereich ΩC∗ in der zweidimensionalen
Ebene.
5.2 Numerische Berechnungsmethode eines gesicherten Ein-
zugsbereiches
In diesem Unterkapitel wird der maximale Wert C∗ von C fu¨r eine geeignete quadrati-
sche Ljapunow-Funktion untersucht [50]. Der geschlossene Bereich ΩC∗ soll ein gesicherter
Einzugsbereich des Systems sein. Das heißt, dass jeder Zustandsvektor x in ΩC∗ die Un-
gleichung (5.9) erfu¨llt.
Die Gleichung
V (x) = xT Q x = C , x ∈ Rn (5.10)
mit konstantem C beschreibt ein Ellipsoid, im Spezialfall ein Spha¨roid im n-dimensio-
nalen Raum, dessen Volumen zu der Ho¨henlinie C proportional ist. Je gro¨ßer die Zahl C
ist, desto gro¨ßer ist das Volumen des Ellipsoids, das den geschlossenen Bereich ΩC dar-
stellt. Durch das na¨chste Beispiel wird der oben genannte Satz in der zweidimensionalen
Ebene veranschaulicht.
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Beispiel 5.1
Ein quadratisches positiv deﬁnites Polynom
V (x) =
(
x1 x2
) ( q1 q2
q2 q3
)
︸ ︷︷ ︸
Q
(
x1
x2
)
, Q = QT > 0 (5.11)
= q1 x21 + 2 q2 x1 x2 + q3 x
2
2
sei eine geeignete Ljapunow-Funktion fu¨r ein autonomes System, das eine Ruhelage im
Ursprung besitzt. Die Funktion
V (x) = q1 x21 + 2 q2 x1 x2 + q3 x
2
2 = C (5.12)
beschreibt eine Ellipse wie in Abbildung 5.4 dargestellt, wobei C konstant ist.
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Abbildung 5.4: Ellipse, beschrieben durch die Funktion V (x) = C fu¨r Beispiel 5.1.
Die Beschreibungsfunktion der Ellipse nach dem Koordinatensystem (xˆ1, xˆ2) wird durch
die Gleichung
xˆ21
a2
+
xˆ22
b2
= 1 (5.13)
angegeben [32], wobei a und b positive Zahlen sind und der Fla¨cheninhalt S durch die
Formel
S = π a b (5.14)
berechnet wird [5]. Die Darstellung (5.13) wird mit Hilfe der Koordinatentransformation [5](
xˆ1
xˆ2
)
=
(
cosα sinα
− sinα cosα
)(
x1
x2
)
(5.15)
ermittelt.
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Die Ru¨cktransformation ist entsprechend [32](
x1
x2
)
=
(
cosα − sinα
sinα cosα
) (
xˆ1
xˆ2
)
. (5.16)
Wenn die Variable x1 durch den Term (cosα xˆ1 − sinα xˆ2) und die Variable x2 durch den
Term (sinα xˆ1 + cosα xˆ2) in der Gleichung (5.12) ersetzt werden, wird die Darstellung
in Abha¨ngigkeit von den Variablen xˆ1 und xˆ2 gema¨ß
V (xˆ) = ( q1 cos2α + q3 sin2α + q2 sin 2α )︸ ︷︷ ︸
k1
xˆ21 +
( q1 sin2α + q3 cos2α − q2 sin 2α )︸ ︷︷ ︸
k2
xˆ22 +
( q3 sin 2α − q1 sin 2α + 2 q2 cos 2α )︸ ︷︷ ︸
= 0
xˆ1 xˆ2 (5.17)
errechnet.
Der Koeﬃzient des dritten Terms in (5.17) muss gleich null sein, um die Ellipsenbeschrei-
bung (5.13) zu erfu¨llen. Der Winkel α wird also mittels der Gleichung
( q3 − q1 ) sin 2α + 2 q2 cos 2α = 0 (5.18)
gefunden. Man errechnet
α =
1
2
arctan
(
2 q2
q1 − q3
)
. (5.19)
Wenn α wie in der Gleichung (5.19) ausgewa¨hlt wird, dann ist
V (xˆ) = k1 xˆ21 + k2 xˆ
2
2 = C . (5.20)
Daraus folgt
k1
C
xˆ21 +
k2
C
xˆ22 =
xˆ21
a2
+
xˆ22
b2
= 1 (5.21)
mit
a =
√
C
k1
und b =
√
C
k2
. (5.22)
Der Fla¨cheninhalt der Ellipse wird hiermit bestimmt zu
S = π a b =
π C√
k1 k2
, (5.23)
wobei die Zahlen k1 und k2 konstant sind. Aus der Gleichung (5.23) ist ersichtlich, dass
der Fla¨cheninhalt S proportional zu C ist.
Die symmetrische positiv deﬁnite (n× n) Matrix
Q =
⎛⎜⎜⎜⎝
q1,1 q1,2 · · · q1,n
q1,2 q2,2 · · · q2,n
...
...
. . .
...
q1,n q2,n · · · qn,n
⎞⎟⎟⎟⎠ (5.24)
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kann mit Hilfe der Cholesky-Zerlegung [25, 43, 46] in der Form
Q = LT L (5.25)
mit einer oberen Dreiecksmatrix
L =
⎛⎜⎜⎜⎜⎜⎝
l1,1 l1,2 l1,3 · · · l1,n
0 l2,2 l2,3 · · · l2,n
0 0 l3,3 · · · l3,n
...
...
. . . . . .
...
0 0 · · · 0 ln,n
⎞⎟⎟⎟⎟⎟⎠ . (5.26)
dargestellt werden.
Die Elemente der Matrix L ko¨nnen mit den folgenden Gleichungen ermittelt werden
[43, 46].
l1,1 =
√
q1,1 , l1,j =
q1,j
l1,1
, j = 2 , . . . , n
li,i =
√√√√(qi,i − i−1∑
k=1
l2k,i
)
, i = 2 , . . . , n (5.27)
li,j =
1
li,i
(
qi,j −
i−1∑
k=1
lk,i lk,j
)
, i = 2 , . . . , n− 1 , j = i + 1 , . . . , n
Das System (5.1) wird nun mit Hilfe der Zustandstransformation
xˆ = L x (5.28)
transformiert, wobei xˆ der neue Zustandsvektor ist. Dessen Zustandsraumdarstellung wird
durch die Diﬀerentialgleichung
˙ˆx = fˆ(xˆ) = L f(L−1 xˆ) , xˆ(0) = xˆo = L xo (5.29)
gegeben. Das neue System (5.29) besitzt genauso wie das ursprungliche System eine Ru-
helage im Ursprung.
Die durch (5.5) gegebene Ljapunow-Funktion V (x) wird wie folgt transformiert.
V (x) = xT Q x = xT LT L x
= xˆT xˆ = Vˆ (xˆ) , (5.30)
sie stellt also nun die einfachste quadratische Form dar. Mit der Ho¨henlinie zum Wert
C beschreibt die Funktion V (x) ein Ellipsoid, und die Funktion Vˆ (xˆ) eine Kugel im n-
dimensionalen Raum. Wenn der Bereich
ΩˆC = { xˆ | Vˆ (xˆ) ≤ C } , C > 0 (5.31)
ein Einzugsbereich des Systems
˙ˆx = fˆ(xˆ) , xˆ(0) = xˆo (5.32)
ist, muss der Bereich (5.8) ein Einzugsbereich des Systems (5.1) sein. Diese Behauptung
wird im folgenden erla¨utert.
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ΩˆC sei ein gesicherter Einzugsbereich fu¨r das System (5.32). Das heißt, jede Zustand-
strajektorie xˆ(t), die im spha¨rischen Bereich ΩˆC beginnt, bleibt fu¨r immer in ΩˆC , und
lim
t→∞ xˆ(t) = 0 ∀ xˆ(t) ∈ ΩˆC . (5.33)
Die Transformationsmatrix L ist eine lineare und bijektive Abbildung zwischen den Be-
reichen ΩC und ΩˆC . Hieraus folgt die A¨quivalenz
xˆ(t) ∈ ΩˆC ⇐⇒ x(t) = L−1 xˆ(t) ∈ ΩC , t ∈ [ 0 , ∞ ) . (5.34)
Wenn die Gleichungen (5.33) und (5.34) verwendet werden, folgt
lim
t→∞ xˆ(t) = limt→∞ L x(t) = L limt→∞x(t) = 0 ∀ x(t) ∈ ΩC
L lim
t→∞ x(t) = 0 =⇒ limt→∞ x(t) = 0 ∀ x(t) ∈ ΩC . (5.35)
Da die Eigenschaft
lim
t→∞ x(t) = 0 ∀ x(t) ∈ ΩC (5.36)
fu¨r jede Zustandstrajektorie x(t) im ellipsoidischen Bereich ΩC gilt, ist ΩC ein gesicherter
Einzugsbereich fu¨r das System
x˙ = f(x) , x(0) = xo . (5.37)
In der Abbildung 5.5 ist die Relation zwischen den gesicherten Einzugsbereichen ΩC und
ΩˆC in der zweidimensionalen Ebene graﬁsch dargestellt.
C
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x x
xx
2 2
2
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r
L
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1 V x r C( ) = =
V x C( ) =
_
Abbildung 5.5: Relation zwischen ΩC und ΩˆC in der zweidimensionalen Ebene.
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Die asymptotische Stabilita¨t des Systems (5.32) kann daher nach der Stabilita¨tstheorie
von Ljapunow mit der Ljapunow-Funktion
Vˆ (xˆ) = xˆT xˆ (5.38)
untersucht werden. Die jetzige Aufgabe ist es, den Volumeninhalt des Spha¨roids ΩˆC zu ma-
ximieren, bzw. die Zahl C∗ zu bestimmen. Dadurch wird der Volumeninhalt des Ellipsoids
ΩC maximiert. Die Ljapunow- Funktion (5.38) erfu¨llt direkt zwei von drei Voraussetzun-
gen. Die erste ist, die Stetigkeit der Funktion Vˆ (xˆ) und des Gradienten von Vˆ (xˆ). Die
zweite Voraussetzung ist, die positive Deﬁnitheit von Vˆ (xˆ). Die dritte und wichtigste Be-
dingung ist, dass die zeitliche Ableitung von Vˆ (xˆ) im Einzugsbereich negativ deﬁnit sein
muss. Durch diese dritte Eigenschaft kann ein gesicherter Einzugsbereich ΩˆC , bzw. der
gro¨ßte gesicherte Einzugsbereich ΩˆC∗ mit der Ljapunow-Funktion (5.38) berechnet wer-
den.
Die zeitliche Ableitung der Ljapunow-Funktion (5.38)
˙ˆ
V (xˆ) = 2 xˆT ˙ˆx = 2 xˆT fˆ(xˆ) (5.39)
muss im Einzugsbereich negativ deﬁnit sein. Das bedeutet, dass das Polynom
p(xˆ) = − ˙ˆV (xˆ) (5.40)
positiv deﬁnit in ΩˆC sein muss. Es wird angenommen, dass das Polynom p(xˆ) ein Polynom
k-ter Ordnung ist. Im na¨chsten Schritt, vor der Anwendung des Theorems von Ehlich und
Zeller [11], gehen wir von den kartesischen Koordinaten in die Kugelkoordinaten u¨ber.
Diese Transformation ist durch
xˆ1 = r cos θ1 cos θ2 · · · cos θn−2 cos θn−1
xˆ2 = r cos θ1 cos θ2 · · · cos θn−2 sin θn−1
xˆ3 = r cos θ1 cos θ2 · · · cos θn−3 sin θn−2
...
...
... (5.41)
xˆi = r cos θ1 cos θ2 · · · cos θn−i sin θn−i+1
...
...
...
xˆn = r sin θ1 ,
gegeben. In den Gleichungen (5.41) stellt r den Radius und die θi, i = 1, . . . , (n − 1), die
Winkel dar. In diesem Fall lautet die Ljapunow-Funktion (5.38) in Kugelkoordinaten
Vˆ (xˆ) = Vˆ (r, θ1, θ2, . . . , θn−1) = r2 . (5.42)
Im Hinblick auf eine kompakte Schreibweise werden die Abku¨rzungen θ = ( θ1, θ2, . . . , θn−1 )T
und y = ( r, θ1, θ2, . . . , θn−1 )T eingefu¨hrt. Die Funktion (5.40) besitzt in Kugelkoordinaten
die Darstellung
p(xˆ) = p( r , θ1 , θ2 , . . . , θn−1 ) = p( r , θ ) = p(y)
= ak rk + ak−1 rk−1 + · · · + a2 r2 (5.43)
wobei die Koeﬃzienten ai, i = 2, . . . , k, Funktionen der Winkel θ1, . . . , θn−1 sind. Im
na¨chsten Schritt wird u¨berpru¨ft, ob die Funktion
p(r, θ) = ak rk + ak−1 rk−1 + · · · + a2 r2 (5.44)
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in einem spha¨rischen Bereich mit Radius r positiv deﬁnit ist. Um dieses Ziel zu erreichen,
wird das Theorem von Ehlich und Zeller verwendet [11]. Ga¨rtel [17] hat bewiesen, indem
sie das Theorem von Ehlich und Zeller angewandt hat, dass die Ungleichung
pJˆmin ≥
1
2
{
(K + 1) px(Nˆ,Jˆ)min − (K − 1) px(Nˆ,Jˆ)max
}
(5.45)
fu¨r jede polynomiale Funktion p in einem abgeschlossenen kompakten Bereich Jˆ gilt.
x(Nˆ , Jˆ) ist die Menge, die aus den Tschebyscheﬀ-Punkten im Bereich Jˆ besteht. pJˆmin
ist der Mindestwert der Funktion p im Bereich Jˆ . px(Nˆ,Jˆ)min und p
x(Nˆ,Jˆ)
max sind der Mindest-
und der Ho¨chstwert der Funktion p fu¨r die Tschebyscheﬀ-Punkte. K ist eine konstante
Zahl, die mittels der Formel (2.33) berechnet wird. Wenn die rechte Seite der Ungleichung
(5.45) gro¨ßer als null ist, oder anders ausgedru¨ckt, die Ungleichung
(K + 1) px(Nˆ,Jˆ)min − (K − 1) px(Nˆ,Jˆ)max > 0 (5.46)
gilt, kann geschlossen werden, dass der Mindestwert der Funktion p im Intervall Jˆ positiv
ist, bzw. die Funktion p im Bereich Jˆ positiv deﬁnit ist. Es kann mit der Ungleichung
(K + 1) py(Nˆ ,Jˆ)min − (K − 1) py(Nˆ ,Jˆ)max > 0 (5.47)
getestet werden, ob die Funktion p(r, θ) (5.44) in einem Spha¨roid mit Radius r positiv
deﬁnit ist, wobei y(Nˆ , Jˆ) die Menge der Tschebyscheﬀ-Punkte im Spha¨roid mit Radius r
ist. Die Ungleichung (5.47) ist eine hinreichende Bedingung fu¨r die positive Deﬁnitheit der
Funktion p(r, θ) in einem spha¨rischen Bereich mit Radius r. Die Funktion p(r, θ) besitzt
(n−1) Winkelvariablen und den Radius r. Der Wertebereich des Winkels θ1 liegt zwischen
0 und 2π, fu¨r die anderen Winkelvariablen zwischen 0 und π. Die Tschebyscheﬀ-Punkte
der Variable r beﬁnden sich im Intervall [0, r].
Die gesamte Anzahl Nˆ der Tschebyscheﬀ-Punkte bestimmt man durch die Formel
Nˆ =
n∏
i=1
Ni , (5.48)
wobei Ni die Anzahl der Tschebyscheﬀ-Punkte fu¨r die i-te Variable bezeichnet. Jˆ stellt
den spha¨rischen Bereich mit Radius r dar. Wenn die Ungleichung (5.47) erfu¨llt ist, mu¨ssen
auch die Ungleichungen
(K + 1) p(yi) − (K − 1) p(yj) > 0 , i, j = 1 , . . . , Nˆ (5.49)
mit
p
y(Nˆ,Jˆ)
min ≤ p(yi) ≤ py(Nˆ,Jˆ)max , i = 1 , . . . , j , . . . , Nˆ (5.50)
gelten. Hier sind yi, yj zwei Tschebyscheﬀ-Punkte in der Menge y(Nˆ , Jˆ). Es ist oﬀensicht-
lich, dass die Anzahl der Ungleichungen in (5.49) gleich Nˆ2 ist.
Mit Hilfe der Ungleichung (5.47) kann getestet werden, ob die Funktion p(r, θ) im Spha¨roid
mit einem bekannten Radius r positiv deﬁnit ist. Dieser Satz kann mathematisch mit der
Implikation
(K+1) py(Nˆ ,Jˆ)min − (K−1) py(Nˆ ,Jˆ)max > 0 =⇒ p(r, θ) = p(xˆ) > 0 ∀ xˆ ∈ Jˆ (5.51)
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interpretiert werden. Es bleibt weiterhin das Ziel, die maximale Ho¨henlinie C∗, bzw. den
maximalen Radius r∗ zu bestimmen. Deshalb ist die Ungleichung (5.47) unzureichend. Das
kompakte und abgeschlossene Intervall fu¨r die Winkel ist
Jˆθ = Jθ1 × Jθ2 × · · · × Jθn−1 = [0, 2π] × [0, π] × · · · × [0, π] . (5.52)
Das Intervall fu¨r den Radius r ist noch zu bestimmen. Deswegen wird angenommen, dass
der Radius r ein unbekannter Parameter ist. Allerdings kann durch die Lo¨sungsmenge der
Nˆ2 Ungleichungen in (5.49) ein beschra¨nktes Intervall fu¨r den Radius r angegeben wer-
den. Im spha¨rischen Bereich Jˆ mit dem Radius r aus dem Intervall ist die Funktion p(r, θ)
positiv deﬁnit. Die obere Grenze des Intervalls ist eine Approximation zu den maximalen
Radius r∗. Je gro¨ßer die Anzahl der Gitterpunkte ist, desto na¨her approximiert die obe-
re Grenze des Intervalls zu den maximalen Radius r∗. Die Zahl (r∗)2 gibt die maximale
Ho¨henlinie C∗ an.
Weil der Radius r als ein unbekannter Parameter angenommen ist, hat die Funktion p(r, θ)
nun (n−1) Variablen, die die Winkel θi repra¨sentieren. Das Intervall Jˆθ fu¨r die Winkel ist
bekannt. Es ko¨nnen daher die Gitterpunkte fu¨r die Winkel berechnet werden. In diesem
Fall a¨ndert sich die gesamte Anzahl der Gitterpunkte und wird durch die Formel
Nˆθ =
n−1∏
i=1
Nθi (5.53)
bestimmt. Die Funktion p(r, θ) wird nun an den Gitterpunkten ϑi wie folgt
p( r , ϑi ) = aik r
k + aik−1 r
k−1 + · · · + ai2 r2 (5.54)
= r2 ( aik r
k−2 + aik−1 r
k−3 + · · · + ai2 )
ϑi ∈ θ(Nˆθ, Jˆθ) , i = 1 , . . . , Nˆθ
berechnet. In der Gleichung (5.54) stellt θ(Nˆθ, Jˆθ) die Menge der Gitterpunkte dar. Da
die Koeﬃzienten aik Funktionen des Winkelvektors θ ∈ Rn−1 sind, und alle Gitterpunkte
ϑi ∈ Rn−1 bekannt sind, ist jeder Koeﬃzient ait, fu¨r t = 2, . . . , k , bekannt und konstant.
Die Funktion p(r, ϑi) geht in ein Polynom k-ter Ordnung mit dem Radius r als einzige
Variable u¨ber.
Die Ungleichungen (5.49) ko¨nnen wie folgt formuliert werden.
(K + 1)p(yi) − (K − 1)p(yj) = (K + 1) p(r, ϑi) − (K − 1) p(r, ϑj)
= (K + 1)(aikr
k + aik−1r
k−1 + · · ·+ ai2r2) −
(K − 1)(ajkrk + ajk−1rk−1 + · · ·+ aj2r2)
= [ (K + 1) aik − (K − 1) ajk ] rk +
[ (K + 1) aik−1 − (K − 1) ajk−1 ] rk−1 +
· · · + [ (K + 1) ai2 − (K − 1) aj2 ] r2
= ai,jk r
k + ai,jk−1 r
k−1 + · · · + ai,j2 r2 (5.55)
= r2 (ai,jk r
k−2 + ai,jk−1 r
k−3 + · · · + ai,j2 ) > 0
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Da der Fall r = 0 ausgeschlossen ist, gelten die folgenden Nˆ2θ Ungleichungen.
ai,jk r
k−2 + ai,jk−1 r
k−3 + · · · + ai,j2 > 0 , i, j = 1 , . . . , Nˆθ (5.56)
In (5.56) sind die Koeﬃzienten
ai,jt = (K + 1) a
i
t − (K − 1) ajt , (5.57)
t = 2 , . . . , k , i, j = 1 , . . . , Nˆθ
konstant. Bevor durch die Ungleichungen (5.56) das Intervall fu¨r den Radius r bestimmt
wird, womit die Funktion p(r, θ) im Spha¨roid mit dem Radius r positiv deﬁnit ist, muss
untersucht werden, in welchem Intervall des Radius r die Funktion p(r, θ) an allen Nˆθ
Gitterpunkten positive Werte hat. Anschließend werden die Ungleichungen
aik r
k−2 + aik−1 r
k−3 + · · · + ai2 > 0 , i = 1 , . . . , Nˆθ (5.58)
gelo¨st, um sicherzustellen, dass es eine Lo¨sung fu¨r den gesicherten Einzugsbereich geben
kann. Die folgende A¨quivalenz
p(r, ϑi) > 0 ⇐⇒ aik rk−2 + aik−1 rk−3 + · · · + ai2 > 0 (5.59)
gilt fu¨r alle r ∈ [0, r∗] \ {0}. Falls die Lo¨sungsmenge der Ungleichungen (5.58) leer ist,
ist das Polynom (5.5) keine geeignete Ljapunow-Funktion fu¨r das System (5.1). Deshalb
stellen die Ungleichungen (5.58) die notwendigen Bedingungen dar. Die Ungleichungen
(5.58) ko¨nnen auch durch die Ungleichungen (5.56) erzeugt werden. In diesem Fall ist
i = j, bzw. ϑi = ϑj . Dann gelten die Ungleichungen
(K + 1) p(r, ϑi) − (K − 1) p(r, ϑi) = 2 p(r, ϑi) > 0 (5.60)
=⇒ p(r, ϑi) > 0 , i = 1 , . . . , Nˆθ .
Mit den notwendigen Bedingungen (5.58) ﬁndet man eine a¨ußere Approximation zu dem
maximalen Radius r∗ mit Hilfe der Lo¨sungsmenge der Ungleichungen (5.58). Durch die
Lo¨sung jeder Ungleichung wird ein Intervall bestimmt. Fu¨r die i-te Ungleichung in (5.58)
sei das Lo¨sungsintervall
Rioben = [ 0 , r
i
oben ] , (5.61)
dabei wird rioben als die kleinste positive reelle Nullstelle des auf der linken Seite stehenden
Polynoms bestimmt.
Dann ist das Intervall, das alle Nˆθ Ungleichungen erfu¨llt, die Schnittmenge
R∗oben =
Nˆθ⋂
i=1
Rioben = [ 0 , r
∗
oben ] . (5.62)
In (5.62) stellt r∗oben eine obere Schranke fu¨r den maximalen Radius r
∗ dar, fu¨r den die
Funktion p(r, θ) im Spha¨roid mit Radius r∗ positiv deﬁnit ist. Das heißt, dass
r∗ ≤ r∗oben (5.63)
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gilt. Da die Implikation
(K + 1) p(r, ϑi) − (K − 1) p(r, ϑj) = ai,jk rk + · · · + ai,j2 r2 > 0
i, j = 1 , . . . , Nˆθ (5.64)
=⇒ p(r, θ) = p(xˆ) > 0 ∀ xˆ ∈ Jˆ
gilt, stellen die Ungleichungen (5.56) die hinreichenden Bedingungen dar. Durch die Lo¨sun-
gen der Nˆ2θ Ungleichungen wird eine untere Schranke fu¨r den maximalen Radius r
∗ gefun-
den.
Fu¨r die i-te Ungleichung in (5.56) sei das Lo¨sungsintervall
Riunten = [ 0 , r
i
unten ] . (5.65)
Dann ist das Intervall, das alle Nˆ2θ Ungleichungen erfu¨llt, die Schnittmenge
R∗unten =
Nˆ2θ⋂
i=1
Riunten = [ 0 , r
∗
unten ] (5.66)
In (5.66) stellt r∗unten eine innere Approximation zu dem maximalen Radius r∗ dar, fu¨r
den die Funktion p(r, θ) im Spha¨roid mit Radius r∗ positiv deﬁnit ist. Das heißt, dass
r∗unten ≤ r∗ (5.67)
gilt.
Wenn (5.63) und (5.67) zusammengefasst werden, wird das Intervall
r∗unten ≤ r∗ ≤ r∗oben (5.68)
fu¨r den maximalen Radius r∗ zuru¨ckgegeben. Da die maximale Ho¨henlinie C∗ gleich (r∗)2
ist, gilt
C∗unten ≤ C∗ ≤ C∗oben (5.69)
mit
C∗unten = (r
∗
unten)
2 und C∗oben = (r
∗
oben)
2 . (5.70)
In Abha¨ngigkeit von den Gitterpunkten beschreibt die Menge
ΩC∗unten = { x | V (x) ≤ C∗unten } , C∗unten > 0 (5.71)
mit Hilfe der Ljapunow-Funktion (5.5) den gro¨ßten gesicherten Einzugsbereich um die
Ruhelage x = 0 fu¨r das System (5.1). Fu¨r den Fall der globalen asymptotischen Stabi-
lita¨t tritt mit zunehmender Anzahl der Tschebyscheﬀ-Punkte fu¨r die in (5.64) deﬁnierten
Polynome der Fall ein, dass keine relle Nullstelle existiert. Fu¨r die in (5.58) auftretenden
Polynome ist dies bereits von Anfang an der Fall.
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Beispiel 5.2
Das folgende Beispiel behandelt dasselbe autonome System [48, 50] wie im Beispiel 4.1.
Das System wird durch die Zustandsraumdarstellung
x˙1 = −x1
x˙2 = −x2 + x21 x2 (5.72)
beschrieben. Die ausgewa¨hlte geeignete Ljapunow-Funktion ist
V (x) = x21 + x
2
2 = x
T Q x (5.73)
=
(
x1 x2
) ( 1 0
0 1
) (
x1
x2
)
.
Zuerst wird die symmetrische positiv deﬁnite Matrix
Q =
(
1 0
0 1
)
(5.74)
mit Hilfe der Cholesky-Zerlegung (5.25) in eine obere und untere Dreiecksmatrix zerlegt.
Die Elemente der oberen Dreiecksmatrix L werden durch die Formeln in (5.27) bestimmt.
Nach der Berechnung wird die obere Dreiecksmatrix
L =
(
1 0
0 1
)
(5.75)
gefunden. Im zweiten Schritt verwendet man die Zustandstransformation
xˆ = L x . (5.76)
Da die Matrix L die Einheitsmatrix ist, ist der neue Zustandsvektor xˆ mit dem Zustands-
vektor x des Systems (5.72) identisch. Es wird festgestellt, dass sich nach der Transformati-
on weder die Zustandsraumdarstellung (5.72) noch die Ljapunow-Funktion (5.73) a¨ndern.
Aus diesem Grund ist der Zustandsvektor x weiter zu verwenden.
Nach der Stabilita¨tstheorie von Ljapunow muss die zeitliche Ableitung der Ljapunow-
Funktion (5.73)
V˙ (x) = 2 xT x˙ = 2 xT f(x)
=
(
2 x1 2 x2
) ( −x1
−x2 + x21 x2
)
(5.77)
= −2 x21 − 2 x22 + 2 x21 x22
in einem gesicherten Einzugsbereich ΩC negativ deﬁnit sein. Mit anderen Worten muss
das Polynom
p(x) = −V˙ (x) = 2 x21 + 2 x22 − 2 x21 x22 (5.78)
in demselben Einzugsbereich ΩC positiv deﬁnit sein.
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Um den gro¨ßten gesicherten Einzugsbereich ΩC∗ fu¨r die angegebene Ljapunow-Funktion
(5.73) numerisch zu berechnen, wird mit
x1 = r cos θ1 x2 = r sin θ1 (5.79)
eine Transformation in Polarkoordinaten durchgefu¨hrt und das Theorem von Ehlich und
Zeller [11, 17] angewendet.
Das Polynom p(x) lautet in Polarkoordinaten
p(r, θ1) = 2 r2 cos2θ1 + 2 r2 sin2θ1 − 2 r4 cos2θ1 sin2θ1
= −2 cos2θ1 sin2θ1 r4 + 2 r2 (5.80)
= r2 ( −2 cos2θ1 sin2θ1 r2 + 2 ) .
Im Polynom p(r, θ1) wird der Winkel θ1 als Variable und der Radius r als unbekannter
Parameter betrachtet.
Die Elemente ϑ1,i, i = 1, . . . , Nθ1 , der Menge der Gitterpunkte θ(Nθ1, Jθ1) beﬁnden sich
im Intervall
Jθ1 = [ 0 , 2π ] . (5.81)
Die Werte des Polynoms p(r, θ1) mu¨ssen an den Gitterpunkten positiv sein, damit ein
gesicherter Einzugsbereich um die Ruhelage x = 0 existieren kann. Deshalb ergeben die
Ungleichungen
ai4 r
2 + ai2 > 0 , i = 1 , . . . , Nθ1 (5.82)
die notwendigen Bedingungen, wobei
ai4 = −2 cos2(ϑ1,i) sin2(ϑ1,i) und ai2 = 2 (5.83)
sind.
Fu¨r 200 Gitterpunkte wird mit der oben beschriebenen Methode das Intervall
[ r∗unten , r
∗
oben ] = [ 1,9991 , 2,0001 ] (5.84)
berechnet, in dem der maximale Radius r∗ liegt. Da die Gleichung
C∗ = (r∗)2 (5.85)
gilt, wird das Intervall
[ C∗unten , C
∗
oben ] = [ 3,9963 , 4,0002 ] (5.86)
fu¨r C∗ gefunden. Infolgedessen garantiert das abgeschlossene Gebiet
ΩC∗unten = { x | V (x) = x21 + x22 ≤ C∗unten = 3,9963 } (5.87)
mit Hilfe der 200 Gitterpunkte den gro¨ßten gesicherten Einzugsbereich des Systems (5.72)
fu¨r die angegebene Ljapunow-Funktion (5.73).
In der Abbildung 5.6 sind die untere und die obere Schranke fu¨r den maximalen Radius
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Abbildung 5.6: Die obere und die untere Schranke fu¨r den Radius r∗ in Abha¨ngigkeit von
der Anzahl der Gitterpunkte fu¨r Beispiel 5.2.
r∗ in Abha¨ngigkeit von der Anzahl der Gitterpunkte graﬁsch dargestellt. Die Abbildung
5.7 zeigt den gesicherten Einzugsbereich
ΩC∗unten = { x | V (x) = x21 + x22 ≤ C∗unten = 3,8616 } , (5.88)
der mit Hilfe von 30 Gitterpunkten berechnet wurde.
Beispiel 5.3
In diesem Beispiel [8, 36, 47, 50] wird ein gesicherter Einzugsbereich fu¨r das autonome
System mit der Zustandsraumdarstellung
x˙1 = − x1 + 2 x21 x2
x˙2 = − x2 (5.89)
untersucht. Als Ljapunow-Funktion wird das quadratische Polynom
V (x) = 0,33 x21 + 0,498 x1 x2 + 0,376 x
2
2
=
(
x1 x2
) ( 0,33 0,249
0,249 0,376
) (
x1
x2
)
(5.90)
= xT Q x
angesetzt. Die Matrix L der Cholesky-Zerlegung wird zu
L =
(
0,5745 0,4335
0 0,4337
)
, (5.91)
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Abbildung 5.7: Der gro¨ßte gesicherte Einzugsbereich fu¨r 30 Gitterpunkte und fu¨r Beispiel
5.2.
berechnet.
Die Zustandstransformation(
xˆ1
xˆ2
)
=
(
0,5745 0,4335
0 0,4337
) (
x1
x2
)
(5.92)
ergibt das transformierte nichtlineare System mit der Zustandsraumdarstellung
˙ˆx1 = − xˆ1 + 8,027 xˆ21 xˆ2 − 16,0465 xˆ1 xˆ22 + 8,0196 xˆ32
˙ˆx2 = − xˆ2 . (5.93)
Wie aus Gleichung (5.30) hervorgeht, ist die Ljapunow-Funktion fu¨r das neue System
durch
Vˆ (xˆ) = xˆT xˆ = xˆ21 + xˆ
2
2 (5.94)
gegeben.
Nach der Stabilita¨tstheorie von Ljapunow muss die zeitliche Ableitung der Ljapunow-
Funktion (5.94)
˙ˆ
V (xˆ) = 2 xˆT ˙ˆx = 2 xˆT fˆ(xˆ) (5.95)
=
(
2 xˆ1 2 xˆ2
) ( −xˆ1 − 16,0465 xˆ1 xˆ22 + 8,027 xˆ21 xˆ2 + 8,0196 xˆ32
−xˆ2
)
= 2 ( −xˆ21 − xˆ22 − 16,0465 xˆ21 xˆ22 + 8,027 xˆ31 xˆ2 + 8,0196 xˆ1 xˆ32 )
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in einem gesicherten Einzugsbereich ΩˆC negativ deﬁnit sein. Das bedeutet, dass das Po-
lynom
p(xˆ) = − ˙ˆV (xˆ) (5.96)
= 2 ( xˆ21 + xˆ
2
2 + 16,0465 xˆ
2
1 xˆ
2
2 − 8,027 xˆ31 xˆ2 − 8,0196 xˆ1 xˆ32 )
in demselben Einzugsbereich ΩˆC positiv deﬁnit sein wird. Mit den Gleichungen
x1 = r cos θ1 x2 = r sin θ1 (5.97)
wird der U¨bergang von kartesischen Koordinaten zu Polarkoordinaten vollzogen. Nach der
Koordinatentransformation stellt das trigonometrische Polynom
p(r, θ1) = 2 ( 16,0465 cos2θ1 sin2θ1 − 8,027 cos3θ1 sinθ1 − (5.98)
8,0196 cosθ1 sin3θ1 ) r4 + 2 r2
= sin 2θ1 (8,0233 sin 2θ1 − 8,027 cos2θ1 − 8,0196 sin2θ1 ) r4 + 2 r2
= r2 [ sin 2θ1 (8,0233 sin 2θ1 − 8,027 cos2θ1 − 8,0196 sin2θ1) r2 + 2 ]
das Polynom p(xˆ) in Polarkoordinaten dar. Da der Radius r als ein unbekannter Parame-
ter betrachtet wird, hat das trigonometrische Polynom p(r, θ1) vierten Grades eine einzige
Vera¨nderliche, na¨mlich den Winkel θ1.
Durch Bildung der Menge der Gitterpunkte θ(Nθ1, Jθ1) im Intervall
Jθ1 = [ 0 , 2π ] (5.99)
wird der gro¨ßte gesicherte Einzugsbereich ΩC∗ fu¨r die angegebene Ljapunow-Funktion
(5.90) gefunden. Die Werte des Polynoms p(r, θ1) mu¨ssen an den Gitterpunkten positiv
sein, damit ein gesicherter Einzugsbereich um die Ruhelage x = 0 existieren kann. Deshalb
geben die Ungleichungen
ai4 r
2 + ai2 > 0 , i = 1, . . . , Nθ1 (5.100)
die notwendigen Bedingungen fu¨r die Existenz eines gesicherten Einzugsbereiches, wobei
ai4 = sin 2(ϑ1,i) ( 8,0233 sin 2(ϑ1,i) − 8,027 cos2(ϑ1,i) − 8,0196 sin2(ϑ1,i) ) (5.101)
und
ai2 = 2 (5.102)
sind.
Fu¨r 189 Gitterpunkte wurde das Intervall
[ r∗unten , r
∗
oben ] = [ 0,9933 , 0,9983 ] (5.103)
berechnet, in dem sich der maximale Radius r∗ beﬁndet.Fu¨r C∗ ergibt sich das Intervall
[ C∗unten , C
∗
oben ] = [ 0,9866 , 0,9966 ] . (5.104)
Infolgedessen garantiert das abgeschlossene Gebiet
ΩC∗unten = { x | V (x) = 0,33 x21 + 0,498 x1 x2 + 0,376 x22 ≤ 0,9866 } (5.105)
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mit Hilfe der 189 Gitterpunkte den gro¨ßten gesicherten Einzugsbereich des Systems (5.89)
fu¨r die angegebene Ljapunow-Funktion (5.90).
Die Abbildung 5.8 zeigt die untere und die obere Schranke fu¨r den maximalen Radius
r∗ in Abha¨ngigkeit von der Anzahl der Gitterpunkte. In der Abbildung 5.9 sind der gesi-
cherte Einzugsbereich
ΩC∗unten = { x | V (x) = 0,33 x21 + 0,498 x1 x2 + 0,376 x22 ≤ 0,8303 } (5.106)
und das Gebiet
ΩC∗oben = { x | V (x) = 0,33 x21 + 0,498 x1 x2 + 0,376 x22 ≤ 1,0278 } , (5.107)
die fu¨r 40 Gitterpunkte berechnet wurden, dargestellt.
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Abbildung 5.8: Die obere und die untere Schranke des Radius r∗ in Abha¨ngigkeit von der
Anzahl der Gitterpunkte fu¨r Beispiel 5.3.
Beispiel 5.4
Das autonome System, das in diesem Beispiel [20, 48, 53] behandelt wird, wird durch
die Zustandsraumdarstellung
x˙1 = − x1 + x2 x23
x˙2 = − x2 + x1 x2 (5.108)
x˙3 = − x3
beschrieben. Die ausgewa¨hlte geeignete Ljapunow-Funktion ist
V (x) = x21 + x
2
2 + x
2
3 = x
T Q x (5.109)
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Abbildung 5.9: Der gro¨ßte gesicherte Einzugsbereich ΩC∗unten und das Gebiet ΩC∗oben fu¨r 40
Gitterpunkte und fu¨r Beispiel 5.3.
=
(
x1 x2 x3
) ⎛⎝ 1 0 00 1 0
0 0 1
⎞⎠ ⎛⎝ x1x2
x3
⎞⎠ .
Die zeitliche Ableitung der Ljapunow-Funktion (5.109) ist durch
V˙ (x) = 2 xT x˙ = 2 xT f(x)
=
(
2 x1 2 x2 2 x3
) ⎛⎝ −x1 + x2 x23−x2 + x1 x2
−x3
⎞⎠ (5.110)
= −2 x21 − 2 x22 − 2 x23 + 2 x1 x22 + 2 x1 x2 x23
gegeben und muss in einem gesicherten Einzugsbereich ΩC negativ deﬁnit sein. Das Poly-
nom
p(x) = −V˙ (x) = 2 x21 + 2 x22 + 2 x23 − 2 x1 x22 − 2 x1 x2 x23 (5.111)
muss folglich in demselben Einzugsbereich ΩC positiv deﬁnit sein.
Die Umsetzung in Polarkoordinaten erfolgt durch die Transformation
x1 = r cos θ1 cos θ2 x2 = r cos θ1 sin θ2 x3 = r sin θ1 . (5.112)
Das trigonometrische Polynom
p(r, θ) = 2 r2 − 2 r3 cos3 θ1 sin2 θ2 cos θ2 −
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2 r4 cos2 θ1 sin2 θ1 cos θ2 sin θ2
= a4 r4 + a3 r3 + a2 r2 (5.113)
= r2 ( a4 r2 + a3 r + a2 )
stellt das Polynom p(x) in Polarkoordinaten dar, wobei θ der Vektor
θ =
(
θ1
θ2
)
(5.114)
und
a4 = −2 cos2 θ1 sin2 θ1 cos θ2 sin θ2
a3 = −2 cos3 θ1 sin2 θ2 cos θ2 (5.115)
a2 = 2
die Koeﬃzienten sind. Da der Radius r als ein unbekannter Parameter betrachtet wird,
beinhaltet das Polynom p(r, θ) zwei Variablen, den Winkel θ1 und den Winkel θ2.
Die Elemente ϑi, i = 1, . . . , Nˆθ, der Menge der Gitterpunkte θ(Nˆθ, Jˆθ) beﬁnden sich im
Intervall
Jˆθ = [ 0 , 2π ] × [ 0 , π ] . (5.116)
Die Anzahl der Gitterpunkte Nˆθ im Intervall Jˆθ wird durch die Formel
Nˆθ = Nθ1 Nθ2 (5.117)
berechnet, wobei Nθ1 die Anzahl der Gitterpunkte fu¨r den Winkel θ1 und Nθ2 die Anzahl
der Gitterpunkte fu¨r den Winkel θ2 ist.
Die Werte des Polynoms p(r, θ) mu¨ssen an den Gitterpunkten positiv sein, damit ein
gesicherter Einzugsbereich um die Ruhelage x = 0 existieren kann. Deshalb stellen die
Ungleichungen
ai4 r
2 + ai3 r + a
i
2 > 0 , i = 1 , . . . , Nˆθ (5.118)
die notwendigen Bedingungen fu¨r die Existenz eines gesicherten Einzugsbereiches dar. Die
Lo¨sung der Nˆθ Ungleichungen ergibt eine obere Schranke r∗oben fu¨r den maximalen Radius
r∗. Da die Ungleichungen (5.56) die hinreichenden Bedingungen fu¨r die positive Deﬁnitheit
eines trigonometrischen Polynoms in einem Spha¨roid mit Radius r sind, wird mit Hilfe
der Lo¨sungsmenge der folgenden Nˆ2θ Ungleichungen eine untere Schranke r
∗
unten fu¨r den
maximalen Radius r∗ ermittelt. Die hinreichenden Bedingungen fu¨r das System (5.108)
sind
ai,j4 r
2 + ai,j3 r + a
i,j
2 > 0 , i, j = 1 , . . . , Nˆθ , (5.119)
wobei die Koeﬃzienten
ai,jt = (K + 1) a
i
t − (K − 1) ajt , t = 2 , 3 , 4 (5.120)
sind. Der maximale Radius r∗ geho¨rt zum Intervall
r∗ ∈ [ r∗unten , r∗oben ] . (5.121)
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Fu¨r 2904 Gitterpunkte ergibt sich das Intervall
[ r∗unten , r
∗
oben ] = [ 2,1916 , 2,2216 ] , (5.122)
in dem sich der maximale Radius r∗ beﬁndet. Da die Gleichung
C∗ = (r∗)2 (5.123)
gilt, beschreibt
[ C∗unten , C
∗
oben ] = [ 4,8031 , 4,9355 ] (5.124)
das Intervall fu¨r C∗. Infolgedessen garantiert das abgeschlossene Gebiet
ΩC∗unten = { x | V (x) = x21 + x22 + x23 ≤ C∗unten = 4,8031 } (5.125)
den gro¨ßten gesicherten Einzugsbereich des Systems (5.108) fu¨r die angegebene Ljapunow-
Funktion (5.109).
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Abbildung 5.10: Die obere und die untere Schranke fu¨r den Radius r∗ in Abha¨ngigkeit von
der Anzahl der Gitterpunkte fu¨r Beispiel 5.4.
Die Abbildung 5.10 zeigt die untere und die obere Schranke fu¨r den maximalen Radius r∗
in Abha¨ngigkeit von der Anzahl der Gitterpunkte. In der Abbildung 5.11 ist der gesicherte
Einzugsbereich
ΩC∗unten = { x | V (x) = x21 + x22 + x23 ≤ C∗unten = 4,5732 } , (5.126)
der mit Hilfe von 1014 Gitterpunkten festgestellt wurde, dargestellt.
5.2 Numerische Berechnungsmethode eines gesicherten Einzugsbereiches 79
Abbildung 5.11: Der gro¨ßte gesicherte Einzugsbereich ΩC∗unten fu¨r 1014 Gitterpunkte und
fu¨r Beispiel 5.4.
Beispiel 5.5
Fu¨r das Beispiel [8, 9, 47] wird ein gesicherter Einzugsbereich fu¨r das autonome System
x˙1 = − x2
x˙2 = − x3 (5.127)
x˙3 = a x1 + x2 + a x21 x2 − x3
untersucht, wobei die Konstante a den Wert −0,915 hat. Als geeignete Ljapunow-Funktion
wird das quadratische Polynom
V (x) = 16,74 x21 + 35,34 x
2
2 + 18,19 x
2
3 − 34,38 x1 x2 +
1,1 x1 x3 − 35,38 x2 x3 (5.128)
=
(
x1 x2 x3
) ⎛⎝ 16,74 −17,19 0,55−17,19 35,34 −17,69
0,55 −17,69 18,19
⎞⎠ ⎛⎝ x1x2
x3
⎞⎠
= xT Q x
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angesetzt. Nachdem die symmetrische positiv deﬁnite Matrix
Q =
⎛⎝ 16,74 −17,19 0,55−17,19 35,34 −17,69
0,55 −17,69 18,19
⎞⎠ (5.129)
mit Hilfe der Cholesky-Zerlegung (5.25) zerlegt wurde, ergibt sich die obere Dreiecksmatrix
L nach (5.27) zu
L =
⎛⎝ 4,0915 −4,2014 0,13440 4,2057 −4,0719
0 0 1,2615
⎞⎠ . (5.130)
Durch die Zustandstransformation⎛⎝ xˆ1xˆ2
xˆ3
⎞⎠ =
⎛⎝ 4,0915 −4,2014 0,13440 4,2057 −4,0719
0 0 1,2615
⎞⎠ ⎛⎝ x1x2
x3
⎞⎠ (5.131)
wird ein neues nichtlineares System mit der Zustandsraumdarstellung
˙ˆx1 = −0,0301xˆ1 − 0,9709xˆ2 + 0,0932xˆ3 + 0,0529xˆ21xˆ2 −
0,0017xˆ32 − 0,0521xˆ2xˆ23 − 0,0035xˆ1xˆ22 − 0,0222xˆ1xˆ2xˆ3 −
0,0165xˆ22xˆ3 − 0,0056xˆ21xˆ3 − 0,0548xˆ33 − 0,0352xˆ1xˆ23
˙ˆx2 = 0,9106xˆ1 − 0,0585xˆ2 − 0,3918xˆ3 − 0,0017xˆ21xˆ2 +
0,0528xˆ32 + 1,5785xˆ2xˆ
2
3 + 0,1057xˆ1xˆ
2
2 + 0,6713xˆ1xˆ2xˆ3 + (5.132)
0,5001xˆ22xˆ3 + 0,1708xˆ
2
1xˆ3 + 1,6605xˆ
3
3 + 1,0651xˆ1xˆ
2
3
˙ˆx3 = −0,2821xˆ1 + 0,0181xˆ2 − 0,9115xˆ3 − 0,0164xˆ21xˆ2 −
0,0164xˆ32 − 0,4891xˆ2xˆ23 − 0,0328xˆ1xˆ22 − 0,2080xˆ1xˆ2xˆ3 −
0,1549xˆ22xˆ3 − 0,0529xˆ21xˆ3 − 0,5145xˆ33 − 0,3300xˆ1xˆ23 .
generiert.
Die Ljapunow-Funktion fu¨r das neue autonome System ist gema¨ß Gl. (5.30) durch
Vˆ (xˆ) = xˆT xˆ = xˆ21 + xˆ
2
2 + xˆ
2
3 . (5.133)
gegeben.
Die zeitliche Ableitung der Ljapunow-Funktion (5.133) lautet
˙ˆ
V (xˆ) = 2 xˆT ˙ˆx = 2 xˆT fˆ(xˆ) (5.134)
= −0,0601xˆ21 − 0,1170xˆ22 − 1,8229xˆ23 − 0,1206xˆ1xˆ2 − 0,3778xˆ1xˆ3
− 0,7475xˆ2xˆ3 − 0,0035xˆ31xˆ2 + 0,2080xˆ1xˆ32 + 1,6101xˆ1xˆ2xˆ23 +
0,0989xˆ21xˆ
2
2 + 0,2645xˆ
2
1xˆ2xˆ3 + 1,2440xˆ1xˆ
2
2xˆ3 − 0,0113xˆ31xˆ3 −
0,7696xˆ1xˆ33 − 0,1762xˆ21xˆ23 + 0,1056xˆ42 + 2,8471xˆ22xˆ23 +
0,9675xˆ32xˆ3 + 2,3429xˆ2xˆ
3
3 − 1,0289xˆ43
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sie muss in einem gesicherten Einzugsbereich ΩˆC negativ deﬁnit sein. Das bedeutet, dass
das Polynom
p(xˆ) = − ˙ˆV (xˆ) (5.135)
= 0,0601xˆ21 + 0,1170xˆ
2
2 + 1,8229xˆ
2
3 + 0,1206xˆ1xˆ2 + 0,3778xˆ1xˆ3
+ 0,7475xˆ2xˆ3 + 0,0035xˆ31xˆ2 − 0,2080xˆ1xˆ32 − 1,6101xˆ1xˆ2xˆ23 −
0,0989xˆ21xˆ
2
2 − 0,2645xˆ21xˆ2xˆ3 − 1,2440xˆ1xˆ22xˆ3 + 0,0113xˆ31xˆ3 +
0,7696xˆ1xˆ33 + 0,1762xˆ
2
1xˆ
2
3 − 0,1056xˆ42 − 2,8471xˆ22xˆ23 −
0,9675xˆ32xˆ3 − 2,3429xˆ2xˆ33 + 1,0289xˆ43
in demselben Einzugsbereich ΩˆC positiv deﬁnit sein muss.
Durch die Ersetzungen
xˆ1 = r cos θ1 cos θ2 xˆ2 = r cos θ1 sin θ2 xˆ3 = r sin θ1 (5.136)
wird die Transformation in Kugelkoordinaten ermittelt. Das trigonometrische Polynom
p(r, θ) = a4 r4 + a2 r2 (5.137)
= r2 ( a4 r2 + a2 )
stellt das Polynom p(xˆ) in Kugelkoordinaten dar, wobei θ der Vektor
θ =
(
θ1
θ2
)
(5.138)
ist, und die Koeﬃzienten durch
a4 = 0,0035 cos4 θ1 cos3 θ2 sin θ2 − 0,2080 cos4 θ1 cos θ2 sin3 θ2 −
1,6101 cos2 θ1 sin2 θ1 cos θ2 sin θ2 − 0,0989 cos4 θ1 cos2 θ2 sin2 θ2 −
0,2645 cos3 θ1 sin θ1 cos2 θ2 sin θ2 − 1,2440 cos3 θ1 sin θ1 cos θ2 sin2 θ2 +
0,0113 cos3 θ1 sin θ1 cos3 θ2 + 0,7696 cos θ1 sin3 θ1 cos θ2 +
0,1762 cos2 θ1 sin2 θ1 cos2 θ2 − 0,1056 cos4 θ1 sin4 θ2 −
2,8471 cos2 θ1 sin2 θ1 sin2 θ2 − 0,9675 cos3 θ1 sin θ1 sin3 θ2 −
2,3429 cos θ1 sin3 θ1 sin θ2 + 1,0289 sin4 θ1
(5.139)
a2 = 0,0601 cos2 θ1 cos2 θ2 + 0,1170 cos2 θ1 sin2 θ2 + 1,8229 sin2 θ1 +
0,1206 cos2 θ1 cos θ2 sin θ2 + 0,3778 cos θ1 sin θ1 cos θ2 +
0,7475 cos θ1 sin θ1 sin θ2
gegeben sind. Da der Radius r als ein unbekannter Parameter betrachtet wird, hat das
Polynom p(r, θ) zwei Vera¨nderlichen, den Winkel θ1 und den Winkel θ2.
Fu¨r 10952 Gitterpunkte wird das Intervall fu¨r den maximalen Radius r∗ zu
[ r∗unten , r
∗
oben ] = [ 0,8452 , 0,8523 ] (5.140)
berechnet und fu¨r C∗ errechnet man das Intervall
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Abbildung 5.12: Der gro¨ßte gesicherte Einzugsbereich ΩC∗unten fu¨r 7200 Gitterpunkte und
fu¨r Beispiel 5.5.
[ C∗unten , C
∗
oben ] = [ 0,7144 , 0,7264 ] . (5.141)
Infolgedessen garantiert das abgeschlossene Gebiet
ΩC∗unten = { x | V (x) ≤ C∗unten = 0,7144 } (5.142)
mit Hilfe von 10952 Gitterpunkte den gro¨ßten gesicherten Einzugsbereich des Systems
(5.127) fu¨r die angegebene Ljapunow-Funktion (5.128).
Die Abbildung 5.12 zeigt den gesicherten Einzugsbereich
ΩC∗unten = { x | V (x) ≤ C∗unten = 0,7086 } , (5.143)
der mit Hilfe der 7200 Gitterpunkte festgestellt wurde. In der Abbildung 5.13 ist der
gesicherte Einzugsbereich (5.143) von oben dargestellt.
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Abbildung 5.13: Das Aussehen des gesicherten Einzugsbereiches ΩC∗unten von oben fu¨r
Beispiel 5.5.
5.3 Gesicherter Einzugsbereich fu¨r polynominale Systeme
in einer speziellen Form
In diesem Unterkapitel wird ein gesicherter Einzugsbereich fu¨r polynominale Systeme, die
durch die Zustandsraumdarstellung
x˙1 = x1 f1(x1)
x˙2 = x2 f2(x1)
...
...
... , x(0) = xo (5.144)
x˙n = xn fn(x1)
beschrieben werden, untersucht. Der Vektor
f(x) =
⎛⎜⎜⎜⎝
x1 f1(x1)
x2 f2(x1)
...
xn fn(x1)
⎞⎟⎟⎟⎠ (5.145)
besteht aus Polynomen, deren Variablen die Zusta¨nde des Systems sind. Im Vektor f(x)
beschreibt fi(x1) mit i = 1, . . . , n ein beliebiges Polynom, dessen einzige Variable der Zu-
stand x1 ist.
Die Voraussetzungen, die im Unterkapitel 5.1 erwa¨hnt sind, gelten auch in diesem Un-
terkapitel. Die Voraussetzungen sind, dass der Zustandsvektor x = 0 eine Ruhelage des
Systems ist, und dass das um den Ursprung x = 0 linearisierte Modell asymptotisch stabil
ist.
Ein System mit der Zustandsraumdarstellung (5.144) erfu¨llt direkt die erste Bedingung,
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so dass der Ursprung x = 0 eine Ruhelage ist. Dieses gilt, da der Vektor f(0) immer ein
Nullvektor ist und die A¨quivalenz
x = 0 ist eine Ruhelage ⇐⇒ f(0) = 0 (5.146)
erfu¨llt ist. Damit das System (5.144) der zweiten Bedingung genu¨gt, muss die Systemma-
trix
A =
(
∂f
∂x
) ∣∣∣∣∣
x=0
=
⎛⎜⎜⎜⎝
f1(0) 0 · · · 0
0 f2(0) · · · 0
...
...
. . .
...
0 0 · · · fn(0)
⎞⎟⎟⎟⎠ (5.147)
des um den Ursprung linearisierten Modells eine Hurwitz-Matrix sein. Das bedeutet, dass
die Eigenwerte der Matrix A in der oﬀenen linken Halbebene liegen. Da die Matrix A eine
Diagonalmatrix ist, sind die Elemente auf der Diagonalen fi(0), i = 1, . . . , n, gleichzeitig
die Eigenwerte der Systemmatrix A. Deswegen lautet die zweite Bedingung
fi(0) < 0 , i = 1 , . . . , n . (5.148)
Fu¨r diesen Fall gilt die A¨quivalenz
Ursprung ist asymptotisch stabil ⇐⇒ fi(0) < 0 , i = 1 , . . . , n . (5.149)
Das Ziel dieses Unterkapitels ist es, einen gesicherten Einzugsbereich um die asymptotisch
stabile Ruhelage x = 0 des Systems (5.144) zu berechnen. Dazu wird die parametrisierte
quadratische Ljapunow-Funktion
V (x) = x21 +
1
k22
x22 + · · · +
1
k2n
x2n
=
(
x1 x2 · · · xn
)
⎛⎜⎜⎜⎜⎝
1 0 · · · 0
0 1
k22
· · · 0
...
...
. . .
...
0 0 · · · 1
k2n
⎞⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎝
x1
x2
...
xn
⎞⎟⎟⎟⎠ (5.150)
= xT Q x
verwendet, wobei die Parameter ki, i = 2, . . . , n, ungleich null sind. Dadurch ist garantiert,
dass die Matrix
Q =
⎛⎜⎜⎜⎜⎝
1 0 · · · 0
0 1
k22
· · · 0
...
...
. . .
...
0 0 · · · 1
k2n
⎞⎟⎟⎟⎟⎠ (5.151)
positiv deﬁnit ist.
Die Ljapunow-Funktion (5.150) ist unabha¨ngig von den Werten der Parameter ki im-
mer eine geeignete Ljapunow-Funktion fu¨r das System (5.144). Ein quadratisches positiv
deﬁnites Polynom wie (5.150) wird als eine geeignete Ljapunow-Funktion bezeichnet, wenn
es die Ungleichung
AT Q + Q A < 0 (5.152)
sicherstellt, wobei die Matrix A die Systemmatrix des um die Ruhelage x = 0 linearisierten
Modells eines Systems ist [12, 22, 28, 57]. Nach dem Einsetzen der Systemmatrix A (5.147)
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und der Matrix Q (5.151) in die Ungleichung (5.152) wird u¨berpru¨ft, ob die Matrizen A
und Q diese Ungleichung erfu¨llen. Die Matrix
AT Q + Q A = A Q + Q A = 2 A Q
= 2
⎛⎜⎜⎜⎝
f1(0) 0 · · · 0
0 f2(0) · · · 0
...
...
. . .
...
0 0 · · · fn(0)
⎞⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎝
1 0 · · · 0
0 1
k22
· · · 0
...
...
. . .
...
0 0 · · · 1k2n
⎞⎟⎟⎟⎟⎠
= 2
⎛⎜⎜⎜⎜⎝
f1(0) 0 · · · 0
0 f2(0) 1k22
· · · 0
...
...
. . .
...
0 0 · · · fn(0) 1k2n
⎞⎟⎟⎟⎟⎠ (5.153)
ist eine negativ deﬁnite Matrix, da die Ungleichungen
f1(0) < 0 und fi(0)
1
k2i
< 0 , i = 2 , . . . , n (5.154)
gelten. Hieraus folgt, dass ein quadratisches Polynom der Form (5.150) immer eine ge-
eignete Ljapunow-Funktion fu¨r ein autonomes System mit der Zustandsraumdarstellung
(5.144) darstellt.
Da das Polynom (5.150) eine geeignete Ljapunow-Funktion fu¨r das System (5.144) ist,
existiert immer eine positive Zahl C, so dass das mit der C deﬁnierte geschlossene Gebiet
ΩC = { x | V (x) = x21 +
1
k22
x22 + · · · +
1
k2n
x2n ≤ C } , C > 0 (5.155)
ein gesicherter Einzugsbereich des Systems (5.144) ist. Mit anderen Worten muss nach
dem Satz von Ljapunow die Ungleichung
V˙ (x) = x˙T Q x + xT Q x˙
= f(x)T Q x + xT Q f(x) (5.156)
= 2 xT Q f(x) < 0
fu¨r jedes x ∈ ΩC außer x = 0 gelten [12, 28]. In der Abbildung 5.14 ist ein gesicherter
Einzugsbereich ΩC∗ in der zweidimensionalen Ebene fu¨r eine geeignete Ljapunow-Funktion
der Form (5.150) graﬁsch dargestellt.
Das Volumen des geschlossenen Gebietes ΩC (5.155) ist nicht nur proportional zu C,
sondern auch zu den Parametern in der Ljapunow-Funktion (5.150). Es folgt, wie im
Unterkapitel 5.2, die Maximierung der Ho¨henlinie C. Zuerst wird die symmetrische positiv
deﬁnite Matrix
Q =
⎛⎜⎜⎜⎜⎝
1 0 · · · 0
0 1
k22
· · · 0
...
...
. . .
...
0 0 · · · 1
k2n
⎞⎟⎟⎟⎟⎠ (5.157)
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Abbildung 5.14: Gesicherter Einzugsbereich in der zweidimensionalen Ebene fu¨r eine ge-
eignete Ljapunow-Funktion der Form (5.150).
mit Hilfe der Cholesky-Zerlegung (5.25) in eine obere und untere Dreiecksmatrix zerlegt.
Daraus resultiert die obere Dreiecksmatrix
L =
⎛⎜⎜⎜⎝
1 0 · · · 0
0 1k2 · · · 0
...
...
. . .
...
0 0 · · · 1kn
⎞⎟⎟⎟⎠ , (5.158)
die ebenso eine Diagonalmatrix ist. Im zweiten Schritt werden durch die Zustandstrans-
formation ⎛⎜⎜⎜⎝
xˆ1
xˆ2
...
xˆn
⎞⎟⎟⎟⎠ =
⎛⎜⎜⎜⎝
1 0 · · · 0
0 1k2 · · · 0
...
...
. . .
...
0 0 · · · 1kn
⎞⎟⎟⎟⎠
⎛⎜⎜⎜⎝
x1
x2
...
xn
⎞⎟⎟⎟⎠ . (5.159)
die unbestimmten Parameter in der Ljapunow-Funktion (5.150) eliminiert (vgl. Gl. (5.30)).
Die Ljapunow-Funktion mit dem neuen Zustandsvektor xˆ lautet
Vˆ (xˆ) = xˆT xˆ . (5.160)
Die Zustandstransformation (5.159) kann auch als
xˆi =
1
ki
xi , i = 1 , . . . , n (5.161)
dargestellt werden, wobei der Parameter k1 den Wert 1 hat. Daraus folgt
xi = ki xˆi , i = 1 , . . . , n , (5.162)
x˙i = ki ˙ˆxi , i = 1 , . . . , n .
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Werden diese Gleichungen in die Zustandsraumdarstellung (5.144) eingesetzt, ergibt sich
die Zustandsraumdarstellung
˙ˆx1 = xˆ1 f1(xˆ1)
˙ˆx2 = xˆ2 f2(xˆ1)
...
...
... (5.163)
˙ˆxn = xˆn fn(xˆ1) ,
die mit der Zustandsraumdarstellung (5.144) identisch ist. Daher kann anstatt des Zu-
standsvektors xˆ der Zustandsvektor x verwendet werden. Es resultiert das gleiche System
(5.144) mit der Ljapunow-Funktion
Vˆ (x) = xT x . (5.164)
Mit Hilfe der numerischen Berechnungsmethode, die im Unterkapitel 5.2 dargelegt wurde,
kann die maximale Ho¨henlinie C∗ bestimmt werden. Infolgedessen beschreibt das geschlos-
sene Gebiet
ΩC∗ = { x | V (x) = x21 +
1
k22
x22 + · · · +
1
k2n
x2n ≤ C∗ } , C∗ > 0 (5.165)
fu¨r einen bekannten Parametervektor
k =
⎛⎜⎝ k2...
kn
⎞⎟⎠ , k ∈ Rn−1 (5.166)
einen gesicherten Einzugsbereich des Systems (5.144) um die Ruhelage x = 0.
Die Vereinigungsmenge der gesicherten Einzugsbereiche bildet ebenfalls einen gesicherten
Einzugsbereich.
Das Volumen des gesicherten Einzugsbereiches ΩC∗ ist proportional zu den Parametern
ki. Wenn alle Parameter gegen unendlich gehen, wird auch die Menge
Ω∞C∗ = { x | x21 ≤ C∗ = (r∗)2 }
= { x | −r∗ ≤ x1 ≤ r∗ } (5.167)
zum gesicherten Einzugsbereich.
Beispiel 5.6
In diesem Beispiel wird das System durch die Zustandsraumdarstellung
x˙1 = −x1 = x1 f1(x1) (5.168)
x˙2 = −x2 + x21x2 = x2 ( x21 − 1 ) = x2 f2(x1)
beschrieben, wobei
f1(x1) = −1 und f2(x1) = x21 − 1 (5.169)
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sind. Der Ursprung x = 0 ist eine asymptotisch stabile Ruhelage, da die Systemmatrix des
um den Ursprung linearisierten Modells
A =
(
f1(0) 0
0 f2(0)
)
=
( −1 0
0 −1
)
(5.170)
eine Hurwitz-Matrix ist. Infolgedessen kann das folgende quadratische positiv deﬁnite Po-
lynom mit dem Parameter k2
V (x) = x21 +
1
k22
x22 =
(
x1 x2
) ( 1 0
0 1
k22
) (
x1
x2
)
= xT Q x (5.171)
als geeignete Ljapunow-Funktion fu¨r das autonome System (5.168) ausgewa¨hlt werden.
Die symmetrische positiv deﬁnite Matrix
Q =
(
1 0
0 1
k22
)
(5.172)
kann mittels der Cholesky-Zerlegung in die Diagonalmatrix
L =
(
1 0
0 1k2
)
(5.173)
zerlegt werden, die zugleich die Transformationsmatrix ist. Nach der Zustandstransforma-
tion (
xˆ1
xˆ2
)
=
(
1 0
0 1k2
) (
x1
x2
)
(5.174)
ergibt sich das gleiche autonome System (5.168) mit der neuen geeigneten Ljapunow-
Funktion
Vˆ (x) = xT x = x21 + x
2
2 . (5.175)
Fu¨r 200 Gitterpunkte errechnet man
r∗unten = 1,9991 , (5.176)
C∗unten = (r
∗
unten)
2 = 3,9963 .
Das abgeschlossene Gebiet
ΩC∗unten = { x | V (x) = x21 +
1
k22
x22 ≤ C∗unten = 3,9963 } (5.177)
beschreibt in Abha¨ngigkeit des Parameters k2 einen gesicherten Einzugsbereich des Sy-
stems (5.168). In Abbildung 5.15 sind drei gesicherte Einzugsbereiche der Ruhelage x = 0
fu¨r die unterschiedlichen Werte des Parameters k2 graﬁsch dargestellt.
Der gro¨ßte Einzugsbereich der Ruhelage x = 0 fu¨r die angegebene Ljapunow-Funktion
(5.171) wird erreicht, wenn der Parameter k2 gegen unendlich la¨uft. Die Menge
Ω∞C∗unten = { x | x
2
1 ≤ C∗unten = (r∗unten)2 = 3,9963 } (5.178)
= { x | −r∗unten = −1,9991 ≤ x1 ≤ r∗unten = 1,9991 }
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Abbildung 5.15: Gesicherte Einzugsbereiche fu¨r die unterschiedlichen Werte von k2 fu¨r
Beispiel 5.6.
beschreibt den gro¨ßten gesicherten Einzugsbereich des Ursprungs, der in der Abbildung
5.16 graﬁsch dargestellt ist.
Beispiel 5.7
Das autonome System, das in diesem Beispiel behandelt wird, wird durch die Zustands-
raumdarstellung
x˙1 = − x1 = x1 f1(x1)
x˙2 = −2 x2 + x1 x2 = x2 f2(x1)
x˙3 = −3 x3 + x21 x3 = x3 f3(x1) (5.179)
beschrieben, wobei
f1(x1) = −1 , f2(x1) = x1 − 2 und f3(x1) = x21 − 3 (5.180)
sind. Da die Systemmatrix des um den Ursprung linearisierten Modells
A =
⎛⎝ f1(0) 0 00 f2(0) 0
0 0 f3(0)
⎞⎠ =
⎛⎝ −1 0 00 −2 0
0 0 −3
⎞⎠ (5.181)
eine Hurwitz-Matrix ist, ist der Ursprung x = 0 eine asymptotisch stabile Ruhelage des
Systems (5.179). Daraus folgt, dass das quadratische positiv deﬁnite Polynom
V (x) = x21 +
1
k22
x22 +
1
k23
x23
=
(
x1 x2 x3
) ⎛⎜⎝ 1 0 00 1k22 0
0 0 1
k23
⎞⎟⎠
⎛⎝ x1x2
x3
⎞⎠ (5.182)
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Abbildung 5.16: Der gro¨ßte gesicherte Einzugsbereich des Ursprungs fu¨r die Ljapunow-
Funktion (5.171) im Beispiel 5.6.
= xT Q x
als geeignete Ljapunow-Funktion angesetzt werden kann. Nachdem die symmetrische po-
sitiv deﬁnite Matrix
Q =
⎛⎜⎝ 1 0 00 1k22 0
0 0 1
k23
⎞⎟⎠ (5.183)
mit Hilfe der Cholesky-Zerlegung (5.25) zerlegt wird, wird die Diagonalmatrix L zu
L =
⎛⎝ 1 0 00 1k2 0
0 0 1k3
⎞⎠ (5.184)
bestimmt, die ebenso die Transformationsmatrix darstellt. Die Zustandstransformation⎛⎝ xˆ1xˆ2
xˆ3
⎞⎠ =
⎛⎝ 1 0 00 1k2 0
0 0 1k3
⎞⎠ ⎛⎝ x1x2
x3
⎞⎠ (5.185)
hat das gleiche autonome System (5.179) mit der neuen geeigneten Ljapunow-Funktion
Vˆ (x) = xT x = x21 + x
2
2 + x
2
3 (5.186)
zur Folge. Die zeitliche Ableitung der Ljapunow-Funktion (5.186)
5.3 Gesicherter Einzugsbereich fu¨r polynominale Systeme in einer speziellen Form 91
˙ˆ
V (x) = 2 xT x˙ = 2 xT f(x)
=
(
2x1 2x2 2x3
) ⎛⎝ −x1−2x2 + x1x2
−3x3 + x21x3
⎞⎠ (5.187)
= −2 x21 − 4 x22 − 6 x23 + 2 x1 x22 + 2 x21 x23
ist in einem gesicherten Einzugsbereich ΩC negativ deﬁnit. Das bedeutet, dass das Polynom
p(x) = − ˙ˆV (x) = 2 x21 + 4 x22 + 6 x23 − 2 x1 x22 − 2 x21 x23 (5.188)
in demselben Einzugsbereich ΩC positiv deﬁnit ist.
Durch die Ersetzungen
x1 = r cos θ1 cos θ2 x2 = r cos θ1 sin θ2 x3 = r sin θ1 (5.189)
wird die Transformation von kartesischen Koordinaten in Kugelkoordinaten ermittelt.
Nach der Koordinatentransformation stellt das trigonometrische Polynom
p(r, θ) = (− cos2 θ1 cos2 θ2 sin2 θ1) r4 + (− cos3 θ1 cos θ2 sin2 θ2) r3
(cos2 θ1 cos2 θ2 + 2 cos2 θ1 sin2 θ2 + 3 sin2 θ1) r2
= a4 r4 + a3 r3 + a2 r2 (5.190)
= r2 ( a4 r2 + a3 r + a2 )
das Polynom p(x) in Kugekkoordinaten dar, wobei θ der Vektor
θ =
(
θ1
θ2
)
(5.191)
ist, und die Koeﬃzienten
a4 = − cos2 θ1 cos2 θ2 sin2 θ1
a3 = − cos3 θ1 cos θ2 sin2 θ2 (5.192)
a2 = cos2 θ1 cos2 θ2 + 2 cos2 θ1 sin2 θ2 + 3 sin2 θ1
sind. Da der Radius r als ein unbekannter Parameter betrachtet wird, hat das Polynom
p(r, θ) zwei Vera¨nderliche, na¨mlich die Winkel θ1 und θ2.
Die Abbildung 5.17 zeigt die untere und die obere Schranke fu¨r den maximalen Radi-
us r∗ in Abha¨ngigkeit von der Anzahl der Gitterpunkte.
Fu¨r 5400 Gitterpunkte wurden
r∗unten = 2,7212 (5.193)
C∗unten = (r
∗
unten)
2 = 7,4049
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berechnet.
Hierauf basierend beschreibt das abgeschlossene Gebiet
ΩC∗unten = { x | V (x) = x21 +
1
k22
x22 +
1
k23
x23 ≤ C∗unten = 7,4049 } (5.194)
in Abha¨ngigkeit von den Parametern k2 und k3 einen gesicherten Einzugsbereich des Sy-
stems (5.179). In Abbildung 5.18 sind zwei gesicherte Einzugsbereiche der Ruhelage x = 0
fu¨r die unterschiedlichen Werte der Parameter k2 und k3 graﬁsch dargestellt.
Der gro¨ßte Einzugsbereich der Ruhelage x = 0 fu¨r die geeignete Ljapunow-Funktion
(5.182) wird erreicht, wenn die Parameter k2 und k3 gegen unendlich laufen. Die Men-
ge
Ω∞C∗unten = { x | x
2
1 ≤ C∗unten = (r∗unten)2 = 7,4049 } (5.195)
= { x | −r∗unten = −2,7212 ≤ x1 ≤ r∗unten = 2,7212 }
beschreibt den gro¨ßten gesicherten Einzugsbereich des Ursprungs.
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Abbildung 5.17: Die obere und die untere Schranke fu¨r den Radius r∗ in Abha¨ngigkeit von
der Anzahl der Gitterpunkte fu¨r Beispiel 5.7.
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Abbildung 5.18: Zwei gesicherte Einzugsbereiche fu¨r die unterschiedlichen Parameterwerte
im Beispiel 5.7.
Kapitel 6
Zusammenfassung und Ausblick
In der Regelungstechnik hat die asymptotische Stabilita¨t eines zu regelnden Systems Prio-
rita¨t und muss deshalb sichergestellt werden. Wenn das Fu¨hrungssignal (Sollwert) im ge-
regelten System null ist, kann das geregelte System als ein autonomes System betrachtet
werden. In dieser Doktorarbeit wurde, ohne Beschra¨nkung der Allgemeinheit, die asympto-
tische Stabilita¨t der Ruhelage im Ursprung fu¨r polynominale autonome Systeme analysiert.
Um die asymptotische Stabilita¨t des Ursprungs zu untersuchen, wurden das Theorem
von Ehlich und Zeller und die Stabilita¨tssa¨tze von Ljapunow verwendet. Damit wurden
neuartige numerische Berechnungsmethoden entwickelt. Der Satz von Ehlich und Zeller
(Kapitel 2) fu¨hrt dazu, die positive Deﬁnitheit eines Polynoms in einem kompakten ab-
geschlossenen Intervall festzustellen. Mittels der Ljapunow’schen Stabilita¨tssa¨tze (Kapitel
4) wird die asymptotische Stabilita¨tsanalyse der Ruhelage im Ursprung in die positive
Deﬁnitheit eines Polynoms umgesetzt.
Falls das durch eine geeignete quadratische Ljapunow-Funktion erzeugte Polynom au-
ßerhalb des Ursprungs strikt positiv und fu¨r den Ursprung null ist, ist die Ruhelage im
Ursprung global asymptotisch stabil. Deswegen wurde in Kapitel 3 die globale positive
Deﬁnitheit von Polynomen mit linear eingehenden unbekannten Parametern untersucht.
Fu¨r diese Robustheitsanalyse waren ebenfalls zwei numerische Berechnungsmethoden ent-
wickelt.
In Kapitel 5 wurde angenommen, dass die Ruhelage im Ursprung asymptotisch stabil
ist. Um jede asymptotisch stabile Ruhelage existiert ein Einzugsbereich (Kapitel 4). Es
ist fu¨r nichtlineare Systeme normalerweise nicht einfach, den gesamten Einzugsbereich um
die Ruhelage zu bestimmen. Aber das Theorem von Ljapunow ermo¨glicht es, einen ge-
sicherten Einzugsbereich zu scha¨tzen. In Kapitel 5 wurden zwei Algorithmen vorgestellt,
um fu¨r eine geeignete quadratische Ljapunow-Funktion einen mo¨glichst großen gesicherten
Einzugsbereich zu berechnen.
In der Forschungsarbeit wurden quadratische Ljapunow-Funktionen verwendet. Aber die
vorgestellten Methoden ko¨nnen fu¨r Ljapunow-Funktionen ho¨heren Grades erweitert wer-
den, um einen gro¨ßeren gesicherten Einzugsbereich zu scha¨tzen. In der Dissertation wurden
nur polynominale nichtlineare Systeme betrachtet. Die pra¨sentierten Algorithmen ko¨nnen
trotzdem fu¨r generelle nichtlineare autonome Systeme verallgemeinert werden. Diese Fra-
gen werden als na¨chstes Ziel behandelt.
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