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Abstract—Software-defined networking simplifies network mo-
nitoring by means of per-flow sampling, wherein the controller
keeps track of the active flows in the network and samples the
switches on each flow path to collect the flow statistics. A tradeoff
in this process is between the controller’s sampling preference
and the balancing of loads among switches. On the one hand,
the controller may prefer to sample some of the switches on the
flow path because they yield more accurate flow statistics. On
the other hand, it is desirable to sample the switches uniformly
so that their resource consumptions and lifespan are balanced.
Focusing on the application of traffic matrix estimation, this
paper formulates the per-flow sampling problem as a Markov
decision process and devises policies that can achieve good
tradeoffs between sampling accuracy and load balancing. Three
classes of policies are investigated: the optimal policy, the state-
independent policies, and the index policies, including the Whittle
index and a second-order index policies. The second-order index
policy is the most desired policy among all: 1) in terms of
performance, it is on an equal footing with the Whittle index
policy, and outperforms the state-independent policies by much;
2) in terms of complexity, it is much simpler than the optimal
policy, and is comparable to state-independent policies and the
Whittle index policy; 3) in terms of realizability, it requires no
prior information on the network dynamics, hence is much easier
to implement in practice.
Index Terms—Flow sampling, traffic matrix, load balancing,
MDP, index policy.
I. INTRODUCTION
As a key part of the network management, network mon-
itoring [1] is of critical importance to the optimal operation
of the network such as capacity planning, traffic engineering,
anomaly detection, and resilience analysis. In traditional IP
networks, monitoring network information has proven to be
very costly due to the need to deploy monitoring infrastruc-
tures [2]. With the advent of software-defined networking
(SDN), however, efficient and flexible network monitoring is
possible [3]–[5].
The essence of SDN (e.g., OpenFlow [4]) is to disassociate
the data plane (forwarding process of network packets) from
the control plane (monitoring and routing). In particular, the
control plane is managed by one or more logically centralized
controllers that have a global view of the network. SDN greatly
simplifies the network monitoring process because all the
switches are equipped with programmable interfaces, whereby
the controller can query/sample the switches for statistics of
each flow passing through them. In a nutshell, the controller
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monitors the network by simple means of per-flow sampling
[6]–[9].
As an example, we elaborate on OpenTM [6], a traffic
matrix (TM) estimation system built upon OpenFlow, to show
how per-flow sampling works. A TM [10] is a traffic map of
the network that reflects the volumes of traffic flowing between
all the origin-destination (OD) pairs. In most cases where the
controller only manages a local network, the controller takes
its edge routers (or edge links) as sources and destinations to
construct a local TM [11]. To estimate the TM, OpenTM keeps
track of the statistics of all active flows in the SDN. For each
active flow, the controller [6] 1) gets the routing information
and determines the flow path; 2) periodically samples flow
statistics such as flow byte and packet count from one of
the switches on the flow path; 3) constructs the local TM by
adding up statistics of flows from the same source to the same
destination.
Consider sampling a single flow path. A decision to be made
by the controller is which switch to sample in each sampling
epoch. There are two criteria to be considered when making
this decision.
Sampling preference of the controller – The controller
may have a preference to sample some of the switches on the
flow path. In OpenTM, for example, different switches on a
flow path can observe different traffic volumes for the flow
due to the packet loss. OpenTM aims to capture the amount
of traffic that arrives at the destination. Thus, the controller
prefers to sample the last switch of the path [6] because it
is closest to the destination, and the traffic volumes sampled
from it are considered as the most accurate.
The sampling preference of the controller also exists in other
applications. OpenNetMon [7] and SLAM [9] are OpenFlow
controller modules developed to measure per-flow latency,
packet loss, and throughput. To these ends, the controller
prefers to sample the first and the last switch because the
difference between the statistics collected from them gives the
most accurate measurements. In FlexMonitor [12], on the other
hand, the controller prefers to sample the switches that yield
the minimal communication cost with the controller.
Load balancing among switches – A switch consumes
extra resources (e.g., CPU, memory, energy, and bandwidth)
to execute the sampling tasks. A fair sampling policy should
be able to distribute the sampling tasks evenly to the switches
so that the resource consumptions and lifespan of different
switches on the flow path are balanced [8], [13].
There is a clear tradeoff between the two criteria. As far
as the sampling preference is concerned, the controller prefers
to sample some of the switches more frequently as they yield
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2more accurate flow statistics. On the other hand, in terms of
load balancing, it is preferred to sample the switches uniformly
so that they carry equal average loads. An outstanding issue
is how to devise a judicious sampling policy that makes the
best tradeoff between these two criteria.
To fill this gap, this paper focuses on the application of
per-flow sampling for TM estimation to investigate differ-
ent sampling policies that balance the controller’s sampling
preference (i.e., more accurate statistics) and load balancing
among switches. In particular, we model the per-flow sampling
problem as a discrete Markov decision process (MDP) [14]
with the state being a measurement of load balance among
switches. The sampling policy of the controller is a mapping
from state to an action (i.e., a chosen switch), and different
actions yield different sampling accuracies. In successive time
slots, the controller follows its sampling policy and makes
a sequence of independent decisions to sample one of the
switches on the flow path. The quality of an action at a state
is reflected by a cost associated with this state-action pair.
This cost function is designed to take both sampling accuracy
and load balancing among switches into account. The optimal
sampling policy is then defined as the policy that minimizes
the average cost on an infinite time horizon.
Three classes of sampling policies are explored in this
paper as solutions to the MDP: the optimal policy, the state-
independent policies, and the index policies.
The optimal policy – The optimal policy is derived by
solving the MDP using stochastic dynamic programming (DP)
[14]. Although optimal, the relative value iteration algorithm
for stochastic DP is computationally intensive: its complex-
ity grows exponentially with the increase of the number
of switches on the flow path. This limits the scalability of
stochastic DP when the sampling problem involves a large
number of switches.
State-independent policy – As the name suggests, state-
independent policies make the sampling decision without
considering the current states of the switches. We analyze
two state-independent policies implemented in OpenTM [6]: a
uniform sampling policy and a non-uniform sampling policy.
For each flow path, the uniform policy instructs the controller
to sample the switches uniformly at random. The non-uniform
policy, on the other hand, indexes the switches on the flow
path so that switches with larger indexes are closer to the
destination. In each decision epoch, the non-uniform policy
randomly generates two integers and instructs the controller
to sample the switch indexed by the larger integer. We
further generalize these two state-independent policies to a
largest-order-statistic policy and a weighted-probability policy
that have better performance. In particular, the weighted-
probability policy is the optimal stationary state-independent
policy.
Overall, state-independent policies have very low complex-
ity, hence are easy to implement in practice. Their perfor-
mance, however, is suboptimal in general.
Index policies – To devise low-complexity policies with
good performance, we consider a class of index policies, in
particular, the Whittle index policy [15], to solve the MDP. The
Whittle index refers to an index policy proposed by Whittle
to solve restless multi-armed bandit (RMAB) problems [16].
RMAB is a sequential decision problem where, at each time,
one or more choices must be made among all available
Markovian arms/jobs. The Whittle index associates each arm
with an index, and chooses the arm with the largest index
at each decision epoch [15]. By so doing, the original high-
dimensional decision problem is decoupled to multiple one-
dimensional problems of computing the individual indexes
of the jobs/arms, hence the computational complexity of the
Whittle index grows linearly in the number of arms. Thanks to
its low complexity and excellent performance, the framework
of RMAB and the Whittle index solution has been widely used
to solve the problem of route planning for unmanned military
aircraft [17], opportunistic communication channel usage [18],
[19], and sensor management [20], to name a few.
This paper formulates our MDP as an RMAB problem and
devises a Whittle index policy to solve the MDP. The Whittle
index is derived in closed form. Simulation results show that 1)
the Whittle index policy performs as well as the optimal policy
derived from stochastic DP when the number of switches on
the flow path is small; 2) the Whittle index policy outperforms
all the state-independent policies. Compared with the uniform
policy and the largest order statistic policy, the Whittle index
policy reduces the average cost by 66.4%. Compared with the
weighted probability policy, the Whittle index policy reduces
the average cost by 33.4%.
The Whittle index policy has satisfactory average-cost per-
formance and low computation complexity. Yet, as the optimal
policy does, it relies on perfect knowledge of the network
dynamics for “planning”. This prior knowledge, however, may
not be available to the controller in practice. In view of
this, this paper further puts forth a second-order index policy
inspired by the form of the Whittle index. The second-order
index policy is the most desired policy among all as it requires
no prior knowledge of the network dynamics while having
all the advantages of the Whittle index. Simulation results
show that the performance gap between the second-order index
policy and the Whittle index is negligible.
II. PROBLEM FORMULATION
Consider an SDN where the controller monitors all active
flows in the network to estimate the traffic matrix. In particular,
the controller monitors each flow independently in a time-
slotted manner, and the monitoring slot boundaries for dif-
ferent flows can be misaligned. Without loss of generality, we
focus on a single flow path AB from origin A to Destination B.
As shown in Fig. 1, AB travels through M switches indexed
by {i : i = 1, 2, ...,M}, and switches with larger indexes
being closer to the destination. At the beginning of time slots
{t : t = 0, 1, 2, ...}, the controller has to decide which of the
M switches to sample to collect real-time flow statistics.
Due to packet loss, the most accurate statistics on the traffic
volume from an origin to a destination can be obtained from
the M -th switch because it is closest to the destination B [6].
Sampling the last switch in successive slots gives the controller
the most accurate statistics but imposes a substantial load on
the last switch at the same time. If we deterministically sample
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Figure 1. A flow path AB from origin A to Destination B with M = 3
switches. Another flow path A′B′ intersects with AB at the second switch.
the last switch on each flow, all the ingress/egress switches
at the edge of the network will be heavily burdened with
the querying loads. In this light, a judicious sampling policy
should be devised to balance the tradeoff between sampling
accuracy and fair loading among switches.
Definition 1 (Accuracy). Suppose the controller samples the
i-th switch in slot t. The accuracy of the collected statistics
is ϕi = σM−i, where σ ∈ (0, 1] is a constant. Larger ϕi is
desired in each sampling operation.
To measure the querying load imposed on each switch,
we let the controller maintain M counters, each of which is
associated with a switch.
Definition 2 (Counters). The i-th counter ni, which associates
the i-th switch, records the number of slots since the last slot
the i-th switch was sampled. Over time, ni evolves in the
following way:
nt+1i =
{
0, if the i-th switch is sampled in slot t;
nti + 1, otherwise,
(1)
where we use superscript to denote time, and subscript to
denote the index of the switch. The counters are updated at
the end of a time slot.
We emphasize that the evolution of the counters in (1) can
be triggered by not only the sampling of the controller on
path AB, but also the sampling operation on any other flow
path which intersects with path AB. Take Fig. 1 for example.
There are M = 3 switches on path AB, and there is another
flow path A′B′ that intersects with AB at the second switch
(i.e., the second switch is a crosspoint). Suppose the counter
array of the three switches on AB are updated to {2, 3, 1} at
the end of slot t− 1, and the controller decides to sample the
third switch of AB in slot t,
a) If the controller also samples path A′B′ at the crosspoint,
the counter array associated with AB evolves to {3, 0, 0}
because both the second and third switches are sampled by
the controller in slot t.
b) Otherwise, if the controller does not sample path A′B′ at
the crosspoint, the counter array evolves to {3, 4, 0}.
In a nutshell, the counter of a switch will be reset to 0 as
long as it is sampled during slot t, whether it is sampled by
flow path AB or by any other flow paths.
Consider the M switches on path AB. We model the event
that a switch is sampled by other flow paths (other than AB)
as a random variable. Specifically, define the event Hti : the i-
th switch is sampled by flows other than AB in slot t. We
assume Hti , ∀ i follows independent Bernoulli distribution
with parameter pi, and is time-invariant (constant over time).
That is, the i-th switch is sampled by flows other than AB with
probability pi in a time slot. We can rewrite the evolution of
nti in (1) as follows:
a) If the i-th switch is sampled by AB in slot t.
nt+1i = 0,w. p. 1; (2)
b) If the i-th switch is not sampled by AB in slot t.
nt+1i =
{
0, w. p. pi,
nti + 1, w. p. 1− pi. (3)
Remark. An alternative way to define the counters nti is the
number of times that the i-th switch has been sampled up until
slot t. That is, counter nti is increased by 1 if the i-th switch
is sampled in slot t, and frozen otherwise (a setup akin to the
Gittins index [21]). However, given this definition, the MDP
associated with our flow sampling problem is very tricky to
handle because nti grows indefinitely over time. In particular,
the states of the MDP do not communicate. The definition in
(1) circumvents this issue and renders the problem solvable.
The definition of counters is analogous to the definition of
Age of Information (AoI) [22] with a different physical mean-
ing. AoI measures the freshness of the collected information,
whereas the value of a counter measures the querying loads
imposed on the corresponding switch. That is, the M switches
carry the same information (information about the same flow)
with different accuracies, and we aim to achieve a balance
between accuracy and switch load.
Our objective is to discover a sampling policy µ∗ that
makes the best tradeoff between sampling accuracy and load
balancing among switches. To this end, we introduce the
definitions of immediate cost and average cost below to
measure the quality of a policy.
Definition 3 (Immediate cost and average cost). Let the state
of the controller in slot t be the values of the M counters, i.e,
st = {nti : i = 1, 2, ...,M}. The immediate cost of being in
state st is defined as
C(st) =
M∑
i=1
ϕin
t
i. (4)
A given policy µ instructs the controller to traverse through a
series of states. The average cost incurred by this policy over
the infinite-time horizon is defined as
Jµ = lim
T→∞
Eµ
[
1
T
T−1∑
t=0
C(st)
]
. (5)
The optimal policy, denoted by µ∗, is the policy that
minimizes the average cost over the infinite-time horizon,
giving,
µ∗ = arg min
µ
Jµ. (6)
A lower bound to the average cost Jµ is given in Theorem 1.
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Figure 2. An example of the state transitions in the MDP associated with the
flow sampling problem.
Theorem 1 (Lower bound of the average cost). A lower bound
to Jµ is
LB(Jµ) =
1
2
M∑
i=1
ϕi
(
1
(1− pi)α∗i + pi
− 1
)
,
where {α∗i : i = 1, 2, ...,M} is a distribution given by
α∗i =
(
v
√
ϕi
1− pi −
pi
1− pi
)+
,
function (x)+ = x if x ≥ 0, and (x)+ = 0 if x < 0 [23]; v
is chosen such that
M∑
i=1
(
v
√
ϕi
1− pi −
pi
1− pi
)+
= 1.
Proof. See Appendix A. 
III. THE OPTIMAL POLICY
The problem of discovering the optimal flow sampling
policy in (6) can be described as a discrete MDP. Specifically,
at the beginning of a slot t, the controller observes a state
of the counter array st = {nti : i = 1, 2, ...,M}. Given
this observation, the controller chooses an action at (i.e.,
which switch to sample) following its sampling policy µ, and
executes at in slot t. The action produces two results: 1) an
immediate cost C(st) is incurred, and 2) the system evolves to
a new state st+1 in the next slot as per the transition probability
defined below.
P (st+1 | st, at = j) = (7)∏
i=1,2,...,M,i6=j
{
pi1nt+1i =0
+ (1− pi)1nt+1i =nti+1
}
,
where 1 is an indicator function, and
st =
(
nt1, n
t
2, ..., n
t
j−1, n
t
j , n
t
j+1, ..., n
t
M
)
,
st+1 =
(
nt+11 , n
t+1
2 , ..., n
t+1
j−1, n
t+1
j = 0, n
t+1
j+1, ..., n
t+1
M
)
.
Eq. (7) defines the probability that the controller evolves from
st to st+1 if action at = j is executed in slot t. Specifically,
1) the j-th counter nt+1j is reset to 0 deterministically; 2) the
i-th counter nt+1i , i 6= j is reset to 0 with probability pi,
and evolves to nti + 1 with probability 1− pi. The evolutions
of all counters are independent. Thus, P (st+1 | st, at = j) is
a product of M − 1 terms, each of which is pi or 1 − pi,
depending on the value of nt+1i , i 6= j.
The same decision problem is faced by the controller in
all the subsequent slots, but with different observations and
corresponding actions.
An example of the state transitions is given in Fig. 2,
wherein M = 4. As can be seen, the system starts with state
Algorithm 1 Relative value iteration
1: Pick hold arbitrarily, pick a reference state s0 arbitrarily.
2: Set a stopping criterion .
3: SP = + 1.
4: while SP >  do
5: hnew = T (hold)− eT (hold)[s0]
6: d = hnew − hold
7: SP = maxl d[l]−minl d[l]
8: hold = hnew
9: return h∗ = hnew, g∗ = T (hnew) [s0].
s0 = (0, 0, 0, 0). In the beginning of slot t = 0, the controller
takes action a0 = 4, and no event H0i happens during slot
0. Thus, the state transits to s1 = (1, 1, 1, 0) at the end of
slot 0 because only the fourth switch is sampled. In slot 1,
the controller takes action a1 = 3, and there is an event
H12 , meaning that the second switch is a crosspoint and is
sampled by another flow during slot 1. Thus, the state transits
to s2 = (2, 0, 0, 1) at the end of slot 1 because both the second
and third switches are sampled. In each slot, an immediate cost
is incurred as the penalty of being in state st, as defined in
(4).
As in (6), the controller aims to discover the optimal
policy µ∗ that minimizes the average cost on an infinite time
horizon. For this average-cost MDP, the optimal solution can
be computed via a relative value iteration process. Specifically,
the Bellman equation for the average-cost optimality criterion
is given by (8) below [14]. We only consider stationary
policies, thus the time index t is removed in the rest of this
section.
g∗e + h∗ = T (h∗) (8)
where g∗ is the gain of MDP, i.e., the average cost incurred
per time step when the system is in equilibrium; e is an all-
ones column vector; h∗ is a vector with each element being the
relative value function of a state. The relative value function of
a state s (also named the cost-to-go function), is the difference
between the total cost incurred by a system that starts with
state s and the total cost incurred by a system that starts with
a steady-state state over an infinite time horizon, i.e., the extra
cost incurred by the transient behavior of being in state s. The
operator T is a Bellman operator given by
T (h)[s] = min
a
{
C(s) +
∑
s′
P (s′|s, a)h[s′]
}
, (9)
where h[s] is an element in the vector h that corresponds to
state s, P (s′|s, a) is defined in (7).
The solution (g∗,h∗) to (8) can be computed by a relative
value iteration process given in Algorithm 1, the convergence
of which is guaranteed as the Bellman operator is a span
contraction [14]. Based on the computed (g∗,h∗), the optimal
policy µ∗ can be extracted from h∗ by acting greedy (i.e.,
choose the action that gives the minimal future cost), giving,
µ∗(s) = arg min
a
{
C(s) +
∑
s′
P (s′|s, a)h∗[s′]
}
,
5Relative value iteration gives us the optimal solution to (6),
but it also presents several problems.
1) To compute (9), the number of states of the MDP must be
finite so that
∑
s′ P (s
′|s, a) = 1. However, the state size
in our problem is infinite, because the value of a counter
can be any non-negative integers, i.e., ni ∈ N0. As a
result, we must set an upper limit, U , for each counter
to enable the computation of (9) in each iteration (i.e.,
a counter value larger than U is set to U ). In order not
to affect the optimality of the relative value iteration, U
must be set large enough so that P (ni > U) is negligible
for a set of policies in the neighborhood of the optimal
policy.
2) Given the upper limit U for each counter, the state
size is now |S| = UM , and the decision space is
|S|× |A|× |S| = MU2M . The computational complexity
of relative value iteration grows exponentially with the
increase of M . This largely limits the scalability of the
relative value iteration, and makes the optimal policy
prohibitively expensive to compute for large M .
3) Relative value iteration solves the MDP by optimal
planning. A prerequisite is that the controller must have
perfect knowledge pi, a parameter determined by the local
volatility of each switch, to compute the transition prob-
ability P (s′|s, a) in (9). This prior information, however,
may not be available to the controller in practice.
In summary, a realistic and decent sampling policy should
have 1) good performance in terms of minimizing the average
cost, 2) low computational complexity, 3) very little reliance
on the prior information of network dynamics. The above opti-
mal policy does not satisfy the second and third requirements.
In this context, we have to consider other low-complexity
solutions that scale well with the number of switches and do
not rely on knowledge pi.
IV. STATE-INDEPENDENT POLICIES
A sampling policy can be state-dependent or state-inde-
pendent. State-dependent policies, e.g., the optimal policy µ∗
in (6), make the sampling decision based on the current states
of the counters. State-independent policies, on the other hand,
make the sampling decision regardless of the counter states.
Compared with the optimal policy in (6), state-independent
policies are suboptimal in general, but they have low complex-
ity, hence are very easy to implement in practice. Moreover,
some of the state-independent policies do not rely on prior
information of the network parameters. This section focuses
on two state-independent policies implemented in [6], i.e.,
the uniform policy and the non-uniform policy, and their
generalizations. Their performance is analyzed in terms of the
average cost over the infinite-time horizon.
A simple sampling strategy is uniform sampling. In each
slot, a uniform policy samples one of the M switches on
path AB uniformly at random. The performance of uniform
sampling is characterized in Proposition 2.
Proposition 2 (performance of the uniform policy). The av-
erage cost of the uniform policy over the infinite-time horizon
is given by
Juniform =
M∑
i=1
ϕi(M − 1)(1− pi)
M − (M − 1)(1− pi) . (10)
Proof. See Appendix B. 
Consider a homogeneous network wherein p1 = p2 = ... =
pM = p. Eq. (10) can be simplified to
Juniform =
(1− σM )(M − 1)(1− p)
(1− σ)[M − (M − 1)(1− p)] . (11)
Eq. (11) suggests that Juniform monotonically increases with
M . Let M →∞,
lim
M→∞
Juniform =
1− p
(1− σ)p .
The uniform policy samples each switch with the same
probability 1/M in each slot. Obviously, this policy is sub-
optimal when we have a sampling preference over different
switches (i.e., when different switches have different ϕi and
pi). To tackle this problem, [6] further proposed a non-uniform
sampling policy: in each slot, the controller randomly gener-
ates two random integers between 1 and M with replacement,
and then samples the switch indexed by the larger integer. By
so doing, the switches closer to the destination are more likely
to be sampled. This matches the system model in [6] because
the controller is more inclined to sample the switches closer
to the destination as they yield more accurate statistics. This
non-uniform sampling policy can be generalized as follows.
Definition 4 (largest-order-statistic policy). In each slot, the
largest-order-statistic policy randomly generates G integers
between 1 and M with replacement, and samples the switch
indexed by the largest integer (i.e., the largest order statistic
of the uniform distribution).
With the largest-order-statistic policy, the M switches are
sampled by path AB in a non-uniform manner. Proposition 3
gives the performance of such a scheme.
Proposition 3 (performance of the largest-order-statistic pol-
icy). The average cost of the largest-order-statistic policy over
the infinite-time horizon is given by
Jorder =
M∑
i=1
ϕi(1− qi)(1− pi)
1− (1− qi)(1− pi) . (12)
where
qi =
iG − (i− 1)G
MG
.
Let M → ∞, M  G, p1 = p2 = · · · = pM = p, Jorder
converges to the same value as the uniform policy,
lim
M→∞
Jorder =
1− p
(1− σ)p . (13)
Proof. See Appendix C. 
The largest order statistic policy is better than the uniform
policy in that the sampling distribution takes the different ϕi
and pi of different switches into account. A natural question is
6that, what is the optimal stationary state-independent policy?
Said in another way, what is the optimal sampling distribution
over the M switches that minimizes the average cost? This
leads us to a weighted-probability sampling policy.
Proposition 4 (weighted-probability sampling policy). In each
time slot, a weighted-probability sampling policy samples the
i-th switch on the path AB with probability w∗i , where
w∗i =
(
v
√
ϕi
1− pi −
pi
1− pi
)+
,
and v is chosen such that
M∑
i=1
(
v
√
ϕi
1− pi −
pi
1− pi
)+
= 1.
The average cost over the infinite-time horizon achieved by
the weighted-probability policy is
Jweighted =
M∑
i=1
ϕi
(
1
(1− pi)w∗i + pi
− 1
)
. (14)
Proof. See Appendix D. 
Given the optimized sampling distribution to minimize the
average cost, the weighted-probability sampling policy is the
best strategy within the class of non-uniform sampling strate-
gies. Notice that the average cost achieved by the weighted-
probability policy is exactly twice the lower bound given in
Theorem 1.
V. INDEX POLICIES
This section considers a class of index policies to solve the
MDP associated with the flow sampling problem. We will first
leverage the Whittle index, originally proposed for restless
multi-armed bandit (RMAB) problems, to devise a Whittle
index sampling policy that has close-to-optimal performance
and linear complexity in the problem size. Yet, as the optimal
policy does, the Whittle index policy relies on the accurate
estimation of pi. Inspired by the form of the Whittle index,
we put forth a second-order index policy at the end of this
section. While inheriting all the advantages of the Whittle
index, the second-order index policy does not require accurate
prior-information of pi.
A. The decoupled problem
Faced with an M -dimensional MDP, it is inevitable that
the computational complexity of the optimal policy increases
exponentially with the number of switches M . A possible
scheme to admits linear-complexity policy is to decouple
the M -dimensional problem to M one-dimensional problems.
Decoupling is the main idea of a series of index policies to
solve the MAB problems.
When sampling the M switches on a flow path, the state
evolution of each switch is a controlled Markov process
independent from other switches. Specifically, the evolution
of ni is controlled by the “sample” action (i.e., ni goes to 0
once being sampled, and ni + 1 otherwise), and is irrelevant
to how nj , j 6= i evolves.
Let us consider a decoupled problem of sampling only one
switch. To simplify the notations, we remove the subscript i for
all the definitions in Section II since there is only one switch.
The state of the switch is then s = {n : n = N0}, and the
action space is a = {0, 1} where 0 and 1 correspond to “rest”
and “sample”, respectively. The state transition probability is
given by P
(
st+1 = 0 | st = n, at = 1) = 1,
P
(
st+1 = 0 | st = n, at = 0) = p,
P
(
st+1 = n+ 1 | st = n, at = 0) = 1− p,
The immediate cost incurred by being in state st and
executing at is{
C (st = n, at = 1) = c+ ϕn,
C (st = n, at = 0) = ϕn,
where ϕ is the accuracy associated with this switch, and c ≥ 0
is a fixed sampling cost (defined later).
The optimal policy µ∗ for the decoupled problem is defined
as
µ∗ = arg min
µ
lim
T→∞
E
[
1
T
T−1∑
t=0
C(st, at)
]
. (15)
Compared with the original M -switch sampling problem,
the decoupled problem introduces a fixed sampling cost c.
Without this fixed sampling cost, the controller would keep
sampling the switch to minimize (15). To avoid this, we
artificially introduce a fixed cost c for each sampling operation.
As per Whittle’s argument, we aim to find the sampling cost c∗
for which it is equally optimal to “sample” and “rest” (i.e., the
expected costs incurred by “sample” and “rest” are the same).
In doing so, c∗, i.e., the Whittle index, acts as a measurement
of how much the controller is willing to pay to sample this
switch.
In the original M -switch sampling problem, we could com-
pute the corresponding Whittle index for individual switches
in each decision epoch, and sample the switch with the largest
Whittle index.
B. Solving the Decoupled Problem
The decoupled problem is also a controlled MDP. Given a
sampling cost c, the optimal solution to the decoupled problem
can be modified from (8) as
g∗ + h∗[n] = (16)
min {c+ ϕn+ h∗[0], ϕn+ ph∗[0] + (1− p)h∗[n+ 1]} ,
where the two terms inside the minimization operation corre-
spond to the costs incurred by the actions “sample” and “rest”,
respectively. Without loss of generality, we choose state n = 0
as the reference state and set h∗[0] = 0. Thus,
h∗[n] = ϕn+ min {c, (1− p)h∗[n+ 1]} − g∗. (17)
Eq. (17) defines the relative value function of each state n
under the optimal policy for a given sampling cost c.
Proposition 5 (solution to the decoupled problem). The opti-
mal policy µ∗ to the decoupled problem is a threshold policy.
7For a given sampling cost c, there exists an integer threshold
Γ(c) such that 1) if a state n < Γ(c), the optimal policy is
to “rest”, and 2) if a state n ≥ Γ(c), the optimal policy is to
“sample”.
Proof. We first assume the optimal policy to the decoupled
problem has a threshold structure, and derive the relationship
between the threshold and the gain of the MDP. Then, we
verify that the relationship satisfies the Bellman equation in
(17), hence the threshold policy is the optimal policy to the
decoupled problem.
Let us assume there exists a threshold Γ such that: if a state
n < Γ, the optimal policy at this state is “rest”, and 2) if a
state n ≥ Γ, the optimal policy at this state is “sample”.
From (17), we have
c ≥ (1− p)h∗[n+ 1], ∀ n < Γ, (18)
h∗[n] = ϕn+ (1− p)h∗[n+ 1]− g∗, ∀ n < Γ, (19)
h∗[0] = 0. (20)
For n ≥ Γ, we have
c ≤ (1− p)h∗[n+ 1], ∀ n ≥ Γ, (21)
h∗[n] = c+ ϕn− g∗, ∀ n ≥ Γ, (22)
Next, we show that h∗[n] is a monotonically increasing
function of n if the optimal policy is a threshold policy.
1) For n ≥ Γ, (22) indicates that h∗[n] monotonically
increases with the increase of n.
2) At the threshold,
h∗[Γ]−h∗[Γ−1] = h∗[Γ]−ϕ(Γ−1)−(1−p)h∗[Γ] + g∗
= p(c+ ϕΓ− g∗)− ϕ(Γ− 1) + g∗
= (1− p)g∗ + pc+ ϕ− ϕΓ(1− p). (23)
Let n = Γ− 1 in (18),
c ≥ (1− p)h∗[Γ] = (1− p)(c+ ϕΓ− g∗)
(1− p)g∗ + pc ≥ ϕΓ(1− p) (24)
Substituting (24) into (23) gives us
h∗[Γ]− h∗[Γ− 1] > 0.
3) For n < Γ, it follows from (19) that
h∗[n]− h∗[n− 1] = ϕ+ (1− p)(h∗[n+ 1]− h∗[n]).
Since h∗[Γ]− h∗[Γ− 1] > 0, we have
h∗[n]− h∗[n− 1] > 0, ∀ n < Γ.
Overall, h∗[n] is a monotonically increasing function of n.
Next, we show that the threshold policy satisfies the Bell-
man equation in (17), and hence is the optimal policy to the
decoupled problem.
Consider any state n. If the optimal action at state n is
“sample”, we must have n ≥ Γ for the threshold policy. Thus,
0 rest
𝑞
1 − 𝑞
1 rest
𝑞
1 − 𝑞
2 rest
⋯
𝑞
Γ−1
⋯
rest Γ sample
𝑞
1 − 𝑞 1 − 𝑞
1
passive set 𝒬
Figure 3. Under the threshold policy, the decoupled problem is a unichain
with a single recurrent class. All the states n > Γ are transient states. The
circles in the figure are states, while the rectangles are actions.
h∗[n + 1] ≥ h∗[Γ + 1] because h∗[n] is a monotonically
increasing function of n. Then,
(1− p)h∗[n+ 1] ≥ (1− p)h∗[Γ + 1] ≥ c.
This is consistent with (17) if the optimal action at state n is
“sample”.
On the other hand, if the optimal action at state n is “rest”,
we must have n ≤ Γ− 1 for the threshold policy, and h∗[n+
1] ≤ h∗[Γ]. Thus,
(1− p)h∗[n+ 1] ≤ (1− p)h∗[Γ] ≤ c.
This is consistent with (17) if the optimal action at state n is
“rest”.
In conclusion, the optimal policy for the decoupled problem
is a threshold policy. 
Given the threshold structure of the optimal policy, the
decoupled problem is essentially a unichain with a single
recurrent class. In equilibrium, the transitions of recurrent
states are illustrated in Fig. 3. We define the set of states
wherein the optimal policy is “rest” as the “passive set”, i.e.,
Q(c) = {n : 0 ≤ n < Γ(c), n ∈ Z} (25)
C. Whittle index policy
Whittle index is a good heuristic to solve RMAB problems
provided that the problem is indexable. As noted by Whittle
[15], a decoupled problem is said to be indexable if the passive
set Q(c) is monotone non-decreasing as the subsidy (in our
case, sampling cost) increases. That is, for any real values
c1 < c2, the passive set Q(c1) ⊆ Q(c2). An RMAB problem
is indexable if all its arms are indexable.
Lemma 6 (Indexability). The decoupled problem in (15) as
well as the original M-switch sampling problem in (6) are
indexable.
Proof. Let n = Γ−1 and n = Γ in (18) and (21), respectively,
we have
h∗[Γ] ≤ c
1− p ≤ h
∗[Γ + 1]. (26)
Given a sampling cost c, Eq. (26) means there exists
one and only one Γ(c) such that c1−p falls into the interval
[h∗[Γ(c)],h∗[Γ(c) + 1]].
From the proof of Proposition 5, we know that h∗[n] is
a strictly increasing function of n. Thus, Γ(c) is monotone
nondecreasing in c (it is a staircase function since Γ takes
integer values), and the passive set Q(c) defined in (25) is
monotone nondecreasing in c.
8As a result, the decoupled problem for each switch is
indexable, hence the original M-switch sampling problem in
(6) is also indexable. 
Given the indexability condition established in Lemma (6),
the Whittle index policy is captured by Theorem (7) below:
Theorem 7 (Whittle index policy). At the beginning of a slot
t, the controller computes a Whittle index c∗(ni) separately
for each switch as a function of its current state ni, and then
samples the switch with the greatest index. The whittle index
is given by
c∗(ni) =
ϕi(1− pi)
p2i
[
(1− pi)ni+2 + (ni + 2)pi − 1
]
. (27)
Proof. The Whittle index at state n is the sampling cost c∗ for
which “sample” and “rest” make no difference. As suggested
by the Bellman equation in (17), we have
c∗ = (1− p)h∗[n+ 1], (28)
That is, if c < c∗, the optimal policy at the state n is to sample,
if c > c∗, the optimal policy at the state n is to rest. When the
sampling cost is exactly c∗, it is equally optimal to “sample”
and “rest”, and state n is the threshold.
Substituting (28) into (22) gives us
pc∗ = (1− p)ϕ(n+ 1)− (1− p)g∗, (29)
Next, we derive g∗ as a function of c∗.
Let n = 0, 1, 2, ..., n− 1 in (19), we have
h∗[1] = g∗
1
1− p ,
h∗[2] = g∗
(
1
1− p +
1
(1− p)2
)
− ϕ
(
1
1− p
)
,
h∗[3] = g∗
(
1
1−p+
1
(1−p)2 +
1
(1−p)3
)
−ϕ
(
2
1−p+
1
(1−p)2
)
,
· · ·
h∗[n] = g∗
(
1
1− p +
1
(1− p)2 + · · ·+
1
(1− p)n
)
−
ϕ
(
n− 1
1− p +
n− 2
(1− p)2 + · · ·+
1
(1− p)n−1
)
= g∗
(1− p)−n−1
p
− ϕ (1− p)
1−n−(1− p)−np
p2
. (30)
On the other hand, since n is the threshold, we have (31)
from (22).
h∗[n] = c∗ + ϕn− g∗. (31)
Equating (30) and (31) gives us
g∗ =
p(1−p)n
1−(1−p)n+1 c+ϕn−
(1−p)n+1−(1−p) + np
p [1−(1−p)n+1] ϕ (32)
Substituting (32) into (29), we finally have
c∗ =
ϕ(1− p)
p2
[
(1− p)n+2 + (n+ 2)p− 1] .
This is the cost that the controller is willing to pay to
sample a switch when it is in state n. At a decision epoch,
the controller computes a c∗(ni) for each switch based on its
current state and samples the one with the greatest c∗(ni). 
Whittle Index policy
𝑥 complexity
𝑦 average cost
𝑧 prior information of 𝑝𝑖
Uniform policy
The optimal policy
Second-order index policy
Weighted-prob policy
Largest order statistic policy
Figure 4. Comparisons among the optimal policy, the state-independent
policies (uniform, largest-order-statistic, and weighted-probability policies),
the Whittle index policy, and the second-order index policies in terms of the
computation complexity (x-axis), the performance of average cost (y-axis),
and the requirements of prior knowledge pi (z-axis). The performance of
different policies can be found in Section VI.
D. The second-order index policy
In Fig. 4, the optimal policy, the state-independent poli-
cies, and the Whittle index policy are evaluated in a three-
dimensional coordinate system. The positive direction of
the x-axis means the policy requires higher computational
complexity, the positive direction of the y-axis means the
policy yields larger average cost (poorer performance), and the
positive direction of the z-axis means the policy requires prior-
information pi, a parameter determined by the local volatility
of each switch.
As shown, the Whittle index policy is preferred to the
optimal policy and the state-independent policies thanks to its
low complexity and decent average-cost performance. Yet, the
execution of the Whittle index policy hinges on the accurate
estimation of pi, as the optimal policy does. Since the accurate
estimates of pi may not be available to the controller in
practice, we put forth a second-order index policy in the
following that does not rely on prior information pi, while
inheriting all the advantages of the Whittle index.
Definition 5 (second-order index policy). At the beginning of
a slot t, the controller computes a second-order index I(ni)
separately for each switch as a function of its current state
ni, and then samples the switch with the greatest index. For
the i-th switch, the second-order index is given by
I(ni) = lim
pi→0
c∗(ni) =
ϕi
2
(ni + 1)(ni + 2). (33)
It is plausible that the second-order index policy performs
well when pi,∀i are small, because the second-order index
is inferred from the Whittle index by assuming a switch
undergoes very light traffic with pi → 0. However, one
may ask, does this second-order index perform well when
some of the switches undergo moderate or heavy traffic with
relatively large pi? We answer this question affirmatively by
the simulation results in section VI, where it is shown that the
second-order index policy performs well for both small and
large pi.
Overall, the second-order index policy is the most desired
policy among other policies. As shown in Fig. 4, it has low
computation complexity, no reliance on the prior-information
pi, and comparable average-cost performance to the Whittle
index policy.
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Figure 5. The performance of the optimal policy benchmarked against the
lower bound, wherein M = 3. The performance of the uniform policy and
the Whittle index policy is also plotted in this same figure.
Remark. When pi of the i-th switch is large, an alternative
to the second-order index in (33) is a first-order index
I(ni) = lim
pi→1
c∗(ni)
1− pi = ϕi(ni + 1). (34)
This gives us the following heuristic index policy.
Heuristic index policy – Assume the controller has a rough
idea of whether pi is larger or smaller than a threshold prob-
ability p for each switch. At a decision epoch, the controller
takes the second-order index in (33) as the heuristic index for
switches whose pi < p; and the first-order index in (34) as the
heuristic index for switches whose pi ≥ p. Then, the controller
samples the switch with the largest heuristic index.
This heuristic index policy is evaluated at the end of section
VI. It is shown that the heuristic index policy only yields
minor gains over the second-order policy. Yet, it requires the
controller to know a certain amount of prior knowledge pi,
and the threshold probability p must be chosen very carefully.
Overall, the second-order index is good enough to ensure a
minor gap to the Whittle index policy.
VI. NUMERICAL AND SIMULATION RESULTS
A. The optimal policy and the lower bound
As stated in Section III, the computational complexity of
relative value iteration is prohibitively high. This makes the
optimal policy in (6) very expensive to obtain, especially when
the number of switches M is large. In view of this, we first
consider a simple case where there are only three switches to
evaluate the performance gap between the optimal policy and
the lower bound given in Theorem 1.
Fig. 5 presents the average costs achieved by the optimal
policy, the uniform policy, and the Whittle index policy
benchmarked against the lower bound on a flow path with
M = 3 switches. In this figure, we fix σ = 0.8, i.e., the
accuracies of statistics collected from the three switches are
0.64, 0.8, and 1, respectively. The probability that a switch is
sampled by flows other than AB is set to p1 = p2 = p3 = p,
and we increase p from 0.025 to 0.2. To execute relative
value iteration and compute the optimal policy, we set the
upper limit U of each counter to 10 (i.e., a counter no longer
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Figure 6. Numerical and simulation results for the uniform policy, the largest-
order-statistic policy (with G = 2 and 3), and the weighted-probability policy,
wherein σ = 0.8, p1 = p2 = · · · = pM = p = 0.1. The lower bound and
the performance of the Whittle index policy are plotted in the same figure.
grows when it reaches 10). The size of the state space is then
|S| = UM = 1000, and the decision space is |S|×|A|×|S| =
MU2M = 3× 106.
As can be seen from Fig. 5,
1) The Whittle index policy performs as well as the optimal
policy for small M (the two curves coincident with each
other). However, the optimality of the Whittle index is
unknown in the case of large M due to the unavailability
of the optimal policy.
2) The performance gap between the optimal policy and the
lower bound is minor when p is small, but gets larger
as p increases. This is not surprising because to derive
the lower bound, we have assumed in Theorem 1 that
the variance of the inter-sampling time of each switch
is negligible relative to the mean of the inter-sampling
time. Thus, the lower bound is supposed to be tighter in
the case of larger M and smaller p.
Assuming a large number of switches, the following parts
evaluate the performance of state-independent policies pro-
posed in [6] and our second-order index policy. Keeping in
mind that the Whittle index policy can be suboptimal, and
the lower bound may not be tight, we will take them as the
benchmarks.
B. State-independent policies
This subsection evaluates the average costs achieved by
different state-independent policies and their generalizations,
i.e., the uniform sampling policy, the largest-order-statistic
policy, and the weighted-probability policy.
The numerical and simulation results of the above three
state-independent sampling policies are presented in Fig. 6,
where we fix σ = 0.8, and p1 = p2 = · · · = pM = p = 0.1.
The analytical results match with the simulation results very
well.
As can be seen from Fig. 6,
1) Uniform sampling gives the worst performance. The av-
erage cost, as predicted in (11), increases monotonically
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with the increase of M . As M goes to infinity, the average
cost converges to 1−p(1−σ)p = 45.
2) The performance of the largest-order-statistic policy de-
pends on the value of G, i.e., the number of random
integers generated each time. For a fixed G  M , (13)
indicates that the average cost converges to the same
value 1−p(1−σ)p = 45 as the uniform policy.
3) The weighted probability policy outperforms both the
uniform policy and the largest-order-statistic policy. This
outcome is expected because we have optimized the
sampling probability over all switches to devise the
weighted probability policy. As indicated in (14), the
performance of the weighted probability policy is twice
of the lower bound. With the increase of M , the average
cost converges to around 22.64.
4) The Whittle index policy outperforms all three state-
independent policies. Compared with the uniform policy
and the largest-order-statistic policy, the Whittle index
policy reduces the average cost by 66.4% when M
goes to infinity. Compared with the weighted-probability
policy, the Whittle index policy reduces the average cost
by 33.4% when M goes to infinity.
C. The Second-order index policy
The Whittle index policy outperforms the state-independent
policies by much, but it requires accurate estimates of pi to
compute the indexes. An alternative to the Whittle index is the
second-order index given in (33), the computation of which
does not require any prior information pi. This subsection
verified the performance of the second-order index policy
benchmarked against the Whittle index policy.
We consider an asymmetric network where switches un-
dergo two kinds of sampling-request traffic: 1) all the odd-
indexed switches undergo light traffic with small pi = pi0;
and 2) all the even-indexed switches undergo moderate/heavy
traffic with relatively large pi = pi1. In the simulation, we
fix pi0 to 0.01, and vary pi1. For the Whittle index policy, pi0
and pi1 are assumed to be known to the controller such that
the Whittle index can be computed. For the second-order index
policy, the controller computes the second-order index directly
from (33).
Fig. 7 presents the average costs achieved by the second-
order index and the Whittle index policies in the considered
network, wherein M = 40. As shown, for different pi1, the
performance gaps between the two policies are very small. The
second-order index policy is a good substitute for the Whittle
index policy given the same low-complexity property and
comparable average-cost performance. Better yet, the second-
order index policy requires no prior-information of pi.
Finally, we evaluate the heuristic index policy in the same
network. As per the heuristic index policy, the controller has to
compute a heuristic index for each switch in a decision epoch.
To this end, we first set the threshold probability p = 0.3. That
is, the heuristic index of the i-th switch is the second-order
index given in (33) if pi < 0.3, and is the first-order index
given in (34) if pi ≥ 0.3. The controller then samples the
switch with the largest heuristic index.
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Figure 7. Performance comparison between the second-order index policy
and the Whittle index policy, wherein M = 40 and σ = 0.8.
The performance of the heuristic index policy is plotted
in Fig. 7. As shown, when pi1 < 0.3, the performance of
the heuristic index policy is the same as that of the second-
order index, because all pi in the network are smaller than the
threshold probability 0.3. On the other hand, when pi1 ≥ 0.3,
the indexes of all even-indexed switches are the first-order in-
dexes rather than the second-order indexes. The heuristic index
policy is slightly better than the second-order index policy.
However, the downsides are that the controller has to know
a certain amount of information about p1, and the threshold
probability p must be chosen very carefully (an ill-chosen p
easily leads to substantial performance degradations).
VII. CONCLUSION
In software-defined networking (SDN), the controller sam-
ples each active flow to gather network information for traffic
engineering and management. A good sampling policy should
sample the switches to meet the controller’s sampling prefer-
ence and balance the query loads on the switches. In addition, a
practical sampling policy should be computation-friendly, and
has little reliance on prior knowledge of the network dynamics
since they may be unavailable in practice. The policies that
meet these requirements, to our knowledge, are lacking in the
literature.
To fill this research gap, this paper investigated per-flow
sampling for traffic matrix (TM) estimation, and studied the
performance of different policies with the above criteria. Our
main contributions are as follows:
1) We formulated the per-flow sampling problem as a
Markov decision process (MDP). The optimal policy to
this MDP is defined as the policy that makes the best
tradeoffs between sampling accuracy and load balancing
among switches. We solved the MDP by a relative value
iteration algorithm and derived the optimal policy.
2) We analyzed two state-independent policies previously
proposed by others and generalized them to a largest-
order-statistic policy and a weighted probability policy.
The weighted probability policy was shown to be the opti-
mal stationary state-independent policy. The performance
of these policies was derived and validated by simulation
results.
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3) We transformed the MDP into a restless multi-armed
bandit (RMAB) problem that admits a Whittle index
policy. The Closed-form Whittle index was derived. The
Whittle index policy is near-optimal and has better per-
formance than the previously proposed state-independent
policies and their generalizations. The Whittle index
policy, however, requires prior knowledge of the network
dynamics.
4) Inspired by the Whittle index policy, we put forth a
second-order index policy. This policy meets all the
expectations we have for a practical policy: it is easy to
compute, achieves very good tradeoffs between sampling
accuracy and load balancing, and does not require any
prior knowledge of the network dynamics.
APPENDIX A
A LOWER BOUND TO THE AVERAGE COST
This appendix proves Theorem 1.
Proof. Let us focus on the i-th counter nti, and study how it
evolves. As per (2) and (3), nti is reset to 0 once the i-th switch
is sampled. In between two sampling slots of the i-th switch,
nti increases from 0 to d − 1 if the inter-sampling time is d
slots.
Following the sample-path analysis [19], [24], we consider
one sampling trajectory of the controller, and assume the i-th
switch is sampled at slot ti,1, ti,2, · · · , ti,Ki . As K1,K2, · · · ,
KM → ∞, t1,K1 = t2,K2 = · · · = tM,KM = T → ∞. The
sample mean and sample variance of the inter-sampling time
di,k = ti,k − ti,k−1 (k = 1, 2, ...,Ki, ti,0 = 0) are defined as
E[di] =
1
Ki
Ki∑
k=1
di,k,
V[di] =
1
Ki
Ki∑
k=1
(di,k − E[di])2 = 1
Ki
Ki∑
k=1
d2i,k − E2[di].
The average cost Jµ in (5) can then be manipulated as
follows:
Jµ = lim
T→∞
Eµ
[
M∑
i=1
ϕi
1
T
T−1∑
t=0
nti
]
(35)
= lim
T,Ki→∞
Eµ
 1
T
M∑
i=1
ϕi
Ki∑
k=1
di,k−1∑
n=0
n

= lim
T,Ki→∞
Eµ
[
1
2T
M∑
i=1
ϕi
Ki∑
k=1
(d2i,k − di,k)
]
= lim
T,Ki→∞
1
2T
M∑
i=1
ϕiKi
(
V[di] + E2[di]− E[di]
)
.
Since E[di] = T/Ki as T,Ki →∞, we have
Jµ = lim
T,Ki→∞
1
2T
M∑
i=1
ϕiKi
(
V[di] +
T 2
K2i
− T
Ki
)
= lim
T,Ki→∞
1
2
M∑
i=1
ϕi
(
V[di]
E[di]
+
T
Ki
− 1
)
𝑇 slots
# slots that the 𝑖th switch
is sampled by 𝐴𝐵 = 𝛼𝑖𝑇
# slots that the 𝑖th switch is not
sampled by 𝐴𝐵 = 1 − 𝛼𝑖 𝑇
# slots that the 𝑖th switch
is sampled = 𝛼𝑖𝑇 + 𝑝𝑖 1 − 𝛼𝑖 𝑇
# slots that the 𝑖th switch
rests = 1 − 𝑝𝑖 1 − 𝛼𝑖 𝑇𝑖
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Figure 8. The behavior of the i-th switch in one sampling trajectory.
≥ lim
T,Ki→∞
1
2
M∑
i=1
ϕi
(
T
Ki
− 1
)
. (36)
Eq. (36) gives us a lower bound on Jµ:
LB(Jµ) = min lim
T,Ki→∞
1
2
M∑
i=1
ϕi
(
T
Ki
− 1
)
. (37)
This bound can be further refined as follows [25].
The behavior of the i-th switch in one sampling trajectory
can be understood from Fig. 8. As shown, there are overall T
slots, among which the i-th switch is sampled by flow AB for
αiT slots for some αi > 0. For the other (1−αi)T slots, the
i-th switch can be sampled by flow paths other than AB, or
simply rest. Overall, the number of slots that the i-th switch
is sampled is given by
Ki = αiT + pi(1− αi)T. (38)
Also, we have
M∑
i=1
αiT = T, (39)
because flow path AB samples a switch in every slot.
Substituting (38) into (37), we have
LB(Jµ) = min
1
2
M∑
i=1
ϕi
(
1
(1− pi)αi + pi − 1
)
. (40)
Eq. (39) and (40) give us the following linear program:
LB(Jµ) = min
1
2
M∑
i=1
ϕi
(
1
(1− pi)αi + pi − 1
)
s.t.
M∑
i=1
αi = 1, αi ≥ 0. (41)
Form the Lagrangian as
f(αi, λ0, λi) =
1
2
M∑
i=1
ϕi
(
1
(1− pi)αi + pi − 1
)
+
λ0
(
M∑
i=1
αi − 1
)
− λiαi. (42)
The optimal solutions {α∗i : i = 1, 2, · · · ,M} to (41)
must satisfy the Karush-Kuhn-Tucker (KKT) conditions [26]
as follows.
∂f(αi, λ0, λi)
∂αi
∣∣∣∣
α∗i
=
−ϕi(1− pi)
2[(1− pi)α∗i + pi]2
+ λ0 − λi = 0,
12
∂f(αi, λ0, λi)
∂λ0
∣∣∣∣
α∗i
=
M∑
i=1
α∗i − 1 = 0,
λiα
∗
i = 0,
λ0 ≥ 0,
λi ≥ 0.
A valid solution to (41) is given by
α∗i =
(
v
√
ϕi
1− pi −
pi
1− pi
)+
, (43)
where (x)+ = x if x ≥ 0, and (x)+ = 0 if x < 0; v is chosen
such that
M∑
i=1
(
v
√
ϕi
1− pi −
pi
1− pi
)+
= 1.
It is easy to verify that (43) satisfies the KKT condition by
setting
λ0 =
1
2v2
≥ 0,
and
λi =
1
2
(
1
v2
− ϕi(1− pi)
p2i
)
≥ 0.
The lower bound is thus given by
LB(Jµ) =
1
2
M∑
i=1
ϕi
(
1
(1− pi)α∗i + pi
− 1
)
,

APPENDIX B
PERFORMANCE OF THE UNIFORM SAMPLING POLICY
Proof. Under the uniform sampling policy, we can rewrite (5)
as
Juniform = lim
T→∞
E
[
1
T
T−1∑
t=0
M∑
i=1
ϕin
t
i
]
= lim
T→∞
E
[
M∑
i=1
ϕi
1
T
T−1∑
t=0
nti
]
=
M∑
i=1
ϕiE[ni], (44)
where the last equality holds because the uniform policy is
stationary, i.e., the probability that a switch is sampled does
not change over time. Given (44), our target is to derive the
average value of each counter.
For the i-th switch, the probability that it is sampled by
flow paths other than AB is pi, and the probability that it is
sampled by path AB, denoted by qi, is 1/M . Thus, in any
slot, the probability that the i-th switch is not sampled by the
controller is
ai = (1− qi)(1− pi), (45)
and 1−ai is the probability that the i-th switch is sampled in
a slot.
0 1 2 3 ⋯𝑎𝑖
1 − 𝑎𝑖
1 − 𝑎𝑖
1 − 𝑎𝑖
𝑎𝑖 𝑎𝑖 𝑎𝑖
1 − 𝑎𝑖
uniform policy
Figure 9. Under the uniform sampling policy, the Markov chain associated
with the state transitions of one switch [27].
As shown in Fig. (9), the state transitions of the i-th switch
form a Markov Chain [28], the equilibrium distribution of
which is given by
pin = a
n
i (1− ai), n = 0, 1, 2, ...
Thus,
E[ni] =
∞∑
n=0
npin =
ai
1− ai , (46)
and
Juniform =
M∑
i=1
ϕiE[ni] =
M∑
i=1
ϕi
ai
1− ai
=
M∑
i=1
ϕi(M − 1)(1− pi)
M − (M − 1)(1− pi) . (47)
Let M → ∞, p1 = p2 = · · · = pM = p, we have ai →
1− p. Eq. (47) can be refined as
lim
M→∞
Junifom =
1− p
(1− σ)p .

APPENDIX C
PERFORMANCE OF THE LARGEST-ORDER-STATISTIC
POLICY
Proof. The largest-order-statistic policy is stationary. Thus, we
can follow the proof of Proposition 2 to derive its performance.
In particular, the state transitions of the i-th switch are given
by the same Markov chain in Fig. 9 with
qi =
iG − (i− 1)G
MG
,
ai = (1− qi)(1− pi).
Thus, we have
E[ni] =
ai
1− ai =
(1− qi)(1− pi)
1− (1− qi)(1− pi) ,
and
Jorder =
M∑
i=1
ϕiE[ni]
=
M∑
i=1
ϕi(1− qi)(1− pi)
1− (1− qi)(1− pi) . (48)
Let M → ∞, and p1 = p2 = · · · = pM = p, we have
qi → 0, and
lim
M→∞
Jorder =
1− p
(1− σ)p .

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APPENDIX D
PERFORMANCE OF WEIGHTED-PROBABILITY POLICY
Proof. A weighted-probability policy samples the M switches
in each slot following the same distribution {wi : i =
1, 2, ...,M}. To derive the minimal average cost achieved by
the weighted-probability policy, we have to find the optimal
distribution {w∗i : i = 1, 2, ...,M}.
When operated with the weighted-probability policy, the
state transitions of a single switch are the shown in Fig. 9,
where ai is the probability that the i-th switch is not sampled
in a slot, giving
ai = (1− wi)(1− pi).
Similar to (46) and (47), we can compute the steady-
state distribution of all states in equilibrium, and write the
average cost achieved by the weighted-probability policy with
distribution {wi : i = 1, 2, ...,M} as
Jweighted =
M∑
i=1
ϕi
ai
1− ai =
M∑
i=1
ϕi(1− wi)(1− pi)
1− (1− wi)(1− pi) , (49)
and the minimal average cost
J∗weighted = min
wi
Jweighted = min
wi
M∑
i=1
ϕi(1− wi)(1− pi)
1− (1− wi)(1− pi)
s.t.
M∑
i=1
wi = 1, wi ≥ 0. (50)
The optimal solution to this linear program is the same as
(41), i.e., the optimal distribution is
w∗i =
(
v
√
ϕi
1− pi −
pi
1− pi
)+
, (51)
and v is chosen such that
M∑
i=1
(
v
√
ϕi
1− pi −
pi
1− pi
)+
= 1.
The minimal average cost achieved by the weighted-
probability policy is thus twice the lower bound in Theorem
1, giving
J∗weighted =
M∑
i=1
ϕi
(
1
(1− pi)w∗i + pi
− 1
)
.

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