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The numerical solution for the flowfield established in a spark-
-ignition internal combustion engine during the four-stroke (intake, 
compression, power, exhaust) cycle is considered. Only fluid-dynamic 
effects are treated with combustion simulated by constant- volume heat 
addition near top-dead-center on the compression stroke. The working 
fluid is assumed to be air of con s tant specific heat, with both vi scou s 
and inviscid models considered. Two- and three-dimensional engine models 
are examined, with the three-dimensional models including both rectangular 
and cylindrical geometries. The difficulties associated with obtaining 
numerical solutions in cylindrical coordinates for three-dimensional 
non-axisymmetric problems when the centerline is included in the region 
of interest are discussed. A new method which avoids the coordinate-
-singularity problems associated with such cases is presented and used 
to obtain the first known four-stroke inviscid-flow solution for a 
three- dimen sional cylindrical engine model. Sim i lar results are presen-
ted for a three-dimensional rectangular model, and for the first known 
two-dimensional four-stroke calculation for a viscou s fluid. The invis -
cid three-dimensional results are compared with each other and with 
previously obtained two-dimensional inviscid-flow calculations. The use 
of two-dimensional models is found to be justified for the non- reacting 
flowfields considered, since the results obtained from a two-dimensional 
calculation in the valve plane are apparently not strongly dependent on 
the flowfield perpendicular to the valve plane. It is found tha t s igni-
ficant flowfields do exist in all I.e. engine models considered. It is 
shown that the unit-cell-Reynolds-number criterion limits viscous flow 
calculations to Reynolds numbers of approximately one ten-thousandth 
the realistic value, and that this produces flowfields which are st rongly 
piston-dominated. In contrast, inviscid results show marked circulatory 
patterns, which are more realistic. The velocity patterns which develop 
in the three-dim~nsional cylindrical engine model are shown to exhibit 
a marked swirl in planes parallel and perpendicular to the cylinder 
axis. 
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1.1 Preli mi nary remarks 
CHAPTER 1 
INTRODUCTION 
This dissertation is concerned with a body of work that has attemp-
ted to bring to bear some of the techniques of computational fluid 
dynami cs to the analysis of a problem that is of re l atively recent 
interest, the problem of obtaining detailed solutions for the flow-
fie l d inside a standard spark-ignition reciprocating internal combustion 
engine. Interest in I.C. engines is of course not new. For many years 
a course dealing with them has been a standard part of the undergraduate 
mechanical engineering curriculum. But until rather recently, the main 
feature of I.C. engine analysis was its empiricism, as exemplified by 
Obe r t 's classic book [11, or Lichty's work [2]. No disparagement of 
of such work is intended. It has been, is, and will continue to be of 
use i n practical I.C. engine design for many years before being sup-
planted by more detailed analyses. Certainly the current effort amounts 
to only a small step in the direction of obtaining such analyses. Only 
with the advent of extremely large, fast computers could one hope to pro-
duce a detailed, accurate analysis of the flow processes in an internal 
combustion engine, and until very recently there seemed little incentive 
to attempt such a task. The concern of the last few years over oil 
price levels and energy conservation in general, as well as the desire 
to understand and control the air polluting effect of the automobile, 
has encouraged renewed interest in the study of the internal combustion 
engine, and particularly in the possibility of advanced computer modeling 
and simulation of I.C. engine processes. So recent has this increased 
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interest been that in late 1974 when the current work was begun, a 
moderately detailed literature search failed to reveal any work more 
sophisticated than zero-dimensional or one-dimensional analyses. Other 
investigators were active at this time, however, as the survey of 
currently available literature included here will show. It is thus 
apparent that the time is ripe to take some of the advanced aerospace 
technology that has been built up in the analysis of complex aerodynamic 
flowfields and transfer it to the analysis of the I.C. engine. That, 
in broad outline, is the main thrust of this dissertation. 
1.2 The physical problem 
The detailed analysis of the internal combustion engine as it exists 
in its operating environment is a task of incredible complexity. The 
power obtained depends on the integrated pressure distribution of the 
working fluid in the cylinder over the piston surface, which depends 
on the energy released during combustion. The efficiency of the combus-
tion process is coupled to the fluid mechanics in a complicated, highly 
non-linear fashion. Factors to be considered include the exact mechanism 
for the mixing of the fuel and air, the two-phase flow problems involved 
in spray and droplet modeling, the role of turbulence in the flow, the 
actual process by which the spark ignites the fuel-air mixture, the 
effects due to the valve geometry on the inflowing or exhausting fluid, 
coupling between intake and exhaust manifolds and the combustion chamber, 
and the role of finite-rate chemical processes in producing undesired 
products of combustion. There is no hope of obtaininq a closed-form, 
analytical solution for any mathematical model which even faintly resem-
bles such a system, so the approach must be numerical. Even here, as 
this work will show, the detailed st udy of the full problem such as 
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outlined above cannot be accomplished at present; its achievement will 
be the result of an evolutionary process over a long period of time. 
This being the case, the steps that can be taken at the present 
time are necessarily small ones. Simplistic models must be constructed, 
and the methods of analysis of them well understood, before advanced 
work is begun. Thus, since the study of turbulence has itself been a 
lifetime work for several generations of investigators without a complete 
understanding of it yet having been achieved, it seems logical to omit, 
or to employ very simple models of, turbulent effects in current I.C. 
engine analyses. The complicated geometry associated with an intake 
or exhaust valve would require enormous storage in a computer to be 
properly defined and to have its fluid dynamic effects modeled. It 
therefore seems best at this time to treat valves as unobstructed ports 
which are either open or closed. The study of two-phase flows is an 
entire field in itself, so an acceptable approximation for the present 
could be to model the fuel-air mixture as a mixture of gases. The full 
problem is three-dimensional in nature, due to the offset position of 
the valves in a real engine, but since the computer simulation of three-
-dimensional flows is in its infancy, it is logical to attempt to do as 
much as possible with geometrically and computationally simpler one- and 
two-dimensional models. The list of such approximations could be made 
virtually endless; the necessity for making them is a fact which must be 
faced by an investigator who wishes to study a problem too complex for 
detailed analysis by available techniques. Even when appropriately 
simple model problems are set up, there are many questions which mu st be 
answered before the model may be said to be understood. Roache (31 gi ves 
a very good example of some of these questions concerning l. C. engine model i 
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11 1. Do the outflow conditions (exhaust back pressure) represent 
any special difficulties? Are inflow conditions well specifi-
able? Is it necessary or worthwhile to calculate the non-
burning portions of the cycle? 
2. How many reacting species must be included in the calculation? 
For coarse studies? for refined studies? for performance 
calculations? for pollutant calculations? What is the utility 
of systematic sensitivity studies using variational techniques? 
3. Are radiation effects significant? If so, can a grey gas 
approximation be used? Can a radiation diffusion approximation 
be used? 
4. Are discontinuities (shocks, contact surfaces, flame fronts) 
present and important enough to warrant shock-fitting techni-
ques. In what dimensionality? 
5. What additional requirements are imposed by the introduction 
of fuel droplets? Can or should droplet breakup be calculated 
from first principles, or should droplet characteristics be an 
empirical input? Is strong or weak coupling of the droplets 
to the fluid dynamics required? 
6. Can the incompressibility assumption be used to advantage in 
the expansion phase? If so, can the geometry be simplified 
enough to use the fast Poisson solvers to advantage? What other 
simplifications (e.g., constant viscosity, constant conductivity, 
weak compressibility) should be considered? 
7a. What dimensionality is useful? Are fully 30 + time cal cula-
tions absolutely necessary? Are 10 calculations meaningful? 
Are they really an improvement over lumped-parameter model s 
... 
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(control volume or 0-dimensional models)? Are axisymmetric and 
pseudo-3D calculations likely to be meaningful? Is a multi-
-level approach appropriate, or should a single 11 best code 11 
be used? 
7b. What is the utility of boundary-layer methods and parabolic 
marching equations? 
8. What are the computer requirements and realistic computation 
times for 1D, 2D pseudo-3D and fully 3D calculations? How 
sensitive are estimates of computer time to estimates of reso-
lution requirements? of steady-state criteria? Are there 
special problems associated with the attainment of a cyclic 
steady-state? Should one try to calculate early transients, 
i.e., engine warm-up, with accuracy. 
9. Which classes of numerical techniques appear to be most suited 
for automotive applications? Eulerian, Lagrangian, or mixed? 
Explicit, implicit, or mixed? Parabolic, elliptic, or hyper-
bolic equations? Higher-order or lower-order methods? 
10. What are the best algorithms for integrating stiff differential 
equations typical of reacting flows? Are they adequate? Are 
there special numerical difficulties associated with calculating 
the distinction between deflagration and detonation? 
11. What are the best techniques for describing boundary layers 
(viscous and thermal)? Are 11 one-cell 11 resolutions adequate 
or of value? 
12. What special computational problems arise from the more compli-
cated turbulence theories? Is it worthwhile to calculate the 
laminar viscous stress terms? 
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13. Can something of value be learned from 0(6x) differencing? Is 
0(6t) differencing adequate? is 0(6x4) or higher worthwhile? 
What computational techniques exist to minimize numerical diffu-
sion and dispersion? 
14a. Does the finite element methodology offer any real advantages 
over finite difference methods for automotive applications? 
14b. l~hat is the utility of grid-free methods (vortex filament, etc.)? 
15. What additional development of numerical methods (rather than 
specific codes) needs to be accomplished?" 
This work will address some of the above topics, the companion work 
of Diwakar [4].will treat others, and still more remain unanswered. 
There is a need at this stage of work on the analysis of I.e. engines 
to begin with models simple enough that the questions and problems they 
pose may be treated with present methods, yet complex enough so that 
those questions are important to answer. As the answers are obtained, 
the level of subsequent questions may increase. 
1.3 Literature survey 
As has been remarked, in the past few years there has been a tre-
mendous increase in the literature in the same general subject area as 
this dissertation, the numerical analysis and simulation of flowfields 
associated with internal combustion engines. In order to properly judge 
the state of the art in this field and the relation of the work presented 
here to it, this section will be devoted to surveying the available 
literature. The work will be covered in approximately chronological order 
according to its appearance in print, except that on occasion it may be 
useful to consider a sequence of publications by the same author and 
dealing with closely related topics . Since thi s dis sertation i s not 
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concerned with the detailed treatment of combustion phenomena, but 
rather with the problems associated with the basic fluid-mechanical 
simulation of an I.e. engine, the work of others will be considered 
with a view toward 
1. the geometrical model used in the analysis 
2. the numerical method used to obtain solutions 
3. the fluid mechanical assumptions made; i.e., viscous or inviscid, 
laminar or turbulent flow, reacting or non-reacting, etc. 
but no detailed examination of the combustion models assumed will be 
made. A survey of the available literature with a view toward combustion 
phenomena will be found in the work of Diwakar [4]. 
The relatively early work of Lavoie, Heywood and Keck [5] is an 
example of the type of work which can be done with so-called zero-dimen-
sional modeling. In this approach, the only independent variable is 
time, and all spatially varying quantities must be replaced by averaged 
values. Properties like burning rate which are intrinsically spatially 
determined must be obtained by including either experimental results 
or an ad-hoc set of additional equations. The authors claim that experi-
mental results confirm the main features of the model. 
The next level of sophistication is represented by the time-depen-
dent, one-dimensional models. Examples are the work of Sirignano [6], 
and the successive papers which extend the original work, such as those 
due to Bracco and Sirignano [7] and Bellan and Sirignano [8,9]. Reference 
[6] sets the tone of the work which follows. In this paper a theory 
based on a concept of a turbulent flame front model was developed and 
resulted in predictions of pressure and temperature as functions of crank 
angle and the one spatial variable, taken to be either a radial line 
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outward from the center of t he cylinder , or a vertical line down the 
center of the cylinder. A tu r bulent ed dy diffusivity model is developed 
which is time-dependent and spatia l ly constant; the model is applied 
to both heat and mass tran sfer. A constant specific heat fluid is 
assumed. The numerical me thod used is the method of quasi-linearization, 
which is an implicit, i t era tive finite -difference scheme [10,11]. 
Reference [7] applies ba s i cal ly the sam~ model to the analysis of Wankel 
engine combustion, while [8,9] deal wi th a stratified charge engine, 
again with the same approach as in Reference [6]. Reference [8} avoids 
the assumption of constan t specific heats by using a fifth-degree poly-
nomial fit for Cp vs . temperature, and also adds another term to the 
turbulence model that wa s used in the original work. In [9], a two-
-equation, time- and space-dependent turbulence model is introduced, 
although the authors cl aim that without experimental comparisons it is 
difficult to see whether or not it is superior to earlier work. Finally, 
Bracco [12] applies the same time-dependent, one-dimensional model of 
Reference [6} to the ana lys i s of a stratified-charge Wankel engine, and 
includes a treatment of two-phase flow in the fuel-injection process. 
At this point in the developmental sequence being summarized here, 
results for the first t wo- dimensional unsteady calculations begin to 
appear in the literature . The well-ti med survey paper of Bracco [13], 
contains an excellen t disc ussion of th e state of the art at that 
time, and also of the impli cations of various levels of simplifying 
assumptions which are brought to bear in reducing the complex original 
problem to a tractable model problem . 
The work of Boni, et. al. [14,15] constitutes the first new approach 
i nsofar as the numeri cal method of so l Jtion is concerned. Reference 
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[14] is an unsteady one-dimensional solution, while [15] is a two-dimen-
sional (axisymmetric) unsteady solution. Both are for viscous flow with 
chemical reactions to model combustion, although methane is substituted 
for gasoline in order to simplify the chemistry. Both sets of results 
include an attempt to model turbulent effects by setting the coefficients 
of viscosity, thermal conductivity, and diffusivity to high constant 
values. The numerical method employed is the Arbitrary Lagrangian-
-Eulerian (ALE) method due to Hirt, Amsden, and Cook [16]. Because of 
the axisymmetric model employed by Boni, only the compression and power 
strokes may be simulated. 
Bracco, et al. [17, 18] have recently published the results of two-
-dimensional unsteady calculations involving two-phase flow with two 
types of model. geometry; i.e., fuel injection vertically into the cylinder 
with solutions obtained in a plane of constant azimuth, and tangential 
injection with solutions obtained in a plane of constant vertical loca-
tion. The numerical solutions are obtained via the RICE code [19] . As 
Bracco states, there were some limitations on the method as of the time 
that results were obtained. In particular, the curvilinear boundaries 
desired by Bracco had to be approximated by a sequence of small straight-
line segments. Also, the RICE code contains no physical modeling of the 
transport processes, but rather sets the transport coefficients to rela-
tively high valves to obtain numerical stability. 
As far as is known, the work of Griffin, Anderson, and Diwakar [2o], 
and Diwakar, Anderson, Griffin, and Jones [21] represents the first two-
-dimensional, unsteady, four-stroke solutions, although for very simple 
working fluids and no modeling of combustion except for constant-volume 
heat addition near the top of the compression stroke. Reference [20] 
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contains calculations for viscous, laminar flow in a two-dimens i onal 
rectangular engine in a plane normal to the piston and running through 
the centerline between the intake and exhaust valves. Reference [21] 
employs the same geometrical model and numerical method as in [20], but 
for the case of inviscid flow. The use of the inviscid flow model permits 
the four-stroke computation to be run in a sufficiently short time to 
allow the inclusion of a detailed finite-rate chemical reaction model 
for combustion. Progress in this area is reported in Reference [4]. 
Gosman [22] also has results for a four-stroke calculation which 
were obtained for a two-dimensional axisymmetric model. The fluid-mech-
anical model, while not involving reacting flows as in the axisymmetric 
calculations of Boni [15], is considerably more advanced that that used 
in References [20,21]. A two-equation turbulence model is employed, and 
the valve is treated as an open port of time-varying area and having a 
prescribed constant discharge coefficient. Gosman attempted some com-
parison of his results with the experimental work of Witze [28,29], and 
claims qualitative agreement. The numerical method used by Gosman is an 
implicit finite-difference method, with the resulting difference equations 
solved iteratively. Details are not given. 
The work of Dwyer and Sanders [23,24] returns to the one-dimensional 
unsteady case to demonstrate the application of a new numerical approach 
to the solution of reacting flows in which widely varying chemical, 
acoustic, and differential time scales are present [26,27]. Reference 
[23] concentrates on the unsteady ignition process and its interaction 
with the flame front propagation. Reference [24] examines two cases in 
more detail, an overdriven detonation wave and the propagation of a flame 
front in open and closed ducts. In both bases turbulent flow is assumed, 
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engine modeling have chosen to attack the problem in such a way that 
the emphasis is on solving combustion modeling problems first, using 
only the simplest geometrical descriptions to begin with . When an 
investigator has been sufficiently active to have produced several 
papers, it has been the case that he has used any increased sophisti-
cation and/or computer power to strive for a more sophisticated combus-
tion model, rather than increasing the sophistication of the geometrical 
model. 
This is a perfectly acceptable plan of attack. It is quite clear 
that at the present time the entire problem of interest cannot be 
handled adequately, so simplifications must be made. The particular 
choices of which simplifications to make and which complexities to attempt 
to treat often depend on the researcher's personal bias quite as much as 
on any a priori necessity that things be done a certain way. Many of 
those now working in the field of internal combustion engine research had 
experience of long standing in combustion research in general, so that 
their choices as outlined above were perfectly reasonable. 
The present work is part of an effort which, from its inception, was 
oriented toward a different plan of attack. It was felt that the purely 
fluid mechanical and geometrical modeling difficulties were as challenging 
as those associated with combustion. Accordingly, the work reported here 
has sought to deal with the problems presented by the intake and exhaust 
valve boundary conditions, Reynolds number problems, coordinate system 
singularities, the particular choice of dependent variables in the 
governing equations, numerical instability, required grid resolution, 
etc.; in effect, everything not included under the heading of combust i on 
modeling. In this sense, this work i s complementary t o, rather than in 
-13-
the same area as, most of the work discussed in section 1.2. The even-
tual goal, of course, is for both lines of development to converge in 
the future to a capability to numerically solve the full problem, with 
all known effects included. 
Because detailed consideration of the heat release due to the combus-
tion process is not of interest in this work, a convention concerning its 
inclusion in the algorithms used has been adopted, and will be noted at 
this point. All "combustion modeling" ir, this work takes the form of 
spatially-uniform constant-volume heat addition which is added instan-
taneously at a given time on the compression stroke. It is recognized 
that this is unrealistic; it has as its only purpose the deliberate 
stressing of the numerical algorithms used, to demonstrate that they will 
remain stable following sudden changes sJch as are more rigorously com-
puted when chemically-reacting flows are treated. Since the heat-addition 
process as implemented here is a delta - function process, the term (often 
denoted by Q) normally required in the governing equations for diabatic 
flows has been omitted. Instead, the view has been taken that the I.C. 
engine flow process is adiabatic bo t h before and after heat addition, 
with the effect of heat addition being nerely to change the working fluid 
to another with a higher heat conten t. 
In accordance with the objectives lS stated above, this dissertation 
will include: 
l. Two-dimensional viscous f low solutions for the full four-stroke 
cycle, in cartesian coordinates. 
2. Some three-dimensional viscous flow solutions for inflow and 
exhaust test cases in cartesian coordinates. 
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3. A variety of three-dimensional inviscid flow solutions obtained 
in cartesian and cylindrical coordinates, using different form-
ulations of the governing fluid dynamic equations, and for 
various test cases which have proven useful. 
4. A four-stroke three-dimensional inviscid flow calculation at 
3000 RPM in cartesian coordinates with constant-volume heat 
addition used to simulate combustion. 
5. A case similar to (4) but with a three-dimensional calculation 
in cylindrical coordinates. 
6. Detailed discussion of the numerical technique used to obtain 
the results in (5), since this technique is original with this 
work and provides a capability in computational fluid dynamic 
analysis that had not previously existed. 
The governing equations of the fluid-dynamical systems considered 
here will be developed in Chapter 2. The numerical method and associated 
considerations by which the solutions were obtained is described in 
Chapter 3. Results for viscous flow cases are given in Chapter 4, for 
inviscid flow analyses in Chapter 5, and the final conclusions and 
discussion will be found in Chapter 6. A listing of the cylindrical 
engine program, together with a sample input data set and the resulting 
output, are given in the Appendix. 
Chapter 2 
GOVERNING EQUATIONS 
The scope and purpose of this dissertation have necessitated the 
use of several geometrical models and various formulations of the 
governing fluid mechanical equations during the course of the work . 
It would seem to be simpler to present all of the relevant sets of 
equations in one place. It is hoped that this will result in a degree 
of brevity and clarity that would be lacking if the text were interrupted 
frequently for the development of a particular set of equations needed 
at a given point. 
As has been mentioned, this work serves mainly to examine and resolve 
some of the difficulties inherent in the numerical analysis and modeling 
of the flowfield in an internal combustion engine, but from the purely 
fluid-dynamic point of view. Since no chemical reactions are considered, the 
working fluid (air) is treated as a single-component calorically-perfect 
(constant specific heats) gas. The governing partial differential equa-
tions will thus in all cases considered here consist of a global contin-
uity equation, an energy equation, and a vector momentum equation with 
the number of components equal to the spatial dimensionality of the 
particular model under consideration. These equations express the fact 
that mass, momentum, and energy must be conserved for the system as a 
whole. 
2.1 Navier-Stokes equations 
2. 1. l Equations for variable viscosity and thermal conductivity 
The introductory work in thi s inves t igation was, perhaps surpri s-
ingly, carried out with the most complex set of equations . The fluid 
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was assumed to be compressible and viscous, with varying viscosity and 
thermal conductivity. The appropriate equations are then the complete 





av. av; 1 a 
l - -V. - - -~ at - J axj p ax; 
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p = static pressure 
p = static density 
T = static temperature 
h = static enthalpy 
V · th t f l . . 1 2 3 . = 1 componen o ve oc1ty; 1 = , , 
l 
µ= dynamic viscosity coefficient 
k = coefficient of thermal conductivity 
a .. = Kronecker delta 
lJ 
¢=viscous dissipation function 
( 2- 1 ) 
(2-2) 
(2-3) 
The summation convention is assumed. The dissipation function is 
given by 
av. av. av. 
¢ = µ [ ( a/ + ai") a/ 
J 1 J 
2 av. av. - _, _J_ ] 




and the relations among the state variables are the ideal gas equation 
and 
p = pRT 
dh = C dT p 
(2-5) 
(2-6) 
It was fe l t that the most appropriate choice for primary variables in 
the above set was velocity, pressure, and temperature. This choice 
was retained in all subsequent work involving the non-conservation forms 
of the governing equations, of which the above set is an example. The 
main reason for this early initial choice was the feeling that the required 
valve boundary conditions (to be discussed later) could most reasonably 
be formulated in terms of temperature and pressure. No reason to alter 
this decision was ever found. The following reference variables were 
used to non-dimensionalize the system: 
Pr= reference pressure= 101325 Nt./m2 
T = r reference temperature= 273. 16°K 
vr = reference velocity = (yRTr)l/2 
C C 
y = ratio of specific heats =~=_IL 
CV C -R p 
L = reference length 
tr = reference time= L/Vr 
µr = reference viscosity = µ(Tr) = l 708 10-
5 kg · x m-sec 
kr = reference conductivity 
With this choice, we obtain 
Continuity 
= k(Tr) = 2.414 x ,0-2 kg-m 
sec 3°K 
~ = _:f__ (k a2T + .lL -1I.. ~} + y{y-1) ¢ - YP av i - v. _lQ_ 
at PrRe ax.ax. ax. ax. dT Re ax. , ax,. 





, - -V . , at - J ax. 
J 
_I_ ~ + _1 I [ ( a Vi ~) a T d µ 
R - + -::;-x. dT yp 3x. e p ax. ax. o 
, J 1 J 
V ' i
2
V. " 2V. 
2 ~ £ dµ + ( 1 + l O J ) ] 
- 3 ax. ax. dT 11 ax . :.i x. 3 ax. ax. 
J 1 J J J 1 
(2-8) 
Energy 
aT _ yT 1 (k a
2
T + £21. dk) + (y-1) ~ ] 
at - -p [PrRe ax. ax. ax. ax. dT Re 
1 1 l 1 
av. 3T 
( y- 1 )T - 1 - V • -ax. 1 3x. 
1 1 
(2-9) 
as the corresponding non-dimen siona l forms of equations (1-3), expressed 
only in terms of the prime vari able vector 
The non-dimensional parameters are 
prVl 
Re= -- = Reynol ds number 
r 
µ C 
Pr = __!:__2_ = Prandtl number 
kr 
After choosing the reference pressure and temperature, the equation of 
state yields 
- Pr 
Pr - RT r 
hence the non-dimen sional state equdtion 
p = pT 
which will be of use later. 
(2-10) 
( 2- 11 ) 
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It should be noted that the reference pressure is given by 
p = p RT = l p (yRT) = l p v 2 
r r r y r r y r r 
hence the reference pressure is not in this particular formulation equal 
to the reference dynamic pressure. This produces stray factors of (l/y) 
in various places in the non-dimensional equations. Such a formuJation 
yields non-dimensional velocity data upon output that closely approxi-
mates the 1oca1 Mach number for many of the cases examined. In later 
work it sometimes became convenient to use 
V = (RT )112 r r 
which is an energy-based reference velocity, so as to eliminate the fac-
tor (1/y) in certain terms. 
dµ dk . 
The terms dT and dT 1n equations (7-9) result from Sutherland's 
Laws for viscosity and thermal conductivity. In non-dimensional form, 
these are [31]: 
where 
2. 1. 2 
µ = µ(T) 
l+TOl T3/2 
= (T+T ) 
01 
k k(T) 
1+T02 T3/2 = = (T+T ) 
02 
T 01 = 









The above equations, while completely defining the fully-viscou s 
problem for a single-component fluid of constant specific heat, are 
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perhaps unnecessarily complex for the type of i nvestigations being dis-
cussed here. The inclusion of variable µ and k in particular results 
in the generation of terms which greatly compli:ate the system, while 
yielding little useful sophistication at this time. Dropping those 
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aT = vT 1 a2T (v 1) ~ aV i clT 
~ l --- +R~ 1 - h-1; T - - V. at p PrRe ax. ax . ax . , ax. , , , , (2-16) 
The non-dimensional coefficients µ and k of equations (7-9) are absent 
above, since if taken equal toµ and k t 1ey assume a non-dimensional r r 
value of one. 
The above equations with constant viscosity and thermal conductivity 
have the advantage of possessing an easily-recognizable vector form. 
Thus, we obtain 
Continuity 
2 ½t = - .:1 • ~ - '< P "!_ • l + le l vp; + h-1) ~ 1 (2-17) 
Momentum 
al = - \J • v v - l ~ + -1 l l v2 ~ + l v ( v · _V) 1 





T at = - 'j_ . VT - ( y- 1 ) T J.. . 'j_ + Rye p [ vPr + ( y- 1 ) cf> ] (2-19) 
Again, the reader is reminded that unless specifically stated otherwise 
all equations are in non-dimensional form. 
2.2 Governing equations for inviscid flow ·- non-conservation form 
As subsequent results will show, the use of viscous flow models 
in the analysis of r.c. engine flowfields has severe practical limita-
tions. In many ways an inviscid fluid flow model makes more sense 
' 
and has greater potential for providing useful results, particularly 
if the realism of a true three-dimensional geometrical model is desired. 
The non-dimensional, vector non-conservative forms of the governing 
equations for inviscid flow may be obtained directly from equations 
(17-19) by dropping the viscous and heat conduction terms. The result 
is the following set: 
Continuity 





11 = -·V • VT - ( y- 1) T V . J_ 
at -
These equations are often referred to as Euler's equations. 
(2-22) 
2.2. 1 Cartesian component form~ 
In three-dimensional Cartesian space, with 
,.. ,.. ,.. 




'ii· V = ~ + ·~ + aw 
- ax ay az 
a a a ) 
(V • 'i/) = ( u - + V - + w -- ax ay az 
: a -: a A a 
v=1-+J-+k-ax ay az 
we may expand the above set to yield the five component equations 
~ = -( ~ + V ~ + W ~) - _L 2-E. at u ax ay az yp ax 
av _ 2Y,.. + 2.Y... + w ~) _ _I_ 2-E. at - -(u ax v ay az yp ay 
aw = _ ( ~ + v ~ + w aw) _ _I_ 2-E. 
at u ax ay az yp az 
~ = -( U _£E_ + V 2-E. + W .£2.) at ax ay az 
yp (~ + ~ + aw) 
ax ay az 








( 2-31 ) 
2.2.2 Cylindrical component forms 
Although the analysis of three-dimensional inviscid flows in I.C. 
engines which are approximated by rectangular models constitutes an 
important portion of the present work, there is little doubt that a more 
suitable geometrical model can be obtained in cylindrical coordinate 
s, 
where the flow boundaries of a true piston and cylinder combination 
lie along surfaces defined by constant values of the coordinates 
2 
and 
r. In this system, the velocity vector is 
A 
y_ = ur + v~ + wz 
(2-32) 
and the required vector identities are 
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A 
V = (~ _1_ + !. _1_ + ~ .1--) ar r a~ az 
(2-33) 
V· V = l a ( ru) + l 3.i.. + aw 
- r ar r a~ az 
(2-34a) 
(2-34b) 
a v a a 
V • V = (u - + -- + w -) ar r a4i az 
(2-35) 
Also, the unit vectors are functions of position and hence the time-
derivatives of the velocity vector in equation (21) produce extra terms. 
Thus 
A ,, 
a ( ur:l = 1Y,. ~ + l!:. u 
at at at 
a(vtl = E..; + lt v 
at at at 
and from the kinematic relations among the unit vectors [32] 




a(ur) = ~ ~ + ~; 
at at r 
A 2 A 
a(vtl = ~; _ '!:-.. r 
at at r 
The component equations in cylindrical coordinates then become 
au v2 au v ~ + 1Y..) _ l ~ at = r - (u ar + r a~ w az yp ar 
av uv av v 3.i.. + E..) _ l l ~ at= -r -(u ar + r a~ w az yp r a~ 
aw = -(u ~ + I~ + w ~) - YTP ~z 







a T _ ( u _rr + '!.. a T + w a T) _ ( y-1} T ( ~ + ~ + _!_ ~ + aw) at = ar r a1> az ar r r a1> az (2-40) 
2.3 Governing eguations ·for inviscid flow~ conservation form 
The equations of sections 2.1 and 2.2 are in what is called a non-
-conservative form. These forms result from the application of the basic 
physical principles of conservation of mass, momentum, and energy to an 
infinitesimal control volume that is allowed to move with the fluid. 
If the control volume to which the governing physical principles are 
applied is instead fixed in space, a set of equations in what is called 
the conservation form results. These two representations are of course 
equivalent. Some moderately involved algebraic rearrangement will suffice 
to reduce one form to the other. 
As far as the technique of computational fluid dynamics is concerned, 
it .is not obvious which particular mathematical formulation of the given 
physical laws will results in a set of equations posing the fewest numerical 
difficulties. There probably is no single approach that is suitable for 
all problems. Nevertheless, certain schools of thought on the matter do 
exist. Moretti and his co-workers [33,34,35] have been among the most 
ardent proponents of the use of non-conservation systems, while workers 
at NASA_ Ames Research Center have generally favored the use of conser-
vation forms [36,37,38,39]. 
It is not the intention of this work to attempt to resolve such 
questions. The conservation forms to be discussed have certain proper-
ties which suggested great utility in the work presented here, and so 
considerable use was made of them. It will be shown later that the best 
-25-
results were obtained with the non-conservation forms, but it is stated 
in advance that this may well be due to nothing more than the particular 
algorithm implemented. 
The conservation - law formulation of Euler's equations in generalized 
coordinates is [40] 
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puwh - - ax
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ah3 2 ah 
= pvwh1 
- + puvh - - (p+pw )h1 ax2 








puwh2 ax, + pvwh1 ax2 
(p+pu )h2 ax3 ax3 
0 
The velocity components u, v, ware in the x1 , x2, and x3 directions 
respectively, and the hi are the metric coefficients for the chosen 
(orthogonal) coordinate system. The above equations are in dimensional 
form, but can easily be non-dimensionalized to have exactly the same form 
as equations (41-46), provided that a consistent set of reference values 
is chosen. In terms of the previous non-dimensionalizing procedure 
used, this means only that the reference velocity must be taken as 




to avoid introducing stray factors of Y into the E, F, and G vectors. 
As pointed out earlier, this choice results in a reference pressure 
2 
equal to the reference dynamic pressure, prVr • Is is then easily 
verified that equations (41-46) are in fact non-dimensional. 
Some additional relations are necessary to connect the state variables 
in the above system. Note that 
u2 + v2 + w2 
e ~ e(p,T) + -=----2.:,.--:..... 
t 
but for a calorically perfect gas such as we have assumed 





hence equation (48) becomes 
e = _1_ Q. + u2 + v2 + w2 
t y-1 p 2 (2-50) 
It is then easy to obtain 
(2-5la) 
and 
(pu)2 + (pv)2 + (pw)2 
p = ( y- 1 ) [ pet - - - 2p - - ] (2-Slb) 
which gives the state relations entirely in terms of the components of 
the U-vector. 
2.3. 1 Conservation law form in cartesian coordinates 
Again, the two coordinate systems of interest in this work are 
cartesian and cylindrical. For the cartesia~ system all scale factors 
are unity, hence 




































PVW 2 p+pw 
(p+pet)w 
and the state relations are exactly as in equations (51a and 51b). 
2.3.2 Conservation law form in cylindrical coordinates 
(2-55) 
(2-56) 
The metric coefficients for cylindrical coordinates (r, ~. z) are 
so that 
0 2 ) -(p+pv) 










2 I (p+pu )r 












G = pvwr (2-6n 
(p+pw2)r 
(p+pet)wr 
It is convenient to restate equations (51a and 51b) in terms of 
primary variables for this system. Algebraic rearrangement yields 
(2-62a) 
pr= {y-1) [per - (pur)2 + (pvr)2 + (pwr)2 J 
t 2pr (2-62b) 
2.4 Special non-conservation form of inviscid equations 
It will be seen in Chapter 3 that the numerical solution of govern-
ing systems of equations such as have been presented so far requires the 
computation of finite-difference approximations to the spatial derivatives 
appearing in the equations. For example, 
~; u(r,~,z) - u(r-6r,~,z) 
ar Ar (2-63) 
is a first-order backward-difference approximation for the r-derivative 
in cylindrical coordinates. When r = Ar, a value of u at r = 0 is re-
quired, and the finite-difference scheme breaks down because r = 0 is a 
singular point of the coordinate system; the expressions for the flow-
field variables in cylindrical coordinates are multivalued at that point. 
This is the major stumbling block in attempting to obtain a three-dimensional 
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solution in cylindrical coordinates. Work on this problem constitutes 
a major portion of this dissertation and will be dealt with in detail 
later, but for now it is sufficient to note that it is possible to re-
cast equations (36-40) in a form where values on the centerline are tri-
vially zero, thus eliminating the difficulty in equation (63) where 
r = 6.r. 
It was suggested by Professor Everett Jones that an attempt be made 









so that uj r=O = 0. The derivation of such a system follows most easily 
if (36-40) are put in vector form and then multiplied by r, the radial 
coordinate. This yields 
~ - F . r V nV - _I_ r nn at - -c - _v yp v..t:. 
aP 
at=-rf·~-ryp.:?_· V 
h_ T ( 1) at - - r v · v - r y- T 2_ 
where, for convenience, we use 








It is emphasized that although F looks like a body-force term, its use -c 
is meant only as a notational convenience, as a vector representing 
the centrifugal terms due to the non-constant unit vectors of the cylin-
drical coordinate system. With this convenience, the time derivatives 
on the left may be treated as in equations (36-40); i.e., they apply 
only to the flowfield variables U and Vin vector Q. All the effect of 
the unit vectors is in ic• 
Some new vector identities are needed. Note that for any scalar g, 
'i · ( g.Y_) = g 'i V + V · 'i9_ 
or 
g 'i . .Y.. = 'i . ( g.Y_) - .Y.. . l9. 
anj in cylindrical coordinates for the special case g = r, 
r V V = V ( r.Y_) - u 
or 
(2-70) 
For any scalar g and vector .h, 
V(gh) = g Vh + .h2.9. (2-71) 
Also, in cylindrical coordinates with g =rand h = p (a scalar), 
or 
2_( rp) = r 2-P_ + p vr = r 2-P_ + p r 
p A 
r Vn = VP - - r 
_:_r:... - r (2-72) 
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Finally, from (2-71) it is apparent that 
'j_ • v>(gh) = g y_ ; Vh + .b_ (y_ · ~) 
and again in cylindrical coordinates with g = r, 
r V · Vh = V · v(rh) - uh 
or 
r V • Vh = ~ .Q_ v(rh) - ~ _b_ (2-73) 
Using equations {70), (72), and (73) with _b_ = y_, p, or Tallows 
equations (65-67) to be written as 
aQ 1 U T P ~ 
-= = F - - n • V ( rV) + {-) V - - [ VP - - r] at -c r ;1. ==== r - yp - r 
JE = - l n · v(rp) + £!L - yp (v · n - ~) at r ;1. - r ~ r 




t It is now easy to eliminate the vector (u,v,w,p,T) in favor of 
{U,V,W,P,,)t to obtain: 
aQ = F - Q. . 11n + UQ2 - .l [VP - .e. rl 
at -c r -~ yP -- r ~ r 
1J: = _ _l n . VP + ( y+ 1 ) UP _ yP V . Q 
at r ;1. - 2 r r 
lI = - .l _g_ . V, + ¢ - ir.:..!.h V • _g_ 
at r r~ r 
( 2- 77) 
(2-78) 
(2-79) 
Finally, (2-77) may be expanded to obtain the five scalar equations : 
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2 2 a U _ U + V _ l n • vu _ ..!... ( 1f _ f) 
at - 2 r ~ - yP ar r 
r 
av _ 1 T 1 aP 
at - - r .Q. vV - yP r ~ 
aw = ~ _ l n . vw _ ....!.... ~ 
at ~ r ~ - yP az 
r 
aP __ _!_ n. ·vP + {y+l)UP _ _yf_ 'v. n 






2.5 Equations at the centerline in cylindrical coordinates from 
L'Hospital's rule 
The equations developed in section 2.4 were, as mentioned, derived 
as part .of a continuing effort in this work to develop methods for 
obtaining solutions in cylindrical coordinates. Another, and eventually 
more fruitful, technique was developed which involved the solution of a 
completely separate set of equations on the centerline where r = o. 
These equations were obtained by applying L'Hospital 's rule to equations 
(36-40) to obtain a set containing no (1/r) terms and valid in the limit 
as r approaches zero. To do this, limits are required for the following 
terms: 
2 av 
l im L = l im 2v ar 
r=O r r=O 
(2-85 ) 
lim .:!:!.'L = lim 
r r=O 
av au) 














lim 1 av 
r=0 r a~ 
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~) = 1 im r=0 
.n = i ,m ara~ 
r=0 
1 im au ar 
r=0 
. a2v 
= l1m ara7 
r=0 "' 
. 2 




As stated above, L'Hospital's Rule is applied to equations (36-40) , with 
the terms from equations (85-90) applied where needed, to obtain 
au -= at 
2 av au ( a u + av au au T 
1 im (2V -) - U - - 1 im V ar o"' ar ~ ) - W - - - lQ_ r=0 ar ar r=0 "' "' az YP ar 
(2-91) 
2 
2Y... = 1 im (u 2-'!... + v l!!) - u !'{. - 1 im (v .D- + 2Y... lY) 
at r=0 ar ar ar r=0 ar a1' ar a~ 
av T . a:R. 
- w az - yp ~~~ ara ~ 
( 2-92) 
(2-93)· 
lQ_ = - u ~ - 1 im 
n + av le.) - w .£E. 
at ar 





au + a v ) 




- ( y-1 )T 1
. (2 au + a2v ) + aw 1 [ ,m ar ara4> az 
r=O 
(2-95) 
It is emphasized that equations (91-95) apply only at r = O. The appro-
priate limits are not known in all cases, so the equations have been left 
in the above form until their actual implementation is discussed in a 
later, more appropriate, section. 
2.6 Quasi-one-dimensional equations for inviscid flow 
It will be of interest in a later section to examine the effect of 
adding to the basic piston/cylinder model of the I.C. engine a compu-
tational region intended to model an intake manifold. Since such a mani-
fold is nothing more than a duct connecting the engine to the carburetor ' 
it would seem logical to use the same quasi-one-dimensional assumptions as 
are frequently used in the analysis of fluid flows in rocket engines, 
gasdynamic lasers, and similar situations where the primary interest 
is in the streamwise variation of the flow properties [41,42,43]. The 




" 1 a(pwAl 
ap - -.r.:i -at - - A\z, az 
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A= A(z) = duct area as a function of length. 
Non-dimensionalizing as in section 2.1 and eliminating density in favor 
of pressure and t emperature yields 
an __ (aw w aA) lQ_ 
~ - yp - + - - - w ~z at az A az o 
aw _ aw T l2_ 
at - - w az - yp az 




So far, all equations have been given in a form that is correct 
only for an inertial coordinate system. In an internal combustion engine 
the flowfield is of varying size because of the motion of the piston up 
and down in the cylinder. A glance at Figure l will show that as the 
piston moves the grid points at which the solution is obtained must 
either move with it or be eliminated from the calculation as the piston 
passes them. The former situation implies an accelerated coordinate 
system which compresses or expands as the piston moves. The latter 
choice would seem to waste grid points and hence computer storage, and 
so was not ·consi dered. The computational mesh for the non-inertial sys -
tem is laid out so that it will always have the appearance of Figure l 
in the transformed space. The same number of equally-spaced points will 
always lie in the space between the top of the cylinder and the piston. 
Let z be the non-dimensional coordinate normal to the piston, with z = 0 
at the top of the cylinder and z = z at the piston surface . Let H(t) max 
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be the time-dependent non-dimensional value of zmax' i.e., the total 
length of the available flowfield at time t. Then for any dependent 
variable g, it must be true that 
g = g(x,y,2 1 ,t) (2-102) 
where 
z z' = HITT . (2-103) 
This is simply a statement that all dependent variables are functions 
only of the available space within the cylinder. Note that the range 
of 2 1 is (0,1). 
The z-derivatives will transform as 
a _ az I a _ l a az - az" a? - ITTtJ a? (2-104) 
hence the finite-difference transformation is 
b.Z = H(t) b.2 1 = (~(~L (2-105) 
z 
where N2 is the number of z-points used in the calculation. Similarly, 
the time derivatives transform as 
or 
( a ) = ( a ) z dH a at moving at fixed - tt2 dt az' 
where VP(t) = d~~t) is the non-dimensional piston velocity. H( t ) i s 
sinusoidal for all work presented here . From equation (104) and the 
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result above, the required transformation from the non-inertial system 
to an inertial one ts obtained, 
(2-106) 
In practice, equation (105) is applied at the beginning of each 
time step, while the extra term of equation (106) is added to the right-
-hand-side of all equations given so far. With this procedure, no 
further thought need be given to the treatment of the non-inertial system. 
It should be noted that in the two-dimensional analyses reported 
in Chapter 4, the piston motion is actually in the x-direction (see 





replaced by "x" when used in the two-dimensional equations. 
Chapter 3 
THE NUMERICAL METHOD 
The equations necessary to describe the flowfields of interest have 
been developed in Chapter 2. The type of problem to which they are 
being applied was discussed in Chapter 1. Boundary conditions whi ch are 
required to obtain solutions for a specific problem will vary somewhat 
in this work because of the range of problems considered, and so will 
be dealt with on an individual basis where appropriate. The remaining 
topic to be discussed before proceeding to the results is the method by 
which results are obtained. 
The same numerical algorithm, equations (1-5) below, was used in all 
work presented here. The algorithm is a second-order, explicit, time-depe 
dent finite-difference scheme due to Maccormack [45]. The basic approach 
has been refined by Maccormack and his co-workers [38,39,46], but the 
refinements seem not to be applicable to the current problem, so only 
the basic algorithm will be discussed here. 
3.1 MacCormack's method 
Suppose that all flowfield variables are known or specified at some 
time t. Let g(x,y,z,t) represent any such dependent variable. The basic 
idea of MacCormack's method is to advance the known solution in time by 
means of the first-order Taylor series 
g(x,y,z,t+~t) = g(x,y,z,t) + (½t)avg (~t) (3-1) 
where 
(l9.) - i ( l9. I + l9. I 1 




g(x,y,z,t+tit) = g(x,y,z,t) + (*)x,y,z,t (Li t) (3-3) 
The algorithm is thus a two-step procedure. To illustrate, consider 
equations (2-26 to 2-31). If the flowfield is known at time t, then all 
spatial derivatives on the right-hand-sides may be computed (actually, 
approximated by finite differences). This in turn allows the computation 
of a number for the time derivatives on the left-hand-side, represented 
above by the term (llat) 
2 
t· These time derivatives are then in turn 
X ,y' ' 
used in equation (3) to yield g(x,y,z,t+6t). This completes the fir st, 
or predictor, step. The predicted values are then spatially differenced, 
as before, which again allows the computation of the corresponding time 
derivatives, given above by the term (fr)x,y,z,t+ ~t· Equation 2 is 
then employed to average the time derivaties, followed by application of 
equation (1), which gives the corrected value for g(x,y,z,t +ll t) . 
Maccormack [45] has shown that the combined scheme results in 2nd-order 
accuracy in both space and time. The method has the advantage of being 
simple to apply while still yielding good accuracy, and can be used with 
virtually any formulation of the governing equations or coordinate system. 
On the other hand, the application to a particular situation can be some-
what ambigous. For example, in the original algorithm Maccormack demon-
strates 2nd-order accuracy for a scheme in which forward spatial differ-
ences, i . e. , 
l9._; g(x+ t.x,y,z,t) - g(x,y,z,t) 
ax t. x (3-4) 
are used on the predictor step and backward differences, 
l9._; g(x,y,z,t) - g{x- t.x,y, z ,t) (3-5) 
ax t.x 
-41-
are employed for the corrector. Other permutations are possible, espe-
cially when second derivatives are present, and Maccormack suggests [38] 
that the best procedure is to cycle among them during the computation. 
Evidence that this might be helpful is provided quite graphically in 
work by Kothari and Anderson [47]. In their work, it was shown that 
repeated application of certain differencing patterns could lead to 
severe instability, while others gave excellent results. The problem 
is that the investigator may not know in advance which technique will 
work best. 
The integration step size, or time step, can be estimated by appli-
cation of the Courant-Friedrichs-Lewy (CFL) criterion, 
< t:,. 
tit = I y_ I+ a (3-6) 
where 
ti= local grid spacing 
/Y. /=magnitude of local flow velocity 
a= local speed of sound 
This linearized stability criterion states that the computational cell 
must at least include the region of acoustic influence at a point . In 
practice, equation (6) was applied at all grid points in the flowfield 
and some multiple (usually .7) of the smallest time step thus obtained 
was used as the actual step size. 
Note that the CFL condition is not the only possible stability cri-
terion. For problems involving chemical reactions, the relaxation times 
associated with finite-rate processes will often be substantially more 
restrictive than the CFL criterion. For parabolic or nearly parabolic 
problems, the characteristic time scale of the diffusion-type te rms will 
be important. In this work, the CFL condition wa s found to provide the 
limiting time-step. 
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MacCormack's method and time-dependent methods in general see 
widespread application to problems where the desired result is actually a 
steady-state solution. In such cases, a rough, qualitatively correct 
initial guess for the solution is used to initialize the algorithm. This 
rough solution then relaxes to the steady-state as it is advanced in 
time. The transient results in such a case are of doubtful interest, 
but this is irrelevant if the steady-state solution is sought. However, 
in a transient problem such as the one at hand there will never be a 
steady-state, so that the question of convergence of the algorithm to 
a time-varying solution becomes important. This was found not to be a 
problem in the present work. The results showed that convergence to the 
quasi-steady solution is both quick and readily apparent, with little or 
no "lagging" of the calculation. Two explanations of this fact can be 
made: 
1. When the calculations are initiated, the piston is at the top 
of the intake stroke, with the intake valve open and ambient 
conditions inside and out. The initial dynamic state is in 
effect a trivial steady-state solution; there is no fluid or 
piston motion. Further, the piston motion is sinusoidal, so 
the velocity is initially zero and increases smoothly. The 
results showed that the piston motion has a time scale that is 
very large relative to the limiting CFL step. Many integrations 
are thus performed over any physically significant time inter-
val, and there is no reason not to expect the algorithm to be 
able to cope with such modest requirements. 
2. Even in cases where truly transient events occur (such as opening 
and closing of valves), the results settle down in a few time 
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steps. This is in direct contrast to the behavior when a 
steady-state solution is sought, where on the order of a 
thousand time steps are generally required to relax the initial 
guess to the final result. The explanation for this would seem 
to lie in the presence of the driving term for the flow, the 
piston motion. The behavior of the results makes it appear 
that a driving transient term will smother smaller effects, 
thus helping to produce a good solution. 
3.2 Spatial differencing techniques 
In section 3.1 it was mentioned that the selection of spatial differ-
encing schemes can be important in obtaining good results from MacCormack's 
method. It is therefore of interest to discuss in detail the particular 
approach to setting up the difference equations that was used in this 
work. 
For inviscid flow, whether in conservation-law form or otherwise, 
the equations contain only first derivatives (unless damping terms are 
explicitly added, a point for later discussion). Thus, on the predictor/ 
corrector steps, one uses forward/backward or backward/forward differences. 
Both were tried, and when no difference in the results were obtained for 
a sample calculation, the forward/backward difference scheme for the 
predictor/corrector steps was chosen since that was the original choice 
in MacConnack's work [45]. 
For viscous flow, the treatment of the first derivatives follows the 
same logic as above in terms of the choices available, and the same 
scheme was selected. The treatment of second derivatives can depend, 
however, on whether the governing equations are in conservation form or 
not. If they are, then shear-stress and heat conduction terms whi ch 
-44-
themselves involve first derivatives must be included inside the E, F, 
and G vectors of equations (2-41 to 2-45). The second derivatives in 
the full Navier-Stokes equations then appear implicitly as first deri-
vatives of first derivatives. It was with systems of this type that 
Kothari and Anderson [47] pointed out the need for care, particularly 
in avoiding situations where the 11 inner 11 first derivatives were differenced 
in the same direction as the 11 outer11 derivatives. 
The only viscous flow results obtained by the present author were 
with the non-conservation forms developed in Chapter 2. Here, more of 
a conscious decision as to how the second-derivative differencing (parti-
cularly on cross-derivatives) should be performed is required, since one 
cannot set up the 2nd-derivative computation 
For second derivatives of the type 7°' -½"• 
ax ay 
considered or used in this investigation was 
second- difference formula, 
to occur automatically. 
and~ the only choice ever 
az 
the well-known central 
2 4; g(x+6x) - 2g(x) + g(x-6x) 
ax (6x) 2 
(3-7) 
which is accurate to the second order in 6x. For cross-derivatives, such 
a2 
as axay' the initial choice was to take the central difference of a central 
difference, for the reason that the symmetry involved was thought desi r -
able. Thus the equation used was 
a2 Sy= [g(x+6x,y+6y) - g(x+6x,y-6y) - g(x- ~x,y+6y) 
+ g(x-6x,y-6y)]/4( 6x)(6y) ( 3-8) 
This turned out to be a poor choice . When the results of Kothari and 
Anderson's experiences became known [47], a switch was made to the 
following procedure : 
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1. On the predictor step, all cross-derivatives were obtained as 
backward differences of forward differences. Thus, 
2 
a~a~ = [g(x,y+~y) - g(x,y) - g(x-~x,y+~y) 
+ g(x-~x,y)]/(~x)(~y) (3-9) 
2. On the corrector step, all cross-derivatives were obtained as 
forward differences of backward differences. Thus, 
a2 
~ = [g(x+~x,y) - g(x+~x,y-~y) - g(x,y) 
+ g(x,y-~y)]/(~x)(~y) (3-10) 
a2 a2 
Analogous formulas are used for~• Mz-, etc. The use of this 
procedure made an immediate difference in the solutions then being 
obtained. For the first time, stable results were achieved. 
It will be noted that all of the above-described differencing pro-
cedures are suitable only for interior flowfield points. That is, it 
is obvious that a backward x-difference cannot be obtained at the first 
x-point in the grid, and similarly for the other mesh boundaries. This 
difficulty was touched on in section 2.4 in connection with coordinate-
-singularity problems at r = O in cylindrical systems. In the more easily 
treated case where the mesh boundary is an actual flowfield boundary 
(i.e., wall point or valve point, in the I.C. engine problem), several 
alternatives are available: 
1. The simplest approach is to use one-sided differences on both 
predictor and corrector steps, setting the boundary conditions 
on each step, and accept the fact that the solution at these 
points will in general lack the overall accuracy usually 
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obtainable from the algorithm and the mesh spacing. 
2. One may add sophistication to the above technique through the 
use, at such special points, of additional information that 
is outside the numerical method. An important example is the 
use of method-of-characteristics schemes to provide wall-boundary 
information. Abbett's simple wave corrector [48] is an example 
of such a technique that provides excellent results for super-
sonic flow. An analogous technique utilizing the x-t plane 
method of characteristics results for one-dimensional unsteady 
flow was adapted from the work of Rudinger [49] and applied to 
the present problem. The technique and the results obtained 
will be discussed more fully in the section where they were 
applied. 
3. One may avoid specifying any grid points that are actually on 
a wall boundary, by beginning the grid layout at a distance 
of (~x)/2 from the boundary at x = 0, for example. Then one 
may employ a reflection technique [50], possibly combined with 
some additional technique as in (2) above. 
In the present work, alternatives (1) and (2) were used. Again, it 
is felt that detailed discussion of results is best deferred until those 
sections which deal with the particular cases run and results obtained. 
There is one variation on method (1) that should be discussed here, 
since it yields a difference formula that proved to be of some value. 
Note that since the usual second-order forward/backward Maccormack 
algorithm fails at a mesh boundary, it is logical to think of correcting 
the situation by using a second-order one- sided difference at such 
points. An example of such a formula is 
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= -3g(x) + 4g(x+6x) - g(x+2~x) 
26x ( 3- 11 ) 
which may be derived by writing two Taylor series about the point x, 
g(x+6x) 
2 2 
= g ( X ) + ( ~) ( 6X) + (_Lg_) ( 6X) + . . . . 
ax x ax2 x 2 
2 2 
g ( x+26X) = g ( X) + 2 ( µ) ( 6X) + 4 ( U 2) ( 62) + . . . . aX X ax X 
2 
and solving for (¾9-) by eliminating (4) . 
aX X ax X 
This scheme was used at mesh boundaries in several different solu-
tions, and nearly always resulted in degradation of the solution, or 
sometimes in outright instability. It seems that in cases where mesh 
spacing is fine the second-order one-sided difference is useful. However, 
for the relatively coarse mesh spacing used here, equation (11) produces 
poor behavior in the solution. There was, however, one situation in 
which it proved useful in the present work. This is in connection with 
the computational scheme that was eventually implemented at the center-
line (r = 0) in cylindrical coordinates. This application will be 
described in Chapter 5. 
Surprisingly, the computation of second derivatives at the mesh 
boundaries presents little problem. They occur only for viscous flow, 
and if the mesh boundary is a wall, velocity and temperature are both 
specified, so that the use of second-derivative information to compute 
them is not required. The equation for the time derivative of pressure, 
equation (2-7), does contain the Laplacian of temperature. The second 
derivative normal to the wall, at a wall, that can thus occur is obtained 
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by the usual three-point central-difference formula, equation (7), and 
making the assumption that the temperature inside the wall is the same 
as that on the surface of the wall. 
More difficulty is apparent in the case where the mesh boundary is 
a valve. Second derivatives of both velocity and temperature are required 
here, and will include both Laplacian-type derivatives and cross-deri-
vatives. The Laplacian-type terms are obtained using the same approx-
imation as outlined in the paragraph above. The cross derivatives are 
handled in a way that is felt to be as consistent as possible with the 
approach of equations (9) and (10). Thus, the component of the cross-
derivative that is normal to the mesh boundary is always treated with a 
one-sided first-order difference, while the component tangential to the 
mesh boundary is forward/backward differenced in accordance with the 
usual Maccormack scheme. These approximations seem to work quite well. 
Finally, note that for viscous flow the computation of pressure at 
a corner becomes a problem. A careful examination of equation (2-7) shows 
that at a corner all terms which could contribute to the time derivative 
of pressure are identically zero. Such a point therefore acts as a 
"pressure source" or a "pressure sink" of a constant value, and so ruins 
the calculation. The method used to avoid this was to simply specify 
the pressure at a corner point in viscous flow to be the average of three 
or four neighboring points. This caused no apparent problems. 
Chapter 4 
TWO- AND THREE-DIMENSIONAL VISCOUS FLOW ANALYSES 
As has been mentioned, the first results during the course of the 
work leading to this dissertation were those for the case where the 
engine is assumed to be two-dimensional and the fluid is assumed to 
be the single-component, non-reacting, viscous, heat-conducting fluid 
for which the governing equations are (2-7 to 2-9). This is not as 
paradoxical as it might at first seem. In many ways it is simpler to 
obtain numerical results for viscous flows. The boundary conditions 
are less troublesome, little difficulty is encountered with numerical 
instability (at low Reynolds number), and in general the calculations 
prove less sensitive than is the case for inviscid flow . There are 
many disadvantages that eventually became apparent during the early 
work with viscous flow calculations, but for obtaining a baseline result, 
the use of the full Navier-Stokes equations was quite helpful. 
Much of this early work with two-dimensional viscous flow I.C. 
engine calculations was reported in Reference [20]. It is included here 
for the sake of completeness, and because subsequent work has in some 
cases resulted in new conclusions con:erning the earlier results. 
4.1 Two-dimensional viscous flow calculations 
4.1.l Details of the problem 
Consider the idealized model of the piston-cylinder geometry in an 
I.C. engine as shown in Figure l. The flowfield between the top of the 
cylinder and the piston face is computed as a function of position and 
time as the piston moves through a conventional four-stroke cycle, with 
the intake and exhaust valves opening and closing at the proper times 
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within the cycle. Several simplifying assumptions have been made in the 
present analysis. The piston motion is assumed to be simple-harmonic 
in time, and the valves are assumed to open and close instantaneously. 
These limitations do not at this time appear to be serious, and in any 
case are easily removed for future wo rk. Of greater importance is the 
assumption that the valves are open ports; i.e, the usual structure, 
in which the valve stem extends into :he cylinder, is not involved in 
the present model. 
The real physical problem of interest is three-dimensional, because 
of the off-center positioning of the valves. However, for the first 
stage of the analysis, it was felt that the increased computer time 
associated with the use of a three-di nensional model in cylindrical 
coordinates would be unnecessary . Moreover, there are problems associated 
with specifying conditions along the "ine r = 0 in cylindrical coordinates, 
and in the absence of axial symme try, it was not clear what conditions 
were appropriate. For these rea son s the initial work assumed the piston-
-cylinder arrangement of Figure 1 to be two-dimensional (infinite aspect 
ratio engine). Such 2-D solutions yie ld valuable information on the 
qualitative aspects of the real prob l em, and help to underscore the fact 
that fluid-flow processes during the four-stroke cycle are important. 
Also, for reasons to be di scussed later, it seemed desirable to 
investigate the effect on the in terna l flowfield of applying the boundary 
conditions directly to the valve points. For this re3son, a simplified 
"manifold" or plenum chamber was added to the geometry of Figure 1, with 
the results as shown in Figure 2, and this model was then used in several 
calculations. 
The governing equa t ions and non-d imens ionalizing procedure have been 
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developed in section 2.1. l, and the transformation relating the moving 
grid system to an inertial system was derived in section 2.7. It remains 
to discuss the boundary conditions app~opriate to this particular case. 
The boundary conditions for the Navier-St0kes equations are 
v1 = v2 = o on the walls, v1 = VP and Y2 = 0 on the piston , and T = Tw 
= constant on all walls. At an open valve, pressure and temperature 
are held constant at ambient conditions and the transverse (V2) component 
of velocity set to zero. The imposed cooled-wall boundary condition is 
an approximation to reality; that is, at some distance from the cylinder, 
for example in the water jacket , the temperature is relatively constant, 
but it is clear that on the actual cylinder wall it is not. Therefore, 
a more sophisticated procedure would be to run a heat-conduction solu-
tion for the walls in parallel with the present scheme and thus allow 
the wall temperature to be a computed, time-dependent quantity. However, 
it was thought that this would be a relatively straightforward extension 
to the current work, and hence not worth the extra computer time at this 
stage. 
The handling of the open-val ve boundary condition follows a some-
what similar line of reasoning. It i s apparent that at some great dis-
tance from an open valve, "ambi ent " values of pressure and temperature 
are reached; but again, this clearly d,)es not happen exactly at a valve . 
A rigorous computation would include a manifold solution to allow the 
valve conditions to be computed as ti me-dependent values. As mentioned 
before, it is of interest to see how pDor an approximation the con stant 
temperature and pressure valve bounda ry condition is. Thus, some compu-
tations are made with the geometry of Figure 2. Results will be presented 
later which suggest that t he constant p and T boundary condition i s some-
what reasonable for the case discussed here. 
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It turns out that an extermely important criterion for obtaining 
a useful visc_ous flow solution is that the Reynolds number based on the 
grid 
size (hence the term 11 cell Reynold's number
11
) be of order unit y. 
This is a well-known fact of life in the field of computational fluid 
dynamics, and imposes severe limitations on the attainable realism for 
viscous-flow calculations of I.C. engine flowfields. This fact will 
be demonstrated in detail by certain results to be presented here. 
4.1.2 Discussion of results for 2-D viscous flow 
An initial set of results were obtained for a special case in order 
to verify the consistency and accuracy of the numerical solutions. In 
this special case, the piston is held stationary with one valve open. 
The initial conditions specify zero velocity within the cylinder, an 
internal pressure substantially higher or lower than the external value, 
and the internal temperature equal to the ambient value. This is simply 
a pressurized or evacuated rigid tank which, at time zero, is opened to 
the ambient conditions through a hole in the wall. The ensuing flowfield 
and equilibration to ambient conditions within the cylinder make an appro-
priate test case for the present analysis. It also hints at an important 
effect of Reynolds number on the computations, and allows a convenient 
study of the effect of different boundary conditions at the valve. 
Figure 
3 
shows a transient velocity distribution from one such test, 
where the initial internal pressure was five times the ambient value. 
It must be noted that this and all subsequent velocity distributions are 
not to scale. The actual velocities vary over two orders of magnitude 
and a scaled plot is more confusing than revealing. So, in Figure 3 and 
in others to follow, the larger arrows indicate higher velocities , but 
not how much higher. 
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The most striking thing about the velocity distribution of Figure 
3 is that it clearly shows that there really is a detailed flowfield 
inside such a cylinder model. The swirl and convergence of the velocity 
field to the open valve is clearly evident, and even on this relatively 
coarse scale there is evidence of recirculation· zones in the corners. 
This has important implications for studies of combustion processes for 
an I.C. engine, and the behavior of the resulting emission products. 
As shown, this test was conducted at a very low pressure . The 
scale size of the problem is also small (thimble size) to keep the cell 
Reynolds number small without excesssive computer time. In the interest 
of examining the effect of the cell Reynolds number of the computations, 
a series of cases such as described above were run, with the pressure 
and scale size of the problem varied to produce cell Reynolds numbers 
between unity and order 104 (corresponding to the real physical case). 
The results of these tests for the two extremes are shown in Figures 4 
and 5, where pressure and temperature distributions at constant y (near 
the middle) and varying x are shown. In Figure 4 there are four pressure 
distributions, the upper graph depicting a transient and steady-state 
result for the low cell Reynolds number case and the lower graph the 
distributions at corresponding scale times for the high cell Re case. 
Both of the steady-state results are exactly as expected, but the transient 
case for high cell Re clearly shows excessive and undesirable waves and 
wiggles. It does not seem likely that these represent reality; rather, 
they are interpreted to be the result of violating the unit cell Re 
criterion. 
Similar behavior is evident in the corresponding temperature distri-
butions for these cases, as shown in Figure 5. Notice on the upper graph 
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how a smooth initial expansion cooling is followed by eventual equili-
bration to ambient conditions, exactly as expected for such a flow. In 
the high cell Reynolds number case, however, the transient result almost 
immediately picks up a wi~gle pattern which persists thereafter. Notice 
however that the oscillations, both transient and steady-state, are 
centered about the isentropic result which would be expected for a nearly 
inviscid test case such as Recell = 10,doo. This clearly shows how a 
high cell Reynolds number renders the viscous terms insignificant, so 
that the calculation resembles that for an inviscid flow. Moreover, 





be actually a very slowly rising distribution. This is expected if the 
viscous heat conduction terms have been dwarfed, but not totally elimi-
nated, by cell Reynolds number effects. That is in fact the case, as 
shown by a trunction-error analysi s for a non- linear model equation 
(Burgers' equation) such as is done by Taylor [51]. The analysis brings 
out the fact that in any numerical solution of the Navier-Stokes equations 
based on a finite-differencing procedure, there is a trunction- error 
t erm that appea r s in t he denomi nator of t he visco us te rms and whi ch i s 
proportional to the cell Reynolds number . It is therefore important t hat 
the mesh spac ing be such t hat a cell Reynolds number of order unity be 
maintained if the effect of the viscous t erms (including hea t conduction 
and diffusion terms) is to be correctly treated. 
As mentioned before, it is apparent from the outset that the speci -
fication of valve boundary conditions as being constant temperature and 
pressure is at best an approximation. In fact, one cannot legitimately 
specify such 11 free boundary 11 conditions anywhere short of an infinite 
distance from the region of interest. However, the geometry of Figure 2 
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represents at least a better approximation to infinity, in that the free 
boundary is removed ten units away from both the valves and the actual 
interior flowfield of interest, thus allowing conditions at the valve 
to be computed as time-dependent values. The previously described test 
case (at low cell Re) was .run, but now with the plenum attached, as 
shown in Figure 2. Initial conditions in the external plenum chamber 
were specified as ambient pressure and temperature and zero velocity. 
Figure 6 shows in succession three sets of transient pressure and tempera-
ture distributions, this time taken down a line of constant y from the 
valve point to the rear wall. It is gratifying to note that in general 
the results with and without the manifold are quite close, within about 
four percent, except at early times at the valve point itself . Figure 7 
shows the results at the valve point alone for all times. It is clear 
that the constant-pressure stipulation appears to be a reasonable approx-
imation, in close agreement with the more exact case after about 250 
time steps (.02 µsec in this case) . The temperature takes about three 
times as long to achieve similar agreement. However, the overall results 
give a measure of confidence that the constant pressure and temperature 
boundary condition is adequate for the present low Re solutions, espe-
cially in view of the fact that during the actual four stroke engine 
cycle the internal to external pressure ratio is not nearly as severe 
as in these test cases. 
This question of what constitutes an appropriate way to model the 
flow in the neighborhood of the intake and exhaust valves will arise 
~gain in connection with 3-0 inviscid solutions. For that situation, 
it will be shown that a feasible technique is to attach a duct (for which 
the flowfield is modeled by the quasi-one-dimensional equations of 
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section 2.6) at the intake valve and thus allow the actual valve point 
or points to be computed as with any other . interior point. This option 
is not feasible for viscous flow calculations, since quasi-one-dimensional 
viscous duct-flow calculations tend toward Fanno-line flows . This means 
that velocities in the duct tend toward choking values, a situation that 
causes problems with the programs and is probably unrealistic also. 
The results shown in Figures 3-7 serve as a check of the analysis 
and progamming. The general quality of the transient results as well as 
the approach to ambient conditions yield some confidence in the extension 
of this work to the more complex case of the four-stroke cycle, always 
providing that the cell Reynolds number is of order one. To achieve 
Recell :::: l keeping the same 10 x 9 grid, the "engine model" for the 
present work is (8 x 9) mm in size and is operating at an ambient pressure 
of .01 atmosphere. Obviously, these are not full-scale operating condi-
tions for typical r.c. engines. However, the present results for a small-
-scale engine at low density serve to illustrate the general nature of the 
Navier-Stokes solution, and illustrate the influence and character of a 
flowfield in the engine process. 
Note that if a turbulence model were employed, one immediate effect 
would be an increase in the overall viscosity of several orders of 
magnitude, thus allowing normal-size engines to be treated at reasonable 
pressures. The author feels that without a correspondingly more realistic 
treatment of combustion and the mixing processes induced by turbulent 
flow, such a procedure is of no benefit, and the present laminar flow 
solutions are acceptable. 
Figures 8_15 give results for the velocity, pressure, and temperature 
distributions at various times throughout the intake, compression, power 
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and exhaust strokes for the geometry of Figure l. On each graph is a 
small schematic diagram of the piston-cylinder geometry showing the 
piston position and direction of motion at the particular time under 
consideration. When relevant, as in the pressure and temperature dia-
grams of Figures 12-15, a small dotted line inside the cylinder shows 
the line along which the results are plotted. 
Figure 8 shows the velocity distribution six degrees past top dead 
center (about a tenth of the way through the intake stroke; the total 
non-dimensional range of piston travel is 1.0 < xp < 9.0). The com-
pression ratio is therefbre nine-to-one. Swirl patterns, as in the 
stationary piston exhaust test (Fig. 3), can be seen in Figure 8. How-
ever in this case it is quite clear that the overall driving force on 
the flow is the piston motion, not a pressure differential at the valve. 
Figure 9 shows the velocity flowfield near the beginning of the 
compression stroke, when both valves are shut. Note how quickly the 
flowfield adjusts to the change in direction of the piston, and that the 
transient solution is indeed responding to the piston motion quite closely. 
In this connection, it is worthwhile to mention once again that there 
was some initial concern that several complete cycles might be required 
to allow the time-dependent computation to converge to the transient 
solution, i.e., to overcome the built in history introduced by the arbi-
trary initial conditions at the beginning of the intake stroke. This 
feeling was based on past experience with the use of time-dependent 
methods as a means of obtaining solutions to steady-state problems in 
the limit of large times, starting from fairly crude initial conditions. 
In fact, these fears turned out to be unjustified. The possible reasons 
for this were presented in section 3. 1. To check on all of this, part 
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of the intake stroke was re-run, continuing after the exhaust stroke. 
No significant difference between that and the first intake stroke after 
a few hundred time steps was observed. 
At TDC on the compression stroke, combustion was simulated by 
artifically introducing constant-volume heat addition. The velocity 
pattern for the resultant power stroke is shown in Figure 10. 
The exhaust stroke velocity distribution, Figure 11, is shown near 
the time of maximum piston velocity. The upper left-hand corner, near 
the intake valve, is a region of particular interest. It seems to be 
a region of recirculation, more or less cut off from the main swirl 
of the flow. 
Plots of pressure and temperature for the complete four-stroke 
cycle are given in Figures 12-15, and are taken at the same times as the 
velocity distributions at Figures 8-11. In each case the upper graph 
shows values at constant y and varying x, while the lower shows values 
at constant x and varyi_ng y. 
Figure 12 shows the intake stroke pressure and temperature distri-
butions on expanded sca l es. There are several interesting features 
here. The most obvious is the hump in the temperature distribution on 
the upper graph during what would seem to be an expansion phase of the 
cycle. An exami nation of the lower graph shows this peak to be part of 
a pattern of weak (again, recall that the scale of the plots is expanded) 
waves in pressure and temperature. These waves persist throughout the 
intake stroke, hence are standing waves, and seem to be maintained by 
the addition of energy from the mass flowing into the cylinder as the 
piston withdraws. 
Figure 13 displays the pressure and temperature behavior for the 
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compression stroke. The temperature shows a beautifully smooth, boundary-
-layer type behavior, clearly a result of the small scale of the problem 
and hence relatively greater importance of heat conduction. The pressure 
is constant to at least five significant digits. This behavior further 
indicates that the wave patterns shown on the intake stroke are either 
real, or are introduced by the boundary conditions at an open valve. 
The results of the tests with the geometry of Figure 2 would tend to 
support the contention that the waves really exist, since detailed exami-
nation of the numerical results shows weak waves in those cases also. 
However, this cannot be considered conclusive, since the resolution of 
the flowfield in the neighborhood of an open valve is in both cases 
relatively coarse. The waves definitely do not seem to be due to the 
instantaneous openi.ng and closing of the valves. Indeed, there are dis-
tributions set up when this occurs, but they are transient, not standing 
throughout an entire stroke, and as Figure 13 shows, the compression 
stroke is perfectly smooth shortly after the intake valve has closed. 
The waves do appear to be related to the flow viscosity, at least inso-
far as their persistence is concerned. The inviscid, non-reacting intake-
-stroke solutions of Diwakar [4,21] show that in the 2-0 case a definite 
large-scale circulatory pattern establishes itself at an early time and 
persists throughout the intake and compression strokes. 
The results of the power stroke (Figure 14) show the strong heat-
-conduction effects in this low Reynolds number problems. The initial 
temperature distribution immediately after the simulated combustion was 
strongly peaked (to about 1500°K, or a non-dimensional temperature of 
5.5), but as the graphs show, the small scale size and the constant-
-temperature wall boundary condition combine to quickly reduce the 
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temperature gradients. It is apparent that future attempts to produce 
a realistic engine model must include a heat-conduction solution for the 
region outside the cylinder walls, for it is doubtful that the temperature 
really drops so quickly, wall "quench" layers not withstanding. 
The results for the exhaust stroke are shown in Figure 15. There 
is a slight wave pattern evident in the transverse direction, but not 
as much as on the intake stroke. 
The next two graphs, Figures 16 and 17, compare the fully viscous 
solution at high cell Re (corresponding to a cylinder of realistic scale) 
with the corresponding inviscid solution by Diwakar. These figures 
indicate in what way, if any, the high cell Reynolds number solutions 
may be considered useful. 
Figure 16 shows corresponding velocity distributions in the intake 
stroke for the two cases. It can be seen at once that, except near the 
walls where viscous effects must always be important, the two cases are 
remarkably similar. This is not surprising, since at high flow Reynolds 
numbers the inertia terms dominate the viscous terms in the Navier-Stokes 
equations. It is even less surprising because of the effect of violating 
the unit cell Reynolds number criterion is to reduce the effect of vis-
cosity. On the other hand, a comparison of Figures 8 and 16 shows that, 
again in the core region, the low cell Reynolds number results are virtually 
identical to the inviscid and high cell Reynolds number cases. The only 
possible interpretation here is that, away from the walls, the flow is 
primarily inviscid in character. This suggests the possibility in future 
work of combining a boundary layer and an inviscid solution to yield an 
overall improvement in speed, or of using a coordinate system which is 
relatively dense near the walls and relatively coarse out in the core region. 
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The pressure and temperature comparisons for the inviscid and high 
cell Reynolds number cases are shown in Figure 17. As with the velocity 
distributions, the two sets of results are nearly identical (the upper 
graph is a highly expanded scale). It is of particular interest to 
note that, as on Figure 5, the temperature oscillations for the high 
cell Reynolds number case tends to bracket the inviscid, isentropic value. 
4.2 Three-dimensional viscous flow calculations 
It was not originally intended that any three-dimensional viscous 
flow calculations should be done. The limitations on viscous flow 
solutions imposed by the unit-cell Reynolds-number criterion made the 
use of inviscid flow models for further developmental work, particularly 
in three dimensions, seem much more reasonable. However, when even the 
simplest 3-D inviscid calculations began behaving in a manner that was 
at that time inexplicable, it began to seem prudent to return to the 
Navier-Stokes equations and attempt to obtain some sort of three-dimensional 
result as a piece of baseline information. It was hoped that this would 
involve little more than adding an additional coordinate loop to the 
existing program. It was in fact not much more troub l e than that, and 
so the first true 3-D solution obtained was the by-product of failure 
with what should have been a much simpler system. 
The three-dimensional viscous flow problem is not really in the 
mainstream of this work, and so will not receive as much attention as 
some other areas. However, certain simple exhaust tests are of interest 
because they can be compared with the corresponding 2-D tests discussed 
above, and hence an idea of the usefulness of future 2-D viscous calcu-
lations obtained. 
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4.2.l The three dimensional rectilinear engine model 
The calculations were performed for an engine model such as depicted 
in Figure 18. Note that they-coordinate is now the direction normal 
to the valve plane, and that the x-y plane model of Figure l would be 
the x-z plane in Figure 18. The x-z plane, or valve plane, is necessar-
ily a plane of symmetry, so that only half of the chamber need be treated, 
with no loss in accuracy. This is true because the "boundary conditions" 
at a plane of symmetry may be specified exactly, unlike the case for a 
wall. The correct condition is that all flowfield variables except for 
the velocity normal to the symmetry plane are even functions of the coor-
dinate normal to the plane, while the normal velocity component is an 
odd function. This allows image points to be specified across the 
symmetry plane from the values inside the computational domain, hence 
the finite differences required on the plane of symmetry present no 
problem. One can actually go further; because all flowfield variables 
except normal velocity are even functions across the symmetry plane, 
their derivatives on that plane, in the direction normal to it, are 
identically zero. The same is true for the second derivative of the 
normal component of velocity in the direction perpendicular to the 
symmetry plane. This information can be used if desired, rather than 
computing finite differences. On some occasions such use of analytical 
information that does not come from the differencing scheme itself can 
lead to trouble. Thus, Anderson reports that in time-dependent nozzle-
-flow calculations [41,42,43] one should not use the known result that 
at the throat of a nozzle, d~ixl = 0, because this leads to a "bump" 
in the mass flux. Both approaches were tried in this work, and it 
seemed that the results on the test cases were slightly better using 
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the exact values for derivatives norrral to the plane of symmetry, so 
this approach was retained. 
All other boundary conditions for the 3-0 viscous flow solutions 
are as described above for the 2-0 case. Also, as mentioned in Chapter 
2, the assumption of constant visco si ty and thermal conductivity was 
used in the 3-0 case, so that equa ti ons (2-17 to 2-19) were used. At 
the temperatures involved, this is expected to make no difference. 
4.2.2 Discussion of results for 3-D viscous flow 
Two cases were run with the 3-D .~avier-Stokes code after it was 
checked out. The first was a simple inflow case, with the external 
pressure at .01 atmospheres, and temperature at 273°K, while inside 
the chamber the pressure was .008 atmospheres and the temperature equal 
to .938 of the ambient value. The case is for a cell Reynolds number 
of order one, as indicated by the low pressure. The piston was held 
motionless with the intake valve open . The expected behavior is that 
there will be a sudden inflow of air, followed by equilibration to ambient 
pressure and temperature inside and out. The calculations produced the 
expected behavior; the case was of interest because the inviscid flow 
model had been experiencing difficulty (to be discussed) on an identical 
test case. 
The next case to be run was the reverse of the situation above, and 
essentially a three-dimensional duplicate of the low cel l Reynolds number 
exhaust test discussed earlier for twc dimensions, and for which the 
results are shown in Figures 3-5. The work 11 essentially 11 is used becaus e 
exact duplication is not possible. In the 2-D solutions, only one point 
of the relatively coarse grid system ¼as used as the intake valve point . 
Since the flow is two-dimensional , this point gives the valve an effective 
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11 area 11 of about one-ninth of the total top surface "area 11 • In the 3-0 
case, the effective number of points on the top surface is eighty-one, 
counting the image points which were not actually stored in tre machine. 
One-ninth of these is nine, hence nine points should be, and were, 
specified as valve points. To do this, more than one must be placed 
on the symmetry plane (x-axis) and this was done as shown in Figure 19, 
where it is seen that three of the valve points are necessarily image 
points. The net effect is that an exact 3-0 duplicate the earlier 2-0 
test cannot be obtained without reducing the effective size of the valve. 
This is undesirable also, so the same valve area was retained at the 
expense of modifying the shape. 
Figure 20 shows pressure and temperature distributions taken in the 
valve plane along a line perpendicular to the central axis for the 2-0 
and 3-0 exhaust tests. They are taken at approximately the same time 
(0.37 msec for 3-0 and .041 msec for 2-0. A distinct difference in 
behavior is evident. The slight variation in the levels of pressure and 
temperature is unimportant, since the times are different by about ten 
percent. But notice that the 2-0 pressure distribution shows the same 
standing wave pattern, at the beginning of its formation, that is clearly 
evident in Figures 12 and 15 for the 2-D tests. The data in both cases 
is taken in the same locations. Such standing wave patterns are not found 
in the 3-0 cases. This may be due to the altered valve geometry, in line 
with the earlier conjecture that the 2-0 waves were initially caused by 
the valve boundary condition, or it may be that their absence is due to 
the 11 3-0 relief 11 that is not present in the earlier results . This kind 
of result does not support any extensi ve conclusions, but still, there i s 
evidence that a pattern clearly visible in a viscous 2- 0 flow i s mi ss ing 
in a 3-0 calculation for the corresponding case. 
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This completes the discussion of 3-D solutions of the Navier-Stokes 
equations. As mentioned, the main incentive for the work was th d 
e emon-
stration that a three-dimensional solution of some kind could be obtained 
with the algorithm being used. This goal was achieved. 
4.3 Conclusions based on viscous flow analyses 
The viscous flow studies discussed above form a subset of this dis-
sertation that merits a summary at this point. As stated, much of this 
work may be found in Reference [20], and at the time of its preparation 
certain conclusions were drawn regarding the utility of the results so 
far obtained and the direction of future work. The benefit of hindsight 
and additional experience allows some further conclusions to be made, 
and some earlier ones to be modified. 
First, the cell Reynolds number limitation on viscous flow calcu-
lations is still a major restriction, and one that appears unlikely to 
be surmounted in the near future. In this work, the use of a represen-
tative laminar flow viscosity necessitated the use of greatly reduced 
scale size and density to satisfy the unit cell Reynolds number criterion . 
It would have been as easy to increase the viscosity and other transport 
coefficients such as thermal conductivity and diffusivity (for multi-
component fluids) by several orders of magnitude. This is in fact the 
first-order effect of turbulence, and as mentioned in the literature 
survey of Chapter 1, this constitutes the 
11
turbulence model" of several 
studies. No criticism is intended; it is simply that this author f at l s 
to see any fundamental difference between such models and the laminar 
viscous flow studies discussed here. Similarly, one may question the 
logic of a code such as RICE [18,19] which sets the transport coefficients 
as necessary to achieve stability. If such compromi ses need to be made, 
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and it appears at this time that they do, then one may also question 
whether equally valid (that is, incorporating a different set of errors!) 
inviscid flow models might not serve as well for the next generation 
of developmental work. This allows 2-D computations, even including 
reacting chemistry, to be performed without prohibitive amounts of 
computer time being expended. This is the thrust of a major portion of 
the companion work of Diwakar [4]. Similarly, for the purpose of 
extending the geometrical models to the three dimensions in cylindrical 
coordinates, it certainly makes sense to employ an inviscid flow model. 
At the time of publication of Reference [20], it seemed that a pro-
mising line of development might be in the area of applying an improved 
numerical method to the I.e. engine problem. Extensive searching of 
the recent literature failed to turn up any other approach with the com-
bination of reasonable speed, ease of applicability and history of success-
ful use as the explicit finite difference scheme of Maccormack [45] . 
Accordingly, work to develop three-dimensional inviscid flow calculations 
was seen as the next logical step. 
Chapter 5 
THREE-DIMENSIONAL INVISCID FLOW ANALYSES 
5.1 The physical models considered 
Since the analyses of Chapter 4 led to the conclusion that further 
work with inviscid flow models offered the best chance to obtai n reason-
able solutions within acceptable computer time, the choice of the exact 
geometrical model became the next step. The geometry for which a solu-
tion was most desired is the cylindrical piston/cylinder model depicted 
in Figure 21. It was thought that the difficult portion of the work 
would lie in finding an appropriate way to specify conditions at r = o, 
the centerline (z-axis) of the cylinder. This was in fact a problem, but 
not the only one associated with three-dimensional calculations. A few 
abortive attempts to begin work directly with the 3-D geometry of Figure 
21 led to the conclusion that more than one type of difficulty might be 
involved. Therefore, an inviscid flow model in cartesian coordinates 
was developed for the analysis of the flowfields in the rectangular engine 
model of Figures 18 and 19. This proved to be a well-chosen step, as it 
developed that additional problems unique to the three-dimensional invis-
cid solution for this type of internal flow were present, and in all 
probability could not have been successfully analyzed without decoupling 
them from those associated with the use of cylindrical coordinates. Thus, 
both rectangular and cylindrical engines were extensively studied. This 
has proven to be most helpful in analyzing the results eventually obtained 
from the four-stroke engine cycle calculations for both these models. 
All factors involved in specifying the grid layout for the rectan-
gular model were discussed in section 4.2.1, and as they are not unique 
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to viscous flow, they will not be repeated here. Figure 22 shows the 
grid layout which was used in the cylindrical coordinate model, including 
the valve points. Note that considerably more valve points are required 
to define a valve than in the rectangular case as a result of the coor-
dinate bunching that occurs for small values of r. The pattern of 
Figure 22 is repeated in all planes defined by z = constant, with the 
exception that the valves obviously are found only at z = 0. Ten z-planes 
were used in all three-dimensional work reported here . The physical 
size is not important since no non-isentropic effects which would "scale'' 
the model are found in the inviscid flow equations used, but a nominal 
size of nine centimeters in height by eight in width (or diameter) was 
chosen to simplify comparison with the work of Diwakar [4,21] and so that 
an ordinary value of engine speed would result in realistic piston 
velocities. 
5.2 Boundary conditions for inviscid flows 
5.2.1 Wall boundary conditions 
The absence of viscosity in the governi_ng equations used for this 
work (sections 2.3 through 2.5) obviously eliminates the use of the no-
-slip condition for the tangential components of velocity at a wall. 
Another way to view the situation is that the inviscid system is of 
lower order than the viscous system, so the solution requires fewer 
boundary conditions. In any case, the neglect of viscosity is consistent 
with the neglect of thermal conductivity, so that neither a temperature 
nor a temperature gradient may be specified at a wall. This leaves 
only the primary kinematic condition that the normal component of velo-
city at a solid wall must equal the velocity of the wall. In the I.e. 
engine problem, this value is zero on all interior walls except the piston. 
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This condition is applied computationally as follows. The Maccormack 
algorithm is applied at wall points just as at interior points, except 
that one-sided differencing in the same direction must be used for both 
predictor and corrector steps. In general, the normal component of velo-
city will not be computed as zero, and so prior to each predictor or 
corrector step, it is reset to zero. 
The application of this condition alone is sufficient in all cases 
the author has encountered to at least yield a solution. However, there 
are refinements available that will improve the solution. One in parti-
cular is obtained by noting that resetting the kinematic condition on 
the normal component of velocity at a wall does nothing to correct the 
slightly erroneous values of pressure and temperature which were computed 
consistent with the erroneous value of wall velocity. An excellent scheme 
for correcting this situation in supersonic flow calculations is Abbett's 
simple-wave corrector [48]. In this approach, the angle of the velocity 
vector at a wall is first computed after application of the numerical 
algorithm for one step. The Prandtl-Meyer formula is then used to compute 
a weak compression or expansion wave of the appropriate strength to turn 
the flow back toward the wall through the known angle. The strength of 
this wave is the pressure correction, and the isentropic formula may be 
applied to give the corresponding temperature correction. 
A scheme similar in concept that is useful for subsonic flows is 
obtained by assuming that the normal component of fluid flow at a wall i s 
locally one-dimensional. The results of unsteady one-dimensional char-
acteristic theory [44,49] may then be applied to compute the temperature 
that would have to exist at a wall if the fluid were to be reduced to a 
stagnant (one-dimensionally) gas. The pressure is then obtained from 
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the isentropic relation. The working formulae are: 
T = (Tl/2 ± y2-l u)2 
wall 
__:j_ 
= (T wall )Y-1 
Pwall p T 
(5- l) 
( 5-2) 
The positive sign applies if the wall is reached by a right-running 
characteristic, the negative sign for a left-running wave . Physically 
this corresponds to saying that if the normal velocity is positive and 
headed toward a wall, then as the one-dimensional flow is brought to 
stagnation conditions, the temperature must increase, and vice-ver sa 
for the opposite case. 
It is interesting to note that, in theory , only one condition may 
be obtained by applyi_ng a characteristics scheme at a wall, since only 
one wave from the 11 flowfield 11 , which is actually a wall point, can reach 
the 11 wall 11 • Equation (l) shows this clearly. To obtain the pressure, 
additional information in the form of equation (2) must be introduced. 
This in theory overspecifies the fluid properties at the wall. An inco-
sistency is avoided because the additional information (isentropy) is in 
fact implied by the original inviscid system of equations, hence infor-
mation obtained from it is not really inconsistent with the original 
system. 
Figure 23 shows the results of applying the wave-reflection scheme 
outlined above when resetting the wall boundary values . Clearly, the 
solution is smoother and less oscillatory when the method is used . 
These results are obtained with the non-conservRtion forms of the govern-
ing equations; the conservation-form algorithm consistently gave poo r 
results if anything other than the simple kinematic boundary condition 
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was employed. No explanation for this suggests itself at the present 
time. 
5.2.2 Valve boundary conditions 
The valve boundary conditions are less susceptible to the kind of 
analytical treatment above than the wall boundary condi t ions . Neither 
the mathematical or physical aspects of the problem are suffic i ently 
well understood to allow a rigorous formulation of conditions for numerical 
analysis. It is clear that the constant pressure and temperature condi-
tions of the viscous analyses are unacceptable; for one thing, they bear 
no relation to the isentropic relation which must hold for the inviscid 
flows under discussion here. All attempts to use such a condition, in-
cluding variations where the constant-property point is placed outside 
the chamber and the valve points are treated as regular interior points 
which "feel" the constant-property point on the backward-difference step, 
have failed. 
Diwakar [21] formulated the first workable valve boundary condition 
for inviscid flow during the course of adapting an existing viscous flow 




= Pambient (T valve )y:T 
ambient ( 5-3) 
must apply, no matter what else is done. If one then assumes that the 
intake flow is one-dimensional and steady, conservation of total enthalpy 
requires 
2 
(h + !{__) = 
2 valve 
Hvalve = Hambient 
or 
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. y-1 2 
Tvalve = Tambient - 2 wvalve 
(5-4) 
The procedure then consists of assuming the velocity as obtained from 
the algorithm is acceptable, applying equations (4) and (3) in succession, 
and setting the transverse components of velocity at the valve to zero. 
This is done for both predictor and corrector on each time step, and 
seems to work quite well. Success seems to be tied strongly to the 
requirement that the time derivatives which are neglected in obtaining 
equation (4) are actually small. That is, the full unsteady quasi-one-
-dimensional energy equation may be written 
1!:! = - 1!:! + l lE. at w az pat 
2 where H = h + w
2 
is the total enthalpy. The integrated result of equa-
tion (4) is obtained when all the unsteady terms are small, producing 
a quasi-steady flow. If the computed flow at the valve is at each time 
level essentially quasi-steady, Diwakar's technique works well. Note 
that when an insufficient number of points are used to specify a valve 
the internal pressure drops very rapidly on the intake stroke, the 
quasi-steady flow assumption is violated, and the calculation blows up. 
Reference [4] contains some excellent examples of this type of behavior. 
The one-dimensional assumption by itself seems quite good. Allowing 
the ta_ngential velocity components to float invariably produces poorer 
results than when they are fixed. Note that it would not be necessary to 
fix them to zero if inflow (still one-dimensional) at some angle were 
desired. 
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The treatment of flow at the exhaust valve follows a slightly dif-
ferent line of reasoni_ng. Here the fluid is exhausting against the 
external back pressure of ambient conditions, rather than being drawn 
in from a constant-property reservior of infinite extent. It is impor-
tant to note that unlike the pressure, the temperature at the valve 
should not be set to the ambient value, because after the heat release 
on the power stroke the internal fluid will be on a different isentrope 
than the external fluid. · Equation (4) is thus inapplicable. The only 
scheme that makes physical sense is to specify constant pressure (ambient) 
at the valve, and then use equation (3) to solve for the temperature. 
These conditions for intake and exhaust valve specifications seem 
to work well, and were used for most of the results given in this 
chapter. However, refinement is possible at the price of a slight in-
crease in computer time and a modest increase in the level of complexity 
of the program. That is, one may view the intake flow more realistically 
as the endpoint of a ducted flow from the open air, rather than as just 
a boundary point of the internal flowfield. To implement such a model, 
the flow in the duct can be described by the quasi-one-dimensional invis-
cid flow equations of section 2.6. The setup is then as shown in Figure 
24, with the large open end of the duct held at reservoir conditions. 
The valve point or points are then regular interior points of the engine 
flowfield calculation. The duct point closest to the valve is used by 
the ~ngine calculation on the backward difference step; the valve point 
(or the average of the properties at all the valve points) is used on 
the forward difference step of the duct compu ta tion. The details invol -
ved in a one-dimensional calculation of this type are thoroughly covered 
in Reference [52]. 
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Some experiments were run with the geometry of Figure 24 to compare 
the results of the scheme to the more usual method of this work. Such 
a comparison is given in Figure 25, where the pressure distribution at 
an early time (about ten percent of the total time required to reach a 
steady state) is given for a stationary-piston inflow case . The initial 
pressure and temperature were p = .8, T = .9382346. The data shown in 
Figure 25 was taken down the line of constant x and y, with varying z, 
from the valve to the piston. At this instant a travelling wave is in 
progress from the valve to the piston. Note that there is a significant 
difference in the two results, with smoother results and a smaller dif-
ference between the extremes for the ducted case. This and similar 
results obtained for intake flows with the engine turned on seem to indi-
cate that use of the ducted intake provides a smoother, qualitatively 
more desirable result. 
The problems, if any, associated with using a similar technique at 
the exhaust valve have not been investigated. This represents a worth-
while direction for future work. 
5.3 Preliminary results for three-dimensional inviscid flows 
It quickly became clear that there were more problems as sociated 
with obtaining even very simple three-dimensional results than had been 
the case for 2- 0 work. The primary test case was the same as ha s been 
repeatedly described; the engine was turned off (stationary piston) and 
a pressure and temperature differential established between the inside 
and outside of the chamber as an initial condition, with the intake valve 
open. Eventual equilibration to a steady state with a uniform pressure 
and temperature inside and out and all velocities of order 10-
3 
or smaller 
is expected, and occurs within roughly fiv e hund red t o a t hou sand t ime 
' ,, 
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steps in the usual 2-D computation. Such was not the case for the 
corresponding 3-D problem. A true steady state could not be reached. 
The observed behavior was common to all test cases run. After 
approximately five hundred time steps, approximate equilibration would 
occur (pressure and temperature nearly unity everywhere , all vel ocities 
small) and then at this time, when the desired steady state had virtually 
been achieved, the calculation would diverge. The velocities in certain 
specific locations near the bottom of the cylinder would grow large, 
pressure and temperature would drop to an unrealistic level, and in 
general it became apparent that an equilibrated result would not be 
obtained . 
Since the behavior of the three-dimensional algorithms was the 
same in both cartesian and cylindrical coordinates, coordinate singu-
larity problems in the cylindrical sys t em were rul ed out as a possi bl e 
cause of difficulty. There followed a long series of experiments with 
the rectangular engine model aimed at defining the cause of the behavior 
described above. In summary, it was found that a wide variety of alter-
nate boundary condition formulations, both at the valve and the walls, 
did nothing to change the basic pattern. The same was true when the 
conservation forms of the equations were used instead of the usual non-
conservation forms. Ch~nging the size of the valve did not, within rea-
sonable limits, affect the behavior, and even an exceptionally large 
valve would only blow up the calculation in a different fasion. An 
exceptionally small valve would cause the problem to appear in an excep-
tionally short time, but the same problem occurred. 
A series of checks was devised to eliminate program errors as a 




the existing three-dimensional version by not computing spatial deriva-
tives in the y-direction and by el iminati_ng the y-momentum equation. 
There could thus be no computed change in any quantity in they-direction 
so the calculation was confined to the valve plane. When this was done 
the results agreed exactly with the previously obtained two-dimensional 
results of Diwakar [21 J. The same thi_ng was done in another way by 
dummying out the x-direction. Again the results wer~ good. The test 
case described can be made two-dimensional by extending the valve width 
until it is a slit occupying ally-points at some constant x-value. 
' 
When this was done, the results were again perfect. A further indication 
of program correctness was provided by the fact that until the calcula-
tion diverged, the computed temperatures and pressures agreed with the 
isentropic law to within one or two percent. 
The results above seemed to indicate that the problem was of a 
more fundamental nature, so at this point the three-dimensional Navier-
-Stokes calculation of Chapter 4 was programmed. It was hoped that at 
least one truly three-dimensional problem could be found that could be 
solved adequately. Also, the 3-D viscous program was built up from the 
existing inviscid code by altering the wall and valve boundary conditions 
and adding the appropriate viscous terms to the governing equations. 
The correcting function~ng of the resulting program was another indica-
tion that the difficulty did not lie in the original programming. 
The success of the viscous code for a case where the inviscid algor-
ithm had failed provided the clue that led to eventual resolution of the 
problem. The only difference that could be seen between the two cases 
was that the inviscid flow test did not have the damp~ng of the Navier-
-Stokes solutions. This suggested that possibly the inviscid flow 
, 
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equations for this three-dimensional problem required the addition of 
an artificial viscosity term to be stable. An opportunity was found to 
discuss the results outlined with R. W. Maccormack of NASA - Ames Research 
Center [53]. Maccormack claimed to have seen situations similar to 
that described above which had been shown to be due to the sign of the 
truncation error terms which produce the artificial viscosity that is 
implicit in the method. The situation is apparently analogous to that 
found in the behavior of the simple harmonic oscillator equation, 
2 
~ + (.u21'=0 
dt 
where if the term w2 is positive, both solutions will be oscillatory, 
while if w2 is negative, one solution will be exponentially damped and 
the other will grow without bound. According to Maccormack, the remedy 
for this type of behavior is to add a term to the right-hand sides of 
the governing equations (component form) that is of the same order as 
the truncation error terms (thus leaving the overall accuracy of the 
method of the same order as before) but chosen so as to ensure that 
it would produce the correct net sign in these terms. 
A form similar to that given by Lapidus [54] was suggested, and 
is given here for both cartesian and cylindrical systems: 
a2u. a2u. 
artificial viscosity= c [ 1:~1--=-f (~x) 2 + /~/--1 (~y) 2 




2 a au. 1 au. = c [I_!:! I (-21 + - _,) (tir)2 + 
ar ar r ar 
(5-Sb) 
where 11 c11 is a positive constant of order (l/4) and U; is used to indi-
. us, or the non-cate the i th component of the U-vector being used. Th f 
conservation forms of equations (2-27 to 2-31, the U-vector is 
u = m 
and similarly for any other choice of dependent variables from Chapter 
3. 
The implementation of MacCormack's suggestion provided immediate 
success where other attempts had failed. Computations for a series of 
inflow cases with the rectangular engine were obtained in an attempt to 
determine the minimum acceptable damping coefficient; a value of .2 was 
settled upon. 
Following the determination of the damping coefficient, a complete 
four-stroke rectangular ~ngine test was run, with the combustion effect 
once _again simulated by constant-volume heat addition at the top of the 
compression stroke. This is done more to stress the algorithm and observe 
the behavior than in any expectation that the results of doing so have 
any real relation to combustion phenomena. The rectangular engine test 
case provided a benchmark result, and proved useful in later comparisons 
with the corresponding cylindrical engine test, which was the primary 
case of interest. The test was run at 3000 RPM to facilitate comparison 
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with the majority of results obtained by Diwakar [4,21]. At this speed, 
the valve layout of Figure 19 was required to allow the engine to breathe 
properly on the intake stroke. This is not upsetting; the valves as 
shown in Figure 19 are of realistic size. 
An attempt was made to duplicate the solutions of the above test 
case using the governi~g systems of equations expressed in the cartesian 
coordinate conservation form developed in Section 2.3.1. It was expected 
that such a solution would provide experience with the conservation forms 
that would be useful after switching to the cylindrical coordinate ver-
sion. It was in that context that solutions of the equations in conser-
vation form were expected to be most useful. 
The simple inflow cases described above for the inviscid, non-con-
servation forms of the governing equations were reproduced without inci-
dent using equations {2-52 to 2-56), eicept that as mentioned above, the 
wall bo undary condition scheme using the wave-reflection method was found 
to be inapplicable. solution of the full-scale 3000 RPM engine test could 
not be obtained. The calculation blew up during the middle of the power 
stroke, but percursors to this behavior were apparent well beforehand, 
as indicated by Figure 26, which shows temperature distributions at 
approximately the same crank angle for the cartesian conservation formu-
lation and the analogous non-conservation formulation. It is seen that 
osci:llations develop in the conservation form results. These oscillations 
eventually grow to sufficient magnitude to cause the computation of nega-
tive temperatures. The author attributes this behavior to the same trou-
bles (it is not known what they are) that arose when the wave-reflection 
boundary conditions were introduced into the conservation forms. As 
stated in Chapter 2, the results given here are not intended as a general 
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indictment of the use of the conservation form of the governing equations. 
or even their application to the present problem. It is most definitely 
true that the process of obtaining useful solutions in computational 
fluid dynamics calculations depends in a substantial measure upon the 
reservoir of experience that each investigator accumulates. This author 
has obtained most of his experience with the non-conservation forms. It 
may well be true that another investigator would be more familiar with 
the appropriate techniques for use with the conservation equations, and 
so would obtain better results. All that can be done here is to report 
the computational algorithms used and present the results obtained . 
As a final note on this topic, it may be significant that the 
damping factor required to obtain useful solutions on even the simple 
inflow cases was fifty percent higher when using the conservation forms 
than when using the non-conservation forms. That is, roughly the same 
degree of quality in the results was obtained with a damping factor of 
.2 in the latter case as was obtained with a damping factor of .3 in the 
former case. 
5.4 The centerline problem in cylindrical coordinates 
When it was felt that the general problems which had previously 
affected the inviscid flow solutions in three dimensions were understood 
and corrected. attention was focused upon the engine model of greatest 
interest, the cylindrical model of Figures 21 and 22. There are some 
disadvantages to working in this system. Figure 22 indicates one obvious 
flaw; there is a bunching of coordinate points near the centerline and a 
lack of them near the walls in each plane of constant z. Since there is 
no a priori reason to expect ~ore fluid dynamic action near the center, 
the extra points are not particularly helpful, and they penalize the 
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calculation by reducing the time step allowed by the CFL criterion of 
equation (3-6). Also, the valve shape al l owed in a cylindrical coordi-
nate model is possibly even more unrealistic than that for a rectangular 
engine model, although that may be debatable, since neither can be con-
sidered representative of the true geometry. However, it was fe lt that 
these disadvantages were balanced by the advantage of being able to 
correctly model the outer wall shape, thus eliminating the unrealistic 
corners and stagnation regions not present in the physical problem but 
a necessary part of a solution obtained with a recta_ngular model. 
As stated in the preliminary remarks in this chapter, it was felt 
that the main difficulty would be due to the indeterminacy of the azi-
muthal angle at r = o in cylindrical coordinates, and the consequent 
multivalued nature of the flowfield representation in these coordinates 
at that point. It is to be emphasized that the flowfield is in no way 
special along the particular line specified by r = 0. It is simply the 
representation in a particular coordinate system that causes difficulty. 
This point is worth illustrating in more detail . Consider the example 
of Figure 27, which depicts the flow of a uniform stream in the +x direc -
tion. In this system, the expression defining the flow is the same for 
any arbitrary field point that may be chosen. It is 
~ 
V = U i 
for a stream of speed u. The same stream at the same field point in 
cylindrical coordinates has the representation 
V =; u cos~_; u sin ~= u(r,~); + v(r,~) ~ 
which is clearly a function of the azimuthal coordinate~ - Thi s particu-
lar flowfield will possess constant properties along any radial line 
' 11: . 
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from the origin, but at the origin where the radial lines converge, the 
flowfield representation in cylindrical coordinates is necessarily 
multivalued. Another way to view the problem is that the unit vecto rs, 
rand~. are themselves functions of the location of the field point, 
and it is in terms of the unit vectors that the individual velocity com-
ponents u and v are defined. 
The result of this behavior is that in a general cylindrical coor-
dinate problem, one cannot obtain solutions along the singular line re-
presented by the z-axis without developing a special procedure. Even 
if one does not consider the problem in the terms outlined above, equa-
tions (2-36 to 2-40) make it clear that r = 0 is a singular point, be-
cause of the (1/r) terms present. When the problem of interest is 
axisymmetric, so that the ~-derivatives are identically zero, the 
classical technique for either analytical or numerical work is to apply 
L1 Hospital's rule as in section 2.5 to obtain a set of equations valid 
at the centerline. The case of interest here is not axisymmetric due 
to the influence of the valves, and so the full equations (2-36 to 2_40 ) 
must be used. If L'Hospital's rule is applied, equations (2-91 to 2-9S) 
result, and it is not immediately clear what the limits in these equa-
tions should be. The entire problem becomes sufficiently annoying for 
Roache [50] to state that a convenient method for numerically handling 
the problem when values on the centerline are required has not yet been 
found. Roache suggests using an outer ring in cylindrical coordinates, 
a central region in cartesian coordinates, and an interpolat ion scheme 
to patch the two . Roache labels this approach as "clumsy". 
The fact that the flowfi eld i s physicall y well - behaved at r = 
0 
suggests that a technique be developed to communicate the necessary 
---
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information on conditions at the centerline to the numerical scheme for 
use on the backward difference step. It was on the problem of how best 
to do this that possibly the majority of effort on this project was 
expended. All of the approaches tried will be briefly mentioned in the 
hope that their lack of merit can save some future investigator the 
effort of trying them. 
5.4.l Averaging techniques at the centerline 
The most obvious approach to specifying the flowfield values at 
r = O is to conjecture that conditions are represented by an average 
of those on the ring at r = ~r, the first ring at which normal compu-
tations may be performed. That is straightforward for pressure, temper-
ature, and z-velocity (since its unit vector is independent of the 
location of the field point), but more thought is required to properly 
average the u and v components of velocity. The u and v components, 
corresponding to the radial and azimuthal velocity, do not in general 
lie in the same direction at any two field points. To average them, 
they must be converted into components in some reference system where 
they do have a common direction. It is convenient to use the cartesian 
coordinates to which the cylindrical system is conventionally referred 
to accomplish this. In the case of the cylindrical engine model used 
here, reference to Figure 21 will show that this forces the x-axis to 
be the symmetry plane. since there can be no mass flow normal to this 
plane, it is necessary only to average those parts of the u and v com-
ponents in cylindrical coordinates that contribute to flow along the 
x-axis in cartesian coordinates. Referring again to Figure 27, it is 
seen that 
---- -- - --~ ·--
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U = u(r,~,z) cos~ - v(r,~,z) sin~ (5-6) 
gives the contribution to the x-directed flow from the velocity vector 
at any field point in a cylindrical system. Equation (6) is then used 
to obtain the contribution at each value of~ on the ring at r ; ~r. 
These values are then averaged to obtain (in this approximate method) 
the representative flow velocity at the centerline. Letting this value 
be denoted by Uavg' the velocity representation in cylindrical coordi-
nates along any line of constant~ and displaced slightly from the origin 
will appear to be 




It is emphasized that this is the form that u and v must have as r goes 
to zero; the only approximation lies in the determination of the value 
of uavg' and of thew, p, and T averages as well. But if the flow velo-
city is to lie along the x-axis, as it must, then as seen from various 
angles around the point r = O, the component velocities in cylindrical 
coordinates must be of the form given in equations (7) and (8). 
This discussion has been somewhat protracted because it will be 
found necessary to return to this line of thinking later . For now it 
will suffice to note that no way was found in which such an averaging 
scheme could be made to work. Averaging of the simple variables (u,v, 
w,p,T) was attempted as outlined above. Mass averaging of the relevant 
variables was also tried, and both of these approaches were tried in a 
technique that involved taking th~ average values over the two adjacent 
- ,,.----- ----- -
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me . z-planes above and below the one where computation was being perfor d 
The behavior of solutions for simple inflow cases as described several 
times previously was about the same in all such trials. The solutions 
would not blow up, but neither would they stabilize. Values at the 
centerline and on neighboring rings would oscillate in time, a clear 
indication that poor values of time derivatives (which of course depend 
on the poor values of spatial derivatives obtained) were being computed 
near the centerline and hence ruining the results obtained from the 
Taylor series applied to advance the flowfield values in time. 
5.4.2 Other formulations of the governing equations 
Because of the failures recounted above, the use of some of the 
other equivalent systems of governing equations discussed in Chapter 2 
seemed to present the best hope for obtaining a solution. The cylin-




u = r pV 
pW 
pet 
is mathematically well-defined everywhere in the flowfield. This may be 
the case, but when one attempts to use equations (2-57 to 2-61) in a 
calculation such as that attempted here, the same behavior as for the 
averaging scheme in the non-conservation variables was observed. That 
is, the solutions oscillated badly in time and would not settle down, even 
for simple inflow cases. 
The special non-conservation form of the governing equations that 
was derived in section 2.4 has the same property for its U-vector 
--- --- ----- -- ---
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as does that for the conservation equations; it therefore comes as no 
surprise to find that the solutions obtained with the dependent variable 
fonnulation of section 2.4 evidenced the same poor behavior as in the 
previous cases described. 
The question of programming error is always important when no 
algorithm appears to be successful. To help demonstrate that the codes 
implementing the ideas described above were at least doing what they were 
intended to do, a series of checks was run for each program, in which 
the centerline treatment was altered to that for a wall boundary condi-
tion; i.e., a rigid bar of diameter 2tr was inserted down the centerline 
of the cylinder. In all cases, the inflow tests carried out for this 
trial geometry produced results every bit as good as for the cartesian 
coordinate inflow cases. This seemed to absolve every portion of the 
program except that responsible for specifying conditions at the center-
1 i ne. 
It is interesting to note that if a large enough damping factor 
(.8) is used in the approaches described above, the large time-wise 
oscillations decrease to a relatively acceptable amplitude. 
The author's explanation for the behavior of the above two special 
systems is simply that even though the particular formulations may yield 
mathematically acceptable values on the centerline, the real physical 
flow depends on such factors as pressure and temperature gradients, 
which cannot be adequately evaluated at r = t r unless values of the 
- ~ ---- ·- - -· - ~--
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primary variables can be found at r = 0. Very simply, no information 
can be communicated through the center region of width 2~r, because the 
dependent variables used in the systems described reduce al l such infor-
mation to the same value, zero. Yet proper description of the flowfield 
requires such information to be available. There seems to be an impasse. 
5.4.3 Transformation of derivatives 
There is another possible approach that allows one to ignore the 
question of what the actual values of the flowfield variables are on 
the centerline. Note that what is actually required is an expression 
for the backward difference in the r-direction for all points on the 
ring r = ~r (see Figure 22), so that the corrector step may be correctly 
performed. Professor Everett Jones suggested obtaining this derivative 
throu gh the transformation 
and since 
X = r COS~ 
y = r sin~ 
. d . . ax d ~ the required er1vat1ves ar an ar may be computed. Reference to Figure 
22 will show that on the ring at r = ~r, there is always a point in the 
image field that allows the necessary backward y-difference to be obtain-
ed. Also, for~ < f there is a point in the range~ > f that allows 
the x-difference to be computed, and vice versa. The accuracy on these 
difference computations will not be exactly the same as for the overall 
scheme, but one would not expect it to be prohibitively poor. This is 
therefore a scheme that really should work; it does not . The author 
has no explanation . 
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5.4.4 The numerical use of L1 Hospital
1
s rule 
Having outlined the approaches that failed, it is now appropriate 
to describe the one that succeeded. The application of L
1
Hospital 's 
rule to the complete set of governing equations to obtain a set valid 
in the limit r = o has been given in section 2.5, with the result being 
equations (2-91 to 2-95). Considerable time was spent attempting to 
evaluate rigorously the limits found in those equations; i.e., attempting n to show whether or not a term like ara~ should be zero at the origin in 
the general case, and if not, then what? It was felt that this had to 
be done before a valid use of equations (2-91 to 2-95) could be made. 
Finally, since no argument could be constructed to show what the limits 
were, the following rationale was adopted: 
1. There probably are no specific limits that should occur; the 
terms required will probably be both time and azimuth dependent. 
2. It is not necessary to know a priori what the limiting terms 
in the L'Hospital equations should be. That is, there is no 
way in a finite difference solution to obtain any information 
about any quantity more accurately than is inherent in the 
grid resolution that is initially chosen. All derivatives are 
in fact expressions that result from taking a limit; this does 
not prevent the use of finite differences in approximating 
such limits for the purposes oi obtaining a numerical solution. 
Therefore, such terms as lim :ri~ can be appropriately treated 
r=O 
by using the best finite difference that is available for them. 
As far as an accurate computation of such limits is concerned, 
the best that can be done is to resolve them to the limit of 
the grid spacing. 
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The argument advanced above is similar to that for the situation 
at a symmetry plane. One knows the values in the image region behind 
the plane of symmetry, hence finite differences in either the backward 
or forward direction may be constructed for the derivatives with respect 
to the normal coordinate. But as discussed in the previous sections on 
boundary conditions, one has the option of applying the knowledge that 
all quantities except the normal component of velocity are even functions 
with respect to the coordinate normal to the symmetry plane. Therefore, 
first derivatives of all such quantities on the symmetry plane are 
identically zero. This information comes from outside the finite-differ-
ence scheme, and may be used or not, as desired. It is felt that the 
process of obtaining the limits in the L'Hospital equations is analogous 
to the above case. The difference is that the option of applying analy-
tical information does not exist; one is constrained to stay within the 
bounds of the finite-difference scheme. 
It will be noted that the correct use of L'Hospital's rule depends 
on the existence of an indeterminate form, i.e., (0/0). It has not been 
established here that the governing equations (2-36 to 2-40) are actually 
indeterminate at the centerline. That is, the denominators of several 
terms approach zero as r does, but the numerators have not been considered. 
However, it must be true that the time derivatives on the left-hand 
sides remain finite at any point in the flowfield. If there is a solu-
tion for which this is not true, it is to be rejected anyway. Therefore, 
the numerators of the right-hand sides must approach zero at the center-
line in a manner which generates an indeterminate form. 
The above arguments merely allow a set of equations to be developed 
that would seem not to be inconsistent with the finite-difference 
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approximations inherent in the overall scheme. There is another funda-
mental objection to the use of L'Hospital's rule in situations where the 
~-derivatives are not zero. If they are not zero, then at the center-
line computations are being done at neighboring points in ~-space which 
are actually the same point in physical space, since r = 0. It would 
thus seem that equation (3-6) for the time step allowed by the CFL condi-
tion would mandate a limiting time step of zero, thus preventing the 
calculation from being advanced in time. 
A further problem is that the region r < 0 does not exist, thus 
only forward differences can be used in the radial direction at the 
centerline. This will be shown to cause some difficulty which was eli-
minated by applying the one-sided second-order difference of equation 
( 3- 11 ) . 
Despite the above suspicions about limitations caused by the CFL 
criterion, it was decided to implement the L'Hospital equations for use 
on the centerline in the algorithm for the non-conservation form of the 
equations. It was felt that the centerline might be special in some 
way not anticipated that would invalidate the apparent time step limi-
tation. It simply did not "feel right" that the equations should have 
such an artificial limitation imposed upon them. When programmed, the 
al gorithm immediately gave excellent results on the inflow test cases, 
and so the next step was to attempt the full four-stroke engine calcu-
lation for the same speed (3000 RPM) as previously. 
results will be discussed in the following section. 
This went well• 
' 
For now, since the 
scheme worked, it is appropriate to furnish some details of implemen-
tation that otherwise would be omitted. 
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The computations for the "ring" at r = 0 are handled much the same 
as those at any other place in the flowfield, with the exception that 
different governing equations are used after the spatial derivatives are 
obtained, and a few extra spatial cross-derivative terms are required. 
The method for obtaining the corresponding finite differences for such 
cross terms has been given in Chapter 3 and need not be repeated here. 
The values on the "ring" are physically stored in the same array as the 
U-vector for other locations, and prior to spatial differencing, a few 
conditions are imposed based on the physics of the flow at the center-
line. First, it is important to recognize that the multivalued nature 
of the flowfield does not extend to the pressure, temperature, and z-
-component of velocity. Therefore, prior to each predictor or corrector 
step, these va 1 ues are averaged on the "ring" that is stored for a 11 
values of~ at r = o, and the entire ring then reset to the averaqe 
value. Second, the true velocity vector through any point can have only 
one direction, and as discussed in section 5.4.1, this direction lies 
along the x-axis for the geometrical situation of this case, where the 
x-axis (lines of~= o and~=~) is in a plane of symmetry. Thus 
equations (7) and (8) above must hold exactly for the velocity distri-
bution on the "ring" at r = o. The only quantity left to be determined 
several sensible methods could be considered, but 
is the value of U • avg 
the only one used in this work was to simply take the average of all the 
x-resultants of velocity on the "ring" using equation (6) for each term 
in the average. It is felt that this is sufficiently accurate since the 
resetting process is performed before each predictor or corrector step. 
In a perfect computation, the average would not be needed; analysis of 
any one component on the ring would yield the value of Uavg This 
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computation is not perfect, but it is not believed that the imperfections 
justify higher-order averaging techniques involving inward extrapolation 
along radial lines, etc. 
This completes the special procedures involved in the handling of 
the values at the centerline. Note that the use of the method, while 
made more convenient by the presence of a plane of symmetry, i s not 
restricted to cases where one exists. Even if the flow as a whole has 
no plane of symmetry, it is still true that the velocity 11 field 11 at the 
centerline must have the form of equations (7) and (8), with the excep-





denotes the angle 
(relative to the x-axis) of the line along which the velocity vector 
lies. This line is a line of symmetry for the "ring" at r = 0, and 
different z-planes will have different values of 1/>
0
• The value of I/> 
0 
may be determined through the use of an equation giving the resultant 
velocity in they-direction, as equation (6) yielded the x-resultant. 
The equation is 
V = u(r,1/>,Z) sin I/>+ v(r,1/>,Z) cos I/> ( 5-9) 
which, as with equation (6), can be obtained from consideration of 
Figure 27. Recall that all velocity components must be zero along the 
line normal to the symmetry line. In general, the y-axi s will not be 
such a line, and the value of y-directed velocity from equation (9) will 
therefore not be zero. The velocity vector is then along a line at some 
angle in the x-y plane. The angle along which it will lie f ollows from 
joint use of equations (6) and (9), from which 
(5-10) 
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Equation (10) is valid for each choice of~ giving values of U and V 
from equations (6) and (9). It would probably be best to average the 
result obtained from the entire "ring" at r = 0. 
5.5 Results for the 3000 RPM cylindrical engine test 
The complete four-stroke calculation requires the solution of what-
ever governing equations are used at approximately 16000 time steps and 
hence produces a tremendous volume of data. Most of this data can never 
be adequately reduced, so that results given here are either general 
remarks obtainable by merely scanning the data by eye, or remarks which 
address specific points to be made from plotted results. One example 
of a useful general remark is that pressures and temperatures are spa-
tially constant to better than three significant digits on the compression 
stroke. 
Figures 28-31 illustrate pressure and temperature behavior near the 
bottom of the intake stroke (Zp = 8.6, with 1 < Zp < 9), both in the 
valve plane and normal to it, for the rectangular and cylindrical engine 
models. All are in the same z-plane (z = 46z) . Figures 28 and 29 give 
pressure and temperature distributions for the cylindrical engine along 
three lines, defined by 'fl = 0, 'fl = rr/2, and 'fl = rr . These results shov✓ 
immediately that even on the intake stroke, where 3-D effects are expec-
ted to be of greatest significance, the deviation from a purely axisym-
metric distribution of results is minimal, not exceeding two percent in 
the worst case. Figure 30 shows the distribution of pressure and tem-
perature in the valve plane (at z = 46z) for the rectangular engine. 
These results are in excellent qualitative agreement with the valve 
plane results for the cylindrical case, even though differing slightly 
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in overall level for the same crank angle. This is due to the difficulty 
of specifying valve areas which agree when dealing with two different 
shapes. Figure 31 displays pressure and temperature in the direction 
normal to the valve plane at two locations (x = 2~x and x = 6~x) on the 
x-axis. Here the qualitative agreement with results from the cylindri-
cal engine is not as good; there are slight standing waves which seem to 
be quite typical of intake pressure and temperature behavior normal to 
the valve plane, even for cases where the piston is stationary. Such 
behavior is not found in the cylindrical engine, which is to be expected, 
since waves cannot 11 stand 11 the same way for the two geometries. v/hether 
such differences are important to account for in an engine model is a 
matter that cannot be answered by the present work. 
Figure 32 is a velocity-vector plot, in the valve plane, for the 
cylindrical engine and is obtained for the same piston position on the 
intake stroke as the pressure and temperature plots discussed above. 
Some caution in interpreting the plot is necessary; the radial scale 
is stretched relative to the vertical scale in order to physically have 
room on the paper to produce the plot. The angles are not distorted 
by the stretching. The magnitudes are scaled so that the largest velo-
city found at that time receives a value of unity; any non-zero velocity 
smaller than .2 units is arbitrarily set to that value, since anything 
smaller is smaller than an arrowhead. In spite of these limitations, 
this plot and similar ones to follow provide a very vivid picture of 
the flow pattern in a way that other, more accurate data, cannot do. 
It should be noted that the pattern shown in Figure 32 is in excellent 
agreement with the two-dimensional results of Diwakar [4,21]. This is 
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a hoped-for result, and one which there is some reason to expect, since 
there can be no out-of-plane velocity component in the valve (symmetry) 
plane. 
Figures 33-35 illustrate similar velocity-vector data taken at the 
.top of the compression stroke, just before the heat addition which pro-
vided the simulated combustion. The data are from the cylindrical engine 
model and in three different planes; Figure 33 in the valve plane(~= rr 
and~= O), Figure 34 in the plane defined by~= rr/2, normal to the 
valve plane, and Figure 35 in a plane of constant z = 56z. The data 
were taken at the top of the compression stroke to provide an indication 
of the type of mixing pattern that would occur and would be significant 
for studying the real combustion processes. In Figures 33 and 34, the 
vectors are again plotted in a transformed plane, this time with both 
the radial and vertical coordinates stretched, and by different amounts. 
The reason is that at the top of the compression stroke, very little space 
remains between the piston and the top of the cylinder, and data plotted 
on such a scale would be meaningless. This explains why the velocity 
vectors are so flat throughout much of the field, and why the turning 
points are so sharp where they occur. Figure 34 shows some interesting 
results, revealing a sort of donut-shaped swirl that is set up by the 
initial intake flow and persists thereafter. The data are plotted to 
the same scale as that of Figure 33 (and Figure 35 also), and show that 
the magnitude of the swirl in the cross-flow plane is considerably 
smaller than the overall magnitudes that can be seen in the valve plane. 
This is again a result that helps to indicate that flowfield modeling 
in the valve plane is a realistic approach for a 2-D calculation. Figure 
35 shows that there is al so a swirl established in the polar planes, 
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which also would seem to be due to the initial intake flow. Again, it 
is not in general of the magnitude of the flow in the valve plane. 
Figures 36 and 37 are indicator diagrams taken at corresponding 
spots in the rectangular and cylindrical engines, respectively, and 
are more in the spirit of the type of data that comes from I.C. engine 
experiments than most of the results shown in the figures discussed so 
The rectangular engine pressure vs. specific volume history closely · 
follows the isentropic curve, except during the heat addition process. 
far. 
This is excellent assurance that the calculation is working as hoped, 
because the governing equations imply isentropic flow (except for the 
damping due to the artificial viscosity term, which is of the order of 
the truncation error and thus small). 
Figure 37 contains a wealth of interesting information. First, 
note that this calculation also follows the isentropic curve until after 
the heat addition is complete. At this point, it rapidly moves away 
from the isentrope which was computed based on values at the start of 
the power stroke (solid line) and moves down onto another isentrope. 
This process is essentially complete by the time the piston has moved 
from zp = 1.0 to zp = 2.0 (again, the maximum is 9.0). From the numer-
ical data, the value of the isentropic constant, pvY, is 62.27 at the 
top of the compression stroke after heat addition, drops to 44.02 at 
ZP = 2, to 43.6
6 
at zp = 3, and 43.65 at ZP = 9. This indicates that 
the heat addition process has not gone as smoothly as in the case of the 
rectangular engine model, where to all intents and purposes the pressure 
and temperature were spatially constant at any time during either the 
compression or power strokes. The loss of total pressure in the cylin-
drical engine model is a reflection of the existence of strong spatial 
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gradients established immediately after the heat addition at the top 
of the compression stroke. These spatial gradients are sufficiently 
large to allow the normally small damping terms to generate a signifi-
cant increase in entropy and to reduce the gradients. 
The time variation is relatively smooth as shown in Figure 38, 
where pressure and temperature vs. crank angle are plotted for both the 
rectangular and cylindrical engine models. The crank angles plotted 
span the last 45 degrees of the compression stroke and the first 45 
degrees of the power stroke, thus covering the heat addition phase for 
both models. Again, it is shown that the rectangular engine follows a 
very smooth curve. While the curve for the cylindrical engine is slightly 
rougher, it is not nearly as rough as would have been indicated by the 
total pressure loss taking place at this time. This indicates that 
the gradients which must exist to produce the entropy increase are in 
the form of standing waves, rather than travelling waves which would 
show up on a time-dependent plot. 
A plot of these standing waves at TDC on the compression stroke 
(following heat addition and the subsequent build-up of the wave) is 
given in Figure 39. Note that the pressure wave is almost exactly axi-
symmetric. This is to be expected, since the valves are closed, all 
velocities are relatively small, and all pressures and temperatures 
were nearly constant throughout the cylinder prior to the heat addition. 
The pattern of Figure 39 is repeated almost exactly for each z-plane in 
the cylinder. It is clear that if a pattern such as this is established, 
the strong gradients in conjunction with the normally insignificant 
artificial viscosity term will produce a total pressure loss shown on 
the indicator diagram for the cylindrical engine. The question is then 
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whether the standing waves are purely a numerical phenomenon, or whether 
they have some basis in reality. It was felt that an outright error 
was ruled out by the fact that when not stressed by the transient process 
of constant-volume heat addition, the results follow the isentropic 
curve as shown on the indicator diagram. 
It is interesting to note that the shape of the computed distribu-
tion of pressure vs. radial coordinate depicted in Figure 39 can be shown 
to be qualitatively correct, under a set of assumptions which seem appli-
cable to the physical situation at this point in the calculation. To 
a high degree of accuracy, the problem is axisymmetric at this time, 
for the reasons mentioned above (small velocities, valves closed), as 
well as for the obvious reason that the pressure and temperature distri-
butions as computed before and after heat addition are very nearly axi-
symmetric. If a source of small-amplitude pressure waves is assumed 
(for the purpose here it is of no concern whether they are of physical 
or numerical origin) then the pressure field due to the original source 
of the waves will obey the time-dependent wave equation. 
a= (yRT)l/ 2 = sound velocity 
~ = ~(r,z,t) = acoustic pressure field 
which is valid as long as non-linear effects are not important. This 
would seem reasonable near the top of the compression stroke, where both 
-3 
piston and flow velocities are small (of order 10 or less). 
Application of the separation of variables technique requires 
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~(r,z,t) = R(r) Z(z) ~(t) 
This well-known procedure [56] produces sinusoidal solutions for the time 
variation, sinusoidal or exponential behavior for the z-dependence, and 
a solution for the radial equation of 
where 
R(r) = A J (kr) +BY (kr) 
0 0 
J = zeroth-order Bessel function, 1st kind 
0 
y = zeroth-order Bessel function, 2nd kind 
0 
k = separation constant 
The assumption of axisymmetry leads to the requirement 
QEitll = o 
dr r=O 
which yields the result B = 0, since 
and Y
1
(kr) is infinite at the origin [55]. Therefore, 
R(r) = A J
0
(kr) (5-11) 
There is no need to evaluate the constant A. The point is that the 
radial pressure distribution of Figure 39 looks as much like the zeroth-
-order Bessel function of 1st kind as is possible, considering that only 
eight points are available to define the functional form. This radial 
pressure distribution persists until non-linear effects from the damping 
term and the increased magnitude of the piston velocity invalidate the 
original assumptions and the standing wave dissipates. 
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It is emphasized that no claim is made that the process described 
above is the correct process for this situation. The gradients which 
must initially exist to establish such a physically realizable flow 
should not be present if the results of the rectangular engine calcu-
lation are a guide. What is claimed is that the pressure distribution 
being computed in response to some disturbance is correct, and that if 
the initial disturbance is eliminated, accurate solutions should result. 
It was felt that the most likely source of an initial numerical 
instability that would serve to establish the pressure distribution of 
Figure 39 was the first-order accuracy in the radial differencing scheme 
used at the centerline. To check this conjecture, the one-sided, second-
-order differencing formula of equation (3-11) was implemented at the 
centerline for all radial differencing, and the calculation re-started 
at the point of heat addition on the compression stroke. No sign of 
the standing wave pattern of Figure 39 was found even when the calcula-
tion was run well past the original point of its appearance. The com-
puted isentrope stayed on the original isentrope established after heat-
ing (upper solid line of Figure 37), instead of settling on an isentrope 
corresponding to a lower total pressure . These results would seem to 
establish both the cause of the trouble and a cure for it . 
The requirement to use second-order differencing at the centerline 
in the radial direction does impose an additional burden on the I.e . 
engine calculations presented here, because experience has shown that 
use of the one-sided second-order first derivative of equation (3- 11) 
too near a valve severely degrades the calculation . The relatively 
coarse resolution used in this work is undoubtedly the cause. The 
valve points are simply too far from the centerline to be allowed to 
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give information describing the shape of the flowfield at r = o. The 
same problem was found when using t he one-sided difference equation 
(3-11) at a wall near a valve in the rectangular engine, so this diffi-
culty is by no means related to the use of cylindrical coordinates. In 
any case, use of the scheme seems to require an additional ring of points 
between the valve and the centerline so as to better separate them. 
The use of a second-order one-sided differencing scheme in the 
radial direction at the centerline may not be the only workable approach. 
Dwyer and Sanders [24] in their work on unsteady combustion phenomena 
point out that a problem similar to that above exists when the Maccormack 
scheme is used with shock fitting. Spatial differencing at the shock 
is reduced to first-order accuracy at the shock because the shock is a 
discontinuity in the flowfield. Details for avoiding the problem are 
not given, but the authors refer to the work of Salas [57] for informa-
tion on more sophisticated techniques. These may well be applicable to 
the present case. 
The results for the exhaust stroke are not as interesting as much 
of the material discussed above; they were found to be slightly rougher 
than the intake stroke results, a result reported by Diwakar [4,21]. 
This is thought to be due to the boundary condition which fixes a con-
stand pressure at the exhaust valve. This hypothesis should be examined 
in future work, particularly in terms of the feasibility of attaching 
a one-dimensional duct to the exhaust valve, as discussed previously. 
One interesting point is that Diwakar reported difficulty with the 
valve boundary condition unless the amount of heating applied during 
the compression and power strokes was kept sufficiently low to avoid 
supersonic flow. No such problem was experienced with the current work . 
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Heating was deliberately applied at a level sufficient to result in a 
greater-than-critical pressure difference at the exhaust valve when it 
opened. The flow velocities near the valve temporarily exceeded Mach 
one, then settled down as equilibration was approached, but with no 
sign of difficulty. Possibly the artificial viscosity term in the 
Present calculation produces this benefit; this should be checked by 
adding such a term to the 2-D calculation. The corresponding test of 
removing the damping from the 3-D code cannot be performed, because 
the computation will fail for other reasons. The test would therefore 
Prove nothing. 
Chapter 6 
CONCLUSIONS AND RECOMMENDATIONS 
The main goal of the research for this dissertation was to explore 
the purely fluid mechanical problems associated with developing realis-
tic computational fluid dynamic solutions for the flowfield in an inter-
nal combustion engine. A wide range of topics was explored, including 
both viscous and inviscid flows, two- and three-dimensional engine 
models in both cylindrical and cartesian systems, the effects of differ-
ent dependent-variable formulations of the governing equations, the im-
portance of valve and wall boundary conditions and the effects of various 
approaches to their treatments, the problems associated with coordinate 
system singularities and the worth of various approaches for dealing 
with them, and actual four-stoke J.C. engine calculations for the models 
considered, with attendent comparisons of these results. One main con-
clusion is that there is a virtually endless amount of work remaining 
to be done in a variety of interesting directions. The author has 
reached certain opinions regarding those things which should follow 
immediately and those things which are perhaps not ready for further 
work as yet. These conclusions are: 
1. The use of inviscid flow, full-scale models such as dealt with 
here and in Reference [4] provide good results in simulating 
many aspects of r.c. engine flowfields and combustion pheno-
mena. Much useful work can be and should be done with these 
models before proceeding to the relatively much more ponderous 
viscous flow calculations. 
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2. The three-dimensional solutions developed here uniformly suggest 
that three dimensions are not really necessary for current work. 
That is, the rectangular models differ slightly from both 2-D 
models and cylindrical models, but the results obtained in the 
valve plane for each of these seem similar, both in terms of 
gross phenomena such as the overall velocity vector patterns 
and in terms of more detailed results such as pressure and 
temperature distributions. This seems to indicate that results 
obtained in the valve plane, while not able to represent the 
entire flowfield, are reasonably useful. Thus the flowfield 
normal to the valve plane does not seem to be strongly coupled 
to the flow in that plane. A more sophisticated fluid dynamic 
model may change this conclusion, and for that reason it is 
desirable to have available a three-dimensional algorithm that 
can be used to check such possibilities. 
Similarly, the axisymmetric calculations obtained by many inves-
tigators for the compression and power strokes (or even all 
four strokes with a centrally placed valve) appear to be rea-
sonably valid when compared with the 3-D cylindrical solutions 
developed here. They could possibly be made even more so, with 
little additional complexity, by using initial conditions which 
include the type of velocity swirls that are produced by the 
effect of the open valve on the intake stroke as shown here and 
in Reference [4]. 
3. A technique believed to be the first of its kind has been 
developed for the treatment of general three-dimensional flows 
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in cylindrical coordinates. It produces qualitatively excellent 
results for many cases and verifiably exact (as on portions 
of the indicator diagram of Figure 37 and for stationary-piston 
intake flows) results for others. Special treatment of radial 
differences appears necessary at the centerline, but the method 
as a whole has great promise as a useful technique in compu-
tational fluid dynamics, and without doubt provides a capa-
bility not known to the author through the use of any other 
available method. 
4. The ~clumsy'' suggestion of Roache [50] to the effect that cy-
lindrical problems which lack axisymmetry can be treated by 
using a cartesian grid in the center, a cylindrical coordinate 
grid at the boundaries, and an interpolation scheme to patch 
the two, should be tried. It is recognized that this repre-
sents a substantial effort, but if successful it would provide 
useful comparisons with results from the present approach. 
Roache's suggestion may also make more efficient use of computer 
time because in cylindrical coordinates there are too many 
points near the center and too few near the walls. This keeps 
the CFL criterion below the level available in cartesian coor-
dinates with comparable numbers of grid points. 
Appendix 
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l"R[E-DIMENSIONAL INVISCID FLOW MODEL Of lHE FLUID DYNAMICS OF 
AN lNlERNAL COMBUSlION ENGi~[. l~E COMPUTAlIONAL MElHOD IS AN 
EXPLICIT fINITE DIFfERENCE SCHEME FOLLOWING lHAT Of ~ACCORMACK• 
lHIS VERSION CONTAINS 2ND ORDER DAMPING TERMS FOR STABILITY. 
THE CO~PUlATION IS IN CYLINDRICAL COORDINATES (R,PHI ,Z) WITH THE 
DEPENDENT VARIABLE VEClOR (U, V ~, P, l) ANt W!TH l~E GOVERNING 
EQUATIONS IN NON-CONSERVATICN FORM. L'HOSPilAL S RULE IS USED TO 
OBTAIN A SEPARAlE SET OF GO~ERNING EQUATIONS lHAT APFLY Al R = a, 
WHICH IS REPRESlNlEO IN THE SlORAGE ARRAY BY U(I,1,K,L,IG), WHERE 
I= 1, 5 IS (U,V,~,P,T) INDEX; K = PHI-INDEX; L = Z-INDEX, AND 
IG = PREDIClOR / CORRECTOR SlEP INDEX. 
PROGRAMMER- M. D. GRIFFIN, DEPl. OF AEROSPACE ENGINEERING, U. OF Mo. 
LOGICAL HEADNG VFLAG 
DIMENSION U(S,~0 1 15,10,2), TDU(5,10,15,1() 1 SPH(15) 1 CPH(15) DIMENSION DELlA(l), IREfRK(20) 10(5) Q(SJ1 QDDEL(~) 
DIMENSION OOR(S>1. DDP(5), DOZ(~>, 02Rl5>, DcP(S) t D2ZC5> 1 D2RP(S) EQUIVALENCE (OELTA(1), OELR), (DELTAC2>, DELP), DELTAC3J, DELI) 
EQUIVALENCE (Q(1) 1 UU), (Q(2),VV)1 (Q{3),~W), (Q(~},P)! (Q(5),T) EQUIVALENCE (ODR(1),DUOfi), (DOR(ll,DVDRJ, (ODRC3),DWDR), 
* (ODR(4),DPDH), (DDR(5),DTOR) 
EQUIVALENCE (OOP(1),DUDP), (OOP(2),DVDP), (ODP(3),0WOP), 
* (ODP(4),DPDF), (DDP(5),DTOP) 
EQUIVALENCE (DDZ(1),DUOZ>, (DDZ(2),DVDZ), CDDZ(3),DWOZ), 
* (COZ(4) DPOZ), (OOZ(5),DTDZ) 
EQUIVALENCE CGDDELd>,QDELU>, <aooEL<2>,,oELV>, CQDDELC3),QDELW>, 





PJ/3.14159265/, fwOPl/6.2831853/ 1 RlD/57.2957795/ 
PR E F , TR E F , R G AS , C P / 1 01 3 2 5 • , 2 7 3 • 1 o , 8 ~ 14 .3 , 1 0 C 5 • / 























































C READ PROBLEM DATA A~D INITIAL CONDITIONS (NO~-Dl~ENSIONAL) FOR lHIS RUN. 
C 
READ(S,5005) I~IT,MAXIT,NWRITE,CFL,TIME,ElIME,DELZ,MAXR, 












SECTION BELOW SETS PARAMETERS WHICH DETERMINE VALVE LOCATION AND 
SIZE FROM THE PARAMETERS IVIR AND IVER WHICH ARE REAt I~. 
*** POINTS WITH RADIAL INDEX< 4 ~AY NOT BE lSED AS ~ALVE POINTS. 
JMlNIV = IVIR - l 
JMINEV = IVER - l 
JMAXlV = IVlR .. 2 
JMAXEV = IVER .. 2 
KMINIV = MAXP - 2 
KMAXEV = 3 
SOME USEFUL CONST .aNTS • 
MPM1 = MAXP - 1 
ZM = MAX Z - 1 
NOTE VREF IS REFERENCE SPEED Of SOUND. 
A~ P = • 5 * (Z !'I AX -GAP) / It L 
CENTER = .5 * (ZMAX ♦GAPl / RL 
IF(INll.EQ.1) DELZ = (GAFIRL)/ZM 
DELR = RMAX / ((MAXR-1>•kl) 
DELP = Pl / HPt11 
RA IR = R GAS / AM OLE 
IWRITE = 0 
GAMMA = CP / (CP-RAIR) 
GAMM1 = GAMMA - 1.0 
GOG~1 = GAMMA / 6AMM1 
GM10G = 1. J GCGM1 
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TIREF = RL / VREF 
RTIME = TIME * TIREF 
C INITIALIZE PISTON MOTION PARAMETERS. 
C 
SPR = 0. 
VPIST = O. 
OMEGA= O. 
IFCERPM.LE.0.) GO TO 100( 
SPR = 60. I (ERP~•TIREF) 
OMEGA = TWOPI / SPR 
1000 SPR2 = 2. • SPR 
C 
C COMPUTE TABLE OF SINES AND COSINES FOR CENTE~LINE SC~EME. C 
C 
DO 101G I(= 1, MAXP 
DEL = (K-1) • DELP 
SPH(K) = SIN(DEL) 
CPH(K) = COS(DEL) 
1010 CONTINUE 
SPH(1) = O. 
CPH(1) = 1. 
SPH(MAXP) = 0. 
CPH(MAXP) = -1. 
C WRITE OUT DOCUMENTATION FOR THIS RUN. 
C 
WRITEC7,9000) IR[MRK 
~000 fOR~AT(////5Xi'3-D I. C. ENGINE INVISCID fLOWFIELt CALCULATION IN 
*CYLINDRJCAL'/~X 'COORDINATES WITH PRI~E VECTOR U = (U, V, W, P, T) 
*, AND GOVERNING
1
/SX'EQUA1IONS IN NON-CONSERVATION FORM. THIS VERS 
•ION CONTAINS 2~D-'/5X 1 61~0RDER DAMPING TE~MS FOR STABILITY, AND US 
•ES L'HOSPITAL'S RULE/~X'lO ObTAIN A SET Of EQUATICNS AT R = O.' 















































~005 FORMAT(///12X'FARAMETERS FOR THJS RUN'//9)'STARTl~G JTERATION-', 
* 2X,19/9X'NON-Dl~ENSIONAL TIME- ,G12.6/9X.REAL TI~E- ,11X,G12.6, 
*' SECCNDS'/9X'DATA PRINl INTERVAL- ',19/~X'CFL FUDGE FACTOR-',4X 
* G12.6/QX'CYLINDER HEIGH1-',5XG12.6,' ME1ERS'/9X'CYLINDER RADIUS- 1 
C 
* ,5XG12.6, 1 ME1ERS'/9X -~ OF R POINT~--,7~,19l9X'~ OF PHI POINTS-' 
* 15X,19/9X'# Of l POINls--,7xJ19/9X1 ENG!~E SPEED-',8X,G12.6, 
* RPM'/9X,'PISTON CLEARANCE- ,4X Gl2.6, METERS'I~•• 
* 'INTAKE VALVE CENTER- (',12,',J,12,', 1)'/9X'EXHAUST VALVE CENT 
*ER- (',12 ', 1 1)'/9X'~M61EN1 PRsSSURE-•,4x G12.6/9X, 
* 'AMBIENT fEMPE~ATURE- ',G12.6/9X, DELTA ~-',13X,€12.6/9X, 
• 'DELTA PHl-',11X,G12.6/~x-cuRRENT DELTA 1-',5X,G12.6/9X, 
* 'REFERENCE LENGTH-',4X,G12.6,' METERS'/9)'REFEREhCE VELOCITY- ', 
* G12.6,' M/SEC'/9X'REFE~ENCE TIME-' 6X,G1,.6' SECONDS'/9X 
* 'REFERENCE PRESSURE- ,G12.6,- Nl,M••2',9XJREFERENCE TEM~.--,sx, 
* 612.6 1' DEGREES K'/9X'SFEClflt GAS CONST.- ',G12.l,' M••2/SEC••2/ *DEG. K /9X'VALUE OF GAMMA-',6X,G12.6) 
C BEGIN THE TIME LOOP. FIRST CHECK TO SEE IF llME TO GUil, THEN 






DO 1800 IT= !NIT, MAXIT 
IF(NWRlTE.GT.l~RITE) GO 10 102( 
!WRITE=- 0 
WRITE(6,9065) IT 
FORMAT(/1X'START1NG ON IlERATION #',17,'. DO YOU WISH TO STOP1') 
READ(St5015) !PRINT 
FORMAT A1) 
lf(IPRINT.EQ.ISTOPY) GO 10 181( 
DELTAT =- 100. 
DEL= DELR * DELP 
IF(DELR.LT.DEL) DEL= OELR 
IF(DELZ.LT.DEL) DEL= DELZ 
DO 1030 J = 1, MAXR 
00 1030 K = 1, MAXP 
DO 1030 L = 1 , MAX Z 
QMAG = SQRT(UC1,J,K 1 L 1 1>••2 + UC2,J,K 1 L,1}••2 + U(3,J,K,L,1>••2) DT = DEL / (Q~AG + ~QRT(LC5,J,K,L,1))J 

















































OELTAT = CFL • DELTAT 
C START PREDICTOR/CORRECTOR LCOP (16 = 1 ORIG= 2>. 
C 
C 
DO 179G IG = 1, 2 
NG = 3 - IG 














IF(ERPM.GT.0.) GO TO 104( 
CRANK= O. 
GO TO 1050 
1040 IF(JG.EQ.2) ETIME = ETIME ♦ DELTAT 
lF(ETl~E.GT.SPR2) ETIME = ETIME - SPR2 
CRANK= OMEGA * ETIME 
HCYL = -AP1P * COS(CRANK) ♦ CENTER 
VPIST =AMP* CMEGA * SI~(CRANK) 
DELZ = HCYL / ZM 
CRANK = RTO * CRANK 
PREPARE TC SET THE INTAKE AhD/OR EXHAUST VAL\E BOUNOIRY CONDITIONS. 





< CRANK < 
< CRANK < 
< CRANK < 









INTAKE STROKE---- CONSTANT ENTROPY AND TOTAL ENTHALFY, PLUS THE 
CONSTRAINT THAT VELOCITY IS IN THE Z-DIRECTICN AT VALVE POINTS. 
1050 
1060 
lf(CRANK.GT.1~(.) GO TO 1C90 
DO 106G J = JMINIV, JMAXIV 
DO 1060 I( = Kii-!INIV, MAXP 
WW= U<3,J,K 1 1,H,) 
T = TAfllB - .) • GAMM1 * I.W**2 
P = PAl"lB * (TITAl'IB)**GOG,,.1 
U(1,J,K,1,IG) = 0. 
U(2,J,K,1,IG) = 0. 
UC4,J,K,1,IG) = P 
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SET THE CLOSED-VALVE CONDITIONS ON EXHAUST VILVE. 
1070 0 0 1 88 0 J = J M IN EV , J 1111 AX EV 
00 1 SC K = 1 KMAXE.V 
WW= U(3,J,K 1 ~,1G) 
1 = U(S,JtK,1,lG) 
l = (SQRT\TJ - .S•GAMM1•aW)••2 
UC3,J,K,1,IG) = O. 
U(4,J,K,1,1G) = \JC4,J,K,1,IG) 
U(5,J,K,1,IG) = 1 
* Cl/UC5,J,~,1,IG))HGOGM1 
1080 CONl IN U£ 




SET THE CLOSED-VALVE CONDITIONS Al THE INTAKE PORT. 
1090 00 '110 0 J = JMlNlV, JIO.X lV 
DO 110 C K = KMlNlV, MAXP 
\,lW = un,J,K,1,IG) 
C 
1 = U(S J K ,IG) 
1 = (SQRTlT\ - .5•GAMM1•~W)••2 
U(3,J,K,1,IG) = U. 
U(4,J,K,1,IG) = UC4,J,K,1,IG) 
U(5~J,K 1 1,IG) = 1 1100 COtnlNUE. 
IF(CRA~K.LE.54C.) GO TO 1070 
* (T/UCS,J,~,1,IG)')uGOGM1 
C EXHAUST SlROKE B.C. IMPOSES CONSTANT PRESSURE AT VALVE AND SETS 
C THE TEMPERATURE TC THE. CORRESPONDING ISENTROFIC VALUE. NOTE THAT 
C lHERE IS NO COHST~AINT ON T~E FLUID VELOCITY DIRECTICN !~POSED HERE. 
C 
1110 
DO 111 C J = J !"I IN EV , J MAX EV 
DO 1110 K = 1, KMAXEV 
P = UC4,J,K,1,IG) 
1 = U(5,J,K,1,IG) 
U(4,J,K,1,IG) = PAMB 










































C APPLY THE SYMMETRY CONDITION THAT VV = 0 ON FHI = 0 CR PI. C 
1120 00 113C J = 1, MAXR 
00 113 C L = 1 , MAX Z 
VV = UC2JJ 1 1,L,16) T = UCS, ,lpl,IG) 
T = (SQRT(TJ - .S•GAM~1•\IV)••2 
UC2,J,1,L,IG) = G. 
UC4,J,1,L,IG) = UC4,J,1,L,IG) * (T/UC5,J,1,L,IG))·uGoGH1 UCS,J,1,L,IG) = T 
VV = UC2,J,MAXF,L,IG) 
T = UCS,J,MAXP,L 1 IG) T = (SQRT(T) + .:>•GAMM1*\IV)••2 
UC2,J,MAXP,L,IG) = O. 
U(4,J,MAXP,L,IG) = UC4,J,MAXP,L,IG) * Cl/lC5,J,MA>IP,L,IG))••GOGflll1 UC5,J,MAXP,L,IG) = T 
1130 CONTINUE 
C 
C APPLY BOUNDARY CONDITION ON SIDEWALL OF CYLI~DER. C 
DO 1140 K = 1, MAXP 
DO 1140 L = 1, MAXZ 
UU = U(1,MAXR,K,L,IG) 
T = U(5,MAXR,K,L1IG) 
T = (SQRT(T) -t .:>*GAMM1*LU>••2 
U(l,MAXR,K,L,10 = O. 
114 0 
C 
UC4,MAXR,K,L,IG) = U(4,MAXR,K,L,IG) 
U(5,MAXR,K,L,IG) = T 
CONTINUE 





APPLY THE BOUNDARY CONDITIOh AT Z = ZMAX; I.E., w. = VPIST, ANO THE 

















































'3 11 • 
DO 1150 J = 1, MA(R 
VFLAG == .FALSE. 
IFC(J.GE.JMINI\l).AND. (J.LE.JMAXIV)) VFLAG = .TRUE• 
If{(J.GE.JMINE\I) .AND. (J.LE.HIAXEV)) VFLAG = .TRUE• 
DO 1150 IC= 1, MAXP 
WW= U(3,J,K,~AXZ,IG) - \IPIST 
T = U(S,J K MAXZ IG) 
T = (SQRTtTJ + .~•GAMM1•~W)••2 
U(3,J,K,MAXZ,I~) = VPIST 
U(4,J,K,MAXZ,IG) = U(4,J ,K,MAXZ,IG) * (T/t(S,J,K,~AXZ,IG>>••G0GM1 
U(StJ,K,~AXZ,IG) = T 
If( (K.LE.KIOXEV).OR.(K.GE.KMINlV)).AND.VflAG) GO 10 1150 
WW= U(~,J,Ki1,IG) 
1 = UCS,J,Kpl,IG) 
T = (SQRT(TJ - .5•GAMM1*•W>••2 
U(3,J,K,1,IG) = 0. 
U(4,J,K,1,IG) = U(4,J,K,1,1G) * (T/U('5,J,IC,1,lG))·uG0GP11 
U(S,J,K,1,IG) = 1 
1150 CONTINUE 
C 
C OBTAIN AVERAGE VALUES ON IN~ER RING WHERE L'~0SPITAL'S RULE IS USED, 
C THEN SET THE INNER RING UP FOR lHE NEXT STEP. 
C 
DO 1170 L = 1, MAXI 
UU = U(1,1,1,L,IG) - U(1,1,MAXP,L,IG) 
WW= un,1,1,LiIG) + un,1,MAXP,L,IG) 
P = U(4,1,1,L, G) + U(4,1,MAXP,L 1 1G) 
l = U(~,1,1,L,IG) + UCS,1,MAXP,L,IG) 
00 116C K = 2, MPM1 
uu = uu + 2.•cuc1,1,K,L,IG)*CPH(K) - U(2,1,K,L,IG)•SPH(K)) 
WW= WW ♦ 2.•U(3,1,K,L,IG) 
P = P ♦ 2.•UC4,1,K,L,IG) 
T = l + 2.•ucs,1,K,L,IG) 
1160 CONTINUE 
UU = UU / C2•~FM1) 
WW= W• I (2•~FM1) 
P = P / C2•MPM1) 
l = T / C2•MPM1) 
0 0 11 7 0 K = 1 , M AX P 
UC 1 , 1, k, L, I G) = UU * CPH ( K) 
UC2,1,K,L,IG) = -UU * SPH(K) 
U(3,1,K,L,IG) = WW 
UC4,1,K,L,IG) = P 
















































3 5 5 • 
C 
C TIME TO PRINT? . 
C 
C 
IF(IG.EQ.2) GO TO 1340 
!WRITE= !WRITE+ 1 
IF(NWRITE.GT.I~RlTE) GO 10 134( 
HEADNG = .FALSE. 
WRITE(6 90~5) IT 
c;a25 FOR~AT<}1x ITERATION# ',16,'. DO YOU WA~T TO PRINT EVERYTHING?') READ(S,5015) !FRINT 
IF(JPRlNT.NE.ISTOPY) GO 10 1200 
HEADNG = .TRUE. 
C PRINT ALL GRID VALUES AT THIS TIME STEP. 
C 
C 
WRITE(7,9030) IT, RTIME, TI~E, HCYL, CRAN~, VPIST 
c;o30 FORMAT(////1X'1IME STEP ~',12X,I9/1X'REAL TIME -',12X,G12.6, 
1' SECONDS'/1X'NON-DIMENS10NAL TIME - '1G1,.~/1X'PJSTON POSITION-' 
2 J6X,G12.6/1X'CRANKSHAFT ANGLE -',SX,Gl2.t, DEGREES'/1X 
3 PISTON VELOCITY -',6X,G12.6/) 
WRITE(7,9015) 
c;o1s FORMAT(/1X'(IR,IP,IZ)',7~'(U)',9X'(V)',9x·<w>',9X'(p)',9X'(T)') 
DO 1190 L = 1, MAXZ 
DO 1190 I( = 1, PUXP 
00 1190 J = 1, MAXR 
DO 118 C I = 1 , 5 
Q ( I ) = U ( I , J , K ,L , 1 ) 
1180 CONTINUE 
WRITE(7!9020) J, KJ L1 UUJ VV, WWJ P, T S020 FORMAT(lX'(',I2,', ,It,', ,12,') ,5612.6) 
1190 CONTINUE 
C SEE If DATA IN A PARTICULAR "PLANE" IS DESIRED. C 
1200 WRITEC6,9050) 
SOSO FOR"AT(/1X'oo YOU WANT DATA IN A PARTICUL~R "PLANE"?') 
READ(S,5015) !FRINT 
IF(IPRINT.NE.ISTOPY) GO 10 134( 
IF(HEADNG) GO 10 1210 
HEAD NG = •TRUE. 
WRITE(7,9030) IT, RTIME, TIME, HCYL, CRANk, VPIST 1210 WRITE(6,9055) 
















































C IF SO, WHICH "PLA~E"? 
C 
IF(IPRINT.NE.JARk) GO TO 1220 
KEY = -1 
GO TO 1240 
1220 lF(IPRlNl.NE.KPHl) GO 10 1230 
KEY = C 
GO TO 1240 
1230 IF(IPRINT.NE.LZED) GO 10 1200 
KEY = 1 
1240 WR1TE(6,9060) 
~060 FOR~AT(/1X'ENTER THE CONSTA~l ~ALUE') 
RE,_D(S,5020) lCOORD 
5020 FORMAT 0 
'o1RllE(7,9015) 
l f( KEY ) 1 2 SO\ 12 BO , 1 310 
1250 DO 1270 L = , MAXI 
00 1270 K = 1, MAXP 
00 1260 l = 1, 5 
Q(l) = U(l,ICOORD,K,L,1) 
1260 CONllNUE 
WRlTE(7,9020) lCOORD, K, L, UU, VV, WW, P 1 T 
1270 CONllNUE 
GO 10 1200 
1280 00 130G L = 1, MAXI 
00 130(. J = 1, ~AXR 
00 129 G I = 1 , 5 
Q(l) = U(I,J,ICOORD,L,1) 
1290 CONTINUE 
WRITE(7,9020) J, ICOORD, L, UU, VV, WW, P 1 T 
1300 CONTINUE 
60 TO 1200 
1310 DO 133C K = 1, MAXP 
DO 133 0 J = 1 , MAX R 
DO 132 C I = 1 , 5 
Q(I) = U(I,J,K,ICOORD,1) 
1320 CONTINUE 
wRITE(7,9020) J, K, ICOORD, UU, VV, WW, P 1 T 
1330 CONTINUE 




















































BEGIN LOOP THROUGH THE FLOW-FIELD COORDINATES, TO CO~PUTE THE SPATIAL 
DERIVATIVES AND SCLVE THE EQUATIONS OF MOTIO~. 
1340 DO 179( IZ = 1 1 MAXZ ZVPJST = IZ - 1 
ZVPIST = VPIST • (ZVPIST/ZM) 
DO 1790 IR= 1, ~AXR 
R = (IR-1> * DELR 
DO 1790 IP = 1, HAXP 
C GET DDR USING fOR~ARDIBACkWARO DIFFERENCES FCR PREDICTOR/CORRECTOR 
C STEP, EXCEPT AT IR= 1 OR MAXR, W~ERE THEY'RE THE SA,E EACH TIME. 
C NOTE THAT IR= 1 IS ACTUALLY RI~G OF ZERO RACIUS, WHERE L'HOSPITAL'S 
C RULE IS USED TO OeTAIN EQUATIONS TO ADVA~CE JN TIME ~TR= O. ALL 
C RADIAL DIFFERENCING AT THE CENTERLINE IS DONE WITH SEC0ND-ORDER 
C ACCURATE 3-POINT CNE-SIDEO DIFFERENCES. NOTE THAT WE ALSO CO~PUTE 
C 2ND-OERIVATIVES FOR USE IN DAMPING TERMS, EXCEPT AT ~ALL & Z-AXIS.  
IF(IR.EQ.1) GO TO 1400 
IF((IG.EQ.2).0R.(IR.EQ.MAXR)) GO TO 1~60 
DO 135C I= 1, 5 
DDR(I) = (U(I,IR-+1,IP,IZ,IG) - U(J,IR,IP,lZ,IG)) I DELR 1350 CONTINUE 
GO TO nso 
1360 DO 137C I= 1, 5 
DDR(I) = (U(l,IR,IP,IZ,IG) - U(I,IR-1,IP,JZ,IG)) J DELR 1370 CONTINUE 
1380 IF(JR.EQ.MAXR) GO TO 140C 
D0139CI=1,5 
D2R(I) = (U(I,IR+1 1 IP,IZ,IG) - 2.•U(I,IR,JP,IZ,IG) ♦ • U(I,I~-1,IP,IZ,IGJ) / DELR••2 1390 CONTINUE 
GO TO 1430 
1400 DO 1410 I= 1, 5 
D2R(I) = O. 
1410 CONTINUE 
IF(JR.NE.1) GO TO 1430 
DO 1 42 lJ I = 1 , 5 










































C COMPUTE DOP. NOTE EFFECT OF SYMMETRY CONDITION AT PfiJ = 0 OR PI. 
C ALSO GET 2ND DERl~ATIVES IN PHI-DIRECTION. C 
1430 IF(JP.EQ.1) GO TO 1470 
IF(IP.EQ.MAXP) 60 TO 149C 
IFCIG.t0.2) GO TO 1450 
DO 144 0 I = 1 , 5 
ODP(I) = (U(I,JR,IP+1,IZ,IG) - UCI,IR,IP,JZ,IG)) J DELP 1440 CONTINUE 
GO TO 1510 
1450 DO 1460 I = 1, 5 
DDP(I) = CU(l,IR,IP,IZ,IG) - U(J,JR,JP-1,JZ,JG)) J DELP 1460 CONTINUE 
GO TO 1510 
1470 DO 148C I= 1, 5 
DDPCI) = O. 
D2P(I) = 2.•(U(I,IR,IP+1,IZ,IG) - U(I,IR,JP,IZ,IG)) / DELP••2 1480 CONTINUE 
DDP(2) = U(2,IR,2,IZ,l6) J DELP 
D2P(2) = 0. 
GO TO 1530 
1490 DO 1500 I= 1, 5 
ODP(I) = O. 
02P(I) = 2.•CU<I,IR,MPM1,IZ,IG) - UCI,IR,,iAXP,IZ,JG)) / DELP••2 1500 CONTINUE 
0DP(2) = -UC2,IR,MPM1,IZ,IG) / DELP D2P(2) = O. 
GO TO 1530 
1510 DO 1520 I= 1, 5 
D2P(I) = CU{I,IR,IP+1,IZ,IG) - 2.•UCI,IR,JP,IZ,16) + • U(J,JR,IP-1,IZ,IG)) / DELP**2 
1520 CONTINUE 
C 
















































1530 If(IR.NE.1) GO TO 1600 
IF((IP.EQ.1).0R.(IP.EQ.MAXP)) GO TO 1570 
IFCIG.EQ.2) GO TO 1550 
DO 154 U I = 1 , 5 
D2RPCI) = (-(UCl,3rIP+1,IZ,IG)-UCI,3,IP,12,IG))/DELP + 4.• 
* (U(l,2,JP+1,IZ,1GJ-U(I,2,IP,IZ,IG))/DELP - 3.•DDF(I))/(2.•DELR) 
1540 CONTINUF 
GO TO 1600 
1550 DO 1560 I= 1, 5 
D2RP(l) = (-(U(l 3,IP,ll,IG)-U(I,3 IP-1,11,IG))/DELP + 4.• 
* (U(l,2t1P,1Z,1G)-U(I,2,1P-1,Il,1G))/DELP - 3.•DDF(I))/(2.•DELR) 
1560 CONTINUE 
GO TO 1600 
1570 DO 1580 1 = 1, 5 
D2RP(l) = 0. 
1580 CONTINUE 
IF(IP.EQ.MAXP) GO TO 159( 
D2RP(2)= (-U(2,3,2,1I,1G)+4.*U(2 1 2t2,1I,IE)-3.•U(,,1.2,IZ,I6)) 
• I (2.•DELR*OELP> 
GO TO 1600 
159 0 D 2 RP ( 2 ) = ( -U ( 2 , 3 , MP M 1 1 1 I , 1 G) + 4 • * U ( 2 , 2 , MP M 1 , l I , 1 G) - 3 • * * U(2,1 ,MPM1,Il,1G))l(c::.•CELR•DELP) 
C 
C COMPUTE DD1 AND D2l. 
C 
1600 If(II.EQ.1) GO TO 1610 
lf((IG.EQ.2).0R.(IZ.EQ.~AXI)) GO TO 1630 
1610 DO 162C 1 = 1, 5 
DDI(l) = (U(l,IR,IP•ll+1,IG) - U(l,IR,IP,lZ,lG)) I DELI 
1620 CONTINUE 
GO TO 1650 
16 3 0 DO 164 0 I = 1 , 5 
ODZ(I) = (U(l,IR,IP,IZ,16) - U(I,IR,IP,IZ-1,IG)) I DELI 
1640 CONTINUE 
1650 If((II.EQ.1).0R.(IZ.EQ.MAXz>) GO TO 1670 
DO 1 66 C 1 = 1 , 5 
D2ZCI> = (U(I,IR,1P,IZ+1,IG) - 2.•U<I,IR,IP,IZ,IG) + 
* U(I,IR,IP,lZ-1,lG)) / DELZ••2 
1660 CONTINUE 
GO TO 1690 
16 7 0 DO 1 68 0 I = 1 , 5 























































REQUIRED SPATIAL DERIVATIVES NOW COMPUTED. SET UP SO~E TEMPORARY 
VECTORS PRIOR TO SOLVING EQLATIUNS OF MOTION FOR THIS STEP. 
DO 170 G I = 1 , 5 
1700 
1710 
Q(I) = U(I,IR,IP,IZ,IG) 
CONTINUE 
ADWDZ = ABS(DWOZ) 
TOGP = T / (GAMMA•P) 
IF(IR.EQ.1) GO TO 1730 
DO 1710 I= 1, 5 
QODEL(I) = UU .. DDR(I) 
CONTINUE 
DELDOQ = DUDR ♦ UU/R ♦ 
♦ (VV/R) * DDP(I) -t WW* DCZ(I) 
D VDP/R ♦ DWDZ 
C FOR~ TIME DERIVATIVES FROM GOVERNING EQUATIO~S. C 
C 
TDC1) = ZVPIST•DUDZ - QDELU - TOGP•DPDR ♦ VV•*2/R 
TD(2) = ZVPIST•DVDZ - QDELV - TOGP•DPDP/R - UU•VV/R 
T0(3) = ZVPIST•Dwoz - QDELw - TOGP•DPDZ 
TDC4) = ZVPIST•DPDZ - QDELP - GAMMA*P*DELtOQ 
TDC5) = ZVPIST .. DTDZ - QOELJ - GAMM1•T•DELCOQ 
C ADD DAMPING TERMS TO CURRENl lIHE DERIVATIVE CALCULATION.  
ADUDR = ABS(DUOR) 
ADVDP = ARS(DVDP) 




TD(I) = TD(I) ♦ DF * (ADLDR*(D2R(J)+DDR(I)/R)•DELR••2 + (ADVDP/R)• * D2P(I)*DELP••2 + ADWDZ*02Z(I)•DELZ**2) 1720 CONTINUE 
GO TO 1760 
SECTION BELOW HANDLES SPECIAL CASE OF IR = 1 CR = O> • 1730 
1740 
DELDOQ = 2.•DUDR ♦ D2RP( 2 ) + D~DZ 
D0174CI=1,5 
QDDEL(I) = UU•DDR(I) + V\l*D2RP(I) 
CONTIN lJ E + DVDR•tDPCI) ♦ WW•DDZCI) 
TD(1) = ZVPIST•ouoz - QDELU -
TD(2) = ZVPIST•DVDZ - QDELV 
TD(3) = ZVPIST*DWDZ - QDELW 
TD(4) = ZVPIST•DPDZ - QDELP 
TD(S) = ZVPIST•DTDZ - QDELl 
TOGP•DPDR + 2.•vv•D VDR 






















































C FORM DAMPJNG TERMS. 
C 
D2VDRP = ABS(D2RP(2)) 
DO 175C I = 1, 5 
TD(I) = TD(I) + DF*(D2VDRP•D2P(I)*DELP••2 + ADWDZ•D2Z(I)*DELZ••2> 
1750 CONTINUE 
C 
C IF CORRECTOR STEP, COMPUTE AVERAGE TIME DEPI\ATIVE. 
C 
1760 IF(IG.EQ.1) GO TO 1780 
DO 177 G l = 1 5 
TD(l) = (TD(ll + TDU(I,Ifi,IP,IZ}) / 2. 
1770 CONTINUE 
C 
C USE TAYLOR SERIES TO ADVANCE. IN TIME. 
C 
1780 DO 179C I= 1, 5 
U(I,IR,IP,Il,NG) = U(lplR,IP,IZ,1) + DEllJT * TD(I) 
TOUCI,1R,1P,I1) = lD(l> 
1790 CONTINUE 
C 
TIME= TIME+ DELTAT 
RllME = TIME * TIREF 
1800 CONTINUE 
ll = MAXIT 
MAXIT = MAXIT + (MAXIT-l~IT) + 1 
lNIT = 11 ♦ 1 
GO TO 1820 
C IF NORMAL EXIT, WRITE OUTPUT ON RESTART FILE FOR NEXT TIME. 
C 
1810 MAXIT = MAXIT ♦ (IT-INIT) 
INIT = IT 
1820 WRITE(9,5000) IREMRK 
WRITE.(9,5005) INIT,MAXIT,N~RITE,CFL,TIME,ETIME,DELZ,MAXR, 
1 MAXP,MAXZ,IVIR,IVER,PAME,TAMB,RMAX,Z~AX,~L,GAP,E~PM 
DO 184 0 L = 1 , MAX Z 
DO 184 0 K = 1 , MAX P 
DO 184C J = 1, MAXR 
DO 1 83 0 I = 1 , 5 









8. Sample Input Data Set 
· 1Z37;5()789012345e789C123456789012345678901234567BSC123456789012345t7890 (column counter) 
3000 ~PM TEST RUN FCR tlllNDRICAL ENGl~E PROGRA~ • 
1 10GC 250 .7000+CO 
.ocooooo .0000000 .ooocooo 
9 9 ,o 5 S .1000+01 .1000+01 
• tiooc-01 .c;oco-01 .,000-01 .1000-01 .3ooo+c.4 
.oocoooo .ocooooo .ooooooc 1.occcoo+co 












1 .o couoo+ co 
1 .0 CCCOO+ CO 
1.ooooco+oo 









C. Portion of Sample Output for Input Data of Section B 
3-D I. C, ENGihE INVISCID FLOWFIELD CALCULATION IN CYLINDRIC IL 
COORDINAlES WITH PRIME VECTOR U = (U, V, W, P, T), ANO GOVER~ING 
EQUATIONS IN NGN-CONSERVATION FOR~. THIS VERSION CONTAINS 2~D-
0RDER DA,PING TERMS FOR STABILITY, AND USES L~HOSPITAL~S RULE TO OBTAI~ ~ SET OF EQUATIONS AT R = O. 
CCMMENTS ON THIS RUN: 3000 RPM TEST RUN FO~ CYLINDRICAL ENGJNE PROGfiA~. 








# OF R POif'.TS-
# OF PHI PCINTS-













REFE ~E hCE FRESSURE-
REFE~EhCE TEMP,-
SPECJFJC GAS CONST.-













C 5, Q, 1) 













SE CON OS 
MET ER S 
METERS 
RPM 











TIME STEP # 250 REAL TIME - .579650-03 SECONDS NON-DIMENSIO~AL r1,E - 19.2C37 PISTON POSITJO~ - 1.06614 CRANKSHAFT A~GLE - 10.4337 DEGREES PISTON VELOCITY - .686915-02 
CIR,IP,IZ) CU> CV> CW) (P) CT) 
( 1' 9, 1) -. H24<i7-01 .000000 .o 00000 .990019 .Q9i142 < 2, <;, 1 ) -.~560E5-01 .ooocoo .IJ00000 .997774 .99S377 
( 3, <;, 1) -.253411-01 .000000 .000000 .991378 .99i573 
C 4, 9, 1) .coooco .000G00 .304646-01 .999 C70 .99<;734 C 5, 9, 1) .coooco .000000 .4 58290-01 .998531 .99S580 C 6, <;, 1 ) .coooco .000000 .334047-01 .999219 .9<;i S777 
( 7, 9, 1 > .coooco .000000 .2 27 982 -C1 .999636 .99S896 
( 8, 9, 1) .4276<;7-02 .000000 .000000 .994498 .99H62 ( 9' 9, 1 > .coooco .000000 .000000 .998 532 .99S585 
I 
( 1, c;, 2) ·• !892S1-01 .000000 .5 73 078 -03 .9 90 309 .99i224 __, 
( 2' <;, 2) -.!906e5-01 .000000 -.1c2511-02 .998262 .99S513 N 
""" 
C 3, 9, 2 > -.:?37341-01 .000000 -.155693-02 .992C52 .99 i760 
I 
< 4, 9, 2) -.250352-01 .000000 .351388-01 .9 99 208 .99S?71 < s, 9, 2) -.:?98279-02 .000000 .428171-01 .997567 .99S312 < 6, 9, 2) .101316-02 .ooocoo .3 23 624-01 .998863 .99S676 ( 7, 9, 2) .117059-01 .ooocoo .2 10730-01 .998S29 .99S674 C 8, 9, 2) .<i904S5-02 .ooocoo .6 90 401 -04 .995862 .99E818 < 9, <;, 2) .coooco .ooocoo .678546-03 .999928 .99S986 ( 1, 9, 3) -.3807<;3-01 .000000 .138543-02 .990185 .991190 
( 2, <;, 3) -.~94244-01 .000000 -.906843-03 .998142 .99S473 ( 3' c;, 3) -.q12e9-01 .000000 .497224-04 .991877 .99i684 
C 4, c;, 3) -. :!46847-01 .000000 .322627-01 .999772 .99S950 
( s, 9, 3 > -.S884(4-02 .ooocoo .398559-01 .996471 .99S017 
( 6, 9, 3 > -205344-02 .000000 .2 93 750-01 .998 533 .99S583 
( 7, 9, 3) .150575-01 .000000 .194041-01 .998117 .99S488 
C 8, 9, 3) .C,82226-02 .000000 .144124-02 .995627 .99f753 
< 9, 9, 3) .coooco .ooocoo .255019-02 .999319 .99S809 
C 1' c;, 4 ) --~67699-01 .000000 -222141-02 .990284 .99i217 
( 2, 9, 4 > -.402619-01 .000000 -724784-03 .997853 .99S392 
( 3, C,, 4) --~188t:2-01 .ooocoo .154873-02 .9 91864 ■ 99i678 
( 4, 9, 4) -.376129-01 .000000 .2b6755-01 1.00C32 1.oco12 
C 5, 9, 4) -.1122E4-01 .000000 .3 44 2 96 -Cl1 .996<;13 .99S138 
C 6, c;, 4) -206575-02 .000000 ■ 253990-01 .998 560 .99S591 
< 7, c; , 4) .14ote5-01 .000000 .174468-01 .9'78120 .99S4QC 
C 8, c;, 4 ) .t146916-02 .000000 .259647-02 .995762 .99f791 
C 9, 9, 4) .coooco .nooooo .379916-02 .999319 .99 S809 
-125-
D. Running Time for Sample Case 
The execution time for the sample case given above, with 810 
grid points used to specify the geometry, is about 16.5 minutes per 
thousand time steps. This figure is for the UNIVAC 1100/40, with a 
printing interval of 250 time steps. Approximately 16000 time steps 
(using a CFL multiplier of approximately .7) are required for a full 
four-stroke solution. The UNIVAC 1100/40 is about twice as fast as 
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