We unify the theory of cyclic and diagonal products of elements of matrices. We obtain some new results on diagonal similarity, diagonal equivalence, complete reducibility and total support.
Cyclic products of elements of matrices have been considered by Fiedler and P t a k [4] . Diagonal products were considered b y Sinkhorn and K n o p p Elll. We a t t e m p t to give a unified t r e a t m e n t of both concepts, thereby obtaining some new results.
In Sec. 2 we introduce the equivalence relations c and s on the set Dn of all n × n matrices with elements in an integral domain D. Here A c B if all corresponding cyclic products for A and B are equal (2.6), and A s B if all corresponding diagonal products are equal (2.8) . We then introduce the operators A -~A c and A ~A s. We obtain A c from A b y setting equal to 0 all elements t h a t do not lie on a nonzero cyclic product, and similarly, we obtain A s using diagonal products. We introduce a partial (2.37) , and the bound n is sharp (2.38). If A s # 0, then there is a permutation matrix P for which A ~ = P I ( P A ) c (2.37).
In Sec. 3, we present a unified theory of irreducible and fully indecomposable matrices. Using our definitions, we present proofs of some known results, e.g. (3.14) . Other results in this section are intuitively obvious, but have not been stated before, since they require the definitions of Sec. 2 for a formal statement, e.g. (3.15) , (3.16) .
In See. 4 we find necessary and sufficient conditions for two matrices with elements in a field to be diagonally similar and to be diagonally equivalent. We prove the following result (4.1), which is closely related to Fiedler We show, (4.5) , that A is irreducible if and only if, for all B, A c B implies that A and B are diagonally similar; and we prove an analogous condition for full indecomposability, (4.12) .
Let a ~ 5 be a multiplicative mapping of the field, and let B t be the transpose of B. We then apply the results of this section to determine necessary and sufficient conditions for a matrix to be diagonally similar to a matrix B where B = B t, Secs. 4.14 and 4.19. Corollaries 4.20 and 4.22 generalize results of Parter and Youngs [9] concerning necessary and sufficient conditions for a matrix to be diagonally similar to a symmetric or skew-symmetric matrix.
In Sec. 5 we show that a fully indecomposable matrix A is diagonally equivalent to a (0, 1) matrix if and only if all nonzero diagonal products equal a constant with an nth root in the field (5.2). When A is a nonnegative matrix, this result is due to Sinkhorn and Knopp [llj. Analogously, an irreducible matrix A is diagonally similar to a (0, 1) matrix if and only if all nonzero cyclic products equal 1 (5.8) .
In Sec. 6 we consider real and complex matrices, and present characterizations of full indecomposability, (6.10) , and total support (6. Let A be a n o n s i n g u l a r M -m a t r i x . If B is a m a t r i x with Ibiil <~ aii a n d
Ibijt >~ -a. a n d ( (iv) If fl = (il, i2 . . . . . ira) a n d~ = (il, i2 . . . . . /'r) are p a t h s w i t h i~ = il then fix will denote the p a t h (il, i2 . . . . . i,~, 1"2 . . . . . ],).
COMMENT. Fiedler a n d P t a k [4] say " c y c l e " where we say "closed p a t h , " and "simple cycle" where we say "cycle." F o r a ~ S(n~ a n d A E D n we d e f i n e H , ( A ) = I -I i~ 1 aio(ir Also, II,(A) is said to be a diagonal product. 
.. it)
is also a nonzero closed p a t h (cycle) for A and HB(A ) = HT(A ). 
IIB(A ) = llo(A)H~t(A) = Hy,(A) . . . Hy,(A)
for all A E D~.
(ii) Let D be the integers, and let the elements of A be distinct primes The set of all permutation matrices in Do will be denoted by ~.
(ii) For 1 ~ i, i ~ n, let 0¢(i, j) ~ S(~) be the transposition of i and i.
We now prove the following combinatorial relation between the .~ and the .s operators.
LEMMA 2.33. L e t A ~ Dn, a n d let k be an integer, 1 ~ k ~ n, a n d let m = m a x { k , n + l --k } . (i) Define
B i = R i -l ( R i A S i ) c S i -1,
B = sup{B/: i = 1 . . . . . m}. J1 --0 , . . . , k --1}, 11 = {k . . . . . n}, J2 = {1 . . . . . k},
We consider 5 (overlapping) sets such t h a t each pair (i, i), 1 ~ i, ~ ~ n
belongs to one of these sets, and we prove bij = 0 in each case.
(1)
l ~i~k , k~i~n .
Since R,~ = S m = I, it follows t h a t Bm = A c. But a,t = 0, hence putting F = B,~, we have /it = 0 . Thusbi~ = 0 . 
R i -I ( R i A S i ) c S i -1 = R~-I S~-~( S , R , A S , S~-I ) ¢ S , S~ -1 = Q i -I ( Q i A ) c.
Hence b y (i),
•
We shall show t h a t there exists a m a t r i x A for which m p e r m u t a t i o n s are actually required in L e m m a 2.33. To show this, we define a m a t r i x A such that, for each a E S(n), either ( P , A ) * = P~A or (P,A) c has precisely one zero row and column. Since 151 + IAI = n + 1 we have I 1 N J2 # 4" Hence, there is a q, l~q .~n such that q f f I l f l J~. We shall partition the set of (i,]'), 1 ~ i, ]" ~-~ n into 4 sets, and consider bi~. in each case.
(1) i ~ J1, i ~ 11.
Then (j, i) is a nonzero path (for B), whence bi~. = b~j, by Remark 2.13(iii). Again (i, i) is a nonzero path, whence bi~. = bii. P r o @ Let a a n d v be the p e r m u t a t i o n associated with P a n d Q respectively. Let A = sup{A(~): r = 1 . . . . . k}, C (r) = PA(~)Q, a n d C = sup{C(r': r --1 . . . . . k}. T h e n ci~ = a,(i,,¢¢,, c~) = a(a~!),(j), i, j = 1 . . . . . n. (ii) A is an equivalence relation. (iv) Let E, F be two equivalence classes for A. We m a y define E ~< F if there exist i ~ E and/" 6 F such that there is a nonzero path for A from i to/'. Then it is easy to see that ~ is a partial order on the set of equivalence
(v) It is easy to see that any finite partially ordered set has a total ordering consistent with the partial ordering. Let E1 . . . . , Er be the equivalence classes forA ordered so that Ei ~ Ej implies i <~ i, i ~< i,/" ~ r. Thus there exists a permutation matrix P such that (ii) The set of fully indecomposable matrices in Dn will be denoted by .9°1 . (ii) JV 0 {4} is an initial segment of ~¢. 
Pro@ If a(i) = i, then i B a(i). So suppose a(i) # i. Let 1 ~ i ~ n and suppose a m ( i ) = i , a k ( i ) # i, 1 ~k < m .

Let y be the cycle [i,a(i) . . . . . am(i)~.
Let G = P , B .
. , m --1, bok+l(~)ok(O = go~(~)~(O # 0 since G ~W . Hence II~(B) # 0 and i B a(i). []
LEMMA 3.13. Let B ~ D, and let a E S(n). I] a(i) B i/or i = 1, 2 . . . . . n and G = P~B then i G i implies i B i, l ~ i, i ~ n.
Pro@ Pro@ (1) ~ (2). Let A e ~1. B y Corollary 2.27 and Lemma 3.11, there is a P ~ ~ such that P A E W . B y Definition 3.6, P A ~ c~ 1.
(2) ~( 1 ) . L e t G = P A e W f l~I . L e t a~S ( . ) a n d B = Po-IG. Since P , B eM/', it follows by Lemma 3.12 that i B a(i), for all i, i = 1 . . . . . n. Since G ~ c~ 1 we have i G i, for all i, f, 1 ~ i, j" ~ n. Hence, by Lemma Pro@ (i) follows from R e m a r k 3.2(vi).
(ii) B y L e m m a 3.14, there is a P s u c h that P A E~/V" fl ~1" B y R e m a r k 2.9(iii) 
) For all i and ~ there is a permutation a e S~ I such that a(i) = ~ and P r o @ (1) ~ (2). Assume A c ~1 .
Then there is a p e r m u t a t i o n p e S (~ I such that P e A e W I N W .
Let B = P E A . L e t i , 1"begiven, 1 i , j~n . 
Icp--1(i) l•p--l(i) l~i
where a = yp-X.
(2) ~ (1). Let p e S{n}, and let B = PpA. W e first shall show that B satisfies (2) . Let 1 ~ i, 7" ~ n. B y assumption there exists a a e S{n) (1) A~5 p.
G. M. E N G E L A N D H. S C H N E I D E
(2) For a l l B • o~, i f B s A t h e n B ---A 8. SECTION 4 In the sequel, F will denote a field. 
CASE (ii). A # A c. T h e n A < A % a n d A c A t. diagonal m a t r i x D such t h a t D-1A cD = A. •
Hence there is no 
Proo/. (2) ~ (1). By Remark 2.9(ii),
A s A s = D1BsD2 = (D1BD2)s s D I B D 2 s B.
(1) ~( 2 ) . CASEI. A s = 0 . T h e n B s = 0 , a n d ( 2 ) follows. (ii) /L(B). Then the /ollowing are equivalent.
Pro@ Obvious from Theorem 6.7.
As an analogue to Remark 2.21(iv) we have the following lemma. T h e n F = X G Y a n d IXI = IYI = I . L e t D1 = ( Q p ) T X Q p a n d D2 = QTyQ. T h e n A = D1BD2 a n d D1, D2 are d i a g o n a l m a t r i c e s , s u c h t h a t t D l l --IDol = Z. 
Pro@ If t B I~A
t h e n IB~I ~A '~b y L e m m a 6 . 6 . S i n c e A s e S f , t h e r e s u l t follows b y T h e o r e m 6.13.
