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Abstract: This note presents the derivation of the maximum entropy distribution of a real
variable on the unit segment, when its first moment is constrained. The functional form of
the resulting distribution is an exponential with two Lagrange multipliers. We show that
there is unique solution for those multipliers. However this solution has to be numerically
approximated. As a special case, we find the uniform distribution when the constrained
mean is centered.
Key-words: probability, bayes, maximum entropy principle
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Distribution de maximum d’entropie de moyenne
contrainte
Résumé : Cette note présente la dérivation de la distribution d’entropie maximale et de
moyenne fixée pour une variable réelle dans l’intervalle unité. La solution est une fonction
exponentielle avec deux multiplicateurs de Lagrange. Nous montrons qu’il existe une unique
solution pour ces multiplicateurs quelque soit la contrainte. Cependant cette solution doit
être approximée numériquement. En particulier, lorsque la moyenne imposée est un demi,
nous obtenons la distribution uniforme.
Mots-clés : probabilité, bayes, principe de maximum d’entropie
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1 Système d’équation
Soit X une variable aléatoire réelle à valeur dans [0, 1]. Soit m = Ep[X ] ∈ [0, 1] l’espérance
de sa distribution de probabilité p. Nous cherchons la distribution maximisant l’entropie
différentielle définie par :
H(p) = −
∫ 1
0
p(x) ln p(x) dx. (1)
Comme p doit être normalisée, les deux contraintes sont :
Ep[1] =
∫ 1
0
p(x) dx = 1 (2)
Ep[X ] =
∫ 1
0
x p(x) dx = m. (3)
Le lagrangien à maximiser est :
H [p] + λ0
(
∫ 1
0
p(x) dx − 1
)
+ λ1
(
∫ 1
0
x p(x) dx − m
)
(4)
Alors le calcul variationnel nous donne p comme la solution du système S :











p(x) = eλ0+λx
∫ 1
0
p(x) dx = 1
∫ 1
0
x p(x) dx = m.
2 Solution générale
Le valeur du couple (λ0, λ) est fixée par les deux équations intégrales. Nous trouvons après
une étude de cas
λ0 = ln
(
λ
eλ − 1
)
avec λ unique solution de
m =
eλ
eλ − 1
−
1
λ
.
Le problème est que la fonction
M(λ) =
eλ
eλ − 1
−
1
λ
n’est pas inversible analytiquement. Donc, en dehors du cas m = 1
2
traité dans la section 3,
nous devrons trouver (λ0, λ) de façon numérique. Cependant, ce couple existe et est unique
car la fonction M (voir courbe 1 ) est bijective de R∗ dans [0, 1
2
[ ∪ ] 1
2
, 1].
Cette bijection, démontrée dans la section 5, est cohérente avec l’existence et l’unicité
de la distribution de maximum d’entropie.
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Figure 1: m = M(λ). L’axe des abscisses représente λ. Allure de la fonction permettant
de trouver numériquement λ sachant la moyenne m. Cette fonction n’est pas définie en 0,
mais s’y prolonge par continuité.
3 Cas particulier m = 1/2
Le cas m = 1
2
est particulier pour deux raisons :
• Nous connaissons intuitivement le résultat : p(x) = 1
• Les calculs sont différents car dans ce cas λ = 0, et donc nous ne pouvons pas faire les
intégrations de la même façon.
Nous montrons proprement (section 4) que si m = 1
2
alors l’unique solution est λ0 = λ = 0
et donc p est uniforme.
Ceci peut se retrouver dans le cas général car, bien que la fonction M ne soit pas définie
en 0, elle s’y prolonge par continuité pour prendre la valeur 1
2
. Ainsi, par abus de notation
M−1( 1
2
) = 0.
4 Démonstration
Notons A l’intégrale de normalisation et B celle de la contrainte. Nous cherchons S =
{(λ, λ0)|A, B} avec :
A :
∫ 1
0
eλ0+λx dx = 1
B :
∫ 1
0
x eλ0+λx dx = m.
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Pour pouvoir déterminer les primitives il faut séparer le cas λ = 0 des autres. Notons
l’ensemble des solutions S = S1 ∪ S2.
4.1 Cas λ = 0
Dans ce cas A ⇒ eλ0 = 1 ⇒ λ0 = 0. Mais B ⇒
1
2
= m.
Donc il y deux sous-cas : soit m = 1
2
et alors (0, 0) est solution. Soit m 6= 1
2
et il n’y a
pas de solutions de la forme (0, λ0).
S1 =
{
{(0, 0)} si m = 1
2
∅ sinon.
4.2 Cas λ 6= 0
Dans ce cas nous pouvons intégrer A et B par partie. Nous obtenons alors le système :









λ0 = ln
(
λ
eλ − 1
)
m =
eλ
eλ − 1
−
1
λ
= M(λ)
qui admet une solution unique (λ∗, λ∗0) pour tout m 6=
1
2
. Il n’y a pas de solution pour
m = 1
2
car M−1 n’est pas définie en 1
2
. Notons :
S2 =
{
{(λ∗, λ∗0)} si m 6=
1
2
∅ sinon.
4.3 Réunification des cas
S = S1 ∪ S2 =
{
{(λ∗, λ∗0)} si m 6=
1
2
(0, 0) si m = 1
2
.
5 Bijectivité de la fonction M
Nous montrons dans cette partie que la fonction
M(λ) =
eλ
eλ − 1
−
1
λ
est bijective de R∗ dans [0, 1
2
[ ∪ ] 1
2
, 1] et que donc l’équation M(λ) = m y admet une solution
unique.
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Pour cela, nous traçons le tableau de variation de M en étudiant le signe se dérivée.
Comme cette dérivée n’est pas simple nous allons l’étudier en la dérivant. Finalement nous
devrons dériver 5 fois avant de pouvoir conclure.
M ′(x) =
(ex − 1)2 − x2ex
(ex − 1)2 x2
Comme le dénominateur est positif, étudions le signe du numérateur que nous notons f(x) :
f ′(x) = ex(2(ex − 1) − 2x − x2).
Comme ex est positif, étudions le signe de g(x) = 2(ex − 1) − 2x − x2 :
g′(x) = 2ex − 2x − 2
g′′(x) = 2ex − 2
g′′′(x) = 2ex > 0.
De plus comme g′′(0) = g′(0) = g(0) = f(0) = 0, nous avons le tableau de variation 2
permettant de propager les signes et donc de conclure que M est croissante sur [0, 1
2
[ et sur
] 1
2
, 1]. Mais comme
lim
x→0+
M(x) = lim
x→0−
M(x) =
1
2
,
nous pouvons affirmer que M est strictement croissante sur son domaine de définition.
Le calcul de la limite se fait par développement limité à l’ordre 2 de M .
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Figure 2: Tableau de variation de M .
6 Exemples de distributions
Voici quelques exemples de distributions de maximum d’entropie en fonction du paramètre
m.
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