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Lp(Ω)-Difference of One-Dimensional Stochastic Differential
Equations with Discontinuous Drift ∗
Dai Taguchi †
Abstract
We consider a one-dimensional stochastic differential equations (SDE) with irregular coef-
ficients. The purpose of this paper is to estimate the Lp(Ω)-difference of SDEs using the norm
of the difference of coefficients, where the discontinuous drift coefficient satisfies a one-sided
Lipschitz condition and the diffusion coefficient is bounded, uniformly elliptic and Ho¨lder con-
tinuous. As an application, we consider the stability problem.
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1 Introduction
Let us consider a one-dimensional stochastic differential equation (SDE)
Xt = x0 +
∫ t
0
b(Xs)ds+
∫ t
0
σ(Xs)dWs, x0 ∈ R, t ∈ [0, T ], (1)
where W := (Wt)0≤t≤T is a standard one-dimensional Brownian motion on a probability space
(Ω,F ,P) with a filtration (Ft)0≤t≤T satisfying the usual conditions. The drift coefficient b and
the diffusion coefficient σ are Borel-measurable functions from R into R. The diffusion process
X := (Xt)0≤t≤T is used in many fields of application, for example, mathematical finance, optimal
control problem and filtering.
Let X(n) be a solution of the SDE (1) with drift coefficient bn and diffusion coefficient σn.
Basically, the “stability problem” is a convergence problem such that the sequence (X(n))n∈N tends
to X under the condition of convergence of the coefficients (bn, σn)→ (b, σ) in some sense. Stroock
and Varadhan in chapter 11 of [20] introduce the stability problem in the law sense in order to
consider the martingale problem with continuous and locally bounded coefficients. Kawabata and
Yamada in [14] consider the strong convergence of the stability problem under the condition that
the drift coefficients b and bn are Lipschitz continuous function, diffusion coefficients σ and σn are
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Ho¨lder continuous and (bn, σn) locally uniformly converge to (b, σ) (see [14], example 1). Kaneko
and Nakao [12] prove that if the coefficients bn and σn are uniformly bounded, σn is uniformly
elliptic and (bn, σn) tend to (b, σ) in L
1 sense, then X(n) converge to X in L2 sense. Moreover
they also prove that solution of SDE (1) is constructed by the Euler-Maruyama scheme under
the condition that coefficients b and σ are continuous and linear growth (see [12], Theorem D).
Recently, under the Nakao-Le Gall condition, Hashimoto and Tsuchiya [10] prove that (X(n))n∈N
converges to X in Lp sense with p ≥ 1 and give the rate of convergence under the condition that
bn → b and σn → σ in L1 and L2 sense, respectively. They use the Yamada and Watanabe
approximation technique which was introduced in [22] and some estimates for the local time.
On a related study, the convergence for the Euler-Maruyama scheme with non-Lipschitz coef-
ficients have been studied recently. Yan [21] has proven that if the sets of discontinuous points of
b and σ are countable, then the Euler-Maruyama scheme weakly convergence to the unique weak
solution of SDE. Kohatsu-Higa, Lejay and Yasuda [15] have studied weak approximation error for
a one-dimensional SDE with the drift 1(−∞,0](x)−1(0,+∞)(x) and constant diffusion. Gyo¨ngy and
Ra´sonyi [9] give the order of the rate of convergence for a one-dimensional SDE when the drift is
the sum of a Lipschitz and a monotone decreasing Ho¨lder continuous function and the diffusion
coefficient is Ho¨lder continuous. In [18], Ngo and Taguchi extend their results in some sense. They
prove that for multi-dimensional SDE, if the drift coefficient is a one-sided Lipschitz function and
the diffusion coefficient is Ho¨lder continuous, then the Euler-Maruyama scheme convergence in Lp
sense. They also give the order of the rate of convergence. The estimate of the density of the
Euler-Maruyama scheme which is proved by Lemaire and Menozzi in [17] plays a crucial role in
their arguments.
The purpose of this paper is to estimate the expectation of difference of SDEs using the norm
of the difference of coefficients. More precisely, for another one-dimensional SDE
Xˆt = x0 +
∫ t
0
bˆ(Xˆs)ds+
∫ t
0
σˆ(Xˆs)dWs, (2)
we will prove the following inequality:
E[ sup
0≤t≤T
|Xt − Xˆt|] ≤ C(||b − bˆ||1 ∨ ||σ − σˆ||22)η−1/2,
where η is Ho¨lder exponent of the diffusion coefficients, C is a positive constant and || · ||p is a
Lp-norm with respect to some measure which is defined in definition 2.4 and absolute continuous
with respect to Lebesgue measure. We will also estimate E[sup0≤t≤T |Xt− Xˆt|p] for any p > 1. As
an application of our main results, we can consider the strong rate of convergence for the stability
problem (see section 4). Meanwhile, in finance, we may apply main results to estimate error of
so-called “calibration”.
To obtain our main results, we will use the fact that the density of the SDE is bounded above
by a Gaussian type bound. Using this estimate, we can consider a measure of the norm || · ||p
where is absolute continuous with respect to Lebesgue measure. Gaussian type estimate are well
known if the coefficients b and σ are smooth enough (see, [2], [19] or [17]). In this paper we will
prove the Gaussian upper bound if the drift coefficient is bounded measurable and the diffusion
coefficient is bounded, uniformly elliptic and Ho¨lder continuous. The idea of the proof is a “Taylor-
like expansion” of the density. This expansion is also called the “Parametrix method” which is
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a method to construct fundamental solutions for parabolic type partial differential equations (see
[7]). Bally and Kohatsu-Higa [4] prove this expansion using a semigroup approach and obtain the
density of the solution of SDE with bounded measurable drift coefficient and diffusion coefficient
which is bounded, uniformly elliptic and Ho¨lder continuous.
Finally, we note that SDEs with discontinuous drift coefficient have many applications such
as mathematical finance [1, 11], optimal control problems [5] and see also [6, 16].
This paper is divided as follows: Section 2 introduces the definition of class of function which
includes the discontinuous functions and main results. All the proofs are shown in Section 3. In
Section 4, we apply the main results to the stability problem.
2 Main Results
2.1 Notations and Assumptions
We first define the class of functions which includes discontinuous functions.
Definition 2.1. A function f : R → R is called a one-sided Lipschitz function if there exists a
positive constant L such that for any x, y ∈ R,
(x − y)(f(x)− f(y)) ≤ L|x− y|2.
Let L be the class of all one-sided Lipschitz functions.
Remark 2.2. By the definition of the class L, if f, g ∈ L and α ≥ 0, then f + g, αf ∈ L. The
one-sided Lipschitz property is closely related to the monotonicity condition. Actually, a monotone
decreasing function is a one-sided Lipschitz function. Moreover, a Lipschitz continuous function is
also a one-sided Lipschitz function.
Now we give assumptions for the coefficients b, bˆ, σ and σˆ.
Assumption 2.3. We assume that the coefficients b, bˆ, σ and σˆ satisfy the following conditions:
A-(i) : b ∈ L.
A-(ii) : b and bˆ are bounded measurable, i.e., there exists K > 0 such that
sup
x∈R
(
|b(x)| ∨ |bˆ(x)|
)
≤ K.
A-(iii) : σ and σˆ are η := 1/2 + α-Ho¨lder continuous with α ∈ [0, 1/2], i.e., there exists K > 0 such
that
sup
x,y∈R,x 6=y
( |σ(x) − σ(y)|
|x− y|η ∨
|σˆ(x) − σˆ(y)|
|x− y|η
)
≤ K.
A-(iv) : a = σ2 and aˆ = σˆ2 are bounded and uniformly elliptic, i.e., there exists λ ≥ 1 such that for
any x ∈ R,
λ−1 ≤ a(x) ≤ λ and λ−1 ≤ aˆ(x) ≤ λ.
3
A-(p) : For given p ≥ 1,
εp := ||b− bˆ||pp ∨ ||σ − σˆ||2p2p < 1,
where || · ||p is defined in Definition 2.4. Moreover, if α = 0,
1
log(1/εp)
< 1.
Definition 2.4. Let p ≥ 1. For bounded measurable function f , a norm || · ||p is defined by
||f ||p :=
(∫
R
|f(x)|pe−
|x−x0|
2
2(8λ)T dx
)1/p
<∞.
Remark 2.5. Assume that A-(ii), A-(iii) and A-(iv) hold. Then SDE (1) and SDE (2) have unique
strong solution (see [23]).
2.2 Main Theorems
Throughout this paper, we use the positive constant C. Unless explicitly stated otherwise, the
constant C depends only on K,L, T, p, α, λ and x0. Moreover the constant C may change from
line to line.
Theorem 2.6. Assume that Assumption 2.3 with p = 1 holds. Then
sup
τ∈T
E[|Xτ − Xˆτ |] ≤


Cε
2α/(2α+1)
1 if α ∈ (0, 1/2],
C
log(1/ε1)
if α = 0,
where T is the set of all stopping times τ ≤ T .
Theorem 2.7. Assume that Assumption 2.3 with p = 1 holds. Then
E[ sup
0≤t≤T
|Xt − Xˆt|] ≤


Cεα1 if α ∈ (0, 1/2],
C√
log(1/ε1)
if α = 0.
Theorem 2.8. Let p ≥ 2. Assume that Assumption 2.3 with p holds. Then
E[ sup
0≤t≤T
|Xt − Xˆt|p] ≤


Cε1/2p . if α = 1/2,
Cε
2α/(2α+1)
1 if α ∈ (0, 1/2),
C
log(1/ε1)
if α = 0.
Using Jensen’s inequality, we can extend Theorem 2.8 as follows.
Corollary 2.9. Let p ∈ (1, 2). Assume that Assumption 2.3 with 2p holds. Then
E[ sup
0≤t≤T
|Xt − Xˆt|p] ≤


Cε
1/2
2p . if α = 1/2,
Cε
α/(2α+1)
1 if α ∈ (0, 1/2),
C√
log(1/ε1)
if α = 0.
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We extend Theorem 2.6 for a error of function of bounded variation. We first recall the
definition of a set of function of bounded variation.
Definition 2.10. For a function f : R→ R, a function Tf is defined by
Tf (x) := sup
N∑
j=1
|f(xj)− f(xj−1)|,
where the supremum is taken over N and all partitions −∞ < x0 < x1 < · · · < xN = x <∞. We
call f a function of bounded variation, if
V (f) := lim
x→∞
Tf(x) <∞.
Let BV be the class of all functions of bounded variation.
For a function of bounded variation, we have the following error estimate.
Corollary 2.11. Assume that Assumption 2.3 with p = 1 holds. Then for any g ∈ BV and r ≥ 1,
E[|g(XT )− g(XˆT )|r] ≤


V (g)rCε
α/(2α+1)
1 if α ∈ (0, 1/2],
V (g)rC√
log(1/ε1)
if α = 0.
3 Proof of the main results
3.1 Gaussian bound for the density of SDE
In this section we consider the density estimate for SDE (1). It is well known that if the coefficients b
and σ are smooth enough, then the density of the solution of SDE can be bounded above and below
by Gaussian densities (see, [2], [19] or [17]). The aim of this section is to prove the upper bound for
the densities of SDE (1) with bounded measurable drift coefficient and bounded, uniformly elliptic
and Ho¨lder continuous diffusion coefficient. First we introduce the result of an expansion for the
density pt(x0, ·) of Xt.
Proposition 3.1 ([4] Theorem 5.6 or Proposition 6.2). Assume that A-(ii), A-(iii) and A-(iv)
hold. We define
Iˆmt0 (y0, ym+1) :=
∫ t0
0
dt1 · · ·
∫ tm−1
0
dtm
∫
Rm
dy1 · · · dym
×
m−1∏
i=0
θˆti−ti+1(yi+1, yi)p
yi
ti−ti+1(yi+1, yi)p
ym
tm (ym+1, ym),
where the functions θˆt(x, z) and p
z
t (x, y) are given by
θˆt(x, z) :=
a(x) − a(z)
2
{
(z − x− b(z)t)2
t2a2(z)
− 1
ta(z)
}
− (b(x) − b(z)) (z − x− b(z)t)
ta(z)
,
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and
pzt (x, y) :=
e−
|y−x−b(z)t|2
2a(z)t√
2pia(z)t
.
Then for any t ∈ (0, T ], the density of Xt exists and satisfies the following expansion:
pt(x0, y) = p
y
t (x0, y) +
∞∑
m=1
Iˆmt (y, x0).
Remark 3.2. Under the assumptions A-(ii), A-(iii) with η ∈ (1/2, 1] and A-(iv), Fournier and
Printems ([8], Theorem 2.1, 2010) prove that for any t ∈ (0, T ], the density of Xt exists.
The following lemma is useful to prove the upper estimate for the density.
Lemma 3.3. Assume that A-(ii), A-(iii) and A-(iv) hold. Let t0 = T . For any x, z ∈ R and
t ∈ (0, t0], ∣∣∣θˆt(x, z)∣∣∣ pzt (x, z) ≤ C0t1−η/2 p8λ(t, x, z),
where
pc(t, x, z) :=
e−
|x−z|2
2ct√
2pict
and
C0 :=8Kλ
3/2 exp(t0K
2/(4λ)− 1/2)t(1−η)/20
+2(3η+1)/2(4 + e)Kλ2+η/2 exp(t0K
2/(4λ)− 1− η/2).
Proof. We divide the two parts;
First (drift part): Note that for any x, z ∈ R and t > 0,
|z − x− b(z)t|√
ta(z)
e−
1
2
|z−x−b(z)t|2
2a(z)t ≤
√
2
e
. (3)
Since b is bounded and a = σ2 is bounded and uniformly elliptic, we have from (3),
|b(x)− b(z)|
∣∣∣∣z − x− b(z)tta(z)
∣∣∣∣ pzt (x, z) ≤ 2K
∣∣∣∣z − x− b(z)tta(z)
∣∣∣∣ e
− |z−x−b(z)t|
2
2a(z)t√
2pia(z)t
≤ 4K√
e
1√
ta(z)
e−
1
2
|z−x−b(z)t|2
2a(z)t√
2pi(2a(z))t
≤ 4K
√
λ/e√
t
e−
|z−x−b(z)t|2
2(2λ)t√
2pi(2/λ)t
≤ 4Kλ
3/2e−1/2√
t
e−
|z−x−b(z)t|2
2(2λ)t√
2pi(2λ)t
.
Using the inequality |x− y|2 ≥ 12 |x|2 − |y|2, we get
|b(x)− b(z)|
∣∣∣∣z − x− b(z)tta(z)
∣∣∣∣ pzt (x, z) ≤ 4Kλ3/2e−1/2 exp(t0K2/(4λ))√t e
−
|z−x|2
2(4λ)t√
2pi(2λ)t
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≤ 8Kλ
3/2 exp(t0K
2/(4λ)− 1/2)√
t
p8λ(t, x, z).
Since for any t ∈ (0, t0],
1√
t
≤ t
(1−η)/2
0
t1−η/2
,
we have
|b(x)− b(z)|
∣∣∣∣z − x− b(z)tta(z)
∣∣∣∣ pzt (x, z) ≤ 8Kλ3/2 exp(t0K2/(4λ)− 1/2)t
(1−η)/2
0
t1−η/2
p8λ(t, x, z).
This completes the drift part. Now we consider the second part.
Second (diffusion part): Note that
|a(x)− a(z)|
2
∣∣∣∣(z − x− b(z)t)2t2a2(z) − 1ta(z)
∣∣∣∣ pzt (x, z)
≤ |a(x) − a(z)|
2
{∣∣∣∣(z − x− b(z)t)2t2a2(z)
∣∣∣∣+ 1ta(z)
}
e−
1
2
|z−x−b(z)t|2
2a(z)t
e−
|z−x−b(z)t|2
2(2a(z))t√
2pia(z)t
. (4)
Since
|z − x− b(z)t|2
|ta(z)| e
− 12
|z−x−b(z)t|2
2a(z)t ≤ 4
e
,
by using the inequality |x− y|2 ≥ 12 |x|2 − |y|2, (4) is bounded by
|a(x) − a(z)|
2
(
4
e
+ 1
)
1
ta(z)
e−
|z−x−b(z)t|2
2(2a(z))t√
2pia(z)t
≤ (4 + e)λ
2 exp(t0K
2/(4λ))
2e
|a(x)− a(z)|
t
e−
|z−x|2
2(4λ)t
√
2piλt
. (5)
By Ho¨lder continuity of σ, (5) is less than
(4 + e)λ2 exp(t0K
2/(4λ))
2e
K|x− z|η
t
e−
|z−x|2
2(4λ)t
√
2piλt
. (6)
Since
|x− z|η
tη/2
e−
|x−z|2
2(8λ)t ≤
(
8λη
e
)η/2
,
(6) is bounded by
2(3η+1)/2(4 + e)Kλ2+η/2 exp(t0K
2/(4λ)− 1− η/2)
t1−η/2
p8λ(t, x, z).
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Therefore we have ∣∣∣θˆt(x, z)∣∣∣ pzt (x, z) ≤ C0t1−η/2 p8λ(t, x, z),
where the constant C0 is given by
C0 :=8Kλ
3/2 exp(t0K
2/(4λ)− 1/2)t(1−η)/20
+2(3η+1)/2(4 + e)Kλ2+η/2 exp(t0K
2/(4λ)− 1− η/2).
This concludes the proof of the statement.
Using Lemma 3.3, we can prove the density estimate.
Proposition 3.4. Under the assumption of Proposition 3.1, there exist constant C ≥ 1 such that
for any y ∈ R and t ∈ (0, T ], the density pt(x0, ·) of Xt satisfies the following estimate:
pt(x0, y) ≤ Cp8λ(t, x0, y).
Proof. Let x0 = ym+1, y = y0 and t0 = t. From definition of Iˆ
m
t0 , Lemma 3.3 and the Chapman-
Kolmogorov equation, we have
|Iˆmt0 (y0, ym+1)| ≤
∫ t0
0
dt1 · · ·
∫ tm−1
0
dtm
∫
Rm
dy1 · · · dym
×
m−1∏
i=0
∣∣∣θˆti−ti+1(yi+1, yi)∣∣∣ pyiti−ti+1(yi+1, yi)pymtm (ym+1, ym)
≤
∫ t0
0
dt1 · · ·
∫ tm−1
0
dtm
∫
Rm
dy1 · · · dym
×
m−1∏
i=0
C0
(ti − ti+1)1−η/2 p8λ(ti − ti+1, yi+1, yi)
√
8λeK
2t0/2p8λ(tm, yn+1, yn)
≤
∫ t0
0
dt1 · · ·
∫ tm−1
0
dtm
m−1∏
i=0
C
(ti − ti+1)1−η/2 p8λ(t, x0, y).
Since 1− η/2 ∈ [1/2, 3/4], we have
∞∑
m=1
∫ t0
0
dt1 · · ·
∫ tm−1
0
dtm
m−1∏
i=0
C
(ti − ti+1)1−η/2
=
∞∑
m=1
t
m(1−η/2)
0 C
m
m−1∏
i=0
B(1 + iη/2, η/2)
=
∞∑
m=1
(
t
(1−η/2)
0 CΓ(η/2)
)m 1
Γ(1 +mη/2)
<∞.
This concludes the statement.
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3.2 Key estimate
In this section, we give a key estimate to prove the main results.
Lemma 3.5. Let p ≥ 1. Assume that A-(ii), A-(iii) and A-(iv) hold. Then there exists a constant
C such that ∫ T
0
E[|b(Xˆs)− bˆ(Xˆs)|p]ds ≤ C||b− bˆ||pp
and ∫ T
0
E[|σ(Xˆs)− σˆ(Xˆs)|2p]ds ≤ C||σ − σˆ||2p2p.
Proof. We only prove the statement for the drift case. From Proposition 3.4, there exists C ≥ 1
such that for any x ∈ R and s ∈ (0, T ],
pˆs(x0, x) ≤ Cp8λ(s, x0, x) ≤ C√
s
e−
|x−x0|
2
2(8λ)T ,
where pˆs(x0, ·) is a density function of Xˆs. Then∫ T
0
E[|b(Xˆs)− bˆ(Xˆs)|p]ds =
∫ T
0
ds
∫
R
dx|b(x) − bˆ(x)|ppˆs(x0, x)
≤
∫ T
0
ds
C√
s
∫
R
dx|b(x)− bˆ(x)|pe−
|x−x0|
2
2(8λ)T
≤ C||b − bˆ||pp
This concludes the proof.
3.3 Yamada and Watanabe approximation technique
In this section, we introduce the approximation technique of Yamada and Watanabe (see [22] or
[9]). To prove the main results, we will use this technique. For each δ ∈ (1,∞) and κ ∈ (0, 1), we
define a continuous function ψδ,κ : R→ R+ with supp ψδ,κ ⊂ [κ/δ, κ] such that∫ κ
κ/δ
ψδ,κ(z)dz = 1 and 0 ≤ ψδ,κ(z) ≤ 2
z log δ
, z > 0.
Our example of ψδ,κ is
ψδ,κ(z) := µδ,κ exp
[
− 1
(κ− z)(z − κ/δ)
]
1(κ/δ,κ)(z),
where µ−1δ,κ :=
∫ κ
κ/δ exp(− 1(κ−z)(z−κ/δ) )dz. We define a function φδ,κ ∈ C2(R;R) by
φδ,κ(x) :=
∫ |x|
0
∫ y
0
ψδ,κ(z)dzdy.
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It is easy to verify that φδ,κ has the following useful properties:
φ′δ,κ(x)
x
> 0, for any x ∈ R \ {0}. (7)
0 ≤ |φ′δ,κ(x)| ≤ 1, for any x ∈ R. (8)
|x| ≤ κ+ φδ,κ(x), for any x ∈ R. (9)
φ′′δ,κ(±|x|) = ψδ,κ(|x|) ≤
2
|x| log δ1[κ/δ,κ](|x|), for any x ∈ R \ {0}. (10)
In particular, the property (7) plays a crucial rule to consider discontinuous drift.
3.4 Proof of Theorem 2.6
To simplify the discussion, we set
Yt := Xt − Xˆt.
Proof of Theorem 2.6. Let δ ∈ (1,∞) and κ ∈ (0, 1). From Itoˆ’s formula, (8) and (9), we have
|Yt| ≤ κ+ φδ,κ(Yt)
= κ+
∫ t
0
φ′δ,κ(Ys)(b(Xs)− bˆ(Xˆs))ds+
1
2
∫ t
0
φ′′δ,κ(Ys)|σ(Xs)− σˆ(Xˆs)|2ds+M δ,κt
= κ+
∫ t
0
φ′δ,κ(Ys)(b(Xs)− b(Xˆs))ds+
∫ t
0
φ′δ,κ(Ys)(b(Xˆs)− bˆ(Xˆs))ds
+
1
2
∫ t
0
φ′′δ,κ(Ys)|σ(Xs)− σˆ(Xˆs)|2ds+M δ,κt
≤ κ+
∫ t
0
φ′δ,κ(Ys)(b(Xs)− b(Xˆs))ds+
∫ T
0
|b(Xˆs)− bˆ(Xˆs)|ds
+
1
2
∫ t
0
φ′′δ,κ(Ys)|σ(Xs)− σˆ(Xˆs)|2ds+M δ,κt , (11)
where
M δ,κt :=
∫ t
0
φ′δ,κ(Ys)(σ(Xs)− σˆ(Xˆs))dWs.
Note that since σ, σˆ and φ′δ,κ are bounded, (M
δ,κ
t )0≤t≤T is a martingale so E[M
δ,κ
t ] = 0. Since
b ∈ L, for any x, y ∈ R with x 6= y, we have, from (7) and (8),
φ′δ,κ(x− y)(b(x) − b(y)) =
φ′δ,κ(x − y)
x− y (x − y)(b(x)− b(y)) ≤ L
φ′δ,κ(x − y)
x− y |x− y|
2 ≤ L|x− y|.
Therefore we get ∫ t
0
φ′δ,κ(Ys)(b(Xs)− b(Xˆs))ds ≤ L
∫ t
0
|Ys|ds. (12)
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Using Lemma 3.5 with p = 1, we have
∫ T
0
E[|b(Xˆs)− bˆ(Xˆs)|]ds ≤ C||b − bˆ||1. (13)
From (10) and (x+ y)2 ≤ 2x2 + 2y2 for any x, y ≥ 0, we have
1
2
∫ t
0
φ′′δ,κ(Ys)|σ(Xs)− σˆ(Xˆs)|2ds ≤
∫ t
0
1[κ/δ,κ](|Ys|)
|Ys| log δ |σ(Xs)− σˆ(Xˆs)|
2ds
≤ 2
∫ t
0
1[κ/δ,κ](|Ys|)
|Ys| log δ |σ(Xs)− σ(Xˆs)|
2ds+ 2
∫ t
0
1[κ/δ,κ](|Ys|)
|Ys| log δ |σ(Xˆs)− σˆ(Xˆs)|
2ds
≤ 2
∫ t
0
1[κ/δ,κ](|Ys|)
|Ys| log δ |σ(Xs)− σ(Xˆs)|
2ds+
2δ
κ log δ
∫ T
0
|σ(Xˆs)− σˆ(Xˆs)|2ds (14)
Using Lemma 3.5 with p = 1, we have
2δ
κ log δ
∫ T
0
E[|σ(Xˆs)− σˆ(Xˆs)|2]ds ≤ Cδ
κ log δ
||σ − σˆ||22. (15)
Since σ is η = 1/2 + α-Ho¨lder continuous, we have
2
∫ T
0
1[κ/δ,κ](|Ys|)
|Ys| log δ |σ(Xs)− σ(Xˆs)|
2ds ≤ 2
∫ T
0
1[κ/δ,κ](|Ys|)
|Ys| log δ |Ys|
1+2αds ≤ Cκ
2α
log δ
. (16)
Let τ be a stopping time with τ ≤ T and Zt := |Yt∧τ |. From (11), (12), (13), (15) and (16), we
obtain
E[Zt] ≤ κ+ L
∫ t
0
E[Zs]ds+ C||b − bˆ||1 + Cδ
κ log δ
||σ − σˆ||22 +
Cκ2α
log δ
≤ κ+ L
∫ t
0
E[Zs]ds+ Cε1 +
Cδ
κ log δ
ε1 +
Cκ2α
log δ
.
Let α ∈ (0, 1/2]. From Assumption 2.3 A-(1), ε1 < 1 so we choose δ = 2 and κ = ε1/(2α+1)1 .
Then we have
E[Zt] ≤ L
∫ t
0
E[Zs]ds+ ε
1/(2α+1)
1 + Cε1 + Cε
1−1/(2α+1)
1 + Cε
2α/(2α+1)
1
≤ L
∫ t
0
E[Zs]ds+ Cε
2α/(2α+1)
1 .
By Gronwall’s inequality, we get
E[Zt] ≤ Cε2α/(2α+1)1 .
Therefore by the dominated convergence theorem, we conclude the statement taking t→ T .
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Let α = 0, From Assumption 2.3 A-(1), 1/ log(1/ε1) < 1 so we choose δ = ε
−1/2
1 and κ =
1/ log(1/ε1). Then we have
E[Zt] ≤ L
∫ t
0
E[Zs]ds+
1
log(1/ε1)
+ Cε1 + Cε
1/2
1 +
C
log(1/ε1)
≤ L
∫ t
0
E[Zs]ds+
C
log(1/ε1)
.
By Gronwall’s inequality, we obtain
E[Zt] ≤ C
log(1/ε1)
.
Therefore by the dominated convergence theorem, we conclude the statement taking t→ T .
3.5 Proof of Theorem 2.7
Let Vt := sup0≤s≤t |Ys|. Recall that for each δ ∈ (1,∞) and κ ∈ (0, 1),
M δ,κt =
∫ t
0
φ′δ,κ(Ys)(σ(Xs)− σˆ(Xˆs))dWs.
The quadratic variation of M δ,κt is given by
〈M δ,κ〉t =
∫ t
0
|φ′δ,κ(Ys)|2|σ(Xs)− σˆ(Xˆs)|2ds.
Before proving Theorem 2.7, we estimate the expectation of sup0≤s≤t |M δ,κs | for any t ∈ [0, T ],
δ ∈ (1,∞) and κ ∈ (0, 1).
Lemma 3.6. Assume that A-(ii), A-(iii), A-(iv) and A-(1) hold. Then there exists a constant C
such that for any t ∈ [0, T ], δ ∈ (1,∞) and κ ∈ (0, 1),
E[ sup
0≤s≤t
|M δ,κs |] ≤


1
2
E[Vt] + Cε
2α/(2α+1)
1 + C||σ − σˆ||2 if α ∈ (0, 1/2],
C√
log(1/ε1)
if α = 0.
Proof. From the Burkholder-Davis-Gundy’s inequality, there exists a positive constant C such that
E[ sup
0≤s≤t
|M δ,κs |] ≤ CE[〈M δ,κ〉1/2t ] = CE
[(∫ t
0
|σ(Xs)− σˆ(Xˆs)|2ds
)1/2]
≤ CE
[(∫ t
0
|σ(Xs)− σ(Xˆs)|2ds
)1/2]
+ CE


(∫ T
0
|σ(Xˆs)− σˆ(Xˆs)|2ds
)1/2 .
From Jensen’s inequality and Lemma 3.5, we have
CE


(∫ T
0
|σ(Xˆs)− σˆ(Xˆs)|2ds
)1/2 ≤ C
(∫ T
0
E
[
|σ(Xˆs)− σˆ(Xˆs)|2
]
ds
)1/2
≤ C||σ − σˆ||2.
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Since σ is 1/2 + α-Ho¨lder continuous
E[ sup
0≤s≤t
|M δ,κs |] ≤ CE
[(∫ t
0
|Ys|1+2αds
)1/2]
+ C||σ − σˆ||2. (17)
If α ∈ (0, 1/2], then we get
CE
[(∫ t
0
|Ys|1+2αds
)1/2]
≤ CE
[
V
1/2
t
(∫ t
0
|Ys|2αds
)1/2]
.
Using the Young’s inequality xy ≤ x22C + Cy
2
2 for any x, y ≥ 0 and the Jensen’s inequality, we obtain
CE
[(∫ t
0
|Ys|1+2αds
)1/2]
≤ 1
2
E[Vt] + C
∫ T
0
E[|Ys|2α]ds ≤ 1
2
E[Vt] + C
(∫ T
0
E[|Ys|]ds
)2α
.
From Theorem 2.6 with τ = s, we have
CE
[(∫ t
0
|Ys|1+2αds
)1/2]
≤ 1
2
E[Vt] + Cε
2α/(2α+1)
1 . (18)
Therefore from (17) and (18), we get
E[ sup
0≤s≤t
|M δ,κs |] ≤
1
2
E[Vt] + Cε
2α/(2α+1)
1 + C||σ − σˆ||2,
which concludes the statement for α ∈ (0, 1/2].
If α = 0, then from Jensen’s inequality and Theorem 2.6 with τ = s, we get
CE
[(∫ t
0
|Ys|ds
)1/2]
≤ C
(∫ T
0
E[|Ys|]ds
)1/2
≤ C√
log(1/ε1)
.
Therefore we have
E[ sup
0≤s≤T
|M δ,κs |] ≤
C√
log(1/ε1)
+ C||σ − σˆ||2 ≤ C√
log(1/ε1)
.
This concludes the statement for α = 0.
Using the above estimate, we can prove Theorem 2.7.
Proof of Theorem 2.7. From (11), (12), (14), (15) and (16), we have
Vt ≤ κ+ L
∫ t
0
Vsds+
∫ T
0
|b(Xˆs)− bˆ(Xˆs)|ds
+
2δ
κ log δ
∫ T
0
|σ(Xˆs)− σˆ(Xˆs)|2ds+ Cκ
2α
log δ
+ sup
0≤s≤t
|M δ,κs |. (19)
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Let α ∈ (0, 1/2]. From (19), Lemma 3.5 and Lemma 3.6, we have
E[Vt] ≤ κ+ L
∫ t
0
E[Vs]ds+ C||b− bˆ||1 + Cδ
κ log δ
||σ − σˆ||22 +
Cκ2α
log δ
+
1
2
E[Vt] + Cε
2α/(2α+1)
1 + C||σ − σˆ||2
≤ κ+ L
∫ t
0
E[Vs]ds+ Cε
1/2
1 +
Cδ
κ log δ
ε1 +
Cκ2α
log δ
+
1
2
E[Vt] + Cε
2α/(2α+1)
1 .
Hence we get
E[Vt] ≤ 2κ+ 2L
∫ t
0
E[Vs]ds+ Cε
1/2
1 +
Cδ
κ log δ
ε1 +
Cκ2α
log δ
+ Cε
2α/(2α+1)
1 .
Note that α ≤ 2α/(2α+ 1) ≤ 1/2. Taking δ = 2 and κ = ε1/21 , we have
E[Vt] ≤ 2L
∫ t
0
E[Vs]ds+ Cε
1/2
1 + Cε
α
1 + Cε
2α/(2α+1)
1 ≤ 2L
∫ t
0
E[Vs]ds+ Cε
α
1 .
By Gronwall’s inequality, we obtain
E[Vt] ≤ Cεα1 .
Let α = 0. From (19), Lemma 3.5 and Lemma 3.6, we have
E[Vt] ≤ κ+ L
∫ t
0
E[Vs]ds+ Cε1 +
Cδ
κ log δ
ε1 +
C
log δ
+
C√
log(1/ε1)
Taking δ = ε
−1/2
1 and κ = 1/ log(1/ε1), we have
E[Vt] ≤ L
∫ t
0
E[Vs]ds+
C√
log(1/ε1)
.
By Gronwall’s inequality, we obtain
E[Vt] ≤ C√
log(1/ε1)
.
Hence we conclude the proof of Theorem 2.7.
3.6 Proof of Theorem 2.8
In this section, we also estimate the expectation of sup0≤s≤t |M δ,κs |p for any p ≥ 2, t ∈ [0, T ],
δ ∈ (1,∞) and κ ∈ (0, 1).
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Lemma 3.7. Let p ≥ 2. Assume that A-(ii), A-(iii), A-(iv) and A-(p) hold. Then there exists a
constant C such that for any t ∈ [0, T ], δ ∈ (1,∞) and κ ∈ (0, 1),
25(p−1)E[ sup
0≤s≤t
|M δ,κs |p] ≤ CE
[(∫ t
0
|Ys|1+2αds
)p/2]
+ C||σ − σˆ||p2p.
In particular, if α = 1/2, we have
25(p−1)E[ sup
0≤s≤t
|M δ,κs |p] ≤
1
2
E[V pt ] + C
∫ t
0
E[V ps ]ds+ C||σ − σˆ||p2p.
Proof. From the Burkholder-Davis-Gundy’s inequality, there exists a positive constant C such that
25(p−1)E[ sup
0≤s≤t
|M δ,κs |p] ≤ CE[〈M δ,κ〉p/2t ] ≤ CE
[(∫ t
0
|σ(Xs)− σˆ(Xˆs)|2ds
)p/2]
≤ CE
[(∫ t
0
|σ(Xs)− σ(Xˆs)|2ds
)p/2]
+ CE

(∫ T
0
|σ(Xˆs)− σˆ(Xˆs)|2ds
)p/2 .
From Jensen’s inequality and Lemma 3.5, we have
E


(∫ T
0
|σ(Xˆs)− σˆ(Xˆs)|2ds
)p/2 ≤ CE
[∫ T
0
|σ(Xˆs)− σˆ(Xˆs)|2pds
]1/2
≤ C||σ − σˆ||p2p
Since σ is 1/2 + α-Ho¨lder continuous,
25(p−1)E[ sup
0≤s≤t
|M δ,κs |p] ≤ CE
[(∫ t
0
|Ys|1+2αds
)p/2]
+ C||σ − σˆ||p2p
In particular, if α = 1/2, then we get from definition of Vt,
CE
[(∫ t
0
|Ys|2ds
)p/2]
≤ CE
[
(Vt)
p/2
(∫ t
0
|Ys|ds
)p/2]
.
Using a Young’s inequality xy ≤ x22C + Cy
2
2 for any x, y ≥ 0 and a Jensen’s inequality, we obtain
CE
[(∫ t
0
|Ys|ds
)p/2]
≤ 1
2
E[V pt ] + CE
[(∫ t
0
|Ys|ds
)p]
≤ 1
2
E[V pt ] + C
∫ t
0
E[V ps ]ds,
which concludes the statement.
To prove Theorem 2.8, we introduce the following Gronwall type inequality.
15
Lemma 3.8 ([9] Lemma 3.2.-(ii)). Let (At)0≤t≤T be a nonnegative continuous stochastic process
and set Bt := sup0≤s≤tAs. Assume that for some r > 0, q ≥ 1, ρ ∈ [1, q] and C1, ξ ≥ 0,
E[Brt ] ≤ C1E
[(∫ t
0
Bsds
)r]
+ C1E
[(∫ t
0
Aρsds
)r/q]
+ ξ <∞
for all t ∈ [0, T ]. If r ≥ q or q + 1 − ρ < r < q hold, then there exists constant C2 depending on
r, q, ρ, T and C1 such that
E[BrT ] ≤ C2ξ + C2
∫ T
0
E[As]ds.
Now using Lemma 3.7 and Lemma 3.8, we can prove Theorem 2.8.
Proof of Theorem 2.8. From (19) and the inequality (
∑m
i=1 ai)
p ≤ 2(p−1)(m−1)∑mi=1 api for any
p ≥ 2 ai > 0 and m ∈ N, and Jensen’s inequality we have
V pt ≤ 25(p−1)
(
κp +
(
L
∫ t
0
Vsds
)p
+ T p−1
∫ T
0
|b(Xˆs)− bˆ(Xˆs)|pds
+
2T p−1δp
κp(log δ)p
∫ T
0
|σ(Xˆs)− σˆ(Xˆs)|2pds+ Cκ
2pα
(log δ)p
+ sup
0≤s≤t
|M δ,κs |p
)
.
From Lemma 3.5 with p ≥ 2, we have
E[V pt ] ≤ Cκp + CE
[(∫ t
0
Vsds
)p]
+ C||b − bˆ||pp
+
Cδp
κp(log δ)p
||σ − σˆ||2p2p +
Cκ2pα
(log δ)p
+ 25(p−1)E[ sup
0≤s≤t
|M δ,κs |p].
If α = 1/2, using Lemma 3.7, we have
E[V pt ] ≤ Cκp + C
∫ t
0
E[V ps ]ds+ C||b− bˆ||pp
+
Cδp
κp(log δ)p
||σ − σˆ||2p2p +
Cκp
(log δ)p
+
1
2
E[V pT ] + C||σ − σˆ||p2p.
Hence we get
E[V pt ] ≤ Cκp + C
∫ t
0
E[V ps ]ds+ C||b − bˆ||pp +
Cδp
κp(log δ)p
||σ − σˆ||2p2p +
Cκp
(log δ)p
+ C||σ − σˆ||p2p
≤ Cκp + C
∫ t
0
E[V ps ]ds+ Cεp +
Cδp
κp(log δ)p
εp +
Cκp
(log δ)p
+ Cε1/2p .
Taking δ = 2 and κ = ε
1/(2p)
p , we have
E[V pt ] ≤ C
∫ t
0
E[V ps ]ds+ Cε
1/2
p .
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By Gronwall’s inequality, we obtain
E[V pt ] ≤ Cε1/2p .
If α ∈ [0, 1/2), using Lemma 3.7, we have
E[V pt ] ≤ Cκp + CE
[(∫ t
0
Vsds
)p]
+ C||b − bˆ||pp
+
Cδp
κp(log δ)p
||σ − σˆ||2p2p +
Cκ2pα
(log δ)p
+ CE
[(∫ t
0
|Ys|1+2αds
)p/2]
+ C||σ − σˆ||p2p
≤ CE
[(∫ t
0
Vsds
)p]
+ CE
[(∫ t
0
|Ys|1+2αds
)p/2]
+ κp + Cε1/2p +
Cδp
κp(log δ)p
εp +
Cκ2pα
(log δ)p
.
Using the Lemma 3.8 with r = p, q = 2, ρ = 1 + 2α and
ξ = κp + Cε1/2p +
Cδp
κp(log δ)p
εp +
Cκ2pα
(log δ)p
,
we have from Theorem 2.6 with τ = s,
E[V pT ] ≤ Cκp + Cε1/2p +
Cδp
κp(log δ)p
εp +
Cκ2pα
(log δ)p
+ C
∫ T
0
E[|Ys|]ds
≤ Cκp + Cε1/2p +
Cδp
κp(log δ)p
εp +
Cκ2pα
(log δ)p
+


Cε
2α/(2α+1)
1 if α ∈ (0, 1/2),
C
log(1/ε1)
if α = 0.
Taking δ = 2 and κ = ε
1/(2p)
p if α ∈ (0, 1/2) and δ = ε−1/21 and κ = 1/ log(1/ε1) if α = 0, we get
E[V pT ] ≤


Cε
2α/(2α+1)
1 if α ∈ (0, 1/2),
C
log(1/ε1)
if α = 0.
Hence we conclude the proof of Theorem 2.8.
3.7 Proof of Corollary 2.11
To prove Corollary 2.11, we introduce the upper bound for E[|g(X)− g(Xˆ)|r] where g is a function
of bounded variation, r ≥ 1, X and Xˆ are random variables.
Proposition 3.9 ([3], Theorem 4.3). Let X and Xˆ be random variables. Assume that X has a
bounded density pX . If g ∈ BV and r ≥ 1, then for every q ≥ 1, we have
E[|g(X)− g(Xˆ)|r] ≤ 3r+1V (g)r
(
sup
x∈R
pX(x)
) q
q+1
E[|X − Xˆ |q]1/(q+1).
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Using the above proposition, we can prove Corollary 2.11.
Proof of Corollary 2.11. From Proposition 3.4, the density pT (x0, ·) of XT satisfies the Gaussian
upper bound, i.e., there exists a positive constant C such that for any y ∈ R,
pT (x0, y) ≤ Cp8λ(T, x0, y) ≤ C√
2pi(8λ)T
.
This means that the density pT (x0, ·) of XT is bounded. Hence from Proposition 3.9 with q = 1
and Theorem 2.6 with τ = T , for any g ∈ BV and r ≥ 1, we have
E[|g(XT )− g(XˆT )|r] ≤ V (g)rCE[|XT − XˆT |]1/2 ≤


V (g)rCε
α/(2α+1)
1 if α ∈ (0, 1/2],
V (g)rC√
log(1/ε1)
if α = 0,
which concludes the proof of statement.
4 Application to the stability problem
In this section, we apply the main results to the stability problem. For any n ∈ N, we consider a
one-dimensional stochastic differential equations
X
(n)
t = x0 +
∫ t
0
bn(X
(n)
s )ds+
∫ t
0
σn(X
(n)
t )dWs. (20)
Assumption 4.1. We assume that the coefficients b, σ and the sequence of coefficients (bn)n∈N
and (σn)n∈N satisfy the following conditions:
A′-(i) : b ∈ L.
A′-(ii) : b and bn are bounded measurable i.e., there exists K > 0 such that
sup
n∈N,x∈R
(|bn(x)| ∨ |b(x)|) ≤ K.
A′-(iii) : σ and σn are η = 1/2+α-Ho¨lder continuous with α ∈ [0, 1/2], i.e., there exists K > 0 such
that
sup
n∈N,x,y∈R,x 6=y
( |σ(x) − σ(y)|
|x− y|η ∨
|σn(x)− σn(y)|
|x− y|η
)
≤ K.
A′-(iv) : a = σ and an := σ
2
n are bounded and uniformly elliptic, i.e., there exists λ ≥ 1 such that
for any x ∈ R and n ∈ N,
λ−1 ≤ a(x) ≤ λ and λ−1 ≤ an(x) ≤ λ.
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A′-(p) : For given p > 0,
εp,n := ||b− bn||pp ∨ ||σ − σn||2p2p → 0
as n→∞.
From the main results Theorem 2.6, 2.7, 2.8 and Corollary 2.9, 2.11, we have the following
corollaries.
Corollary 4.2. Assume that Assumption 4.1 with p = 1 hold. Then there exists a positive
constant C such that for any n with ε1,n < 1,
sup
τ∈T
E[|Xτ −X(n)τ |] ≤


Cε
2α/(2α+1)
1,n if α ∈ (0, 1/2],
C
log(1/ε1,n)
if α = 0.
Corollary 4.3. Assume that Assumption 4.1 with p = 1 hold. Then there exists a positive
constant C such that for any n with ε1,n < 1,
E[ sup
0≤t≤T
|Xt −X(n)t |] ≤


Cεα1,n if α ∈ (0, 1/2],
C√
log(1/ε1,n)
if α = 0.
Corollary 4.4. Let p ≥ 2. Assume that Assumption 4.1 with p hold. Then there exists a positive
constant C such that for any n with εp,n < 1,
E[ sup
0≤t≤T
|Xt −X(n)t |p] ≤


Cε1/2p,n . if α = 1/2,
Cε
2α/(2α+1)
1,n if α ∈ (0, 1/2),
C
log(1/ε1,n)
if α = 0.
Corollary 4.5. Let p ∈ (1, 2). Assume that Assumption 2.3 and Assumption 4.1 with 2p hold.
Then there exists a positive constant C such that for any n with ε2p,n < 1,
E[ sup
0≤t≤T
|Xt −X(n)t |p] ≤


Cε
1/2
2p,n. if α = 1/2,
Cε
α/(2α+1)
1,n if α ∈ (0, 1/2),
C√
log(1/ε1,n)
if α = 0.
Corollary 4.6. Assume that Assumption 4.1 with p = 1 hold. Then there exists a positive
constant C such that for any g ∈ BV , r ≥ 1 and n with ε1,n < 1,
E[|g(XT )− g(X(n)T )|r] ≤


V (g)rCε
α/(2α+1)
1,n if α ∈ (0, 1/2],
V (g)rC√
log(1/ε1,n)
if α = 0.
The next proposition shows that there exist the sequences (bn)n∈N and (σn)n∈N satisfying
Assumption 4.1.
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Proposition 4.7. (i) Assume supx∈N |b(x)| ≤ K. If the set of discontinuity points of b is null a
set with respect to the Lebesgue measure, then there exists a differentiable and bounded sequence
(bn)n∈N such that for any p ≥ 1,∫
R
|b(x)− bn(x)|pe−
|x−x0|
2
2(8λ)T dx→ 0 (21)
as n→∞. Moreover, if b is a one-sided Lipschitz function, we can construct an explicit sequence
(bn)n∈N which satisfies a one-sided Lipschitz condition.
(ii) If the diffusion coefficient σ satisfies A′-(ii) and A′-(iii), then there exists a differentiable
sequence (σn)n∈N such that for any n ∈ N, σn satisfies A′-(iii), A′-(iv) and for any p ≥ 1,∫
R
|σ(x) − σn(x)|2pe−
|x−x0|
2
2(8λ)T dx ≤ 4K
2p
√
piλT
n2pη
.
Proof. Let ρ(x) := µe−1/(1−|x|
2)1(|x| < 1) with µ−1 = ∫|x|<1 e−1/(1−|x|2)dx and a sequence (ρn)n∈N
be defined by ρn(x) := nρ(nx). We set bn(x) :=
∫
R
b(y)ρn(x−y)dy and σn(x) :=
∫
R
σ(y)ρn(x−y)dy.
Then for any n ∈ N and x ∈ R, |bn(x)| ≤ K and λ−1 ≤ an(x) := σ2n(x) ≤ λ, bn and σn are
differentiable.
Proof of (i). From Jensen’s inequality, we have∫
R
|b(x)− bn(x)|pe−
|x−x0|
2
2(8λ)T dx ≤
∫
R
dx
(∫
R
dy|b(x) − b(y)|ρn(x− y)
)p
e−
|x−x0|
2
2(8λ)T
=
∫
R
dx
(∫
|z|<1
dz|b(x)− b(x− z/n)|ρ(z)
)p
e−
|x−x0|
2
2(8λ)T
≤
∫
|z|<1
dz
∫
R
dx|b(x) − b(x− z/n)|pe−
|x−x0|
2
2(8λ)T ρ(z).
Since b is bounded, we have∫
R
|b(x)− b(x− z/n)|pe−
|x−x0|
2
2(8λ)T dx ≤ (2K)p
∫
R
e−
|x−x0|
2
2(8λ)T dx ≤ 2p+2Kp
√
piλT . (22)
Since the set of discontinuity points of b is a null set with respect to the Lebesgue measure, b is
continuous almost everywhere. From (22), using the dominated convergence theorem, we have∫
R
|b(x)− b(x− z/n)|pe−
|x−x0|
2
2(8λ)T dx→ 0
as n → ∞. From this fact and the dominated convergence theorem, (bn)n∈N satisfies (21). Let b
be a one-sided Lipschitz function. Then, we have
(x − y)(bn(x)− bn(y)) =
∫
R
(x − y)(b(x− z)− b(y − z))ρn(z)dz
=
∫
R
{(x− z)− (z − y)}(b(x− z)− b(y − z))ρn(z)dz ≤ L|x− y|2,
20
which implies that (bn)n∈N satisfies a one-sided Lipschitz condition.
Proof of (ii). In the same way as in the proof of (i), we have from Ho¨lder continuity of σ∫
R
|σ(x) − σn(x)|2pe−
|x−x0|
2
2(8λ)T dx ≤
∫
|z|<1
dz
∫
R
dx|σ(x) − σ(x − z/n)|2pe−
|x−x0|
2
2(8λ)T ρ(z)
≤ K
2p
n2pη
∫
|z|<1
dz
∫
R
dxe−
|x−x0|
2
2(8λ)T ρ(z) =
4K2p
√
piλT
n2pη
.
Finally, we show that σn is η-Ho¨lder continuous. For any x, y ∈ R,
|σn(x)− σn(y)| ≤
∫
R
|σ(x− z)− σ(y − z)|ρn(z)dz ≤ K|x− y|η,
which implies that σn is η-Ho¨lder continuous. This concludes that (σn)n∈N satisfies (ii).
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