Matrix rings and linear groups over a field of fractions of enveloping algebras and group rings, I  by Lichtman, A.I
JOURNAL OF ALGEBRA 88, 1-37 (1984) 
Matrix Rings and Linear Groups over a Field of 
Fractions of Enveloping Algebras and Group Rings, I 
A. I. LICHTMAN 
Department of Mathematics, Ben Gurion University of the Negev, 
Beer-Sheva, Israel, and Department of Mathematics, 
The University of Texas at Austin, Austin, Texas * 
Communicated by I. N. Herstein 
Received September 20, 1982 
1. INTRODUCTION 
1.1. Let H be a Lie algebra over a field K, U(H) be its universal envelope. 
It is well known that U(H) is a domain (see [ 1, Section V.31) and the 
theorem of Cohn (see [2]) states that U(H) can be imbedded in a field.’ 
When H is locally finite U(H) has even a field of fractions (see [ 1, 
Theorem V.3.61). 
The class of Lie algebras whose universal envelope has a field of fractions 
is however .much wider than the class of locally finite Lie algebras; it follows 
from Proposition 4.1 of the article that it contains, for instance, all the 
locally soluble-by-locally finite algebras. This gives a negative answer of the 
question in [2], page 528. 
Let H satisfy any one of the following three conditions: 
(i) U(H) is an Ore ring and fi ,“=, Hm = 0. 
(ii) H is soluble of class 2. 
(iii) Z-I is finite dimensional over K. 
Let D be the field of fractions of U(H) and D, (n > 1) be the matrix ring 
over D. The main result of the article (see Section 8, Theorem A and its 
corollary) is that D, has the following properties: 
(1) The Jacobson radical of any finitely generated subring of D, is 
nilpotent of index <n. 
* The work on the article was completed when the author spent the Fall term of 1982-1983 
at the University of Texas at Austin. 
’ The term field is used in this article in the sense of a skew field; all the rings are 
associative with a unit; all the subrings which are considered contain the unit. 
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(2) If V is any finitely generated subring of D, such that any element 
x E V is a sum of nilpotent elements 
x=rxk (Xk E v> 
k 
then V!’ = 0. 
(3) Any noncentral normal subgroup of GL,(D) contains a noncyclic 
free subgroup F. 
(4) Any periodic subgroup of GL,(D) is locally finite. 
(5) If char K = 0 then any periodic subgroup of GL,(D) contains an 
abelian normal subgroup of index So(n), where p(n) is any Jordan function 
(i.e., a function which gives a bound for the index of an abelian normal 
subgroup of a finite subgroup G c GL,(K) when char K = 0 or 
(char K)k(G : 1) (see [23,9.2]). 
We prove thus for D, the analogs of the well-known theorems about 
matrix rings and PI-algebras over a commutative field. (See Subsection 7.2 
for references and Section 9 for discussion.) 
1.2. Some of the ideas of the proof of the main result come from articles 
[3,4] where properties (l), (2) and (4) have been proven for matrix rings 
over a field of fractions of a polycyclic-by-finite group ring or, more 
generally, over a field generated by a polycyclic-by-finite group. 
Let R be a ring (algebra over a field K), Ri (i E I) be a family of rings (K- 
algebras). We are interested in the conditions when for anyftnite number of 
elements r, , rz ,..., rk a subring (subalgebra) S can be found such that 
(i) x, E S (a = 1, 2 ,..., k). 
(ii) There exists a homomorphism v, of S on some of the rings Ri such 
that 
rp(x,) # 0 (a = 1, 2 )...) k). 
(iii) ker q~ &J(S), the Jacobson radical of S. 
Condition (iii) means in the terminology of Passman in [5] that rp is a 
specialization from S to Ri. This justifies for the described situation a 
notation 
RESpecRi (iEI) (R E Spec, Ri (i E I)). (l-1) 
The major step in the proof of Theorem A is the proof of the inclusion 
DESpecdi (iEZ), (1.2) 
MATRIX RINGS AND LINEAR GROUPS 3 
where Ai is a field of fractions of U(Li), Li is a finite dimensional Lie 
algebra over a jkitefield. This is a corollary of Theorems 6.1, 6.2 and 6.3. 
We axiomatize then the argument of [4] and prove Propositions 7.1 and 7.2 
which reduce the proof of Theorem A to the case of A,, where A is finite 
dimensional over its center. 
To prove the inclusion (1.2) we have to construct thus a sufficient number 
of specializations from D to Ai (i E I). We construct these specializations 
using valuations defined by some ideals of U(H). These valuations are 
constructed on the base of results of Sections 2 and 3. 
The main result of Section 2 is the following analog of Quillen’s theorem 
(see [6] or Section 2 of this article). 
THEOREM 2.1. Let H be a Lie algebra over a field K and let a N-series 
of ideals (2.2) be given. Let (2.4) be a filtration of U(H) defined by this N- 
series. Let L(H) be the Lie algebra, associated to the N-series (2.2) and 
gr (U(H)) be the graded ring of U(H) associated to thefiltration (2.4). Then 
the ring gr (U(H)) is isomorphic to the universal envelope U(L(H)) of L(H). 
We prove too (Theorem 2.2) an analog of this fact for p-series of H. 
Theorems 2.3 and 2.4 generalize the Quillen’s theorems for the case of any 
N-series and p-series of normal subgroups of a group G. (Quillen considered 
the N-series of dimension subgroups in characteristic zero case and the N,- 
series of dimension subgroups in finite characteristic case.) 
The main result of Section 3 is given by the following theorem. 
THEOREM 3.1. Let H be a Lie algebra, T u H. Assume that 
T, = T, T,,... 
be an N-series of H-invariant ideals of T and let L(H) be the Lie algebra 
associated to this N-series and 
A,= U(T),A,,A, 
be the corresponding Jltration of U(T). Then 
A n u(H) (n = 0, l,...) 
is a f&ration of U(H) whose associated graded ring gr (U(H)) is a suitable 
smash product of U(L(H)) with L/H: 
gr (U(W) 5 UGW)) +I L/H 
Corollary 3 of this theorem states that if T a H and n ,“= I T” = 0 then 
the ideal co(U(T)) U(H) defines a valuation of U(H). 
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Corollary 3 allows to construct specializations from the field of fractions 
of U(H) on the field of fractions of U(H/r) (see Lemma 5.3). It reduces too 
the verification of the inclusion (1.2) to the case when H is finite dimen- 
sional. We apply in this case the technical results of Section 3 to obtain a 
sufficient number of valuations in D and to prove (1.2). 
1.3. In part II of the article we will prove that all the statements of 
Theorem A are true for the case when D is the field of fractions of a group 
ring KG, where G is a soluble residually torsion free nilpotent group or a 
torsion free polycyclic-by-finite group. (The last case is studied in [3, and 4 J 
and here we prove only that any periodic subgroup of GL,(D) is abelian-by 
finite of order Q(n) if char K = 0.) The main methods here are based once 
again on the localization theory and in particular on the study of valuations 
of the group ring. 
Finally, we go back to the fields of fractions of enveloping algebras and 
applying the known facts about the structure of soluble subgroups of finite 
dimensional fields to prove the following theorem: 
Let H be a soluble Lie algebra over a field K such that (J,“=, H” = 0, D 
be the Jield of fractions of U(H). Then any nilpotent subgroup of D* is 
abelian. Moreover, when char K = 0 then any nilpotent-by-finite subgroup of 
D* is abelian. 
It is interesting to compare the last result with the observation made by 
M. Lorenz: If D is a field of fractions of KG, where G is torsion free 
nilpotent then any nilpotent Lie subalgebra of D is abelian. 
2. THE CORRESPONDENCE BETWEEN THE GRADED RINGS AND ENVELOPING 
ALGEBRAS 
2.1. Let A be an associative algebra over a field K and 
be a 
A=A,zA,zA,z... 
series of ideals such that 
Ad, CA/c+,. 
(2.1) 
The system (2.1) defines a decreasing filtration in A. The graded ring 
associated to this filtration is defined as an algebra whose vector space is 
,L An/A,+ 1 
and the multiplication is induced by that of A. Thus, if x, E A,,/A,,+ 1, 
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x*-Lpn2+1 then the product x1x2 is defined as the residue class in 
A,,,+nJA,,+,2+, containing x:x$, where x7 is any representative of xi in 
A,&$ti+l (i= 192). W e d enote this graded algebra by gr A. 
2.2. Now let H be a group or a Lie agebra over a field K. A series of 
normal subgroups (ideals) 
is called an N-series if 
H=H,zH,z... P-2) 
An N-series of normal subgroups (2.1) is called a p-series if the inclusion 
x E H, implies that xp E HPk. By analogy, if H is a restricted p-algebra we 
say that an N-series of ideals (2.2) is a p-series if the inclusion x E H, 
implies xCpl E Hkp. 
The most important examples of N-series in a group H are the N-series of 
dimension subgroups D,(KH) (n = 1, 2,...); this N-series is a p-series when 
char K = p. 
If H is a group then the Lie algebra L(H), associated to the N-series (2.2) 
is defined in [8]; it will be a restricted p-algebra if (2.2) is a p-series. 
Similarly, if H is now a Lie algera over a field K we associate to the N-series 
(2.2) a Lie algebra L(H) whose vector space is 
and the Lie operation is induced by the commutation in H, i.e., if 
x, E H,,/H,,+l, x2 E H,/H,Z+I then [x1, x2] is the element of 
ffnptpn,+n,+l containing [x1*, xf 1, where XT is the coset representative of 
xi in H,,JHni+ 1 (i = 1, 2). When H is a restricted p-algebra and (2.1) is a p- 
series then we obtain in such a way a restricted p-algebra L,(H) (see 
Lemma 2.2). We denote by U(L(H)) the universal envelope of L(H) and by 
U,@,(H)) the p-envelope of L,(H). The same notations are reserved for the 
Lie algebras associated to the group. 
2.3. Let H be a Lie algebra. The N-series (2.1) defines a filtration of the 
universal envelope U(H) in the following way. Define a weight function w on 
H by 
o(x) = n if xE H,/H,+, 
(2.3) 
=cO if xEfiH, 
i=l 
6 A. 1. LICHTMAN 
and then define 
A, = U(H); A, = Sp x,~x,~ ... x,~ 
i 
1 k w(xa,)>m[ (m=1,2 )... ). 
i=l 
(2.4) 
It is easy to verify that we obtained a filtration of U(H); if (2.2) is ap-series 
in the restricted p-algebra H then (2.4) defines a filtration in U,,(H). It will 
be clear from the context whether (2.4) is a filtration of U(H) or U,(H). 
THEOREM 2.1. Let H be a Lie algebra over a field K and let a N-series 
(2.2) be given, let (2.4) be a filtration of U(H) deJined by this N-series. Let 
L(H) and gr(U(H)) be the corresponding Lie algebra of L(H) and the 
associated graded ring of U(H). Then the correspondence 
h+Hn+,+h+A.+, (h E H,) (n = 1, 2,...) (2.5) 
is extended to an isomorphism 
gr MHN J U(W). (2.6) 
THEOREM 2.2. Let H be a restricted p-algebra over afield K of charac- 
teristic p. Let (2.2) be a p-series of H and let (2.4) be a filtration of the 
algebra U,(H). Then correspodence (2.5) is extended to an isomorphism 
gr (U,(W) 3 U,&(H)). (2.7) 
The proofs of Theorems (2.1) and (2.2) are given in Sub-sections 2.4 and 
2.5. 
2.4. Let E, be a system of elements of H, which gives a basis of H,/H,+ , 
and E = (J,” , E,. We order the elements of every E, in arbitrary way and 
extend this ordering to E assuming that the elements of E, precede the 
elements of E, of n < m. We consider too the standard monomials on E, i.e., 
the elements of the form 
(a,<a,< -.- Q ak ; eQs E E; s = 1, 2 ,..., k) P-8) 
and extend the weight function (2.3) on the set of all the standard monomials 
by 
(2.9) 
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To prove that (2.9) is well-defined it is enough to remark that the elements of 
E are linearly independent and it follows therefore from the Poincare- 
Brirkhoff-Witt theorem that the monomials of form (2.8) are linearly 
independent which implies in particular that representation (2.8) is unique. 
LEMMA 2.1. Assume that there exists n such that H,, = 0. Then for 
arbitrary m the basis of ideal A, is given by all the standard monomials of 
weight >m + 1. 
ProoJ Since H, = 0 we conclude easily that the set E is a basis of H and 
therefore by the Poincare-Birkhoff-Witt theorem the standard monomials on 
E give a basis of U(H). Clearly, any standard monomial of weight >m + 1 
belongs to A,,, and it remains to prove that any x E A,,, is a linear 
combination of such monomials. 
The definition of A, implies that x is a linear combination of the products 
of the form x,x* .+. x, such that 
,$, dxj> > m (xj E H, j = 1, 2 ,a.., s). 
But it is easy to see that in the representation of xj through the basis E the 
elements of the lowest weight have the same weight as Xi and therefore x is a 
linear combination of the elements of the form 
%,e42 *** e4, (e4k E E; k = I,&..., r) (2.10) 
such that 
ji, 4e5,) 2 ma (2.11) 
Assume that some of the monomials (2.10) is not standard, i.e., it holds 
for some k 
As in the proof of Poincare-Birkhoff-Witt theorem we replace it by a sum 
The first summand in (2.12) satisfies relation (2.11). Since (2.1) is an iV- 
series we have 
4[eg,, ebk+,l) > 4eD,) + 4e4k+,h 
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and hence one again via (2.11), 
4eq,) +4e,J + ... + 4[eqk,e4k+J) + 1.. +o(e,J>m. 
We conclude as above from the last relation that the second summand in 
(2.12) is a linear combination of elements of form (2.10) which satisfy 
relation (2.11). But the proof of the Poincare-Birkhoff-Witt theorem is 
completed by a representation of x as a linear combination of standard 
monomials and our proof imply that all of them would have weight >m. 
PROPOSITION 2.1. The d@erent standard monomials of weight <n form 
a basis of U(H)/A ,, + 1 . 
Proof: Clearly, A,, 1 1 H,, 1 and therefore the natural homomorphism 
U(H) + W-WA. + 1 
can be factored through the homomorphism 
Wf) + UWIH, i-1 1 (2.13) 
Let x be the image of a subset X G U(H) under the homomorphism (2.13). It 
is easy to see that the elements of the set E= lJF= i Ei form a basis of 
HIHn + 1 and the weight function on E defines in an obvious way a weight 
function on E and that the assertion would follow if we prove that the - - 
monomials of weight <n on ,?? form a basis of U(H)/A,+, . But i.? is a basis 
of the algebra H/H,+ 1 and hence all monomials on E form a basis of the 
algebra U(H) N U(H/H,.,). By Lemma 2.1 the monomials of weight >n 
form a basis of the ideal A,, , and hence the monomials of weight <n form a 
basis of U(H)/A,+ , . 1 
COROLLARY 1. The standard monomials of weight n form a basis of 
AJA,+ I’ 
COROLLARY 2. H f7 A, = H, (n = 1, 2,...). 
COROLLARY 3. Let 
H=ff’~H*~ . . . 
be the lower central series of H. Then the filtration of U(H) defined by this 
N-series is 
A, = U(H), A, = w”(U(H)) (n = 1, 2,...), 
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where w(U(H)) is the augmentation ideal of U(H). Furthermore, 
o”(U(H)) n H = H” (n = 1, 2,...). (2.14) 
Proof: Clearly, w”(U(H)) c A, (n = 1, 2,...) for a filtration defined by 
any N-series. On the other hand, the definition of the weight function (2.3) 
shows that w(x) = n if and only if x E H” and we conclude easily that in our 
case A, G @“(U(H)) (n = 1, 2,...). This proves (2.14) the last conclusion of 
the lemma follows now from Corollary 2. I 
Proof of Theorem 2.1. Corollary 2 of Proposition 2.1 implies easily that 
the correspondence (2.5) induces an imbedding of L(H) into the Lie algebra 
of the associative algebra gr(U(H)). Identifying the elements of E by their 
residue classes we can assume that the elements of E form a basis of L(H). 
But Corollary 1 implies that the basis of gr U(H) is given by all the standard 
monomials on E, i.e., gr (U(H)) is the universal envelope of L(H). 1 
2.5. We prove in this section Theorem 2.1. Throughout this section H 
denotes a restricted p-algebra and we assume that series (2.1) is a p-series. 
LEMMA 2.2. The Lie algebra associated to the p-series (2.1) is a 
restricted p-algebra L,(H). 
ProoJ It is enough to verify via Theorem 5.7.11 in [ 1 ] that the derivative 
(ad 6)p of L(H) is inner for any homogeneous element F= h + H,, , of 
L(H). But the well-known relation 
(ad h)P = ad hIpI, 
which holds in U(H) implies that we have in the algebra gr(U(H)) 1: U(L(H)) 
(ad @p = (ad(h t Hi+ l))p = ad(hlpl t Hpi+ 1), 
and the assertion follows. I 
We are going now to establish an analog of Proposition 2.1 for the p- 
envelope U,(H) of the restricted p-algebra H. Remind that the series (2.1) is 
now a p-series and (2.3) and (2.4) define a filtration of the algebra U,(H). 
The only difference now that instead of the standard monomials on E we 
consider the monomials of the form 
ez,ez2 ... e$ (aI < a2 < ... < ak ; 0 Q rS < p - 1; en, E E; s = 1, 2 ,..., k). 
(2.15) 
The weight function (2.3) on E is now extended in a natural way on the set 
of monomials (2.15) similarly to (2.9). 
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LEMMA 2.3. Let H, = 0 then the monomials of the form (2.15) with a 
weight more or equal to n + 1 give a basis of A,,+, . 
Proof: The same argument as in the proof of Lemma 2.1 reduces the 
proof to the verification of the following fact: 
Let 
u = ei:ei; ... ei; co, <P2 < **. <Pm>3 (2.16) 
where 
Then all the monomials (2.15) which occur in the representation of the 
element u has weight >m. But these monomials are obtained from the 
monomials (2.16) by replacing the elements of the form ep(e E E) by eIpl 
and the decomposition of e ‘p1 through the basis E. Since 
w(elpl) > pw(e>, 
the assertion follows now easily. 1 
PROPOSITION 2.2. The monomials (2.15) of weight <n form a basis of 
~p@W’ n + 1. 
Proof: The assertion follows now from Lemma 2.3 in the same way as 
Proposition 2.1 from Lemma 2.1. I 
COROLLARY. Corollaries 1 - 3 of Proposition 2.1 are true for the 
restricted p-algebra H and its envelope U,(H). In particular 
w”( U,(H)) n H = H” (n = 1, 2,...). 
Proof of Theorem 2.2. Follows from Proposition 2.2 and the corollaries 
of it in the same way as Theorem 2.1 from Proposition 2.1. i 
2.6. This and the following sections are devoted to a generalization of 
Quillen’s theorems about the isomorphism between the associated graded 
ring of a group ring of a group and the universal envelope of a Lie algebra of 
this group. 
Let H be a group, Q be the field of rationals and let an N-series (2.2) of 
normal subgroups be given. An element (h - 1) E QH has weight i if 
hEHi\Hi+, and a weight co if h E n F= 1 Hi. The filtration of QH is now 
defined by 
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A, = QH; 
A,=S, (kxl- l)(h,2- I>-.. (hms- I)*** (has- I) 
I 
i w(haj- l>>m 
j=l I 
(m = 1, 2 ,... ). (2.17) 
(See, for instance, [9, Section 3,4.]) When (2.2) is a p-series the filtration of 
type (2.17) is obtained in the modular group ring Z, H. 
THEOREM 2.3. Let L(H) be the Lie algebra corresponding to the N- 
series of normal subgroups (2.1) and gr(QH) be the graded ring gr(QH) 
associated to filtration (2.17). Then the correspondence 
hHi+ 1 + (h- 1) +Ai+l (i = 1, 2,...) (2.18) 
is extended to an isomorphism 
U(L WI) = gr (QW. (2.19) 
THEOREM 2.4. Let a p-series (2.1) of normal subgroups be given and let 
L,(H) be the associated restricted Lie p-algebra. Then correspondence (2.18) 
is extended to an isomorphism 
U,(L,W) = gr (Z,(W). (2.20) 
2.7. The proofs of Theorems 2.3 and 2.4 are quite similar. We give a 
proof of Theorem 2.4; the proof of Theorem 2.3 is simpler since it does not 
include the verification of the fact that isomorphism 2.15 is agreed with the 
map a-i alp]. 
Remind first some known facts. When the series (2.2) is a p-series take 
any system of elements E, G H, such that it gives a Z,-basis of the vector 
space H, /H, + i ; if (2.1) is an N-series E, denotes a maximal system of 
elements of H, which is Z-independent in H,/H, + , . Let U, = 
{h - 1 ] h E E,} and U= (J,“= 1 U,,. Linearly order the sets E and U in the 
same way as in Sub-section 2.4. A monomial 
7c = (hi, - l)“(hiz - 1)‘~ 9.. (hik - 1)‘” (2.2 1) 
on the set U is standard in QH if i, < i, < ... i, ; if rr is an element of Z,H 
then the additional condition on 71 to be standard is 0 < rS < p - 1 
(s = 1, 2,..., k). The weight of the standard monomial n is 
o(n) = 5 rjw(hij). 
j=1 
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LEMMA 2.4. For arbitrary n the standard monomials of weight n form a 
basis of the vector space A,/A, + , . 
We give a sketch of the proof. First of all, Hi+, 2 Di+ ,(RH) and Ai+, 1 
ker(RH+ RH/Hi+,). Replacing if necessary, the group H by its quotient 
group HIHi + 1 we can assume that H is nilpotent. 
One can obtain now the assertion as a special case of Hartley’s results 
[lo] or make a reduction to the case when H is finitely generated. Then 
apply Lemmas 3.3.5 in [9] for the case when (2.1) is ap-series and hence, H 
is a finite p-group; if (2.1) is an N-series then H must be a tinitely generated 
torsion free nilpotent group and we apply Lemma 3.4.8 of [9] to complete 
the proof. 
COROLLARY 1 (Jennings [ 111, Hall [ 121, Lazard [S]). The normal 
subgroups Hi and the ideals Ai are in the following relationship. 
Hi=Hn(l +A,) (i = 1, 2,...). 
COROLLARY 2. The basis of the ring gr (Z,H) is given by all the 
elements of the form 
where 71 is a standard monomial of weight n on the set U (n = 1,2,...). 
LEMMA 2.5. Let n be an arbitrary number. Then the subset 
Tn= IV- l)+A,+, lhEH,l 
is a subspace of A,/A,+ , and the map (2.18) induces an isomorphism 
H,IH,,, 2 T,,. 
Proof The identity 
(xy-1)=(x-1)+(y-1)+(x-l)(y-l), 
which holds in any ring implies than T, is a subspace of A,/A,+ I and that 
p, is a homomorphism of H,/H,+ I on T,. Corollary 1 of Lemma 2.4 
implies that p,, is a monomorphism. I 
COROLLARY. The set U,, forms a basis of the vector suspace 
Tn ~A,IA,+,. 
Proof Indeed q$E,) = U,, and E, is a basis of H,,IH, + , . 
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LEMMA 2.6. Let h, E Hi,, h, E Hi2. Then 
(h, h,h;‘h;’ - 1) E ((h, - l)(hz - 1) - (h, - l)(hi - 1)) mod(Ai,+il+i), 
(h;’ - 1) = -(h, - l)(mod(A,,+,). (2.22) 
ProojI Since(h,-l)EA[,,(h,-1)EAi2weobtain 
(h,h,h;‘h;’ - 1) = [(h, - l)(h, - l)- (h, - l)(h, - l)] h;‘h;’ 
= [(h, - l)(hz - 1) - (h, - l)(h, - l)](h;‘h;’ - 1) 
+ (4 - l)(h, - 1) - (h, - l)(h, - 111 
z [(h, - l>(hz - 1) - (4 - l)(h, - l)l(modAi,+i,+ 1). 
(2.23) 
Relation (2.23) follows now from the relation 
(h;‘-l)+(h,-l)=-(h,-l)(h;‘-l)EAi,+,. 1 
LEMMA 2.1. Let T,, be the subpace of A,/A,,, defined in Lemma 2.5. 
Then the subspace 
T= f T,, 
n=O 
of gr(Z,H) is a restricted Lie subalgebra of gr(Z,H), isomorphic to L,(H) 
under an isomorphism q~ which extends the map (2.18). 
Proof: The family of isomorphisms qn of Lemma 2.5 defines uniquely an 
isomorphism v, of the vector spaces L,(H) and T. Clearly, o extends the map 
(2.18). 
Now prove that if h, Hi,+, and hzHi,+, are two given homogeneous 
elements of L,(H) then 
V)([hlHi,+l, h,Hi,+lI)= ((h, - l)(h,- l)-(hz- l)(h, - 1)) +Ai,+i,+l* 
(2.24) 
Indeed, 
V([hlHi,+l, h,Hi,+.ll)=~(h,h,h;‘h;‘Hi,+i,+1> 
= (h, h2h;‘h;’ - 1) + Ai,+i,+, (2.25) 
and (2.24) follows now from (2.25) and (2.23). Since L,(H) is a sum of its 
homogeneous components and ~1 is an isomorphism of the vector spaces 
L,(H) and T we conclude easily that T is a Lie algebra and cp is an 
isomorphism of Lie algebras L,(H) and T. 
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Now consider the map 
hHi+ 1 + hPHpi + 1 (h E Hi) (2.26) 
which defines in L,(H) a structure of a restricted p-algebra. It is not difficult 
to verify that the Lie subalgebra T c gr(Z,H) is closed with respect to the 
map 
(h- l)+Ai+l+ (hP- l)+Api+, (h E Hi) (2.27) 
and hence T is a restricted p-algebra with respect to the map (2.27) and cp is 
an isomorphism of p-algebras L,(H) and T. 1 
Proof of Theorem 2.4. Consider the subalgebra T = L,(H) c Z, H. Since 
T = C,“=O T,, we obtain from the corollary of Lemma 2.5 that the subset U 
forms a basis of L,(H). On the other hand, Corollary 2 of Lemma 2.4 
implies that the basis of gr(Z,H) is given by all the standard monomials on 
te set U. We conclude thus that gr(Z,H) is isomorphic to U,(L,(H)). I 
3. VALUATION FUNCTIONS IN ENVELOPING ALGEBRAS 
3.1. Let S be a ring with unity and R = S(x, (i E I)), where xi (i E I) be a 
set of elements such that 
[ST Xi] E R (s E S, i E I) (3.1) 
and 
LEMMA 3.1. The elements 1 and all the dl@erent monomials of the form 
x. x. -**xi, ‘I ‘2 (i, & i, < . . . < i,) (3.3) 
give a system of generators of R as a right S-module. 
The proof is easy and can be omitted. 1 
We will often assume that the ring R and the system of elements xi (i E I) 
satiqsfy the following assumption: 
(I) The different monomials (3.3) together with 1 are right linearly 
independent over S. 
It is worth remarking that condition (I) implies in particular that the 
elements xi (i E Z) are linearly independent. 
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As an example of such a situation one can take a Lie algebra H and an 
ideal T a H. Let U(H), U(T) be the universal envelopes of T and L 
correspondingly and let xi (i E 1) be a system of elements in L, which gives a 
basis of U(L) as a right U(T)-module; one of the corollaries of Poincare- 
Birkhoff-Witt theorem (see [ 1, Section v.21) is that the system xi (i E 1) 
satisfies the condition I. 
LEMMA 3.2. Let A be an ideal of S such that it holds for any a E A 
[a, Xi] E A (i E Z). (3.4) 
Then AR is an ideal of R and if condition I holds then the monomials (3.3) 
together with 1 give a basis of AR as a right A-module. Furthermore, 
ARnS=A. (3.5) 
Proof Condition (3.4) implies immediately that AR is an ideal and the 
element 1 together with the monomials (3.3) give a system of generators of 
AR over A. Condition I implies now that this system of generators is a basis 
and (3.5) therefore follows. 1 
COROLLARY. Let the conditions of Lemma 3.2 be satisfied, then 
(AR)” = A”R, (AR)“nS=A” (n = 1, 2,...) (3.6) 
and the monomials (3.3) give a basis of (AR)” over A. 
Proof: The ideal A” G S (k= 1, 2,...) satisfies (3.4). The assertion 
therefore follows from the Lemma. 
3.2. We now need analogs of the known facts than an enveloping algebra 
of any Lie algebra H is a domain and it is a Notherian ring if H is finite 
dimensional (See [ 1, Section v.31). As in an enveloping algebra we can 
define in the ring R a system of right S-submodules 
R'-"co R"=S, > 
RCk’=S+ c x,S+...+ c x. xi;.+xi, 
'iI 
(k= 1,2 )... ). (3.7) 
iEI il.iZ,...,ik 
The system of submodules R(“) (n = 0, I....) d e ines an increasing filtration f’ 
of R, i.e., 
(i) R(“) & RCm) if n < m. 
(ii) U,“=, R(“) = R. 
(iii) R(“)R(m) E R(m+n). 
We consider the graded ring G(R) of R, associated to the filtration (3.7). 
481/88/1-Z 
16 A. 1. LICHTMAN 
LEMMA 3.3 (i). The ring G(R) is generated by S and the elements Xi = 
xi + S (i E I). 
(ii) [fa,,Xq]=O (a,j?EI). (3.8) 
(iii) [s, *i] = 0 (s E S, i E I). (3.9) 
(iv) If the system xi (i E I) satisj?es condition I then the elements Xi 
are algebraically independent in the ring G(R), i.e., G(R) is a polynomial 
ring over S in the indeterminates & (i E I). 
ProoJ (i) Follows the definition of G(R). 
(ii) We have first of all 
kc9 &I = (x, + wx, + S) - (xq + S)(x, + S) 
= (x,xq + R”‘) - (x,x, + R”‘) 
= (x,xq -x0x,) + R”‘. (3.10) 
But condition (3.2) implies that 
(x,xq - xDx,) E R”’ 
which via (3.10) establishes (3.8). 
(iii) The proof is similar to the proof of (3.8). 
(iv) Follows from (i)-(iii) and the linear independence of the 
monomials (3.3). 
PROPOSITION 3.1. (i) Let S be a Notherian ring and I befinite. Then R 
is Notherian too. 
(ii) Assume that S is a domain and that the elements xi (i E I) satisfy 
condition I. Then R is a domain. 
Proof: (i) G(R) is Notherian by Lemma 3.3(iv) and therefore R is 
Notnerian by Theorem v.3.4 of [ 11. 
(ii) G(R) is a domain by Lemma 2.2(iv) and once again R is a 
domain by Theorem v.3.4. @ 
PROPOSITION 3.2. Assume that R = S(x,, x2 ,..., xJ, where S is an Ore 
domain and the elements xi (i= 1, 2,..., n) satisfy (3.1), (3.2) and the 
condition I. Then R is an Ore domain. 
ProoJ R is a domain by Proposition 3.l(ii). The assertion now follows 
from Corollary of Proposition 4.3 in [ 131. I 
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COROLLARY. Let H be a Lie algebra, T 4 H, where H/T is finite dimen- 
sional. Assume that U(T) is an Ore ring. Then U(H) is an Ore ring too. 
3.3. Let A, = S, A,, A, be a decreasing filtration of S, where every ideal 
A,, (n = 0, l,...) satisfies condition (3.4) and the elements xi (i E I) satisfy 
condition I. The system of ideals 
W)O = R, (A,R), (A,R) (3.11) 
forms a decreasing filtration of R and as in Section 1 we denote the graded 
ring, associated to this filtration by gr R. It is important that relations (3.6) 
imply that the filtration defined in S by filtration (3.11) is 
A,, = (A,R) n S (n = 0, l,...) 
and we denote by gr S the graded ring associated to this filtration. Clearly, 
we have a natural imbedding gr S G gr R. 
The described situation occurs if L is a Lie algebra, T 4 L and A, 
(n = 0, l,...) is a filtration of U(T) such that its terms are invariant with 
respect to the inner derivatives ad x (x E L). More generally, we have it too 
in the algebra U(L)/QU(L), where Q is an ideal of U(7) such that 
(Q)adxE Q (xEL). 
PROPOSITION 3.3. Let & = xi + A,(R) (i E I). Then 
(i) The monomials 
(3.12) 
together with 1 give a basis of gr R as a right module over gr S. 
(ii) [zi,U’]EgrS (u’EgrS,iEZ). 
(iii) [x’;, z;!,] E gr S + C (gr S) fi. 
ieI 
(3.13) 
(3.14) 
Proof: Consider any element x E R. It follows from Corollary of 
Lemma 3.2 that x E (A,,R)\(A”+ ,R) if and only if 
x= C ‘i,.i, ,..., ikxilxi2 “’ Xik’ (3.15) 
i,,i,,...,i, 
where Ai,,i *,..., i,EAnIAn+I and 4 <4< -a- < i,. This implies easily that the 
element 
2=x+ (A,+,R), 
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which is homogeneous of weight n, has a representation 
(3.16) 
where %,,i, ,..., ik=4,,i, ,..., i,+4+1 is a homogeneous element of weight n in 
gr S and hence any element of gr R has a representation of a form (3.16). 
In order to prove the linear independence of monomials (3.12) we assume 
that the element x’ is the left side of (3.16) is equal to zero; this implies that 
and hence in (3.15) 
XE 6 (A,$) 
n=1 
cc 
Ai,,i2 ,..., ik E n @FIR) 
n=1 
which implies that all the coefficients xi,,i2,,,.,ilr in (3.16) are zero. We proved 
thus the part (i). 
(ii) Take any zi E gr S. Without loss of generality we can assume that 
u’ is homogeneous of weight n, i.e., 
u’=u+A,+,,uEA,pA,+,. 
(The case when u’= 0 is trivial.) 
Since u E A,, we conclude easily that 
[Xi, U] EA, (i E 0 
and the assertion would follow if we prove that for any i E Z the element 
(Lxi, ul + An+I) 
of A,lAn+ 1 does not depend on the choice of the representatives in (xi + AR) 
and in (U + A,, i). To prove this take h, E AR and h, E A,, + , and consider 
the element 
[xi+h,Yu+h*]= [xiYu] + [h,Tu] + [Xi,h,] + [h,7h*]* (3.17) 
The last two summands in (3.16) belong to (A,, , R). Since u E A,, we obtain 
that 
[A,, ~1 EA,+,R 
and therefore 
[x,+h,,u+h,] G [Xi,U](modA”+,R), 
and (ii) is proven. 
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(iii) Clearly, 
19 
and the assertion follows from condition (3.2). I 
COROLLARY 1. Assume that, in addition to the conditions of Proposition 
3.2, gr S is a domain. Then gr R is a domain too. 
ProoJ Proposition 3.3 implies that the elements Ii (i E I) and the 
subring gr S G gr R satisfy conditions (3.1), (3.2) and condition I. The 
assertion now follows from Proposition 3.1. I 
COROLLARY 2. Let H be a Lie algebra, T Q H and A, = U(T), 
A , , A 2 1.1.) be a filtration of U(T) such that 
(AJadxEA, (n = 0, l,...; x E H). 
Then (A,,) U(H) (n = 0, l,...) is a filtration of U(H) whose associated graded 
ring in a suitable smash product 
NW) = grWT)) #H/T. (3.18) 
Proof: The rings U(T) and U(H) satisfy conditions (3.1) and (3.2) and 
condition I. The assertion follows therefore from Proposition 3.2. 1 
THEOREM 3.1. Let H be a Lie algebra, T 4 H. Assume that 
T, = T, T, ,... (3.19) 
is a N-series of H-invariant ideals of T and let L(H) be the Lie algebra 
associated to the N-series (3.18) and 
4, = U(T),A,,A2,..., (3.20) 
be the corresponding filtration of U(T). Then 
(A,) U(H) (n = 0, l,...) (3.21) 
is a firtration of U(H) whose associated graded ring gr(U(H)) is a suitable 
smash product of the associative algebra U(L(H)) with the Lie algebra L/H: 
gr( U(H)) = U(L/H) # L/H. (3.22) 
Proof: By Theorem 2.1 the graded ring associated to filtration (3.19) is 
isomorphic to U(L(H)). The assertion now follows from Corollary 2 of 
Proposition 3.2. 1 
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COROLLARY 1. Under the assumptions of Theorem 3.1 the ring gr( U(H)) is 
a domain. 
Proof: Since gr(U(7’)) is isomorphic to U(L(H)) it is a domain and 
therefore Corollary 1 of Proposition 3.1 or the isomorphism (3.22) imply 
that gr(U(H)) is a domain. 
Corollaries 2 and 3 of Theorem 3.1 will be used later for constructing of 
valuations in enveloping algebras. We remind that a ring R is said to be 
valuated if a function V(X) is defined on R such that 
1. u(x) is an integer if x f 0; v(0) = co. 
2. u(xy) = u(x) + v(y). 
3. 4x - Y) > b(x)9 4Y)l. 
It is known that if 
R=B,zB,zBzz ... 
is a decreasing filtration on R then it defines a valuation function on R if 
0) nn”=,B,=O, 
6) Ifx, W,,/4,+1y x2 W,2/4,+l~ thenxlx2 ~Bn,+,214,+,2+1. 
It is defined in this case 
u(x) = mjn {n 1 x E B,}. 
We can now formulate the following corollaries of Theorem 3.1. 
COROLLARY 2. Assume that the N-series (3.18) of Theorem 3.1 satisfies 
a condition 
fi T,,=O. 
?I=1 
Then thefiltration (3.20) of U(H) defines a valuation function on U(H). 
Proof: We have to prove two properties of filtration (3.20): 
(1) f-lkL (A,) u(H) = 0. 
(2) The graded ring associated to this BItration is a domain. 
The first property is a consequence of the relation 
(A,) W)n W’? =A, (n = 0, l,...), 
which follows from Lemma 3.2. The second property follows from 
Corollary 1. I 
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COROLLARY 3. Let H be a Lie algebra, T 4 H where n,,=, T” = 0. 
Then the powers of the ideal w(U(T) U(H)) defines a valuation on U(H). 
Proof By Corollary 3 of Proposition 2.1 the filtration of U(T) defined 
by the lower central series 
is o”(U(7’)) (n = O,...). Hence, by Corollary 2, the filtration o”(U(T)) U(H) 
defines a valuation v(x) of U(H) and it remains to remark that via (3.6) this 
filtration coincides with the filtration (w(U(7’)) U(H))” (n = 0, l,...). [ 
Now let L be a Lie ring which is a free module over a commutative 
domain K. It is known (see [7]) that there exists a universal K-envelope 
U,(L) of L which has essentially the same properties as in the case when K 
is a field; in particular the Poincare-Birkhoff-Witt theorem remains true in 
this case. 
The following assertion can be obtained as a consequence of Corollaries 1 
and 2 and Proposition 3.2 together with relations (3.6). 
PROPOSITION 3.3. Let A be an ideal of the domain K which defines a 
valuation function v(x) on K. Then the ideal AU,(L) defines a valuation 
function on U,(L) which extends v(x). 
4. THE ORE CONDITIONS IN ENVELOPING ALGEBRAS 
PROPOSITION 4.1. Let H be a Lie algebra which has an ascending 
(possibly transfinite) series 
O=Lo~L,QLz...L,aL,+,Q *a-L (4.1) 
with all the factors L, + ,/L, locally finite dimensional or locally soluble. 
Then the enveloping algebra U(H) is an Ore domain. 
We need the following simple Lemma. 
LEMMA 4.1. Let H be a Lie algebra, T be an ideal of H. Assume that 
U(H) is an Ore ring. Then U(T)\0 is a right denomonator set in U(H). 
Proof: Let x, y E U(T). Since U(H) is an Ore ring we can find non-zero 
u, v E U(H) such that 
xu = yv: (4.2) 
One of the corollaries of the Poincare-Birkhoff-Witt theorem is that U(H) is 
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a free left module over U(T). (See [ 1, Corollary 2 of Theorem v.2.3.j) Let 
thus e, (i E I) be a basis of the left module U(H) and 
u =x xiei, v=x y,e, Cxi3 Yi E u(T))* 
Then (4.2) implies via the fact that U(T) is a domain that 
and the assertion follows. 1 
LEMMA 4.2. Let H be a Lie algebra, T Q H, where H/T is soluble. 
Assume that U(T) is an Ore domain. Then U(H) is an Ore domain too. 
Proof: The proof is easily reduced to the case when H/T is abelian. Take 
x, y E H and find a initely generated subalgebra H, G H such that 
x, y E U(H,). Then H, contains an ideal T, = Tn H, such that H, /T, is a 
finitely generated abelian algebra; thus, H,/T, is finite dimensional and it 
follows from Lemma 4.1 that U(T,) is an Ore domain. Corollary of 
Proposition 4.2 implies that U(H,) is an Ore domain too. There exists 
therefore non-zero U, v E U(H,) such that 
xu = yv, 
and the assertion follows. 1 
Proof of Proposition 4.1. When H is locally finite dimensional the 
assertion is a known fact (see [ 11, sect. v.3); when H is locally soluble it 
follows from Lemma 4.2. This establishes the truth of the first step of the 
induction on the length of the series (4.1). 
Without loss of generality we can assume that L is finitely generated. This 
implies that the length of the series (4.1) is a nonlimit ordinal. Thus there 
exists J? such that H, = H and H/H,_, is either soluble or finite dimensional. 
By the induction hypotheses U(H,-,) is an Ore ring and the assertion 
follows now either from Lemma 4.2 or from Corollary of Proposition 3.2. 1 
5. THE CONSTRUCTION OF SPECIALIZATIONS FROM VALUATION FUNCTIONS 
5.1. We remind the reader of some known facts in this section about 
specializations which can be found in [ 14, Chapter 71. 
A specialization 0 from a field D to a field A is an epimorphism of a local 
subring T E D on A. It is said that a specilization 19: A, --$ A, extends a 
homomorphism (p: R, + R, if R, (i = 1,2) is a subring of the field Ai, Ai is 
generated by R i and 6 coincides with cp on R 1. 
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When R is an arbitrary ring it is said (see [5]) that 0 is a specialization 
from R to S if 13 is an epimorphism and ker 19 c J(R), the Jacobson radical 
of R. 
LEMMA 5.1. (i) Let 
&D-A 
be a specialization from a field D to a field A. Then 0 is extended in a 
natural way to a specialization D, + A,, (which we denote by B too). 
(ii) If D E Spec Ai (i E I), where Ai is a family offields, then 
D, E SPWiL (i E I). 
Proof The proof follows immediately from the relation (see [ 15, 
Theorem 1.7.31) 
J(D,) = J(D), . I 
A multiplicatively closed subring M G R is a right divisor set if for given 
a E R, b E M there exists u EM, u E R such that 
au = bv. (5-l) 
If M contains only regular elements of R then (5.1) is a necessary and 
sufficient condition for the existence of the right ring of fractions RM-’ and 
M is localizable if it satisfies (5.1). A completely prime ideal A G R is called 
localizable if its complement M = R \A is localizable. 
LEMMA 5.2. Let A be a completely prime ideal and M G R p be a right 
denominator set of regular elements in R. Then 
(i) AM-’ is a completely prime ideal of RM-’ and RM-‘/AM-’ is 
a field. 
(ii) A is localizable in R if and only if AM-’ is localizable in RM-‘. 
(iii) The natural homomorphism q: R + R/A is extended uniquely to a 
homomorphism (p,,,: RM-’ + RM-‘/AM-‘. 
(iv) If R and R/A are Ore domains with field of fractions A, and A, 
correspondingly then the natural homomorphism q: R + R/A can be extended 
to a specialization 0: A, + A, if and only tf the homomorphism ‘p,,, , defined in 
(iii), can be extended. In particular, tf M = R/A then a)M is a specialization, 
extending cp. 
The proof is easy and we omit it. m 
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We will use the following transitivity principle for specializations which 
can be obtained from the results of Section 7.2 in [ 131 or be proven in a 
straightforward way (see [ 51). 
LEMMA 5.3. Let a: A, --f A, be a specialization with a domain Q, and 
/?: A, -+ A, be a specilization with a domain Q,. Then Q, = a-‘(Q,) is a local 
subring of A, with a maximal ideal N and the natural homomorphism 
defines a specialization pa: A, -+ A,. 
The following Lemma will allow us to apply the results of Section 4 for 
constructing specializations in Ore rings. 
LEMMA 5.4. Let R be an Ore domain with afield offractions D, A be an 
ideal such that R/A is an Ore domain with a field of fractions A. Assume 
that A defines a valuation function v(x) on R. Then the natural 
homomorphism q: R -+ R/A is extended to a specialization 8: D--t A. 
Furthermore, if T denotes the domain of 6 then the radical J(T) is residually 
nilpotent. 
Proof Extend the function v(x) on D by 
v(abb’) = v(a) - v(b) (aER,bER\O). (5.2) 
It is easy to verify that (5.2) is defined correctly and we obtain a valuation 
function on D. 
Let T,={yEDlv(y)>O} and N={yEDIv(y)>O}. A routine 
argument shows that T, is a local ring with the radical N and let S = T,/N. 
Clearly, N is residually nilpotent. Since T, 1 R and N n R = A we see that 
the natural homomorphism v: TB + S induces an imbedding R/A E S and, 
hence, A is a subfield of S. Let T = w-‘(A). Clearly, T is a local ring which 
contains R and N and T/N 2: A. We obtain therefore that T is a domain of a 
specialization 8: D --) A, which extends the homomorphism p. 1 
5.2. Let H be a Lie algebra which has a series of the form (4.1). It is easy 
to see that any homomorphic image of H and any subalgebra have series of 
this type and therefore the results of Section 5 imply that if T 4 H then 
U(H/T) is an Ore ring. Let D and A be the field of fractions of U(H) and 
U(H/T) correspondingly. 
THEOREM 5.1. The natural homomorphism (D: U(H) -+ U(H/T) is 
extended to a specialization 9: D + A provided that at least one of the 
following two conditions hold 
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(i) nz= i Tn = 0. 
(ii) T is soluble. 
Proof: (i) The kernel of the homomorphism rp is given by the ideal 
o(U(T)) U(L). (see [ 1, Section v.21). But this ideal defines a valuation 
function in U(H) and the assertion now follows from Lemma 5.3. 
(ii) When T is abelian the assertion follows from part (i) of the 
theorem. If now k is the solubility class of T and Tk is the last nontrivial 
term of the derived series of T then Tk is abelian and therefore by part (i) of 
the assertion the natural homomorphism U(H)+ U(H/T,) is extended to a 
specialization a: D -+ A,, where A, is the field of fractions of U(H/T,). But 
the algebra H/T, contains an ideal T/T, of solubility class k - 1 such that 
(H/Tk)/(T/Tk) E H/T. Applying induction on the solubility class of T we 
can assume that the homomorphism U(H/Tk) -+ U(H/T) can be extended to 
the specialization /I: A, -+ A. The transitivity property of specializations 
implies the existence of a specialization 8: D + A; clearly, 0 extends the 
homomorphism rp: U(H)+ U(H/T). 1 
6. THE SPECIALIZATIONS INTO FINITE DIMENSIONAL DIVISION ALGEBRAS 
Let H be a finite dimensional Lie algebra over a field K, U(H) be the 
universal envelope of H. Then U(H) is an Ore ring and we denote by D the 
field of fractions of U(H). The proof of the following fact can be read out 
from Section vi.3 of [ 11. 
PROPOSITION 6.1. Let char K = p. Then D has a finite dimension over 
its center. I 
THEOREM 6.1. Let K be an arbitrary field and let x, , x1 ,..., x, be non- 
zero elements of D. Then there exists a local subring S of D such that 
(i) x, E Sy(S) (a = 1, 2 ,..., m). 
(ii) The quotient field S/J(S) is isomorphic to the field A of fractions 
of a universal envelope U(L) .of a Lie algebra L over a j?nite j?eld P. 
(iii) The ideal J(S) is residually nilpotent: np= l(J(S))k = 0. 
We first need the following known fact from the commutative algebra. 
LEMMA 6.1. Let K be a finitely generated commutative integral domain. 
Then for any finite number of non-zero elements a,, a2 ,..., a,,, E K a maximal 
ideal B can be found such that 
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(i) a, & B (a = 1, 2 ,..., m). 
(ii) B defines a p-adic valuation p of K and K/B is a finite field. 
Proof: Assume for clarity that char K = 0; when char K = p the proof is 
simpler. 
Let x, , x2 ,..., x n be a system of generators of K and let xi, x2,..., x,,, be its 
maximal algebraically independent (over Z) subsystem. The elements 
Xn,+l, X n,+*,*- x,; a,, a2 ,..., a, (6.2) 
are algebraic over Z[x,, x2 ,..., x,,]; let A,, A, ,..., A,,, be the elements of 
qx, 3 x2,..., x,,] which are the coefficients of the minimal polynomials of the 
elements (6.2). Find a maximal ideal A G Z[x,, x2,..., x,,] such that Jj @ A 
(j = 1, 2 ,..., N). Clearly, Z[x,, x2 ,..., xn,]/A is a finite field and A defines a p- 
adic valuation p of Z[x,, x2,..., x,,]. The valuation p is extended is a usual 
way on the field of fractions of Z[x,, x2,..., x,,] and then on the field of 
fractions of K. Since p(S) = 0 (j = 1, 2,..., n) we obtain that 
p&J = 0 (a = 1, 2,..., m) 
and 
PCxi> 2 O (i = 1, 2 ,..., n). 
Condition (6.4) implies that p(x) > 0 for any x E K. Let 
B = (x E K ) p(x) > O}. 
(6.3) 
(6.4) 
It is easy to see that B defines the valuation p on K and K/B is a finite field 
which proves (ii). Condition (i) follows from (6.3). I 
COROLLARY. Assume that under the assumptions of Lemma 6.1 
char K = 0. Then the ideal B can be chosen in such a way that the charac- 
teristic of K/B dt@ers from any given prime numbers pI, p2 ,..., pS. 
Proof Apply the Lemma and find an ideal B which contains none of the 
given elements 
PI 3 P2 ,..‘, Ps ; a,, a2,..., a,. 
Clearly, char(K/B) # pi (i = 1, 2 ,..., s), 
Proof of Theorem 6.1. Let n = dim(H : K) and let e,, e,,..., e, be a basis 
of H and let 
eneD = 2 fbYeY y= I (1 < Q < n>, (6.5) 
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where A a4yEK(l<cf,P,y<n). Let 
xi = a,bp (ai, bi E U(H); i = 1, 2 ,..., m). (6.6) 
Now write out and renumerate all the coefficients AaD,, from (6.1) and all the 
coefficients in the representations of ui and bi through the standard 
monomials in e,, q ,..., e,. We obtain a system of elements q,, q2 ,..., qN E K 
and let K, be the subring with unity generated by all the elements qj 
(j = 1, 2 ,..., N). Let H,, be the Lie subring of H generated by e,, e, ,..., e, over 
K,. Since K, contains all the coefficients from (6.1) the elements e, , e2,..., e, 
form a basis of H, over K,. The standard monomials in e, , e,,..., e, give a 
K,-basis of the universal envelope UKO(H,). (Since the Lie ring H, is a free 
K,-module the main theorems about the existence and the properties of a 
universal envelope are the same as for a Lie algebra over a field.) The 
elements xi (i = 1, 2,..., m) belong to the field D, of fractions of UKO(H,). 
Find now a maximal ideal B G K, such that K,/B is a finite field, say P 
and q,i 6Z B (j = 1, 2 ,..., n). Hence, 
Proposition 3.3 now implies that the ideal BU&H,) defines a valuation 
function in UKO(H,). This implies via Lemma 5.4 that the natural homo- 
morphism o 
can be extended to a specialization 19 
where A is the field of fractions of U,O(H,)/BU,O(H,). We denote by S the 
domain of 19; Lemma 5.4 gives too that J(S) is residually nilpotent. Relation 
(6.7) implies that xi E S\J(S) (i = 1, 2,..., n). We thus proved (i) and (iii). 
If now Cj is the image of ej (j = 1, 2,..., n) under the homomorphism (6.7) 
then the X,-linear independence of the standard monomials on e, , e2 ,..., e, 
implies that the standard monomials on the set P, , &,..., e;, are linearly 
independent over the field K,/B. Thus, the algebra m is the universal 
envelope of the Lie algebra L = i?,, with a basis ~5,) c?~ ,..., c?,, over P, i.e., A is 
the field of fractions of U(L), which proves (ii). u 
COROLLARY. Let D, (n > 1) be the matrix algebra over D. Then for any 
given nonzero elements x, , x2 ,..., x, E D, a local subring S E D can be 
found such that 
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(i) x, E S,\J(S,) (a = 1, 2 ,..., m). 
(ii) The radical J(S,) of the ring S, is residually nilpotent. 
(iii) S,/J(S,) N P,, where P is a finite field. 
(iv) If char K = 0 then S can be chosen in such a way that char P 
dtflers from any one of given prime numbers, p, ,p2 ,..., p,. 
The proof is easy. I 
6.3. We remind that a Lie algebra H over a field K is residually finite if 
for any element 0 # x E H a homomorphism a, of H into a finite dimensional 
Lie algebra L can be found such that q(x) # 0. When H is finitely generated 
it is easy to see that this implies that for any given nonzero elements 
x, 9 x2,..., x, E U(H) a homomorphism v, of H into a finite dimensional Lie 
algebra L can be found such that rp(x,) # 0 in U(L) (a = 1,2,..., m). 
Corollary 11.3.6 of book [ 161 states that a finitely generated soluble of class 
2 Lie algebra is residually finite; when char K = p the result remains true if 
K is abelian-by-finite. 
THEOREM 6.2. Let H be a soluble by locally finite Lie algebra over a 
field K and let D be the field of fractions of U(H). Assume that H is 
residually j%ite. Then 
D E Spec, Di (i E 0, 
where Di is afield of fractions of a finite dimensional Lie algebra Li over K. 
Proof Let nonzero elements u E D be given where 
ua=a,b;’ (a,, b, E U(H); a = 1, 2 ,..., m). 
W.L.O.G. we can assume that H is finitely generated. This implies as it was 
remarked above that there exists a finite dimensional algebra Hi and a 
homomorphism (oi: H+ Hi such that the images qi(aa), qi(b,) in U(H,) are 
non-zero. Let L a H be a soluble ideal of finite codimension and let 
Li = ker ‘pin L. Clearly, Li is soluble and has a finite codimension in H as 
an intersection of two ideals of a finite codimension (see [ 11, Section vi. 1). 
Let vi be the natural homomorphism H-+ H/L,. Then w,(a,) # 0, Wi(b,) # 0 
in U(H/L,). Finally, if Di is the field of fractions of H/L, then because of the 
solubility of Li we obtain that the homomorphism vi has an extension to a 
specialization 19~ : D -+ D,, which satisfies the conditions 
t3,(uJ # 0 (a = 1, 2 ,..., m). I 
COROLLARY. Let H be a Lie algebra over afield K. Assume that either 
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(i) H is abelian-by-locally finite if char K = p or 
(ii) H is metabelian if char K = 0. 
Then 
D E Spec, Di (i E 0 
where Di is a field of fractions of U(H,), Hi is finite dimensional over K. 
Proof Follows from Theorem 6.2 via Corollary 11.3.6 in [ 161. u 
THEOREM 6.3. Let H be a Lie algebra over afield K. Assume that U(H) 
is an Ore ring and that 
6 H”=O. 
n=1 
Let D be the field of fractions of U(H). Then 
D E Spec, Di, 
where Di (i E Z) is the field of fractions of U(H,), Hi is a jkite dimensional 
nilpotent Lie algebra over K. 
Proof The proof is essentially the same as the proof of Theorem 6.2. 
One should apply only Theorem 5.1 and to use the fact that a finitely 
generated nilpotent Lie algebra is finite dimensional. 
COROLLARY. Assume that H satisfies assumptions of Theorem 6.2 or 6.3. 
Then 
D E Spec Ai (i E 0 
where Ai is the jield of fractions of H(L,), L, is a ftnite-dimensional Lie 
algebra Li over a Jinite field Pi. Moreover, if char K = 0 then for any given 
elements x, , x2 ,..., x, the algebra Li and the field Pi can be chosen in such a 
way that char Pi dtflers from any given prime numbers p, , pz ,..., ps. 
Proof: Apply Theorems 6.2 and 6.3 and then Theorem 6.1 together with 
Lemma 5.2. I 
7. THE REDUCTION OF THE PROOFS OF THE MAIN RESULTS TO THE CASE 
(H:K)< co 
7.1. LEMMA 7.1. Let U be an arbitrary ring, x E J(U) and let 
I, xnl + &XQ + * * * + &X*” = 0, (7.1) 
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where 
n,>n,>...>n, 
and ;1, is a left invertible in R. Then 
(7.2) 
Xnk = 0. (7.3) 
Proof: The conditions of the assertion implies easily that nk > 0 and 
there exists an element r E J(U) such that 
i.e., x”k is its own radical multiple. This implies (see, for instance [ 15, proof 
of Theorem I. 10.11) that xnk must be zero. 1 
LEMMA 7.2. Let U be an arbitrary ring, A be a (skew) subfield such that 
dim,(U : A) = n and let S be a nilsubring of U. Then 
S”=O. 
Proof The length of any composition series of R is less or equal to n 
and the assertion follows from Theorem 30 and its proof in Section 4 of 
[24]. I 
COROLLARY. Under the assumptions of Lemma 7.2, (J(U))” = 0. 
7.2. We define now the following four classes of rings. 
Class g, . A ring U belongs to the class ,X1 (U E Z;) iff the radical of 
any finitely generated subring of U is nil. 
Class ,X, . U E CX, iff any finitely generated subring VZ U with an 
additional property that any element x E V is a sum of nilpotent elements 
x=XxX, (x/c E v) (7.4) 
must be a nilring. 
Class cX,. U E X, iff any noncentral normal subgroup N Q U* 
contains a noncyclic free subgroup F.’ 
Class S&. U E X, iff any periodic subgroup of U* is locally finite. 
Let U be a PI-ring. The theorem of Amitsur implies that U E S, ; 
Kaplansky’s theorem that a primitive PI-ring is isomorphic to a matrix ring 
’ Here as usual U* denotes the group of units of U. 
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over a finite dimensional field together with Theorem VIII.5.1 in [ 151 imply 
that U E X, . ProZesi’s theorem [ 171 implies that any PI-ring belongs to sd. 
Finally, if U = D, (n > l), where D is a field (commutative or not) which 
is not algebraic over Z,,, then Lemma 5.1 in [3] shows that UE X, ; when 
U = D it is unknown whether any noncentral normal subgroup of D* 
contains a free subgroup but for finite dimensional fields D this follows from 
Lemma 5.2 in [3]. 
All these facts imply via Proposition 6.1 the following Lemma. 
LEMMA 7.3. Assume that H is a finite dimensional Lie algebra over a 
field K of characteristic p and let D be the field of fractions of U(H). Then 
D, E ,%a (a = 1,2,3,4). 
7.3. It is assumed throughout this section that R is a ring which has finite 
left dimension over a (skew) subfield D and in addition there exists a family 
of rings R i (i E 1) such that R E Spec R i. 
PROPOSITION 7.1. Assume that all the rings Ri (i E I) belong to a given 
class .Fa (a = 1,2,3). Then R E cX,. 
ProoJ: We consider separately all the three possibilities. 
Case 1. a = 1. Let V be a finitely generated subring of R and let 
x E J(v). Since the elements 1, x ,..., xn-’ are left linearly independent over D 
we have for x a relation of the form (7.1) where n, < n - 1 and 0 # Aj E D 
(j = 1, 2 )...) k). 
We claim that x”k = 0. Indeed, if x”k # 0 we can find a finitely generated 
subring S E R, containing all the generators of V (and hence V itself), all the 
elements S, AJ:’ (j = 1, 2 ,..., k) and having a specialization 0 on a ring Ri 
such that 
L9(xQ) # 0. (7.5) 
Let 2 be the image of a subset XC S under 8. Since x is a finitely 
generated subring of Ri the assumption Ri E & implies that J(s) is nil and 
therefore the element I is nilpotent. But we have now in the ring Ri 
A, 2”’ + &R” + . * * + I&P = 0, (7.1) 
which implies via Lemma 7.1 that R” k = 0. This contradicts (7.5) and proves 
that x”k = 0, i.e., J(R) is nil and R E 55,. 1 
When a = 2 the proof does not differ from the proof in the case a = 1. 1 
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Assume that (x = 3. Let N be a noncentral normal subgroup of R *. Find 
elements r E R * and u E N such that 
l#q= [r,U]=T-iU-‘TU. (7.6) 
Let S be a subring, containing the elements r, U, r- ‘, u - ’ and having a 
homomorphism a, on a ring Ri such that 
d4) f 1. (7.7) 
Clearly, the subgroup N, = Nn S* is normal in S*. Since ker p is a quasi- 
regular ideal of S we obtain that an element s E S is invertible in S iff p(s) is 
invertible in the ring (p(S) = Ri. This implies easily that q(N,) is a normal 
subgroup of R,?. But (7.7) implies that @V,) is non-central and hence 
contains a free subgroup. We obtain from here that N, contains a free 
subgroup too. 1 
LEMMA 7.3. Assume that U E 2&. Then 
(i) If T s U is a nilsemigroup then T” = 0. 
(ii) Let G be a subgroup of R* such that all the elements 
(g - l)( g E G) are nilpotent and S be a subring generated by them. Then 
S” = 0 and hence G is nilpotent. 
ProoJ (i) If T, is any finitely generated subsemigroup of T then the 
subring (T,), generated by T, is finitely generated and every element of it is 
a sum of nilpotent elements. Since U E X, we obtain that (T,) is nil and 
Lemma 7.2 implies that (T,)” = 0 and therefore Ty = 0. We conclude that 
T” = 0. 
(ii) Follows from (i) by routine arguments. 1 
7.3. Let R be an algebra over a field K and R E Spec,R, (i E I). As 
above we assume that R has a finite dimension over a subfield. 
PROPOSITION 7.3. Assume that R E X2 and Ri E 2&for any i E I. Then 
REX,. 
Proof: Let G be a periodic subgroup of R *. Take a finite number of 
elements g, , g, ,..., g, and let G, = gp{ g,, g, ,..., g,}. To prove that G, is finite 
find a finitely generated subalgebra S, containing the elements g, , g, ,..., g, 
and having a specialization 19 on an algebra Ri. The image 0(G,) of G, in Ri 
is finite since Ri E 5,. The kernel of the group homomorphism G + B(G,) is 
a periodic subgroup 
H= {h E G, 1 (h - 1) E ker 6). (7.8) 
MATRIX RINGS AND LINEAR GROUPS 33 
Since H is periodic, all the elements (h - 1) (h E H) are algebraic over K 
and the quasi-regularity of ker 19 now implies that they are nilpotent (see [‘15, 
Section 1.101). Lemma 7.3(i) now implies that the subgroup H is nilpotent. 
But a periodic nilpotent group is locally finite. Thus the finitely generated 
group G, is an extension of a locally finite normal subgroup H by a finite 
subgroup G,/H. It is well known that this implies that G, is finite. 1 
COROLLARY. Let R be a ring which has a finite left dimension over a 
subfteld D of characteristic p. Assume that R E .S2 and R E Spec Ri, where 
every RjE.& (iE1). Then R E.&. 
Proof: Consider R and any subring of it as an algebra over Z, and apply 
Proposition 7.3. 
8. THE PROOFS OF THE MAIN RESULTS 
8.1. PROPOSITION 8.1. Let R be a ring. Assume that J(R) is residually 
nilpotent and that R/J(R) has characteristic p. Then all the elements offnite 
order in the group 1 + J(R) are p-elements. 
Proof Assume that 
(1 +x)” = 1 (4 + P), (8.1) 
where x E J(R). We can find a natural k such that x E (J(R))k\(J(R))kf’. 
Relation (8.1) implies that 
qx E (J(R))“+‘. (8.2) 
But p E J(R) and hence 
px E (J(R))‘+ ‘, 
which together with (8.2) implies that x E J(R)Sf’. This contradiction proves 
the assertion. 
THEOREM 8.1. Let H be a j%ite dimensional Lie algebra over a field K, 
D be thefield offractions of U(H). Then any periodic subgroup of GL,(D) is 
locally finite. 
Proof When char K = p the assertion is a known fact (see Lemma 7.3). 
Let thus G is a finitely generated subgroup of GL,(D) and char K = 0. 
Apply the Corollary of Theorem 6.1 and find a subring S, c D, such that 
G c S, and S, has properties (i)-(iv). 
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Let G be the image of G under the natural homomorphism 
s, + S,/J(S,) = P,. 
The group G is finite since G 5 CL,(P). The kernel of the homomorphism 
G -+ G, induced by the ring homomorphism (8.3) is the group 
Go= IgE GI (g- l)EJ(S,)J. 
Proposition (8.1) now implies that G, is a p-group and thus G is a finite 
extension of a p-group. 
Once again apply the Corollary of Theorem 6.1 and find another subring 
S; containing G but such that SL/J(S;) has characteristic q # p. We obtain 
then G is a finite extension of q-group too. This implies of course that G is 
finite. I 
8.2. Let H be a Lie algebra over a field K. We assume that U(H) has a 
field of fractions D. 
THEOREM A. Assume that H satisfies any one of the following two 
conditions : 
(i) or=, Hk=O. 
(ii) H is soluble-by locally finite and is residually finite. Then 
D, E .& (n > 1; a = 1, 2, 3,4). (8.4) 
Furthermore, if char K = 0 then any periodic subgroup of CL,(D) contains 
an abelian normal subgroup of index &p(n) where p(n) is any Jordan 
function. 
Proof: The Corollary of Theorems 6.2 and 6.3 implies that 
D, E Spec(d,),, where di (i E I) is a field of fractions of U(L,), Li has a 
finite dimension over a finite field. Proposition 7.1 now implies via Lemma 
(7.2) that (8.4) is true for a = 1,2, 3. 
Now apply Theorem 8.1 together with Proposition 7.3 and obtain that 
D, E.%d. 
To prove the last statement of the theorem we remark first that one of the 
corollaries of the local theorem of Malcev is that G contains an abelian 
normal subgroup of index Q(n) if any finitely generated subgroup of G has 
this property (see, for instance [ 18, Appendix, Section 21). We can assume 
therefore that G is finitely generated and hence is finite. 
Let g, = 1, g2,-9 g, be all the elements of G. Apply the Corollary of 
Theorem 6.3 and find a local subring T E D such that 
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(0 g, E L tg, - 1) 65 (J(T)),. 
(ii) TJz d, where A is the field of fractions of U(L), L is a finite 
dimensional Lie algebra over a field P of characteristic p such that pjm. 
Property (i) implies that the natural homomorphism 8: 
induces an isomorphic imbedding of G into the group GL,(A). Since 
pj(G : 1) we can conclude via Theorem 1 of Zalesskii’s article [ 191 that G is 
isomorphic to a subgroup of GL,(F), where F is the algebraic closure of Z,, 
and, once again because pl;(G : l), it follows from Jordan’s theorem that G 
is abelian-by finite of order less or equal to p(n). m 
COROLLARY. Assume that H satisfies any one of the following three 
conditions: 
(i) H is finite dimensional- 
(ii) H is soluble of class 2. 
(iii) H has a series of form (4.1) and in addition OF= 1 H” = 0. Then 
D,E.%i (a = 1, 2, 3,4). 
Moreover, if char K = 0 then any periodic subgroup of GL,(D) is abelian-by- 
finite of order Q(n). 
9. CONCLUDING REMARKS 
Bachmuth and Mochisuki (see [20]) proved that if D is a field of fractions 
of a poly-{infinite cyclic} group ring then some subgroups of SL,(D) satisfy 
the Tits’ alternative ([21 I): either they contain a noncyclic free subgroup or 
they are soluble-by-periodic. The Tits’ alternative is not true in general for 
GL,(D), where D is an arbitrary field ([22]) but it may be true when D is a 
field of fractions of a universal envelope of a finite dimensional Lie algebra 
or of a polycyclic group ring. One can hope too that in these case there 
exists some bound for the solubility class of soluble subgroups of GL,(D). 
Another interesting class of fields where the inclusions (8.4) and the Tits’ 
alternative might be true is the universal field of fractions of a free group 
ring KF. The family of homomorphisms pi 
KF -+ KtF I Y,@)) (i = I, 2,...), 
has the property that for any 0 #x E KF a homomorphism vi can be found 
such that 
Vi(X) # 0. 
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It seems however to be unknown whether 
D E Spec Di (i = 1, 2,...). (9.1) 
In any case, applying the arguments of Section 7 one can obtain the 
following assertion as a corollary of results in [3,4]: 
Let D be the universal field of fractions of a free group ring. Then the 
truth of (9.1) would imply that 
D,E Km (a= 1,2,3,4;n> 1). (9.2) 
Finally, we would like to point out that it is unknown whether inclusions 
(9.2) remain true if D is an arbitrary skew field. 
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