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ABSTRACT
CapsNet (Capsule Network) was first proposed by Sabour et al. (2017) and later
another version of CapsNet was proposed by Hinton et al. (2018). CapsNet has
been proved effective in modeling spatial features with much fewer parameters.
However, the routing procedures in both papers are not well incorporated into
the whole training process. The optimal number of routing procedure is misery
which has to be found manually. To overcome this disadvantages of current rout-
ing procedures in CapsNet, we embed the routing procedure into the optimization
procedure with all other parameters in neural networks, namely, make coupling
coefficients in the routing procedure become completely trainable. We call it Gen-
eralized CapsNet (G-CapsNet). We implement both “full-connected” version of
G-CapsNet and “convolutional” version of G-CapsNet. G-CapsNet achieves a
similar performance in the dataset MNIST as in the original papers. We also test
two capsule packing method (cross feature maps or with feature maps) from previ-
ous convolutional layers and see no evident difference. Besides, we also explored
possibility of stacking multiple capsule layers. The code is shared on CAFFE-
CapsNet.
1 INTRODUCTION
According to Sabour et al. (2017), a capsule is a group of neurons whose activity vector represents
the instantiation parameters of a specific type of entity such as an object or an object part. Intu-
itively, CapsNet can better model spatial relationship by using much more fewer parameters. The
experiments in Sabour et al. (2017) proved this argument in some small datasets like MNIST and
smallNORB . However, the routing procedure is very computationally expensive, and the number
of routing iterations has to be manually set by testing. To overcome this issue, we propose Gen-
eralized CapseNet. The key idea of CapsNet is incorporating the routing procedure to the overall
optimization procedure. In other words, it makes the coupling coefficients trainable instead of being
calculated by dynamic routing Sabour et al. (2017) or EM routing Hinton et al. (2018).
Another interesting question yet to answer is that how to package a capsule from activations of
previous convolutional layers. We can select the elements if each capsule at the same position
across different feature maps (as Figure 2 Left shows). We can also select the elements of each
capsule within each feature map (for example, we can choose each row or column as a capsule as
Figure 2 Right shows). Two methods seem different, and the previous one makes more sense since
capsules are supposed to capture different spatial features. However, according to our experiment,
both ways have similar performance. We do not know the exact reason for the question but will try
to answer it in the experiment session.
CapsNet seems more general than standard neural networks (neurons can be considered as a unit
length of capsules), so we also explore the scalability of CapsNet by building a two-layer G-
CapsNet. Unfortunately, the network is inclined to get saturated even after a capsule version of
ReLU layer is added. The same thing happens when we try to ‘capsulize’ the whole network,
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namely capsules other than neurons are the atomic units. For example, a colored input image can be
considered as h× w, 3-dimension capsules, so are the following layers.
2 GENERALIZED CAPSNET
To better illustrate the idea of G-Capsnet, let’s check what the normal neural networks’ loss func-
tion looks like. Assume we have a dataset {(x(1), y(1)), . . . , (x(m), y(m))}. If we can use neural
networks to train a model, the loss function can be defined as Equation 1:
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[
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The loss function for G-CapsNet is similar. The only difference is we have extra coupling coef-
ficients (through routing procedure) to train. Note that
∥∥hW,b(x(i))∥∥ is the mathematical form of
the neural network that we assume would fit the dataset. nl, sl, sl+1 are the number of layers, the
number of neurons of layer l and the number of neurons of layer l + 1. W and b are the parameters
we are supposed to get by training the neural network.
For the generalized CapsNet, W (l)ji is the transformation matrix that maps one type of capsule in one
layer to another type of capsule on top of it. c(l)ji is the coupling coefficient between adjacent layers.
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2.1 STRUCTURE OF GENERALIZED CAPSNET
Like the structure of the previous CapsNets, the generalized CapsNet also includes two phases, cap-
sule transformation, and capsule routing, as Figure 1 shows. Capsule transformation converse one
type of capsules into another type of capsules. For example, Sabour et al. (2017) transforms 8-
dimension capsules into 16-dimension capsules while Hinton et al. (2018) transforms 4× 4capsules
into 4×4 capsules. In theory, we can transform type of capsules into any other type of capsules. The
capsules can be of any shape (vector, matrix, cube or even hyper-cube). Assume the shape of cap-
sules u in the lower layer is (m1,m2, . . . ,mk), the transformation matrix W is mk, n1, n2, . . . , nk,
then the shape of output capsules v in the higher layer is m1,m2, . . . ,mk, n1, n2, . . . , nk. Capsule
routing ensures capsules in lower layers are scaled and sent to their parent capsules in higher layers,
as Equation 3 shows.
vj =
∑
i
cijuj|i, uj|i =Wijui (3)
2.2 SQUASH FUNCTION
We adopt two versions of squash functions which are proposed by Sabour et al. (2017) and Edgar
et al. (2017). As Equation 4 shows. Squash functions here equal to a normalization operation which
also bring non linearity.
v
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1 + ‖vj‖2
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′
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2.3 LOSS FUNCTION
We adopt the same margin loss function in Sabour et al. (2017), as Equation 5 shows.
Lk = Tkmax(0,m
+ − ‖vk‖)2 + λ(1− Tk)max(0, ‖vk‖ −m−)2 (5)
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Figure 1: The structure of generalized CapsNet.
Figure 2: Packaging capsules across feature maps VS within feature maps
3 EXPERIMENTS
3.1 FULL CONNECTED G-CAPSNET ON MNIST
We adopt the same baseline as in paper . The first convolutional layer outputs 256 feature maps. The
second convolutional layer outputs 256 feature maps or 32×6×6 8D capsules. The last two layers
are fully connected layers. Please check our released code or the original paper written by Sabour
et al. (2017) for more details.
We call the Capsule structure that Sabour et al. (2017) proposed full connected CapsNet since each
capsule in the higher layer connects to every capsule in the lower layer. As Table 3.2 shows, no
matter whether the reconstruction procedure involved, G-CapsNet can always achieve better perfor-
mance by using much less number of parameters. Note that the performance of the baseline and the
G-CapsNet reported here is a little lower than in Sabour et al. (2017), we consider the difference is
caused by different deep learning frame (We use Caffe other than TensorFlow).
Another interesting thing we found is that the way of stacking the activation of neurons does not
matter a lot (0.68 VS 0.66). It makes more sense to package capsules across different feature maps
since the capsules are supposed to capture a couple of different types of features at the same position,
as Figure 2 left shows. However, what we found is that packaging capsules within each feature map
(as Figure 2 right shows) as opposed to across feature maps can achieve similar performance. The
potential reason for this is that no matter how we package capsules, once the organization of these
capsules is fixed, the network will finally learn potential spatial relationship.
3.2 CONVOLUTIONAL G-CAPSNET ON MNIST
Similarly, we call the structure in Hinton et al. (2018) as convolutional CapsNet since the same
type of capsules of different positions shares the same transformation matrices. The convolutional
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Algorithm error rate(%) number of parameters
baseline 0.83 35.4M
full connected G-CapsNet 0.66 8.2M
full connected G-CapsNet* 0.66 6.8M
full connected G-CapsNet** 0.76 8.2M
Convolutional G-CapsNet 0.75 6.9M
Convolutional G-CapsNet* 0.70 5.5M
Table 1: Error rate VS number of parameters on MNIST. Note that “*” means no reconstruction,
“**” means the alternate way of stacking capsules.
G-CapsNet we use here is similar to the previously mentioned full connected G-CapsNet except we
use 6 by 6 kernel for calculating the and 4 by 4 “matrix” capsule instead of 1 by 16 “vector” capsule
for the capsule layer. Please check our project for more details. As Table 3.2 shows, convolutional
G-CapsNet can achieve better performance compared to the baseline by using fewer parameters.
Above G-CapsNets all have a single capsule layer, then a natural question arises, can we build a
Multi-layer G-CapsNet? After all, neural networks can be considered as a special type of CapsNet
(the length of each capsule is 1). One straightforward way is stacking multiple capsule layers on top
of each other. However, we found this type of CapsNet is easy to get saturated. To solve this issue,
we design a capsule version of “ReLU” layer which makes the performance better but still far from
satisfying. How to make a CapsNet more scalable will be our next work.
4 CONCLUSION
G-CapsNet incorporates the routing procedure of capsules into the whole optimization process
which gets rid of the set of routing times and guarantees the convergence. Also, we tried two
different ways of packaging capsules and conclude that how to packaging capsules does not matter
a lot. Finally, we evaluated muli-layer CapsNets and found that multi-layer CapsNets are easy to get
saturated. How to make CapsNet scalable is still an open question.
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