5.4 that the two types of minimal regular local overrings of a given n-dimensional regular local ring (n > 2) given by J. Sally cannot be the only such examples.
In Examples 4.9 and 5.2 we note that such strong finiteness conditions do not hold among some local domains which are more general than regular local rings.
The technical heart of the paper is contained in §3, in which the crucial result is Theorem 3.2. Preliminaries are given in §2, while §4 contains the main results, and §5 contains some extensions of these.
Preliminaries.
If 72 is a quasilocal ring (i.e., 72 has a unique maximal ideal), we use the symbol (72, M) to indicate explicitly that M is the unique maximal ideal of 72. We use the word "local" to indicate a Noetherian quasilocal ring throughout. We use the symbol C to indicate strict inclusion. By a regular local ring (RLR) we mean a local domain whose unique maximal ideal can be generated by n elements, where n is the Krull dimension of 72, which we denote by dim 72. The height of a prime P is denoted ht P. If (72, M) is a RLR, we use the phrase "regular system of parameters" for M to mean a minimal generating set for M.
We denote the quotient field of any domain 72 by q.f.(72). We say that S and field must itself have dimension < n (see [9, Lemma 5.3] ). D If (72, M) is a RLR, several specific constructions of RLR's S such that S > 72 are of particular interest. Namely, a "monoidal transform" of 72 is a ring of the form S := R{x2/xf,xz/xf,... ,Xi/xf\cj, where {xf,... ,x¿} is part of a regular system of parameters for M, and Q is a maximal ideal of R[x2/xf,... ,Xi/xf] whose height equals dim 72. A "simple monoidal transform" of 72 is a monoidal transform in which only one element is adjoined to 72, e.g., S = R[x2/xf\Q.
A "quadratic transform" of 72 is a monoidal transform of 72 in which as many elements as possible have been adjoined to 72, i.e., S = Rfa/xi,... ,xn/xi]Q, where {xf,... ,xn} constitutes all of a regular system of parameters for M, i.e., n = dim 72.
If (72, M) is a local ring and x G 72\{0}, then x £ D^o -^ by Krull's Intersection Theorem [11, Corollary 2, p. 217] . Therefore there exists r > 0 such that x G Mr\Mr+1.
We define a function on 72, "ord," by ord(x) := r (ord 0 := oo). We extend this to q.f.(72) by ord(a/6) := ord(a)-ord(b).
If in addition 72 is regular then this order function is actually a valuation, i.e., we have ord(aè) = ord(a) + ord (6) and ord(a + b) > min{ord(a),ord(6)} [12, Corollary 1, p. 302]. Among valuation rings, we reserve the symbol DVR for the valuation domains which are rank 1 and discrete, where "rank" means Krull dimension. We note that the DVR's contained in a given field are maximal elements among the set of quasilocal domains contained in that field and ordered by domination [3, Kriterium 2, p. 102].
By a "chain of RLR's between 72 and S" we mean a nonempty set {5a} of distinct birational RLR's linearly ordered by domination and such that 72 < S\ < S for all A. Given an infinite descending sequence, (So, Mo) 2 (Si, Mi) 2 • • ■ of quasilocal rings such that Si dominates S¿+i for all i, we denote the intersection by "(Soo, Moo)"-With regard to this S^o we have the following lemma. LEMMA 2.2. (Soo, Moo) is a quasilocal ring.
PROOF. If a G Moo Q Mo then a is not a unit in Soo, for if it were, we would have a-1 G Soo Q So so a would be a unit in So, a contradiction.
On the other hand, if a G Soo\Moo then a G Sí\Mí for some i and hence in Sj\Mj for all j; so a~1 is in every Sy and hence in Soo • Thus the set of nonunits in Soe forms the ideal Moo. □ 3. Infinite descending chains of RLR's. This section contains the main technical result of this paper, Theorem 3.2, which states that the quotient field of the intersection of a certain chain of regular local rings, all having the same quotient field, K, is strictly smaller than K. The following example is provided as motivation. Before proceeding with the proof we note a few remarks and lemmas. There is a cofinal subset C of the positive integers for which the following is true: for i in C the k-vector spaces Vij := (My + M2)/M2 are equal for all j in C with j > i, and dinifc V,,y = dimfc Vi>j =: d whenever i,i',j are in C with j > i and j > i'. Moreover, d < n and the theorem is true if d = 0.
PROOF. We will construct the set C by successively removing some of the rings in the original chain by the process described below and then renumbering. The rings in the chain which results, a subchain of the original chain, will be the rings indexed by C. Letting C be this cofinal subset, this lemma allows us to assume, in the proof of Theorem 3.2, that the fc-vector spaces V¿j are equal whenever j > i, i fixed, that they have the same dimension, d, for all i, and that 1 < d < n -1. We make these assumptions throughout the remainder of this section. LEMMA 3.6. If xn,... ,Xid G M¿+i are elements whose images inVij+i are a basis ofVi¿+i, then in fact their images in Vy,y+i are a basis ofVj¿+i for all j, 0 < j < i. In particular, it follows that {x¿i,..., Xid} is part of a regular system of parameters for My, 0 < j < i.
PROOF. By Remark 3.5 all the V¿j have the same dimension, d, so the surjection 0: K,»+i -» Ví-1,1+1 given in the proof of Lemma 3.4 is actually a fc-isomorphism which takes the images of xn, • • ■, £¿d in V^i+i to their images in VV-i^+i. Thus these images are a basis for V^_i,t+i, which equals V¿_i,i-This proves the statement for j -i -1 and it is clear we may iterate to achieve the result for all j. The last statement follows because, for all i, V¿,t+i C Vi¿. D
The following proposition is the key reduction needed for computational purposes. PROPOSITION 3.7. Let d be as in Remark 3.5. For all i > 0 there exists {xn,... ,Xid}, part of a regular system of parameters for Mi, such that for each j, 0 < j < i, there exists J/yi,..., yj,n-d & My, with {xzi,..., xid, yyi,..., yy,n-d} a regular system of parameters for My, and such that y3i G M0 , 1 < I <n -d.
In particular, this gives, for each i > 0, a regular system of parameters {xn,..., Xid, yn, ■ ■ ■, Vi,n~d} for Mt such that xn,..., Xid are linearly independent (mod Mq) over k, and yn,...,yi,n~d G M0+1. PROOF. Fix i and choose fixed xn,..., xa G M¿+i whose images in K',t+i are a basis. By Lemma 3.6, {x¿i,..., x¿<¿} is part of a regular system of parameters for My, 0 < j < i. We will show by induction on j that for all such j there exists {yyi,... ,2/y,n-d} as in the statement.
Case j -0. Clear. We now apply the case j' = 1 to the truncated descending chain starting at Sy_i. That case implies that we can find z3i,...,Zj>n-d G My such that i¿i,.. .,x%d, Zji,... ,Zjtn-d form a regular system of parameters for My and such that each Zji is in My_i, 1 < I < n -d. Thus each Zji can be written as a homogeneous polynomial of degree two in xn,... ,Xid, 2/y-i,i, ■ • •, J/y-i,n-d with coefficients in Sy_i. Since we have equality of residue fields, any monomial in this polynomial whose coefficient is a unit in Sy_i can be written as the sum of two monomials, one with coefficient a unit in Sj, and the other with a coefficient in My_i. After performing this process for each monomial in z3i, we collect all monomials whose coefficient is a unit in Sj, and call their sum pu, while the sum of the monomials whose coefficient is in My_i we call qu. Of course, Zji = pu + qu and qu G My_,.
Hence qu can be written as a homogeneous polynomial of degree three in Xif,... ,Xid, J/y-i,i, • • •,2/y-i,n-d and so we may repeat the above process to write qu = P21 + 92/, where P21 is a sum of monomials (of degree three) whose coefficients are units in Syi and o2¡ G M^_f. Now Zß = pu +p2i +q2i-We iterate until reaching zm =Pii +P21 H-+P3-1J +0.3-1,1-Note that çy_i,j G M.jt\ Ç M¿+1. Let pi := pi; H-h Pj-i,i-Then p; is a polynomial in xil:..., xid, Vj-1,1, ■ ■ ■, yj-ftn-d in which every monomial has degree at least two and every coefficient is a unit in Sy. But now p¡ can be rewritten as p¡ = p\ + p" where p[ is the sum of those terms of p; which involve only the xfs, and p" is the sum of those terms which involve at least one J/y-i,r. We now have Zji -p[+ p'{ + 9y-i,i-Set yy¡ := z3i -p\.
Since every term in p\ involves at least two x¿r's and has a coefficient which is a unit in Sy, we see that p\ G M2-. Therefore, since {x¿i, • • •,Xid,2yi,...,z^n-d} is a regular system of parameters for Mj, so is {xn,..., x¿<¿, J/yi, • • •, yj,n-d}-It remains to see that each t/y¡ G M¿ . But we have j/yj = Zji -p[= p'{ + <7y-i,¡, íy-i,¡ G M¿+1, so we need only see that p" G M¿+1-This is clear since each Vj-i,r G M¿ and each x¿r G Mo, so each term in p" is in M¿+ • □
The technique employed in the latter part of the proof of Proposition 3.7 was essentially the expansion of elements in M¿ as power series with respect to a fixed regular system of parameters for M¿. Had S¿ contained a coefficient field, for all i, then we would have been able to actually expand these elements as power series by passing to the completion and using Cohen's Structure Theorem [6, Theorem (31.1)]. The far clumsier technique of the text seems necessary in order to avoid the assumption of the existence of a coefficient field. A similar technique is also used in the proof of Lemma 3.8. For each positive integer i, and for each j, 1 < j < i, let {xif,..., Xid, Vji) ■ ■ ■ 1 Vj,n-d} be a regular system of parameters for Mj as in Proposition 3.7. If z G M¿nMy, then z can be written z = f+g, where f is a homogeneous polynomial of degree j in xn,..., Xid whose nonzero coefficients are units in So, and where g G M0 ■ PROOF. Suppose z G My, s > 1. Then z may be written as a homogeneous polynomial of degree s in the given basis elements for Mj, coefficients in Sj. By grouping the monomials in this expression accordingly, we can write z = a + b + c, where a is a homogeneous polynomial of degree s in xn,...,Xid whose nonzero coefficients are units in Sy; b is a homogeneous polynomial of degree s, each of whose monomials contains at least one t/yj, and whose nonzero coefficients are units in Sj; and c is a homogeneous polynomial of degree s whose coefficients are in My.
ThuscGM^1.
Concerning this expression for z we observe, first, that b G M0 -which is clear, since each of its terms contains an element, j/yj, 1 < / < n -d, which is in Mq+1-Secondly, a = 0 if s < j. For, noting that units in Sy are also units in Now if s = j we set / := a and g := b + c to obtain the desired result. In the contrary case we use the observations above, that c G M0 H My , to repeat the above procedure, with c in place of z, so that we have c = af+bf + Cf, where Of is a homogeneous polynomial of degree s + 1 in the Xim's, 1 < m < d, with unit coefficients; bf is a homogeneous polynomial of degree s + 1, with unit coefficients in the regular parameters for Mj, each term of which includes at least one j/yj ; and ci has coefficients in My. Now we have &i G M¿+ , Cf G My+2, z = b + üf +bf +Cf, and, again, if s + 1 < j then ai = 0. for all A.
PROOF. Otherwise we would be able to find an infinite strictly descending chain in £(72), contrary to Theorem 4.6 D This corollary shows that birational RLR's have a nice structure. That the structure is not so nice in more general classes of local rings is shown by the following example. Moreover, since any 2-dimensional normal local ring birationally dominating a 2-dimensional RLR has a rational singularity [4, Proposition (1.2)], each S¿ must have a rational singularity.
Again restricting our attention to RLR's, however, and using a related result of Shannon's, we are able to obtain the following corollary. This corollary answers a question raised by Shannon [9, Remark 3.8] . In relation to this question, we should note that Hironaka has apparently shown that a similar question for projective models has an affirmative answer. Namely, if X and Y are two n-dimensional, birational normal projective models such that Y dominates X, then any birational sequence of normal models between X and Y has finite length, bounded uniformly by a fixed number depending only on X and Y (see [9, Remark 3.8] 3-generated for, if it were generated by less than three elements, then, since we are in a local ring, one such smaller generating set would have to be a subset of {XYZ,Y2Z,X3Z}, but none of these three elements lies in the ideal generated by the other two in S. On the other hand, Corollary 4.8 above states that there must exist some minimal element of £(72) between S and 72 (it might be S). Thus there must exist at least one new type of minimal regular local overring. Specific calculations show that in fact S is minimal over 72.
