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In this paper, it is shown that the distribution of the spectrum of A + X 
gives (essentially) a complete set of orthogonal invariants for the (real non- 
symmetric) matrix A. 
Let A and B be a pair of 3 x 3 real matrices such that 
trA” = trBk k = 1,2,3. 
Then A and B have the same spectrum, but unless we restrict the class of 
matrices under consideration we cannot claim that A and B are orthogonally 
equivalent or even similar, i.e., 
B = P-IAP 
for some nonsingular P. 
Consider now the situation when the entries of A are the result of an 
experiment and are subject to random errors. Moreover, assume that all the 
available information about A consists of the values of tr A” (k = I, 2, 3), 
for different samples of A. 
Our results below show that in this random case we actually have much 
more information about the (mean value of the) matrix A than in the classical 
case. While this is a valid assertion under a variety of random conditions, 
we choose here a particularly simple one, to get a clean statement. 
Let X = {xij , 1 < i, j < 3) be a set of ir~@erz&r N(0, 1) random variables. 
Then we have 
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THEOREM I. Given any 3 x 3 real matrix A, one can produce at most two 
other matrices A, , A, such that if the joint distribution of the random variables 
tr(A + X)k and tr(B + X)” (k = 1,2,3) 
coincide, then B is orthogonally equivalent to either A, A, , or A, . 
Remark. (1) The triplet (A, A, , A,) can be computed explicitly for each A 
once and for all. Moreover, in the “generic” case when tr(A*A2)(A*A2)* = 
11 A*A2 j12 # j\ AA*2 112, one can choose A, = A*. Generically, too, one gets 
A, from A by exchanging all the elements in all the pairs (A,, , A,,), (A,, , A,), 
(A,,, A,,), (4, > 42). 
(2) The result has been stated for simplicity only in the 3 x 3 case. 
An even stronger result holds in the 2 x 2 case, namely, A = A, E A,. 
Our method of proof gives partial results for arbitrary dimension n. 
We start be recalling four simple lemmas about canonical forms for 3 x 3 
matrices, see [3, 41. 
Denote the triangular matrix 
with the symbol Tri(a,, , a22 , a,, , a,, , a28 , ~11~). 
LEMMA 1. If A has one eigenvalue a of (algebraic) multiplicity 3, then A is 
unitarily equivalent to a matrix Tri(a, a, a, d, g, f) where 
(1) 4g30 
(2) d = 0 implies g = 0 
(3) g = 0 implies both d = 0 and f 3 0. 
LEMMA 2. If A has one eigenvalue b of multiplicity 2 and another a of multi- 
plicity 1, then A is unitarily equivalent to a matrix Tri(b, b, a, d, g, f) where 
(1) d,g>O 
(2) d = 0 implies g = 0 
(3) g = 0 implies f > 0. 
LEMMA 3. If A has distinct eigenvalues (a, b, c), then A is unitarily equivalent 
to a matrix Tri(a, b, c, d, g, f) where 
fw6/3-4 
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(1) 4g z 0 
(2) d=Oorg=OimpliesfaO. 
LEMMA 4. If A is unitarily equivalent to Tri(a, b, c, d, g, f) and the quantities 
tr A, tr AZ, tr A3, tr AA*, tr A2A*2, tr A2A* (1) 
are known, then the numbers a, b, c are known and so are the quantities 
d2+g2+ If I2 
( c - b I2 d2 + / b - a 12g2 + d2g2 (2) 
(c - b) d2 + (a - b)g2 - dgf* 
The proofs of these results are given in [3]. 
Observe that if d were known, then g and f are determined from (2). 
Eliminating g and f in the three equations in (2) we get an equation of degree 
at most three for d2. 
Thus if A and B are 3 x 3 matrices and the values of the six quantities 
(1) agree on them, we conclude that B is either unitarily equivalent to A or 
to one of the two matrices constructed using the other solutions for d2 in (2). 
Finally, observe that if A and B are unitarily equivalent and real, then one 
can construct a (real) orthogonal matrix 0 such that 
B = O-IAO. 
For the proof of this last fact, see [4]. 
Proof of Theorem I. Bring in the Hermite polynomials 
H,(x, t) = (-t)” e*2/2tDne-“g/2t. 
Take Y to be a Gaussian variable with mean a and variance R. Then one has 
EH,(Y, t) = H,(a, t - R). 
In particular, 
EY” = H,(a, -R) 
and in the case Y w N(a, l), we get 
EY2 = a2 + 1 
EY3 = a3 + 3a 
EY4 = a4 + 6a2 + 3 
EY5 = a5 + 1Oa3 + 15a 
EYs = a6 + 15u4 + 4%~~ + 15. 
(3) 
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Now we set out to extract information about the matrix A from the joint 
distribution of the random variables 
tr(A + X)* k = 1,2, 3. 
1. tr(A + X) is a Gaussian random variable and from it we can read off 
exactly 
tr A 
2. tr(A + X)a is a quadratic form in Gaussian variables and it is straight- 
forward to see that from its distribution we get exactly 
and 
tr A2 
tr AA* 
The results thus far hold for any dimension. In the 2 x 2 case the stronger 
version of Theorem I is now complete, since tr A, tr A2 and tr AA* are a 
complete set of orthogonal invariants. 
3. The distribution of 
tr(A + X)3 
ES tr M3 
cannot be analyzed as easily as the previous ones. For some positive results 
concerning cubic forms in Gaussian variables, see [l]. 
Using the independence of the entries, and the formulas given earlier, see (3), 
one gets after a laborious computation 
Etr(A+X)3=trAs+3trA 
E(tr(A + X)3)2 = (tr AS)2 + 9 tr A2A*2 + 6 tr A3 tr A 
+ 27 tr AA* + 18(tr A)2 + 18 tr A2 + 117 
and finally 
E(tr(A + X)3 tr(A + X)2) = tr A3 tr A2 + fj tr AsA* 
+3trAtrA2+3trAs+33trA. 
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Summing up: The joint distribution of tr(A + X)li, (k = I, 2, 3), gives us 
the quantities 
tr A, tr A2, tr A3 (4) 
and the quantities 
tr AA*, tr A2A*2, tr A2A*. (5) 
We are now in a position to use the Lemmas l-4 given above as well as the 
arguments following these lemmas. This concludes the proof of the theorem. 
THEOREM II. Under the same assumptions as in Theorem I, A and B are 
similar, i.e., there exists a nonsingular matrix P such that 
B = P-IAP. 
Proof. If the eigenvalues of A (and thus of B) are all different, this is im- 
mediate. 
In the other cases one easily sees that there is enough information in tr AA* 
(combined with the spectrum of A) to determine the minimal polynomial 
of A, and this does the job for the 3 x 3 case. 
THEOREM III. Under the weaker assumption that 
det(A + X) and det(B + X) 
hawe the same distribution, one gets 
B = OlA02 
for some pair (0, , 0,) of orthogonal transformations. 
Proof. In [2] we proved that from the assumptions above, one concludes 
that the “singular values” of A and B are the same. The result is now immediate. 
REFERENCES 
[I] GR~~BAUM, F. ALBERTO (1975). Cubic forms in Gaussian variables. Zllinois J. of 
Math. 19. 405-412. 
[2] GRUNEZAUM, F. ALBERTO (1975). The determinant of a random matrix. Bull. Amer. 
Math. Sot. 81, 446-448. 
[3] MURNAGHAN, FRANCIS D. (1954). On the unitary invariants of a square matrix. 
An. Acad. Brasil. Ciencias 26 1-7. 
[4] PEARCY, Carl (1962). A complete set of unitary invariants for 3 x 3 complex matrices, 
Trans. Amer. Math. Sot. Transactions of American Mathematical Society 104 425-429. 
