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A NOTE ON RECURRENCE OF THE VERTEX REINFORCED JUMP
PROCESS AND FRACTIONAL MOMENTS LOCALIZATION
ANDREA COLLEVECCHIO AND XIAOLIN ZENG
Abstract. We give a simple proof for recurrence of vertex reinforced jump process
on Zd, under strong reinforcement. Moreover, we show how the previous result implies
that linearly edge-reinforced random walk on Zd is recurrent for strong reinforcement.
Finally, we prove that the H(2|2) model on Zd localizes at strong disorder. Even though
these results are well-known, we propose a unified approach, which also has the advan-
tage to provide shorter proofs, and relies on estimating fractional moments, introduced
by Aizenman and Molchanov.
1. Introduction
The Vertex Reinforced Jump Process (VRJP) is a continuous time self-interacting
process. It was first studied by Davis and Volkov ([DV02] and [DV04]) on Z. See also
[Col09, BS10] and [CZ18] for a study of VRJP on trees, and [RN18] for super-linear
VRJP. Recent studies [ST15a] revealed a close relation between VRJP and linearly edge
reinforced random walks (ERRW, introduced by Coppersmith and Diaconis [CD87]).
Moreover, VRJP is also related to a supersymmetric hyperbolic sigma model (introduced
by Zirnbauer [Zir91]), called the H(2|2)-model, studied in [DS10, DSZ10]. The latter is a
toy model for the study of Anderson transition. The paper [STZ17] introduced a random
operator which is naturally related to these objects.
In [ST15a] and [ACK14], were given two different proofs of the fact that the ERRW are
recurrent under strong reinforcement on Zd. These were long-standing open problems in
the field. We will give yet an alternative short proof, using a unifying approach built on
ideas from [AM93]. Moreover, we use the fact that ERRW is a time change of VRJP with
random i.i.d. conductance to prove recurrence of ERRW on Zd when the reinforcement
is strong enough.
2. The model
We define VRJP as follows. Let G = (V,E,W, θ) be a non-directed locally finite
weighted graph, where to each edge e ∈ E is assigned an initial weight We ≥ 0 and
to each vertex i is assigned an initial weight θi > 0. Moreover, we assume that G has
self-loops, i.e. edges connecting a vertex to itself; each pair of vertices in V can be joined
by at most one edge, and two vertices i, j are neighbors, denoted by i ∼ j, if they are
joined by an edge. In this paper, we mainly focus on Zd and its sub-graphs, with general
weights, possibly random. Denote by W = (We)e∈E and θ = (θi)i∈V . For i ∼ j we use the
notation Wi,j for the weight on the edge connecting i and j. If i and j are not neighbors,
we set Wi,j = 0. VRJP(W, θ) on G is a continuous time process that takes values on
V . This process is denoted by Y = (Yt)t≥0 and starts at Y0 = i0 ∈ V , where i0 ∈ V is
a designated vertex. Conditionally on the past of Y up to time t, and conditionally to
Yt = i, this process jumps at time t towards j at rate
Wi,jLj(t) where Lj(t) = θj +
∫ t
0
1Yu=jdu.
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2 A. COLLEVECCHIO AND X. ZENG
In particular, VRJP can only jump among adjacent vertices. It is shown in [ST15a] that
after a suitable time change, the VRJP is a mixture of Markov jump processes. Section 3
contains a descriptions of the mixing measure and its very useful properties.
Next, we define the Linearly Edge-Reinforced Random Walk (ERRW). Fix a collection
a = (ae)e∈E of positive real numbers, they are called the initial weights of ERRW. It
is a discrete time process, which takes values on V , and at each step jumps between
nearest neighbors, updating the weights on the edges as follows. Initially to each edge e
is assigned a weight ae. Each time the process traverses an edge, the weight of that edge
is increased by 1. The probability to traverse a given edge at a given time is proportional
to the weight of that edge at that time. We denote ERRW(a) for such a process.
We use the notation VRJP(W ) to denote VRJP with edge weights W and vertex
weights θi ≡ 1, that is VRJP(W, 1). It turns out that, as a consequence of Theorem C,
or Corollary 1 of [STZ17], the two models VRJP(W, θ) and VRJP(W θ, 1) (where W θi,j =
Wi,jθiθj) behave the same in term of recurrence/transience. Moreover, most of our results
on infinite graphs assume some ergodicity of the model w.r.t. Zd-translation, that is, for
simplicity, we will always consider constant Wi,j ≡ W and θi ≡ θ on Zd, in such case we
also have equivalence among the models VRJP(W, θ), VRJP(W θ, 1) and VRJP(1,
√
Wθ).
In particular, considering VRJP(W ) is almost as general as considering VRJP(W, θ).
Theorem 2.1. (1) Consider a collection of independent positive random variables
W˜ = {W˜e : e ∈ E}. Consider the process Y defined as follows. Conditionally on
W˜ , Y is VRJP(W˜ ). There exists W d ∈ (0,∞] such that if
sup
e∈E
E
[
W˜ 1/4e
]
<W d,
then Y is recurrent1.
(2) Consider ERRW(a) on Zd, with d ≥ 1. There exists a(d) ∈ (0,∞) such that
ERRW(a) satisfying supe∈E ae ≤ a(d) is recurrent.
Remark 2.2. In our proof, we provide bounds for W d. More precisely,
(1) W d ≥
√
pi
Γ(1/4)25/3d
≈ 0.24
d
.
In terms of ERRW(a), W d ≥ Γ(1/4+a)Γ(a) , which implies, for example, a(3) . 0.65.
Corollary 2.3. Consider VRJP(W ) on Zd, where W = (We)e∈E is a collection of de-
terministic weights and E is the edge set of Zd. Let W d be as in Theorem 2.1. If
supe∈EWe < W
4
d, then the VRJP(W ) is a.s. recurrent.
Moreover, we were able to apply our proof to show localization of a random Schro¨dinger
operator H(θ) (c.f. definition in Theorem A) connected both to the H(2|2) model (intro-
duced in [Zir91]) and VRJP(1, θ). We recall that a random operator is called localized if
it has a.s. a complete set of orthonormal eigenfunctions, which decay exponentially (in
particular, it has only pure point spectrum). It is shown in Theorem 1 of [DS10] that,
the Green function of H(θ) at energy level 0 (ground state) decay exponentially when θ
is small enough. Our approach provides an alternative proof of the above in Section 6,
see Theorem 6.1.
The first part of Theorem 2.1 clearly implies Corollary 2.3. Moreover, Part 2) of
Theorem 2.1 is a corollary of part 1). In fact, it relies on a result of Sabot and Tarre`s
1By recurrent we mean that the process visit its starting position infinitely often almost surely.
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which can be described as follows. If Y is the process defined in Theorem 2.1 part 1),
where W˜ = (W˜e)e∈E are independent random variables and Gamma(ae,1) distributed;
then the skeleton of Y (that is, the discrete time process associated to Y) equals in
distribution to ERRW(a) (proof can be found in Section 4). Hence, we only need to
prove Theorem 2.1 part 1).
The rest of the paper is organized as follows: In Section 3 we will introduce a family of
mixing measures connected with the local times of VRJP and derive some of its properties
for later use. In Section 4, as a preparation, we recall the fact that VRJP is a mixture of
Markov jump processes, and to be self-contained, we provide proofs. Section 5 is devoted
to the proof of recurrence in strong reinforcement, i.e. Theorem 2.1 part 1). Finally, in
Section 6, we show that, the operator related to the VRJP is localized in strong disorder,
as an application of [AM93].
3. The multivariate inverse Gaussian distribution
The aim of this section is to introduce and study the properties of a particular random
potential of some Schro¨dinger operators on finite weighted graphs. This operator is then
extended to infinite graphs, in particular Zd.
Consider a finite weighted graph G = (V,E,W, θ). For notational reason we identify V
with the set {1, . . . , N}. Recall that to each unordered pair of vertices {i, j} we assign
a non-negative weight Wi,j, which is strictly positive if and only if i ∼ j, and denote
W = (We)e∈E for short. Moreover, to each vertex i ∈ V is assigned a real number θi > 0,
and θ = (θi)i∈V .
Definition 3.1. A Schro¨dinger operator Hβ on the finite weighted graph G with potential
2β ∈ RN is an N ×N matrix with the following entries (1 ≤ i, j ≤ N)
(2) Hβ(i, j) =
{
2βi i = j
−Wi,j i 6= j
.
For any β ∈ RN , let [β] be the diagonal matrix where the i-entry of the diagonal is
βi, for 1 ≤ i ≤ N . If we denote by ∆W the weighted graph Laplacian, whose entries are
(Wi,j)i,j∈V (recall that Wi,i = 0), we have Hβ = 2[β]−∆W . We call 2β the potential, and
even though this choice might differ with part of the literature, we aim to be consistent
with the terminology used in few papers that studied VRJP, e.g. in [STZ17, SZ19]. A
main ingredient in the present paper is a random version of Hβ, with a particular random
potential β defined by the following theorem.
The proof of the following theorem is due to Letac and Jacek [LW17] and can also be
found in [SZ19]. For the sake of completeness, we included a proof in the Appendix.
Theorem A. Let H = Hβ be defined as in (2). If θ = (θ1, . . . , θN) and η = (η1, . . . , ηN)
are vectors with real positive coordinates, then
(3)
∫
H>0
∏
i θi√
(pi/2)N
e−
1
2(〈θ,Hθ〉+〈η,H−1η〉−2〈θ,η〉) 1√
detH
∏
i∈V
dβi = 1,
where 〈·, ·〉 is the usual scalar product of RN , 〈θ,Hθ〉 = ∑1≤i,j≤N H(i, j)θiθj, and {H > 0}
is the collection of β such that Hβ is positive definite. In particular, the integrand is a
probability density and defines the distribution of an N-dimensional random vector β.
The density appearing in the integrand in (3) is a multidimensional version of the
inverse Gaussian distribution. More precisely, (3) is a generalization of the well-known
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fact, that for any a, b > 0
(4)
a√
pi/2
∫ ∞
0
e−
1
2
(a2x+b2/x−2ab) 1√
x
dx = 1.
Remark 3.2. The density appearing in Theorem A has a rather long history and also
have several names. First of all, it is a generalization of both the Gamma distribution
and the Inverse Gaussian (IG) distribution. It is related to the magic formula proposed
in [CD87], which is then discussed in [DR06, KR00, MO¨R08]. In the meantime, it also
appears as a hyperbolic supersymmetric measure in [Zir91, DSZ10, DS10], which is then
identified to the magic formula by Sabot and Tarre`s in [ST15a]. It is introduced in the
above form (with η = 0) in [STZ17] and with η 6= 0 in [SZ19, DMR17a, LW17].
Definition 3.3. We say that β is νW,θ,η distributed if its density is defined by (3). Let
β be νW,θ,η distributed, and Hβ defined as in (2). Then Hβ is a random Schro¨dinger
operator (as its potential is random) associated to the weighted graph G. Sometimes, we
denote this operator by HW,θ,η to emphasis its dependency on the parameters.
For a subset V1 of V , let us denote HV1,V1 the sub-matrix (H(i, j))i,j∈V1 and θV1 is the
sub-vector (θi)i∈V1 , same for the sub-vector ηV1 . From the proof of Theorem A, we deduce
the following.
Proposition 3.4. Let β be a random variable with distribution νW,θ,η. Let V1 = V \ {i0}
and V2 = {i0}. The density of the marginal (βi)i∈V1 is(
2
pi
)|V1|/2
e−
1
2(〈θV1 ,HV1,V1θV1〉+〈ηˆV1 ,GˆV1 ηˆV1〉−2〈θV1 ,ηˆV1〉) 1HV1,V1>0√
detHV1,V1
∏
i∈V1
θidβi,
where ηˆV1 = ηV1 + WV1,V \V1θV \V1 and Gˆ
V1 = (HV1,V1)
−1; The conditional density of βi0
given (βi)i∈V1 can be expressed as
(5) 1γ>0θi0
1√
pi
e−θ
2
i0
γ− 1
4γ
ηˇ2i0
+θi0 ηˇi0
1√
γ
dγ,
where the above density is written with the change of variables
(6) γ = βi0 −
1
2
〈
Wi0,·, Gˆ
V1Wi0,·
〉
= βi0 −
1
2
∑
j:j∼i0
Wi,j
G(i0, j)
G(i0, i0)
=
1
2G(i0, i0)
,
and with the notation
(7) ηˇi0 =
∑
j∼i0
∑
k∈V1
Wi0,jGˆ
V1(j, k)ηk + ηi0 ,
in such a way that γ is independent of (βi)i∈V1. In particular, if η ≡ 0 then γ is Gamma
(1
2
, 1
θ2i0
) distributed.
Proof. This is a corollary of the proof of Theorem A, given in the Appendix. It is a
direct application of the fact that the density factorize into product of (21) and (22).
Equation (6) follows from definition of Green function, that is, for any i ∈ V , we have
(8) 2βiG(i0, i)−
∑
j:j∼i
Wi,jG(i0, j) = 1i=i0 .

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Remark 3.5. Alternatively, it is possible to prove that γ is Gamma distributed via Laplace
transform. Assume that β is νW,θ,0 distributed. Let k > 0, define (ηi)i∈V by ηi0 = k and
ηi = 0 for i 6= i0, by (3), we see that the Laplace transform of 12γ equals
E(e−
1
2
k2H−1(i0,i0)) = e−
√
k2θi0 .
This characterize the distribution of 1
2γ
, and entails that γ is Gamma distributed.
The family of measures νW,θ,η satisfy some useful properties, or more specifically they
enjoy some symmetries. For example, we can differentiate with respect to the parameters
and obtain useful identities. Identities of this kind are called Ward identities, we list
two of them, which will be useful later. For other Ward identities, one can check, for
example, [DMR17a, DMR17b, DSZ10, SZ19, MRT16, BHS18]. Recall that we denote by
〈·, ·〉 the usual inner product for vectors in Rd. Moreover, for any continuous function
g : Rd 7→ R+, we define
〈g(β)〉W,θ,η :=
∫
g(β)νW,θ,η(dβ).
Corollary 3.6 (Ward identities). Consider a finite weighted graph G, let β be µW,θ,η
distributed. For any |V |-dimensional vector k, such that ki > 0 for all i ∈ V , we have
(9)
〈
e−
∑
i∈V kiβi
〉
W,θ,η
= e−〈η,
√
k+θ2−θ〉−∑i,j : i∼jWi,j(√(θ2i+ki)(θ2i+kj)−θiθj)∏
i∈V
θi√
θ2i + ki
.
Fix l 6= i0, let Ξ(k,W, β) = G(i0,l)G(i0,i0) exp
(
ki0
2G(i0,i0)
−∑i∈V kiβi), then
(10)〈
Ξ(k,W, β)
〉
W,θ,0
=
∏
i 6=i0 θi∏
i 6=l
√
ki + θ2i
exp
(
−
∑
i,j : i∼j
Wi,j
(√
(ki + θ2i )(kj + θ
2
j )− θiθj
))
.
Proof. See Appendix. 
4. The VRJP is a random walk in random environment
Recall that we use Y = (Yt)t≥0 to denote VRJP(W) defined in the introduction.
In [ST15a], Sabot and Tarre`s introduced the following time change to the VRJP:
Zt = YD−1(t), with t ∈ [0,∞),
where D(s) is the following increasing random time change
(11) D(s) =
∑
i∈V
(L2i (s)− θ2i ) =
∑
i∈V
Si(s),
in particular, Si(s) =
∫ s
0
1Zu=idu is the local time of Z = (Zt). This section is devoted to
the study of Z, which turns out to be a mixture of Markov jump processes. By definition,
conditionally on {Zs, s ≤ t, Zt = i}, at time t, Z jumps from i to j at rate
Wi,jLj(t)dLi(t) = Wi,j
√
Sj(t) + θ2j d
√
Si(t) + θ2i =
1
2
Wi,j
√
Sj(t) + θ2j
Si(t) + θ2i
dSi(t).
The following theorem is first proved in [ST15a], the short proof we provided here is
inspired by [ST15b, STZ17] and [Zen16], it is written in the context of the measure νW,θ,η,
to provide a self-contained treatise of recurrence of the ERRW.
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Theorem B. Consider a finite weighted graph G = (V,E,W, θ). Let Z be the time
changed VRJP starting from i0 ∈ V defined by (11). We have that Z is a mixture of
Markov jump processes.
More precisely, if H = HW,θ,0 with θ > 0, is the random operator associated to G and
introduced in Definition 3.3. Denote by P the distribution of G = H−1. Define, for
any collection of positive real numbers (g(i0, j))j∈V , a Markov jump process (X, P g). For
which under the measure P g (called the quenched measure) the process X has Markov
jump rates 1
2
Wi,j
g(i0,j)
g(i0,i)
from i to j. Then the annealed law of X, defined by
P(·) =
∫
P g(·)P(dg),
equals to the law of Z.
Proof. By (8), under the quenched measure P g, the process X has sojourn time rate at
i ∈ V equal to ∑
j:j∼i
1
2
Wi,j
g(i0, j)
g(i0, i)
=
{
βi i 6= i0
βi0 − 12g(i0,i0) i = i0
,
Given a trajectory
σ : X[0,t1) = i0, X[t1,t2) = i1, · · · , X[tn−1,tn) = in−1, X[tn,t) = in,
let Si(t) be the local time of X up to time t. The quenched trajectory density (see
Definition 4 of [Zen16]) of X equals
fXquenched(σ) =
n∏
k=1
(
1
2
Wik−1,ik
)
g(i0, in)
g(i0, i0)
exp
(
−
∑
i∈V1
Si(t)βi +
Si0(t)
2g(i0, i0)
)
.
By the Ward identity (10), the annealed trajectory density of X is
fXannealed(σ)
=
n∏
k=1
(
1
2
Wik−1,ik
) ∏
i : i 6=i0 θi∏
i : i 6=in
√
Si(t) + θ2i
exp
(
−
∑
i,j : i∼j
Wi,j
(√
(Si(t) + θ2i )(Sj(t) + θ
2
j )− θiθj
))
.
On the other hand, the trajectory density of Z equals (we abuse notation and denote by
Si(t) the local time of Z)
fZ(σ) =
n∏
k=1
(
1
2
Wik−1,ik
√
Sik(tk−1) + θ
2
ik
Sik−1(tk) + θ
2
ik−1
)
· exp
(
−
∫ t
0
∑
j:j∼Zv
1
2
WZv ,j
√
Sj(v) + θ2j
SZv(v) + θ
2
Zv
)
=
n∏
k=1
(
1
2
Wik−1,ik
) ∏
i 6=i0 θi∏
i 6=in
√
Si(t) + θ2i
· exp
(
−
∫ t
0
∑
j:j∼Zv
1
2
WZv ,j
√
Sj(v) + θ2j
SZv(v) + θ
2
Zv
)
.
Now since
d
dt
( ∑
i,j : i∼j
Wi,j
(√
(Si(t) + θ2i )(Sj(t) + θ
2
j )− θiθj
))
=
∑
j:j∼Zt
1
2
WZt,j
√
Sj(t) + θ2j
SZt(t) + θ
2
Zt
,
we conclude that fZ(σ) = fXannealed(σ), hence the law of X and Z are equal. 
The following corollary is immediate.
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Corollary 4.1. Fix a finite weighted graph G. Let Hβ the random operator associated to
G (as per Definition 3.3) and G = H−1β . The discrete time process (Yn) associated to the
VRJP is a random conductance model, where the conductance on the edge {i, j} ∈ E is
Ci,j = Wi,jG(i0, i)G(i0, j).
5. Recurrence with strong reinforcement on Zd
We can actually define the random potential β on a infinite graph, see Proposition 1
of [SZ19] for the case η ≡ 0.
Theorem C. One can extend to νW,θ,η to the entire Zd. If (βi)i∈Zd is νW,θ,η distributed,
its law is characterized by the Laplace transform of its finite dimensional marginals: for
any finite collection of vertices V ⊂ Zd,
(12)〈
e−
∑
i∈V kiβi
〉
W,θ,η
= e−
∑
i∈V (ηi
√
ki+θ2i−θi)−
∑
i∈V,j∈Zd,i∼jWi,j(
√
(θ2i+ki)(θ
2
j+kj)−θiθj)
∏
i∈V
θi√
θ2i + ki
,
where (ki)i∈V is such that ki > 0, and conventionally ki = 0 if i /∈ V .
Proof. This is a direct application of the Kolmogorov extension theorem, and the fact
that by (9), βi and βj are independent if i  j. 
Remark 5.1. In particular, if β is νW,θ,0 distributed, then θ2β = (θ2i βi)i∈V is ν
W θ,1,0
distributed, where W θi,j = Wi,jθiθj. Moreover, in the case where W and θ are constant, if
β is νW,1,0 distributed, then β/W is ν1,
√
W,0 distributed.
In the sequel, we focus on the graph Zd. In order to have homogeneity, we assume that
θi and Wi,j are constant, equals to θ and W respectively. Define the random operator
associated to Zd, by Definition 3.1, it is of the form Hβ = 2[β] −∆W , where β is νW,θ,0
distributed, as in Theorem C. Recall that, 1/2βi is an IG
((∑
j:j∼iWi,jθj/θi
)−1
, θ2i
)
distributed random variable, in particular, the variance of βi is (since Wi,j and θi are
constant): 〈
β2i
〉
W,θ,0
− 〈βi〉2W,θ,0 =
1
2θ2i
+
∑
jWi,jθj
4θ3i
=
1 + dW
2θ2
.
To conjugate our language to the one that is usually used in the context of random
Schro¨dinger operator, we have to normalize Hβ in such a way that the kinetic energy is
associated to the unweighted Laplacian ∆ (that is, with entry 1 or 0 depending whether
an edge is present), so we would rather consider Hβ/W instead, and then the coupling
constant is the variance of the potential 2β/W , that is
2
θ2W 2
+
2d
θ2W
.
In particular, either θ small or W small will entail large variance, i.e. strong disorder,
and we would expect localization.
For a finite box Λ of Zd, consider the finite weighted graph induced by the wired
boundary condition, denoted Λ˜, and defined as follows. Let Λ = (V,E,W, θ). The set
of vertices of Λ˜, denoted by V ∪ {δ} where δ is an additional vertex. The graph Λ˜ is
obtained from Λ by adding edges connecting δ to each of the vertices on the boundary,
which in turn is defined as {i : ∃j ∼ i, j /∈ V }. Moreover
(13) Wδ,i =
∑
j:j∼i,j /∈V
Wi,j
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and θδ = θ.
Lemma 5.2. There exists a universal constant C, such that for any finite graph G =
(V,E), in particular, finite boxes of Zd, if H = HW,θ,0 is the associated operator, with
η ≡ 0. Then, for any i0 ∈ V
E
[
H−1(i0, i0)1/4
] ≤ C√θ.
Note that this bound is completely independent of W .
Proof. We recall that H−1(i0, i0) > 0. By Corollary 3.4, 12H
−1(i0, i0) is a Gamma variable
with parameter (1
2
, 1
θ2
), Hence
E
[
1
2
H−1(i0, i0)1/4
]
=
Γ(1/4)
21/3
√
pi
√
θ.

From now on, we denote by x → y the collection of paths connecting x to y for any
pair of vertices x and y. Moreover, for any connected set A ⊂ V , containing x, y, denote
by (x → y, A) the collection of paths connecting x to y and whose vertices belong to A
only. For any path σ, we denote by |σ| its length.
Proposition 5.3 (Random walk expansion). Let Hβ be a random Schro¨dinger operator
on a finite graph , and let G be relative Green function, i.e. G = H−1β . Let σ : x→ y be
a finite admissible path connecting x, y ∈ V , that is, σ = (σ1 = x, σ2, . . . , σ|σ| = y), define
Wσ =
|σ|−1∏
k=1
Wσk,σk+1 , (2β)σ =
|σ|∏
k=1
(2βσk),
then we have
G(x, y) =
∑
σ∈x→y
Wσ
(2β)σ
.
Proof. Let D be the diagonal matrix 2[β] (for this notation see the paragraph right below
Definition 3.1). We have H = (I −W∆D−1)D. Since H > 0 a.s., we have, by Perron–
Frobenius that ‖W∆D−1‖ < 1. Therefore, we can write
G = D−1
∞∑
k=0
(W∆D−1)k,
which is the random walk expansion. 
Proof of Theorem 2.1 part 1). By Remark 5.1, it suffice to deal with the case θ = 1 and
(W˜e)e∈E random and independent. Set
W ′ = sup
e
E[W˜ 1/4e ] < W d.
We will combine the random walk expansion and the fact that diagonal Green function
is a Gamma variable. Notice that the collection of paths σ : 0→ x, can be decomposed
as follows.
As shown in Figure 1, the collection of paths from x to y, can be seen as the collection
of self-avoiding paths from x to y (denoted by τ in the figure) along with the collection
of paths from τi to τi for all i (which are the loops).
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Figure 1. A path is decomposed into its loop-erased path along with
dangling cycles.
We can therefore factorize the random walk expansion according to this path cut, and
write
G(0, x) =
∑
σ∈0→x
W˜σ
(2β)σ
=
∑
τ∈0⇒x
( ∑
pi0∈0→0
W˜pi0
(2β)pi0
)
W˜l1,l2
 ∑
pi1∈(τ1→τ1,V \{τ0})
W˜pi1
(2β)pi1
 W˜l2,l3 · · · W˜lk,lk+1 ∑
pik∈(τk→τk,V \{τ0,...,τk−1})
W˜pik
(2β)pik

Notice that
(∑
pi0∈0→0
W˜vpi1
(2β)pi1
)
= G(0, 0), it is distributed like the reciprocal of a Gamma
random variable, and it is independent of the rest. Unfortunately, the reciprocal of
Gamma random variable do not have first moment, thus we compute a fractional moment
instead, and use the following bound which holds for any a1, . . . , an > 0,(∑
i
ai
)1/4
≤
∑
i
a
1/4
i .
Hence, if we denote C = E(G(0, 0)1/4, which is a constant, and independent of (W˜i,j) by
Lemma 5.2. We have
E[G(0, x)1/4]
≤
∑
τ :0⇒x
E
[(
G(0, 0)W˜l1,l2
( ∑
pi1:τ1→τ1∈V \{τ0}
W˜pi1
(2β)pi1
)
W˜l2,l3W˜lk,lk+1
 ∑
pik:τk→τk∈V \{τ0,...,τk−1}
W˜pik
(2β)pik
)1/4]
= W ′C
∑
τ :0⇒x
E

 ∑
pi1:τ1→τ1∈V \{τ0}
W˜pi1
(2β)pi1
 W˜l2,l3 · · · W˜lk,lk+1
 ∑
pik:τk→τk∈V \{τ0,...,τk−1}
W˜pik
(2β)pik
1/4

Notice that  ∑
pi1:τ1→τ1∈V \{τ0}
W˜pi1
(2β)pi1
 ≤ ∑
pi:τ1→τ1
W˜pi
(2β)pi
= G(τ1, τ1)
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and the rest inside the expectation is independent of G(τ1, τ1). Hence continuing our
inequality we have
E[G(0, x)1/4] ≤ (W ′C)2
∑
τ :0⇒x
E
 ∑
pi2:τ2→τ2∈V \{τ0,τ1}
W˜pi2
(2β)pi2
 W˜l3,l4 · · ·
W˜lk,lk+1
 ∑
pik:τk→τk∈V \{τ0,...,τk−1}
W˜pik
(2β)pik
1/4
 ,
recursively we get, at the end
E[G(0, x)1/4] ≤
∑
τ :0⇒x
(W ′C)|τ | ≤
∑
k≥|x|
∑
τ :0⇒x,|τ |=k
(W ′C)k ≤
∑
k≥|x|
(2d)k(W ′C)k ≤ e−κ|x|(14)
where we have used the fact that there is at most (2d)k self avoiding paths on a finite
sub graph of Zd of length k, and have chosen W ′ such that (2d)(W ′C) < 1. 
6. Pure point spectrum
Theorem 6.1. Consider the graph Zd where to each vertex is assigned weight θ > 0, and
to each edge weight 1. In this context, denote the operator introduced in Definition 3.3
by Hθ. There exists θ0, which depends on d only, such that if θ < θ0 we have that the
operator Hθ is localized, i.e. has a.s. a complete set of orthonormal eigenfunctions, which
decay exponentially.
Proof. Since β = (βi)i∈V (Zd) be ν1,θ,0 distributed, by the discussion after Remark 5.1, Hθ
is in the right scaling. We use a result of [AM93], in particular, we recall the following
definition:
Definition 6.2. A probability measure ν on R is said to be τ -regular for some parameter
τ ∈ (0, 1) if there exists finite constants C,K > 0 such that
ν([z − δ, z + δ]) ≤ Cδτν([z −K, z +K]),
for all δ ∈ (0, 1) and z ∈ R.
According to Theorem 3.1 of [AM93] it suffices for our purpose to show that, the
conditional density of single site potential is τ -regular for some τ > 0. Let Gn = (Vn, En)
be the cube of volume 2dnd centered at the origin. Denote by ∂Vn the boundary of this
cube, i.e. the set of vertices y /∈ Vn which are neighbors to at least one element of Vn. By
(12), the marginal distribution (βi)i∈V is ν1,θ,η distributed, where
ηi =
∑
j:j∼i,j∈∂Vn
θ = |∂Vn|θ, for i ∈ Vn.
By Remark 5.1 and the proof of Theorem 2.1 part 1), we can choose θ0 such that if we
consider VRJP(1, θ), with θ < θ0, then
(15) E[G(0, x)1/4] ≤ e−κx,
for some κ > 0. In the sequel assume θ < θ0. The conditional density of β0 given
(βi)i∈V \{0} is given by (5), with i0 = 0. Using (7), we have
ηˇ0 =
∑
j : j∼0
∑
k
GˆV (j, k)θηk ≤ O(nd−1)e−κn n→∞−−−→ 0.
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Define D0 =
∑
j : j∼i0
G(i0,j)
G(i0,i0)
. Notice that D0 <∞ a.s. In fact, using Cauchy-Schwartz
E
[(
G(i0, j)
G(i0, i0)
)1/8]
≤ E[G(i0, j)1/4]1/2E[G(i0, i0)−1/4]1/2 <∞.
The finiteness of the expression above is a consequence of (15) and the fact that γ (see
equation (6)) is Gamma distributed. It follows that, by Corollary 3.4, and taking V ↑ Zd,
the density of β0 conditioned on (βi)i∈V (Zd)\{0} equals
(16) gD0(u) :=
1√
2pi
exp
(−(u−D0)θ2/2) θ√
u−D0
1u≥D0du.
To check the τ -regularity, it suffices to check Equation (3.1) of [AM93] at the singularity
D0. We can explicitly compute that,∫ D0+x
D0
gD0(u)du = Erf(θ
√
x/2) =
∫ θ√x/2
0
1√
2pi
e−t
2
dt =
2√
pi
(
x− x
3
3
+O(x5)
)
.
Therefore, the conditional single site density (16) is 1-regular (c.f. p256 of [AM93]).
Thus, by Theorem 3.1 of [AM93], there exists a θ0, such that for θ < θ0, the operator Hθ
on Zd is localized. 
7. Appendix A: Proof of Theorem A
Proof. Recall that V = {1, . . . , N}. We partition V into V = V1unionsqV2. After a relabelling,
we can pick V1 = {1, . . . , N ′} and V2 = {N ′ + 1, . . . , N}. The matrix H can be written
in block form
(17) H =
(
HV1,V1 −WV1,V2
−WV2,V1 HV2,V2
)
where the top left block HV1,V1 is an N
′ × N ′ matrix whose entries are (Hi,j)i,j∈V1 . The
other blocks are defined implicitly by the identity (17). The Schur decomposition of the
right-hand side of (17) implies
H =
(
IV1 0
−WV2,V1GˆV1 IV2
)(
HV1,V1 0
0 HˇV2
)(
IV1 −GˆV1WV1,V2
0 IV2
)
where IV1 (resp. IV2 ) is the identity matrix of dimension N
′ (resp. N −N ′). Moreover,
GˆV1 = (HV1,V1)
−1, HˇV2 = HV2,V2 −WV2,V1GˆV1WV1,V2 , GˇV2 = (HˇV2)−1.
The inverse of H can be computed via this decomposition, that is
G = H−1 =
(
IV1 Gˆ
V1WV1,V2
0 IV2
)(
GˆV1 0
0 GˇV2
)(
IV1 0
WV2,V1Gˆ
V1 IV2
)
Note we can also write our vector θ, η in block form, that is, e.g. θ = (θV1 , θV2). Recall
that ηˇV2 was defined via the equation
(18)
(
IV1 0
WV2,V1Gˆ
V1 IV2
)(
ηV1
ηV2
)
=
(
ηV1
ηˇV2 .
)
and
(19) ηˆV1 = ηV1 +WV1,V \V1θV \V1 .
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With all these definitions and decompositions, the quadratic form in the exponent
(which is the Hamiltonian or energy in the point of view of statistical physics) can be
written as
〈θ,Hθ〉+ 〈η,Gη〉 − 2 〈θ, η〉 = 〈θV2 , HˇV2θV2〉+ 〈ηˇV2 , GˇV2 ηˇV2〉− 2 〈ηˇV2 , θV2〉
+ 〈θV1 , HV1,V1θV1〉+
〈
ηˆV1 , Gˆ
V1 ηˆV1
〉
− 2 〈ηˆV1 , θV1〉 .
Note also that for the determinant, we have, again by Schur, detH = detHV1,V1 det Hˇ
V2 ,
therefore, the integrand in Equation (3) factorizes
(20)
(
2
pi
)N/2
e−
1
2
(〈θ,Hθ〉+〈η,Gη〉−2〈θ,η〉) 1H>0√
detH
∏
i
θidβ
=
(
2
pi
)|V1|/2
e−
1
2(〈θV1 ,HV1,V1θV1〉+〈ηˆV1 ,GˆV1 ηˆV1〉−2〈ηˆV1 ,θV1〉) 1HV1,V1>0√
detHV1,V1
∏
i∈V1
θidβV1
·
(
2
pi
)|V2|/2
e−
1
2(〈θV2 ,HˇV2θV2〉+〈ηˇV2 ,GˇV2 ηˇV2〉−2〈ηˇV2 ,θV2〉) 1HˇV2>0√
det HˇV2
∏
i∈V2
θidβV2
Next we choose V1 = {1}. Using the decomposition in (20), we have that the first
expression in the factorization is of the form
a√
pi/2
e−
1
2
(a2y−b2/y−2ab) 1√
y
,
for some a, b > 0. In virtue of (4), this is a probability density. By iterating the previous
step to each of the one-dimensional marginals, we prove Equation (3). Moreover, the
factorization in (20) implies that
(21)
(
2
pi
)|V1|/2
e−
1
2(〈θV1 ,HV1,V1θV1〉+〈ηˆV1 ,GˆV1 ηˆV1〉−2〈ηˆV1 ,θV1〉) 1HV1,V1>0√
detHV1,V1
∏
i∈V1
θidβV1
is the marginal distribution of (βi)i∈V1 , and the second term,
(22)
(
2
pi
)|V2|/2
e−
1
2(〈θV2 ,HˇV2θV2〉+〈ηˇV2 ,GˇV2 ηˇV2〉−2〈ηˇV2 ,θV2〉) 1HˇV2>0√
det HˇV2
∏
i∈V2
θidβV2
is the conditional density of (βi)i∈V2 given the values of (βj)j∈V1 . 
8. Appendix B: Proof of Ward identities
Let us prove the first Ward identity. Note the νW,θ,η is a probability density for any pa-
rameters, in particular true for νW,
√
k+θ2,η,, now (9) is equivalent to the fact that νW,
√
k+θ2,η
is a probability, since∑
i∈V
kiβi +
1
2
〈θ,Hθ〉 = 1
2
〈√
k + θ2, H
√
k + θ2
〉
+
∑
i,j
Wi,j
(√
(ki + θ2i )(kj + θ
2
j )− θiθj
)
.
For the second Ward identity, first note that
(23) Ξ(k,W, β) =
G(i0, l)
G(i0, i0)
exp
(
−ki0
2
〈
Wi0,·, GˆWi0,·
〉
− 1
2
〈√
k, 2β
√
k
〉
i 6=i0
)
.
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The factorization with V2 = {i0} and V1 = V \ {i0} gives
(24)
νW,θ,0(dβ) = 1γ>0e
−θ2i0γ θi0√
piγ
dγ·
1Hˆ>0
√
2
pi
|V |−1
e
− 1
2
〈θ,2βθ〉i6=i0+
1
2
〈θ,∆W θ〉i 6=i0−
1
2
θ2i0〈Wi0,·,GˆWi0,·〉+θi0〈θ,Wi0,·〉i 6=i0 1√
det Hˆ
∏
i 6=i0
θidβi
Therefore, we see that Ξ(k,W, β) plug in well in νW,θ,0. More precisely, we can write
(note that G(i0,l)
G(i0,i0)
=
∑
k∼i0 Wi0,kGˆ(k, l) which is independent of γ)
(25)
〈Ξ(k,W, β)〉W,θ,0 =
∫
γ>0
e−θ
2
i0
γ θi0√
piγ
dγ ·
∫
Hˆ>0
G(i0, l)
G(i0, i0)
√
2
pi
|V |−1
e
− 1
2〈√θ2+k,2β√θ2+k〉i6=i0− 12 (θ2i0+ki0 )〈Wi0,·,GˆWi0,·〉 1√
det Hˆ
∏
i 6=i0
θidβi.
As γ is independent of the rest in (25), using the fact that νW,
√
θ2+k,0 is a probability
measure and
(26)
〈
G(i0, l)
G(i0, i0)
〉
W,
√
θ2+k,0
=
√
θ2l + kl
θ2i0 + ki0
,
We deduce the second Ward identity.
Equation (26) is well known, it first appear in Equation (B.3) of [DSZ10] (where θ
and k are constant), as a consequence of supersymmetric localization. However, to be
self-contained, we provide a non supersymmetric proof of it. The idea is to again to use
symmetry, note that the second line of Equation (24) can be written as (where the sum∑
i∼j is over all non oriented edges with end points in V )
(27)
∫
Hˆ>0
√
2
pi
|V |−1
e
− 1
2
∑
i∼jWi,j
(
G(i0,j)
G(i0,i)
θ2i+
G(i0,i)
G(i0,j)
θ2j−2θiθj
)
1√
det Hˆ
∏
i 6=i0
θidβi = 1.
The above integral, written as integral over the variables ψi =
G(i0,i)
G(i0,i0)
(∏
j 6=i0
G(i0,j)
G(i0,i0)
)−1/|V |
,
is as follows: ∫
∏
i∈V ψi=1
(∏
i 6=i0
θi
)
ψi0Θ(ψi, i ∈ V )
∏
i 6=i0
dψi
ψi
= 1
where Θ(ψi, i ∈ V )
∏
i 6=i0
dψi
ψi
is an expression invariant under the action of S|V | (the
symmetric group of permutations) over the simplex
∏
i∈V ψi = 1. The integral equals
1 for any W, θ; thus when integrating G(i0,l)
G(i0,i0)
= ψl
ψi0
, it suffice to tinker the symmetric
breaking part
(∏
i 6=i0 θi
)
ψi0 by writing(∏
i 6=i0
θi
)
ψi0 ·
ψl
ψi0
=
θl
θi0
·
(∏
i 6=l
θi
)
ψl,
and the dangling constant θl
θi0
is the value of the integral.
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