ABSTRACT For solving the problem of limited synthetic aperture radar (SAR) labeled samples, an initial SAR target recognition algorithm based on complex Gaussian-Bayesian online dictionary learning is here presented. The amplitude and phase information of SAR images is an important discriminator for target recognition, which derives significant statistical distribution-based target recognition. First, to better fit the SAR images and to reduce the computational complexity, a complex Gaussian distribution (CGD) model in the context of dictionary learning was established to model SAR images. Second, as the discriminative dictionary can be learned in conjunction with modeling the distribution characteristics of SAR images, a discriminative dictionary of the distributed model had to be learned. Finally, to solve the problem of limited labeled samples and the time consumption of the existing algorithms, the semi-supervised online dictionary learning method was used to add the training samples to update the dictionary. The moving and stationary target acquisition and recognition (MSTAR) dataset was used to complete the experiment, and then, several comparison methods were used to ensure fairness. Experimental results revealed that the proposed algorithm was better than the compared algorithms consistently in the case of different-sized training samples. The proposed method can reach an accuracy of 94.52% when using 20% training samples which is much higher than the comparison algorithms. Moreover, the proposed method is 0.5% higher than the second-best method when using the whole training samples.
I. INTRODUCTION
Synthetic aperture radar (SAR) has a vital function in Earth observation and remote sensing. SAR target recognition has become increasingly important recently as a result of its significant applications in various fields [1] , [2] , such as environmental monitoring, military target detection, and disaster relief.
There are two types of SAR target recognition algorithms, namely, algorithms based on templates and algorithms based on models. The algorithms based on templates [3] - [5] were
The associate editor coordinating the review of this article and approving it for publication was Tossapon Boongoen. developed in the early years. These template-based algorithms identify objects by studying the position of a particular object's pattern in an image. A powerful similar measurement using two attribute scattering centers was proposed for SAR automatic target recognition (ATR) in [3] . The classification accuracy of the SAR images is decided by the similarity between the test set and all types of classes of the template SAR targets. A new feature extraction algorithm based on the Zernike moment for processing SAR target recognition was proposed in [5] . These methods were validated by experiments on MSTAR datasets. However, they are relatively easy to implement but are sensitive to misalignment and noise. They also require an enormous amount of memory space to satisfy the computing needs. Therefore, algorithms based on models [6] - [9] have become very popular over the years because of their low memory capacity, good robustness, and fast processing. One type of algorithm based on models involves setting up a physical model for the SAR targets, for example, the model of the scattering center [10] . Although these algorithms can achieve satisfactory recognition results, their computational complexity is large. Moreover, the accurate establishment of the target model and the target azimuth estimation required in these algorithms are difficult to achieve [11] . Other types of model-based algorithms focus on searching for effective features of the targets, such as the geometrical [12] , [13] and the mathematical features of the target [14] . These algorithms perform target recognition by merging the target images with the effective features. The performance of these algorithms depends, to a large extent, on the effectiveness of the feature extraction.
A complex Gaussian distribution (CGD) model is established for SAR images in [15] . The authors analyzed the complex characteristics of SAR images, and the real part and imaginary part of SAR images obey independent Gaussian distribution. An extendable despeckling framework is proposed in [16] . It can employ the complex generalized Gaussian distribution to distinguish structural areas and distributed areas and filters them separately to solve the aforementioned problem.
The CGD model based on dictionary learning and sparse representation is proposed in [17] . The authors proposed a novel sparse representation-based inverse SAR imaging algorithm by leveraging the Markov random fields. It can achieve substantial improvements in terms of preserving the weak scatters and removing noise components over ISAR imaging algorithms.
In the past few decades, algorithms based on deep learning have increased considerably [18] - [21] and have achieved overwhelming recognition results. Zhang et al. [20] studied the performance of SAR target recognition from the viewpoint of convolutional neural networks (CNNs). They explored the effect of every component on the framework to achieve excellent recognition capability. Pei et al. [21] proposed a new method to accomplish the task of target recognition on the basis of multi-perspective deep learning. The proposed framework can realize excellent recognition accuracy and requires few original SAR images to be generated with respect to the network training instances. Both of these methods verify the performance of the proposed method on the MSTAR dataset. Therefore, the use of deep neural networks to emulate and draw valuable characteristics from SAR images for SAR target recognition is a practicable and promising method.
Although deep learning approaches have achieved good results, these approaches still have some limitations. Not only are the parameter estimations of the deep learning methods quite complicated, but the CNN model also requires a large number of labeled samples. Nevertheless, there exist many SAR images to be processed, but the artificial marking is consuming. Therefore, in this paper, we propose a novel semi-supervised online dictionary learning method to solve the considered research question.
The supervised learning methods use sufficient labeled samples to classify images. However, the number of labeled samples is limited due to the expensive and time-consuming collection in the field of remote sensing. To effectively utilize the information of unlabeled samples in the learning process, the semi-supervised method for SAR target classification is used in [22] - [25] . A novel semi-supervised classification method based on class certainty of samples (CCS) in [22] . And [23] proposed a new semi-supervised learning (SSL) algorithm that improves the progressive semi-supervised support vector machine by integrating concepts that are usually considered in active learning (AL) methods.
The proposed semi-supervised online dictionary learning method can be divided into three parts. First, a CGD model in the context of dictionary learning is established to model SAR images as accurately as possible and to reduce the computational complexity. The CGD model can capture the amplitude and phase information in theory [17] and, thus, is used widely in many statistics-related application areas. In addition, we can draw a conclusion from Section IV subsection C that a more precise characterization of SAR images will contribute to better recognition results compared with fitting SAR images using GD model. Second, a discriminative dictionary of the distributed model needs to be learnt. The Bayesian method is used to learn discriminative dictionary for the sparse representation data. The proposed method uses a limited approximation of the beta process to infer the possibility distribution on the discriminant dictionary's atoms. The Bernoulli distribution calculated using the beta distribution is exploited when learning a linear classifier alone. Finally, the semi-supervised online dictionary learning algorithm is used to add the training samples to update the dictionary. Therefore, an experiment with the limited labeled samples can also achieve promising classification accuracy. To implement the classification, in the first step, the updated dictionary is used to calculate the sparse code of the test data; the second step is to send the sparse code to the classifier for classification.
The major contributions of this work are summarized below:
1) A CGD model in the context of dictionary learning is proposed to fit SAR images. It can capture the amplitude and phase information of SAR images to enhance the classification accuracy.
2) To solve the problem of limited labeled samples, a semisupervised online dictionary learning method is used. The test samples are added to the training process gradually.
3) A semi-supervised algorithm is used to resolve the time consumption problem of dictionary learning, in which reducing the processing time is also an issue that needs to be dealt with earnestly.
The experimental results on the MSTAR dataset demonstrated the utility of the proposed algorithm.
II. PROPOSED METHOD
In this section, on the basis of a SAR statistical distribution, a CGD model in the context of dictionary learning will be derived for target recognition. In subsection A, the optimization problem of a sparse representation is formulated. Next, in subsection B, the complex Gaussian-Bayesian dictionary learning method is proposed to resolve the questions of limited labeled samples; furthermore, the parameterized learning model is introduced in detail. Lastly, in subsection C, the procedure for online dictionary learning is presented. ∈ C | |×|I c | is the c-type sparse coefficient matrix. The i-th column of X is represented as x i ∈ C | | . To achieve the sparse representation of the data, the following optimization problem should be solved:
where < • > is a symbol that defines the reconstruction error between two vectors D and X.
• F represents the Frobenius norm and • p represents the p -norm for each vector. η represents a constant set in advance. For sparsity, p takes a value of 1 or 0 normally [26] . It is necessary to achieve the optimal solution through the following methods: Fix one of the parameters, and then solve the optimization task for another parameter. Repeat this step several times to obtain the optimal solution. To solve Eq. (1), decompose X into two complementary matrices called sparse coefficient matrix and dictionary, respectively [27] , [28] . Here, the class labels for the training data are not noted. A good classifier f (x) can be obtained by determining its model parameters W satisfying [29] 
where W ∈ C C×| | represents a classifier that contains the model parameters, L represents the loss function, h i represents the label of the i-th training instance, and λ represents the regularization parameters.
To learn the discriminant dictionary, a nonparametric Bayesian method is used. Furthermore, the beta process [30] , which is a method to infer the discriminant dictionary through the limited approximation, establishes the correlation between the class labels and the dictionary atoms adaptively. [30] defined the limited expression of the beta process as follows:
where π q represents the probability of d q , and the level of sparsity represented is affected by the parameters a o /Q and
Hence, can be expressed as a series of | | probabilities, each of which has a corresponding vector d q . From Eq. (3), it is obvious that d q is drawn independently and distributed equally from the base measure 0 . Using , we can generate a binary vector z i ∈ {0, 1} | | ; the q-th element of z i is drawn from z iq ∼ Bernoulli(π q ). By constructing P vectors like this independently, a matrix Z ∈ {0, 1} | |×P can be generated called the binary matrix, where z i is the i-th column in the binary matrix.
Using the beta process, we can decompose Y as follows:
where d q is a column of D ∈ C l×| | and E ∈ C l×P is the error matrix.
B. COMPLEX GAUSSIAN-BAYESIAN DICTIONARY LEARNING
Semi-supervised learning is a learning method that combines supervised learning with unsupervised learning and uses a large amount of unmarked data and labeled data simultaneously for target recognition. For the limited labeled samples problem, the proposed method uses few labeled samples to train a discriminative dictionary and then, adds the unlabeled samples one by one to update the dictionary; it finally uses the updated dictionary to complete the classification, thereby achieving the purpose of semi-supervised learning.
As the training process of the dictionary is time-consuming, an online optimization algorithm for dictionary learning [31] is used. It can be gracefully extended to large datasets containing millions of training samples. The first step is to learn the discriminative dictionary using the proposed CGD model, and the next step is to update the learned dictionary using an online dictionary learning algorithm.
The vector x c i ∈ C | | represents the sparse coefficient matrix's i-th column of the c-th class data. Mathematically,
, where ε i ∈ C l represents the i-th column of the error matrix. The beta process can be used directly to calculate the required dictionary and the sparse coefficient matrix. The model utilized by the beta process, however, is limited because it only permits a binary matrix. For the sake of getting over this limitation, the coefficient vector's signal support can be separated and defined again as x c i = z c i s c i , as shown in [32] and [33] , where represents a Hadamard product. z c i ∈ R | | is the support indication vector, where
Assume that E obeys a complex white Gaussian distribution with precision λ εo and zero mean. Here, the subscript ''o'' is used to mark the prior distribution to distinguish the difference with the posterior distribution; also, the expression will be used in the following paper. Therefore, the image matrix Y's likelihood can be expressed as follows:
where CN expresses a complex Gaussian distribution. As mentioned before, the elements of the i-th row and q-th column of matrix Z are Bernoulli (z c iq |π c qo ). The beta process manages the total number of non-zero elements in each column of Z with the parameters a o and b o in Eq. (3). Moreover, the elements of matrix Z's q-th row are drawn from Bernoulli(π q ) independently. π q ∈ R | | is the q-th vector of π q∈ , which controls the probability to select the columns of D, and R represents a real number set. For class c data, the proposed method plots the binary vector z c i ∈ R | | using the beta process, and the number of vectors for each class is |I c |, ∀i ∈ I c . The inferred dictionary matrix is used by all types of data; yet, its reasoning process is carried out by each class separately. For each category, the matrix decomposition is controlled through a series of C probability vectors π c∈{1,...,C} , instead of a single vector. An element of the probability vector π c∈{1,...,C} , i.e., π c ∈ R | | , controls the probability to select the dictionary atoms for the data belonging to a single class.
Let the atoms from the dictionary obey the CGD; for exam-
qo ), where µ qo is the mean vector and −1 qo is the q-th atom of the dictionary matrix's precision matrix. To enforce the sparseness of s, the hierarchical prior for s is adopted:
where, the precision matrix
and λ s i follows a Gamma distribution with parameters
Therefore, the following representation model is obtained: Note that in the mentioned model (8) , the conjugate beta prior is placed within the Bernoulli distribution's parameters. Thus, the dictionary atoms used to express the c-type data are associated with a potential probability vector π c (with π c q as its component). Thus, the dictionary D is deduced from the C vectors. In the model mentioned above, the atoms of the dictionary are sampled from a common group of | | distributions; however, to distinguish among these different types of variables, symbols with the superscript ''c'' are used. As mentioned above, the Gamma prior is placed over the precision of the weight matrix of the sparse coefficient matrix S and the error matrix E. That is,
and f o are the parameters of the Gamma distribution. Here, the error matrix is allowed to possess isotropic accuracy, for example, ε = λ ε I l , and I l represents the complex identity matrix in C l×l . A graphical solution of the proposed discriminant dictionary learning model is shown in Fig. 1 .
Then, the Bayesian inference is used to calculate the posterior distribution of the parameters. The process will be derived in subsection C.
C. ONLINE DICTIONARY LEARNING
Once the discriminant dictionary and the sets of posterior distributions on the model parameters are obtained using the Bayesian inference, an online dictionary learning algorithm is used to add the training samples to renew the dictionary. The online algorithm's basic components for dictionary learning are presented in this section.
The procedure is summarized in Algorithm 1. It processes only one sample a ∈ C l from the test set at a time. The discriminant dictionary and a are input into the online dictionary learning algorithm.
Update the dictionary with an algorithm that uses a blockcoordinate drop with warm restarts, whose main advantages are that it is parameter-less and does not need a learningrate adjustment, which is difficult in constraint optimization settings [35] . In fact, matrix G's coefficients usually focus
Algorithm 1 Online Dictionary Learning
Sparse coding: calculate using least-angle regression (LARS) algorithm [34] :
. Calculate D t using Eq. (10), D t−1 is a warm restart, then:
on the diagonal because of the sparse vector υ i , which makes the block coordinates fall more fully. Because the algorithm uses D t−1 for the warm restart to compute D t , experience has shown that a single iteration is sufficient. Thus, let T = 1. After the dictionary is updated by the online algorithm, the query must be classified.
III. INFERENCE AND CLASSIFICATION
In this section, the parameters based on the CGD model are presented in subsection A, and the procedure for classification is introduced in subsection B.
To obtain the discriminant dictionary, the Bayesian inference is performed on the proposed model using the Gibbs sampling method [36] . The following sampling process begins with the dictionary atoms and uses the posterior distribution to represent the model parameters of the Gibbs sampler. This inference procedure samples the posterior distributions. The expressions assume that a dictionary atom with isotropic precision has a zero-mean CGD prior, which speeds up the sampling and cannot obviously affect the accuracy of the approach. That is, µ qo = 0 and qo = λ qo I l . The dictionary's atoms are sampled one by one from their posterior distributions throughout the sampling process. This procedure is similar to the atom-by-atom dictionary updating procedure for K-SVD [37] , [38] , but the sparse coefficient matrices remain unchanged during the dictionary update.
The sparse representation is used to select features automatically and remove redundant features by resetting the weight of the redundant features to zero. Furthermore, it is interpretable which means the features corresponding to non-zero elements in the vector are decision-making. Thus, the sparse representations and dictionaries are useful in the context of SAR ATR.
To sample d q , the likelihood function mentioned above is used; prior information is used to obtain the posterior distribution over the dictionary atom:
Here, the superscript ''c'' is deliberately dropped because the dictionary matrix is replaced with the integral training data. y i dq expresses the contribution of the i-th training instance y i to the dictionary atom d q :
Using Eq. (11), we can rewrite d q 's posterior distribution as follows:
Taking into account the above representation, we can rewrite the posterior distribution on the q-th dictionary atom as follows:
where
After the dictionary atoms are sampled, the elements of the binary matrix for the sparse coefficient matrix z c iq can be sampled, ∀i ∈ I c , ∀q ∈ . The posterior probability distribution over z c iq can be expressed as follows when using the contribution of the k-th dictionary atom:
Here, only the c-th class should be considered, as y i dq is calculated using the c-type data in Eq. (11) . As the prior probability of z c iq = 1 is decided by π c qo , the expression of its posterior probability can be written as follows:
As z c iq = 0 is given by 1 − π c qo , the expression of its posterior probability can be written as follows:
iq is updated as follows:
3) SAMPLING s c iq
The following expression about the posterior distribution over s c iq can be written as follows:
Only the c-th class data should be considered as mentioned above, and s c iq should be sampled from the posterior distribution as follows:
i represents the i-th column for c-th type of µ, i represents the i-th column for ,z = diag(z 1 , . . . , z P ), and (1 − z) )).
4) SAMPLING π c q
In the proposed model, the posterior probability distribution on π c q can be inferred as follows:
By using the conjugates between the distributions, we can derive the k-th element of π c from the posterior distribution during the sampling procedure as follows: 
6) SAMPLING λ ε
The posterior over λ ε can be written as follows:
Similar to λ c s , λ ε can be written as follows:
with < zz T >= zz T + diag(z z(1 − z)) and < ss T >= ss T + . is as given in Eq. (14).
B. CLASSIFICATION
For the test data classification, first calculate the sparse expression θ of the test data f ∈ C l on the updated dictionary. To predict the label for the test data, find the maximum coefficients for the vector = Wθ , where W ∈ R C×| | represents a multiclass linear classifier. In [39] , the researchers established the validity of this classifier based on the dictionary for discriminating dictionary learning. Therefore, the classifier is coupled with the learned dictionary in the proposed method. However, the dictionary learning processes and the classifiers are disjointed to take full advantage of the potential of the proposed model. The first step in learning the classifier is to restrict a vector h c i ∈ R C for each type, which is calculated from π c∈{1,..,C} deduced from the dictionary learning proce i . The Gaussian derivation process is presented in [40] . Use the ridge regression [41] to initialize W by using the quadratic loss and the 2 -norm regularizer:
where H is a matrix composed of h c i . Vectors π π π c∈{1,..,C} representing probability are calculated in the dictionary learning phase, which also guide the reasoning procedure for learning the classifier. These vectors were used directly in classifier learning and kept unchanged throughout the sampling procedure. The sampling procedure VOLUME 7, 2019 FIGURE 2. Flowchart of the proposed target recognition algorithm.
calculates the base to support its coefficient vectors; for example, d q is determined by z iq in Eq. (12) . As the support of x c i and β β β c i obeys the common probability distribution set provided by π π π c∈{1,..,C} , a type of junction is formed between their inferences, namely D and W. This compels W's learning parameters to comply with the universality of the dictionary atoms used to represent certain specific categories of the training data. Because atomic popularity expectations are consistent for the training and the test data of a specific category, in order to predict the class labels accurately, the classifier can be used with the sparse code of the test data directly.
For the classification of the test data, the sparse representation on the updated dictionary is found first. Considering that the proposed dictionary learning model enforces the sparsity of the coefficient vectors via compelling a large number of its elements to zero, we used the orthogonal matching pursuit (OMP) algorithm [42] to efficiently calculate the sparse expression of the test data. OMP only permits several nonzero elements in the expression vectors to use a dictionary in order to maximize the approximate value of the query signal. Therefore, the prevalent dictionary atoms for the appropriate type of queries typically make a significant contribution to the representation. This helps to use W for an accurate classification. The proposed method predicts the label of the Q-dimensional sparse vector by multiplying it with the C × Q-dimensional matrix and finding the maximum value in the obtained C-dimensional vector. The flowchart of the proposed target recognition algorithm is shown in Fig. 2 .
IV. EXPERIMENT AND RESULT A. MSTAR DATASET
In this section, to validate the capability of the proposed algorithm, the MSTAR dataset [43] is used to perform the experiments. The MSTAR dataset is extensively used as a baseline dataset to evaluate the capability of SAR target recognition algorithms. MSTAR covers a full range from 0 • to 360 • , where the current open data are of 10 categories, including four types of armored personnel carriers (BRDM-2, BMP-2, BTR-70, and BTR-60), two types of tanks (T-72 and T-62), one type of truck (ZIL-131), one type of rocket (ZS-234), and one type of bulldozer (D7). The SAR images and the corresponding optical images are displayed in Fig. 3 . The MSTAR dataset is divided into a training set with ten classes of SAR images at a depression angle of 17 • and a test set with a depression angle of 15 • . Therefore, there are 3671 images comprising the training set and 3203 images comprising the test set. The training and testing information is shown in Table 1 . The preprocessing part of the dataset is as follows: cut the SAR images into images of 64 × 64 pixels, and keep the target and shadow parts in the center.
B. PARAMETER SETTINGS
The parameters in the proposed approach are as follows. In order to infer the dictionary, we need to initialize D, z c i , s c i , and π c q first. Initialize D through a random selection of training examples. Use the OMP algorithm to calculate the sparse coefficient for y c i on the initial dictionary deemed to be the initial s c i ; the corresponding support is considered the initial vector z c i . Note that calculating the initial s c i and z c i through other algorithms, for example, regularized least squares, is similarly valid. π c q is set to 0.5, ∀q, ∀c, and used for the initialization. This implies that all the dictionary atoms have the same chance to be selected from any training instances of a class initially, which is worth noting.
Taking 10% of the training set as an example, we determined the effect of the number of atoms given in Fig. 4 on the precision in the experiment. We roughly estimated the relationship between the number of atoms and the number of training instances. To make the conclusion more reliable, the same experiment was conducted using 20%, 30%, 40%, and 50% of the training set; all of them showed the same trends. Therefore, we concluded that when the number of atoms was approximately 1.5 times the number of training instances, better results were obtained.
In the experiments, K = 1.5N for the initialization, whereas c o , d o , e o , and f o were all set to 10 −6 and
, whereas λ ko was set to m. Furthermore, λ εo was set to 10 3 . Next, in each experiment, 500 Gibbs sampling iterations were performed to train the dictionary and the classifier to prove sufficient for accurate inference. The literature [40] presented that using 500 iteration times is enough to converge.
C. ANALYSIS OF COMPLEX GAUSSIAN DISTRIBUTION
To verify the accuracy of the CGD model of fitting the SAR images compared with the GD model, a sample target from the MSTAR dataset is selected randomly for the fitting experiments of GD and CGD, and the resulting fitting histograms are shown in Figs. 5 and 6. To simplify the experiment, the GD model is used to fit the real part and the imaginary part of the SAR image, respectively, instead of fitting the SAR image with the CGD model. Fig. 5(a) shows the results of the experiment of the GD model fitting the real part of a SAR image. Fig. 5(b) shows the results of the experiment of the GD model fitting the imaginary part of the SAR image. Fig. 6 shows the comparison experiment of fitting SAR images with GD. As can be seen from Fig. 5 and Fig. 6 , the curve fitted by the CGD model can cover the highest point of the histogram, and the curve trend is roughly the same as the histogram data trend, while the curve of the GD model cannot perfectly fit the data of the histogram. From the experiments, it is obvious that the CGD model better fits the image data, and the GD model is less accurate. Furthermore, to prove the classification ability of the CGD model, the experimental result of classifying the MSTAR real number set using the GD model [40] is compared with that of classifying the MSTAR complex set using the CGD model, and 1%, 5%, 10%, 20%, 30%, 40%, 50%, 60%, 70%, 80%, 90%, or 100% of the training set is selected randomly to complete the experience. Using the method in [40] , the optical image dataset was replaced with MSTAR dataset, and an online dictionary learning method was added to update the dictionary. The above steps are implemented to complete the GD model experiment. The classification results are shown in Fig. 7 . From the semi-supervised method considered, when using 1% of data, the accuracy of the CGD model is 40% higher than the GD model. From the classification effect considered, the accuracy of the CGD model is nearly 10% higher than the GD model when using the whole dataset. It is obvious that for datasets of all sizes, the classification results of CGD on the MSTAR complex set were considerably better than the classification results of the GD model on the MSTAR real number set. Therefore, the SAR images fitted by CGD were more reliable than those fitted by GD, and the accuracy of the CGD model was higher than that of the GD model for all sizes of the training dataset. These results were attributed to the fact that the CGD model could capture the amplitude and phase information of the SAR images.
D. COMPARISON OF RECOGNITION ACCURACY
For a fair comparison, the results of the proposed approach were compared with those of the following algorithms: KLDS-CSS [22] , real-time SAR automatic target recognition with the nonlinear analysis co-sparse model (DNAOL) [44] , convolutional neural network (CNN) [45] , K-SVD [37] , LC-KSVD [29] , and SAR image classification based on PS3VM-D [23] . To verify the performance of discriminative feature learning, the CNN was used for the comparison experiment; furthermore, the K-SVD and LC-KSVD algorithms were used to verify the learning performance of the dictionary. All of these are supervised learning methods; the advantage of semi-supervised learning is that it can solve limited labeled sample problems. To prove that the proposed semi-supervised method was the best, the KLDS-CSS, DNAOL and the PS3VM-D algorithms were used for the comparison experiment. The experiments were performed on an Intel Core i5-7200 CPU at 2.5 GHz with 8-GB RAM. The experiment software was MATLAB 2017a. The experiments were performed using the above-mentioned methods and parameters on the MSTAR dataset, and the comparison methods used the same dataset.
1) PERFORMANCE OF SEMI-SUPERVISED LEARNING METHOD
As the performance of the limited labeled samples algorithm had to be verified, the amount of training data did not exceed 50% of the training set. We selected 1%, 5%, 10%, 20%, 30%, 40%, and 50% of the training set randomly to build the training dataset, respectively, and the remaining data were used as the test set. Therefore, the number of training data items was 36, 180, 360, 720, 1080, 1440, and 1800, respectively. The experimental results of the proposed algorithm as well as of the comparison algorithms are displayed in Fig. 8 . Moreover, the results of the proposed method with different numbers of training instances are shown in Table 2 .
As displayed in Table 2 , the proposed algorithm achieved an accuracy of more than 64% when using 5% of the training data to train the model, which far exceeded the accuracy of the other considered algorithms. In addition, the accuracy of 98.1% was achieved when half of the training data were used. As shown in Fig. 8 , when 5% of the training data were used, the KLDA-CSS method exhibited a better accuracy than the proposed method. However, when more than 10% of the training data were used, the proposed algorithm had a higher result than the existing algorithms. The semi-supervised methods KLDS-CSS, DNAOL and the PS3VM-D performed well when using less training data but they performed general when more than 20% of the training data were used. Compared with the KLDS-CSS, the DNAOL and the PS3VM-D algorithms, the proposed method exhibited the best semi-supervised performance. This was attributed to the fact that the proposed method uses the CGD model to take into account the amplitude and phase information of SAR images to better fit them and uses semi-supervised learning to complete the limited labeled samples classification task. Therefore, we concluded from the experimental results that the present algorithm outperformed the others in solving the classification problem of limited labeled samples.
2) PERFORMANCE OF PROPOSED METHOD
As displayed in Table 3 , the present algorithm performed well even when the entire training set was used in the experiment. An accuracy of 98.63% was achieved, which was more than 0.5% higher than that of the KLDS-CSS algorithm. Compared with CNN, the proposed method performed well on discriminative feature learning; therefore, the accuracy of the proposed method was higher than that of the CNN. The reason is that the proposed method has better feature extraction and classification ability than CNN in this experiment. Furthermore, the learning performance of the dictionary was better than that of the K-SVD and LC-KSVD algorithms, and the proposed method used a discriminatory method to learn the dictionary and performed the updating task using an online dictionary method. Moreover, the proposed method performed best when using the whole dataset compared with the KLDS-CSS, the DNAOL and the PS3VM-D algorithms. The proposed method not only performed well when using limited labeled samples, but also worked well when using the whole dataset cause its good ability to extract features. The other semi-supervised methods only performed well when using limited labeled samples. Thus, the proposed method performed well in the SAR target recognition problem.
3) PERFORMANCE OF ONLINE DICTIONARY LEARNING
The proposed method adopts the online dictionary learning method, which considerably reduces the training time. In order to prove the advantages of the proposed method, it was compared with the K-SVD and LC-KSVD algorithms. The K-SVD algorithm is similar to the LC-KSVD algorithm in that both of them are based on a sparse representation. For fairness, all the algorithms used 30% training data to train the dictionary for experimentation. This experiment did not use the whole training data since it should be time consuming and using 10%, 20%, 40% or 50% training data can prove this experiment either. As shown in Fig. 9 , the present algorithm only took 23s to train the data and only 0.08s for the testing, while K-SVD took approximately 510s to train 30% of the training set and approximately 170s for the testing, and LC-KSVD took 720s for the training and 208s for the testing approximately. From Fig. 9 , we can infer that when 30% of the training data were used to train the dictionary, the proposed method saved more than 400s compared with the common K-SVD dictionary learning algorithm and almost 700s with the common LC-KSVD algorithm, while the accuracy of the proposed method was higher than that of both K-SVD and LC-KSVD. These results were attributed to the fact that the online dictionary learning method is updated in real time and it is greatly reducing the time to train the dictionary, while the K-SVD and LC-KSVD methods input all the training samples at once, making the proposed method less time-consuming. Therefore, the problem of a high time consumption for the training process of the dictionary was solved using the proposed method. As we can see, the results of the third contribution are shown in this part. The proposed semi-supervised algorithm can reduce the training time effectively compared with other dictionary learning methods as shown in Fig. 9 .
When using 30% of the training data, it only needs 23s to get the dictionary atom through online dictionary learning. The time required by the proposed approach for training a single instance is 0.02s which is the lowest as compared to K-SVD and LC-KSVD. The proposed method can reduce the time to obtain dictionary atoms and improve the classification accuracy either. Cause the proposed CGD model in the context of dictionary learning had a good ability to extract feature and the semi-supervised model through online dictionary learning is time-saving in the training process.
V. CONCLUSION
In this paper, a complex Gaussian-Bayesian online dictionary learning method was presented to solve the problem of SAR target recognition with limited labeled samples.
The contributions made in this paper are as follows. To obtain the amplitude and phase information and to reduce the computational complexity, a new CGD model in the context of dictionary learning was presented. Moreover, for the sake of solving the problem of limited labeled samples, a semi-supervised online dictionary learning method was used, so that the test samples are added to the training process gradually. At last, to solve the time consumption problem of dictionary learning and reducing the processing time, a semisupervised algorithm is proposed. Through this algorithm, the classification problem of limited labeled instances was solved. The experimental results revealed that the proposed method consistently performed very well when few samples were used as compared to the other considered methods. Moreover, it was obvious that when the entire training set was used, the proposed method still showed good performance in the comparison. This proved that the proposed framework could solve the SAR target recognition with limited labeled samples and ordinary SAR image classification problems.
To achieve the goal of high classification accuracy with few labeled samples, in out next work, we intend to use the aforementioned proposed algorithm to generate samples for a better performance of semi-supervised classification to compensate for an insufficient number of labeled samples.
