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Estimating “who speaks when” in multi-party conversations, which is called speaker diarization, 
plays an important role in the speaker indexing, review, and control of a large quantity of 
conversation data. In addition, the improvement in the speech quality by speech enhancement assists 
speaker diarization in noisy environments. Research on speaker diarization and speech enhancement 
is useful not only for the indexing and review but also for realizing intelligent robots, in particular, 
the development of research on robot audition and dialogue systems. The development of intelligent 
robots which comprehend human-to-human interaction requires the analysis of natural multi-party 
conversations and high-performance automatic speech recognition systems. Contrary to general 
meeting, these natural conversations complicate automatic speech recognition and speaker 
diarization. Ambient noise makes them further difficult. This thesis presents two contributions, 
advancement in speaker diarization and speech enhancement. 
In natural multi-party conversations, the recording of conversation data with a distant-talking 
microphone(s) is desirable because it is difficult to usually record it with close-talking one. In such 
setting, speakers in conversations utter with unconcern for sensors such as microphone and camera. 
These limitations complicate speaker diarization by previous approaches and degrade the 
performance of previous works because they deal with general meeting and broadcast news, in 
which speakers utter with concern for sensors. This thesis tackles speaker diarization in natural 
conversations by using audio-visual integrated approach. Transformation from audio and image 
signals into each spatial probability integrates the two different information, which improved the 
estimation accuracy by 50 % in natural conversations through experimental evaluations compared 
with the conventional approach. Meanwhile, the estimation accuracy in noisy environments was 
degraded by 10 % compared with that in the clean environment. 
Speech enhancement in noisy environments resolves the problem. This technique reduces noise 
components from the noisy speech, reconstructs the clean speech, and improves the quality and the 
performance of automatic speech recognition. Speech enhancement has been conventionally 
conducted by modifying only the amplitude spectrum of the signal, while ignoring the phase 
spectrum, which had been regarded as an unimportant feature. Latest works show the phase 
spectrum modification also improves speech quality and intelligibility just like amplitude spectrum 
modification. Estimating phase spectrum for speech enhancement, so called “phase reconstruction,” 
has been particularly received attentions in signal processing field. This thesis proposes a new phase 
reconstruction method for speech enhancement using relationships between time-frequency 
characteristics of phase spectra. Experimental results showed the use of the characteristics by the 
proposed method improves speech quality by 25% compared to a baseline method, which is a 
leading phase reconstruction. Additionally, the application of the phase reconstruction to 
multi-signal processing probably improves source localization performance in noisy environments. 
