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“Истинное знание – это знание причин” 
Френсис Бэкон (1561–1626 гг.) 
 
Интеллектуальные  системы –  это  автоматизированные  системы, 
обеспечивающие выявление знаний из эмпирических данных, хранение и 
накопление их в различных формах представления, а также их использова-
ние для решения различных задач. Современный уровень развития теории 
и практики искусственного интеллекта и динамика развития этого научно-
го  и  технологического  направления  таковы,  что,  по-видимому,  можно 
обоснованно говорить о его затяжном кризисе, более того, о том, что его 
развитие возможно пошло  по тупиковому пути. У автора есть развитые 
конкретные глубоко аргументированные представления о путях выхода из 
этого кризиса, связанные с решением ключевых вопросов о том, может ли 
мыслить объект и какими структурами поддерживается функция мышле-
ния у людей и какими структурами она в принципе может поддерживаться 
в технических системах. Парадоксальность ситуации заключается в том, 
что, казалось бы, само собой разумеющиеся и очевидные ответы на эти 
«простые» вопросы, скорее всего, являются неверными. Однако обсужде-
ние этих путей и вопросов далеко выходит за рамки данной работы, т.к. 
требуют углубленного анализа закономерностей развития человека, техно-
логии и общества, а также некоторых изменений в современных мировоз-
зренческих концепциях и научных парадигмах
1.  
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Здесь же отметим лишь, что выявление, представление и использо-
вание знаний безусловно является проблемой, и в различных интеллекту-
альных системах эта проблема решаются (или не решаются) по-разному
2.  
Далее рассмотрим вариант решения этой проблемы в автоматизиро-
ванном системно-когнитивном анализе (АСК-анализ) и его программном 
инструментарии – интеллектуальной системе «Эйдос». 
Прежде всего, кратко рассмотрим соотношение содержания понятий: 
«данные», «информация» и «знания». 
Данные –  это  информация,  рассматриваемая  безотносительно  к  ее 
смысловому содержанию, находящаяся на носителях или в каналах связи и 
представленная в определенной системе кодирования или на определенном 
языке (т.е. в формализованном виде).  
Информация – это осмысленные данные. Смысл, семантика, содер-
жание ( согласно  концепции  смысла  Шенка-Абельсона [6]) –  это  знание 
причинно-следственных зависимостей.  
Знания – это  информация,  полезная для достижения целей (рису-
нок 1). 
 
Рисунок 1. Соотношение содержания понятий: «данные», «информация», «знания» 
 
Знания могут быть представлены в различных формах, характеризу-
ющихся различной степенью формализации: 
 – вообще неформализованные знания, т.е. знания в своей собствен-
ной форме, ноу-хау (мышление без вербализации есть медитация); 
– знания, формализованные в естественном вербальном языке; 
– знания, формализованные в виде различных методик, схем, алго-
ритмов, планов, таблиц и отношений между ними; 
– знания в форме технологий, организационных производственных, 
социально-экономических и политических структур; 
– знания, формализованные в виде математических моделей и мето-
дов  представления  знаний  в  автоматизированных  интеллектуальных  си-
                                           
2   См., например: http://www.aiportal.ru/  Научный журнал КубГАУ, №70(06), 2011 года 
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стемах (логическая, фреймовая, сетевая, продукционная, нейросетевая, не-
четкая и другие). 
Таким образом, для решения сформулированной проблемы необхо-
димо осознанно и целенаправленно последовательно повышать степень 
формализации исходных данных до уровня, который позволяет ввести ис-
ходные данные в интеллектуальную систему, а затем: 
– преобразовать исходные данные в информацию; 
– преобразовать информацию в знания; 
– использовать знания для решения задач прогнозирования, приня-
тия решений и исследования предметной области.  
 
Для этого в АСК-анализе предусмотрены следующие этапы [2]: 
1.  Когнитивная  структуризация  предметной  области,  при  которой 
определяется, что мы хотим прогнозировать и на основе чего (конструиро-
вание классификационных и описательных шкал). 
2. Формализация предметной области (8):  
–  разработка  градаций  классификационных  и  описательных  шкал 
(номинального, порядкового и числового типа);  
– использование разработанных на предыдущих этапах классифика-
ционных и описательных шкал и градаций для формального описания (ко-
дирования) исследуемой выборки. 
3. Синтез и верификация (оценка степени адекватности) модели. 
4. Если модель адекватна, то ее использование для решения задач 
идентификации, прогнозирования и принятия решений, а также для иссле-
дования моделируемой предметной области. 
 
Рассмотрим, как реализуются эти этапы на простом наглядном при-
мере, который положен в основу лабораторной работы №1 по дисциплине: 
«Интеллектуальные информационные системы», преподаваемой автором в 
Кубанском государственном аграрном университете [14]. Этот пример ин-
тересен тем, что рассматриваемая в нем задача легко решается также и с 
помощью «естественного интеллекта», что позволяет сравнить результаты 
его  работы  с  работой  автоматизированной  интеллектуальной  системы  и 
увидеть как она работает. 
Данная задача взята из книги Д.Мичи и Р.Джонстона "Компьютер – 
творец" [1], (c.205-208), в которой она приводится в качестве примера за-
дачи, решаемой методами искусственного интеллекта. Авторами этой за-
дачи являются Рышард Михальски и Джеймс Ларсон.  
Суть этой задачи сводится к тому, чтобы выработать правила, обес-
печивающие идентификацию железнодорожных составов и прогнозирова-
ние направления их следования на основе их формализованных или вер-
бальных описаний (рисунок 2). 
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Рисунок 2. Исходные данные по примеру в графическом виде 
 
Выбор данной задачи не накладывает ограничений на выводы, полу-
ченные в результате ее исследования. Это обусловлено тем, что она имеет 
ряд характерных особенностей, наблюдающихся в подобных задачах в са-
мых различных предметных областях. Поэтому ее с полным основанием 
можно рассматривать как типовую для широкого класса задач идентифи-
кации и прогнозирования. 
Эти особенности состоят в следующем: 
1. Рассматривается ряд объектов (фактов), представляющих в сово-
купности исследуемую выборку. 
2. Каждый из объектов исследуемой выборки представляет собой си-
стему, имеющую сложную многоуровневую структуру признаков (экстен-
сионально описание). 
3. Для каждого из объектов исследуемой выборки известно, к каким 
обобщенным категориям (классам) он относится (интенсионально описа-
ние). 
4.  Необходимо  сформировать  модель,  обеспечивающую  идентифи-
кацию объектов по их признакам, т.е. определение их принадлежности к 
обобщенным классам. 
Если признаки и классы относятся к одному времени, то имеет место 
задача идентификации (распознавания). Если же признаки (факторы, при-
чины) относятся к прошлому, а классы, характеризующие состояния объ-
ектов, – к будущему, то это задача прогнозирования. Математически эти 
задачи не отличаются. 
Совокупность экстенсионального и интенсинального описания каж-
дого объекта, по сути, представляет собой его определение через подведе-Научный журнал КубГАУ, №70(06), 2011 года 
 
http://ej.kubagro.ru/2011/06/pdf/18.pdf 
5 
ние  под  более  общее  понятие  и  выделение  специфических  признаков. 
Например, так определяется понятие «млекопитающее»: это животное (бо-
лее общее понятие), выкармливающее своих детей молоком (специфиче-
ский признак). На основе ряда определений конкретных объектов путем их 
обобщения можно получить определения классов. Если привести в каче-
стве примеров исследуемой выборки множество различных животных, как 
млекопитающих,  так  и  других,  каждый  из  таких  примеров  определить 
множеством признаков и построить модель, то окажется, что наиболее ха-
рактерным признаком  млекопитающих  является  не  наличие  шерсти  или 
когтей, а именно вскармливание детенышей молоком. 
 
Первым делом вручную
3 преобразуем исходные данные из графиче-
ской формы, представленной на рисунке 2, в форму Excel-таблицы исход-
ных данных (таблица 1): 
 
Таблица 1 – EXCEL-ТАБЛИЦА ИСХОДНЫХ ДАННЫХ 
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Сост-01,ваг-1  ВОСТОК  Состав-01  Прямоугольная  Короткий  2  40,0  Одинарные  Отсутствует  1 овал 
Сост-02,ваг-1  ВОСТОК  Состав-02  Прямоугольная  Короткий  2  40,0  Одинарные  Прямая  2 овала 
Сост-03,ваг-1  ВОСТОК  Состав-03  Прямоугольная  Длинный  3  80,0  Одинарные  Прямая  1 перевернутый треугольник 
Сост-04,ваг-1  ВОСТОК  Состав-04  Прямоугольная  Короткий  2  40,0  Одинарные  Отсутствует  1 квадрат 
Сост-05,ваг-1  ВОСТОК  Состав-05  Прямоугольная  Короткий  2  40,0  Одинарные  Прямая  1 овал 
Сост-06,ваг-1  ЗАПАД  Состав-06  Прямоугольная  Короткий  2  40,0  Одинарные  Отсутствует  1 треугольник 
Сост-07,ваг-1  ЗАПАД  Состав-07  Прямоугольная  Длинный  2  60,0  Одинарные  Гофрированная  Отсутствует 
Сост-08,ваг-1  ЗАПАД  Состав-08  U-образная  Короткий  2  30,0  Одинарные  Отсутствует  1 овал 
Сост-09,ваг-1  ЗАПАД  Состав-09  V-образная  Короткий  2  30,0  Одинарные  Отсутствует  1 овал 
Сост-10,ваг-1  ЗАПАД  Состав-10  Прямоугольная  Длинный  2  60,0  Одинарные  Отсутствует  2 прямоугольника 
Сост-01,ваг-2  ВОСТОК  Состав-01  Прямоугольная  Длинный  3  80,0  Одинарные  Отсутствует  1 ромб 
Сост-02,ваг-2  ВОСТОК  Состав-02  V-образная  Короткий  2  30,0  Одинарные  Отсутствует  1 прямоугольник 
Сост-03,ваг-2  ВОСТОК  Состав-03  Ромбовидная  Короткий  2  40,0  Одинарные  Прямая  1 треугольник 
Сост-04,ваг-2  ВОСТОК  Состав-04  Овальная  Короткий  2  40,0  Одинарные  Овальная  1 ромб 
Сост-05,ваг-2  ВОСТОК  Состав-05  Прямоугольная  Длинный  3  80,0  Одинарные  Прямая  1 длинный прямоугольник 
Сост-06,ваг-2  ЗАПАД  Состав-06  Прямоугольная  Длинный  2  60,0  Одинарные  Прямая  3 овала 
Сост-07,ваг-2  ЗАПАД  Состав-07  U-образная  Короткий  2  30,0  Одинарные  Отсутствует  1 треугольник 
Сост-08,ваг-2  ЗАПАД  Состав-08  Прямоугольная  Длинный  3  80,0  Одинарные  Прямая  1 длинный прямоугольник 
Сост-09,ваг-2  ЗАПАД  Состав-09  Прямоугольная  Короткий  2  40,0  Одинарные  Отсутствует  1 прямоугольник 
Сост-10,ваг-2  ЗАПАД  Состав-10  U-образная  Короткий  2  30,0  Одинарные  Отсутствует  1 прямоугольник 
Сост-01,ваг-3  ВОСТОК  Состав-01  Прямоугольная  Короткий  2  40,0  Одинарные  Треугольная  1 треугольник 
Сост-02,ваг-3  ВОСТОК  Состав-02  U-образная  Короткий  2  30,0  Одинарные  Отсутствует  1 треугольник 
Сост-03,ваг-3  ВОСТОК  Состав-03  Прямоугольная  Короткий  2  40,0  Одинарные  Отсутствует  1 овал 
Сост-04,ваг-3  ВОСТОК  Состав-04  Прямоугольная  Короткий  2  40,0  Двойные  Отсутствует  1 треугольник 
Сост-05,ваг-3  ВОСТОК  Состав-05  Прямоугольная  Короткий  2  40,0  Двойные  Отсутствует  1 треугольник 
Сост-07,ваг-3  ЗАПАД  Состав-07  Прямоугольная  Короткий  2  40,0  Двойные  Отсутствует  1 овал 
Сост-09,ваг-3  ЗАПАД  Состав-09  Прямоугольная  Длинный  2  60,0  Одинарные  Гофрированная  1 длинный прямоугольник 
Сост-01,ваг-4  ВОСТОК  Состав-01  Прямоугольная  Длинный  2  60,0  Одинарные  Отсутствует  3 квадрата 
Сост-04,ваг-4  ВОСТОК  Состав-04  U-образная  Короткий  2  30,0  Одинарные  Отсутствует  1 треугольник 
Сост-09,ваг-4  ЗАПАД  Состав-09  V-образная  Короткий  2  30,0  Одинарные  Отсутствует  1 овал 
                                           
3   То, что в данном случае преобразование исходных данных из графической формы в табличную осу-
ществляется вручную не является каким-либо ограничением, т.к. нет никаких принципиальных проблем 
автоматизировать подобное преобразование. Научный журнал КубГАУ, №70(06), 2011 года 
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Итак, исходные данные по задаче – это Excel-таблица №1. 
Процедура преобразования исходных данных в информацию – это 
анализ данных, состоящий из двух шагов: 
– выявление в исходных данных фактов или событий;  
–  выявление  причинно-следственных  связей ( зависимостей)  между 
этими событиями.  
Фактически  для  преобразования  исходных  данных  в  информацию 
необходимо: 
1. Разработать классификационные и описательные шкалы и града-
ции. 
2.  С  использованием  классификационных  и  описательных  шкал  и 
градаций  закодировать  исходные  данные,  в  результате  чего  получится 
обучающая выборка, состоящая из фактов, представляющих собой приме-
ры в единстве экстенсионального и интенсинального описания. 
3.  Произвести  расчет  матриц абсолютных  частот,  условных и без-
условных процентных  распределений  и  матрицы  информативностей,  от-
ражающей  причинно-следственные  связи  между  значениями  факторов  и 
принадлежностью объектов к классам. 
Таким образом, информация по задаче – это исходные данные плюс 
классификационные  и  описательные  шкалы  и  градации,  обучающая  вы-
борка, а также матрицы частот, процентных распределений и информатив-
ностей. 
Процедура преобразования информации в знания – это оценка по-
лезности информации для достижения цели. 
Значит знания по задаче – это информация плюс цель и оценка сте-
пени полезности информации для достижения этой цели. 
Знания получаются из информации, когда мы классифицируем бу-
дущие состояния объекта управления как желательные (целевые) и неже-
лательные. 
Банк  данных –  это  базы  данных  плюс  система  управления  базами 
данных ( СУБД) ( стандартные  термины).  СУБД –  это,  по  сути,  система 
управления данными. 
Информационный банк – это информационные базы плюс информа-
ционные системы (предлагается стандартизировать эти термины). Инфор-
мационная система – это, по сути, система управления информацией. 
Банк  знаний –  это  базы  знаний  плюс  интеллектуальные  системы 
(стандартные термины). Интеллектуальная система – это, по сути, система 
управления знаниями.  
Существует  очевидная  параллель  между  терминами  и  понятиями, 
связанными с данными, информацией и знаниями, наглядно представлен-
ная в таблице 2. 
 Научный журнал КубГАУ, №70(06), 2011 года 
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Таблица 2 – ПАРАЛЛЕЛЬ МЕЖДУ ПОНЯТИЯМИ И ТЕРМИНАМИ,  
КАСАЮЩИМИСЯ ДАННЫХ, ИНФОРМАЦИИ И ЗНАНИЙ 
Объект  Субъект  Система 
База данных (БД)  Система управления базами 
данных (СУБД) 
Банк данных=БД+СУБД 
Информационная база (ИБ)  Информационная система 
(система управления ин-
формационными базами – 
СУИБ) 
Информационный 
банк=ИБ+СУИБ 
База знаний (БЗ)  Интеллектуальная система 
(система управления база-
ми знаний – СУБЗ) 
Банк знаний=БЗ+СУБЗ 
 
Автор предлагает «узаконить», т.е. стандартизировать термины, от-
меченные в таблице 2 красным цветом. Это позволит упорядочить все эти 
термины в единой стройной системе, построенной на основе соотношения 
содержания понятий «данные», «информация» и «знания». 
Это актуально, т.к. в настоящее время существуют явная путаница в 
использовании этих понятий, встречающая даже в названиях соответству-
ющих дисциплин: «Управление знаниями», «Интеллектуальные информа-
ционные системы», «Представление знаний в информационных системах». 
Например, дисциплина «Управление знаниями» является гуманитарной и 
в ней изучаются слабо формализованные, не основанные на применении 
автоматизированных  интеллектуальных  систем,  этапы,  формы  и  методы 
управления знаниями
4. Вместе с тем название этой дисциплины явно соот-
носится с названием дисциплины «Управление данными». Интеллектуаль-
ные системы  часто  некорректно называются  интеллектуальными инфор-
мационными системами, с тем же успехом их можно было бы называть: 
«Интеллектуальные СУБД», но лучше и правильнее было бы называть их 
как предложено: «Системы управления базами знаний». Дисциплина «Ал-
горитмы и структуры данных» соотносится с дисциплиной «Представле-
ние знаний в информационных системах», хотя ясно, что они представля-
ются не в информационных, а в интеллектуальных системах. В настоящее 
время дисциплина «Интеллектуальные информационные системы» по сво-
ему содержанию включает «Представление знаний в информационных си-
стемах», тогда как из вышеизложенного ясно, что они должны соотносится 
по своему содержанию также, как СУБД и «Модели баз данных» (в кото-
рых обычно преподается лишь одна реляционная модель). Отметим также, 
что если применить определение знаний к моделям, описываемым в дис-
                                           
4   Типичные вопросы, изучаемые в этой дисциплине: стратегия управления знаниями предприятия; орга-
низационная культура в контексте управления знаниями; измерение интеллектуального капитала; корпо-
ративные знания: как ими управлять; интеграция знаний предприятия; бизнес держится на знаниях, сам 
того не зная; новые программы корпоративного обучения в среде управления знаниями: опыт зарубеж-
ных компаний; менеджмент знаний: подход к внедрению; общепринятых заблуждений об управлении 
знаниями (knowledge management) Научный журнал КубГАУ, №70(06), 2011 года 
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циплине «Представление знаний в информационных системах», то обна-
руживается, что иногда в ней описываются не модели баз знаний, а модели 
баз данных или информационные модели. В частности это видно на при-
мере семантических сетей, которые, по сути, представляют собой инфоло-
гическую модель реляционной базы данных.  
 
По  мнению  автора  дисциплины « Управление  знаниями»  и « Пред-
ставление  знаний  в  интеллектуальных  системах»  по  сути,  представляют 
собой две части одной дисциплины и должны отражать не способы управ-
ления знаниями различной степени формализации (как в настоящее время), 
а описание автоматизированных интеллектуальных систем и баз знаний. 
Существует дисциплина: «Алгоритмы и структуры данных». Пред-
лагается ввести аналогичные дисциплины: «Алгоритмы и информацион-
ные структуры» (в АСК-анализе – это формализация предметной области и 
синтез модели) и «Алгоритмы структурирования знаний» (по содержанию 
близко к когнитологии, инженерии знаний, представлению знаний)». 
 
Факт  наличия  причинно-следственных  зависимостей  может  быть 
установлен методом хи-квадрат, а ее вид – многофакторным  анализом. 
Однако факторный анализ позволяет обрабатывать данные лишь очень не-
больших  размерностей ( по  числу  факторов)  и  предъявляет  чрезвычайно 
жесткие требования к наличию полных повторностей всех вариантов соче-
таний факторов в исходных данных (т.е. данные не должны быть фрагмен-
тарными), что на практике выполнить удается крайне редко.  
Поэтому большой интерес представляют другие подходы к решению 
задачи выявления в эмпирических данных причинно-следственных зависи-
мостей и их вида, отражения выявленных зависимостей в наглядной гра-
фической и аналитической форме.  
Рассмотрим вариант решения этой задачи, развиваемый в СК-
анализе и реализованный в системе Эйдос». 
Для этого сформулируем требования к форме представления дан-
ных, информации и знаний, позволяющие оценить степень их пригодно-
сти для решения задач прогнозирования и принятия решений, а также ис-
следования предметной области (например, кластерного анализа).  
Прежде всего, результаты решения вышеперечисленных задач долж-
ны быть инвариантны относительно: 
– единиц измерения градаций факторов (признаков); 
– типов шкал, используемых для формализации классов и факторов 
(номинальные, порядковые и числовые); 
– различных статистических характеристик исходной выборки: ча-
стотных  распределений  объектов  по  классам ( обобщенным  категориям), 
частотных распределений градаций факторов, различий в количестве при-Научный журнал КубГАУ, №70(06), 2011 года 
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знаков в описаниях объектов исследуемой выборки, различий в суммарном 
количестве признаков по классам. 
Кроме  того,  форма  представления  должна  обеспечивать  решение 
вышеперечисленных задач с минимальными дополнительными затратами 
ручного труда, а это значит, что вся предварительная обработка должна 
быть максимально автоматизирована.   
Эти требования можно рассматривать и как критерии выбора наибо-
лее подходящей для решения вышеперечисленных задач формы представ-
ления данных, информации и знаний. 
Рассмотрим влияние  единиц  измерения  в  исходной выборке  на 
результаты решения задач прогнозирования и принятия решений, а так-
же исследования предметной области (например, кластерного анализа). 
Если  в  исходных  данных  какие-то  значения  выражены  в  больших 
единицах измерения, то их числовые значения будут малыми, и наоборот, 
если единицы измерения мелкие, то числовые значения – большие. Боль-
шие значения оказывают большее влияние на результаты математической 
обработки, чем малые, и это приводит к возникновению зависимости ре-
зультатов  решения  задач  идентификации,  прогнозирования  и  принятия 
решений, а также кластерного анализа, от выбранных размерностей ис-
ходных данных, что, на взгляд автора, совершенно неприемлемо и указы-
вает на то, что такое решение нельзя признать корректным и даже во-
обще решением. По этой же причине некорректно совместно обрабатывать 
сами исходные данные, представленные в различных единицах измерения 
(натуральных или ценовых), например, складывать расстояния, представ-
ленные в километрах и в метрах, а затем прибавлять к ним тонны и кило-
граммы, а затем еще и безразмерные величины. Вроде это очевидно, но, 
как это ни удивительно, но как показывает опыт на практике это довольно 
часто делается, а потом еще на основе подобного «анализа» делаются и 
выводы. Очень странно, что обычно на это не обращают никакого внима-
ния  при  использовании  исходных  данных,  представленных  в  различных 
единицах измерения. Например, даже в таких популярных (причем, совер-
шенно заслуженно) системах, как SPSS, в подсистеме кластерного анализа 
приводятся примеры кластерного анализа над исходными данными, пред-
ставленными в различных единицах измерения. 
Для решения поставленной задачи в АСК-анализе проводится после-
довательное повышение степени формализации исходных данных до уров-
ня, обеспечивающего их обработку на компьютере в программной систе-
ме.  После  выполнения  когнитивной  структуризации  и  формализации 
предметной области осуществляется синтез модели.  
 
Рассмотрим  на  нашем  простом  примере,  как  осуществляется 
формализация  предметной области и  преобразование  исходных  дан-
ных в информацию и знания. Научный журнал КубГАУ, №70(06), 2011 года 
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В системе «Эйдос» есть подсистема _15, содержащая большое коли-
чество различных программных интерфейсов для импорта в систему «Эй-
дос» исходных данных из внешних баз данных различных стандартов (ри-
сунок 3): 
 
 
Рисунок 3. Меню выхода на подсистему _15 системы «Эйдос» 
 
Для импорта исходных из таблиц, стандарта таблицы 1 и автомати-
зированной  формализации  предметной  области  служит  программный 
интерфейс _152.  На  рисунке 4  приведен Help  этого  режима,  в  котором 
люъясняются требования к файлу исходных данных (поэтому в тексте мы 
повторять их не будем), а на рисунке 5 – меню задания параметров импор-
та данных из внешних баз данных в систему «Эйдос». В первой экранной 
форме на рисунке 5 задаются параметры преобразования, а на второй при-
ведена таблица, характеризующая модель, которая будет создана в резуль-
тате применения этих параметров. Если пользователя что-либо не устраи-
вает в этих результатах, то он имеет возможность скорректировать пара-
метры преобразования. 
 
 
Рисунок 4. Help режима _152 системы «Эйдос» Научный журнал КубГАУ, №70(06), 2011 года 
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Рисунок 5. Меню режима _152 задания параметров импорта данных  
из внешних баз данных в систему «Эйдос» 
 
В результате работы режима _152 системы «Эйдос» на основе задан-
ных  параметров модели  автоматически  формируются  справочники  клас-
сификационных и описательных шкал и градаций номинального (текстово-
го), порядкового (целочисленного) и числового типа (последние – в форме 
интервальных значений), а также исходная (обучающая) выборка (табли-
цы 3-7). На шкалах номинально типа определены отношения только тож-
дества и различия. На порядковых шкалах, кроме того, определены отно-
шения больше и меньше между градациями. На числовых шкалах, кроме 
того, есть начало отсчета и единица измерения и над градациями опреде-
лены все арифметические операции. Необходимо отметить, что формали-
зация числовых значений в виде интервальных значений является вполне 
естественной и хорошо обоснованной, т.к. фактически результатом изме-
рения является не просто число, а число, заданное с определенной точно-
стью или погрешностью, т.е. относящееся к некоторому интервалу. Коли-
чество интервалов на числовой шкале должно определяться таким обра-
зом,  чтобы  все они  были  представлены  как минимум 5 примерами,  что Научный журнал КубГАУ, №70(06), 2011 года 
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считается  минимальной  статистикой.  Это  значит,  что  если  исследуемая 
выборка мала, то интервалы должны быть велики, и погрешность модели 
будет вынужденно велика, и наоборот, если по мере увеличения объема 
исходной выборки интервалы могут быть уменьшены и точность модели 
возрастает.  Иначе  говоря,  невозможно  точно  отразить  предметную  об-
ласть, если у нас недостаточно данных. Это можно считать каким-то вари-
антом теоремы Котельникова об отсчетах
5. 
 
Таблица 3 – СПРАВОЧНИК КЛАССИФИКАЦИОННЫХ ШКАЛ 
KOD  NAME 
1  СОСТАВ СЛЕДУЕТ НА 
2  НАИМЕНОВАНИЕ СОСТАВА 
 
Таблица 4 – СПРАВОЧНИК КЛАССИФИКАЦИОННЫХ ШКАЛ И ГРАДАЦИЙ 
KOD  NAME 
1  СОСТАВ СЛЕДУЕТ НА-ВОСТОК 
2  СОСТАВ СЛЕДУЕТ НА-ЗАПАД 
3  НАИМЕНОВАНИЕ СОСТАВА-Состав-01 
4  НАИМЕНОВАНИЕ СОСТАВА-Состав-02 
5  НАИМЕНОВАНИЕ СОСТАВА-Состав-03 
6  НАИМЕНОВАНИЕ СОСТАВА-Состав-04 
7  НАИМЕНОВАНИЕ СОСТАВА-Состав-05 
8  НАИМЕНОВАНИЕ СОСТАВА-Состав-06 
9  НАИМЕНОВАНИЕ СОСТАВА-Состав-07 
10  НАИМЕНОВАНИЕ СОСТАВА-Состав-08 
11  НАИМЕНОВАНИЕ СОСТАВА-Состав-09 
12  НАИМЕНОВАНИЕ СОСТАВА-Состав-10 
 
Градации второй классификационной шкалы, т.е. все градации с 3-й по 12-
ю удалены вручную, т.к. интересует не определение номера состава, а его 
идентификация с обобщенными образами классов составов идущих на во-
сток и на запад. 
Таблица 5 – СПРАВОЧНИК ОПИСАТЕЛЬНЫХ ШКАЛ 
KOD NAME 
1  ФОРМА ВАГОНА 
2  ДЛИНА ВАГОНА 
3  КОЛИЧЕСТВО ОСЕЙ ВАГОНА 
4  ГРУЗОПОДЪЕМНОСТЬ ВАГОНА 
5  ВИД СТЕНОК ВАГОНА 
6  ВИД КРЫШИ ВАГОНА 
7  ВИД ГРУЗА (КОЛ-ВО И ВИД) 
8  КОЛИЧЕСТВО ВАГОНОВ В СОСТАВЕ 
 
Восьмая шкала введена вручную, т.к. соответствующие признаки являются 
признаками второго уровня иерархии, если рассматривать состав, как си-
стему, т.е. это не признаки вагонов, а признаки состава в целом. 
                                           
5   http://ru.wikipedia.org/wiki/Теорема%20Котельникова  Научный журнал КубГАУ, №70(06), 2011 года 
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Таблица 6 – СПРАВОЧНИК ОПИСАТЕЛЬНЫХ ШКАЛ И ГРАДАЦИЙ 
KOD NAME 
Примечание:  
тип шкалы 
1  ФОРМА ВАГОНА-U-образная  Номинальный 
(текстовый)  2  ФОРМА ВАГОНА-V-образная 
3  ФОРМА ВАГОНА-Овальная 
4  ФОРМА ВАГОНА-Прямоугольная 
5  ФОРМА ВАГОНА-Ромбовидная 
6  ДЛИНА ВАГОНА-Длинный  Номинальный 
(текстовый)  7  ДЛИНА ВАГОНА-Короткий 
8  КОЛИЧЕСТВО ОСЕЙ ВАГОНА-002  Порядковый 
(целочисленный)  9  КОЛИЧЕСТВО ОСЕЙ ВАГОНА-003 
10  ГРУЗОПОДЪЕМНОСТЬ ВАГОНА: 1/5-{30.00, 40.00}  Числовой 
(интервальные  
значения) 
11  ГРУЗОПОДЪЕМНОСТЬ ВАГОНА: 2/5-{40.00, 50.00} 
12  ГРУЗОПОДЪЕМНОСТЬ ВАГОНА: 3/5-{50.00, 60.00} 
13  ГРУЗОПОДЪЕМНОСТЬ ВАГОНА: 4/5-{60.00, 70.00} 
14  ГРУЗОПОДЪЕМНОСТЬ ВАГОНА: 5/5-{70.00, 80.00} 
15  ВИД СТЕНОК ВАГОНА-Двойные  Номинальный 
(текстовый)  16  ВИД СТЕНОК ВАГОНА-Одинарные 
17  ВИД КРЫШИ ВАГОНА-Гофрированная 
18  ВИД КРЫШИ ВАГОНА-Овальная 
19  ВИД КРЫШИ ВАГОНА-Отсутствует 
20  ВИД КРЫШИ ВАГОНА-Прямая 
21  ВИД КРЫШИ ВАГОНА-Треугольная 
22  ВИД ГРУЗА (КОЛ-ВО И ВИД)-1 длинный прямоугольник  Номинальный 
(текстовый)  23  ВИД ГРУЗА (КОЛ-ВО И ВИД)-1 квадрат 
24  ВИД ГРУЗА (КОЛ-ВО И ВИД)-1 овал 
25  ВИД ГРУЗА (КОЛ-ВО И ВИД)-1 перевернутый треугольник 
26  ВИД ГРУЗА (КОЛ-ВО И ВИД)-1 прямоугольник 
27  ВИД ГРУЗА (КОЛ-ВО И ВИД)-1 ромб 
28  ВИД ГРУЗА (КОЛ-ВО И ВИД)-1 треугольник 
29  ВИД ГРУЗА (КОЛ-ВО И ВИД)-2 овала 
30  ВИД ГРУЗА (КОЛ-ВО И ВИД)-2 прямоугольника 
31  ВИД ГРУЗА (КОЛ-ВО И ВИД)-3 квадрата 
32  ВИД ГРУЗА (КОЛ-ВО И ВИД)-3 овала 
33  ВИД ГРУЗА (КОЛ-ВО И ВИД)-Отсутствует 
 
 
 
Таблица 7 – ИСХОДНАЯ (ОБУЧАЮЩАЯ) ВЫБОРКА 
Код 
объекта 
Наименование 
объекта 
Коды 
классов  Коды признаков 
33  Состав-01  1  4  7  8  10  11  16  19  24  4  6  9 
         16  19  27  4  7  8  10  11  16  21  28 
         6  8  12  13  16  19  31  36       
34  Состав-02  1  4  7  8  10  11  16  20  29  2  7  8 
         16  19  26  1  7  8  10  16  19  28  35 
35  Состав-03  1  4  6  9  14  16  20  25  5  7  8  10 
         16  20  28  4  7  8  10  11  16  19  24 
         35                     
36  Состав-04  1  4  7  8  10  11  16  19  23  3  7  8 
         11  16  18  27  4  7  8  10  11  15  19 
         1  7  8  10  16  19  28  36       
37  Состав-05  1  4  7  8  10  11  16  20  24  4  6  9 
         16  20  22  4  7  8  10  11  15  19  28 
         35                     
38  Состав-06  2  4  7  8  10  11  16  19  28  4  6  8 
         13  16  20  32  34             
39  Состав-07  2  4  6  8  12  13  16  17  33  1  7  8 
         16  19  28  4  7  8  10  11  15  19  24 
         35                     
40  Состав-08  2  1  7  8  10  16  19  24  4  6  9  14 
         20  22  34                 
41  Состав-09  2  2  7  8  10  16  19  24  4  7  8  10 
         16  19  26  4  6  8  12  13  16  17  22 
         7  8  10  16  19  24  36         
42  Состав-10  2  4  6  8  12  13  16  19  30  1  7  8 
         16  19  26  34               Научный журнал КубГАУ, №70(06), 2011 года 
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Обучающая выборка состоит из трех таблиц баз данных: 
– первая включает коды объектов выборки и наименование источни-
ка данных; 
– вторая содержит коды классов, к которым принадлежит объект; 
– третья содержит коды признаков объекта. 
Первая таблица связана со второй и третьей отношением «один ко 
многим». 
 
Объекты исходной выборки формируются путем кодирования строк 
таблицы исходных данных (таблица 1) с применением справочников клас-
сификационных и описательных шкал и градаций (таблицы 4 и 6), но при 
этом могут формироваться и объединенные объекты из строк по классам. 
Суммарное количество классификационных и описательных шкал, с кото-
рым работает режим _152, не ограничено, но на практике составляет не 
более 256, что связано с ограничением MS Excel 2003. В более поздних 
версиях MS Excel это ограничение снято, но из них исключен XLS-DBF-
конвертер. Нет никаких принципиальных проблем снять все эти ограниче-
ния и путем разработки небольших специализированных программ, объ-
единяющих листы MS Excel (что и делалось при необходимости автором) 
или использования имеющихся конвертеров. Суммарное количество гра-
даций классификационных шкал, как и градаций описательных шкал в те-
кущей версии системы «Эйдос» ограничено 4000, но в будущих версиях 
это ограничение планируется снять. 
 
База данных, представленная в таблице 1, рассматриваемая совмест-
но с таблицами 3, 4, 5, 6 и 7, является результатом формализации пред-
метной области. 
 
После формализации предметной области осуществляется синтез и 
верификация (оценка достоверности) модели, а также повышение ее эф-
фективности [2]. Синтез модели включает расчет на основе эмпирических 
данных, представленных в исследуемой выборке, следующих матриц (таб-
лицы 8, 9, 10): 
–  матрицы  абсолютных  частот ( большинство  статических  систем 
этим и ограничиваются); 
– матрицы условных и безусловных процентных распределений (в  
некоторых системах это также делается); 
– матрицы информативностей или матрицы знаний (что осуществля-
ется только в АСК-анализе). Научный журнал КубГАУ, №70(06), 2011 года 
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Таблица 8 – МАТРИЦА АБСОЛЮТНЫХ ЧАСТОТ 
Код  Наименование  Восток  Запад  Сумма 
1  ФОРМА ВАГОНА-U-образная  2  3  5 
2  ФОРМА ВАГОНА-V-образная  1  1  2 
3  ФОРМА ВАГОНА-Овальная  1     1 
4  ФОРМА ВАГОНА-Прямоугольная  11  8  19 
5  ФОРМА ВАГОНА-Ромбовидная  1     1 
6  ДЛИНА ВАГОНА-Длинный  4  5  9 
7  ДЛИНА ВАГОНА-Короткий  13  8  21 
8  КОЛИЧЕСТВО ОСЕЙ ВАГОНА-002  14  12  26 
9  КОЛИЧЕСТВО ОСЕЙ ВАГОНА-003  3  1  4 
10  ГРУЗОПОДЪЕМНОСТЬ ВАГОНА: 1/5-{30.00, 40.00}  11  6  17 
11  ГРУЗОПОДЪЕМНОСТЬ ВАГОНА: 2/5-{40.00, 50.00}  9  2  11 
12  ГРУЗОПОДЪЕМНОСТЬ ВАГОНА: 3/5-{50.00, 60.00}  1  3  4 
13  ГРУЗОПОДЪЕМНОСТЬ ВАГОНА: 4/5-{60.00, 70.00}  1  4  5 
14  ГРУЗОПОДЪЕМНОСТЬ ВАГОНА: 5/5-{70.00, 80.00}  1  1  2 
15  ВИД СТЕНОК ВАГОНА-Двойные  2  1  3 
16  ВИД СТЕНОК ВАГОНА-Одинарные  15  11  26 
17  ВИД КРЫШИ ВАГОНА-Гофрированная     2  2 
18  ВИД КРЫШИ ВАГОНА-Овальная  1     1 
19  ВИД КРЫШИ ВАГОНА-Отсутствует  10  9  19 
20  ВИД КРЫШИ ВАГОНА-Прямая  5  2  7 
21  ВИД КРЫШИ ВАГОНА-Треугольная  1     1 
22  ВИД ГРУЗА (КОЛ-ВО И ВИД)-1 длинный прямоугольник  1  2  3 
23  ВИД ГРУЗА (КОЛ-ВО И ВИД)-1 квадрат  1     1 
24  ВИД ГРУЗА (КОЛ-ВО И ВИД)-1 овал  3  4  7 
25  ВИД ГРУЗА (КОЛ-ВО И ВИД)-1 перевернутый треугольник  1     1 
26  ВИД ГРУЗА (КОЛ-ВО И ВИД)-1 прямоугольник  1  2  3 
27  ВИД ГРУЗА (КОЛ-ВО И ВИД)-1 ромб  2     2 
28  ВИД ГРУЗА (КОЛ-ВО И ВИД)-1 треугольник  5  2  7 
29  ВИД ГРУЗА (КОЛ-ВО И ВИД)-2 овала  1     1 
30  ВИД ГРУЗА (КОЛ-ВО И ВИД)-2 прямоугольника     1  1 
31  ВИД ГРУЗА (КОЛ-ВО И ВИД)-3 квадрата  1     1 
32  ВИД ГРУЗА (КОЛ-ВО И ВИД)-3 овала     1  1 
33  ВИД ГРУЗА (КОЛ-ВО И ВИД)-Отсутствует     1  1 
34  КОЛИЧЕСТВО ВАГОНОВ В СОСТАВЕ-2     3  3 
35  КОЛИЧЕСТВО ВАГОНОВ В СОСТАВЕ-3  3  1  4 
36  КОЛИЧЕСТВО ВАГОНОВ В СОСТАВЕ-4  2  1  3 
   Кол-во объектов обуч.выборки  5  5  10 
 
Матрица абсолютных частот (таблица 1) по сути, является таблицей 
сопряженности
6. Таблица 1, рассматриваемая совместно с таблицами 3, 4, 
5, 6, 7, а также 8, 9 и 10, в соответствии с терминологией, предлагаемой в 
таблице 2, является уже не базой данных, а информационной базой. 
Если же среди классов выделить целевые и нежелательные, то таб-
лица 10 может рассматриваться уже как база знаний, т.к. содержит коли-
чественные оценки степени полезности (и вредности) информации для до-
стижения целей. 
 
Рассмотрим, используя вышеперечисленные критерии, в какой сте-
пени эти матрицы пригодны для решения задач прогнозирования и приня-
                                           
6   См.: http://www.machinelearning.ru/wiki/index.php?title=Таблица%20сопряженности Научный журнал КубГАУ, №70(06), 2011 года 
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тия решений, а также исследования предметной области (например, кла-
стерного анализа) и какую работу необходимо выполнять вручную и авто-
матизировать, чтобы повысить их пригодность для этого. 
Матрица абсолютных частот отражает, сколько раз каждая градация 
факторов встречается у объектов каждого класса.  
Проблема  размерностей  при  расчете  матрицы  абсолютных  частот 
решается  тем,  что  сами  размерные  исходные  данные  с  использованием 
шкал различных типов (номинальных, порядковых и числовых) заменяются 
на факты их встречи, т.е. на частоты встреч тех или иных их интерваль-
ных значений [31] в различных группах, соответствующих классам. Фактом 
является наблюдение определенного экстенсионального значения (призна-
ка, градации фактора) у объекта исходной выборки, относящегося к неко-
торой интенсиональной категории (классу). 
Однако  вышеперечисленные  задачи решать  на основе  абсолютных 
частот можно только в том случае, если по каждому классу в исходных 
данных было приведено одинаковое количество примеров, что на практике 
встречается крайне редко и является трудно достижимым при сборе ис-
ходных данных, за исключением случая жестко спланированного управля-
емого эксперимента (обычно очень небольшой размерности). Можно, ко-
нечно,  вручную  учитывать  это  различие,  однако  реально  это  возможно 
сделать только на моделях очень небольшой размерности и требует специ-
альных усилий (работы).  
Чтобы результаты решения вышеперечисленных задач не зависели от 
количества примеров по разным классам (т.е. были инвариантны относи-
тельно формы частотных распределений примеров по классам, частотного 
распределения признаков и др.) можно с помощью формул (1) перейти от 
матрицы абсолютных частот к матрице условных и безусловных процент-
ных распределений (матрице относительных частот или частостей
7) (таб-
лица 9).  
￿
=
= =
W
j
ij i
i
ij
ij N N
N
N
P
1
; ;                                         (1) 
где: 
Nij – суммарное количество наблюдений факта: "действовал i-й фак-
тор и объект перешел в j-е состояние"; 
Ni  – суммарное количество встреч i-го фактора у всех объектов; 
W  – количество классов (мощность множества будущих состояний 
объекта управления). 
 
                                           
7   Частота (абсолютная частота) – количество элементов совокупности, которые имеют данное значение 
признака. Частость (относительная частота) – отношение частоты к общему количеству исследуемых 
элементов, т.е. объему совокупности.  Научный журнал КубГАУ, №70(06), 2011 года 
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Таблица 9 – МАТРИЦА УСЛОВНЫХ И БЕЗУСЛОВНЫХ  
ПРОЦЕНТНЫХ РАСПРЕДЕЛЕНИЙ (СИМ-2) 
Код  Наименование 
В группе: 
«Восток» 
В группе: 
«Запад» 
По всей  
выборке 
1  ФОРМА ВАГОНА-U-образная  40,0  60,0  50,0 
2  ФОРМА ВАГОНА-V-образная  20,0  20,0  20,0 
3  ФОРМА ВАГОНА-Овальная  20,0    10,0 
4  ФОРМА ВАГОНА-Прямоугольная  220,0  160,0  190,0 
5  ФОРМА ВАГОНА-Ромбовидная  20,0    10,0 
6  ДЛИНА ВАГОНА-Длинный  80,0  100,0  90,0 
7  ДЛИНА ВАГОНА-Короткий  260,0  160,0  210,0 
8  КОЛИЧЕСТВО ОСЕЙ ВАГОНА-002  280,0  240,0  260,0 
9  КОЛИЧЕСТВО ОСЕЙ ВАГОНА-003  60,0  20,0  40,0 
10  ГРУЗОПОДЪЕМНОСТЬ ВАГОНА: 1/5-{30.00, 40.00}  220,0  120,0  170,0 
11  ГРУЗОПОДЪЕМНОСТЬ ВАГОНА: 2/5-{40.00, 50.00}  180,0  40,0  110,0 
12  ГРУЗОПОДЪЕМНОСТЬ ВАГОНА: 3/5-{50.00, 60.00}  20,0  60,0  40,0 
13  ГРУЗОПОДЪЕМНОСТЬ ВАГОНА: 4/5-{60.00, 70.00}  20,0  80,0  50,0 
14  ГРУЗОПОДЪЕМНОСТЬ ВАГОНА: 5/5-{70.00, 80.00}  20,0  20,0  20,0 
15  ВИД СТЕНОК ВАГОНА-Двойные  40,0  20,0  30,0 
16  ВИД СТЕНОК ВАГОНА-Одинарные  300,0  220,0  260,0 
17  ВИД КРЫШИ ВАГОНА-Гофрированная     40,0  20,0 
18  ВИД КРЫШИ ВАГОНА-Овальная  20,0    10,0 
19  ВИД КРЫШИ ВАГОНА-Отсутствует  200,0  180,0  190,0 
20  ВИД КРЫШИ ВАГОНА-Прямая  100,0  40,0  70,0 
21  ВИД КРЫШИ ВАГОНА-Треугольная  20,0    10,0 
22  ВИД ГРУЗА (КОЛ-ВО И ВИД)-1 длинный прямоугольник  20,0  40,0  30,0 
23  ВИД ГРУЗА (КОЛ-ВО И ВИД)-1 квадрат  20,0    10,0 
24  ВИД ГРУЗА (КОЛ-ВО И ВИД)-1 овал  60,0  80,0  70,0 
25  ВИД ГРУЗА (КОЛ-ВО И ВИД)-1 перевернутый треугольник  20,0    10,0 
26  ВИД ГРУЗА (КОЛ-ВО И ВИД)-1 прямоугольник  20,0  40,0  30,0 
27  ВИД ГРУЗА (КОЛ-ВО И ВИД)-1 ромб  40,0    20,0 
28  ВИД ГРУЗА (КОЛ-ВО И ВИД)-1 треугольник  100,0  40,0  70,0 
29  ВИД ГРУЗА (КОЛ-ВО И ВИД)-2 овала  20,0    10,0 
30  ВИД ГРУЗА (КОЛ-ВО И ВИД)-2 прямоугольника     20,0  10,0 
31  ВИД ГРУЗА (КОЛ-ВО И ВИД)-3 квадрата  20,0    10,0 
32  ВИД ГРУЗА (КОЛ-ВО И ВИД)-3 овала     20,0  10,0 
33  ВИД ГРУЗА (КОЛ-ВО И ВИД)-Отсутствует     20,0  10,0 
34  КОЛИЧЕСТВО ВАГОНОВ В СОСТАВЕ-2     60,0  30,0 
35  КОЛИЧЕСТВО ВАГОНОВ В СОСТАВЕ-3  60,0  20,0  40,0 
36  КОЛИЧЕСТВО ВАГОНОВ В СОСТАВЕ-4  40,0  20,0  30,0 
   Кол-во объектов обуч.выборки  5  5  10 
 
При неограниченном увеличении объема выборки частости стремят-
ся (сходятся) к теоретическим вероятностям, как своим пределам, поэтому 
частости можно считать эмпирическими вероятностями. Способ, которым 
частости приближаются к вероятностям, называется сходимостью модели. 
В системе «Эйдос» реализован специальный режим, позволяющий иссле-
довать сходимость модели, в том числе скорость сходимости и погреш-
ность различия частости и вероятности при различных объемах исследуе-
мой  выборки.  Учитывая  все  это  при  достаточно  больших  выборках,  по 
мнению авторов, допустимо вместо термина «частость» использовать тер-
мин «условная вероятность», тем более что в аналитических выражениях 
обычно оперируют именно вероятностями
8.  
                                           
8   Процентные распределения отличаются от вероятностных тем, что вероятности умножены на 100. Научный журнал КубГАУ, №70(06), 2011 года 
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Однако и при решении вышеперечисленных задач на основе матри-
цы условных и безусловных процентных распределений приходится вруч-
ную осуществлять сравнение условных относительных частот, является 
определенной работой и реально возможно только на моделях очень ма-
лой размерности и требует довольно больших специальных усилий. По-
этому есть смысл автоматизировать и это сравнение, так, чтобы в нашем 
распоряжении была матрица, содержащая уже сами результаты сравне-
ния условных относительных частот в количественной форме.  
Для  того  чтобы  реализовать  эту  автоматизацию  необходимо  вы-
брать базу сравнения и способ сравнения, т.е. ответить на два вопроса: 
– с чем сравнивать условные относительные частоты: друг с другом 
или с безусловными частотами; 
– каким способом сравнивать условные относительные частоты: с 
помощью вычитания или с помощью деления. 
Если в модели есть всего два класса, то можно сравнивать условные 
относительные частоты как друг с другом, так и с безусловными частота-
ми, т.к. это одинаково как по трудоемкости (затрачиваемым вычислитель-
ным ресурсам), так и по результатам сравнения. Если же в модели хотя бы 
три класса, то уже возникают определенное затруднения в том, как срав-
нить условные процентные распределения по ним, а если их сотни или ты-
сячи, то это становится даже в теоретическом плане непонятным. Поэтому 
в [2] предлагается использовать в качестве базы для сравнения (нормы) 
условных относительных частот их взвешенное среднее по всей исследуе-
мой выборке или безусловные частоты (2): 
i
ij
ij P
P
Log I 2 =                                                 (2) 
где: 
–  Pij  –  вероятность  перехода объекта  в  j-е  состояние  при  условии 
действия на него i-го значения фактора; 
– Pi – вероятность наблюдения i-го значения фактора по всей выбор-
ке; 
Подставим в выражение (2), представляющее собой вариант форму-
лы  А.Харкевича,  значения  вероятностей,  выраженные  через  фактически 
наблюдаемые абсолютные частоты из (3) 
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где: 
W  – количество классов (мощность множества будущих состояний 
объекта управления) 
M   – максимальный уровень сложности смешанных состояний объ-
екта управления; Научный журнал КубГАУ, №70(06), 2011 года 
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Nij – суммарное количество наблюдений факта: "действовал i-й фак-
тор и объект перешел в j-е состояние"; 
Nj  – в СИМ-1 (семантической информационной модели) суммарное 
количество встреч различных факторов у объектов, перешедших в j-е со-
стояние; 
Ni  – в суммарное количество встреч i-го фактора у всех объектов; 
N   – суммарное количество встреч различных факторов у всех объ-
ектов. 
￿
￿
ł
￿
￿
￿
Ł
￿
=
j i
ij
ij N N
N N
Log I 2                                             (4) 
Выражение (4) дает количество информации о принадлежности объ-
екта к j-му классу, если он обладает i-м признаком, выраженное через аб-
солютные частоты из таблицы 8. 
Это решение, приводящее к выражению (2), соответствует принято-
му в статистике методу средних и отклонений от средних и представляет 
собой  косвенное  или  опосредованное  сравнение  условных  процентных 
распределений друг с другом, т.к. база сравнения рассчитывается с их ис-
пользованием.  
Кроме того, важно отметить, что получающееся в результате этого 
выражение (4)  для  количества  информации  тождественно  выражению 
(6), получающемуся путем сравнения фактически наблюдаемой абсолют-
ной частоты встреч признака в определенной группе (классе) с теоретиче-
ски ожидаемой частотой его наблюдения по методу хи-квадрат [2, раздел 
3.4]
9, т.е. если принять, что: 
Nij – фактическое количество встреч i-го признака у объектов j-го 
класса; 
Tij    –  теоретически ожидаемое количество встреч i-го признака у 
объектов j-го класса: 
N
N N
T
j i
ij =                                                   (5) 
Подставив выражение (4) в (3) получаем: 
￿
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N
Log I 2                                             (6) 
или: 
( ) ( ) ij ij ij T Log N Log I 2 2 - =                                    (7) 
Что касается вопроса о том, вычитание или деление для этого срав-
нения использовать, то этот вопрос не является принципиальным, т.к. раз-
                                           
9   http://lc.kubagro.ru/aidos/aidos02/3.4.htm  Научный журнал КубГАУ, №70(06), 2011 года 
 
http://ej.kubagro.ru/2011/06/pdf/18.pdf 
20
личие между вычитанием и делением сводится к выбору единиц измерения 
результатов сравнения: если взять логарифм от отношения, то получится 
разность логарифмов делимого и делителя. 
Из выражения (6) для количества знаний следует: 
￿
￿
￿
￿
￿
> > >
= = =
< > <
0 , 0
0 , 0
0 , 0
2
2
2
ij ij ij ij
ij ij ij ij
ij ij ij ij
I то T N если
I то T N если
I то T N если
c
c
c
 
Если  фактическая  вероятность  наблюдения i-го  признака  при 
предъявлении объекта j-го класса равна теоретически ожидаемой (сред-
ней),  то  наблюдение  этого  признака  не  несет  никакой  информации  о 
принадлежности объекта к данному классу. Если же она выше средней 
– то это говорит в пользу того, что предъявлен объект данного класса, 
если же ниже – то другого. 
Поэтому  наличие  статистической  связи ( информации)  между 
признаками и классами распознавания, т.е. отличие вероятностей их сов-
местных наблюдений от предсказываемого в соответствии со случайным 
нормальным  распределением,  приводит  к  увеличению  фактической 
статистики c
2 по сравнению с теоретической величиной. 
В работе [2, раздел 3.4]
10 предлагается основанная на выражении (6) 
и вышеприведенной интерпретации мера количества знаний в базе знаний, 
представляющая собой количественную меру степени выраженности за-
кономерностей в предметной области: 
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– средняя информативность признаков по матрице 
информативностей (при увеличении объема выбор-
ки стремится к нулю). 
Значение данной меры показывает среднее отличие количества ин-
формации в факторах о будущих состояниях активного объекта управле-
ния от среднего количества информации в факторе (которое при больших 
выборках близко к 0). По своей математической форме эта мера сходна с 
мерами  для  значимости  факторов  и  степени  сформированности  образов 
классов и коррелирует с объемом когнитивного  пространства классов и 
пространства атрибутов. 
Интересно отметить, что в американском Internet-ресурсе
11  
                                           
10 http://lc.kubagro.ru/aidos/aidos02/3.4.htm  
11 http://www.heritagehealthprize.com/c/hhp/Details/Rules  Научный журнал КубГАУ, №70(06), 2011 года 
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предлагается следующая метрика для оценки достоверности модели (каче-
ства алгоритма): 
 
(9) 
Where:  
1. i is a member; 
2. n is the total number of members; 
3. p is the predicted number of days spent in hospital for member i in the 
test period; 
4. a is the actual number of days spent in hospital for member i in the test 
period. 
5. log is the natural logarithm function. 
Эта метрика (количественная мера) весьма сходна с выражением (8) 
из  работы [2]  и,  по  существу,  содержит  под  квадратным  корнем  сумму 
квадратов выражения (7), если считать, что теоретически ожидаемое зна-
чение величины – это и есть ее прогнозируемое значение: 
( ) ( ) [ ] 2
2
2 2
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n
ij
ij ij T Log N Log
n
e                              (10) 
Если переписать выражение (9) с учетом вышесказанного и выраже-
ния (7), то получим: 
2
2 1￿ =
n
ij
ij I
n
e                                               (11) 
Выражение (11) практически совпадает с выражением (8) из работы 
автора [2] (изданной в 2002 году), если учесть, что  при увеличении объема 
выборки среднее по Iij стремится к нулю. Это значит, что информационная 
мера сходства, используемая в АСК-анадизе и системе «Эйдос», тесно свя-
зана с энтропийной мерой сходства
12 
Переход от матрицы абсолютных частот к матрице условных и без-
условных  процентных  распределений  обеспечивает  инвариантность  ре-
зультатов решения вышеперечисленных задач от формы частотного рас-
пределения примеров по классам, однако при этом никак не решается во-
прос о зависимости этих результатов от размерностей различных града-
                                           
12 См.: http://yandex.ru/yandsearch?text=энтропийная%20мера%20сходства , 
http://www.mce.su/eng/archive/mce14/sect283/authors/person2421/doc12304/ и др. 
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ций факторов (признаков) и типов шкал, используемых для формализации 
факторов. 
Проблему  размерностей  можно  было  бы решить,  перейдя  к  стан-
дартизированным величинам
13 или отношениям условных и безусловных 
вероятностей. Например, формулу Байеса
14 можно рассматривать как да-
ющую количественную оценку степени влияния фактора на наступление 
некоторого события. Отношение условной вероятности наблюдения неко-
торого значения фактора в группе (классе) к безусловной вероятности его 
наблюдения по всей исследуемой выборке также можно рассматривать как 
количественную меру силы и направления его влияния на переход объекта 
в состояние, соответствующее классу, т.е. как количественную оценку си-
лы и направления причинно-следственной связи между ними. 
Возникает вопрос о том, каким образом формально описать влияние 
на объект не отельных значений факторов, а всей их системы. Для того 
чтобы  это  сделать  введем  понятие  частных  критериев  и  интегрального 
критерия. 
Частным критерием будем называть выраженное в количественной 
форме влияние отдельного значения фактора на переход объекта в различ-
ные состояния. 
Это значит, что отношение условной вероятности наблюдения неко-
торого значения фактора в группе (классе) к безусловной вероятности его 
наблюдения по всей исследуемой выборке можно, рассматривать как част-
ный критерий.  
Тогда, если значение фактора способствует переходу объекта в не-
которое состояние, то отношение условной вероятности наблюдения этого 
значения фактора в группе (классе), соответствующей данному состоянию, 
будет больше безусловной вероятности его наблюдения по всей исследуе-
мой выборке и этот критерий будет иметь значение больше 1. 
Если значение фактора препятствует переходу объекта в некото-
рое состояние, то отношение условной вероятности наблюдения этого зна-
чения  фактора  в  группе ( классе),  соответствующей  данному  состоянию, 
будет меньше безусловной вероятности его наблюдения по всей исследуе-
мой выборке и этот критерий будет иметь значение меньше 1. 
Если же значение фактора никак не влияет на переход объекта в 
некоторое  состояние,  то  отношение  условной  вероятности  наблюдения 
этого значения фактора в группе (классе), соответствующей данному со-
стоянию, будет равно безусловной вероятности его наблюдения по всей 
исследуемой выборке и этот критерий будет иметь значение равное 1. 
                                           
13 При стандартизации вектора каждая его координата заменяется на отношение ее разности со средним 
по всем координатам к среднеквадратичному отклонению координат от среднего. 
14 http://ru.wikipedia.org/wiki/Теорема%20Байеса  Научный журнал КубГАУ, №70(06), 2011 года 
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Интегральным критерием будем называть некоторое аналитическое 
выражение от частных критериев, которое количественно отражает силу 
влияния системы факторов на переход объекта в различные состояния. 
 
Моделируемый объект является линейным, если результат совмест-
ного действия на него совокупности факторов является суммой результа-
тов влияния на него каждого из этих факторов в отдельности, т.е. выпол-
няется принцип суперпозиции
15 факторов. Чем меньше интенсивность вза-
имодействия между факторами в объекте, тем ближе система факторов к 
множеству [29] и тем ближе объект к линейному. Таким образом, для ли-
нейных объектов можно обоснованно считать, что взаимодействие между 
факторами в этих объектах отсутствует, т.е. по сути можно считать, что на 
них действует не система факторов, а множество факторов.  
Для  линейных  объектов  интегральный  критерий,  отражающий  сов-
местное влияние факторов на объект, можно представить в форме суммы 
влияния  каждого  из  этих  факторов  в  отдельности,  т.е.  в  форме  суммы 
частных критериев, т.е. для линейных объектов оправданно и обоснованно 
использовать аддитивный интегральный критерий. 
Приведенные выше количественные меры силы и направления при-
чинно-следственных связей очень неудобны для использования подобных 
в качестве частных критериев, в основном потому, что в случае отсут-
ствия  влияния  фактора  они  равны 1.  В  результате  в  аддитивном  инте-
гральном критерии будет присутствовать некое слагаемое, равное количе-
ству недействующих факторов, и для каждого класса это слагаемое будет 
свое. В результате подобный интегральный критерий окажется просто не-
пригодным для оценки влияния совокупности факторов на поведение объ-
екта. 
Поэтому эти частные критерии необходимо нормировать так, чтобы 
в случае отсутствия влияния он принимали значение равное нулю, а не 
единице. Есть много вариантов осуществить подобную нормировку, из ко-
торых наиболее очевидными являются:  
– вычесть 1 из отношения условной вероятности к безусловной; 
– взять логарифм от отношения условной вероятности к безуслов-
ной. 
Первый  вариант  нормировки приводит  к  показателям  типа ROI 
16 
(количественная оценка степени полезности инвестиций) и различным его 
обобщениям.  
Второй вариант сразу приводит к семантической мере целесообраз-
ности информации А.Харкевича. Из этих вариантов для количественной 
оценки степени полезности информации для достижения целей по мнению 
автора предпочтительным является применение меры А.Харкевича [2]. Это 
                                           
15 http://slovari.yandex.ru/~книги/БСЭ/Суперпозиции%20принцип/  
16 http://ru.wikipedia.org/wiki/ROI  Научный журнал КубГАУ, №70(06), 2011 года 
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связано с тем, что использование логарифма в этой мере позволяет при-
влечь огромный пласт научных понятий, связанных с данными, информа-
цией и знаниями, что является для нас очень ценным.  
Очень важно, что этот подход позволяет автоматически решить 
проблему сопоставимой обработки многих факторов, измеряемых в раз-
личных единицах измерения, т.к. в этом подходе рассматриваются не са-
ми  факторы,  какой  бы  природы  они  не  были  и  какими  бы  шкалами  не 
формализовались, а  количество информации, которое в них содержится 
о поведении моделируемого объекта (таблица 10): 
 
Таблица 10 – МАТРИЦА ИНФОРМАТИВНОСТЕЙ (БАЗА ЗНАНИЙ)  
В МИЛЛИБИТАХ
17 (СИМ-2) 
Код  Наименование 
В группе: 
«Восток» 
В группе: 
«Запад» 
Дискрими- 
нантная сила  
признака 
1  ФОРМА ВАГОНА-U-образная  -322   263   414  
2  ФОРМА ВАГОНА-V-образная          
3  ФОРМА ВАГОНА-Овальная  1000      707  
4  ФОРМА ВАГОНА-Прямоугольная  212   -248   325  
5  ФОРМА ВАГОНА-Ромбовидная  1000      707  
6  ДЛИНА ВАГОНА-Длинный  -170   152   228  
7  ДЛИНА ВАГОНА-Короткий  308   -392   495  
8  КОЛИЧЕСТВО ОСЕЙ ВАГОНА-002  107   -115   157  
9  КОЛИЧЕСТВО ОСЕЙ ВАГОНА-003  585   -1000   1121  
10  ГРУЗОПОДЪЕМНОСТЬ ВАГОНА: 1/5-{30.00, 40.00}  372   -503   618  
11  ГРУЗОПОДЪЕМНОСТЬ ВАГОНА: 2/5-{40.00, 50.00}  710   -1459   1534  
12  ГРУЗОПОДЪЕМНОСТЬ ВАГОНА: 3/5-{50.00, 60.00}  -1000   585   1121  
13  ГРУЗОПОДЪЕМНОСТЬ ВАГОНА: 4/5-{60.00, 70.00}  -1322   678   1414  
14  ГРУЗОПОДЪЕМНОСТЬ ВАГОНА: 5/5-{70.00, 80.00}          
15  ВИД СТЕНОК ВАГОНА-Двойные  415   -585   707  
16  ВИД СТЕНОК ВАГОНА-Одинарные  206   -241   316  
17  ВИД КРЫШИ ВАГОНА-Гофрированная     1000   707  
18  ВИД КРЫШИ ВАГОНА-Овальная  1000      707  
19  ВИД КРЫШИ ВАГОНА-Отсутствует  74   -78   107  
20  ВИД КРЫШИ ВАГОНА-Прямая  515   -807   935  
21  ВИД КРЫШИ ВАГОНА-Треугольная  1000      707  
22  ВИД ГРУЗА (КОЛ-ВО И ВИД)-1 длинный прямоугольник  -585   415   707  
23  ВИД ГРУЗА (КОЛ-ВО И ВИД)-1 квадрат  1000      707  
24  ВИД ГРУЗА (КОЛ-ВО И ВИД)-1 овал  -222   193   293  
25  ВИД ГРУЗА (КОЛ-ВО И ВИД)-1 перевернутый треугольник  1000      707  
26  ВИД ГРУЗА (КОЛ-ВО И ВИД)-1 прямоугольник  -585   415   707  
27  ВИД ГРУЗА (КОЛ-ВО И ВИД)-1 ромб  1000      707  
28  ВИД ГРУЗА (КОЛ-ВО И ВИД)-1 треугольник  515   -807   935  
29  ВИД ГРУЗА (КОЛ-ВО И ВИД)-2 овала  1000      707  
30  ВИД ГРУЗА (КОЛ-ВО И ВИД)-2 прямоугольника     1000   707  
31  ВИД ГРУЗА (КОЛ-ВО И ВИД)-3 квадрата  1000      707  
32  ВИД ГРУЗА (КОЛ-ВО И ВИД)-3 овала     1000   707  
33  ВИД ГРУЗА (КОЛ-ВО И ВИД)-Отсутствует     1000   707  
34  КОЛИЧЕСТВО ВАГОНОВ В СОСТАВЕ-2     1000   707  
35  КОЛИЧЕСТВО ВАГОНОВ В СОСТАВЕ-3  585   -1000   1121  
36  КОЛИЧЕСТВО ВАГОНОВ В СОСТАВЕ-4  415   -585   707  
   Средне-квадратичное отклонение  594   608     
 
Для расчета таблицы 10 используется СИМ-2, в которой Nj  пред-
ставляет собой суммарное количество встреч объектов, относящихся к j-му 
классу. Численные эксперименты показали незначительное отличие СИМ-
                                           
17 Использование миллибитов оправдано тем, что это позволяет лучше использовать разрядную сетку за 
счет отсутствия ведущего нуля и десятичной точки. Научный журнал КубГАУ, №70(06), 2011 года 
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1 от СИМ-2, но в данной статье в численном примере используется СИМ-
2, как более наглядная. 
 
После синтеза модели обязательно осуществляется ее верификация, 
т.е. измеряется ее достоверность (валидность, адекватность). Обычно это 
делают, решая различные задачи с помощью созданной модели и оценивая 
качество их решения. Это могут быть задачи распознавания (идентифика-
ции  и  прогнозирования),  поддержки  принятия  решений  и  исследования 
предметной области.  
Идентификация – это количественная оценка степени сходства кон-
кретного объекта или его состояния с классом по признакам, которые от-
носятся к тому же моменту времени, что и состояние. Прогнозирование – 
количественная оценка степени сходства конкретного объекта или его со-
стояния с классом по признакам, причем признаки относятся к более ран-
нему  времени,  чем  состояние.  Различие  в  математической  модели  алго-
ритмах решения задач идентификации и прогнозирования минимальны. 
Обычно достоверность модели оценивается путем оценки качества 
решения задачи идентификации, как наиболее простых. При этом могут 
использоваться различные подходы к выбору объектов для синтеза модели 
и для идентификации: 
1. Простейшим вариантом является использование всех объектов ис-
следуемой выборки  как  для синтеза  модели,  так и  для  ее  верификации. 
Этот подход дает несколько завышенную оценку достоверности модели.  
2. Бутстрепный метод предполагает использование одной  части объ-
ектов исследуемой выборки для синтеза модели, а другой  для ее верифи-
кации. Причем способов разделения исследуемой выборки на эти две части 
также существует много. Объекты, на которых проверяется достоверность 
модели, исключаются из выборки, на основе которой она создается, чтобы 
исключить их влияние на создаваемую модель. Успешность идентифика-
ции таких объектов означает, что закономерности взаимосвязи между при-
знаками объектов и их принадлежностью к классам, выявленные на иссле-
дуемой выборке, действуют и для этих объектов. Необходимо отметить, 
что относительное влияние новых объектов на модель уменьшается с уве-
личением объема выборки, поэтому при больших объемах выборки вполне 
оправдано использовать первый подход, а бутстрепный метод актуален 
только на малых выборках.  
3. Наиболее серьезная и убедительная проверка достоверности моде-
ли осуществляется когда для синтеза модели используется обучающая вы-
борка, а для оценки достоверности модели новые данные, которых вообще 
не существовало на момент синтеза модели. 
В системе «Эйдос» реализованы возможности для всех этих методов 
верификации модели. Измерение достоверности созданной модели путем 
оценки  качества  решения  задачи  идентификации,  т.е.  численная  оценка 
эмпирической вероятности ошибок не идентификации и ошибки ложной Научный журнал КубГАУ, №70(06), 2011 года 
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идентификации как в целом по всей выборке, так и в разрезе по каждому 
классу  распознавания,  показало,  что  модель  имеет 100%  достоверность 
(рисунок 6): 
 
 
 
 
Рисунок 6. Выходная форма системы «Эйдос» с оценкой достоверности модели 
 
Если модель адекватна, т.е. верно отражает моделируемую предмет-
ную область, то исследование этой модели корректно считать исследова-
нием  самой  моделируемой  предметной  области.  Исследование  модели 
включает кластерно-конструктивный анализ классов и факторов, семанти-
ческие сети, когнитивные диаграммы, классические и обобщенные (инте-
гральные) когнитивные карты, нелокальные нейроны, когнитивные функ-
ции [10, 15] и т.д. Всего система «Эйдос» генерирует более 50 текстовых 
форм и более 55 видов различных графических форм, лишь нескорые из 
которых  имеют  аналоги  в MS Excel.  Вопросы  исследования  моделей  в 
АСК-анализе подробно освещены в работах [2, 14], монографиях и статьях 
автора
18. 
 
Решение  задачи  идентификации  осуществляется  в  АСК-анализе  и 
системе «Эйдос» на основе леммы Неймана-Пирсона
19 следующим обра-
зом [2]. Количество информации в признаке о принадлежности обладаю-
щего им объекта к классу (таблица 10), рассматривается как частный кри-
терий. Если известно, что у объекта не один признак, а система признаков, 
то считается что интегральным критерием, дающим количественную оцен-
ку  степени  принадлежности ( или  непринадлежности)  данного  объекта  к 
                                           
18 Ссылки на эти работы есть на сайте автора: http://lc.kubagro.ru/  
19 Из ряда гипотез предпочтительной является та, в пользу которой больше информации. Научный журнал КубГАУ, №70(06), 2011 года 
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классам, является суммарное количество информации об этом, содержаще-
еся в его системе признаков (1): 
,
1 ￿
=
=
M
i
i ij j L I I
                                                                            
(7) 
где: 
} { ij ij I I =
r
– вектор j–го состояния объекта управления (j-го класса), 
координаты  которого,  т.е.  частные  критерии,  рассчитываются  согласно 
выражения (4);  
} { i i L L =
r
 – вектор состояния предметной области, включающий все 
виды факторов, характеризующих объект управления, возможные управ-
ляющие воздействия и окружающую среду (массив–локатор), т.е.: 
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В  реализованной  модели  значения  координат  вектора  состояния 
предметной  области ( объекта  обучающей  или  распознаваемой  выборки) 
принимались равными либо равным 1 (фактор действует), либо равным 0 
(фактор не действует). 
Таким образом, интегральный критерий (1) представляет собой сум-
марное количество информации, содержащееся в факторах различной при-
роды ( т . е .  факторах  характеризующих  объект  управления,  управляющее 
воздействие и окружающую среду) о переходе активного объекта управле-
ния  в  целевое  состояние [2].  Важно  отметить,  что  предложенный  инте-
гральный критерий имеет неметрическую природу (он представляет собой 
скалярное произведение векторов класса и объекта
20) и поэтому его при-
менение корректно
21 в неортонормированном пространстве с неевклидовой 
метрикой,  каким,  как  правил  и  является  когнитивное  пространство,  по-
строенное на классификационных шкалах, как осях
22. Кроме того, данный 
интегральный критерий по своей математической форме совпадает с ар-
гументом активационной функцией нейрона
23 в нейронных сетях, если ин-
терпретировать весовые коэффициенты на рецепторах как количество ин-
формации в соответствии с выражением (4) [16]. 
                                           
20 http://ru.wikipedia.org/wiki/Скалярное%20произведение  
21 В отличие, например от Евклидова расстояния, которое чаще всего применяется на практике даже без 
проверки пространства на ортонормированность, не говоря уже о проверке метрики на евклидовость, т.е. 
некорректно. Поэтому если эта мера работает успешно, то только потому, что случайно повезло. 
22 Когнитивное пространство может быть построено и на описательных шкалах, как осях, а также на со-
четании одной классификационной и нескольких описательных шкал [см. 2, раздел 7.14]: 
http://lc.kubagro.ru/aidos/aidos02/7.14.htm  
23 http://ru.wikipedia.org/wiki/Искусственный%20нейрон  Научный журнал КубГАУ, №70(06), 2011 года 
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На рисунке 7 представлены некоторые экранные формы результатов 
идентификации: 
 
 
 
Рисунок 7. Примеры экранных форм результатов идентификации в системе «Эйдос» 
 
Интегральный критерий (7) имеет и другую интерпретацию: как ве-
совой коэффициент при разложении вектора идентифицируемого объекта 
в ряд по векторам классов [2, раздел 3.5]
24. 
 
Задача  принятия решений  является обратной  задачей  по отноше-
нию к задаче идентификации и прогнозирования, т.е. если при прогнози-
ровании  по  значениям  факторов  определяется  степень  принадлежности 
объектов к классам, то при принятии решений – наоборот, по заданному 
целевому состоянию (классу) вырабатываются рекомендации по системе 
факторов, которые обусловливают переход системы в состояние, соответ-
ствующее этому классу.  
В интеллектуальной системе «Эйдос» есть много различных выход-
ных форм, содержащих результаты решения задачи принятия решений: не-
локальные нейроны, информационные портреты и другие.  
                                           
24 http://lc.kubagro.ru/aidos/aidos02/3.5.htm  Научный журнал КубГАУ, №70(06), 2011 года 
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Информационный портрет класса – это список факторов, ранжиро-
ванных в порядке убывания силы их влияния на переход объекта управле-
ния  в  состояние,  соответствующее  данному  классу.  Информационный 
портрет класса отражает систему его детерминации. Генерация информа-
ционного  портрета  класса  представляет  собой  решение  обратной  задачи 
прогнозирования, т.к. при прогнозировании по системе факторов опреде-
ляется спектр наиболее вероятных будущих состояний объекта управле-
ния, в которые он может перейти под влиянием данной системы факторов, 
а в информационном портрете наоборот, по заданному будущему состоя-
нию объекта управления определяется система факторов, детерминирую-
щих это состояние, т.е. вызывающих переход объекта управления в это со-
стояние. В начале информационного портрета класса идут факторы, ока-
зывающие положительное влияние на переход объекта  управления в за-
данное состояние, затем факторы, не оказывающие на это существенного 
влияния, и далее – факторы, препятствующие переходу объекта управле-
ния в это состояние (в порядке возрастания силы препятствования). Ин-
формационные портреты классов могут быть от отфильтрованы по диапа-
зону  факторов,  т.е.  мы  можем  отобразить  влияние  на  переход  объекта 
управления в данное состояние не всех отраженных в модели факторов, а 
только тех, коды которых попадают в определенный диапазон, например, 
относящиеся к определенным описательным шкалам. 
Информационные портреты классов: «Восток» и «Запад» приведены 
в таблицах 11 и 12. 
 
Таблица 11 – ИНФОРМАЦИОННЫЙ ПОРТРЕТ КЛАССА: «ВОСТОК» 
NUM KOD NAME  INFBIT 
1  3  ФОРМА ВАГОНА-Овальная  0,10415 
2  5  ФОРМА ВАГОНА-Ромбовидная  0,10415 
3  18  ВИД КРЫШИ ВАГОНА-Овальная  0,10415 
4  21  ВИД КРЫШИ ВАГОНА-Треугольная  0,10415 
5  23  ВИД ГРУЗА (КОЛ-ВО И ВИД)-1 квадрат  0,10415 
6  25  ВИД ГРУЗА (КОЛ-ВО И ВИД)-1 перевернутый треугольник  0,10415 
7  27  ВИД ГРУЗА (КОЛ-ВО И ВИД)-1 ромб  0,10415 
8  29  ВИД ГРУЗА (КОЛ-ВО И ВИД)-2 овала  0,10415 
9  31  ВИД ГРУЗА (КОЛ-ВО И ВИД)-3 квадрата  0,10415 
10  11  ГРУЗОПОДЪЕМНОСТЬ ВАГОНА: 2/5-{40.00, 50.00}  0,06710 
11  9  КОЛИЧЕСТВО ОСЕЙ ВАГОНА-003  0,05103 
12  35  КОЛИЧЕСТВО ВАГОНОВ В СОСТАВЕ-3  0,05103 
13  20  ВИД КРЫШИ ВАГОНА-Прямая  0,04202 
14  28  ВИД ГРУЗА (КОЛ-ВО И ВИД)-1 треугольник  0,04202 
15  15  ВИД СТЕНОК ВАГОНА-Двойные  0,02928 
16  36  КОЛИЧЕСТВО ВАГОНОВ В СОСТАВЕ-4  0,02928 
17  10  ГРУЗОПОДЪЕМНОСТЬ ВАГОНА: 1/5-{30.00, 40.00}  0,02377 
18  7  ДЛИНА ВАГОНА-Короткий  0,01560 
19  4  ФОРМА ВАГОНА-Прямоугольная  0,00324 
20  16  ВИД СТЕНОК ВАГОНА-Одинарные  0,00259 
21  8  КОЛИЧЕСТВО ОСЕЙ ВАГОНА-002  -0,01015 
22  19  ВИД КРЫШИ ВАГОНА-Отсутствует  -0,01436 
23  2  ФОРМА ВАГОНА-V-образная  -0,02383 
24  14  ГРУЗОПОДЪЕМНОСТЬ ВАГОНА: 5/5-{70.00, 80.00}  -0,02383 
25  6  ДЛИНА ВАГОНА-Длинный  -0,04558 
26  24  ВИД ГРУЗА (КОЛ-ВО И ВИД)-1 овал  -0,05229 
27  1  ФОРМА ВАГОНА-U-образная  -0,06503 
28  22  ВИД ГРУЗА (КОЛ-ВО И ВИД)-1 длинный прямоугольник  -0,09870 
29  26  ВИД ГРУЗА (КОЛ-ВО И ВИД)-1 прямоугольник  -0,09870 Научный журнал КубГАУ, №70(06), 2011 года 
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30  12  ГРУЗОПОДЪЕМНОСТЬ ВАГОНА: 3/5-{50.00, 60.00}  -0,15181 
31  13  ГРУЗОПОДЪЕМНОСТЬ ВАГОНА: 4/5-{60.00, 70.00}  -0,19301 
 
Таблица 12 – ИНФОРМАЦИОННЫЙ ПОРТРЕТ КЛАССА: «ЗАПАД» 
NUM KOD NAME  INFBIT 
1  17  ВИД КРЫШИ ВАГОНА-Гофрированная  0,15535 
2  30  ВИД ГРУЗА (КОЛ-ВО И ВИД)-2 прямоугольника  0,15535 
3  32  ВИД ГРУЗА (КОЛ-ВО И ВИД)-3 овала  0,15535 
4  33  ВИД ГРУЗА (КОЛ-ВО И ВИД)-Отсутствует  0,15535 
5  34  КОЛИЧЕСТВО ВАГОНОВ В СОСТАВЕ-2  0,15535 
6  13  ГРУЗОПОДЪЕМНОСТЬ ВАГОНА: 4/5-{60.00, 70.00}  0,11415 
7  12  ГРУЗОПОДЪЕМНОСТЬ ВАГОНА: 3/5-{50.00, 60.00}  0,10223 
8  22  ВИД ГРУЗА (КОЛ-ВО И ВИД)-1 длинный прямоугольник  0,08049 
9  26  ВИД ГРУЗА (КОЛ-ВО И ВИД)-1 прямоугольник  0,08049 
10  1  ФОРМА ВАГОНА-U-образная  0,06103 
11  24  ВИД ГРУЗА (КОЛ-ВО И ВИД)-1 овал  0,05203 
12  6  ДЛИНА ВАГОНА-Длинный  0,04682 
13  2  ФОРМА ВАГОНА-V-образная  0,02737 
14  14  ГРУЗОПОДЪЕМНОСТЬ ВАГОНА: 5/5-{70.00, 80.00}  0,02737 
15  19  ВИД КРЫШИ ВАГОНА-Отсутствует  0,01739 
16  8  КОЛИЧЕСТВО ОСЕЙ ВАГОНА-002  0,01259 
17  16  ВИД СТЕНОК ВАГОНА-Одинарные  -0,00347 
18  4  ФОРМА ВАГОНА-Прямоугольная  -0,00436 
19  7  ДЛИНА ВАГОНА-Короткий  -0,02284 
20  10  ГРУЗОПОДЪЕМНОСТЬ ВАГОНА: 1/5-{30.00, 40.00}  -0,03694 
21  15  ВИД СТЕНОК ВАГОНА-Двойные  -0,04749 
22  36  КОЛИЧЕСТВО ВАГОНОВ В СОСТАВЕ-4  -0,04749 
23  20  ВИД КРЫШИ ВАГОНА-Прямая  -0,07595 
24  28  ВИД ГРУЗА (КОЛ-ВО И ВИД)-1 треугольник  -0,07595 
25  9  КОЛИЧЕСТВО ОСЕЙ ВАГОНА-003  -0,10061 
26  35  КОЛИЧЕСТВО ВАГОНОВ В СОСТАВЕ-3  -0,10061 
27  11  ГРУЗОПОДЪЕМНОСТЬ ВАГОНА: 2/5-{40.00, 50.00}  -0,15941 
 
Из  приведенных  в  таблицах 11  и 12  информационных  портретов 
обобщенных образов классов «Восток» и «Запад» видно, что система ис-
кусственного интеллекта выявила на основе приведенных примеров (рису-
нок 2) наиболее характерные и наиболее нехарактерные признаки этих ка-
тегорий, которые выявил бы и естественный интеллект. Очень важно отме-
тить, что в данном случае (т.е. в случае применения АСК-анализа и систе-
мы «Эйдос») результаты работы искусственного интеллекта понятны и 
естественны для естественного интеллекта эксперта.  
С другой стороны искусственный интеллект способен выявлять зна-
ния  из  эмпирических  данных  очень  большой  размерности,  на  столько 
большой,  что  человеку  не  хватит  и  нескольких  жизней,  чтобы  хотя  бы 
только их прочитать, если тратить на чтение весь рабочий день, не говоря 
уже о выявлении в них каких-то закономерностей или знаний [15]. Научный журнал КубГАУ, №70(06), 2011 года 
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Кроме  того,  искусственный  интеллект  выявляет  знания  в  количе-
ственной форме, тогда как естественный, только на качественном уровне 
и в слабо-формализованном виде. 
Если мы ставим перед собой цель найти поезд, идущий на запад по 
его признакам, то эта степень характерности  признаков (т.е. количество 
информации, которое в них содержится о том, что поезд идет на запад или 
на восток) превращается в знания, позволяющие нам достичь цели, кото-
рую мы ставим.  
Если проанализировать признаки, содержащиеся в таблицах 11 и 12, 
сравнив содержащееся в них количество информации о принадлежности 
или непринадлежности обладающих ими объектов к тем или иным клас-
сам, то можно условно разделить их на три основных группы: 
–  детерминистские,  содержащие  очень  большое  количество  ин-
формации; 
– статистические, содержащие среднее количество информации; 
– практически бесполезные, содержащие очень малое количество 
информации. 
Числовые шкалы формализуются а системе «Эйдос» в виде интер-
вальных значений, которые нумеруются от минимального значения к мак-
симальному. Для удобства пользователей в наименования градаций число-
вых шкал, как классификационных, так и описательных, включены услов-
ные обозначения номера интервального значения типа: 1/5, что означает: 
«Первое интервальное значение из пяти». 
 
Необходимо также отметить, что представление о полностью линей-
ных объектах (системах) является абстракцией и реально все объекты яв-
ляются принципиально нелинейными. Вместе с тем для большинства си-
стем нелинейные эффекты можно считать эффектами второго и более вы-
соких порядков и такие системы в первом приближении можно считать ли-
нейными.  Возможны  различные  модели  взаимодействия  факторов,  в 
частности, развиваемые в форме системного обобщения теории множеств 
[29]. Этот подход в перспективе может стать одним из вариантов развития 
теории нелинейных систем.  
Отметим, что математическая модель АСК-анализа (системная тео-
рия  информации)  органично  учитывает  принципиальную  нелинейность 
всех объектов. Это проявляется в нелокальности нейронной сети системы 
«Эйдос» [30], приводящей к зависимости всех информативностей от любо-
го изменения в исходных данных, а не как в методе обратного распростра-Научный журнал КубГАУ, №70(06), 2011 года 
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нения  ошибки
25.  В  результате  значения  матрицы  информативностей 
количественно отражают факторы не как множество, а как систему.  
Объект может перейти в некоторое будущее состояние под действи-
ем различного количества факторов, но какая бы система факторов не обу-
словливала (детерминировала) этот переход, в ней не может содержаться 
информации больше, чем можно получить, точно узнав, что объект пере-
ходит  в  данное  состояние.  Это  количество  информации  в  АСК-анализе 
называется « Теоретически  максимальное  количество  информации»  и 
определяется только количеством классов (будущих состояний объекта), 
которые в детерминистском случае равновероятны, т.к. между классами и 
факторами выполняется взаимнооднозначное соответствие, когда каждое 
будущее  состояние  однозначно  определяется  единственным  фактором. 
Формула  А.Харкевича  видоизменена в работе [2]  таким образом,  чтобы 
удовлетворять  принципу  соответствия  с  формулой  Р.Хартли  в  детерми-
нистском случае. Поэтому, чем меньше факторов, тем жестче ими детер-
минировано поведение объекта, и наоборот, чем больше этих факторов, 
тем меньше влияние каждого из них на поведение объекта. Например, если 
переход  объекта  в  некоторое  состояние  однозначно  определяется  един-
ственным фактором, то добавление в модель еще одного точно такого же 
фактора приводит к тому, что в сумме эти два фактора будут оказывать 
тоже самое влияние, которое делится между ними поровну.  
Так в математической модели АСК-анализа учитывается взаимодей-
ствие  факторов  и  отличие  системы  факторов  от  множества  факторов 
[29], являющееся источником нелинейности моделируемого объекта.  
Итак, в матрице информативнстей количественно отражены сила 
и направление влияния каждого значения фактора на переход объекта в 
каждое из состояний, а также учтено, что совокупность факторов явля-
ется системой, а не множеством, т.е. учтены взаимодействие факторов 
и  нелинейность  моделируемого  объекта.  Результаты  решения  задач 
идентификации, прогнозирования, принятия решений и научного исследо-
вания  моделируемой  предметной  области ( в  частности  кластерно-
конструктивного анализа), на основе матрицы информативностей инва-
риантны относительно формы частотного распределения объектов ис-
следуемой  выборки  по  классам,  единиц  измерения  значений  факторов  и 
типа шкал, используемых для формализации факторов. 
Это позволяет корректно использовать в АСК-анализе аддитивный 
интегральный критерий в форме суммы частных критериев не только для 
линейных, но и для нелинейных объектов. 
                                           
25 http://ru.wikipedia.org/wiki/Метод%20обратного%20распространения%20ошибки  Научный журнал КубГАУ, №70(06), 2011 года 
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Различие  между  матрицей  информативностей  и  матрицей  зна-
ний. Если в модели отражены лишь причинно-следственные связи между 
факторами и будущими состояниями объекта, но не отражена степень же-
лательности ли нежелательности этих будущих состояний, то мы имеем 
дело с матрицей информативностей. Если же некоторые из будущих собы-
тий классифицируются как желательные, т.е. целевые, а другие как неже-
лательные, то появляется возможность количественной оценки степени по-
лезности информации о действии факторов для перевода объекта в эти со-
стояния, т.е. для преобразования информации в знания.  
Процесс преобразования информации в знания – это процесс оценки 
степени полезности информации для достижения желаемых будущих со-
стояний, т.е. целей. Таким образом, база знаний количественно отража-
ет степень полезности (а также бесполезности и вредности) факторов 
для достижения целей: она содержит знания в количественной форме о 
величине  и  направлении  влияния  каждого  значения  фактора  на  перевод 
объекта в каждое из будущих состояний, как желаемое, так и нежела-
тельное.  
Соотношение различных моделей представления знаний, в т.ч. про-
цедурной  и  декларативной,  таково,  что  можно  обоснованно  говорить  о 
том, что одни и те же знания могут быть более или менее полно и адекват-
но представлены с помощью большинства моделей и различие между ними 
не столь велико и принципиально, как обычно принято думать.  
Это различие можно сравнить с различием между различными язы-
ками, на которых фразы, имеющие один и тот же смысл, звучат или выгля-
дят (в текстовой форме) совершено по-разному.  
Не представляет исключения и модель представления знаний, приня-
тая  в  системно-когнитивном  анализе  и  системе « Эйдос»,  которая  имеет 
много общего со многими моделями представления знаний. Например, ба-
за знаний (матрица информативностей) системы «Эйдос» очень напомина-
ет матрицу весовых коэффициентов нейронных сетей, но в отличие от нее 
имеет четкую научно обоснованную интерпретацию коэффициентов и рас-
считывается прямым счетом, а не путем итерационного подбора методом 
обратного  распространения  ошибки.  Коэффициенты  матрицы  информа-
тивностей представляют собой количество информации в признаке о при-
надлежности обладающего им объекта к классу. О смысле же весовых ко-
эффициентов нейронной сети идут научные дискуссии. Кроме того база 
знаний системы «Эйдос» очень напоминает таблицу принятия решений и 
на  основе  нее  действительно  принимаются  решения  о  принадлежности 
объектов к классам (задача идентификации и прогнозирования) или о том, Научный журнал КубГАУ, №70(06), 2011 года 
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какие значения факторов необходимы для перевода объекта в заданное це-
левое состояние (задача принятия решений) (таблица 11) 
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Таблица 13 – СОПОСТАВЛЕНИЕ МОДЕЛИ ПРЕДСТАВЛЕНИЯ ЗНАНИЙ АСК-АНАЛИЗА И СИСТЕМЫ «ЭЙДОС»  
С ДРУГИМИ МОДЕЛЯМИ ПРЕДСТАВЛЕНИЯ ЗНАНИЙ 
Модель си-
стемно-
когнитивного 
анализа и ин-
теллектуаль-
ной системы 
«Эйдос» 
Классифика-
ционные шка-
лы и градации 
Описательные 
шкалы и гра-
дации 
Конкретный 
образ объекта 
исследуемой 
выборки 
База знаний 
(декларатив-
ное и проце-
дурное пред-
ставление зна-
ний), прямые и 
обратные 
правдоподоб-
ные рассужде-
ния 
Обобщенный 
образ класса 
Кластеры, мо-
гут отобра-
жаться в фор-
ме дерева и 
семантической 
сети 
Конструкт как 
система 
наиболее не-
похожих клас-
сов с спектром 
промежуточ-
ных по уровню 
сходства клас-
сов 
Логическая 
модель (де-
терминистская 
Аристотелев-
ская логика) 
Бинарные (ди-
хотомические) 
справочники 
классов 
Бинарные (ди-
хотомические) 
справочники 
признаков 
Бинарный век-
тор объекта 
Правила логи-
ческого вывода 
---  ---  --- 
Логическая 
модель (нечет-
кая логика 
Л.Заде) 
Номинальные, 
порядковые и 
числовые спра-
вочники классов 
Номинальные, 
порядковые и 
числовые спра-
вочники призна-
ков 
Вектор объекта 
с указанием 
степени выра-
женности у него 
признаков 
Нечеткие пра-
вила логическо-
го вывода 
---  ---  --- 
Фреймовая 
модель 
Имена фреймов  Слоты и шпации  Фреймы-
экземпляры 
Процедуры 
формирования 
фреймов прото-
типов на основе 
фреймов-
экземпляров 
Фреймы-
образцы, или 
прототипы 
---  --- 
Процедурная 
модель (экс-
пертные си-
стемы) 
---  ---  ---  Продукционное 
представление 
правил вывода 
---  ---  --- 
Семантические 
сети 
---  Свойства  и их 
значения 
Элемент класса  Отношения 
между классами 
Класс  Граф результа-
тов кластерного 
анализа 
--- 
Нейронные се-
ти 
Множество 
нейронов 
Множество ре-
цепторов 
Объект обуча-
ющей выборки 
Матрица весо-
вых коэффици-
ентов 
Нейрон с весо-
выми коэффи-
циентами 
Нейрон 2-го 
слоя сети 
--- 
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Факт – это единство экстенсионального и интенсинального описания 
события,  обнаруженного  эмпирическим  путем,  т.е.  по  сути,  факт  это 
определение  события.  Пример  факта: « Кошка  кормит  котят  молоком». 
Пример определения в науке: «Млекопитающее – это животное (более об-
щее,  интенсиональное  понятие),  вскармливающее  своих  детей  молоком 
(экстенсиональный специфический признак)».  
Закономерности –  это  причинно-следственные  зависимости,  выяв-
ленные на исследуемой  выборке  и распространяемые лишь  на саму  эту 
выборку. 
Эмпирический закон – это закономерности, выявленные на исследу-
емой выборке и распространяемые на некоторую более широкую предмет-
ную область, в которой действуют те же причины их существования, что 
и в исследуемой выборке. Эта более широкая предметная область называ-
ется  генеральной совокупностью,  по отношению  к которой  исследуемая 
выборка репрезентативна.  
Очень важно понимать, что генеральная совокупность является бо-
лее широкой, чем исследуемая выборка, не только в пространстве, но и во 
времени. Периоды времени, в течение которых закономерности в предмет-
ной области существенно не меняются, называются периодами эргодично-
сти.  Границы  между  периодами  эргодичности  называются  точками  би-
фуркации. Используя эту терминологию можно сказать, что генеральная 
совокупность эргодична по отношению к исследуемой выборке, а гра-
ница генеральной совокупности состоит из точек бифуркации. 
 
Большой интерес представляет анализ глубоких аналогий и паралле-
лей  между  рассмотренными  выше  понятиями  автоматизированного  си-
стемно-когнитивного  анализа  и  некоторыми  базовыми  понятиями  физи-
ки
26. Ниже предпринимается попытка сформулировать эти понятия физики 
в терминах АСК-анализа. Это сразу позволяет увидеть неожиданные ас-
пекты понимания и варианты развития этих понятий.  
Принцип  относительности  Галилея  и  Эйнштейна  формулируется 
следующим образом: все физические процессы в инерциальных системах 
отсчёта
27 протекают одинаково, независимо от того, неподвижна ли си-
стема  или  она  находится  в  состоянии  равномерного  и  прямолинейного 
движения
28. 
В терминах АСК-анализа принцип относительности можно сформу-
лировать  следующим образом: закономерности,  выявленные в исследуе-
мой выборке в одной области пространства и времени, выполняются и в 
других областях, в которых действуют те же причины их существования, 
                                           
26 Прежде всего, имеются в виду такие понятия, как:  пространство и время, законы сохранения, инерци-
альная система отсчета, законы природы. 
27 http://ru.wikipedia.org/wiki/Инерциальная%20система%20отсчёта 
28 http://ru.wikipedia.org/wiki/Принцип%20относительности Научный журнал КубГАУ, №70(06), 2011 года 
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что и в исследуемой выборке. В частности, эти причины могут состоять в 
том, что виртуальная реальность сконструирована таким образом, чтобы в 
ней выполнялся принцип относительности [17]
29. 
В фундаментальной теореме Нетер
30 доказывается, что причинами 
существования  законов  сохранения  являются  однородность  и  изотроп-
ность пространства и времени (их симметрии) (таблица 12):  
 
Таблица 14 – СИММЕТРИИ ПРОСТРАНСТВА И ВРЕМЕНИ  
И ОБУСЛОВЛЕННЫЕ ИМИ ЗАКОНЫ СОХРАНЕНИЯ
31 
Преобразования  Инвариантность  Закон сохранения 
Трансляции времени  Консервативность  …энергии 
Изотропия времени  Изотропия времени  …энтропии 
Трансляции пространства  Однородность  …импульса 
Вращения  Изотропность пространства  …момента импульса 
Группа Лоренца  Лоренц-инвариантность  …интервала 
 
Так как «Инерциальной называется система отсчёта, по отношению к 
которой пространство является однородным и изотропным, а время – од-
нородным»
32, то можно сделать вывод: законы сохранения и инерциальные 
системы отсчета имеют общие причины существования – это симмет-
рии пространства и времени. 
Учитывая этот вывод, переформулируем принцип относительности в 
АСК-анализе так: закономерности, выявленные в исследуемой выборке в 
одной области пространства и времени, тем точнее выполняются в других 
областях, чем меньше отличаются свойства пространства и времени (мет-
рические и топологические) в этих других областях от исследуемой.  
Эргодичными по отношению к исследуемой выборке будем называть 
те области пространства и времени, в которых действуют те же закономер-
ности, что в исследуемой выборке.  
Неэргодичые области пространства и времени существенно отлича-
ются по своим свойствам друг от друга и разделены границами, состоящи-
ми из точек, которые мы будем называть точками бифуркации. 
Используя  эти  термины,  принцип  относительности  в  АСК-анализе 
можно сформулировать следующим образом: эмпирические закономерно-
сти,  выявленные  на  исследуемой  выборке  в  определенной  области  про-
странства и времени будут выполняться и в других областях, эргодичных 
по отношению к данной  области и будут нарушаться при переходе в не-
эргодичные по отношению к ней области.  
                                           
29 С другой стороны в любой реализации виртуальной реальности практически неизбежны некоторые 
погрешности, вследствие которых принцип относительности может иногда нарушаться, может быть 
очень незначительно. Это означает, что нарушение принципа относительности может указывать на вир-
туальную природу нашей реальности. Есть и другие соображения в пользу этой гипотезы: например 
квантовые явления, в частности квантовое движение,  парадокс Эйнштейна-Подольского-Розена и др. 
30 http://ru.wikipedia.org/wiki/Теорема%20Нётер 
31 Источник информации: http://ru.wikipedia.org/wiki/Принцип%20относительности 
32 http://ru.wikipedia.org/wiki/Инерциальная%20система%20отсчёта Научный журнал КубГАУ, №70(06), 2011 года 
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Таким образом, мы можем  сформулировать научную  гипотезу «О 
существовании границ применимости принципа относительности и зако-
нов сохранения»: принцип относительности и законы сохранения выпол-
няются для эргодичных по отношению к исследуемой выборке областей 
пространства и времени и нарушаются при переходе через границу би-
фуркации в неэргодичную по отношению к ней область. 
Естественно,  возникает  вопрос  о  возможности  экспериментальной 
проверки этой гипотезы. Для этого необходимо экспериментально выйти к 
границам бифуркации исследуемой области пространства и времени и за 
их  границы  в  неэргодичную  область.  Из  одной  области  пространства  и 
времени можно перейти в другую область путем изменения исследуемых 
периодов времени, смещения и поворота в пространстве. Сочетание сме-
щений и поворотов позволяет изменить пространственно-временной мас-
штаб исследуемой предметной области. 
Если эмпирические закономерности в исследуемой выборке выявле-
ны за определенный период времени, то они считаются действующими и в 
другие периоды, в течение которых действуют те же причины существо-
вания этих закономерностей, что и в исследуемой выборке, т.е. в периоды 
времени, эргодичные по отношению к исследуемой выборке. Это значит, 
что вообще говоря на протяжении очень малых или очень больших перио-
дов времени по сравнению с исследуемым периодом эти закономерности 
могут и нарушаться. 
Ясно, что неограниченное перемещение в определенном направле-
нии или изменение пространственного масштаба исследуемой предметной 
области, в конце концов, приведет к выходу за границы области эргодич-
ности и это потребует пересмотра законов, открытых в исследуемой пред-
метной области. Например, при уменьшении масштаба до размеров атомов 
и элементарных частиц мы переходим в область квантовых явлений, а при 
увеличении масштаба до размеров галактики и более мы сталкиваемся с 
явлениями, для объяснения которых необходимо либо пересмотреть зако-
ны гравитации, либо ввести не наблюдаемые в настоящее время сущности, 
типа темной материи или энергии. 
Но является ли фактически наше физическое пространство времени 
однородным и изотропным, и если да или нет, то на сколько именно, т.е. в 
какой степени? 
Не смотря на то, что на принципе относительности во многом осно-
вана современная наука, он далеко не так очевиден.  
Существует легенда, согласно которой Галилео Галилей
33 исследовал 
закономерности свободного падения, сбрасывая шары из разных материа-
лов одинакового размера, но разной массы с Пизанской башни и измеряя 
время падения по собственному пульсу. Однако найденные Галилеем за-
                                           
33 http://ru.wikipedia.org/wiki/Галилей,%20Галилео  Научный журнал КубГАУ, №70(06), 2011 года 
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кономерности свободного падения действовали за миллиарды лет до него 
и будут действовать через миллиарды лет после него и не только в Италии, 
но и в других странах и даже не только на Земле, и не только в нашей га-
лактике.  
Само время изменяет абсолютно все, и даже, наверное, само себя, 
поэтому, скорее всего, существуют различные неэргодичные по отноше-
нию друг к другу периоды времени. Нет ничего постоянного в этом мире, 
кроме разве что самого этого непостоянства. Возможно, с течением време-
ни  меняется  и  гравитационная  постоянная
34,  и  другие  фундаментальные 
константы. Конечно, это происходит очень и очень медленно. Тем ни ме-
нее  есть  надежда,  что  современные  сверхточные  информационно-
измерительные технологии позволят уловить это изменение. Скорее всего, 
есть области Вселенной, в которых значения этих фундаментальных кон-
стант иные, чем в нашей области, да и в любой из этих областей они могут 
незначительно изменяться в разных областях. 
Если, в соответствии с моделью, принятой в общей теорией относи-
тельности (ОТО) А.Эйнштейна, рассматривать гравитацию как искривле-
ние пространства-времени, то ясно, что структура (метрика, а возможно и 
топология)  пространства-времени  зависит  от  распределения  масс,  а  оно 
далеко  не  равномерно,  значит и  пространство-время  не однородно  и  не 
изотропно на столько же, как и распределение масс. Следовательно, базо-
вое предположение, на котором основана теорема Нётер об однородности 
и  изотропности  пространства-времени,  является  абстракцией  и  реально 
выполняется  лишь  с  некоторой  точностью  или  погрешностью,  как,  по-
видимому, и вытекающие из этих свойств пространства-времени законы 
сохранения импульса, энергии и момента количества движения. 
Профессор Майкл Лонго
35 с коллегами обобщив, знания о распреде-
лении спиральных галактик в метагалактике, совершили неожиданное от-
крытие: в северной небесной полусфере Земли более распространены ле-
возакрученные спирали, а в южной – правозакрученные (хотя для южной 
части это и не столь выражено). Результаты этого исследования говорит о 
том, структура пространства метагалактики, при детальном ее рассмотре-
нии, является асимметричной, а не строго однородной и изотропной. Ось 
вращения Земли сориентирована в пространстве таким образом, что  это 
различие  наибольшее  для  ее  северного  и  южного  полушарий.  Из  этого 
факта следуют далеко идущие выводы. Например, известно, что сам фено-
мен существования белковой жизни на Земле связан с ярко выраженной 
асимметрией (киральностью) белковых молекул. 
 
                                           
34 См., например: Милюков В.К. Изменяется ли гравитационная постоянная? - Природа, 1986, N6, с. 96-
104. 
35 http://www.technologyreview.com/blog/arxiv/23410/  Научный журнал КубГАУ, №70(06), 2011 года 
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Эмпирический  закон  является  феноменологическим,  т.е.  внешним 
описанием  зависимости  последствий  от  причин,  который  не  раскрывает 
механизма или способа, которым реализуется эта зависимость. 
Научный закон – это содержательная интерпретация механизма дей-
ствия эмпирического закона, т.е. способа преобразования причин в след-
ствия. Научный закон является содержательным объяснением и интерпре-
тацией эмпирического закона. Это объяснение, когда оно разрабатывается, 
не сразу становится научным законом, а сначала имеет статус научной ги-
потезы  и  приобретает  статус  научного  закона  лишь  после  того,  как  на 
практике, т.е. эмпирически, подтверждаются предсказания существования 
новых, ранее неизвестных явлений, сделанные на основе научной гипоте-
зы. Таким образом, научный закон – это научная гипотеза, адекватность и 
прогностическая сила которой подтверждены (верифицированы) эмпири-
чески. Процесс преобразования научной гипотезы в научный закон – это 
процесс подтверждения на практике адекватности этой научной гипотезы. 
Необходимо подчеркнуть, что существует принципиальная возмож-
ность создания неограниченного
36 количества различных моделей, одина-
ково  хорошо ( адекватно,  верно,  достоверно)  отражающих  одну  и  ту  же 
предметную  область. Это является еще  одной причиной некорректности 
гипостазирования  лишь  одной  из  них,  т.к.  реальность  одновременно  не 
может быть такой, какой она отражается во всех этих различных моделях 
(или может, о чем писал Эверетт
37). Иногда такие модели и действительно 
созданы, тогда это проявляется особенно наглядно. Естественно возникает 
вопрос о критериях выбора одной модели, в определенном смысле или по 
определенным обоснованным критериям «наилучшей» из многих. Среди 
этих критериев следует отметить адекватность, удовлетворение принципу 
соответствия и широту адекватно отражаемой предметной области, а также 
ее простоту и красоту. Из многих моделей предпочтительная та, которая 
более адекватна (точнее), и та, которая адекватно отражает более ши-
рокую предметную область, т.е. включает в себя на основе принципа со-
ответствия другие известные модели, а также более простая и красивая 
модель. Однако часто бывает, что разработка многих моделей (научных 
теорий) весьма затруднительна (и может занимать не одну сотню лет) и 
есть или известна всего лишь одна-единственная модель. В этом случае эта 
единственная  модель  автоматически  начинает  считаться  наилучшей ( из 
всех известных).  
Поэтому  ученые,  разрабатывающие  новые  перспективные  модели, 
стремятся к созданию более общих моделей, т.е. моделей, имеющих более 
широкую  область  адекватности,  что  обеспечивает  этим  моделям  конку-
                                           
36 По крайней мере, в настоящее время неизвестно каких-либо ограничений на количество различных 
моделей одной и той предметной области. Так, например, число 4 можно получить в результате теорети-
чески неограниченного количества различных арифметических операций: 2*2, 2+2, 8/2, и т.д. и т.д. 
37 http://ru.wikipedia.org/wiki/Многомировая%20интерпретация  Научный журнал КубГАУ, №70(06), 2011 года 
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рентные  преимущества  перед  другими  моделями.  Обычно  более  общие 
модели являются и более точными, чем частные. 
Расширение  области адекватности модели осуществляется путем 
включения в исходные данные новых (обычно ранее неизвестных, но иногда 
и давно всем известных) фактов, не принадлежащих генеральной совокуп-
ности, по отношению к которой исследуемая выборка репрезентативна, с 
последующим  пересинтезом  модели,  формулированием  новых  эмпириче-
ских и научных законов.  
Это значит, что ученые, действительно стремящиеся к поиску исти-
ны  и  развитию  науки,  должны  буквально  охотиться  за  такими  новыми 
фактами,  не  вписывающимися  в  традиционные  общепринятые  научные 
теории, концепции и парадигмы реальности. Но в жизни мы часто видим 
обратное, когда отрицается само существование подобных фактов на том 
основании, что «этого не может быть, т.к. не может быть никогда» или по-
тому, что они «не вписываются» в частные неоправданно гипостазирован-
ные модели. Этот феномен объясняется с позиций теории научных рево-
люций Томаса Куна [12]
38. 
 
Результаты  идентификации  и  прогнозирования,  осуществленные  с 
помощью  модели,  путем  выполнения  когнитивной  операции " верифика-
ция" сопоставляются с опытом, после чего определяется целесообразность 
выполнения когнитивной операции "обучение". При этом может возник-
нуть три основных варианта, которые на рисунке 8 обозначены цифрами: 
 
 
Рисунок 8. К пояснению смысла понятий:  
"Адаптация и синтез когнитивной модели предметной области", "Внутренняя и 
внешняя валидность информационной модели", 
 
                                           
38 т.е. они просто пожинают плоды социализации прошлых этапов развития  науки, см. 
http://www.humanities.edu.ru/db/msg/81548  Научный журнал КубГАУ, №70(06), 2011 года 
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1. Объект, входит в обучающую выборку и достоверно идентифици-
руется (внутренняя валидность, в адаптации нет необходимости). 
2. Объект, не входит в обучающую выборку, но входит в исходную 
генеральную совокупность, по отношению к которой эта выборка репре-
зентативна, и достоверно идентифицируется (внешняя валидность, добав-
ление объекта к обучающей выборке и адаптация модели приводит к коли-
чественному уточнению смысла признаков и образов классов). 
3. Объект не входит в исходную генеральную совокупность и иден-
тифицируется  недостоверно ( внешняя  валидность,  добавление  объекта  к 
обучающей выборке и синтез модели приводит к качественному уточне-
нию смысла признаков и образов классов, исходная генеральная совокуп-
ность расширяется). 
 
Высшая форма использования информации – это знания, т.е. ее ис-
пользование для достижения целей (управления). На рисунке 9 приведена 
схема автоматизированной системы управления (АСУ), в которой процесс 
выявления  знаний  из  предметной  области ( познание)  входит  непосред-
ственно в цикл управления: 
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Рисунок 9. Структура предметной области и рефлексивной АСУ активными объектами 
в АСК-анализе, в которой процесс выявления знаний из предметной области (познание) 
входит непосредственно в цикл управления [2] 
 Научный журнал КубГАУ, №70(06), 2011 года 
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Подробнее  цикл  выявления  знаний  из  эмпирических  данных  и  их 
применения  для  прогнозирования  и  управления ( принятия  решений)  в 
АСК-анализе показан на рисунке 10. 
 
Рисунок 10. Цикл выявления знаний из эмпирических данных  
и их применения для прогнозирования и управления  
(принятия решений) в АСК-анализе 
 Научный журнал КубГАУ, №70(06), 2011 года 
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Если модель имеет высокую степень адекватности и, особенно, если 
нет альтернативных достоверных моделей, то возникает соблазн неоправ-
данно и необоснованно считать, что реальность устроена именно таким 
образом, какой она отражается в этой наилучшей по сформулированным 
выше критериям модели или научной теории, т.е. возникает соблазн не-
обоснованно  придать  онтологический  статус  абстрактной  модели.  В 
этом состоит широко распространенная малозаметная (когда ее соверша-
ешь)  ошибка  познания,  называемая « Гипостазирование
39».  Однако  эта 
ошибка влечет за собой целый шлейф весьма заметных последствий, важ-
нейшим  из  которых  является  отрицание  существования  фактов,  законо-
мерностей  и  эмпирических  законов,  не  вписывающихся  в  те  или  иные 
научные теории, даже если эти факты в буквальном смысле слова очевид-
ны.  
Например,  апологеты  воздухоплавания  отрицали  возможность  со-
здания летательных аппаратов тяжелее воздуха, не смотря на птиц, кото-
рые садились и взлетали перед ними (или даже смотря на них, но не осо-
знавая, что они видят перед собой)
40. При этом они исходили из того, что 
принцип действия летальных аппаратов может быть основан только на за-
коне Архимеда, как это следовало из единственной известной им научной 
теории полета. Если бы эти апологеты воздухоплавания отрицали возмож-
ность летательных аппаратов тяжелее воздуха, принцип действия которых 
основан  на  законе Архимеда,  то  к  ним  бы  не  было  никаких  претензий. 
Иначе говоря, эти апологеты упустили из внимания, что могут существо-
вать (а мы уже знаем, что и действительно существуют) и другие принци-
пы  полета:  в  частности,  баллистический,  аэродинамический,  ракетный, 
электромагнитный, на которых может быть основан принцип действия ле-
тательных аппаратов тяжелее воздуха, причем эти аппараты ни в коей ме-
ре не нарушают закон Архимеда (как почему-то думали апологеты и по-
тому отрицали возможность их создания) и полностью ему подчиняются.  
Признание существования факта не зависит от обнаружения законо-
мерности. Признание существования закономерности не зависит от обна-
ружения соответствующего  эмпирического  закона.  Признание  существо-
вания эмпирических законов не зависит от наличия верифицированной со-
держательной интерпретации или научного закона, а если она есть, то от 
того, является ли она «правильной» или «неправильной» по тем или иным 
критериям или по чьему-то мнению. Таким образом, признание существо-
вания факта не зависит от наличия их интерпретации или теории, которая 
                                           
39 http://yandex.ru/yandsearch?text=гипостазирование  
40 Совершенно аналогично сейчас спорят о возможности создания искусственного интеллекта, совер-
шенно не замечая того, что люди обладают интеллектом и, безусловно, созданы по определенной техно-
логии. А между тем хорошо известно, что если что-то создано по одной технологии, то оно может быть 
создано и по другим технологиям. Научный журнал КубГАУ, №70(06), 2011 года 
 
http://ej.kubagro.ru/2011/06/pdf/18.pdf 
45
его объясняет, и отсутствие такой теории не является основанием для 
отрицания существования или непризнания существования факта.  
Конечно, часто проще и выгоднее не разрабатывать новые теорети-
ческие объяснения «неудобных» фактов, а просто отрицать само их суще-
ствование по принципу: «Есть факт – есть проблема, нет факта – нет про-
блемы». Подобное отрицание чаще всего наблюдается на этапе социализа-
ции науки
41.  
От обнаружения фактов до создания адекватной теории их объясня-
ющей, могут пройти сотни и даже тысячи лет, более того, со временем ме-
няются и сами критерии достоверности теории или того, что вообще мож-
но признать «объяснением». Поэтому в разное время  различные и даже 
противоречащие друг другу теории считаются правильными объяснениями 
одних и тех же фактов. 
Выводы. Целесообразность использования именно матрицы инфор-
мативностей (базы знаний) для визуализации когнитивных функций и ре-
шения других задач (идентификации, прогнозирования, поддержки приня-
тия решений и исследования предметной области) состоит в следующем. 
На основе сравнения абсолютных частот можно делать какие-либо выводы 
только в том случае, когда по разным классам приведено одинаково коли-
чество  примеров.  В  общем  случае  это  количество  примеров  по  разным 
классам всегда разное, поэтому матрица абсолютных частот сама по себе 
непригодна для решения вышеперечисленных задач. Но на практике ино-
гда встречается ситуация, когда это количество мало отличается по разным 
классам и тогда использование этой матрицы не дает большой ошибки и 
позволяет составить более-менее достоверное представление о предметной 
области.  Получить  модель  предметной  области,  инвариантную  относи-
тельно  различий  в  количестве  примеров  по  классам,  можно  перейдя  от 
матрицы абсолютных частот к матрице условных и безусловных процент-
ных  распределений
42.  Использование  матрицы  условных  и  безусловных 
процентных распределений позволяет получить такой же уровень досто-
верности выводов о предметной области, какой матрица абсолютных ча-
стот в случае равного количества примеров по разным классам. Однако для 
того, чтобы получить эти выводы необходимо сравнивать условные про-
центные распределения друг с другом. При небольших размерностях мо-
делей это сравнение может быть проведено вручную, правда лишь на каче-
ственном уровне, однако при реальных встречающихся на практике раз-
мерностях вручную это сделать не представляется возможным. Поэтому в 
АСК-анализе принято решение автоматизировать количественное срав-
                                           
41 http://www.humanities.edu.ru/db/msg/81548  
42 При увеличении объема выборки относительные частости (выраженные в процентах) стремятся к ве-
роятностям, как пределам. При достаточно больших объемах выборки различие относительных часто-
стей от вероятностей невелико и на практике приемлемо вместо терминов «относительные и абсолютные 
частости» использовать термины «условные и безусловные вероятности». Под процентными распределе-
ниями понимаются именно частости, а не вероятности. Научный журнал КубГАУ, №70(06), 2011 года 
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нение условных процентных распределений. При этом возник вопрос о том, 
как именно их сравнивать: друг с другом или с какой-то базой сравнения. 
Если в модели всего два класса, то приемлем вариант сравнения условных 
процентных распределений по ним друг с другом. Но когда классов всего 
три, то уже не очень понятно как это делать, если же их сотни, тысячи или 
десятки тысяч, то это становится вообще непонятным. В АСК-анализе этот 
вопрос решен  путем сравнения условных процентных распределений по 
классам с безусловным процентным распределением по всей выборке, ко-
торое и выступает базой (нормой) сравнения. Кроме того, важно отметить, 
что получающееся в результате этого выражение для количества информа-
ции тождественно выражению, получающемуся путем сравнения факти-
чески наблюдаемой абсолютной частоты встреч признака в определенной 
группе к теоретически ожидаемой частоте его наблюдения в методе хи-
квадрат. Таким образом, матрица информативностей представляет со-
бой результат выполнения процедуры
43 автоматизированного сравнения 
условных процентных распределений признаков по классам с их безуслов-
ным процентным распределением по всей выборке. По сути это результат 
нормировки условных процентных распределений с использованием в ка-
честве нормы безусловного процентного распределения. Поэтому исполь-
зование  матрицы  информативностей  освобождает  исследователя-
аналитика от необходимости выполнения огромной рутинной работы (ко-
торую он как правило и не может выполнить вручную, а когда может, то 
лишь на качественном, а не количественном уровне) по сравнению услов-
ных  процентных  распределений  друг  с  другом  или  с  какой-либо  базой 
сравнения и обеспечивает более высокий уровень достоверности выводов, 
чем использование матрицы условных и безусловных процентных распре-
делений.  
Таким образом, когнитивные функции являются адекватным мате-
матическим  инструментом  для  формального  представления  причинно-
следственных зависимостей. Когнитивные функции представляют собой 
многозначные интервальные функции многих аргументов, в которых раз-
личные значения функции в различной степени соответствуют различным 
значениям аргументов, причем количественной мерой этого соответствия 
выступает  знания,  т.е.  информация  о  причинно-следственных  зависимо-
стях в эмпирических данных, полезная для достижения целей. Многочис-
ленные исследования [9, 10] подтверждают, что метод и программный ин-
струментарий  визуализации  когнитивных  функций  позволяют  наглядно 
увидеть такие причинно-следственные закономерности предметной обла-
сти, которые другими методами выявить и описать весьма проблематично. 
В качестве перспективных направлений исследований и разработок 
в области АСК-анализа отметим следующие. Матрица информативностей 
                                           
43 Поэтому матрица информативностей относится к декларативной форме представления знаний, но 
сама она получается в результате применения процедурной модели Научный журнал КубГАУ, №70(06), 2011 года 
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представляет собой исчерпывающий перечень (т.е. в декларативной фор-
ме представления знаний) результатов идентификации объектов, описан-
ных одним признаком (градацией описательной шкалы) с классами (града-
циями классификационных шкал). С этой точки зрения она состоит из дву-
мерных подматриц, образуемых всеми сочетаниями описательных и клас-
сификационных шкал по две (одна описательная и одна классификацион-
ная шкала). Но матрица информативностей содержит всю необходимую и 
достаточную информацию для расчета (т.е. в процедурной форме пред-
ставления знаний) всех возможных результатов идентификации объектов 
с классами (градациями классификационных шкал), описанных не одним, 
всеми сочетаниями по два, три, … N признаков из М, где М – количество 
описательных шкал (если градации в шкалах альтернативные). Если ре-
ально выполнить эти процедуры распознавания для всех возможных объ-
ектов
44, то результаты идентификации можно наглядно представить в 
декларативной форме в виде значений элементов многомерных матриц 
(когнитивных тензоров или тензоров знаний
45, описывающих когнитивное 
пространство
46),  образованных  одной  классификационной  шкалой  и  не-
сколькими  описательными.  Координатные  плоскости  этих  многомерных 
матриц  являются  подматрицами  матрицы  информативностей  с  общей 
классификационной  шкалой  и  разными  описательными  шкалами.  Эти 
подматрицы визуализируются в базовой системе «Эйдос» (режим _54) и в 
системе « Эйдос-астра»  в  форме  когнитивных  функций [9, 10].  В  АСК-
анализе  в  качестве  частных  критериев  принято  рассматривать  признаки 
(градации описательных шкал), точнее не сами признаки, а количество ин-
формации, содержащейся в признаках о принадлежности обладающих ими 
объектов к классам, а в качестве интегрального критерия – сумму инфор-
мативностей частных критериев, т.е. свертку или скалярное произведе-
ние  в  координатной  форме [2].  Многомерные когнитивные  структуры  в 
этих подматрицах отражают результаты идентификации объектов со всеми 
возможными сочетаниями признаков
47 из n по m, которые, следуя работе 
[11], будем называть Эйдосами, а их визуализацию – многомерными ко-
гнитивными функциями. Это название оправдано тем, что сечения Эйдо-
сов координатными плоскостями являются уже известными когнитивными 
функциями [9, 10].  
                                           
44 В текущей версии базовой системы «Эйдос» в целях экономии времени расчетов это делается не для 
всех возможных объектов, а только для тех, которые представлены в распознаваемой выборке. 
45 См.: http://ru.wikipedia.org/wiki/Тензор. Компонентами когнитивного тензора является количество 
знаний в градации описательной шкалы о градации классификационной шкалы, определяемое согласно 
выражения {4} на стр.19 данной статьи. Это открывает путь описания когнитивного пространства с ис-
пользованием математического аппарата и понятий общей теории относительности (ОТО) А.Эйнштейна. 
46 С этой точки зрения физическое пространство-время может рассматриваться как подпространство 
(частный случай или проекция) когнитивного пространства [13]. 
47 В этой модели будем считать, что градации каждой описательной шкалы являются альтернативными 
признаками, т.е. не могу встречаться одновременно. Научный журнал КубГАУ, №70(06), 2011 года 
 
http://ej.kubagro.ru/2011/06/pdf/18.pdf 
48
В многомерном когнитивном пространстве  можно ввести  понятия, 
аналогичные понятиям  кинематики  и  динамики.  Если  в  качестве  описа-
тельных шкал в семантической информационной модели [2] использовать 
пространственно-временные  координаты,  то  АСК-анализ  можно  будет 
рассматривать как инструмент для информационного описания физических 
процессов и явлений, в котором роль пространства-времени будет играть 
когнитивное пространство-время. Между физическим и когнитивным про-
странством-временем существует тесная взаимосвязь и вообще между ни-
ми больше общего, чем различий [13]. Предлагается также добавить к про-
странственно-временным координатам еще две координаты, количествен-
но отражающие «уровень системности» и «степень детерминированности» 
системы. В результате получится наука, которую можно было бы назвать 
«Информационная динамика систем». 
Материалы данной статьи могут быть использованы при разработке 
интеллектуальных систем, а также при проведении лабораторных работ по 
дисциплинам: «Интеллектуальные информационные системы» для специ-
альности: 080801.65 – Прикладная информатика (по областям) и «Пред-
ставление  знаний  в  информационных  системах»  для  специальности: 
230201.65 – Информационные системы и технологии. 
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