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Abstract
Transcriptional regulation by transcription factors
and post-transcriptional regulation by microRNAs
constitute two major modes of regulation of gene
expression. While gene expression motifs incorpo-
rating solely transcriptional regulation are well in-
vestigated, the dynamics of motifs with dual strate-
gies of regulation, i.e., both transcriptional and post-
transcriptional regulation, have not been studied as
extensively. In this paper, we probe the dynamics of
a four-gene motif with dual strategies of regulation
of gene expression. Some of the functional charac-
teristics are compared with those of a two-gene mo-
tif, the genetic toggle, employing only transcriptional
regulation. Both the motifs define positive feedback
loops with the potential for bistability and hystere-
sis. The four-gene motif, contrary to the genetic tog-
gle, is found to exhibit bistability even in the ab-
sence of cooperativity in the regulation of gene ex-
pression. The four-gene motif further exhibits a novel
dynamical feature in which two regions of monosta-
bility with linear threshold response are separated
by a region of bistability with digital response. Us-
ing the linear noise approximation (LNA), we fur-
ther show that the coefficient of variation (a measure
of noise), associated with the protein levels in the
steady state, has a lower magnitude in the case of the
four-gene motif as compared to the case of the ge-
netic toggle. We next compare transcriptional with
post-transcriptional regulation from an information
theoretic perspective. We focus on two gene expres-
sion motifs, Motif 1 with transcriptional regulation
and Motif 2 with post-transcriptional regulation. We
show that amongst the two motifs, Motif 2 has a
greater capacity for information transmission for an
extended range of parameter values.
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1. Introduction
A living cell contains several thousands of genes the
expression of a large fraction of which is regulated [1].
Two major strategies for the regulation of gene ex-
pression are transcriptional and post-transcriptional
regulation, each with a distinctive mode of operation.
In the case of transcriptional regulation, regulatory
molecules bind the DNA to either activate or repress
the initiation of transcription and thereby control the
amount of proteins synthesized during translation.
Post-transcriptional regulation is brought about by
small non-coding RNAs (small RNAs/microRNAs)
which bind the messenger RNAs (mRNAs) of the
target gene resulting in the degradation of the mR-
NAs and/or the inhibition of translation [2, 3]. Small
RNAs regulate bacterial gene expression whereas mi-
croRNAs are functional in eukaryotic cells.
The study of large-scale gene regulatory networks has
so far been mostly confined to regulatory networks
[4, 5] which take into account only transcriptional
regulation. The connectivity structure of these net-
works reveals the existence of a number of gene ex-
pression motifs or substructures, e.g., positive and
negative feedback loops, single input modules and
feed forward loops. In recent years, similar motifs
have been identified in genome-scale regulatory net-
works with dual strategies of regulation, i.e., the reg-
ulatory interactions include both transcriptional and
post-transcriptional regulation [6, 7, 8, 9, 10, 11].
Amongst the various types of motifs, the positive
feedback loop has the potential for the generation
of multistability, i.e., the coexistence of more than
one stable steady state for the same parameter val-
ues. Bistability, with two stable steady states, pro-
vides the basis for cell-fate decisions between two al-
ternative fates as in the case of cell differentiation
in which a progenitor cell faces an either-or deci-
sion in choosing between two distinct cell lineages.
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A biological switch utilizes bistability for the genera-
tion of the so-called “OFF” and “ON” states between
which the switch operates. A well-known example of
a biological switch is the genetic toggle, a two-gene
motif, in which the two genes mutually inhibit each
other’s expression through transcriptional regulation
(figure 1(a)) [12]. The mutual inhibition (double neg-
ative feedback) defines a positive feedback loop and
in terms of the steady state concentrations [P1] and
[P2] of the two proteins, the stable steady states corre-
spond to [P1]≫[P2] and [P2]≫[P1] respectively. The
two-gene motif appears extensively in several natural
genetic networks including the ones governing cell-
fate decisions [13].
A number of recent studies [11, 14, 15, 16] have iden-
tified a pair of interconnected mutual-inhibition feed-
back circuits employing dual strategies of regulation.
In a single feedback circuit, a microRNA and a tran-
scription factor (TF) mutually repress each other’s
synthesis. The microRNAs involved in the two feed-
back loops are miR-34 and miR-200 whereas the cor-
responding TFs are SNAIL and ZEB respectively.
The two interlinked feedback loops constitute the core
of a gene regulatory network governing the epithe-
lial to mesenchymal transition (EMT). The transition
brings about the conversion of epithelial to mesenchy-
mal cells characterized by the loss of cell-cell adhesion
and enhanced cell mobility. EMT plays crucial roles
in the development of embryos and the repair of tis-
sues. Aberrantly regulated transitions result in can-
cer metastasis with primary tumor cells losing cell-cell
adhesion and becoming migratory. Beyond two-gene
motifs, there is limited knowledge about more com-
plex positive feedback loops with dual strategies of
regulation. Figure 1(b) provides a natural example
of such a motif involving four genes [17, 18]. The
genes die-1 and cog-1 synthesize the transcriptional
regulators Die-1 and Cog-1 respectively. The genes
lsy-6 and mir-273 synthesize microRNAs with Die-1
(Cog-1) activating the expression of the lsy-6 (mir-
273) gene. The microRNA lsy-6 (mir-273) targets
the mRNA of the cog-1 (die-1) gene thereby inhibit-
ing the synthesis of the Cog-1 (Die-1) protein. Thus
the two transcriptional regulators Cog-1 and Die-1
mutually inhibit each other’s synthesis in an indirect
manner via post-transcriptional regulation by the mi-
croRNAs lsy-6 and mir-273. The four-gene motif is
part of the gene regulatory network governing the cell
fate decision between two alternative neuronal fates,
ASEL and ASER, in the nematode C.elegans. While
the neuron pairs are left-right symmetric where posi-
tion and morphology are concerned, they exhibit dis-
tinct asymmetries in the gene expression profile and
Figure 1. Gene expression motifs: (a) Genetic toggle, a
two-gene motif in which the genes mutually repress each
other’s expression. (b) Four-gene motif employing dual
strategies of regulation, both transcriptional and post-
transcriptional. The genes die-1 and cog-1 synthesize the
transcriptional regulators Die-1 and Cog-1 respectively.
Die-1 (Cog-1) activates the expression of the lsy-6 (mir-
273) gene synthesizing the microRNA lsy-6 (mir-273). The
microRNA lsy-6 (mir-273) targets the mRNA of the cog-1
(die-1) gene. The meanings of the symbols mi, si, pi
(i = 1, 2) are explained in the text. Both the feedback
loops in (a) and (b) define a positive feedback loop. The
arrow signs indicate activation and the hammerhead sym-
bols represents repression.
neuronal function. The neurons ASEL and ASER are
taste neurons which detect water-soluble sodium and
chloride ions respectively during chemotaxis. The dif-
ferent neuronal fates enhance the ability of C.elegans
to discriminate among environmental cues. A pre-
cursor neuron has the ASEL (ASER) fate when the
Die-1 (Cog-1) protein level is high and the Cog-1 (Die-
1) level low. It should be noted that both the mo-
tifs, shown in figures 1(a) and 1(b), represent double-
negative (mutual antagonism) feedback loops which
effectively function as positive feedback loops. The
dynamics of both the motifs allow for bistability, a
prerequisite for the motifs to function as biological
switches and also as regulators of cell fate decision.
The major objective of our paper is to investigate the
functional characteristics of simple gene expression
motifs with single and dual strategies for the regula-
tion of gene expression. In the first part of our study
(section 2), we undertake a comparative study of the
gene expression motifs shown in figures 1(a) and 1(b).
We consider both deterministic and stochastic dy-
namics of the motifs in order to identify the distinc-
tive operational features in the steady state. In the
second part of our study (section 3), we consider two
2
Table 1. Values of parameters in arbitrary units
Parameter figure 2 figure 3(a) figure 3(b) figure 4 figure 5
αm1 - - - 15.00 -
αm2 15.00 30.00 - 15.00 0.950
γm 0.200 0.200 0.200 0.200 0.800
αs 1.000 1.000 1.000 1.000 1.000
γs 0.080 0.080 0.080 0.080 0.080
αp 0.100 0.100 0.100 0.100 1.400
γp 0.080 0.080 0.080 0.080 0.080
t0 20.00 20.00 20.00 20.00 20.00
R 40.00 40.00 40.00 40.00 20.00
µ1 0.200 0.200 0.200 0.200 0.200
µ2 0.001 0.001 0.001 0.001 0.010
k 0.100 0.100 0.100 0.100 0.010
τ 0.200 0.200 0.200 0.200 0.800
one-gene motifs designated as Motif 1 and Motif 2, In
Motif 1, TFs repress the expression of the target gene
whereas Motif 2 describes the post-transcriptional
regulation of the target gene expression by microR-
NAs. A regulatory module may be represented as an
an input-output device with the regulatory molecules
defining the input and the gene expression levels con-
stituting the output [19, 20, 21]. Due to the stochastic
nature of gene expression [22, 23, 24], the input and
output are not single levels but are best described as
distributions around average values. The variability
(noise) corrupts the fidelity of information transmis-
sion from the input to the output as the one-to-one
correspondence between the input and the output is
lost. The information-theoretic quantity mutual in-
formation (MI) provides knowledge of the amount of
information that the value of one random variable
yields about that of another. The transmission of in-
formation through an input-output device can equiv-
alently be represented as information flow through a
channel. The channel capacity is defined to be the
MI maximized over all possible input distributions
and is a measure of the maximum amount of infor-
mation that can be transmitted through the channel.
In section 3 of the paper, we compute the channel
capacity for the Motifs 1 and 2 to analyze transcrip-
tional and post-transcriptional gene regulation from
the viewpoint of information theory. Section 4 of the
paper contains concluding remarks.
2. Dynamics of two-gene and four-
gene motifs
We first consider a four-gene motif with dual strate-
gies of gene regulation, a specific example of which
is shown in figure 1(b). In the motif, there are alto-
gether four genes, two of which synthesize the mR-
NAs m1 and m2 and the other two synthesize the
microRNAs s1 and s2. The mRNAs m1 and m2 are
translated to yield the proteins p1 and p2. The mi-
croRNA si binds the mRNA mi (i =1, 2) and targets
it for degradation. The protein p1 (p2) activates the
synthesis of the microRNA s2 (s1). The deterministic
dynamics of the motif are described by the following
set of differential equations:
d[m1 [
dt
= αm1 − µ1[m1][s1 ] + µ2 [c1] − γm1 [m1 ] (1)
d[s1 ]
dt
= αs1 +
t1 [p2 ]
R1 + [p2 ]
− µ1 [m1 ][s1 ] + µ2 [c1 ]+
k1 [c1 ]− γs1 [s1 ]
(2)
d[c1 ]
dt
= µ1 [m1 ][s1 ]− µ2 [c1 ]− k1 [c1 ]− τ 1 [c1 ] (3)
d[p1 ]
dt
= αp1 [m1 ]− γp1 [p1 ] (4)
d[m2 ]
dt
= αm2 − µ1 [m2 ][s2 ] + µ2 [c2 ]− γm2 [m2 ] (5)
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Figure 2. Bistability in the steady states of the four-gene
motif. The figures show the steady state concentrations of
(a) [p
1st
], (b) [s
1st
], (c) [p
2st
], (d) [s
2st
] as a function of the
mRNA synthesis rate constant α
m1
. The solid (dashed)
lines represent stable (unstable) steady states. The pa-
rameter values are displayed in table 1.
d[s2 ]
dt
= αs2 +
t2 [p1 ]
R2 + [p1 ]
− µ1 [m2 ][s2 ]+
µ2 [c2 ] + k2 [c2 ]− γs2 [s2 ]
(6)
d[c2 ]
dt
= µ1 [m2 ][s2 ]− µ2 [c2 ]− k2 [c2 ]− τ 2 [c2 ] (7)
d[p2 ]
dt
= αp2 [m2]− γp2 [p2 ] (8)
The symbols mi, si, ci, pi (i = 1, 2) denote the
molecular types as well as numbers and the quan-
tities within third brackets represent the concentra-
tions. The modelling of the post-transcriptional regu-
lation is based on the mathematical models proposed
in [25, 26]. The models derive their strength from the
fact that the theoretical results closely match the ex-
perimental observations in single cell measurements.
The mRNAs are transcribed at the rates αm1 and
αm2 and constitutively degraded at the rates γm1 [m1 ]
and γm2 [m2 ]. Proteins pi are translated from the free
mRNA mi at the rate αpi [mi] and degrade at the rate
γpi [pi ] (i = 1, 2). The microRNA si binds the target
mRNA mi to form the mRNA-microRNA complex
ci (i = 1, 2) which results in an accelerated degra-
dation of the mRNA so that the translation of the
mRNA into proteins is not possible. The bound com-
plex ci (i = 1, 2) forms with the rate constant µ1 and
dissociates into free mRNA and free microRNA with
the rate constant µ2. The mRNA mi in the bound
complex ci degrades with the additional rate ki [ci]
(i = 1, 2) while the microRNAs are recycled to the
pool of free microRNAs after the mRNA degradation
is completed. The bound complex Ci has a natu-
ral degradation rate with rate constant τi (i = 1, 2).
The free microRNA si is synthesized at the rate αsi
and degraded at the rate γsi [si] (i = 1, 2). Protein p2
(p1) activates the synthesis of s1 (s2) with t1 (t2) being
the maximum rate of synthesis and R1 (R2) being the
corresponding Michaelis-Menten-type constant. The
dynamics of the four-gene motif exhibit bistability in
the steady state in an extended parameter regime.
For the sake of simplicity, we consider the symmetric
situation γm1=γm2=γm, αs1=αs2=αs, γs1=γs2=γs,
αp1=αp2=αp, γp1=γp2=γp, t1=t2=t0, R1=R2=R, µ1,
µ2, k1=k2=k and τ1=τ2=τ . Figures 2(a)-2(d) show
the steady state concentrations [p1st ], [s1st ], [p2st ] and
[s2st ] respectively as a function of the mRNA synthesis
rate constant αm1 . The parameter values used for the
steady state solutions are displayed in table 1. The
solid lines in figure 2 represent stable steady states
whereas the dashed lines correspond to branches of
unstable steady states. The bistability in each case is
accompanied by hysteresis, i.e., the transitions from
the lower to the upper stable steady state and from
the upper to lower stable steady state occur at dif-
ferent values of the bifurcation parameter. The four-
gene motif (figure 1), similar to the genetic toggle
(figure 1(a)), defines a positive feedback loop in which
the genes transcribing the mRNAs m1 and m2 mutu-
ally inhibit each other’s expression. Consequently,
the concentrations of the proteins p1 and p2 cannot
be simultaneously high in a stable steady state. If the
concentration of p1 is high then that of p2 is low and
vice versa. A high concentration of mi (correspond-
ing protein concentration is also high) is incompatible
with a high concentration of the microRNA si as si
targets mi for degradation (i = 1, 2) blocking pro-
tein synthesis in the process. The two stable steady
states thus correspond to [p1st], [s2st] high, [p2st], [s1st]
low and vice versa [figure 2]. The essential require-
ment for the generation of bistability is the presence
of positive feedback combined with an ultrasensitive
response [27]. The most common origin of ultrasen-
sitivity may be ascribed to cooperativity in the reg-
ulation of gene expression. A less explored source of
ultrasensitivity lies in molecular sequestration [28, 29]
in which the activity of a biomolecule A is compro-
mised through sequestration due to the formation of
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an inactive complex with another biomolecule B. In
the case of the four-gene motif, the regulatory links
constitute a positive feedback loop. The model ex-
hibits bistability even in the abscence of cooperativity
in gene expression. The ultrasensitive response occurs
through molecular sequestration with A representing
the mRNA of the target gene and B representing the
microRNA. In the case of small RNA/microRNA-
regulated gene expression, the ultrasensitivity aris-
ing from molecular sequestration is in the form of a
linear threshold behaviour [?, 25]. We consider the
post-transcriptional regulation of the expression of a
target gene by a microRNA. The target gene is not
expressed if the mRNA synthesis rate αm is lower
than a threshold value set by the microRNA synthe-
sis rate αs. In this case, all the mRNA molecules
form bound complexes with the microRNAs. For αm
> αs, the number of mRNA molecules is larger than
that of the microRNAs and some free mRNAs are
available for translation into proteins. The expressed
protein level is linearly proportional to αm – αs. The
linear threshold behaviour has been demonstrated ex-
perimentally in the cases of both small RNA and
microRNA-regulated gene expression [?, 25]. Figure
3(a) shows an example of linear threshold behaviour
in the region of monostability of the four-gene mo-
tif with the parameter values given in table 1. The
linear threshold behaviour survives even in the pres-
ence of dual strategies of regulation of gene expres-
sion. The threshold location is now defined by a rela-
tionship more complex than αm = αs. Figure 3(b) ex-
hibits how the steady state concentration of the pro-
tein p1 changes in the enlarged parameter space αm1 -
αm2 from one region of monostability to another such
region via a region of bistability. The linear thresh-
old behaviour indicates reversible response whereas
the bistable response is digital (low-or-high) and hys-
teretic in character. Figure 3(b) captures the evo-
lution of the steady state response of the four-gene
motif from the linear threshold monostable to the
digital bistable to finally the linear-threshold monos-
table response once again. This type of steady state
response has not been reported earlier in the case
of microRNA-mediated regulation of gene expression.
The parameter values for the figure are given in table
1. An examination of figure 3(b) shows that as the
rate constant αm2 decreases from a high value, the
value of the upper bifurcation point (the value of αm1
at which an abrupt transition from the lower to the
upper branch of stable steady states) also decreases.
This is an expected result as the genes synthesizing
the mRNAs m1 and m2 at the rates αm1 and αm2 re-
spectively, mutually inhibit each other’s expression.
Large values of αm2 favour high (low) concentration
of m2 (m1). Thus, as the value of αm2 decreases,
the transition to the stable steady state with high p1
concentration becomes more favourable, i.e., the up-
per bifurcation point shifts to lower values of αm1 .
Steady state behaviour similar to that shown in fig-
ure 3(b) is obtained if instead of the parameter space
αm1-αm2 , one considers the parameter space αs1-αs2 .
In figure 4, we display the results of a parameter
sensitivity analysis with respect to some of the pa-
rameters, αm1 , γm1 , αp1 , γp1 , in the absence (figure
4(a)) and in the presence (figure 4(b)) of cooperativity
in the transcriptional regulation of gene expression.
The cooperativity is taken into account by replacing
the protein concentrations [p1 ] and [p2 ] in the second
terms of equations (2) and (6) by [p1 ]
n and [p2 ]
n re-
spectively, where n is the Hill Coefficient. Similarly,
the constants R1 and R2 are replaced byR
n
1
and Rn
2
.
The set of parameter values shown in table 1 serves
as the reference set. The value of each of the four pa-
rameters was varied separately in steps upto values
that are 100 fold greater and lower than the reference
value listed in table 1. Figure 4 shows the log-fold
change in parameter value within the range -2 to +2
for a specific parameter (marked on the x axis) and
identifies the region of bistability, shaded black, in
the parameter range. As figure 4(a) clearly demon-
strates, bistability occurs even in the abscence of co-
operativity. With cooperativity taken into account
(n = 2), the region of bistability becomes more ex-
tensive (figure 4(b)). In this case, both cooperativity
and molecular sequestration contribute to the gener-
ation of the ultrasensitive response. In the presence
of cooperativity, the steady state response becomes
sharper in the region of monostability.
One important advantage of microRNA-mediated
regulation of gene expression is that microRNAs (as
well as small RNAs) are known to suppress fluctua-
tions in the target gene’s protein levels [?, 26, 30, 31].
Cell fate decisions are, in general, controlled by
bistable genetic circuits [24]. The two stable steady
states are defined in terms of the steady state con-
centrations of key regulatory proteins. The stable
steady states correspond to the two stable pheno-
types that a cell has to choose between. Fluctua-
tions in the protein levels can bring about undesir-
able transitions between the alternative states result-
ing in a loss in the stability of the phenotypes. A
robust biological switch operating between two stable
steady states eliminates to a large extent the random
transitions between the states. A major outcome of
stochastic gene expression is that protein production
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Figure 3. (a) Linear threshold behaviour in the region of monostability of the four-gene motif. (b) Variation of the
steady state protein concentration in the enlarged parameter space αm1 -αm2 from one region monostability to another
such region via a region of bistability. The diagram shows how linear threshold behaviour evolves into bistability
accompanied by hysteresis. The parameter values are displayed in table 1.
occurs in random bursts rather than in a continu-
ous manner [22, 23, 32]. A single mRNA has a finite
lifetime during which the mRNA is repeatedly trans-
lated to yield a burst of proteins. The average size
b of a protein burst is given by b =
αp
γm
where αp is
the translation rate and 1
γm
is the average lifetime of
the mRNA. In the case of post-transcriptional regu-
lation, the microRNAs promote mRNA degradation
(γm is increased) and/or suppress translation (αp de-
creases). The outcome is a reduction in the protein
burst size, i.e., diminished protein fluctuations. In a
two-step model of gene expression, the noise at the
protein level is quantified in terms of the coefficient
of variation (CVp) which is the ratio of the standard
deviation and mean 〈p〉 [33]. The expression for CVp
in the steady state is CV 2
p
= 1+b〈p〉 . A reduction in the
average burst size lowers the amount of relative fluc-
tuations in the protein level. We compute the CVp
for both the two-gene and four-gene motifs, shown
in figure 1, to ascertain which motif is less noisy. We
use the linear noise approximation (LNA) to the Mas-
ter equation [34, 35, 36] governing the stochastic dy-
namics of the motifs. In the following, we outline
the major steps in the computational procedure. We
consider N distinct chemical species which participate
in R chemical reactions. The concentrations of the
chemical species are given by the variables xi, i = 1,
· · · N. The state of the dynamical system is repre-
sented by the vector x = (x1, x2, · · · , xN )T where T
denotes the transpose. The state changes as a func-
tion of time due to the occurrence of the chemical
reactions. Let S be the stoichiometric matrix with
elements Sij, i = 1, 2, · · · , N, j = 1, 2, · · · , R. The
interpretation of Sij is that the number of molecules
of the chemical species i changes from Xi to Xi + Sij
when the j th reaction occurs. One also defines a re-
action propensity vector f(x) = (f1(x), · · · , fR(x) )T .
The deterministic dynamics of the system are gener-
ated by the rate equations
dxi
dt
=
R∑
j=1
Sijfj(x) (i = 1, 2, · · · , N) (9)
The steady state vector xs is determined from the
condition x˙ = 0, i.e., f(xs) = 0.
In the steady state and under the LNA, the covariance
of the fluctuations about the deterministic steady
state is given by the fluctuation-dissipation (FD) re-
lation
JC+ (JC)T + D = 0 (10)
where J is the Jacobian matrix, C = 〈 δx δxT 〉 is
the covariance matrix, the diagonal elements of which
are the variances, and D is the diffusion matrix. The
matrix D is given by D = S diag (f(x)) ST where
diag(f(x)) is represented by a diagonal matrix with
the elements fj (x), j = 1, 2, · · · , R. Once the matrices
J and D are specified, the elements of the covariance
6
Figure 4. Parameter sensitivity analysis of four-gene motif
in the (a) absence and (b) presence of cooperativity in the
transcriptional regulation of gene expression. The value of
each of the four parameters tested has a 100 - fold variation
greater and lesser than the reference value shown in the
table 1. The x - axis shows the parameter varied and the
y - axis depicts the log - fold variation. The region of
bistability is shaded dark.
matrix, Cij = 〈 δxi δxj 〉 (i, j = 1, 2, · · · , N), with Cii
(i = 1, 2, · · · , N) denoting the variance, can be calcu-
lated using the FD relation (10). Under the LNA, the
mean value of xi is given by the deterministic steady
state value so that the CV associated with xi can be
computed. In the case of the two-gene (four-gene)
motif N = 4 (N = 8). In the Appendix, the differ-
ential rate equations governing the deterministic dy-
namics of the two-gene motif, the genetic toggle, are
displayed in equations (A.1)-(A.4). The set of reac-
tion schemes for both the two-gene and four-gene mo-
tifs and the matrices S and f(x) are also shown. Fig-
ure 5 exhibits the plots of the CV versus the protein
mean value in the steady state in the cases of both the
genetic toggle and the four-gene motif. The first motif
employs only transcriptional regulation whereas the
second motif incorporates the dual strategies of both
transcriptional and post-transcriptional regulation of
gene expression. The motif with dual strategies of
regulation is clearly less noisy than the motif with
only transcriptional regulation.The parameter values
for the four-gene motif are given in table1. The pa-
rameters for the genetic toggle are jM2 = 0.9, δM1 =
0.4, δM2=0.4, jp1 = 1.0, jp2 = 1.0, δp1 = 0.6, δp2 = 0.6,
β1 = 70.0, β2 = 70.0, K1 = 0.01, K2 = 0.01 (jM1
is the
parameter which is varied). In stochastic gene expres-
sion, the frequency a of the transcriptional protein
bursts is given by a = αm
γp
where αm is the transcrip-
tion rate and γp the protein degradation rate constant
19 22 25
0.4
0.8
1.2
CV
[p1st]
Figure 5. Comparison of the coefficient of variation (CV)
versus the steady state protein concentration [p1] in the
cases of the genetic toggle (red dashed line) and the four-
gene motif (blue line) .
[37]. As discussed in [30], transcriptional regulation
modifies αm thereby changing the burst frequency a.
The steady state mean protein level 〈p〉 = ba. Since
CV 2p =
1+b
〈p〉 , for the same degree of repression brought
about transcriptionally or post-transcriptionally, the
microRNAs are more effective in reducing the CVp as
they diminish the burst size b.
3. Regulation strategies: Informa-
tion theory perspective
In this section, we compute the channel capacities of
the input-output devices. representing Motifs 1 and 2
respectively. The MI between the regulatory molecule
distribution p(x) and the output protein distributions
p(y) is given by
I(x ; y) =
∫∫
dxdy p(x, y) log2
p(y|x)
p(y)
(11)
where the variable x represents the concentration
of the regulatory molecules and the variable y de-
notes the concentration of the proteins synthesized by
the target gene, p(y|x) is the conditional probability
distribution and the joint distribution p(x,y)=p(y|x)
p(x). The MI is measured in bits and has a clear
physical interpretation. For the value of MI = I bits,
2I levels of y can be distinguished, in the presence of
noise in the channel, given the value of the input x.
Equivalently since the MI is a symmetric function of
x and y, 2I input levels can be distinguished given the
value of the output y. In the small noise approxima-
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tion [19, 21, 38], the channel capacity for information
transmission is given by the MI maximized over all
possible distributions, p(y), of the output signal. The
optimal distribution has the form
popt =
1
Z
1
σy
(12)
where σy (the standard deviation) is a measure of
noise in the output and Z normalises the distribution
,i.e.,
Z =
∫
dy
σy
(13)
With the result (equation (12)) for the optimal dis-
tribution, the optimal MI or the channel capacity is
given by
Iopt = log2 [
Z√
2pie
] (14)
We now compute the channel capacities for Motif 1
and Motif 2. In the case of Motif 1, the expression
for σy is known [19, 21, 38] and we simply quote the
result. In the case of Motif 2, we utilize the expres-
sion for σy, as derived in Ref. [26], in the case of the
post-transcriptional regulation of the expression of a
single gene. The total noise in the steady state as
measured by the CV, has two components, intrinsic
and extrinsic: CV2tot = CV
2
int + CV
2
ext with CVint be-
ing
σy
mean
. The mathematical modelling in [26] made
the prediction that microRNA-mediated regulation
affects the intrinsic and extrinsic noise in different
ways. The microRNA-regulated gene expression is
characterized by reduced intrinsic noise in compari-
son to the case of an unregulated gene at the same
protein expression levels. The reduction in intrin-
sic noise, ηint
η
reg
int
, is approximately equal to
√
r where
r denotes the microRNA-mediated fold repression (
r =
[punregst ]
[pregst ]
), where pst denotes the steady state pro-
tein concentration. The origin of extrinsic noise lies
in the fluctuations in the pool of microRNAs. As
shown in [26], the combined effects of reduced intrin-
sic and additive extrinsic noise results in decreased to-
tal noise when expression levels are low and increased
total noise at high expression levels. The prediction
of the mathematical modelling was confirmed in sin-
gle cell experiments [26]. In our study, we consider
only the intrinsic component of the total noise at the
output as for low and intermediate expression levels,
the intrinsic component is dominant. In the small
noise approximation, one requires a knowledge of only
the variance σ2y of the output distribution to compute
the optimal output distribution and the channel ca-
pacity. We follow the notation of section 2 for the
different parameters and quantities associated with
microRNA-regulated gene expression. For Motif 2,
the input variables x and y are [s], the concentration
of free microRNAs, and [p], the concentration of tar-
get gene proteins respectively. From equation (20) of
the Supplementary Materials of Ref. [26], the stan-
dard deviation of the output distribution is given by
σp(p) =
√
[p0]p +
b0 [p0] p (1−Rs)
(1−Rs F )2 (15)
where p is the normalized protein concentration, p =
[p]
[p0]
( [p0] is the maximum value of [p] corresponding
to the unrepressed condition ) which has values in
the range [0, 1]. The quantity b0 = αp/γm ( in the
notation of section 2 and with the suffixes omitted)
is the average number of proteins synthesized from
a mRNA during its lifetime, in the absence of any
regulation. The quantity Rs = 1-
[p]
[p0]
= 1-p denotes
the repression strength of the microRNA-mediated
regulation with 0 ≤Rs ≤ 1. The values Rs=0 and 1
indicate no repression and full repression respectively
of protein synthesis. The quantity F is given by
F = 1− [s]
[stot]
(16)
where [s] is the concentration of free microRNAs and
[stot] is the total concentration of microRNAs, a frac-
tion of which is free and the rest form bound com-
plexes with the mRNAs. From (13), Z is given by the
integral
Z = [p0]
∫ 1
0
dp√
[p0] p +
b0 [p0] p (1−Rs)
(1−RsF )2
(17)
The value of the protein concentration [p0]=
αp αm
γp γm
.
Figures 6(a) and 6(b) show the plots (solid lines) of
the CV,
σp(p)
p
, versus p for F≃ 0 and F≃ 1 respec-
tively. The case F≃ 0 corresponds to the experimen-
tal situation in Ref. [26] with most of the microRNAs
being free. For F≃1, almost all the microRNAs form
bound complexes with the mRNAs. The parameter
values for the plots are αm= 0.01, γm= 0.0058, αp=
0.1155 and γp= 0.0002 (the parameter values are the
same as reported in Ref. [33]). From (14) and (17),
the channel capacity Iopt= 2.91 (F≃ 0) and Iopt= 0.74
(F≃ 1). For (F≃ 0), the term RsF in equation (17)
may be neglected, i.e., the factor (1-RsF) is replaced
by 1. Similarly, for F≃ 1, 1-RsF is replaced by 1-Rs.
In the case of Motif 1, σTFp (p) is given by [19, 33]
σTFp (p) =
√
p [p0] (1 + b0) (18)
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Figure 6. Coefficient of variation (CV) versus p for Motif 1 (dashed line) and Motif 2 (solid line) for (a) F≃ 0 and
(b) F≃ 1
Figures 6(a) and (b) show the plots (dotted lines) of
the CV versus p for F≃ 0 and F≃ 1 respectively. In
the first case, the CV (Motif 2) is less than the CV
(Motif 1) and the situation is reversed for F≃ 1. The
channel capacity for Motif 1 is given by ITFopt= 1.74.
When F≃ 0 (F≃ 1), Iopt is greater (less) than ITFopt .
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Figure 7. Plot of Iopt versus F. The dotted line corre-
sponds to F=Fc=0.8961 above which I
TF
opt=1.74 is grater
than Iopt.
Figure 7 shows a plot of Iopt versus F for Motif 2 with
αp, γp, αm, γm having the same values as in the case of
figure 6. The channel capacity is found to decrease as
F increases. The dotted line corresponds to the value
of F=Fc=0.8961 above which I
TF
opt is greater than Iopt
with Iopt=I
TF
opt at F=Fc. Thus, over a considerable
range of F values, Motif 2 has a greater channel ca-
pacity than Motif 1. The difference is maximal when
F=0.
4. Summary and discussion
Regulatory networks governing gene expression dy-
namics are characterised by the appearance of differ-
ent types of motifs. The motifs emerged through evo-
lutionary processes because of their functional superi-
ority over more random substructures. In this paper,
we study a four-gene motif with dual strategies of reg-
ulation to identify the distinctive functional features
which enhance its performance as a biological switch
and/or its role in cellular decision making in compari-
son with the genetic toggle, a two-gene motif employ-
ing transcriptional regulation. The four-gene motif
is a component of the gene regulatory network con-
trolling the cell fate decision between two alternative
neuronal fates in C.elegans. The motif is found to be
bistable over a wide parameter regime (figure 4). The
occurence of bistability, even in the absence of coop-
erativity in regulation, is due to the combined effects
of positive feedback and ultrasensitivity generated by
molecular sequestration [27, 28, 29]. The genetic
toggle, on the other hand requires cooperativity in
regulation to achieve bistability. Post-transcriptional
regulation, operative in the four-gene motif, involves
molecular sequestration in the form of the bound
microRNA-mRNA complex which is responsible for
the generation of ultrasensitivity in the steady state
concentration of mRNAs/proteins as a function of the
mRNA synthesis rate constant. We provide another
example of molecular-sequestration based bistability
without cooperativity. In Mycobacterium tuberculo-
sis, the stress response network consists of multiple
positive feedback loops involving the two-component
system MprAB and the gene sigE synthesizing the
alternative sigma factor σE . The positive feedback
loops by themselves cannot generate bistability in bio-
chemically realistic parameter ranges. Bistability is
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obtained on inclusion of the effect of molecular se-
questration of σE by its anti-σ factor RseA [39]. We
now briefly discuss some other examples of bistabil-
ity without cooperativity. Bacterial two component
systems regulate global responses to various types of
stress. A two-component system consists of a sen-
sor kinase (SK) and a response regulator (RR). The
phosphorylated SK transfers the phosphate group to
the RR which mediates the response to the stress sig-
nal. In general, the SK has a bifunctional character,
it can act as a kinase in the phosphorylated state
and as a phosphatase (dephosphorylating the RR) in
the unphosphorylated state. The two-component sys-
tem can exhibit bistability if the unphosphorylated
SK and RR form a dead-end complex [40] and (or)
the phosphatase activity of the SK is much reduced
(abolished) [41]. A synthetic circuit constructed in
E.coli with autoregulating T7 RNA polymerase in-
volves a non-cooperative positive feedback which by
itself cannot generate bistability. The expression of
T7 RNA slows down cell growth thus reducing pro-
tein dilution and creating an implicit positive feed-
back loop. The two loops, in combination, can give
rise to bistability [42]. Several toxin-antitoxin oper-
ons are regulated according to the toxin/antitoxin ra-
tio through a mechanism termed “ conditional coop-
erativity”. The conditional regulation can give rise to
bistability for a wide range of parameter values [43].
Additionally, stochastic effects can generate bistabil-
ity/bimodal gene expression without the requirement
of cooperativity in the regulation of gene expression
[44, 45]. As discussed in section 2, cooperativity in
the regulation of gene expression has the effect of ex-
tending the region of bistability, a feature pointed out
in several earlier studies [46, 47, 48].
The ultrasensitivity in the case of post-transcriptional
regulation is in the form of a linear threshold be-
haviour [?, 25]. The four-gene motif, incorporating
both transcriptional and post-transcriptional regula-
tion also exhibits linear threshold behaviour (figure
3(a)). The theoretical prediction could be tested in
the actual experimental setting of Ref.[17] or by con-
structing a synthetic genetic circuit, as in the case
of the genetic toggle [12]. The linear threshold be-
haviour, by setting a threshold for activated response,
prevents spurious switchings to the active state. In
the latter state, the response is analog, i.e., graded.
The threshold is further tunable through the modifi-
cations of the mRNA and microRNA synthesis rate
constants. The four-gene motif, because of its en-
larged parameter space, exhibits a novel steady state
response (figure 3(b)) which has not been reported
earlier. The region of bistability separates two re-
gions of monostability. In this region, response is dig-
ital because of the discontinious changes in response
at the bifurcation points. The response further ex-
hibits hysteresis whereas the response in the monos-
table regions is reversible. The four-gene motif thus
combines the advantages of the linear threshold be-
haviour with bistability in order to mediate cellular
decision making or act as a biological switch. The
linear threshold behaviour provides the basis for an
ultrasensitive switch with reversible response. The
genetic toggle exhibits bistability in an extended pa-
rameter region with two monostable regions separat-
ing the region bistability. In the monostable regions,
the response is graded and featureless. The motifs
studied in Refs. [11, 14, 15, 16] exhibit tristability and
thus can function as a three-way switch in contrast to
the two-way switch behaviour of the motifs studied in
our paper. The two-gene and four-gene motifs stud-
ied in the paper exhibit monostability or bistability
depending on the parameter regime. Motifs which in-
clude negative feedback loops and/or introduce time
delays in gene expression can exhibit oscillations in
protein concentrations [49, 50]. Small RNAs have
been shown to establish delays and temporal thresh-
olds in gene expression [51] as well as generate oscilla-
tions in protein concentrations [52]. Motifs governed
by transcriptional regulation are also known to ex-
hibit oscillations [49, 50]. It will be of interest to
compare the functional characteristics of motifs in-
corporating transcriptional and post-transcriptional
modes of gene regulation respectively, in generating
oscillatory dynamics.
Post-transcriptional regulation mediated by microR-
NAs has the desirable feature of reducing the variabil-
ity or noise in the target gene protein levels [?]. The
reduction is mainly due to the diminished burst sizes
in protein production. Reduction in protein noise, as
compared to the case of unregulated gene expression,
has been demonstrated experimentally in the cases
of simple motifs with dual strategies of regulation of
gene expression [30, 31]. A more recent study [26]
combines mathematical modeling with single cell ex-
periments to establish that microRNA-regulated gene
expression results in lower intrinsic noise as compared
to the case of unregulated gene expression. We com-
pute the CV of the protein levels of a target gene
in the steady state of the four-gene motif using the
FD relation (10). The CV is considerably lower than
that in the case of the genetic toggle (figure 5). The
four-gene motif, employing dual strategies of regula-
tion, has greater noise-reduction capability than the
genetic toggle incorporating only transcriptional reg-
ulation.
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In section 3 of the paper, we have compared transcrip-
tional regulation (Motif 1) with post-transcriptional
regulation (Motif 2) from an information theoretic
perspective. The channel capacity Iopt has been cal-
culated in the small noise approximation and consid-
ering only the intrinsic component of the total noise
at the output. Figures 6(a) and 6(b) show the plots
of CV versus p for Motif 1 and Motif 2 with F≃ 0
and F≃ 1 respectively. In the first (second ) case, the
CV of Motif 2 is lower (higher) than that of Motif 1.
The parameter F is a measure of the fraction of mi-
croRNA molecules bound to the mRNAs. The CV of
Motif 2 is found to be lower than that of Motif 1 over
an extended range of F values. This is reflected in the
plot of the channel capacity Iopt, of Motif 2, versus F
in figure 7. For F < Fc = 0.8961, Iopt is greater than
ITFopt , the channel capacity of Motif 1. The case F≃
0 corresponds to the experimental situation reported
in Ref. [26]. In this limit, Iopt = 2.91 and I
TF
opt = 1.74.
Instead of being limited to ON/OFF switching, tran-
scriptional and post-transcriptional regulation could
in principle designate 2I
TF
opt ∼ 2-4 and 2Iopt ∼ 6-8 dis-
tinct levels, respectively, of gene expression. Because
of a higher channel capacity, post-transcriptional reg-
ulation of gene expression is more efficient in infor-
mation transmission than transcriptional regulation
over an extended region of F values. As F approaches
the value Fc, the difference between Iopt and I
TF
opt de-
creases but even a fractional bit difference in the chan-
nel capacity can give rise to non-trivial consequences
in the ability of the motifs to appropriately respond
to the input signal [53]. The computation of the chan-
nel capacity in the small noise approximation requires
only a knowledge of the variance σ2y of the output pro-
tein distribution. We have not considered the effect
of extrinsic noise in the computation of σy. As shown
in [26], microRNA-regulated gene expression has de-
creased total noise at low expression but increased to-
tal noise at high expression as compared to the case
of unregulated gene expression. The experimental re-
sults in Ref. [26] confirm the dominant contribution
of intrinsic noise to the total noise over a considerable
range of expression levels. In this range of expression
levels, post-transcriptional regulation appears to be
more efficient than transcriptional regulation in the
transmission of information.
Appendix
Genetic Toggle :
The differential rate equations governing the dynam-
ics of the genetic toggle are:
d[M1]
dt
= j
M1
− δM1 [M1] +
β1
K1
2 + [P2]
2 (A.1)
d[P1]
dt
= jp1 [M1]− δP1 [P1] (A.2)
d[M2]
dt
= j
M2
− δM2 [M2] +
β1
K1
2 + [P1]
2 (A.3)
d[P2]
dt
= jp2 [M2]− δP2 [P2] (A.4)
The symbols Mi (i = 1, 2), Pi (i = 1, 2) represent the
concentrations of the mRNAs and proteins respec-
tively. The first terms in the equations (A.1)-(A.4)
denote unregulated synthesis rates and the second
terms the degradation rates of the biomolecules. The
third terms in (A.1) and (A.3) represent the mutual
repression of transcriptional initiation.
The composite reactions considered are:
M1
j
M1
+
β1
K1
2+[P2]
2−−−−−−−−−−→ M1 + 1 (A.5)
M1
δM1 [M1]−−−−−→ M1 − 1 (A.6)
P1
jp1
[M1]−−−−−→ P1 + 1 (A.7)
P1
δP1 [P1]−−−−−→ P1 − 1 (A.8)
and similar reactions for M2, P2. The elements of the
reaction propensity vector f appear over the arrows.
The stoichiometric matrix
S =


1 −1 0 0 0 0 0 0
0 0 1 −1 0 0 0 0
0 0 0 0 1 −1 0 0
0 0 0 0 0 0 1 −1

 (A.9)
The reaction propensity vector
f = ( j
[M1]
+
β1
K1
2 + [P2]
2 δM1 [M1] jp1 [M1] δP1 [P1]
j
M2
+
β2
K2
2 + [P1]
2 δM2 [M2] jp2 [M2] δP2 [P2])
T
(A.10)
where T denotes the transpose
Four-gene Motif :
The differential rate equations governing the dynam-
ics of the four-gene motif are given in equations
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(1) - (8). The reaction scheme is given by
m1
αm1−−−→ m1 + 1 (A.11)
m1
γm1 [m1 ]−−−−−→ m1 − 1 (A.12)
m1, s1, c1
µ1 [m1][s1]−−−−−−→ m1−1, s1−1, c1+1 (A.13)
m1, s1, c1
µ2[c1]−−−→ m1 + 1, s1 + 1, c1 − 1 (A.14)
s1
αs1−−→ s1 + 1 (A.15)
s1
γs1 [s1]−−−−→ s1 − 1 (A.16)
s1, c1
k1[c1]−−−→ s1 + 1, c1 − 1 (A.17)
s1
t1[p2]
2
R1+[p2]
2−−−−−→ s1 + 1 (A.18)
p1
αp1 [m1 ]−−−−−→ p1 + 1 (A.19)
p1
γp1 [p1 ]−−−−→ p1 − 1 (A.20)
c1
ta1 [c1 ]−−−−→ c1 − 1 (A.21)
m2
αm2−−−→ m2 + 1 (A.22)
m2
γm2 [m2 ]−−−−−→ m2 − 1 (A.23)
m2, s2, c2
µ1[m2][s2]−−−−−−→ m2−1, s2−1, c2+1 (A.24)
m2, s2, c2
µ2[c2]−−−→ m2 + 1, s2 + 1, c2 − 1 (A.25)
s2
αs2−−→ s2 + 1 (A.26)
s2
γs2 [s2]−−−−→ s2 − 1 (A.27)
s2, c2
k2[c2]−−−→ s2 + 1, c2 − 1 (A.28)
s2
t2[p1]
2
R2+[p1]
2−−−−−→ s2 + 1 (A.29)
p2
αp2 [m2 ]−−−−−→ p2 + 1 (A.30)
p2
γp2 [p2 ]−−−−→ p2 − 1 (A.31)
c2
ta2 [c2 ]−−−−→ c2 − 1 (A.32)
The entries over the arrows in the reaction set
(A.11)-(A.32) constitute the successive elements the
column vector f ( reaction propensity vector ). The
stoichiometric matrix S is a 8×22 matrix the elements
of which are specified by the reaction scheme (A.11)-
(A.32).
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