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Local master equations are a widespread tool to model open quantum systems, especially in the context of
many-body systems. These equations, however, are believed to lead to thermodynamic anomalies and violation
of the laws of thermodynamics. In contrast, here we rigorously prove that local master equations are consistent
with thermodynamics and its laws without resorting to a microscopic model, as done in previous works. In
particular, we consider a quantum system in contact with multiple baths and identify the relevant contributions
to the total energy, heat currents and entropy production rate. We show that the second law of thermodynamics
holds when one considers the proper expression we derive for the heat currents. We confirm the results for the
quantum heat currents by using a heuristic argument that connects the quantum probability currents with the
energy currents, using an analogous approach as in classical stochastic thermodynamics. We finally use our
results to investigate the thermodynamic properties of a set of quantum rotors operating as thermal devices and
show that a suitable design of three rotors can work as an absorption refrigerator or a thermal rectifier. For
the machines considered here, we also perform an optimisation of the system parameters using an algorithm of
reinforcement learning.
I. INTRODUCTION
Quantum thermodynamics is the study of out-of-equilibrium
thermodynamic phenomena at the quantum scale and has
proven an exciting and productive area of research with a large
overlap with other areas like quantum information [1–6] and
stochastic thermodynamics [7, 8]. One of the major objectives
of quantum thermodynamics is the design of machines that
can accomplish a task using thermal resources [5, 9–12]. The
most recognisable of these machines are the engine and the re-
frigerator. Examples of thermal machines have now been ex-
perimentally realised in numerous quantum systems [13–19].
A related avenue that has come to the forefront in recent years
is the concept of thermal control devices, thermal analogues to
the electrical devices like transistors and rectifiers that allow
one to manipulate and control thermal currents [20–36].
When studying the thermodynamic properties of a system,
one has to appropriately model the interaction with the en-
vironment [37, 38]. A popular approach employs the well-
studied Gorini-Kossakowski-Lindblad-Sudarshan (GKLS)
master equation (ME), which describes the interaction of a
system with Markovian environment [39–41]. In the so-called
local approximation to the ME, the corresponding jump oper-
ators act only on local subsystems rather than on the eigen-
states of the whole Hamiltonian as in the global approach.
Many works have analysed the accuracy of local versus global
ME [42–52]. Besides, there has been much debate about
the thermodynamic consistency of the local ME [53, 54], but
these issues can be addressed by a careful microscopic mod-
elling of the master equation in question [55–57].
In the present paper, we demonstrate the compatibility of
local ME with thermodynamics without resorting to micro-
scopic models as done in Refs. [55–57]. We achieve this re-
sult by identifying, in the time evolution of the energy, one
of two terms which alone enters the second law of thermo-
dynamics and can thus be identified with the heat exchanged
with the environments. The other term, arising because of the
non-compatibility of jump operators and energy eigenstates,
gives rise to an additional energy current, that can be identi-
fied as the work rate within the framework of a microscopic
collisional model. In fact, our results agree with the energy
splitting that was previously proposed in Refs. [55–57] using
a collisional model approach. Finally, our approach allows us
to transparently recover the standard definition of heat, and
thus of entropy production when considering the correspond-
ing global ME.
We also present a semiclassical argument that relates the
energy currents in an open quantum system, whose dynamics
is described by a ME, to the probability currents, analogously
to what one customarily does in classical stochastic thermo-
dynamics.
We use our findings on the local ME to study the thermo-
dynamic properties of two types of thermal machines, namely
absorption refrigerators and thermal rectifiers. We show that
one can build efficient thermal devices consisting of quantum
rotors, that interact through a clock model Hamiltonian, as
working media. The clock model is a generalisation of the
spin-1/2 model [58], and has attracted considerable attention
in condensed matter physics, with works focusing on the rich
phase behaviour of such systems [59–63] and more recently
in the context of time crystals [64, 65]. Recently it has been
shown that the chiral version of the clock model in contact
with multiple baths at different temperatures, can convert heat
currents into rotational motion. This conversion is the result of
the lack of rotational symmetry in the Hamiltonian and of ther-
mal equilibrium, with the device working as an autonomous
thermal motor both in the classical [66, 67] and in the quan-
tum regime [68].
After introducing the working principles of the proposed
thermal machines we will discuss a procedure to optimise
their output or efficiency. The performance of the devices
is analysed and optimum setups for specific interesting cases
are found. In particular we utilise the differential evolution
approach [69, 70] to find optimum parameter choices. Such
a scheme, also called reinforcement learning, has been used,
e.g., to find the optimal network topology in interacting elec-
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2tronic systems working as thermoelectric nanoscale engines
[71].
This paper is organised as follows: in Sec. II we will in-
troduce the master equation, and discuss the different contri-
butions to the system energy evolution. We derive the second
law of thermodynamics building on this analysis. In Sec. III,
we present an alternative derivation of the heat currents in-
spired by classical stochastic thermodynamics. The clock
model is reviewed in Sec. IV. We then set the stage of the ap-
plicative part by reviewing the properties of a rotor dimer in
Sec. V. In Sec. VI we consider a trimer system that works as a
refrigerator while in Sec. VII we study a rectifier as a thermal
control device. We then conclude this work in Sec. VIII.
II. THE QUANTUMMASTER EQUATION AND ITS
ENERGETICS
In this section, we consider the general case of a system
with Hamiltonian H, in contact with Nb baths, each of which
will be denoted with the letter α at the respective inverse tem-
perature βα. The system dynamics is described by a standard
GKLS ME for the density matrix ρ [37] (~ = 1):
dρ
dt
= −i [H, ρ] + Nb∑
α=1
Dα[ρ], (1)
with dissipators
Dα[ρ] =
∑
λ
γλ,α
(
LλρL
†
λ −
1
2
{L†λLλ, ρ}
)
. (2)
We choose an arbitrary set of kets | j〉, and assume that they
form an orthogonal basis for the system. We also choose
the jump operators Lλ to be expressed in terms of such kets,
namely, they are of the form Lλ = | j′〉 〈 j|. Here and in the
following λ( j → j′) denotes a transition between two states
| j〉 and | j′〉. To lighten the notation we omit the initial and
final state of such a transition: so in the following | j〉 always
indicates the initial state of an arbitrary transition λ, and | j′〉
its final state. In Eq. (2) all the dependencies on the specific
bath α are contained in the dissipation rates γλ,α, which must
obey the (local) detailed balance condition:
γλ,α(ωλ)
γλ,α(−ωλ) = e
−βαωλ , (3)
where
ωλ = ω j′ j = 〈 j′|H | j′〉 − 〈 j|H | j〉 . (4)
In this way we consider the general case where different baths
can drive the same transition λ, as long as γλ,α , 0. In the
following the dependency of γλ,α on ωλ will be implicitly un-
derstood. The Hamiltonian H may or may not be diagonal in
the basis | j〉. The resulting ME is sometimes dubbed global,
in the former case, or local, in latter case.
The evolution of an operator A in the Heisenberg picture is
given by
dA
dt
= i[H, A] +
∑
α
D∗α[A], (5)
where D∗α[·] is the dual of Dα:
D∗α[·] =
∑
λ
γλ,α
(
L†λ · Lλ −
1
2
{L†λLλ, ·}
)
. (6)
In particular, if one is interested in studying the system ther-
modynamics, it is relevant to consider the evolution of the en-
ergy operator H. It is convenient to split the Hamiltonian in its
diagonal and non-diagonal parts H = HD + HND, for reasons
that will become apparent below. The time evolution of H is
thus given by
dH
dt
=
∑
α
D∗α[H] =
∑
α
D∗α[HD] +
∑
α
D∗α[HND]. (7)
In this work we have implicitly assumed that the system
Hamiltonian does not depend explicitly on time. Upon re-
laxing this condition, one would have to add a term ∂tH to the
right hand side (RHS) of Eq. (7) which would be responsible
for an additional work source [11].
After a straightforward manipulation one finds
D∗α[HD] =
∑
λ
γλ,αωλL
†
λLλ, (8)
D∗α[HND] =
1
2
∑
λ
{
γλ,αL
†
λ[HND, Lλ] + h.c.
}
(9)
It is worth noting that, within this framework, from Eq. (7)
one obtains the standard definition of heat current, which
reads
Q˙α = tr(HDα[ρ]) = tr(ρD∗α[H]) = Q˙D,α + Q˙ND,α, (10)
where we have introduced the expectation values
Q˙D,α = tr(ρD∗α[HD]), (11)
Q˙ND,α = tr(ρD∗α[HND]). (12)
We see that while the time evolution of the Hamiltonian in the
Heisenberg picture, as given by Eq. (7), is general, the sub-
division on the RHS of such an equation in two terms which
depend on HD and HND is completely arbitrary and depends
on the chosen basis.
It is however relevant to note that when such a basis has
been chosen, it is the heat current associated with the diago-
nal part of the Hamiltonian, Q˙D,α that enters the second law of
thermodynamics in terms of the irreversible entropy produc-
tion Σ˙:
Σ˙ =
dS
dt
−
∑
α
βαQ˙D,α ≥ 0 (13)
where we have defined the system entropy S = − tr ρ ln ρ.
Eq. (13) is the first relevant result of this paper, and we pro-
ceed now with the proof of such an inequality.
3The time derivative of the entropy reads
dS
dt
= − tr {L[ρ] ln ρ(t)} , (14)
whereL[·] = −i[H, ·]+∑α Dα[·] is the total Liouvillian super-
operator appearing in Eq. (1). Let us also introduce the partial
superoperators Lα[·] = − iNb [HD, ·] + Dα[·], such that L[·] =−i[HND, ·] + ∑αLα[·], where we have used our assumption
that there are Nb thermal baths at inverse temperature βα. The
thermal equilibrium local state ρα = exp(−βαHD)/Zα is a
steady state for the partial superoperator Lα. We can now use
Spohn’s inequality [72], that states that for any superoperator
Lx of Lindblad form, with steady state ρss, (i.e. Lx[ρss] = 0),
the following inequality holds
− tr {Lx[ρ(t)](ln ρ(t) − ln ρss)} ≥ 0. (15)
Let us inspect the second term in this inequality. We have
tr {Lx[ρ(t)] ln ρss(t)} = tr {ρ(t)L∗x[ln ρss(t)]} , (16)
where L∗x is the dual of Lx.
Considering now the specific case of Lα, Eq. (15) and (16)
give
− tr {Lα[ρ(t)] ln ρ(t)} ≥ − tr {ρ(t)L∗α[ln ρα]}
= βα tr
{
ρ(t)D∗α[HD]
}
,
where we have used ln ρα = −βαHD − I lnZα. Thus, all in all
we have
dS
dt
= − tr {L[ρ(t)] ln ρ(t)} ≥
∑
α
βα tr
{
ρ(t)D∗α[HD]
}
=
∑
α
βαQ˙D,α(t) (17)
that proves Eq. (13), and thus the second law for the diagonal
part of the heat alone Q˙D,α. We remark again that, similarly to
the RHS of Eq. (7), the detailed expression of the inequality
Eq. (13) depends on the arbitrarily chosen basis.
We cannot use Eqs. (15) and (16) for the total superopera-
tor L that contains both HD and HND as the expression of its
steady state is in general not an equilibrium state, and further-
more is not known in most of the cases. On the other hand, for
the partial superoperator Lα we can use in Spohn’s inequality
the local reference state ρα, carrying information about the
temperature of the bath α.
Spohn inequality was used in ref. [1] to derive an expression
of the second law similar to Eq. (13), but with Q˙α (Eq. (10))
instead of Q˙D,α. However, here we have shown that such an
expression of the second law is correct only if one deals with
a global ME, for which the identity Q˙α = Q˙D,α holds. When
the Hamiltonian is not diagonal in the basis | j〉 defining the
jump operators, Eq. (13) is the correct form of the second law.
A similar approach to prove the second law in presence of a
single bath was used in [56], but there the ME was explicitly
taken to be global.
A posteriori, one should also conclude that, within the
framework of the local ME, it makes sense that of the two
components appearing on the RHS of Eq. (10), only Q˙D,α en-
ters the second law: the energy exchange with environment
is encoded in the ME by the detailed balance condition (3),
where only the diagonal components of H in the chosen basis
appear.
Let us make a few considerations. We mentioned in the in-
troduction that Ref. [53, 54] shows that using Eq. (10) as a
definition for the heat currents can lead to apparent nonphysi-
cal results, for instance spontaneous heat flow from the cold to
an hot bath in a system of two coupled harmonic oscillators.
This inconsistency has been resolved in [55–57], where a col-
lisional microscopic model was used to realise the interaction
of a system with multiple baths. We can now make contact
between the quantities defined in this work and the findings of
Ref. [57] clarifying even further the origin of each term.
The quantity Q˙D,α corresponds, in a collisional model, to
the heat current exchanged by the system with the colliding
environmental particles. Its mathematical expression, as given
by Eq. (11), matches Eq. (41) in Ref. [57]. Similarly, the quan-
tity
∑
α Q˙ND,α corresponds, in a collisional model, to the work
done or produced when switching on and off the interaction of
the system with the colliding particles. Its mathematical ex-
pression, as given by Eq. (12) matches Eq. (43) in Ref. [57].
Finally, no ambiguity appears when considering the global
master equation, since HND = 0, for which jumps occur be-
tween the energy eigenstates.
III. A HEURISTIC APPROACH TO OBTAIN THE
ENERGY CURRENTS
In this section, we retrieve the results contained in the pre-
vious section by using a semiclassical heuristic approach. In
classical stochastic thermodynamics it is quite straightforward
to associate energy currents to a stochastic process. Let us
consider a system with discrete state space, and let us assume
its dynamics to be described by a continuous-time Markov
process. The corresponding (classical) master equation reads
p˙ j =
∑
j′
W j j′ p j′ −W j′ jp j, (18)
where p j represents the probability for the system to be in
state j and W j′ j are the transition rates from state j to state j′.
The probability current between any two states reads
J( j→ j′) = W j′ jp j −W j j′ p j′ . (19)
One can consider the states { j} as lying on a graph where the
vertexes are labelled by the state index j. A typical example
of such a stochastic process is a particle hopping on a discrete
lattice, where p j(t) gives the probability of finding the particle
on the site j at time t. The probability current (19) coincides
in this case with the particle current between any two sites j
and j′.
Let E j indicate the energy of the state j. A jump j → j′
occurs thus at the expenses of an energy E j − E j′ absorbed
or injected from/into the surrounding environment. After in-
specting Eq. (19), one can then write the heat current flowing
4from the vertex j to the vertex j′ along the link j → j′. Such
a heat current reads Q˙( j→ j′) = (E j′ − E j)(W j′ jp j −W j j′ p j′ ).
Thus the total heat current flowing from/into the state j, while
the system interacts with its environment, reads [73]
Q˙ j =
∑
j′∈Ω j
(E j′ − E j)(W j′ jp j −W j j′ p j′ ) (20)
where the sum runs over the set Ω j of nodes connected to the
node j.
The quantum analogue of Eq. (18) is Eq. (1) while the quan-
tum analogue of the probability current (19) was introduced in
[68]. In the quantum case such a current is composed of two
terms J( j→ j′) = J(th)( j→ j′) + J(tun)( j→ j′), which read
J(th)( j→ j′) = 1
2
∑
λ,α
γλ,α
[{
x j, L
†
λx j′Lλ
}
−
{
x j′ , L
†
λx jLλ
}]
,(21)
J(tun)( j→ j′) = i(x jHx j′ − x j′Hx j), (22)
where x j = | j〉 〈 j| is the projector onto the state j. The first
component is the current resulting from state-to-state jumps
due to the interaction with the environment as embodied by
the dissipators (2), while the second component results from
the state-to-state transitions caused by the internal dynam-
ics, normally referred to as tunnelling. Eq. (21) reduces to
Eq. (19), while (22) vanishes in the classical limit, where the
Hamiltonian is diagonal in the chosen basis. We are now in
position to write the quantum analogue of Eq. (20). After in-
specting Eqs. (21)–(22), we introduce the energy currents
J (th)Q,α( j→ j′) =
1
2
∑
λ
γλ,αω j′ j
[{
x j, L
†
λx j′Lλ
}
−
{
x j′ , L
†
λx jLλ
}]
, (23)
J (tun)Q ( j→ j′) = i
ω j′ j
2
(x jHx j′ − x j′Hx j), (24)
and we remind the reader that the definition of ω j′ j, is given
by Eq. (4). Given our choice for the jump operators Lλ =
| j′〉 〈 j|, the following equality holds x j = L†λLλ. By using this
result, the first anticommutator on the RHS of Eq. (23) reads
{x j, L†λx j′Lλ} = 2L†λLλ, while the second anticommutator reads
{x j, L†λx j′Lλ} = 2x jδ j j′ . Thus we conclude that Eq. (23) and
(8) are equivalent, and we can write
D∗α[HD] =
∑
λ
J (th)Q,α(λ), (25)
this is the first main result of this section, and expresses the
fact that part of the energy current operator dtH, as given
by Eq. (7), can be expressed in terms of the probability cur-
rent (21), analogously to what one standardly does in classical
stochastic thermodynamics to derive the heat current (20).
The corresponding result for J (tun)Q requires a somewhat
more elaborate analysis, given that the operator D∗α[HND],
Eq. (9), cannot be directly identified with the current opera-
tor J tunQ,α(λ), Eq. (24). As a matter of fact there is no equation,
analogue to Eq. (25), relating D∗α[HND] andJ tunQ,α(λ). However
we show in the following that such an equality can be found
for the expectation values of the two operators. We first notice
that a straightforward manipulation gives
i[H,HND] = − i2
∑
j j′
ω j′ j(x jHx j′ − x j′Hx j). (26)
Furthermore, according to Eq. (5), we can write
dHND
dt
= i[H,HND] +
∑
α
D∗α[HND]. (27)
We thus see that the current (24) can be associated with the
coherent part of the dynamics of HND. Finally comparing
Eqs. (24), (26) and (27), we conclude that in the steady state
the equality 〈dtHND〉ss = 0 implies∑
λ
〈J (tun)Q (λ)〉ss =
∑
α
〈D∗α[HND]〉ss =
∑
α
QssND,α, (28)
where we have used the definition (12) in the last equality.
This is the second main result of this section: the tunnelling
probability current (22) is associated with an energy current
(24), which in turn is equal to the second contribution to the
energy current dtH (7) in the steady state. Based on the re-
sults of the previous section (specifically on Eq. (9 and the
subsequent discussion), we also conclude that
∑
λ〈J (tun)Q (λ)〉ss
corresponds to the steady state work rate that can be obtained
within a collisional model framework.
IV. THE CLOCKMODEL
We now apply the results developed in the previous sec-
tions to a physical system consisting of a chain of N rotors
with Ns levels each denoted as |n〉 ∈ {|0〉 , |1〉 , |2〉 ... |Ns − 1〉},
each level n corresponding to a specific position of the clock’s
hand. The Hamiltonian of the system, that generalises the
spin-1/2 case, can be written as [60]:
H =
N∑
i=1
τi
(
σi + σ
†
i
)
+
N∑
i, j
Ki, j
4
(
µiµ
†
je
iφi, j + µ†i µ je
−iφi, j) (29)
where the matrices σ and µ are Ns dimensioned and have the
following form:
µ =

1 0 0 · · · 0
0 ν · · · 0
0 0 ν2 · · · 0
0 0 0
. . . 0
0 0 0 0 νNs−1

σ =

0 1 0 0 . . . 0
0 0 1 · · · 0
0 0 0 1 · · · 0
0 0 0 0
. . . 0
0 0 0 0 0 1
1 0 · · · 0 0 0

(30)
where ν = exp(iψ), ψ = 2pi/Ns, the operator σ (σ†) is a tun-
nelling term that rotates the spin anti-clockwise (clockwise)
while µ is a measurement of the clock’s position. The phase
φi j , kpi makes the interaction between the rotors i and j chi-
ral.
5Of particular interest for our discussion here will be the case
τi = 0, in which there is no local tunnelling term and the
Hamiltonian becomes diagonal in the position eigenbasis.
In the specific case of the rotors, the probability currents
defined in Eqs. (21) and (22) can be interpreted as rotational
currents that express the rotational rates of the rotors.
We will now show that the chiral interaction part of the
Hamiltonian (29) proportional to Ki, j is not invariant under
a specific rotation. In order to fix the ideas let us consider the
case of a dimer (N = 2) in a state |n1, n2〉, the interaction en-
ergy reads U(n1, n2) = K1,2/2 cos[ψ(n1 − n2) + φ12]. Let us
analyse the energy of the two following states: first, the state
|−n1,−n2〉, obtained from |n1, n2〉 after a reflection about the
origin of both rotors, and, second, the state obtained with a
rotation of the first rotor alone: |n1 + m, n2〉, where m ∈ Z is
an integer, with the prescription that the indexes are taken to
be cyclic in the sense that |nk + Ns〉 ≡ |nk〉. A straightforward
manipulation, using standard trigonometric equalities, shows
that it is possible to find an integer translation m, such that
U(−n1,−n2) = U(n1 + m, n2) for any n1, n2 = 0, . . .Ns − 1,
if and only if φ12 = `ψ/2, with ` ∈ Z. In this case one finds
m = Ns − `. Thus, the condition φ12 , `ψ/2 results in an in-
teraction energy that is not rotationally invariant, in the sense
that U(−n1,−n2) , U(n1 + k, n2).
The above argument can be generalised to N rotors, by tak-
ing a reflection of all the spins about the origin {−ni} and a sin-
gle spin translation. One then finds the same condition for the
phases φi j. Thus for φi j , `ψ/2 the system interaction energy
is not rotationally invariant. This broken symmetry, together
with the thermal disequilibrium, obtained by putting differ-
ent rotors in contact with different baths at different tempera-
tures, results in a non-vanishing steady state rotational current
〈Jth〉ss, both for classical [66, 67] and quantum [68] systems
of rotators. The model (29) will thus behave as an autonomous
thermal motor, converting heat currents into mechanical cur-
rents (rotations in this specific case).
To simplify the analysis of the dynamics, in the follow-
ing we only allow jumps between states where only one spin
is flipped, for example | j〉 = |n1 . . . nk . . . nN〉 → | j′〉 =
|n1 . . . nk ± 1 . . . nN〉. We find the system steady state by solv-
ing the ME (1) with jumps operators Lλ = | j′〉 〈 j|, and bosonic
bath dissipation rates [37]
γα(|n1 . . . nk . . . nN〉 → |n1 . . . nk ± 1 . . . nN〉)
= δα,k
gα|ωλ|
1 − eβα |ωλ|
e−βαωλ ωλ ≥ 0,1 ωλ ≤ 0, (31)
with ωλ given by Eq. (4). The choice of the dissipation rates
(31) entails the transition of the k-th rotor to be driven by the
α = k bath alone.
V. DIMER SYSTEM
We begin our discussion by looking at the simplest non-
trivial system for which our results can be illustrated, namely
the dimer (N = 2,Ns = 3,Nb = 2), which was extensively
studied in [68]. We assume τi = τ, K1,2 = K and φ1,2 = φ.
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FIG. 1. (a) Currents J(th)1 (solid) and J
(th)
2 (dashed) as given by
Eq. (21) as a function of φ, K = 2, T1 = 0.2, T2 = 1, gi = g =
0.2, τ = 0. (b) J(th)1 (solid), J
(th)
2 (dashed), J
(tun)
1 (dot-dashed) and J
(tun)
2
(dotted) as given by Eq. (21) and Eq. (22) as a function of φ, with the
same parameters of (a) except τ = 0.1.
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FIG. 2. Currents J(th)1 (solid), J
(th)
2 (dashed), J
(tun)
1 (dot dashed) and
J(tun)2 (dotted) as given by Eq. (21) and Eq. (22) as a function of τ,
with parameters K = 2, φ = pi/6, T1 = 0.2, T2 = 1, gi = g = 0.2.
This system is connected to two baths at temperatures Tα =
1/βα (α = 1, 2) . Without loss of generality we assume T2 >
T1. We first analyze the thermal and the tunnelling probability
currents Jth and Jtun given by Eqs. (21) and (22), respectively.
In Fig. 1, we plot the two currents against the phase φ for two
different values of the transverse field τ. In Fig. 2 we plot
the currents as a function of τ at fixed φ. We see that the
currents are 2pi/Ns periodic in φ, and the tunnelling current
(22) vanishes for τ = 0, as expected.
We now turn our attention to the two energy currents Q˙D,α
and Q˙ND,α given in Eq. (11) and Eq. (12), respectively. As dis-
cussed in Sec. II, these are the contributions to the total energy
current associated with the bath α, Eq. (10), arising from the
diagonal and non-diagonal part of the Hamiltonian, respec-
tively. We use the convention Q˙x > 0 when a heat current
flows from the bath into the system.
The heat currents show a similar behaviour as the probabil-
ity currents depicted in Figs. 1 and 2. In particular in Fig. 3
we plot the heat currents as a function of φ and again we see
that these quantities are 2pi/Ns periodic. By taking the steady
state expectation value of both sides of Eq. (7), and keeping in
mind the definitions (11)–(12), one finds
∑
α Q˙D,α+Q˙ND,α = 0.
Inspection of Fig. 3 shows that when the Hamiltonian (29) is
diagonal (τi = 0), the two heat currents Q˙D,1 and Q˙D,2 sum
up exactly to zero, given that Q˙ND,α = 0. Conversely, when
τ , 0,
∑
α Q˙D,α = −∑α Q˙ND,α , 0 holds, see Fig. 3-(b).
In Fig. 4 we plot, as functions of the transverse field τ, the
energy currents Q˙D,α and Q˙ND,α at fixed φ. The steady state
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FIG. 3. (a) Heat currents Q˙D,1 (solid) and Q˙D,2 (dashed) as a function
of φ, and parameters K = 2, T1 = 0.2, T2 = 1, gi = g = 0.2, τ = 0.
(b) Heat currents Q˙D,1 (solid) , Q˙D,2 (dashed) and the non-diagonal
contributions Q˙ND,1 + Q˙ND,2 as a function of φ with the same param-
eters of (a) except τ = 0.1. Note that due to the assumption that
τ1 = τ2 we have Q˙ND,1 = Q˙ND,2.
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FIG. 4. Heat currents Q˙D,1 (solid) Q˙D,2 (dashed) as given by Eq. (11)
and the non-diagonal energy current Q˙ND,1 + Q˙ND,2 (dot-dashed),
Eq. (12) as a function of τ and parameters K = 2, φ = pi/6, T1 =
0.2, T2 = 1, gi = g = 0.2. Notice that the three curves sum up
exactly to zero for any τ.
results
∑
α Q˙D,α+Q˙ND,α = 0 is also confirmed by this diagram.
Incidentally, we remind the reader that the quantity
∑
α Q˙ND,α
can be identified as an input work rate within the collisional
model, see discussion in Sec. II.
To see what possible operating modes are available for the
dimer system we generate a list of 10,000 parameters choices
and calculate the resulting heat currents which are shown in
Fig. 5. A special operation regime is achieved in the classi-
cal case when τi = τ = 0, for which
∑
α Q˙ND,α = 0 and so
the current from each bath Q˙D,α is equal and opposite. Inter-
estingly, we do not find a regime where the dimer works as a
refrigerator (Q˙D,1 > 0) therefore in the next section we move
to a trimer system.
VI. TRIMER SYSTEM
We consider now a system of three rotors as depicted in
Fig. 6. Again without loss of generality we take T3 > T2 > T1.
The addition of the third bath in the trimer system (N =
3,Ns = 3,Nb = 3) opens up a lot of new possibilities com-
pared to the dimer case in terms of thermal machine construc-
tion, one of the most notable being that of absorption devices
[35, 43, 74–97]. These perform some task without the require-
ment of external work input, thus operating as autonomous
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FIG. 5. Scatter plot of the heat currents Q˙D,1 and Q˙D,2 for 10,000
randomly chosen sets of parameters (K, φ, τi, gi). The grey dashed
line denotes Q˙D,2 = −Q˙D,1 and is the case in which τi = τ = 0 and so
Q˙ND,1 + Q˙ND,2 = 0. All other points have Q˙ND,1 + Q˙ND,2 > 0.
devices. For example an absorption refrigerator performs re-
frigeration without external work. Its performance is mea-
sured using the coefficient of performance (COP) which mea-
sures the refrigeration power from the cold bath (Q˙1 here)
with respect to the heat input required from the hot bath (Q˙3),
COP = Q˙1/Q˙3. Absorption refrigerators have been found
in a selection of different quantum systems (see for example
[5]). The previously conjecture that three-body interactions
were necessary for quantum absorption refrigerators has been
proven wrong [35]. To help us understand whether a trimer
of rotors can be designed so as to work as an absorption re-
frigerator, we start by considering a specific set up in which
two of the rotors are non-interacting, namely in Fig. 6 we take
K2,3 = 0. We also take τ = 0, implying Q˙α = Q˙D,α, the case
of non-vanishing transverse field being considered later in this
section.
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FIG. 6. (Left) Geometry of the trimer system. (Right) Density plot of
the heat current Q˙D,1 from the coldest bath as a function of K1,2 and
K1,3, and parameters φ1,2 = pi/6 = −φ1,3, gi = g = 1,T1 = 1, T2 =
1.5, T3 = 2.5, τi = τ = 0, K2,3 = 0.
If we inspect the behaviour of a dimer at τ = 0, as exem-
plified by Figs.1-(a) and 3-(a), we see that if we isolate the
dimer 1 − 3 (K1,2 = K2,3 = 0), with 0 < φ1,3 < pi/3, with
all the other parameters being fixed, the heat flows from 3 to
1, Fig. 3-(a), as expected, while the rotational current of the
spin 1 is negative, Fig. 1-(a). Similarly if one considers only
the dimer 1 − 2 (K1,3 = K2,3 = 0), with −pi/3 < φ1,2 < 0 the
rotational current for the rotor 1 is now positive, but the heat
current still flows into the cold bath at temperature T1. Our
first attempt has thus been to choose φ1,2 > 0 and φ1,3 < 0,
712 14 16 18 20 22 24
K1, 3
0.0000
0.0025
0.0050
0.0075
0.0100
0.0125
0.0150
0.0175
0.0200
QD, 1
K1, 2=17
K1, 2=19
K1, 2=21
K1, 2=23
K1, 2=25
12 14 16 18 20 22 24
K1, 3
0.0
0.1
0.2
0.3
0.4
0.5
COP
K1, 2=17
K1, 2=19
K1, 2=21
K1, 2=23
K1, 2=25
FIG. 7. Refrigeration power Q˙D,1 (top) andCOP (bottom) for a range
of different values of K1,2 and parameters φ1,2 = pi/6 = −φ1,3, gi =
g = 1,T1 = 1, T2 = 1.5, T3 = 2.5, τi = τ = 0, K2,3 = 0. Solid lines
simply join the points and are a guide to the eye.
so as to have two conflicting effects on the rotational current
of rotor 1, that might invert the sign of Q˙1, thus resulting in a
refrigerator.
Based on these arguments, in the following we take φ1,3 =
−φ1,2. Fig. 6 shows that absorption refrigeration is indeed pos-
sible (Q˙D,1 > 0) albeit in a rather narrow range of interaction
strengths, given the choice of the other parameters.
As one would expect there is a trade-off between the max-
imum refrigeration power that one can obtain and its COP.
This is confirmed by inspection of Fig. 7 where we compare
the two quantities.
We then consider the case of non-vanishing field τ , 0, and
find that adding a coherent term to the Hamiltonian reduces
the refrigerator’s effectiveness, for any value of τ, see Fig. 8.
We now optimize the functioning of this system as an ab-
sorption refrigerator, using a method termed differential evo-
lution [69, 70]. The basic essence of this method is to vary
some of the parameters of the system with the aim of max-
imizing a given quantity of interest. In our framework, we
focus on the heat current Q˙D,1 extracted from the coldest reser-
voir, and use a differential evolution algorithm to improve its
value by changing a (sub-)set of system parameters. A de-
scription of the algorithm used to implement this is found
in Appendix A. In this cases we fixed the temperature of
the baths to T1 = 1, T2 = 1.5, T3 = 2.5 and the rates
gi = g = 1 and allowed the other parameters to vary. The
resulting optimal parameters are: τ = 0,K1,2 = 15.0,K1,3 =
−17.4,K2,3 = −25.1, φ1,3 = −φ1,2 = −φ2,3 = 2pi/3. These
gives Q˙1 = 0.071, Q˙2 = −0.36, Q˙3 = 0.29 corresponding to
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FIG. 8. Q˙D,1 (Blue), Q˙D,1(Orange), Q˙D,3(Green) and Q˙ND,1 + Q˙ND,2 +
Q˙ND,3 (Red) as a function of τ. K1,2 = −24,K1,3 = −20, φ1,2 = pi6 =−φ1,3, φ2,3 = 0, gi = g = 1,T1 = 1,T2 = 1.5,T3 = 2.5, K2,3 = 0.
Notice that the four curves sum up exactly to zero for any τ.
COP = 0.25.
These optimization results yield a much larger refrigeration
power thanks to the condition K2,3 , 0 compared to what we
found previously in Fig. 7 with K2,3 = 0. These increased
power is however at the expense of the COP which is now
lower. Interestingly, the optimization outputs the parameter
τ = 0 corresponding to the classical regime.
VII. THE TRIMER AS A THERMAL CONTROL DEVICE
The trimer system is interesting from a thermal control as-
pect as well, with possibilities of rectification and switching
[20–36]. In the following we consider the linear chain ge-
ometry with K1,3 = 0. We start with the case of a switching
device. In the case with τi = 0, if the middle bath at temper-
ature T2 is not attached to the corresponding rotor 2, then the
latter will be unable to rotate and will stop any current flow-
ing between the baths at temperatures T1 and T3, see Fig. 9.
One can therefore use the coupling g2 between rotor 2 and the
middle bath as a switching parameter for the system.
Another control feature of this setup is that of rectification.
This phenomenon consists in an asymmetry of the heat flow
through the system when the heat baths at temperature T1 and
T3 are reversed. The rectification effect is measured with the
rectification coefficient:
R =
−→˙
Q
←−˙
Q
(32)
where
−→˙
Q (
←−˙
Q) is the heat flow when the temperature gradient is
left-right (right-left). Notice that no rectification is observed
in the dimer case as the system is symmetrical. To increase
the degree of asymmetry in the device with three rotors we set
the phases φi, j to be non-uniform.
As we can see from Fig. 10, the rectification coefficient has
a pi/3 periodic structure with maxima around pi/6. In the bot-
tom panel of Fig. 10 we can see the heat currents
−→˙
Q and
←−˙
Q for
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FIG. 9. Q˙D,1 (solid), Q˙D,2 (dashed), Q˙D,3 (dot-dashed) as a function
of g2. Note that at g2 = 0 the currents vanish. Other parameters:
K1,2 = −24,K2,3 = −20,K1,3 = 0, φ1,2 = pi/6, φ2,3 = −pi/6, φ1,3 =
0, g1 = g3 = 1, τi = τ = 0.
φ1,3 = 0 as a function of φ1,2. There we see that both currents
have a peak at pi/3 but that
−→˙
Q has a much broader peak than←−˙
Q which leads to the differences in heat flows.
As before we used the differential evolution algorithm to
optimise the performance of the system and search for the pa-
rameters that maximize R. In this case we fixed the tempera-
tures to T1 = 1,T2 = 1.5,T3 = 2.5 of the system as well as the
coefficients g1 = 1, g2 = 1, g3 = 10−5 to ensure that the major-
ity of the heat flowed between only two baths. The algorithm
yields the optimal parameters: τ = 0,K1,2 = 0.070,K1,3 =
−30.0,K2,3 = −0.97, φ1,2 = pi/3, φ1,3 = −0.0072, φ2,3 = 2pi/3
corresponding to R = 741.3,←−Q = 1.21 · 10−6,−→Q = 1.63 · 10−9.
From these results, we conclude that large rectification coef-
ficients are indeed possible though the resulting current flows
are very small.
VIII. CONCLUSION
To conclude, in this work, we have shown how the local
ME modelling of an open quantum system is always consis-
tent with the thermodynamics laws. Our proof is based on
the structure of the ME itself, and does not resort on any mi-
croscopic model, such as the collisional one. By identifying
the relevant contributions to system energy evolution in the
Heisenberg picture, we have pinpointed the proper heat cur-
rents that satisfy the second law of thermodynamics. Our anal-
ysis, therefore, leads us to formulate the correct expression of
the second law for the case of the local ME. Furthermore, us-
ing an intuitive argument, we have recovered the expression
of the quantum heat currents by manipulating the expression
of the quantum probability currents, a procedure standardly
used in classical stochastic thermodynamics.
We have used our general results to study two and three
rotor systems. In particular, we have shown that the trimer
behaves, in certain parameters regimes, as an absorption re-
frigerator. We have characterized its performance in terms of
0.50 0.25 0.00 0.25 0.50
1, 2/
0.6
0.4
0.2
0.0
0.2
0.4
0.6
1, 3/
0
2
4
6
8
10
0.6 0.4 0.2 0.0 0.2 0.4 0.6
1, 2/
0
2
4
6
8
0.00
0.05
0.10
0.15
0.20
0.25
0.30Q
Q
FIG. 10. (Top) Rectification coefficient R as a function of φ1,3 and
φ1,2. The blue horizontal line highlights the rectification coefficient
obtained for φ1,3 = 0 and displayed in the bottom panel (dot dashed).
Also shown in the bottom panel (right y-axis) are the heat currents−→˙
Q (solid) and
←−˙
Q (dashed). Other parameters: K1,2 = −24,K2,3 =
0,K1,3 = −20, φ2,3 = 0, g1 = g3 = 1, g2 = 10−5, τi = τ = 0,T1 =
1,T2 = 1.5,T3 = 2.5.
refrigeration power and coefficient of performance. In addi-
tion we have shown that such a systems can also be used as
thermal control devices able to act both as a switch and a rec-
tifier.
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Appendix A: Differential Evolution algorithm
Differential evolution [69, 70] is an iterative method for
finding a global optimum of a function. Unlike other meth-
ods of optimization, like the gradient descent technique, it
does not require the gradient of the function in question. This
method works by generating a set of possible variables for
the system and then mixing them together to form a set of
offspring vectors that are compared to the original set with
9replacing them if they provide an improvement. The full al-
gorithm for this is as follows. First, an initial variable vector
Uit is generated, a set of Np d-dimensional vectors , where d is
the number of parameters being optimised over. For this work
we set Np equal to twice the number of parameters to opti-
mise. In addition, the function F to be optimised is chosen.
Then, the algorithm proceeds with the following steps:
1. Generate Np mutant vectorsM via the formula:
Mi = Ukt + F(Ult −Umt ) (A1)
where {k, l,m} , i are mutually exclusive integers
randomly chosen in the interval [1,Np]
2. From these Np vectors, a new offspring vectorOi is gen-
erated:
Oi =
Mi if i = j or Ran[0, 1] < CrUi otherwise (A2)
where Cr is the crossover factor.
3. The offspring vector is compared to the current param-
eter vector and is replaced if yileding a better value for
the cost function:
Uit+1 =
Oi F(Oi) > F(Ui)Ui otherwise (A3)
4. The process is repeated until convergence.
Following discussion in [98] we randomly choose {F,Cr} each
iteration from the values {1, 0.1}, {1, 0.9}, {0.8, 0.2}.
[1] R. Kosloff, Entropy 15, 2100 (2013).
[2] S. Vinjanampathy and J. Anders, Contemporary Physics 57,
545 (2016).
[3] J. Goold, M. Huber, A. Riera, L. del Rio, and P. Skrzypczyk,
Journal of Physics A: Mathematical and Theoretical 49, 143001
(2016).
[4] J. Millen and A. Xuereb, New Journal of Physics 18, 011002
(2016).
[5] F. Binder, L. A. Correa, C. Gogolin, J. Anders, and G. Adesso,
eds., Thermodynamics in the Quantum Regime (Springer,
2018).
[6] S. Deffner and S. Campbell, Quantum Thermodynamics: An
introduction to the thermodynamics of quantum information
(Morgan & Claypool, 2019).
[7] K. Sekimoto, Stochastic Energetics, Lecture Notes in Physics
(Springer, 2010).
[8] U. Seifert, Reports on Progress in Physics 75, 126001 (2012).
[9] H. E. D. Scovil and E. O. Schulz-DuBois, Phys. Rev. Lett. 2,
262 (1959).
[10] J. E. Geusic, E. O. S. Bois, R. W. De Grasse, and H. E. D.
Scovil, Journal of Applied Physics 30, 1113 (1959).
[11] R. Alicki, Journal of Physics A: Mathematical and General 12,
L103 (1979).
[12] R. Kosloff and A. Levy, Annual Review of Phys-
ical Chemistry 65, 365 (2014), pMID: 24689798,
https://doi.org/10.1146/annurev-physchem-040513-103724.
[13] P. G. Steeneken, K. Le Phan, M. J. Goossens, G. E. J. Koops,
G. J. A. M. Brom, C. van der Avoort, and J. T. M. van Beek,
Nature Physics 7, 354 EP (2011), article.
[14] J. Roßnagel, S. T. Dawkins, K. N. Tolazzi, O. Abah, E. Lutz,
F. Schmidt-Kaler, and K. Singer, Science 352, 325 (2016),
https://science.sciencemag.org/content/352/6283/325.full.pdf.
[15] G. Maslennikov, S. Ding, R. Hablu¨tzel, J. Gan, A. Roulet,
S. Nimmrichter, J. Dai, V. Scarani, and D. Matsukevich, Na-
ture Communications 10, 202 (2019).
[16] D. von Lindenfels, O. Gra¨b, C. T. Schmiegelow, V. Kaushal,
J. Schulz, M. T. Mitchison, J. Goold, F. Schmidt-Kaler, and
U. G. Poschinger, Phys. Rev. Lett. 123, 080602 (2019).
[17] J. Klatzow, J. N. Becker, P. M. Ledingham, C. Weinzetl, K. T.
Kaczmarek, D. J. Saunders, J. Nunn, I. A. Walmsley, R. Uzdin,
and E. Poem, Phys. Rev. Lett. 122, 110601 (2019).
[18] J. P. S. Peterson, T. B. Batalha˜o, M. Herrera, A. M. Souza, R. S.
Sarthour, I. S. Oliveira, and R. M. Serra, Phys. Rev. Lett. 123,
240601 (2019).
[19] M. Gluza, J. Sabino, N. H. Y. Ng, G. Vitagliano, M. Pezzutto,
Y. Omar, I. Mazets, M. Huber, J. Schmiedmayer, and J. Eisert,
“Quantum field thermal machines,” (2020), arXiv:2006.01177
[quant-ph].
[20] P. Ben-Abdallah and S. Biehs, Phys. Rev. Lett. 112, 044301
(2014).
[21] G. T. Landi, E. Novais, M. J. de Oliveira, and D. Karevski,
Phys. Rev. E 90, 042142 (2014).
[22] L. Schuab, E. Pereira, and G. T. Landi, Phys. Rev. E 94, 042122
(2016).
[23] B. Guo, T. Liu, and C. Yu, Phys. Rev. E 98, 022118 (2018).
[24] B. Guo, T. Liu, and C. Yu, Phys. Rev. E 99, 032112 (2019).
[25] B. Li, L. Wang, and G. Casati, Applied Physics Letters 88,
143501 (2006), https://doi.org/10.1063/1.2191730.
[26] N. Li, J. Ren, L. Wang, G. Zhang, P. Ha¨nggi, and B. Li, Rev.
Mod. Phys. 84, 1045 (2012).
[27] K. Joulain, J. Drevillon, Y. Ezzahri, and J. Ordonez-Miranda,
Phys. Rev. Lett. 116, 200601 (2016).
[28] E. Mascarenhas, M. F. Santos, A. Auffe`ves, and D. Gerace,
Phys. Rev. A 93, 043821 (2016).
[29] E. Pereira, Phys. Rev. E 95, 030104 (2017).
[30] F. Giazotto and M. J. Martı´nez-Pe´rez, Nature 492, 401 (2012).
[31] W. Chung Lo, L. Wang, and B. Li, Journal of
the Physical Society of Japan 77, 054402 (2008),
https://doi.org/10.1143/JPSJ.77.054402.
[32] A. Ronzani, B. Karimi, J. Senior, Y. Chang, J. T. Peltonen,
C. Chen, and J. P. Pekola, Nature Physics 14, 991 (2018).
[33] A. Mandarino, K. Joulain, M. D. Gmez, and B. Bellomo,
“Thermal transistor effect in quantum systems,” (2019),
arXiv:1902.01309 [quant-ph].
[34] A. Riera-Campeny, M. Mehboudi, M. Pons, and A. Sanpera,
Phys. Rev. E 99, 032126 (2019).
[35] A. Hewgill, J. O. Gonza´lez, J. P. Palao, D. Alonso, A. Ferraro,
and G. De Chiara, Phys. Rev. E 101, 012109 (2020).
[36] R. T. Wijesekara, S. D. Gunapala, M. I. Stockman, and M. Pre-
maratne, Phys. Rev. B 101, 245402 (2020).
10
[37] H. Breuer and F. Petruccione, The theory of open quantum sys-
tems (Oxford University Press, Oxford New York, 2002).
[38] A. Rivas and S. F. Huelga, Open quantum systems : an intro-
duction (Springer, Heidelberg New York, 2012).
[39] E. Davies, Communications in Mathematical Physics 39, 91
(1974).
[40] V. Gorini, A. Kossakowski, and E. C. G. Sudar-
shan, Journal of Mathematical Physics 17, 821 (1976),
http://aip.scitation.org/doi/pdf/10.1063/1.522979.
[41] G. Lindblad, Communications in Mathematical Physics 17, 821
(1976).
[42] A´. Rivas, A. D. K. Plato, S. F. Huelga, and M. B. Plenio, New
Journal of Physics 12, 113032 (2010).
[43] L. A. Correa, J. P. Palao, G. Adesso, and D. Alonso, Phys. Rev.
E 87, 042131 (2013).
[44] P. H. Guimara˜es, G. T. Landi, and M. J. de Oliveira, Phys. Rev.
E 94, 032139 (2016).
[45] A. S. Trushechkin and I. V. Volovich, EPL (Europhysics Let-
ters) 113, 30005 (2016).
[46] J. O. Gonzlez, L. A. Correa, G. Nocerino, J. P. Palao, D. Alonso,
and G. Adesso, Open Systems & Information Dynamics 24,
1740010 (2017), https://doi.org/10.1142/S1230161217400108.
[47] P. P. Hofer, M. Perarnau-Llobet, L. D. M. Miranda, G. Haack,
R. Silva, J. B. Brask, and N. Brunner, New Journal of Physics
19, 123037 (2017).
[48] G. Deordi and A. Vidiella-Barranco, Optics Communications
387, 366 (2017).
[49] M. T. Mitchison and M. B. Plenio, New Journal of Physics 20,
033005 (2018).
[50] M. T. Naseem, A. Xuereb, and O. E. Mu¨stecaplıog˘lu, Phys.
Rev. A 98, 052123 (2018).
[51] N. Shammah, S. Ahmed, N. Lambert, S. De Liberato, and
F. Nori, Phys. Rev. A 98, 063815 (2018).
[52] M. Cattaneo, G. L. Giorgi, S. Maniscalco, and R. Zambrini,
New Journal of Physics 21, 113045 (2019).
[53] A. Levy and R. Kosloff, EPL (Europhysics Letters) 107, 20004
(2014).
[54] J. T. Stockburger and T. Motz, Fortschritte
der Physik 65, 1600067 (2017),
https://onlinelibrary.wiley.com/doi/pdf/10.1002/prop.201600067.
[55] F. Barra, Scientific Reports 5, 14873 (2015).
[56] P. Strasberg, G. Schaller, T. Brandes, and M. Esposito, Phys.
Rev. X 7, 021003 (2017).
[57] G. De Chiara, G. Landi, A. Hewgill, B. Reid, A. Ferraro,
A. J. Roncaglia, and M. Antezza, New Journal of Physics 20,
113024 (2018).
[58] F. Y. Wu, Rev. Mod. Phys. 54, 235 (1982).
[59] C. M. Lapilli, P. Pfeifer, and C. Wexler, Phys. Rev. Lett. 96,
140603 (2006).
[60] P. Fendley, Journal of Statistical Mechanics: Theory and Exper-
iment 2012, P11020 (2012).
[61] Y. Zhuang, H. J. Changlani, N. M. Tubman, and T. L. Hughes,
Phys. Rev. B 92, 035154 (2015).
[62] R. Samajdar, S. Choi, H. Pichler, M. D. Lukin, and S. Sachdev,
Phys. Rev. A 98, 023614 (2018).
[63] R.-Z. Huang and S. Yin, Phys. Rev. B 99, 184104 (2019).
[64] F. M. Surace, A. Russomanno, M. Dalmonte, A. Silva, R. Fazio,
and F. Iemini, Phys. Rev. B 99, 104303 (2019).
[65] L. Oberreiter, U. Seifert, and A. C. Barato, arXiv:2002.09078
(2020).
[66] H. C. Fogedby and A. Imparato, EPL (Europhysics Letters)
119, 50007 (2017).
[67] M. Sun˜e´ and A. Imparato, Phys. Rev. Lett. 123, 070601 (2019).
[68] K. V. Hovhannisyan and A. Imparato, New Journal of Physics
21, 052001 (2019).
[69] R. Storn and K. Price, Journal of Global Optimization 11, 341
(1997).
[70] K. Price, R. Storn, and J. Lampinen, Differential evolution :
a practical approach to global optimization (Springer, Berlin
New York, 2005).
[71] Y. Ashida and T. Sagawa, “Learning the best thermoelectric
nanoscale heat engines through evolving network topology,”
(2019), arXiv:1908.04866 [cond-mat.stat-mech].
[72] H. Spohn, Journal of Mathematical Physics 19, 1227 (1978),
https://doi.org/10.1063/1.523789.
[73] A. Imparato and L. Peliti, Journal of Statistical Mechanics:
Theory and Experiment 2007, L02001 (2007).
[74] J. P. Palao, R. Kosloff, and J. M. Gordon, Phys. Rev. E 64,
056130 (2001).
[75] N. Linden, S. Popescu, and P. Skrzypczyk, Phys. Rev. Lett.
105, 130401 (2010).
[76] A. Levy and R. Kosloff, Phys. Rev. Lett. 108, 070604 (2012).
[77] A. Levy, R. Alicki, and R. Kosloff, Phys. Rev. E 85, 061126
(2012).
[78] D. Venturelli, R. Fazio, and V. Giovannetti, Phys. Rev. Lett.
110, 256801 (2013).
[79] L. A. Correa, J. P. Palao, D. Alonso, and G. Adesso, Scientific
Reports 4, 3949 (2014).
[80] L. A. Correa, Phys. Rev. E 89, 042128 (2014).
[81] C.-s. Yu and Q.-y. Zhu, Phys. Rev. E 90, 052142 (2014).
[82] R. Silva, P. Skrzypczyk, and N. Brunner, Phys. Rev. E 92,
012136 (2015).
[83] R. Silva, G. Manzano, P. Skrzypczyk, and N. Brunner, Phys.
Rev. E 94, 032120 (2016).
[84] P. Doyeux, B. Leggio, R. Messina, and M. Antezza, Phys. Rev.
E 93, 022134 (2016).
[85] Z.-X. Man and Y.-J. Xia, Phys. Rev. E 96, 012122 (2017).
[86] A. Mu, B. K. Agarwalla, G. Schaller, and D. Segal, New Jour-
nal of Physics 19, 123034 (2017).
[87] A. Roulet, S. Nimmrichter, J. M. Arrazola, S. Seah, and
V. Scarani, Phys. Rev. E 95, 062131 (2017).
[88] J.-Y. Du and F.-L. Zhang, New Journal of Physics 20, 063005
(2018).
[89] H. C. Fogedby and A. Imparato, EPL (Europhysics Letters)
122, 10006 (2018).
[90] V. Holubec and T. Novotny´, Journal of Low Temperature
Physics 192, 147 (2018).
[91] D. Segal, Phys. Rev. E 97, 052145 (2018).
[92] R. Ha¨rtle, C. Schinabeck, M. Kulkarni, D. Gelbwaser-
Klimovsky, M. Thoss, and U. Peskin, Phys. Rev. B 98, 081404
(2018).
[93] M. Kilgour and D. Segal, Phys. Rev. E 98, 012117 (2018).
[94] S. Seah, S. Nimmrichter, and V. Scarani, Phys. Rev. E 98,
012131 (2018).
[95] S. Das, A. Misra, A. K. Pal, A. Sen(De), and U. Sen, EPL
(Europhysics Letters) 125, 20007 (2019).
[96] M. T. Mitchison, Contemporary Physics , 1 (2019),
https://doi.org/10.1080/00107514.2019.1631555.
[97] G. Manzano, G.-L. Giorgi, R. Fazio, and R. Zambrini, New
Journal of Physics 21, 123026 (2019).
[98] Y. Wang, Z. Cai, and Q. Zhang, IEEE Transactions on Evolu-
tionary Computation 15, 55 (2011).
