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Abstract
We report two rigorous results concerning the emergence of anomalous wave statistics within a
truncated KdV statistical-mechanics framework. Together, these results imply necessary conditions
for the creation of anomalous waves. We assume a mixed Gibbs ensemble that is microcanonical
in energy and macrocanonical in the Hamiltonian. Both results are for the KdV system with finite
truncation, but in the limit of large cutoff wavenumber. First, we prove that with zero inverse tem-
perature, surface displacement statistics converge to Gaussian, independent of the relative strength of
nonlinearity and dispersion. Second, we prove that if nonlinearity is absent, then surface displacement
statistics converge to Gaussian independent of the inverse temperature, as long as it satisfies a certain
physically-motivated scaling relationship. Together, these results imply that both nonlinearity and
non-zero inverse temperature are necessary to create the non-Gaussian statistics observed in recent
numerical and experimental studies.
1 Introduction
Rogue waves, also variously known as anomalous or freak waves, have been the subject of intense scientific
scrutiny over recent decades [50, 46, 16, 42, 12, 11, 22]. These abnormally large surface waves were once
disregarded as merely the tales of seafarers. Today, though, they are recognized as a real phenomenon
and a serious threat to sea vessels and naval structures [18, 31, 14]. A recent line of experimental,
numerical, and theoretical work demonstrates that anomalous waves can be triggered by abrupt changes
in bottom topography [45, 6, 27, 28, 35, 19, 43, 30, 52]. Since more complex rogue-generating mechanisms
are absent (2D geometric focusing, random wind forcing, deep-water modulational instabilities, etc.), this
simple 1D arrangement is considered a paradigm system that provides a minimal set of conditions capable
of producing anomalous behavior, while remaining simple enough to offer hope for rigorous analysis.
More specifically, Majda et al. (2019) developed the seminal statistical mechanics framework [27] to
help explain the surprising experimental observations made by Bolles et al. (2019) on anomalous waves
induced by an abrupt depth change [6]. The framework is based on statistical and dynamical analysis of
the truncated Korteweg-de Vries (TKdV) equations, with exploitation of the Hamiltonian structure to
construct a particular invariant measure that is consistent with physical constraints. The invariant mea-
sure corresponds to a mixed Gibbs ensemble that is macrocanonical in Hamiltonian and microcanonical
in energy [1, 27, 30]. The latter condition avoids the far-field divergence of the Hamiltonian, as first rec-
ognized by Abromov et al. (2003) for the truncated Burgers-Hopf system [1]. As reported in [27, 28, 30],
this model accurately predicts the anomalous behavior observed in experiments, including the heightened
skewness of the outgoing wave-field, elevated levels of extreme events and intermittency, the amplification
of high frequencies in the spectrum, and even the detailed shape of the outgoing surface-displacement
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distribution. Other studies have demonstrated the ability to predict these, and related, extreme events
through machine learning or stochastic parameterization [35, 15, 7]
These studies provide ample evidence for the creation of anomalous waves within the TKdV frame-
work, including that from direct numerical simulations [27, 30], numerical sampling of the mixed Gibbs
ensembles [27, 30], and even exact solutions for severely truncated low-dimensional systems [28]. Further-
more, the framework provides a relatively transparent description for how the system’s macrostate, i.e. its
Hamiltonian, is distributed statistical. A nice consequence of this transparency, for example, is an explicit
formula linking the outgoing displacement skewness to the surface-slope variance [27, 30]. However, the
distributions of surface displacements, or the microstates, implied by the theory have remained more
allusive, so far requiring numerical computation from either dynamical simulations or sampling of the
Gibbs ensemble. It is precisely these surface-displacement statistics that are of direct, practical interest
to oceanographers or engineers who seek to quantify and predict anomalous waves in the field.
The purpose of the present paper is to fill this theoretical gap with two rigorous statements con-
cerning the surface-displacement distributions implied by the TKdV mixed-Gibbs ensemble of Majda et
al. (20019) [27]. Taken together, these results imply necessary criteria for the emergence of anomalous
waves within the large cutoff-wavenumber limit of TKdV. In particular, both nonlinearity and non-zero
inverse temperature are necessary for surface-displacement statistics to deviate from Gaussian.
There are a wide range of complex geophysical problems for which the extraction of statistical features
is a driving interest. Examples abound from climate science [40, 23, 39], atmospheric science [32, 33, 48,
8, 41], morphology formation [20, 9, 36, 49, 13], and thermal convection studies [17, 29, 25]. The rigorous
statistical analysis presented in this paper may ultimately prove valuable for applications such as these.
2 Physical background and mathematical formulation
2.1 The KdV system and Hamiltonian structure
The physical situation motivating the present study is that examined experimentally by Bolles et al. (2019)
[6]: a randomized field of unidirectional water waves propagates through a region of constant depth,
encounters an abrupt depth change (ADC) in the bottom topography, and then continues into a region of
shallower depth. Bolles et al. (2019) discovered that an initial Gaussian distribution of surface waves can
become highly skewed upon encountering the ADC, with an elevated level of extreme events and enhanced
intermittency a short distance downstream [6]. Inspired by these observations, Majda et al. (20019)
developed the statistical mechanical TKdV framework discussed above and demonstrated its ability to
recover a wide range of the experimental measurements [27, 30].
The theory exploits the Hamiltonian structure of the TKdV system to construct invariant Gibbs
measures that describe wave statistics upstream and downstream of the ADC. Importantly, the upstream
and downstream measures are furnished with distinct inverse temperatures. This theory views the up-
stream state as an incoming wave-field with inverse temperature that is set externally, for example by
the experimental apparatus or, in the ocean, by the strength and character of the wind or tidal forcing.
The downstream state, however, is slave to the upstream one as determined by a statistical matching
condition enforced at the ADC [27, 30]. Ultimately, this matching condition yields the outgoing inverse
temperature as a function of the specified incoming inverse temperature. By altering the coefficients that
enter the Hamiltonian and thus the Gibbs measure, the depth change can dramatically alter the character
of the randomized waves and produce anomalous statistics.
The present study limits attention to the outgoing dynamics only, supposing that its inverse temper-
ature has already been set by enforcing the statistical matching condition. Our starting point is therefore
the constant-depth KdV equation [24, 21, 47] for surface displacement u(x, t)
ut + C3 uux + C2 uxxx = 0 for x ∈ [−π, π] (1)
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This equation holds in a moving reference frame that travels with the leading-order wave speed. Boundary
conditions are periodic on the normalized domain x ∈ [−π, π]. All variables u, x, t are assumed to be
in dimensionless form already, and the dimensionless coefficients C3 and C2 characterize the strength of
nonlinearity and dispersion respectively (see Moore et al. 2020 for how these dimensionless parameters
relate to physical ones [30]). The effect of the depth change is to increase the value of C3 and decrease
that of C2, thereby simultaneously promoting nonlinearity and suppressing dispersion. Once again, the
present study limits attention to the downstream state, so that C3 and C2 remain constant.
The KdV equation (1) enjoys a Hamiltonian structure, most easily defined by introducing the com-
ponents
H3 = 1
6
∫ pi
−pi
u3 dx , H2 = 1
2
∫ pi
−pi
u2x dx . (2)
We refer to H3 and H2 as the cubic and quadratic components of the Hamiltonian respectively. Then
the Hamiltonian can be expressed as
H = C2H2 − C3H3 (3)
This expression makes clear the notational choices for the coefficients C2 and C3 above. The KdV equation
(1) can then be written as
∂u
∂t
=
∂
∂x
δH
δu
(4)
where ∂x is a symplectic operator. Hence KdV (1) is a Hamiltonian system and, consequently, the
Hamiltonian (3) is conserved during evolution.
In addition, momentum and energy are also conserved under KdV dynamics
M[u] ≡
∫ pi
−pi
u dx = 0, E [u] ≡ 1
π
∫ pi
−pi
u2 dx = 1 (5)
The momentum vanishes, as indicated above, because u is measured as displacement from equilibrium.
Meanwhile, the energy has been normalized to unity due to the choice of characteristic wave amplitude.
We remark that, compared to Moore et al. (2020), we have rescaled E by a factor of 2/π to simplify the
forthcoming analysis.
2.2 The truncated KdV system and Hamiltonian structure
Following Majda et al. (2019) [27], we perform a finite Galerkin truncation of (1). To this end, consider
a spatial Fourier representation of the state variable
u(x, t) =
∞∑
k=−∞
uˆk(t) e
ikx =
∞∑
k=1
ak(t) cos(kx) + bk(t) sin(kx) , (6)
uˆk =
1
2
(ak − ibk) = 1
2π
∫ pi
−pi
u(x, t) e−ikx dx . (7)
For convenience, we have recorded both the real and the complex Fourier representations, uˆk ∈ C and
ak, bk ∈ R. Hereafter, we will usually suppress the time dependence of these coefficients. Note that
uˆ−k = uˆ
∗
k since u(x, t) is real valued and uˆ0 = 0 due to momentum vanishing. Next, consider the
Galerkin truncation at wavenumber Λ
uΛ(x, t) = PΛu =
∑
|k|≤Λ
uˆk e
ikx =
Λ∑
k=1
ak cos(kx) + bk sin(kx) , (8)
3
where PΛ is a projection operator and (7) still holds. Inserting the projected variable, uΛ, into the KdV
equation and applying the projection operator, PΛ, again where necessary produces the truncated KdV
equation (TKdV) [5, 27, 30]
∂uΛ
∂t
+
1
2
C3
∂
∂x
PΛ(uΛ)2 + C2 ∂
3uΛ
∂x3
= 0 for x ∈ [−π, π] (9)
Equation (9) represents a finite-dimensional dynamical system. The quadratic nonlinearity, ∂xPΛ(uΛ)2,
mixes the modes during evolution, and the additional projection operator in this term removes the aliased
modes of wavenumber larger than Λ. Typical values of the cutoff wavenumber used in the previous studies
are Λ = 8–32 [27, 30], whereas Majda & Qi (2019) found exact solutions for more severe truncations, as
low as Λ = 2 [28]. The rigorous results obtained in the current study, however, hold in the limit of large
cutoff-wavenumber, Λ→∞. We remark that this analysis is not necessarily the same as direct analysis
of the continuous KdV system (1).
The TKdV equation (9) enjoys nearly the same Hamiltonian structure as KdV, with the only modi-
fication being the inclusion of the projection operator,
HΛ = C2H2[uΛ]− C3H3[uΛ] , (10)
∂
∂t
uΛ =
∂
∂x
PΛ δHΛ
δuΛ
(11)
where now ∂xPΛ is the symplectic operator of interest.
The system’s microstate can either by described in physical space uΛ(x, t), in complex spectral space,
(uˆ1, uˆ2, · · · , uˆΛ) ∈ CΛ, or in real spectral space (a1, a2, · · · , aΛ, b1, b2, · · · , bΛ) ∈ R2Λ. All are equivalent
through (7)–(8), and this paper primarily uses the real spectral representation. The momentum and
energy defined in (5) are also conserved in the truncated system and have the same normalized values
M[uΛ] = 0 and E [uΛ] = 1. Parseval’s identity implies
E [uΛ] = 4
Λ∑
k=1
|uˆk|2 =
Λ∑
k=1
a2k + b
2
k = 1 (12)
Thus, in real spectral space, the TKdV dynamics of interest x(t) = (a1(t), · · · , aΛ(t), b1(t), · · · , bΛ(t)) are
confined to the unit hypersphere, S2Λ−1 = {x ∈ R2Λ : |x| = 1}, which is a compact set. This geometric
interpretation is of central importance to the present study.
2.3 Mixed microcanonical-canonical Gibbs ensemble
Following Majda et al. (2019) [27], we employ a mixed microcanonical-canonical Gibbs measure G to
examine the statistical mechanics of (9). This mixed ensemble, originally introduced by Abramov et
al. (2003) for the Burgers-Hopf system [1], is microcanonical in energy and canonical in the Hamiltonian.
The basic idea can be gleaned through the abstract representation [5]
dG ∝ exp(−βH)δ(E − 1) (13)
where β is the system’s inverse temperature. The exponential dependence with respect to the Hamiltonian
is the well-known canonical distribution, which, under suitable conditions, maximizes entropy [26]. The
role of the Dirac-delta term δ(E −1) is to confine the distribution to the compact set E = 1, thus avoiding
the far-field, sign-indefinite divergence of the cubic component H3 and thereby creating a normalizable
distribution [1, 5, 27, 30]. Previous studies have found that a positive inverse temperature, β > 0, yields
a physically realistic decaying spectrum that agrees with laboratory experiments [27, 30]. Though the
dynamical system (9) is not strictly ergodic, numerical evidence suggests that is weakly ergodic [27, 30],
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and furthermore, weak thermostatting of even just the largest mode was numerically shown to restore
stronger ergodic properties [5].
To gain a practical understanding of the mixed Gibbs measure (13), first consider the special case
of zero inverse temperature, β = 0, for which (13) reduces to the uniform measure on S2Λ−1. The
uniform measure can be identified with integration over R2Λ by sampling from any rotationally invariant
distribution and then normalizing to the unit hypersphere S2Λ−1 [1]. More specifically, consider an
arbitrary vector x = (x1, x2, · · · , x2Λ) ∈ R2Λ associated with a rotationally invariant distribution on R2Λ.
Identify this vector with a specific microstate by defining the real coefficients,
ak = xk/ |x| , bk = xΛ+k/ |x| , for k = 1, 2, · · ·Λ (14)
where |x| =
(∑2Λ
k=1 x
2
k
)1/2
is the standard 2-norm. This normalization guarantees that (12) is satisifed,
and the microstates corresponding to (14) are uniformly distributed on S2Λ−1 [1].
For simplicity, we use the standard normal distribution on R2Λ as the rotationally invariant measure:
dγ :=
2Λ∏
k=1
1√
2π
e−x
2
k
/2 dxk (15)
Then, for any measurable function on the unit hypersphere φ : S2Λ−1 → R, integration with respect to
the uniform measure dG0 on S2Λ−1 can be written as∫
S2Λ−1
φdG0 =
∫
R2Λ
φ(xˆ) dγ (16)
where xˆ = x/ |x| is a unit vector.
Now, we can precisely define the Gibbs measure (13) for arbitrary β. For any measurable function
φ : S2Λ−1 → R, let ∫
S2Λ−1
φdG = Z−1β
∫
R2Λ
φ(xˆ) exp(−βH[uΛ(xˆ)]) dγ (17)
where Zβ is the partition function, i.e. a normalization constant that depends on β and Λ.
The analysis in the remainder of the paper relies only the mixed Gibbs ensemble (17), and not on any
dynamics. Hence, in the remainder of the paper, we fix an arbitrary location in space and time (x, t),
and analyze corresponding the microstates uΛ(x, t) sampled from (17).
3 Results
In this section, we report the two main theorems of the paper. Both concern the statistical distributions
of surface displacement, uΛ(x, t), implied by the mixed Gibbs ensemble (17) at a fixed location (x, t).
The first theorem treats the case of zero inverse temperature, β = 0 with arbitrary coefficients C3 and
C2, while the second treats the case of positive inverse temperature and nonlinearity absent, C3 = 0. In
both cases, we prove that the surface-displacement statistics converge to Gaussian in the limit Λ → ∞,
implying that nonlinearity and non-zero inverse temperature are necessary conditions for anomalous wave
statistics.
3.1 TKdV with zero inverse temperature
We now introduce the first major theorem for the case of zero inverse temperature.
Theorem 3.1. For the TKdV mixed-Gibbs ensemble (17) with zero inverse temperature, β = 0, and
arbitrary choices of C2 and C3, the displacement statistics uΛ(x, t) at fixed location converge to a normal
distribution as Λ→∞.
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Proof. Consider the vector of the real Fourier basis elements evaluated at location x
B := (cosx, cos 2x, · · · , cos Λx, sinx, sin 2x, · · · , sin Λx) ∈ R2Λ (18)
As suggested by (15), let X = (X1,X2, · · · ,X2Λ) ∈ R2Λ be a standard normal random vector X ∼
N (0, I2Λ) (i.e. each component Xk ∼ N (0, 1) is i.i.d.), and let Xˆ = X/ |X| be the corresponding unit
vector. Then the corresponding microstate uΛ(x, t) from (14) can be written as
uΛ = uΛ(Xˆ) = B · Xˆ (19)
where · is the standard dot product on R2Λ. This is nothing more than a vector representation of the
real Fourier series (8), with standard normal i.i.d. coefficients, ak and bk, that have been normalized to
satisfy the unit-energy constraint (12). Let Bˆ = B/ |B| and note that |B| = √Λ. Then the above can
be rewritten as
uΛ =
|B|
|X| Bˆ ·X =
√
Λ
|X| Bˆ ·X (20)
Consider the scalar random variable
|X|2
2Λ
=
1
2Λ
2Λ∑
k=1
X2k (21)
where each Xk ∼ N (0, 1) is i.i.d. By the law of large numbers (LLN),
|X|2
2Λ
p→ 1 as Λ→∞ (22)
where
p→ indicates convergence in probability [44].
Now, returning to (20), the scalar product Bˆ · X is a finite sum of independent normal random
variables, hence is a normal random variable. Furthermore, since Bˆ is a unit vector, the variance is one,
Bˆ · X ∼ N (0, 1). Substituting the limiting value (22) into (20) implies that, in the limit Λ → ∞, uΛ
behaves as a normal random variable with variance 1/2:
uΛ ∼ N (0, 1/2) as Λ→∞ (23)
3.2 Linear TKdV with positive inverse temperature
Theorem 3.1 indicates that zero inverse temperature, β = 0, leads to Gaussian statistics of the surface
displacement, consistent with previous numerical results [27, 30]. Those studies found that positive
inverse temperatures, β > 0, can produce non-Gaussian surface-displacements, and, generally, the larger
the value of β, the stronger the deviation from Gaussian. These results raise the question: is nonlinearity
also required for the emergence of anomalous behavior?
To address this question, we now consider the special case of linear TKdV, C3 = 0, with positive
inverse temperature, β > 0, and with a particular, physically-motivated scaling of the product βC2.
Under these assumptions, we will show that the surface-displacement statistics converge to Gaussian as
Λ → ∞, indicating that nonlinearity is indeed required for anomalous behavior. More specifically, we
will show weak convergence of the random variable uΛ(x, t) to a normal random variable. That is, for
any bounded, continuous function f ∈ Cb(R → R), we will show Ef(uΛ) → Ef(Z) as Λ → ∞, where Z
is a normal random variable.
The physically-motivated scaling of interest is
βC2 = O(Λ−2) for Λ≫ 1 (24)
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This scaling can be interpreted in two ways. First, one can consider fixed β and C2 ∼ Λ−2, which is a
scaling that was justified on physical grounds by Moore et al. (2020) and was found to produce consistency
with laboratory measurements [30]. In essence, this scaling requires the dispersive coefficient to decay
with the cutoff wavenumber so that the peak spectral frequency is resolved in the TKdV model and,
furthermore, lies near the logarithmic center of the resolved modes. Alternatively, one could consider C2
fixed and β ∼ Λ−2, which would be the interpretation most appropriate for relating the results to the
continuous KdV system (1) with a non-vanishing dispersive coefficient C2. It is interesting, and perhaps
meaningful, that our results suggest a particular scaling of the inverse temperature in order to make that
connection. Interpretation aside, we henceforth assume that the scaling relation (24) holds.
With C3 = 0, the Hamiltonian reduces to
H = 1
2
C2
∫ pi
−pi
u2x dx =
1
2
πC2
Λ∑
k=1
k2(a2k + b
2
k) (25)
where we have used Parseval’s identify. Therefore, for f ∈ Cb(R → R) the expected value under (17)
simplifies to
Ef(uΛ) =
∫
S2Λ−1
f(uΛ(xˆ)) dG = Z−1β
∫
R2Λ
f(uΛ(xˆ)) exp
(
− β
′
Λ2 |x|2
Λ∑
k=1
k2
(
x2k + x
2
Λ+k
))
dγ (26)
where we have introduced a normalized inverse temperature
β′ = πβC2Λ
2 (27)
By the scaling assumption (24), β′ = O(1) with respect to Λ. We now state the second main theorem of
the paper.
Theorem 3.2. For the TKdV mixed-Gibbs ensemble (17) with nonlinearity absent, C3 = 0, and positive
inverse temperature β > 0, the displacement statistics uΛ(x, t) at fixed location converge to a normal
distribution as Λ→∞, as long as the scaling relationship (24) holds, that is β′ = O(1) with respect to Λ.
Simple argument (non-rigorous). The essence of the proof is relatively simple, and so we provide
this main part of the argument before going back to fill in some technical details. As seen in the proof
of Theorem 3.1, for a standard normal vector X ∼ N (0, I2Λ), the LLN gives |X|2 /(2Λ) p→ 1 as Λ→∞.
This relationship motivates the naive substitution |x|2 ≈ 2Λ in (26), or more generally |x|2 ≈ 2Λ/α,
where α > 0 is simply an extra degree of freedom. After making this substitution, some straightforward
calculation produces
Ef(uΛ) ≈
∫
R2Λ
f(uΛ(yˆ)) dγΣ (28)
where γΣ is a modified Gaussian measure that has covariance matrix
Σ = diag
(
σ21, σ
2
2 , · · · , σ2Λ, σ21 , σ22 , · · · , σ2Λ
)
(29)
σ2k =
Λ3
Λ3 + αβ′k2
< 1 for k = 1, 2, · · · ,Λ (30)
More explicitly
dγΣ =
Λ∏
k=1
1
2πσ2k
exp
(
−y
2
k + y
2
Λ+k
2σ2k
)
dykdyΛ+k (31)
The above is a change of measure from the standard, isotropic Gaussian dγ with covariance I2Λ, to
an anisotropic Gaussian with covariance Σ. Hence, we can follow the same reasoning as in the proof
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of Theorem 3.1, except with a random vector Y ∈ R2Λ drawn from the altered normal distribution
Y ∼ N (0,Σ). Notice that in (28) the normalization constant Zβ has dropped out, which can be seen by
simply taking φ ≡ 1 as the test function.
Mirroring the proof of Theorem 3.1, we fix an arbitrary location x and consider the vector of basis
functions B ∈ R2Λ from (18), which has corresponding microstate
uΛ = uΛ(Yˆ ) =
|B|
|Y | Bˆ · Y =
√
Λ
|Y | Bˆ · Y (32)
where Y ∼ N (0,Σ). The scalar product Bˆ · Y is a finite sum of independent normal random variables
(though not identically distributed) and hence is a normal variable [44]. Considering the scalar random
variable
|Y |2
2Λ
=
1
2Λ
2Λ∑
k=1
Y 2k . (33)
The LLN gives
|Y |2
2Λ
p→ 1
2Λ
Λ∑
k=1
2σ2k < 1 as Λ→∞ (34)
The bound in (34) results from (30), and the convergence in probability is guaranteed because Var
[
|Y |2/2Λ
]
is finite as Λ → ∞ (as will be verified in the next section) [44]. Hence, the pre-factor √Λ/ |Y | in (32)
converges to a finite limit, implying that uΛ behaves asymptotically like a normal random variable. What
is the variance? The variance of uΛ can be computed by brute force (summing the variance σ
2
k of each
random variable Yk) or by simply recalling the normalization (12) which gives Var (uΛ) = 1/2 for any Λ.
Therefore
uΛ ∼ N (0, 1/2) as Λ→∞ (35)
Rigorous proof. The preceding argument gives the main intuition underlying Theorem 3.2, but it is
not rigorous since the naive substitution |x|2 ≈ 2Λ/α that produced (28) was not justified. As always,
the devil is in the details. We will now determine the specific value of α for which this substitution can be
justified and bound the error that is incurred. The key is to perform the change of measure to dγΣ while
controlling the integrand carefully. We break the proof into a few parts, the first of which is a domain
truncation that will eventually enable the change of measure.
Domain truncation: Consider a random vector X ∼ N (0, I2Λ), and the associated random variable
X2
2Λ
=
1
2Λ
2Λ∑
k=1
X2k =
|X|2
2Λ
(36)
The random variable X2
2Λ
has an expected value E
[
X2
2Λ
]
= 1 and a variance of
Var
(
X2
2Λ
)
=
1
4Λ2
2Λ∑
k=1
Var
(
X2k
)
=
1
Λ
(37)
since Var
(
X2k
)
= 2 for each k. Consider the set
A =
{∣∣∣X22Λ − 1∣∣∣ < Λ−p} (38)
8
where p > 0 will be chosen later. Applying Chebyshev’s inequality [44] with ǫ = Λ−p gives
P[Ac] = P
{∣∣∣X22Λ − 1∣∣∣ ≥ Λ−p} ≤ Λ2pVar (X22Λ) = Λ−1+2p (39)
which is equivalent to the measure bound γ(Ac) ≤ Λ−1+2p. To make the measure of Ac asymptotically
small, it suffices to chose any p in the range 0 < p < 1/2.
We will now bound the integrand in (26) in order to show convergence as Λ→∞. In particular, the
normalization constant Zβ must be included in these bounds. First, the bound
1
|x|2
Λ∑
k=1
k2
Λ2
(
x2k + x
2
Λ+k
)
< 1 (40)
immediately gives
exp
(
− β
′
Λ2 |x|2
Λ∑
k=1
k2
(
x2k + x
2
Λ+k
)) ≥ exp (−β′) (41)
Therefore, the normalization constant Zβ is bounded below by
Zβ :=
∫
R2Λ
exp
(
− β
′
Λ2 |x|2
Λ∑
k=1
k2
(
x2k + x
2
Λ+k
))
dγ ≥ exp (−β′) (42)
since γ is a probability measure.
Now, the argument of the exponential in (26) is non-positive, and f ∈ Cb(R→ R) is bounded |f | < M .
Therefore, (42) gives an overall bound on the integrand in (26),∣∣∣∣∣Z−1β f(uΛ(xˆ)) exp
(
− β
′
Λ2 |x|2
Λ∑
k=1
k2
(
x2k + x
2
Λ+k
))∣∣∣∣∣ ≤M exp (β′) (43)
Importantly, this bound is independent of Λ, since by assumption β′ = O(1). The bound (39), shows
that γ(Ac)→ 0 as Λ→∞, and therefore
∫
Ac
Z−1β f(uΛ(xˆ)) exp
(
− β
′
Λ2 |x|2
Λ∑
k=1
k2
(
x2k + x
2
Λ+k
))
dγ → 0 as Λ→∞ (44)
Of course, the same holds for any subset of Ac. In particular, taking a radius of R2 = 2Λ(1 + Λ−p) gives
the containment
{
|x|2 ≥ R2
}
⊂ Ac, and thus
Ef(uΛ)→
∫
|x|<R
Z−1β f(uΛ(xˆ)) exp
(
− β
′
Λ2 |x|2
Λ∑
k=1
k2
(
x2k + x
2
Λ+k
))
dγ as Λ→∞ . (45)
Change of measure: So far, we have successfully truncated the integration (26) to a finite domain and
shown that the expected value Ef is unaffected asymptotically as Λ → ∞. The next step is to perform
a change of measure to the anistropic dγΣ. First note that
1
|x|2 =
α
2Λ
+
1
2Λ
(
2Λ
|x|2 − α
)
(46)
where α > 0. Therefore, (45) can be rewritten as
Ef(uΛ)→
∫
|y|<R
Z˜β
−1
f(uΛ(yˆ)) exp
(
− β
′
2Λ3
(
2Λ
|y|2 − α
) Λ∑
k=1
k2
(
y2k + y
2
Λ+k
))
dγΣ as Λ→∞ . (47)
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Above, dγΣ is the anisotropic Gaussian measure given by (31), and Z˜β is a modified partition function
that can be calculated explicitly in terms of Zβ if desired. The variables x and y are simply dummy
integration variables, and we choose to write (47) in terms of y to distinguish the notation for the random
variables that will be introduced soon.
Now, the argument of the exponential in (47) is no longer non-negative over R2Λ. In particular, it can
grow large in the far-field, which is problematic for bounding the integrand. However, on the truncated
domain, |y| < R, the argument can be bounded as follows
− β
′
2Λ3
(
2Λ
|y|2 − α
) Λ∑
k=1
k2
(
y2k + y
2
Λ+k
) ≤ αβ′
2Λ
Λ∑
k=1
k2
Λ2
(
y2k + y
2
Λ+k
) ≤ αβ′
2Λ
|y|2 ≤ αβ′ (1 + Λ−p) (48)
Additionally, the normalization constant Z˜β
−1 ≤ exp(β′) can be bounded by the exact same reasoning
as before, owing to the fact that dγΣ is a probability measure. These results give the overall bound on
the integrand in (47)∣∣∣∣∣Z˜β−1f(uΛ(yˆ)) exp
(
− β
′
2Λ3
(
2Λ
|y|2 − 1
) Λ∑
k=1
k2
(
y2k + y
2
Λ+k
))∣∣∣∣∣ ≤M exp (β′ + 2αβ′) (49)
which holds within the truncated domain |y| < R. Importantly, this bound is independent of Λ by the
scaling assumption (24).
We now apply the Chebyshev-inequality argument used before, except this time with the random
variable Y ∼ N (0,Σ) corresponding to the measure dγΣ. Consider the associated random variable
Y 2
2Λ
=
1
2Λ
2Λ∑
k=1
Y 2k =
|Y |2
2Λ
(50)
This variable has expected value
µ := E
[
Y 2
2Λ
]
=
1
2Λ
Λ∑
k=1
2σ2k < 1 (51)
The inequality above relies on the fact that σ2k < 1 for all k as expressed in (30). Meanwhile, the variance
is given by
Var
[
Y 2
2Λ
]
=
1
4Λ2
2Λ∑
k=1
Var
[
Y 2k
]
=
1
4Λ2
Λ∑
k=1
4σ4k <
1
Λ
(52)
which relies on the fact that Var[X2] = 2σ4 for a normal random variable with variance σ2.
Now consider the set
B =
{∣∣∣Y 22Λ − µ∣∣∣ < Λ−q} (53)
for some q > 0 to be chosen later. Chebyshev’s inequality gives
P [Bc] ≤ Λ2q Var
[
Y 2
2Λ
]
< Λ−1+2q (54)
where the bound (52) has been applied. As before, this bound in probability is equivalently to the bound
in measure γΣ(B
c) < Λ−1+2q, suggesting that q should be chosen in the range 0 < q < 1/2. Furthermore,
if q ≥ p, then µ < 1 implies the containment B ⊂ {|y| < R}. In that case, (49) provides a bound for the
integrand in (47), and γΣ(B
c)→ 0 as Λ→∞, which implies
Ef(uΛ)→
∫
B
Z˜β
−1
f(uΛ(yˆ)) exp
(
− β
′
2Λ3
(
2Λ
|y|2 − α
) Λ∑
k=1
k2
(
y2k + y
2
Λ+k
))
dγΣ as Λ→∞ . (55)
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Next, we would like to choose the degree of freedom α to make the argument of the exponential in
(55) small on the set B. Recall that, on the set B,∣∣∣∣∣ |y|
2
2Λ
− µ
∣∣∣∣∣ < Λ−q (56)
Comparing (55) and (56) makes it clear that α = µ should be chosen, which implies, through (51) and
(30), that α is a root of the nonlinear algebraic equation
F (α) := α− 1
Λ
Λ∑
k=1
1
1 + αβ′k2/Λ3
= 0 (57)
Since F (1) > 0 and F (0) < 0, it is clear that a root exists in the interval 0 < α < 1 by the Intermediate
Value Theorem.
Setting α = µ equal to the root of (57), implies that
2Λ
|y|2 − α = O(Λ
−q) (58)
holds on the set B. Furthermore,
1
2Λ3
Λ∑
k=1
k2
(
y2k + y
2
Λ+k
) ≤ 1
2Λ
Λ∑
k=1
k2
Λ2
(
y2k + y
2
Λ+k
) ≤ |y|2
2Λ
(59)
and the right-hand side is bounded on the set B. Therefore, on the set B, the argument of the exponential
in (55) is O(Λ−q), which simplifies (55) to
Ef(uΛ)→
∫
B
Z˜β
−1
f(uΛ(yˆ))
(
1 +O(Λ−q)) dγΣ as Λ→∞ . (60)
Finally, since γΣ(B
c)→ 0 as Λ→∞ and the integrand in the above is bounded, the domain of integration
can once again be expanded,
Ef(uΛ)→
∫
R2Λ
f(uΛ(yˆ)) dγΣ as Λ→∞ . (61)
where the vanishing O(Λ−q) contribution has been removed. In (61), Z˜β has been replaced by its limiting
value Z˜β → 1 as Λ → ∞, which can be seen by simply taking φ ≡ 1 as the test function. The only
requirements on p and q are that 0 < p ≤ q < 1/2, so it suffices to choose p = q = 1/3 for example.
Importantly, the measure γΣ in (61) is Gaussian. Therefore, the steps between (32)–(34) in the non-
rigorous proof apply, with (52) providing the justification for (34). If Z = uΛ(Yˆ ), where Y ∼ N (0,Σ),
then Z is a normal random variable, and (61) shows that Ef(uΛ) → Ef(Z) as Λ → ∞. The variance
VarZ = 1/2 can be obtained by simply recalling the normalization (12). We have therefore established
the desired convergence in probability, and uΛ(x, t) asymptotically behaves like a normal random variable
uΛ ∼ N (0, 1/2) as Λ→∞ (62)
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4 Conclusions
This paper reports two fundamental results, Theorems 3.1 and 3.2, on the surface-displacement distri-
butions implied by a mixed microcanonical-canonical Gibbs ensemble of the truncated KdV system. We
have shown that if either the inverse temperature vanishes or nonlinearity is absent, then displacement
statistics converge to Gaussian in the large cutoff-wavenumber limit of TKdV. Taken together, these
results imply necessary conditions for anomalous wave statistics. In particular, both non-zero inverse
temperature and nonlinearity must be present for the displacement statistics to deviate from Gaussian.
The findings provides a rigorous foundation to support numerical observations made in previous studies
[27, 30].
In addition to the end results, the proofs of the theorems provide some important insights into TKdV
statistical mechanics that will likely prove valuable in future studies. First, it is a remarkable coincidence
that the same scaling relationship (24) obtained from physical reasoning in earlier work [30] seems to
be essential for the proof of Theorem 3.2. Without this relationship, the argument of the exponential
in (26) cannot be controlled, and there appears no way to bound the error incurred by the change of
measure. This coincidence suggests that relationship (24) may play a fundamental role in TKdV statistical
mechanics. In particular, if one were to extend the statistical-mechanics of the truncated system to the
continuous KdV system with non-vanishing dispersion, (24) suggests taking the inverse temperature to
approach zero at a particular rate. There have been complementary results from statistical-mechanics
analysis of continuous PDE systems [51, 37, 10, 3, 4, 38] versus discrete counterparts [1, 2, 26, 27, 28, 30],
but it is not always clear how to reconcile the two perspectives. For the case of KdV, perhaps scaling
relationship (24) offers the long-sought bridge between the two.
Second, the change of measure to an anisotropic Gaussian in Eqs. (29)–(31), with the appropriate
choice of α, suggests an ultra-efficient importance sampling algorithm for generating independent samples
of the Gibbs ensemble (17) [34]. In particular, for the nominal distribution (17), one can take γΣ from
(31) as the importance distribution, with α the root of the algebraic equation (57). In the case of linear
TKdV, C3 = 0, this importance distribution is exact. More generally, for nonlinear TKdV the importance
distribution generates microstates with the proper spectral decay that can be input into an acceptance-
rejection step to sample the general Gibbs measure (17). Unlike the commonly used Markov-Chain Monte
Carlo (MCMC) which produces correlated samples, the proposed algorithm would generate independent
samples, and it would do so at a low computational cost due to the strong overlap between the nominal
and importance distributions. Moreover, it would be trivial to make this algorithm massively parallel for
implementation on a GPU.
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