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Abstract
This paper is concerned with the design of optimal control for finite-dimensional control-
affine nonlinear dynamical systems. We introduce an optimal control problem that
specifically optimizes nonlinear observability in addition to ensuring stability of the
closed loop system. A recursive algorithm is then proposed to obtain an optimal
state feedback controller to maximize the resulting non-quadratic cost functional. The
main contribution of the paper is presenting a control synthesis procedure that pro-
vides closed loop asymptotic stability, on one hand, and empirical observability of the
system, as a transient performance criteria, on the other.
Keywords: Nonlinear observability, optimal state feedback, stability, gradient-based
algorithm
1. Introduction
A primary consideration in the control synthesis examined in this paper is system
observability. This is motivated by the inherent coupling in the actuation and sensing
in nonlinear systems; as such, one might be able to make a system more observable by
changing the control inputs [1, 2, 3].5
Our goal in this work is designing a process for efficiently choosing the inputs of
a nonlinear system to improve the overall sensing performance (measured by the em-
pirical Gramian). This task is motivated through problems where the reconstruction of
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the state is challenging and it becomes imperative to actively acquire, sense, and esti-
mate it; an example of such a problem is robot localization operating in an unknown10
environment. The problem of active sensing has received significant attention in the
robotics community in recent years. In this context, a robot can use the path that max-
imizes observability to more effectively localize itself or to effectively construct a map
of the environment [4, 5]. In [4], sampling trajectories for autonomous vehicles are
selected to maximize observability of an environmental flow field. In that work, an15
iterative technique has been used on a finite sampling of parameters instead of exam-
ining all possible sampling trajectories. Moreover, the resulting optimized path was
computed by an exhaustive search. In [5], an optimal path is given for a particular case
of omnidirectional vehicle moving in a planar environment with only two markers. Yu
et al. [6] have developed a path planning algorithm based on dynamic programming20
for navigation of a micro aerial vehicle (MAV) using bearing-only measurements. In
their proposed algorithm, at each time step, one of the three possible choices of roll
command is selected by solving an optimization problem based on an observability
criterion for the chosen path. Each of these approaches are applicable for a specific
type of nonlinear systems; solving the problem of choosing controls to improve the25
observability of an arbitrary nonlinear system in general is a challenging problem.
The fundamental step toward designing an observability-based optimal controller is
to formulate the goal of control as a long-term optimization of a scalar cost function. In
order to formulate this control design problem using optimal control, one must define
an objective that be used to evaluate the long-term performance of running each candi-30
date control policy, u(x) (from each initial condition x0), subject to relevant algebraic
and dynamic constraints. Several measures have been used in the literature to evalu-
ate the observability of a system. In the case of the observability-based optimization
problem, the observability Gramian has been the most popular notion used to evaluate
observability. In order to perform an optimization on the observability Gramian ma-35
trix, a scalar function of the matrix must be chosen. The smallest singular value [7, 8],
the determinant [9, 10, 11], the trace [12, 13], and the spectral norm [14] of the ob-
servability Gramian are candidate measures for observability optimization. However,
the analytical computation of the nonlinear observability Gramian is expensive and re-
2
quires that the system dynamics be described by smooth functions. An alternative tool40
used to measure the level of observability for nonlinear systems is the empirical ob-
servability Gramian. To compute the empirical observability Gramian, one only needs
to collect empirical data (either from experiments or simulation).
For nonlinear systems, optimal state feedback can be obtained from the solution of
the Hamilton-Jacobi-Bellman (HJB) equation. This equation is usually hard to solve45
analytically. Over the last few years, with increasingly powerful computers and effi-
cient algorithms, the popularity of numerical optimal control has considerably grown.
In this direction, different approximation methods have been used to obtain suboptimal
feedback control policies for quadratic [15, 16] or non-quadratic [17, 18] cost func-
tionals. Most of these solution methods involve solving Riccati equations and a series50
of linear algebraic or differential equations. In this work, we use a recursive algorithm
to find a solution to our optimization problem that maximizes the system observabil-
ity. Along the way, we approximate the solution to the optimal control with piecewise
linear controls.
In comparison with the previous observability-based path planning algorithms re-55
ported in the literature, the state feedback obtained in this paper can be applied to a
larger family of nonlinear systems; the algorithm also ensures the closed loop stability.
In particular, utilizing the concept of observability Gramian, and tools from optimal
control theory, this paper develops an algorithm for suboptimal piecewise linear state
feedback controller with stability guarantees. The objective function examined in this60
paper is quadratic in state and control, augmented with an observability measure. One
of our contribution is presenting an observability index, whose optimization does not
have adverse effects on the stability of the system.
2. Mathematical Preliminaries
Consider a linear time invariant system of the form65
x˙= Ax+Bu
y=Cx ,
(1)
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for which, the observability Gramian,
Wo,L =
∫ t f
0
eA
T tCTCeAtdt , (2)
can be computed to evaluate the observability of a linear system [8]. A linear sys-
tem is (fully) observable if and only if the corresponding observability Gramian is full
rank [19]. In the linear setting, if the observability Gramian is rank deficient, certain
states (or directions in the state space) cannot be reconstructed from the sensor data,
regardless of the control policy being applied. While the observability Gramian works70
well for determining the observability of linear systems, analytical observability con-
ditions for nonlinear systems quickly become intractable, necessitating modifications
for computational tractability. One approach is evaluation of nonlinear observability
Gramian through linearization and the corresponding Jacobian matrices; however, this
approach only provides an approximation of the local observability for a specific trajec-75
tory. One alternative method to evaluate observability of a nonlinear system is using the
relatively new concepts of the observability covariance or the empirical observability
Gramian [8]. This approach provides a more accurate description of a nonlinear sys-
tem’s observability, while being less computationally expensive than analytical tools
such as Lie algebraic based methods. To set the stage for the main contribution of the80
paper, let us first provide a brief overview of the empirical observability Gramian and
how it is used to evaluate the observability of nonlinear systems.
Consider the problem of system observability for nonlinear systems in control
affine form, 
x˙= f0(x)+
p
∑
i=1
fi(x)ui, x ∈ Rn,
y= h(x), y ∈ Rm. (3)
For such systems, f0(x) is referred to as the drift vector field or simply drift, and fi(x)
are termed the control vector fields.
The empirical observability Gramian for the nonlinear system (3) is constructed as
follows. For ε > 0, let x±i0 = x0± εei be the perturbations of the initial condition and
y±i(t) be the corresponding output, where ei is the ith unit vector in Rn. For the system
4
(3), the empirical observability Gramian Wo, is an n×n matrix, whose (i, j) entry is
Woi j =
1
4ε2
∫ t f
0
(
y+i(t)−y−i(t))T (y+ j(t)−y− j(t))dt. (4)
It can be shown that if the system dynamics (f0 and fi functions in (3)) are smooth,85
then the empirical observability Gramian converges to the local observability Gramian
as ε → 0. Note that the perturbation, ε , should always be chosen such that the system
stays in the region of attraction of the equilibrium point of the system. The largest
singular value [14], the smallest eigenvalue [8], the determinant [4, 11], and the trace
of the inverse [4] of the observability Gramian have been used as different measures90
for the observability.
The empirical observability Gramian (4) is used to introduce an index for measur-
ing the degree of observability of a given nonlinear system. This index is called the
observability index; here we will use the trace of the empirical observability Gramian
for the measure of the observability, i.e.,
trace(W ) =
1
4ε2
∫ t f
0
n
∑
i=1
∥∥h(x+i(t))−h(x−i(t))∥∥2 dt , (5)
where, x±i(t) is the trajectory corresponding to the initial condition x±i0 = x0± εei.
3. Problem Formulation
In order to preserve the asymptotic convergence of the closed loop state trajectory,
we consider an augmented optimal control problem. In this augmented control prob-95
lem, the control objective is twofold:
• Improve the observability of the system in order to avoid unobservable trajecto-
ries, and
• Guarantee the stability of the system and convergence of the resulting state tra-
jectory.100
In this direction, we consider the following total cost functional
min
x,u
J =
∫ t f
0
{
l1(x,u)− l2(t,x,x±1, · · · ,x±n)
}
dt , (6)
5
l1(x,u) = xT Qx+uT Ru
l2(t,x,x±1, · · · ,x±n) = e−tsatζ
(
1
4ε2
n
∑
i=1
∥∥h(x+i)−h(x−i)∥∥2) , (7)
where, satζ (x) is
satζ (x) =
ζ if x > ζx if x≤ ζ (8)
and ζ > 0 is chosen such that the optimization problem (6) is feasible and meaningful.
The proposed cost functional consists of two parts:
• The first term, l1(x,u), takes into account the control energy and the deviation
from the desired steady state trajectory; in our setup we assume that Q and R are
both positive definite.105
• The observability index, l2(t,x,x±1, · · · ,x±n), which is a transient term, taking
into account the local observability of the system.
In the cost function (6), the sum of the control effort (i.e., the integral of the uT Ru
term) and the deviation from the desired trajectory (i.e., the integral of the xT Qx term)
is minimized, while maximizing an observability index. The index l1(x,u) determines
the asymptotic behavior of the closed loop system, while l2(t,x,x±1, · · · ,x±n) speci-
fies the desired transient behavior of the system. This cost function does not directly
maximize observability. Instead the observability term, l2(t,x,x±1, · · · ,x±n), tunes the
cost function so that the obtained optimal control makes the system more observable.
We note that maximizing the index of observability and ignoring the remaining terms
does not guarantee the stability of system. In order to have a meaningful optimization
problem, it is desired to have xT Qx− l2(·) ≥ 0. The saturation limit ζ in (8), ensures
that xT Qx− l2(·) remains a positive semi-definite function. However, the saturation
limit can be set to a constant number, for example, when we have information on the
rate of convergence of the system. Given a nonlinear system x˙ = f(x,u), assume that
there is a lower-bound, β , on the rate of decay of the nonlinear system, such that
‖x(t)‖Q ≥ e−β t‖x(t j)‖Q , ∀t ∈ [t j, t j+1) , (9)
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where ‖ · ‖Q is the norm of the vector induced by the positive definite matrix Q. In this
case, the saturation parameter, ζ , could be set to
ζ =

‖x(t j)‖2Q if 0 < β ≤
1
2
,
e(1−2β )t j+1‖x(t j)‖2Q if β >
1
2
.
(10)
Lemma 1. Consider the nonlinear system x˙= f(x,u). If condition (9) is satisfied, then
the saturation parameter ζ , given by (10), guarantees that l0(x) = xT Qx− l2(·)≥ 0.
Proof. From (10) we have
ζ ≤ e(1−2β )t‖x(t j)‖2Q, ∀t ∈ [t j, t j+1) . (11)
On the other hand, using (9), one can conclude that
ζ ≤ et‖x(t)‖2Q . (12)
From the definition of the saturation function (8), we have satζ (·)≤ ζ . Hence,
l2(·) = e−tsatζ (·)≤ ‖x(t)‖2Q, (13)
and xT Qx− l2(·)≥ 0, for all t ∈ [t j, t j+1).110
The problem considered here is a nonlinear optimal control with a non-quadratic
cost function (6). This problem is generally solved by solving a partial differential
equation (Hamilton-Jacobi-Bellman (HJB) equation). In general, HJB does not have
an analytical solution and potentially difficult to solve computationally. In order to
simplify the derivation of the control input, the original problem is divided into a se-
quence of subproblems of finding an optimal control in the state feedback form, namely
u= Kx, over shorter time intervals; as such, the resulting control input can be viewed
as a sub-optimal solution to the original problem. This approach motivates designing
a piece-wise linear state feedback for the augmented optimal control problem. Let
0 = t0 < t1 < · · ·< t j < t j+1 < · · ·< t f . Then the optimal linear state feedback control
u j for the time interval t ∈ [t j t j+1), j = 0, · · · , f −1 is given by
u∗j =argmin
x,u
∫ t j+1
t j
{
l1(x,u)− l2(t,x,x±1, · · · ,x±n)
}
dt+L(x(t j+1), t j+1)
subject to u= K jx, t ∈ [t j t j+1) ,
(14)
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where, L(x(t j+1), t j+1) is the cost-to-go at the final time of the interval [t j t j+1). With-
out loss of generality, consider a time interval [t j t j+1). By the substitution of u= K jx
into (14), the cost functional can then be approximated as,
J(K j) =
∫ t j+1
t j
Γ(t,x,x±1, · · · ,x±n,K j)dt+L(x(t j+1), t j+1) , (15)
where
Γ(t,x,x±1, · · · ,x±n,K j) = xT
(
KTj RK j +Q
)
x− l2(t,x,x±1, · · · ,x±n) . (16)
Now, considering the dynamics of the nonlinear system, the optimization problem can
be expressed as
minimize
K j
J(K j) =
∫ t j+1
t j
Γ(t,x,x±1, · · · ,x±n,K j)dt+L(x(t j+1), t j+1)
subject to x˙= f(x,K j), x(t j) = x j,
x˙±k = f(x±k,K j), x±k(t j) = x j± εek , k = 0, · · · ,n .
(17)
The optimal gain K∗j need to be found to minimize this cost-to-go J.
4. Optimization Solution
In this section, an algorithm is presented to solve (17) to determine the control pol-
icy for the optimal control objective that has an embedded observability index. Here,
a recursive gradient-based algorithm is devised to find a solution to this optimization115
problem.
Given (15), we first define a new variable, xn+1,
xn+1(t) =
∫ t
t j
Γ(τ,x(τ),x±1(τ), · · · ,x±n(τ),K j)dτ+L(x(t), t). (18)
Assuming x(t j)= x j is given, it is clear that xn+1(t j)= L(x j, t j) and xn+1(t j+1)= J(K j).
Next, define an augmented state vector as
x¯(t) =

x(t)
x±1(t)
...
x±n(t)
xn+1(t)

.
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Then,
˙¯x=

x˙
x˙±1
...
x˙±n
x˙n+1

=H(t, x¯,K j) ; x¯(t j) =

x j
x j± εe1
...
x j± εen
L(x j, t j)

, (19)
where,
H(t, x¯,K j) =

f(x,K j)
f(x±1,K j)
...
f(x±n,K j)
Γ(t,x,x±1, · · · ,x±n,K j)+ L˙(x, t)

, (20)
and f(x,K j) is given in (3) after substituting u = K jx. The optimization problem can
now be formulated as:
minimize
K j
J = xn+1(t j+1)
subject to ˙¯x=H(t, x¯,K j).
(21)
In order to solve this optimization problem, the gradient vector,
∂J
∂K j
=
∂xn+1
∂K j
∣∣∣∣
t=t j+1
,
is required. In [18], a method is demonstrated for solving a similar problem setup. By
defining X¯K j =
∂ x¯
∂K j
, and applying the chain rule, we have
˙¯XK j =
∂H
∂ x¯
∂ x¯
∂K j
+
∂H
∂K j
=
∂H
∂ x¯
X¯K j +
∂H
∂K j
,
X¯K j(t j) = 0. (22)
Notice that if the system is multi-input, then K j is a matrix and the term
∂ x¯
∂K j
is the120
derivative of a vector with respect to a matrix, which results in a higher order tensor.
In order to address multi-input as well as single-input control problems using more
conventional linear algebra, we need to have separate equations for X¯ki j =
∂ x¯
∂ki j
, i =
1 . . . p, where ki j is the ith row of the matrix K j.
Now (19) and (22) should be solved together for t j < t < t j+1. The last row of X¯K j at125
t = t j+1 is the gradient vector which can be used for improving the optimal value of K j.
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Based on these observations, an iterative algorithm for obtaining the optimal feedback
gain, K∗j , is presented in Algorithm 1. Note that we are using an estimate of the Hessian
matrix to make sure that the optimal point is a minima of the objective (and not a saddle
point). One can use a more precise method (e.g. a finite difference approximation for130
estimating the Jacobian presented in [20]). Since we are not directly using the Hessian
in the computation of the optimal point, we are using a simple method to estimate the
curvature of the function at each iterative step.
Choose step size µ0 > 0;
Choose K0j , an initial value for K j that stabilizes the system;
cvxCheck : = TRUE;
Choose a convergence tolerance εt ;
repeat
Solve (19) and (22) together for t j < t < t j+1;
gi := the last row of X¯K j at t = t j+1;
Ki+1j = K
i
j−µigi;
Calculate H such that H[mn] = gi[m]−gi−1[m]
Ki+1j [n]−Kij [n]
;
if H  0 then
cvxCheck := TRUE ;
else
cvxCheck := FALSE ;
end
if cvxCheck is TRUE then
Update step size µi;
else
Do not change step size;
end
until ‖gi‖ ≤ εt AND cvxCheck is TRUE;
Algorithm 1: Iterative algorithm to find K∗j
The iteration terminates when the gradient vector becomes small enough or remains
10
almost unchanged. The algorithm also checks the convexity of the objective at the135
solution obtained in order to ensure that it corresponds to a local minimum. The value
of K j is updated based upon the gradient descent rule. The step size µi is a positive
number, chosen small enough such that system stability is guaranteed.
4.1. Convergence of the Algorithm
The gradient method is a popular first order method due to its simplicity. The140
algorithm requires the computation of the gradient, but not the second derivatives. One
of the parameters that must be chosen in this method is the step size.
Proposition 1. Any direction that makes an angle of strictly less than pi2 with −∇J is
guaranteed to produce a decrease in J provided that the step size is sufficiently small
[21].145
The suggested rule for the step size selection here is
µi =
µ0
i
, (23)
where, 0 < µ0 < ∞ is constant, and i is the iteration counter. This step size policy,
which is called square summable but not summable, satisfies
∞
∑
i=1
µi =
∞
∑
i=1
µ0
i
= µ0
∞
∑
i=1
1
i
= ∞
∞
∑
i=1
µ2i =
∞
∑
i=1
µ20
i2
= µ20
∞
∑
i=1
1
i2
< ∞.
(24)
It is worth noting that because of the transient term, l2(·), the cost functional J(K)
is not convex. But since the transient term is bounded, the cost functional is bounded
by two convex functions. The lower and upper bounds for the cost functional is given
by
J =
∫ t j+1
t j
{l1(x,u)−ζ}dt+L(x(t j+1), t j+1) ,
J¯ =
∫ t j+1
t j
l1(x,u)dt+L(x(t j+1), t j+1) .
(25)
Both of the lower and upper bounds (J and J¯) are convex functions. Therefore, the cost
function cannot be concave over the entire search space and there should exist regions
11
over which the cost function is locally convex. We assume here that after a finite
number of iterations, the algorithm drives the system to a locally convex point and
after that, it remains in a convex region around that point until the algorithm converges150
to a local minimum.
Theorem 1. If J(K) is Lipschitz continuous, then Algorithm 1 converges to K∗, where
K∗ is a local minimum of J.
Proof. This proof is similar to the convergence proof for the gradient descent algorithm
for a convex function [22]. Since J(K) satisfies the Lipschitz condition, the norm of
the gradient vectors, gi, are bounded, i.e., there is a G such that ‖gi‖2 ≤G for all i, and
|J(Ki1)− J(Ki2)| ≤ G‖Ki1 −Ki2‖2, (26)
for all i1 and i2. Since K∗ is a local minimum of J, so there is a neighborhood U
containing K∗ such that the function is convex on this neighborhood. It is assumed
here that K j ∈U, j = 0, ..., i+1, so we have
‖Ki+1−K∗‖22 = ‖Ki−µigi−K∗‖22 = ‖Ki−K∗‖22−2µigi(Ki−K∗)+µ2i ‖gi‖22
≤ ‖Ki−K∗‖22−2µi
(
J(Ki)− J∗)+µ2i ‖gi‖22,
(27)
where, J∗ = J(K∗). The inequality above comes from the property of the gradient
vector of a convex function which is
J(K∗)≥ J(Ki)+gi(K∗−Ki). (28)
Applying the inequality above recursively, we have
‖Ki+1−K∗‖22 ≤ ‖K0−K∗‖22−2
i
∑
j=0
µ j
(
J(K j)− J∗)+ i∑
j=0
µ2j ‖g j‖22, (29)
then
2
i
∑
j=0
µ j
(
J(K j)− J∗)≤ ‖K0−K∗‖22+ i∑
j=0
µ2j ‖g j‖22. (30)
If we define J(i)sol = minj=0,...,i
J(K j) as the solution of the algorithm after i iterations, then
we have
J(i)sol− J∗ ≤
‖K0−K∗‖22+∑ij=0 µ2j ‖g j‖22
2∑ij=0 µ j
. (31)
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Finally, using the assumption ‖gi‖2 ≤ G, we obtain the inequality
J(i)sol− J∗ ≤
‖K0−K∗‖22+G2∑ij=0 µ2j
2∑ij=0 µ j
. (32)
If Ki ∈U as i→ ∞, then by applying the conditions given in (24)
lim
i→∞
J(i)sol− J∗ ≤ limi→∞
‖K0−K∗‖22+G2∑ij=0 µ2j
2∑ij=0 µ j
= 0. (33)
Therefore, the gradient method proposed above converges to the local minimum K∗.
Otherwise, if at an iteration, say k < ∞, Kk /∈U , then there is always a finite number155
of iterations, say k′, such that Kk+k′ ∈ U ′, where U ′ is also a region over which the
function is convex, and it contains a local minimum. We can use the same proof given
above for this local minimum. Hence, the algorithm converges to a local minimum.
The discussion above ensures that the proposed algorithm is convergent. Other
methods, such as Newton’s method, can be used to improve the rate of convergence.160
But these methods require the computation of the Hessian matrix ∇2J or its approxi-
mation. Explicit computation of the Hessian matrix is often an expensive process. In
this direction, approaches such as the quasi-Newton method can be used to estimate the
Hessian matrix. Any of these higher order methods can be used to achieve higher rate
of convergence at the cost of increased computational complexity. Improving the rate165
of convergence of first order methods is not the main focus in this paper; the reader is
referred to [21] for such discussions.
5. Closed Loop Stability
In this section, the stability of the system in the sense of Lyapunov is investigated.
The idea of consecutive design of stabilizing control by Lyapunov function is used to170
prove the stability of the system; this approach is inspired by LQR-Trees presented in
[23].
Theorem 2. Given the cost function (15), if the transient term is upper bounded by an
integrable function b(t):
l2(t,x)≤ b(t), ∀t ≥ 0,x ∈ Rn,u ∈ Rp
L (t) =
∫ ∞
t
b(τ)dτ < ∞, ∀t ≥ 0 ,
(34)
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and the terminal cost function is positive semi-definite, continuously differentiable, and
decreases faster than the value of the function l1(x,u) along all admissible control
inputs, u, and the corresponding trajectories, x, then the optimal control u= K∗x will175
cause the trajectory of the closed loop system to converge to the origin.
Proof. The admissible function for l2(·), introduced in (7), satisfies the conditions
given in (34). The condition on the terminal cost, L(t,x) is given as:
L˙(t,x) = Lt +Lxf(x,u)≤−l1(x,u). (35)
Suppose u∗ and x∗ are the optimal control and its corresponding trajectory obtained
from optimization problem (14) for t ∈ [t j t j+1). To show the stability of this control,
a Lyapunov function is defined as:
V (t) =
∫ t+∆t
t
{l1(x∗,u∗)− l2(t,x∗)+b(t)}dt+L (t+∆t)+L(x(t+∆t), t+∆t) . (36)
Note that all terms in (36) are positive, therefore, V (t) > 0. Now we need to show
that the Lyapunov function (36) is decreasing. In fact, the inequality V (t + δ ) < V (t)
should hold for any δ > 0, such that t+δ ∈ [t j t j+1−∆t]. At time t+δ :
V (t+δ ) =
∫ t+δ+∆t
t+δ
{l1(x∗,u∗)− l2(t,x∗)+b(t)}dt+L (t+δ +∆t)
+L(x(t+δ +∆t), t+δ +∆t)
=V (t)−
∫ t+δ
t
{l1(x∗,u∗)− l2(t,x∗)+b(t)}dt+
∫ t+δ+∆t
t+∆t
{l1(x∗,u∗)}dt
+
∫ t+δ+∆t
t+∆t
{−l2(t,x∗)+b(t)}dt+L (t+δ +∆t)−L (t+∆t)
+L(x(t+δ +∆t), t+δ +∆t)−L(x(t+∆t), t+∆t).
(37)
Based on the assumption (34), we have∫ t+δ+∆t
t+∆t
{−l2(t,x∗)+b(t)}dt ≤
∫ t+δ+∆t
t+∆t
b(t)dt =L (t+∆t)−L (t+δ +∆t), (38)
and from assumption (35), one can conclude
−
∫ t+δ+∆t
t+∆t
l1(x∗,u∗)dt ≥
∫ t+δ+∆t
t+∆t
L˙dt =L(x(t+δ+∆t), t+δ+∆t)−L(x(t+∆t), t+∆t).
(39)
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Therefore,
V (t+δ )≤V (t)−
∫ t+δ
t
{l1(x∗,u∗)− l2(t,x∗)+b(t)}dt <V (t). (40)
This proof guarantees the convergence of the closed loop state trajectory x(t) to the
origin. The stability in the sense of Lyapunov can be proved for all intervals [t j t j+1).
The basin of attraction obtained from Lyapunov function in [t j t j+1) contains the goal
state of the previous interval, x(t j). Therefore, the optimal control obtained here will180
stabilize the closed loop system.
Note that the effect of the terminal cost on the stability of the closed loop system has
been studied for linear systems as well as nonlinear systems [24]. By replacing l1 with
l1+ l2 in (35), we obtain the well known condition on the final cost for convergence to
the origin of the finite-horizon optimal control problem; this step of our analysis has185
been inspired by the work of Alessandretti et al. [25].
6. An Illustrative Example
The control synthesis procedure presented in this paper is now illustrated on a holo-
nomic system with a nonlinear measurement. The dynamical system is given by
x˙1 = u1 ,
x˙2 = u2 .
(41)
In this case, we have a linear system x˙=Ax+Bu, where, A= 0 and B= I. By choosing
Q= R= I, and solving the algebraic Riccati equation AT P+PA−PBR−1BT P+Q= 0,
we obtain P = I. Thus, the control policy uLQR = −R−1BT Px = −x asymptotically
stabilizes (41). Utilizing this state feedback controller requires full state estimation,
which results in having an observable system. If any portion of the trajectory is not
observable, we have no means of building the feedback controller. Due to this coupling
between sensing and control in nonlinear systems, we can investigate the observability
of the system after applying the controller. Assume that the position of the vehicle is
continuously measured by an omni-directional camera centered at the origin. Then, the
output function is given as
y =
x2
x1
, (42)
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where y ∈ R is a bearing only measurement, providing information on the direction of
the vehicle but not on the distance. The observability matrix is given by
dO =
∂
∂x

y
y˙
...
=

− x2
x21
1
x1
2 x2
x31
u1− 1x21 u2 −
1
x21
u1
...
...
 . (43)
The system is locally observable if the observability matrix dO , is full rank [26]. The
observability matrix for nonlinear system has infinite rows. Here, we can show that
there exists a set of control inputs such that the observability matrix becomes full rank.
Let us consider the first two rows of the observability matrix; then we have
det(dO) =
1
x31
(
u2− x2x1 u1
)
.
Therefore, for all controls u2 6= x2x1 u1 the observability matrix is full rank, and as a
result, the system is observable. Now, if we substitute the optimal control obtained
from LQR, uLQR =−x, we have
y˙ =
x˙2x1− x˙1x2
x21
=
−x1x2+ x1x2
x21
= 0. (44)
All other differential terms are zero (y¨= y(3) = . . .= 0). Hence by applying the control
uLQR = −x, the observability matrix is not full rank, and the system is not observable
with this choice of control. Therefore, while we have optimal controls for this type of190
linear system, the nonlinear measurement needs to be managed appropriately.
Now add the observability index to the optimization problem. Assume that the
instantaneous cost is given by:
l(t) = x(t)Tx(t)+u(t)Tu(t)− e−tsatζ
(
1
4ε2
2
∑
i=1
(
y+i(t)− y−i(t))2) , (45)
and assume t f = 100. The final cost needs to be chosen to meet the condition (35).
The final cost can be set to L(x f ) = xTf Q f x f , where Q f = 0.1I. The time span [t0, t f ]
is divided into segments [0,1), [1,2), · · · , [ti, ti+1), · · · , [99,100). Thus, we have 100
intervals, and for each interval the optimal K∗j for t ∈ [t j t j+1) is given by:
K∗j = argmin
K j
∫ t j+1
t j
{
l1(x,K j)− l2(t,x,x±1,x±2)
}
dt+x(t j+1)T Q f x(t j+1) . (46)
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Here, we compare the optimal control obtained from the LQR cost function without
the observability term and the cost function given in (46) which considers the observ-
ability of the system. The resulting trajectories obtained from these two scenarios
for the initial condition
−1
2
 are depicted in Fig. 1. The optimal controls for these195
two scenarios are given in Fig. 2. As it can be seen in Fig. 2, initially the absolute
values of the observability-based controls are smaller than their corresponding LQR
optimal controls. This comes from the fact that by adding the observability term to
the optimization, we in fact decrease the cost of being away from the origin. There-
fore, the controller chooses a trajectory that is not necessarily the closest path to the200
origin. However, over time, the observability term becomes less dominant, and the
absolute values of the observability-based control take the lead with respect to their
corresponding LQR optimal control to satisfy the asymptotic stability condition. The
observability-based optimal control initially keeps the system away from an unobserv-
able trajectory, while keeping the shortest path to the origin, (as shown in Fig. 1),205
and eventually returns to the desired equilibrium. Although, the observability-based
controller chooses the longer path, it guarantees the system observability in order to
estimate the state information required for the state feedback control.
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Optimal trajectories
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Figure 1: Trajectories for the system (41) and measurement (42) using LQR optimal state feedback control
without (solid, dark color) and with (dashed, light color) observability-based optimal control.
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Figure 2: Optimal controls for the system (41) and measurement (42) using LQR optimal state feedback
control without (dark color) and with (light color) observability-based optimal control.
7. Conclusion
This paper has been concerned with obtaining a suboptimal control for a nonlin-210
ear system based on a nonlinear observability criteria. We proposed an algorithm to
optimize a finite-horizon cost function that contains a term that determines asymptotic
behavior of the system in addition to a transient term responsible for maximizing a no-
tion of nonlinear observability. In this direction, the empirical observability Gramian
has been used for improving the local observability for nonlinear systems. In addition,215
stability of the system has been investigated; in particular, it was shown that under some
conditions on the terminal cost, the stability of the closed loop system is guaranteed.
The cost function was a combination of quadratic and non-quadratic terms and mo-
tivated by the desire to maximize the observability of the nonlinear system. Similar
to other global optimization problems, the main challenge in the proposed approach220
is the difficulty in computing the global minimum. In order to work around this is-
sue, a gradient-based recursive algorithm was used to obtain a piecewise optimal linear
state feedback controller. Linear state feedback is not necessarily optimal control for
18
general nonlinear systems. Furthermore, not all classes of nonlinear systems (e.g., non-
holonomic systems) can be stabilized by smooth feedback control [27, 28] or by time225
invariant state feedback control. However, such systems can generally be stabilized by
time varying oscillatory control, and the next step in our work is considering appro-
priate time varying oscillatory feedback control for stabilization while improving the
observability of the system.
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