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Abstract. A temporal database schema models objects or concepts
with time-related or time-variant properties and a derived database con-
tains measurements or descriptions concerning these temporal proper-
ties. The modelling of temporal information in a temporal database has
an impact on the consistency of the database. Of course, this temporal
information can be queried. In some cases, information in the query’s
temporal demand is (partially) unknown. This paper presents a tech-
nique for querying a valid-time relation using, among others, a temporal
constraint in which the time indication in the temporal expression con-
tains uncertainty and a method for evaluating such queries. This should
allow querying using a (partially) unknown temporal demand.
Keywords: valid-time database, uncertainty, ill-known intervals, uncer-
tain temporal querying
1 Introduction
A database contains data representing real objects or concepts. Every one of
these data is a measurement or description of a property of a real object or
concept. In reality, some aspects or properties of objects or concepts are time-
variant or time-related. E.g. the moment of a bank transaction is traditionally
a moment in time and thus a time-related notion, the function of an employee
in a company can change through recorded history and is thus time-variant. A
temporal database schema [10] is a database schema that models real objects or
concepts with time-related or -variant properties. However, the modelling of tem-
poral aspects has a direct impact on the consistency of the temporal database,
because the temporal nature of these aspects imposes extra integrity constraints.
An example. Consider a relation in a relational library database, modelling the
presence of books in the library. Every physical book is represented by a unique
identifier. Every record in the relation contains such an identifier, a date on which
the corresponding book was loaned and a date on which it was subsequently re-
turned (if it is returned). Without further precautions, a library employee could
add several records with the same book identifier, different ‘loaned’-dates and
no ‘returned’-dates. This would represent a situation in which the same physical
book was loaned several times on different dates and never returned, which is of
course impossible. A temporal database schema will typically constrain record
insertion and prevent similar modelling inconsistencies.
Humans handle temporal information using certain temporal notions like
time intervals or time points [10]. The modelling and handling of these tempo-
ral notions in information systems has always been seen as a difficult task [3].
Klein [12] studied the concept of time in language and Devos [5] modelled vague
temporal expressions by means of fuzzy sets [19]. Notably, temporal relation-
ships between time intervals (and as a special case instants [10]) were studied
by Allen [1]. Among many others, an issue in temporal modelling is the possible
imperfection in (descriptions of) temporal notions. E.g. the temporal notion in
a sentence like ‘The Belfry of Bruges was finished on one single day somewhere
between 1/01/1201 A.D. and 31/12/1300 A.D.’ contains imperfection because of
the uncertainty in the used time-related expression. It is known that the building
was finished on a single day, but it is not known precisely which day this was.
To allow information systems to cope with these and similar imperfections,
many approaches adopt fuzzy sets for the representation of temporal information
[13], [14], [2], [6]. The temporal relationships studied by Allen were fuzzified by
several authors [16], [14], [18].
Next to this, the inclusion of temporal indications in a relational database
leads to several practical problems. In some specific works, authors consider the
necessity of allowing imprecision in the representation of temporal indications
[4], [11]. Most of these approaches use the concepts of fuzzy numbers and fuzzy
intervals to represent imprecise temporal indications and considerable attention
has thus been given to the problem of transforming two fuzzy numbers which
represent the boundaries of an imprecise time interval into one fuzzy interval
representing this interval. There are several proposals for this transformation,
but some of them might show signs of minor issues, as pointed out in [17].
In this work, an approach is proposed that allows users to query a valid-
time relation using temporal demands containing uncertainty. The novelty of
this approach is that it allows uncertainty in the query’s temporal demand. The
presented approach is based on the possibilistic framework for set evaluation
found in [17]. In section 2, some main concepts are explained and the part of the
framework on which this work is based, is briefly presented. In section 3, this
paper’s approach is presented. Finally, in section 4, conclusions are drawn and
some directions for future research are presented.
2 Preliminaries
This section starts with a brief introduction to temporal databases. Next, some
basic concepts are introduced, concerning possibilistic variables and ill-known
values, sets and intervals. Last, the framework of set evaluation using ill-known
constraints [17] is explained.
2.1 Temporal Databases
As explained in the introduction, a temporal database schema models objects
or concepts with time-related or -variant properties and a temporal database
contains measurements or descriptions of temporal properties of these objects
or concepts. Also, the modelling of temporal aspects has a direct impact on the
consistency of the temporal database.
In [10], a consensus glossary on temporal terminology has been presented.
Next, some of the important concepts from this glossary are described.
A chronon is a non-decomposable time interval with minimal duration and
the database is thus unable to distinguish time intervals shorter than a chronon.
Based on their interpretation and modelling purpose, temporal data in a
temporal database can be classified into four types. Of these types, user-defined
time contains temporal data without impact on the consistency of the temporal
database. These data are not handled specifically. The other types are:
– transaction time [10] contains temporal data describing when a fact is stored
in the database and not yet logically deleted
– valid time [10] contains temporal data describing when a fact is true in the
modelled reality
– decision time [15] contains temporal data describing when an event was
decided to happen
Other possible types of database models are bi-temporal (both valid and
transaction time) [10] or tri-temporal (valid, transaction and decision time) [15]
models. To deal with descriptions of time points [9] or intervals [11] that are
subject to imperfection, fuzzy temporal models [18] exist.
2.2 Possibilistic Variables and Ill-known Values, Sets and Intervals
In this section, possibilistic variables and the concepts of ill-known values, ill-
known sets and ill-known intervals are introduced, based on [17]. These concepts
rely heavily on possibility theory [8] and its concepts like ‘possibility’ and ‘possi-
bility distribution’. In this work, ‘possibility’ is always interpreted as a measure
of plausibility. A possibilistic variable is defined as follows [17].
Definition 1. A possibilistic variable X on a universe U is defined as a variable
taking exactly one value in U , but for which this value is (partially) unknown.
The variable’s possibility distribution piX on U models the available knowledge
about the value that X takes: for each u ∈ U , piX(u) represents the possibility that
X takes the value u. This possibility is interpreted as a measure of plausibility
and thus as a measure of how plausible it is that X takes the value u, given
(partial) knowledge about the value X takes.
Consider a set R containing single values (and not collections of values). When
a possibilistic variable Xv is defined on such a set R, the unique value Xv takes,
which is (partially) unknown, is called an ill-known value in this work [7].
Now, consider a set R containing single values and its powerset ℘(R). When
a possibilistic variable Xs is defined on the powerset ℘(R) of such a set R, the
unique value Xs takes will be a crisp set and the possibility distribution piXs of
Xs will be a possibility distribution on ℘(R). This piXs will define the possibility
of each value of ℘(R) (a value of ℘(R) is a crisp subset of R) being the value Xs
takes. This exact value Xs takes, is called an ill-known set [7].
Consider a set R containing single values and its powerset ℘(R). Now consider
a subset ℘I(R) of ℘(R) and let this subset contain every element of ℘(R) that
is an interval, but no other elements. When a possibilistic variable Xi is defined
on the subset ℘I(R) of the powerset ℘(R) of some set R, the unique value Xi
takes will be a crisp interval and the possibility distribution piXi of Xi will be
a possibility distribution on ℘I(R). This piXi will define the possibility of each
value of ℘I(R) (a value of ℘I(R) is a crisp interval in R) being the value Xi
takes. This exact value the variable takes, is called an ill-known interval here.
In this work, another approach to defining and describing an ill-known inter-
val is used. Here, an ill-known interval I is defined and described by its start and
end point, which are ill-known values. Thus, an ill-known interval is seen as an
interval of which the exact start and end point are (partially) unknown, which
implies that the interval itself is (partially) unknown. Thus, the start and end
point of an ill-known interval are mutually independent ill-known values, which
are defined by mutually independent possibilistic variables.
In intentions, both approaches are the same: they attempt to model a single
interval for which some uncertainty exists about which values are in the interval
and which are not. The approach mentioned first does this by defining the pos-
sibility that an interval is the meant interval, for every interval in the considered
interval set, whereas the second approach describes the possibility of a single
point being the start point of the meant interval and the possibility of a single
point being the end point of the meant interval, for every point imaginable. The
actual ill-known interval is then inferred from these start and end points.
Whatsoever, the interactions and behaviors of these representations and the
correspondences, interactions and transformations between them are part of the
current research of the authors.
A specific application of possibilistic variables is obtained when the universe
under consideration is the set of boolean values, denoted B = {T, F}, where T
denotes ‘true’ and F denotes ‘false’ [17]. Indeed, any boolean proposition p takes
exactly one value in B. If the knowledge about which value this proposition p
takes is given by a possibility distribution pip, proposition p can be seen as a
possibilistic variable. As the interest lies with the case where the proposition
holds (denoted p = T ), the possibility and necessity that p = T demand most
attention. In this work, the following notations are used:
Possibility that p = T : Pos(p) = pip(T ) (1)
Necessity that p = T : Nec(p) = 1− pip(F ) (2)
2.3 Interval Evaluation by Ill-known Constraints
The problem of interval evaluation is more generally explained in [17]: basically,
the need exists to check how all points in a crisp set are positioned with respect
to one or more ill-known values.
In [17], the notion of an ill-known constraint is introduced:
Definition 2. Given a universe U , an ill-known constraint C is specified by
means of a binary relation R ⊆ U2 and a fixed, ill-known value defined by its
possibilistic variable V on U , i.e.:
C , (V,R) (3)
Some set A ⊆ U now satisfies this constraint C if and only if:
∀a ∈ A : (V, a) ∈ R (4)
An example of an ill-known constraint is C< , (X,<). Some set A then
satisfies C< if ∀a ∈ A : X < a.
The satisfaction of a constraint C , (V,R) by a set A is basically a Boolean
matter and can thus be seen as a boolean proposition, but due to the uncertainty
inherent to the ill-known value V , it can be uncertain whether C is satisfied by
A or not [17]. Based on the possibility distribution piV of V , the possibility and
necessity that A satisfies C can be found. This proposition can thus be seen as
a possibilistic variable on B. The required possibility and necessity are:
















Now, to calculate the possibility or necessity of a set A satisfying multiple
constraints, the min t-norm operator is used. For example:
Pos((A satisfies C1) and (A satisfies C2)) =
min
a∈A
(Pos(A satisfies C1), Pos(A satisfies C2))
Nec((A satisfies C1) and (A satisfies C2)) =
min
a∈A
(Nec(A satisfies C1), Nec(A satisfies C2))
3 Possibilistic Valid-Time Query Evaluation
In this section, the proposal of this paper is presented. The proposal consists of
an approach for querying a valid-time relation [10]. The novelty of this approach
is that it allows uncertainty in the temporal demand in the query. To be able to
present the query results to the user, this section also presents an approach for
ranking the records in the queried relation, integrating the consequences of the
query uncertainty into the ranking.
To illustrate the proposal of this paper, an example will be presented and
examined in the course of the proposal presentation.
3.1 The Valid-Time Relation
An approach for querying a valid-time relation [10] is presented. Here, such a
relation should contain one or more attributes, called valid-time attributes [10],
specifying exactly one valid-time interval [10] for each record. This valid-time
interval should be a crisp interval in the temporal domain, representing the
uninterrupted period of time during which the object or concept represented by
the corresponding record is real or true in the modelled reality.
An example relation is visualized in table 1. Every record represents a cer-
tain rental car owned by a car rental service, in a certain state. The attributes
‘Startdate’ and ‘Enddate’ describe the dates on which a time interval starts re-
spectively ends (this interval includes the start- and enddates themselves) during
which a car represented by a record, in the state represented by this record, is
available for rent. The chronons are days. The attribute ‘Mileage’ describes the
amount of kilometers the car has already driven. The attribute ‘Color’ describes
the color of the car. Every unique value for the ‘ID’ attribute corresponds to a
unique physical car. For the same car, every different value for attribute ‘IID’
corresponds to a different state of the car.
Table 1. An example relation containing car rental information. Mileage is in kilome-
ters, temporal data is in dd/mm/yyyy format.
ID IID Color Mileage Startdate Enddate
001 1 red 20345 15/06/2012 14/08/2012
002 1 blue 23404 10/06/2012 10/08/2012
003 1 blue 25340 30/06/2012 30/08/2012
004 1 blue 33367 15/06/2012 31/07/2012
001 2 red 42420 15/08/2012 14/09/2012
3.2 The Query
In this subsection, the proposed querying approach is presented. First, the query
structure is presented, then the specific approach to query evaluation, followed
by a ranking method.
Query Structure In the presented approach, the user’s query demands may
consist of several non-temporal demands and a single temporal demand. Non-
temporal demands are demands concerning any attribute that is not a valid-time
attribute, whereas the temporal demand concerns valid-time. The interpretation
is that the user queries the relation for records satisfying both the non-temporal
demands and the temporal demand.
Thus, in this framework, every query Q consists of two parts:
Q = (QT , QN ) (7)
Here, QN denotes the collection of (possibly fuzzy) non-temporal user pre-
ferences. QT denotes the temporal demand. A temporal demand QT consists of
two parts:
QT = (AR, IKI) (8)
Here, AR denotes an Allen relation [1] and IKI denotes an ill-known interval
in the valid-time domain used by the valid-time attributes of the relation. The
interpretation of this temporal demand is that the user prefers a record which
represents an object that is valid in the modelled reality during a time interval
related to IKI. The nature of this relation is given by AR. The usage of an
ill-known interval in the temporal demand allows for some uncertainty in the
user’s temporal preference: the user can query the relation searching for records
representing objects valid during time intervals related by an Allen relation to
a time interval that is partially unknown to the user.
As mentioned in [17], this approach differs from the one where a valid-time
interval is represented by one fuzzy set. Such a fuzzy set is seen as a possibility
distribution on some time domain N∗ and thus defines just one ill-known value.
However, in the presented approach, a time interval is represented by an ill-
known interval, which is defined by two possibility distributions on this N∗,
describing start and end point of the interval. As explained in section 2, this
ill-known interval can be seen as defined by a possibility distribution on ℘(N∗).
An example is in order: consider a user who wants to rent a car during
approximately the whole of july, preferably a blue one with a mileage below
30000 km. Due to schedual issues and possible unforseen conditions, the user is
not certain when exactly the rental car will be needed and thus on which exact
day the rental car should start and end being available. These preferences can
be translated into query Qex:
Qex = (QT,ex, QN,ex)
QT,ex = (ARex, IKIex)
Here, QN,ex will denote that the car must be blue and have a mileage below
30000 km. ARex here denotes the Allen relation ‘during’. Now to define IKIex,
a definition of its start and end points are necessary. These start and end points
are ill-known values, defined by possibilistic variables S respectively E, which
are defined by their possibility distributions piS respectively piE . To define these
possibility distributions, a translation of the notion ‘approximately July’ is nec-
essary. This translation can be given by the user or suggested or constructed
by the system. Imagine the user expressing that he will certainly not need the
car on or before the 29th of June or on or after the 2nd of August. Also, the
possibility that the user will need the car from the 1st of July to the 31th of July,
boundaries included, is the highest. Lastly, the possibility that the user will need
the car between the described periods varies linearly. The resulting possibility
distributions are given by the equations below. In these equations, T is the set
of all days in time, always denoted in dd/mm/yyyy format.
piS : T→ [0, 1] piE : T→ [0, 1]
: x→ 0, x ≤ 29/06/12 : x→ 1, x ≤ 31/07/12
: x→ 0.5, x = 30/06/12 : x→ 0.5, x = 1/08/12
: x→ 1, x ≥ 1/07/12 : x→ 0, x ≥ 2/08/12
Query Evaluation The evaluation of a crisp query for a record in a regular
(relational) database results in the accepting or rejecting of the record as a part
of the result set presented to the user. In fuzzy querying, query satisfaction
modelling is a matter of degree, as the evaluation of a fuzzy query for a record
usually results in some satisfaction degree s, where s ∈ [0, 1], where 0 denotes
total dissatisfaction and 1 denotes complete satisfaction. Now, the evaluation of a
crisp query can also be modelled using similar satisfaction degrees, by assigning
rejection a degree of 0 and acceptance a degree of 1 and not using any other
value in [0, 1].
In this work, the evaluation of a query Q = (QT , QN ), with QT = (AR, IKI)
is handled as follows. For each record r in the database, two things happen
independently:
– The non-temporal preferences in QN are evaluated. This results in a satis-
faction degree eQN (r). The presented model accepts any valid and consistent
way of calculating this evaluation, as long as eQN (r) ∈ [0, 1].
– The temporal demand in QT is evaluated. Depending on AR and IKI,
a specific set of ill-known constraints is constructed, which can be found
in table 2. Based on equations (5) and (6) and using the min operator for
aggregation, formulas are calculated to determine the possibility PosQT (r) ∈
[0, 1] and necessity NecQT (r) ∈ [0, 1] that r fulfills all these constraints.
Because these formulas only depend on AR and IKI, they only need to be
constructed once and not for every considered record.
Table 2. The Allen relations with corresponding expressions for ill-known constraints.
A denotes a crisp interval. In the specification of the ill-known constraints, it is assumed
that the corresponding ill-known interval IKI is defined by a start point and an end
point, respectively defined by possibilistic variables S and E.
Allen Relation Constraints
IKI before A C1 , (E,<)
IKI equal A C1 , (S,≤) ∧ C2 , (S, 6=) ∧ C3 , (E,≥) ∧ C4 , (E, 6=)
IKI meets A C1 , (E,≤) ∧ ¬C2 , (E, 6=)
IKI overlaps A C1 , (S,<) ∧ ¬C2 , (E,≤) ∧ ¬C3 , (E,≥)
IKI during A ¬C1 , (S,≤) ∧ ¬C2 , (E,≥)
IKI starts A C1 , (S,≤) ∧ ¬C2 , (S, 6=) ∧ ¬C3 , (E,≥)
IKI finishes A C1 , (E,≥) ∧ ¬C2 , (E, 6=) ∧ ¬C3 , (S,≤)
Ranking As a final step, every record r is given a final rank efinal(r) depending
on eQN (r) and a value eQT (r) based on both PosQT (r) and NecQT (r). For every
record r, this is done as follows.
First, eQT (r) is calculated using the expression in equation (9).
eQT (r) =
PosQT (r) +NecQT (r)
2
(9)
Because necessity cannot exceed 0 unless possibility is 1 and PosQT (r) ∈ [0, 1]
and NecQT (r) ∈ [0, 1], the sum in the numerator gives a natural ranking score
in [0, 2]. The function of the denominator is to normalize this score to a value in
[0, 1]. The final ranking efinal(r) is now given by a convex combination:
efinal(r) = ω ∗ eQN (r) + (1− ω) ∗ eQT (r), ω ∈ [0, 1] (10)
The use of this convex combination allows a record to make up for a low
score for the temporal constraint by a good score for the non-temporal constraint
(or vice versa). Changing ω also allows granting the temporal constraint more
weight with respect to the non-temporal constraint (or vice versa). The result
of the evaluation and ranking steps on the example are shown in table 3. With
ω = 0.5, it is clear that both non-temporal and temporal criteria have the same
importance and the final ranking is natural.
Table 3. Scores and final ranking for the example records, using ω = 0.5.
ID IID eQN (r) PosQT (r) NecQT (r) eQT (r) efinal(r)
001 1 0 1 1 1 0.5
002 1 1 1 1 1 1
003 1 1 0.5 0 0.25 0.625
004 1 0 1 1 1 0.5
001 2 0 0 0 0 0
4 Conclusions
In this paper, a technique for querying valid-time relations is presented. This
technique allows defining a temporal constraint based on a (partially) unknown
time interval. The main advantage of this technique is that it tries to correctly
represent and handle uncertainty in the temporal constraint, by using ill-known
intervals. The technique allows the usage of both the Allen relations and more
complex constructions. For future work, allowing the temporal specifications in
the database to be (partially) unknown and new methods for aggregation and
ranking are considered.
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