ABSTRACT Human activity recognition (HAR) is a hot research topic which aims to understand human behavior and can be applied in various applications. However, transitions between activities are usually disregarded due to their low incidence and short duration when compared against other activities, while in fact, transitions can affect the performance of the recognition system if not dealt with properly. In this paper, we propose and implement a systematic human activity recognition method to recognize basic activities (BA) and transitional activities (TA) in a continuous sensor data stream. First, raw sensor data are segmented into fragments with sliding window and the features are constructed based on window segmentation. Then, cluster analysis with K-Means is used to aggregate activity fragments into periods. Next, generally, realize the classification of BA and TA according to the shortest duration of the BA, and then deal with the hidden phenomenon of BA. Third, the fragments between adjacent BA are evaluated to decide whether they are TA or disturbance process. Finally, random forest classifier is used to accurately recognize BA and TA. The proposed method is evaluated on the public dataset SBHAR. The results demonstrate that our method effectively recognizes different activities and can deliver high accuracy with all activities considered.
On the other hand, as sensors are generally miniaturized in size, easy to implement, and enjoy high sensitivity, sensor-based recognition approaches are more suitable and robust to be employed in practical scenarios [6] , [11] , [12] . Moreover activity recognition based on sensors is not susceptible to the scene or timing constraints, and could better reflect the essence of human activity [8] . The research and application of sensor-based human activity recognition systems have become increasingly valuable and meaningful in the smart space.
Human activity data collected by the sensor network is a continuous data stream, which encompasses multiple activities (e.g. standing, sitting, walking, stand-to-sit, and sit-tostand). Based on their duration, activities are categorized in two main groups: Basic Activities (BA) and Transitional Activities (TA). The former group is characterized by a longer duration and can be either dynamic or static (e.g. walking and sitting). The latter group is comprised of brief-duration activities (on the order of seconds), such as postural transitions (e.g. sit-to-stand), and body gestures.
At present, most of the researches on activity recognition focus on the BA, while transitions between activities are usually disregarded since their occurrence is generally low and duration is short when compared to BA [13] . However, the validity of this assumption depends on specific applications. Even if the recognition of transitions is not necessary, it is crucial to take notice of them when multiple tasks are performed in a short period of time. For example, activity monitoring for elderly healthcare, rehabilitation practices and fitness/gymnasium workout activities. Particularly, falls are the most common type of accidents among the elderly people which usually occur during postural transition activities, such as from sitting to standing [14] . On the other hand, there will be fluctuations of human activity recognition system when the postural transitions happen, and affect the performance of the recognition system if not be dealt with properly. Therefore, it is significant to recognize transitional activities.
In order to effectively recognize specific human activities in this data stream, an instance of behavior needs to be obtained by segmenting the data stream [15] . Such segmentation of human activity data is to separate various types of activity data contained in the continuous activity sequence, so that activity fragments of independent semantics could be formed, where each of the activity fragment is known as a window. However, when it comes down to the essence of human activity, data segmentation is not only difficult to achieve, but is also an unnatural procedure to implement. The sliding window with a fixed size method is commonly used to segment the sensor data for the successive feature extraction and classification. Nevertheless, human activity incorporates multiple continuous activity sequences of various types, which blur into each other rather than being clearly separated. In addition, irregular transitions often occur when different activities are switched, and vary with different preceding and succeeding activities, making segmentation harder to implement. Since the length of transitional activity signals varies depending on the time for activity completion, misclassifications happen especially for transitional activities. Therefore, a sliding window of fixed size is not an effective approach for activity recognition system. Define the boundaries of different activities, including BA and TA, impacts significantly on the success of feature extraction and the accuracy of activity recognition.
In this work, we present a systematic human activity recognition method, which can distinguish the BA and TA in continuous sensor data sequence. First, the preprocessed data are segmented into windows, in which the feature vectors are extracted. Then, the cluster analysis method with K-Means is used to classify the windows. Based on the cluster result, activity fragments that are continuous in time and belong to the same activity category are aggregated into the same period. Afterwards, hidden phenomena of BA are dealt with, and the fine-grained segmentation of BA and TA are realized. Finally, a RF classifier is utilized to train and test the classification model. Our experimental results demonstrate that our method achieves comparable performance compared to the state of the art methods, achieving an average accuracy of over 95%.
The main contributions of this paper are summarized as follows:
1) Human activity incorporates multiple continuous activity sequences of various types, and different types of activities have diverse duration, which blur into each other rather than being clearly separated. In this paper, a segmentation method of continuous activity data stream is proposed, which can achieve a proper division of continuous data stream into a set of individual segments that is most suitable for activity recognition, improving the recognition rate in real life. 2) Most researches on activity recognition focus on the BA, while transitions between activities are usually disregarded due to their low occurence and short duration when compared to BA. This work proposes a novel human activity recognition method, which recognizes not only well-defined BA, but also TAs in continuous sensor data sequence. 3) Lastly, we conduct experiments on the SBHAR dataset.
In the experiments, we found that different activities in actual scenarios would have different probabilities of occurrence. We take the impact of imbalanced dataset into consideration, and employ the re-balance technique to reduce the negative effects. In addition, experimental results are compared with those of the state-of-the-art methods. The comparison demonstrates the effectiveness of our approach by the enhanced accuracy achieved.
The remainder of this paper is organized as follows. In the next section, we list some related works. Section III describes our system framework and reports each part of it. Experiments and evaluations are given in Section IV. Ultimately, the conclusion and future research directions are provided in Section V.
II. RELATED WORKS
In this section, we briefly introduce researches on human activity data segmentation, and then focus on transitional activities recognition.
A. DATA SEGMENTATION
Before proceeding to feature extraction and subsequent operations, the continuous data stream should be divided into smaller fragments. In other words, human activity data are separated into independent activity fragments. So far, the sliding-window based segmentation approaches were widely used for dividing the activity data steam [15] [16] [17] . Nevertheless, one challenge of sliding window based method lies with the window size optimization. If the window size for activity division is too small, key information for an accurate classification would be lost. If it is too large, two or more activities are likely to be aggregated into one single window, adding extra noise. Furthermore, misclassification could still happen especially for transitional activities since they were discarded in most work. In existing work, a variety of different window sizes are applied for different activities, tabulated in Table 1 . The window sizes ranging from 0.1s to 10s [17] [18] [19] [20] [21] were used, with an overlapping limited to 50% between two adjacent windows or no overlapping. Four different sensor data segmentation scenarios are presented in Figure 1 . There has been a large amount of published works on activity data segmentation. Banos et al. [22] experimented various window sizes ranging from 0.25s to 7s in steps of 0.25s on different activities, with non-overlapping sliding windowing approach. Finally it is proved that short windows would lead to better performance. The work in [17] presented the performance of different window sizes on the recognition of different duration activities, and found that the performance comes to the best with 1.5s window size. Sheng et al. [23] utilized pitch extraction algorithms to achieve an adaptive time window, which can extract features from non-periodic and periodic activity data. The experiments showed that this method improved the classification performance. Santos et al. [24] proposed a dynamically adaptive sliding window method, whose window length and overlap are continuously adjusted based on entropy feedback. However, the algorithm has higher computational complexity since a large overlap would increase the rate of classifications per second. An activity data segmentation method based on online change detection algorithm was presented in [15] , which can dynamically detect transitions and the windows starting position of multivariate data stream. In [25] researchers developed a statistical segmentation method based sliding window autocorrelation technique, which combines time series analysis and statistical Gaussian model to contain more signal segmentation characteristics. This automatic segmentation model can successfully divide human data into separately activity subsets. In [26] proposed a specific statistical latent process model for automatic segmentation of the multidimensional time series acceleration data was proposed. The approach is based on a specific multiple HMM regression model incorporating a hidden discrete logistic process. The experiment on a real-world human activity recognition problem showed that the proposed method is encouraging and quite competitive.
B. TRANSITIONAL ACTIVITIES RECOGNITION
In human activity recognition, transitional activities are usually ignored because of the relatively low appearance and short duration as compared to other activities [21] , [27] , [28] . Even if there is no need to detect the transitions, it should be noted that if they are mishandled, fluctuations in the activity transitions will affect the performance of the whole recognition system. So far, only a couple of researchers consider transitional activities in their classification system.
For example, an importance score driven random forests method was proposed in [21] , which recognized basic activities and activity transitions on a benchmark dataset. Considering each activity transitions both separately and combining all activity transitions into one class, it all showed 100% recognition accuracy. The study in [14] presented an adaptive sliding window approach together with a transition model for physical activity, to improve classification accuracy. Their proposed approach adaptively adjusted window size based on signal information and achieved an overall accuracy of 96.5%. The disadvantage of this algorithm is that it can only dynamically enlarge the window size. Better performance would be expected if the window size could also be reduced to capture the short activity signals. In the work of Reyes-Ortiz et al. [13] , they considered the impact of activity transitions, and combined the probabilistic output of consecutive activity predictions of a SVM with a heuristic filtersing approach of activities probability estimations within a 2.56s time window. System error of 3.34% was obtained and they pointed out that the misclassification occurred in activity transitions increased the system error rate by 4.13%. In these papers, however, all transitional activities were regarded as one single class rather than distinguished between them. Kozina et al. [29] proposed a three-layer architecture for recognition of exercise activities and seven transitional activities. In the first two layers, knowledge-based and machine learning classifiers were employed, while the outputs of the classifiers were aggregated and fed to a Hidden Markov Model in the top layer. Gupta and Dallas [30] introduced some novel features to describe the characteristics of transitional activities, such as mean trend, variance trend. The presented method gained overall accuracy of 98%. Nevertheless, stand-to-sit and sit-to-stand were classified as a single class instead of being distinguished.
Considering the practical application scenario, it can be found that the sliding window model has a good recognition accuracy in single independent activities, whereas segmenting the transitional activities between adjacent basic activities remains difficulty when this method is employed. The inaccuracy of data segmentation would result in a lack of sufficient information to describe the activity or gather multiple activity signals in one activity instance, affecting the subsequent recognition. Figure 2 illustrates the changes of the resultant acceleration of accelerometer data when a volunteer performs each activity. It should be noted that the window w 2 , w 3 , w 4 , w 6 and w 7 all contain multiple activities with the fixed-size sliding window with 50% overlapping. As shown in the Figure 2 , there is regular pattern of different activities, with which each activity could be distinguished accurately. Transitional activities have different characteristics relative to basic activities, whose main duration is short and the length of continuous time is not fixed. Therefore the traditional fixed-size sliding window approach would be rendered unable to segment the transitional activities accurately, which in turn would fail the extraction of appropriate features. In this work, we take both basic activities and transitional activities into consideration, with how to accurately segment basic activities and transitional activities being the main objective of this work.
III. PROPOSED METHOD
In this section, our human activity recognition method that considering the transitional activities is presented, and the framework is given in Figure 3 . Recognition process is mainly divided into four parts. Firstly, raw sensor data are segmented into fragments with sliding window, and then feature vectors of each fragments (windowed data) are constructed with the feature extraction process and data re-balance technology. Secondly, cluster analysis method with K-Means is used to classify the fragments. Based on the the cluster result, activity fragments that are continuous in time and belong to the same activity category are aggregated into the same period. Next, by comparing the duration of each period and the shortest duration of the BA, a coarse classification of the BA and TA are conducted. Afterwards, the fragments between adjacent BA are focused, and then the hidden phenomenons of BA are identified and dealt with. Thirdly, the remaining fragments between adjacent BA are evaluated to decide whether they are TA or disturbance process based on the types of two adjacent BA. When the class of two adjacent BA is the same, the fragment is defined as disturbance process. Finally, based on the output results of BA and TA, Random Forest classifier is used for accurate class recognition of the BA and TA respectively. 
A. WINDOW SEGMENTATION AND FEATURE CONSTRUCTION
Before proceeding to feature extraction and consequently training machine learning algorithms, the continuous and long-lasting sensor data needs to be segmented in a suitable way. To solve this problem, an overlapped sliding window is applied, which segments the data into many short fragments. In our work, the length of each window is set to 6 second. The concept of activity fragment is introduced to describe the data after the window segmentation, as shown in Figure 4 .
After window segmentation, the feature extraction is carried out, which is to calculate the feature vector V i of each windowed data. And the V i includes both time-domain features and frequency-domain features. The acceleration data from three axies are recorded by the accelerometer, including acceleration along X-axis (A x ), Y-axis (A y ) and Z-axis (A z ), and with the same applied for the gyroscope. In total, eight types of signals are investigated, involving the raw acceleration (three axes), raw angular velocity (three axes), resultant acceleration (Acc) and resultant angular velocity (Gyro). Acc is defined as
and the definition of Gyro is similar to Acc. Then all features are extracted from the eight types of signals.
For sensor-based human activity recognition, various features have been adopted in existing works [30] [31] [32] . Related published literatures show that some of them are effective for activity recognition, and we consider them in our paper too, such as mean, variance, quartile deviation. To achieve a high accuracy for transitional activities, we also adopt physical features such as mean trend (µT ) and windowed mean difference (µD) that was proposed in [30] . These two features describe the trend of mean values over the window, and have been reported to be able to boost the classification performance. In total, 15 kinds of features are utilized, including mean, variance, correlation, covariance, skewness, kurtosis, range, standard deviation, root mean square, mean absolute error, quartile deviation, minimum, maximum, mean trend and windowed mean difference. More accurately, for feature mean, we will calculate it based on data from the three axies of accelerometer, three axes of gyroscope, resultant acceleration and resultant angular velocity. And there are 8 sub-features of each feature, with correlation and covariance being the exceptions which only have 7 sub-features. Therefore, 118 features are extracted in total.
As the duration of TA is relatively short compared to that of BA, instances of transition activities are much less than other activities. Due to the imbalance between these classes, it is likely for the classification results to be biased, favouring the majority classes while increasing the misclassification rate of the minority classes. Consequently, it is imperative to re-balance the dataset. In general, the re-balancing techniques can be mainly categorized into two groups: over-sampling the minority class and under-sampling the majority class.
In this work, for the twelve kinds of activities in our experiment, six transitional activities have much lower occurrence frequency compared with other basic activities, accounting for only 9.42%. To solve the unbalanced class distribution problem, the re-sampling technique was integrated. Related works have pointed out that, over-sampling methods would lead to over fitting problem, while under-sampling methods would result in key information loss. The SMOTE technique proposed in [33] is widely used, which over-sample the minority class by creating synthetic examples in feature space, and we use the SMOTE algorithm to over-sampling the minority classes for class distribution re-balancing.
B. CLUSTER ANALYSIS FOR PERIOD EXTRACTION
Since we use a fixed-size window to segment the sensor data, it is likely for an activity to be split into different windows, leading to the loss of important information. Period extraction refers to finding the activity fragments that are continuous in time and belong to the same class. Since the input of the clustering algorithm is window feature vectors that arranged in chronological order, so temporally adjacent activity fragments (we call it continuous in time) belonging to the same class are aggregated into one period. As a result, those continuous activity fragments with similar characteristics are included in the same period. In other words, if the features of activity fragments remain consistent for a certain period of time, the feature vectors during this time will be clustered into one period. Shown as Figure 4 , taking activity fragments W 3 and W 4 for illustration. These two activity fragments are of the same class u(3) and continuous in time, thereby being clustered into one period and defined asŜ 3 , and W 9 and W 10 belong to the same class u(5) and are continuous in time and defined asŜ p . Therefore, it can be observed that, after cluster analysis and period extraction, each period will have a label S p , p = 1, 2, . . . , P. And the periodsŜ 3 andŜ p belong to different classes.
The K-Means algorithm is one of the partitioning based, nonhierarchical clustering methods [34] . Suppose that there are a set of feature vector V 1 , V 2 , . . . , V k and an integer number C st , the K-Means algorithm is used to divide the feature vectors V 1 , V 2 , . . . , V k into C st clusters. It starts by the initialization of the C st cluster centers. According to the distance between the input feature vectors and the existing cluster centers, the input feature vector is assigned to the nearest cluster. Then the centroid of each cluster is calculated to update the cluster center. This update is due to changes in membership of each cluster.The process of redistributing the input vectors and updating the cluster centers will be repeated until the value of any cluster center no longer changes or is less than the threshold.The re-balanced data is clustered using the K-Means clustering algorithm, and feature vectors V 1 , V 2 , . . . , V k are divided into C st subclasses. And variables i, k and c are the number of iterations, classification patterns, and index of clustering centers, respectively. The specific steps of the clustering algorithm are described as follows:
Step 1: From the N activity fragments to be classified, arbitrarily select the C 0 feature vectors of activity fragments as the initial cluster centers W i,c (c = 1, 2, . . . , C 0 ).
Step 2: If the distance dist(w i,c1 , w i,c2 ) between two subclasses centers is less than the predetermined threshold, one of the cluster centers is removed and the number of subclasses is updated, which is denoted as C i+1 .
Step 3: The calculation of distances between the eigenvector V n (n = 1, 2, . . . , N ) of each activity fragment and all cluster centers are carried out. If the distance between V n and the center of the class c * is the smallest, the membership is defined as µ(k) = c * . The µ(k) is category that the activity fragment belongs to, µ(k) : V n → 1, 2, . . . , C st .
Step 4: Recalculate the new cluster center based on the membership of the activity fragment.
Step 5: If the algorithm satisfies the convergence condition, it ends, otherwise it returns to Step 2 and performs the next iteration calculation. The convergence conditions are: the change of the cluster center distance in two iterations is less than a small threshold ε; the sum of the squares of the distances from the feature vector V n to the center of the subclass and the sum of the squares of the distances between the subclasses in each subclass achieve the minimum.
After cluster analysis, each activity fragment has its own class label. The activity fragments are expanded along the time axis, where activity fragments that are continuous in time and belong to the same activity category are aggregated into one period, Figure 4 shows the process of window segmentation and period extraction.
It is assumed that the entire behavioral process is preliminarily divided into P periods, and the activity fragments of each period are arranged in an orderly manner according to the time direction. The p-th period, denoted asŜ p , p = 1, 2, . . . , P.Ŝ p belongs to the c-th activity category, that is µ(Ŝ p ) = c, c = 1, 2, .., C st , and the duration of the p-th sub-period is recorded as L p .
C. ACTIVITY SEGMENTATION
Assuming that the shortest duration of the basic activity is T min , while the duration for a period is represented as L p . If L p > T min , then this period belongs to the basic activity. The T min is defined according to related works [14] , since it was found that transitional activities have a limited duration which is in average 3.73s±1.2 s.
If the total duration of the activity fragments between the two adjacent basic activities is longer than T min , it indicates that there may still contain several basic activities between the two basic activities, which is called the hidden phenomenon of basic activities. The hidden phenomenon of the basic activities may be due to improper parameter setting or local optimum in the clustering algorithm. Such hidden phenomenon in the continuous activity sequences may affect the performance of the recognition system if not be dealt with properly.
1) BASIC ACTIVITY RECOGNITION
As shown in Figure 5 , suppose that there are two basic activities A and B, they are adjacent, and the total duration of the activities between A and B is longer than T min , then: (a) First find the longest one among all the periods between A and B as the baseline period. It is assumed that the k-th period is a baseline period for a certain type of basic activity, denoted asŜ base =Ŝ k , and its duration is L base = L k . Two periods adjacent toŜ base are defined aŝ S k 1 andŜ k 2 , respectively, where
UseŜ base as a baseline period, the similarity between the two adjacent periods andŜ base is compared, that is, the calculation of γ (Ŝ base ,Ŝ k 1 ) and γ (Ŝ base ,Ŝ k 2 ). Use the Pearson correlation coefficient to calculate the similarity of two adjacent periodsŜ k 1 ,Ŝ k 2 .
where to that of the baseline period, then two adjacent periods will be added toŜ base simultaneously, otherwise the period with high similarity is added toŜ base to form a newŜ base , as shown in formulas (6) and (7).
(d) The above process is repeated until the termination condition is satisfied, then the hidden basic activities have been identified. For example, the period C in Figure 5 is the hidden basic activity that has been found; otherwise continue the next iteration. The termination condition is: the maximum value of the similarity between the two adjacent periods and the baseline period is smaller than the threshold α, and the duration L base of the baseline periodŜ base is longer than the T min . (e) Calculate the distance between C and A, C and B, with formula d i c = ||X c −X i ||, where i = A, B,X c andX i are mean value of the periods. If the minimum distance is less than the threshold α, then C belongs to the same class with A or B (for example, if the distance between C and A is smaller than that between C and B, and is less than the threshold, then C has the same class with A); otherwise, C becomes a new type of activity that has not appeared before, as shown in Figure 5 , the newly determined C is a basic activity that is different from A or B. (f) Then calculate the length of all periods between C and A, defined as L Anew , and shown as in Figure 5 ,
there is no other basic activity between the C and A. Otherwise, there is still basic activities between C and A. In accordance with the method of determining C, the search for the basic activities is continued. In other words, the processes described in (a) ∼ (e) are repeated until all the basic activities between C and A are found out. (g) The periods between C and B are processed until all the basic activities between them are identified, and the processing method is similar to that described in (f). The above process is repeated until all the basic activities are found. At this time, all the basic activities in the continuous activity sequence have been determined, and the total duration of activity fragments are all less than T min . 
2) TRANSITIONAL ACTIVITY DIVISION
For two adjacent basic activities, there are the following two cases:
• Two adjacent basic activities are respectively two different activities A and B, then all activity fragments between the two basic activities belong to the transitional activity from A to B.
• The adjacent two basic activities are the same kind of activity A, then all the activity fragments between the two basic activities are defined as the disturbance process of the basic activity A. Occurrence of this phenomenon is due to influence of the external environment or human factors in actual sampling process, which causes the sensor data change irregularly over a period of time. Therefore, the two activities before and after the disturbance can be regarded as the same kind of activity. After the processing above, the division of all basic and transitional activities in the continuous activity sequence could be realized, as shown in Figure 6 . Finally, we use a smaller window to segment the long duration activities. The segments obtained are then used as the input data for the subsequent classification for accurate human activity recognition.
D. CLASSIFICATION WITH RANDOM FOREST
Random forests is an extension of the decision tree ensemble, which is based on the idea of model aggregation. It shows highly accuracy for the classification and regression problems of high-dimensional and ill-posed [35] , [36] . So in this work, we apply the Random Forests classifier to train and test the basic and transitional activities, in order to recognize accurately the specific activity type that a basic or transitional activity belongs to.
IV. EXPERIMENTAL RESULT AND ANALYSIS

A. EXPERIMENTAL SETUP FOR ACTIVITY RECOGNITION
In this work, we experiment on the benchmark dataset SBHARPT [37] , [38] , which is publicly available at [39] .
The activity signals are collected with smartphones that embedded triaxial accelerometer and gyroscope. Placed on the waist and with a constant frequency rate of 50Hz, 12 kinds of activity signals are collected, including walking, walking downstairs, walking upstairs, standing, sitting and laying; and 6 possible activity transitions: sit-to-lie, lie-to-sit, stand-tosit, sit-to-stand, stand-to-lie and lie-to-stand. Totally, there are 815,614 records of sensor data.
Generally, the sensor data collected in real scene contains noises, which may be caused by external vibration, rather than by the body itself, or frictions between the sensor and the human body. A median filter and low-pass Butter-worth filter with a 20 Hz cutoff frequency are employed for noise reduction. This rate is sufficient to capture the motion of the human body because 99% of its energy is contained below 15Hz [40] .
For activity recognition, several performance metrics have been intensively applied in previous works. Standard measures used previously such as accuracy, recall, precision, and F-Measure have turned out to be beneficial in other fields too. To evaluate the performance of the proposed approach, the accuracy, precision, recall, and F-Measure are utilized in our work.
Since the transitional activities have a variable execution time, a longer window size (6s) is chosen to segment sensor data, so that even the activity with the longest average duration (stand-to-lie) in the experiments is included in a window. Then, according to the method described in Section III, data re-balance, cluster analysis for period extraction, and activities segmentation are performed. Finally, we use a smaller fixed size sliding window (2s, 3s and 4s) with an overlapping of 50% to segment the long period activities.
B. ACTIVITY RECOGNITION RESULT
In order to demonstrate the performance improvement of our presented method for activity segmentation, the experiment is designed in two stages. Firstly, three different segmentation methods are utilized for comparison, including the commonly used fixed-size sliding window with non-overlapping, fixed-size sliding window with 50% overlapping and our proposed segmentation method. All the three schemes adopt a window size of 2s, 3s, and 4s. Then 118 features mentioned above are extracted from each window. In the second stage, to show the effectiveness of our proposed method using random forest classifier, other common classifiers, particular, J48, KNN, MLP, NB and SVM are employed for comparison. The interfaces of the these classifier are called in weka and almost the default parameter settings of the interfaces are used in the experiment. For each input, 10-fold cross validation is implemented. As shown in Table 2 , Table 3 and Table 4 , the average accuracy of three segmentation methods with six different classifiers is tabulated. From Table 2 -4, it can be seen that in the case of three different window sizes, data segmentation method proposed in this paper achieves a recognition rate of more than 83% using 6 kinds of classifiers, and recognition accuracy of our method is higher than fixed-size sliding window with non-overlapping and fixed-size sliding window with 50% overlapping segmentation method, and RF shows statistically significantly better than the other classifiers. It is likely that the RF combines multiple decision trees with various discriminative rules together, which can deal with the continuous data sequence better.
For different window sizes with different classifiers, the average accuracy of the fixed-size sliding window with non-overlapping segmentation method is worse than the fixed-size sliding window with 50% overlapping segmentation method, which is again worse than that of our proposed method. In terms of the window size of 3s, the recognition rate of various classifiers has all reached the best, and RF contributes the highest accuracy of 97.34%, the detailed information of the recall and precision of each activity is shown in Table 5 . This is because as the window size gradually increases, the data contained in a window gradually increases so that a full cycle of activity data could be contained. For the window size of 4s, the recognition rate with the six classifiers is lower than that of the 3s. It may be due to too much data contained in one window, which leads to more than one kind of activity in a window, affecting the recognition result. Both fixed-size sliding window with non-overlapping and fixed-size sliding window with 50% overlapping segmentation method generally have better classification performance for basic activities, while doing poorly in classifying transitional activities. Particularly, activity sit-to-lie (A9) acquires the lowest accuracy with these two methods. This may be due to the fact that the duration of transitional activities is usually short, resulting in multiple activities (instead of a single transitional activity) contained in one fragment, which leads to the misclassification of the transitional activities.
The results indicate that our presented method contributes better performance when both overall classification accuracy and the specific classification accuracy of transitional activities are concerned. However, compared to basic activity recognition, the performance of transitional activity recognition with our proposed method still needs improvements. Therefore, in the following stage, we adopt the re-sampling technique to improve the performance of transitional activities recognition.
C. DATA RE-BALANCE ENHANCING THE PERFORMANCE
This section illustrates the experiment on data re-balance of the proposed method. We evaluate the SMOTE re-sampling technique by using the RF classifier. Then create instances for six transition activity classes that have fewer instances, and the percentage of SMOTE instances to create is set to 200%, and five nearest neighbors are used. This parameter has shown as optimum within previous work for re-balance datasets [33] , [41] . The classification performance of the unbalanced data is set as a benchmark. In addition to the classification accuracy, we also use precision, recall, and F-Measure to measure the classification performance of both basic activities and transitional activities. Table 6 shows that not only a significant performance improvement of F-Measure after oversampling the transitional activities, but also statistically increase of accuracy, precision, and recall. Figure 8 depicts the F-Measure of SMOTE oversampling technique on each activity. Contrasted with the performance without utilizing the re-sampling technique, re-sampling technology improves the precision of transitional activities. Particularly, the F-Measure of activities such as sit-to-lie, stand-to-lie, lie-to-sit, and lie-to-stand are increased significantly by using SMOTE. In our work, the recognition is a multi-modal classification problem with an unequal distribution between twelve activities. Without resampling technique, the transitional activities, consider as the minority class, will compromise the performance of the method adopted in this paper.
D. COMPARISON
In this section, to show the effectiveness of our method, we will compare our results with previous studies. It should be noted that only accelerometer signals were considered in these studies, while both accelerometer and gyroscope signals are used in our paper. Table 7 reports our results in comparison with other recent studies for activity recognition that used the same dataset.
As mentioned before in [14] , an adaptive sliding window and a transition model to improve classification performance was proposed, which we call AW-TD. In order to compare with their own dataset, they did not take all activities in the SBHAR dataset into consideration. Instead, only four transitional activities: sit-to-stand, stand-to-sit, sit-to-lie, lieto-sit and three basic activities: walk, stand, sit were used. The authors also implemented the approach described in [30] , abbreviated as GD, to compare with their method. From the comparison in the table, we can see that for the basic activities such as walk, stand, and sit, both methods have good performance, and the precision is close to 1. It should be pointed out that the precision of our method is much higher than that of AW-TD and GD when recognizing stand-to-sit and sit-to-stand. Additionally, we recognize activities standto-lie and lie-to-stand, and the precision of which all come higher than 95%. In short, our method achieves an overall accuracy of 99.68%, which is higher than 96.5% for AW-TD and 91.9% for GD. In [13] , a Transition-Aware Human Activity Recognition (TAHAR) system architecture was introduced, achieved by consolidating the probabilistic output of SVM with a heuristic filtering approach. We note, from Table 7 , that the precision of basic activities of their method is very close to our method, however, instead of distinguishing each different transitional activities, they treat these transitional activities as one type of activity transition. It can be expected that, on average, our proposed method is comparable to other previous work and can obtain even higher accuracy.
V. CONCLUSION
In this paper, we presented and implemented our human activity recognition method to recognize basic activities and transitional activities. In the proposed approach, we extend recognition tasks to recognize each type of transitional activities rather than treating them as one activity, which might increase the difficulty and complexity of the recognition problem. First, the segmented data is rebalanced for minority transitional activities to improve classification accuracy. Furthermore, with the appropriate features and cluster analysis for period extraction, the segmentation of basic activities and transitional activities is realized, and the transitional activities can be well recognized.
In this study, we evaluated the performance of our method on the public dataset SBHARPT. The results demonstrate that the proposed approach can effectively recognize basic and transitional activities with a better classification accuracy. Besides, in comparison with other recent studies for activity recognition that use the same dataset, on average, our proposed method provides similar or even higher accuracy and it is comparable to other methods.
Despite the fact that a large amount of work has been done in this area, from our results, we can see many issues remain open, particularly for activity segmentation method and online activity recognition technique. There are three aspects of future work. First, comparison of our approach with other state-of-the-art recognition frameworks or methods, and experiments on more available datasets will be conducted. Secondly, segmentation method with dynamically adjustable window size or other potential innovations will be expored for further performance improvements. Besides, a proper feature selection method should be taken into consideration. Thirdly, the applicability analysis of the method in practical scenarios will be carried out, which includes an elaborate analysis on computational complexity and its real-time performance.
