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Abstract
We prove large deviations for g(t)-Brownian motion in a complete,
evolving Riemannian manifold M with respect to a collection {g(t)}t∈R
of Riemannian metrics, smoothly depending on t. We show how the large
deviations are obtained from the large deviations of the (time-dependent)
horizontal lift of g(t)-Brownian motion to the frame bundle F M over
M . The latter is proved by embedding the frame bundle into some Eu-
clidean space and applying Freidlin-Wentzell theory for diffusions with
time-dependent coefficients, where the coefficients are jointly Lipschitz in
space and time.
keywords: large deviations, Schilder’s theorem, g(t)-Brownian motion,
time-dependent geometry, evolving manifold, frame bundle, horizontal lift,
anti-development, Freidlin-Wentzell theory
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1 Introduction
In the past decades, the study of evolving Riemannian manifolds has received
a lot of attention. The treatment of stochastic processes in this setting was
initiated in [ACT08], where Brownian motion with respect to a collection of
time-dependent metrics is defined. The existence of this process is proven, and
the gradient of the associated heat-semigroup is studied when the metric evolves
under the Ricci-flow. This is further developed in [CP11]. More generally, in
[GPT15], the theory of martingales with respect to a time-dependent connection
is studied.
In [CP14], the so-called Onsager-Machlup functional is studied for elliptic diffu-
sions on manifolds with time-dependent metric. It is shown that the probability
that a Brownian motion deviates from a smooth curve by at most a distance
ε > 0 decays exponentially in ε. More precisely, if Xt is a Brownian motion
with respect to a time-dependent metric {g(t)}0≤t≤1, and γ : [0, 1] → M is a
smooth curve, it is proven that for ε small
P
(
sup
0≤t≤1
dt(Xt, γ(t)) ≤ ε
)
∼ e− Cε2 exp
{∫ 1
0
−1
2
|γ˙(t)|2g(t) −
1
12
Rg(t)(γ(t)) +
1
4
Trg(t)(∂1g(t)) dt
}
.
Here, dt is the Riemmanian distance associated to the metric g(t), Rg(t) is the
scalar curvature of the metric g(t), and Trg(t)(∂1g(t)) denotes the trace of the
time-derivative ∂1g(t) with respect to the metric g(t). This result is an exten-
sion of the time-homogeneous case, in which the term containing the derivative
∂tg(t) is non-existent.
A result related to this is Schilder’s theorem, which is proven in the time-
homogeneous Riemannian setting in [KRV19]. Schilder’s theorem is concerned
with the large deviations for Brownian paths when the variance tends to 0. More
precisely, on the exponential scale we have
P (Xεt ≈ γ) ≈ exp
{
− 1
2ε
∫ 1
0
|γ˙(t)|2 dt
}
,
where Xεt = Xεt. Our aim is to extend this result to the context of a mani-
fold with a time-dependent metric. We follow the approach taken in [KRV19,
Section 6]. For this, we define an appropriate way of lifting a Brownian motion
with respect to a time-dependent metric to the frame bundle over the manifold,
obtaining a so called horizontal Brownian motion. We then embed the frame
bundle into Euclidean space, and use Freidlin-Wentzell theory to prove large
deviations for embedded horizontal Brownian motion. Finally, we apply the
contraction principle to obtain the large deviations for the Brownian motion
with respect to a time-dependent metric in the manifold.
The paper is organized as follows. In Section 2 we introduce the large devia-
tion principle and fix the notation from Riemannian geometry. Furthermore,
we introduce the notion of a Brownian motion with respect to a time-dependent
metric and state the main result, the analogue of Schilder’s theorem. Addi-
tionally, we sketch the approach to proving this result. Section 3 is devoted to
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the required theory of bundles and horizontal lifting of curves to such bundles.
In particular, we define these notions with respect to a time-dependent metric.
Finally, in Section 4 we provide all details of the proof of our main result.
2 Main result
In this section we define the notion of a large deviation principle. Further-
more, we fix the notation from Riemannian geometry. Additionally, following
[ACT08; CP11], we define Brownian motion with respect to a collection of met-
rics {g(t)}t∈[0,1]. Finally, we state our main result, and give an overview on how
we will prove the result in Section 4.
2.1 Large deviation principle
In large deviations one deals with the limiting behaviour of a sequence of ran-
dom variables {Xε}ε>0. More precisely, large deviations quantify this limiting
behaviour on an exponential scale by means of a rate function. We have the
following definition.
Definition 2.1. Let {Xε}ε>0 be a sequence of random variables taking values
in a metric space X .
1. A rate function is a lower semicontinuous function I : X → [0,∞]. A rate
function is called good if its level sets {x ∈ X|I(x) ≤ α} are compact for
any α ≥ 0.
2. The sequence {Xε}ε>0 satisfies the large deviation principle (LDP) in X
with rate function I if the following hold:
(a) (Upper bound) For any F ⊂ X closed
lim sup
ε→0
ε logP(Xε ∈ F ) ≤ − inf
x∈F
I(x).
(b) (Lower bound) For any G ⊂ X open
lim inf
ε→0
ε logP(Xε ∈ G) ≥ − inf
x∈G
I(x).
When a sequence {Xε}ε>0 satisfies the large deviation principle with rate func-
tion I, it is often informally written as
P(Xε ≈ x) ≈ e−ε
−1I(x).
2.2 g(t)-Brownian motion and the main result
Let M be a manifold, which in our case always means it is smooth and second
countable. As usual, we denote by TM the tangent bundle and for x ∈ M we
write TxM for the tangent space at x. Smooth sections of TM are referred to
as vector fields, and the collection of all vector fields is denoted by Γ(TM).
Let G = {g(t)}t∈[0,1] be a collection of Riemannian metrics on M , smoothly
depending on t. We will interchangeably use G and {g(t)}t∈[0,1] to refer to this
collection of metrics. For x ∈ M and v, w ∈ TxM we write 〈v, w〉g(t) for the
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inner product of v and w with respect to the metric g(t). For every t ∈ [0, 1],
we denote by ∇t the Levi-Civita connection of g(t), and by ∆tM the associated
Laplace-Beltrami operator.
We denote by C(M) the set of continuous functions on M , by Cb(M) the set of
bounded, continuous functions and by C∞(M) the set of smooth functions. Fur-
thermore, the set of continuous curves (on [0, 1]) inM is denoted by C([0, 1];M)
and the set of smooth curves by C∞([0, 1];M). Additionally, we define the space
H1([0, 1];M) by
H1([0, 1];M) =
{
γ : [0, 1]→M
∣∣∣∣γ is differentiable a.e. and
∫ 1
0
|γ˙(t)|2g(t) dt <∞
}
.
A subscript indicates that we only consider curves with that given initial value,
i.e. we write Cx([0, 1];M), C
∞
x ([0, 1];M) and H
1
x([0, 1];M) if we only consider
curves with initial value x ∈M .
We now define what we mean by a Brownian motion with respect to a collection
of metrics {g(t)}t∈[0,1]. We follow the definition in [CP11] which is equivalent
to the definition in [ACT08].
Definition 2.2. Let M be a manifold, and let {g(t)}t∈[0,1] be a collection of
Riemannian metrics on M , smoothly depending on t. A process Xt is called a
g(t)-Brownian motion if it is continuous and if for all f ∈ C∞(M),
f(Xt)− f(X0)− 1
2
∫ t
0
∆sMf(Xs) ds
is a local martingale. In that case, we say that Xt is generated by (the time-
dependent generator) ∆tM .
In general, a g(t)-Brownian motion only exists up to some explosion time e(X).
In the time-homogeneous setting we have that if the Ricci-curvature is bounded
from below, then e(X) is almost surely infinite, see e.g. [Hsu02, Section 4.2].
This result is extended to the time-inhomogeneous case in [KP11] by requiring
that g(t) evolves under the backwards super Ricci flow, i.e., g(t) satisfies
∂1g(t) ≤ Ricg(t).
In that case, g(t)-Brownian motion exists up to time T for every T > 0.
Next, we state the main result, which is the analogue of Schilder’s theorem for
a g(t)-Brownian motion. Before we do this, we first need to introduce a proper
rescaling of a g(t)-Brownian motion.
To motivate the rescaling, first consider a standard real-valued Brownian motion
Wt. Then Schilder’s theorem states that
P
(
(
√
εWt)0≤t≤1 ≈ γ
) ≈ exp{− 1
2ε
∫ 1
0
|γ˙(t)|2 dt
}
.
Since Wt is generated by
1
2∆, the process
√
εWt is generated by
ε
2∆. To extend
this to the Riemannian setting, note that
√
εWt =Wεt. As proven in [KRV19],
if Xt is a Riemannian Brownian motion, then
P ((Xεt)0≤t≤1 ≈ γ) ≈ exp
{
− 1
2ε
∫ 1
0
|γ˙(t)|2g dt
}
,
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where the process Xεt is generated by
ε
2∆M .
In the time-inhomogeneous setting, we want the process Xεt to evolve according
to a collection of metrics {g(t)}t∈[0,1]. Consequently, we have to consider Xt
as a g(ε−1t)-Brownian motion, i.e., Xt is generated by
1
2∆
ε−1t
M . In that case,
substitution yields that the process Xεt is generated by
ε
2∆
tεε−1
M =
ε
2∆
t
M . Our
main result gives the large deviations for the process Xεt = Xεt.
Before we give the precise statement, we first give some motivation by consid-
ering the one-dimensional, real-valued case. For this, let g : [0, 1] → R>0 be a
smooth function with associated inner products given by 〈v, w〉g(u) = g(u)vw.
LetW gt be the process generated by
1
2g(t)
d2
dx2 , i.e.,W
g
t is a g(t)-Brownian motion.
Then the rescaled process W
g(ε−1·)
εt is generated by
ε
2g(ε−1εt)
d2
dx2 =
ε
2g(t)
d2
dx2 . If
we denote by Wt a standard Brownian motion, we have
W gt =W
∫
t
0
1
g(r)
dr
.
Consequently,
W
g(ε−1·)
εt =W
∫
εt
0
1
g(ε−1r)
dr
=W
ε
∫
t
0
1
g(r)
dr
=
√
εW∫ t
0
1
g(r)
dr
.
If we write ψ(t) =
∫ t
0
1
g(r) dr, we have
P
(
W
g(ε−1·)
ε· ≈ γ
)
= P
(√
εWψ(·) ≈ γ
)
= P
(√
εW· ≈ γ(ψ−1(·))
)
.
Hence, Schilder’s theorem implies that
P
(
W
g(ε−1·)
ε· ≈ γ
)
≈ exp
{
− 1
2ε
∫ ψ(1)
0
(
d
dt
(γ(ψ−1(t))
)2
dt
}
.
Now by the inverse function theorem, (ψ−1)′(t) = 1
ψ′(ψ−1(t)) = g(ψ
−1(t)). Con-
sequently, we have
∫ ψ(1)
0
(
d
dt
(γ(ψ−1(t))
)2
dt =
∫ ψ(1)
0
γ˙(ψ−1(t))2g(ψ−1(t))2 dt
=
∫ 1
0
γ˙(u)2g(u) du
=
∫ 1
0
|γ˙(u)|2g(u) du.
Here we used in the second line the substitution u = ψ−1(t).
Collecting everything, we have
P
(
W
g(ε−1·)
εt ≈ γ
)
≈ exp
{
− 1
2ε
∫ 1
0
|γ˙(u)|2g(u) du
}
.
Our main theorem states that this happens in general.
Theorem 2.3. Let M be a Riemannian manifold and let {g(t)}t∈[0,1] be a
collection of Riemannian metrics, smoothly depending on t. Fix x0 ∈ M , and
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let Xt be a g(t)-Brownian motion with X0 = x0. Assume Xt exists for all time
t ∈ [0, 1]. Furthermore assume that for every ε > 0, the continuous process Xεt
generated by ε2∆
t
M exists for all time t ∈ [0, 1]. Then {Xεt }ε>0 satisfies the large
deviation principle in C([0, 1];M) with good rate function IM given by
IM (γ) =
{
1
2
∫ 1
0
|γ˙(t)|2g(t) dt, γ ∈ H1x0([0, 1];M),
∞ otherwise. (2.1)
2.3 Sketch of the proof Theorem 2.3
The proof of Theorem 2.3 follows the same lines as the proof given in [KRV19,
Section 6] for the time-homogeneous case. The main work lies in defining a
good analogue of the concept of horizontal lift and anti-development in the
time-inhomogeneous case. The detailed construction is given in Section 3.
Instead of proving the large deviation principle for Xεt directly, we first prove
the large deviation principle for its horizontal lift Uεt with respect to {g(t)}t∈[0,1]
in the frame bundle FM . As explained in Section 3.4 (see also [CP11; ACT08]),
this process satisfies the Stratonovich stochastic differential equation
dUεt = Hi(t, U
ε
t ) ◦ dW ε,it −
1
2
(∂tg(t))ij(U
ε
t ei, U
ε
t ej)V
ij(Uεt ) dt. (2.2)
Here, Hi(t, ·) are the fundamental horizontal fields with respect to the metric
g(t) and V ij is the canonical basis of vertical vector fields over FM , see Section
3.2. Furthermore, {e1, . . . , ed} denotes the standard basis of Rd.
By embedding FM smoothly in some Euclidean space RN , we can push-forward
the equation (2.2) to RN to obtain a stochastic differential equation on RN with
a drift, and a diffusion of order
√
ε, see e.g. [Hsu02, Section 1.2]. Consequently,
at least if we restrict to compact sets, we can apply Theorem 4.8 in Section
4.2 to get the large deviations for the embedded process. By the contraction
principle (see [DZ98, Theorem 4.2.1], this can then be transferred to the process
Xεt . The relation between the derivative of a curve in M and the derivative of
its anti-development with respect to {g(t)}t∈[0,1] in Rd then assures that we
obtain the correct rate function.
Finally, as shown in Section 4.1, we can use a general approach using Lyapunov
functions to show that the process Xεt remains in a compact set with high
probability. This, together with the result obtained when restricting to compact
sets, allows us to obtain the full result of Theorem 2.3.
3 Horizontal lift and anti-development
In this section we discuss how to define a horizontal lift with respect to a col-
lection {g(t)}t∈[0,1] of metrics on a manifold M . In order to do this, we need
a suitable definition of what we mean by horizontal curves and horizontal vec-
tors. For this, we need to incorporate time into our analysis. In order for the
upcoming constructions to make sense also for t /∈ [0, 1], we set g(t) = g(0) for
t < 0 and g(t) = g(1) for t > 1.
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3.1 A time-dependent connection which is metric
Denote spacetime by M := R × M and let TM be its tangent bundle. For
(t, x) ∈ M we have T(t,x)M = R⊕ TxM . We denote the basis tangent vector in
the time-direction by ∂1.
Instead of considering the tangent bundle TM, we also want to view TM as
bundle over M. More precisely, we define the bundle TM over M with fibres
given by
TM(t,x) = TxM
for all t ∈ R and all x ∈M . A smooth section of TM is called a time-dependent
vector field. We will sometimes write Z(t) ∈ Γ(TM) to stress that Z is a
time-dependent vector fields on M .
To define the desired connection on TM , we first need to define what we mean by
the derivative of g(t) with respect to t. This is a 2-tensor ∂1g(t) : TM ×TM →
C∞(M), which in coordinates is given by
∂1g(t)(v, w) = ∂1gij(t)v
iwj ,
where v = vi∂i, w = w
j∂j and g(t) = gij(t)dx
i ⊗ dxj .
Furthermore, for Y ∈ Γ(TM), we denote by (∂1g(t))(Y (t), ·)#t the vector field
obtained by ’raising an index’ with respect to the metric g(t). More precisely,
it is the unique vector field such that for all vector fields Z ∈ Γ(TM) we have
(∂1g(t))(Y (t), Z) = 〈(∂1g(t))(Y (t), ·)#t , Z〉g(t).
Finally, we denote by ∇t the Levi-Civita connection of the metric g(t).
Following the idea in [Ham86; Ham93], see also Chapter 6 in [AH11], we equip
the bundle TM over M with a natural connection ∇ : Γ(TM) × Γ(TM) →
Γ(TM) given by{
∇XY (t) = ∇tXY,
∇∂1Y (t) = ∂1Y (t) + 12 (∂1g(t))(Y (t), ·)#t ,
(3.1)
for X ∈ Γ(TM) a vector field overM and Y ∈ Γ(TM) a time-dependent vector
field over M . By C∞-linearity, this defines ∇ZY for all Z ∈ Γ(TM) and all
Y ∈ Γ(TM). This connection is compatible with the collection {g(t)}t∈[0,1] of
Riemannian metrics on M , as we will show in the following proposition.
Proposition 3.1. The connection defined in (3.1) is metric in the following
sense: for all time-dependent vector fields X,Y ∈ Γ(TM) and Z ∈ Γ(TM) we
have
Z〈X(t), Y (t)〉g(t) = 〈∇ZX(t), Y (t)〉g(t) + 〈X(t),∇ZY (t)〉g(t)
for all t ∈ R.
Proof. Note that Z ∈ Γ(TM) can be written as Z(t, x) = c1(t, x)∂t + Z˜(t)(x)
where c1 : M → R is a smooth function and Z˜ ∈ Γ(TM) a time-dependent
vector field over M . Since ∇t is metric with respect to g(t), we have
Z˜(t)〈X(t), Y (t)〉g(t) = 〈∇tZ˜(t)X(t), Y (t)〉g(t) + 〈X(t),∇tZ˜(t)Y (t)〉g(t)
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= 〈∇Z˜(t)X(t), Y (t)〉g(t) + 〈X(t),∇Z˜(t)Y (t)〉g(t).
For the derivative with respect to ∂1, if we writeX(t) = X
i(t)∂i, Y (t) = Y
j(t)∂j
and g(t) = gij(t)dx
i ⊗ dxj in coordinates, we get
∂1〈X(t), Y (t)〉g(t) = ∂1(X i(t)Y j(t)gij(t))
= ∂1X
i(t)Y j(t)gij(t) +X
i(t)∂1Y
j(t)gij(t) +X
i(t)Y j(t)∂1gij(t)
= 〈∂1X(t), Y (t)〉g(t) + 〈X(t), ∂1Y (t)〉g(t) + (∂1g(t))(X(t), Y (t))
= 〈∇∂1X(t), Y (t)〉g(t) + 〈X(t),∇∂1Y (t)〉g(t).
Here, the last line follows by splitting (∂1g(t))(X(t), Y (t)) in two, and raising
one index.
Finally, using that ∇ is C∞-linear in the first variable proves the claim.
As a corollary, we obtain the derivative of the inner product between two time-
dependent vector fields along a curve in M .
Corollary 3.2. Let X(t), Y (t) ∈ Γ(TM) be time-dependent vector fields and
let γ : [0, 1]→M be a curve. Then
d
dt
〈X(t, γ(t)), Y (t, γ(t))〉g(t)
= 〈∇∂1+γ˙(t)X(t), Y (t)〉g(t) + 〈X(t),∇∂1+γ˙(t)Y (t)〉g(t).
Proof. Consider the curve ϕ : [0, 1] → M given by ϕ(t) = (t, γ(t)). From
Proposition 3.1 it follows that
d
dt
〈X(t, γ(t)), Y (t, γ(t))〉g(t)
= ϕ˙(t)〈X(t, γ(t)), Y (t, γ(t))〉g(t)
= 〈∇ϕ˙(t)X(t, γ(t)), Y (t, γ(t))〉g(t) + 〈X(t, γ(t)),∇ϕ˙(t)Y (t, γ(t))〉g(t)
= 〈∇∂1+γ˙(t)X(t), Y (t)〉g(t) + 〈X(t),∇∂1+γ˙(t)Y (t)〉g(t).
Here, the last line follows from the fact that ϕ˙(t) = ∂1 + γ˙(t).
Remark 3.3. IfX(t) = X for some fixed vector field X ∈ Γ(TM), then ∂1X(t) =
0, and we reduce to the setting in [CP11]. If we consider another stationary
vector field Y (t) = Y ∈ Γ(TM) and a curve γ : [0, 1]→M , we have
d
dt
〈X(γ(t)), Y (γ(t))〉g(t) = (∂1g(t))(X(γ(t)), Y (γ(t))) +
+ 〈∇tγ˙(t)X(γ(t)), Y (γ(t))〉g(t) + 〈X(γ(t)),∇tγ˙(t)Y (γ(t))〉g(t).
Corollary 3.2 inspires us to define a notion of a time-dependent vector field
being parallel along a curve in M with respect to a collection {g(t)}t∈[0,1] of
Riemannian metrics. We have the following definition.
Definition 3.4. Let γ : [0, 1] → M be a curve. A time-dependent vector field
X(t) along γ is said to be parallel along γ with respect to {g(t)}t∈[0,1] if it is
parallel along the curve (t, γ(t)) in M with respect to the connection ∇. More
precisely, X(t) is parallel along γ if and only if for all t ∈ [0, 1] we have
∇∂1+γ˙(t)X(t)(γ(t)) = 0.
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Remark 3.5. IfX(t) and Y (t) are time-dependent vector fields which are parallel
along γ with respect to {g(t)}t∈[0,1], then by Corollary 3.2 we have
d
dt
〈X(γ(t)), Y (γ(t))〉g(t) = 0.
This shows that the inner product between parallel vector fields is constant. In
particular, by taking Y (t) = X(t), we find that |X(t, γ(t))|g(t) is constant along
γ(t).
3.2 Horizontal lift
The frame bundle FM over M is the bundle with fibres given by
FxM = {u : Rd → TxM |u linear isomorphism}
The frame bundle is a principal bundle with structure groupGL(d,R), the set of
all invertible d× d matrices. It is a manifold, with the projection pi : FM →M
being a smooth map. Furthermore, the tangent bundle of FM can be split
in two parts, namely in directions in M (defining a connection on M) and in
the direction of the frames, i.e., vectors tangent to the fibres of FM . More
precsiely, if V ∈ TuFM is tangent to the fibre FpiuM , then V is said to be
vertical. Consequently, V ∈ TuFM is vertical if and only if it is the tangent
vector of a curve in FM that remains inside FpiuM . We denote the vertical
subspace of TuFM by VuFM . If we consider the map Lu : GL(d,R)→ FpiuM
given by Lug = ug, then a basis of VuFM is given by
Vij(u) = dLu(I)(Eij), (3.2)
where Eij is the matrix of all zeros, except for a 1 in position (i, j).
A subspace Hu of TuFM such that TuFM = HuFM ⊕ VuFM is called a
horizontal subspace. Choosing a collection {Hu}u∈FM of horizontal subspaces
smoothly depending on u is equivalent to choosing a connection on M , see e.g.
[Spi79, Chapter 8] or [KN63, Chapter 2].
We show how to obtain the collection of subspaces {Hu}u∈FM when M is
equipped with a connection ∇. First, a horizontal lift of a curve γ : [0, 1]→M
is a curve u : [0, 1]→ FM such that for all a ∈ Rd we have
∇γ˙(s)(u(s)a) = 0
for all s ∈ [0, 1]. This horizontal lift exists for all time, and is unique once we
fix the initial frame u(0) = u, see e.g. [Spi79; KN63]. Intuitively, the horizontal
lift of γ can be thought of as a parallel selection of frames along γ.
To define the horizontal lift of a vector X ∈ TpM via some frame u ∈ FpM ,
consider a curve γ with γ(0) = p and γ˙(0) = X . If u(s) is the horizontal lift
of γ with u(0) = u, then we define the horizontal lift X∗(u) = u˙(0). With the
horizontal lift at hand, for u ∈ FM , we set
Hu = {X∗(u)|X ∈ TpiuM}.
Finally, given a ∈ Rd and u ∈ FpM , we have that ua ∈ TpM , so that we can
define its horizontal lift. We denote this by H(u)a, which is thus given by
H(u)a = (ua)∗(u). (3.3)
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3.2.1 Horizontal lift with respect to a family of metrics
Instead of performing horizontal lift with respect to a fixed connection, we
wish to define it with respect to a time-dependent family of connections. More
precisely, we wish to define the horizontal lift with respect to the family of Levi-
Civita connections associated to the collection G = {g(t)}t∈[0,1] of metrics on
M . To do this, we use the parallel transport given in Definition 3.4.
Definition 3.6. Let γ : [0, 1] → M be a curve in M . A curve u(t) ∈ FM is
called a horizontal lift of γ with respect to {g(t)}t∈[0,1] if for all a ∈ Rd we have
that u(t)a is parallel along γ with respect to {g(t)}t∈[0,1], i.e., for all a ∈ Rd we
have
∇∂1+γ˙(t)(u(t)a) = 0
for all t ∈ [0, 1].
If u(t) is the horizontal lift with respect to {g(t)}t∈[0,1] of a curve γ, then by
Corollary 3.2 we have for all a ∈ Rd that
d
dt
|u(t)a|g(t) = 0, (3.4)
i.e., |u(t)a|g(t) = |u(0)a|g(0) for all t ∈ [0, 1]. Consequently, if u(0) : Rd →
(Tγ(0)M, g(0)) is an isometry, then u(t) : R
d → (Tγ(t)M, g(t)) is an isometry for
all t ∈ [0, 1].
We use this observation to show that the horizontal lift with respect to {g(t)}t∈[0,1]
of metrics exists for all time, and is unique once an initial (orthonormal) frame
is given. We do this by showing that the horizontal lift defined in 3.6 is a special
instance of a horizontal lift from the manifold M = R×M to a principle fibre
bundle over M. To this end, consider the bundle O over M with fibres given by
O(t,x) = {u : Rd → (TxM, g(t))|u isometry}, (3.5)
i.e., O(t,x) consists of the orthonormal frames for TxM with respect to the metric
g(t).
The bundle O is a principal bundle with structure group G = O(d), the or-
thogonal group. Now, let γ(t) be a curve in M with horizontal lift u(t) as in
Definition 3.6, such that u(0) is an orthonormal frame for Tγ(0)M with respect
to g(0). From (3.4) it follows that for all t ∈ [0, 1], u(t) is orthonormal with
respect to g(t), and hence u(t) ∈ O(t,γ(t)) for all t ∈ [0, 1]. If we now define
ϕ(t) = (t, γ(t)) ∈ M, then ϕ˙(t) = ∂1 + γ˙(t). Putting everything together, this
implies that the curve u(t) can also be interpreted as the horizontal lift of ϕ(t)
with respect to the connection ∇ as in (3.1) to the bundle O. Because O is a
principal bundle, it follows that a horizontal lift of ϕ(t) = (t, γ(t)) exists for all
time t ∈ [0, 1] and is unique if the initial condition u(0) = u0 ∈ O(0,γ(0)) is fixed.
For this, we refer to (among others) [Spi79, Chapter 8]. This implies that the
horizontal lift defined in Definition 3.6 always exists, and is unique if an initial
orthonormal frame with respect to g(0) is given.
As explained in the previous section, if a horizontal lift for curves is defined, we
can use this to define the horizontal lift of tangent vectors. In particular, the
horizontal lift of curves in M to the bundle O with respect to the connection ∇
10
in (3.1) allows us to lift tangent vectors X ∈ T(t,x)M to TO. In what follows,
we denote this lift by X∗.
Since we also have a notion of horizontal lifts of curves in M with respect to
{g(t)}t∈[0,1], we can use this to define the horizontal lift of a tangent vector in
TM with respect to {g(t)}t∈[0,1].
Definition 3.7. Let X ∈ TpM and u ∈ O(s,p). Let γ : [0, 1] → M be a curve
with γ(s) = p and γ˙(s) = X. Denote by u(t) the horizontal lift of γ with respect
to G = {g(t)}t∈[0,1], satisfying u(s) = u. We define the horizontal lift of X via
u with respect to {g(t)}t∈[0,1] by X∗G(u) = u˙(s).
Remark 3.8. If γ is a curve inM , we can identify its horizontal lift with respect
to {g(t)}t∈[0,1] with the horizontal lift of the curve ϕ(t) = (t, γ(t)) in M with
respect to the connection ∇ defined in (3.1). This implies that u˙(s) is the
horizontal lift of ϕ˙(s) = ∂1 + γ˙(s) to Tu(s)O(s,γ(s)) via u(s). Consequently, we
have that X∗G(u) = (∂1 +X)
∗(u).
We now wish to relate the horizontal lift of X via u ∈ O(s,p), with respect to
{g(t)}t∈[0,1] to the horizontal lift of X via u with respect to the metric g(s).
Before we get to this, we first need the following result, the proof of which is
inspired by the proof of [CP11, Proposition 1.2].
Proposition 3.9. Let u ∈ O(s,p). Then the horizontal lift of ∂1 via u with
respect to the connection ∇ in (3.1) is given by
∂∗1 (u) = −
1
2
(∂1g(s))(uei, uej)Vij(u).
Here, {e1, . . . , ed} is the canonical basis of Rd and Vij(u) are the canonical
vertical basis vectors of VuFM defined in (3.2).
Proof. Consider the curve η(t) = (s + t, p). Then η˙(0) = ∂1. Let u(t) be the
horizontal lift of η(t) with u(0) = u. Then ∂∗1 (u) = u˙(0). Since η˙(t) = ∂1, we
have for all a ∈ Rd that
∇∂1(v(t)a) = 0,
which gives via (3.1) that
∂1(u(t)a) +
1
2
(∂1g(s+ t))(u(t)a, ·)#s+t = 0. (3.6)
Since u(t) ∈ FpM for all t, we have that u˙(t) ∈ Vu(t)FM . Consequently, we can
write
u˙(t) = cαβ(t, u(t))Vαβ(u(t)),
where Vαβ are the canonical vertical basis vector fields defined in (3.2). Note
that u(t)a = eva(u(t)), where eva : FM → TM is evaluation in a. From this it
follows that ∂1(u(t)a) = d(eva)(u(t))(u˙(t)). Furthermore, note that
d(eva)(u(t))(Vαβ(u(t)) = d(eva ◦ Lu(t))(I)(Eαβ)
=
d
ds
∣∣∣∣
s=0
u(t)(I + sEαβ)a
= u(t)(aβeα),
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where we write a = aβeβ.
By linearity, we find for every i = 1, . . . , d that
∂1(u(t)ei) = cαβ(t, u(t))d evei(u(t))(Vαβ(u(t)))
= cαβ(t, u(t))u(t)δiβeα
= cαi(t, u(t))u(t)eα.
Furthermore, since ∂1(u(t)ei) = − 12 (∂1g(s+ t))(u(t)ei, ·)#s+t by (3.6), we have
〈∂1(u(t)ei), u(t)ej〉g(s+t) = −
1
2
(∂1g(s+ t))(u(t)ei, u(t)ej)
for every j = 1, . . . , d. Now, the left hand side is given by
〈∂1(u(t)ei), u(t)ej〉g(s+t) = cαi(t, u(t))〈u(t)eα, u(t)ej〉g(s+t)
= cαi(t, u(t))〈eα, ej〉Rd
= cji(t, u(t)).
Here we used in the second line that u(t) ∈ O(s+t,p), to that it is an isometry
from Rd to (TpM, g(s+ t)).
Combining the two equalities above, we find for every i, j = 1, . . . , d that
cji(t, u(t)) = −1
2
(∂1g(s+ t))(u(t)ei, u(t)ej).
Because ∂1g(s+ t) is symmetric, it follows that cij = cji. Consequently, we can
write
u˙(t) = −1
2
(∂1g(s+ t))(u(t)ei, u(t)ej)Vij(u(t)),
so that
∂∗1 (u) = u˙(0) = −
1
2
(∂1g(s))(uei, uej)Vij(u),
where we used that u(0) = u.
From Proposition 3.9 we deduce the relation the horizontal lift of X ∈ TpM
with respect to {g(t)}t∈[0,1] and with respect to the metric g(s) at a specific
time s ∈ [0, 1].
Corollary 3.10. For X ∈ TpM and u ∈ O(s,p) we have
X∗G(u) = X∗s(u)− 1
2
(∂1g(s))(uei, uej)Vij(u),
where X∗s(u) denotes the horizontal lift of X via u, with respect to the metric
g(s), and the ei and Vij are as in Proposition 3.9.
Proof. From Remark 3.8 it follows that X∗G(u) = (∂1 + X)
∗(u). Since (∂1 +
X)∗(u) = ∂∗1 (u) +X
∗(u) (see e.g. [Spi79]), it follows from Proposition 3.9 that
we are done once we show that X∗(u) = X∗s(u). To see the latter, consider a
curve γ : (−ε, ε)→M with γ(0) = p and γ˙(0) = X and define ϕ : (−ε, ε)→ M
by ϕ(t) = (s, γ(t)). Then ϕ(0) = (s, p) and ϕ˙(0) = X . Let u(t) be the horizontal
lift of ϕ with u(0) = u. Since ϕ˙(t) = X , we have
∇sX(u(t)a) = 0
for every a ∈ Rd. Consequently, u(t) is the horizontal lift of γ(t) with respect
to ∇s, i.e., the Levi-Civita connection of g(s). It follows that X∗(u) = X∗s(u)
as desired.
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3.3 Development and anti-development of curves
The idea is now to use the notion of a horizontal lift to associate to a curve in
M a curve in Rd and vice versa. We have the following definition.
Definition 3.11. Let γ : [0, 1]→M be a curve inM and let u(t) be a horizontal
lift of γ with respect to {g(t)}t∈[0,1]. We define the anti-development of γ with
respect to {g(t)}t∈[0,1] as the curve w : [0, 1]→ Rd given by
w(t) =
∫ t
0
u(s)−1γ˙(s) ds. (3.7)
If we fix a frame u ∈ O(0,γ(0)) (see (3.5)), we can speak about the anti-
development of γ via u with respect to {g(t)}t∈[0,1], since in that case the hori-
zontal lift with respect to {g(t)}t∈[0,1] satisfying u(0) = u is unique.
If w(t) is the anti-development of γ(t) with respect to {g(t)}t∈[0,1] via the hori-
zontal lift u(t), then (3.7) implies that
w˙(t) = u(t)−1γ˙(t),
which rewrites to
γ˙(t) = u(t)w˙(t).
Since both sides are elements of Tγ(t)M , we can consider their horizontal lifts
with respect to the metric g(t), which must be equal:
H(t, u(t))w˙(t) := (u(t)w˙(t))∗t = (γ˙(t))∗t . (3.8)
Here H(t, u(t) is as defined in (3.3), but with respect to the Levi-Civita con-
nection ∇t for the metric g(t). Furthermore, since u(t) is the horizontal lift of
γ with respect to {g(t)}t∈[0,1], we have that u˙(t) = γ˙(t)∗G . Consequently, by
applying Corollary 3.10 and using (3.8) we obtain
u˙(t) = γ˙(t)∗G
= (γ˙(t))∗t − 1
2
(∂tg(t))(u(t)ei, u(t)ej)V
ij(u(t))
= H(t, u(t))w˙(t)− 1
2
(∂tg(t))(u(t)ei, u(t)ej)V
ij(u(t)).
We thus obtained a differential equation for the horizontal lift u with respect
to {g(t)}t∈[0,1] in terms of the anti-development w. This shows how to invert
the operation of taking the anti-development of a curve. We make the following
definition.
Definition 3.12. Let w : [0, 1]→ Rd be a curve in Rd and fix u0 ∈ O(0,p). Let
u : [0, 1]→ FM be the solution of
u˙(t) = H(t, u(t))w˙(t)− 1
2
(∂tg(t))(u(t)ei, u(t)ej)V
ij(u(t)) (3.9)
with u(0) = u0, where H(t, u(t)) is as defined in (3.3) for the Levi-Civita connec-
tion ∇t of the metric g(t). Then the curve γ(t) = piu(t) is called the development
of w onto M with respect to {g(t)}t∈[0,1].
Sometimes, the curve u is referred to as the development of w, rather than the
projection of u onto M .
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3.4 Horizontal lift of g(t)-Brownian motion
In this section we explain how a g(t)-Brownian motion may be obtained by
solving a stochastic differential equation on FM , and projecting the solution
down to the manifold.
Malliavin’s transfer principle (see e.g. [Mal97]) suggests that constructions for
manifold-valued curves can be extended to manifold-valued processes by re-
placing differential equations by Stratonovich stochastic differential equations.
This is because Stratonovich integrals follow the ordinary fundamental theorem
of calculus. This suggests that we can obtain a g(t)-Brownian motion as the
development with respect to {g(t)}t∈[0,1] of a standard Brownian motion in Rd.
More precisely, we replace the curve w in (3.9) by a standard Rd-valued Brow-
nian motion, and interpret the so obtained stochastic differential equation in
Stratonovich sense. In symbols this means that for x0 ∈ M fixed, we consider
the solution Ut of the Stratonovich stochastic differential equation
dUt = Hi(t, Ut) ◦ dW it −
1
2
(∂1g(t))ij(Utei, Utej)V
ij(Ut) dt, (3.10)
with U0 ∈ O(0,x0) (see (3.5)). Here, Hi(t, u(t)) = H(t, u(t))ei where H(t, u(t))
is as defined in (3.3) for the Levi-Civita connection ∇t of the metric g(t), and
{e1, . . . , ed} denotes the standard basis of Rd. The following is [CP11, Proposi-
tion 1.4], see also [ACT08, Proposition 1.3].
Proposition 3.13. Let Ut be the process on FM solving equation (3.10). Then
Xt = piUt is a g(t)-Brownian motion on M starting in x0 ∈M .
4 Proof of Theorem 2.3 using embeddings
In this section we prove Theorem 2.3, the analogue of Schilder’s theorem for
g(t)-Brownian motion. Let us recall the statement of the theorem.
Theorem 4.1. Let M be a Riemannian manifold and let {g(t)}t∈[0,1] be a
collection of Riemannian metrics, smoothly depending on t. Fix x0 ∈ M , and
assume that the g(t)-Brownian motion with X0 = x0 exists for all time t ∈ [0, 1].
Furthermore assume that for every ε > 0, the continuous process Xεt generated
by ε2∆
t
M exists for all time t ∈ [0, 1]. Then {Xεt }ε>0 satisfies the large deviation
principle in C([0, 1];M) with good rate function given by
IM (γ) =
{
1
2
∫ 1
0
|γ˙(t)|2g(t) dt, γ ∈ H1x0([0, 1];M),
∞ otherwise.
As we have seen in Proposition 3.13, the horizontal lift Ut with respect to
{g(t)}t∈[0,1] of a g(t)-Brownian motion satisfies the Stratonovich stochastic dif-
ferential equation
dUt = Hi(t, Ut) ◦ dW it −
1
2
(∂1g(t))ij(Utei, Utej)V
ij(Ut) dt,
with U0 = u0 ∈ O(0,x0), where O(0,x0) is defined in (3.5). Similarly, if X˜εt is a
g(ε−1t)-Brownian motion, then its horizontal lift U˜εt with respect to {g(t)}t∈[0,1]
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satisfies
dU˜εt = Hi(ε
−1t, U˜εt ) ◦ dW it −
1
2
(∂1g(ε
−1t))ij(U˜
ε
t ei, U˜
ε
t ej)V
ij(U˜εt ) dt,
with U˜ε0 = u0 ∈ O(0, x0). Finally, the horizontal lift of Xεt = X˜εεt with respect
to {g(t)}t∈[0,1] is given by Uεt = U˜εεt. This process satisfies
dUεt = Hi(t, U
ε
t ) ◦ dW ε,it −
1
2
(∂tg(t))ij(U
ε
t ei, U
ε
t ej)V
ij(Ut) dt, (4.1)
with U0 = u0 ∈ O(0,x0). Here, W εt = Wεt =
√
εWt. As explained above
Theorem 2.3, Xεt is the rescaled process generated by
ε
2∆
t
M that we are studying.
The stochastic differential equation for the horizontal lift ofXεt obtained in (4.1)
is an important tool for proving Theorem 2.3. However, before we can get to
this, we first need to make some preparations.
4.1 Compact containment
As part of the proof of Theorem 2.3, we need to show that the process Xεt
generated by ε2∆
t
M stays within a compact set with high enough probability
when ε tends to 0. In this section we discuss how this can be done via a general
approach using Lyapunov functions.
Definition 4.2. Let Ht : T ∗M → R be a collection of maps. A function
Υ : M → R is said to be a good containment function for the collection Ht if
the following are satisfied:
1. Υ ≥ 0 and there exists an x0 ∈M such that Υ(x0) = 0.
2. Υ is twice continuously differentiable.
3. For every c > 0 the set {x ∈M |Υ(x) ≤ c} is compact.
4. supt,xHt(x, dΥ(x)) <∞.
We also need to introduce a notion of operator convergence. For this, we first
consider bounded and uniform convergence on compact sets (buc), which we
define next.
Definition 4.3. Let {fn}n≥1 be a sequence in Cb(M), and let f ∈ Cb(M). We
say that fn converges to f boundedly, and uniformly on compacts, denoted by
LIMn→∞ fn = f if the following are satisfied:
1. supn ||fn|| <∞.
2. For all K ⊂M compact,
lim
n→∞
sup
x∈K
|fn(x) − f(x)| = 0.
We now define our notion of operator convergence.
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Definition 4.4. For every n ≥ 1, let An : D(An) ⊂ Cb(M) 7→ Cb(M) be
an operator. The extended limit ex − limn→∞An is defined as the collection
(f, g) ∈ Cb(M) × Cb(M) for which there exists a sequence {fn}n≥1 with fn ∈
D(An) such that
LIM
n→∞
fn = f, LIM
n→∞
Anfn = g.
An operator A is said to be contained in ex−limn→∞An if the graph {(f,Af)|f ∈
D(A)} is a subset of ex− limn→∞An.
Before we get to the result we are going to use, we first need to define the
operators we will be considering.
Assumption 4.5. For every n ≥ 1, let Atn ⊂ Cb(M) × Cb(M) be the (time-
inhomogeneous) generator of a Markov process Xn. Assume that for every x ∈
M , the process Xn started in x is right-continuous and exists for all t ∈ [0, 1].
Define the operator
Htnf =
1
n
e−nfAtne
nf , enf ∈ D(Atn).
Suppose that for every t, there is an operator Ht : D(Ht) ⊂ Cb(M) → Cb(M)
with D(Ht) = C∞c (M) and such that Ht ⊂ ex − limn→∞Htn. Finally, assume
that t 7→ Ht is measurable, and that Ht can be written as Htf(x) = Ht(x, df(x))
for some map Ht : T ∗M → R.
The following result is an adaptation of Proposition A.15 in [CK17], which is
based on Lemma 4.22 in [FK06]. The proof is almost verbatim.
Proposition 4.6. Let Assumption 4.5 be satisfied and assume that Xn(0) =
x ∈ M for all n ≥ 1. Assume that Υ is a good containment function for the
collection Ht. Assume furthermore that t 7→ Htn is continuous for every n ≥ 1.
Then for every α > 0, there exists a compact set Kα ⊂M such that
lim sup
n→∞
1
n
logP (Xn(t) /∈ Kα for some t ∈ [0, 1]) ≤ −α.
Moreover, the sequence Kα can be chosen increasing with
⋃
αKα =M .
Remark 4.7. The continuous dependence of Htn on t in Proposition 4.6 is used
to assure that
∫ s
0
Htnf(Xn(t)) dt exists. This is necessary to construct a local
exponential martingale used in the proof.
4.2 Freidlin-Wentzell theory for time-inhomogeneous dif-
fusions
For the proof of Theorem 2.3, we embed the frame bundle FM into some Eu-
clidean space RN . Using this embedding, we push forward the stochastic differ-
ential equation in (4.1) to a stochastic differential equation in RN . To obtain the
large deviations for such diffusions, we use Freidlin-Wentzell theory ([FW12]).
Since the stochastic differential equations has time-inhomogeneous coefficients,
we have to adjust the Freidlin-Wentzell theory to this case. We follow the line
of proof for Freidlin-Wentzell theory for time-homogeneous diffusions, i.e., by
using Euler approximations and making the drift and variance constant on small
intervals of time, see e.g. [DZ98, Theorem 5.6.7].
16
Theorem 4.8. Let Wt be a standard R
d-valued Brownian motion and consider
for every ε > 0 the process Xεt satisfying
dXεt = b(t,X
ε
t ) dt+
√
εσ(t,Xεt ) dWt,
with Xε0 = x0.
Assume that b and σ are bounded and Lipschitz on R+ × Rd, i.e.,
|b(t, x)− b(s, y)|+ |σ(t, x) − σ(s, y)| ≤ L(|t− s|+ |x− y|),
where L > 0. Then the sequence {Xεt }ε>0 satisfies in C([0, 1];Rd) the large
deviation principle with good rate function
I(γ) = inf
{
1
2
∫ 1
0
|ϕ˙(t)|2 dt
∣∣∣∣γ(t) = x+
∫ t
0
b(s, γ(s)) ds+
∫ t
0
σ(s, γ(s))ϕ˙(s) ds
}
.
The same result also holds when we consider Stratonovich stochastic differential
equations instead of the Ito one. Following the same reasoning as in the proof
of [KRV19, Theorem 2.5], we have the following corollary.
Corollary 4.9. Let Wt be Brownian motion and consider for every ε > 0 the
process Xεt satisfying the Stratonovich stochastic differential equation
dXεt = b(t,X
ε
t ) dt+
√
εσ(t,Xεt ) ◦ dWt,
with Xε0 = x0.
Assume that b and σ are bounded and Lipschitz on R+ × Rd, i.e.,
|b(t, x)− b(s, y)|+ |σ(t, x) − σ(s, y)| ≤ L(|t− s|+ |x− y|),
where L > 0. Then the sequence {Xεt }ε>0 satisfies in C([0, 1];Rd) the large
deviation principle with good rate function
I(γ) = inf
{
1
2
∫ 1
0
|ϕ˙(t)|2 dt
∣∣∣∣γ(t) = x+
∫ t
0
b(s, γ(s)) ds+
∫ t
0
σ(s, γ(s))ϕ˙(s) ds
}
.
4.3 Proof of Theorem 2.3
Before we prove Theorem 2.3, we first need some preliminary results. In the
following proposition we prove that given a collection of metrics {g(t)}t∈[0,1],
we can find another metric that dominates all of these metrics.
Proposition 4.10. Let {g(t)}t∈[0,1] be a collection of Riemannian metrics on
M , depending smoothly on t. There exists a Riemannian metric g such that for
all x ∈M and all v ∈ TxM we have
gt(v, v) ≤ g(v, v)
for all t ∈ [0, 1].
Proof. Let {Un}n∈N be a countable collection of relatively compact charts cov-
ering M . Furthermore, let {ϕn}n∈N be a partition of unity for the collection
{Un}n∈N.
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Writing Gt(x) for the matrix of coordinates of the metric g(t) in a chart Un, we
have
g(t)(v, v) =
〈
G
1
2
t (x)v,G
1
2
t (x)v
〉
2
=
〈
G
1
2
t (x)G
− 12
0 (x)G
1
2
0 (x)v,G
1
2
t (x)G
− 12
0 (x)G
1
2
0 (x)v
〉
2
for all v ∈ TxM . Here, the Euclidean inner product has to be understood as the
Euclidean inner product of the vector of coefficients of v. Using Cauchy-Schwarz
inequality, we find
g(t)(v, v) ≤
∣∣∣∣∣∣G 12t (x)G− 120 (x)∣∣∣∣∣∣2
2
∣∣∣∣∣∣G 120 (x)v∣∣∣∣∣∣2
2
=
∣∣∣∣∣∣G 12t (x)G− 120 (x)∣∣∣∣∣∣2
2
g(0)(v, v).
(4.2)
Note that Gt(x) depends continuously on t and x, and hence so does G
1
2
t (x).
Similarly, G
− 12
0 (x) depends continuously on x. Since [0, 1] is compact and Un is
relatively compact, the continuity implies that ||G
1
2
t (x)G
− 12
0 (x)||2 is bounded on
[0, 1]× Un. If we write
C = sup
t∈[0,1],x∈Un
∣∣∣∣∣∣G 12t (x)G− 120 (x)∣∣∣∣∣∣
2
<∞,
then we can define the Riemannian metric gn on Un by
gn = Cg(0).
From (4.2) it follows that
gt(v, v) ≤ gn(v, v)
for all v ∈ TxM and all x ∈ Un.
We now define on M the metric
g =
∞∑
n=1
ϕngn,
which has the desired property by construction.
Let us denote by d the Riemannian distance function associated to the metric
g from Proposition 4.10. Fix x0 ∈ M and consider the radial function r(x) =
d(x, x0). Since r is not everywhere smooth, it is not suitable for constructing a
good containment function as in Definition 4.2. However, since r is 1-Lipschitz
(with respect to the metric g), we can find a smooth function r˜ with r˜(x0) =
r(x0) = 0 and such that ||r˜ − r|| ≤ 1 and |dr˜|g ≤ 2. Using this, we define Υ by
Υ(x) = log(1 + r˜(x)2). (4.3)
We now show that Υ can be used as a good containment function for the oper-
ators arising from the generator of g(t)-Brownian motion. The following is an
adaptation of [KRV19, Lemma 8.2].
Proposition 4.11. Assume M is complete, and let {g(t)}t∈[0,1] be a collection
of metric on M , smoothly depending on t. For every t ∈ [0, 1], define Htf =
1
2 |df |2g(t) for every f ∈ C∞c (M). Let g be a metric as in Proposition 4.10, and
define Υ as in (4.3). Then Υ is a good containment function for the collection
Ht.
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Proof. Clearly, Υ ≥ 0 and Υ(x0) = 0. Furthermore, since r˜ is smooth, it follows
that Υ is smooth. Now, for c > 0, the contintuity of Υ implies that {x ∈
M |Υ(x) ≤ c} is closed. Furthermore, Υ(x) ≤ c implies that r˜(x) ≤ √ec + 1. It
follows that d(x, x0) ≤ r˜(x) + 1 ≤ 1 +
√
ec + 1. Hence, {x ∈ M |Υ(x) ≤ c} is
bounded. SinceM is complete, we conclude that {x ∈M |Υ(x) ≤ c} is compact.
Finally, observe that
dΥ(x) =
2r˜(x)
1 + r˜(x)2
dr˜(x),
so that
|dΥ(x)|g ≤ 2|dr˜(x)|g ≤ 4.
From this, it follows that
Ht(x, dΥ(x)) = 1
2
|dΥ(x)|2g(t) ≤
1
2
|dΥ(x)|2g ≤ 8.
for all t and x. Hence, we find that supt,xHt(x, dΥ(x)) <∞.
We can now show thatXεt remains in compact sets with high enough probability.
Proposition 4.12. Let M be a complete manifold, and let {g(t)}t∈[0,1] be a
collection of Riemannian metrics on M , smoothly depending on t. For every
ε > 0, let Xεt be the process generated by
ε
2∆
t
M . Then for every α ≥ 0, there
exists a compact set Kα ⊂M such that
lim sup
ε→0
ε logP (Xεt ) /∈ Kα for some t ∈ [0, 1]) ≤ −α.
Moreover, the sets Kα can be chosen increasing, with
⋃
αKα =M .
Proof. We apply the results of Section 4.1 with ε = 1
n
. Let f ∈ C∞c (M) and
define
Htεf = εe
−ε−1f ε
2
∆tMe
ε−1f .
Then
Htεf = εe
−ε−1feε
−1f 1
2
(∆tMf + ε
−1|df |2g(t)) =
ε
2
∆tMf +
1
2
|df |2g(t).
Now define Ht ⊂ Cb(M) × Cb(M) with domain D(Ht) = C∞c (M) and Htf =
1
2 |df |2g(t). Then for all f ∈ C∞c (M) we have
lim
ε→0
||Htεf −Htf || = 0,
so that H ⊂ LIMε→0 Hε. Furthermore, note that Htf(x) = Ht(x, df(x)) for
Ht(x, p) = 12 |p|2g(t). Consequently, Assumption 4.5 is fulfilled, and by Proposi-
tion 4.11, the function Υ given in (4.3) is a good containment function for the
collection Ht. Since g(t) depends continuously on t, we find that t 7→ Htn is
continuous, so that the claim follows from Proposition 4.6.
Finally, we also need the following technical lemma.
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Lemma 4.13. Let M be a manifold, and let {g(t)}t∈[0,1] be a collection of
metrics on M , smoothly depending on t. For every t ∈ [0, 1] and x ∈M , define
O(t,x) = {u : Rd → (TxM, g(t))|u isometry}.
Let K ⊂M be compact. Then the set⋃{O(t,x)∣∣t ∈ [0, 1], x ∈ K}
is a compact subset of FM .
Proof. Consider the bundle O over R×M with fibres O(t,x). For every (t, x) ∈
[0, 1]×K, let U(t,x) ⊂ [0, 1]×M be open and relatively compact such that there
exists a smooth section u(t,x) of O on U (t,x). Since [0, 1]×K is compact, we can
find finitely many (t1, x1), . . . , (tk, xk) such that
[0, 1]×K ⊂
k⋃
i=1
U(ti,xi) ⊂
k⋃
i=1
U (ti,xi).
Consequently, we have
⋃{O(t,x)∣∣t ∈ [0, 1], x ∈ K} ⊂ k⋃
i=1
⋃{O(t,x)∣∣t ∈ [0, 1], x ∈ U (ti,xi)}
Since ⋃{O(t,x)∣∣t ∈ [0, 1], x ∈ K}
is closed, it suffices to show that⋃{O(t,x)∣∣t ∈ [0, 1], x ∈ U (ti,xi)}
is compact for all i = 1, . . . , k.
For this, consider the map Φi : [0, 1]× U (ti,xi) ×O(d)→ FM given by
Φi(t, x, g) = u(ti,xi)(t, x)g.
Then Φi is continuous as composition of continuous maps. Furthermore, we
have that
Φi([0, 1]× U (ti,xi) ×O(d)) =
⋃{Ot,x∣∣t ∈ [0, 1], x ∈ U (ti,xi)} .
Since [0, 1]×U (ti,xi)×O(d) is compact, the above, together with the continuity
of Φi now proves the claim.
With all the preparations done, we are ready to prove Theorem 2.3.
Proof of Theorem 2.3. Consider the process Uεt in FM defined by
dUεt = Hi(t, U
ε
t ) ◦ dW ε,it −
1
2
(∂1g(t))ij(U
ε
t )V
ij(Uεt ) dt (4.4)
with Uε0 = u0 ∈ O(0,x0). Here, W εt =
√
εWt, whereWt is an R
d-valued standard
Brownian motion.
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Now, let {Kα}α>0 be an increasing sequence of compact sets with
⋃
αKα =M
as in Proposition 4.12. By Lemma 4.13 we have that
K˜α :=
⋃{O(t,x)∣∣x ∈ Kα, t ∈ [0, 1]} ⊂ FM
is compact.
Let ϕα : FM → R be a smooth function with compact support and ϕ ≡ 1 on
K˜α. Since FM is locally compact, such a function exists. Consider the process
process Uε,αt in FM given by
dUε,αt = ϕα(U
ε,α
t )Hi(t, U
ε,α
t ) ◦ dW ε,it −
1
2
ϕα(U
ε,α
t )(∂1g(t))ij(U
ε,α
t )V
ij(Uε,αt ) dt,
with Uε,α0 = u0.
By Whitney’s embedding theorem, there exists an N ∈ N and a smooth embed-
ding ι : FM → RN . By Ito’s formula, we find using (4.4) that
d(ι(Uε,αt ))
= ϕα(U
ε,α
t )Hi(t, ·)ι(Uε,αt ) ◦ dW ε,it −
1
2
ϕα(U
ε,α
t )
[
(∂1g(t))ijV
ij
]
ι(Uε,αt ) dt
= ϕα(U
ε,α
t )ι
∗Hi(t, ι(U
ε,α
t )) ◦ dW ε,it −
1
2
ϕα(U
ε,α
t )ι
∗
[
(∂1g(t))ijV
ij
]
(ι(Uε,αt )) dt.
Consequently, we obtained a Stratonovich stochastic differential equation for
the RN -valued process U˜ε,αt := ι(U
ε,α
t ). Since ι and ι
−1 are smooth, the vector
fields
ϕα(ι
−1(U˜ε,αt ))ι
∗Hi(t, U˜
ε,α
t )
and
1
2
ϕα(ι
−1(U˜ε,αt ))ι
∗
[
(∂1g(t))ijV
ij
]
(U˜ε,αt )
are smooth and compactly supported inside ι(FM). By putting them equal to
zero outside ι(FM), we obtain smooth, compactly supported vector fields on
R
N . With slight abuse of notation, we denote these vector fields by the same
symbol. Consequently, the equation
d(U˜ε,αt ) = ϕα(ι
−1(U˜ε,αt ))ι
∗Hi(t, U˜
ε,α
t ) ◦ dW ε,it
− 1
2
ϕα(ι
−1(U˜ε,αt ))ι
∗
[
(∂1g(t))ijV
ij
]
(U˜ε,αt ) dt
with U˜ε,α0 = ι(u0) can be considered as equation on R
N . Since the drift and
diffusion are smooth and compactly supported, they are Lipschitz and bounded.
By Corollary 4.9 we thus obtain that {U˜ε,αt }ε≥0 satisfies in C([0, 1];RN ) the
large deviation principle with good rate function I˜α
RN
given by
I˜α
RN
(γ)
= inf
{∫ 1
0
|φ˙(t)|2
Rd
dt
∣∣∣∣γ(0) = ι(u0), γ˙(t) = ϕα(ι−1(γ(t)))ι∗Hi(t, γ(t))ϕ˙i(t)
−1
2
ϕα(ι
−1(γ(t)))ι∗
[
(∂1g(t))ijV
ij
]
(γ(t))
}
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Now note that ι(FM) is closed, and by construction it holds that {U˜ε,αt }t∈[0,1] ∈
C([0, 1]; ι(FM)) almost surely. Furthermore, suppose that γ(0) = ι(u0) ∈
ι(FM), and there exists a curve φ such that
γ˙(t) = ϕα(ι
−1(γ(t)))ι∗Hi(t, γ(t))φ˙
i(t)− 1
2
ϕα(ι
−1(γ(t)))ι∗
[
(∂1g(t))ijV
ij
]
(γ(t)).
Then, since the vector fields
(ϕα ◦ ι−1)ι∗Hi(t, γ(t))
and
1
2
(ϕα ◦ ι−1)ι∗
[
(∂1g(t))ijV
ij
]
are tangent to ι(FM) at points of ι(FM), we find that γ(t) ∈ ι(FM) for all
t ∈ [0, 1] so that γ ∈ C([0, 1]; ι(FM)). Consequently, if γ /∈ C([0, 1]; ι(FM)),
then no such φ exists, and I˜α
RN
(γ) = ∞. It now follows from [DZ98, Lemma
4.1.5] that U˜ε,αt satisfies in ι(FM) the large deviation principle with good rate
function I˜αι(FM) given as the restriction of I˜
α
RN
to C([0, 1]; ι(FM)).
Since ι is a homeomorphism, the contraction principle ([DZ98, Theorem 4.2.1])
implies that Uε,αt = ι
−1(U˜ε,αt ) satisfies in C([0, 1];FM) the large deviation
principle with good rate function IαFM given by
IαFM (η)
= I˜αι(FM)(ι ◦ η)
= inf
{∫ 1
0
|φ˙(t)|2
Rd
dt
∣∣∣∣ι(η(0)) = ι(u0), ddt (ι ◦ η)(t) = ϕα(η(t))ι∗Hi(t, ι(η(t)))φ˙i(t)
−1
2
ϕα(η(t))ι
∗
[
(∂1g(t))ijV
ij
]
(ι(η(t)))
}
= inf
{∫ 1
0
|φ˙(t)|2
Rd
dt
∣∣∣∣η(0) = u0, η˙(t) = ϕα(η(t))Hi(t, η(t))φ˙i(t)
−1
2
ϕα(η(t))
[
(∂1g(t))ijV
ij
]
(η(t))
}
Now, since the projection pi : FM → M is smooth, again using the contrac-
tion principle, we find that Xε,αt = pi(U
ε,α
t ) satisfies in C([0, 1];M) the large
deviation principle with good rate function IαM given by
IαM (ζ) = inf{IαFM (η)|pi(η) = ζ}.
We show how to obtain the desired expression for IαM . To this end, suppose that
ζ is such that ζ(t) ∈ Kα for all t ∈ [0, 1]. Suppose that η : [0, 1]→ FM is such
that piη = ζ and IαFM (η) <∞. Then η(0) = u0 and there exists a φ : [0, 1]→ Rd
such that
η˙(t) = ϕα(η(t))Hi(t, η(t))φ˙
i(t)− 1
2
ϕα(η(t))
[
(∂1g(t))ijV
ij
]
(η(t)). (4.5)
Since η(0) = u0 ∈ O(0,x0), the solution η˜ of the equation
˙˜η(t) = Hi(t, η˜(t))φ˙
i(t)− 1
2
[
(∂1g(t))ijV
ij
]
(η(t)),
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with η˜(0) = u0 satisfies η˜(t) ∈ O(t,ζ(t)) for all t ∈ [0, 1]. Since ζ(t) ∈ Kα, we
find that η˜(t) ∈ K˜α for all t ∈ [0, 1]. Hence ϕα(η˜(t)) = 1 for all t ∈ [0, 1].
But then η˜(t) is also the solution of (4.5). We conclude that η is the unique
horizontal lift with respect to {g(t)}t∈[0,1] of ζ with η(0) = u0. In that case, φ
is the anti-development with respect to {g(t)}t∈[0,1] of ζ (see Section 3.3), and
we have
|φ˙(t)|Rd = |η(t)ζ˙(t)|Rd = |ζ˙(t)|g(t).
Consequently, if ζ is contained in Kα, then the rate function reduces to
IαM (ζ) =
1
2
∫ 1
0
|ζ˙(t)|2g(t) dt.
To conclude the proof, we show that the sequence {Xεt }ε>0 satisfies in C([0, 1];M)
the large deviation principle with rate function as given in (2.1). To this end,
denote by T ε,α the exit time of Xεt from Kα. Note that
P(T ε,α ≤ 1) = P(Xεt /∈ Kα for some t ∈ [0, 1]).
Hence, by the choice of Kα, we have
lim sup
ε→0
ε logP(T ε,α ≤ 1) ≤ −α
Furthermore, the processes Xεt and X
ε,α
t agree up to time T
ε,α.
To prove the upper bound, let F ⊂ C([0, 1];M) be closed. Then
P(Xεt ∈ F ) = P(Xεt ∈ F |T ε,α > 1)P(T ε,α > 1) + P(Xεt ∈ F |T ε,α ≤ 1)P(T ε,α ≤ 1)
≤ P(Xεt ∈ F ∧ T ε,α > 1) + P(T ε,α ≤ 1)
= P(Xε,αt ∈ F ∩ C([0, 1];Kα)) + P(T ε,α ≤ 1).
Consequently, we find that
lim sup
ε→0
ε logP(Xεt ∈ F )
≤ max
{
lim sup
ε→0
ε logP(Xε,αt ∈ F ∩ C([0, 1];Kα)), lim sup
ε→0
ε logP(T ε,α ≤ 1)
}
≤ max
{
− inf
γ∈F∩C([0,1];Kα)
IαM (γ),−α
}
≤ max
{
− inf
γ∈F
IM ,−α
}
Here, the last line follows from the fact that on C([0, 1];Kα), IM and I
α
M coin-
cide. The upper bound now follows by letting α tend to infinity.
For the lower bound, let G ⊂ C([0, 1];M) be open and fix γ ∈ G. Let δ > 0
be such that B(γ, δ) ⊂ G. Since the Kα are increasing with
⋃
αKα = M , we
can find α > 0 such that γ is contained in the interior of Kα. Consequently, by
possibly shrinking δ, we have that B(γ, δ) ⊂ Kα. But then we find
P(Xεt ∈ G) ≥ P(Xεt ∈ B(γ, δ)) = P(Xε,αt ∈ B(γ, δ)).
From this it follows that
lim sup
ε→0
ε logP(Xεt ∈ G) ≥ lim sup
ε→0
ε logP(Xε,αt ∈ B(γ, δ))
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≥ −IαM (γ)
= −IM (γ).
Here, the second line follows from the first part of the proof, while in the last
line we used that IM and I
α
M coincide on C([0, 1];Kα).
Finally, to see that IM is a good rate function, observe that IM = infα I
α
M , and
that IαM is a good rate function for every α > 0.
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