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Abstract
The study of path behaviour of stochastic processes is a classical topic
in probability theory and related areas. In this frame, a natural question
one can address is: whether or not sample paths belong to a critical Hölder
space? The answer to this question is negative in the case of Brownian mo-
tion and many other stochastic processes: it is well-known that despite the
fact that Brownian paths satisfy, on each compact interval I , a Hölder con-
dition of any order strictly less than 1/2, they fail to belong to the critical
Hölder space C1/2(I ). In this article, we show that a different phenomenon
happens in the case of linear multifractional stable motion (LMSM): for any
given compact interval one can find a critical Hölder space to which sam-
ple paths belong. Among other things, this result improves an upper esti-
mate, recently derived in (Biermé, H. and Lacaux, C., 2013), on behaviour of
LMSM, by showing that the logarithmic factor in it is not needed.
Mathematics Subject Classification (2010): 60G22, 60G52, 60G17.
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1 Introduction and statement of the main result
Over the two last decades, there has been a growing interest in proba-
bilistic models based on fractional and multifractional processes (see e.g.
(Ayache, A. and Taqqu, M.S., 2005; Ayache, A. and Jaffard, S. and Taqqu, M.S.,
2007; Ayache, A. and Shieh, N.R. and Xiao, Y., 2011; Falconer, K.J., 2002, 2003;
Benassi, A. and Jaffard, S. and Roux, D., 1997; Peltier, R.F. and Lévy Véhel, J.,
1995; Lacaux, C., 2004; Surgailis, D., 2008; Bianchi, S., 2005; Bianchi, S. and Pianese, A.,
2008; Bianchi, S. and Pantanella, A. and Pianese, A., 2011; Lopes, R. and Ayache, A. and Makni, N. and Puech, P. and Villers, A. and Mordon, S. and Betrouni, N.,
2011; Stoev, S. and Taqqu, M. S., 2004, 2005;Meerschaert, M. and Wu, D. and Xiao, Y.,
2008; Bardet, J.M. and Surgailis, D., 2013; Dozzi, M. and Shevchenko, G., 2011;
Hashorva, E. and Lifshits, M. and Seleznjev, O., 2015; Leonenko, N. and Ruiz-Medina, M.D. and Taqqu, M.S.,
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2011; Stoev, S. and Taqqu, M. S., 2006; Ayache, A. and Hamonier, J., 2014;
Biermé, H. and Lacaux, C., 2013; Balança, P., 2014, 2015)). Actually, they convey
a convenient framework for modelling in several fields such as Internet traffic
and finance.
In this article, we focus on one of the the most typical mul-
tifractional processes with heavy-tailed stable distributions: the
linear multifractional stable motion (LMSM), which was first in-
troduced in (Stoev, S. and Taqqu, M. S., 2004, 2005) and studied in
(Ayache, A. and Hamonier, J., 2014; Biermé, H. and Lacaux, C., 2013;
Falconer, K.J. and Le Guével, R. and Lévy Véhel, J., 2009; Falconer, K.J. and Lévy Véhel, J.,
2009; Balança, P., 2014). In order to precisely define LMSM, let α ∈ (1;2)
be a fixed real number and Zα (ds) be an independently scattered symmet-
ric α-stable (SαS ) random measure on R, with Lebesgue control measure
(Samorodnitsky, G. and Taqqu, M. S., 1994); the underlying probability space
is denoted by (Ω,F ,P). Also, let H(·) be an arbitrary deterministic continuous
function defined on the real line with values in (1/α;1).
Definition 1.1. The LMSM {Y (t) : t ∈ R} with Hurst functional parameter H(·), is
defined, for each t ∈ R, as,
Y (t) = X(t,H(t)), (1)
where X :=
{
X(u,v) : (u,v) ∈ R × (1/α;1)
}
is the real-valued SαS random field on the
probability space (Ω,F ,P), such that, for every (u,v) ∈ R × (1/α;1),
X(u,v) =
∫
R
{
(u − s)v−1/α+ − (−s)
v−1/α
+
}
Zα (ds) . (2)
Recall that for all (x,κ) ∈ R2,
(x)κ+ = x
κ if x > 0 and (x)κ+ = 0 else. (3)
Remark 1.1. Notice that in the special case where H(·) is a constant function denoted
by H , LMSM reduces to linear fractional stable motion (LFSM) of Hurst parameter
H ; we mention that sample path properties of the latter process have already been
studied in (Takashima, K., 1989; Maejima, M. , 1983; Kôno, N. and Maejima, M.,
1991; Samorodnitsky, G. and Taqqu, M. S., 1994; Balança, P., 2014). Also no-
tice that when α = 2 LMSM reduces to the classical multifractional Brownian
motion (MBM) of functional parameter H(·) which was introduced in the mid
1990s independently by (Benassi, A. and Jaffard, S. and Roux, D., 1997) and by
(Peltier, R.F. and Lévy Véhel, J., 1995).
In order to precisely explain the motivation behind the present article, one
has to make a brief presentation of some previous results on path behaviour of
LMSM which were obtained in the literature. For the sake of clarity, first, it is
useful to recall the precise definition of the Hölder space Cγ (I ;R).
Definition 1.2. Let I be a compact interval of R. For each real number γ ∈ [0;1), the
Hölder space Cγ (I ) := Cγ (I ;R) is the set of the real-valued continuous functions f on
I satisfying:
sup
(x,y)∈I2 ;x,y
{
|f (x)− f (y)|
|x − y|γ
}
<∞.
Stoev and Taqqu obtained, in their article (Stoev, S. and Taqqu, M. S., 2005), a
first result about global path behaviour of LMSM on a compact interval. Namely,
thanks to a strong version of the Kolmogorov continuity theorem, they showed
the following result.
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Theorem 1.1. (Stoev, S. and Taqqu, M. S., 2005) Let I be a compact interval of R.
Assume that the functional parameter H(·) of LMSM Y satisfies:
(A) H(I ) ⊂ (1/α;1) and H(·) ∈ CγH (I ) for some γH ∈ (1/α;1).
Then LMSM has a modification whose paths are, with probability 1, continuous func-
tions on I . Moreover, for all γ < mint∈IH(t) − 1/α, they belong to the Hölder space
Cγ (I ).
Later, thanks to a different methodology, relying on wavelet series represen-
tations of the field X and the corresponding LMSM Y , Theorem 1.1 has been
improved in the article (Ayache, A. and Hamonier, J., 2014) in the following way:
under condition (A), for any η > 0, one has
sup
(t,s)∈I2; t,s

∣∣∣Y (t)−Y (s)∣∣∣
|t − s|mint∈I H(t)−1/α
(
1+
∣∣∣ log |t − s|∣∣∣)2/α+η
 <∞ a.s. (4)
The article (Ayache, A. and Hamonier, J., 2014) has also shown that, under
condition (A), the upper estimate provided by (4) on sample paths behaviour of
LMSM is quasi-optimal in the following sense: for any η > 0, one has
sup
(t,s)∈I2; t,s

∣∣∣Y (t)−Y (s)∣∣∣
|t − s|mint∈IH(t)−1/α
(
1+
∣∣∣ log |t − s|∣∣∣)−η
 =∞ a.s. (5)
Before finishing this brief presentation of previous results on path behaviour
of LMSM, we mention that in their article (Biermé, H. and Lacaux, C., 2013),
Biermé and Lacaux have improved, under condition (A), the upper estimate pro-
vided by (4) on sample paths behaviour of LMSM, in the following way: one has
sup
(t,s)∈I2; t,s

∣∣∣Y (t)−Y (s)∣∣∣
|t − s|mint∈I H(t)−1/α
√
1+ | log |t − s||
 <∞ a.s. (6)
As a conclusion, in view of Relations (4), (5) and (6), it is natural to address
the following question: assuming that condition (A) holds, do LMSM’s sample paths
belong to the critical Hölder space Cmint∈I H(t)−1/α(I )?
At first sight, one is tempted to believe that the answer to such a question is
negative, since this is the case for many other examples of stochastic processes.
For instance, it is well-known that despite the fact that Brownian paths satisfy,
on each compact interval I , a Hölder condition of any order strictly less than 1/2,
they fail to belong to the critical Hölder space C1/2(I ).
Yet, we will show that for LMSM the answer to the question is positive (see
Corollary 1.1 given below). In fact, this will be a consequence of our main result
that we are now going to state.
Theorem 1.2. We denote by I be a compact interval of R, and we assume that the
functional parameter H(·) of LMSM Y satisfies:
(A′) H(I ) ⊂ (1/α;1) and H(·) ∈ CγH (I ) for some γH ∈ [0,1).
Notice that condition (A′) is more general than condition (A). Let Ω∗0 and Ω
∗
1 be
the two events of probability 1 defined respectively in Lemma 2.2 and Proposition 2.5
given in the next section (it is clear that their intersection Ω∗0 ∩Ω
∗
1 is also an event
probability 1). For any ω ∈Ω∗0 ∩Ω
∗
1, one has
sup
(t,s)∈I2; t,s
{
|Y (t,ω)−Y (s,ω)|
|t − s|γH∧(minx∈IH(x)−1/α)
}
<∞. (7)
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Observe that, when the functional parameter H(·) of LMSM Y satisfies con-
dition (A), one can derive from Relation (7) and the inequalities γH > 1/α >
minx∈I H(x)− 1/α the following result.
Corollary 1.1. Let I be a compact interval of R. We assume that Condition (A) holds
for this interval. Then, the sample paths of LMSM Y almost surely belong to the critical
Hölder space Cmint∈I H(t)−1/α(I ).
Remark 1.2. In the special case of LFSM (i.e. H(·) is a constant function denoted by
H), Corollary 1.1 has already been obtained by Takashima in (Takashima, K., 1989).
The rest of the article is organized in the following way. In Section 2, first one
makes some recalls related with the wavelet series representation of the field X,
since it provides the main tool for proving Theorem 1.2. Then one describes the
strategy employed in order to get this theorem, and one states the intermediate
results which are needed. The proofs of the new results among them are given in
Section 3.
2 Methodology
Let X :=
{
X(u,v) : (u,v) ∈ R× (1/α;1)
}
be the real-valued SαS random field which
has been defined in (2) and has been associated to LMSM Y through (1). The
main tool for proving Theorem 1.2 is the wavelet series representation of X which
was introduced in (Ayache, A. and Hamonier, J., 2014). First, we will make some
brief recalls related with this representation of X. To this end, we denote by
ψ : R→ R a 3 times continuously differentiable compactly supported Daubechies
mother wavelet which generates an orthonormal basis of L2(R). We mention in
passing that three very classical references on the wavelet theory are the books
(Daubechies, I., 1992; Meyer, Y., 1990, 1992).
The following theorem, which has been obtained in (Ayache, A. and Hamonier, J.,
2014), provides the wavelet series representation of X.
Theorem 2.1. (Ayache, A. and Hamonier, J., 2014) . Let Ψ : R × (1/α;1)→ R be the
function defined, for all (u,v) ∈R × (1/α;1), as
Ψ(x,v) :=
∫
R
(x − s)v−1/α+ ψ(s)ds .
Let {ǫj,k : (j,k) ∈ Z
2} be the sequence of the identically distributed SαS real-valued
random variables defined, for every (j,k) ∈Z2, as
ǫj,k := 2
j/α
∫
R
ψ(2js − k)Zα (ds) . (8)
Then, for any (u,v) ∈ R × (1/α;1), the random variable X(u,v) can be, almost surely,
expressed as
X(u,v) =
∑
(j,k)∈Z2
2−jvǫj,k
(
Ψ(2ju − k,v)−Ψ(−k,v)
)
, (9)
where the series is on Ω∗0, the event of probability 1 introduced in Lemma 2.2 stated
below, uniformly convergent in (u,v), on any compact subset of R × (1/α;1).
From now on the field X is identified with its modification provided by (9).
We recall that the following two lemmas, which have respectively been derived
in Ayache, A. and Hamonier, J. (2014) and Ayache, A. and Roueff, F. and Xiao, Y.
(2009), are the two main ingredients of the proof of Theorem 2.1.
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Lemma 2.1. (Ayache, A. and Hamonier, J., 2014) For all (p,q) ∈ {0,1,2,3} ×Z+, the
partial derivative ∂
p
x∂
q
vΨ exists and is a continuous function on R × (1/α;1), with
the usual convention that ∂0x∂
0
vΨ := Ψ. Moreover, all of these functions (Ψ and its
existing partial derivatives) are well-localized in x uniformly v ∈ [a;b], that is one has:
∀ (p,q) ∈ {0,1,2,3} ×Z+, sup
(x,v)∈R×[a;b]
{
(3 + |x|)2
∣∣∣(∂px∂qvΨ)(x,v)∣∣∣
}
<∞, (10)
where [a;b] denotes an arbitrary nonempty compact subinterval of (1/α;1).
Lemma 2.2. (Ayache, A. and Roueff, F. and Xiao, Y., 2009) There exists an event of
probability 1, denoted byΩ∗0, such that, for every fixed real number η > 0, one has, for
all ω ∈Ω∗0 and for each (j,k) ∈Z
2,
∣∣∣ǫj,k(ω)∣∣∣ ≤ C(ω)(3+ |j |)1/α+η(3+ |k|)1/α+η , (11)
where C is a positive and finite random variable only depending on η.
Remark 2.1. In view of Lemma 2.1 and of the uniform convergence property of series
in (9), for each fixed ω ∈ Ω∗0, the sample path (u,v) 7→ X(u,v,ω) is a continuous
function on R × (1/α;1).
Before finishing our recalls, let us give a useful proposition which was ob-
tained in (Ayache, A. and Hamonier, J., 2014) thanks to Lemmas 2.1 and 2.2.
Proposition 2.1. (Ayache, A. and Hamonier, J., 2014) For each fixed ω ∈Ω∗0 and real
numbers M,a,b satisfying M > 0 and 1/α < a < b < 1, one has (with the convention
that 0/0 = 0)
sup
(u,v1,v2)∈[−M;M]×[a;b]2

∣∣∣X(u,v1,ω)−X(u,v2,ω)∣∣∣
|v1 − v2|
 <∞. (12)
Having finished our recalls related with the wavelet series representation of
X, let us now turns to description of the strategy allowing to derive Theorem 1.2.
First, we point out that this theorem is mainly a consequence of the following
more general result.
Theorem 2.2. LetΩ∗0 be the event of probability 1 which has already been introduced
in Lemma 2.2. LetΩ∗1 be the event of probability 1 which will be introduced in Propo-
sition 2.5 given below. For all fixed ω ∈ Ω∗0 ∩Ω
∗
1 and real numbers M,a,b satisfying
M > 0 and 1/α < a < b < 1, one has (with the convention that 0/0 = 0)
sup
(u1,u2,v1,v2)∈[−M;M]2×[a;b]2
{
|X(u1,v1,ω)−X(u2,v2,ω)|
|u1 − u2|v1∨v2−1/α + |v1 − v2|
}
< +∞ , (13)
where v1∨ v2 := max(v1,v2).
Wemention that, even though it is more general than Theorem 1.2, we have pref-
ered to state Theorem 2.2 in the present section, and not in the introductory
section, since it is a bit technical result. Let us now explain how Theorem 2.2
allows to obtain Theorem 1.2.
Proof of Theorem 1.2. There is no restriction to assume that the compact interval
I is of the form I = [−M ;M], where M is some positive real number. Let us then
consider an arbitrary ω ∈Ω∗0 ∩Ω
∗
1 and an arbitrary couple (t, s) ∈ [−M ;M]
2, such
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that t , s. Using Relation (1), Theorem 2.2, condition (A′), and Definition 1.2,
one gets that∣∣∣Y (t,ω)−Y (s,ω)∣∣∣ = ∣∣∣X(t,H(t),ω)−X(s,H(s),ω)∣∣∣
≤ C(ω)
(
|t − s|H(t)∨H(s)−1/α + |H(t)−H(s)|
)
≤ C(ω)|t − s|H(t)∨H(s)−1/α +C ′(ω)|t − s|γH
≤ C ′′(ω)|t − s|minx∈I H(x)−1/α +C ′(ω)|t − s|γH
≤ C ′′′(ω)|t − s|γH∧(minx∈I H(x)−1/α) ,
where C, . . . ,C ′′′ are positive and finite random variables not depending on (t, s).
Theorem 2.2 can be derived from Proposition 2.1 and the following proposi-
tion.
Proposition 2.2. For all fixed ω ∈Ω∗0∩Ω
∗
1 and real numbersM,a,b satisfyingM > 0
and 1/α < a < b < 1, one has (with the convention that 0/0 = 0)
sup
(u1,u2,v)∈[−M;M]2×[a;b]
{
|X(u1,v,ω)−X(u2,v,ω)|
|u1 − u2|v−1/α
}
<∞.
Proof of Theorem 2.2. For all ω ∈Ω∗0∩Ω
∗
1 and for each (u1,u2,v1,v2) ∈ [−M ;M]
2 ×
[a;b]2, one sets
f (u1,u2,v1,v2,ω) :=
∣∣∣X(u1,v1,ω)−X(u2,v2,ω)∣∣∣
|u1 − u2|v1∨v2−1/α + |v1 − v2|
,
with the convention that 0/0 = 0. Next setting v1∧v2 := min(v1,v2), and using the
fact that
f (u1,u2,v1,v2,ω) = f (u2,u1,v2,v1,ω) ,
it follows that
sup
(u1,u2,v1,v2)∈[−M;M]2×[a;b]2

∣∣∣X(u1,v1,ω)−X(u2,v2,ω)∣∣∣
|u1 − u2|v1∨v2−1/α + |v1 − v2|

= sup
(u1,u2,v1,v2)∈[−M;M]2×[a;b]2

∣∣∣X(u1,v1 ∨ v2,ω)−X(u2,v1 ∧ v2,ω)∣∣∣
|u1 − u2|v1∨v2−1/α + |v1 − v2|
. (14)
Moreover, using the triangle inequality, and the inequality, for all (u1,u2,v1,v2) ∈
[−M ;M]2 × [a;b]2,
max
{
|u1 − u2|
v1∨v2−1/α, |v1 − v2|
}
≤ |u1 − u2|
v1∨v2−1/α + |v1 − v2| ,
one gets that
sup
(u1,u2,v1,v2)∈[−M;M]2×[a;b]2

∣∣∣X(u1,v1 ∨ v2,ω)−X(u2,v1 ∧ v2,ω)∣∣∣
|u1 − u2|v1∨v2−1/α + |v1 − v2|

≤ sup
(u1,u2,v1,v2)∈[−M;M]2×[a;b]2

∣∣∣X(u1,v1 ∨ v2,ω)−X(u2,v1 ∨ v2,ω)∣∣∣
|u1 − u2|v1∨v2−1/α + |v1 − v2|

+ sup
(u1,u2,v1,v2)∈[−M;M]2×[a;b]2

∣∣∣X(u2,v1∨ v2,ω)−X(u2,v1 ∧ v2,ω)∣∣∣
|u1 − u2|v1∨v2−1/α + |v1 − v2|

≤ sup
(u1,u2,v)∈[−M;M]2×[a;b]

∣∣∣X(u1,v,ω)−X(u2,v,ω)∣∣∣
|u1 − u2|v−1/α

+ sup
(u,v1,v2)∈[−M;M]×[a;b]2

∣∣∣X(u,v1,ω)−X(u,v2,ω)∣∣∣
|v1 − v2|
 . (15)
Finally, combining (14) and (15) with Propositions 2.1 and 2.2 together, one ob-
tains (13).
For proving Proposition 2.2 one splits the field X in two parts denoted by
X˙ :=
{
X˙(u,v) : (u,v) ∈ R × (1/α;1)
}
and X¨ :=
{
X¨(u,v) : (u,v) ∈ R × (1/α;1)
}
. X˙ is
called the low frequency part, and X¨ the high frequency part. These two SαS
random fields are defined, by setting, for all (u,v) ∈ R × (1/α;1),
X˙(u,v) =
−1∑
j=−∞
∑
k∈Z
2−jvǫj,k
(
Ψ(2ju − k,v)−Ψ(−k,v)
)
=
+∞∑
j=1
∑
k∈Z
2jvǫ−j,k
(
Ψ(2−ju − k,v)−Ψ(−k,v)
)
, (16)
and
X¨(u,v) =
+∞∑
j=0
∑
k∈Z
2−jvǫj,k
(
Ψ(2ju − k,v)−Ψ(−k,v)
)
. (17)
Remark 2.2. One can show that, on the event Ω∗0, the two series defining X˙ and X¨
share exactly the same uniform convergence property with respect to (u,v) as the series
in (9). Therefore, in view of Lemma 2.1, for each fixed ω ∈ Ω∗0, the sample paths
(u,v) 7→ X˙(u,v,ω) and (u,v) 7→ X¨(u,v,ω) are continuous functions on R × (1/α;1).
Proof of Proposition 2.2. One clearly has that
X(u,v,ω) = X˙(u,v,ω) + X¨(u,v,ω) ,
for all (u,v) ∈ R × (1/α;1) and ω ∈ Ω∗0. Therefore Proposition 2.2 is a straightfor-
ward consequence of the following two propositions.
Proposition 2.3. For each fixed ω ∈ Ω∗0, the sample path (u,v) 7→ X˙(u,v,ω) is a 3
times continuously differentiable function on R × (1/α;1). Therefore, it is a Lipschitz
function on every compact rectangle [−M ;M] × [a;b] ⊂ R × (1/α;1); in other words,
one has that (with the convention that 0/0 = 0)
sup
(u1,u2,v1,v2)∈[−M;M]2×[a;b]2
{
|X˙(u1,v1,ω)− X˙(u2,v2,ω)|
|u1 − u2|+ |v1 − v2|
}
<∞ ,
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and consequently that
sup
(u1,u2,v)∈[−M;M]2×[a;b]
{
|X˙(u1,v,ω)− X˙(u2,v,ω)|
|u1 − u2|
}
<∞ .
Proposition 2.4. For all fixed ω ∈ Ω∗0 ∩Ω
∗
1 and any real numbers M,a,b satisfying
M > 0 and 1/α < a < b < 1, one has (with the convention that 0/0 = 0)
sup
(u1,u2,v)∈[−M;M]2×[a;b]
{
|X¨(u1,v,ω)− X¨(u2,v,ω)|
|u1 − u2|v−1/α
}
<∞ . (18)
These two propositions are proved in Section 3.
We mention that the strategy of the proof of Proposition 2.3 is to show that
on the event Ω∗0, the uniform convergence property with respect to (u,v) of the
series in (16) is preserved when the partial derivative operator ∂
p
x∂
q
v , with (p,q) ∈
{0,1,2,3} ×Z+, is applied to each term of the series.
Let us emphasize that the keystone of the proof of the crucial Proposition 2.4
consists in sharpening the estimate of ǫj,k provided by (11), when j ≥ 0 and |k|2
−j
is bounded by an arbitrary finite constant not depending on (j,k). More precisely
the keystone consists in the following proposition.
Proposition 2.5. There exists an event of probability 1, denoted by Ω∗1, such that, for
every fixed positive real number l, one has, for all ω ∈Ω∗1 and for each (j,k) ∈Z
+ ×Z
satisfying |k|2−j ≤ l, ∣∣∣ǫj,k(ω)∣∣∣ ≤ C ′(ω)2j/α , (19)
where C ′ is positive and finite random variable.
The proof of Proposition 2.5 will be given in Section 3. We mention that it relies
on the following lemma which can be viewed as a integration by parts formula
between a twice differentiable compactly supported function and a Lévy SαS
process. The proof of this lemma will also be given in Section 3.
Lemma 2.3. Let f : R → R be a twice times continuously differentiable compactly
supported function, and let Zα (·) be a SαS random measure with a parameter α be-
longing to (1;2). Then, one has, almost surely
∫
R
f (s)Zα (ds) = −
∫
R
f ′(s)Zα (s)ds,
where Zα (s) := Zα ([0;s]) if s ≥ 0 and Zα (s) := −Zα ([s;0]) otherwise. Notice that the
stochastic process {Zα (s) : s ∈ R} defined in this way is a Lévy SαS process which we
always identify with its càdlàg modification.
3 Proofs of intermediate results
The proofs of the intermediate results are given in the following natural order:
firstly that of Lemma 2.3, secondly that of Proposition 2.5, thirdly that of Propo-
sition 2.4, and finally that of Proposition 2.3.
Proof of Lemma 2.3. Let a < b be two fixed real numbers such that
supp(f ) ⊆ [a;b] . (20)
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For any fixed integer j ≥ 0, one denotes by (yj,k)0≤k≤2j the partition of the interval
[a;b] such that
yj,k := a+ k2
−j(b − a) , for all k ∈ {0, . . . ,2j }. (21)
Moreover, one denotes by θj the step function defined as
θj(s) :=
2j∑
k=1
f (yj,k)1(yj,k−1;yj,k](s) , for all s ∈R. (22)
Let now show that
lim
j→+∞
‖f −θj‖Lα(R) = 0. (23)
Using the definition of the Lα(R)-norm, (20), (22), the mean value theorem and
(21), one obtains that
‖f −θj‖
α
Lα(R) :=
∫
R
∣∣∣f (s)−θj(s)∣∣∣αds =
∫
R
∣∣∣∣
2j∑
k=1
(f (s)− f (yj,k))1(yj,k−1;yj,k](s)
∣∣∣∣αds
=
2j∑
k=1
∫
R
∣∣∣f (s)− f (yj,k)∣∣∣α 1(yj,k−1;yj,k](s)ds
≤
(
sup
s∈[a;b]
|f ′(s)|α
) 2j∑
k=1
∫
R
(yk − s)
α
1(yj,k−1;yj,k](s)ds
=
(
sup
s∈[a;b]
|f ′(s)|α
)
(α +1)−1 (b − a)α+1
2j∑
k=1
2−j(α+1)
=
(
sup
s∈[a;b]
|f ′(s)|α
)
(α +1)−1 (b − a)α+12−jα ,
which shows that (23) is satisfied. Then, one can deduce from (23) and
from a classical property of an α-stable stochastic integral, with α > 1, (see
(Samorodnitsky, G. and Taqqu, M. S., 1994)) that
lim
j→+∞
E
∣∣∣∣∣
∫
R
f (s)Zα (ds)−
∫
R
θj (s)Zα (ds)
∣∣∣∣∣ = 0 .
On the other hand, using (22), standard computations and elementary prop-
erties of a stable stochastic integral, one gets that
∫
R
θj (s)Zα (ds) =
2j∑
k=1
f (yj,k)
(
Zα
(
yj,k
)
−Zα
(
yj,k−1
))
= f (yj,2j )Zα
(
yj,2j
)
− f (yj,1)Zα
(
yj,0
)
−
2j−1∑
k=1
(
f (yj,k+1)− f (yj,k)
)
Zα
(
yj,k
)
.
Notice that the inclusion (20) implies that f (yj,2j )Zα
(
yj,2j
)
= f (b)Zα (b) = 0 and
that E
∣∣∣f (yj,1)Zα (yj,0) ∣∣∣ = E∣∣∣f (a+2−j (b − a))Zα (a) ∣∣∣→ 0, when j → +∞. Also notice
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that it follows from Taylor formula that
2j−1∑
k=1
(
f (yj,k+1)− f (yj,k)
)
Zα
(
yj,k
)
=
2j−1∑
k=1
(yj,k+1 − yj,k)f
′(yj,k)Zα
(
yj,k
)
+
2j−1∑
k=1
(yj,k+1 − yj,k)
2Zα
(
yj,k
)∫ 1
0
(1− s)f ′′
(
yj,k + s(yj,k+1 − yj,k)
)
ds.
Let us now show that the absolute first moment of the last sum converges to 0
when j → +∞. Using the triangle inequality, the inequalities supx∈[a;b] |f
′′(x)| <∞
and supx∈[a;b]E|Zα (x) | <∞, and the equality (21), one obtains that
E
∣∣∣∣∣
2j−1∑
k=1
(yj,k+1 − yj,k)
2Zα
(
yj,k
)∫ 1
0
(1− s)f ′′
(
yj,k + s(yj,k+1 − yj,k)
)
ds
∣∣∣∣∣
≤
(
sup
x∈[a;b]
|f ′′(x)|
)(
sup
x∈[a;b]
E|Zα (x) |
)2j−1∑
k=1
(yj,k+1 − yj,k)
2
≤ (b − a)2
(
sup
x∈[a;b]
|f ′′(x)|
)(
sup
x∈[a;b]
E|Zα (x) |
)
2−j → 0 , when j → +∞.
In order to complete our proof, it remains to show that
lim
j→+∞
E
∣∣∣∣∣
2j−1∑
k=1
(yj,k+1 − yj,k)f
′(yj,k)Zα
(
yj,k
)
−
∫ b
a
f ′(s)Zα (s)ds
∣∣∣∣∣ = 0 . (24)
It follows from the equality f ′(yj,0) = f
′(a) = 0 and from elementary properties of
a stable stochastic integral that
2j−1∑
k=1
(yj,k+1 − yj,k)f
′(yj,k)Zα
(
yj,k
)
=
∫ b
a
(2j−1∑
k=0
f ′(yj,k)Zα
(
yj,k
)
1(yj,k ;yj,k+1](s)
)
ds .
Thus, using the Fubini-Tonelli theorem and (21), it turns out that for deriving
(24) it is enough to show that
lim
j→+∞
2−j
2j−1∑
k=0
sup
s∈[yj,k ;yj,k+1]
{
E
∣∣∣f ′(yj,k)Zα (yj,k)− f ′(s)Zα (s) ∣∣∣
}
= 0 . (25)
It results from properties of f ′ and Zα that there exists a finite constant c such
that, for all (x,y) ∈ [a;b]2, one has∣∣∣f ′(x)− f ′(y)∣∣∣ ≤ c|x − y| and E∣∣∣Zα (x)−Zα (y) ∣∣∣ ≤ c|x − y|1/α .
Finally, using these two inequalities, the equality (21), and standard computa-
tions one can get (25).
Proof of Proposition 2.5. First observe that, it follows from (8), Lemma 2.3 and the
change of variable u = 2js − k, that one has, almost surely,
ǫj,k := 2
j/α
∫
R
ψ(2js − k)Zα(ds) = −2
j/α
∫
R
ψ′(u)Zα
(
(u + k)2−j
)
du. (26)
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Next, let R be a fixed positive real number such that supp(ψ) ⊆ [−R;R]. Then
using (26) and the assumption that |k|2−j ≤ l, one gets, almost surely, that
|ǫj,k | ≤ C
′2j/α ,
where C ′ is the positive and finite random variable, not depending on (j,k), de-
fined, almost surely, as
C ′ :=
(
sup
|x|≤R+l
|Zα (x)|
)
×
(∫ R
−R
∣∣∣ψ′(u)∣∣∣du
)
.
Notice that the almost sure finiteness of C ′ is mainly a consequence of the fact
that the sample paths of the Lévy SαS process {Zα (s) : s ∈ R} are, with probabil-
ity 1, càdlàg functions on R.
Proof of Proposition 2.4. First observe that in order to show that (18) is satisfied,
it is enough to prove that
sup
{
|X¨(u1,v,ω)− X¨(u2,v,ω)|
|u1 − u2|v−1/α
: (u1,u2,v) ∈ [−M ;M]
2 × [a;b] (27)
and |u1 − u2| > 1
}
<∞
and
sup
{
|X¨(u1,v,ω)− X¨(u2,v,ω)|
|u1 − u2|v−1/α
: (u1,u2,v) ∈ [−M ;M]
2 × [a;b] (28)
and 0 < |u1 − u2| ≤ 1
}
<∞
Notice that Remark 2.2 in Section 2 easily implies that (27) is satisfied. So from
now on, we focus on (28).
Let (u1,u2,v) ∈ [−M ;M]
2 × [a;b] be arbitrary but such that 0 < |u1 − u2| ≤ 1.
In view of Relation (10), there exists a constant c > 0, which does not depend on
u1,u2 and v, such that, for all (j,k) ∈Z
+ ×Z, one has
∣∣∣Ψ(2ju1 − k,v)−Ψ(2ju2 − k,v)∣∣∣ ≤ c1
(
(3 + |2ju1 − k|)
−2 + (3+ |2ju2 − k|)
−2
)
. (29)
Moreover, ∣∣∣Ψ(2ju1 − k,v)−Ψ(2ju2 − k,v)∣∣∣
can be bounded more sharply when the condition
2j |u1 − u2| ≤ 1 (30)
holds. More precisely, using the mean value theorem and (10), one has∣∣∣Ψ(2ju1 − k,v)−Ψ(2ju2 − k,v)∣∣∣
≤ 2j |u1 − u2| sup
(u,v)∈[u1∧u2,u1∨u2]×[a,b]
|(∂xΨ)(2
ju − k,v)|
≤ c2j |u1 − u2| sup
u∈[u1∧u2,u1∨u2]
(
3+ |2ju − k|
)−2
≤ c2j |u1 − u2|(2 + |2
ju1 − k|)
−2. (31)
Next, one denotes by j0 the greater integer such that
2−1 < 2j0 |u1 − u2| ≤ 1. (32)
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Observe that one necessarily has that j0 ≥ 0 since |u1 − u2| ≤ 1. By combining
together (29), (31) and (32) together, one gets∑
j≥0
2−jv
∑
k∈Z
|ǫj,k |
∣∣∣Ψ(2ju1 − k,v)−Ψ(2ju2 − k,v)∣∣∣
≤ c
(
Aj0(u1,v)2
−j0 +Bj0(u1,u2,v)
)
, (33)
where
Aj0(u1,v) =
j0∑
j=0
2j(1−v)
∑
k∈Z
|ǫj,k |(2 + |2
ju1 − k|)
−2 (34)
and
Bj0(u1,u2,v) =
+∞∑
j=j0+1
2−jv
∑
k∈Z
|ǫj,k |
(
(3 + |2ju1 − k|)
−2 + (3+ |2ju2 − k|)
−2
)
. (35)
In order to provide appropriate upper bounds for Aj0(u1,v)2
−j0 and Bj0(u1,u2,v),
one needs to introduce, for all fixed integer j ≥ 0, the two sets of indices k, D1j
and D2j , defined as
D1j :=
{
k ∈Z : |k|2−j ≤ 2(M +1)
}
and D2j :=
{
k ∈Z : |k|2−j > 2(M +1)
}
. (36)
Notice that Z =D1j ∪D
2
j and D
1
j ∩D
2
j = ∅.
Let us first provide an appropriate upper bound for Aj0(u1,v)2
−j0 . On one
hand Relation (11) and standard computations give us
j0∑
j=0
2j(1−v)
∑
k∈D2j
|ǫj,k |(2 + |2
ju1 − k|)
−2
≤ C
j0∑
j=0
2j(1−v)(3 + j)1/α+η
∑
k∈D2j
(3 + |k|)1/α+η
(2 + |2ju1 − k|)2
≤ C
j0∑
j=0
2j(1−v)(3 + j)1/α+η
∑
k∈D2j
(1 + |k|)−(2−1/α−η)
≤ C
j0∑
j=0
2j(1−v)(3 + j)1/α+η 2−j(1−1/α−η) = C
j0∑
j=0
2−j(v−1/α−η)(3 + j)1/α+η
≤ C
j0∑
j=0
2−j(a−1/α−η)(3 + j)1/α+η ≤ C
+∞∑
j=0
2−j(a−1/α−η)(3 + j)1/α+η = C1 <∞ ; (37)
notice that in the previous inequalities, and in the rest of this proof, C denotes
the same positive and finite random variable as in (11). On the other hand, using
Proposition 2.5, one has
j0∑
j=0
2j(1−v)
∑
k∈D1j
|ǫj,k |(2 + |2
ju1 − k|)
−2 ≤ C ′
j0∑
j=0
2j(1−v+1/α)
∑
k∈D1j
(2 + |2ju1 − k|)
−2
≤ C ′ sup
x∈[0,1]

∑
k∈Z
(1 + |x − k|)−2

j0∑
j=0
2j(1−v+1/α) ≤ C22
j0(1−v+1/α). (38)
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notice that in the previous inequalities C ′, and in the rest of this proof, denotes
the same positive and finite random variable as in (19). Next, it follows from (34),
(37), (38) and (32) that
Aj0(u1,v)2
−j0 =

j0∑
j=0
2j(1−v)
∑
k∈D1j
|ǫj,k |(2 + |2
ju1 − k|)
−2
+
j0∑
j=0
2j(1−v)
∑
k∈D2j
|ǫj,k |(2 + |2
ju1 − k|)
−2
2
−j0
≤
(
C1 +C22
j0(1−v+1/α)
)
2−j0 ≤ C3|u1 − u2|
v−1/α . (39)
Let us now provide an appropriate upper bound for Bj0(u1,u2,v). On one
hand, using Relation (11) and standard computations one gets
+∞∑
j=j0+1
2−jv
∑
k∈D2j
|ǫj,k |
(
(3 + |2ju1 − k|)
−2 + (3+ |2ju2 − k|)
−2
)
≤ C
+∞∑
j=j0+1
2−jv(3 + |j |)1/α+η
∑
k∈D2j
(
(3 + |k|)1/α+η
(3 + |2ju1 − k|)2
+
(3+ |k|)1/α+η
(3 + |2ju2 − k|)2
)
≤ C
+∞∑
j=j0+1
2−jv(3 + |j |)1/α+η
∑
k∈D2j
(1 + |k|)−(2−1/α−η).
≤ C
+∞∑
j=j0+1
2−j(1+v−1/α−η)(3 + |j |)1/α+η ≤ C2−(j0+1)(1+v−1/α−η)(2 + j0)
1/α+η
≤ C2−(j0+1)(v−1/α) sup
n∈N
{
2−n(1−η)(1 +n)1/α+η
}
≤ C4|u1 − u2|
v−1/α . (40)
On the other hand, using Proposition 2.5, one has
+∞∑
j=j0+1
2−jv
∑
k∈D1j
|ǫj,k |
(
(3 + |2ju1 − k|)
−2 + (3+ |2ju2 − k|)
−2
)
≤ C ′
+∞∑
j=j0+1
2−j(v−1/α)
∑
k∈D1j
(
(3 + |2ju1 − k|)
−2 + (3+ |2ju2 − k|)
−2
)
≤ C ′
2 sup
x∈[0,1]
∑
k∈Z
(3 + |x − k|)−2

+∞∑
j=j0+1
2−j(v−1/α)
≤ C52
−(j0+1)(v−1/α) ≤ C5|u1 − u2|
v−1/α . (41)
Next combining (40) and (41), one obtains that
Bj0(u1,u2,v) ≤ C6|u1 − u2|
v−1/α , (42)
where C6 is a positive and finite random variable. Finally, Relations (33), (39)
and (42) allow us to derive (28).
Proof of Proposition 2.3. Let ω ∈Ω∗0 be arbitrary and fixed. In view of Lemma 2.1
and of Remark 2.2 in Section 2, for proving the proposition, it is enough to show
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that, for all fixed integer r ≥ 1 and for any fixed (p,q) ∈ {1,2,3}×Z+, the two series
of real numbers
+∞∑
j=1
∑
k∈Z
ǫ−j,k(ω)2
jv
(
(∂rvΨ)(2
−ju − k,v)− (∂rvΨ)(−k,v)
)
and
+∞∑
j=1
∑
k∈Z
ǫ−j,k(ω)2
−j(p−v)(∂
p
u∂
q
vΨ)(2
−ju − k,v)
are uniformly convergent when (u,v) ∈ [−M ;M] × [a;b], where M,a,b arbitrary
and fixed real numbers satisfyingM > 0 and 1/α < a < b < 1. In fact it is sufficient
to show that these two series are normally convergent, in sense of the uniform
(semi)-norm on the compact rectangle [−M ;M] × [a;b]. That is one has, for all
fixed integer r ≥ 1,
+∞∑
j=1
∑
k∈Z
∣∣∣ǫ−j,k(ω)∣∣∣ sup
(u,v)∈[−M;M]×[a;b]
{
2jv
∣∣∣(∂rvΨ)(2−ju − k,v)− (∂rvΨ)(−k,v)∣∣∣
}
<∞ , (43)
and, one has, for any fixed (p,q) ∈ {1,2,3} ×Z+,
+∞∑
j=1
∑
k∈Z
∣∣∣ǫ−j,k(ω)∣∣∣ sup
(u,v)∈[−M;M]×[a;b]
{
2−j(p−v)
∣∣∣(∂pu∂qvΨ)(2−ju − k,v)∣∣∣
}
<∞. (44)
Next, observe that a sufficient condition for having (43) is that (44) holds when
(p,q) = (1, r). Indeed, it follows from the mean value theorem that
sup
(u,v)∈[−M;M]×[a;b]
{
2jv
∣∣∣(∂rvΨ)(2−ju − k,v)− (∂rvΨ)(−k,v)∣∣∣
}
≤M × sup
(u,v)∈[−M;M]×[a;b]
{
2−j(1−v)
∣∣∣(∂1u∂rvΨ)(2−ju − k,v)∣∣∣
}
.
So, from now on, our goal is to derive (44). One denotes by [ · ] the integer part
function and by { · } the fractional part function. One assumes that η is an arbi-
trarily small fixed positive real number. By using Relation (11), Relation (10) and
the triangle inequality, one has, for all (u,v) ∈ [−M ;M]× [a;b],
+∞∑
j=1
∑
k∈Z
∣∣∣ǫ−j,k(ω)∣∣∣× 2−j(p−v) ∣∣∣(∂pu∂qvΨ)(2−ju − k,v)∣∣∣
≤ C(ω)
+∞∑
j=1
2−j(p−v)(3 + j)1/α+η
∑
k∈Z
(3 + |k|)1/α+η
(3 + |2−ju − k|)2
= C(ω)
+∞∑
j=1
2−j(p−v)(3 + j)1/α+η
∑
k∈Z
(3 + |k + [2−ju]|)1/α+η
(3 + |2−ju − [2−ju]− k|)2
≤ C(ω)
+∞∑
j=1
2−j(p−b)(3 + j)1/α+η
∑
k∈Z
(4 + |k|+M |)1/α+η
(3 + |{2−ju} − k|)2
.
Notice that the last inequality follows from the inequalities v ≤ b and
∣∣∣[2−ju]∣∣∣ ≤
1 + 2−j |u| ≤ 1 +M . Also notice that C(ω) is a finite constant not depending on
(u,v). Next, let κ be the constant defined as:
κ := sup
x∈[0;1]

∑
k∈Z
(4 + |k|+M |)1/α+η
(3 + |x − k|)2
 .
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From the inequalities 2−1/α−η > 1 and 3+ |x−k| ≥ 2+ |k|, for all (k,x) ∈Z× [0,1],
one deduces that κ is finite. Then, using our previous calculations, one obtains
that
+∞∑
j=1
∑
k∈Z
∣∣∣ǫ−j,k(ω)∣∣∣ sup
(u,v)∈[−M;M]×[a;b]
{
2−j(p−v)
∣∣∣(∂pu∂qvΨ)(2−ju − k,v)∣∣∣
}
≤ κC(ω)
+∞∑
j=1
2−j(p−b)(3 + j)1/α+η <∞ ,
where the last inequality results from the inequalities p ≥ 1 > b. This proves that
(44) holds.
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