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0-CALABI-YAU CONFIGURATIONS AND FINITE AUSLANDER-REITEN
QUIVERS OF GORENSTEIN ORDERS
XUEYU LUO
Abstract. We revisit Wiedemann’s classification [38] of Auslander-Reiten quivers of representation-
finite Gorenstein orders in terms of a Dynkin diagram, a configuration and an automorphism group. In
this paper, we introduce the notion of 2-Brauer relations and prove that Wiedemann’s configurations
are simply described in terms of 2-Brauer relations. We also give a simple self-contained proof of
Wiedemann’s classification.
1. Introduction
Representation theory of orders is classical and has been studied by a lot of authors, see e.g. [3, 7,
8, 13, 24, 30, 32, 33, 34]. It deals with the categories of Cohen-Macaulay modules (lattices) on orders.
One of the traditional subjects is the classification of orders which are representation-finite in the sense
that they have only finitely many indecomposable Cohen-Macaulay modules. The classification was given
for many important classes, e.g. commutative orders [12, 14, 22] (see also [40, Chapter 9]), local orders
[11, 17], tiled orders [34, 41] and Ba¨ckstro¨m orders [28]. The important class of Gorenstein orders is
an analogue of both finite dimensional self-injective algebras and commutative Gorenstein rings. The
representation-finite Gorenstein orders were studied by Wiedemann [38] and Roggenkamp [31] (see also
[36, 37]). Wiedemann’s work is an analogue of Riedtmann’s work on representation-finite selfinjective
algebras [5, 25, 26, 27].
One of the aims of this paper is to improve Wiedemann’s classification of Auslander-Reiten quivers of
representation-finite Gorenstein orders. A key notion introduced by Wiedemann is configurations, which
is similar but different from Riedtmann’s configurations [26] appearing in classification of representation-
finite self-injective algebras. He described the Auslander-Reiten quiver of a representation-finite Goren-
stein order in terms of a Dynkin diagram ∆, a configuration C in (Z∆)0 and an automorphism group G
of Z∆. In this paper, we give a simple proof of the theorem below of Wiedemann [38] (see Section 2.1,
Definitions 2.2 and 5.4 for (Z∆/G)C).
Theorem 1.1 (Theorem 5.9). Let R be a complete discrete valuation ring and Λ be a ring-indecomposable
representation-finite Gorenstein R-order satisfying the following conditions
(a) radP is indecomposable and non-projective for any indecomposable projective Λ-module P ;
(b) radP is not isomorphic to radQ when the two indecomposable projective Λ-modules P,Q are
nonisomorphic.
Then the Auslander-Reiten quiver A(Λ) of CMΛ is isomorphic to (Z∆/G)C , where ∆ is a Dynkin dia-
gram, G ⊂ Aut(Z∆) is a weakly admissible group and C is a configuration of Z∆/G.
There are very few cases where the conditions (a) and (b) are not satisfied. In fact, as is shown by
Roggenkamp [31, Remark 1], Λ is classified in this case as a special Ba¨ckstro¨m-order [28]. Note that
Wiedemann proved a partial converse of Theorem 1.1.
We point out that Wiedemann’s configurations are “0-Calabi-Yau” in the sense that they are preserved
by the Serre functor S in the stable category CMΛ, while Riedtmann’s configurations are “(−1)-Calabi-
Yau” since they are preserved by S ◦ [1]. Note that a variant of Wiedemann’s and Riedtmann’s configu-
rations appeared recently in cluster tilting theory, where n-cluster tilting objects in n-cluster categories
correspond bijectively to n-Calabi-Yau configurations in the derived categories [6] (see [21, Section 4.2.1]
for details).
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Riedtmann’s configuration Wiedemann’s configuration n-cluster tilting object (n ≥ 2)
(−1)-Calabi-Yau 0-Calabi-Yau n-Calabi-Yau
For type A case, Wiedemann described configurations in terms of Brauer relations with Straßeneigen-
schaft [38, Satz, p. 47]. In this paper, we simplify his description by introducing a much simpler notion
of 2-Brauer relations and give nice correspondences with Wiedemann’s configurations: Let n ≥ 1 be an
integer. We denote by B2n the set of all 2-Brauer relations of rank n (see Definition 6.1) and by C(An+1)
the set of configurations of ZAn+1. Then our first result is the following.
Theorem 1.2 (Theorem 6.6). We have the following one-to-one correspondence
C(An+1)
1−1
←−→ B2n.
In order to describe all the configurations for other Dynkin diagrams, we also define symmetric 2-
Brauer relations of rank 2n and crossing 2-Brauer relations of rank 2n, and we denote by B2,s2n and B
2,c
2n
the sets of these two kinds of Brauer relations respectively (see Definitions 7.1 and 8.1). Consider the set
C(Bn+1) of configurations of ZBn+1 and the set C(Cn+1) of configurations of ZCn+1. For ZDn+2, we
consider a partition C(Dn+2) = C
1(Dn+2)⊔C
2(Dn+2) (see Section 8 for details). Then we give theorems
to describe all the configurations.
Theorem 1.3 (Theorems 7.8, 7.11, 8.13 and 9.1). We have the following one-to-one correspondences
C(Bn+1)
1−1
←−→ B2,s2n ,
C(Cn+1)
1−1
←−→ B2,s2n ,
C1(Dn+2)
1−1
←−→ B2,s2n ,
and a two-to-one correspondence
C2(Dn+2)
2−1
←−→ B2,c2n .
For types E, F and G, we have a complete list of configurations (see Section 9).
Using this and computer program, we show the following theorem.
Theorem 1.4 (Propositions 6.3, 7.3, 8.3 and Section 9). The number of configurations is given by the
following table,
An+1 Bn+1 Cn+1 Dn+2 E6 E7 E8 F4 G2
M(n) M s(n) M s(n) M s(n) +M c(n) 77 346 1892 25 4
where M(n) is given by the recursive formula
M(0) = 1,M(1) = 1,M(n) =M(n− 1) +
n−2∑
i=0
M(i)M(n− 2− i) for n ≥ 2,
the number M s(n) is given by the recursive formula
M s(0) = 1,M s(1) = 2,M s(n) =M s(n− 1) +M(n− 1) + 2
n−2∑
i=0
M(i)M s(n− 2− i) for n ≥ 2,
the number M c(n) is given by the recursive formula
M c(0) = 1,M c(1) = 1,M c(n) =
n−1∑
i=1
n∑
j=i+1
M(j − i− 1)M(n+ i− j − 1) for n ≥ 2.
By calculation, we have the following list of values of M(n), M s(n) and M c(n) for 0 ≤ n ≤ 10.
0 1 2 3 4 5 6 7 8 9 10
M(n) 1 1 2 4 9 21 51 127 323 835 2188
M s(n) 1 2 5 13 35 96 267 750 2123 6046 17303
M c(n) 1 1 1 3 10 30 90 266 784 2304 6765
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By an immediate induction, we have the following formulas (see [10, 23]).
M(n) =
⌊n/2⌋∑
k=0
n!
(n− 2k)!(k + 1)!k!
, M s(n) =
⌊(n+1)/2⌋∑
k=0
n!(n+ 1− k)!
k!(n− k)!k!(n+ 1− 2k)!
,
M c(n) =
⌊(n−2)/2⌋∑
k=0
n!
k!(k + 2)!(n− 2− 2k)!
.
Before explaining organization of this paper, we explain our strategy to prove Theorem 1.1. It consists
of two parts.
(A) We show that CΛ = {radP | P ∈ ind(projΛ)} is a “categorical configuration” in the sense that
two categorical conditions (Theorem 3.2 and Theorem 3.3) are satisfied.
(B) By using general results to calculate hom-sets from Auslander-Reiten quivers given in [19], we
show that CΛ is a “combinatorial configuration” in the sense that two combinatorial conditions
(C1) and (C2) (see Definition 5.4) are satisfied.
Note that our argument is different from Wiedemann’s argument since he defined configurations in terms
of mesh categories of translation quivers and used his results on existence of covering functors [35].
We organize this paper as follows. In Section 2, we recall some basic definitions and facts. In Section 3,
we discuss (A) above. In Section 4, we give a systematic method to calculate the length of hom-sets of the
stable category CMΛ from the Auslander-Reiten quiver A(Λ). In Section 5, we discuss (B) above. In this
section, we also give a simple proof of Theorem 1.1 by using the conditions (C1), (C2) of combinatorial
configurations. Later in the paper, we prove our main Theorems 1.2 and 1.3 case by case: Section 6 for
type A, Section 7 for types B and C, Section 8 for type D. In the last section, we deal with configurations
of the exceptional cases: types E, F and G.
Acknowledgments This paper is a part of the author’s PhD thesis. The author would like to show
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2. Preliminaries
In this section, we recall some definitions and facts that we need later. We always denote by fg the
composition of X
f
−→ Y
g
−→ Z when they are maps or functors in this paper.
2.1. Valued translation quivers. Recall that we do not assume that the residue field of R is alge-
braically closed. This is quite natural to cover important classes of orders appearing in number theory
(e.g. [16]). Then the Auslander-Reiten quivers of R-orders have the structure of valued translation
quivers. First, let us recall the definition of valued translation quivers.
A valued translation quiver is a quadruple Q = (Q0, d, d
′, τ), where Q0 is a set, d and d
′ are maps
d, d′ : Q0 ×Q0 → N≥0 and τ is a bijection from Q0 rQ
p to Q0 r Q
i for subsets Qp and Qi of Q0 such
that for any vertices y ∈ Q0 and z ∈ Q0 r Q
p, we have d′(τz)y = dyz . Moreover, we assume that there
exists a map a : Q0 → N>0 such that axdxy = d
′
xyay for any x, y ∈ Q0. We draw Q as a quiver with
valued arrows
x
(dxy,d
′
xy)
−−−−−−→ y
if dxy 6= 0. We denote a valued arrow x
(1,1)
−−−→ y by x −→ y. If Qp = Qi = ∅, then Q is called stable.
An automorphism g : Q → Q of a valued translation quiver Q is a bijection g : Q0 → Q0 such that
g(Qp) = Qp, g(Qi) = Qi, gτ = τg, dgxgy = dxy and d
′
gxgy = d
′
xy hold for any x, y ∈ Q0. We denote by
Aut(Q) the automorphism group of Q. Following [9], we call a subgroup G ⊂ Aut(Q) weakly admissible
if for each g ∈ G r {1} and x ∈ Q0, we have x 6= gx and x
+ ∩ (gx)+ = ∅, where x+ is the set of direct
successors of x. Although the condition x 6= gx is not assumed in [9], it is more reasonable to assume it.
Note that if x+ 6= ∅ and x+ ∩ (gx)+ = ∅, then x 6= gx holds automatically.
For a weakly admissible subgroup G ⊂ Aut(Q), the quotient valued translation quiver Q/G is defined
as follows. The set (Q/G)0 of vertices is Q0/G = {Gx | x ∈ Q0}. Moreover, (Q/G)
p = Qp/G, (Q/G)i =
Qi/G and τ , d, d′ are defined by the following commutative diagrams:
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An : • • • • •
Bn : • • • • •
Cn : • • • • •
•
Dn : • • • •
• •
E6 : • • • • •
•
E7 : • • • • • •
•
E8 : • • • • • • •
F4 : • • • •
G2 : • •
(1,2)
(2,1)
(1,2)
(1,3)
Figure 2.1. Dynkin diagrams with n vertices
Q0 rQ
p Q0 rQ
i
(Q/G)0 r (Q/G)
p (Q/G)0 r (Q/G)
i,
τ
τ
Q0 ×Q0 N≥0
(Q/G)0 × (Q/G)0 N≥0,
d (resp. d′)
d (resp. d′)
where the vertical maps are natural surjections.
Assume that ∆ is a Dynkin diagram (see Figure 2.1). Let Q be a valued quiver with underlying Dynkin
diagram ∆. We define the valued translation quiver ZQ associated to Q as follows. The vertices of ZQ
are indexed by (n, i) with n ∈ Z and i ∈ Q0. There are arrows
(n, α) : (n, i)
(dij ,d
′
ij)
−−−−−→ (n, j) and (n, α∗) : (n, j)
(d′ij ,dij)
−−−−−→ (n+ 1, i)
in ZQ for any arrow α : i
(dij,d
′
ij)
−−−−−→ j in Q, and these are all the arrows in ZQ. The translation τ is defined
by τ((n, i)) = (n− 1, i). Then ZQ is a stable valued translation quiver. According to [15, Chapter I, 5.6],
ZQ only depends on the underlying Dynkin diagram ∆. Hence, we denote ZQ by Z∆.
From a stable translation quiver and a subset of vertices, we can define a new translation quiver as
follows.
Definition 2.2. Let Q be a stable valued translation quiver and C be a subset of Q0. We define a
valued translation quiver QC by adding to Q a vertex pc and two arrows c → pc → τ
−1(c) for each
c ∈ C. Moreover, the translation of QC coincides with the translation of Q on Q0 and is not defined on
QpC = Q
i
C = {pc | c ∈ C}.
Let us see an example.
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Example 2.3. The translation quiver Q = ZA5 is given by the left diagram below. Moreover, let C be
a set of all the marked vertices. By adding new vertices and new arrows requested in Definition 2.2, we
get the new translation quiver QC .
Q = ZA5:
• • •
• • • •
• • •
• • • •
• • •
QC :
• • • • •
• • • • •
• • •
• • • • •
• • • •
2.2. Cohen-Macaulay modules. In this subsection, we introduce basic facts of orders and their Cohen-
Macaulay modules. Throughout this paper, we denote by R a complete discrete valuation ring, for
example, R is a formal power series ring in one variable over a field. We denote the field of fractions of
R by K. We recall the definition of orders and Cohen-Macaulay modules first, see [7, 8, 30, 32, 34].
Definition 2.4. Let Λ be an R-algebra and M be a left Λ-module. We denote by modΛ the category
of finitely generated Λ-modules.
(1) Λ is called an R-order if it is finitely generated and free as an R-module.
(2) If Λ is an R-order, then a Λ-module M is called a Cohen-Macaulay Λ-module or Λ-lattice if it is
finitely generated and free as an R-module. We denote by CMΛ the category of Cohen-Macaulay
Λ-modules. It is a full subcategory of modΛ, which is closed under submodules and extensions.
(3) We define the stable category CMΛ of CMΛ as follows.
• The objects of CMΛ are the same as the objects of CMΛ.
• For any X,Y ∈ CMΛ, the hom-set is defined by
HomΛ(X,Y ) := HomΛ(X,Y )/[Λ](X,Y ),
where [Λ](X,Y ) is the set of morphisms factoring through a projective Λ-module.
We denote by flΛ the category of finite length Λ-modules. Then (flΛ,CMΛ) is a torsion pair in
modΛ in the sense that HomΛ(X,Y ) = 0 holds for any X ∈ flΛ and Y ∈ CMΛ, and moreover, for any
X ∈ modΛ, there exists an exact sequence 0→ TX → X → FX → 0 with TX ∈ flΛ and FX ∈ CMΛ.
For any R-order Λ (e.g. Λ = R), we have the following exact dualities
D1 := HomR(−, R) : CMΛ↔ CMΛ
op,
D0 := Ext
1
R(−, R) : flΛ↔ flΛ
op.
We denote by projΛ the category of projective Λ-modules. They are all projective objects in CMΛ. Now
let us define the injective objects in CMΛ.
Definition 2.5. Let Λ be an R-order. We call I ∈ CMΛ an injective Cohen-Macaulay Λ-module if
I ∈ add(D1(Λ
op)). We denote by inj Λ the category of injective Cohen-Macaulay Λ-modules.
We have the following easy properties.
Proposition 2.6. Let Λ be an R-order.
(1) For any X ∈ CMΛ, there exists a short exact sequence
0→ X
f
−→ Q→ Y → 0 (2.7)
with Q ∈ inj Λ and Y ∈ CMΛ.
(2) inj Λ = {I ∈ CMΛ | Ext1Λ(−, I)|CMΛ = 0}.
Proof. (1) We have a short exact sequence 0→ Z → P → D1X → 0 over Λ
op-modules with P ∈ projΛop
and Z ∈ CMΛop. Applying the exact duality D1 : CMΛ→ CMΛ
op, we have 0→ X → D1P → D1Z → 0
with D1P ∈ inj Λ and D1Z ∈ CMΛ.
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(2) We get the inclusion “⊂”from the isomorphism Ext1Λ(X,Y )
∼= Ext1Λop(D1Y,D1X) for any X,Y ∈
CMΛ. The other inclusion “⊃”follows from the exact sequence (2.7). 
From now on, we assume that Λ is a ring-indecomposable R-order. We denote by simΛ the set of the
isomorphism classes of simple Λ-modules. For an additive category A, we denote by ind(A) the set of
the isomorphism classes of indecomposable objects in A.
Consider the Nakayama functor
ν := (D1Λ)⊗Λ − ∼= D1HomΛ(−,Λ) : CMΛ→ CMΛ.
It induces an equivalence
ν : projΛ
∼
−→ inj Λ.
For any X ∈ CMΛ, let
coradX := D1(rad(D1X)) and cotopX := D0(top(D1X)).
We have the following proposition to give other bijections.
Proposition 2.8. We have one-to-one correspondences between
(a) ind(proj Λ)
(b) ind(inj Λ)
(c) simΛ
(a′) ind(proj Λop)
(b′) ind(inj Λop)
(c′) simΛop.
The bijection ind(projΛ)→ simΛ is given by P 7→ topP , the bijection ind(projΛ)→ ind(inj Λ) is given
by P 7→ νP and the bijection ind(inj Λ) → simΛ is given by I 7→ cotop I. Moreover, these bijections
commute.
Proof. Since Λ is semiperfect (i.e. every finitely generated Λ-module has a projective cover), the cor-
respondence between (a) (resp. (a′)) and (c) (resp. (c′)) is classical. Since D1 is the duality, (a) is in
bijection with (b′) (resp. (b) is in bijection with (a′)). 
The following sequence is basic.
Lemma 2.9. For any X ∈ CMΛ, we have a short exact sequence
0→ X → coradX → cotopX → 0.
Proof. For D1X ∈ CMΛ
op, we consider the exact sequence 0 → rad(D1X) → D1X → top(D1X) → 0.
By applying HomR(−, R), we have an exact sequence
0→ D1(top(D1X))→ D1(D1X)→ D1(rad(D1X))→ D0(top(D1X))→ D0(D1X).
Since D1(D1X) = X , D1(top(D1X)) = 0 and D0(D1X) = 0, we have the desired sequence. 
The following lemma is about the extension group from a simple module to an injective Cohen-
Macaulay module.
Lemma 2.10. (1) For any P ∈ ind(projΛ) and S ∈ simΛ, HomΛ(P, S) 6= 0 if and only if S = topP .
In this case, HomΛ(P, S) is a simple EndΛ(P )-module and a simple EndΛ(S)
op-module.
(2) For any I ∈ ind(inj Λ) and S ∈ simΛ, Ext1Λ(S, I) 6= 0 if and only if S = cotop I. In this case,
Ext1Λ(S, I) is a simple EndΛ(I)
op-module and a simple EndΛ(S)-module.
(3) For any P ∈ ind(proj Λ) and I ∈ ind(inj Λ), Ext1Λ(topP, I) 6= 0 if and only if cotop I
∼= topP if
and only if I ∼= νP .
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Proof. (1) is immediate.
(2) The first statement is well-known, e.g. see [20, 1.2 (3)]. We will prove that Ext1Λ(S, I) is a simple
EndΛ(I)-module. Applying HomΛ(−, I) to 0→ I → corad I → cotop I → 0, we have an exact sequence
0 = HomΛ(cotop I, I)→ HomΛ(corad I, I)→ HomΛ(I, I)→ Ext
1
Λ(cotop I, I)→ Ext
1
Λ(corad I, I) = 0,
(2.11)
where the last term is 0 since corad I ∈ CMΛ and I ∈ inj Λ. Since D1I ∈ ind(proj Λ
op), there is an exact
sequence
0→ rad(D1I)→ D1I → top(D1I)→ 0.
By applying HomΛop (D1I,−), we get an exact sequence
0→ HomΛop(D1I, rad(D1I))→ HomΛop(D1I,D1I)→ HomΛop(D1I, top(D1I))→ 0. (2.12)
Since the left and the middle terms of (2.11) and (2.12) are isomorphic, we have
Ext1Λ(cotop I, I)
∼= HomΛop(D1I, top(D1I)).
This is a simple EndΛ(I)
op-module and a simple EndΛ(S)-module by (1).
(3) According to (2) above, the statement Ext1Λ(topP, I) 6= 0 is equivalent to cotop I
∼= topP . Then
by Proposition 2.8, this is equivalent to I ∼= νP . 
The class of Gorenstein orders is very important and the definition of Gorenstein orders is the following.
Definition 2.13. An R-order Λ is Gorenstein if HomR(ΛΛ, R) is projective as a left Λ-module, or
equivalently, if HomR(ΛΛ, R) is projective as a right Λ-module.
If Λ is Gorenstein, then CMΛ is a Frobenius category and therefore CMΛ has a natural structure of a
triangulated category [15] such that the suspension functor [1] is given by X [1] = Y , where Y is given by
the exact sequence (2.7). The following lemma is about some basic property of Cohen-Macaulay modules
over Gorenstein orders that we need to use later.
Lemma 2.14. Let Λ be a Gorenstein R-order. For any X,Z ∈ CMΛ, we have the following isomorphism
HomΛ(X,Z)
∼= Ext1Λ(Y, Z),
where Y is given by (2.7).
Proof. Applying HomΛ(−, Z) with Z ∈ CMΛ to (2.7), we get the following long exact sequence
0 HomΛ(Y, Z) HomΛ(Q,Z) HomΛ(X,Z) Ext
1
Λ(Y, Z) 0.
f∗
Since Λ is Gorenstein, we have Ext1Λ(Y,Λ) = 0. Therefore, any morphism from X to a projective Λ-
module factors through f . In particular, we have Im f∗ ∼= [Λ](X,Z). By the above exact sequence, we
have HomΛ(X,Z)
∼= Ext1Λ(Y, Z). 
Notice that when Λ is Gorenstein, the Nakayama functor induces an autoequivalence
ν : CMΛ
∼
−→ CMΛ,
which induces a triangle-equivalence ν : CMΛ
∼
−→ CMΛ. The composition τ := ν[−1] : CMΛ
ν
−→
CMΛ
[−1]
−−−→ CMΛ is called the Auslander-Reiten translation. If Λ⊗R K is a semisimple K-algebra, then
Auslander-Reiten theory works in CMΛ as the following classical results show.
Proposition 2.15 ([3, 29]). If Λ is Gorenstein and Λ⊗R K is a semisimple K-algebra, then
(1) CMΛ is a Hom-finite triangulated category;
(2) we have a functorial isomorphism HomΛ(X,Y )
∼= D0HomΛ(Y, νX) for any X,Y ∈ CMΛ.
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Proof. (1) Let us prove the Hom-finiteness. For any X,Y ∈ CMΛ, since Λ ⊗R K is semisimple by our
assumption, we have
Ext1Λ(X,Y )⊗R K = Ext
1
Λ⊗RK(X ⊗R K,Y ⊗R K) = 0.
Therefore, Ext1Λ(X,Y ) is an R-module of finite length. We conclude by using Lemma 2.14.
(2) Note that we have τ = Tr[−1]D1 : CMΛ → CMΛ, where Tr is the transpose: modΛ → modΛ
op
[2, 4]. As R has Krull dimension 1, according to [3, Chapter I, Proposition 8.7], we have a functorial
isomorphism HomΛ(X,Y )
∼= D0 Ext
1
Λ(Y, τX). Therefore, HomΛ(X,Y )
∼= D0HomΛ(Y, νX) holds for any
X,Y ∈ CMΛ. 
Given an R-order Λ, we denote the radical of the category CMΛ by radCMΛ(−,−). We can define a
valued Auslander-Reiten quiver as follows.
Definition 2.16 (e.g. [30, 3.8]). Let X,Y ∈ ind(CMΛ). Denote
Irr(X,Y ) :=
radCMΛ(X,Y )
rad2CMΛ(X,Y )
and kX :=
EndΛ(X)
radCMΛ(X,X)
.
We define
dXY := dimkX (Irr(X,Y )) and d
′
XY := dim(Irr(X,Y ))kY .
The Auslander-Reiten quiver A(Λ) of Λ is a valued translation quiver (ind(CMΛ), d, d′, τ), where the
translation τ is the Auslander-Reiten translation, A(Λ)p = ind(projΛ) and A(Λ)i = ind(inj Λ). The
stable Auslander-Reiten quiver A(Λ) is the full subquiver of A(Λ) whose vertices are the objects in
ind(CMΛ)r ind(proj Λ).
Remark 2.17. (1) (e.g. [30, 3.8]) For any X ∈ ind(CMΛ), the right minimal almost split map is of the
form ⊕
Y ∈ind(CMΛ)
Y dY X → X,
and the left minimal almost split map is of the form
X →
⊕
Y ∈ind(CMΛ)
Y d
′
XY .
(2) For any P ∈ ind(projΛ), radP → P is a minimal right almost split map. For any I ∈ ind(inj Λ),
I → corad I is a minimal left almost split map.
We have the following analogue of Riedtmann’s structure theorem of stable Auslander-Reiten quivers
[25] for orders.
Theorem 2.18. Let R be a complete discrete valuation ring and Λ be a representation-finite Gorenstein
R-order. The stable Auslander-Reiten quiver A(Λ) of Λ is isomorphic to a disjoint union of Z∆/G, where
∆ is a Dynkin diagram and G ⊂ Aut(Z∆) is a weakly admissible group.
Proof. By Proposition 2.15, CMΛ is a Hom-finite triangulated category. Thus, the statement follows from
a result by Xiao and Zhu [39, Theorem 2.3.5], see also [1, Theorem 4.1]. Note that in [39], triangulated
categories over a field are discussed, but all arguments work in our settings. 
3. Categorical configuration
Assumption 3.1. In this section, we assume that the following constraints are satisfied.
• Λ is a ring-indecomposable representation-finite Gorenstein R-order;
• radP is indecomposable and non-projective for any P ∈ ind(projΛ);
• radP ≇ radQ holds for any P,Q ∈ ind(projΛ) satisfying P ≇ Q.
Under Assumption 3.1, we will show in two main theorems that the set of isomorphism classes of the
radicals of indecomposable projective Λ-modules satisfy two categorical conditions. The first one is the
following.
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Theorem 3.2. For any non-projective X ∈ ind(CMΛ), X admits an injective hull P ∈ ind(projΛ)
which satisfies
HomΛ(X, radP ) 6= 0.
Proof. For any non-projective X ∈ ind(CMΛ), thanks to Proposition 2.6 (1), there exists a non-split
exact sequence
0→ X
h
−→ P → Y → 0
with P ∈ inj Λ and Y ∈ CMΛ. Moreover, since Λ is Gorenstein, we can choose the above exact sequence
such that P is the injective hull of X in CMΛ which is indecomposable.
Since h is a monomorphism and X is non-projective, h factors through radP . In fact, we have
h = h′iP : X
h′
−→ radP
iP−→ P.
We show that h′ does not factor through any projective modules. Assume h′ = st : X
s
−→ Q
t
−→ radP
with Q ∈ ind(projΛ). Since Q is injective Cohen-Macaulay, we have the following commutative diagram
0 X P Y 0.
Q
h
s
g
Then hgtiP = h holds and hence, gtiP ∼= IdP and iP is a split epimorphism. This is a contradiction.
Thus, HomΛ(X, radP ) 6= 0. 
The second categorical condition of configurations is described as follows.
Theorem 3.3. For any P,Q ∈ ind(projΛ), we have
lengthEndΛ(radP )HomΛ(radP, radQ) =


2, if P ∼= Q ∼= ν−1Q;
1, if P ∼= Q ≇ ν−1Q;
1, if P ∼= ν−1Q ≇ Q;
0, if P ≇ Q, ν−1Q.
In the rest, we consider the following diagram with P,Q ∈ ind(projΛ)
0 radP P topP 0
0 radQ Q topQ 0.
iP
f
πP
g h
iQ πQ
(3.4)
Lemma 3.5. Let P,Q ∈ ind(projΛ).
(1) For any g ∈ HomΛ(P,Q), there exist f ∈ HomΛ(radP, radQ) and h ∈ HomΛ(topP, topQ) such
that (3.4) is commutative.
(2) Assume Q ≇ νP . For any f ∈ HomΛ(radP, radQ), there exist g ∈ HomΛ(P,Q) and h ∈
HomΛ(topP, topQ) such that (3.4) is commutative.
(3) For any f ∈ [Λ](radP, radQ), there exist g ∈ radCMΛ(P,Q) such that (3.4) is commutative with
h = 0.
(4) For the commutative diagram (3.4), the following conditions are equivalent:
(a) h = 0,
(b) f ∈ [Λ](radP, radQ),
(c) g ∈ radCMΛ(P,Q).
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Proof. (1) Since any morphism g : P → Q induces a morphism f : radP → radQ, then there exists
h ∈ HomΛ(topP, topQ) such that (3.4) is commutative.
(2) It is sufficient to find g ∈ HomΛ(P,Q) such that iP g = fiQ. Since Q ≇ νP , Ext
1
Λ(topP,Q) = 0 by
Lemma 2.10 (3). By applying HomΛ(−, Q) to the short exact sequence
0→ radP
iP−→ P
πP−−→ topP → 0,
we get the following long exact sequence
0→ HomΛ(topP,Q)→ HomΛ(P,Q)
i∗P−→ HomΛ(radP,Q)→ Ext
1
Λ(topP,Q) = 0.
Therefore, there exists g ∈ HomΛ(P,Q) such that iP g = fiQ.
(3) First, let us prove the existence of g. Assume Q ≇ νP . There exists g : P → Q such that fiQ = iP g
by (2). Assume Q ∼= νP . We have the following long exact sequence
0→ HomΛ(topP,Q)→ HomΛ(P,Q)
i∗P−→ HomΛ(radP,Q)
ρ
−→ Ext1Λ(topP,Q)→ 0.
As f ∈ [Λ](radP, radQ), there exists I ∈ projΛ and morphisms s, t such that the following diagram
commutes:
0 radP P topP 0
I
0 radQ Q topQ 0.
iP
∀f
∃s
πP
∃t
tiQ
iQ πQ
Let us prove that the morphism from Ext1Λ(topP, I) to Ext
1
Λ(topP,Q) induced by tiQ is 0. Indeed,
thanks to Lemma 2.10 (3), either Ext1Λ(topP, I) = 0 holds or I
∼= Q ∼= νP holds. In the first case, the
conclusion is obvious. In the second case, as the morphism tiQ : I → Q is not an isomorphism, it induces
a morphism χ in radCMΛ(Q,Q) ⊂ EndΛ(Q). Moreover, by Lemma 2.10 (2), Ext
1
Λ(topP,Q) is a simple
EndΛ(Q)
op-module. Thus, the morphism from Ext1Λ(topP, I) to Ext
1
Λ(topP,Q) induced by tiQ has its
image included in Ext1Λ(topP,Q) · χ = 0. Then ρ(fiQ) = ρ(stiQ) = 0, thus, there exists g : P → Q such
that fiQ = iP g.
Now we show that g is in the radical. Since radP and radQ are non-projective, it follows that f is
not an isomorphism which means that g ∈ radCMΛ(P,Q). Since P and Q are indecomposable projective,
it follows that h = 0.
(4) First, we prove (a ⇒ b). Since h = 0, gπQ = 0 holds. Thus, there exists t : P → radQ such that
g = tiQ. It follows fiQ = iP tiQ, therefore, f = iP t ∈ [Λ](radP, radQ). (b⇒ c) follows from the proof of
(3). (c⇒ a) is obvious since P and Q are indecomposable projective. 
By using the above lemma, we can get the following results.
Lemma 3.6. Let P,Q ∈ ind(projΛ). We have the following two isomorphisms:
(1) iQ∗ : HomΛ(radP, radQ)→ HomΛ(radP,Q);
(2) F : radCMΛ(P,Q)→ [Λ](radP, radQ) which sends g to f in (3.4).
Proof. (1) Since iQ is a monomorphism, so is iQ∗ := HomΛ(radP, iQ). We show that iQ∗ is surjective.
Indeed, for any h ∈ HomΛ(radP,Q), since iQ is minimal right almost split and radP ≇ Q by Assumption
3.1, there exists f ∈ HomΛ(radP, radQ) satisfying h = fiQ.
(2) For any g ∈ radCMΛ(P,Q), by Lemma 3.5 (1), we have f ∈ HomΛ(radP, radQ) making the
diagram (3.4) commutative. By Lemma 3.5 (4), f factors through projΛ. The correspondence F : g 7→ f
is well-defined since the commutative diagram (3.4) shows that g = 0 implies f = 0. Moreover, F is
surjective by Lemma 3.5 (3) and injective since f = 0 implies that g factors through topP and has to be
zero. 
To prove Theorem 3.3, we need the following lemma which contributes to calculate the length of
hom-sets of radicals of projective modules.
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Lemma 3.7. Let P,Q ∈ ind(projλ) satisfying P ∼= ν−1Q. We have the following short exact sequence:
0→
HomΛ(P,Q)
radCMΛ(P,Q)
→ HomΛ(radP, radQ)→ Ext
1
Λ(topP,Q)→ 0. (3.8)
Proof. First, we prove that there is the following commutative diagram:
0 HomΛ(P,Q) HomΛ(radP,Q) Ext
1
Λ(topP,Q) 0
radCMΛ(P,Q)
0 [Λ](radP, radQ) HomΛ(radP, radQ) HomΛ(radP, radQ) 0.
i∗P ρ
ι′
∼ F
ι
∼ iQ∗ φ
(3.9)
We get the first row by applying HomΛ(−, Q) to 0 → radP → P → topP → 0. Indeed, since Q is a
free R-module, it follows that socΛQ = socRQ = 0 and hence, HomΛ(topP,Q) = 0. And the second
row comes from the definition of HomΛ(−,−). Moreover, iQ∗ and F are isomorphisms by Lemma 3.6.
By Lemma 3.6 and the commutative diagram (3.4), we have (ι′i∗P )(g) = iP g = fiQ = (FιiQ∗)(g). The
existence of φ is easy to deduce and the diagram (3.9) is commutative.
By an easy diagram chasing, we get the short exact sequence (3.8) 
Considering the field kP := EndΛ(P )/ radCMΛ(P, P ) for each indecomposable projective module P ,
the following property holds.
Lemma 3.10. For any P ∈ ind(projΛ), we have EndΛ(topP ) ∼= kP ⊂ kradP .
Proof. By Lemma 3.5 (1), there exists a morphism EndΛ(P ) → EndΛ(topP ) which is surjective since
topP is simple. The kernel of this morphism is radCMΛ(P, P ) according to Lemma 3.5 (4). Therefore,
we have EndΛ(topP ) ∼= kP .
We have the following commutative diagram
EndΛ(P ) EndΛ(radP )
radCMΛ(P, P ) radCMΛ(radP, radP ),
which induces a morphism kP → kradP taking cokernels of vertical inclusions. As the morphism of these
two fields sends IdP to IdradP , it is injective and we have kP ⊂ kradP . 
Now we are ready to give the proof of Theorem 3.3.
Proof of Theorem 3.3. (i) Assume P ≇ ν−1Q, or equivalently, Q ≇ νP . For any f : radP → radQ, by
Lemma 3.5 (2), we have the commutative diagram (3.4).
(i-i) Assume P ≇ Q, or equivalently, topP ≇ topQ. Then h = 0 holds, and f factors through projΛ
according to Lemma 3.5 (4). Thus, HomΛ(radP, radQ) = 0.
(i-ii) Assume P ∼= Q. We show that there is an isomorphism
HomΛ(radP, radP )→ EndΛ(radP )/ radCMΛ(radP, radP ).
Indeed, as radP is indecomposable non-projective by Assumption 3.1, we have [Λ](radP, radP ) ⊂
radCMΛ(radP, radP ). Conversely, if f ∈ EndΛ(radP ) is a non-isomorphism, then so is g. Hence,
since P and Q are projective, h is not an isomorphism. In particular, h = 0 and by Lemma 3.5
(4), we have f ∈ [Λ](radP, radP ).
Therefore, we have lengthEndΛ(radP )HomΛ(radP, radQ) = 1.
(ii) Assume P ∼= ν−1Q. By Lemma 3.7, we have the short exact sequence (3.8).
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(ii-i) Assume P ≇ Q. Then HomΛ(P,Q)/ radCMΛ(P,Q) = 0. Hence, we have an isomorphism
Ext1Λ(topP,Q)
∼= HomΛ(radP, radQ).
This is a one-dimensional EndΛ(topP )-vector space by Lemma 2.10 (2). So by Lemma 3.10, it is
a one-dimensional kradP -vector space and we have kP ∼= kradP .
Therefore, lengthEndΛ(radP )HomΛ(radP, radQ) = 1.
(ii-ii) Assume P ∼= Q. By Lemma 3.7, we have
lengthEndΛ(radP )HomΛ(radP, radQ)
= lengthEndΛ(radP ) Ext
1
Λ(topP, P ) + lengthEndΛ(radP ) EndΛ(P )/ radCMΛ(P, P ) = 2. 
4. Reading hom-sets from Auslander-Reiten quivers
In this section, we give a simple method to read the hom-set between two objects in CMΛ by looking
the related positions of these two objects in the Auslander-Reiten quiver. First, we introduce some
combinatorial notions which will be used to calculate the length of the hom-sets.
For x, y ∈ (Z∆)0, we define
δ(y, x) =
{
1, if y = x;
0, otherwise.
Definition 4.1. Let Q be a stable valued translation quiver and x be a fixed vertex in Q0.
(1) For each n ∈ Z, we define a map
hQ,n(−, x) : Q0 → N≥0
as follows.
• For n < 0, hQ,n(−, x) := 0;
• hQ,0(−, x) := δ(−, x);
• For n > 0, we let
h′Q,n(y, x) :=
∑
v∈Q0
dyvhQ,n−1(v, x)− hQ,n−2(τ
−1y, x)
and hQ,n(y, x) := max{h
′
Q,n(y, x), 0}.
(2) By using hQ,n(−, x), we define
hQ(−, x) :=
∑
n≥0
hQ,n(−, x)
and HQ(x) = {y ∈ Q0 | hQ(y, x) > 0}.
If there is no danger of confusion, we denote hQ,n, hQ and HQ by hn, h and H respectively.
Let us see an example of type A.
Example 4.2. Let x be the marked vertex in (ZE6)0. The set H(x) is the set consisting of all the vertices
in the following diagram with positive value and the values on the vertices are the results of h(−, x)
acting on the vertices.
. . .
0 0 1 0 1 1 0 0
0 1 1 1 2 1 0
0 0 0 0 1 1 2 1 2 1 2 1 1 0 0
0 0 1 2 1 1 1
0 0 0 1 1 0 1 0
. . .
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The following theorem is about how to read hom-sets in CMΛ from the stable Auslander-Reiten quiver
A(Λ) by using the map h defined in Definition 4.1.
Theorem 4.3. Let Λ be a representation-finite R-order (not necessarily Gorenstein) and A(Λ) the stable
Auslander-Reiten quiver of Λ. For any X,Y ∈ ind(CMΛ), we have
lengthEndΛ(Y )HomΛ(Y,X) = hA(Λ)(Y,X).
In particular, for any X ∈ ind(CMΛ), we have
HA(Λ)(X) = {Y ∈ ind(CMΛ) | HomΛ(Y,X) 6= 0}.
The remaining part of this section is devoted to prove Theorem 4.3.
Let ZQ0 be the free Abelian group generated by Q0. For any P =
∑
x∈Q0
pxx ∈ ZQ0, we denote
P+ :=
∑
x∈Q0
max{px, 0}x and denote by suppP the subset {x ∈ Q0 | px 6= 0} of Q0.
Definition 4.4. Let Q be a stable valued translation quiver and N≥0Q0 the free Abelian monoid gener-
ated by Q0.
(1) We define a map θ : N≥0Q0 → N≥0Q0 by θ(x) :=
∑
y→x∈Q1
dyxy.
(2) For n ∈ N≥0 and x ∈ Q0, we define θn(x) ∈ N≥0Q0 by
θn(x) :=


x, if n = 0;
θ(x), if n = 1;
(θ(θn−1(x))− τ(θn−2(x)))+, if n ≥ 2.
Lemma 4.5. Let Q be a stable valued translation quiver. For any x ∈ Q0 and n ∈ N≥0, we have
θn(x) =
∑
y∈Q0
hn(y, x)y and H(x) =
⋃
i≥0
supp θi(x).
Proof. This can be shown inductively by using the definitions. 
Consider a Gorenstein R-order Λ. The stable Auslander-Reiten quiver A(Λ) of Λ is a stable translation
quiver. We consider the bijection that sends the set of isomorphism classes of objects in CMΛ to
N≥0A(Λ)0 = N≥0 ind(CMΛ) by
X ∼=
l⊕
i=1
M tii 7→ X =
l∑
i=1
tiMi,
where Mi ∈ A(Λ)0. Hence, for any X ∈ CMΛ, we have θn(X) ∈ CMΛ naturally.
Theorem 4.6 ([19, Theorems 4.1, 7.1]). Let Λ be an R-order and X ∈ CMΛ. We have a surjective
morphism
HomΛ(−, θn(X))→ rad
n
CMΛ(−, X)
of functors which induces an isomorphism of functors
radnCMΛ(−, X)/ rad
n+1
CMΛ(−, X)
∼= HomΛ(−, θn(X))/ radCMΛ(−, θn(X)).
Proof of Theorem 4.3. As Λ is a representation-finite R-order, there exists an integer l such that
radlCMΛ(−,−) = 0.
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For any X,Y ∈ A(Λ)0, we have
lengthEndΛ(Y )HomΛ(Y,X) =
∑
n≥0
lengthEndΛ(Y )(rad
n
CMΛ(Y,X)/ rad
n+1
CMΛ(Y,X))
4.6
=
∑
n≥0
lengthEndΛ(Y )(HomΛ(Y, θn(X))/ radCMΛ(Y, θn(X)))
=
∑
n≥0
(multiplicity of Y in θn(X))
4.5
=
∑
n≥0
hA(Λ),n(Y,X) = hA(Λ)(Y,X). 
5. Combinatorial configuration
In this section, we will give a combinatorial description of configurations by using the map h defined in
Definition 4.1 for valued stable translation quivers. First, we have the following proposition for Dynkin
quivers.
Proposition 5.1. Let ∆ be a Dynkin diagram and x ∈ (Z∆)0. There exist a positive integer m and a
vertex y ∈ (Z∆)0 such that
hm−1(−, x) = δ(−, y) and hn(−, x) =
{
h′n(−, x), if n < m;
0, if n ≥ m.
Proof. For each Dynkin diagram, the assertion is easy to check by calculation. (Computations of Sections
6, 7 and 8 will make it clear. See Figure 6.5 for type A in Section 6, Figure 7.7 for type B, C in Sections
7, Case 1 and Case 2 in Section 8 for type D.) 
By using this proposition, we define some morphisms as follows.
Definition 5.2. Let ∆ be a Dynkin diagram and G ⊂ Aut(Z∆) a weakly admissible group.
(1) For each x ∈ (Z∆)0, we define ω(x) := y, where y is the vertex satisfying hm−1(−, x) = δ(−, y) in
Proposition 5.1. Then ω gives an automorphism of Z∆.
(2) Since ω(gx) = g(ωx) holds for each g ∈ G and x ∈ (Z∆)0, then ω induces an automorphism of the
quotient quiver Z∆/G defined in Subsection 2.1 given by ω(Gx) = G(ω(x)) for any x ∈ (Z∆)0.
For any x ∈ (Z∆)0, we have
hZ∆(ω(x), x) = 1. (5.3)
By using ω and the map h, we define combinatorial configurations as follows.
Definition 5.4. Let Q be a stable valued translation quiver of the form Z∆/G, where ∆ is a Dynkin
diagram and G ⊂ Aut(Z∆) is a weakly admissible group. A configuration C of Q is a set of vertices
satisfying the following two conditions:
(C1) For any vertex x ∈ Q0, there exists a vertex c ∈ C such that h(x, c) > 0. In other words, we have
Q0 =
⋃
c∈C
H(c).
(C2) ω(C) = C holds. Moreover, for any vertices c, d ∈ C, we have
h(d, c) =


2, if d = c = ω(c);
1, if d = c 6= ω(c);
1, if d = ω(c) 6= c;
0, otherwise.
Remark 5.5. When Q = Z∆, then (C2) is equivalent to C ∩H(c) = {c, ω(c)} by (5.3).
Now we compare the maps hZ∆ and hZ∆/G in the following lemma.
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Lemma 5.6. Let ∆ be a Dynkin diagram and G ⊂ Aut(Z∆) a weakly admissible group. Consider
the canonical map π : (Z∆)0 → (Z∆)0/G associated to the translation quiver Z∆ and G. For any
x, y ∈ (Z∆)0, we have
hZ∆/G(πy, πx) =
∑
y′∈Gy
hZ∆(y
′, x).
Proof. According to Definition 4.1, it is sufficient to prove that
hZ∆/G,n(πy, πx) =
∑
y′∈Gy
hZ∆,n(y
′, x)
holds for any x, y ∈ (Z∆)0 and n ≥ 0. We use induction on n.
This is clear for n = 0.
By the definition of quotients of valued translation quivers by weakly admissible automorphism groups
in Subsection 2.1, we have
dπyπv =
∑
y′∈Gy
dy′v.
Assume that n ≥ 1. Suppose that hZ∆/G,i(πy, πx) =
∑
y′∈Gy hZ∆,i(y
′, x) holds for any i ≤ n − 1. We
have ∑
πv∈(Z∆/G)0
dπyπvhZ∆/G,n−1(πv, πx) =
∑
πv∈(Z∆/G)0
dπyπv
∑
v′∈Gv
hZ∆,n−1(v
′, x)
=
∑
v∈(Z∆)0
dπyπvhZ∆,n−1(v, x)
=
∑
v∈(Z∆)0

 ∑
y′∈Gy
dy′v

 hZ∆,n−1(v, x)
=
∑
y′∈Gy
∑
v∈(Z∆)0
dy′vhZ∆,n−1(v, x),
and hZ∆/G,n−2(π(τ
−1y), πx) =
∑
y′∈G(τ−1y)
hZ∆,n−2(y
′, x)
=
∑
y′∈Gy
hZ∆,n−2(τ
−1y′, x).
By definition, we get
h′
Z∆/G,n(πy, πx) =
∑
πv∈(Z∆/G)0
dπyπvhZ∆/G,n−1(πv, πx) − hZ∆/G,n−2(π(τ
−1y), πx)
=
∑
y′∈Gy

 ∑
v∈(Z∆)0
dy′vhZ∆,n−1(v, x)− hZ∆,n−2(τ
−1y′, x)


=
∑
y′∈Gy
h′
Z∆,n(y
′, x).
By Proposition 5.1, there exists an integer m such that{
h′
Z∆,n(−, x) ≥ 0, if n < m;
h′
Z∆,n(−, x) ≤ 0, if n ≥ m.
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Therefore, we have
hZ∆/G,n(πy, πx) = max{h
′
Z∆/G,n(πy, πx), 0}
= max


∑
y′∈Gy
h′
Z∆,n(y
′, x), 0


=
∑
y′∈Gy
max{h′
Z∆,n(y
′, x), 0}
=
∑
y′∈Gy
hZ∆,n(y
′, x). 
By Lemmas 4.5, 5.6 and Proposition 5.1, we get the following lemma by direct calculation.
Lemma 5.7. Let Q be a stable translation quiver of the form Z∆/G, where ∆ is a Dynkin diagram and
G ⊂ Aut(Z∆) is a weakly admissible group. For any X ∈ Q0, we have
hZ∆/G,m−1(−, X) = δ(−, ωX) and ωX = θm−1(X),
where m is the same integer as in Proposition 5.1 for Z∆ and x ∈ π−1(X). Moreover, we get
hZ∆/G,k(−, X) = 0 and θk(X) = 0
for any k ≥ m.
The definitions about configurations and ω are completely combinatorial, we show in the following
proposition that the automorphism ω also has some categorical meaning. Recall that in Theorem 2.18,
for any representation-finite Gorenstein R-order Λ, the stable Auslander-Reiten quiver A(Λ) is isomorphic
to Z∆/G for some Dynkin diagram ∆ and some weakly admissible group G ⊂ Aut(Z∆).
Proposition 5.8. Let Λ be a representation-finite Gorenstein R-order with A(Λ) ∼= Z∆/G. For any
X ∈ ind(CMΛ), we have ωX = ν−1X.
Proof. Fix any X ∈ ind(CMΛ). We denote
⊕
Y ∈ind(CMΛ) Y by M . Then HomΛ(ν
−1X,M) is an in-
decomposable projective EndΛ(M)
op-module. We denote by topEndΛ(M)op HomΛ(ν
−1X,M) the top of
HomΛ(ν
−1X,M). By Proposition 2.15 (2), we have HomΛ(ν
−1X,M) ∼= D0HomΛ(M,X) as EndΛ(M)
op-
modules by functoriallity. So we have
socEndΛ(M) HomΛ(M,X)
∼= socEndΛ(M) D0HomΛ(ν
−1X,M)
∼= D0 topEndΛ(M)op HomΛ(ν
−1X,M),
where socEndΛ(M)HomΛ(M,X) is the socle of HomΛ(M,X). Moreover, we have
D0 topEndΛ(M)op HomΛ(ν
−1X,M) ∼= topEndΛ(M)HomΛ(M, ν
−1X).
Thanks to Theorem 4.6, we have the following surjective morphism
HomΛ(−, θn(X))→ rad
n
CMΛ(−, X)
which induces an isomorphism of functors
radnCMΛ(−, X)/ rad
n+1
CMΛ(−, X)
∼= HomΛ(−, θn(X))/ radCMΛ(−, θn(X)).
By Lemma 5.7,
θm−1(X) 6= 0 and θm(X) = 0
hold. Hence, we get
radm−1CMΛ(M,X) 6= 0 and rad
m
CMΛ(M,X) = 0.
Thus, we have
topEndΛ(M) HomΛ(M,ωX)
∼= radm−1CMΛ(M,X)
⊂ socEndΛ(M)HomΛ(M,X)
∼= topEndΛ(M)HomΛ(M, ν
−1X).
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Therefore, HomΛ(M,ωX)
∼= HomΛ(M, ν
−1X) as an EndΛ(M)-module. As addM is dense in CMΛ, we
have HomΛ(−, ωX)
∼= HomΛ(−, ν
−1X). By Yoneda Lemma, we get ωX ∼= ν−1X . 
By using the above proposition and the categorial properties of the radicals we showed in Section 3,
we can prove the following main theorem now.
Theorem 5.9. Let R be a complete discrete valuation ring and Λ a ring-indecomposable representation-
finite Gorenstein R-order. Assume the following conditions satisfied:
• radP is indecomposable and non-projective for any P ∈ ind(projΛ);
• radP ≇ radQ when P ≇ Q ∈ ind(projΛ).
Then the Auslander-Reiten quiver A(Λ) of CMΛ is isomorphic to (Z∆/G)C , where ∆ is a Dynkin dia-
gram, G ⊂ Aut(Z∆) is a weakly admissible group and C is a configuration of Z∆/G.
Proof. By Theorem 2.18, the Auslander-Reiten quiver A(Λ) of CMΛ is isomorphic to the stable transla-
tion quiver Z∆/G for some Dynkin diagram ∆ and some weakly admissible group G ⊂ Aut(Z∆).
Consider the set
CΛ := {radP | P is indecomposable projective}.
We will show that CΛ is a configuration. According to Theorem 3.2, for any X ∈ A(Λ), there exists
an indecomposable projective Λ-module P such that HomΛ(X, radP ) 6= 0. It follows Theorem 4.3 that
X ∈ HA(Λ)(radP ). Hence, CΛ satisfies the condition (C1) in Definition 5.4. By Theorem 3.3, we know
that
lengthEndΛ(radP )HomΛ(radP, radQ) =


2, if P ∼= Q ∼= ν−1Q;
1, if P ∼= Q ≇ ν−1Q;
1, if P ∼= ν−1Q ≇ Q;
0, otherwise.
Since radP and radQ are non-projective and indecomposable, according to Theorem 4.3, it means that
hA(Λ)(radP, radQ) =


2, if radP ∼= radQ ∼= ω(radQ);
1, if radP ∼= radQ ≇ ω(radQ);
1, if radP ∼= ω(radQ) ≇ radQ;
0, otherwise.
Since ω(CΛ) = ν
−1(CΛ) = CΛ, it follows that (C2) holds. Therefore, CΛ is a configuration of Z∆/G by
Definiton 5.4.
By Remark 2.17 (2), radP → P is the only valued arrow ending at P and P → coradP is the only
valued arrow starting from P . Since radP is indecomposable non-projective, we have τ(coradP ) =
radP . Finally, because radP ≇ radQ when P ≇ Q ∈ ind(projΛ), the Auslander-Reiten quiver A(Λ) is
isomorphic to (Z∆/G)CΛ . 
The remaining part of the section is devoted to study connections between combinatorial configurations
of Z∆ and combinatorial configurations of Z∆/G. By using Lemma 5.6, we show in the following
proposition that configurations of Z∆/G are essentially the same as configurations of Z∆.
Proposition 5.10. Let ∆ be a Dynkin diagram and G a weakly admissible automorphism group of Z∆.
The canonical map π : (Z∆)0 → (Z∆)0/G gives the following one-to-one correspondence
{configurations C in Z∆ satisfying GC = C}
1−1
←−→ {configurations in Z∆/G}.
Proof. Let us show that a set C of vertices of Z∆/G is a configuration of Z∆/G if and only if π−1(C) is
a configuration of Z∆. According to Lemma 5.6, for any x, y ∈ (Z∆)0, we have
hZ∆/G(πx, πy) =
∑
x′∈Gx
hZ∆(x
′, y).
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Hence, we have ⋃
x′∈Gx
HZ∆(x
′) = π−1(HZ∆/G(πx))
for any x ∈ (Z∆)0. Thus, C satisfies (C1) if and only π
−1(C) satisfies (C1).
Let c, d ∈ π−1(C). If
hZ∆/G(πd, πc) =


2, if πd = πc = ω(πc);
1, if πd = πc 6= ω(πc);
1, if πd = ω(πc) 6= πc;
0, otherwise,
(5.11)
holds, then since hZ∆(ωc, c) ≥ hZ∆,m−1(ωc, c) = 1 by Proposition 5.1, hZ∆(c, c) ≥ hZ∆,0(c, c) = 1 and
ν(c) 6= c hold for any c ∈ (Z∆)0, it follows that
hZ∆(d, c) =


1, if d = c 6= ω(c);
1, if d = ω(c) 6= c;
0, otherwise,
(5.12)
holds. On the other hand, if (5.12) holds, then (5.11) holds by Lemma 5.6 and the definition of
weakly admissible automorphism groups in Subsection 2.1. We also have that ω(C) = C if and only
if ω(π−1(C)) = π−1(ω(C)) = π−1(C). Hence, C satisfies (C2) if and only π−1(C) satisfies (C2). There-
fore, C is a configuration of Z∆/G if and only if π−1(C) is a configuration of Z∆. 
6. Type A
In this section, we will describe all the configurations of Dynkin type A. In his paper [38], Wiedemann
described configurations in terms of Brauer relations with Straßeneigenschaft [38, Satz, p. 47]. In this
section, we simplify his description by introducing a much simpler notion of 2-Brauer relations and give
nice bijections with Wiedemann’s configurations. We start by introducing 2-Brauer relations.
Definition 6.1. We consider a disk with n marked points 1, 2, . . . , n at the boundary in the clockwise
order.
(1) [26, 2.6 Definition] A Brauer relation B of rank n is an equivalence relation on the set {1, 2, . . . , n}
such that the convex hulls of distinct equivalence classes are disjoint.
(2) A 2-Brauer relation B of rank n is a Brauer relation of rank n which only allows at most two
elements in any equivalence class.
For a 2-Brauer relation B, we define a permutation σB as follows
σB(i) :=
{
i, if i itself is an equivalence class;
j, if {i, j} is an equivalence class.
We denote by B2n the set of 2-Brauer relations of rank n and by i ∼ j if i is equivalent to j.
Here are some examples of 2-Brauer relations.
Example 6.2. All the 2-Brauer relations of rank 4 are shown as follows.
12
3 4
12
3 4
12
3 4
12
3 4
12
3 4
B1 B2 B3 B4 B5
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n−1 n−1 n n 1 1 2 2 ∗ ∗ n−1 n−1
n−1 ∗ n n−1 1 n 2 1 ∗∗ n−1 n−2
n 3 1 n−1 2 n ∗∗ n−1 ∗ n ∗
n 2 1 3 2 n−1 ∗∗ n−1 1 n ∗
1 2 2 3 ∗∗ n−1 n n 1 1 ∗
1 1 2 2 ∗∗ n−1 n−1 n n 1 1
Figure 6.4. Labels of vertices of ZAn+1
12
3 4
12
3 4
12
3 4
12
3 4
B6 B7 B8 B9
In this example, we have σB6 (1) = 3, σB6(2) = 2, σB6(3) = 1 and σB6(4) = 4.
Proposition 6.3. The cardinal number M(n) of B2n is given by
M(n) =M(n− 1) +
n−2∑
i=0
M(i)M(n− 2− i) =
⌊n/2⌋∑
k=0
n!
(n− 2k)!(k + 1)!k!
.
Proof. For any 2-Brauer relation B of rank n, if σB(1) = 1, then the number of this kind of 2-Brauer
relations is M(n− 1). If 1 ∼ i+2 (0 ≤ i ≤ n− 2), we divide the corresponding disk with n marked points
into two parts by drawing a diagonal connecting 1 and i+ 2, then one part has i marked points and the
other part has n−2−imarked points. The number of such kind of 2-Brauer relations isM(i)M(n−2−i).
We get the recursive formula.
Moreover, M(n) are known as Motzkin numbers and given by the following formula (see [10, 23]):
M(n) =
⌊n/2⌋∑
k=0
n!
(n− 2k)!(k + 1)!k!
. 
In the rest, we consider the translation quiver ZAn+1 and associate to each vertex the label in Z/nZ×
Z/nZ in Figure 6.4. Notice that we have [i j] = ω([j i]) as shown in Figure 6.5. By Definition 5.4, a
vertex c is in a configuration C if and only if ω(c) is in C. Therefore, the configuration contains all the
vertices with the same label as c. As a consequence, we can describe a configuration by these labels. By
calculation, the set H([j i]) defined in 4.1 consists of all the vertices covered by the rectangle with the
four vertices [j i], [j j], [i j] and [i i] in Figure 6.5.
By using the observations above, we prove the following theorem.
Theorem 6.6. We denote by C(An+1) the set of configurations of ZAn+1. There is a bijection
Φ : C(An+1)→ B
2
n,
where Φ(C) for C ∈ C(An+1) is the equivalence relation on the set {1, 2, . . . , n} generated by i ∼ j for
each [i j] ∈ C, and Φ−1(B) for B ∈ B2n is {[1 σB(1)], [2 σB(2)], . . . , [n σB(n)]}.
The following is an example.
Example 6.7. The correspondence B24
1−1
←−→ C(A5) is the following, where the 2-Brauer relations Bi for
1 ≤ i ≤ 9 are listed in Example 6.2.
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i i j j
i i j j
i j = µ(j i)
j i
H([j i])
Figure 6.5
B1
33 44 11 22 33 44
32 43 14 21 32 43
42 13 24 31 42 13
41 12 23 34 41 12
11 22 33 44 11 22
B2
33 44 11 22 33 44
32 43 14 21 32 43
42 13 24 31 42 13
41 12 23 34 41 12
11 22 33 44 11 22
B3
33 44 11 22 33 44
32 43 14 21 32 43
42 13 24 31 42 13
41 12 23 34 41 12
11 22 33 44 11 22
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B4
33 44 11 22 33 44
32 43 14 21 32 43
42 13 24 31 42 13
41 12 23 34 41 12
11 22 33 44 11 22
B5
33 44 11 22 33 44
32 43 14 21 32 43
42 13 24 31 42 13
41 12 23 34 41 12
11 22 33 44 11 22
B6
33 44 11 22 33 44
32 43 14 21 32 43
42 13 24 31 42 13
41 12 23 34 41 12
11 22 33 44 11 22
B7
33 44 11 22 33 44
32 43 14 21 32 43
42 13 24 31 42 13
41 12 23 34 41 12
11 22 33 44 11 22
B8
33 44 11 22 33 44
32 43 14 21 32 43
42 13 24 31 42 13
41 12 23 34 41 12
11 22 33 44 11 22
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B9
33 44 11 22 33 44
32 43 14 21 32 43
42 13 24 31 42 13
41 12 23 34 41 12
11 22 33 44 11 22
Proof of Theorem 6.6. First, we show that the map Φ : C(An+1) → B
2
n is well-defined, i.e. Φ(C) ∈ B
2
n
holds for any C ∈ C(An+1).
Assume that there is an equivalence class of Φ(C) which contains at least three elements. Then there
exist [i j] ∈ C and [i k] ∈ C with pairwise distinct i, j, k. Thanks to Definition 5.4 (C2),
[i k] ∈ (H([i j]) ∪H([j i])) ∩ C = {[i j], [j i]}
which is a contradiction. Hence, each equivalence class of Φ(C) only contains at most two elements.
Now, we prove that the convex hulls of distinct equivalence classes of Φ(C) are disjoint. Assume that
the convex hull of i ∼ j is joint with the convex hull of r ∼ s. Without losing generality, we assume that
1 ≤ i < r < j < s ≤ n. This means [r s] ∈ H([j i]) (see Figure 6.5), which contradicts with (C2) again.
Hence, the convex hull of distinct equivalence classes of Φ(C) are disjoint. Therefore, the equivalence
relation Φ(C) is a 2-Brauer relation of rank n.
We construct a map Ψ : B2n → C(An+1) by B 7→ Ψ(B) := {[1 σB(1)], [2 σB(2)], . . . , [n σB(n)]}. Let us
prove that the map is well-defined, i.e. the set Ψ(B) is a configuration of ZAn+1 for each B ∈ B
2
n. For any
[i j] ∈ Ψ(B), we have [j i] ∈ Ψ(B) since σ2B = Id. Assume that [r s] ∈ Ψ(B) belongs to H([j i]). Without
losing generality, assume that 1 = i ≤ r ≤ j ≤ s ≤ n. This means the convex hull of i ∼ j intersects
with the convex hull of r ∼ s, we have {r, s} = {i, j}. Hence, we have H([j i]) ∩Ψ(B) = {[i j], [j i]}, so
(C2) holds. For any [r s] ∈ (ZAn+1)0, we have [r s] ∈ H([r σB(r)]) ∪ H([σB(r) r]), so (C1) holds. We
get Ψ(B) ∈ C(An+1).
For any C ∈ C(An+1), it is obvious that ΦΨ(C) ⊃ C. Let us prove that ΦΨ(C) ⊂ C. Assume
that [i j] ∈ ΦΨ(C). Thanks to (C1), there exists [i k] ∈ C such that [i i] ∈ H([i k]). So we have
[i j], [i k] ∈ ΦΨ(C), where ΦΨ(C) is also a configuration. As before it implies that k = j. Hence, we
have ΦΨ = Id. Clearly, ΨΦ = Id holds. 
7. Types B and C
In this section, we will describe all the configurations of type B. In order to realize the description
easily, we need to introduce symmetric 2-Brauer relations which is a special class of 2-Brauer relations
given in Definition 6.1 for type A.
Definition 7.1. A symmetric 2-Brauer relation B of rank 2n is a 2-Brauer relation of rank 2n which is
symmetric with respect to rotation by π. We denote by B2,s2n the set of all symmetric 2-Brauer relations
of rank 2n.
Let us see the example of symmetric 2-Brauer relations of rank 4 as follows.
Example 7.2. All the symmetric 2-Brauer relations of rank 4 are shown as follows, where
B
2,s
4 = {B
s
1, B
s
2 , B
s
3, B
s
4 , B
s
5}.
12
3 4
12
3 4
12
3 4
12
3 4
12
3 4
Bs1 B
s
2 B
s
3 B
s
4 B
s
5
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2n−1 n−1 2n n 1 n+1 2 n+2 2n−1 n−1
2n−1 ∗ 2n n−1 1 n 2 n+1 2n−1 2n−2
2n 3 1 n−1 2 n 2n−1 ∗ 2n ∗
2n 2 1 3 2 n−1 2n−1 1 2n ∗
1 2 2 3 2n−1 2n 2n 1 1 ∗
1 1 2 2 2n−1 2n−1 2n 2n 1 1
(1,2)
(1,2)
(1,2)(2
,1
)
(2
,1)
(2
,1
)
(2,
1)
Figure 7.4. Labels of vertices of ZBn+1
Proposition 7.3. The cardinal number M s(n) of B2,s2n is given by the following recursive formula
M s(n) =M s(n− 1) +M(n− 1) + 2
n−2∑
i=0
M(i)M s(n− 2− i) =
⌊(n+1)/2⌋∑
k=0
n!(n+ 1− k)!
k!(n− k)!k!(n+ 1− 2k)!
.
Proof. For any symmetric 2-Brauer relation B of rank 2n, if σB(1) = 1, then σB(n + 1) = n + 1. The
number of such kind of symmetric 2-Brauer relations isM s(n−1). If 1 ∼ n+1, then the number of these
symmetric 2-Brauer relations is M(n− 1). If 1 ∼ i+2 (0 ≤ i ≤ n− 2), then we divide the corresponding
disk with 2n marked points into three parts by drawing diagonals 1 ∼ i+ 2 and n+ 1 ∼ n+ i + 2. The
two symmetric parts have i marked points and the third part has 2(n− 2− i) marked points. Hence, the
number of this kind of symmetric 2-Brauer relations is M(i)M s(n−2− i). It is similar when 1 ∼ n+2+ i
(0 ≤ i ≤ n− 2) holds. We get the recursive formula.
By induction, we can get the other formula. Note that M s(n) is known as number of directed animals.

In the rest, we consider the labels of the vertices of ZBn+1 in Z/2nZ× Z/2nZ in Figure 7.4. Remark
that we only use labels [r s] such that 0 ≤ s− r(mod 2n) ≤ n. By calculation, we have
ω([j + n i+ n]) = [j i]. (7.5)
Moreover,
H([j + n i+ n]) = {[s t] | ∀s ∈ {j, j + 1, . . . , i}, ∀t ∈ {i, i+ 1, . . . , i+ n }, t− s(mod 2n) ≤ n}∪
{[s t] | ∀s ∈ {i+ 1, i+ 2, . . . , j + n}, ∀t ∈ {j + n, j + n+ 1, . . . , i+ n}} (7.6)
is the set consisting of all the vertices in Figure 7.7.
i i j+n j+n
j i j+n i+n
i i+nj j+n
i j+n
Figure 7.7
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By using the above analysis, we can get the following theorem.
Theorem 7.8. We denote by C(Bn+1) the set of all the configurations of ZBn+1. There is a bijection
Φ : C(Bn+1)→ B
2,s
2n ,
where Φ(C) for C ∈ C(Bn+1) is the equivalence relation on the set {1, 2, . . . , 2n} generated by i ∼ j for
each [j i] ∈ C, and Φ−1(B) for B ∈ B2,s2n is {[1 σB(1)], . . . , [2n σB(2n)]} ∩ (ZBn+1)0.
First, let us see the example of configurations of ZB3 and symmetric 2-Brauer relations of rank 4.
Example 7.9. The symmetric 2-Brauer relations of rank 4 are listed in Example 7.2. Then the one-to-one
correspondence C(B3)←→ B
2,s
4 is given by:
Bs1
42 13 24 31 42 13 24
12 23 34 41 12 23
11 22 33 44 11 22 33
(1,2)
(1,2)
(1,2)
(1,2)
(1,2)
(1,2)(2
,1)
(2
,1)
(2
,1)
(2
,1)
(2
,1)
(2
,1)
Bs2
42 13 24 31 42 13 24
12 23 34 41 12 23
11 22 33 44 11 22 33
(1,2)
(1,2)
(1,2)
(1,2)
(1,2)
(1,2)(2
,1
)
(2
,1
)
(2
,1
)
(2
,1
)
(2
,1
)
(2
,1
)
Bs3
42 13 24 31 42 13 24
12 23 34 41 12 23
11 22 33 44 11 22 33
(1,2)
(1,2)
(1,2)
(1,2)
(1,2)
(1,2)(2
,1
)
(2
,1
)
(2
,1
)
(2
,1
)
(2
,1
)
(2
,1
)
Bs4
42 13 24 31 42 13 24
12 23 34 41 12 23
11 22 33 44 11 22 33
(1,2)
(1,2)
(1,2)
(1,2)
(1,2)
(1,2)(2
,1)
(2
,1
)
(2
,1)
(2
,1
)
(2
,1)
(2
,1
)
Bs5
42 13 24 31 42 13 24
12 23 34 41 12 23
11 22 33 44 11 22 33
(1,2)
(1,2)
(1,2)
(1,2)
(1,2)
(1,2)(2
,1
)
(2
,1)
(2
,1
)
(2
,1)
(2
,1
)
(2
,1)
Proof of Theorem 7.8. First of all, we will prove that the map Φ : C(Bn+1) → B
2,s
2n is well-defined, i.e.
Φ(C) is a symmetric 2-Brauer relation for each C ∈ C(Bn+1). For each [j i] ∈ C, according to (7.5), we
know that ω([j i]) = [j − n i − n] = [j + n i + n] ∈ C. So the equivalence relation Φ(C) is symmetric
with respect to the rotation by π.
Assume that there is an equivalence class of Φ(C) which contains at least three elements. Then there
exist [j i] ∈ C and [t i] ∈ C (or [j t] ∈ C) with pairwise distinct i, j, t. Thanks to (C2) and (7.6),
[t i] ∈ (H([j i]) ∪H([j + n i+ n])) ∩ C = {[j i], [j + n i+ n]}
which is a contradiction. Hence, each equivalence class in Φ(C) contains at most two elements.
Assume that that the convex hull of j ∼ i is joint with the convex hull of r ∼ s. Then by (7.6), we
get [r s] ∈ (H([j i]) ∪H([j + n i+ n])) ∩C, which contradicts (C2). Hence, the convex hulls of distinct
equivalence classes are disjoint. Therefore, Φ(C) ∈ B2,s2n .
We construct a map Ψ : B2,s2n → C(Bn+1) by Ψ(B) := {[1 σB(1)], . . . , [2n σB(2n)]} ∩ (ZBn+1)0. In
fact, for any s, t ∈ {1, 2, . . . , 2n} with s 6= t±n, there is only one of [s t] and [t s] representing a vertex in
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2n−1 n−1 2n n 1 n+1 2 n+2 2n−1 n−1
2n−1 ∗ 2n n−1 1 n 2 n+1 2n−1 2n−2
2n 3 1 n−1 2 n 2n−1 ∗ 2n ∗
2n 2 1 3 2 n−1 2n−1 1 2n ∗
1 2 2 3 2n−1 2n 2n 1 1 ∗
1 1 2 2 2n−1 2n−1 2n 2n 1 1
(2,1)
(2,1)
(2,1)(1
,2
)
(1
,2)
(1
,2
)
(1,
2)
Figure 7.10. Labels of vertices of ZCn+1
(ZBn+1)0 for our labels. And when s = t± n, both [s t] and [t s] are in (ZBn+1)0. Since B is symmetric
with respect to the rotation by π, for each [j i] ∈ C, it follows that ω([j i]) = [j + n i+ n] ∈ Ψ(B).
Assume that [r s] ∈ Ψ(B) belongs to H([j i]) ∪ H([j + n i + n]). Then by (7.6), it means that the
convex hull of r ∼ s intersects with the convex hull of i ∼ j or the convex hull of i+ n ∼ j + n, we have
{r, s} = {i, j} or {r, s} = {i+ n, j + n}. Hence, by (7.6) and Figure 7.7, we have
H([j i]) ∩Ψ(B) = {[j i], [j + n i+ n]} and H([j + n i+ n]) ∩Ψ(B) = {[j i], [j + n i+ n]}.
Thus, (C2) holds. For any [r s] ∈ (ZBn+1)0, we have [r s] ∈ H([r σB(r)]) ∪ H([r + n σB(r) + n]), so
(C1) holds. Therefore, Ψ(B) ∈ C(Bn+1).
For any C ∈ C(Bn+1), it is obvious that ΦΨ(C) ⊃ C. Let us prove that ΦΨ(C) ⊂ C. Assume that
[j i] ∈ ΦΨ(C). Thanks to (C1), there exists [k i] ∈ C such that [i i] ∈ H([k + n i + n]). So we have
[j i], [k i] ∈ ΦΨ(C), where ΦΨ(C) is also a configuration. As before it implies k = j. Hence, we have
ΦΨ = Id. Clearly, ΨΦ = Id holds. 
Now we will describe all the configurations of type C. We consider the labels of the vertices of ZCn+1
in Z/2nZ× Z/2nZ in Figure 7.10.
By similar analysis with type B, we have the following theorem.
Theorem 7.11. We denote by C(Cn+1) the set of all configurations of ZCn+1. There is a bijection
Φ : C(Cn+1)→ B
2,s
2n ,
where Φ(C) for C ∈ C(Cn+1) is the equivalence relation on the set {1, 2, . . . , 2n} generated by i ∼ j for
each [j i] ∈ C and Φ−1(B) for B ∈ B2,s2n is {[1 σB(1)], . . . , [2n σB(2n)]} ∩ (ZCn+1)0.
We omit the proof because it is identical with the one for Type B.
8. Type D
In this section, we describe configurations of type D by using crossing 2-Brauer relations. First, let us
introduce the following notion.
Definition 8.1. A crossing 2-Brauer relation B of rank 2n is an equivalence relation which only allows at
most two elements in any equivalence class on the set {1, 2, . . . , 2n} satisfying the following two conditions:
(1) exactly two of the convex hulls of distinct equivalence classes are joint;
(2) the equivalence relation is symmetric with respect to rotation by π.
We define a permutation σB as follows
σB(i) :=
{
i, if {i} is an equivalence class;
j, if {i, j} is an equivalence class.
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Denote by B2,c2n the set of crossing 2-Brauer relations of rank 2n and i ∼ j if i is equivalent with j.
Let us see an example of crossing 2-Brauer relations.
Example 8.2. The set B2,c4 consists of only one crossing 2-Brauer relation B
c
1 of rank 4 as follows.
12
3 4
In this case, we have σBc1 (1) = 3, σBc1 (2) = 4, σBc1 (3) = 1 and σBc1 (4) = 2.
Proposition 8.3. Tthe cardinal number M c(n) of B2,c2n is given by the following residue formula
M c(n) =
n−1∑
i=1
n∑
j=i+1
M(j − i− 1)M(n+ i− j − 1) =
⌊(n−2)/2⌋∑
k=0
n!
k!(k + 2)!(n− 2− 2k)!
.
Proof. For any crossing 2-Brauer relation B of rank 2n, if σB(i) = n+ i (1 ≤ i ≤ n−1) and σB(j) = n+j
(i+1 ≤ j ≤ n), then we divide the corresponding disk with 2n marked points into four parts by drawing
diagonals i ∼ n+ i and j ∼ n+ j. One of the two symmetric parts has j − i− 1 marked points and the
other one has n+ i− j − 1 marked points. Hence, the number of this kind of crossing 2-Brauer relation
is M(j − i− 1)M(n+ i− j − 1). We get the recursive formula.
By induction, we get the other formula. 
We consider the labels of the vertices of ZDn+2 in Figure 8.4 in Z/2nZ × Z/2nZ. For each [r s],
0 ≤ s − r(mod 2n) ≤ n holds. If s − r = n(mod 2n) holds, we add a sign + or − such that τ([r s]+) =
[r − 1 s− 1]− and τ([r s]−) = [r − 1 s− 1]+.
2n−1 n−1+
2n−1 n−1−
2n−1 n−2
2n n−2 1 n−1
2n n−1
2n n−
2n n+
1 n
1 n+1+
1 n+1−
2 n
2 n+1
1 4
2 4
2 5
3 7
3 6
2 6
2n−3 n−3+
2n−3 n−3−
2n−2 n−2−
2n−2 n−2+
2n−2 n−3
2n−1 n−3
2n−2 1
2n−2 2
2n−1 2
2n−1 3
2n−2 n−4
4 6
5 5
2 3
3 3
3 4
4 4
3 5
4 5
2n 2n
2n−1 2n
2n−1 1
2n 1
2n 2
1 1
1 2
2n 3
4 7
5 6
1 5
2n−1 n−2
Figure 8.4. Labels of vertices of ZDn+2
We denote
[i i+ n]± := [i i+ n]+ + [i i+ n]− ∈ N0(ZDn+2)0
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for any i. We give a description of the map ω and the set H for the vertices in ZDn+2. We need to divide
the description into two cases.
Case 1: Let [j + n i+ n] ∈ (ZDn+2)0 with i 6= j ± n. By calculation, we have
ω([j + n i+ n]) = [j i]. (8.5)
H([j + n i+ n]) = {[s s+ n]± | ∀s ∈ {j, j + 1, . . . , i}}∪
{[s t] | ∀s ∈ {j, j + 1, . . . , i}, ∀t ∈ {i, i+ 1, . . . , i+ n− 1 }, t 6= s+ n}∪
{[s t] | ∀s ∈ {i+ 1, i+ 2, . . . , j + n}, ∀t ∈ {j + n, j + n− 1, . . . , i+ n}} (8.6)
is the set consisting of all the vertices in Figure 8.7.
i i j+n j+n
j i j+n i+n
i i+n±j j+n±
i j+n
Figure 8.7
Case 2: Let [i i+ n]ǫ ∈ (ZDn+2)0 for ǫ ∈ {+,−}. By Definition 4.4 and direct calculation, we have
ω([i i+ n]ǫ) = [i− n i]ǫ = [i+ n i]ǫ (8.8)
and
H([i i+ n]ǫ) = {[i− k i+ n− k]ǫ | ∀k ∈ {0, 1, . . . , n}}∪
{[i− n+ s i+ t] | ∀s ∈ {1, . . . , n}, ∀t ∈ {0, 1, . . . , n− 1}}. (8.9)
We divide the configurations into two disjoint sets C1(Dn+2) and C
2(Dn+2). We denote by C
1(Dn+2)
the set of all the configurations of ZDn+2 which either contain one subset of vertices of the form {[i i+
n]+, [i i + n]−, [i + n i]+, [i + n i]−} or contain no vertices of the form [i i + n]ǫ. And we denote the
complement of C1(Dn+2) by C
2(Dn+2).
We know the structure of C1(Dn+2). Now we study C
2(Dn+2). It is obvious by (C2) and (8.9) that
for any configuration C of ZDn+2, there exist at most two numbers i, j ∈ {1, 2, . . . , 2n} such that
[i i+ n]+, [i+ n i]+, [j j + n]−, [j + n j]− ∈ C. (8.10)
By using this fact, we give a description of C2(Dn+2) in the following lemma.
Lemma 8.11. C2(Dn+2) = {C | C is a configuration of ZDn+2 satisfying (8.10) with i 6= j}.
Proof. Let C be a configuration of ZDn+2. If C does not contain any vertex of the form [i i+ n]ǫ with
ǫ ∈ {+,−}, then C ∈ C1(Dn+2).
Since ω([i i + n]ǫ) = [i + n i]ǫ, it follows that [i + n i]ǫ ∈ C if and only if [i i + n]ǫ ∈ C. Without
losing generality, we assume that [i i + n]+, [i + n i]+ ∈ C. By (C1), there exists c ∈ C such that
[i i + n]− ∈ H(c). If there is no other vertex of the form [t t+ n]ǫ in C, then c could only be a vertex
in Case 1. However, in Case 1, [i i + n]− ∈ H(c) if and only if [i i + n]+ ∈ H(c). This contradicts
with the facts that [i i + n]+ ∈ C and ω(c) 6= [i i+ n]+. Hence, there exists [j j + n]− ∈ C such that
[i i+ n]− ∈ H([j j + n]−). Moreover, ω([j j + n]−) = [j + n j]− ∈ C.
When i = j, we have C ∈ C1(Dn+2). Since C can not contain more than 4 vertices of the form
[t t + n]ǫ, it follows that C
2(Dn+2) consists of all the configurations containing [i i + n]+, [i + n i]+,
[j j + n]− and [j + n j]− with i 6= j. 
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Now we define an involution (−)∗ on the set C2(Dn+2) as follows. For each C ∈ C
2(Dn+2), we define
C∗ := (C r {[i i+ n]+, [i+ n i]+, [j j + n]−, [j + n j]−})∪
{[i i + n]−, [i+ n i]−, [j j + n]+, [j + n j]+}. (8.12)
It is clear that (C∗)∗ = C and C∗ is a different configuration of ZDn+2 than C.
There are two different kinds of configurations of typeD and there are symmetric 2-Brauer relations and
crossing 2-Brauer relations. We have the following theorem of correspondence between the configurations
of ZDn+2 and those two types of Brauer relations we defined.
Theorem 8.13. There are a bijection
Φ1 : C
1(Dn+2)→ B
2,s
2n ,
and a two-to-one correspondence
Φ2 : C
2(Dn+2)→ B
2,c
2n ,
where Φ1(C) and Φ2(C) = Φ2(C
∗) are equivalence relations on the set {1, 2, . . . , 2n} generated by i ∼ j
for each [j i]ǫ ∈ C with ǫ ∈ {∅,+,−}.
We use ZD4 as an example.
Example 8.14. The symmetric 2-Brauer relations of rank 4 are listed in Example 7.2 and the crossing 2-
Brauer relation of rank 4 is listed in Example 8.2. Then the one-to-one correspondence C1(D4)←→ B
2,s
4
is the following.
Bs1
31+ 42− 13+ 24− 31+ 42− 13+
31− 41 42+ 12 13− 23 24+ 34 31− 41 42+ 12 13−
44 11 22 33 44 11 22
Bs2
31+ 42− 13+ 24− 31+ 42− 13+
31− 41 42+ 12 13− 23 24+ 34 31− 41 42+ 12 13−
44 11 22 33 44 11 22
Bs3
31+ 42− 13+ 24− 31+ 42− 13+
31− 41 42+ 12 13− 23 24+ 34 31− 41 42+ 12 13−
44 11 22 33 44 11 22
Bs4
31+ 42− 13+ 24− 31+ 42− 13+
31− 41 42+ 12 13− 23 24+ 34 31− 41 42+ 12 13−
44 11 22 33 44 11 22
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Bs5
31+ 42− 13+ 24− 31+ 42− 13+
31− 41 42+ 12 13− 23 24+ 34 31− 41 42+ 12 13−
44 11 22 33 44 11 22
The two-to-one correspondence between C2(D4) and B
2,c
4 is given as follows.
Bc1
31+ 42− 13+ 24− 31+ 42− 13+
31− 41 42+ 12 13− 23 24+ 34 31− 41 42+ 12 13−
44 11 22 33 44 11 22
Bc1
31+ 42− 13+ 24− 31+ 42− 13+
31− 41 42+ 12 13− 23 24+ 34 31− 41 42+ 12 13−
44 11 22 33 44 11 22
Proof of Theorem 8.13. First, we show that the two maps
Φ1 : C
1(Dn+2)→ B
2,s
2n and Φ2 : C
2(Dn+2)→ B
2,c
2n
are well-defined. Let C be a configuration of ZDn+2. By a similar proof as Theorem 7.8, we know that
Φ1(C) (or Φ2(C)) is an equivalence relation on the set {1, 2, . . . , 2n}, symmetric with respect to the
rotation by π and each equivalence class contains at most two elements.
Assume that C ∈ C1(Dn+2). Identify {[i i + n]+, [i i + n]−} with [i i + n]±. Then C becomes a
configuration of type B with [i i + n]±. Thus, by Theorem 7.8, we have Φ1(C) ∈ B
2,s
2n .
Assume that C ∈ C2(Dn+2) and {[i i+ n]+, [i+ n i]+, [j j +n]−, [j + n j]−} ⊂ C with i 6= j. Since
i 6= j, we know that the convex hull of i ∼ i + n and the convex hull of j ∼ j + n are joint. By (8.8),
(8.9) and (C2), no convex hulls of the equivalence classes of vertices in Case 1 cross the convex hulls of
i ∼ i+ n and j ∼ j + n. According to (8.12), the configuration C∗ corresponds to the same equivalence
relation. Therefore, Φ2(C) = Φ2(C
∗) ∈ B2,c2n .
Notice that for any s, t ∈ {1, 2, . . . , 2n} with s 6= t± n, there is only one of {[s t], [t s]} representing a
vertex in (ZDn+2)0 for our labels. And when s = t + n = t − n, both [t + n t]± and [t t + n]± are in
(ZDn+2)0. We construct a map
Ψ1 : B
2,s
2n → C
1(Dn+2) by B 7→ Ψ1(B) := {[1 σB(1)]ǫ, . . . , [2n σB(2n)]ǫ} ∩ (ZDn+2)0,
where ǫ = ∅ when σB(i) 6= i ± n and ǫ = ± when σB(i) = i ± n for 1 ≤ i ≤ 2n. Similarly as we did in
the proof of Theorem 7.8, we have Ψ1(B) ∈ C
1(Dn+2). Hence, the map Ψ1 is well-defined.
We construct a map
Ψ2 : B
2,c
2n → {{C,C
∗} | C ∈ C2(Dn+2)} by B 7→ Ψ2(B) := {CB, C
∗
B},
where CB and C
∗
B are defined as follows. For each equivalence class i ∼ j of B with j 6= i ± n, we put
the vertex [j i] in CB. Since there exist s < t such that the equivalence classes s ∼ s+ n and t ∼ t+ n
are in B, we put
[s s+ n]+, [s+ n s]+, [t t+ n]−, [t+ n t]− ∈ CB.
By exchanging + and −, we get C∗B. Now, we prove that Ψ2 is well-defined. For any vertex [j i] ∈ CB ,
we have [j+n i+n] ∈ CB since B is symmetric. As the convex hull of each equivalence class i ∼ j with
30 X. LUO
j 6= i±n is disjoint with any other convex hulls, by (8.6), we haveH([j+n i+n])∩CB = {[j i], [j+n i+n]}.
Similarly, by (8.9), we have
H([s s+ n]+) ∩CB = {[s s+ n]+, [s+ n s]+} and H([t t+ n]−) ∩ CB = {[t t+ n]−, [t+ n t]−}.
Therefore, (C2) holds. For the vertices of the forms [r r + n]+ and [r r + n]−, by (8.9), we have
[r r + n]+ ∈ H([s s+ n]+) ∪H([s+ n s]+) and [r r + n]− ∈ H([t t+ n]−) ∪H([t+ n t]−).
For other vertices of the form [r s] ∈ (ZDn+2)0 with s 6= r ± n, there exists an equivalence class r ∼ t in
B and [r s] ∈ H([r t])∪H([r+n t+n]). So (C1) holds. Thus, CB and C
∗
B are configurations of ZDn+2.
The map Ψ2 is well-defined.
By a similar reasoning in Theorem 7.8, we have Φ1Ψ1 = Id and Ψ1Φ1 = Id. It is immediate that
Φ2Ψ2 = Id. It is clear that C ⊂ D or C ⊂ D
∗ for Ψ2Φ2(C) = {D,D
∗}. Using (C1), we get C = D or
C = D∗ as in the proof of Theorem 7.8. 
9. Types E, F and G
In this section, for sake of completeness, we discuss the exceptional cases and give a list of configurations
of types E6, E7, E8, F4 and G2. The cases E6, E7 and E8 were already studied in [18] (unpublished).
Theorem 9.1. For exceptional cases, the number of configurations is given by the following table
E6 E7 E8 F4 G2
77 346 1892 25 4
11 44 138 5 2
where the last row is the number of configurations modulo the action of τ .
We give the list of configurations of types E6, E7, E8, F4 and G2 modulo the action of τ as follows.
By calculation, configurations of ZE6 are stable under τ
5ρ, where τ is the Auslander-Reiten translation
and ρ is the only non-trivial automorphism of E6. By Proposition 5.10, we only need to find the list of
configurations of ZE6/〈τ
5ρ〉. We give the list of configurations of ZE6/〈τ
5ρ〉 modulo the action of τ .
• •
•
•
• •
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
• •
•
•
•
•
• • •
•
• •
•
• •
• • •
• • •
By calculation, configurations of ZE7 are stable under τ
8. By Proposition 5.10, we only need to find
out configurations of ZE7/〈τ
8〉. We give the list of configurations of ZE7/〈τ
8〉 modulo the action of τ .
• • • • •
• •
•
• •
•
• • •
•
•
•
•
•
•
•
•
•
•
•
• •
• •
•
•
•
•
•
•
•
• •
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
• •
•
•
•
•
•
•
•
•
• •
• •
• •
• •
• • •
• •
•
•
• •
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•
•
• •
•
•
• •
•
•
• •
•
•
• •
•
•
• •
•
•
• •
• •
•
• •
• •
•
• •
•
•
• •
•
•
• •
• •
•
• • •
•
•
• • •
• • •
• •
•
•
• •
•
•
• •
• •
•
• •
•
•
• • •
•
•
• • •
•
• • • •
•
• • •
• •
• • •
•
• • •
• •
• • • •
•
• • • •
Similarly, configurations of ZE8 are preserved by τ
14. We give the list of configurations of ZE8/〈τ
14〉
modulo the action of τ .
• •
•
•
•
•
•
•
•
• •
•
• •
•
•
• •
•
• •
•
•
• • •
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
• •
•
•
• • •
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
• •
•
•
•
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• •
•
•
•
•
•
•
•
•
•
•
•
• •
•
•
• •
•
•
• •
•
• •
•
•
• •
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
• •
•
•
• • •
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
• •
•
•
• •
•
• •
•
•
• •
•
•
•
• •
• •
•
•
• •
•
•
•
• •
• •
•
•
• •
•
•
•
• •
• •
•
•
• •
•
•
•
• •
• •
•
•
• •
•
•
•
• •
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•
•
•
• •
•
•
•
• •
•
• •
• • •
• • •
• • •
•
•
• • •
•
•
• • •
•
•
• • •
•
•
• • •
•
•
• • •
•
•
•
• •
•
•
•
• •
• •
•
•
• •
•
•
•
• •
• •
•
• •
• •
•
• •
•
•
• • •
• •
• • •
• •
•
• • •
•
•
• • •
•
•
• • •
•
•
• • •
• •
•
• • •
• •
• • •
•
•
• • •
•
•
• • •
• •
•
• • • •
•
•
• • • •
•
•
•
• •
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•
•
•
• •
•
•
•
• •
•
• •
• •
•
•
•
• •
•
•
• • •
•
•
• • •
• •
• • •
• • •
• • •
•
•
• • •
•
•
• • • •
•
•
• • •
•
•
• • •
•
•
• • • •
•
• • • • •
• •
•
• •
•
•
• •
•
•
• •
• •
•
• •
•
•
• •
•
•
• •
•
•
• •
•
•
• •
• •
•
• • •
• •
•
• • •
• •
• • • •
•
• • • •
•
• • • •
• •
•
• • •
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•
• • • •
•
• • • •
• •
• • • •
•
• • • •
•
• • • •
• •
• • • • •
• • •
• •
• •
• •
•
•
• •
•
•
• •
• •
• •
•
•
• • •
•
•
• • • •
• •
• • • •
•
• • • •
•
• • • •
•
• • • • •
•
•
• • •
• •
• • • •
•
•
• • • •
•
• • • • •
• •
• • •
•
• • • •
•
•
• • • •
•
• • • • •
•
•
• • • •
•
• • • •
•
• • • •
36 X. LUO
• •
• • • •
•
• • • •
•
• • • • • • • • • •
•
• • • •
• •
• • • •
•
• • • • • •
•
• • • • •
• • • • • • • • • • • • •
Similarly, configurations of ZF4 are preserved by τ
5. We give the list of configurations of ZF4/〈τ
5〉
modulo the action of τ .
•
•
(2
,1)
(2
,1)
(2
,1)
(2
,1)
(2
,1)(1
,
2)
(1
,
2)
(1
,
2)
(1
,
2)
(1
,
2)
•
•
(2
,1)
(2
,1)
(2
,1)
(2
,1)
(2
,1)(1
,
2)
(1
,
2)
(1
,
2)
(1
,
2)
(1
,
2)
•
•
(2
,1)
(2
,1)
(2
,1)
(2
,1)
(2
,1)(1
,
2)
(1
,
2)
(1
,
2)
(1
,
2)
(1
,
2)
•
• •
(2
,1)
(2
,1)
(2
,1)
(2
,1)
(2
,1)(1
,
2)
(1
,
2)
(1
,
2)
(1
,
2)
(1
,
2)
• •
•
(2
,1)
(2
,1)
(2
,1)
(2
,1)
(2
,1)(1
,
2)
(1
,
2)
(1
,
2)
(1
,
2)
(1
,
2)
Similarly, configurations of ZG2 are preserved by τ
2. We give the list of configurations of ZG2/〈τ
2〉
modulo the action of τ .
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•(3
,1)
(3
,1)(1
,
3)
(1
,
3)
•
(3
,1)
(3
,1)(1
,
3)
(1
,
3)
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