ABSTRACT. Two papers with similar optimality conditions were published by I. Ginchev, and by D. Bednařík and K. Pastor independently in Nonlinear Analysis in 2011. We compare these results. We also show the equivalence of two definitions of -stability of vector functions. Moreover, we generalize another result given by I. Ginchev and V. I. Ivanov [J. Math. Anal. Appl. 340 (2008), 646-657] and compare it with the previously mentioned optimality conditions.
Introduction
Newly, two papers [G, BP6] with similar optimization results for constrained vector problems in terms of -stable at a point functions were published indepedently. So, we would like to compare these results. We also try to generalize the results for constrained scalar problems presented in [GI] for a C 1,1 near a point function and compare it with those given in [G, BP6] .
We recall that a function f : R N → R M is C 1,1 near x ∈ R N if there is a neighbourhood U of x where f is Fréchet differentiable with a Lipschitz derivative. In [GGR] , the authors stated a second-order sufficient and necessary optimality conditions for both scalar and vector optimization problems in terms of C 1,1 near a point functions. Later, in [BP1] , for unconstrained scalar problems, the optimality condition presented in [GGR] was relaxed from functions being C 1,1 near a point to ones being -stable at a point.
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Before we mention the definition of -stable at a point scalar function, we introduce the first-order directional derivatives for a function f :
f (x; h) = lim The unit sphere of R N , i.e., the set x ∈ R N : x = 1 , we denote by S R N .
Ò Ø ÓÒ 1º
We say that a function f : R N → R is -stable at x 0 ∈ R N if there are a neighbourhood U of x 0 and a constant K > 0 such that
The concept of -stability was further studied e.g. in [BP2, BP3, BP4, BP5, BP6, G, GG, LX] . In [G] and [BP4, BP6, GG] the notion of -stable at a point scalar function was broadened to a vector function by two formally different ways. To distinguish them, we call the approach given in [G] as -stability at a point and the approach given in [BP4, BP6, GG] as C -stability at a point in Sections 1 and 2, although both were titled -stability at a point originally. Since in the following section we show that these approaches mean the same, we unify the notation again in Sections 3 and 4. Section 3 is devoted to the generalization of optimality sufficient condition of second-order given in [GI] which we compare, in Section 4, with the results obtained in [G, BP6] . Finally, Section 4 discusses also necessary optimality conditions from [G] and [BP6] . 
In [BP4, BP6, GG] , the concept of -stability at a point for scalar functions was generalized by another way. During the text of paper the symbol C ⊂ R M will denote a cone which we assume to be convex, closed and pointed with nonempty interior (for definitions see for instance [J, R] ). Its dual cone is defined by
The symbol Γ will denote the set
We will show that -stability at a point for vector functions from Definition 2 is equivalent to C -stability at a point for vector functions, see Proposition 3. We will need several auxiliary propositions and lemmas containing some facts about -stable at a point scalar functions. We recall the notion of u-stable at a point scalar function which was introduced in [BP2] . We recall that a function f :
The following proposition follows from [BP1: Proposition 2] and [BP3: Theorem 2].
ÈÖÓÔÓ× Ø ÓÒ 2º Let a function
is -stable at x.
Step 1. We will show that the function α 1 f 1 is -stable at x. Since f 1 is -stable at x, an easy calculus yields that (−f 1 ) must be u-stable at x. Due to Proposition 1, (−f 1 ) is also -stable at x. This means that there are K 1 > 0 and a neighbourhood U 1 of x such that
for every y ∈ U 1 , and for every h ∈ S R N . Now, if 0 ≤ α 1 , then formula (1) implies
for every y ∈ U 1 and for every h ∈ S R N . If α 1 ≤ 0, then formula (3) implies
for every y ∈ U 1 and for every h ∈ S R N .
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Step 2. Analogously as in Step 1, we can find a neighbourhood U 2 of x and K 2 > 0 satisfying
for every y ∈ U 2 and for every h ∈ S R N .
Step 3. We set
From formulas (4), (5), (6), and Proposition 2 it follows that for i = 1, 2,
for every y ∈ U and for every h ∈ S R N . Adding up inequalities in (7) for i = 1, 2, we arrive at
for every y ∈ U and for every h ∈ S R N . Similarly, adding up in inequalities in (8) for i = 1, 2, we arrive at
for every y ∈ U and for every h ∈ S R N . Following formulas (9) and (10), we obtain
for every y ∈ U and for every h ∈ S R N . Hence
for every y ∈ U and for every h ∈ S R N . Thus, the function f is -stable at x.
MARIE DVORSKÁ -KAREL PASTOR
The anonymous referee suggested to add a short and interesting proof to the same lemma to show the usefulness of the characterization from Theorem 2.
A l t e r n a t i v e p r o o f o f L e m m a 2. Since f 1 and f 2 are -stable, the Fréchet derivatives f 1 (x) and f 2 (x) exist, which implies the existence of f (x) = α 1 f 1 (x)+α 2 f 2 (x). From Theorem 2 for i = 1, 2 there exist neighborhoods U i of x and constants
Therefore on the basis of Theorem 2, f is -stable.
Using the induction principle, we can generalize Lemma 2 by the following way.
Conversely, we consider an arbitrary ξ ∈ R M . We notice that for every y ∈ R N , we have
where {e 1 , e 2 , . . . , e M } is an orthonormal basis of R M . We would like to show that the function
is -stable at x. Due to Lemma 3 it suffices to prove that the function
is -stable at x for every i = 1, 2, . . . , M . Thus, we consider an arbitrary i ∈ {1, 2, . . . , M }. By Lemma 1 we can find α 1 , α 2 ∈ R and y 1 , y 2 ∈ Γ such that e i = (0, . . . , 0, 1
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Since the functions f y 1 :
is -stable at x. Now, without terminology misunderstanding, we can recall the generalization of Proposition 2.
Sufficient conditions
The aim of this section is to generalize a certain sufficient optimality condition from [GI: Theorem 9] for scalar constrained problem with C 1,1 near a point functions. So, let us consider the following constrained programming problem:
where f :
. . , m}, are closed, convex and pointed cones with non-empty interior.
Ò Ø ÓÒ 5º Let us consider the problem (P 1 ) and define a) a set of feasible points Φ:
b) a set of active constraints I(x 0 ) for feasible point x 0 :
Remark 1º
We can easily show the following properties of K i (g i (x 0 )) (the property a) is given e.g. in [KT] ). a) For every feasible point x 0 and every i ∈ {1, 2, . . . , m}, we have:
b) For i ∈ {1, 2, . . . , m} \ I(x 0 ), it holds that:
Indeed -let i ∈ {1, 2, . . . , m} \ I(x 0 ) be arbitrary. For each x ∈ R P i , there exists
Ò Ø ÓÒ 6º Let A ⊂ R
N and y ∈ R N be given. We define a) the distance from y to A by
Now we introduce two types of minimizers for problem (P 1 ).
Ò Ø ÓÒ 7º A feasible point x 0 is said a) a local weakly efficient point for problem (P 1 ) if there exists a neighbourhood U of x 0 such that
b) an isolated local minimizer of second-order for problem (P 1 ), if there exist a neighbourhood U of x 0 and a constant A > 0 such that
for all x ∈ U ∩ Φ.
Remark 2º
The oriented distance is studied in [GGR] where this characterization of the isolated local minimizer is proved: a feasible point x 0 is an isolated local minimizer of second-order for (P 1 ) if and only if there exist a neighbourhood U of x 0 and a constant A > 0 such that
We will work with the second-order
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In the proof of Theorem 4, we apply the following lemma:
N containing a segment [a, b] , and let ξ ∈ R M . Then there are points γ 1 , γ 2 ∈ (a, b) such that 
then x 0 is an isolated local minimizer of second-order for problem (P 1 ).
P r o o f. Let us assume that x 0 is not an isolated local minimizer of second-order for problem (P 1 ). Then, for every sequence
We can suppose that
We verify that d 0 is a critical direction. Let us consider ε > 0. Using Fréchet differentiability of function f at point x 0 , we get that there exists k 0 ∈ N such that for every k ∈ N, k ≥ k 0 and for every ξ ∈ Γ:
and because of the formula (15), it holds that ξ, f
Thanks to the relation (16), we have
which implies
, are Fréchet differentiable at x 0 , we obtain in a similar way as for function f :
Due to Lemma 4, the Hahn-Banach theorem and the definition of -stability, the sequence
is bounded: there exist L > 0, λ k ∈ (0, 1) and ξ k ∈ S R M for k ∈ N such that the following formulas hold for every sufficiently large k ∈ N:
Similarly, we can verify that the sequences 2 t 2
are bounded. Then, we can find
, such that without any loss of generality
In the last part of this proof, we consider α ∈ C * , β i ∈ K * i (g i (x 0 )), i ∈ I(x 0 ), which satisfy the conditions (12), (13). Using these conditions, formulas
(15), (18), Lemma 4 and the definition of -stability, we obtain the following inequalities where a k , b i,k ∈ (0, 1) and L, N i > 0 for k ∈ N, i ∈ I(x 0 ):
We have reached a contradiction which proves our theorem.
Comparison of results
Let us compare Theorem 4 with the theorem introduced in [G] and [BP6] independently where the following problem is considered:
where f : 
Then x 0 is an isolated local minimizer of second-order for problem (P 2 ).
We see that both functions f , g which satisfy the assumptions of Theorem 5 at feasible point x 0 satisfy at x 0 also the assumptions of Theorem 4. Indeed, it holds for every nonzero critical direction d ∈ R N :
Thus, On the other hand, let f, g i , i ∈ {1, 2, . . . , m}, be functions satisfying the assumptions of Theorem 4 at feasible point x 0 and let I(x 0 ) = {i 1 , i 2 , . . . , i s }. Let us consider problem (P 2 ) with g :
Now we show that the assumptions of Theorem 5 are for functions f , g also fulfilled.
Since for ξ = (ξ i 1 , ξ i 2 , . . . , ξ i s ) ∈ R P we have
-stability at x 0 of g i , i ∈ I(x 0 ), and Lemma 3 imply that g is -stable at x 0 . It is obvious that K is closed, convex and pointed cone with non-empty interior and
) is obvious and the proof of the second inclusion is following.
