Abstract The fundamental phenomenon that has been used to enhance the convergence speed of learning automata (LA) is that of incorporating the running maximum likelihood (ML) estimates of the action reward probabilities into the probability updating rules for selecting the actions. The frontiers of this field have been recently expanded by replacing the ML estimates with their corresponding Bayesian counterparts that incorporate the properties of the conjugate priors. These constitute the Bayesian pursuit algorithm (BPA), and the discretized Bayesian pursuit algorithm. Although these algorithms have been designed and efficiently implemented, and are, arguably, the fastest and most accurate LA reported in the literature, the proofs of their -optimal convergence has been unsolved. This is precisely the intent of this paper. In this paper, we present a single unifying analysis by which the proofs of both the continuous and discretized schemes are proven. We emphasize that unlike the ML-based pursuit schemes, the Bayesian schemes have to not only consider the estimates themselves but also the distributional forms of their conjugate posteriors and their higher order moments-all of which render the proofs to be particularly challenging. As far as we know, apart from the results themselves, the methodologies of this proof have been unreported in the literature-they are both pioneering and novel.
Introduction
This paper deals with the formal analysis of the convergence properties of the most-recently proposed family of learning automata (LA) [1] [2] [3] which (a) are estimatorbased, (b) are of a pursuit nature, and (c) utilize the family of Bayesian estimates in their updating rules. We shall clarify all of these salient features of these schemes and the consequent proof that we embark on, in the forthcoming paragraphs. To guide the reader through the various aspects at stake, we shall briefly visit the crucial issues individually.
knowledge acquired in the past iterations, the LA adjusts its action selection strategy to make a ''wiser'' decision in the next iteration. In this way, the LA, even though it lacks a complete knowledge about the environment, is able to learn through repeated interactions with the environment, and adapts itself to the optimal decision. The field of LA has been studied for more than four decades and welldocumented surveys of the field are given in [4] [5] [6] .
Applications of LA
LA have found applications in a variety of fields, including game playing [7] , parameter optimization [8] , channel selecting for secondary users in cognitive radio networks [9, 10] , solving knapsack problems [11] , optimizing the web polling problem [12, 13] , stochastically optimally allocating limited resources [11, 14, 15] , service selection in stochastic environments [16] , vehicle path control [17] , and assigning capacities in prioritized networks [18] . LA have also been used in natural language processing, string taxonomy [19] , graph patitioning [20] , and map learning [21] .
Structural development of field of LA
The development of LA has gone through four stages. Initial LA were fixed structure stochastic automata (FSSA), with the state update and decision functions being time invariant. Tsetlin, Krylov and Krinsky automata [5] are the most notable examples of this type. Later, variable structure stochastic automata (VSSA) were developed, which are characterized by functions that update the probability of selecting the various actions. Typical examples of traditional VSSA includes the linear reward-penalty (L RÀP ) scheme and the linear reward-inaction (L RÀI ) scheme [5] . The entire field of LA was raised by a quantum level by the discovery and invention of the family of so-called estimator algorithms (EAs) explained below.
Estimator algorithms (EAs)
EAs augment an action probability updating scheme with the use of estimates of the reward probabilities of the respective actions. The design of EAs was pioneered by the study of pursuit algorithms (PAs) [22] . The first PA was designed to operate by updating the action probabilities based on the L RÀI paradigm. Later, Oommen and Lanctôt [23] presented the discretized pursuit algorithm (DPA) by discretizing the action probability space. The DPA was shown to be superior to its continuous counterpart. To highlight the distinct characteristics of the DPA and the PA, in this paper, the latter is referred to as the continuous pursuit algorithm (CPA). By the same token, being an EA in its own right, every PA maintains running maximum likelihood (ML) reward probability estimates, to determine the current ''best'' action for the present iteration. More generally, the PA then pursues the current best action by linearly increasing its action probability in either a L RÀI , L RÀP , DiscretizedL RÀI ðDL RÀI Þ or DiscretizedL RÀP ðDL RÀP Þ paradigm [6] . As the PA considers both the short-term responses of the environment and the long-term reward probability estimates in formulating the action probability updating rules, it outperforms traditional VSSA schemes in terms of its accuracy and its rate of convergence.
The estimates used in EAs
Prior to the work that we have reported recently, all the reported pursuit and estimator algorithms exclusively incorporated the running ML estimates of the action reward probabilities into the probability updating rule for selecting the actions. These estimates have, indeed, been used in [6, [23] [24] [25] [26] ].
The use of Bayesian estimates in PAs
As opposed to invoking ML estimates, more recently, the authors of this present paper have proposed the introduction of the family of Bayesian estimates in the LA. This has led to various Bayesian pursuit algorithms (BPAs), including the continuous Bayesian pursuit algorithm (CBPA) [1] , 1 and the discretized Bayesian pursuit algorithm (DBPA) [2, 3] . Although the BPAs follow the same ''pursuit'' paradigm of learning, by virtue of the fact that one can invoke the properties of their posterior distributions, the Bayesian estimates provide more accurate estimation and are, consequently, superior to their counterparts which invoke the ML paradigm. Indeed, the families of BPAs are, arguably, the fastest and most accurate LA reported in the literature.
The state-of-the-art of BPAs
Both the above-mentioned Bayesian-based algorithms have been designed and efficiently implemented, 2 and their effectiveness in solving the learning problem have been clearly demonstrated. However, the issue that remains unsolved is the proofs of their e-optimal convergence. We, thus, present in this paper a single unifying analysis by which the proofs of both the schemes are proven.
Difficulty of the proofs of EAs
The most difficult part in the design and analysis of LA consists of the formal proofs of their convergence accuracies. The mathematical techniques used for the various families (FSSA, VSSA, discretized etc.) are quite distinct. The proof methodology for the family of FSSA is the simplest: it quite simply involves formulating the Markov chain for the LA, computing its equilibrium (or steady state) probabilities, and then computing the asymptotic action selection probabilities. The proofs of convergence for traditional VSSA are more complex and involve the theory of small-step Markov processes, distance diminishing operators, and the theory of regular functions. The proofs for discretized LA involve the asymptotic analysis of the Markov chain that represents the LA in the discretized space, whence the total probability of convergence to the various actions is evaluated. However, understandably, the most difficult proofs involve the family of EAs. This is because the convergence involves two intertwined phenomena, namely the convergence of the reward estimates and the convergence of the action probabilities themselves. Ironically, the combination of these vectors in the updating rule is what renders the EA fast. However, if the accuracy of the estimates are poor because of inadequate estimation (i.e., if the sub-optimal actions are not sampled ''enough number of times''), the convergence accuracy can be diminished. Hence the dilemma!
Proofs of PAs
The proofs for the convergence of PAs have been studied and reported for decades in [6, [23] [24] [25] [26] , which, unfortunately, all have a common flaw that has been recently discovered by the authors of [27] . Further, the authors of [27] submitted a new proof for the convergence of the CPA which adequately rectified the flawed proofs. The new proof, focusing only on the CPA, was based on the monotonicity property of the probability of selecting the optimal action, and required the introduction of an additional assumption that forced the learning parameter to be continuously decreasing over time. To provide a unifying analysis that is applicable to both the CPA and the DPA, the authors of [28] [29] [30] [31] presented a completely different proof methodology based on the submartingale property and the theory of regular functions. The latter proof, indeed, requires the PAs to have absorbing states [32, 33] , and thus, when it is applied to the CPA, the CPA needs to be artificially rendered absorbing, i.e., by constraining the learning process to jump to an absorbing barrier in a single step when any of the action probabilities is greater than or equal to a userdefined threshold that is close to unity. The artificially rendered absorbing CPA was called absorbing CPA (ACPA) to highlight the difference.
Intent of this paper
In this paper, we intend to prove the convergence accuracies of the latest EAs, namely, the BPA and the DBPA. To ensure that the algorithms have absorbing barriers, as in the case of the CPA mentioned above, the BPA is rendered artificially absorbing, and is, thus, referred to as the absorbing BPA (ABPA). The discretized BPA, however, is truly absorbing, and it is thus unmodified. The unified proof that we present is, thus, valid for both the ABPA and the DBPA. From the perspective of martingale convergence theory and the theory of regular functions, in principle, the present proof is related to the foundational concepts of the proofs in [28] [29] [30] [31] . However, the difference is non-trivial and is not just cosmetic. Indeed, we emphasize that unlike the ML-based pursuit schemes, the Bayesian schemes have to not only consider the estimates themselves but also the distributional forms of the conjugate posteriors-all of which render the present proofs particularly challenging. Thus, as far as we know, apart from the results themselves, the methodologies of this proof have been unreported in the literature-they are both pioneering and novel.
The rest of the paper is organized as follows: Sect. 2 reviews the notations and algorithmic processes followed by both the ABPA and the DBPA. Section 3 proves, in detail, the convergence of the ABPA and the DBPA, i.e., that they are both e-optimal in all stationary environments. We conclude the paper in Sect. 4.
Overview of the ABPA and the DBPA
We first submit a brief survey of the ABPA and the DBPA so that the readers can possess a fundamental understanding of them both.
Both the ABPA and the DBPA are based on the ''pursuit'' paradigm of learning. Firstly, they maintain an action probability vector P ¼ ½p 1 ; p 2 ; . . .; p r , where P j¼1...r p j ¼ 1, and where r is the number of actions. In each iteration, the question of which action is to be selected is determined by randomly sampling the action probability vector. Secondly, they maintain running Bayesian (as opposed to ML) estimates for the reward probabilities. The action associated with the largest reward probability estimate is considered as the ''best'' action in each current iteration. Thirdly, given the response of the environment and the knowledge of the current best action, the ABPA increases the probability of selecting the current best action as per the continuous L RÀI rules, while the DBPA increases the action probability of the current best action as per the discretized L RÀI rules.
In all brevity, we mention that far more details about the algorithms and their simulated performances have already been reported in the literature. To avoid repetition, they are not included here. Rather, we refer the reader to [1] for additional details about the BPA, and to [2, 3] for additional details about the DBPA. The only difference between the ABPA and the BPA is that if any one of the action probabilities, p j ðt þ 1Þ, exceeds a pre-defined threshold, T, which is a user-defined quantity set to be very close to unity, p j ðt þ 1Þ will jump directly to unity and the learning process is terminated. At this juncture, we say that the LA has been ''absorbed'' into one of the absorbing barriers, where the r unit vectors are the absorbing states.
We first present the notation used in the ABPA and the DBPA.
We now formally describe the ABPA and DBPA algorithms. The reader must observe that both of these algorithms have identical steps in the estimation and learning phases, but differ only in the manner by which the action probabilities are updated-in a continuous manner for the ABPA and in a discretized manner in the DBPA. Consequently, to avoid repetition, both of them are presented in a single schema below. After describing the algorithms, we consider the primary contribution of the paper, namely the definition of an LA being e-optimal, and the proof of the ABPA and DBPA being e-optimal.
Algorithms: ABPA and DBPA Notations: Refer to Table 1 . The learning parameter for the ABPA; 0\k\1
3 The e-optimality of the ABPA and the DBPA
The e-optimality 3 of the ABPA (or the DBPA) are defined by the following statement, where t is measured in terms of the number of iterations.
Definition of the ABPA (or the DBPA) being e-optimal Given any e [ 0 and d [ 0, there exist a k 0 [ 0 (or a N 0 [ 0) and a t 0 \1 such that for all time t ! t 0 and for any positive learning parameter k\k 0 (or
Informally speaking, this implies that given a sufficiently small (large) value for the learning parameter, the LA will converge to the optimal action with an arbitrarily high probability.
We now prove that the above statement is true. From the perspective of martingale convergence theory and the theory of regular functions, the proof follows the lines of the arguments for the convergence proofs of the ACPA [29] , which consists of four steps.
1. Firstly, given a sufficiently small (large) value for the learning parameter k (or N), all the LA's actions will be selected an sufficiently large number of times before a finite time instant, t 0 . 2. Secondly, for all t [ t 0 , with an arbitrarily high probability,d j , estimated from a Bayesian perspective, will remain in a small enough neighborhood of d j , implying thatd m will be the maximal element inD with an arbitrarily high probability. 3. Thirdly, suppose that for t [ t 0 , the probability thatd m is ranked as the largest element inD is large enough. Then the action probability sequence of fp m ðtÞg, with t [ t 0 , will be a submartingale. 4. Finally, if fp m ðtÞ t [ t 0 g is a submartingale, by the submartingale convergence theorem and the theory of regular functions, the probability of the LA converging to the optimal action converges to 1, i.e., Prfp m ð1Þ ! 1g ! 1.
Obviously, each of the above steps of the proof relies on its previous step, and so the relationship between them can be depicted as step 1 ) step 2 ) step 3 ) step 4. In the following subsections, we will formalize the proofs of each of the four steps one by one.
3.1
Step 1: All actions will be selected enough number of times before t 0
The step asserts that by utilizing a sufficiently small value for the learning parameter, k, for the ABPA, (or by using a sufficiently large value for the learning parameter, N, for the DBPA), each action will have been selected a sufficiently large number of times by a finite time instant t 0 . The reader will observe that this claim intrinsically depends on the respective probability updating rules of the ABPA and the DPBA, which are exactly the same updating rules invoked by the ACPA and DPA respectively, that utilize the ML estimates. In other words, the proofs of these results are already found in the literature, namely in [26] and in [23] , respectively. The proofs are, thus, not repeated here.
3.2
Step 2:d m will be ranked the largest element inD with an arbitrarily high probability
We define A 1 ðtÞ as the event that at the time instant t,d m ðtÞ is the largest element in D(t), i.e., In that case:
is the probability thatd m ðtÞ is the largest element in D(t).
The goal of this step is to prove that for any small value d 2 ð0; 1Þ, if each action has been selected a sufficiently large number of times by the time instant t 0 , then
In other words, we prove that if t [ t 0 , the probability of the optimal action being estimated as the best action is arbitrarily close to unity. We now define another event A 2 ðtÞ as
where w is the absolute difference between the two largest reward probabilities. Then A 2 ðtÞ indicates that at the time instant t, for each action, the reward probability estimate is within the w 2 neighborhood of its real value. We can, thus, see that Therefore, if we can prove that
then Eq. (1) holds. In other words, we are to prove that whenever t [ t 0 , the probability of every reward probability estimate,d j ðtÞ; 8j ¼ 1; . . .; r, being within a w 2 neighborhood of its real value, d j , is greater than 1 À d. For any action a j , Fig. 1 illustrates the relationships between the Beta distribution of the Bayesian estimate of the reward probability, f j ðtÞ, the reward probability estimate,d j ðtÞ, the mean, d j ðtÞ, and the real reward probability, d j . The basic idea of proving Eq. (4) consists of two steps. Firstly, we prove that for all j, the mean, d j ðtÞ, will be arbitrarily close to the real reward probability, d j , if each action has been selected an arbitrarily large number of times. Secondly, given that each action has been selected an arbitrarily large number of times, we prove that the quantitŷ d j ðtÞ, i.e., the 95 % percentile of the posterior Beta distribution at time t, will be arbitrarily close to the mean, d j ðtÞ.
1. We prove that d j ðtÞ ! d j for all j ¼ 1; . . .; r. To achieve this, we firstly note that based on the result of Sect. 3.1, there exists a time instant, denoted in this section as t 1 , such that when t [ t 1 , each action will be selected an arbitrarily large number of times. Secondly, as the Beta distribution, f j ðtÞ, is the posterior probability distribution of d j , and d j ðtÞ is the mean of the Beta distribution, this mean (of the posterior Beta distribution) converges, in the limit to the ML estimate because of the weak law of large numbers, when the number of samples goes to infinity. One should observe that for any finite time instant, the initial values of a j ð0Þ and b j ð0Þ will lead to a term that contributes to the mean, d j ðtÞ, but this contribution goes to zero as t ! 1. Therefore, proving d j ðtÞ ! d j is equivalent to proving the convergence of the corresponding ML estimates which has been presented in [29] . 4 Consequently, when t [ t 1 and t ! 1, d j ðtÞ ! d j . In other words, there exists a time instant t 1 \1, after which each action will have been selected an arbitrarily large number of times, and
If we now consider all the actions, the above implies that 5 :
2. We prove thatd j ðtÞ ! d j ðtÞ for all j ¼ 1; . . .; r. To do this, we define y 2 ½0; 1 as a random variable subject to the Beta distribution, f j ðtÞ. Let rðtÞ be the standard deviation of this distribution at time t. Then according to Tchebychev's inequality, for any real number k, we have Fig. 1 The relationships between the reward probability d j , the mean d j , and the 95 % percentiled j 4 We emphasize that proving the convergence in the case of utilizing the corresponding ML estimates is not merely a consequence of the weak law of large numbers. Indeed, one has to also take into consideration the specific details of the LA updating rules using which the actions are chosen for the estimation purposes. The arguments to do this are quite intricate, and they have been presented in fine detail in [29] . This proof is not repeated here, but can be included if requested by the referees. 5 In the interest of simplicity, at this juncture we have assumed that d j are independent of each other. We believe that this assumption can be easily relaxed by considering only the individual d j 's as in Eq. (5), and not all of them together, as in Eq. (6). i.e., Y is the 95 % and above percentile. We now fix k as
In that case, by comparing Eqs. (7) and (8), we have
indicating that the distance between Y and d j ðtÞ is krðtÞ. As k is fixed by Eq. (9), and rðtÞ ! 0 as t ! 1, there exists a time instant t 2 \1, such that when t [ t 2 , krðtÞ\ neighborhood of the mean, the 95 % percentilê d j ðtÞ t [ t 2 will certainly be within this neighborhood also.
Based on the proofs of the above two steps, if we let t 0 ¼ maxft 1 ; t 2 g, we can assert that when t [ t 0 :
Therefore,
and the result is proven.
3.3
Step 3: p m ðtÞ t [ t 0 n o is a submartingale
Before we proceed with the proof of this assertion, we clarify the basic definition of submartingales. Given a sequence of random variables X 1 ; X 2 ; . . .; X t ; . . ., if the sequence satisfies the condition that for any time instant t, E jX t j ½ \1; and E X tþ1 jX t ; X tÀ1 ; . . .;
then the sequence is a submartingale. We now prove that subject to a specific condition, the sequence of fp m ðtÞ t [ t 0 g, i.e., the sequence of fp m ðtÞg after t 0 , indeed is a submartingale. Firstly, as p m ðtÞ is a probability, 0\E½p m ðtÞ 1\1. Secondly, the description of the algorithms tell us that at the iteration t, an action, say a j , is selected by the LA. According to the updating rules of the ABPA and the DBPA, if the environment gives a penalty as a response (with probability 1 À d j ), p m remains the same. But if the LA receives a reward (with probability d j ), one of the following two possibilities follows:
1. Ifd m ðtÞ is the largest element in D(t), i.e., action m is estimated as the best action at iteration t, which happens with probability q(t), then p m ðt þ 1Þ will be increased according to the linear rules with the learning parameter being k under the ABPA, and with D under the DBPA. 2. Ifd m ðtÞ is not the largest element in D(t), which happens with probability 1 À qðtÞ, then p m ðt þ 1Þ will be decreased according to the corresponding linear rules.
Let us now proceed with computing the expectation of p m ðt þ 1Þ. To do this, we catalogue the details of the respective updating possibilities in Table 2 , based on which we can calculate the expectation of p m ðt þ 1Þ explicitly for each scenario, as the following:
• For the ABPA:
• For the DBPA:
In the interest of conciseness, in the above two equations we have omitted the reference to the time index, t, and hence p j ðtÞ, p m ðtÞ and q(t) were written as p j , p m and q, respectively. Given these explicit expressions of the expectation of p m ðt þ 1Þ, we see that for the ABPA,
The corresponding expression for the DBPA is:
Invoking the definition of a random variable being a submartingale, we see that in order for the sequence fp m ðtÞ t [ t 0 g to be a submartingale, we need Diff 1 ðtÞ and Diff 2 ðtÞ to be greater than or equal to 0 after t 0 . We shall examine both these individually. With regard to Eq. (10), we invoke the terminating condition for the continuous version of pursuit algorithms, in which we consider the learning process to have converged if p j ðtÞ [ T ¼ 1 À ; ðj ¼ 1; 2; . . .; rÞ. Therefore, if we set the quantity (1 À d) defined in Sect. 3.2 to be greater than the threshold T, as per the result in Sect. 3.2, there exists a time instant t 0 \1, such that when t [ t 0 , The claim of step 3 is, thus, proven for both the ABPA and the DBPA. Since fp m ðtÞ t [ t 0 g is a submartingale for both the ABPA and the DBPA, according to the submartingale convergence theory [5] , p m ð1Þ ¼ 0or1:
Denoting e j as the unit vector with the jth element being 1, then
If we define the convergence probability C m ðPÞ ¼ Pr Pð1Þ ¼ e m jPð0Þ ¼ P f g ; our task is to prove:
To prove Eq. (12), we shall use the theory of regular functions, and the arguments used follow the lines of the arguments found in [5] for the convergence proofs of absolutely expedient schemes. Let UðPÞ as a function of P. We define an operator U as
If we repeatedly apply U, we get the result of the n-step invocation of U as:
The function UðPÞ is referred to as being:
• Superregular: If UUðPÞ UðPÞ. Then applying U repeatedly yields: 
Moreover, if UðPÞ satisfies the boundary conditions
as per the definition of regular functions and the submartingale convergence theory, we have
Uðe m ÞPrfPð1Þ ¼ e j jPð0Þ ¼ Pg
Comparing Eq. (17) with Eq. (15), we see that C m ðPÞ is exactly the function UðPÞ upon which if U is applied an infinite number of times, the sequence of operations will lead to a function that equals the function UðPÞ itself, because it would then be a regular function. This observation readily leads us to the conclusion that C m ðPÞ can be indirectly obtained by investigating a regular function of P. However, as in the case of absolutely expedient LA, a regular function is not easily found, although its existence is guaranteed. Fortunately, Eqs. (13) and (14) tell us that C m ðPÞ, i.e., the regular function of P, can be bounded from above (below) by the superregular (subregular) function of P. Furthermore, as we are most interested in the lower bound of C m ðPÞ, our goal is to find a proper subregular function of P, which also satisfies the boundary conditions given by Eq. (16), which then will guarantee to bound C m ðPÞ from below. Consider a specific instantiation of U to be the function U m , defined below as:
where x m is a positive constant. Then, under the ABPA, We will see that by determining a suitable superregular function, the corresponding subregular function which satisfies the boundary conditions, can be easily determined.
Determining such an x m is equivalent to solving the following inequality:
We know that when b [ 0 and x ! 0,
If we set b ¼ e Àx m , when k ! 0, Eq. (18) can be re-written as
Substitute b with e Àx m , we see that
As x m is defined as a positive constant, we have
Denoting
we have x m 0 [ 0, implying that when k ! 0, x m 0 ! 1. We now introduce another function 
If we now follow the same algebraic steps as in the ABPA, 6 we determine the x m that renders UðU m ðPÞÞ À U m ðPÞ 0 as: We have hereby proved that both the ABPA and DBPA are -optimal in all stationary environments.
Conclusions
Estimator algorithms (EAs) which use maximum likelihood (ML) estimates have been acclaimed to be the fastest learning automata (LA). Discretized versions of all these schemes have also been proposed. More recently, we have further enhanced EAs by replacing the ML estimates with their corresponding Bayesian counterparts that incorporate the properties of the conjugate priors [1] [2] [3] . Further, since the Bayesian estimates take into account the information in the higher order moments of the underlying distributions of the estimates, they provide a more accurate estimation strategy than the ML estimates-which only consider the information contained in the first order moment, i.e., the mean. The consequent algorithms that we have proposed are the BPA [1] , and the DBPA [2, 3] . Although these algorithms have been designed and efficiently implemented, and are, arguably, the fastest and most accurate LA reported in the literature, the proofs of their -optimality have been unsolved.
In this paper, we have formally proven, with a single unified proof, the e-optimality of both the absorbing continuous bayesian pursuit algorithm and the discretized bayesian pursuit algorithm, where the ABPA is the BPA with artificially rendered absorbing states. From the perspective of the martingale convergence theory and the theory of regular functions, the proof which we have submitted is akin to the proof for the convergence of the family of PAs [28] [29] [30] [31] . However, unlike the ML-based pursuit schemes, the Bayesian schemes have to not only consider the estimates themselves but also the distributional forms of their conjugate posteriors and their higher order moments-all of which render the proofs to be particularly challenging. The interesting feature of this current proof for the family of Bayesian-based EAs is that it takes into consideration both the means and the standard deviations of the estimates.
We believe that the present proof for the convergence accuracy of the family of BPAs will add more insight into the mechanism by which EAs can be both improved and analyzed.
