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The electricity sector is a very important part of the gross domestic product of a country, 
besides this, it is a very good indicator of the economic health of any state, and Spain it is 
not an exception. For this reason and by learning different techniques and statistical 
methodologies, we try to analyze and understand his functioning. 
Afterwards, I want to explain theoretically the statistical methodologies used to analyze 
time series that appear in the electrical sector. I make predictions about electrical 
production to see which method works better and study structural changes after the 
introduction of the new electric consumption bill. Finally, I carry out a study about the 
relationship between   the industrial production index and the production of electricity and, 
also, between the consumer price index and the production of electricity. 
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1. PRESENTACIÓN O INTRODUCCIÓN 
1.1. Objetivos 
En este trabajo nos hemos marcado dos objetivos principales, el aprendizaje de técnicas 
cuantitativas para el análisis de datos que evolucionan en el tiempo y el conocimiento del 
funcionamiento del mercado eléctrico a través del análisis de series temporales. 
1.1.1. Objetivo 1:  
A lo largo del grado en dirección y administración de empresas (GADE), nos hemos 
encontrado con varias asignaturas de corte cuantitativo en las que se manejaban datos de 
corte transversal, es decir, datos tomados en un momento determinado del tiempo. 
Algunas de las asignaturas en las que hemos trabajado con este tipo de datos son las 
siguientes: estadística I, economía aplicada, estadística II, microeconomía, macroeconomía, 
y, así, prácticamente en la totalidad de las asignaturas de tipo práctico que hemos tenido a 
lo largo de la carrera. 
Sin embargo, a diferencia de los datos de corte transversal, no han sido tantas las 
asignaturas en las que se haya trabajado con datos de corte temporal, que son los datos 
obtenidos en diferentes periodos de tiempo. No ha habido una asignatura específica para el 
tratamiento estadístico de este tipo de información. Por ello, uno de los objetivos de este 
trabajo es obtener una visión global de los procedimientos estadísticos que existen para el 
tratamiento de datos de corte temporal o longitudinal, tanto para fines explicativos como 
para fines predictivos. Podemos observar el grado de importancia del tratamiento de series 
temporales en el ámbito económico y empresarial debido a que los datos que evolucionan 
en el tiempo son muy habituales. Algunos de los ejemplos más claros los encontramos en 
los ámbitos macroeconómicos y microeconómicos como pueden ser el IPC, PIB, 
desempleo, volumen de ventas, clientes, gastos, etc. 
1.1.2. Objetivo 2: 
Este trabajo de fin de grado plantea como objetivo entender y comprender el 
funcionamiento del mercado eléctrico en España mediante la utilización de una serie de 
herramientas. Las herramientas que nos permitirán conocer el funcionamiento de este 
sector serán técnicas cuantitativas, y con ellas, trataremos de analizar datos que evolucionan 
en el tiempo o dicho de otra manera, series temporales. 
Intentaremos conocer en el funcionamiento del mercado eléctrico en España, como se 
organiza, que elementos influyen en él,… y, trataremos de llegar a este fin mediante el 
análisis de series temporales. La energía o el mercado eléctrico es un elemento estratégico 
en el funcionamiento de un país, desde el punto de vista económico, por ejemplo, las 
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implicaciones que tiene este mercado en el devenir del país son muy importantes. En la 
mayoría de los países, el sector eléctrico constituye un porcentaje significativo del total de la 
economía, y en España no es una excepción. En [4] se dice que el sector eléctrico no solo 
tiene influencia directa en la economía mediante su aportación al PIB, a la inversión y al 
empleo, sino que además, ejerce un efecto multiplicador sobre el resto de los sectores que 
constituyen la economía de España, puesto que sin energía no podrían funcionar. La 
importancia del sector eléctrico y de su producto que es la energía, no solo se ve reflejada 
en el ámbito económico-empresarial, también entendemos su indispensabilidad desde el 
punto de vista de los hogares y las familias. 
En el siguiente grafico podemos observar como es la evolución del PIB conforme al 
consumo de energía en diferentes países. Se observa claramente que ante un mayor 
consumo de energía el PIB es más alto. Vemos que en esta gráfica aparecen muchos de los 
países más desarrollados del mundo y en todos ellos se observa cómo influye el consumo 
de electricidad en el PIB. 
 
Fuente: energía y sociedad [4] 
1.2. Métodos cuantitativos para el tratamiento estadístico de datos de corte 
longitudinal: 
Los datos de corte longitudinal tienen una gran importancia en el mundo económico y 
empresarial. Los datos de series temporales son observaciones del valor de la variable sobre 
un mismo individuo en intervalos regulares de tiempo. Una vez obtenido el método de 
evaluación de la variable se utilizara para predecir, lo que a su vez nos ayudara en la toma 
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de decisiones. En otras palabras, los datos temporales tienen como finalidad en mundo 
económico-empresarial la predicción y, en menor medida, se utiliza con fines explicativos. 
La necesidad de predecir en los ámbitos de la economía y de la empresa es esencial para 
una correcta planificación y una eficiente utilización de los recursos, pero es importante 
señalar que no existe ningún modelo estadístico capaz de pronosticar exactamente el valor 
que tomara una variable en el futuro. 
Las técnicas de predicción constituyen el instrumento para llevar a cabo el proceso de 
predicción. Existe un gran número de técnicas de predicción, pero no podemos afirmar que 
haya alguna que garantice los mejores resultados, dependerá del comportamiento de la 
variable en el pasado y de la información que se disponga de ella, del conocimiento de otras 
variables que influyan el comportamiento de la variable en estudio, del horizonte de 
predicción, los medios y cualificación del personal encargado del estudio, etc. 
En cuanto a las técnicas de predicción, podemos diferenciar dos grandes bloques, las 
cualitativas y las cuantitativas. 
1.2.1. Técnicas cualitativas:  
Se utilizan cuando no se dispone de información numérica del pasado de las variables. 
Estas técnicas se basan en la opinión, juicio y experiencia acumulada de las personas que 
forman el panel de expertos. Las técnicas de predicción cualitativas más comunes son las 
encuestas de intenciones, los consensos grupales entre los que se encuentra el 
brainstorming, paneles de expertos,… pero en este trabajo no utilizaremos este grupo de 
técnicas de predicción. 
1.2.2. Técnicas cuantitativas:  
Para el uso de estas técnicas es indispensable disponer de los datos numéricos históricos de 
las variables a estudio. Estos datos son estudiados para captar un patrón de conducta que a 
la postre nos servirá para proyectar la serie hacia el futuro y obtener predicciones. En las 
técnicas que forman este grupo, es indispensable cuantificar en forma de datos numéricos 
la información del pasado y tener en cuenta qué aspectos del comportamiento del pasado 
se mantendrán en el futuro, a esta última idea se le denomina hipótesis de continuidad. 
Las técnicas cuantitativas se dividen a su vez en dos bloques, de series de tiempo o 
univariantes,  que  son las técnicas de predicción que utilizaremos fundamentalmente en 
este trabajo fin de grado, y, causales explicativas. 
Las técnicas cuantitativas univariantes utilizan únicamente los valores del pasado de la 
variable y a partir de ahí se obtienen los pronósticos. Las herramientas más importantes 
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que utilizan las técnicas univariantes son la descomposición, los algoritmos de predicción, 
los ajustes de funciones, el análisis ARIMA, etc. 
En  cambio, en las técnicas cuantitativas causales se considera que hay otras variables que 
afectan a la variable de estudio y se incorporan al modelo. Entre ellos encontramos el 
modelo de regresión lineal, el análisis de impactos, el modelo de transferencia, la ecuación 
espacio-temporal y muchas otras. 
1.2.3. Definición formal de serie temporal: 
Una serie temporal, es una sucesión de valores que adopta una variable en distintos 
instantes del tiempo.  Consideramos que es constante el espacio de tiempo comprendido 
entre dos observaciones consecutivas, es decir, son instantes tomados regularmente. 
Matemáticamente se expresa de la siguiente manera: 
Yt= {Y1, Y2,…YN} 
1.3 El mercado eléctrico: 
El mercado eléctrico forma parte de un sector más amplio que es el energético ya que la 
electricidad es un producto energético. El sector energético de un país, está formado por 
actividades primarias y secundarias destinadas a la producción, transporte, manejo y venta 
de los productos energéticos del país.  
Las fuentes de energía primarias son todas aquellas formas de energía que están disponibles 
en la naturaleza antes de ser transformadas, como pueden ser el carbón, los productos 
petrolíferos, el gas natural, las energías renovables o la energía nuclear. 
Las fuentes de energía primarias han de ser modificadas para poder ser utilizadas, y una vez 
alteradas se les denomina fuentes de energía secundarias, que son la electricidad, el gas 
manufacturado y toda la gama de productos derivados del petróleo como el gasoil y la 
gasolina. 
 
Fuente IDAE memoria anual año 2013 [8] 
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En este grafico podemos observar el consumo de energía primaria en territorio español 
entre los años 2000-2013 en el que se aprecia claramente que la fuente de energía más 
utilizada es el petróleo seguido, a muy larga distancia, por las fuentes de energía 
comentadas anteriormente.  También se aprecia cómo hasta el año 2007 la tendencia en el 
consumo era ascendente, pero a partir de ese año el consumo de energía comienza a 
disminuir paulatinamente debido principalmente a la crisis económica. 
 
En cuanto a la producción de energía en territorio 
español, este grafico sectorial del año 2013 nos muestra 
claramente que prácticamente solo se utiliza como 
fuente primaria para la obtención de energía secundaria, 
las energías renovables y la nuclear, ya que entre ambas 
copan más del 90% de energía primaria utilizada. 
 
 
Fuente IDAE memoria anual año 2013 [8] 
En cuanto a la demanda de energía, con estos gráficos podemos reforzar la idea comentada 
anteriormente respecto del consumo, ya que aquí también se puede ver perfectamente 
como hasta el año 2007 esa demanda era creciente, mientras que a partir de ese mismo 
instante la demanda comienza a decrecer. También es susceptible de comentar como se 
divide la demanda de energía entre los distintos sectores económicos, en la que el 
transporte supone 
un 40% de la 
demanda, seguido 
de la industria, los 
hogares y los 
servicios con el 
25%, el 18.7% y el 
12.1% 
respectivamente en 
el año 2012. 
                      Fuente IDAE memoria anual año 2013 [8] 
Tras estas pequeñas pinceladas, ya nos hacemos una idea de la estructura del sector 
energético. Sin embargo, en el sector o mercado eléctrico, sí que vamos a meternos más a 
fondo ya que debemos poner en contexto los resultados que obtendremos más adelante. 
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La electricidad es una fuente secundaria de energía que se obtiene al manipular las fuentes 
primarias, y en la siguiente grafica nos explica perfectamente de qué fuentes de energía se 
obtiene la electricidad en España. 
Podemos ver que a lo largo de los años 2000 y 2013, han variado las fuentes de las que 
obtenemos la electricidad. Especialmente significativo es el aumento en la utilización de las 
renovables, que en el año 2013 supone el 38.9% del total de generación de electricidad. Es 
destacable que dentro de las renovables la más importante sea la energía eólica con cerca 
del 50% seguida de la hidráulica con alrededor del 30%, todo esto con datos del año 2013. 
De la misma manera, cabe destacar el aumento a lo largo de los años de la utilización del 
gas natural como creador de electricidad, aunque parece que en los últimos años su uso ha 
disminuido. Como era de esperar, el uso del carbón para generar electricidad ha disminuido 
de manera 
notable mientras 
que la energía 
nuclear se ha 
mantenido muy 





razón es que la  
                         Fuente IDAE memoria anual año 2013 [8] 
energía nuclear garantiza una cantidad controlada de energía sin depender de condiciones 
externas 
1.3.1 ¿Cómo funciona el mercado eléctrico? 
En [11] se dice que el mercado eléctrico se puede dividir en 4 fases, generación, transporte, 
distribución y comercialización. De ellas, las actividades de generación y comercialización 
están parcialmente liberadas, mientras que las actividades de transporte y distribución están 
muy reguladas. 
En cuanto a la “generación”, se trata de la producción de energía eléctrica de alguna de las 
maneras mencionadas en el punto anterior.  
La fase de “transporte” tiene por objeto la transmisión de energía eléctrica por la red de 
transporte a lo largo de todo el territorio nacional a través de líneas de alta tensión.  
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En la “distribución” se transmite la energía eléctrica desde las redes de transporte de la fase 
anterior, a la propia red de distribución, que será la que hará llegar la electricidad hasta los 
hogares y las empresas. Estas dos fases, tanto la de transporte como la de distribución, se 
realizan bajo la dirección del grupo empresarial Red Eléctrica Española (REE) que se 
dedica exclusivamente a ello.  
Por último, la fase de “comercialización” será desarrollada por las empresas que se dedican 
a la venta de energía eléctrica al consumidor final.  
Como se dice en [11] durante muchos años, el sector eléctrico funcionó como un 
oligopolio ya que el precio de la luz dependía de muy pocas empresas. Además, estas 
empresas dividían el país en diferentes áreas geográficas y cada una de las empresas operaba 
en una área geográfica diferente sin que hubiera ningún tipo de competencia y pudiendo 
poner el precio que les convenía. Esto cambió con la ley del año 1997, que liberalizaba el 
mercado y que impedía que una misma empresa operase en más de una fase en las que se 
descompone el mercado eléctrico. Esa misma ley transfirió la gestión del transporte a la 
empresa Red Eléctrica Española (REE). 
Con la liberalización del sector en el año 1998, la adquisición de energía se lleva a cabo en 
dos mercados, el mayorista y el minorista. En el mercado minorista, los hogares y las 
pequeñas empresas firman un contrato con alguna de las comercializadoras por el que les 
factura la electricidad consumida. Sin embargo en el mercado mayorista estas 
comercializadoras actúan como compradoras de electricidad a las empresas generadoras, 
por lo que podemos decir que actúan como intermediarios entre las empresas generadoras 
y el consumidor final. Tal y como se dice en [3], en el mercado español, hay cinco grandes 
distribuidoras de electricidad, Endesa, Iberdrola, HC Energía-EDP (energías de Portugal), 
Unión Fenosa y E-On. Entre estas 5 empresas, copan cerca del 90% de la venta de 
electricidad en nuestro país. Por si esto fuera poco, estos mismos grupos empresariales se 
dedican también a la generación de energía cuando es una de las cosas que impide la ley 
54/199 de 27 de noviembre, copando el 80% del mercado de generación de electricidad. 
Por lo que como muchos expertos afirman y a la vista de los datos parece muy evidente, 
estamos ante un caso de oligopolio. 
Los datos que utilizaremos para intentar alcanzar los objetivos marcados son del mercado 
mayorista, por lo que a continuación nos centraremos en entender más en profundidad 
cómo funciona el mercado mayorista dejando en minorista más de lado. 
Como se dice en [10] el mercado mayorista es donde se negocian los intercambios de 
energía de la península Ibérica, se realizan subastas a corto plazo en donde los 
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consumidores, que en este caso son las comercializadoras de electricidad, adquieren a las 
centrales de generación la electricidad que posteriormente venderán a los hogares y a las 
empresas.  
Existe un organismo que se encarga de la gestión del mercado eléctrico al por mayor, este 
organismo es la OMIE, Operador del Mercado Ibérico Español. La OMIE es un agente 
independiente que posibilita la compra-venta de electricidad entre los diferentes agentes del 
mercado eléctrico 
Tal y como se comenta en [14] a cada hora de cada día los productores hacen una oferta al 
precio que estimen conveniente, de la misma manera que los consumidores demandarán 
electricidad a un precio determinado. De esta forma la ley de la oferta y la demanda será la 
que fije el precio de la electricidad en cada momento del día. Pero el precio de la 
electricidad no se fija de una manera tan sencilla, en la fijación del precio forman parte el 
mercado diario, el mercado intradiario, mercados de operaciones y la garantía de potencia o 
pagos por capacidad.  
En el mercado diario, con un día de antelación los generadores de energía y los 
comercializadores acuerdan para cada hora del día siguiente la energía que van a 
intercambiar y a qué precio. 
El mercado intradiario trata de corregir las desviaciones en el precio que se acuerdan en 
mercado diario, es decir, los participantes en el mercado pueden modificar el precio 
pactado en el mercado anterior. 
Los mercados de operaciones están gestionados por la Red Eléctrica Española (REE) y 
tratan de mantener el equilibrio entre la generación de electricidad y el consumo. En él, se 
tiene en cuenta los servicios complementarios, la gestión de desvíos y los sobrecostes por 
restricciones técnicas.  
La garantía de potencia también puede influir en el precio, ya que aquellas unidades que 
tengan instalada una potencia mayor a 50 MW obtienen un dinero para recuperar sus costes 
fijos e incentivar así la inversión.  
En la siguiente gráfica podemos observar que peso tiene cada uno de los mercados 
comentados anteriormente respecto al precio final de la electricidad. Se aprecia de forma 
muy clara como la mayor parte del precio final lo forma el mercado diario, siendo los 
demás mercados prácticamente insignificantes a la hora de fijar el precio. Pero también 
cabe destacar que al estar dada la información en valores medios anuales, la influencia es 
mucho menor que si se analizan los datos horariamente, donde ahí sí se puede apreciar la 




Fuente Energía y sociedad [4] 
1.4. Apuntes históricos: 
Nos basamos en [13] para realizar los apuntes históricos. 
La primera empresa eléctrica española, la sociedad española de electricidad, fue fundada en 
el año 1881 en Barcelona. 
En el año 1875 se construyo la primera central eléctrica en Barcelona, la que distribuía 
electricidad a distintos talleres y establecimientos de la ciudad. Este suceso  se considera 
como el inicio de la industria eléctrica en nuestro país. 
La expansión del alumbrado eléctrico tanto público como en industrias y locales favorece el 
desarrollo del sector eléctrico en España, y en los inicios del siglo XX  ya se contabilizaban 
859 centrales eléctricas en suelo español de las cuales 39% tenían la energía hidráulica como 
energía motriz. 
En el año 1909 gracias a los avances tecnológicos, se construye la primera gran línea 
eléctrica para el trasporte de electricidad con una extensión de 240km. 
Durante la guerra civil y los años posteriores, el crecimiento del sector eléctrico se estancó 
debido a que la situación económica del país no permitía las grandes inversiones necesarias 
en este sector. 
En el año 1944 las 17 principales compañías que representaban el 80% de la producción 
eléctrica crearon UNESA (asociación española de la industria eléctrica) para coordinar la 
explotación del sector eléctrico español. 
En el año 1951 el gobierno aprobó un nuevo sistema de tarifas, Tarifas tope Unificadas, 
que establecía la unificación de precios de la electricidad para todo el territorio español.  En 
estos años y hasta la década de 1970, se construyeron las primeras centrales nucleares y las 




En el año 1985 se crea la Red Eléctrica Española S.A. que supone la nacionalización de la 
red de transporte que desde el momento de su creación se encargara de la gestión del 
servicio público de explotación unificada del sistema eléctrico nacional. 
Como ya se ha indicado antes, el sector eléctrico español sufrió una intensa transformación 
a partir del año 1998, hasta ese momento, las empresas que formaban este sector tenían 
una estructura vertical, es decir, tenían el control desde la generación de la energía hasta la 
comercialización de la misma, pasando por el trasporte y la distribución. En ese año se 
aprobó la ley 54/1997 de 27 de noviembre, con la que comienza la apertura de las redes 
eléctricas a terceros, lo que supone el principio de liberalización del sector eléctrico en 
España. Esta ley establece un mercado organizado de negociación de la energía, lo que 
supone una reducción de la intervención pública en la gestión de este sector. 
Actualmente el sector eléctrico español se rige por la ley 24/2014 de 26 de diciembre, en la 
que se mantiene la distinción entre las actividades reguladas y no reguladas al mismo 
tiempo que se impulsa la competencia en el sector mediante la mayor competencia las 
comercializadoras de referencia, mejorando la posición del consumidor en cuanto a la 
información disponible, y facilitando los procesos de cambio de suministrador de energía. 
La nueva tasa horaria entro en vigor de forma obligatoria el 1 de septiembre de 2015 
aunque llevaba ya 3 meses de adaptación.  
2.  DESARROLLO:  
2.1. Descripción de los datos y software utilizado 
Para la consecución de los objetivos que nos habíamos marcado para este trabajo, hemos 
tenido que crear dos bases de datos diferentes, en la primera de ellas hemos recopilado 
datos de carácter mensual, y en la segunda datos de carácter horario, siendo ambas de corte 
temporal. 
2.1.1. Datos mensuales.  
Con esta base de datos, trataremos de analizar la evolución de la producción de electricidad 
y la evolución del precio medio final. 
 Las variables precio final medio y producción de electricidad serán las que formarán esta 
base de datos. Estas variables recogen datos desde enero del año 1998 hasta abril del año 
2016. Hemos tenido que recurrir a dos fuentes de información diferentes para la obtención 
de esta información. Comenzamos la búsqueda en la página web de la OMIE (Operador 
del Mercado Ibérico de Energía), que como ya hemos explicado anteriormente es el 
operador del mercado, a quien se le encomienda la tarea de gestionar el sistema de compra-
venta de energía eléctrica. Pero los datos proporcionados en dicha página web no nos eran 
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suficientes, por lo que tuvimos que incorporar datos adicionales de la CNMC (Comisión 
Nacional del Mercado y la Competencia), que es el organismo público encargado de 
preservar, garantizar y promover la existencia de una competencia efectiva en los mercados 
nacionales. 
Para la composición de esta base de datos hemos realizado tres tareas diferentes que son la 
de búsqueda de los datos, trabajo de ensamblaje de los datos y trabajo de cambio de 
unidades. Nuestra primera fuente de información, la OMIE [15], nos proporciona datos de 
producción y de precio medio final desde enero del año 1998 hasta mayo de 2006. Estos 
datos se ofrecen en ficheros separados anualmente por lo que ha sido necesario un trabajo 
de ensamblaje. Los datos restantes que van desde la fecha de junio de 2006 hasta abril del 
año 2016 los hemos conseguido en la web de la CNMC [2]. Al obtener datos de dos 
fuentes de información diferentes, nos hemos encontrado con el problema de que los datos 
se ofrecían en unidades de medida diferentes. Mientras que en la OMIE la información del 
precio final medio se ofrece en cent/KWh y la producción de energía en GWh, en la 
CNMC el precio final medio se da en €/MWh y la producción en MWh, por lo que se ha 
realizado un trabajo de cambio de unidades. Además, en alguno de los meses que nos 
ofrece la CNMC la información solo viene dada en modo horario, es decir, los datos son 
del precio y producción a cada hora del día, por lo que hemos optado por realizar una 
media aritmética para obtener la información en modo mensual. 
La visualización de los datos de series temporales se realiza a través del grafico de 
secuencia, que consiste en representar en el eje OX el tiempo y en OY la variable a 
estudiar. En él, se detectan patrones de conducta en la serie y observaciones inusuales. El 
próximo grafico de series temporales representa la electricidad en GWh producida en 
España desde enero de 1998 hasta abril de año 2016. Antes de entrar en un análisis más 
profundo de esta serie, es preciso comentar que los datos obtenidos de la CNMC del año 
2006 no concordaban con los demás datos. Se observaba que había una gran diferencia 
entre los citados datos del año 2006 y el resto de años, por lo que ha sido necesario realizar 
una predicción de los datos de ese año con el método Holt-Winters para obtener una serie 
temporal coherente, y obtener así una salida de datos lógica.. Hasta el año 2006 se observa 
un comportamiento de crecimiento mantenido en la producción de energía. En el intervalo 
2006-2008, ese crecimiento  es mucho más agudo, alcanzando el punto máximo de la serie 
temporal a finales del año 2008. A partir de ese año y por consecuencia de la crisis 
económica, la producción de electricidad se estanca o incluso decrece hasta el año 2016. 
En este primer análisis básico, se pueden observar diferentes patrones de comportamiento: 
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 Tendencia  
Este patrón existe cuando el grafico de secuencia presenta durante un tiempo prolongado 
una evolución creciente o decreciente. En este caso, se aprecia claramente que en la 
primera parte que conforman los años 1998 a 2008, tiene una tendencia lineal positiva y en 
la segunda parte la tendencia es nula o mínimamente decreciente. 
 Estacionalidad 
Hay estacionalidad cuando una serie se ve influenciada por factores estacionales dentro de 
un año, es decir, en el mismo periodo en sucesivos años el comportamiento de la serie se 
repite, pero no es así en distintos periodos del mismo año. En nuestro grafico de secuencia, 
se aprecia claramente este fenómeno, ya que el pico de producción de electricidad está 
todos los años en el mes de enero, mientras que los picos negativos siempre se encuentran 
en el mes de abril. 
 Estacionariedad en media 
 Decimos que hay estacionariedad en media cuando los datos fluctúan alrededor de un 
valor constante (media de la serie), es decir, el grafico de secuencia tiene una apariencia 
horizontal. En nuestra serie temporal, y sin entrar a analizar más en profundidad de lo que 
nos permite el análisis visual de la serie, podríamos decir que hay algo de estacionariedad en 
el periodo comprendido entre los años 2008 y 2016, en ningún caso en la primera mitad de 
la grafica. 
 Comportamiento cíclico  
Se da este patrón cuando el grafico de series temporales presenta subidas y bajadas que no 
tiene un comportamiento fijado, es decir, no se repite, más o menos, el mismo dibujo cada 
año o cada lustro o cada siglo. Esta es su principal diferencia con el comportamiento 
estacional. Considero que el periodo temporal con el que estamos trabajando en nuestra 
serie no es lo suficientemente amplio como para apreciar comportamientos cíclicos, aun 
así, es apreciable el cambio de tendencia a partir del año 2008, por lo tanto y diciéndolo con 
mucha cautela podríamos decir que se aprecia un comportamiento cíclico causado por el 




Fuente: Elaboración propia 
2.1.2. Datos horarios  
Con esta base de datos trataremos de analizar si la nueva tasa horaria impuesta en el año 
2015 ha afectado al consumo total de electricidad o ha cambiado los hábitos de consumo 
de este producto energético.  
A continuación podemos observar el grafico de secuencia para cada periodo, en él se 
analiza la producción de electricidad a lo largo de las 24 horas de un día durante todos los 
días del año 2016. Podemos observar claramente como en las horas de la madrugada es 
cuando menos producción de electricidad hay, conforme avanza la mañana la producción  




















aumenta de manera importante hasta alcanzar el máximo sobre las dos de la tarde a la hora 
de la comida.  A lo largo de la tarde la producción desciende algo, y a la noche a la hora de 
la cena es cuando alcanza el máximo diario sobre las 9 de la noche. A partir de ahí la 
producción desciende de manera muy importante  hasta alcanzar el mínimo diario en la 
madrugada. El consumo de electricidad tiene un grafico de secuencia prácticamente 
idéntico, por lo que podemos ver como consumo y producción van de la mano. 
Al igual que con los datos mensuales, esta base de datos está compuesta por dos variables, 
la producción de la energía y el precio final. Ambas variables nos indican la cantidad de 
electricidad producida y el precio final medio de la electricidad a cada hora de cada día de 
un mes en concreto, en este caso los meses de febrero de los años 2015 y 2016. Para la 
creación de esta base de datos no hemos tenido los mismos problemas que con la anterior, 
ya que solo se necesitaba información de los años mencionados, que los hemos encontrado 
en la página web de la Comisión Nacional del Mercado y la Competencia (CNMC). Parte 
de la información que proporciona este organismo está dada en modo horario, por lo que 
se adecua perfectamente a nuestras necesidades y el trabajo de recopilación de los datos ha 
sido mucho menor. Aunque si se ha invertido algo de tiempo en dotarle a las páginas Excel 
donde teníamos la información un formato especifico para luego poder trabajar 
cómodamente con nuestro software.  
Como ya hemos comentado en el punto anterior, la primera tarea a realizar es la del análisis 
visual de los datos mediante el gráfico de secuencia. El siguiente gráfico de series 
temporales representa la electricidad en MWh producida en España a cada hora de cada día 
del mes de febrero del año 2016. Tras una primera observación, vemos como el 
comportamiento de cada día del mes en términos de producción de energía, es idéntico, 
siendo lo único destacable los descensos en producción de los días 6, 7, 13, 14, 20, 21, 27 y 
28. Estos días son todos los sábados y domingos de febrero del 2016 lo que nos lleva a la 
sencilla conclusión de que la producción de energía los fines de semana disminuye 
considerablemente. Al igual que con los datos mensuales, observaremos el comportamiento 
de esta serie temporal mediante el análisis de la tendencia, estacionalidad, estacionariedad y 
comportamiento cíclico.  
La tendencia, es horizontal ya que aunque haya mucha volatilidad en la producción diaria, 
no hay evoluciones crecientes o decrecientes considerables durante el periodo.  
En esta grafica de secuencia de los datos horarios, se observa perfectamente cómo se da el 
fenómeno de la estacionalidad, ya que en el mismo periodo en sucesivos días, el 
comportamiento de la serie se repite. Sin entrar todavía en un análisis más profundo 
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podemos suponer que los dos picos de producción que hay en cada uno de los días se da al 
mediodía y a la noche sobre la hora de la cena, puesto que es a esas horas cuando los 
hogares mas electricidad consumen. 
Como ya sabemos por lo comentado en el análisis de la base de datos mensual, la 
estacionariedad en media se da cuando los datos fluctúan alrededor de la media de la serie, 
por lo que el grafico de series temporales tiene apariencia horizontal. En este caso es 
evidente que hay estacionariedad ya que aunque haya fuertes fluctuaciones, siempre se dan 
dentro de un mismo intervalo lo que le da apariencia horizontal a la gráfica.  
Para poder observar si hay comportamiento cíclico o no, el intervalo temporal que debe 
cubrir la serie temporal debe de ser bastante amplio, en este caso es solamente de un mes, 
algo insuficiente como para observar si se da este patrón de comportamiento o no.  
 
Fuente: elaboración propia 
2.1.3. Software utilizado 
 Para el tratamiento de nuestros datos hemos utilizado tres software diferentes, y todos 
vistos y trabajados a lo largo del grado.              
El primero y más básico de todos, es la hoja de cálculo de Excel, en el que hemos agrupado 
todos los datos obtenidos de nuestras fuentes de información y donde hemos realizado 
todos los cambios de unidades necesarios y todas aquellas tareas necesarias para poder 
trabajar cómodamente con los software más sofisticados. 
Otro de los programas utilizados ha sido el software econométrico Gretl. Este programa ha 

























segundo año del grado de ADE. Gretl nos permite importar datos que se encuentran en la 
hoja de cálculo Excel, lo que nos facilita mucho el análisis y tratamiento de los datos. 
Además, este programa nos permite realizar infinidad de pruebas con nuestros datos de un 
modo muy sencillo, proporcionándonos respuestas muy validas para la consecución de 
nuestros objetivos. De este software hemos obtenido la mayoría de gráficos, y respuestas 
utilizadas en este trabajo. 
Pero Gretl tiene algunas limitaciones que hemos tenido que suplir con R, que es otro 
software estadístico que ha sido utilizado en diferentes asignaturas. El programa R es uno 
de los más utilizados en materia de análisis de datos, investigación biomédica y matemáticas 
financieras. Además, tiene la posibilidad de cargar paquetes con funcionalidades de cálculo 
lo que le hace ser un software mucho más extenso y completo. Precisamente, uno de esos 
paquetes que se le pueden cargar ha sido el utilizado para llegar a donde Gretl no nos lo 
permitía. En concreto el paquete utilizado ha sido R commander, que ya lo habíamos visto 
en asignaturas del grado como Estadística I y Estadística II. R commander nos ha 
permitido obtener los componentes estacionales de las variables analizadas y los modelos 
ARIMA que mejor se ajustan a cada una de ellas. Más tarde explicaremos en profundidad 
lo que son los componentes estacionales y los ARIMA. 
2.2. Metodología estadística 
Para analizar nuestras bases de datos utilizaremos tres metodologías diferentes, análisis 
clásico, algoritmos de predicción y ARIMA apoyándonos para ello en [9]. A continuación, 
daremos pinceladas del fundamento teórico de cada una de las metodologías para entender 
el funcionamiento de cada una de ellas, dejando el procedimiento matemático que subyace 
a estos métodos a la labor automatizada del software. 
2.2.1. Análisis clásico o métodos de descomposición  
Como ya hemos visto en el punto anterior, en una serie temporal se distinguen distintos 
patrones de comportamiento. Los métodos de descomposición dicen que los valores de 
una serie temporal son el resultado de integrar dichos patrones de comportamiento. Según 
esta metodología, el valor de la serie temporal resulta de integrar los siguientes cuatro 
componentes: 
 Tendencia (  ): Representa la evolución a largo plazo de la serie. 
 Factor cíclico (  ): Son fluctuaciones a medio plazo en torno a la tendencia. 
 Estacionalidad o componente estacional (  ): Son oscilaciones a corto  plazo de la 
serie alrededor de la tendencia. 
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 Movimiento irregular (  ): Son variaciones de la serie no recogidas por las 
anteriores. Tienen carácter residual, y se le puede denominar como componente 
aleatorio ((  ) pequeños efectos accidentales). 
En el análisis clásico se postula que    es una sucesión de variables aleatorias incorreladas, 
con media cero y varianza constante que se distribuyen normalmente, a lo que se le 
denomina ruido blanco. El concepto de ruido blanco es indispensable a la hora de validar 
un modelo, ya que para aceptar un modelo las perturbaciones deben ser ruido blanco. 
En definitiva, una serie temporal (  ) está compuesta por los patrones de comportamiento 
más el componente aleatorio, y el análisis clásico de series temporales trata de aislar esos 
componentes. 
Los métodos de descomposición son utilizados en la actualidad por entidades de la talla de 
el Banco de España y el Census Bureau, que es el equivalente estadounidense al Instituto 
Nacional de Estadística (INE) español. En este trabajo hemos trabajado con programas 
diseñados por estas entidades como el TRAMO-SEATS y el X12-ARIMA. El método 
X12ARIMA equivale al método clásico, pero proyecta los datos hacia el pasado y el futuro 
con el objetivo de no perder datos, como ocurre en el método clásico. Esta proyección se 
realiza utilizando un método ARIMA, que posteriormente explicaremos de qué trata. Estos 
dos programas son muy sencillos de utilizar ya que al instalarlos aparecen directamente en 
GRETL y no hay más que pinchar en su pestaña para que haga un análisis X12 ARIMA o 
TRAMO-SEATS de la variable seleccionada.  
Por lo tanto el análisis clásico se puede expresar de la siguiente manera:                        
  =ƒ (           ) 
El primer problema al que nos enfrentamos es el de determinar qué esquema se ajusta 
mejor a nuestra serie, el multiplicativo o el aditivo. Lo primero que debemos hacer es un 
análisis visual del grafico de secuencia. En casos extremos es fácil identificar cúal es el 
esquema de integración. En el modelo aditivo los efectos cíclicos y estacionales se suman y 
por lo tanto las oscilaciones alrededor de la tendencia siempre son parecidas. En cambio, 
en el modelo multiplicativo, conforme cambia la tendencia, los efectos cíclicos van 
aumentando conforme avanza la serie.  
El análisis clásico de la variable producción de energía lo hemos realizado mediante el 




Fuente: elaboración propia 
En este grafico se marca la tendencia al mismo tiempo que la serie temporal y se puede 
apreciar como las oscilaciones a lo largo de todo el marco temporal son muy parecidas 
respecto de la tendencia. Por lo tanto podemos decir que nos encontramos ante un modelo 
aditivo. 
Otro de los métodos para saber si el esquema de esta serie es multiplicativo o aditivo, es 
mediante el grafico rango-media. En el caso de que el modelo sea aditivo, el grafico debe 
mostrar un comportamiento semejante de la desviación típica conforme a la evolución de la 
serie, pero si es multiplicativo, el 
aumento o descenso de la desviación 
debe de ser claro. En este caso 
podemos ver claramente como 
conforme evoluciona la serie, no se 
aprecia un aumento significativo en 
la desviación, por lo que con el 
método del grafico rango-media 
también diríamos que se trata del 
método aditivo. 
                               Fuente: elaboración propia 
Una vez decidido que nuestro modelo es aditivo, hay que centrarse en la estimación de la 
tendencia. Para ello, trabajaremos con medias móviles, que son medias aritméticas que 
toman un valor para cada momento del tiempo, y no entran en su cálculo todas las 
observaciones.  
Esta gráfica representa la serie mensual de datos de producción de electricidad, esta mas 
suavizada que la serie original y se considera como la tendencia local de la serie. Vemos 
claramente como hasta el año 2006 la tendencia en la producción es alcista pero a partir de 





































































Fuente: elaboración propia 
También es necesario estimar la estacionalidad mediante un sencillo proceso de 
desestacionalización. El primer paso es realizar las medias móviles o estimación de la 
demanda que ya lo hemos realizado en el punto anterior. Después hay que obtener los 
índices brutos de variación estacional restando la serie de medias móviles a la serie original. 
Posteriormente, se necesita obtener los índices de variación estacional sin normalizar que se 
consiguen mediante la media de los índices brutos de variación estacional para cada 
estación. A continuación es necesario normalizar los índices mediante un promedio de los 
índices anteriores de modo que su suma sea cero. Por último, hay que desestacionalizar la 
serie mediante la resta de los índices normalizados a la serie original. De este modo la serie 
ya está preparada para poder realizar predicciones. Cabe recordar que este proceso es para 
series de esquemas aditivos, en los multiplicativos este proceso sufre pequeñas variaciones. 
Todo este proceso de desestacionalización, como hemos comentado anteriormente, lo 
hacen automáticamente programas como el X12-ARIMA o el TRAMO-SEATS por lo que 
no es necesario realizar estas operaciones manualmente. 
2.2.2. Algoritmos de predicción  
Estos métodos proporcionan una serie temporal de pronósticos aplicando una formula. 
Esta fórmula proporciona un pronóstico para el instante t mediante un promedio 
ponderado entre todos los datos anteriores al instante t. Las ponderaciones generalmente 
decrecen hacia el pasado de forma exponencial y por esa razón también se denomina 
método de alisado exponencial.  
La mayor ventaja que tienen estos métodos algorítmicos es que son muy sencillos de 
aplicar, y aunque haya métodos más sofisticados que éste, cuando se deben ajustar muchas 






















métodos de alisado y según los patrones de comportamiento de la serie, utilizaremos uno u 
otro.  
En los algoritmos de predicción encontramos dos métodos diferentes, los de promedio 
(promedio simple y medias móviles asimétricas) y los de alisado exponencial, siendo estos 
últimos los más utilizados y en los que nos apoyaremos para el análisis de nuestras series. 
Los métodos de suavizado exponencial que consideramos en este trabajo son los 
siguientes:  
 Alisado exponencial simple: El pronóstico para cualquier instante posterior a N+1 
es el mismo valor. Este método es adecuado cuando los datos no presentan ni 
tendencia ni estacionalidad. 
 
 Método lineal de Holt: Este método asume que la serie que interesa pronosticar 
tiene tendencia lineal.  
 
El pronóstico para cualquier instante posterior a N es: 
 
 Método de Holt-Winters: Este algoritmo es el más adecuado cuando tenemos datos 
con estacionalidad y se puede aplicar tanto esquemas de tipo aditivo como de 
multiplicativo. Este método lo forman tres ecuaciones, una que ajusta el nivel de la 








Como hemos comentado antes, cada algoritmo es mejor para un cierto comportamiento de 
la serie teniendo en cuenta la tendencia y la estacionalidad. La clasificación de Pegel nos 
ayudara a seleccionar que algoritmo de predicción se ajusta mejor a nuestra serie temporal. 
 
Nuestra serie al ser lineal aditiva, el método que deberemos usar será el de Holt-Winters. 
2.2.3. ARIMA  
Los modelos ARIMA (procesos autorregresivos integrados de medias móviles) son 
procesos estadísticos que relacionan el valor actual de una serie,  , con valores y 
perturbaciones del pasado. Por tanto, no incorpora otras variables del entorno, supone que 
la historia de la serie es suficiente para explicar su comportamiento, por lo que se encuadra 
en los modelos univariantes de series temporales que actúan como “caja negra”. 
Los ARIMA tienen una notación especifica que consideramos que es necesario explicarla 
antes de entrar en el análisis.  
 AR: La parte del AR, proceso autorregresivo, se refiere a los datos del pasado que 
influyen en el valor actual de la serie.  
 
 MA: La parte MA, proceso de medias móviles, se refiere a las perturbaciones del 
pasado que influyen en el valor actual de la serie. 
 
 ARMA: Es el proceso en el que tanto las perturbaciones como los valores pasados 




 ARIMA: Finalmente, un proceso ARIMA es aquel en el que las serie en estudio no 
es la original, sino una transformación en diferencias de la original. Estas 
transformaciones en diferencias consisten en restar a cada valor el anterior. Se 
puede diferenciar más de una vez, por lo tanto diferenciar dos veces significa 
diferenciar la diferenciada y así sucesivamente. 
 
Los modelos ARIMA son una familia de modelos, y al igual que con los algoritmos de 
predicción, pretendemos encontrar aquel modelo que más se aproxime a nuestra serie 
temporal. Como primer paso debemos ver si nuestra serie temporal es estacionaria, si no lo 
es tendremos que manipular la serie mediante la diferenciación comentada anteriormente o 
tomando logaritmos ya que los modelos ARIMA son estacionarios. Posteriormente, 
mediante procedimiento gráficos, buscaremos los modelos ARIMA que más se aproximan 
a la serie en estudio, es decir, debemos determinar p y q.  
2.3. Competición: 
Uno de los apartados más atractivos del trabajo es el que vamos a presentar a continuación. 
En el punto anterior hemos analizado algunas de las metodologías estadísticas más 
utilizadas a la hora de hacer predicciones. La idea de este punto del trabajo es hacer una 
especie de competición entre los tres métodos de predicción estudiados, el método clásico, 
el algorítmico y el ARIMA. Esta competición la realizaremos para las dos bases de datos 
disponibles, la mensual y la horaria, y en ambas con la variable de producción de 
electricidad. Para ello abriremos dos nuevos archivos Excel, uno para cada base de datos, y 
en ellos tendremos los mismos datos mensuales y horarios que en las originales pero con 
10 y 24 datos menos respectivamente, es decir, haremos las predicciones sin los últimos 10 
meses en el caso de la primera base de datos y sin las últimas 24 horas de la segunda. 
Nuestra intención es hacer las predicciones de producción de electricidad de los meses de 
julio 2015 a abril 2016 (10 meses) y de las 24 horas del día 29 de febrero de 2016 y 
compararlos con los datos reales que hemos retirado del análisis para ver cuál de las 
técnicas de predicción se acerca más a los datos reales que disponemos. 
Las competiciones son habituales en el campo de la predicción, en concreto en [9] se hace 
una descripción de la misma. 
La Primera competición la realizaremos con la base de datos mensual. En ella intentaremos 
predecir la cantidad de electricidad en GWh producida en España en los meses que van de 
julio del año 2015 (incluido) a abril del año 2016. Para ello retiramos esos datos reales de la 
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hoja Excel y los compararemos con las predicciones que obtendremos de los 3 métodos de 
predicción utilizados en este trabajo para ver cuál de ellas hace una mejor predicción. La 
competición comenzara con la predicción de estos diez meses mediante el análisis clásico, 
para ello utilizaremos los programas estadísticos R y GRETL. En el programa R, mediante 
la carga del paquete R-commander, y la posterior descomposición de la serie, hacemos la 
predicción para los próximos 10 periodos y obtenemos los resultados que se muestran en la 
tabla que encontraremos unas líneas más abajo. Más tarde, realizamos la predicción 
mediante el método algorítmico también en R y mediante el paquete R-commander. La 
serie mensual con la que estamos trabajando es lineal y aditiva, por lo que fijándonos en la 
tabla de Pegel, concluimos que el algoritmo de predicción que mejor se ajusta a nuestra 
serie temporal es el de Holt-Winters, y con ese método es con el que realizamos la 
predicción. Para finalizar con esta primera competición, necesitamos las proyecciones al 
futuro con el método ARIMA. Escribimos en la ventana de R-commander la función 
“auto.arima” y en la ventana de resultados nos aparece el ARIMA que más se ajusta a 
nuestro modelo, que en el caso de esta serie es el de (1, 1, 0) (2, 0, 0). A continuación 
hacemos la predicción de 10 periodos para nuestra serie con el ARIMA que acabamos de 
obtener recibiendo las proyecciones que aparecen en la posterior tabla. 
 
 
Fuente: elaboración propia  
Para medir la capacidad predictiva de las diferentes técnicas, compararemos las 
predicciones obtenidas con los datos originales. Con cada una de las técnicas añadimos una 
columna en la que se aprecian la diferencia entre la predicción y la original y sumaremos 
esas diferencias en valor absoluto. Posteriormente, calcularemos cuanto supone la suma de 
las diferencias en valor absoluto respecto del total de los datos reales, obteniendo así las 
desviaciones de las predicciones. 
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Tras analizar y comparar la predicciones de los métodos clásico, algorítmico y ARIMA con 
los datos reales que nos habíamos guardado anteriormente, podemos concluir que en este 
caso el modelo que mejores predicciones nos ha ofrecido es el ARIMA ya que la desviación 
media de las proyecciones sobre los datos reales a sido solo del 3.11%. De igual manera, 
creo conveniente comentar  que la desviación en las predicciones del método algorítmico 
ha sido del 3.97%,  ligeramente superior a las del ARIMA por lo que podemos calificar esta 
proyección como muy buena. En cambio, las proyecciones realizadas con el método clásico 
nos han sido de tanta calidad como las dos anteriores ya que la desviación media sobre los 
datos reales ha sido del 10.68%. 
Así pues damos por ganador de esta primera competición al método de predicción ARIMA 
aunque seguida muy de cerca por el método algorítmico.  
La segunda competición por ver cuál de los métodos es más fino en su predicción la 
haremos con la base de datos horaria. Como en la anterior hemos retirado datos de la hoja 
Excel, en este caso los últimos 24 referidos a las producciones de electricidad en las 24 
horas del día 29 de febrero del año 2016. Intentaremos predecir la cantidad en MWh 
producida en España en cada hora del citado día y lo compararemos con los datos reales 
para ver que método nos hace mejores proyecciones al futuro con este nuevo conjunto de 
datos.  
Como en la primera competición comenzaremos por el análisis clásico, el procedimiento es 
el mismo y tras la descomposición de la serie obtenemos los resultados que se muestran en 
la posterior tabla. Posteriormente realizamos las predicciones con los métodos 
logarítmicos.  
En este caso también nos encontramos con una serie temporal aditiva y lineal por lo que 
siguiendo las indicaciones de la tabla de Pegel, es necesario que hagamos un análisis Holt-
Winters en el que obtenemos las proyecciones hacia futuro que aparecen en la tabla.  
Para finalizar con esta segunda competición de predicciones, necesitamos las proyecciones 
con el método ARIMA. Al igual que en la competición anterior, con la función 
“auto.arima” obtenemos el ARIMA que mejor se ajusta a nuestra serie temporal, que en 
este caso en el (1, 1, 0) (1, 0, 0), y con el realizamos la proyecciones para obtener las 





Fuente: elaboración propia 
La medición de la capacidad predictiva de las técnicas es la misma a la utilizada en el caso 
anterior. 
Tras analizar en profundidad la información obtenida y tras comparar las predicciones de 
los métodos clásicos algorítmicos y ARIMA con los datos reales, vemos que en este caso el 
modelo que mejor se ajusta y, por lo tanto, el que mejores predicciones nos ha entregado, 
ha sido el algorítmico. Con este método, la variación media de las predicciones respecto de 
los datos reales en la producción de electricidad por hora ha sido del 2.87%, un porcentaje 
muy bajo por lo que podemos decir que la aproximación a la realidad ha sido muy buena. 
Las otras dos proyecciones hacia el futuro no han sido de la misma calidad ya que con el 
método ARIMA, la variación respecto de la realidad ha sido del 8.57% y en el clásico del 
11.16%.  
Por lo tanto, una de las conclusiones más obvias es que no hay un método de predicción 
mejor que otro, sino que depende de las predicciones que haya que hacer hay unos que se 
ajustan mejor que otros. En nuestros dos ejemplos hemos podido comprobar que para 
cada uno de ellos era mejor un método que otro.  
Otra de las conclusiones que podemos sacar de esta competición es la de que parece que el 
análisis clásico no da tan buenos resultados como el ARIMA y el algorítmico, ya que en 




Otro de los objetivos que nos habíamos marcado en este trabajo es el analizar si la tasa 
horaria que se impuso en el recibo de la luz ha hecho cambiar el comportamiento de los 
consumidores en cuanto al consumo de electricidad. Para ello compararemos datos de los 
meses de febrero de los años 2015 y 2016 ya que la tasa entro en vigor de forma obligatoria 
en septiembre del 2015. Consideramos que para febrero del 2016 ya ha pasado suficiente 
tiempo desde su implantación como para observar si ha causado cambios en los hábitos de 
consumo. Suponemos que este cambio no ha influido tanto en el consumo total de energía, 
pero si puede que haya afectado a los momentos en los que se consume esa electricidad, y 
esos es lo que vamos a intentar averiguar mediante tres análisis diferentes. Antes de entrar 
en estos tres análisis, crearemos un grafico de secuencia en el que estarán los datos de 
producción de electricidad de los meses de febrero de ambos años, para ver si así se 
observa algún cambio claro en el comportamiento de los consumidores. 
 
Fuente: elaboración propia 
Hemos realizado un grafico de secuencia con los datos de los dos febreros para ver si 
podíamos observar algún cambio en el comportamiento, pero a tenor de lo que se ve en la 
gráfico no parece que haya algún cambio significativo en el comportamiento de los 
consumidores, ya que la evolución en el consumo no muestra grandes cambios de un 
febrero a otro. Para saber a ciencia cierta si ha habido un cambio estructural en el 
comportamiento de los consumidores en cuanto al consumo de electricidad, realizaremos 

























2.4.1 Análisis 1 
En este primer análisis utilizaremos el test de Wilcoxon. Este test entra dentro de la 
estadística no paramétrica, que estudia los modelos estadísticos que pueden definir su 
distribución. Al ser un test no paramétrico, usa la mediana para establecer la hipótesis, y se 
resta a cada valor el de la mediana. Posteriormente se calculan los rangos de las diferencias 
en valor absoluto y mediante la suma de los rangos de diferencias positivas se calcula el 
estadístico de Wilcoxon. 
El primero de los análisis que realizaremos, será un contraste de hipótesis entre los 
componentes estacionales de los dos febreros para determinar si son significativamente 
diferentes o no. Si detectamos diferencias en los componentes estacionales obtenidos de 
los febreros de 2015 y 2016, estaremos ante cambios en los hábitos de consumo.  Para ello, 
en el programa estadístico R obtenemos los componentes estacionales de cada uno de los 
dos meses mediante la fórmula “decompose”. A continuación creamos una nueva hoja 
Excel con la información que acabamos de obtener y la cargamos en el programa R-
commander. En él, realizamos un test  no paramétrico como es el de Wilcox para muestras 
pareadas. Tras realizar el contraste de hipótesis y al obtener un p-valor de 0.8115, no 
rechazamos la hipótesis nula ya que el p-valor obtenido es mayor a 0.05. Por lo tanto 
concluimos que al 95% de confianza no hay cambios en el comportamiento estacional 
entre los dos meses analizados causados por la implantación de la tasa horaria. 
Dentro de este primer análisis consideramos oportuno realizar la misma prueba que la 
efectuada pocas líneas más arriba, pero en vez de realizar el contraste de hipótesis entre los 
componentes estacionales, lo realizaremos entre las medias de consumo en cada hora. Para 
ello hemos tenido que calcular la media de consumo de cada hora de todo el mes de 
febrero de 2015 y lo mismo para 2016, es decir, obtener la media en el consumo en la hora 
1 con los datos de consumo de las horas 1 de los 28 días que tiene febrero de 2015 y 
realizar la misma operación para cada hora de ambos meses. Tras obtener las medias 
realizaremos el contraste de hipótesis de la misma manera que con los componentes 
estacionales, aunque esta vez lo que queremos determinar es si ha habido un cambio en el 
nivel de consumo total. Tras realizar el test no pareado de Wilcox, hemos obtenido un P-
valor de prácticamente 0, por lo que al ser menor que 0.05 rechazamos la hipótesis nula al 
95% de confianza y se concluye que sí ha habido un cambio en el consumo total entre los 





2.4.2. Análisis 2 
En este segundo análisis, utilizaremos la intervención para ver si ha habido un cambio de 
comportamiento entre los dos meses que estamos analizando. Para ello, juntaremos en una 
misma hoja Excel los datos horarios sobre producción de electricidad de los febreros de 
2015 y 2016. Una vez incorporada esta base de datos a GRETL, crearemos una variable 
ficticia de rango observación a la que denominaremos “intervención”. Esta nueva variable 
diferenciara los datos de febrero de 2015 con el valor 0 y los de 2016 con el valor 1. Una 
vez creada esta variable realizaremos un modelo de mínimos cuadrados ordinarios con la 
variable “intervención” y con la variable de producción de energía. En los resultados 
obtenidos cabe destacar que el coeficiente de la variable “intervención” es de -1293.29 
MWh lo que quiere decir que el modelo a detectado una diferencia de esta cantidad entre 
los dos meses con los que estamos trabajando, siendo la de febrero de 2016 menor que la 
de 2015. 
Con los residuos obtenidos, ajustamos un ARIMA de manera automática. De este modo 
obtenemos un modelo con un ARIMA de (2, 0, 0) (2, 0, 2). Pero este modelo está muy 
poco simplificado ya que hemos obtenido demasiado parámetros, por lo que intentaremos 
reducir estos parámetros afectando lo menos posible al modelo. El modelo simplificado es 
bueno al principio, pero sus residuos no son ruido blanco debido a la estacionalidad 
semanal que no se captura y complica el análisis. Como ya hemos explicado anteriormente, 
analizar el ruido blanco es muy importante a la hora de validar un modelo, por lo que en 
este caso no podemos validar el modelo del todo. 
Para ver si el modelo es ruido blanco o no, es necesario analizar el correlograma de los 
residuos. Las variables que constituyen un ruido blanco deben ser incorreladas entre sí, por 
lo que al analizar el grafico de residuos del modelo, las barras tienen que estar dentro del 
intervalo para poder decir que el modelo es un ruido blanco. El posterior gráfico es el 
correlograma de nuestro modelo simplificado, y en él se puede apreciar claramente como 
esas barras de las que hablábamos antes se salen del intervalo marcado, por lo que no 





Fuente: elaboración propia 
Hemos intentado crear modelos simplificados en los que se aceptase el ruido blanco y en 
todos ellos el coeficiente de intervención nos salía negativo, queriendo decir que el 
consumo en febrero de 2016 era menor que en el mismo mes de 2015. Pero no hemos 
conseguido obtener el ruido blanco, siendo este es el modelo que más se ha acercado. Por 
lo tanto, al no cumplirse esta condición, no podemos afirmar los resultados obtenidos de 
que ha habido un cambio de estructura respecto al consumo de electricidad entre los dos 
meses analizados. 
2.4.3. Análisis 3 
El último de los análisis que realizaremos para ver si la tasa horario a provocado un cambio 
en el comportamiento de los consumidores es el test de CHOW. En primer lugar hay que 
dividir la muestra en dos submuestras, que en nuestro caso se dividirá al finalizar febrero de 
2015. Además de la estimación inicial, hay que hacer dos nuevos modelos, uno de cada una 
de las submuestras, obteniendo así tres errores diferentes de los tres modelos realizados. 
Utilizando estos errores, se realiza un contraste de hipótesis, para el que el estadístico se 








 0  5  10  15  20  25  30
retardo









 0  5  10  15  20  25  30
retardo























En nuestro caso, construimos un modelo básico con la variable “energía final en MWh” 
con datos de los dos meses de febrero. GRETL, al montar un modelo, te da la opción 
realizar varios contrastes de hipótesis, y uno de ellos es el CHOW, y con él, intentaremos 
ver si ha habido un cambio estructural entre febrero de 2015 y febrero de 2016. En este 
contraste la hipótesis nula refleja que no ha habido un cambio estructural mientras que la 
hipótesis alternativa reflejaría que si lo hay. El p-valor es prácticamente cero, por lo que al 
ser menos que el nivel de significación que es 0.05 se rechaza la hipótesis nula a un nivel de 
confianza del 95%. Esto quiere decir que el modelo ha detectado un cambio de estructura y 
por lo tanto un cambio en el comportamiento de los consumidores en febrero del 2016 
respecto al mismo mes del año anterior. Este resultado nos sirve para ratificar el resultado 
obtenido con el test de wilcoxon sobre medias ya que ambos intentan determinar si ha 
habido un cambio en el consumo de total de electricidad y ambos la respuesta ha sido 
idéntica.  
2.5. Cointegración: 
Otra de las conclusiones a la que queremos llegar es si variables como el PIB, IPI, IPC,… 
pueden afectar a la producción de electricidad. Para ello Compararemos los datos 
mensuales que tenemos sobre producción de electricidad con información obtenida de la 
pagina del Instituto Nacional de Estadística (INE) como el índice de producción industrial 
y el índice de precios al consumo. En esta fuente de información solo nos ofrecen datos del 
IPC a partir del año 2002 por lo que el análisis será entre enero de 2002 y marzo de 2016. 
 















Observando el grafico de series temporales entre el IPI el IPC y la producción de energía 
no parece que haya cointegración entre el índice de producción industrial o el índice de 
precios al consumo con la producción de electricidad. Pero hay que hacer un estudio más 
en profundidad para poder llegar a conclusiones.  
Dos series se encuentran cointegradas cuando no necesitan ser diferenciadas para obtener 
la estacionariedad, para ello es necesario encontrar un valor de β de manera que   -β   
resulte ser una serie estacionaria. Cuando dos series se encuentran cointegradas, la 
regresión realizada entre ellas tiene sentido y no da lugar a relaciones vacías entre las series.   
El contraste más sencillo de cointegración es el de Durbin-Watson en él se plantea el 
siguiente modelo: Yt=0+1X1t+ut, 
Se calcula el estimador Durbin-Watson y el valor de R2. Si este valor es alto, indicando un 
alto grado de relación lineal entre los datos de la muestra, y DW es próximo a cero 
indicando un alto grado de autocorrelación entre los residuos, significa que las series no se 
encuentras cointegradas. El valor critico de DW para que haya o no cointegracion es 0.386 
a un nivel de significación del 5%, si el valor DW es mayor a su valor crítico, aceptamos la 
cointegración y si es menor la rechazamos. Para ver si hay cointegración entre la serie 
índice de precios al consumo y producción de electricidad, realizamos un modelo de 
mínimos cuadrados ordinarios entre ellas dos. En este modelo obtenemos un valor DW de 
0.43773 por lo que al ser mayor que el valor critico, (0.386) aceptamos la cointegración 
entre estas dos series. Sin embargo, al hacer el mismo procedimiento pero con la serie 
índice de producción industrial, obtenemos un DW de 0.035573 por lo que no aceptaremos 
la cointegración entre el IPI y la producción de electricidad. 
Pero a veces el contraste de Durbin-Watson no es todo lo preciso que nos gustaría que 
fuera, por lo que para estos casos sería necesario realizar el contraste de Dicky-Fuller 
aumentado. 
Ŷ t- 0̂ - ̂ 1X1t= û t. 






 û t-i+ t 
En el contraste Dicky-Fuller hay evidencias de una relación cointegrante si la hipótesis de 
raíz unitaria no se rechaza por las variables individuales y si la hipótesis de raíz unitaria se 
rechaza para los residuos de la regresión cointegrante. En el caso de la relación entre las 
variables IPC y producción de electricidad podemos decir con un nivel de significación del 
95% que se acepta la raíz unitaria y que por lo tanto no hay cointegración entre estas dos 
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variables ya que el p-valor asintótico  toma un valor de 0.6605 en el contraste de Dicky-
Fuller sobre los residuos. 
En cuanto a la relación entre las variables IPI y producción de electricidad, la conclusión 
seria la misma que con el IPC ya que el valor p asintótico que obtenemos tras realizar el 
contraste de Dicky-Fuller sobre los residuos del modelo es de 0.4643 mayor que 0.05 por lo 
que se acepta raíz unitaria y por lo tanto las variables analizadas no están cointegradas. 
 
3. CONCLUSIONES 
a) El sector energético es muy importante en el PIB de un país y, en particular, el consumo 
eléctrico ya que no es solo el efecto directo que tiene en la economía, sino que realiza una 
labor de multiplicación con los demás sectores. 
b) Las energías renovables van ocupando  un papel cada vez más importante en la 
generación de energía eléctrica en detrimento del carbón que hasta hace poco era la fuente 
de energía primaria más utilizada  
c) El mercado eléctrica predice con un día de antelación los precios del kw según la hora 
del día del consumo. 
d) Hay gran cantidad de datos cuantitativos tanto de producción como de precio en el 
mercado eléctrico, lo que da pie al análisis con técnicas de series temporales. 
e) Producción y consumo presentan gráficos de secuencia similares porque van de la mano, 
eso se debe a que es un bien no almacenable y se cuenta con mucho histórico para adecuar 
ambas variables. 
f) Los datos diarios son muy estacionales en horas y en días de la semana (laborales frente a 
festivos), no lo son los datos mensuales de producción (o consumo). 
g) La tendencia en la producción fue creciente hasta el comienzo de la crisis, a partir del 
año 2007 esa tendencia al alza desaparece llegando incluso a ser negativa. 
h) Capacidad predictiva del modelo ARIMA y del modelo algorítmico. Claramente han sido 
las dos mejores técnicas de predicción. Es cierto que no podemos decir que una técnica de 
predicción sea para todos los casos mejor que otra, pero analizando los datos obtenidos en 
este trabajo queda claro que tanto el ARIMA como los métodos algorítmicos han hecho 
unas predicciones de bastante mejor calidad que las realizadas mediante el análisis clásico. 
i) El cambio a facturación por tramos horarios no ha producido un cambio de hábitos (de 
componentes estacionales) pero sí un cambio en el consumo que se ha trasladado en horas: 
se ve tanto en el test de Chow como el contraste Wilkoxon de medias. En el análisis de 
intervención los resultados obtenidos son idénticos a lo contrastado por Chow y Wilkoxon 
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en el caso de las medias, pero al no conseguir un modelo con residuos ruido blanco, no 
podemos validar los resultados obtenidos mediante el análisis de intervención. 
j) Podría aceptarse en un análisis básico que hay cointegración entre el IPI y la producción 
de energía. La regresión realizada entre ellas tiene sentido y no da lugar a relaciones bacías 
entre las series estas dos series. Pero al realizar el contraste de Dicky-Fuller, que es un 
análisis más completo que el de Durbin-Watson con el que hemos obtenido cointegración 
entre las dos variables, vemos que no podemos aceptar la cointegración. Lo mismo ocurre 
entre las variables IPC y producción de energía, por lo que concluimos que ni el IPI ni el 
IPC afectan de forma significativa a la variable producción de electricidad. 
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