This paper describes a method for modeling wide area outdoor environments by integrating omnidirectional range and color images. The proposed method efficiently acquires range and color data of outdoor environments by using omnidirectional laser rangefinder and omnidirectional multi-camera system (OMS).
Introducution
3D models of outdoor environments can be used in a number of fields such as simulation and virtual walk-through. However, such 3D models are often made manually with high costs, so recently automatic 3D modeling has been widely investigated; for example, 3D shapes estimation from an image sequence [1] [2] [3] and measuring outdoor environments by a laser rangefinder [4] [5] [6] . The former has the problem that estimation accuracy for modeling of wide area outdoor environments is low. On the other hand, the latter can measure the shape of object with high accuracy and in a long distance.
This paper proposes a 3D reconstruction method for wide area outdoor environments. By using an omnidirectional laser rangefinder and an omnidirectional multi-camera system (OMS) which can capture a wide-angle highresolution image, the range and color data of outdoor environments are efficiently acquired. Note that the omnidirectional color and range images are acquired approximately at the same position to register both of the images geometrically. Moreover, by using RTK-GPS and gyro sensor to measure the position and orientation of the sensor system, the 3D outdoor scene model is efficiently generated. This paper is structured as follow. Section 2 describes the sensor system which is used to acquire omnidirectional range and color im- ages. Section 3 explains the 3D modeling method which integrates range and color images obtained at multiple positions. In Section 4, experimental results with the proposed method are described. Finally, Section 5 gives summary and future work.
2.
Sensor System
Data Acquisition
Fig . 1 illustrates the sensor system mounted on a vehicle. The system equips the omnidirectional laser rangefinder (Riegl, LMS-Z360), omnidirectional camera (Point Grey Research, Ladybug), and RTK-GPS. Fig. 2 shows an acquired omnidirectional range image in which the distance from the rangefinder is coded in intensity. Fig. 3 shows a generated omnidirectional color image from images acquired by OMS. Note that the maximum measurable range of rangefinder is about 200m and its measurement accuracy is within 12mm. Ladybug has radially located six camera units in a camera block and their positions and orientations are fixed. Since each camera can acquire a 76821024 image, the Ladybug can acquire high-resolution omnidirectional color images which covers more than 75% of full spherical view. The Ladybug is calibrated geometrically and photometrically in advance [8] .
RTK-GPS and gyro sensor are used to measure the position and orientation of the sensor system. The measurement accuracy is about 3cm. The orientation of the sensor system is measured by the gyro sensor whose measurement accuracy is within 0.5 deg. Usually, yaw value measured by gyro sensor usually includes an accumulative error. In this paper, to avoid the accumulative error, the measurement yaw value of gyro sensor is corrected by interlocking with RTK-GPS.
Alignment of Coordinate Systems
There are four coordinate systems in the sensor system; the rangefinder, the OMS, the RTK-GPS, and the gyro sensor coordinate systems. Geometrical relationship among the coordinate systems is fixed, and these coordinate systems are registered to RTK-GPS(global) coordinate system as shown in Fig.  4 . The method for estimating the transformation matrixes which represent the relationship among the coordinate systems is described below.
(a) Matrix between OMS and rangefinder coordinate systems. By giving the corresponding points of range and color images, the transformation matrix can be estimated by [8] .
(b) Matrix between rangefinder and gyro sensor coordinate systems. The transformation matrix can be estimated by measuring more than three markers whose positions in the gyro sensor coordinate system are known. The markers are placed at positions which can be measured by the rangefinder as shown in Fig. 5(a) . The positions of markers in rangefinder coordinate system are estimated by the range data as shown in Fig. 5(b) . component of the transformation matrix can be acquired by RTK-GPS. On the other hand, the rotation component can be estimated by the gyro sensor. However, only offset of yaw direction in gyro sensor coordinate system and yaw direction in global coordinate system is unknown. The x-axis of gyro sensor coordinate system is aligned with Lat-axis of global coordinate system by measuring a same point in the real scene with rangefinder from two different points.
3D Modeling of Outdoor Environmets

Registration of Multiple Range Images
In order to register the multiple range images, the ICP algorithm is used [9, 10] . The position and orientation of the rangefinder are acquired by the RTK-GPS and the gyro sensor, respectively. The error of orientation value influences parts far from the rangefinder, therefore the acquired position by RTK-GPS is used as position of range data, though the acquired orientation of gyro sensor is used as the initial value of orientation of range data. In the conventional ICP algorithm, the distance between points in paired range data is defined as an error, and the transformation matrix is calculated so that the error is minimized. The present rangefinder measures the distance by rotating the laser scan, thus the spatial density of data points depends on the distance; that is, close objects are measured densely and far objects are measured sparsely. This causes a problem in registering range data obtained at different positions. In order to overcome this problem, we define an error by computing the distance between a point in one data set and a plane determined by adjacent points in the other data set [11] .
Texture-mapping of Color Images on 3D Shape
The 3D shape obtained in the previous section is texture-mapped by omnidirectional color images. Each triangular patch on the 3D shape is colored by the texture from the image which gives the highest resolution. However this strategy fails when an occlusion occurs. The occlusion is detected when the whole 3D shape intersects with a triangular pyramid determined by triangular patch vertexes and the projection center of camera. In such a case, the second highest resolution image is selected.
Experiments
We have carried out experiments of reconstructing our campus. In experiments, the range and color images are acquired at 50 points in our campus (about 250m2 300m). Fig. 6 shows the acquisition points of data in our campus. The sensor coordinate systems are aligned in advance with the proposed method described in Section 2.2. The resolution of each omnidirectional range image is 9042450. The number of polygons of the generated 3D model is 2,930,462. Fig. 7 illustrates a 2D CAD data of our campus overlaid with the generated model. We confirm that the generated model has no large distortion. Examples of rendering the generated model are shown in Fig. 8 .
Conclusion
This paper has proposed a 3D modeling method which is based on integrating omnidirectional range and color images for wide area outdoor environments. In experiments, a 3D model is actually generated from omnidirectional range and color images acquired 50 points in our campus. We can move viewpoint and look around the model freely. However, the sense of incongruity is observed in the generated model, when different images are selected in neighboring polygons. Such an effect is mainly caused by the varying illumination 
