Introduction
Currently, much research is being carried out on group decision making, and various algorithms [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] involving applications of fuzzy theory and Markov chain models have been proposed. However, these studies have been carried out on small groups of only 4-5 people, which is a very small number to apply the method to Web-based applications, because, with a popular Web site, the size of its user base is much larger, and such groups continue to grow with time. Finding hotels, restaurants, and other locations on the Web is a typical application. In such cases, users tend to rely on the reviews of previous guests, in addition to information from the official Web sites of such places. In this context, review-based rankings are important sources of information. Usually, such rankings are generated by calculating the average score in certain categories, such as the room size, site location, and available facilities.
These rankings are intuitively understandable and are widely used.
However, disagreements may arise, as reviewers have different preferences. In addition, no reviewer can evaluate every candidate, and thus, a fair comparison is impossible.
To solve this problem, we focus on the behavior of honeybees when searching for a new nesting site. A honeybee swarm searches for a new nesting site by employing hundreds of scout bees. Each scout bee has a different preference, or "inclination," and visits only a few candidate locations. Nevertheless, the swarm can select the best site based on the recommendations of these hundreds of scout bees [14] .
In this paper, we employ hotel rankings as a typical example, and apply an algorithm based on honeybee behavior to this example. To demonstrate the effectiveness of this algorithm, we conduct simulations and compare its ranking results with those obtained using a conventional method.
Problem domain
We consider the ranking of hotels and employ five factors for evaluation: dinner menu, room comfort, accommodation fee, room service, and spa conditions. In the simulation, the score for each factor is set randomly from 1 to 5. To express the inclination of reviewers, each reviewer is given a weight for their evaluation of each factor. Each weight is set randomly as a real number from 0 to 1. The evaluated score of the x-th factor of the y-th hotel by the z-th reviewer is given by a product of the score for the factor, , and the weight of the reviewer, , as shown below:
To investigate the effectiveness of the honeybee ranking algorithm, we compare its rankings with two others, conventional ranking and "desired" ranking. In conventional ranking, each guest evaluates a few hotels, and the ranking is generated on the basis of the average scores given by several guests. In desired ranking, each guest evaluates all the hotels, and the ranking is generated on the basis of the average scores given by all guests.
In the real world, it is impossible to generate the desired ranking. Our aim is to generate a ranking similar to the desired ranking using less information, and in this study, we investigate the performance of the honeybee-swarm-based algorithm as a means to achieving this.
Decision making in a honeybee swarm

Summary of the honeybee algorithm
In this section, we explain the decision-making algorithm used by honeybee swarms, as demonstrated by Thomas D. Seeley, P. Kirk Visscher, and Kevin Passino [15] .
Scout bees play two roles: explorer and observer. First, hundreds of scout bees travel to candidate sites, and if a site is of a certain quality (i.e., it is over a predetermined threshold), they evaluate the site and then return to the cluster. They then perform dances for observer bees to express their site evaluation. After dancing, explorer bees revisit the site and return to the cluster repeatedly. Observer bees watch their dances in the cluster and some of them are recruited by the dancing scout bees. The recruited bees visit the site and evaluate it themselves before returning to the cluster, where they then dance as described above. Each time the bee returns to the cluster, the dance "strength" decreases until finally it reaches zero. Subsequently, the bee rests, and then it becomes an observer. When a certain number of bees concentrate on a site, the site is selected as a new nest site.
Equations for this decision-making process [15] are shown below. Table 1 defines the notation used in this paper.
The evaluation value of site j at time step k by bee i is given by (1) The dance strength of bee i at time step k is given by (2) The probability that an observer watches a dance is given by 1 exp The probability that a bee is recruited by a dancing bee i is given by 
Application to hotel rankings
We apply the honeybee algorithm to the ranking of hotels. Table 2 summarizes the correspondence between honeybee behavior and the evaluation of a hotel. We denote k as a time step of one week in this algorithm.
denotes the probability that a guest travels again at each time step.
denotes the probability that a guest refers to reviews on a Web site. denotes the probability that a guest visits the hotel based on the review. Table 2 summarizes the notational correspondence between the honey-bee algorithm and the hotel-ranking algorithm. Fig. 1 shows a flowchart of the hotel ranking algorithm. A guest (correspond to an explorer bee) chooses a hotel of a certain quality (larger than the threshold ) on the basis of the official Web site of the hotel. After his or her stay at the hotel, the guest posts an evaluation score on the Web site. As each guest has his or her own inclination, the guest's evaluation score of a hotel is denoted as equation (1) . The guest returns home, and after a time step passes, he or she travels again with probability .
Next, we describe a guest that selects a hotel based on its review score (corresponding to an observer bee). Each guest refers to reviews on the Web site with probability , as shown by equation (3) . Thus, if there are many high-quality hotels on the Web site, the number of guests that refer to the reviews will increase.
After a guest reviews the score , the guest chooses a hotel to visit based on the review score. The probability that a hotel is chosen on the basis of the ith review is given by of equation (4) . Thus, guests tend to visit hotels that have higher scores.
The guest stays at the selected hotel, and submits his evaluation of it. The review score is posted on the Web site, and after a time step, the guest will travel again with probability .
The review score decreases every time step, as shown by equation (2) .
By repeating these processes, a hotel that is of good quality gathers many guests, and, if the number of guests reaches a certain threshold, this process is resumed and a ranking of the hotels is generated on the basis of the number of visiting guests. Table 2 Correspondence between the honeybee algorithm and hotel-ranking algorithm Table 3 Notation used in our algorithm 
Simulations
Simulation parameters
We conducted 12 simulations with different parameters. Table 4 gives an overview of each simulation, while Tables 5-7 show the chosen parameters in detail, and Table 8 lists the parameters that are fixed throughout the simulations. Table 4 Overview of simulation parameters
In simulation 1, the variance of the inclination of guests is small and that of the quality of hotels is large. Thus, this setting is easy to rank. In contrast, in simulation 4, the variance of the inclination of guests is large and that of the quality of hotels is small, and thus, this setting is difficult to rank.
In simulations 5-12, we modify the influence of the probability that a guest refers to reviews, . Table 9 shows the results of simulation 1. In this table, the first column shows hotels that are arranged according to desired ranking. The second and fourth columns show the ranks of the hotels that are generated by a conventional and the proposed methods, respectively. These ranks are an average taken from 100 simulations, and their standard deviations are shown in the third and fifth columns, respectively. Table 9 Results of simulation 1 Table 9 shows that the proposed algorithm is more reliable than the conventional algorithm for higher ranks. This is because the calculation resources concentrate on generating the top ranking, and as a result, the reliability at the top is improved at the expense of the reliability of the lower rankings. This tendency is observed in all simulation results. The proposed method is superior to the conventional method, particularly so in simulation 4, where the parameters make it hard to generate a reliable ranking. Table 10 Results of simulation 2 Table 11 Results of simulation 3
Results
International Journal of Digital Society (IJDS), Volume 4, Issue 3, September 2013 Table 12 Results of simulation 4   Tables 13-20 show the results of simulations 5-12. In these simulations, we change the probability that a guest refers to reviews to select a hotel. From the results, we can see that, where the probability is higher, the calculation resources are concentrated toward generating higher rankings and the reliability of higher ranking is improved at the expense of the reliability of lower rankings. Table 13 Results of simulation 5 Table 14 Results of simulation 6   Table 15 Results of simulation 7
International Journal of Digital Society (IJDS), Volume 4, Issue 3, September 2013 Table 16 Results of simulation 8 Table 17 Results of simulation 9 Table 20 Results of simulation 12 From these results, we can conclude that the honeybee algorithm is effective for generating top rankings when the number of reviewers is limited. The reason for this is that guests concentrate on relatively good hotels, and therefore, the accuracy of higher rankings is improved at the cost of deterioration in the accuracy of lower rankings.
In addition, we find that if the probability that a guest refers to reviews is high from the start, then in the initial stages of the simulations, guests visit the top-rated hotels and do not visit lower-quality hotels, so guests concentrate on evaluating the best hotels. On the other hand, if this probability is low, guests do not visit the top-rated hotels in the initial stages, and so there is a probability that they will visit lower-quality hotels.
In these simulations, we ignore the budget of guests, and as such, every guest tends to concentrate on the higher-ranked hotels. In future work, we will take this constraint into consideration.
Conclusion
In this paper, we attempted to improve the accuracy of a hotel ranking system by applying an algorithm based on the behavior of honeybees. Simulations were conducted to investigate the performance of the honeybee algorithm, and the results confirmed the effectiveness of the honeybee algorithm for the top-ranked hotels.
