1 Introduction
Objectives
Thousands of theorems are proved each year by automated reasoning programs. Those that are ultimately proven may all be true, but they are not all worthy of making it into the growing, recognised body of mathematical knowledge [MB06, Sin04] . The main reason is practicality, as we cannot afford to memorize or store the proved consequences since there is no bound on the number of these. Given that truth cannot act as a final arbitrator of worth, how do mathematicians select which theorems become a part of the body of mathematical knowledge -which get printed in journals, books, or presented at conferences, and which are deemed worthy of being further developed and fortified? And how do they choose what to prove in the first instance -those conjectures that are worth spending time trying to prove? These questions have been explored in the automated reasoning (AR) and artificial intelligence (AI) communities [Len82, Eps87, Faj88, BSZC93, Col01, MBS05] . A diversity of computer programs have been implemented and different approaches have been identified [SGC03] . The objective of this project is to design, implement and evaluate a computer system which performs interesting theorem finding and concept invention by using a recent approach called scheme-based mathematical theory exploration [Buc04a] . This new approach, proposed by Bruno Buchberger, aims at supporting the entire process of mathematical theory exploration, i.e. invention of mathematical concepts, invention and verification (proof) of propositions about concepts, invention and verification (proof of correctness) of algorithms, and storage and retrieval of the formulae invented and verified during this process [BC01, Buc04a] . However, scheme-based theory exploration has not been extensively explored, particularly in regards to the problem of theorem finding. In [CH07] , Madalina Hodorog and Adrian Craciun showed interesting results -albeit produced partly by hand -with the theory of natural numbers that may well be applied to the problem of theorem finding in other theories (see section 2.2). In particular we want to explore the capabilities and limitations of the schemebased approach applied to the problem of theorem discovery and concept invention. The objectives could be summarized in the following points:
• Provide a formal logical underpinning 1 supporting the use of schemes for performing the processes of invention of mathematical concepts, and invention (and verification) of conjectures about concepts.
• Apply the schemes to a number of mathematical theories, e.g. number theory, set theory, etc.
• Evaluate the constructed framework by: (i) analyzing how much "real mathematics" can be produced in contrast with "non-mathematics", (ii) exploring the class of theorems that are not found by the system, (iii) investigating the role of user input in the developed framework and (iv) comparing the results with mathematical textbooks and also with existing programs that perform theory formation in domains of mathematics.
Motivation
Over the last three decades, there has been a thread within the AR and AI communities to allow the computer to play a more important role as a tool for the working mathematician in the process of mathematical theory formation. The tasks involved in this process include the formation of concepts and definitions, making of conjectures about these concepts, proving theorems, and inventing algorithms for solving problems. However, since we can instruct a computer program to draw some, possibly large, set of results (definitions, conjectures, theorems, problems and algorithms) it has become crucial to decide what is worth recording as a part of the body of mathematical knowledge, and what is not. A diversity of computer programs have been implemented [Len82, Eps87, Faj88, BSZC93, Col01, MBS05] and different approaches have been identified [SGC03] . Lately, a new integral framework, the scheme-based mathematical theory exploration [Buc04a] , has been established and its implementation is being undertaken within the Theorema project [BCJ + 06]. The central idea of this approach is based on schemes (see section 2.2). A scheme is a higher-order formulae intended to capture the accumulated experience of mathematicians for discovering new pieces of mathematics. The invention process is carried out through the instantiation 2 of variables within the scheme. As an example, let TN be the theory of the natural numbers in which we already have the definition of successor and addition and let S be the scheme (1). We can invent the definition of multiplication by allowing the theory TN to instantiate the scheme S to {f ← * , g ← λx.0, h ← +, i ← + , zero ← 0}. Figure 1: (Primitive recursion) Scheme capturing the idea of a binary function defined recursively in terms of unary and binary functions. Variable f is instantiated by a new function symbol. In Theorema, variables g, h, i and zero are instantiated by function symbols, proposition symbols and constant symbols in the theory. Note that i must be a constructor of the underlying inductive datatype (e.g. successor in the case of natural numbers) while g and h must be terminating functions.
As a result we obtain one of the standard definitions for multiplication x * 0 = 0 x * (y + ) = x + (x * y), which in turn can be used for the invention of the concept of exponentiation with the instantiation {f ← ∧ , g ← λx.0 + , h ← * , i ← + , zero ← 0} on S.
Schemes can be used not only for the invention of new mathematical concepts or definitions. They also can be used for the invention of new conjectures about those concepts. The scheme (2) creates conjectures about the left-distributivity property of two binary operators in a given theory. Therefore if we are working w.r.t. TN , we can conjecture the left-distributivity property of addition and multiplication by using the instantiation {p ← * , q ← +} on (2).
Figure 2: Scheme generating conjectures about the left-distributivity property of two binary operators. In Theorema, variables p and q are instantiated by function symbols in the theory.
The aforementioned instantiation gives as a result the conjecture ∀ x:nat, y:nat, z:nat x * (y + z) = (x * y) + (x * z) which can be proven by a theorem prover. Once we find a proof for a conjecture, we say that the conjecture is a theorem of the theory.
A theory can have infinitely many theorems and most of them are uninteresting from the mathematician's point of view. Only a few theorems seem to be worth recording as a part of the body of mathematical knowledge. For example, if we have the theorem (f · g)
as they are more complicated versions of the former theorem.
The main motivation for our project is to explore the capabilities and limitations of the scheme-based approach applied to the problem of theorem discovery and concept invention. Our aim is to study the approach across a number of mathematical theories. In [CH07] , is described a case study of mathematical theory exploration in the theory of natural numbers using the scheme-based approach (see section 2.2.1). However, apart from this paper there is, to our knowledge, no other case study of mathematical theory exploration applied to the invention of mathematical theorems 3 . Whereas Theorema was used in carrying out the case study, the user had to provide the appropriate substitutions (Theorema cannot perform the possible instantiations automatically). The authors also pointed out that the implementation of some provers was still in progress and that the proof obligations were in part "pen-and-paper".
The scheme-based approach gives a basic facility to instantiate schemes (or rather higher-order variables inside schemes) with different 'pieces' of mathematics (function, predicate and constant symbols) already known in the theory. In order to instantiate the schemes correctly it is necessary to pay attention to the type of objects being instantiated. This is known as type information and is more rigorously implemented in a type system. We believe that an implementation of the scheme-based approach for theory exploration in a typed system like Isabelle [Pau94b] would provide a more natural and formal process of mathematical invention.
We also believe that an implementation of Buchberger's approach in Isabelle would provide an improvement in reliability and soundness 4 . From the work starting with Mike Gordon on the Edinburgh LCF [GMW79] methodology and culminating in systems like Isabelle [Pau94b] or HOL Light [Har96] , we have learned that we must rely on a small logical kernel based on a well understood theory if we want to improve the reliability and soundness (for example HOL Light logic is based on simple type theory [Chu40, And86] and only has ten inference rules in its logical kernel [Har06] ). In particular, there is no logical kernel within the Theorema system. It is built on Mathematica TM [Wol99] and therefore depends on the soundness of Mathematica, and as with many computer algebra systems (CAS), Mathematica has bugs (see for example [Fat92, Res08] ).
To facilitate the process of proof construction, Isabelle provides a number of automatic proof tools. Tools like the classical reasoner or IsaPlanner [Dix05] can help with the proof obligations in the process of mathematical exploration. Furthermore, there is a mathematical assistant framework developed for Isabelle in [DF05] . This framework could help with the design of the interactive component of our system. Summarizing, we believe that this project is original in several different ways.
(i) It can be viewed as a continuation of previous work. At present time, Theorema cannot perform the possible instantiations from the language of the theory automatically. The user has to provide the appropriate instantiations manually in order to perform theory formation. Within this project we aspire to make a step forward in the automation of the instantiation process. In fact, we have already implemented a very simplified version of the instantiation mechanism of schemes in HOL Light and it works automatically.
(ii) We are using a known material but with a new interpretation. Bruno Buchberger's scheme-based theory exploration is untyped (and likewise Theorema). Any mathematical object in the scheme-based approach must depend on unary functions giving the corresponding type information. In this project we are taking the scheme-based approach and we are interpreting it as a typed version. Furthermore, we are planning to enhance the reasoning mechanism to allow meta-variables to instantiate terms of the theory and not only function symbols, proposition symbols and constant symbols (see section 2.2.2). This, we hope, will give a richer variety of concepts.
(iii) Adding to the knowledge in a way that hasn't been done before. As far as we know, nobody has used instantiation of higher-order formulae for the problem of theorem discovery. ATD systems usually use (philosophical) induction as their primary source for invention like AM [Len82] or HR [Col01] . Theorema is limited in the instantiation process and the only active ATD system which works using a deductive approach is MATHsAiD but it is not using higher-order formulae to generate its theorems. We are also suggesting the use of annotated schemes to find a balance between automation of the discovery process and relevance of theorems discovered (e.g. missing rippling wave-rules) 5 .
Research Problem
The logical consequences of a set of consistent axioms form the theory of those axioms. In such a theory there are many boring theorems and scattered among them there are a few interesting ones. The few interesting ones include those considered as theorems by human experts in the domain, which get printed in journals, books, or presented at conferences. Although humans identify many interesting theorems (of a given set of axioms), it seems inevitable that there are more out there. The problem is thus to generate and identify these undiscovered interesting theorems. Automatic theorem discovery consists not only of inventing mathematical theorems from a set of axioms. Among other activities, it also includes the discovery of new concrete notions or definitions. This activity helps with the development of the theory in a coherent and natural way. For example, in the theory of natural numbers we can define addition using the definition of successor, multiplication using the definition of addition, exponentiation using the definition of multiplication and so on. Once we have these new concepts of interest we can start guessing their properties by conjecturing statements about such concepts.
As stated in section 1.1, this research project will be focused on the aforementioned activities: the process of invention of mathematical concepts and the invention (and verification) of conjectures about concepts. The hypotheses of the project are:
• A theory exploration framework based on schemes can be used for the problem of theorem discovery and concept invention.
• There exists a small number of schemes that consistently instantiate to a large number of theorems and/or concepts that mathematicians generally find to be interesting, while maintaining a relatively small quantity of non-interesting theorems/concepts. • It is possible to evaluate the quality of invented concepts by observing what theorems (if any) can be discovered and proved concerning the concepts.
Research Method
In order to evaluate our hypotheses we have to design, develop and deploy an Automatic Theorem Discovery system that uses the scheme-based theory-exploration approach as its primary method for obtaining theorems and concepts. The system constructed must satisfy the following criteria:
1. The ATD system must work in many, mathematical domains. The representational technicalities of axioms and schemes should not depend on a particular domain or theory. This suggests the use of an existing generic theorem prover or a logical framework.
2. The input of the system is an axiomatic theory and a set of schemes.
3. Interaction with the system is allowed but it must be possible to distinguish the work done by the ATD system in contrast with that done by the user.
4. An initial collection of schemes will be provided which the user may modify or add to. We are still unsure on the number of schemes but we are expecting them to be a small quantity with respect to the mathematical results obtained from the ATD system. Moreover the user may provide conjectures to the system; however it is expected that the vast majority of conjectures will be generated automatically by the ATD system. 5. The proof of theorems can be done automatically or interactively, perhaps by using a similar framework to the one described in [DF05] . 6. The ATD system must provide 'Theorems' 6 in the sense described in [MB06] , i.e. the results that mathematicians call Theorems, Corollaries, Lemmas, etc.
Furthermore, we have to employ the ATD system in a number of mathematical theories to demonstrate the applicability (generality) of the framework developed. Our aim is to construct a theory independent ATD system. Current ATD systems range from very theory-dependent systems, such as Susan Epstein's GT [Eps87] in graph theory, to theoryindependent systems like Roy McCasland's MATHsAiD or Buchberger's Theorema. In fact, there is not a standard test set representative in the field of Automatic Theorem Discovery. However, we can use some of the theories explored by existing ATD systems. Douglas Lenat's AM performed concept formation and conjecture making in elementary set and number theory [Len82] ; Susan Epstein's GT performed concept formation, conjecture making and theorem proving in graph theory [Eps87] ; Siemion Fajtlowicz's Graffiti makes conjectures of numeric nature, mainly in graph theory, as described in [Faj88] ; Rajiv Bagai et al's system worked in plane geometry by constructing diagrams 7 and proving theorems stating that certain diagrams could not be drawn [BSZC93] ; Simon Colton's HR was developed for finite domains and applied mainly for group theory and finite algebra [Col01] ; Roy McCasland's MATHsAiD developed a theory-independent ATD system but applied predominantly to set, number and group theory [MBS05] ; Finally, Bruno Buchberger's Theorema developed as a theory-independent system but used mainly as a program synthesis system for sorting algorithms [BC04] and for the synthesis of the Gröebner basis algorithm [Cra08] . Note that only the Graffiti, HR, MATHsAiD and Theorema projects are current. In the comparison table 1, we see the theories explored by the aforementioned mathematical discovery programs. At this stage of the project, we think that number theory and set theory could be a good start for evaluation as these theories have been investigated by active ATD systems.
6 Throughout this document, we will use Roy McCasland's convention in [MBS06] to denote 'theorems' as proved statements in the logicians' sense and 'Theorems' to designate proved statements which mathematicians generally find to be interesting, including lemmas, corollaries, etc.
7 For example, a parallelogram could be described by stating that there were four ingredient points, A, B, C, and D, four lines and two relations, namely that lines AB and CD were parallel and that lines AC and BD were parallel. The application of our developed system in different theories will also help for the evaluation of the effectiveness of the system. The effectiveness of an ATD system depends on the ability of the system to 'separate the wheat from the chaff' 8 in the process of theorem selection, i.e. the ability to decide which theorems are deemed worthy of being further developed and fortified from the mathematician's point of view from amongst those statements which have been shown to be true in the logical sense [MBS06] . There is a methodological problem with the evaluation of this feature in an ATD system. The main reason is that being a 'Theorem' implies certain properties that are rather subjective and hard to define. For example, Thomas Tymoczko in [Tym93] pointed out that the identification of 'Theorems' is not arbitrary and, therefore, must be based on aesthetic criteria. In fact, he argued that aesthetic criteria are necessary for grounding value judgments (such as importance and relevance) for two reasons. First, because selection (of Theorems) is essential in a world of infinitely many true theorems; and second, mathematical reality cannot provide its own criteria; that is, a mathematical result cannot be judged important because it matches some supposed mathematical reality -mathematics is not self-organized. In fact, he said that it is only in relation to actual mathematicians with actual interests and values that theorems can be divided into trivial and important.
In the computer science and artificial intelligence communities, there have been different heuristics used for the selection of mathematical results (concepts, conjectures, theorems and even algorithms). For example, MATHsAiD (see section 2.1.3) uses non-triviality to get only theorems not 'trivially' produced by prior theorems, irredundancy is used to determine whether a set of hypotheses are required for a given conclusion and simplicity ensures that the theorem is simple. In [Col00] the authors surveyed five mathematical discovery programs to highlight how they estimate the 'interestingness' of concepts and conjectures and extracted some common notions. Empirical plausibility of conjectures is defined as a heuristic to avoid conjectures which have known counterexamples; novelty avoids repetition (very common in search); surprisingness avoids tautologies; appli-cability uses the number of examples the concept has to determine how important it is (more examples means more important); comprehensibility and complexity: more comprehensible means more interesting; finally, utility is the technique to enable the user (or an external automated reasoning program) to express a particular interest to the mathematical discovery program.
The evaluation method for effectiveness is thus a non-trivial aspect of the research. At this stage of the project a comparison with the theorems, lemmas and corollaries in mathematical textbooks 9 and a comparison with existing rival techniques seem to be acceptable evaluation methods. Furthermore, we have designed a plausible case study in which the theorems discovered by our system can help the rippling proof method (see section 2.3).
An important issue of the research will be the process of concept invention. In fact, we believe that interesting concepts can give insights into the process of theorem finding, i.e. good concepts reveal good theorems. For that reason, we aim at selecting only those concepts that seem promising for the development of the theory. This, we hope, would not only contribute to the quality of the produced theorems but also help with the combinatorial explosion by tailoring the search. To investigate each generated concept, we plan to use a heuristic search. For example, we can consider whether a new concept satisfies certain mathematical properties important for the user, e.g. associativity or commutativity for binary operators; partial or total ordering for relations; or in general whether a concept C satisfy a scheme S defined by the user. We can also use MATHsAiD's techniques implemented in our system (or MATHsAiD itself) to judge the level of importance of the concepts, e.g. by the number of interesting theorems generated by each concept.
One last important aspect of this work is to study the role of the user in the discovery process. The output of discovery programs is usually intended for humans, so enabling the user to guide the search in some way is a good idea [Col00]. Lenat's AM program relied heavily on user input. AM permitted users to specify a special interest in concepts by giving them a name and this encouraged AM to search around that concept. Susan Epstein's GT program also allowed a user to focus attention on any particular concept, driving the search around that concept. The role of the user in the Graffiti program was to supply graph theory concepts which the program could use to make conjectures. In HR, the user can set certain parameters before running it in order to direct the search in advance. In MATHsAiD it is possible to specify terms of interest and in Theorema it is possible to specify schemes to tailor the search. However, an important consideration of this interaction is that it must be possible to decide which contribution was done by the mathematical discovery program and which part was done by the user.
Caveats and Limitations
• This research will explore the scheme-based approach for the processes of invention of mathematical concepts and invention (and verification) of conjectures about concepts. The exploration of different techniques (except those used by MATHsAiD) will remain outside the scope of this project.
• The project will not aim to investigate how mathematicians find interesting theorems. To implement a model of human theory formation would involve studying mathematicians at work, and this will not in any sense be our goal.
System Architecture
The basic outline of the system as it is currently envisioned is presented in fig 3. The system is divided into two layers: process layer and service layer. The main reason for having the user interface (service layer) in a second layer is because we believe that we can stand with Isabelle's ML interface during the first half of the project development (see section 1.7). The service layer can be viewed as the interface between the user (or an automated reasoning program) and the Automated Theorem Discovery system. It supports the management of the schemes in the scheme library, the theory in the logical framework and the navigation through the theory with a set of different commands. A user who intends to explore a theory interacts with three different system components in this layer: logic manager, session manager and scheme manager.
The logic manager helps the user in selecting or constructing a theory which will be explored. This capacity is already built-in to many theorem provers and they usually provide a number of different theories already formalized (see section 2.4). Isabelle, for example, provides theories for natural numbers, rings and fields, sets and functions, and many others. Also, in Isabelle one can select from (or even construct) different logics e.g. first order logic, higher order logic, set theory, Martin Löf's constructive type theory, etc., from one of which the theory will be constructed.
The session manager gives the user control over each exploration situation (see section 2.2.1). An exploration situation consists of a theory being developed, together with a library of knowledge schemes. The basic operations for the session manager are:
• Add concepts to the exploration situation and explore their properties.
• Add propositions to the knowledge base.
The last component in the service layer is the scheme manager. It provides support for the addition, deletion or modification of schemes in the library of schemes.
The main component developed in this project will reside in the process layer. In this layer will take place the key processes that any ATD must have: generation of conjectures, proof and identification of theorems. Different activities will take place in this layer, e.g. the invention of Figure 3 : Diagram showing the essential components of the system. The input to the system will be a mathematical theory in some logic, a set of schemes in the same logic, and possibly, a set of commands for the interaction with the system. The input will be handled by the scheme, session and logic manager within the service layer. The process layer will be the main component of the system where concept, conjecture and theorem invention takes place. The output of the system will be theorems and definitions used by these theorems.
mathematical concepts, the invention of conjectures about concepts, the verification (proof) of conjectures, the filtering of theorems, etc. 2. Design of the Process Layer. An initial design for the process layer will be proposed. To achieve this goal an initial mathematical discovery framework (similar to that described in section 2.2) that uses schemes for performing the process of invention of mathematical concepts and invention of propositions about concepts will be designed. 6. System evaluation. The evaluation of the system will take place throughout most of the research project. Different mathematical theories will be tested and the results will be evaluated in terms of the criteria mentioned in section 1.4. A plausible case study is depicted in section 2.3. We think that number theory and set theory could be a good start for the evaluation of our system because they have been investigated by active ATD systems. We can also compare our system with the mathematical results exposed in the well known Thomas Hungerford's Algebra book ([Hun03] 
Workplan

Inductive Approach
The inductive 10 approach uses examples as a primary source for invention. Induction is a reasoning mechanism that makes generalisations based on individual instances (experiences or observations). The idea behind this approach is to use examples to construct mathematical conjectures. An attempt is then made to prove or disprove the conjecture and if disproved, modifications to the conjecture are made. A good example of this could be to observe that 3, 5, 7, 11 are all odd and a possible conjecture about this observation could be to say that all odd numbers are primes. This approach has the disadvantage of being unsound and a major part of the conjectures constructed are false [SGC03] .
In [Len77] Douglas Lenat outlined the AM program. This program was able to discover relationships between known concepts and to define new ones from old ones. Starting with 115 concepts such as relation, lists, sets and bags, the program would discover number theory concepts and conjectures such as prime numbers, Diophantine equations, unique factorisation of numbers into primes and Goldbach's Conjecture. In set theory, AM would discover concepts and conjectures like De Morgan's Law, singletons, subsets and supersets.
Mathematical concepts were represented as a list of 25 slots or facets. Each facet corresponded to some aspect of a concept, e.g. the definition for the concept, an algorithm (in LISP) for calculating examples of the concept, examples of the concepts, which other concepts it was a generalization of, conjectures involving the concept, etc.
The basic activity was to choose some facets of some concept, and then try to fill in new entries to store there; this would occasionally cause new concepts to be defined. The high level decision about which facet of which concept to work on next could be handled by maintaining an ordered agenda of such tasks. The techniques for actually carrying out a task were contained within a collection of 242 heuristics. Each heuristic had a well-defined domain of applicability, which coincided perfectly with a number of AM's concepts.
Possibly it is difficult to judge the proportion of true conjectures AM conjectured, basically because AM was unable to give a proof of its con-jectures (AM lacked theorem prover abilities). However, Douglas Lenat stated that half of the concepts AM produced were termed as "losers" and half of the rest were "marginal" ([Len82] p. 839). Unfortunately, he never qualifies these remarks, and we have to interpret his definition of "losers" and "marginal". In [Col01] p. 307 Simon Colton guessed that "loser" could possibly be (i) concepts for which there are few or no examples or (ii) concepts with non-sensical definitions because the LISP code for them does not compile.
Although AM had strong characteristics of inductive reasoning, it must be noted that AM also used a lot of heuristics to manage the number of tasks it would have on the agenda. This use of heuristics is a notable feature of the next mathematical discovery approach, the generative approach.
Generative Approach
The generative approach can be viewed as an extension to the inductive approach. It still uses inductive reasoning combined with heuristics to create conjectures inside a "generate and test" framework [SGC03] .
One possible form of generation is to create conjectures by mechanical manipulation of symbols. The MCS 11 program [ZJ99] uses the "generate and test" approach for finding interesting theorems. MCS started with a given theory consisting of a signature and a set of axioms and proceeded with the generation of possible models for the theory using model generators like FINDER [Sla95] , SEM [ZZ95] or MACE [McC94] . Then well-formed formulae were constructed and tested against the already generated models. Depending on the results, the set of formulae were divided into three different subsets: S0 contained the formulas which were false in every model, S1 contained the formulas which were true in every model and S2 the rest of the formulas. The formulas in S0 were discarded while the formulas in S1 were considered conjectures. Inductive learning was used to find relationships between formulae in S1, e.g. which formula (or set of formulas) implies other formulae . The formulas in S2 were processed with machine learning techniques to find possible relationships between them e.g. using the free variables of a pair of terms T1 and T2, formulate different combinations of quantifiers Θ and generate the conjecture Θ(T1 = T2). As a last and optional stage, the conjectures were proved or disproved using EQP [McC96] .
One drawback to this approach was the excessive number of boring theorems produced. For example, suppose there existed a theorem ∀x∀y∀z φ(x, y, z) = γ(x, y, z) then there also existed ∀x∀y∃z φ(x, y, z) = γ(x, y, z) and ∀x∃y∀z φ(x, y, z) = γ(x, y, z) and . . .
11 Named after the acronym of Model Conjecture Searching.
Instead of using a syntactical construction of formulae, the HR 12 program proceeds by using an example driven 13 approach [Col01] . Broadly speaking HR works using the model generator MACE to generate objects of interest from a set of examples and definitions, then a process of concept formation and conjecture making is carried out, and finally the Otter theorem prover is used to prove the conjectures [Col01, Col02, CBW00].
The process of concept invention is carried out from old concepts starting with the concepts provided by MACE at the initial stage. These concepts, stored as data-tables of examples rather than definitions, are passed through a set of 10 production rules whose purpose is to manipulate and generate new data-tables. Specialisation and generalisation of data-tables and ways to combine and negate them are the strategies followed by the production rules. For example, the Match rule extracts those rows of the table where the entries in certain columns were equal, the Exists rule removes at least one of the columns of the table, the Compose rule overlaps the rows of two tables to produce a new one and so on.
Concept formation is driven as a heuristic search: less interesting concepts are developed after more interesting ones. There are heuristics to measure different aspects of each concept. Comprehensibility is used to measure how many production rule steps have been applied to create the concept (simpler concepts were better), Novelty measures how many times the categorisation of a concept have been seen (yielding lower scores for categorisations that have been seen many times before), Parsimony measures how small or large is the data-table containing the concept (smaller tables are scored better), and finally Applicability is the number of examples the concept has calculated as the proportion of entities which appear in the left hand column of the data-table for the concept with respect to the number of entities in the theory.
Theory formation is built on top of concept formation. HR takes the concepts obtained by the production rules and forms conjectures about them. There are different types of conjectures HR can make, e.g. equivalence conjectures which amounts to finding two concepts and stating that their definitions are equivalent, implication conjectures are statements relating two concepts by stating that the first is a specialization of the second (all examples of the first will be examples of the second), non-existence conjectures are statements that a particular definition is inconsistent with the axioms of the theory (there is no example which satisfy the definition), etc.
Recent improvements of HR allow using Otter as a filter for newly obtained theorems [Col05] , inputting initial concepts in the Maple TM computer algebra system format, and substituting Otter and MACE by humans.
Although HR has been used to find 14 sequences missing from the encyclopedia of integer sequences and to add 184 problems to the TPTP library, it has limitations. You can see in [BCHM03] the following:
12 Named after the mathematicians Hardy and Ramanujan. 13 The argument Simon Colton gave was that by using examples HR could be more efficient. He stated that examples can avoid inconsistent definitions (e.g. prime square numbers) and equivalent definitions (definitions with different examples were not equivalent) [Col01] (page 59).
"Two separate explorations by research mathematicians (McCasland and Huczynska) were undertaken into the potential for HR in research mathematics. Both concluded that, while HR has some unique qualities which may have potential, the system as it stands is not ready for use in research mathematics..." An important limitation was described about the inability of HR (and Otter which is the system HR relies upon) to let the user specify higher level mathematical concepts.
"... it would be better to enable the user to specify higher level mathematical concepts -which they [mathematicians] are interested in -and to get HR to make discoveries about these concepts, than to build theories from first principles."
Another criticism was that the discovery process was only limited to theorem proving on conjectures constructed inductively (from examples). There were no conjectures constructed in a deductive way (e.g. from already discovered theorems), namely, deductive approach.
Deductive Approach
The deductive approach generates only theorems and may or may not use heuristics directing the search towards interesting theorems. The advantage of the deductive approach is that each generated theorem does not pass through the conjecture making stage (every output is known to be a theorem). But in the same way, many of the theorems are not interesting (boring theorems).
Roy McCasland's MATHsAiD program was intended for use by research mathematicians and was designed to produce interesting theorems from the mathematician's point of view [MBS05] . MATHsAiD starts with an axiomatic description of a theory; hypotheses and terms of interest are then generated (hypothesis generator), logical consequences of the hypotheses are generated (theorem generator) and then a filtering process is carried out according to interestingness measures (theorem filter). Non-triviality ensures that theorems are not trivially producible by prior theorems. Irredundancy is used to determine whether all the given hypotheses are required for a given conclusion. And simplicity ensures that the theorem is the simplest in its equivalence class.
Given the set of axioms and definitions, the hypothesis generator (HG) builds up a finite sequence {Hi}i=1...n where Hi is a set of hypotheses and a selection of axioms and terms of interest corresponding to each Hi. Each Hi facilitates the discovery of common properties like commutativity or associativity for operators and reflexivity, symmetry and transitivity for relations. Examples of these sequences can be found at http://dream.inf.ed.ac.uk/projects/mathsaid/MATHsAiDResults.html. The idea behind this was to concentrate on local aspects of the theory and to build theorems in layers, rather than build them all at once. Moreover, the HG also looks at the axioms or theorems for finding converses. If such a converse exists, it is passed over to the theorem generator that will attempt to prove it.
The set of hypotheses H k constructed by the HG becomes the input of the theorem generator (TG). TG asserts the hypotheses and applies forward deduction using the built-in, first-order theorem prover (MATHsAiD uses Prolog's first-order predicate calculus) to derive all conclusions. Conclusions satisfying non-triviality are then asserted, the process starts over, until no more new conclusions can be found. The resulting conclusions are then passed to the theorem filter.
The theorem filter takes the conclusions from the TG and filters them with the irredundancy and simplicity heuristics. All theorems failing the test are eliminated and all remaining theorems are stored back within H k .
This approach provided some encouraging results in set theory, number theory and group theory [McC06] . Theorems that typically appear in books were identified as interesting by MATHsAiD. Furthermore, the system was recently extended towards automated discovery of inductive theorems [MBA07] .
The automated theorem discovery program that is intended to be built in this research project is likely to use some of the characteristics of MATHsAiD or even MATHsAiD itself.
Manipulative Approach
The generation of conjectures from existing theorems is done in the manipulative approach [SGC03] .The idea for this approach could come from the observation of the usual property exhibited by fundamental theorems, i.e. these theorems are fundamental because they are results from which further, more complicated theorems follow without reaching back to axioms. Operations like generalisation, specialisation and combination are performed on existing theorems to produce new conjectures. In [Pla80] , is described an application of abstract mapping in which the solution of a problem is found by converting the original problem to a simpler one and using the solution of the simpler problem to solve the original. In [Vor00] , Andrei Voronkov discussed how to evaluate first-order provers when only a library with a relatively small number of problems is available for benchmark (in the CADE ATP System Competition). He considered the problem of fine-tuning of theorem provers towards the problems from the library and suggested the manipulation of the problems in the library to produce new problems for testing the robustness of ATP systems' performances. The disadvantage of the manipulative approach is that the conjectures produced are usually "artificial in nature", and therefore uninteresting. However, if the operations are satisfiability preserving, then theorems rather than conjectures are produced.
Schemes and Algorithm Synthesis for Invention
Scheme-based theory exploration, proposed by Bruno Buchberger, uses schemes and algorithm synthesis for mathematical theory formation. Given a mathematical theory and knowledge schemes, Buchberger's approach would proceed in a bottom-up/top-down fashion to perform invention of concepts (i.e. definitions), invention and verification of conjectures about notions, invention of problems involving notions and invention and verification of methods (algorithms) for solving problems [Buc04a] . The results could then be used for expanding knowledge bases in the framework of "Mathematical Knowledge Management" (see [BC01] ).
A mathematical theory consisted of:
• Description of a first-order language L of predicate symbols (including an equality predicate and one or more unary predicates used to describe the "types" of objects), function symbols (including the identity) and constant symbols.
• A knowledge base K consisting of a collection of first-order formulae over the language L .
• The reasoning mechanism I of the theory, consisting of a collection of reasoning methods including first-order predicate calculus and rewriting augmented by theory specific-inference rules.
Knowledge schemes were higher-order formulae intended to capture the accumulated experience of mathematicians and there were two types: theory independent and theory dependent where op is a higher-order variable and is−semigroup is a special higher-order constant 16 .
• Theory dependent, e.g. schemes for recursive functions on the natural numbers,
The use of schemes for mathematical invention can be seen with the following example from [Buc04a] . Let's suppose we have the following formula ∀x,y
which could be interpreted as a relation between the two predicates ≤ and ∼. This relation could be made explicit by the definition
which in turn can be used as "interesting" knowledge for inventing some new piece of mathematics. Note that in equation (3) the predicate ∼ is defined in terms of the predicate ≤. Equation (4) express the relation between ∼ and ≤ explicitly and AR is termed as relator. Relators have an interesting reasoning aspect, for example, one can prove the following theorem:
««
In other words, if we know that ≤ is in the "category" of transitive predicates and ∼ is related to ≤ by the relator AR then ∼ also is in the category of transitive predicates. Bruno Buchberger said that by studying the relator AR, one soon arrives at the following theorem:
which motivates the consideration of the relator AR.
The invention of a new notion (definition, axiom) can be obtained from (4); if we have a predicate P in K then we may apply the scheme (4) by introducing a new binary predicate constant Q asserting AR(Q, P ) and obtaining as a result a new notion Q whose definition is ∀x,y " Q(x, y) ⇔^ P (x, y) P (y, x) « If we suppose that P and Q exist in K then we can invent a new proposition by conjecturing AR(Q, P ) to obtain ∀x,y
This conjecture can be proved or disproved using K . The invention of a problem was performed in a similar way as inventing a new notion. If the knowledge base K contained a predicate P then one can invent the problem of "finding" a Q such that ∀P,Q. AR(Q, P ) where the solutions were supposed to be recursive equalities which they called algorithms. The invention of algorithms was performed by using a program synthesis method called lazy thinking [Buc03] . In the lazy thinking approach, a solution for the problem was proposed by selecting an algorithm scheme available. This algorithm scheme was defined in terms of recursive equality definitions as shown.
The proof was likely to fail due to the introduction of new symbols (predicates or functions) in the scheme. The failed proof was analysed and conjectures were formulated to get over the failure. The conjectures were considered as specifications for the new symbols and either concepts that verified the specifications were retrieved from K or the process was repeated.
Scheme-based Theory Exploration over the Naturals
In this section is presented a case study of exploration of the natural numbers using Buchberger's approach described in the previous section. This example is taken from [CH07] with some minor changes, e.g. typing information.
In this example is illustrated: the invention of new concepts (addition, multiplication and exponentiation) in the theory by using definition schemes and the invention of new propositions using proposition schemes (associativity, commutativity, etc.). You may want to look at [CH07] for a complete presentation of theory exploration over the natural numbers. In the article you can also find the invention of problems using algorithm knowledge schemes. Notions such as: function symbols (predecessor, subtraction, quotient, remainder, greatest common divisor), predicate symbols (weak less-equal, strict less-equal, divides, proper divides, is-prime), propositions about these notions (such as: quotient-remainder decomposition theorem, prime decomposition theorem) are also illustrated in the article. Some of the schemes used in the reference are provided in the appendix A.
Note that Theorema was used to carry out the case study (all the schemes presented were formulated in the system). However it is the user who has to provide the appropriate substitutions (Theorema cannot perform the possible instantiations from the language of the theory automatically). Most of the proofs involved in the case study were done automatically using the available provers of Theorema. Nevertheless the authors pointed out that the implementation of some provers were still in progress specially due to the fact that they needed multiset theory which they lacked at that moment. The management of the exploration (query, knowledge retrieval, transport, etc.) process was also done manually by the user. In [CH07] was written:
"...while we are not at the stage where all the aspects of theory exploration are supported by the system, we believed that case studies such as the one presented on this paper, which are in part "pen-and-paper" can help achieve the goal of full computer support: they help the design of provers, theory exploration tools, specifications for theory exploration."
Theory of Natural Numbers
We now describe the Theory of Natural Numbers,
• L N =˙{= :nat→nat→bool }, { + :nat→nat, id:nat→nat}, {0:nat}¸, where + is a function symbol (the successor function) and id is the identity.
• K N consists of the equality axioms, plus the well-known Peano axioms where addition and multiplication are not defined.
Equality over naturals ∀x:nat, y:nat, z:nat
fnc subst for f Uniqueness ∀x:nat, y:nat
Note that "prd subst for p", "fnc subst for f " and the induction principle are in fact higher-order. f stands for any function symbol and, p and F are predicate symbols. In Theorema these axioms were lifted to the inference level.
• I N consist of first order predicate logic calculus, equality reasoning, and the induction inference rule.
Exploration rounds
In Buchberger's proposed approach, theory exploration included a sequence of exploration situations. An exploration situation consisted of a theory being developed together with a library of knowledge schemes. The steps (presented in figure 5 ) that helped in the development of a theory were:
• Add definitions to the theory T (to the language L and the knowledge base K ) and explore their properties. Definitions are considered as functions, predicates or constants. Definition schemes are instantiated for inventing definitions and new symbols are introduced for each new definition. In this process no proof is needed and it is entirely a definitional stage.
• Add theorems to the knowledge base. The derivation of consequences from the axioms and definitions (already created) is performed in this part of the exploration rounds. Proposition schemes are instantiated for inventing new conjectures. Once a conjecture has been invented a proof attempt take place. If the conjecture is proved to be true then the theorem is added to the theory T , otherwise the conjecture is discarded.
• Solve problems. Problems were introduced in the theory by instantiation of problem schemes. The method for solving algorithmic problems in the context of scheme-based theory exploration was lazy thinking and was proposed by Bruno Buchberger, see [BCJ + 06]. It consists of the following:
-a solution of the problem is proposed by selection of an algorithm scheme available, -this is instantiated with new symbols (not present in the language) and a correctness proof is set up, -the proof will very likely fail, due to the new symbols, -the failed proof is analyzed and conjectures about the new symbols are formulated -the conjectures are specifications (problems) of the new symbols, and either retrieve concepts that verify the specifications, or the synthesis process is repeated
• Add new inference rules to the inference mechanism. The way to add new inference rules to I is to lift knowledge to the level of inference. As a result of lifting knowledge to inference, K and I are updated. Buchberger's view of scheme-based theory exploration where T is the theory being developed, L is the first-order language containing all predicate, function and constant symbols; K is a knowledge base consisting of first-order formulae over L ; I is the reasoning mechanism of the theory; and S is a set of schemes.
First Exploration Round
The first function symbol introduced is addition (+). The definition of addition can be invented by using a scheme inspired by the recursive structure of the natural numbers. The scheme captures the idea of a binary function defined recursively in terms of unary functions.
Note that this scheme is theory dependent as it uses the notion of + , i.e. it depends on the theory of natural numbers. However, we can easily generalize this scheme to a theory independent setting by allowing an object of generic type (x:A) to instantiate the scheme and using a higher-order variable for + and a first-order variable for 0. This more general formula is revealed by scheme 5 and can be used with any piece of mathematics (function symbols, predicate symbols and constant symbols) that match the typing information in the formulae. In fact, the purpose of theory-dependent schemes is solely to reduce the search space on the number of inventions as we will soon see. 
With is-rec-nat-binary(f , g, h) (appendix A shows all the scheme knowledge base) we can introduce a new symbol f by using only the definitions already known in the theory. The function symbol f is instantiated with a new symbol, while g and h are instantiated with symbols from the language of the theory. The new notions invented are:
is-rec-nat-binary(⊕, id,
As a result of the instantiation {f ← ⊕, g ← id, h ← + } we obtain one of the standard definitions for addition.
In each case, the definition knowledge schemes generate several new mathematical notions. Some of the notions introduced are interesting for further exploration as is the case for the ⊕ function symbol. Some others will lead to definitions with no mathematical meaning. The challenge is thus, to choose the appropriate instantiation for a fruitful development of the theory. Indeed, a wise selection of the instantiation is one of the objectives of this research project.
Then we can explore the structure of the new concept ⊕. For example, we see from the definition of ⊕ that the constant 0 is the "right zero" of ⊕. Also we can use proposition schemes for discovering the properties of the concepts introduced. The instantiation is-semigroup(⊕) generates the totality (i.e. ⊕ is closed over the naturals) and associativity property of addition. The instantiation is-monoid(⊕, 0) generates the neutral element property in addition to the properties introduced before. The instantiation is-commutativity-monoid(⊕, 0) generates the commutativity property of addition.
Going further in the hierarchy of algebraic knowledge schemes we have the is-group knowledge scheme. The possible instantiations in this scheme are:
give us the sub-goals for the inverse element:
None of the above formulas hold. Neither the identity (id), nor the successor ( + ) function symbols are inverses for the natural numbers. The only chance that the natural numbers together with ⊕ and 0 form a group is that there is some unary function symbol that is an inverse. We have to see if such a function already exists, and if not, see whether it can be invented. Lazy thinking is then used to try to synthesize the inverse function of natural numbers. We want to know whether there exists a function ⊖ such that is-group(⊕, 0, ⊖), i.e. the following formula holds:
If the application of lazy thinking succeeds then we add the new function to the theory. In order to synthesize the function, an attempt to prove the above formula is done and if the proof fails, the proof is analyzed and conjectures on the new symbols are formulated. These conjectures are specifications for the unknown function symbol 17 . The proof of 6 is by induction on x. For the base case, an attempt to prove 0 ⊕ (⊖0) = 0 is made. By using the definition of ⊕ and commutativity leads to the sub-goal (⊖0) = 0. The proof fails but the conjecture (specification) is straightforward: ⊖0 = 0. In the induction step we take an arbitrary but fixed x0 :nat . We assume x0 ⊕ (⊖x0) = 0 and try to show Because we can establish that our goal introduces a contradiction, our problem has no solution, i.e. there is no inverse function for the natural numbers. This means that the natural numbers with ⊕ and 0 as the neutral element cannot form a group.
Subsequent Exploration Rounds
Given addition introduced by ⊕ we can invent the definition of multiplication. The definition of multiplication can be invented again by using a scheme inspired by the recursive structure of the natural numbers. Now the scheme must capture the idea of a binary function defined recursively in terms of unary and binary functions.
The instantiation is-rec-nat-binary2( * , λx.0, ⊕) invents the definition of multiplication.
Note that we have instantiated g with the lambda term λx.0. We previously said that Buchberger's scheme-based theory exploration allows only the instantiation of higher-order variables with proposition symbols, function symbols and constant symbols of the theory. The reason of this inconsistency is because of typing information. Here we exhibit a typed version of [CH07] . In Buchberger's approach is allowed to instantiate g to 0! This is not a problem for our typed schemes since we can define g to be a first-order variable, i.e g:nat.
Instantiations of knowledge schemes generate the properties for the * function symbol.
• is-semigroup( * ) the totality and associativity properties. 17 In this example no algorithm schemes were used for the synthesis attempt.
• is-monoid( * , 0) the constant symbol 1, and abbreviation for 0 + .
• is-commutativity-monoid( * , 1) the commutativity property.
The instantiation is-rec-nat-binary2( ∧ , λx.1, * ) invents the definition of exponentiation.
Instantiations of knowledge schemes generate the properties for the ∧ function symbol.
• is-semigroup( ∧ ) the totality property.
We presented the model, described by Bruno Buchberger, of schemebased mathematical theory exploration applied to a fragment of a case study in the theory of natural numbers. The complete presentation of [CH07] explores, at an abstract level, the notion of decomposition which leads to the "invention" of the quotient-remainder theorem 18 , and the prime decomposition theorem 19 . Certainly, mathematicians already know about this result. Note, however, that Buchberger's exploration model provides a methodology for exploring/inventing mathematics. The authors in [CH07] concluded by saying:
"Once the user is familiar with the exploration mechanism, and with a few mathematical ideas (schemes), (s)he can explore freely many theories. Remember that many mathematics courses take students on fixed paths, with often little room for experimentation. We believe that the scheme based model has a great didactic value, and it should be pursued both as a research and teaching tool."
Extension to the Instantiation Process
We have previously shown how Bruno Buchberger's proposed approach to theory exploration can help the invention of addition and multiplication in the theory of natural numbers. In order to discover these concepts, two different definition schemes were needed. The definition of addition was invented by using a scheme that captures the idea of a binary function defined recursively in terms of unary functions. The definition of multiplication was invented by a scheme inspired by the notion of a binary function defined recursively in terms of unary and binary functions 20 . A natural question is whether it is possible to discover both concepts by using only one scheme, i.e. whether it is possible to enhance schemes to make them provide a richer variety of concepts.
One of the aims of our project is to enhance the instantiation process suggested in the scheme-based theory exploration to allow special higher-order variables (or meta-variables) to instantiate terms of the theory, rather than only function symbols, proposition symbols or constant symbols in the language. We can achieve this with the following enhanced scheme
where f , g, h and i are higher-order variables whose instantiation capabilities are limited to function symbols, proposition symbols and constant symbols, zero is a first order variable and T is the meta-variable which is supposed to synthesize terms from x, y, f , h and i. Here, we are, in fact, defining a family of different (non-enhanced) schemes depending on the instantiation of T. Note here that some terms could lead to mathematical inconsistencies which can be easily identified by the definitional capabilities of provers like Isabelle or HOL Light. They also can be avoided by using primitive recursive definitions only. One such inconsistency could be the following definition
which immediately leads to 0 = 1 by subtracting f (x, y + ) on both sides of the recursive part of the definition.
A simple term synthesizer which generates term trees up to a height n will produce the following terms:
where T k (0 ≤ k ≤ n) is any term tree with height k (note that in this context f (Tj , T l ), h(Tj, T l ) and i(Tj) are sets of terms formed by the application of these functions to the terms Tj and T l where Tj is any term with height j and T l is any term with height l). With (7) and the synthesizer programed to construct terms up to a height 2, we now not only can invent the concepts of addition and multiplication, but also the definition of exponentiation and many others hidden in the scheme. However, we should notice that the number of terms constructed in this way grows at an exponential rate. The recurrence equation determining the number of term trees of height k is the following
Ci which gives the sequence 2, 10, 290, 191690, 77937511890, . . .. We later outline some ideas to moderate this problem.
Enhancement of Conjecture Making
There is nothing suggesting that the use of meta-vatiables should be restricted to the process of concept formation. We can also use metavariables in the process of conjecture making (proposition schemes). A simple example could be the following (enhanced) proposition scheme
where T is the meta-variable ranging over terms that contains x, y, f and g. Our hypothetical term synthesizer will produce the following terms:
. . .
If we instantiate the previous scheme to {f ←<>, g ← rev} and we allow the synthesizer to produce term trees up to a height 2 then we can produce, for example, the conjecture
This conjecture can then be proved and its status be lifted to a theorem. Theoretically, two or more meta-variables can be used in one scheme but this is prohibitive because it will lead to the problem of combinatorial explosion. In general, this extension to the scheme-based approach provides more automation from the user's point of view. More concepts and conjectures can be invented with fewer schemes. The drawback is that we also increase the number of uninteresting concepts and conjetures. However, we can mediate this problem in different ways:
• We can reduce the numbers of non-interesting concepts by using proposition schemes. The user can apply a set of schemes which should be satisfied by each new concept invented. For example, new binary operators should have the associativity and commutativity properties.
• By using rippling (see section 2.3.1). We can restrict the process of conjecture making by choosing only those conjectures that assist at the rippling proof method (see sections 2.3.2 and 2.3.3).
• By using different heuristics. We can apply the heuristics used by MATHsAiD and/or other ATD systems to improve the quality of the concepts and conjectures invented.
• By inventing only primitive recursive functions. Many interesting functions are usually defined recursively. In fact, most of the time these are defined by what is called primitive recursion. This means that the recursion equations must be of the form f x1 . . . (C y1 . . . y k ) . . . xn = r such that C is a constructor of a data type 21 and all recursive calls of f in r are of the form f . . . yi . . . for some i. Isabelle can automatically identify these kind of functions and it will notify the user if a recursive definition does not have this form.
• By using any combination of the previous strategies.
Perhaps there are many more different ways to find a balance between automation and relevance of concepts and conjectures, but at the moment, the previous ones seem promising.
A Case Study using Rippling
In automatic theorem proving one starts by asking the prover whether some conjecture is a logical consequence of a set of non-contradictory axioms. Sometimes the user is fortunate and obtains a proof (or disproof) from the prover. Some other times, when the user is less fortunate, the system fails to produce a proof because of a missing theorem or lemma. One of the initial motivations of the scheme-based theory exploration was to saturate the theory with such missing lemmas and theorems in order to improve the performance of an automatic theorem prover. The proof of those missing theorems and lemmas usually requires the use of a "difficult" proof method, e.g. induction. The key idea is to find a saturation point in which proving becomes "easy" from there on. In that situation inventing more propositions is uninteresting because more complicated propositions can be reduced to the already proved ones by "easy" proving, e.g. rewriting.
In this section we show a potential application for our system for helping the rippling proof method to succeed in a proof attempt when there are missing wave rules. The application is based on Alan Bundy's Blue Book Note 1488.
Rippling
Rippling is a proof technique, originally developed for proving by mathematical induction, that manipulates one formula, the goal, to make it resemble another, the given [BBHI05] . At this point, the given can be used to help prove the goal in a method termed fertilization.
The difference removal is assisted by the annotation on the goal called wave annotation. Informally, the skeleton of an annotated goal is the part of the formula to be preserved. It is written with no annotation and must be a well-formed formula. The wave-fronts are those parts of the goal to be moved. They are annotated in a grey box with an arrow at the top right, which indicates the required direction of the wave-front and are not well-formed formulas. Wave-fronts contain holes which are called waveholes and are filled by parts of the skeleton. Sinks indicate positions in the skeleton that correspond to universally quantified variables [Dix05] and are indicated as grey boxes. The directions a wave-front can pursue are inward and outward, and they are called inward wave-fronts (rippling-in) and outward wave-fronts (rippling-out) respectively. Rippling-in tries to move a difference into a sink and rippling-out tries to move towards the top of the term tree. For instance, suppose our given and goal are 22
Given:
∀b.
and that we want to use the given to prove the goal. Subsequently the following wave-annotation is suggested
Rippling is provided with a measure that ensures its termination. This measure can be viewed as a pair of lists which stores the number of outward wave-fronts and inward wave-fronts in the skeleton where each index of the lists corresponds to each level in the skeleton term (from leaf to root for the case of the outward list and from root to leaf for the inward list). In figure 6 this measure is exemplified. To illustrate rippling in action, we take a simple example from [BBHI05] p. 9. Consider the following set of rewrite rules 23 :
and suppose our given and goal formulas are:
Given:
Thus we can rewrite our goal, for instance, with the rule (9) in three different ways:
If we annotate each of the rewriting with respect to the given, a + b = 42, we get 24 : and now we can decide which rewriting has the smaller measure -namely the rule application (11). In fact, the rule applications (12) and (13) are examples of unwanted rewritings that could lead to a combinatorial explosion in a more complex situation. We can now apply rewrite rule (10) to goal (11) to obtain the new annotated goal
and this clearly shows progress with respect to the wave measure which is now [0,0,1,0,0,0]. The goal (14) contains now an instance of the given and we can proceed with fertilization. Since the given is supposed to be true, we can replace its instance in (14) to T . This gives c + d = c + d ∧ T , which is trivial to prove.
Speculation of Neglected Wave Rules
Alan Bundy outlined a procedure to find the aforementioned saturation points in the frame of the rippling [BBHI05] proof method. He observed that rippling is sometimes blocked because a matching wave-rule is not available. He notes that this limitation can be avoided in advance, even before we try to prove any statement.
As we showed in the previous section, wave-rules are annotated rewrite rules. The annotations assist the rippling proof method. Every rippling wave rule must satisfy the next two conditions:
• The skeleton of the left-hand side of a wave rule must be equal to the skeleton of the right-hand side.
• the wave measure of the right-hand side is strictly less than that of the left-hand side.
Some example wave rules, taken from BBN 1488, are given below
Rippling is sometimes blocked because a missing wave rule is not available. Each wave-rule moves its wave-front past a certain kind of function. We can see, for instance, that wave-rule (15) moves H :: · · · ↑ past <> and wave-rule (18) moves ( · · · <> Z) ↑ past <>. For an nary function we need 2 n − 1 wave-rules 25 to avoid rippling to be blocked when moving a wave-front over such a function (one wave-rule for each of the 2 n − 1 possible starting points of wave-fronts as arguments of the function, disregarding the case where none of the arguments contain a wave-front). Alan Bundy denotes a shell for each of the 2 n − 1 possibilities. He also uses · · · ↑ to denote the argument positions containing a wave-front and . . . to denote those without a wave-front. Using this notation we can reformulate the last two examples as wave-rule (15) moves
The idea is to identify those missing or neglected wave-front/shell combinations and try to find a wave-rule that can avoid rippling failing. Note that we do not have to wait for rippling to fail to detect which wave-rules are missing. Alan Bundy suggested that we can construct a table with 
2 rows where F is the set of functions in the language of the theory and arity(f ) is the arity of the function f . The first column of the table will consist of wave-front/shell combinations. The second column will consist of the corresponding wave-rule, if there is one. Now we can detect any empty entry in the second column of the table and Alan Bundy referred to the corresponding wave-front and shell as neglected. An example taken from BBN 1488 of a partial table is given in table 2. Now that we have identified the missing wave rule, we can speculate its shape. We take for example the neglected wave-front/shell combination of the row 9 in table 2. The left-hand side of the rule must have the form of rev( X <> Z ↑ ). The wave-hole was instantiated to a new variable X and it was surrounded by the neglected function rev as it is suggested by the shell rev( · · · ↑ ). This completely established the left-hand side of the wave-rule. Regarding the right-hand side of the wave-rule, we already know that both sides of a wave-rule must have the same skeleton. Furthermore, the right-hand side skeleton must appear in the wave-hole of the wave-front denoting a measure decreasing in rippling. We can represent the unknown part of the right-hand side of the wave-rule as a higher-order scheme F (X, Z, rev(X) ) ↑ where F is a second order metavariable with three arguments. Note that X and Z are the variables mentioned in the left-hand side rev( X <> Z ↑ ), and that, rev(X) must be the wave-hole 26 . As a result of this, we can speculate that the wave-rule must have the following form
Alan Bundy suggested that we can try to prove the speculated wave-rule as an equation schema (given below) by using middle-out reasoning [KBB96] .
rev( X <> Z ↑ ) = F (X, Z, rev(X) ) ↑ During this proof, the meta-function F will be incrementally instantiated by higher-order unification giving as a result the wanted equation:
Alan Bundy mentioned that middle-out reasoning could be used to solve the equation schema. However, he indicated that some missing waverules will not be expressible using functions in the theory. In such cases, he suggested the use of deductive synthesis for inventing new functions. Lucas Dixon and Moa Johansson have been working on the lemma speculation critic and conjecture synthesis in the past (see [DJ07] ) and their work seems to be very relevant to our project.
Application of our system
The previous section described how it is possible to identify missing rippling wave-rules and a theoretical way to synthesize them with middle-out reasoning. In this section we discuss an alternative way to synthesize the wave-rules by using the scheme-based approach with the extension described in section 2.2.2.
Suppose that the user has already identified a neglected wave-front/shell combination and that the shape of the wave rule is that in equation (19). We can use the scheme-based approach to guess the needed wave-rule. Scheme (8) provides the family of terms that synthesize the wanted function. For example, from the 74 terms up to a height of 2, we may consider only the schemes that reflect a true improvement in the rippling measure. Some of them are given below 27 26 It is the same analysis that takes place in the lemma speculation critic (chapter 3 of [BBHI05] ).
27 Only 16 equations are measure decreasing. 
It should be noted that every scheme has g(x) as a subterm and that the scheme (21) is the only one with the potential of inventing the missing wave-rule. In general, it is difficult to guess the right-hand part of the neglected wave-rule and some automation in this process could be desired. We can provide more automation if we use the extension described in section 2.2.2 augmented with wave-annotations to tailor the search. An annotated (enhanced) scheme would look like This annotated enhanced scheme could provide strong restrictions to the synthesizer and provide a good heuristic to reduce dramatically the search space 28 . Isabelle already has a framework for rippling [Dix05] and we can use it to implement the ideas expressed in this section.
We will conduct a plausible case study in which the scheme-based theory exploration could assist the rippling proof method. Also we will determine whether we can use rippling annotations as a heuristic for the scheme-based theory exploration, i.e. see if we can find only equations which exhibit a decrease in the rippling measure.
Isabelle prover
Isabelle is a generic proof assistant implemented in ML which allows mathematical formulas to be expressed in a formal language and provides tools for proving those formulas in a logical calculus. The main application is the formalization of mathematical proofs and in particular formal verification, which includes proving the correctness of computer hardware or software and proving properties of computer languages and protocols (description found on their website [Gro08, aC08]). The project leaders are Larry Paulson at Cambridge University and Tobias Nipkow at TU Munich but the entire group consists of more than 20 people in both Universities. The main publication of the project is [Pau94a] but there are a lot more (e.g. [NPW02, Wen02, Pau96] ).
To facilitate the process of proof construction, Isabelle provides the user with a number of automatic proof tools. The simplification package performs conditional and unconditional rewriting using theorems. Isabelle has a classical reasoner which is an ML functor that accepts certain information about logic and returns a suite of automatic tactics [WM05] . Each tactic takes a collection of rules and executes a proof procedure. The classical reasoner contains generic tactics, not restricted to first-order logic 29 . It can be instantiated to new logics. The Isabelle system includes first-order logic, higher-order logic, Zermelo-Fraenkel set theory (built on first-order logic) and many others. Isabelle also contains a number of theories formalized, e.g. orderings, sets and functions, ring and field theory, etc. 
