Abstract. In this paper we present special subsets of positive semidefinite matrices where the linear function κ becomes a geometric similarity and its inverse can be easily computed. The images of these special subsets are characterized geometrically. We also study the systems of coordinates for spherical matrices and at the end, we introduce the class of multibalanced distance matrices.
Introduction and preliminaries
Although of interest for over a century, most useful results concerning Euclidean distance matrices (EDMs) have appeared during the last thirty years, motivated by applications to the multidimensional scaling problem in Statistics and molecular conformation problems in Chemistry and Molecular Biology. These applications focus on the (re-)construction of sets of points in n such that the distances between these points are as close as possible to a given set of inter-point distances.
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SPECIAL SUBSETS, SYSTEMS OF COORDINATES AND MULTIBALANCED MATRICES
Recent work by Tarazaga et. al. has focused on the interplay between configurations of points (coordinate matrices), the corresponding distance matrices, and the set of positive semidefinite (PSD) matrices. We begin by introducing basic notation and definitions. The set of symmetric matrices of order n will be denoted by S n , and by n we indicate the set of symmetric positive semidefinite matrices. It is important to recall that n is a closed convex cone. A subspace of a vector space generated by vectors v 1 , . . . , v k will be denoted by span {v 1 , . . . , v k }. The vector with all ones is denoted e, and M is the orthogonal complement of span {e} in n . This vector e and the subspace M play a key role in the theory of EDMs. The Frobenius inner product in the space of matrices is given by A, B F = trace A t B .
A matrix D is called a Euclidean Distance Matrix if there are n points x 1 , . . . , x n ∈ r such that
Observe that the entries of D are squared inter-point distances. The set of all EDMs of order n form a convex cone that we denote by n . If a matrix is symmetric, nonnegative and the diagonal entries are zero, it is called a predistance matrix. We say that D is spherical if the points that generate it lie on the surface of a sphere. There are well-known relations between the sets n and n that we now summarize. The EDMs are the image under a linear transformation of the cone n (see [3] and [5] ). Given B ∈ n we define the linear transformation κ(B) = be t + eb t − 2B
where b is the vector whose components are the diagonal entries of B. Then D = κ (B) ∈ n , and κ ( n ) = n . Let s ∈ n be a vector. A maximal face of the set n is defined by the formula PABLO . In that case we will denote τ e/n by just τ , and τ and κ are inverse to each other between n and n (e).
Matrices in n (e) are called centered positive semidefinite matrices and the origin of coordinates is set at the centroid of the configuration's points.
Given these preliminaries, we turn now to the paper at hand. First of all, we will show in Section 2 that the function κ, when restricted to special subsets of n , becomes a geometric similarity. A key example of these special subsets is the set of correlation matrices. Further, the inverse of κ when restricted to one of these subsets has a particularly simple form. Finally, we can characterize the image of these special subsets in n and establish additional sufficient conditions to see if a given distance matrix D belongs to one of these images. There is a difference between this approach and the classical approach which looks for right inverses for the linear function κ. In the classical approach the origin of the system of coordinates is the key idea, here the diagonal values of positive semidefinite matrices are crucial.
In Section 3, we deal with the location of the origin of coordinates, determined by a vector s such that s t e = 1. There, we characterize systems of coordinates associated with spherical matrices, and explore the set of EDMs that can be associated with a particular system of coordinates.
In the final section, we introduce the class of multibalanced matrices, a generalization of the class of balanced EDMs introduced by Hayden and Tarazaga in [4] . The geometrical structure of matrices in this class is given by points in k spheres with centers at the origin such that the centroid for the points in each sphere is also the origin of coordinates. As in the paper mentioned above, here we are able to characterize this class of distance matrices using only some spectral properties.

Similarities between subsets of EDMs and PSD matrices
In this section we show how the linear transformation κ becomes a geometric similarity when restricted to a special subset of positive semidefinite matrices. We characterize the images of these subsets under κ and we also find the inverse function on these subsets. We will denote by n + the vectors in n with positive components. Given b ∈ n + , we define the set
In other words 
We can solve for B and we obtain the following expression for the inverse 
Proof. Just note that the square of the distance from the origin to the n original points are exactly the components of b.
This condition is also sufficient. 
But this says that −
n , which completes the proof.
belongs to n .
A very special case is the set e n is formed only by spherical distance matrices with radius less than or equal to one. This set was described as E − E n by Alfakih and Wolkowicz and used to give a characterization of the EDMs in [2] .
Let us assume that D ∈ n is spherical and r (D) ≤ 1, where r (D) denotes the radius of the configuration of points that generates D. Then because of Theorem 3.4 from [6] there exist a s such that s t e = 1 and Ds = 2r 2 e. Now if
Now the following result gives us some information on the geometry of Lemma 2.7. Given D ∈ n with radius less than or equal to one, then
Proof. The first part is immediate since for r (D) = 1,
and τ s (D) always has its rank equal to the embedding dimension of D.
In order to prove the second part just note that
and because r < 1, then (1 − r 2 ) > 0 and (1 − r 2 )ee t is a rank one matrix. Thus
Now we go back to the general class of sets
Here we will introduce a very simple necessary condition for a matrix D to belong to b n , that can be checked using the entries of the matrix D.
Proof. From the cosine law
and because −1 ≤ cos θ ≤ 1, then
A trivial consequence of this result is that b n is bounded. This necessary condition tells us also that there is a significant difference between 
is in the null space of κ. Besides this (1 − λ)βee t and λB are in n , then the addition is also in n . Even more every diagonal entry is equal to β and then B ∈ b n and λD = κ(B). Finally we give a necessary condition for a matrix in b n to be in the topological boundary of the set. 
Proof. Suppose that
Since B ∈ b n , principal minors of every principal submatrix of B should be greater than or equal to zero. If q = {i, j} we define
and if we compute the determinant we have
But now clearly if one of the inequalities from Theorem 2.8 is in fact an equality then det(M q×q ) = 0 which implies
n , which finishes the proof.
Characterization of spherical vectors and their corresponding distance matrices
As has been noted above, a matrix D is a spherical EDM if and only if there is a vector s such that s t e = 1 and Ds = 2r 2 e. In this case, we say that the vector s is spherical also. Let n denote the set of spherical vectors of dimension n. In this section of the paper, we present a simple characterization of elements of n . We also investigate the sets s n = {D ∈ n |Ds = e } for fixed s ∈ which we may take to be centered at the origin.
Since the property of being a distance matrix is preserved by permutations applied to rows and columns (they need to preserve symmetry), it follows that n is closed under permutations. Hence if s satisfies the Halves Condition so will any permutation of s. In the proofs below we permute s without further justification.
Lemma 3.1. If s is spherical, then s satisfies the Halves Condition.
Proof. Assume that the p non-negative elements of s occur at the beginning of the vector, and let n be the dimension of s. Since D is a distance matrix, all elements of D are non-negative; since Ds = e, s must have at least one non-negative element. If s has only one non-negative element, then the product of the first row of D with s would have a non-positive result. Thus p ≥ 2.
To understand the second condition, consider the product of row p of D with s. Since the p th element of row p is 0, and the p + 1 st through n th elements of s are negative, the product of the p th through n th elements of row p with s is non-positive. Since the product of row p with s should be 1, this means that the product of the first p − 1 elements of row p with the first p − 1 elements of s must be ≥ 1. However, since Ds = e, every element of the matrix D is bounded above by 2. Therefore, the sum of the first p − 1 elements of s must be at least 1 2 . Since this argument is unaffected by reordering the non-negative elements of s, the lemma is proved. Proof. There is a spherical matrix D satisfying Ds = e if and only if there is a configuration of points {x i } centered at the origin such that X t s = 0 [3] .
Replace point x 1 with the point −x 1 , calling the resulting configurationX .X is still spherical, and satisfiesX tŝ = 0. The converse of part (a) follows in the same fashion.
To prove (b), part (i) of the Halves Condition is obviously true forŝ so we must check part (ii). Let p represent the number of non-negative elements of s; thus, to see ifŝ satisfies the Halves Condition, we must check sums of p non-negative elements ofŝ. Without loss of generality, let the non-negative components of s be s 2 , . . . , s p+1 . If the sum of p components ofŝ contains components 2, . . . , p + 1, then we have 
SPECIAL SUBSETS, SYSTEMS OF COORDINATES AND MULTIBALANCED MATRICES
Since n j= p+2 s j is a (potentially empty) sum of negative elements, we see that the denominator of the fraction is < 2 p+1 j=2 s j , and therefore the fraction as a whole is greater than 1 2 , as desired. If, on the other hand, we have a sum of p components ofŝ that includesŝ 1 and p − 1 components from 2, . . . , p + 1, we have
Remark. The effect of part (a) of Lemma 3.3 is thatŝ has fewer negative elements that s, but remains in n . Then, if s has m negative elements, m applications of Lemma 3.3 produces a vectorŝ, still in n , with no negative elements.
Lemma 3.4.
Suppose s ∈ n , n ≥ 3, has a zero element, say, s n = 0. Define and topological dimension n − 3. Let this hypersphere be the "equator" of a hypersphere of the same radius and dimension n − 2 in n−1 . Augment X by adding an n th point at the "north pole" of this hypersphere; that is,
The distance matrix from this augmented configuration is then
It is easy to check that Ds = e. The proof of (b) is obvious.
Remark. The converse to part (a) of Lemma 3.4 will follow from Theorem 3.7 below. , and we are done by 3.4 and 3.2. and s = (u, v, w) t . Solving Ds = e and using the fact that u + v + w = 1 gives
Since we are assuming that s has all positive components, then each of u, v, w is less than or equal to 1 2 , so each of x, y, z is nonnegative. Similarly, to see that
≤ 2. Crossmultiplying, re-writing and factoring the result gives (2u − 1) (2v − 1) ≥ 0, which again is true because u and v are bounded above by 1 2 . Therefore, we have 0 2 − x y(2 − x)(2 − y) = 0 holds. Substituting 
(b) If s satisfies the Halves Condition, then so doess.
Proof. Ifs ∈ n−1 , there is a spherical configuration of points
Define a new configuration X in n−2 by taking x 1 = x 2 =x 12 and x j =x j , j = 3, . . . , n. Then X t s = 0 and X is a configuration of points whose distance matrix D satisfies Ds = e. The proof of (b) is obvious. Proof. The cases for n = 2, 3 are covered above, as is the case if s is spherical. Therefore let s ∈ n , n ≥ 4 satisfy the Halves Condition. We will use induction on n. From Lemma 3.3, we may assume that s has only non-negative components. If some component of s is 0, then reduce s to s − as in Lemma 3.4.
s − satisfies the Halves Condition, so by induction, s − is spherical. Then Lemma 3.4 implies that s is spherical as well. If no component of s is 0, then reduce s tos as in Lemma 3.6. Again,s satisfies the Halves Condition, and thuss is spherical. Therefore, by Lemma 3.6, s is spherical, and we are done.
We turn now to finding s n : that is, given a vector s ∈ n satisfying the Halves Condition, what is the set of all EDMs D such that Ds = e? We examine the resulting algebra for dimensions n = 2, 3, and 4 below.
Case n=2: Lemma 3.2 above covers the only case.
Case n=3: Again, for convenience, we use
Suppose first that one component of s is 0: say, the first. Then since s satisfies the Halves Condition, s = 0, . Further, wherever point 1 is placed on that circle, the three points form the vertices of a right triangle, and the Pythagorean Theorem ensures that x + y = z = 2. Therefore, in this case
Next suppose that no component of s is 0. Then the solutions
are noted above in the proof of Lemma 3.5. The determinant of D is 2x yz. If no component of s is 1 2 , then none of x, y, z is 0, and D is invertible and therefore the unique EDM for s.
If one component of s is 1 2 , say u, then v + w = 1 2 and we get x = y = 2, z = 0. Again there is a unique D for this s.
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Case n=4: This case is substantially more difficult than the previous two, and only an outline of the argument is provided here. As with the argument for n = 3 above, different cases are used for different numbers of 0 components. For convenience, we will use
(i) Two components of s are 0: say, v = w = 0. The equations Ds = e and
This implies that t = u = such that points 1 and 2 are antipodal. For any arbitrary point 3 on the sphere, points 1, 2, and 3 will form a right triangle, so y + g = 2 as in the case for n = 3. The same is true for points 1, 2, and 4, so z + h = 2. Therefore, choosing √ k to be the distance from point 3 to point 4, we get a distance matrix D that satisfies Ds = e. Topologically, (ii) One component of s is 0: say, t = 0. Then we can use the equations Ds = e and s T e = 1 to solve for z, g, h, k, and w in terms of x, y, u, and v:
. To see which of these 2-bounded matrices are actually EDM's, we turn to B = τ s (D) and, in particular, to the characteristic polynomial of B. If D is an EDM such that Ds = e, then
One eigenvalue of B will be zero, since − necessary condition for D to be an EDM is for the remaining eigenvalues of B to be non-negative [3] . In turn, this requires that L ≤ 0. The equation L = 0 defines an ellipse that is tangent to each side of the polygonal boundary of the 2-bounded matrices in the x-y plane. For the vector s = (0, 0.7, −0.3, 0.6), the ellipse and surrounding polygonal region appears in Figure 3. 2.
An argument similar to the one used in case (ii) of Lemma 3.5 can be used to show that if D is a matrix generated by a pair (x, y) lying on the ellipse, then D is an EDM (the proof consists of showing that each potential triangle is in fact a triangle). Any D corresponding to a value of (x, y) inside the above ellipse is a convex combination of matrices generated by (x, y) on the ellipse itself. Since the set of EDM's 4 is convex, this implies that 
Multibalanced Euclidean distance matrices
In this section we will generalize a class of matrices introduced by Hayden and Tarazaga in [4] called balanced Euclidean distance matrices, since they are spherical and the centroid of the points is the center of the sphere.
We will need some notation that we introduce now. Given a positive integer n consider a partition in k subsets of the set {1, 2, . . . , n} with cardinalities of the subsets equal to n 1 , n 2 , . . . , n k . Thus k i=1 n i = n. Without loss of generality we can assume that the first n 1 integers are in the first subset and so on. For a reason that will be obvious soon we ask n i ≥ 2, i = 1, . . . , k.
We will start by defining a multibalanced configuration of n points, and then we will describe its properties and a characterization of the corresponding distance matrices.
A configuration of n points is multibalanced if there are k ≥ 2 spheres with center in the origin such that the i th sphere contains n i points and the centroid of these n i points is the origin (the case k = 1 was introduced in [4] ). A particular case when n i = 2, i = 1, . . . , k, was studied by A. Alfakih [1] but from a different point of view. We need another piece of notation. For i = 1, . . . , k the vector e i is defined as follows 
Of course e stands as always for the vector of all ones, and e = 
