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Quantum control, which refers to the active manipulation of physical systems described by the
laws of quantum mechanics, constitutes an essential ingredient for the development of quantum
technology. Here we apply Differentiable Programming (DP) and Natural Evolution Strategies
(NES) to the optimal transport of Majorana zero modes in large superconducting nano-wires, a
key element to the success of Majorana-based topological quantum computation. We formulate
the motion control of Majorana fermions as an optimization problem for which we propose a new
categorization of four different regimes with respect to the critical velocity of the system and the total
transport time. In addition to correctly recovering the anticipated smooth protocols in the adiabatic
regime, our algorithms uncover efficient but strikingly counter-intuitive motion strategies in the non-
adiabatic regime. The emergent picture reveals a simple but high fidelity strategy that makes use of
pulse-like jumps at the beginning and the end of the protocol with a period of constant velocity in
between the jumps, which we dub the jump-move-jump protocol. We provide a transparent semi-
analytical picture, which uses the sudden approximation and a reformulation of the Majorana motion
in a moving frame, to illuminate the key characteristics of the jump-move-jump control strategy. Our
results demonstrate that machine learning for quantum control can be applied efficiently to quantum
many-body dynamical systems with performance levels that make it relevant to the realization of
large-scale quantum technology.
I. INTRODUCTION
Through the use of a wide array of promising exper-
imental platforms ranging from superconducting qubits
[1] to trapped ions [2–4], optical lattices [5] and nitrogen-
vacancy centers [6, 7], scientists are exploring ground-
breaking ways to build quantum technology with an eye
on deepening our understanding of complex natural sys-
tems, improving artificial intelligence, and impacting in-
dustry more broadly. While promising, several funda-
mental and practical difficulties must be overcome for
quantum machines to become practical [8]. Quantum
control, which studies the manipulation of physical sys-
tems whose behaviour is dominated by the laws of quan-
tum mechanics, remains a fundamental ingredient in the
quest for practical quantum technology. Thus, the devel-
opment of principles and strategies for quantum control
[9–13] remains an essential task for future quantum tech-
nologies [14], e.g., in the preparation of complex quantum
states in quantum computing and quantum simulators.
The practical encoding and manipulation of quantum
information has however been hampered by the presence
of noise and decoherence inherent to brittle quantum
devices. Majorana zero modes, which are special zero-
energy quasi-particles with non-abelian braiding statis-
tics that can be realized in proximity-coupled supercon-
∗ Co-first authors.
ductors [15–24], represent a promising alternative ap-
proach due to their non-local nature and anticipated
topological protection against local errors [25–30]. The
key to manipulating this topologically encoded quantum
information is the development of protocols to transport
the Majoranas, as will be necessary for their braiding
and measurement. While the simplest approaches pro-
pose to move the Majoranas adiabatically, decoherence
processes such as quasiparticle poisoning [31], motivate
the need for faster and more efficient control protocols.
In this context, machine learning (ML) offers a power-
ful and unifying approach to the study, design, bench-
marking, and control of quantum systems and de-
vices. Motivated by a series of remarkable technologi-
cal breakthroughs in research areas as diverse as com-
puter vision [32], natural language processing [33] and
genomics [34], physicists have started to explore the po-
tential of ML for fundamental research [35]. In particu-
lar, researchers interested in quantum many-body physics
have initiated the development of a machine learning per-
spective on the many-body problem [36] with recent ad-
vances such as neural network representation of quantum
states [37–48], neural network tomography [49–51], ma-
chine learning classification of phases [38], as well as ad-
vances in quantum chemistry [52–54], density functional
theory [55, 56] and the acceleration of Monte Carlo sim-
ulations [57–59] among many others [36, 60]. ML ap-
plications in the context of quantum control [61–63] are
largely based on reinforcement learning (RL) techniques,
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FIG. 1. a) In the Majorana Game the agent moves the left Majorana γL from a position xA to a position xB by tuning
the external potential profile V (x, t). b) The agent attempts different movement paths and tries to find the optimal one
that minimizes the infidelity I(T ). c) Different Majorana control regimes and their corresponding strategies (boxes in d)):
I) Critical regime (vavg > vcrit), II) sub-critical regime ( vcrit/2 < vavg < vcrit), III) short time T , low velocity regime and
IV) (super)-adiabatic regime (long time T and low velocity vavg). d) In regimes I-II-III we find the jump-move-jump (JMJ)
strategy whereas in regime IV we recover a smooth super-adiabatic protocol. The infidelities are I(T ) = 0.3575 in regime I,
I(T ) = 0.1589 in II, I(T ) = 0.0057 in III and I(T ) = 0.0005 in regime IV; the parameters for the JMJ strategies displayed in
regimes I, II, III can be found in App. E and we have set xL(0) = xA = 5.0 to ensure a smooth potential profile V (x, t).
which are the key ingredient behind major artificial intel-
ligence breakthroughs in game play [64, 65]. A RL per-
spective on quantum control has been developed in the
context of quantum state preparation [61], where the au-
thors reexamine the quantum state preparation in terms
of a modified version of the Watkins Q-learning algo-
rithm [66]. Likewise, Ref. [62] considers the problem of
gate synthesis from a RL viewpoint.
In this work we exploit Differential Programming
(DP) [67] and Natural Evolutionary Strategies (NES) [68]
to find optimal strategies to transport Majorana zero
modes. We reformulate the complex task of transporting
a Majorana zero mode as a quantum control optimization
problem amenable to advanced ML techniques. This can
be most easily understood from a reinforcement learning
perspective where the movement of the Majoranas can be
recast as a “game”, see Fig. 1. In this game the player
(agent) has to move a Majorana from a position xA to
a position xB in a fixed amount of time T . At the end
of the game the agent gets rewarded depending on how
well the Majorana reached its target state at position xB .
The objective of the agent is to learn the best strategy
(path of the Majorana) that maximizes the reward.
Our machine learning techniques discover a novel
and counter-intuitive approach to transporting Majorana
zero modes, here dubbed the jump-move-jump approach
and exemplified in Fig. 1, which yields a high fidelity con-
trol significantly superior in terms of speed and quality to
previous strategies applied to this problem [69–71]. The
jump-move-jump protocol, which is relevant for trans-
porting Majoranas over a large distance l in a short time
T , makes use of pulse-like jumps at the beginning and
end of the protocol (see regions I-III of Fig. 1), with a
period of nearly constant velocity between the jumps.
This is particularly interesting given the previous results
for simpler models showed that bang-bang protocols [70]
were the most efficient approach to this form of quantum
control.
Using the insight gleaned from our ML-inspired control
protocols, we construct the core strategy for these paths
and provide a theoretical understanding for the protocol
by analyzing the motion of the Majoranas in a moving
frame. We find that these protocols simultaneously use
the stability of the system at finite velocities together
with the fact that small sudden jumps in wall position
do not significantly reduce the ground-state fidelity. In
contrast, in the limit where there is a significant total
time T to move a relatively small distance l, the best
approach is to follow smooth protocols that follow an
adiabatic path. Our ML technology recovers these pro-
3tocols without any prior knowledge (see region IV of Fig.
1).
II. SETUP OF THE MAJORANA CONTROL
PROBLEM
To model the movement of the Majorana zero modes
in superconducting nano-wires we use a one-dimensional
(1D) Kitaev Chain [25] described by the Hamiltonian
H(t) = −
N∑
x=1
[µ(x)− V (x, t)](c†xcx − 1/2)
− w
N−1∑
x=1
(c†xcx+1 + h.c) + ∆
N−1∑
x=1
(c†xc
†
x+1 + h.c.),
(1)
where c
(†)
x are fermionic annihilation (creation) opera-
tors, µ(x) the onsite chemical potential, V (x, t) a time-
dependent external potential, w the hopping amplitude
and ∆ the p-wave superconducting gap. This model can
be realized effectively in variety of setups by proximity
coupling to a conventional s-wave superconductor [15–
17, 19, 20, 72–74]. When |µ| ≥ |2w| the gap in the en-
ergy spectrum closes inducing a transition to a topolog-
ical trivial phase [25, 75]. For an open chain, a pair of
Majorana zero-modes are found to reside on the edges
of the wire if the bulk is topologically non-trivial. The
existence of such Majorana modes implies the existence
of a degenerate space of ground states. The ground state
of the system is protected by a robust topological en-
ergy gap, which in the continuum limit of the model is
given by min[µc,∆ckF ]. As a consequence of this protec-
tion, two pairs of Majorana zero-modes can be used to
produce a qubit whose information content is protected
non-locally [27].
Manipulation of the information encoded in the ground
state requires the braiding of the Majorana quasi-
particles [18, 26, 28, 29, 76–79], while staying as much
as possible within the degenerate ground-state space. To
achieve this, a generic strategy is to try to perform the
braiding adiabatically. An adiabatic path generically
must have a total time T larger then the inverse gap;
in practice the size of the topological gap makes such a
strategy prohibitively slow in view of numerous sources
of decoherence in proximity coupled setups [31, 80–85].
One possible strategy here is to shortcut the adiabatic
constraint [86]. In practice however the application of
shortcuts to adiabaticity in this setup (see e.g. [87]) re-
quires precise control of the couplings between neighbour-
ing Majoranas, a level of precision that is beyond current
experimental devices. Another strategy here however is
to examine protocols that operate with a cruder level of
control [69, 71, 88]. To this end, and to have smooth
control over the position of the Majorana bound states
on the lattice, we encode the external potential profile as
V (x, t) = Vheight[f(x− xL(t)) + f(xR − x)] (2)
where Vheight is the maximum height of the outer poten-
tial walls and f(x) = 1/(1 + exp(x/σ)) is a sigmoid func-
tion shifted by the wall positions xL(R) (Fig. 1 a). The
Majoranas are localized at the outer edges of the poten-
tial profile, which can be seen as domain walls between
topological and non-topological phases since Vheight 
2w. The position of these domain walls can be be con-
trolled through xL(R); to move the left Majorana we give
the agent control over xL(t) as a function of time.
The motivation for this specific form of potential pro-
file comes from experimental proposals for moving the
Majorana by the so called piano-key potentials [18, 69,
89]. In this proposal the position of the domain wall
in the wire is controlled by applying gate electrodes. At
variance with protocols found in [70], the presence of non-
linearities in the potential profile implies that bang-bang
protocols, which are expected for linear control [90, 91],
may no longer be optimal. As a consequence of this, it
is conceivable that the space of possible solutions is ex-
panded in our setting.
The Majorana game starts at t = 0 with the system in
the groundstate of Eq. 1 with xL(0) = xA. The aim is
to reach the groundstate |ΨB〉 with xL(T ) = xB located
at a distance xB − xA = l spending a total time T . A
natural choice to quantify the accuracy of the protocol is
the infidelity
I(T ) = 1− | 〈ψB | e−i
∫ T
0
H(t)dt |ψA〉 |2 ≡ 1−F(T ). (3)
Here, H(t) is the time-dependent Hamiltonian that de-
scribes the Majorana wire setup Eq. 1 during the pro-
tocol. Whereas I(T ) = 0 means that we have fully pre-
served the encoded quantum information, I(T ) = 1 im-
plies that information has been completely lost.
A key timescale related to the control problem is
Tres =
2pi
∆kF
, which naturally arises from the response
of the system to boundary wall oscillations (see [71]
and App. A). Tres corresponds to the time above which
one can make changes slowly enough for genuinely super-
adiabatic motion [69, 92, 93]. Super-adiabaticity in this
scenario allows the static ground state to be accelerated
into the ground state of a moving frame, provided the
transition is done slowly enough, i.e., in times large com-
pared to Tres. However another important additional
physical constraint here is the presence of a critical ve-
locity vcrit = ∆ [69, 88] above which the moving frame
Hamiltonian becomes gapless (App. A) and the ground
states lose their topological protection.
Based on this we divide up the Majorana control prob-
lem into four different regimes (I-IV) (see Fig. 1 c). Re-
gion I corresponds to the critical regime in which the
Majorana must move on average vavg = l/T above the
critical velocity. In this regime the ground state fidelity
is expected to rapidly decrease to zero. Regime II is the
sub-critical regime for which the velocity is on average
close to but nonetheless below vcrit. Regime III is defined
for the times that are short with respect to the resonance
time Tres but also has low velocity. Finally regime IV is
the adiabatic regime in which we are far above Tres and
4we expect super-adiabatic protocols [69, 71] from earlier
studies to be optimal.
III. MACHINE LEARNING METHODS
In our study we apply two machine learning strategies,
namely Differential Programming (DP) and Natural Evo-
lution Strategies (NES), to minimize the infidelity Eq. 3
with respect to the position of the domain wall xL(t).
1 In this section we briefly discuss these methods in a
way that directly applies to our Majorana control setup.
For the interested reader we provide the corresponding
programming codes in [94].
A. Differential Programming
DP is a programming paradigm to evaluate gradients
of computer programs [95] that has been recently intro-
duced as an optimization method in physics applications
like Tensor Networks [96, 97], Monte Carlo [40, 98, 99],
optimal control [63, 100]. DP obtains numerically exact
gradients with similar computational complexity as the
forward evaluation of the computer program due to the
use of backward propagation [101].
In our Majorana control optimization problem we are
interested in the total derivative of the infidelity with re-
spect to the control dI(T )dxL(t) . As shown in App. B, the
algorithm to compute I(T ) consists of a sequence of ele-
mentary operations fi, in DP language known as primi-
tives, which maps the input control xL(t) to the value of
the infidelity by I(T ) = fn ◦ fn−1 ◦ · · · ◦ f1(xL(t)). More-
over, the derivatives of each individual operation fi are
known and the total derivative dI(T )dxL(t) can be assembled
by recursively applying the chain rule with automatic
differentiation (see App. B).
In practice, we write a code to evaluate the real-
time dynamics of the Majorana induced by the time-
dependent profile V (x, t) such that all the individual op-
erations are differentiable. To obtain the necessary gra-
dients we use a language that supports automatic differ-
entiation, which in our case is the JAX library [102]. The
gradients are used to minimize the infidelity of the final
state through gradient descent. This is done iteratively,
where at each iteration of the algorithm the protocol is
updated as xL(t)→ xL(t)−∇xL(t)I(T ). Moreover since
neural networks consist of differentiable elementary op-
erations, we also explore representing and training the
control xL(t) as the output of a neural network.
1 We note that the control can also be represented by the velocity
or a neural network parameterization of the domain wall from
which the position xL(t) can be extracted.
B. Natural Evolution Strategies
Evolution Strategies is a family of black-box optimiza-
tion algorithms inspired by natural evolution [68, 103].
These methodologies have been recently revisited in the
context of machine learning [104], in particular in rein-
forcement learning [105], where OpenAI demonstrated
that a particular incarnation of the algorithm called nat-
ural evolution strategies (NES) offers a powerful alterna-
tive to popular Markov-decision process-based reinforce-
ment learning methods [106]. NES starts with an ob-
jective function F (φ) that acts on parameters φ from a
population described by a distribution pθ, where θ pa-
rameterizes the population distribution. In our work, we
choose the objective function F (φ) to be the infidelity
I(T, φ) in Eq. 3. Depending on the setting, the param-
eter φ corresponds to either the position profile xL(t),
the velocity vL(t) = x˙L(t) or the parameters of a neural
network whose output is xL(t) = NNφ(t).
The NES algorithm proceeds to optimize the expecta-
tion value of the objective function Eφ∼pθ [I(T, φ)] over
the population. We choose pθ to be Gaussian distribution
with mean θ and diagonal covariance matrix Σ = σ2I
with σ = 0.1, i.e., N (θ, σ2I). It follows that the gradient
of the cost function is (see App. C)
∇θEφ∼N (θ,σ2I) [I(T, φ)] = ∇θE∼N (0,I) [I(T, θ + σ)]
= E∼N (0,I) [I(T, θ + σ)/σ] .
(4)
This equation provides an efficient way for comput-
ing gradients without differentiation, but instead through
the expectation of the objective function. Notice that
E∼N (0,I)[I(T, θ)/σ] = 0, which implies the above equa-
tion is equivalent to E∼N (0,I)[(I(T, θ+σ)−I(T, θ))/σ].
This means that the estimation of the gradient can be
seen as the finite difference of the objective function with
random search [105]. To update the parameters θ, we ap-
ply gradient descent to θ with Eq. 4.
IV. MACHINE LEARNED STRATEGIES FOR
MAJORANA CONTROL
Our main objective is to investigate the use of DP and
NES for the motion of the Majorana modes in the four
different movement regimes I-IV. We choose four differ-
ent points (l, T ) (which fixes vavg = l/T ) each of which
belongs to a different regime. For each of these points
we apply the optimization algorithms to minimize the
infidelity I(T ) in Eq. 3 with respect to the control of the
domain wall. The control can be parameterized by either
the wall position xL(t), the wall velocity vL(t) or a neural
network xL(t) = NNθ(t), where θ represent the parame-
ters in the neural network. We tested all these different
parameterizations (see App. D) and in the following we
focus on the parameterization choices that give the best
performance (the lowest infidelity values).
5DP
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FIG. 2. Overview of the optimal controls in the four different Majorana motion regimes (I-IV) obtained after optimization with
Differential Programming (DP), Natural Evolutionary Strategies (NES) and Simulated Annealing (SA). In all panels we plot
the domain wall position xL(t) as a function of time starting from xL(0) = xA = 5.0. The red dotted line in regime I has a
slope equal to the critical velocity. Regimes I-III show a pulse like motion at the edges and an on average constant velocity in
the bulk of the protocol. In regime IV the strategy is to slowly build up to constant speed and then slow down again. In these
simulations we set N = 110, µ = 1, w = 1, ∆ = 0.3, Vheight = 30.1, and σ = 1. The constraint parameters (l, T ) are given by
{(4.32, 12), (4.95, 22), (0.48, 8), (2.4, 40)} for regimes I,II,III, and IV, respectively.
For the DP optimization, we first parameterize the wall
position by a neural network xL(t) = NNθ(t) and use
gradient descent to optimize it. We then take the result-
ing real-space profile xL(t) and directly re-optimize it in
the position representation. We find that this two-step
process is beneficial; while the initial NN stage allows
a quick convergence to a smooth nearly-optimal control
profile, the second step allows for additional fine-tuning
and more abrupt changes in the protocol. The neural net-
work NNθ(t) used for these simulations consists of three
layers of 100 neurons with Rectified Linear (Relu) acti-
vation functions followed by one output neuron with a
sigmoid activation function. The parameters of this neu-
ral net are updated with a standard ADAM optimiza-
tion algorithm [107] for which the learning rate is deter-
mined empirically. The NES optimization in regimes I/II
is done with gradient descent directly on the wall position
xL(t) and in regimes III/IV by running gradient descent
on the wall velocity vL(t) from which the wall position
can be extracted via integration xL(t) = xA+
∫ t
0
vL(t
′)dt′.
The time-dependent simulations of the fermionic sys-
tem are discretized over time with a small time resolution
dt = 0.01. To ensure the algorithms are not exploiting
the time discretization dt of the simulation, we allow the
ML algorithms control over only a coarse grained time
scale ∆t ≥ 10dt. Moreover to probe the susceptibility of
the optimized protocols to initial conditions, we repeat
the optimizations a few times for several different starting
configurations to ensure that the results are independent
of the initialization.
The results for these optimizations in the four different
regimes are shown in Fig. 2(a-h) and can be summarized
as follows. In the regimes I-II-III we can identify clear
similarities between all of the optimised strategies which
display sudden movements (jumps) at the beginning and
end, and more gradual rates of changes in the middle of
the protocol.
The initial sudden movements can be roughly charac-
terised by a rapid jump forward, followed by a less abrupt
backward motion. The jumps near the end of the proto-
col display an analogous movements in the reverse order,
although these are generally less pronounced.
The middle of the protocols consists of an approxi-
mately constant-velocity forward-motion that is dressed
to various degrees with high frequency oscillations. We
observe that the velocity in the middle part of the proto-
cols is typically lower than vcrit even for regime I, where
the the total average velocity vavg (including the sudden
6movements) is above vcrit. The size and character of the
additional oscillations largely depends on the optimiza-
tion strategy being used.
The infidelity values we find in regimes I-II-III are sig-
nificantly better compared to strategies like linear motion
xL(t) = vavgt or bang-bang as shown in App. D. In the
critical regime I we get an infidelity of about I(T ) ≈ 0.35
compared to I(T ) = 0.47 for a linear protocol whereas
in regime II we get I(T ) ≈ 0.15 versus I(T ) = 0.22 for
linear. In the low average velocity regime III we get infi-
delities as low as I(T ) ≈ 0.006 while linear motion gives
I(T ) = 0.012.
In regime IV the results show a globally different strat-
egy: in this regime the optimal protocol is to slowly ac-
celerate the Majorana up to some finite velocity and then
slowly decelerate back down to the target position. This
type of protocol was discussed in earlier work [69, 71]
in regimes where there is enough time to accelerate to
a moving frame, i.e. regime IV. We note that due to
the nearly adiabatic motion in regime IV, the values of
infidelity are the lowest I(T ) ≈ O(10−4).
We benchmark our results with simulated annealing
(SA) on the wall velocity vL(t) for which the results are
shown in Fig. 2(i-l). In this method we iteratively up-
date the velocity vL(t) by choosing two random intervals
of length ∆t of which one interval is increased by ∆v
and the other is decreased by ∆v such that the average
velocity constraint is preserved. Subsequently the new
infidelity Ii is calculated for the updated velocity and
the move is accepted with a probability e−δI/TSA where
δI = Ii − Ii−1 is the difference in the infidelity with
respect to previous iteration and TSA is the annealing
temperature which we slowly cool down to zero.
While we find that SA leads to qualitatively similar
strategies as DP and NES, we emphasize that SA is com-
putationally significantly more demanding than NES or
DP since a typical SA simulation entails the evaluation
of the many-body infidelity for each SA update step. To
obtain results with comparable infidelities, the SA simu-
lation requires a total of 100000 evaluations of the infi-
delity while for DP we only need 440 update steps each
involving a single infidelity and gradient evaluation (the
latter requiring similar computational complexity as the
infidelity calculation); for the NES algorithm we need 50
update steps each with 100 parallelable evaluations to
reach convergence.
V. JUMP-MOVE-JUMP [JMJ] MAJORANA
CONTROL STRATEGY
The main features of the ML strategies in regimes I,
II and III can be encapsulated in a simple model strat-
egy, the jump-move-jump strategy as shown in Fig. 3
a), amenable to semi-analytical and numerical analysis.
This strategy consists of two dressed jumps in the posi-
tion of the domain wall at the beginning and end of the
protocol interluded by a period of motion at a constant
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FIG. 3. a) Setup of the ML-inspired simple control strategy
consisting of two edge pulses with a forward jump ∆xforward
and backward jump ∆xback together with a constant linear
motion in between the dressed jumps. b) Infidelity I(T ) sur-
face plot for the scans over the free parameters ∆xforward and
∆xback of the model strategy with ∆tback = 0.07w
−1 and
∆tforward = 0.01w
−1 in regime I (l = 4.32, T = 12). The
red line indicates the line where the size of the forward jump
∆xforward is equal to the total movement length l. The pa-
rameters of the Majorana control setup are the same as in
Fig. 2. The optimal dressed jumps appear at a diagonal set
of parameters ∆xforward −∆xback ∼ C where C ≈ 0.96. We
note that the best protocol has a jump size bigger than the
movement length ∆xforward > l which means that it jumps
over the target position xL(T ) = xB and then jumps back
within the range xA < xL < xB as can be seen in Fig. 1 d)
(for regimes I and III).
velocity v. The initial dressed jump comprises an instan-
taneous forward jump over a distance ∆xforward followed
by a rapid backward movement over a distance ∆xback in
a time ∆tback. Similarly, the last pulse starts with a rapid
backward movement ∆xback followed by a forward jump
over a distance ∆xforward. In what follows, we assume
that jumps at the beginning and end of the protocol are
symmetric and are described by the same parameters.
The simplicity of this model allows us to develop an
understanding for the key mechanisms behind the ML
strategies and estimate the value of the infidelity of the
7FIG. 4. The jump-move-jump protocol maximizes the prod-
uct of the two functions Oδ (Eq. 8) and Ov (Eq. 9). Here
l = 4.32 and T = 12 (regime I) and we have used s = 2.45
and β = 0.065. The ground state projection analysis (solid
blue) captures the key features of the ML-inspired (one-wall)
JMJ strategy (blue stars) for low velocities v but tends to
overestimate the penalty for moving at velocities near vcrit.
JMJ strategy for a wide range of parameters l, T in
regimes I-III (see Fig. 5 and Fig. 3 (b)). In section
V A below we will first argue that when we disregard the
backward movements, i.e. ∆xback = 0, the overall strat-
egy can be explained via a trade-off (Fig. 4) between the
amount of fidelity loss due to the boundary jumps and
the loss due to sudden changes in velocity.
In section V B we also explore how this mechanism
can be better controlled with the backward movements
∆xback 6= 0 which, for a certain subset of parameters
(∆xforward,∆xback), leads to a model strategy with in-
fidelities that compare competitively with the best ML
learned protocols (see the discussion in App. E and Figs.
1 (d) and 2). Our analysis shows that this dressed pro-
tocol allows one to better target the ground-state of the
system in a moving (constant velocity) frame.
A. Bare Jump-Move-Jump (∆xback = 0)
For the case ∆xback = 0 we minimize the infidelity
Eq. 3 with respect to the velocity v of the bulk of the
protocol which fixes the instantaneous forward jump to
∆xforward = (l − vT )/2 ≡ δ. To make analytic analysis
simpler we focus on the case that both the left and the
right domain wall positions are being evolved simultane-
ously with the JMJ strategy. This means that the right
wall position xR in Eq. 2 becomes time-dependent via
xR(t) = xL(t) + Cx with Cx a fixed constant. This two
wall scenario makes it possible to evaluate the strategy
in the moving frame basis (App. A), which allows the
key rationale behind the JMJ strategy to be revealed.
To evaluate this strategy we expand the infidelity after
the first jump xL = xA 7→ xL = xA + δ in terms of the
eigenbasis
∣∣ψiA+δ〉 of the Hamiltonian Eq. 1 with the wall
at position xL = xA + δ giving
I(T ) = 1−
∣∣∣∣∣∑
i
〈ψB |U(T )
∣∣ψiA+δ〉 〈ψiA+δ∣∣ψA〉
∣∣∣∣∣
2
(5)
in which U(T ) = T e−i
∫ T
0
H(t)dt is the time-ordered evo-
lution operator with H(t) following the time-dependence
of the strategy. We break this equation up into two sep-
arate terms
I(T ) = 1− | 〈ψB |U(T )
∣∣ψ0A+δ〉 〈ψ0A+δ∣∣ψA〉
+
∑
i>0
〈ψB |U(T )
∣∣ψiA+δ〉 〈ψiA+δ∣∣ψA〉 |2 (6)
which allows for an approximate analysis of the sepa-
rate contributions. Here we focus on the groundstate
contribution (first line), making the assumption that the
second line is small in comparison.
To approximate the groundstate contribution we insert
projections onto the groundstate
∣∣ψ0v〉 of a moving frame
Hamiltonian H(v) with a velocity v equal to the bulk
velocity of the strategy and finally a projection onto the
groundstate
∣∣ψ0B−δ〉 of the Hamiltonian Eq. 1 with the
wall at position xL = xB − δ (just before the final jump)
resulting in
I(T ) ≈ 1− | 〈ψB∣∣ψ0B−δ〉 〈ψ0B−δ∣∣ψ0v〉× (7)〈
ψ0v
∣∣U(T ) ∣∣ψ0v〉 〈ψ0v∣∣ψ0A+δ〉 〈ψ0A+δ∣∣ψA〉 |2.
The
〈
ψA(B)±δ
∣∣ψA(B)〉 represent the initial and final
jumps in position space of size δ which by fitting to our
numerical model can be characterized as
Oδ = | 〈ψxL |ψxL+δ〉 |2 ∼ exp
(−δ2/s2) (8)
where s ∼  + αλF with λF the Fermi wavelength and
the fitting parameters (, α) = (−0.33, 0.44) for one-wall
and (−0.12, 0.3) for two-walls when ∆ = 0.3.
The amplitude
〈
ψ0v
∣∣ψ0A+δ〉 represents the overlap be-
tween the static ground state and that of a moving frame
with a constant velocity v. We estimate this as follows:
Ov = |
〈
ψ0xL
∣∣ψ0v〉 |2 ∼ 1− β ( ν∆)2 γ (9)
with γ = 1/
√
1− v2/∆2. One way to argue for this form
is to use the results of [71] that showed that the energy of
the moving frame ground state w.r.t. to the static frame
goes as E ∼ γMv2 where M ∝ kF /∆. The overlap can
be related to this energy via Ov ∼ 1−E/kF∆. We arrive
at a value of β ∼ 0.13 by fitting Eq. 9 to moving frame
(two-wall) numerical simulations for v  vcrit. For single
wall motion we can calculate value of β ∼ 0.065 by slowly
accelerating the wall up to v  vcrit and comparing the
evolved state with the instantaneous ground-state.
8FIG. 5. Contours showing the infidelity I for the bare (one-
wall) jump-move-jump strategy (Eq. 10) as a function of dis-
tance l and time T using the same fitted parameters as Fig. 4.
The red dashed line indicates when vavg = l/T = vcrit and the
blue dashed line when vavg = vcrit/2, which can be used to
distinguish the different Majorana motion regimes as defined
in Fig. 1 (c). The jump-move-jump protocol allows for low
infidelities even in cases where the average velocity exceeds
vcrit (regime I).
If we assume a symmetric strategy (e.g. jumps of the
same size at the beginning and end) then the fidelity
function F(T ) ≈ |OδOν |2 (where I(T ) = 1 − F(T )) to
be maximized is approximated as
F(T ) ≈ exp
(
− (l − vT )
2
2s2
)
×
[
1− βγ
( v
∆
)2]2
(10)
where we have substituted δ = (l − vT )/2. The first
function is maximized by making v as large as possible
while the second prefers to have small v, with a very
severe penalty kicking in as v approaches the critical ve-
locity ∼ ∆. In Figure 4 we show how this function be-
haves for the protocol in regime I, which indicates that
the analysis accurately captures the behaviour of the fi-
delity at small v/∆ but also displays overall qualitative
agreement with the numerical results for a wide range of
values of v/∆ including the presence of a maximum in
the fidelity.
The key to the strategy is the jumps at the begin-
ning and end of the protocol that allow for a constant
middle motion at a sub-critical velocity. In Fig. 5 we
show how the infidelity behaves for a range of movement
lengths l and times T obtained from maximizing Eq. 10
with respect to v. By comparing with Fig. 1 (c) we see
that in regime I the bare JMJ strategy gives infidelities
of I(T ) > 0.25, in regime II (between the dashed lines)
about 0.04 < I(T ) < 0.25 and in the short l- short T
regime III (below the blue dashed line) performs partic-
ularly well with infidelities I(T ) ∼ O(10−2).
This method is only effective however if the jumps
needed are not too large (l ∼ O(λF )). Interestingly,
as the overlap behaviour of Ov is relatively unaffected
by changes to the chemical potential, this suggests that
a chemical potential nearer to the bottom of the band,
µ→ −2w can help to extend the range of the protocol.
B. Dressed Jump-Move-Jump (∆xback 6= 0)
On top of the bare jump-move-jump structure, the ML
algorithms dress the protocols with additional forward
and backward movements. In this section we will show
that the primary purpose behind these additional mo-
tions is to better target the moving frame ground state
in the move part of the jump-move-jump protocol.
To proceed we focus on the simple upgraded JMJ pro-
tocol that also allows backward motions over distances
∆xback 6= 0, see Fig. 3 (a). Our first key observation is
that the optimal protocols here tend to choose a com-
bined jump size ∆xforward −∆xback ∼ C, see Fig. 3 (b),
where C is a fixed constant. This indicates the same
primary goal as the JMJ strategy: to allow a period of
optimal and roughly constant sub-critical motion.
To understand why the backward motion is a further
benefit we examine the instantaneous infidelity in both
the static and moving frames for a series of protocols with
the fixed bulk velocity v, see Fig. 6 (a). The instanta-
neous infidelity is defined as I(t) = 1− | 〈ψ(t)∣∣ψ0ins(t)〉 |2
with |ψ(t)〉 = T e−i
∫ t
0
H(t′)dt′ |ψA〉 in which H(t) follows
the time-dependence of the dressed JMJ strategy and∣∣ψ0ins(t)〉 corresponds to the instantaneous groundstate
(at the fixed time t) of the static frame Hamiltonian H(t)
(Eq. 1) or the moving frame Hamiltonian Hv(t) (Eq.
A2). The static frame perspective shows that the opti-
mal jump finds a state that slowly becomes the lowest in-
fidelity state after some time. However a more revealing
picture emerges if we examine the same set of protocols
in a moving frame (inset). Here we see that the objective
of the initial jumps is to maximize the overlap with the
ground state of the moving frame.
Using the same methodology we can also reveal what
moving frame bulk excitations
∣∣ψiv〉 with many-body en-
ergy Eiv (restricting here to single- and two particle ex-
citations only) the dressed protocol occupies during the
evolution, see Fig. 6 (b). For protocols close to the bare
JMJ strategy (shown in red) one finds that the domi-
nant excitations have energies close to the moving frame
bulk gap (Eiv ≈ 0.08). The dressed jumps (in blue and
green) however are able to lower the amplitudes of these
excitations, but at the cost of also exciting some higher
energy quasi-particles. For dressed jumps that are too
large (in green) these higher energy excitations eventu-
ally dominate and one gets an increase in the ground
state infidelity.
9a)
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FIG. 6. a) Instantaneous Infidelity I(t) with respect to the
static (lab) frame groundstate (main panel) and moving frame
groundstate (inset) as a function of the protocol time t for
various dressed jumps in regime I which are depicted by the
different colours (red,blue,green,grey) and shown in the inset
of b). The optimal dressed jump (blue) has the minimum in-
fidelity with the moving frame groundstate and becomes the
strategy with the minimum static frame infidelity after about
t ≈ 4. b) The time-evolved state |ψ(t)〉 expanded in the single
and two particle excitations
∣∣ψiv〉 of the moving frame basis
with energies Eiv at t = T/2 for a forward jump (red), an
optimal dressed jump (blue) and non-optimal dressed jump
(green) for regime I as given in the inset. The occupation
probabilities (delta functions) are convoluted for visualisation
purposes. The forward jump strategy (red) occupies the exci-
tations close to the bottom of the band in the moving frame
(Eiv ≈ 0.08) more compared to the dressed jumps (blue and
green). In this figure all times are in units of 1/ω.
VI. CONCLUSION AND FURTHER WORK
We have applied two state-of-the-art machine learn-
ing techniques, namely differentiable programming (DP)
and natural evolution strategies (NES), to the problem
of manipulating Majorana bound-states in a topological
superconductor. For DP we have shown that the en-
tire dynamical evolution of any free-fermion system can
be functionally differentiated, allowing for more efficient
optimization protocols. This in turn provides an abil-
ity to tackle computationally harder problems and allows
the dynamical optimization to be integrated seamlessly
with both direct and Neural-Network parameterizations
of quantum control protocols.
In addition to this we have shown how the Majorana
control problem itself can be naturally formulated as
a game. This allows the application of reinforcement
learning approaches and NES to zero-mode manipula-
tion. The key advantage here is both speed and flexibility
compared to, e.g., the standard MC methods such as sim-
ulated annealing. Beyond the advantages observed in our
numerical experiments there are a number of additional
conceptual and practical ingredients which can be taken
advantage of in the reinforcement learning setup includ-
ing a flexible exploration step, delayed rewards, partial
observations, and the ease of accounting for the stochas-
tic nature of the reward function, all of which may be
particularly relevant to experimental setups.
Note that these RL approaches are not specific to Ma-
jorana bound state control, and could also be applied
to different dynamical many-body problems with radi-
cally different motivations and cost functions (e.g. log-
likelihood [108], Fisher information [109] or the trace dis-
tance [110]).
On the theoretical level we have introduced a frame-
work for dividing up the Majorana control problem into
four distinct transport regimes. This has deepened the
understanding of the problem and help to establish a con-
nection with optimal control theory more broadly. Re-
markably our numerical simulations displayed an innate
awareness of this rich landscape and uncovered important
hidden aspects of the underlying physics. In particular
they have identified a new class of protocol that radi-
cally outperform other known strategies (adiabatic and
bang-bang) when there are both spatial and temporal
constraints.
The core of this alternative strategy is a sudden jump
followed by a period of constant velocity motion and then
another jump (JMJ). A theoretical analysis of this dy-
namics shows that the strategy simultaneously exploits
the models stability at constant velocities below a cer-
tain threshold, and the property that small instanta-
neous changes in the domain wall position do not dra-
matically reduce the ground state fidelity. Further anal-
ysis of dressed JMJ protocols reveals that more com-
plex initial jump sequences can, in addition to allowing
a sub-critical velocity, better target the ground state of
the moving frame. The protocol resembles the parallel
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recent development of the Bang-Anneal-Bang protocols
[91] for ground state preparation in Noisy Intermediate
Scale Quantum devices. Our theoretical analysis illumi-
nates why this type of strategy works so successfully and
we are hopeful that this approach will motivate more
general theoretical analysis of related protocols.
Another natural direction to explore is the application
of our methods to the problem of Majorana braiding,
which is the ultimate goal behind the study and control
of zero-modes in the context of topological quantum com-
puting. Of course, in the space between our theoretical
toy-model setup and the actual topological quantum de-
vices there are many additional layers of complexity and
it is an interesting open question which aspects of our
protocols remain robust. We emphasize however that
the strength of the RL setup is that one can easily en-
code other experimental restrictions on the control by
including them in the reward or action spaces [111]. As
such the application of these methods can be readily ex-
tended to other more complicated models, such as models
including the effect of interactions [112], and simulation
techniques, such as time-dependent density-matrix renor-
malization group [113].
In a broader sense we believe our work shows that ma-
chine learning for quantum control can be done at a scale,
speed, and precision that is relevant to modern experi-
mental devices. As such we believe that it will be used
to overcome obstacles to realizing large-scale quantum
computation, quantum communication networks, quan-
tum thermal machines, analogue quantum simulations,
and control of other quantum many-body dynamical sys-
tems more broadly.
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Appendix
Protocol Discovery for the Quantum Control of Majoranas by Differential
Programming and Natural Evolution Strategies
Appendix A: Derivation of the Critical Velocity and Moving Frame Picture
In this appendix we first introduce some background theory related to the critical velocity and the Majorana-mode
wave function in the moving frame. Afterwards we derive the resonance time scale Tres for Majorana shuttling from
the Fermi golden rule and finally we show the emergence of this resonance timescale in numerical simulations for
forward oscillating motion.
1. Dispersion and Majorana Mode in the Moving Frame
To find the critical velocity we start from the periodic (N+1=1) Kitaev chain Hamiltonian (Eq. 1 with V (x, t) = 0)
in the continuum which reads after a Fourier transformation
Hk = ~dk · ~σ =
(
k2
2m − µ i∆k
−i∆k − k22m + µ
)
(A1)
with ~dk = (0,−∆k, k22m − µ), momentum k and ~σ the Pauli spin matrices. Solving for the energy eigenvalues gives
mode dispersion k = ±
∣∣∣~dk∣∣∣ = ±√( k22m − µ)2 + ∆2k2.
The moving frame can now be obtained by a Galilean transformation in terms of the unitary rotation U(t) =
e−ik
∫ t
0
v(t′)dt′ which is the time dependent translation operator that rotates to a frame with domain wall velocity v(t).
Applying this to A1 gives the moving frame Hamiltonian
Hv(t) = U
†(t)HkU(t) + i
dU†
dt
U(t) =
(
k2
2m − µ+ v(t)k i∆k
−i∆k − k22m + µ+ v(t)k
)
. (A2)
The moving frame has an extra term v(t)k on the diagonal which means the moving frame energy dispersion is
k = ±
∣∣∣~dk∣∣∣ = ±√( k22m − µ)2 + ∆2k2 + vk [69]. This results in a tilted dispersion as shown in Fig. A1, when v = ∆
the tilt causes the gap to close and we have a topological phase transition. This velocity defines the critical velocity
vcrit = ∆.
Besides the energy dispersion, we can also look at the wave function of the Majorana zero modes in the moving
frame. To find this wave function we solve for the zero-energy solutions of the moving frame Hamiltonian A2 which
results in ψ = [φ,−φ]ᵀ with
φ(x) ∝ e−x/(γξ) sin
(√
k2F + 1/(γξ)
2x
)
. (A3)
The difference with the Majoranas in the lab frame is that the localization length ξ = 1/∆m is dilated by a factor
γ = 1/
√
1− v2∆2 causing the Majorana modes to become spatially more extended (delocalized) in the moving frame.
When v = vcrit = ∆ the localization length becomes infinite indicating that the local character is lost and hence a
topological phase transition occurs as shown in Fig. A1.
2. Derivation and numerical analysis of the resonant time scale
To derive the time scale for resonant Majorana motion we consider a scenario in which we are shuttling the left
Majorana back and forth by using
vL(t) = vmax sinωt (A4)
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FIG. A1. a) Mode dispersion in the moving frame for several different velocities. b) Localization of the Majorana zero modes
in the moving frame for several different velocities. It can be seen that the gap closes for v = vcrit = ∆ and simultaneously the
Majoranas delocalize in the moving frame.
for the velocity of the left domain wall in Eq. 2. When vmax is not extremely large, i.e. the amplitude of the left
domain wall position can be considered small compared to the total length of the wire N , we can treat this motion
as a time-dependent perturbation and apply perturbation theory. In this case we write the external potential as
V = V0 + δV sinωt in which V0 is the static domain wall profile in Eq. 2 and δV sinωt a time-dependent fluctuation
on top of it. From Fermi’s Golden Rule for a harmonic perturbation [114] we can find the infidelity rate to be
lim
T 7→∞
I(T )
T
= lim
T 7→∞
1
T
[1− | 〈ψ0| exp
{
−i
∫ T
0
H(t)dt
}
|ψ0〉 |2] = lim
T 7→∞
1
T
∑
i6=0
| 〈ψi| exp
{
−i
∫ T
0
H(t)dt
}
|ψ0〉 |2 = (A5)
2pi
∑
i6=0
(δ(Ei − E0 + ω) + δ(Ei − E0 − ω))| 〈ψi| δV |ψ0〉 |2 (A6)
in which |ψi〉 are the eigenstates of the Hamiltonian with the static domain wall profile V0 which have energy Ei.
From this equation we can read off that there are resonances in the infidelity whenever ωres = ±(Ei − E0), for
the first excited state ωres = Ei − E0 = ∆kF is equal to the gap in the system and we arrive at the resonance
time Tres =
2pi
ωres
= 2pi∆kF . The resonances for the higher energy bands are suppressed with the transition amplitude
| 〈ψi| δV |ψ0〉 |2. When ω 7→ ∞ there are no resonances and the infidelity becomes zero; the intuition for this is that the
static system H0 does not notice the harmonic perturbation because it oscillates at a much higher frequency. Similarly,
when ω < ωres there are also no resonances because the frequencies are smaller than the gap which corresponds to
adiabatic Majorana motion.
In the Majorana motion problem in the main text we are however looking at moving the left domain wall forward
from xA to xB . As shown in Fig. A2 we see that the same resonance time scale emerges for forward motion with
vL(t) = vmax
1− cosωt
2
. (A7)
For ω 7→ ∞ we get the same rate as constant motion with vmax2 which can be explained for low velocities from
adiabaticity.
Appendix B: Algorithm and Analysis of the Derivative of the Infidelity
In this appendix we first outline the algorithm we use to compute the many-body overlap Eq. 3 for the Majorana
wire setup. Afterwards we argue that all operations in this algorithm are differentiable and we can obtain the derivative
of the fidelity with respect to control parameters using automatic differentiation. In the end we show the numerical
obtained derivatives and check them with finite difference methods.
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FIG. A2. a) Infidelity as a function of frequency ω, the black dashed line indicates the resonance frequency ωres = ∆kF = 0.3.
At ω 7→ ∞ the infidelity is the same as for constant linear motion with xL(t) = vmax2 t. b) Infidelity as a function of frequency
and vmax. For velocities vmax > vcrit = 0.3 there are no low adiabatic frequencies anymore. The parameters used in these
simulations are N = 140, µ = 1, w = 1, ∆ = 0.3 and σ = 1.
To find the fidelity we first write the Hamiltonian Eq. 1 in Bogolyubov-de-Gennes (single-particle) form [75, 115]
H(t) = 1
2
C†HBdG(t)C (B1)
with C† ≡ [c†1...c†i ....c†N c1...ci....cN ] and diagonalize it
HBdG(t)W (t) = E(t)W (t) (B2)
in which the columns of W (t) =
[
u(t) v(t)∗
v(t) u(t)∗
]
are the eigenmodes (quasi-particle modes) of the BdG Hamiltonian
and E(t) is the diagonal matrix of the mode energies [E]ii(t) = i(t). To compute the final many-body overlap at
time t = T we then use the Onishi Formula
F(T ) = | 〈ψB |ψ(T )〉 |2 = det(u∗Bu(T ) + v∗Bv(T )) (B3)
which relates the BdG quasi-particle picture to the many-body picture. In this u(T ) and v(T ) can be obtained from
W (T ) = T e−i
∫ T
0
Hbdg(t
′)dt′W (0) and uB and vB from the diagonalization of the instantaneous BdG Hamiltonian with
the domain wall at position xB . F(T ) can now be used to compute the infidelity I(T ) in Eq. 3 in the main text.
From a programming perspective, a code to compute the infidelity from Eq. B3 and Eq. 3 consists of a series
of elementary operations (primitives) fi that map the input control xL(t) with t ∈ [0, T ] to the output I(T ) =
fn ◦ fn−1 ◦ · · · ◦ f1(xL(t)). The required primitives for this algorithm are matrix multiplications, diagonalization of
a hermitian matrix B2 and taking the determinant B3. Each of these operations has a known forward and reverse
mode derivative [116] that can be recursively assembled in the chain rule
dI
dxL
=
dfn
dfn−1
dfn−1
dfn−2
· · · df1
dxL
(B4)
to find the derivative of the infidelity with respect to the control.
An automatic differentiation package, like the JAX library [102], computes all the derivatives of the primitives in a
code automatically and assembles them in the chain rule to evaluate the total gradient of a computer program. We
applied this method to the code to compute the infidelity and used the gradient for the optimizations described in
the main text. In Fig. A3 we show an example for the gradient obtained in this way for a linear motion protocol
in regime I which we checked with finite difference to make sure it was working correctly. We observe that for this
protocol the gradient is the biggest at the boundary which might explain the jumping behaviour at the beginning and
end of the protocols we found with the ML optimizations (Fig. 2).
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FIG. A3. Comparison between the gradient of the infidelity I with respect to the control xL obtained with automatic differen-
tiation (AD) and finite difference. The gradients dI
dxL
were evaluated for a linear protocol xL(t) = vavgt as a function of time t
in regime I. The AD gradient matches up with the finite difference gradient and we note that at the beginning and end of the
protocol the magnitude of the gradient is the largest.
Appendix C: Gradient Formula for Natural Evolution Strategies
Denote pθ(φ) for the Gaussian distribution φ ∼ N (θ, σ2I) with σ fixed. It follows that [104]
∇θEφ∼N (θ,σ2I) [I(T, φ)] = ∇θ
∫
pθ(φ)I(T, φ)dφ (C1)
=
∫
pθ(φ)∇θlogpθ(φ)I(T, φ)dφ (C2)
=
∫
pθ(φ)
(φ− θ)
σ2
I(T, φ)dφ. (C3)
With change of variable φ = θ + σ, we have
∇θEφ∼N (θ,σ2I) [I(T, φ)] =
∫
pI()I(T, θ + σ)/σd (C4)
= E∼N (0,I) [I(T, θ + σ)/σ] . (C5)
Appendix D: Comparing standard benchmark protocols and different parameterizations of the control
In addition to the SA benchmark results of N = 110 in the main paper, we have also performed optimizations on
a smaller system size N = 50 with various representations and compared them to standard bang-bang [70, 90] and
super-adiabatic ramp-up-down protocols [71].
For a standard bang-bang protocol the velocity of the domain wall vL is at all times only allowed to take either the
value vL = vmin or the value vL = vmax, a switch between these two discrete velocities is called a bang. To keep the
number of free parameters manageable we tested periodic protocols in which the time between consecutive bangs is
held constant. Moreover, we used vmin = 0 and 0 < vmax < vcrit similar to the protocols in [70].
The ramp-up-down protocols are a family of super-adiabatic protocols in which the velocity is slowly built up from
zero to some maximum velocity vmax and then ramped down again to zero as given by
vL(t) =

vmax
1−cosωt
2 , 0 ≤ t ≤ piω
vmax,
pi
ω ≤ t ≤ piω + T
vmax
1−cos(ωt−ωT )
2 ,
pi
ω + T ≤ t ≤ 2piω + T
0, otherwise
(D1)
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in which ω is the parameter that determines how quickly the velocity is accelerated to vmax.
In Table A1 we summarize the best results (lowest infidelity) of these protocols obtained from scanning over the
free parameters. We compared these results to protocols obtained with the ML methods as described in the main
text and see that in all regimes the ML protocols outperform the standard benchmark protocols significantly.
Regime linear bang-bang ramp-up-down SA DP NES
I 0.477283 0.437695 0.493434 0.396896 0.415888 0.394496
II 0.192793 0.169737 0.203298 0.147863 0.153108 0.145300
III 0.012011 0.008888 0.0131240 0.006467 0.007034 0.006904
IV 0.006887 0.006752 0.004607 0.000078 0.000143 0.000379
TABLE A1. Results for the infidelity I(T ) of different benchmark protocols (first three columns) in regime I-IV compared to
results obtained with SA, AD and NES. For these simulations (l, T ) are {(4.32, 12), (3.15, 14), (0.48, 8), (2.4, 40)}, N = 50 and
the other parameters of the Majorana wire setup are the same as for figure 2 in the main text.
We also tested the NES and DP optimization algorithms for different parameterizations of the control of the domain
wall before fixing the specific parameterizations as used and described in the main text. We compared parameterizing
the control by the position xL(t), the velocity vL(t) or a neural network xL(t) = NNθ(t) and show the results in Table
A2. The optimization with NES gives the lowest infidelity when we parameterize by position in regimes I and II and
by velocity in regimes III and IV. For the DP optimization the best infidelity optimizes a neural network in regimes
I,III and IV and optimizes over the position in regime II.
Regime DP neural net DP position NES position NES velocity NES neural net
I 0.390974 0.415888 0.394496 0.400802 0.458588
II 0.154106 0.153108 0.145300 0.150894 0.184216
III 0.006400 0.007034 0.012008 0.006904 0.008375
IV 0.000143 0.002368 0.014757 0.000379 0.000690
TABLE A2. Comparison of the lowest infidelity values between optimizations of AD and NES with respect to different
parameterizations of the control (position xL(t), velocity vL(t) and neural net xL(t) = NNθ(t)). Based on these testing values
we determined which parameterizations to use for the optimizations in the main text.
Appendix E: Parameters and interpolation of the optimized JMJ model strategy
In this appendix we give the parameters of the optimized JMJ strategies in regimes I,II, and III as shown in Fig.
1 d) in the main text and verify how close these strategies are to the protocols obtained with the ML methods.
In the main text we observed that dressed JMJ protocols with the lowest infidelities have a linear relation between
∆xforward and ∆xbackward as Fig. 3 shows. To attain the best JMJ protocols in regime I-III, we scan through ∆xforward
and ∆xback with respect to the linear relation in each regime and pick the one which gives the overall lowest infidelity.
The parameters of the resulting JMJ strategies are provided in Table A3 and the strategies are shown in Fig. 1.
Regime ∆xforward ∆xback1 ∆tback Infidelity
I 7.992 7.5099789 0.05 0.35747148
II 1.90928571 1.54962755 0.31 0.15885453
III 0.548210 0.457123 0.33 0.0056574
TABLE A3. Best dressed JMJ model strategies parameters and their corresponding infidelities obtained from scans over
∆xforward, ∆xback and ∆tback. The corresponding profiles are shown in Fig. 1 in the main paper.
We linearly interpolate these best JMJ model strategies to the machine learning protocols in the main paper (Fig.
2) to see whether there are additional protocols that are better in terms of infidelity. The results for this in regime
III with the DP strategy are shown in Fig. A4 from which we can see that the DP strategy is slightly better than the
JMJ (due to more free parameters) and that there are no other local minima in between them. For the other regimes
and interpolations from the NES strategy we obtained similar results, or only small improvement in the interpolation.
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a) b)
DP
JMJ
FIG. A4. a) The DP optimized majorana motion strategy in regime III (T = 8, l = 0.48) on top of the optimized (scans over the
free parameters) JMJ model strategy. The optimal JMJ model strategy captures the main features (jumps) of the DP strategy
well. b) Infidelity I(T ) obtained for 100 linearly interpolated profiles between the DP strategy and JMJ model strategy as
shown in panel a). We observe a convex decreasing function towards the more flexible DP result.
