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Abstract
This paper is concerned with the approximation of a class of open population epidemic models
by time-inhomogeneous birth-and-death processes. In particular, we consider models in which the
population of susceptibles behaves in the absence of infection as a general branching process.
It is shown that for a large initial number of susceptibles, the process of infectives behaves
approximately as a time-inhomogeneous birth-and-death process. Strong convergence results are
obtained over an increasing sequence of time intervals [0; tN ], where N is the initial number of
susceptibles and tN !1 as N!1. c© 1998 Elsevier Science B.V. All rights reserved.
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1. Introduction
It is well known that the number of infectives present during the early stages of a
general stochastic epidemic can be reasonably approximated by a linear birth-and-death
process. This approximation, rst reported in Bartlett (1955) and Kendall (1956), can
be made exact in the limit as N , the initial number of susceptibles, tends to innity
(see, Metz, 1978; Ball, 1983). As well as providing a genuine approximation, the result
also leads to a threshold theorem, which essentially describes conditions under which
the epidemic is likely to either die out quickly, or not.
Recently, the theory has been developed to cater for rather more general cases.
Specically, Ball and O’Neill (1994) used a coupling argument to obtain convergence
results for a class of Markovian susceptible-infective-removed (SIR) epidemics, while
Ball and Donnelly (1995) used dierent coupling methods to obtain extensive results
for epidemics constructed from general (Crump{Mode{Jagers) branching processes. In
both of these papers, strong convergence was exhibited over an increasing sequence of
time intervals [0; tN ], where tN !1 as N !1.
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The papers listed above are all chiey concerned with closed population epidemics,
although the results of Ball and O’Neill (1994) can allow for some limited immigration
and emigration of susceptibles. In order to cater for more substantial changes to the
susceptible population, O’Neill (1996) augmented the methods of Ball (1983) to con-
sider a generalised epidemic model where the movement of the susceptible population
is regulated by a general density dependent Markov chain. The techniques employed
have been applied to multigroup mobile population epidemics (Clancy, 1996).
The purpose of the current paper is to extend the results of O’Neill (1996) in
two ways. First, the susceptible process need no longer be Markovian, but is instead
modelled by a general branching process. Second, convergence results are obtained
over an increasing sequence of time intervals, which thus give some indication of the
length of time during which the birth-and-death process approximation is valid. The
paper is structured as follows. In Section 2 we shall describe the construction of both
a sequence of epidemic processes and the limiting time-inhomogeneous birth-and-death
process on a common probability space, and in Section 3 we prove the convergence
results. We conclude with an example in Section 4.
2. Construction of the epidemic model
The epidemic model that we shall consider is dened as follows. For t>0 let XN (t)
and YN (t) denote, respectively, the numbers of susceptible and infective individuals
present in the population at time t, where (XN (0); YN (0))= (N; a). Each susceptible is
endowed with a ‘life history’ (L; ) which determines its behaviour prior to infection,
where L is a non-negative random variable and  is a point process on [0; L]. Specif-
ically, as long as a susceptible avoids infection, then it remains alive for a time of
length L, during which it gives birth to new susceptibles at the points of . If the
susceptible becomes infected, however, then its life history becomes redundant, and
it behaves as an infective. The life histories of dierent susceptibles are independent
and identically distributed. Each infective individual remains so for a time distributed
according to some non-negative random variable I , after which it is removed and plays
no further part in the epidemic. During its infectious lifetime the infective makes con-
tact with susceptibles at the points of an inhomogeneous Poisson process P of rate
g(XN (t)=N ), where g(0)= 0 and g is non-decreasing. The susceptible contacted is cho-
sen independently and uniformly from those in the population at the time of the contact.
All infectives behave independently of each other in respect of both their infectious
lifetimes and their contact times. The epidemic ceases as soon as there are no more
infectives remaining.
Let ~XN denote the modication of the susceptible process obtained by ignoring
infections. Thus, ~XN is a Crump{Mode{Jagers branching process in which a typical
individual lives for a time L, and during this time produces ospring at the points
of the process . In order to approximate the epidemic process by a linear process,
we shall uniformly approximate ~XN (t)=N over the time interval in question by the
deterministic process x(t), where x(t)= E[ ~XN (t)=N ]. We then show that the infectives
process YN can be approximated by a continuous-time branching process in a varying
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environment, in which each individual lives for a time I , and during this time produces
ospring at the points of an inhomogeneous Poisson process whose rate at time t is
given by g(x(t)).
In order to proceed, we need to construct our epidemic process appropriately. Let
(
;F;P) be a probability space on which are dened the following, all being inde-
pendent of one another:
1. A branching process Z , initiated by a ancestors, in which each individual lives
for a time distributed as I , and during this time produces ospring at the points of an
inhomogeneous Poisson process whose rate at time t is g(x(t)).
2. A sequence of branching processes ~X 1; ~X 2; : : : with ~XN (0) = N , in each of which
individuals live for a time distributed as L, and during this time produce ospring
according to the point process .
3. A homogeneous Poisson process P of rate 1.
4. A sequence U1; U2; : : : of independent, identically distributed random variables,
each uniformly distributed on [0; 1].
5. A sequence ~U 1; ~U 2; : : : of independent, identically distributed random variables,
each uniformly distributed on [0; 1].
6. A sequence of mutually independent life histories (I1; P1); (I2; P2); : : : ; where for
r=1; 2; : : : ; the random variable Ir is distributed as I and Pr is a homogeneous Poisson
process of rate 1, independent of Ir .
Remark. For technical reasons that will concern us in Section 3, it is convenient to
think of (
;F;P) as being a product of six probability spaces, where the jth such
space (denoted (
j;Fj;Pj)) is dened to carry the random quantities in statement j
above. We shall eventually need to replace statements 2 and 4 with something more
involved. However, for ease of exposition we shall not be concerned with these matters
until they are needed.
For N =1; 2; : : : ; we construct the N th epidemic process as follows: Initially, the
population consists of N susceptibles and a infectives. The N initial susceptibles are
each associated with one of the N initial individuals in ~XN . Whenever an individual
in ~XN gives birth, then if the associated individual in the epidemic process is still
susceptible, a new susceptible is born into the epidemic, and is associated with the
individual born into ~XN . If the individual in the epidemic has already bean infected,
then the birth is ignored, along with all subsequent ospring of this individual in ~XN .
Likewise whenever there is a death in ~XN , the associated individual in the epidemic
process dies, unless it has already been infected, in which case the death is ignored.
Suppose the rth birth in Z takes place at time . Then an infection occurs in the
epidemic at time , provided
Ur>1− g((1=N )XN (−))g(x(−)) ; (2.1)
where XN (−)= lims" XN (s), and g(x(−)) is dened similarly. A susceptible is cho-
sen uniformly at random from those in the population at time −, which may be
accomplished by use of the next unused member of the ~U sequence. This susceptible
becomes infected, and is associated with the individual born in Z at time , remaining
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infectious for the lifetime of this individual. The new infective is called a natural in-
fective. If however Eq. (2.1) is false, then no infection occurs, and the individual born
in Z is called a ghost. Ghosts and their ospring are ignored; in particular, no ghost’s
ospring can generate an infection in the way described above.
Let ~YN (t) be the number of natural infectives in the population at time t. Then
natural infectives produce shadow infections at the points of the process
P
Z t
0
max

0; g

XN (s)
N

− g(x(s))

~YN (s) ds

:
At each point of this process, an individual is chosen uniformly at random from the
susceptibles in the population, again using the ~U sequence, and becomes infected. This
individual becomes a shadow infective, and is not associated with any individual in Z .
The rth shadow infective, infected at time , remains infective for a time Ir , and is
then removed. During this time it produces new shadow infectives at those times +u
such that 06u6Ir and u is a point of the process
Pr
Z t
0
g

XN (s)
N

ds

:
Again, the individual to become infected is chosen uniformly at random from the
susceptibles in the population at the time when infection occurs.
In a similar way to O’Neill (1996), it can be easily veried that the above con-
struction does indeed give the required epidemic model, since clearly the behaviour of
susceptibles is as it should be, infectious periods have the right distribution, and it is
straightforward to check that the overall rate of infection is correct.
The key feature of our construction is that the process of infectives is identical
to the underlying birth-and-death process until the appearance of either a ghost or a
shadow infective. Thus in order to establish convergence results, we shall show that
for suciently large N , no ghosts or shadow infectives are created during the time
interval of interest. To begin with, we must impose certain technical conditions on
the distribution of (L; ), the life history process of susceptibles. For convenience, we
assume that (L;1) = 0 a.s. Let  denote the mean measure of the point process ; so
(t) = E[[0; t]], and dene (s; t) = E[[0; s][0; t]]. We shall assume the following:
(i) the measure  is non-lattice;
(ii) there exists a Malthusian parameter 2 (0;1), that is a nite positive solution of
the equationZ 1
0
e−t(dt) = 1;
(iii) a condition on the second moment of , namely thatZ
[0;1)2
e−(s+t)(ds; dt)<1: (2.2)
Notice that condition (ii) above means that ~XN is supercritical. This assumption is made
primarily to ensure an interesting problem, since otherwise the susceptible process will
die out even in the absence of infection. We will also require two conditions on the
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infection rate function g. First, that g is Lipschitz, so there exists some K > 0 such
that for any x1; x2 2 [0;1),
jg(x1)− g(x2)j6K jx1 − x2j;
and second that
inf
06t<1
g(x(t)) =  > 0:
3. Convergence results
Let G be the distribution function of the lifetime L, so G(u) = Pr(L6u), and dene
c =
Z 1
0
e−u(1− G(u)) du
,Z 1
0
ue−u(du):
Note that since ~X is supercritical, c cannot be zero, and thus c> 0. For > 0, let
tN = −1 log logN=K . The following lemma provides a bound on the number of births
to occur in Z during [0; tN ].
Lemma 3.1. Let W (t) denote the number of individuals to exist in Z during the time
interval [0; t], including the a ancestors. Then, almost surely, if > 1 then for all suf-
ciently large N ,
W (tN )6Nc:
Remark. The statement ‘W (tN )6Nc for all suciently large N , almost surely’ is to
be interpreted as follows: there exists a set of measure 1 such that for all ! in this
set there exists some N(!) such that W (!; tN )6Nc for all N >N(!). We adopt
this convention for all similar statements in this paper.
Proof. Consider a modication of Z , ~Z say, in which individuals never die, but con-
tinue to give birth at rate g(x(t)) at time t. Then ~Z is a time-inhomogeneous pure birth
process, and if ~Z(t) denotes the number of individuals in ~Z at time t, then ~Z(t)>W (t).
Dene
Q(t) = exp

−
Z t
0
g(x(s)) ds

~Z(t):
Then f(Q(t);At): t>0g, where At is the -algebra generated by fQ(s): 06s6tg,
is a non-negative martingale. Thus there exists a random variable Q that is a.s. nite
such that Q(t)6Q for t suciently large, almost surely. It follows a.s. that for such t,
~Z(t) 6Q exp
Z t
0
g(x(s)) ds

6Q exp

K
Z t
0
x(s) ds

:
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Now from Theorem 6.3.3 of Jagers (1975), we have that as t!1,
x(t)e−t ! c;
and thus for any 2 (1; ) and all t > , say, x(t)6cet . It follows that, a.s. for all
suciently large t,
~Z(t)6Q exp

K
Z 
0
x(s) ds+
Z t

ces ds

= QC1 exp

K

c(et − e)

= QC2 exp

K

cet

for some constants C1; C2 depending on , but not on t.
Hence, a.s.,
W (tN )6QC2 exp

K

cetN

= QC2Nc
6Nc
for all suciently large N , as required.
We shall require the following technical corollary, which follows at once by replacing
 with  in Lemma 3.1.
Corollary 3.2. Let > 0 and sN = −1 log logN=K . Then, a.s., for all suciently
large N , W (sN )6Nc.
In the sequel, we shall employ the following notation. Let A denote that subset of

 on which Z ultimately becomes extinct, dene
MN = sup
06t6tN
 1N ~XN (t)− x(t)
 ;
and let d denote the discrete metric on Z+.
In order to state our main result, we must restrict our attention to branching processes
f ~XNg which satisfy certain technical conditions. In particular, we need to ensure that
MN converges to zero suciently quickly as N!1. To that end, we dene C as the
class of sets of branching processes f ~XNg1N=1 such that there exist  2 (0; (2c)−1) and
2 (1; (2c)−1) such that MNtNNc converges to zero in distribution. As we shall see
in Section 4, it can be relatively straightforward to establish that a set of branching
processes is in C.
Theorem 3.3. Let f ~XNg1N=1 2 C. Then there exists a probability space (
;F;P) on
which f(XN ; YN )g1N=1 and Z are dened such that:
(i) for P-almost all !2Ac,
lim
N!1
sup
06t6tN
d(YN (!; t); Z(!; t)) = 0;
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(ii) for P-almost all !2A,
lim
N!1
sup
06t<1
d(YN (!; t); Z(!; t)) = 0:
Proof. To begin with, we adapt the construction of (
;F;P) in the following manner.
First, note that since MNtNNc converges to zero in distribution, there exists a prob-
ability space (
2 ;F2 ;P2 ) on which MNtNNc converges to zero P2 -almost surely.
Further, we can dene the sequence of branching processes ~X1; ~X 2; : : : on (
2 ;F2 ;P2 ).
Having done so, replace (
2;F2;P2) with (
2 ;F2 ;P2 ). Second, for n = 1; 2; : : : ;
dene
Un = nminfU1; U2; : : : ; Ung:
It is straightforward to show that as n ! 1, Un converges in distribution to an
exponential random variable with mean 1. We can thus construct a sequence U1 ; U2 ; : : :
and a random variable U on a common probability space such that
Un D= nminfU1; U2; : : : ; Ung;
U D=exp(1);
and as n!1, Un !U a.s. Furthermore, for each n we can construct a sequence
Un;1; Un;2; : : : of independent, identically distributed random variables, each uniformly
distributed on [0; 1], with
Un = nminfUn;1; Un;2; : : : ; Un; ng:
Denote by (
4 ;F4 ;P4 ) a probability space on which all the Un;1; Un;2; : : : sequences
and U are dened, and replace (
4;F4;P4) with (
4 ;F4 ;P4 ). In the construction
of the N th epidemic process, in place of the sequence U1; U2; : : : ; we shall now use
the sequence Uw(N );1; Uw(N );2; : : : ; where w(N ) = dNce and dxe is the least integer
greater than or equal to x. Finally, set
( ~
j; ~Fj; ~Pj) =

(
j;Fj;Pj); j = 1; 3; 5; 6;
(
j ;Fj ;Pj ); j = 2; 4;
and dene (
;F;P) as the product
Q6
j=1( ~
j; ~Fj; ~Pj) in the standard manner.
We shall require the following denitions. By Lemma 3.1, there exists B1 2F
such that P(B1)= 1 and for each !2B1, W (!; tN )6Nc for all suciently large N .
By the construction of (
2 ;F2 ;P2 ), there exists B2 2F such that P(B2) = 1 and
MN (!)tNNc ! 0 as N !1 for all ! 2 B2. Next, by the construction of (
4 ;F4 ;P4 )
there exists B3 2F with P(B3)= 1 satisfying
w(N )minfUw(N );1(!); Uw(N );2(!); : : : ; Uw(N );w(N )(!)g!U(!)
as N!1 for all !2B3. From Corollary 3.2, there exists B4 2F with P(B4) = 1
such that for all !2B4, W (!; sN )6Nc for all suciently large N . Lastly, dene
B =
T4
j=1 Bj.
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(i) Let ! 2 Ac\B. In the following, it is usually supposed that all random variables
are evaluated at !, but we shall often suppress this in the notation. We deal rst
with shadow infections. The rst shadow infective produced must be caused by a
natural infective, so it is sucient to show that for large N , no natural infective
produces a shadow infective during [0; tN ]. The production of shadow infectives by
natural infectives is governed by the Poisson process P, so let v be the time of the
rst event in P. We require that for large N ,Z tN
0
max

0; g

XN (s)
N

− g(x(s))

~YN (s) ds6v;
which follows if the left-hand side of this inequality converges to zero as N !1.
Now for s 2 [0; tN ], since XN (s)6 ~XN (s) we have
g

1
N
XN (s)

− g(x(s))6 g

1
N
~XN (s)

− g(x(s))
6KMN :
Since ! 2 B1, there exists N1(!) such that for all N>N1, W (tN )6Nc. Thus for
s 2 [0; tN ], ~YN (s)6Nc, implying that
g

XN (s)
N

− g(x(s))

~YN (s)6KMNNc;
and henceZ tN
0
max

0; g

XN (s)
N

− g(x(s))

~YN (s) ds6KMN tNNc:
However, since !2B2, MNtNNc! 0 as N!1, so there exists N2(!)>N1(!) with
KMN tNNc6v for N>N2, implying that for N>N2, no shadow infectives are
produced in [0; tN ].
We shall now show that no ghosts appear. Recall that, from above, the number of
births to occur in Z during [0; tN ] is bounded above by w(N ) if N>N1. We shall make
use of the fact that if
minfUw(N );1; Uw(N );2; : : : ; Uw(N );w(N )g> sup
06t6tN

1− g((1=N )XN (t))
g(x(t))

for all suciently large N , then from Eq. (2.1) no ghosts will be created during [0; tN ].
Dene
DN = sup
06t6tN
( ~XN (t)− XN (t)):
Then for t 2 [0; tN ],
g(x(t))− g

1
N
XN (t)

6K
x(t)− 1N XN (t)

6K

MN +
1
N
DN

;
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whence
sup
06t6tN

1− g((1=N )XN (t))
g(x(t))

6
K(MN + (1=N )DN )

:
However, by construction and the fact that ! 2 B3, there exists an N3(!)>N2(!) such
that for N>N3,
w(N )minfUw(N );1; Uw(N );2; : : : ; Uw(N ); w(N )g>U=2;
and so to ensure that no ghosts are created during [0; tN ], it will suce that
U=2>Kw(N )(MN + (1=N )DN )

for all suciently large N . This follows if, as N!1,
w(N )MN +
w(N )DN
N
! 0:
Since !2B2 we have that w(N )MN (!)! 0, so we are required to show that
w(N )DN (!)=N! 0 as N!1. We begin by nding a bound for DN , as follows.
Every time there is a birth in Z , an individual in ~XN may be removed from XN ,
along with all its subsequent ospring. Such an individual and its progeny, which
together we shall refer to as that individual’s family, form a branching process with a
single ancestor and with the same ospring distribution as that in ~XN . For the ith such
individual in ~X , born at time i, say, let TN; i denote the total number of individuals
born into i’s family during [i; tN ]. Since there are at most W (tN )−a births in Z during
[0; tN ], it follows that
DN6
W (tN )X
i=1
TN; i:
Now let 0<< 1 satisfy
(1 + )c< 12 ; (3.1)
and recall that sN = −1 log logN=K . Then since !2B4 there exists an N4(!)>N3(!)
such that for all N>N4,
W (sN )6Nc:
Now for each individual i born at i 2 [0; sN ], we have that TN;i6T^ N;i, where T^ N;i
denotes the number of individuals in i’s family born during [i; tN + i]. Similarly,
for each individual i born at i 2 (sN ; tN ], we have that TN; i6 ~TN; i, where ~TN; i is the
number of individuals in i’s family born during [i; i+ tN − sN ] = [i; i+−1 log −1].
Note that the distribution of ~TN; i is independent of N . Thus,
DN6
W (sN )X
i=1
T^ N; i +
W (tN )X
i=1
~TN; i:
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So for N>N4, DN6S1 + S2, where
S1 =
dNceX
i=1
T^ N; i
and
S2 =
dNceX
i=1
~TN; i:
For > 0, dene
PN () = Pr(S1>N 1−c):
Thus,
PN ()6
E[S21 ]
(N 1−c)2
=
dNceE[T^ 2N;i] + dNce(dNce − 1)E[T^ N;i]2
(N 1−c)2
using Chebyshev’s inequality, and the fact that for xed N , the random variables T^ N; i
(i = 1; 2; : : : ; dNce) are independent and identically distributed.
By Corollary 6.10.3 of Jagers (1975) and Eq. (2.2) we have that for xed i, e−tN T^ N;i
converges in mean square to some random variable Ti with nite rst and second
moments as N !1. Dene m = E[Ti], l = E[T 2i ]. Then there exists ~N such that for
N> ~N , E[T^ N; i]6etN (m+ 1) and E[T^
2
N; i]6e
2tN (l+ 1). So for N> ~N ,
PN ()6

exp(tN )
N 1−c
2
(dNce(l+ 1) + dNce2(m+ 1)2);
and it follows from Eq. (3.1) that
P
N PN ()<1. Thus, by the Borel{Cantelli lemma,
S1Nc−1 ! 0 a.s., and it follows that
w(N )
N
S1 ! 0 a:s: (3.2)
It remains to consider S2. However, since the distribution of ~TN; i does not depend
on N then it follows from, for example, Section (2) of Hu et al. (1989) that
lim
N!1
S2N−c = E[ ~TN;1] a:s:
Since c < 12 , it follows that
lim
N!1
S2Nc−1 = 0 a:s: (3.3)
From Eqs. (3.2) and (3.3) it follows that there exists a P-measurable set ~BB with
P( ~B)=P(B)=P(
nA) such that for all !2 ~B, w(N )DN (!)=N! 0 and w(N )MN (!)
! 0 as N!1. Thus, for each ! 2 ~B there exists N5(!)>N4(!) such that for N>N5,
w(N )MN (!) + (w(N )DN (!)=N )< U(!)=2K;
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implying that for such N , neither ghosts nor shadow infectives appear during [0; tN ].
(ii) This follows via similar arguments to (i) and the fact that on A, only nitely many
births will ever occur in Z .
Remarks. The main convergence results of Ball and O’Neill (1994) and Ball and
Donnelly (1995) both show that (i) convergence occurs over time intervals of length
O(logN ), and (ii) these time intervals are optimal in some sense; roughly speaking, it
can be shown that the approximation certainly breaks down over longer time intervals.
In the present case, in contrast to (i) we have demonstrated convergence over shorter
time intervals. This seems reasonable in view of the fact that, broadly speaking, the
approximation is good provided that the number of births that have occurred is not too
large. In particular, our model features an exponentially increasing birth rate, and thus
we would expect the approximation to be valid for a shorter time than for the closed
population model. It is not clear how one might establish a result of the kind (ii); this
is a subject for further investigation.
Let TN (t) denote the number of susceptibles to have been infected by time t in the
N th epidemic, and TN (1) denote the number that ever become infected, i.e. the total
size of the epidemic. Similarly, let T (t) denote the number of births to have occurred
in Z by time t, and T (1) denote the total number to ever occur.
Corollary 3.4. As N!1,
TN (t)! T (t) a:s:; (3.4)
and
TN (1)! T (1) a:s: (3.5)
Proof. Eq. (3.4) follows immediately from Theorem 3.3, as does Eq. (3.5) if T (1)
<1. If T (1)=1 and m> 0 is arbitrary then it is straightforward to show that
TN (1)>m for N suciently large, a.s., and the result follows.
4. Markovian behaviour of susceptibles
If we suppose that in the absence of infection the susceptible population undergoes
a linear birth-and-death process, then we can show explicitly that the conditions of
Theorem 3.3 are satised for all suitable infection rate functions g. Thus, we suppose
that the susceptible lifetime L is exponentially distributed with mean −11 , say, while
 is a homogeneous Poisson process of rate 2, independent of L. Then clearly the
measure (t) is non-lattice, and it is well known that the process ~XN has Malthusian
parameter = 2−1, and that Eq. (2.2) is satised. Furthermore, x(t)= et and c=1.
The conditions of Theorem 3.3 will be satised provided that > 0, that g is an
increasing, Lipschitz function with g(0)= 0 and g(1) = > 0, and that f ~XNg2C. For
the latter of these conditions, we shall need the following lemma.
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Lemma 4.1. Fix N , and for the birth-and-death process ~XN , dene
M (t) = sup
06s6t
 1N ~XN (s)− es
:
Then for any t, > 0,
Pr(M (t)>)6
(1 + 2)e2t
N2
whenever > 0.
Proof. Dene
R(t) =
1
N
e−t ~XN (t)− 1:
Then since > 0,
Pr(M (t)>)6 Pr

sup
06s6t
j R(s) j>e−t

= Pr

sup
06s6t
R2(s)>2e−2t

:
But f(R(t);Bt): t>0g, where Bt is the -algebra generated by f(R(s): 06s6tg, is a
zero-mean martingale, so f(R2(t);Bt): t>0g, is a non-negative submartingale and
E[R2(t)] =
(1 + 2)(1− e−t)
N
:
Hence by the Doob{Kolmogorov inequality,
Pr

sup
06s6t
R2(s)>2e−2t

6
(1 + 2)(1− e−t)
N2e−2t
6
(1 + 2)e2t
N2
;
and the result follows.
Now taking t = tN , and setting
N = (tNN)−1;
where > 0, Lemma 4.1 yields
Pr(MNtNN>)6

1 + 2
2

t2N e
2tN N 2
N
:
But by assumption, 2< 1, so MNtNN converges in probability (and hence, in
distribution) to zero as N!1.
Note that by setting g(x)= x for some > 0, our model becomes a general stochas-
tic epidemic with an open susceptible population. The infection rate function clearly
satises the necessary conditions, with K = , so we have shown that the process of
infectives in a supercritical, open population, general stochastic epidemic converges to
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a time-inhomogeneous birth-and-death process over time intervals of the form [0; tN ],
where
tN =
1

log log(N=)
for 0<< 12 .
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