A multistream phoneme recognition framework is proposed based on forming streams from different spectrotemporal modulations of speech. Phoneme posterior probabilities were estimated from each stream separately and combined at the output level. A statistical model of the final estimated posterior probabilities is used to characterize the system performance. During the operation, the best fusion architecture is chosen automatically to maximize the similarity of output statistics to clean condition. Results on phoneme recognition from noisy speech indicate the effectiveness of the proposed method.
Introduction
Multistream recognition paradigm for processing of corrupted signals has been studied for more than a decade (Hermansky et al., 1996) , where a number of different representations of the signal (in (Hermansky et al., 1996) these were different frequency bands of the spectrum) would be processed and classified in separate processing channels in order to provide for a possibility to adaptively alleviate the corrupted channels while preserving the uncorrupted channels for further processing. The paradigm was motivated by results of perceptual experiments carried at Bell Laboratories in the first half of the 20th century (Fletcher, 1953) , and postulated that the final error of recognition of out-ofcontext speech sounds is given by the product of errors in the individual sub-bands of the available speech spectrum. This observation is of a significant interest since it may partially explain extreme resilience of human speech communication in presence of variable frequency-localized unexpected disturbances (noises) that are often encountered during decoding of speech messages ( Figure 1a ).
Multistream information extraction
The notion of heavily parallel multi-stream processing is consistent with the structure of the human hearing system with its relatively small number of neurons at the hearing periphery and at least a couple of orders of magnitude larger number of neurons in higher stages of the hearing system. As evidenced by measured auditory receptive fields of mammalian brains (Mesgarani et al., 2008) , each cortical neuron could in principle represent one individual processing stream with its individual properties.
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Hypothesizing a mechanism for the feedback from the message-decoding cognitive system to acoustic processing, a human listener may be able to adaptively suppress the channels that are heavily corrupted and enhance the relatively clean channels, until the listener believes that the message is being received. This is much more difficult to do in a machine, which typically does not have a mean for deciding "the message is being received." An important issue is how to dynamically alleviate the corrupted streams in the presence of variable disturbances. Some past relevant works used entropy of the classifier output to assess the quality of the stream (Okawa et al., 1998; Valente and Hermansky, 2007) . In this study, we propose to use the statistical properties of the final posterior probability estimates of phonemes to characterize the performance of the system. The deviation of these statistics from what was measured in clean condition correlates well with decreased recognition accuracy. The best fusion architecture is then found by minimizing the deviation of output statistics from clean speech condition.
Stream formation
Starting from the speech signal, we estimated the power spectrum using the magnitude of short-time Fourier transform (STFT) with a typical window of length 25 ms and a frame shift of 10 ms. Critical band energies were then estimated from the power spectrum using bark frequency weights (Hermansky, 1990) . We estimated the spectrotemporal modulation content of the spectrograms using a bank of 2D Gabor filters (Chi et al., 2005) . The filters were tuned to different spectral (scale) and temporal (rate) modulations with selectivity to up and down sweeps (Chi et al., 2005) resulting in a 4D signal that Mesgarani, JASA--EL 5
varies along time, frequency, rate and scale ( Figure 1b ). Speech has a distinct spectrotemporal pattern that could be different from many noises and environmental distortions. As a result, the representation of speech in noise is usually more separated in the modulation representation than it is at the level of spectrograms (Mesgarani and Shamma, 2007) . Figure 1c illustrates this point using an artificial noise (ripple) that overlaps with speech spectrogram but is mostly localized in only one rate-scale filter. We formed streams by dividing the spectrotemporal modulations into several subgroups. Out of many possible allocations (Zhao et al., 2009; Mesgarani et al., 2010) , here we focused on one such arrangement where upward and downward selective filters were grouped into two sets of low and high scales (figure 1b). In that way, we formed four streams that covered the full range of spectrotemporal modulations. We conducted speaker independent phoneme recognition experiments to test the effectiveness of the proposed methods. We used a phoneme recognition system based on the Hidden Markov ModelArtificial Neural Network (HMM-ANN) paradigm (Bourlard and Morgan, 1994 ) trained on clean speech using TIMIT database. The training data set consists of 3000 utterances from 375 speakers, cross validation data set consists of 696 utterances from 87 speakers and the test data set consists of 1344 utterances from 168 speakers, all sampled at 16
KHz.
Evaluating posteriograms
We estimated the posterior probability of phonemes (set of 39 (Halberstadt and Glass, 1997) ) for each stream using a single hidden layer Artificial Neural Network (ANN). The accuracy of phoneme posterior probability estimation in each individual stream is less Mesgarani, JASA--EL 6
than that of a baseline system, since each stream carries only a part of the available information. One way to measure statistics of the estimated posteriogram regardless of its duration is computing its autocorrelation matrix as defined below:
where P j n ( ) is the vector of posterior estimates of stream j at frame n (size = 39) and 
Evaluating possible distortion of the posterior estimates
The autocorrelation matrix computed from posteriograms of undistorted speech summarizes the behavior of each stream in the clean condition. Any additional distortion of the posteriogram due to any factor results in the change of these statistics. Thus, computing a measure of similarity between the autocorrelation matrices derived from the clean signal and from the signal corrupted by any means indicates the degradation of the Mesgarani, JASA--EL 7 stream due to the distortion. We used the Pearson's correlation (Rodgers and Nicewander, 1988) defined as:
( 2) where AC clean denotes clean autocorrelation matrix (clean statistics) and AC noisy is the autocorrelation after the corruption. This measure proved to be an effective predictor of streams recognition accuracy (Figure 3a ). 
An important practical issue is the duration of posteriogram needed to obtain a reliable estimate of AC (N in equation 1). This is important in realistic test

Discussion
We presented a method where the similarity of posteriogram statistics with clean condition is used to assess the quality of streams. One can use this similarity measure in two ways: Mesgarani, JASA--EL 9 1) Correlations on the outputs of the individual streams can be used for weighing the streams in the fusion, as e.g. done in the Demster-Shafer fusion (Valente and Hermansky, 2007) .
2) Maximizing the correlation at the output of the whole recognition system can be used to find the least degraded stream combination, emulating the hypothesized process in human decoding of noisy signals, briefly sketched in the Introduction.
The fundamental principle of the proposed technique is to derive some entity that 
