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Пусть теперь HAyAП  (уравнение yAПAx  разрешимо), следовательно, 
*AxyAП , где *x минимальное решение уравнения yAx  (оно единственно в AM ). То-
гда метод (2) имеет вид 
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Разобьѐм последнее равенство на два: 
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1 nnn xxAEEAPxAPxAP  
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1 nn xxAPAEExAP 01 xAPxAP n ,  
так как 01
*
nxxAAP ; 
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1 nnn xxAEEAПxAПxAП  
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1 xxAПAEExAП nn , 
так как AMx* .  
Обозначим 
*
1 xxAПw nn , тогда 1
2
nn wAEw  и, аналогично nv , можно пока-
зать, что nwn ,0 . Следовательно, 
*xxAП n . Отсюда 
.*0 xxAPxAПxAPx nnn  Теорема доказана. 
З а м е ч а н и е . Так как 00x , то 
*xxn , т.е. процесс (2) сходится к нормальному решению, 
т. е. к решению с минимальной нормой. 
Предложенный метод можно эффективно использовать при решении различных прикладных 
некорректных задач, встречающихся в математической экономике, геофизике, космических иссле-
дованиях (спектроскопии), медицине.  
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Одной из проблем прикладной математики является задача поиска решения систем нелинейных 
уравнений. Решение таких систем, как правило, невозможно в замкнутом виде. В связи с этим для 
решения систем нелинейных уравнений широко применяются итерационные методы. Одним из 
популярных методов решения систем нелинейных уравнений является  метод Ньютона. Основное 
достоинство его – локальная квадратичная сходимость, однако он сходится с достаточно хорошего 
начального приближения. В связи с тем, что, как правило, нам не известно такое приближение, 
метод Ньютона в чистом виде применять нецелесообразно.  Работа посвящена эффективным 
сверхлинейным квазиньютоновским  итерационным процессам для решения нелинейных уравне-
ний. Опишем предлагаемый ниже алгоритм: 
В частности нами была рассмотрена следующая система уравнений: По
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до цикла имеем 00 , x . Вычислим 0x   по формуле 0000' xfxxf , где 
]10,10[ 360  и,  используя равенство 001 xxx , определим 1x . Находим 1  по формуле 
11
000
1
110
000
1 ,,1min
xfx
xfx
xfx
xfx
. Заходим в цикл: 
Шаг 1 . Решается система уравнений (1) относительно nx : 
2,1,0,' nxfxxf nnn … 
Шаг 2 . Вносится поправка в вектор nx : 
]10,10[,,2,1,0, 1301 nxxx nnnn  
Шаг 3 . Если nx , где  – малая величина (параметр останова), то конец просчѐтов, иначе 
переход на шаг 4. 
Шаг 4 . Определяется новая шаговая длина: если )()( 1 nn xfxf , то ,11n  иначе пере-
счет 1n  : 
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и установим 10 : xx ; 21 : xx ; 10 : xx ; 10 :  и переход на Шаг 1 . 
Доказательство сходимости предлагаемого процесса может быть приведено вполне аналогично, 
как это делается в работе [1].  
Сравним рассмотренный метод с известным методом неполного прогноза Жанлава-
Пузынина[2]:  
Шаг 1. Решается нелинейная система уравнений относительно nx : 
 ),()(/ nnn xfxxf   n=0,1,2,… 
Шаг 2. Вносится поправка в вектор nx : 
 ,1 nnn xxx  n=0,1,2,…, .10,10
14
0  
Шаг 3. Проверка. Если )( 1nxf < , где - малая величина (параметр останова), то конец 
просчѐтов, иначе переход на шаг 4. 
Шаг 4. Определяется новая шаговая длина: если )( 1nxf < ,)( nxf  то ,11n  иначе 
 ,
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xf
xf
    n=0,1,2,… 
и осуществляется переход на шаг 1. 
Численные эксперименты проводились на системе (1). 
 
 
(1) 
 
 
 
 
 
 
При решении системы (1) использовались как предложенный нами метод (назовем его метод 1), 
так и известный метод Жанлава-Пузынина [2]. Оба они являются квазиньютоновскими методами 
неполного прогноза.  Методы  неполного прогноза являются достаточно эффективными  и  позво-
ляют` найти решение за разумное  количество итераций даже в случае случайного начального век-
тора. Нами начальный вектор выбирался из промежутка (-10,10).  Рассмотренные методы оказа-
лись совершенно разными по эффективности.  
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Результаты просчетов сведены в таблицу1.  
Исследуется сходимость рассматриваемых процессов на системах разной размерности. В каче-
стве начального приближения используется один и тот же случайный вектор и приближенное ре-
шение получается с точностью не менее 1е-9 по норме невязки.  
 
Таблица – Связь между размерностью и количеством итераций для достижения нужной точности 
 
 Метод 1 Метод Жанлава-Пузынина Размерность N 
итер. 363 1583  
N = 6 точн 1,71191453335329Е-06 9,99288939496648Е-06 
итер. 40 2063  
N = 8 точн 1,40752187686645Е-10 9,99166096235677Е-08 
итер. 151 1974  
N = 10 точн 8,1703495047325Е-07 9,98639882026802Е-07 
итер. 96 2172  
N = 15 точн 3,90244040021993Е-12 9,92831955706023Е-08 
 
Анализ таблицы показал, что метод Жанлава-Пузынина оказался значительно менее эффектив-
ным, чем метод 1. 
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Республика Беларусь постепенно входит в новую стадию экономического развития – сетевой 
экономики, которая связана с развитием информационных технологий, быстрой сменой потоков 
информации. В данных условиях традиционный бизнес не успевает реагировать на изменения ры-
ночной конъюнктуры и становится неэффективным. На смену традиционным банковским услугам 
приходят услуги электронного банкинга, которые обеспечивают большую гибкость и динамич-
ность предоставления услуг населению и тем самым увеличивает эффективность последнего.  
Актуальность темы заключается в том, что использование передовых технологий в банковском 
обслуживании позволяет банкам дифференцированно работать с клиентами в зависимости от их 
индивидуальных предпочтений, сделать доступной банковскую услугу в любое время  посред-
ством дистанционного обслуживания, минимизировать издержки, усовершенствовать обслужива-
ние, повысить качество предлагаемых банковских услуг, усилить конкуренцию в банковской сфе-
ре. 
Теоретическая значимость темы состоит в решении задач по формированию конкурентного 
рынка электронных банковских услуг, новых форм банковского обслуживания с помощью альтер-
нативных каналов доставки банковских продуктов. Практическая значимость результатов заклю-
чается в разработке предложений и рекомендаций по совершенствованию банковского обслужи-
вания клиентов на основе современных электронных технологий удаленного доступа.  
Электронные банковские услуги – это новый технологический способ производства банковских 
продуктов, удовлетворяющих потребности клиентов с помощью электронных банковских техно-
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