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法に関して，いくつかの提案を行なってきた（宮里・大島（1988），MiyasatoandOshima（1989））．そ
のうちの一つは，慣性モーメントの変動や非線形性の外力の影響を補償するために，入力トルクを高速
で切り換える必要が生じる．またモデルが対象に依存した座標系で表現されるため，目標軌道の記述に
は必ずしも適さない．ここではこの適応制御系を，試行を繰り返すごとに切り換え振幅が小さく再設定
され，目標軌道の設定もそれに適した座標系（作業座標系）で行なえる方式に拡張した．具体的には，’対
象を表現する座標系を，対象に依存した座標系（物理座標系）から目標軌道の表現に適した座標系（作
業座標系）に変換する．それにともたって，入力トルクも作業座標表現（作業トルク）に変換されるが，
この作業トルクー作業座標系においても，対応する慣性モーメント（等価慣性モーメント）の正定対称性
が成立することに着目する．従って作業トルクに対して，物理座標と同種の非線形ロバスト適応制御を
適用することにより，作業座標表現で同様の制御系の構成ができる．このとき，入力トルクを作業トル
クに変換（物理座標→作業座標）する必要が生じるが，その逆変換（作業座標→物理座標）は行なう必
要がたいことに注意する．逆変換を含む項は適応機能により推定されるからである．以上で，目標軌道
の表現に適した座標系で制御系の構成が行なえる．次に，試行を繰り返すごとに切り換え振幅が小さく
再設定されるようにするために，inter1ace型適応則とhybrid型適応則を併用する2次元的た適応制御
系の構成（宮里・大島（1989））を考える．inter1ace型適応則（一つのシステムパラメータに対し，複数
のパラメータ推定値をシステムの特性値に応じた間隔で独立に配置して調整する手法）としては，先の
非線形ロバスト適応制御方式を採用する．またhybrid型適応則（制御対称と独立な時間スゲ一ノレでパラ
メータ推定値を更新する手法）としては，各試行ごとに作業トルクの同定モデルを設定し，同定モデル
中の推定パラメータを，同定誤差が小さくたるように試行が変わる度に更新する方式（逐次最小二乗型
hybrid適応則）を採用する．この推定パラメータ（一つの試行内においては一定）は，線形制御のフィー
ドバック係数として非線形ロバスト制御則と併用される．試行を繰り返すことで，作業トルクの同定モ
デルの精度が上がると，それから決まる線形制御もより望ましいものにたり，併用する非線形ロバスト
制御の寄与が少なくてすむようにたる（非線形ロバスト適応制御の必要た寄与の大きさはそれ自身の適
応機能により自動的に設定される）．以上のことから，試行を経るに？れて，hybrid型適応則から決まる
線形制御によって，非線形ロバスト制御則の結果生じる入力の切り換えの振幅が，小さく再設定される
ようにたる．本研究では，このような適応制御系を学習制御系（適応過程の適応的改善が実現されると
いう意味において）の一種として提案し，その安定性と誤差の収束性の解析を行なった．手法の有効性
は，ロボットマニピュレータの実際の機種を想定した数値実験により確認され，試行を繰り返すことに
よって，切り換え振幅の低減化と過渡特性の向上がみられた．
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m変数m制約式（m＜m）の双対標準形線形計画問題〈D〉
             minimize ofκ，  subject toκ∈夕，
（1）        夕＝1κ∈”1λ㌦一ろ≧o｝，
             λ＝（α、，；．．，0m）∈”Xm， C∈”， ろ∈Rm
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を考える．〈D〉は次の仮定を満たしているものとする．
 〈A1〉 〈D〉は最適解および内点可能解を持つ．
 くA2〉 Rank（λ）＝m．
 線形計画問題に対してKarmarkar（1984）が射影変換を用いる多項式性を持つ新しい内点法を提案し
て以来，さまざまな角度から内点法の研究が続けられている．アフィンスケーリング法（Dikin（1967），
Bames（1986），一Vanderbei et a1．（1986），Ad1er et a1．（1989））は射影変換を用いるかわりに変数（ある
いはスラック変数）に対するスケーリングを用いる“簡単な”内点法であり，その反復はダの内点κ｛レ〕
において次のように定義される．
                 ｛レ。、〕＿（”L（レ〕B（κ（”））■ユ0 （2）             κ 一κ μ                        ｛0f3（κ（”〕）’’0｝’’2
ここでξ（κ）＝〃κ一ろ，B（κ）＝λ［ξ（κ）］■2〃，μ（リ，はステップ幅，κ（州は新しい近似解である．また，
［ξ（κ）］はξ（κ）を対角成分に持つ対角行列を表す．この方法は，単純で分かりやすく，目的関数値の下界
値の更新を必要としないたどの利点を持っており，現在多くの計算機実験が行われ，有望な結果が報告
されつつある．
 アフィンスケーリング法の大域的収束性（反復（2）の生み出す点列の集積点が最適解以外に存在しな
いこと）を証明することはいろいろた人々によって試みられてきたが，ごく最近まで，
 〈A3〉主非退化仮定    制約領域の多面体8のすべての頂点においてちょうとm本の制約が
              ○である．
 ＜A4〉双対非退化仮定   制約領域の多面体夕の頂点以外のすべての面において目的関数値は
              一定ではたい．
のいずれの仮定も必要としないような証明は与えられていたかった．これまでの最良の結果としては，
（1）Dikin（1974）による，主非退化仮定のもとでの証明（μ（”〕＝1：μωは反復（2）におけるステップ幅）；
（2）Tsuchiya（1989）による双対非退化仮定のもとでの証明（μ（”）＝1／8）；（3）Tsengand Luo（1989）
による証明（μ（”）＝0（2一工）；工は問題を記述するのに要する総ピット数）があげられる．証明（3）は退
化に関する仮定〈A3〉，〈A4〉を必要としないが，ステップ幅が非常に小さく，それが工に依存するとい
う新たな強い条件を必要とする．
 本報告では，同次形線形計画問題に対するアフィソスヶ一リング法とKarmarkar法が同じものであ
ることを利用して退化した面の近くでのアフィンスケーリング法の振舞いを詳しく解析し，“問題〈D〉
が仮定＜A3〉，〈A4〉を（共に）満たしていなくても，ステップ幅を1／8としてアフィンスケーリング法
の反復を行うと，その生み出す点列は必ず最適解の相対的内点に収束する”ことを示した（より詳しく
はTsuchiya（1990）参照のこと）．
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      Centered Newton Method for Non1inear Programming
                                    田 辺 國 士
 外点法による線形計画問題の一解法として中心化ニュートン法を先に提案したが，ここではこれを非
線形計画問題の解法に拡張する．この反復解法は，ほとんど任意の初期値から反復を開始することがで
き，内点法における初期値設定の困難を解消することができる．
 次の非線形計画問題を考える．
 問題．条件g、（x）≦0，g。（κ）≦O，．．．，gm（エ）≦Oのもとで∫（x）を最小化せよ．
 ただし，κはm一項列（位置）ベクトルとし，！（κ），g｛（κ）は十分滑らかだ関数とする．また，条件を
満足する可能集合は空てたいと仮定する．この問題を解くためには連立非線形方程式・不等式系
（1） ～イ（ニボ）弍幽
を解くことが必要である．ただし，8’（κ）・・（g、（兀），g。（X），．．．，gm（エ））’は〃から児mへの写像とし，J（X）
は写像g（兀）のヤコビ行列とし，〔ツ〕はツの要素と（順序をふくめて）同じ要素をもつ対角行列とし，ツ，
Zはm一項列ベクトルとする．児n×〃×碓から”X児mX脳への写像⑭をこの問題の中心平坦化
写像とよぶ．中心多様体（曲線）0を線形集合〃＝｛（0，O，m）：m、＝…＝mm≧O｝の写像⑭による原像
0≡Φ一1（D）と定義し，中心化ニュートン法をこの系に適用すると，中心化ニュートンベクトル」ρ…
∠ρ（x，y，z）≡（∠κ，∠v，ル）が連立一次方程式
          「㌣∵〔1〕1帥州（三）
の解として決定される．ただし∬（X，ツ）＝▽2∫（X）十Σ1〃▽2gオ（κ）はラグランジュ関数のヘッセ行列と
                       ｛＝1
し，吻はベクトル〃の第5要素とし，σ＝（y，2、十…十y．zm）／m，1は全ての要素が1であるm一項列ベク
トルとし，（〆，ノ，メ）｛を（κ，ツ，Z）などと略記する．このとき∠。はニュートンベクトル，∠、は中心
化ベクトルであり，∠ρ＝（1一ρ）∠。十ρ∠、となる．「中心化ニュー一トソベクトルが定めるベクトル場はどの
ようなものであろうか」という問題を考察しよう．（κO，ヅO，ZO）を初期値とする自励系a（エ，ツ，Z）／励＝
∠ρ（x，？，z）の解を（エ（オ），ツ（オ），z（オ））（O≦C＜〃）と記すとき，次の定理が成り立つ．
 定理．任意のxo，非負条件を満たす任意のゾ＞O，zo＞Oに対して自励系の解がO≦広＜Mで存在し
て，次の第一積分が成り立ち，これにより解曲線が定まる．
          ア（X（広））ツ（広）十▽！（X（広））＝e－f／ア（州ツO＋▽！（κO）｝，
               9（x（左））十z（玄）＝e’f｛8（κo）十zo｝，
