Abstract. We study the linear transport equation
Introduction
In this work we study the driven linear transport equation driving term (which we always take such that X 0 = 0). We consider solutions u and initial conditions u 0 which are only bounded functions of space so that the transport equation has to be understood in the weak sense with respect to the spatial variable. When X = 0, Di Perna and Lions [11] showed that when b ∈ L 1 ([0, T ]; W wide range of results follows this one, a partial survey can be found in [1] . Under weaker condition on regularity of the vectorfield b, the equation is known to be ill-posed. Despite of that, Flandoli, Gubinelli and Priola [12, 13] showed that when b ∈ C([0, T ];
and div b ∈ L p ([0, T ] × Ê d ) for p 2, adding a Brownian perturbation X allows to maintain uniqueness of L ∞ solutions which are strong in the probabilistic sense. In that case the driving term in eq.
(1) has to be understood as a Stratonovitch integral against the Brownian motion X. Their result is based on the regularization effect of the Brownian perturbation on the flow of the characteristic equation
The key estimates on this regularization effect depends quite heavily on stochastic calculus techniques and so breaks down easily if we try to apply the same approach to more general perturbations X, for example a fractional Brownian motion of given Hurst parameter. Note that in a recent paper, Beck, Flandoli Gubinelli and Maurelli [3] proved directly regularization properties of the Brownian motion on the transport equation with more general vector fields without relying on the flow of caracteristics, but they still have to rely on stochastic calculus tools, in particular the Itô formula for Brownian semi-martingales. While stochastic calculus is not available for the fractional Brownian motion (fBm), in a recent paper, Catellier and Gubinelli [5] proved that, at the level of the characteristic equation (2) , the same phenomenon of regularization by noise appears for arbitrary Hurst parameter H ∈ (0, 1) of the fractional Brownian motion X. In particular, the phenomenon of regularization gets stronger as H gets smaller.
In the perspective of this last result it is then interesting to investigate the regularization by noise phenomenon at the level of the transport equation (1) . In order to do so we need first to give an appropriate meaning to the transport equation with non-differentiable driver X.
In a more general setting, Lions, Perthame and Souganidis [20] use the entropy solutions and the kinetic formulation of scalar conservation laws to overcome the difficulty given by the rough drivers. On that setting the authors use a one-dimensional irregular path only. For a multidimensional noise, Caruana, Friz and Oberhauser [4] use Lyons' theory of rough paths [21] and the notion of viscosity solutions. These two approaches are based on a common idea. The irregular signal X is approximaded by a family (X ε ) ε>0 of smooth functions, and a solution u ε of the approximate equation constructed. Then, using suitable a priori bounds, the authors show that the solutions converge to a function u which is then defined to be the solution of the equation. In these approaches the equation is replaced by a limiting procedure and no attempts are made to investigate the equation satisfied by the limiting object.
This way of proceeding is not very useful in the context of the regularization by noise phenomenon we would like to study. Indeed, as soon as X is replaced by a more regular signal X ε the regularization phenomenon is lost and there is no hope that the approximate equations have unique solutions. So while the existence problem is easier, the uniqueness gets out of reach. In the limit where the regularization is removed one expects to regain uniqueness but then it is the meaning of the equation which is not clear.
In order to have a well-defined setting in which to discuss the existence, uniqueness and regularization effect for transport equations we will follow the recent work of Gubinelli, Tindel and Toricella [18] where they use the theory of controlled rough paths introduced by Gubinelli in [16] to define controlled viscosity solutions of fully non-linear PDEs with driving signals given by a general (step-2) rough path, thus filling the conceptual gap left behind in the approach of Caruana, Friz and Oberhauser [4] . Their approach shows the versatility of the controlled approach to deal with various problems in rough PDE theory.
In order to do so we need a geometric rough path X and we will define a certain class of solutions which are controlled, in a weak sense, by the rough path X. Finally, we will show that this notion of solution is an extension of the classical notion of solutions, which enjoys uniqueness in a natural class of vectorfields b and that the regularization properties of X can be used to extend the class of vectorfields for which uniqueness holds, proving for the first time the regularization by noise result for this class of rough PDEs.
Let us remark that Gubinelli and Jara [17] have already used the controlled path approach in a more probabilistic setting in order to prove regularization by noise results for the KardarParisi-Zhang equation. In a recent paper Diehl, Friz and Stannat [10] come with quite similar techniques. Nevertheless they seems to be unable to apply it to regularization by noise.
Denoting with u t (ϕ) = u(t, ·), ϕ(·) the pairing of u with a smooth test function ϕ (depending only on the space variable) we can reformulate the PDE as the infinite set of integral equations (3) u t (ϕ) = u 0 (ϕ) + for all t 0 and test functions ϕ in a suitable class. The last integral in the r.h.s. will be understood as a rough integral for the controlled path s → u s (∇ϕ) w.r.t. the rough path X.
In the controlled path theory, the idea is to ask the integrand to "look like" the driving term, at least at a first order level. We will ask the pairing of the solutions against test functions to have this property, and this will lead to the following definition. (3) is fulfilled, where the term t 0 u s (∇ϕ) · dX s is understood as the controlled rough integral of u(∇ϕ) against the rough path X.
As it will be shown, this definition is an extension of the classical notion of weak solutions, in the case where X is smooth. Besides we will show that the same phenomenon of regularization by noise appears in the case of the fractional Brownian motion, and we will mostly retrieve the results of Flandoli, Gubinelli and Priola but for a larger class of noises. Moreover as our theory is completely deterministic we will be able to handle random vectorfield b. In fact, for the fractional Brownian motion define on (Ω, F, È), if we add to the last definition that the solutiond u lie
, one have the following existence and uniqueness result. This is a melting pot of Theorems 3.8 and 4.9 and Corollary 4.3. Theorem 1.2. Let (Ω, F, È) a probability space, H ∈ (1/3, 1) and B H a d-dimensional fractional Brownian motion on that space. Let B H = (B H , H ) a lift of the fractional Brownian motion into the geometric rough paths of order γ ∈ (1/3, H) and u 0 ∈ L ∞ (Ω × Ê d ; Ê).
(
there exists a stochastic weak controlled solution.
(2) (Corollary 4.7) Let α + 3/2 > 0 and
there exists a unique stochastic weak controlled solution with initial condition u 0 .
there exists a unique stochastic weak controlled solution with initial condition u 0 Note that the point (2) in the last theorem allows us to consider random vector fields and random initial conditions, which is a huge improvement of the results of [12] . This paper is structured as follows. Section 2 is devoted to preliminary results: we recall some notation for the involved function spaces and we give a short overview of the theory of controlled rough paths and then we recall some of the results of [5] for the regularization by non Brownian noise Section 3 is devoted to the definition of weak controlled solutions and to the proof of their existence in general case. Finally in Section 4, thanks to a duality method we prove uniqueness for equation (3) .
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Preliminaries

2.1.
Notations and functional spaces. In all the following, the notation D n f is for the n-th
is the gradient, and
For a function u of [0, T ], we define δu s,t = u t − u s the increment of u. Whenever it make sense, we denote with u(ϕ) = u(·), ϕ(·) the pairing of u with a smooth test function ϕ.
Finally for a, b ∈ Ê we write a b if there exists a constant C > 0 independent of a and b such that a Cb. When a b and b a we write a ∼ b. Furthermore, the notation a c b specifies that the constant C > 0 depends on c.
Definition 2.1. Let (E, d E ) a complete metric linear space and (F, F ) a Banach space. For n ∈ AE and 0 < α 1 we define the space of α-Hölder-continuous functions from E to F by
The quantity f n+α is only a semi-norm for the space C n+α . For x 0 ∈ E the following quantity is a norm such that the space C α is complete
When x 0 = 0 we only write f n+α . To avoid confusion with the space of continuously differentiable functions, we will write C 1 (E; F ) = Lip(E; F ). Furthermore When it is not specified, F is always assumed to be the space Ê d and |.| F = |.| the usual Euclidean norm.
Definition 2.2. For E and F as before and n < α n
and if for all k ∈ {0, . . . , n} D k f ∞ := sup x∈E |D k f (y)| < +∞. On this space we consider the norm
When E is bounded, the norms on C α = C α b and the norms are equivalents, we identify it in that case.
Remark 2.3. There is a way to extend the space C α b to nonpositive value of α. This is via the Besov spaces B α ∞,∞ , as it can be found in [2] or [23] . When α < 0, the results of part 2.3 about the flow of the caracteristic equation are still true, see [5] . Nevertheless, the definition of the transport equation for such irregular vectorfields seems to be tricky in that case. The method of Chouk and Gubinelli [6] and [7] does not apply and another definition has to be found. We postpone the analysis of this situation to a further publication.
Definition 2.4. Let ν ∈ (0, 1], (E, d E ) a complete metric space and (F, F ) a Banach space. We define the space of ν-Hölder-continuous functions from E 2 to F by
Unlike the case of the space C α (E, F ), . ν is a norm on C ν 2 . Finally, we introduce some notations for the usual L p spaces with image in Banach spaces. Definition 2.5. Let p 1 and F a Banach space and T > 0. We define
with the usual modification for p = +∞.
In order to have existence of global weak solution for the transport equation in the classical case, the vectorfield must have at most linear growth in the space variable. In order to quantify that, let us define a space of function with linear growth. Definition 2.6. Let d 1, the space of functions with linear growth is defined as follows
The approach for the transport equation developed here mostly relies on the method of characteristics (see Appendix B for more details). In particular, we aim to consider vector field with linear growth in space, and we will need some a priori bound of the flows for associated to such vector fields thanks to the following differential equation
The method for the uniqueness developed in Section 4 strongly relies on comparison between flows associated to the dynamics driven by different X. The two following lemmas gives the a priori bounds needed, the proof of those lemmas, and some additional material in the case of ODE with linear growth vector fields can be found in Appendix A.
where C is independent of x and nondecreasing in T and
2.2.
Controlled rough path theory in a nutshell. Rough path theory is a way to describe the effects of irregular signals on certain non-linear systems. It has been first developed by Lyons and his coauthors, see for example [21, 22] and the book by Friz and Victoir [15] . In order to use this theory to define integrals againts irregular signals we will use the notion of controlled paths developed by Gubinelli in [16] . An enjoyable exposition of this theory can also be found in [14] . When the path is not of finite variation, there is not enough informations to define an integral against its (weak)-derivative. The theory of controlled rough paths overcomes this problem and gives a general setting for the theory of integration against irregular paths.
2.2.1. Controlled integral against rough path. One of the first quantities we would like to define is the integral of the path against itself. The idea of rough path integration is to presuppose the existence of a first order iterated integral, and to construct a theory of integration related to that enhanced path (the path and its iterated integral). This idea leads us to the following definition Definition 2.10. Let 1/3 < γ 1/2. The pair X = (X, 2 ) is a rough path of order γ if
2γ and for two γ-rough paths X and Y we define
can be understood as the iterated integral of X against itself. Formally we have
In fact, in the last equality, the left hand side is a definition for the right hand side. On the other hand, when X is a smooth path, for example X ∈ C 1 ([0, T ]), we can always define a natural lift X to X by
In order to approximate irregular rough paths by smooth paths, we define the space of geometric rough paths as the closure of smooth rough paths for the rough path distance. This leads to the following definition Definition 2.11. Let 1/3 < γ 1/2, a γ-rough path X is a geometric rough path, and we write
0 where X ε is the natural lift of X ε as a γ-rough path.
In all the following we will consider only geometric rough paths. A general discussion about rough paths and geometric rough paths can be found in [19] .
As in the stochastic calculus setting, where we can integrate progressively measurable processes only, one has to give a structure to the paths we can integrate. In fact, as the integral of X against dX is already defined by the definition of the rough path X, the idea is to consider functions which locally up to the first order look like X. Such functions are called controlled by X and they are defined in the following definition.
with y ′ ∈ C γ and y # ∈ C 2γ 2 . Furthermore, we define the controlled norm of y by
. When there is no ambiguity, we will omit the γ and say that y is controlled by X.
The space of controlled paths has a rich algebraic structure. In particular, it is stable by products. Indeed the following estimate holds.
Whenever a path is uniformly locally controlled by X, it is globally controlled by X as stated in the following lemma. 
and there exists ε > 0 such that for all s, t ∈ [0, T ] with |s − t| ε we have
15. This lemma also apply when a is only locally Hölder continuous, we have
The definition of controlled paths and the definition of rough paths allow us to construct a controlled rough integral as the limit of the Riemann sum. This construction and the properties are a byproduct of the existence of the sewing map (Proposition 1 in [16] ).
. For all 0 s t T , the following limit of Riemann sums exists t s a r dX r := lim
and does not depends on the partition. Furthermore,
is linear and continuous and we have
Let us also give the equivalent for a function [0, T ] 2 → F of the classical result which says that when a continuous function f from [0, T ] to F is such that there exists ε > 0 with |f t − f s | |t − s| 1+ε then f ≡ 0.
Fractional Brownian motion as rough path. Finally in order for this theory to be useful, we need to be able to lift to the space of rough path the class of signals X we will consider. The following theorem gives a whole set of stochastic processes with such a property. It can be found in [14] and [15] . Note that the first result for the lift of the fractional Brownian motion is due to Coutin and Qian [8] . Let us first remind the definition of a the fractional Brownian motion. Definition 2.18. Let (Ω, F, È) a probability space, and H ∈ (0, 1). 
2 one can specify a bit this last theorem. Indeed, it that setting, B = B 1/2 is a Brownian motion, and both Ito and Stratonovitch calculus are available. In particular, one can show [14, 15] that for all γ ∈ (1/3, 1/2), the pair B = (B, strato ) is almost surely a γ-geometric rough path, where ( strato
where the last integral is the Stratonavitch integral. This Stratonovitch Brownian rough path is exaclty the rough path of the last theorem. Furthermore, in that setting, the definition of the controlled rough integral and the definition of the Stratonovitch integral coincide almost surely. This result can be found in the article of Gubinelli [16] about rough integrals, and the formulation here comes from Friz and Hairer [14] . 
Irregular paths and regularizations properties of fractional Brownian motion.
Classical solutions of the transport equation can be construct thank to the method of characteristics (see Appendix B ). The method strongly relies on the regularity of the flow of the characteristics ordinary differential equations associated to the transport equation. Namely when all the functions are regular enough, the unique solution of the Cauchy problem
where Φ is the flow of the equation
In a recent article, Catellier and Gubinelli [5] have shown that, among others processes, the fractional Brownian motion have good regularization property for the last ordinary differential equation, and allows to have a regular flow for b with really poor regularity. We give here the few needed results, and refer to [5] for more details and proofs. 
This definition is not empty: almost every path of the fractional Brownian is ρ-irregular. Furthermore, nondegenerate α-stable Lévy processes also have this property. 
The regularization properties of ρ-irregular paths will occur in Fourier-Lebesgue spaces. The oscillations of the function φ X are enough to regularize the differential system in that setting. 
and one of the main theorem of that article. 
Furthermore, θ t (x) = Φ t (x) − X t is Lipschitz continuous in time. The function θ is also locally Lipschitz in space, uniformly in time. Moreover, for any mollification b ε of b we write Φ ε the flow of the approximate equation
the following bound holds
where the constant K is increasing in |x| and independent of ε. The approximate flow Φ ε is also differentiable in space and
Even though the flow of perturbed differential equation does not have the same regularization properties as ρ-irregular path, one can look at their averaging properties. This is the purpose of the following Lemma, and it will be really important in the following.
, b, b ε and Φ ε as in the previous theorem. For all t ∈ [0, T ] let us define the function
Then F ε t is differentiable in space and there exists a constant K(|x|) at most with linear growth in |x| and independent of ε > 0 such that
In the case of the fractional Brownian motion, the previous results are not optimal in term of the regularity of the vectorfields involved in the equation. Indeed, using a Girsanov transform, one can show that the fractional Brownian motion has regularization properties for ODEs when b lies in a bigger space of function/distribution. The price for that extension is the loss of the global character of the averaging property for the fractional Brownian motion, as the exceptional set here depends on the function.
. Then for all
there exists a unique solution of the equation
Furthermore for any mollification b ε of b and for Φ ε the flow of the approximate equation, for
] → ε→0 0 and there exists a constant K(|x|) at most with linear growth in |x| such that
The same kind of regularization properties for the flow occur in the context.
with α + 1 > 0 and α > −1/2H, b, b ε and Φ ε as in the previous Theorem.
For all t ∈ [0, T ] let us define the function
and one of the main theorem of that article.
Rough transport equation, existence
In order to deal with the multiplicative perturbation of the classical transport equation we need a new notion of solution. When X is a Brownian motion, one can use, as in Flandoli et al. [12] the Stratonovitch integral to deal with the multiplicative term. As here, we intend to work with processes such as fractional Brownian motion, which are neither a martingale nor a Markov processes, there is no way to use classical stochastic calculus.
In order to replace the stochastic integral we will use controlled rough paths, as presented in [16] but also in [14] . The way we will require the solution to be weakly controlled by the process X is to be linked with the way Gubinelli et al. in [18] define controlled viscosity solution of non linear PDEs. In the following we will focus on rough paths X ∈ R γ with 1/3 < γ 1/2, since in that case the controlled rough integrals are quite easy to define. When 1 γ > 1/2, all the computations are easy as we can consider usual Young integrals.
We can now focus ourselves on the rough transport equation
, we want to solve the following Cauchy problem
To deal with the term ∇u t (x).dX t which is a priori ill-defined even in the weak sense, we need to introduce new notions of solution for equation (5) . When b is smooth enough, it is even possible to have strong solutions, when the last term of equation (5) will be understood as a rough integral. Those strong solutions will be quite useful for proving the uniqueness of weak solutions thanks to a duality argument. This is why we define strong solutions for a more general equation, but with non-optimal hypothesis on the vector field b. It seems that b could have linear growth (see [10] ).
A strong controlled solution with initial condition u 0 of the rough continuity equation
(2) For all x ∈ Ê d and all s t ∈ [0, T ], the following equation is satisfied
where the last integral is the rough integral of ∇u . (x) against dX.
When u t ∈ C 2 b , and as X is a geometric rough path, we can replace condition (2) by the following one.
• There exists a function
As in the classical case, in order to have existence of strong solutions, the vector field b has to be smooth. This is the meaning of the following theorem.
Let Φ the flow of the equation
and Φ −1 its inverse. The function
is a strong controlled solution to equation (6) .
When b is non-smooth, one has to give a weak sense for the solutions, and use the fact that, as a distribution, the function u is weakly controlled by the process X.
where the quantity t 0 u s (∇ϕ)dX s is understood as the controlled rough integral of u(∇ϕ) against dX. 
and the derivative of u(∇ϕ) as a controlled path is u(∇ 2 ϕ). Hence as X is geometric, an alternative formulation for Definition 3.3 can be:
(2) There exists a remainder R ϕ : [0, T ] 2 → Ê such that |R s,t (ϕ)| |t − s| 3γ and for all 0 s t T the following equation is verified
Thanks to the definition of the rough integral (see Theorem 2.16 above) these two formulations are equivalent. Hence, in the following we will either use one or the other.
However from this second formulation it is clear that the solution u depends only on the first level X of the rough path X due to the fact that only the symmetric part of the area s,t is needed to compute the rough integral on the r.h.s. if u(∇ϕ) ′ = u(∇ 2 ϕ) and that this symmetic part is canonical for geometric rough paths and given by X ⊗2 s,t /2. It seems that this remark could be extended for general path X with arbitrary regularity. Nevertheless, we restrict ourselves to γ ∈ (1/3, 1/2].
Whereas this notion of solution is quite different from the classical one, when X is smooth, the rough integral t 0 u s (∇ϕ)dX s is equal to the classical integral t 0 u s (∇ϕ)Ẋ s ds. In that case, we have to show that the two notions of weak solutions coincide. In fact, we have the following theorem.
. Let 1/3 < γ 1/2 and X be the natural lift of X into the space R γ . Then there exists a unique weak controlled solution u to equation (5) with initial condition u 0 . For almost every t ∈ [0, T ] and almost every x ∈ Ê d we have
where Φ is the flow of equation (4).
Here, as X is smooth, equation (5) can be understood in the weak sense as the classical transport equation
Thanks to the hypothesis, and thanks to the usual method of characteristics, the function
is the unique weak solution of equation (7). In order to prove that classical solutions are also controlled solutions, we will use some Taylor expansion of the flow Φ, and that will be the aim of Subsection 3.2.
When the flow Φ of equation (4) does not exists, we will still have controlled solutions for equation (5) . This is the purpose of the following result. Theorem 3.6. Let
Finally, we aim to use those notions of solutions when the driving term X and the solution u are stochastic processes. As in the classical setting, the proof of Theorem 3.6 relies on compactness arguments and extraction arguments. These arguments do not guaranty that the limit is measurable in ω. The following definition is a refinement of Definition 3.3 in the case we are working with a rough path lift of a stochastic porcess. The subsequent theorem proves that such solutions exists in that case. Definition 3.7. Let 1/3 < γ 1/2, (Ω, F, È) a probability space and X a continuous stochastic process on (Ω, F, È) such that almost surely X lifts to a Rough Path
In that setting, a (Stochastic) weak controlled solution of the Rough transport equation with
where that last integral is understood as the controlled rough integral of u(∇ϕ) against dX.
Theorem 3.8. Let b, u 0 and X as in the last definition. We also assume that for a smooth measurable approximation X ε of X and all 1/3 < γ 1/2 and all This notion of measurable solutions has to be compared with the usual notions of solutions for stochastic transport equation, when X is a Brownian motion and the integral is understood in the Stratonovitch sense. Let us remind that in [12] , the authors already show some regularizations effects for the stochastic transport equation driven by a (Stratonovitch) multiplicative Brownian motion. Let us remind the definition for stochastic solutions of the tranport equation in that article.
Definition 3.9 (Definition 12 in [12] ). Let (Ω, F, È) a probability space and B a d-dimensional
One can wonder, if those two notions of solutions are the same, in the case of the Stratonovitch Brownian rough path. Proposition 2.20, together with Definition 3.7 and Theorem 3.8 allows us to say that whenever a weak controlled solution exists, in the setting of Brownian motion, then it is also a L ∞ solution in the sense of Definition 3.9. One have to wonder if the contrary is true. There exists a modification such that u is also a weak controlled solution.
Remark 3.11. The meaning of such a proposition, is that when one work in the setting of this work, which is slightly less general than the one of [12] in the case of the Brownian motion, one have the same notions of solutions, and though the same results.
Proof. Thanks to proposition 2.20 it is enough to prove that if u is an L ∞ solution, it is weakly controlled by B. Let θ ∈ C ∞ c (Ê d ). Then, using the Ito formulation of the equation, we have
Thanks to the hypothesis on b (linear growth) and as u is bounded and θ has compact support, for all p ≥ 1, we have
Thanks to the Kolmogorov criterium, there exists a modification such that for all θ ∈ C ∞ c , t → u t (θ) is almost surely γ-Hölder continuous. As it is true for all θ this is also true for ∇θ. Furthermore,
Again thanks to a Kolmogorov criterium, there exists a modification such that for all θ, t → t 0 u r (∇) − u s (∇)dB r is 2γ-Hölder continuous, which ends the proof. 3.1. Strong controlled solutions. In order to prove the existence of strong controlled solution (SCS) for the rough continuity equation (RCE) we will proceed as for the weak solutions. Namely we will approximate X and show that classical solutions (see Appendix B) are controlled solutions for the approximate equation, and then remove the approximation. Nevertheless, in order to have an explicit form, we cannot use a compactness argument anymore, and we will have to control all the objects in order to make them converge. As we focus on regular b only, standard argument will be used. The proof relies on a Taylor expansion of the potential solution given by the method of characteristics (Lemmas 3.12, 3.13 and 3.14). As we intend to have a explicit representation of the strong controlled solutions, we can not use a compactness argument, but must show that a solution of the approximate equation (when W ε is smooth) converges to a solution of the equation. For that, it is necessary to control the Taylor expansion of flow for different driving terms. It is the purpose of Lemmas 3.15 and 3.16.
The three following lemmas are quite similar to Lemma 3.17, Corollary 3.20 and Lemma 3.21, but since we are working with bounded function b while proving results for the strong solutions, we can get ride of the locality. As the proof are quite similar to the proof of the aforementioned results, we do not develop them here. 
Those two previous lemmas guarantee that the function t → ϕ(Φ t (x)) is controlled by X and furthermore give a estimate on the controlled norm. Indeed, the following lemma holds.
Lemma 3.14. Let b and X as in Lemma 3.12.
and for R as in the previous lemma, we have
In order to prove that there exist strong controlled solutions to equation (6), we will approximate the rough path X. Hence, we need some regularity for the controlled norm of the potential solutions of the equations. The following lemma gives us the regularity w.r.t. the rough path norm of X and Y of the controlled test functions.
where the two constants
are nondecreasing in all the parameters.
Proof. We already know that the two functions ϕ(Φ X . (x)) and ϕ(Φ Y . (x)) are controlled by X and by Y respectively and that
and the same holds for ϕ(Φ Y . (x)) when we replace X by Y . Hence
Following the proof of Lemma 3.12 and with the estimations of Lemma 2.9, there exists R > 0 nondecreasing in all the parameters such that
Let us turn now to the remainder. We decompose it into five terms:
, where
The analysis of those five terms being exactly the same as the analysis of the terms A 1 and A 2 , the result follows easily.
Finally the two constants are nondecreasing with respect to all the parameters.
Proof. As K X 0 (x) = K X 0 (y) = 1, we only have to control the increments of the difference. Let
Thanks to Lemma 2.9, we have
Furthermore, as
we only have to prove the bound for L X t (x) = t 0 ∇c q (Φ X q (x)).DΦ X q (x)dq. We have, again thanks to Lemma 2.9,
where the constant depends on T , Db ∞ , D 2 b ∞ , c ∞ and ∇c ∞ , which proves the result.
We have gathered all the tools to prove the existence of strong controlled solutions if the initial condition and the the two functions b and c are regular enough.
Proof of Theorem 3.2. Let us take a smooth approximation X η = (X η , η ) of such that X η → X. By the method of characteristics (see Appendix B) we already know that
satisfies the following equation
and since (Φ η ) −1 satisfies equation
) is controlled by X η , thanks to Lemma 3.14. Furthermore,
The same arguments hold for X, and t → ψ t (x). Hence, ψ η . (x) and ψ . (x) are controlled respectively by X η and X. Furthermore, thanks to Lemmas 3.15 and 2.9:
Where R η is nondecreasing w.r.t. X γ and X η γ . As (D(Φ η ) −1 . (x)) ′ = 0 and (DΦ −1 . (x)) ′ = 0, we also have, thanks to Lemma 2.13
where the radius R η is nondecreasing with respect to X and X η . Furthermore, since
, and thanks to Lemmas 3.16 and 2.13, and since X η γ X γ , there exists R > 0 depending on X γ , Db ∞ and T and a constant C depending on b, c, ϕ 0 , T and X γ such that
Furthermore, X → C γ X η , hence, by the definition of the rough integral and the comparison between controlled path (see Theorem 2.16 and Lemma 2.13), for all s, t ∈ [0, T ],
It remains to show that the other terms of Equation (8) converge to the right quantities. But, thanks to Lemma 2.9, we know that (Φ η )
t (x), hence, as ϕ 0 , ∇ϕ 0 , c and ∇c are continuous,
Finally all the quantities converge and we have
which ends the proof.
If c = 0 in the last theorem, we have the existence of a strong controlled solution for the rough transport equation. When c = div b, it is a solution for the rough continuity equation. This result gives us the good dynamic to solve the rough transport equation by a duality argument. Indeed, as stated before, we will be able to test weak controlled solution against good test functions, i.e. the solution of the Rough Continuity Equation with an approximate vector.
3.2.
Taylor expansion of potential solutions. . As explain before, the whole method of the existence results relies on a Taylor expansion of the candidate for the solution, u 0 (Φ −1 t (x), as soon as the flow exists. As we consider weak solution, we need some integrability conditions on the Taylor expansion of the potential solution. Here, since we will rely on a compactness result, we will not need comparison lemmas.
and X ∈ C γ (Ê d ) such that the flow Φ and its inverse Φ −1 exist. There exists ε(T, b ∞;Lin , X γ ) > 0, such that for all 0 s < t T with |t − s| < ε,
Proof. We only give the proof of the first point, as the proof of the second point is an straightforward adaptation of the one for the first point. Let ε > 0 to be specified later and s, t ∈ [0, T ] with |t − s| < ε. Thanks to Proposition A.2, where we set y = Φ s (x)
s (y)) − y) + y)|. Furthermore, applying Lemma 2.7,
s (y)) − y| 1 and rΦ t (Φ −1 s (y)) + (1 − r)y ∈ B(0, 2), so that
When |y| > 1 and ε 2 −2/γ (K(1 + X γ )) −1/γ , we have
Since Φ −1 satisfies the same type of equation as Φ, thanks to Lemma 2.7, for ε as before,
Remark 3.18. We can choose ε = 2 −2/γ (K(1 + X γ )) −1/γ where K is the constant of Lemma 2.7.
An immediate corollary gives an estimate of the growth of the function ϕ(Φ t (.)). 
Proof. Let 0 = t 0 < t 1 < · · · < t n+1 = t such that |t i+1 − t i | < ε where ε > 0 is chosen as in the previous lemma and n is chosen as small as possible. Hence
Finally, thanks to Lemma 2.14, we are able to give some estimates for the C γ and D 
Furthermore for all N 0, we have
and the implicit constant on the right hand side is nondecreasing in all the parameters.
Proof. Let ε > 0 as in Lemma 3.17 and |t − s| ε and N > 0. If C denotes the constant of Lemma 3.17, we have
Hence, thanks to Lemma 2.14, we have
Thanks to Remark 3.18 we can choose ε = 2 −2/γ K −1/γ , we finally have
To end the proof, we just have to remember that K and C N +1 are nondecreasing in the parameters. 
X is controlled by X and there exists a constant C D (ϕ) which is nondecreasing in b Lin , div b ∞ and T such that
Proof. We first rewrite u(ϕ) in a more suitable way. We use Theorem A.1 and Lemma A.2 and we have
Thanks to Lemma 2.13, we know that when a, b are controlled by X, the product ab is also controlled by X and furthermore
. Hence, in order to prove that u(∇ϕ)
is controlled it is enough to prove that for all x ∈ Ê d , t → ∇ϕ(Φ t (x)) and t → | Jac(Φ t (x))| are controlled, with good estimates in x for the controlled norms of those two functions. Since everything is smooth here, we can apply Theorem A.1 and we have
its derivative is zero and its recaller is itself, and we have
We need a bit more work to handle ∇ϕ(Φ . (x)). Thanks to Corollaries 3.19 and 3.20, for all N 0 we already have
# s,t . Thanks to Corollary 3.20,
Next, thanks to Lemma 2.14, it is enough to control the local norm of (s, t) → ∇ϕ(Φ . (x)) # s,t when we choose ε as in Lemma 3.17. By Lemma 2.7, we already know that,
hence it is enough to bound
. But thanks to Lemma 3.17, this quantity is bounded by (1 + |x|) −(N +1) . Furthermore
and again thanks to Lemmas 2.7 and 3.17 we have
Furthermore, since ε ∼ ((1 + X γ )K) −1/γ thanks to Remark 3.18, thanks to Lemma 2.14 we have
As all the previous constants are nondecreasing with respect to b Lin , so is the implicit constant in this last inequality. Hence, when we put this inequality and the inequality for | Jac(Φ(x))| together, we have
where the constant C is nondecreasing in T , b Lin and div b ∞ . Finally as
the function u(∇ϕ) is controlled by X and
where the constant C is the constant of Equation (9) with N = d + 1.
Remark 3.22. The last proof shows gives that for all
Hence, for all t ∈ [0, T ], u t (ψ) has a meaning as a continuous function of t.
The last proof, and particularly Equation (9) gives us the following corollary
is decreasing faster than any polynomial and
Remark 3.24. In fact, to prove that u(∇ϕ 0 ) is controlled by X we do not need
When we test (t, x) → u 0 (Φ −1 t (x)) against smooth compactly supported function ϕ, thanks to a change of variable, proving that u(ϕ) is controlled by X is equivalent proving that t → ϕ(Φ t (x)) is controlled by X and has good integrability properties, which is what the previous lemmas have just achieved.
Weak controlled solutions.
The results of subsection 3.2 allow us to prove the existence of weak controlled solution in the smooth case (Theorem 3.5) and in the non-smooth case (Theorem 3.6).
Proof of Theorem 3.5. Let us first consider the weak solution u of equation (7) 
As u is a weak solution of (7), for all
, the smooth functions with compact support in [0, T ],
and since t 0 u s (∇ϕ)Ẋ s ds = t 0 u s (∇ϕ)dX s , thanks to Lemma 3.21, we have 
and u is a WCS of equation (5).
We will show that it is unique. Let v a WCS to eq. (7). Then, we have for all
As this equation is linear, and thanks to the density of the linear span of
Hence, v is a weak solution of equation (7). By Appendix B, v = u and uniqueness holds for the weak controlled solutions in the smooth case.
Thanks to Theorem 3.5, we now have all the tools to deal with the rough transport equation. We are looking for weak controlled solutions. Here we will no longer suppose that X is smooth.
As usual in such a setting, we will approximate X and b in a smooth way, and use the a priori bounds of the previous part to obtain compactness.
Proof of Theorem 3.6.
The strategy here is to extract a subsequence such that each term from the previous equality
Hence (u ε ) ε is relatively compact for the weak-star topology of L 1 , and we take a subsequence (ε n ) and
But thanks to Remark 3.22, we know that u ε (ϕ) ∈ C γ ([0, T ]) and that
We can apply Arzelà-Ascoli to u ε (ϕ), and there exists l(u, ϕ) ∈ C([0, T ]) such that, for another subsequence (ε n ) of (ε n ), (uε n (ϕ)) converges uniformly to l(u, ϕ). Hence we have u(ϕ) = l(u, ϕ) and u(ϕ) ∈ C γ ([0, T ]). The same strategy works for t 0 u ε s (div(b ε s ϕ))ds up to extraction of an other subsequence. Hence, for all ϕ ∈ C ∞ c (Ê d ), there exists another subsequence, let us denote it again by (ε n ) such that
Hence, u ε (∇ϕ) is bounded in the space D γ X ε , uniformly in ε. It is possible to apply the Arzelà-Ascoli theorem to u ε (∇ϕ), (u ε (∇ϕ)) ′ and (u ε (∇ϕ)) # , and there exists u(∇ϕ) ∈ D γ X such that
Furthermore, thanks to the definition of the rough integral (see Theorem 2.16 above) and the comparison between controlled paths (see Lemma 2.13), we know that
Hence the last term in equation (10) converges. Finally we have shown that
and u is a weak controlled solution to equation (5). 3.4. Stochastic processes, measurable weak controlled solutions. The proof of Theorem 3.8 is quite similar to the one in the deterministic case. The only -but significant -difference is that we can no longer apply naïvely the Arzelà-Ascoli theorem. As before we will use a weak- * -compactness theorem to identify a limit. In order to find a Hölder continuous version of this limit, we will use a sequence of partitions (here the dyadic numbers) and Riemann sums. The end of the proof will be devoted to prove the convergence of each term to the wanted quantities.
Proof of Theorem 3.8. Let (X ε ) the smooth approximation of X.
)dq + X ε t and (Φ ε ) −1 its inverse. We know, thanks to Theorem 3.5, that u ε t (x) = u 0 ((Φ ε )
) is a weak controlled solution of the approximate rough transport equation with initial condition u 0 , i.e. for all
is controlled by X ε almost surely, and for all s < t ∈ [0, T ],
Hence there exists a subsequence abusively denoted again by (u ε ), and
Let us find a weakly continuous version of the limit u. Let us define for n 0 the points of the dyadic partition of [0, T ] by t n i = iT 2 −n . We denote by Π n = {t n i : i ∈ {0, . . . , 2 n }} and by Π = ∪ n 1 Π n . As Π is countable and for all
there exists a subsequence of (u ε ), denoted again by (u ε ) such that for all
From now on we will consider only this version and denote it by u.
Thanks to the hypothesis on b and b ε , we know that for all
where the convergence is weak in L ∞ (Ω). Furthermore, since the following bound holds
by the dominated convergence theorem we have
In order to prove that u is a weak controlled solution of the Rough transport equation, it remains to show that the last term
0 u q (∇ϕ)dX q . In order to do that, it is necessary to show that u(∇ϕ) is controlled by X. Thanks to the last construction, for all m ∈ AE and all
For all n 0, k n and all t ∈ ∩ k n Π k , there exists i k t ∈ {0, . . . ,
and S k (∇ϕ, t) as the same quantity for u and X. Thanks to the definitions of u, we know that S ε k (∇ϕ, r) converges weakly in all L p (Ω) for 1 p < +∞ to S k (∇ϕ, r). Furthermore, thanks to the estimates for the rough integrals, and since
Hence, for all 1 < q +∞, and Y ∈ L q (Ω),
As ε → 0 and k → +∞, the right hand side of the previous inequality goes to zero, and for all t ∈ Π, t 0 u ε q (∇ϕ)dX ε q converges weakly to
and the same kind of bound holds for t 0 u q (∇ϕ)dX q . By a similar computation to (12) , for all
Hence all terms of the approximate equation converge and we have, for all test functions f and
Almost surely and for almost all t ∈ [0, T ],
is a weak controlled solution of the rough transport equation driven by X.
Uniqueness of solutions
In order to prove the uniqueness of weak controlled solutions, we will use a duality argument. Indeed, we will suppose that everything is smooth, and that ψ is a strong solution of the Continuity Equation
we have for any weak solution of the rough transport equation, using the Leibniz rule on u t (ψ t ) = u t , ψ t ,
Hence u t (ψ t ) = u 0 (ψ 0 ). As the equation is linear, it is enough to prove uniqueness when u 0 = 0, then u t (ψ t ) = 0. The trick here is to solve the rough continuity equation backward, such that for any fixed ϕ ∈ C ∞ c (Ê d ) and any t ∈ [0, T ], there exists a solution of the rough continuity equation such that ψ t = ϕ. Hopefully the work for such an existence has been done in Section 3 and in subsection 3.1.
As the transport equation is linear, it is enough to prove uniqueness when u 0 = 0. We would like to use the standard duality argument to prove that in that case the only solution is zero. As we need to test the weak controlled solution against smooth compactly supported functions, it is not possible to do it directly. The idea is to approximate the vectorfield b with a smooth one, and hence to show that the error we make by such a trick goes to zero when the regularization goes to zero. This is the purpose of the lemma of the following section, which allows us to compare different weak controlled solution associated to different vector fields.
4.1. The fundamental lemma.
. LetΦ the flow associated to X andb, and letR the radius of the ball of Lemma 3.12 associated tob and X. 
By Theorem 3.2,ψ is a strong controlled solution of the rough continuity equation.
Furthermore, thanks to the definition ofR, for all n ∈ AE
is compactly supported, we have
where |R s,t | |t − s| 3γ . But
s ).X s,t +R s,t and all the rough terms cancelled. Finally we have
Hence, we have the following decomposition
where |R s,t | |t − s| 3γ . But, thanks to the last equation, δR r,s,t = 0 and the Lemma 2.17 givesR
Finally, we have
As Equation (5) is linear, in order to prove the uniqueness of the solutions, it is enough to prove it when u 0 = 0. As stated above, we need backward solutions of the Continuity Equation. Wheñ
)dq is smooth, compactly supported andψ is a solution of the rough continuity equation. Furthermorẽ
Hence, we can choose t = t 0 in (13) and s = 0, and we have
We can split the right hand side into three parts
whereR is nondecreasing in T , X γ and b ∞ . Hence
For A 2 we will use the same trick:
The same holds for A 3 , and we have
Once put together, this gives the wanted result.
Remark 4.2. In fact, the proof gives us a decomposition of u q (ϕ 0 ) as the follows:
and every weak controlled solution of the rough transport equation verifies
4.2. Strong uniqueness. In the case of the fractional Brownian motion, a phenomenon of regularization by noise will occur. But even without any regularization, we have the following theorem.
There exists a unique weak controlled solution with u 0 ∈ L ∞ (Ê d ) to the rough transport equation. 
Furthermore, Φ is differentiable in space, and its spatial derivative satisfies the following equation
Furthermore, for for r > 0 and x r
In order to prove uniqueness, with the notations of Remark 4.2, we only have to check that there exists a sequence
Let us recall, thanks to Lemma 3.21 and since ϕ ∈ C ∞ and
In order to prove the theorem when div b ∈ L ∞ (Ê d ), we need to use an approximation argument.
As all the function are localized in a ball of radius R, let η > 0 and let
. On the other hand, we have 
) is a strong controlled solution, and then a weak controlled solution. But the previous theorem guarantees that there is only one weak controlled solution.
4.3. Regularization by noise. In the article by Catellier and Gubinelli [5] , as we presented in Subsection 2.3, that when the process X is ρ-irregular, a phenomenon of regularization occurs. Indeed, for less regular vectorfields b the flow of the equation exists, and furthermore its averaging properties are nice. We will give two different results: for a general ρ-irregular path, and for the fractional Brownian motion.
4.3.1. General ρ−irregular paths.
There exists a unique weak controlled solution to the Rough Transport Equation with initial condition u 0 .
Proof. Thanks to Theorem 2.25, the flow Φ of the equation 
Thanks to Lemma 4.1, it is enough to prove that
, R ε R where R ε and R are the radii defined in Lemma 3.12, and b−b ε ∞ → 0. Furthermore, thanks to Theorem 2.25,
, and then the result follows.
As the proof of the last theorem is pathwise, one can prove the following corollary where b and u 0 are random and X a generic continuous and ρ-irregular stochastic process which lifts into R γ and with good approximation properties in L p (Ω).
Corollary 4.7. Let ρ > 0, α > −ρ such that 3/2 + α > 0 and 1/3 < γ 1.2. Let (Ω, F, È) a probability space, X a continuous stochastic process on (Ω, F, È) such that X is almost surely ρ-irregular and almost surely X lifts in a measurable way to X ∈ R γ . Suppose furthermore that for any smooth approximation X ε of X and any 1 p < +∞,
There exists a unique Stochastic weak controlled solution
Transport Equation with initial condition u 0 .
Proof. The existence of such a solution is proved in Theorem 3.8. For the uniqueness result, remark that the lift X of X and the functions b and u 0 satisfy the conditions of the last theorem almost surely. Hence, the solution is unique.
Remark 4.8. For H ∈ (0, 1), −α < ρ < 1/2H with α + 3/2 > 0, the fractional Brownian motion B H satisfies the hypothesis of the last theorem. The last result allows us to take random vectorfields.
4.3.2.
Fractional Brownian motion, the hölder continuous case. The last proofs, and in particular the proof of the Lemma 4.1 relies on the existence of a flow for the characteristic equation associated to the vectorfield b and the path X. In order to prove uniqueness, a uniform bound on the differential of the flow for regularized vectorfieldsb is also needed. In [5] , the authors use a Girsanov transform for the fractional Brownian motion in order to extend the space of vectorfields, namely from FL α to C β , the space of Hölder continuous function. and is finite almost surely. By letting ε go to zero in (15) , almost surely |u 0 (ϕ 0 )| = 0, which ends the proof.
Appendix A. Standard theory of flows for additive rough ODEs
Our approach for the study of rough transport equations comes mostly from the method of characteristics. This method requires lots of informations about the regularity of the flow of the characteristic differential equation linked to the transport equation. We give her some standard theorem about flows of differential equations. Although these properties are quite standard, we give them with some proof.
A.1. Standard theory for flows. The following Theorem is standard, but we recall the form of the Jacobian determinant of the flow. All along this subsection, the perturbation X will be a path lying in C γ and γ ∈ (0, 1]. In that case, we have Jac(Φ t (x)) = exp
The first assertions are quite standard. The proof of the last assertion relies on the so called Liouville Lemma.
In the classical case of the transport equation, the existence of a solution is granted when the vectorfield b has spatial linear growth. The reminder of this section presents a brief study of flows when b has linear growth.
As in the standard theory of transport equations, the solutions will involve the inverse of the flow of equation (16) . The following lemma gives informations about the equation verified by this inverse. u (x))du + X T − X T −t , and the result follows.
As in the method of characteristics (see Appendix B), in the following, we will strongly use the spatial regularity of the flow. When the vector-field b is regular enough, the following result gives a bound for the norm of the spatial derivative. For all k ∈ {1, . . . N } and all t ∈ [0, T ], the k-th spatial derivative D k Φ t exists, and there exists a constant C k depending on T X D γ and D k b ∞;L ∞ for all k ∈ {0, . . . , n} such that
Proof. The fact that Φ t ∈ C N (Ê d ) is standard. Let us recall the equation verified by the flow
Db r (Φ r (x)).DΦ r (x)dr.
Hence, the proof of the proposition is quite straightforward. We have to use the equation verified by D n Φ(x), where all the other derivatives of Φ and all the derivatives of b up to order n appear. We then prove by induction the wanted bound for |D n Φ t (x)|, using the bound for the smaller derivatives of Φ and the Gronwall lemma.
Remark A.4. The proof also gives that C k has exponential growth with respect to Db ∞;L ∞ but polynomial growth wrt the other quantities.
A.2. A priori bound for flows: proof of Lemmas 2.7 and 2.9. And this is true for all ϕ ∈ C ∞ c (Ê d ), hence u t 0 (x) = 0 for almost all x. As the equation is linear, the result is proved.
