Abstract. Young's lattice L(m, n) consists of partitions having m parts of size at most n, ordered by inclusion of the corresponding Ferrers diagrams. K. O'Hara gave the first constructive proof of the unimodality of the Gaussian polynomials by expressing the underlying ranked set of L(m, n) as a disjoint union of products of centered rank-unimodal subsets. We construct a finer decomposition which is compatible with the partial order on Young's lattice, at the cost of replacing the cartesian product with a more general poset extension. As a corollary, we obtain an explicit chain decomposition which exhibits the rank-unimodality of L(m, n). Moreover, this set of chains is closed under the natural rank-flipping involution given by taking complements of Ferrers diagrams.
Introduction
Young's lattice L(m, n) consists of partitions λ = (0 ≤ λ 1 ≤ · · · ≤ λ m ≤ n), equipped with the following partial order:
The rank of λ ∈ L(m, n) is defined by rk(λ) = λ 1 + · · · + λ m . The rank generating function of L(m, n) is equal to the Gaussian binomial coefficient:
The unimodality of the coefficients of G(m, n) has been known for a long time, and has been proved using many different techniques (e.g. see [3, 4, 5] for historical background and references). K. O'Hara gave the first purely combinatorial proof by expressing the underlying ranked set of L(m, n) as a disjoint union of products of centered rankunimodal subsets. More precisely, she defined two statistics on L(m, n) called spread and degree, and decomposed of L(m, n) into centered ranked subsets U (m, n, s, d) consisting of partitions of spread s and degree d. Then she established a rank-preserving bijection:
Since the product of symmetric unimodal ranked sets is symmetric unimodal, it follows by induction that U (m, n, s, d) and L(m, n) are rank-unimodal.
In this paper, we construct a refinement of spread and degree which we call the signature. The signature of a partition in L(m, n) is a sequence of non-negative integers (d 0 , . . . , d k ) such that k = ⌊n/2⌋ and:
The signature is related to spread and degree by the following formulas:
Let Q n (d 0 , . . . , d k ) denote the subset of L(m, n) consisting of partitions of signature (d 0 , . . . , d k ). We describe a raising and lowering algorithm which provides a covering of Q n (d 0 , . . . , d k ) by saturated chains of length equal to:
This set of chains is stable under the natural rank-flipping involution τ given by complementation of partitions. We prove a version of O'Hara's structure theorem which is compatible with Young's partial order.
Theorem. There is a split extension of ranked posets:
where ℓ = ℓ n (d 0 , . . . , d k ) and r = 1 + min{0 ≤ j ≤ k | d j > 0}.
By induction, we obtain an explicit τ -stable chain decomposition of L(m, n) so that the chains of a given length can be organized into centered rank-unimodal subposets.
Let us briefly outline the contents of the paper. In section 2, we recall O'Hara's definitions of spread and degree, and we extend them to obtain the signature. In section 3, we describe the raising and lowering algorithm and we study the properties of the resulting "transversal" chains. We also show that spread, degree, and signature are invariant under this algorithm. In section 4, we prove the above structure theorem for the level sets of the signature map and we construct the explicit chain decomposition which exhibits the rank-unimodality of Young's lattice.
2. Spread, degree, and signature
Consider the following poset:
A n (m) = {(a 0 , . . . , a n ) ∈ Z n+1 ≥0 | a 0 + · · · + a n = m} where the covering relations are of the form: (a 0 , . . . , a n ) → (a 0 , . . . , a i − 1, a i+1 + 1, . . . , a n ). This poset is ranked by the following function: rk(a 0 , . . . , a n ) = n i=0 ia i .
Moreover, there is an isomorphism of ranked posets:
ϕ(λ) = (a 0 , . . . , a n ) where a i is equal to the number of times i appears in (λ 1 , . . . , λ m ).
Let γ : L(m, n) → L(n, m) denote the conjugation isomorphism:
j is equal to the number of λ i that are greater than or equal to j. Since the Ferrers diagrams of λ and λ ′ are related by a flip, it follows immediately that γ = γ −1 . By composing ϕ and γ, we get an isomorphism:
In other words, there is a commutative diagram of isomorphisms of ranked posets:
Furthermore, if we define the involution τ on A n (m) as follows:
τ (a 0 , . . . , a n ) = (a n , . . . , a 0 ), then the isomorphisms in the above diagram also commute with τ .
Recall that O'Hara defines the spread of λ ∈ L(n, m) as follows:
where λ 0 = 0 and λ n+1 = m. Let M (λ) denote the set of indices where this maximum value occurs:
where each D i is a maximal interval of consecutive integers in M (λ). O'Hara defines the degree of λ ∈ L(n, m) to be:
We transfer these statistics to A n (m) via the isomorphism ψ, i.e. for any a ∈ A n (m), we define:
It is straightforward to derive formulas for spread and degree in terms of A n (m).
2.1. Proposition. If a = (a 0 , . . . , a n ) ∈ A n (m), then:
Proof. We know that ψ −1 a = (λ 1 , . . . , λ n ), where:
Now, for each 1 ≤ i ≤ n, we have:
a j = a n−i + a n−i+1 .
Therefore:
(a n−i + a n−i+1 ) = max
where at the last step we have reindexed by i → (n − i).
Proposition.
If a ∈ A n (m), then:
Proof. If λ = ψ −1 a, then:
M (a) = {1 ≤ i ≤ n | a n−i + a n−i+1 = spread(a)}.
Reindexing by i → n − i, we get:
2.3. Remark. Let Γ n denote the path graph with vertex set {0, . . . , n} where any two consecutive integers are adjacent. If S ⊂ {0, . . . , n − 1}, then an edge covering of S is a collection of pairwise disjoint edges in Γ n whose union contains S. The edge covering number of S is defined to be the number of edges in a minimal edge covering of S. Given a ∈ A n (m), note that the maximal intervals of consecutive integers in M (a) are nothing but the components of M (a), thought of as induced subgraph of Γ n . If D is any interval of consecutive integers, then ⌈|D|/2⌉ is equal to the edge covering number of D. Since the components of M (a) must have at least one space between them, it follows that degree(a) is equal to the edge covering number of M (a).
A maximal pair of a = (a 0 , . . . , a n ) ∈ A n (m) is a pair of consecutive entries (a i , a i+1 ), where 0 ≤ i ≤ n − 1, such that:
Note that M (a) is equal to the set of left indices of maximal pairs of a.
We define a natural refinement of spread and degree which we call signature. The essential idea is to keep track of the spread and degree as we remove maximal pairs from a ∈ A n (m).
Given a ∈ A n (m), we define the set of active indices of a as follows:
In other words, an index 0 ≤ i ≤ n is active if (a i , a i+1 ) or (a i−1 , a i ) is a maximal pair of a. Consider the decomposition of M (a) into components:
where each d i ≥ 0 and c i+1 > c i + d i + 1. Then:
Note that the interval [c i , Let ω(a) denote the result of removing the largest possible number of maximal pairs from a. Following the above discussion, we see that it does not matter in what order we remove the maximal pairs; in the end ω(a) will contain all entries a j such that j / ∈ Act(a), along with those entries a c i where d i is odd. The number of maximal pairs removed while calculating ω(a) is equal to degree(a), and spread(a) is equal to the sum of the entries of each maximal pair, so:
where r = degree(a) and s = spread(a). Also note that spread(ω(a)) < spread(a) by construction.
2.4. Proposition. The maps ω and τ commute.
Similarly, i ∈ Act(a) if and only if n−i ∈ Act(τ a). It follows immediately that ω(τ a) = τ ω(a).
Let k = ⌊n/2⌋. We define the signature:
Proof. Let r = degree(a) and s = spread(a). We know that:
by induction. Therefore:
which proves the second equation.
We are now ready to use the signature to refine O'Hara's decomposition. Given n, d 0 , . . . , d k ≥ 0, we define:
where:
Then τ a = (a n , . . . , a 0 ), and:
spread(τ a) = spread(a) and degree(τ a) = degree(a).
where we have used that ω and τ commute and that σ(τ ω(a)) = σ(ω(a)) by induction.
In particular,
(1) The restriction of ω defines a surjective map:
(2) There is a τ -stable decomposition:
. Therefore, ω restricts to a map:
To prove that ω r is surjective, we define a right inverse:
where
Therefore, M (β r (b)) = {0, . . . , 2r − 1}, which means that:
It follows that Act(β r (b)) = {0, . . . , 2r} and ω r (β r (b)) = b.
(2) This follows immediately from (1) and the fact that ω r commutes with τ .
2.8.
Remark. Signature is the natural "completion" of spread and degree. More precisely, to any a ∈ A n (m), Conca [1] associates a certain tableau consisting of m boxes with entries in {0, . . . , n}. The spread is equal to the size of the longest column and the degree is equal to the size of the shortest row. Therefore, spread and degree together describe a rectangular block inside the tableau. We can remove this block and calculate the spread and degree of what remains, and so on. In the end, we will get a complete description of the shape of the tableau, corresponding to the signature. Indeed, if σ(a) = (d 0 , . . . , d k ), then the associated tableau has d j rows of size (j + 1). We can also define the signature in terms of certain tropical polynomials derived from the secant varieties of the rational normal curve in projective space [2] . In this way, we see that there is a natural geometric interpretation of spread, degree, and signature.
The raising and lowering algorithm
We define a weight function on A n (m) as follows:
Note that weights of all elements of A n (m) are congruent to mn mod 2. Also note that, for any a ∈ A n (m):
which implies that the weights of A n (m) are distributed symmetrically around zero. From now on, when working with elements of A n (m) we will refer to their weights instead of their ranks. Note that the elements of highest weight correspond to the elements of lowest rank and vice versa.
We say that a ∈ A n (m) is initial (resp. terminal) if (a 0 , 0) (resp. (0, a n )) is a maximal pair. Note that it is possible for an element to be both initial and terminal, e.g. a = (2, 0, 1, 0, 0, 2).
We are now ready to describe the raising and lowering algorithm.
and increment a i . If a i+1 = a i−1 , then we start over with the maximal pair (a i−1 , a i ).
If the current maximal pair is (a 0 , a 1 ), then we decrement a 1 and increment a 0 . Once a 1 = 0, we end the chain. Note that this endpoint is an initial element of A n (m).
The lowering algorithm. Let (a i−1 , a i ) be a maximal pair of a ∈ A n (m). If i ≤ n−1,
and increment a i . If a i−1 = a i+1 , then we start over with the maximal pair (a i , a i+1 ). If the current maximal pair is (a n−1 , a n ), then we decrement a n−1 and increment a n .
Once a n−1 = 0, we end the chain. Note that this endpoint is a terminal element of A n (m).
3.1. Proposition. Spread and degree are invariant under the raising and lowering algorithm.
Proof. We will prove the statement for the raising algorithm. It is straightforward to adapt the proof to the lowering algorithm. Let a = (a 0 , . . . , a n ) ∈ A n (m) and let (a i , a i+1 ) be a maximal pair of a. We may assume that a i−1 < a i+1 . In particular, (a i−1 , a i ) is not a maximal pair of a. Applying the raising algorithm, we obtain the element:
. . , a n ). Now let us calculate the spread of a ′ . There are exactly two sums of consecutive entries which are affected:
Even if (a i+1 , a i+2 ) was a maximal pair, we see that (a ′ i+1 , a ′ i+2 ) is not a maximal pair and does not matter for calculating the spread. On the other hand, if (a ′ i−1 , a ′ i ) is a maximal pair, then: a 
In the degree calculation, the sum of the relevant terms remains constant:
Therefore, degree(a) = degree(a ′ ).
3.2.
Proposition. The signature is invariant under the raising and lowering algorithm.
Proof. Let a = (a 0 , . . . , a n ) ∈ A n (m) and let (a i , a i+1 ) be a maximal pair of a such that a i−1 < a i+1 . Applying the raising algorithm, we obtain the element:
. . , a n ). Since spread and degree are invariant under the raising and lowering algorithm, it suffices to show that ω(a) = ω(a ′ ).
Note that i ∈ M (a) ∩ M (a ′ ). In particular, we have i, i + 1 ∈ Act(a) ∩ Act(a ′ ). Also, i is the leftmost element of its component in M (a) and the rightmost element of its component in M (a ′ ). In either case, we may assume that i and i + 1 are removed while calculating ω(a) and ω(a ′ ). Therefore, if Act(a) = Act(a ′ ), then ω(a) = ω(a ′ ).
There are two possible cases where Act(a) = Act(a ′ ).
(1) If i + 2 / ∈ M (a) and i + 1 ∈ M (a), then i + 2 ∈ Act(a) but i + 2 / ∈ Act(a ′ ).
In this case, i + 2 survives in ω(a ′ ) because it is not active in a ′ . Since i is the leftmost endpoint of its component in M (a), and i + 1 is the rightmost, we see that i + 2 survives in ω(a) as well. Therefore ω(a) = ω(a ′ ).
In this case, i − 1 survives in ω(a) because it is not active in a. Note that i is the rightmost endpoint of its component in M (a ′ ), and i − 1 is the leftmost, and i + 1 is active in a ′ . Therefore, either i − 1 or i + 1 survives in ω(a ′ ). By assumption:
Given a in A n (m) and i ∈ M (a), we can apply the raising and lowering algorithm starting at the maximal pair (a i , a i+1 ) and obtain a transversal chain T i (a) whose highest (resp. lowest) weight element is initial (resp. terminal).
3.3. Proposition. Let a ∈ A n (m). There is a bijection between set of transversal chains containing a and the set of components of M (a).
Proof. Let i ∈ M (a). Suppose i − 1 ∈ M (a) and start the raising algorithm at the maximal pair (a i , a i+1 ). Since a i+1 = a i−1 , the algorithm will simply restart with the maximal pair (a i−1 , a i ). In other words, the raising algorithm affects the entries of a if and only if i is the leftmost endpoint of its component in M (a). Similarly, the lowering algorithm affects the entries of a if and only if i is the rightmost endpoint of its component in M (a). It follows that, if i and j lie in the same component of M (a), then T i (a) = T j (a).
It remains to show that if i and j are in distinct components of M (a), then T i (a) = T j (a). Indeed, let i 1 (resp. j 1 ) denote the leftmost element of the component containing i (resp. j). Then the color of the edge of T i (a) (resp. T j (a)) which enters a from above is i 1 (resp. j 1 ). Since i 1 = j 1 , the transversal chains are distinct.
Recall that the Hasse diagram of A n (m) has an edge-coloring where the i-th color corresponds to the covering relation:
(a 0 , . . . , a n ) → (a 0 , . . . , a i−1 − 1, a i + 1, . . . , a n ).
Any saturated chain in A n (m) is uniquely determined by its highest weight element along with the sequence of colors obtained by following the chain from highest to lowest weight in the Hasse diagram. One of the key properties of transversal chains is that their color sequences are non-decreasing. a = (a 0 , 0, a 2 , . . . , a n ) ∈ A n (m) is an initial element, then the color sequence of T 0 (a) is:
Proposition. If
(1 a 0 −a 2 , 2 a 0 −a 2 −a 3 , . . . , j a 0 −a j −a j+1 , . . . , n a 0 −an ).
Furthermore, the terminal element of T 0 (a) is:
. . , a n , 0, a 0 ) = τ (a 0 , 0, τ (a 2 , . . . , a n )) and T 0 (a) = T n−1 (b).
Proof. We calculate T 0 (a) by applying the lowering algorithm to the leftmost maximal pair in a, namely (a 0 , 0). Since a 0 ≥ a 2 , we decrement a 0 and increment a 1 exactly (a 0 − a 2 ) times:
(a 0 , 0, a 2 , . . . , a n ) → . . . → (a 2 , a 0 − a 2 , a 2 , . . . , a n ) which means the color sequence starts with 1 a 0 −a 2 . Then we consider the maximal pair (a 0 − a 2 , a 2 ) and compare a 0 − a 2 to a 3 . We must have a 0 − a 2 ≥ a 3 since a 0 ≥ a 2 + a 3 . Therefore, we decrement (a 0 − a 2 ) and increment a 2 exactly (a 0 − a 2 − a 3 ) times:
(a 2 , a 0 − a 2 , a 2 , . . . , a n ) → . . . → (a 2 , a 3 , a 0 − a 3 , a 3 , . . . , a n ), hence appending 2 a 0 −a 2 −a 3 to the color sequence. Continuing in this way, we see that the j-th color will appear (a 0 − a j − a j+1 ) times in the color sequence, where a n+1 = 0 by definition.
To find the termial element of T 0 (a), note that we are essentially moving a 0 to the right while shifting a i two spots to the left for each i ≥ 2. Therefore, the terminal element in this chain will be b = (a 2 , . . . , a n , 0, a 0 ). Now we calculate T n−1 (b) by applying the raising algorithm to the rightmost maximal pair in b, namely (0, a 0 ). Since a 0 ≥ a n , we decrement a 0 and increment 0 exactly (a 0 − a n ) times:
(a 2 , . . . , a n , 0, a 0 ) → . . . → (a 2 , . . . , a n , a 0 − a n , a n ) which means the reverse of the color sequence starts with n a 0 −an . Then we consider the maximal pair (a n , a 0 − a n ) and compare a 0 − a n to a n−1 . We must have a 0 − a n ≥ a n−1 since a 0 ≥ a n + a n−1 . Therefore, we decrement (a 0 − a n ) and increment a n exactly (a 0 − a n − a n−1 ) times:
(a 2 , . . . , a n , a 0 − a n , a n ) → . . . → (a 2 , . . . , a n−1 , a 0 − a n−1 , a n−1 , a n ), hence appending (n − 1) a 0 −an−a n−1 to the reverse color sequence. Continuing in this way, we see that the (n + 1 − j)-th color will appear (a 0 − a n+2−j − a n+1−j ) times, where a 1 = 0. In this way, we obtain the revese of the color sequence of T 0 (a), so T 0 (a) = T n−1 (b).
Next we show that the set of transversal chains is stable under τ . Proof. Note that τ swaps initial and terminal elements and replaces the j-th color with (n + 1 − j)-th color. Therefore, the initial element of τ T 0 (a) is τ b and its color sequence is the reverse of the color sequence of T 0 (a) with the j-th color replaced by (n + 1 − j):
On the other hand, since b = τ (a 0 , 0, τ (a 2 , . . . , a n )), we see that τ b = (a 0 , 0, a n , a n−1 , . . . , a 2 ) and therefore the color sequence of T 0 (τ b) is:
Since the two chains have the same initial element and color sequence, we conclude that τ T 0 (a) = T 0 (τ b).
We finish this section by deriving two more useful properties of
has a unique element of highest weight, namely h = (h 0 , . . . , h n ), where h i = 0 if i is odd and:
By construction, h has the property that h 0 ≥ h 2 ≥ · · · ≥ h 2k , which implies that:
In particular:
where we have used that σ(ω(h)) = (d r , . . . 
, then the raising algorithm will produce an element
But then the element n = (m 0 , 0, n ′ ) ∈ Q n (d 0 , . . . , d k ) and wt(n) = wt(m) + 2, which contradicts our assumption. Therefore, m ′ is initial in Q n (d 1 , . . . , d k ) . It follows that m 3 = 0 and
is defined as a level set for the signature map, it follows immediately that it has a covering by transversal chains, and it turns out that they all have the same length.
3.7. Proposition. All the transversal chains in Q n (d 0 , . . . , d k ) have length equal to:
Proof. Let a ∈ Q n (d 0 , . . . , d k ) be an initial element and let T 0 (a) be the corresponding transversal chain. By definition, a 1 = 0 and 0 ∈ M (a), so:
Then the color sequence of T 0 (a) is:
and therefore its length is:
ns − 2(a 2 + · · · + a n ). Now:
To calculate ℓ n (d 0 , . . . , d k ), it suffices to calculate the length of T 0 (h) for the unique highest weight element h = (h 0 , . . . , h n ) ∈ Q n (d 0 , . . . , d k ), where h i = 0 for i odd and
The length of T 0 (h) is equal to:
The desired formula now follows from the fact that d j = 0 for 0 ≤ j ≤ r − 2.
The structure theorem
Let F, E, and B be ranked posets. We say that E is a split extension of B by F if there exists a diagram:
(1) ω is a surjective order-preserving map.
(2) β is a order-preserving section of ω. It follows that there exists a covering of E of the form:
We are now ready to prove our main structure theorem for Young's lattice order.
4.1.
Theorem. There exists a split extension of ranked posets:
Proof. We have already proved that there is a decomposition:
with an order-preserving section β r :
Therefore, it remains to show that ω r is order-preserving and that there is an isomorphism of ranked posets: ω
Let us prove the latter statement first. We recursively define a map:
We define δ 1 to be the number of steps it takes for the raising algorithm to reach an initial element (s, 0, a ′ ) starting with the leftmost maximal pair of a. Then we define (δ 2 , . . . , δ r ) = ∆(a ′ ).
We need to check that 0 ≤ δ 1 ≤ · · · ≤ δ r ≤ ℓ. Since ℓ is equal to the length of each transversal chain in
By definition, the first entry of ∆(s, 0, a ′ ) is zero. By induction, δ 2 ≤ · · · ≤ δ r , so it suffices to show that δ 1 ≤ δ 2 . It turns out there a nice formula for δ 1 . Indeed, if (a i , a i+1 ) is the leftmost maximal pair of a, then:
If (a j , a j+1 ) is the leftmost maximal pair of a ′ , then j ≥ i + 2 and:
Now we need to define an inverse for ∆ and prove that both ∆ and ∆ −1 are orderpreserving for Young's lattice order.
Given λ = (λ 1 , . . . , λ r ) ∈ L(r, ℓ), let b 1 (λ) be the element obtained by following T 0 (β r (b)) for λ r steps. For 2 ≤ i ≤ r, define b i (λ) to be the element obtained by following T 0 (b i−1 (λ)) for λ r+1−i steps. Note that each b i (λ) must lie in ω −1 r (b) because each λ i ≤ ℓ and ω is invariant under the raising and lowering algorithm. Now we define:
By construction, ∆ and ∆ −1 are inverse to each other.
To show that ∆ is order-preserving, let p, q ∈ ω −1 r (b) such that p covers q. We claim that ∆(p) covers ∆(q) in L(r, ℓ). Indeed, p is obtained from q by one step of the lowering algorithm at a maximal pair (q i , q i+1 ).
If (q i , q i+1 ) is the leftmost maximal pair of q, then it is also the leftmost maximal pair of p. Therefore, q and p lie on the same transversal chain, separated by one step, and so δ 1 (p) = δ 1 (q) + 1. Since the raising algorithm will send both p and q to the same initial element, it follows that ∆(p) and ∆(q) agree in all subsequent entries. Therefore, ∆(p) covers ∆(q) in L(r, ℓ).
On the other hand, if (q i , q i+1 ) is not the leftmost maximal pair of q, then the raising algorithm follows the same steps for p and q, which yields initial elements (s, 0, p ′ ) and
To show that ∆ −1 is order-preserving, let λ, λ ′ ∈ L(r, ℓ) such that λ covers λ ′ . Then λ i = λ ′ i + 1 for some 1 ≤ i ≤ r and λ j = λ ′ j for all j = i.
It follows that b r (λ) and b r (λ ′ ) are separated by one step on the transversal chain:
It follows that b r−i+1 (λ) and b r−i+1 (λ ′ ) lie on the same transversal chain, separated by one step. By assumption, (λ 1 , . . . , λ i−1 ) = (λ ′ 1 , . . . , λ ′ i−1 ). We claim that b r−i+2 (λ) covers b r−i+2 (λ ′ ). Indeed, we know that:
where p is obtained from q by applying one step of the lowering algorithm. Furthermore, p (resp. q) is obtained by applying the lowering algorithm λ i times (resp. λ ′ i times) to
, we see that T 0 (s, 0, p) and T 0 (s, 0, q) have the same color sequence for at least λ i−1 steps, and therefore b r−i+2 (λ) covers b r−i+2 (λ ′ ). By induction, we conclude that ∆ −1 (λ) covers ∆ −1 (λ ′ ) in ω −1 r (b). Finally, we show that ω r is order-preserving. In fact, we will prove a stronger result. Suppose p covers q in Q n (d 0 , . . . , d k ) and that they do not lie on the same transversal chain. Let (s, 0, p ′ ) (resp. (s, 0, q ′ )) denote the initial element obtained by applying the raising algorithm to the leftmost maximal pair of p (resp. q). We will prove that
Let (q j , q j+1 ) denote the leftmost maximal pair of q. If we start the raising algorithm at this maximal pair, then we end up with the inital element:
(s, 0, q 0 , . . . , q j−1 , q j+2 , . . . , q n ). Now suppose p and q are related by an edge of color (i + 1), so they only differ in two places: p i = q i − 1 and p i+1 = q i+1 + 1.
If 0 ≤ i ≤ j − 2, then: p ′ = (q 0 , . . . , q i − 1, q i+1 + 1, . . . , q j−1 , q j+2 , . . . , q n ) so p ′ covers q ′ .
If i = j − 1, then p j + p j+1 = (q j + 1) + q j+1 > s, which is a contradiction.
If i = j, then p ′ = q ′ , so p and q lie on the same transversal chain, which contradicts our assumption.
If i = j + 1, then (p j , p j+1 ) = (q j , q j+1 − 1) is not a maximal pair of p. If (q j+1 , q j+2 ) is not a maximal pair of q, then degree(p) < degree(q), which is a contradiction. On the other hand, if (q j+1 , q j+2 ) is a maximal pair of q, then (p j+1 , p j+2 ) now becomes the leftmost maximal pair of p. Then one step of the raising algorithm applied to (p j+1 , p j+2 ) = (q j+1 − 1, q j+2 + 1) gives us q back again, which means that p and q lie on the same transversal chain, contradicting our assumption.
Finally, if j + 2 ≤ i ≤ n − 1, then (q j , q j+1 ) is the leftmost maximal pair of both p and q, and so: p ′ = (q 0 , . . . , q j−1 , q j+2 , . . . , q i − 1, q i+1 + 1, . . . , q n ) so p ′ covers q ′ . . By induction, each of these split extensions has a τ -stable chain decomposition where the highest weight elements of chains of a given length form a rank-unimodal set.
4.3.
Remark. Note that our proof of the rank-unimodality of Young's lattice does not use the fact that ω r is order-preserving. Indeed, we have only used the weaker property that the highest weight elements of the chains of a given length form a rank unimodal set. However, we have included this stronger property to make the statement of the structure theorem more elegant, and it seems to be an important fact in its own right.
