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Abstract
Configuration space on trees comes naturally from problems in engineering
and has its own importance in mathematics. This paper reviewed the existing
research results on the topological properties of classic configuration spaces
and generalized some of them for the no-k-equal configuration space on trees.
ii
To my parents and my wife.
iii
Acknowledgments
First of all I want to thank my advisor Professor Yuliy Baryshnikov. His
broad interest in multiple areas, deep insight in both practical and theoret-
ical studies, and positive energy in teaching and research encouraged me to
explore unusual applications of mathematics in different problems.
I would like to thank Professor Henry Schenck, Professor Yuliy Barysh-
nikov, Professor Jared Bronski, and Professor Anil Hirani for being in both
my prelim and final committee and giving me precious feedbacks about this
thesis.
I also want to express my appreciation to the PI4 program for taking
care of the growth of graduate students in their career track. I would give
special thanks to Professor Richard Laugesen. As the graduate advisor of
the department, he cares all the aspects of our life as graduate students. It
was a forwarded email from him that helped me find a job in industry.
Many thanks to the staffs in the Department of Mathematics. Their hard
work made everything in the department smooth. And many thanks to all
my friends in the department, their company make the long days of study
enjoyable.
Finally I want to thank my parents and my wife Wenting Mu. They are
always supportive, and gave me constructive advices and courage when I was
not confident enough.
iv
Table of Contents
List of Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vi
Chapter 1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . 1
Chapter 2 Cubical Complex Equivalence . . . . . . . . . . . . . . . . 6
Chapter 3 Discrete Morse Theory . . . . . . . . . . . . . . . . . . . . 15
Chapter 4 The No-2-equal Configuration Space . . . . . . . . . . . . 18
Chapter 5 General No-k-equal Space . . . . . . . . . . . . . . . . . . 25
Chapter 6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
v
List of Figures
2.1 Visualization of a Cell . . . . . . . . . . . . . . . . . . . . . . 7
2.2 Subdividing a Graph . . . . . . . . . . . . . . . . . . . . . . . 7
2.3 Deformation Retraction of Config2(I, 2) . . . . . . . . . . . . . 9
2.4 Deformation Retraction of Config3(I, 3) . . . . . . . . . . . . . 10
4.1 Noncritical and Critical Cells in the Discrete Gradient Field . 20
4.2 A 2-chains in Config4(T, 2) . . . . . . . . . . . . . . . . . . . . 22
5.1 Triangle in the Cube . . . . . . . . . . . . . . . . . . . . . . . 26
5.2 The Map Induced from Height . . . . . . . . . . . . . . . . . . 31
5.3 Splitting a Loop . . . . . . . . . . . . . . . . . . . . . . . . . . 33
5.4 Cells and Labels . . . . . . . . . . . . . . . . . . . . . . . . . . 35
vi
Chapter 1
Introduction
Configuration space comes naturally from problems in physics, mathematics
and engineering. In this work I focus on the topological properties of the
configuration space defined on trees. Let us start with the definition of
configuration space and a little bit background around it.
1.1 Definition
In this paper, the no-k-equal configuration space of n particles on a topolog-
ical space X is defined as
Confign(X, k) = X
n −∆n
where ∆n is the k-equal diagonal:
∆n = {(x1, x2, . . . , xn) ∈ Xn |xi1 = xi2 = · · · = xik
for some 1 ≤ i1 < i2 < · · · < ik ≤ n}.
Here the Cartesian product Xn is the very first space one wants to study
whenever the properties of a set of n points in X are of interest, and the
removal of the diagonal ∆n in the definition corresponds to the constraint
that any subset of k out of these n points is not allowed to occupy the same
position in the underlying space X.
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If the reader has background outside of mathematical research, he or she
would find this definition too narrow. For example, in physics and engi-
neering, a configuration space could be the space all possible configurations
of a solid body, a mechanic system, or the joints of a robot, in which the
objects are not necessarily points/particles, and the transformation group of
the objects is usually considered. In this paper, however, I will focus only
on particles, and use the term “particles” to represent the points in X when
they occur together with points in spaces Confign(X, k) or X
n in the same
context. The latter two kinds of points are called configurations and tuples
respectively.
Mathematical researchers, on the other hand, would find this definition too
broad to them. In the existing literature of mathematics, the configuration
space studied by most mathematicians are restricted to the case of k = 2, in
which any two particles are not allow to collide with each other. The con-
figuration spaces Confign(X, 2) will be referred as the “classic” configuration
spaces throughout this paper. We will see later that many elegant properties
for the classic configuration spaces are not valid anymore in the general case,
and the proof of those still-valid ones are trickier.
The next section introduces the existing research related to configuration
space on graphs.
1.2 History
When Γ is the underlying topological space of a graph, the space Confign(Γ, k)
can be viewed as consisting of all the configurations of n moving robots on
the narrow paths in a factory without any collision. The paths are defined
by the edges of Γ and the crossings are the vertices, both are too narrow
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to allow any k of the robots to pass through at the same time. This is a
generalization of the scenario described for k = 2 by Ghrist in [8].
After introducing the no-2-equal configuration space on graphs, Ghrist [8]
together with Abrams [1] related the problem of designing control algorithms
for robots in a factory with narrow paths to the computation of topological
information of Confign(Γ, 2). They also proved fundamental theorems about
the cellular structure and connectedness of these spaces. The theorem about
the cellular structure will be introduced in Chapter 2 and generalized in
Chapter 5.
Based on the work of Ghrist and Abrams, Sabalka and Farley [4][5] made
use of Forman’s discrete Morse theory [6][7] to construct a discrete gradient
field on Confign(Γ, 2), and used this field to compute the homology and
cohomology information of classic configuration spaces on graphs. When the
graph Γ is a tree, the homology group are freely generated by critical cells
which can be directly visualized. I will show the details of their construction
in Chapter 4.
As for the general case k > 2, little is known about the configuration space
Confign(X, k). In the simplest case in which X is R or C, the full homology
information was found by Bjo¨rner and Welker in [3]. Baryshnikov provided
in his talk material “Exotic Configuration Spaces” (only available on his
home page at University of Illinois at this point) the generating function of
the Euler characteristic when X is a graph Γ. No systematic method was
found to compute the individual homology groups for the configuration space
Confign(Γ, k).
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1.3 Conventions and Structure of the Paper
The main subject of this work is the configuration space on connected graphs.
The graph is assumed to be connected because the configurations space of a
non-connected graph can be easily assembled from the configuration spaces
(with possibly fewer number of particles) of its connected components by
Cartesian product and disjoint union. For example, if X is the disjoint union
of two copies of the unit interval I, then Config2(X, 2) is homeomorphic to
the disjoint union of two copies of Config2(I, 2) (times the single-point space)
and one copy of Config1(I, 2)× Config1(I, 2) ∼= I2.
Given a connected graph Γ, I use the same Greek letter Γ in this paper to
represent the underlying topological space to make statements simple when it
does not cause any confusion. This does not work in Chapter 2 and Chapter 5
because subdivision of graphs is introduced in there and a cubical complex
Cn(Γ, k) is constructed based on the combinatorial information of Γ. I will
describe a notation in those parts to make it clear.
Given the construction of Cn(Γ, k) mentioned in the previous paragraph,
a theorem of homotopy equivalence between it and Confign(Γ, k) is stated in
Chapter 2 but the proof comes later in Chapter 5, since the tool used in the
proof is not introduced until Chapter 3. Several fundamental examples are
also provided in Chapter 2 to illustrate this equivalence and will be referred
to in later chapters.
Discrete Morse theory will be introduced in Chapter 3. It is a theory
based on cellular complex structures on a space to compute the topological
information, and is a part of the proof of homotopy equivalence I mentioned
above. I know it sounds like a circular argument, but we will find out why
it is not the case in Chapter 5.
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Chapter 4 and Chapter 5 contain the topological properties of the classic
no-2-equal configuration space and the general no-k-equal spaces on graphs
respectively.
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Chapter 2
Cubical Complex Equivalence
Since the no-k-equal configuration spaces are by definition subspaces of the
product Γn, I start this chapter with the existing topological structures on
the latter.
2.1 More Conventions
The underlying topological space Γ of a connected graph has a natural cubical
complex structure: the vertices are viewed as 0-cells and the edges are 1-cells.
Throughout this paper, vertices are denoted by the letters v or u, edges are
denoted by the letters e or f , and general cells of the graph Γ if the dimension
is not specified are denoted by the letter c.
The cubical complex structure on Γ induces a natural cubical complex
structure in the product space Γn, in which a typical cell σ can be represented
by (c1, c2, . . . , cn) where each component ci is either a vertex or an edge of
Γ. The dimension of σ, if known, is represented by superscripts: a cell of
dimension p is written as σ(p). The number p is also the number of edges
occurred in the tuple (c1, c2, . . . , cn).
Although the product space Γn is of dimension n, it is easy to visualize a
cell in Γn on a single copy of Γ. Given a cell σ = (c1, c2, . . . , cn), we can put
a label i on the cell in Γ corresponding to ci to indicate that the i-th particle
is occupying that place. It is possible that multiple particles are occupying
6
Figure 2.1: Visualization of a Cell
e1
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e3
e4
v0
v1
v2
v3
v4
2,4
3
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Figure 2.2: Subdividing a Graph
SubdivideV0
V1
V2
V3
V0
V1
V2
V3
V4
V5 V6
V7
a same cell c in Γ. In that case we just put all the labels corresponding to
these particles in a list on c. Figure 2.1 show a cell σ = (v2, e1, v0, e1) in X
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visualized on the X-shaped graph X. The labels of the particles are shown
darker to be distinguished from the names of the graph cells.
It worths mentioning that a underlying space Γ may be induced from dif-
ferent combinatorial graph structure. For example, two graphs in Figure 2.2
have identical underlying topological spaces.
Since the definition of configuration space does not use the combinatorial
information at all, graphs like this have identical configuration spaces.
If a combinatorial graph Γ′ can be obtained from another Γ by splitting
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some edges into paths consisting of multiple edges without changing the
underlying topological space, then Γ′ is called a subdivision of Γ. Figure 2.2
is an example of subdivision. The main theorem of this chapter is about
subdivision.
As mentioned in Chapter 1, the graph Γ is assumed to be connected, hence
Γn is contractible. However, the configuration space Confign(Γ, k), defined to
be a subspace of Γn, is not as simple. Actually, it is not a subcomplex of the
above cubical complex structure, since the k-equal diagonals does not consist
of whole cubical cells. Fortunately, by substantially subdividing the edges
of Γ, I can get a finer cubical complex structure on Γn, and will state the
theorem that the configuration space Confign(Γ, k) is homotopy equivalent
to a subcomplex of the finer cubical complex by the end of this chapter. The
proof of the theorem is left to Chapter 5.
To understand when subdivision is necessary, let us check several examples
in which the configuration space deformation retracts to a subcomplex of Γn
and some other examples in which deformation retractions do not exist.
2.2 Examples
The simplest underlying graph that can hold nonempty configuration spaces
is an interval. In this sectino I assume I is the closed interval with two 0-cells
v1, v2 and a 1-cell e.
Example 2.1. As shown in Figure 2.3, the configuration space Config2(I, 2)
has two triangular components, hence deformation retracts to the subcomplex
consisting of two isolated 0-cells (v1, v2) and (v2, v1) in I
2. This subcomplex
{(v1, v2), (v2, v1)} contains all the cells in I2 whose closure do not intersect
with the diagonal.
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Figure 2.3: Deformation Retraction of Config2(I, 2)
(v1, v2)
(v2, v1)
Example 2.2. When Γ is still I, and n = k = 3, the space Config3(I, 3) is a
cube with the main diagonal connecting (v1, v1, v1) and (v2, v2, v2) removed. It
is easy to see (in Figure 2.4 and the next example) that it deformation retracts
to the circle consisting of six 1-cells (e, v1, v2), (e, v2, v1), (v1, e, v2), (v2, e, v1),
(v1, v2, e) and (v2, v1, e) as well as six 0-cells (v1, v1, v2), (v1, v2, v1), (v2, v1, v1),
(v2, v2, v1), (v2, v1, v2) and (v1, v2, v2). These are exactly all the cells in I
3
whose closure do not intersect with the diagonal.
Example 2.3. In general, the configuration space Confign(I, n) is obtained
from In by removing the main diagonal connecting the vertices (v1, v1, . . . , v1)
and (v2, v2, . . . , v2), and is homotopy equivalent to the subcomplex of I
n con-
sisting of all the cells whose closure do not intersect the diagonal.
To see this, one can construct a deformation retraction in two steps.
1. The central projection from the center of In induces a deformation re-
traction from Confign(I, n) to the whole boundary of I
n except two ver-
tices (v1, v1, . . . , v1) and (v2, v2, . . . , v2). This can be done because the
diagonal removed from In is linear and passes through the center O.
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Figure 2.4: Deformation Retraction of Config3(I, 3)
Left: Central projection to the
boundary (Step 1).
Right: Deformation retraction in
the top face (Step 2).
2. For each (n − 1)-dimensional face of In, one can write its closure as
I × · · · × I × {v} × I · · · × I where v ∈ {v1, v2} occurs at the m-th
component, and then project all the points in this (n− 1)-dimensional
cube except the vertex (v, v, . . . , v) to its a part of the boundary via the
central projection from (v, v, . . . , v). These projections are consistent
across all different faces. Further more, and the destination set is the
union of those cells whose closure do not intersect the main diagonal.
Figure 2.4 shows an illustration for the case n = 3.
It is easy to check that the result of the deformation retraction is homeomor-
phic to Sn−2.
Based on the above three examples, one can come up with the following
definition:
Definition 2.1. If Γn is equipped with the natural cubical complex structure,
I define Cn(Γ, k) to be the subcomplex of Γ
n consisting of all the cells whose
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closure do not intersect the diagonal ∆n(Γ, k).
A typical cell σ = (c1, c2, . . . , cn) satisfied ci1
⋃
ci2
⋃ · · ·⋃ cik = ø for any
subset {i1, i2, . . . , ik} ⊆ {1, 2, . . . , n} with k elements.
If a cell σ of Γn is in Cn(Γ, k), then all its faces in Γ
n are also in Cn(Γ, k)
because the closure of any face is included in the closure of σ. This justifies
that Cn(Γ, k) is a subcomplex of Γ
n.
Based on the previous example, one may want to guess that
(∗) Any general configuration space Confign(Γ, k) is
homotopy equivalent to the corresponding Cn(Γ, k).
However, for a general cubical complex structure, (∗) is not true even in the
case of Γ = I.
Example 2.4. When n = 3 and k = 2, the space Config3(I, 2) is homotopy
equivalent to the discrete space of 6 points, each point corresponds to a simplex
of the form xi1 < xi2 < xi3 where (i1i2i3) is a permutation of (123), when
I is viewed as the unit interval [0, 1]. However, C3(I, 2) is by definition
the empty space. Actually, all 0-cells of I3 are of the form (u1, u2, u3) where
three vertices u1, u2 and u3 are in the set {v1, v2}, hence two of the vm’s (m =
1, 2, 3) must be the same by Pigeonhole Principle, which forces (u1, u2, u3) to
be in the 2-equal diagonal.
In general, when I is viewed unit interval [0, 1], the space Confign(I, 2) has
n! many connected components. Every component can be written as the form
CP = {(x1, x2, . . . , xn) ∈ In |xi1 < xi2 < · · · < xin}
where P = (i1i2 . . . in) is a permutation of (12 . . . n). For each P , the compo-
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nent CP is an n-dimensional simplex with some faces removed, hence is con-
tractible. In other words, Confign(I, 2) is homotopy equivalent to n! points.
On the other hand, Cn(I, 2) is always empty for all n ≥ 3 by a similar rea-
soning as the one for the case n = 3. They are not homotopy equivalent.
To make the above guess (∗) true, one does not have to change the way
of defining Cn(Γ, k), but has to choose another cubical complex structure on
Γn. To be more precise, one need to subdivide the edges of Γ into enough
many pieces.
The following continuation of Example 2.4 shows this idea.
Example 2.5. Assuming v1 = u1, v2 = un, I has additional n − 2 vertices
u2, u3, u4, . . . , un−1 on it, and the original 1-cell e is cut by them into n − 1
new 1-cells e1, e2, . . . , en−1, then all the n! components of Confign(I, 2) are
simplices, and each of them deformation retracts to one of the following 0-
cells:
(ui1 , ui2 , . . . , uin), where (i1, i2, . . . , in) is any permutation of (1, 2, . . . , n).
The number of these 0-cells is the same as the number of permutations
of (12 . . . n), which is n!. The subcomplex Cn(I, 2) consists exactly of these
cells, since all the other 0-cells have repeated vertex as components and all
the higher dimensional cells contains at least n+1 vertices in the components
of the closure hence must contain repeated ones by Pigeonhole Principle.
This example shows the intuition why we want to subdivide the edges of a
graph to prove the homotopy equivalence: the no-k-equal diagonal ∆n(Γ, k)
intersects each cubical cell of Γn in a “normal” way: the intersection is either
a face or a diagonal of the form xi1 = xi2 = · · · = xik in each cell. If
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we pixelate the 1-cells in Γ with a fine enough resolution, the subcomplex
consisting of all the cells intersecting the diagonal is a good approximation
of the diagonal itself, and the remaining subcomplex holds the topological
structure of the configuration space. The precise statement of the theorem
is in the next section.
In this example we see that I has to be cut into at least n − 1 pieces to
make sure we can get enough many connected components in the subcomplex
Cn(I, 2). Actually we will see that this n− 1 is large enough for this fact to
be true for a general tree T in the cases of k = 2 or k large enough.
2.3 The Homotopy Equivalence
In order to state the main theorem of this section, I start with a definition.
Definition 2.2. A vertex in a graph is called essential if its degree is not 2.
Here “essential” means being essential in the topology structure of the
graph: no matter how many vertices of degree 2 are added to an edge of the
graph or removed by concatenating two adjacent edges into one, the under-
lying topological space is not changed up to homeomorphism. Because of
this, we are free to subdivide the edges of Γ without changing the topological
information of the configuration space.
Abrams showed in his dissertation [1] that the classic no-2-equal configu-
ration space Confign(Γ, 2) deformation retracts to Cn(Γ, 2) if the edges are
well subdivided.
Theorem 2.1 (Abrams, 2000). If there are at least n + 1 vertices on each
path connecting two essential vertices and at least n + 1 vertices on each
closed path in a graph Γ, then the classic configuration space Confign(Γ, 2) is
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homotopy equivalent to the subcomplex Cn(X, 2) of Γ
n consisting of all the
cells whose closure do not intersect the diagonal ∆n(X, 2).
His proof used Whitehead theorem and the fact that Confign(Γ, 2) is of
homotopy type K(Bn, 1) for the braid group Bn. According to Corollary
1.4 in [3], a general Confign(Γ, k) (k ≥ 3) is not Eilenberg-MacLane space
anymore, hence a different method is required to generalize Abrams’ proof
for k ≥ 3.
Paul Prue and Travis Scrimshaw showed in [10] that the first requirement in
Theorem 2.1 can be released to that a path connecting two essential vertices
must be at least n−1. This bound is sharp because of Example 2.4 in which
Γ is I. By using a similar method as theirs, I will generalize this theorem for
a general k.
Theorem 2.2. If n ≥ k ≥ 2, dxe is the ceiling function representing the
smallest integer no less than x, and there are at least 4 · dn/ke+2 vertices on
each path connecting two (possibly repeated) essential vertices in the graph Γ,
then the no-k-equal configuration space Confign(Γ, k) is homotopy equivalent
to Cn(Γ, k).
As mentioned in Section 1.3, I am not proving this theorem at this point
but want to leave it to the end of this paper. In preparation to the proof,
the next chapter introduces the main tool: discrete Morse theory, which will
be used both for this proof and the results in Chapter 4.
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Chapter 3
Discrete Morse Theory
This chapter contains solely the results of Forman in [6] and [7]. These results
will be used in the next two chapters to prove the main results of this paper.
I assume K is a cubical complex here for the simplicity of my statements,
since all the complex in this paper are cubical complexes. Forman built his
theory on a much wider range of complexes. The details can be found in [6].
The same letter K is used for the set of all the cells in K. If a cell σ1 ∈ K
is a face of another cell σ2 ∈ K, I will write σ1 < σ2 and σ2 > σ1.
Definition 3.1 (Discrete Morse Function). A discrete Morse function f :
K → R is a real-valued function defined on all the cells in K such that for
each σ(p) ∈ K, there is
• at most one cell σ(p+1)1 ∈ K such that σ(p) < σ(p+1)1 and f
(
σ(p)
) ≥
f
(
σ
(p+1)
1
)
; and
• at most one cell σ(p−1)0 ∈ K such that σ(p) > σ(p−1)0 and f
(
σ(p)
) ≤
f
(
σ
(p−1)
0
)
.
An interesting fact about the discrete Morse function is that for any cell
σ(p) ∈ K, we cannot find both a σ(p+1)1 and a σ(p−1)0 as above for it simultane-
ously. Forman showed in [6] that this fact is true for very general complexes,
but in the case of cubical complex, the proof is intuitive: when σ
(p+1)
1 is cu-
bical, we can always find another σ˜(p) ∈ K such that σ(p+1)1 > σ˜(p) > σ(p−1)0 .
15
If both conditions are satisfied for σ(p), σ0
(p−1) and σ1(p+1), then
f
(
σ˜(p)
)
> f
(
σ0
(p−1)) ≥ f (σ(p)) ≥ f (σ1(p+1)) ≥ f (σ˜(p)) ,
which is a contradiction. As a result, cells in a pair satisfying either of the
above two conditions are the unique match of each other. This leads to the
next definition.
Definition 3.2 (Discrete Vector Field). A discrete vector field V is a match
of a part of cells in K. The only constraint is that matched cells should
be in adjacent dimensions. For a cell σ(p) with lower dimension in the pair(
σ(p), σ
(p+1)
1
)
, we write V
(
σ(p)
)
= σ
(p+1)
1 , otherwise V (σ) is not defined.
Given a discrete Morse function, the match I described above is naturally a
discrete vector field. However, it is not true that any discrete vector field can
be defined as the match of a discrete Morse function. The true equivalence
of a discrete Morse function is the following.
Definition 3.3 (Discrete Gradient Field). A discrete vector field is called a
discrete gradient field if there does not exist any “nontrivial close V -path” of
the following form:
σ
(p)
0 < V
(
σ
(p)
0
)
> σ
(p)
1 < · · · > σ(p)m−1 < V
(
σ
(p)
m−1
)
> σ(p)m
where σ
(p)
2i 6= σ(p)2i+2 and m > 1 for being nontrivial, and σ(p)0 = σ(p)m for
closeness. The occurrences of the vector V in the path explain why it is
called a V -path.
The equivalence is based on the the following theorem.
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Theorem 3.1. For any discrete gradient field G, there exists a discrete
Morse function fG such that V (σ
(p)) = σ
(p+1)
1 if and only if fG
(
σ(p)
) ≥
fG
(
σ
(p+1)
1
)
.
All the cells in K without any match are called critical. Discrete Morse
theorem is powerful because of the following two theorems about critical cells.
Theorem 3.2. If M(x) is defined to be
M(x) = {σ ∈ K | f(σ) < x}
and real numbers a > b such that the set M(a) −M(b) contains no critical
cell of f , then M(a) deformation retracts to M(b).
Theorem 3.3. The complex K is homotopy equivalent to a CW complex
with cells one-to-one corresponding to critical cells in every dimension. The
boundary maps are well-defined.
These theorems are used in the next two chapters as the key tools.
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Chapter 4
The No-2-equal Configuration Space
As mentioned in the introduction, Sabalka and Farley constructed a discrete
Morse complex to compute the homology and cohomology structures of the
configuration space on trees in [4] and [5]. I will first briefly introduce their
work in this chapter, and then state my own theorem from a geometrical
point of view and prove it with the help of their construction.
4.1 Ordered/Unordered Configuration Space
Actually, the space Sabalka and Farley studied is not the same Confign(Γ, 2)
as I defined in Chapter 1, but a quotient space of it by a group action defined
as follows.
Since each point in Confign(Γ, 2) is a configuration of n particles, the sym-
metry group Sn of these n particles acts naturally on Confign(Γ, 2) by per-
muting the particles in place. In any configuration in Confign(Γ, 2), all the
particles occupies different places in Γ, so the group action is free and prop-
erly discontinuous, which provides us with a quotient space UConfign(Γ, 2) =
Confign(Γ, 2)/Sn and the fibration
F ↪→ Confign(Γ, 2)→ UConfign(Γ, 2)
where the fiber F consists of n points equipped with discrete topology.
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Having this fibration in hand, most part of the homology information of
Confign(Γ, 2) and of UConfign(Γ, 2) are identical because of the long exact
sequence of fibration. In the following I will use Confign(Γ, 2) as the object to
state the analogues to the results of Sabalka and Farley’s. For the properties
of Confign(Γ, 2) that are different from those of UConfign(Γ, 2), I will point
out the difference.
4.2 Discrete Gradient Field on Cn(Γ, 2)
Given a graph Γ, the cells in Cn(Γ, 2) can be written as (c1, c2, . . . , cn) where
each ci is either a vertex or an open edge in T , and ci∩cj = ø if 1 ≤ i < j ≤ n.
In this subsection, labels are for vertices, not for particles. By labeling
all the vertices T with integers {0, 1, 2, . . . } in a depth-first manner and
hanging it at the vertex labeled 0, Sabalka and Farley constructed in [4]
a discrete vector field V on Cn(T, 2) as the following. Given a cell σ =
(c1, c2, . . . , cn) visualized on Γ, if there exists a vertex v of T in {c1, c2, . . . , cn}
such that the parent of v exists and is not occupied by the closure of any
cell in {c1, c2, . . . , cn}, and v is the vertex with the smallest label among all
the vertices having this property (this property is called “being not blocked
from above”), then σ is matched with the cell obtained from σ by replacing
v by the edge connecting v and its parent. Figure 4.1 shows a noncritical
cell σ1 and a critical one σ2. Vertex labels are shown in the subscripts. The
position of the particle 4′ represented by the dashed edge shows the updated
position of particle 4 in V (σ1). The other three particles are not changed in
the image of V .
Sabalka and Farley verified that V is indeed a discrete gradient field, so the
discrete Morse theorem is applicable to Cn(X, 2) and critical cells in V . A
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Figure 4.1: Noncritical and Critical Cells in the Discrete Gradient Field
Left: Noncritical cell σ1 with its
match V (σ1).
All the vertices and edges
are not blocked.
Right: Critical cell σ2.
Particle 1 and 2 block each
other, and particle 3 and 4
block each other.
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critical cell is characterized by two conditions that all the vertices are blocked
from above and all the edges with two endpoints labeled u and d (u < d)
contains another child of the endpoint labeled u whose label is less then d.
The last condition about edges can be intuitively viewed as every edge is
block from the left by a vertex.
4.3 Homology and Cohomology
More importantly, by quotienting out the group action of Sn on Cn(T, 2)
(which is naturally induced from the action of Sn on n particles), Sabalka
and Farley defined the uncolored version UCn(T, 2) of Cn(T, 2) and proved
that the critical cells in the above V freely generates the homology groups of
UCn(T, 2). All their results before the computation of homology are true for
both Cn(T, 2) and UCn(T, 2). In order to show that all the boundary maps
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in the discrete Morse complex are all trivial, a special property that is only
true for UCn(T, 2) but not for Cn(T, 2) is used. However, as mentioned in
in the previous section, the homology information of Cn(T, 2) is the same as
that for UCn(T, 2) because of the covering space structure.
As for the cohomology, Sabalka and Farley introduced in [5] another space
ÛDnT and described the cohomology of Cn(T, 2) with coefficient ring Z2 in
an abstract way. As a result of this computation, they found counterexamples
to the conjecture of Abrams [1] and Ghrist [8] that the fundamental groups
of Confign(Γ, 2) are right-angle Artin groups when Γ is planar.
4.4 Inclusion into Confign(C, 2)
As mentioned in the previous section, the description of Sabalka and Farley’s
for the cohomology of the uncolored configuration spaces in [5] is based on a
abstract algebraic construction. In this section I include Confign(T, k) into
the space Confign(C, k), whose cohomology ring is studied by Arnol’d [2] in
1969 and can be viewed in a natural geometric way, and then check which
cochains in H∗(Confign(C, k)) are pulled back to be trivial in the induced
homomorphism of cohomology.
4.4.1 The Cohomology Ring of Confign(C, 2)
Arnol’d showed in [2] that the cohomology ring H∗(Confign(C, k)) is gener-
ated by 1-forms
ωlm =
1
2pii
· dzl − dzm
zl − zm
where 1 ≤ l < m ≤ n. This cochain detects the number of times the mth
particle winds around the l-th one.
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Figure 4.2: A 2-chains in Config4(T, 2)
l
m
r
s
Now if the tree T is include in C via an injective map i, there are an
induced inclusion I : Confign(T, k) → Confign(C, k) sending (p1, p2, . . . , pN)
to (i(p1), i(p2), . . . , i(pN)), and then the induced homomorphism
I∗ : H∗(Confign(C, k))→ H∗(Confign(T, k))
of cohomology rings.
As long as T contains a vertex of degree at least 3, one can construct a 1-
chain pairing with ωlm and get a non-zero number, which means that I
∗(ωlm)
is nontrivial in general. The idea is to project the circular movement of two
particle on a circle to a Y shape within the circle. Similarly, I∗(ωlm ∧ ωrs)
(1 ≤ l < m < r < s ≤ n) is not trivial when there are two vertices in T with
degree 3. Figure 4.2 shows the pairing 2-chain. If we view r and s as fixed,
then we get a 1-chain pairing with ωlm.
An interesting question is: how about I∗(ωlm ∧ ωmr)? In the case of ωlm ∧
ωmr, it detects a moon-earth-sun system: one winds around the second while
the second winds around the third. The conclusion is: I∗(ωlm∧ωmr) is always
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trivial. There is no room on a tree to allow this kind of system.
4.4.2 Trivial Cochain in Confign(T, 2)
Theorem 4.1. If the one form ωlm and the induced homomorphism I
∗ are
defined as in the previous subsection, then
I∗(ωlm ∧ ωmr) = 0 for all 1 ≤ l,m, r ≤ n.
Proof. Without loss of generality, it is enough to prove
I∗(ω12 ∧ ω23) = 0. (4.1)
The idea is to reduce the problem to the cases of n = 2, 3.
When n = 1, Config1(T, 2) is nothing but T itself. So H
2(Config1(T, 2)) is
trivial and then (4.1) is true.
When n ≥ 3, we have the natural commutative diagram
Confign(T, 2)
p

I // Confign(C, 2)
p

Config3(T, 2)
I // Config3(C, 2)
where the vertical p’s are the projections to the first three components. This
diagram induces the commutative diagram of the cohomology groups
H2(Config3(C, 2))
p∗

I∗ // H2(Config3(T, 2))
p∗

H2(Confign(C, 2))
I∗ // H2(Confign(T, 2)).
By the naturality of p and p∗, the class ω12 ∧ ω23 in H2(Cn(C)) is the image
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of the class ω12 ∧ ω13 in H2(C3(C)) under p∗. So once I showed that (4.1) is
true for n = 3, it is true for all n ≥ 3 by commutativity of the diagram.
Now I focus on the cases of n = 2, 3. In these two cases, I can actually
show a stronger property:
H2(Config2(T, 2))
∼= H2(Config3(T, 2)) ∼= 0. (4.2)
Equation 4.2 can be proved easily by using the discrete Morse complex con-
structed by Sabalka and Farley in [4]. As mentioned at the end of Section 4.2,
any edge in a critical cell in the discrete gradient field V of Confign(T, 2) is
blocked from the left by another vertex. As a result, with at most three
particles (since n = 2 or 3), we are not able to construct any critical cell
of dimension greater than 1. Actually, a critical cell of dimension greater
than 1 contains two edges which are blocked from the left, but to block both
of them, we need at least two more particles. Two edges and two blocking
vertices together require at least four particles, contradicting to the fact that
n is at most 3.
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Chapter 5
General No-k-equal Space
I start this chapter with examples before entering any general discussion
about the no-k-equal configuration space Confign(T, k).
5.1 Example of No-3-equal Configuration Space
The first example for no-k-equal configuration spaces has already been dis-
cussed in Chapter 2: we saw in Example 2.2 that the configuration space
Config3(I, 3) is homotopy equivalent to a circle, whose integral homology
groups are Z in dimension 0 and 1, and trivial for other dimensions. That
example is indeed covered by the general theory of Bjo¨rner and Welker’s in [3]
about Confign(R, k), since Confign(I, k) is a natural deformation retraction
of Confign(R, k).
To get an idea about the no-k-equal configuration spaces on a “real” tree,
let us check another example: the no-3-equal configuration space on the Y-
shape tree: Config3(Y, 3) where Y is the graph K1,3. As for its homological
information, I got the following result of computation:
Theorem 5.1. The homology groups of Config3(Y, 3) are H0(Config3(Y, 3))
∼=
Z, H2(Config3(Y, 3)) ∼=
⊕
6 Z and Hm(Config3(Y, 3)) ∼= 0 for all the other
m ∈ N.
Proof. Since all the numbers here are small enough, I am able to precisely
write the cells down.
25
Figure 5.1: Triangle in the Cube
Left: Deformation retraction from
a cube to a triangle.
Right: From a punctured triangle
to its outer boundary.
Assume the vertex in the center of Y is v0, and the other vertices are v1,
v2 and v3 respectively. I call the edge connecting v0v1, v0v2 and v0v3 in Y by
e1, e2 and e3 respectively.
For each 3-cell (f1, f2, f3) in Y
3 where f1, f2, f3 ∈ {e1, e2, e3}, the endpoints
of f1, f2 and f3 that is not v0 are recorded u1, u2 and u3 in {v1, v2, v3}, its
closure (f1, f2, f3) intersects the diagonal of configuration space at its own
main diagonal if f1 = f2 = f3 or just at the corner (v0, v0, v0) otherwise. For
each of these punctured cubes, I can project it through the central projection
with respect to the 0-cell (v0, v0, v0) to the triangle formed by three face
diagonals in the faces containing (v0, v0, v0) (but the face diagonals themselves
do not intersect (v0, v0, v0)), as shown in the left of Figure 5.1. This triangle
is not a cell in the cubical complex, so I use a new notation (u1u2u3) for it.
The order matters.
These deformation retractions are consistent when the cubes are glued to-
gether, so now the configuration space deformation retracts to the space ob-
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tained by 27 triangles glued together at their edges, where 3 of them (v1v1v1),
(v2v2v2) and (v3v3v3) are punctured in the center by the main diagonal in
their cube. For these three triangles, we can further shrink them to their
boundary as in Figure 5.1.
The vertices of triangle (u1u2u3) are of the form (u1, v0, v0), (v0, u2, v0) and
(v0, v0, u3), so in the deformation retraction of the whole space there are 27
cells of dimension 0. Two of these vertices are connected by a one cell if
and only if the positions of v0 are not the same, so there are also 27 cells of
dimension 1. In addition to that, there are 24 more 2-cells attached to them:
they come from 27 triangles but 3 of the triangles are punctured.
Now I can write down the boundary maps into matrices and apply Gauss
elimination to the matrices to compute the homology groups. As a result,
I get 6 of the 2-cycles left as the generators of the 2-dimensional homology
group, and all the 1-cycles are in the image of the boundary, hence are killed
in the homology.
In the above example, we can see that the 1-cycle in H1(Config3(I, 3))
(where I = e1 is one of three branches) disappeared in the homology of
larger space H1(Config3(Y, 3)). This can be viewed geometrically: If σ is a
1-chain in Config3(I, 3), I can shift it across the central vertex v0 and split its
three particles into the other two branches v0v2 and v0v3: two on v0v2, and
the remaining one on v0v3. Since now these three particles can move freely
in v0v2 and v0v3 respectively without any restriction, the 1-chain is killed in
the homology group.
As a result, The existence of the vertex v0 with degree 3 provides us with
a way to kill some of the cycles. The same idea of moving chains around a
vertex with degree ≥ 3 is used in the next section to show that a general
no-k-equal configuration space on a tree is always simply connected as long
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as k ≥ 3. The splitting process is also illustrated there in Figure 5.3.
5.2 Simple Connectedness
It is not easy to generalize the properties of Confign(Γ, 2) for Confign(Γ, k).
For example, if a configuration in Confign(Γ, k) have two particle occupying
a same position in Γ (I am assuming k ≥ 3 here), then its stabilizer group in
the action of Sn is not trivial. This means that the group action is not free
and we cannot get a covering space via quotient.
Although most properties of Confign(Γ, 2) are not valid anymore or more
difficult to prove if valid for Confign(Γ, k), the connectedness is an excep-
tion. Abrams in his thesis [1] discussed the connectedness of Confign(Γ, 2)
in details. As for Confign(Γ, k) where n ≥ 3, connectedness is almost au-
tomatically true because the removed diagonals have codimension at least 2
within each cubical cell so intersecting cubes in Γn still intersect when the
no-k-equal diagonal is removed.
A more interesting topic is about simple connectedness. From the work of
Ghrist and Abrams in [8] and [1] we know that the fundamental group carries
all the topological information of Confign(Γ, 2) since the latter is a Eilenberg-
Maclane space. In other words, the fundamental group is the only nontrivial
homotopy group of Confign(Γ, 2). In contrast, Bjo¨rner and Welker showed
in [3] that even for the unit interval I, there are infinite many dimensions in
which the homotopy group of Confign(I, k) is nontrivial. Further more, in
this section I am going to show that Confign(T, k) is simply connected for all
k ≥ 3 and all trees T with at least one essential vertex. Before stating and
proving the theorem, I need two definitions.
Definition 5.1 (Metric on a tree). Given a tree T , we can assign lengths
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to all its edges by a map l : E(T ) → R+ and view each edge e ∈ E(T ) as
equipped with a metric that is the same as the one on the Euclidean interval
of length l(e).
For any two points x and y in T , we can define their distance d(x, y) as the
total length of all the (possibly parts of) edges on the unique path connecting
x and y in T . It is easy to check that d(·, ·) satisfies the triangle inequality,
hence is a metric and defines a topology on T . This topology is equivalent to
the one we used so far, because their restrictions to the closure of each edge
cell are the same.
Definition 5.2. If T is a tree with metric defined by a map l : E(T )→ R+
and v0 is a leaf of it, we define the height h(x) of a point x in T as the
distance between x and v0. Actually h : T → R is continuous in the metric
topology. The leaf v0 is now promoted to be the “root”.
The objective of this section is to make use of the metric on the tree to
show that Confign(T, k) is simply connected when k ≥ 3 and T has at least
one essential vertex. To do so, I start with a lemma.
Lemma 5.1. Assume k ≥ 3, ε > 0 is a fixed real number, I is the a closed
interval [a, b] and l : I → In is a continuous loop in In such that l(a) =
l(b) ∈ Confign(I, k) and l(t) is in the interior of In for all t ∈ I, then we can
find another loop l′ : I → In such that l′(t) ∈ Confign(I, k), (l′(t))i ≤ (l(t))i
and d((l′(t))i, (l(t))i) < ε for all t ∈ I and 1 ≤ i ≤ n. Here (·)i means taking
the i-th component of a tuple in In.
Proof. Since the image of l is within the interior of In, I can update ε with
the smaller one of the original ε and the distance between the image l(I) and
the boundary ∂(In) of In without weakening the result. With this updated
ε, I assume all the loops discussed here are in Rn, use the term “subspace”
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to represent parts of the k-equal diagonal, and do not have to worry about
the boundary of In.
By Whitney’s smooth approximation theorem, the space Ω∞(Rn, x0) of
smooth loops with basepoint x0 = l(0) is dense in the loop space Ω0(Rn, x0)
based at x0 under the C
0 topology. By Thom’s transversality theorem, the
space of all curves that is transversal to any subspace of Rn with codimension
k−1 is dense in Ω∞(Rn, x0). Both theorems can be found in Hirsch’s textbook
[9] on differential topology.
Since the k-equal diagonal is a finite union of subspaces of Rn, and transver-
sality here means disjoint (codimension k− 1 ≥ 2 of the subspaces is greater
than the dimension 1 of the smooth curves), the space of loops based at l(0)
that do not intersect the diagonal ∆n is dense in Ω∞(Rn, x0) hence is also
dense in Ω0(Rn, x0). As a result, the curves satisfying all the requirements
except the one (l′(t))i ≤ (l(t))i is dense within the ball of radius  around l
in Ω0(Rn, x0). The last condition “(l′(t))i ≤ (l(t))i for all t and i” restricts
the candidates to 1/2n of that ball in a 2n-ant, but we can still find a curve
l′ from that piece.
Theorem 5.2. If T is a tree, L is the only edge of it with the root v0 as an
endpoint, and the induced inclusion of no-k-equal configuration spaces is i :
Confign(L, k) ↪→ Confign(T, k), then for each loop l : I → Confign(T, k) with
basepoint x0 in Confign(L, k), there exists another loop l˜ : I → Confign(L, k)
based at x0 such that l˜ is homotopy to l relative to the boundary {0, 1}.
Proof. First of all we equip the tree with a metric d and assume without
generality that then length of L is 1. If the maximal height of all points
in T is h0, then the height function h sends a point in T to a real number
h(t) ∈ [0, h0]. If I define the interval I = [0, h0], the height function induces
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Figure 5.2: The Map Induced from Height
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a continuous function h : Confign(T, k)→ In as shown in Figure 5.2.
Since the domain of the loop l is compact, I can find a real number ε0 > 0
such that for every configuration x in the image of l, the diameter of any k
particles in x is at least ε0. As a result, any permutation of l with C0 norm
less than ε0 keeps l within Confign(T, k). The first application of this fact is
that I can perturb l a little bit so the height of every component in the image
of it is within the open interval (0, h0). To apply a further perturbation, I
update the value of ε0 for the perturbed curve.
Now h ◦ l is a loop satisfying all the conditions in Lemma 5.1, so I can
find a loop l′ satisfying all the requirements in the lemma for ε = ε0/2. If
H is the linear homotopy between l and h ◦ l, then I can uniquely “lift” H
to a homotopy in T n from l to another loop l1. Here the word “lift” is not
accurate, because T is not a covering space of I. However, because of the
last inequality requirement in the lemma, a lift can be well-defined as we are
working in a covering space, because every particle in any configuration in
the loop is traveling towards the root during the whole homotopy. It is never
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going off a leaf nor get confused at a branch point: the path towards the
root is unique and any point is determined by its height. Since each particle
is traveled no longer than ε0/2, the the whole lifted homotopy is still within
Confign(T, k).
After the construction of the homotopy, I get a perturbation l1 of l in
Confign(T, k) such that for any configuration in l1, no k particles have the
same height. Now it is safe to write a linear homotopy to send the whole
image into L. If hi = h((x0)i) is the height of the i-th component of the base
point, then the image ps of the i-th particle p is sent to the unique particle
on the path connecting p and v0 with height
h(ps) = s · hi + (1− s) · h(p)
at time s in the homotopy.
Theorem 5.3. When k ≥ 3 and T has at least one vertex of degree ≥ 3, the
configuration space Confign(T, k) is simply connected.
Proof. First of all we can assume that the other endpoint of L that is not v0
has degree ≥ 3, for otherwise we can always delete the nonessential vertices
and concatenate edges until it has. By taking a base point in Confign(L, k),
Theorem 5.2 shows that a loop l in Confign(T, k) is homotopic to a loop l˜ in
Confign(L, k).
Now we can use the vertex of degree ≥ 3 to create a homotopy H splitting
l into the product of a loop of the first k − 1 particles on one edge and a
loop of the remaining particles on another edge. To make the description
of H simpler, we first assume that all the edges of the tree beside L are of
length greater than 1. Then Ht takes (ϕ(a))i to a point (Ht(a))i with height
h((ϕ(a))i) + t. As h((ϕ(a))i) + t crosses 1, (Ht(a))i crosses the vertex of
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Figure 5.3: Splitting a Loop
Split
degree ≥ 3, so there are more than one edge to choose. We take the particles
with index i ≤ k − 1 to one edge, and the remaining to another.
As a result, H1 is a loop with k−1 particles on one edge and the remaining
particles on another. Since the first k − 1 particles can cross each other
freely on the first edge within Confign(T, k), those components of the loop
is homotopic to a constant map. By keep splitting until the original loop
becomes homotopic to a product of constant maps, we know Confign(T, k) is
simply connected.
5.3 Proof of Homotopy Equivalence
As promised, in this section I will prove Theorem 2.2 with the help of discrete
Morse theory.
Given a graph Γ, we know that the configuration space Confign(Γ, k) is
defined from the underlying topological space of Γ, which is invariant under
subdivision. However, the definition of Cn(Γ, k) relies strongly on the cubical
complex structure of Γ. To avoid confusion, I use different notations for
different combinatorial graphs as follows.
First of all I fix an edge e of Γ and construct a sequence of new combina-
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torial graphs by subdividing e into multiple pieces. For any integer m ≥ 2, I
subdivide e into (m− 1) pieces by adding (m− 2) vertices to it. The result
combinatorial graph is denoted by Γm. Γ2 is the same as Γ itself.
The proof has two main steps:
• construct a discrete Morse function to show that Cn(Γm+1, k) deforma-
tion retracts to a subcomplex that is homeomorphic to Cn(Γm, k) when
m is large enough; and
• show that the inclusion of Cn(Γm, k) into Confign(Γ, k) induces isomor-
phisms of homotopy groups in all dimensions when m is large enough.
The first step is based on a discrete gradient field and the second uses the
conclusion of the first one.
5.3.1 Stable Homotopy Type
The main result of this subsection is
Theorem 5.4. There exists an integer m0 such that for all m ≥ m0, the
cubical complex Cn(Γm+1, k) deformation retracts to a subcomplex Y which
is homeomorphic to Cn(Γm, k).
To prove it, I start with some conventions and constructions.
The vertices on e are named . . . , v−2, v−1, v0, v1, v2, . . .. I do not care about
the indices at two end now and will take care of them later. The edges are
named ei where i is the index of the endpoint out of two that is further to
v0. For example, the edge connecting v−1 and v0 is called e−1, and the one
connecting v1 and v2 is called e2, as shown in Figure 5.4.
Given a cell σ = (c1, c2, . . . , cn) in Cn(Γm+1, k) and a cell c in Γ, we define
the labels in σ on c by listing all the indices 1 ≤ i1 < i2 < · · · < il ≤ n such
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Figure 5.4: Cells and Labels
Loadσ(ee−1) = Loadσ(e−1) = Loadσ(e2) = Loadσ(v2) = 1.
Loadσ(v0) = 3, Loadσ(eee−1) = 4,
re-2 v1 v2v0v-1v-2
e1 e2e-2 e-1
eee-1
ee-1
(2, 3, 5)4 1 6
that cit = c (t = 1, 2, . . . , l), and call Loadσ(c) = l the load of σ on c. For
example, in Figure 5.4 the labels in σ on v0 are 2, 3 and 5, and the load is 3.
Since I will be talking about unions of cells in Γm+1 a lot, I use eei and
eeei to represent “double cell” and “triple cell” respectively. To be more
precise, a double cell is the union of two adjacent cells in Γm+1 together
with the vertex in between; a triple cell is the union of tree consecutive cells
with two connecting vertices. The index of the super cells is the same as
the cell in the center. For example, ee−1 = e−2
⋃
v−1
⋃
e−1, and eee−1 =
e−2
⋃
v−1
⋃
e−1
⋃
v0
⋃
e1. I will also use “right cell” rei to denote the union
of ei and its right endpoint. For example, re−2 = e−2
⋃
v−1. The total load
of a cell σ in Γnm+1 on a super cell is the sum of loads on the components and
the similar notation Loadσ(·) is used.
To characterize the subcomplex Y of Cn(Γm+1) that is homeomorphic to
the complex Cn(Γm, k), we pretend to glue cells e−1, v0 and e1 in Γm+1 to-
gether to a double cell ee0 = e−1
⋃
v0
⋃
e1, and try to represent cells in the
new “Cn(Γm, k)” with . . . , v−2, v−1, v1, v2, . . . and . . . , e−2, ee0, e2, . . . by keep-
ing in mind that a cell in Γn with ee0 in it is indeed glued up by multiple cells
in the original Γnm+1. The definition of the “Cn(Γm, k)” implies the following
characterization:
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• The cell σ = (c1, c2, . . . , cn) is in Y if and only if both the total load on
eee1 and the total load on eee−1 are less than k.
The idea of the proof is to get rid of those cells with higher load than k−1 on
these two triple cells. To make the description of the whole process simpler,
I take care of one triple cell at a time.
Definition 5.3. The subcomplex Ln(Γm+1, k) consists of all the cells from
Cn(Γm+1, k) whose total load on eee1 is less than k.
I claimed Ln(Γm+1, k) as a subcomplex without proof. Actually the proof
is simple: taking a face of a cell cannot bring any more load in.
The first step to prove Theorem 5.4 is to show Cn(Γm+1, k) deformation
retracts to Ln(Γm+1, k) by constructing a discrete Morse function and then
make use of Theorem 3.2. The idea is inspired and is a generalization of the
construction of Prue and Scrishaw’s in [10] for the case k = 2 and m + 1 ≥
n−1. They wrote down a discrete function for every single cell of Cn(Γm+1, 2)
and justified that it satisfies all the requirement of a discrete Morse function.
In this subsection, however, I plan to construct a discrete gradient field first
and induce the discrete Morse function from there in an abstract way. This
preference is due to the complexity of the structure of cells for general k ≥ 2.
Since a discrete gradient field is a matching of cells, I do the following
inductive inspection on a cell until a match is determined.
As the starting point, I take a cell σ in Cn(Γm+1, k) such that Loadσ(eee1) ≥.
By the definition of Cn(Γm+1, k) we know Load() ≤ k − 1, so the load on
eee1 − ee1 = re−1 is at least 1.
Now assume we are at a right cell rei with i < 0 and the load of σ on it is
at least 1, then we write down all the labels on it and pick the largest label
T . There are three cases:
36
1. if T is on ei, then σ is matched with its face obtained by moving T
from ei to vi+1;
2. if T is on vi+1 and Loadσ(eei) < k− 1, then σ is matched with the cell
obtained from σ by moving T onto ei;
3. if T is on vi+1 and Loadσ(eei) = k − 1 then we move on to inspect the
right cell rei−1 to the left.
It worths mentioning that the first two cases match each other, and in the
third case Loadσ(rei−1) is nonzero since Loadσ(vi+1) ≥ 1 because of T ,
Loadσ(ei) ≤ Loadσ(eei+1)− Loadσ(vi+1) ≤ k − 1− 1 = k − 2
and then
Loadσ(rei−1) = Loadσ(eei)−Loadσ(ei) = k−1−Loadσ(ei) ≥ k−1−k+2 = 1.
In result, as long as there are enough room to the left, we can proceed all the
way to the left until a match is found for σ. All the matches for the cells in
Cn(Γm+1, k) with load greater than k on eee1 defines a discrete vector field
V on Cn(Γm+1, k).
Lemma 5.2. The discrete vector field V is a discrete gradient field.
Proof. By the definition of discrete gradient field, I want to prove that there
is no nontrivial closed V -path. The proof is by contradiction: I assume there
is a nontrivial closed V -path
σ
(p)
1 ↗ σ(p+1)2 ↘ σ(p)3 ↗ · · · ↘ σ(p)t−2 ↗ σ(p+1)t−1 ↘ σ(p)t = σ(p)1
such that σ
(p)
i 6= σ(p)i+2 for all odd i.
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By the definition of the our matching, all the raising arrows correspond
to moving a particle on a vertex v in e to the edge to the left of it, so if a
dropping arrow takes a particle on an edge to the left endpoint of that edge,
then there is no raising arrow can bring it back to the original position. In
other words, to make sure we can get back to the original σ
(p)
1 in the end,
each particle should stay in the original right cell during the whole V -path.
Furthermore, a raising arrow is only effective on the largest label in a right
cell, so to make sure a particle can be brought back to the original position,
a dropping arrow can only move the largest label within a right cell.
Now let us check all the possible ways the first dropping arrow could be.
If σ
(p+1)
2 got its match σ
(p)
1 when proceeded to the right cell rei, then the
next dropping arrow takes a particle on an edge ej and bring it to the right
endpoint of ej. If i < j ≤ −1, the largest label is already in the right
endpoint, so nothing can be moved based on the argument in the previous
paragraph; if j = i, then the dropping arrow brings the path back to σ
(p)
1 ,
contradicting to the assumption that the path in nontrivial; if j is not in
[i,−1], then the result σ(p)3 is matched with another cell of dimension p − 1
and cannot be the starting point of any raising arrow.
In all cases we cannot get back to the original σ
(p)
1 , so V is indeed a discrete
gradient field.
Given the discrete gradient field V , now I am ready to construct a discrete
Morse function to apply Theorem 3.2 on. My objective is to find a level
to separate the subcomplex Ln(Γm+1, k). I start from an arbitrary discrete
function f whose existence is guaranteed by Theorem 3.1, and assumeMf and
mf are the maximal and minimal of f on all cells in Cn(Γm+1, k) respectively.
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A new function h is constructed as
h(σ) =

f(σ)− (Mf −mf + 1) if σ ∈ Ln(Γm+1, k),
f(σ) otherwise.
It is easy to check that h is still a Morse function, since a cell is critical if and
only if it is in Ln(Γm+1, k) by the definition of V as long as m0 (hence m) is
large enough to pack all the n vertices around v0. I will find a reasonable m0
in the end. As a result, the level set M(mf ) = {σ ∈ Cn(Γm+1, k) |h(σ) < mf}
is the same as Ln(Γm+1, k), level set M(Mf +1) = {σ ∈ Cn(Γm+1, k) |h(σ) <
Mf + 1} is the same as Cn(Γm+1, k), and there is no critical value of h in the
interval [mf ,Mf + 1]. These facts together implies that
Theorem 5.5. The complex Cn(Γm+1, k) deformation retracts to Ln(Γm+1, k).
Now I am ready to prove Theorem 5.4.
Proof of Theorem 5.4. Theorem 5.5 helps us get rid of the cells whose total
load on eee1 is greater than k. By using the same argument but conducting
our inspection to the right and constructing another discrete Morse function,
I can show that Ln(Γm+1, k) deformation retracts to Y .
5.3.2 Homotopy Equivalence
Now I turn to show the isomorphism of homotopy groups. This time only
one lemma is required.
Lemma 5.3. If an given edge e of Γ is subdivided into (m− 1) pieces in two
ways, then the corresponding complexes Cn(Γm, k) and Cn(Γ
′
m, k) are isotopic
within Confign(Γ, k).
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Proof. First of all we can view e as a part of the real axis R so I can talk about
the linear operations on it. If the cutting vertices on e for the subdivisions
are (v1, v2, . . . , vm) and (v
′
1, v
′
2, . . . , v
′
m) for the two ways respectively, and
they are in the same order, then there is a linear homotopy within e taking
(v1, v2, . . . , vm) to (v
′
1, v
′
2, . . . , v
′
m). This linear homotopy induces a isotopy of
every cubical cell in Γnm to the corresponding cell in (Γ
′
m)
n, hence a isotopy
between cells of Cn(Γn, k) and Cn(Γ
′
n, k). The last isotopy is indeed within
Confign(Γ, k), since each section of it at time t is indeed a third version of
Cn(Γ
′′
m, k) corresponding to a intermediate set of cuts (v
′′
1 , v
′′
2 , . . . , v
′′
m) between
(v1, v2, . . . , vm) and (v
′
1, v
′
2, . . . , v
′
m) where v
′′
i = (1− t)vi + tv′i.
Now I am ready to state and prove the main result of this subsection. The
integer m0 used here is lower bound I discussed in the previous subsection
such that the homotopy type of Cn(Γm, k) is stable for all m ≥ m0. The
graphs Γm0,All and Γm,All are the graph obtained from Γ by dividing all the
edges into m0 pieces, not just for one edge e.
Theorem 5.6. The inclusion Cn(Γm0,All, k) ↪→ Confign(Γ, k) induces iso-
morphisms of homotopy groups in all dimension.
Proof. Since Confign(Γ, k) is connected, I can pick a basepoint x0 in Cn(Γm0,All, k)
to show that the induces homomorphism
i∗ : pip(Cn(Γm0,All, k), x0)→ pip(Confign(Γ, k), x0)
is both epimorphic and monomorphic.
For any pointed map h : (Sp, s0) → (Confign(Γ, k), x0), the image of h is
closed in Confign(Γ, k) hence in Γ
n. For each cubical cell in the unsubdivided
version of Γn, we can use the metric in In and find a real number δ > 0 such
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that the distance between the image h(Sp) and the part of k-equal diagonal
within In is greater than δ. Since there are only finite many cubical cells in
Γn, we can assume this δ is the smallest one among all cells, hence is smaller
than the distance between image h(Sp) and the whole k-equal diagonal in
Γn.
Now I take an integer m >
√
n/δ, subdivide I evenly into m pieces of
length 1/m, and do the same for all edges of Γ, then any point in a cell
in the subdivided Γnm,All intersecting the k-equal diagonal is within the dis-
tance
√
n/m < δ (here
√
n/m is the length of the longest diagonal in each
small cell), hence is not in h(Sp). In other words, h(Sp) is solely included
in Cn(Γm,All, k). By repeated using Theorem 5.4 in the previous subsec-
tion for every edge of the original Γ, this Cn(Γm,All, k) deformation retracts
to a subcomplex Cm(Γ
′
m0,All
, k), and by using Lemma 5.3 in this subsec-
tion repeatedly we know the latter Cm(Γ
′
m0,All
, k) is isotopy to the original
Cm(Γm0,All, k) within Confign(Γ, k), so we can find a homotopy to take h to
h′ whose image is in Cm(Γm0,All, k). In other words, the mapping class [h] is
in pip(Cm(Γm0,All, k), x0) and i∗ is an epimorphism.
As for monomorphism, if a pointed map h : (Sp, s0) → Cn(Γm,All, k) is
in the kernel of i∗, or in other words i ◦ h is homotopy to the identity map
Ids0 in Γ then the image of the whole homotopy H is closed in Confign(Γ, k).
By using the same argument as in the previous paragraph, this homotopy
is homotopic to one solely within Cn(Γm,All, k), so the original h is in the
mapping class [0] ∈ pip(Cn(Γm,All, k), x0). This means i∗ is an monomorphism
and completes the whole proof of isomorphism.
Lemma 5.4. The configuration space Confign(Γ, k) has the homotopy type
of CW-complex.
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Proof. Each cubical cell in Γn can be cut into n! many closed simplices of the
form SP = {(x1, x2, . . . , xm) |xi1 ≤ xi2 ≤ · · · ≤ xin} where P = (i1i2 . . . in) is
a permutation of (12 . . . n). Each simplex intersect the k-equal diagonal at it
faces. By applying induction on l we can show that all these simplices defor-
mation retracts to their faces not in ∆n in a consistent way, so Confign(Γ, k)
is homotopy equivalent to some faces of all these simplices glued together,
hence has the homotopy type of CW-complex.
After all the three lemmas and two theorems in this section, now it is
finally the time to give the “short” proof of the homotopy equivalence:
Proof of Theorem 2.2. Since the inclusion i : Cn(Γm0,All, k) ↪→ Confign(Γ, k)
induces isomorphisms of homotopy groups in all dimensions by Theorem 5.6,
and both Cn(Γm0,All, k) and Confign(Γ, k) have homotopy type of CW-complex,
i is indeed a homotopy equivalence by Whitehead’s theorem.
To complete the proof, I compute a reasonable value of m0. For the de-
formation retraction from Cn(Γm+1, k) to Ln(Γm+1, k), there are k − 1 par-
ticles in each double cell eei and at least one particle in each vertex un-
til a match is found. To guarantee a match can be found for each cell in
Cn(Γm+1, k) − Ln(Γm+1, k), I assume there are n particles to the left of v0
and the number of edges are enough to hold all them before a match is found.
The number 2 · dn/ke+1 is a reasonable upper bound of the number of edges
because for each integer i < 0, there are at least k particles on the union
re2i ∪ re2i+1. A same estimation can be done for the second step of deforma-
tion retraction from Ln(Γm+1, k) to Y , so if each edge of the original graph
is cut into 4 · dn/ke+ 2 pieces, the deformation retractions always exist and
the theorem is proved.
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Chapter 6
Conclusion
By reviewing the existing results about the classic configuration space on
graphs and trying to generalize them for the case k ≥ 3, we found that
many properties and tools are not valid anymore in general cases. Discrete
Morse theory, however, can still be used to construct intuitive proofs for the
properties that are still valid.
In the proof of the homotopy equivalence between Confign(Γ, k) and Cn(Γ, k),
a discrete gradient vector was constructed to implement the idea of moving
particles toward two ends of each edge. The idea looks simple, but it is not
an easy task to construct deformation retraction directly when we are not
allow to subdivide the edges as fine as we like. Discrete Morse theory provid-
ed us with a way to do a reversed version of induction so a reasonable upper
bound can be found for the granularity of subdivision and the complexity of
the homology computation can be estimated.
By comparing with the known examples, the number 4 ·dn/ke+2 we got in
Theorem 2.2 turned out not to be sharp. Since the upper bound is sensitive
to the construction of discrete Morse function, more different constructions
could be tried to see if a lower number can be found.
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