Recent 3D sketch tools produce networks of three-space curves that suggest the contours of shapes. The shapes may be nonmanifold, closed three-dimensional, open two-dimensional, or mixed. Our video demonstrates a system that automatically generates intuitively appealing, piecewise-smooth surface patches from such a curve network, and an intelligent user interface for modifying the automatically chosen surface patches. Both parts of the system use a linear algebra representation of the set of surface patches to track the topology.
INTRODUCTION
New intuitive interfaces for 3D curve drawing have made it easier to sketch curve models of 3D shapes, such as the rocket on the left of Figure 1 . The outputs of these new design tools are networks of curves in R 3 . Such a curve network can be interpreted as a wireframe model of a piecewise-smooth surface, usually in more than one way. By "wireframe model" we mean a representation of a piecewise-smooth, not necessarily manifold surface by its set of patch edges alone. Constructing the 3D surface from the wireframe model is commonly referred to as "surfacing", "lofting", or sometimes "skinning." Surfacing is an important part of the design process; it disambiguates the often ambiguous curve network and produces clearer visualizations of the desired shape (see Figure 1 ). Of course, producing the surface intended by the user is an ill-posed problem, so the goal is to produce heuristics which give reasonable results.
In this video, we describe a heuristic, based on some simple homology computation, which seems to give good re- sults, automating a significant portion of the surfacing process by selecting cycles from the curve network as surface patch boundaries. Our paper [1] gives a detailed explanation of our work and shows experiments on a set of 58 3D sketches produced by the ILoveSketch system [2] .
System Overview The assumption that the input sketch represents the manifold boundary of a solid object would impose very strong topological requirements on the output, but this assumption cannot be made for 3D sketches; for instance, the rocket on the right in Figure 1 has twodimensional fins and two connected components, forming a non-manifold surface. We instead begin with the weaker assumption that the surface does not bound any solids, and select a maximal set of patches that has that property. There are many such maximal sets, but as we shall see, we can find one that is optimal with respect to any heuristically chosen weighting function on the cycles, using a greedy algorithm. This automatic phase is followed by a user-interaction phase, where we help the user refine the automatically selected patches. We suggest other low-weighted patches that could replace a deleted patch. We also suggest patches that might close off solids, using a different heuristic that scores not only cycles but also the solids that they create. In the video, we show some demos of the user interaction phase.
Both phases make use of the topological structure of the current set of patches. We demonstrate the system on networks of curves produced by "ILoveSketch", and another system called "JustDrawIt".
ALGORITHM
Any set of two-dimensional patches forms what is called a two-dimensional cell complex. If it separates three-space into two or more connected components, we treat all but the exterior as three-dimensional solids, producing a three- Figure 2 : The matrix representing the four faces of a tetrahedron. We can verify that the fourth column of the matrix is the sum of the first three, using arithmetic modulo two. We also observe that geometrically the cycle bounding the fourth face is the sum of the first three, and that it closes off a solid (the interior of the tetrahedron). Any choice of three of these four columns forms a cycle basis (one of
dimensional cell complex (possibly containing two-dimensional as well as three-dimensional parts). Our approach to selecting an initial set of patches is to construct the largest two-dimensional complex we can before closing off any solid three-dimensional regions. Such a set of patches is called a cycle basis for the set of cycles in the input graph (i.e. curve network). It is called a basis because the set of cycles -that is, the set of possible patches -forms a vector space. This vector space representation (described below) is the same as that used in topology when computing homology using the Smith Normal Form and in persistent homology computation.
Computationally, we can find the cycle basis using matrix arithmetic over the integers mod two, also known as the Galois Field of order two, GF (2). The entire vector space could be represented by a single large matrix M with a row for each edge of the input graph, and a column for each possible cycle. There is a 1 in matrix location mi,j if edge i belongs to cycle j, and 0 otherwise. Adding two cycles cj, c k corresponds to adding the corresponding columns in GF (2), so that 1 + 1 = 0; notice that this produces the symmetric difference, which is another cycle c l (i.e. c l = cj + c k ). The three cycles cj, c k and c l are dependent, since any one is the sum of the other two. The rank r of M , over GF (2) , is the size of the largest independent set of columns. As usual, we can select many possible bases for the vector space M , each of which is a set of columns of size r. There is no requirement that our inputs be connected, and many are not. There may be, and often are, multiple curves connecting the same pair of vertices. There is no requirement that the output should be a manifold.
Our objective is to select an optimum cycle basis, where the optimum is defined as the minimum using a heuristic weighting criterion.
To produce the optimal basis, we use the standard greedy matroid algorithm, which can be applied to any vector space, with any weighting function on the elements. We write W (c) to denote the weight of cycle c (or just W instead of W (c) when clear). The weight of a cycle basis {c1, . . . , cr} is the sum of its cycle weights. Theorem 1. For any weighting function W , the greedy matroid algorithm produces a minimum-weight basis. [4] Applied to minimum spanning tree computation, the greedy matroid algorithm is Kruskal's algorithm. Applied to cycle basis computation, the greedy matroid algorithm proceeds as follows. We begin with an empty set of cycles C, and at each step we greedily attempt to add the cycle c of minimum weight W (c). If c is dependent on some subset of the cycles in C, we discard it. If, on the other hand, c is independent, we add it to C and continue.
The current set of cycles C is represented as a set of column vectors as described in the previous section, and to see if a new column vector is independent of the current set, we append it to the current matrix, and compute the rank. If the rank is increased by adding the new column, the new cycle is independent of the previous set of cycles. We use the FFLAS-FFPACK [3] package for linear algebra over finite fields to compute the rank of the 0 − 1 matrix.
Weighting Function Our choice combines three heuristics into a single lexicographic function W .
Our first heuristic is that we prefer short cycles over long ones. The second heuristic is that non-separating cycles are preferred over separating cycles. A separating cycle is one for which removal of the cycle vertices and all of their adjacent edges (including the cycle edges) increases the number of connected components in the graph.
To combine these two heuristics, we define for each cycle the quantity k = number of edges + (2 + )s where s is zero if the cycle is non-separating and one if it is separating. Cycles with the same value of k are ordered geometrically, by the volumes of their axis-aligned bounding boxes, from smallest to largest. Since the curves are given as ordered sets of sample points, the computation of bounding boxes is trivial. This choice favors nearly flat faces which are well-aligned with the coordinate planes.
Combined with the fact that we consider the cycles in order of edge length, this means that the cycle basis we find optimizes the following lexicographic objective function W : it finds a basis with minimum total summed value of k, and of the many bases with that total sum of k, it finds one that minimizes the sum of the volumes of the bounding boxes.
