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Avertissement
La the`se se scinde en deux parties totalement inde´pendantes. La premie`re partie est une
e´tude the´orique sur la dynamique des moments qui a occupe´ une grande partie du travail de
the`se (chapitre 1 a` 4). Il a e´te´ juge´ important de ne pas limiter le travail a` des aspects purement
the´oriques et une seconde partie, purement expe´rimentale, porte sur la mesure de la qualification
des faisceaux dans un nouvel acce´le´rateur du laboratoire et pour lequel des calculs the´oriques
avaient e´te´ faits lors de sa conception (chapitre 5).
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Chapitre 1
Introduction et motivations de la
proble´matique des moments
1.1 Acce´le´rateurs de forte intensite´, halo et moments
L’utilisation des acce´le´rateurs line´aires de forte puissance dans diffe´rents projets tels que la
production de neutrons par spallation ou les re´acteurs hybrides [1] a amene´ a` se pencher sur les
proble`mes de la dynamique de faisceaux de forte intensite´, en particulier l’existence d’un halo
de particules. Ce halo est une distribution de particules de tre`s faible densite´ qui peut se former
autour du coeur du faisceau. Si l’on veut limiter l’activation de la machine, les pertes tole´rables
sont de l’ordre de 
 watt/me`tre, ce qui correspond a` des taux de pertes de 
 me`tre, voire



 me`tre compte tenu des puissances moyennes de faisceau tre`s e´leve´es. Il est donc requis
de bien maıˆtriser le halo qui risque de se former autour du coeur du faisceau. Ce halo peut avoir
diffe´rentes causes. Une d’entre elles est la force (non line´aire) de re´pulsion coulombienne des
particules du faisceau entre elles. C’est l’effet de charge d’espace.
Afin de comprendre le processus de formation de ce halo et les phe´nome`nes de charge d’espace,
de nombreuses e´tudes the´oriques [2] et expe´rimentales [3] ont e´te´ entreprises. La difficulte´ du
proble`me re´side dans une mode´lisation re´aliste d’un faisceau comprenant plusieurs milliards
de particules sous un fort effet de charge d’espace. La diffe´rence d’e´chelle entre le nombre de
particules dans le faisceau et ses pertes rend conside´rables les besoins en puissance de calcul.
C’est pourquoi la plupart des mode`les de´veloppe´s se limitent en ge´ne´ral a` deux dimensions pour
analyser le comportement de ce halo [4]. De tre`s nombreux me´canismes de formation du halo
sont aujourd’hui bien connus (comme, par exemple, la physique des interactions re´sonnantes
dans le cas d’un mode`le coeur-particules).
De nombreuses me´thodes de calcul ont donc e´te´ utilise´es, nous en de´crirons rapidement trois
d’entre elles dans le paragraphe (1.3).
Une approche en apparence plus simple que les autres a de´ja` e´te´ propose´e [5] : plutoˆt que de
transporter de nombreuses particules, d’une manie`re ou d’une autre, il a e´te´ propose´ de trans-
porter directement la densite´ de charge, de´crite uniquement par des parame`tres statistiques (les
moments). Toutefois, cela n’a jamais donne´ de re´sultat probant.
De manie`re similaire, l’ide´e de caracte´riser une densite´ par ses moments et d’en e´tudier l’e´volu-
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tion quand la dynamique est non line´aire, est un proble`me re´current en physique et en physique
mathe´matique.
D’une fac¸on ge´ne´rale, la dynamique non line´aire demande de connaıˆtre une infinite´ de mo-
ments pour en donner l’e´volution (proble`me dit de fermeture). Si, toutefois, un nombre fini de
moments donne une bonne approximation de la densite´, on peut envisager d’extrapoler les mo-
ments d’ordre supe´rieur et ainsi contourner la difficulte´. Jusqu’alors, les articles rencontre´s sur
le sujet supposent que ces moments d’ordre supe´rieur sont nuls, ce qui n’est pas acceptable.
Nous nous sommes donc attache´s a` comprendre quelle e´tait la signification de ce type de des-
cription ainsi que les outils requis pour la de´velopper et plus ge´ne´ralement les difficulte´s de
cette formulation que ce soit dans la physique des acce´le´rateurs ou dans tout autre domaine.
1.2 Rappels et notations de physique des acce´le´rateurs
Nous introduisons, dans ce paragraphe, des notions tre`s e´le´mentaires de la physique des
acce´le´rateurs dont nous nous servirons au cours de la pre´sente e´tude. Pour plus d’informations
sur les acce´le´rateurs, nous renvoyons le lecteur aux re´fe´rences [6] et [7].
1.2.1 Re´fe´rentiel et espace des phases
Afin de pouvoir de´crire aise´ment la dynamique des particules d’un faisceau dans un acce´-
le´rateur, on se place dans un re´fe´rentiel ayant deux dimensions transverses note´es  et  et une
dimension longitudinale curviligne note´e  , le long de la trajectoire de re´fe´rence. Chaque par-
ticule se propage selon  et appartient donc, en outre, a` un plan transverse ﬁﬀ d’abscisse 
orthogonal a` cet axe (voir figure 1-1).
y
Plan transverse
x
s
(x, y)
particule
vitesse v
Axe machine
Fig. 1-1 : Re´fe´rentiel ge´ne´ral d’une particule
Une particule est repe´re´e par ses coordonne´es  et  mais aussi par l’inclinaison de sa trajectoire
sur les axes  et  , c’est-a`-dire par les quantite´s ﬂﬃﬂ et ﬂ ﬂ que l’on note respectivement  !
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et ! . De plus, les particules sont repe´re´es par leur position longitudinale relative a` une particule
de re´fe´rence "$# ainsi que par leur quantite´ de mouvement relative a` cette meˆme particule note´e
"&%'% . Une particule est donc comple`tement de´termine´e par un sextuplet dans un espace que
l’on appellera espace des phases de dimension 6 : ( !)!)"$#*+",%%'ﬀ [8].
1.2.2 Hypothe`se de paraxialite´ [9]
En ge´ne´ral, la vitesse longitudinale -. d’une particule est beaucoup plus grande que sa vi-
tesse transverse -/ (le module de la vitesse - e´tant de´fini par -1032 -.54768-/94 ). L’hypothe`se
de paraxialite´ consiste a` ne´gliger - . :-/ﬀ 4 dans le calcul devant (- -/ﬀ . Il en de´coule que la
vitesse longitudinale vaut approximativement -.<;=- , en supposant que cette vitesse n’est pas
modifie´e par les e´le´ments de focalisation.
Durant toute notre e´tude, nous supposerons que cette hypothe`se est ve´rifie´e. De plus, on suppo-
sera que le terme "&%'+% est nul et que le faisceau est continu. On pourra donc de´ja` limiter notre
espace des phases a` quatre dimensions >+ !  ! ﬀ (ce qui sera le cas des mesures de faisceau-
logie sur GENEPI du chapitre 5).
Enfin, nous conside´rerons, dans la me´thode des moments, que les faisceaux e´tudie´s sont a` sy-
me´trie de re´volution dans l’espace transverse ( ﬀ . L’espace des phases en deux dimensions
( !?ﬀ suffira donc pour e´tudier la dynamique des particules. En effet, notre objectif est de
savoir comment traiter la dynamique des moments et de bien en comprendre sa signification.
Cette condition n’est donc pas limitative.
Remarque : L’espace longitudinal permet de de´crire la position des particules au cours du
temps. Pour chaque particule, la vitesse peut s’e´crire :
-@;A-.B0
ﬂ
ﬂDC
Le terme ﬁ! (qui repre´sente la de´rive´e de  par rapport a`  ) s’e´crit :

!
0
ﬂ
ﬂ
0
ﬂ
ﬂDC
ﬂDC
ﬂ

!
0 E

-
ou`
E
 repre´sente la de´rive´e de  par rapport au temps.
Il est donc e´quivalent de travailler dans les espace de phases >+ﬁ!?ﬀ et (
E
'ﬀ . Pour simplifier,
nous supposerons, dans tous les chapitres concernant la dynamique de moments, que la vitesse
- et la masse des particules sont e´gales a` 
 .
1.2.3 Emittance transverse du faisceau
Plac¸ons-nous dans l’espace de phases  ! ﬀ . Les de´finitions qui suivent seront aussi va-
lables dans '!?ﬀ .
L’ensemble des particules d’un faisceau occupent une certaine surface dans cet espace des
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phases. On de´finit alors un domaine qui contient totalement ou partiellement les particules.
Cette enveloppe, appele´e e´mittance peut avoir, a priori, une forme quelconque. Cependant,
dans une grande majorite´ des cas, les particules se re´partissent de telle manie`re que l’on peut
les de´limiter par une ellipse. Une ellipse (centre´e sur l’origine dans ( !Fﬀ ) a pour e´quation
normalise´e : G

!
4
68HDIJ'
!
6LK9
4
0NM
avec pour normalisation
G
KPOQI
4
0R
 et I ,
G
, K e´tant les parame`tres de l’ellipse. L’aire de
l’ellipse est donne´e par SﬃM ou` M repre´sente l’e´mittance [10].
piε
εβ
εγ
x
x’
ε/γ
ε/β
ε/γ
−α
−α ε/β
Aire =
Fig. 1-2 : Ellipse d’e´mittance dans l’espace des phases ( ! ﬀ
On caracte´rise une distribution de particules quelconque dans  !Tﬀ par ses grandeurs quadra-
tiques moyennes dites RMS (pour Root Mean Square) :
L’enveloppe RMS dans ( !?ﬀ d’un faisceau est de´finie par :
UﬁV
0XW YN
4[Z
ou` le terme Y
Z
de´signe la moyenne prise sur l’ensemble des particules du faisceau.
Sa divergence RMS U V]\ est de´finie par :
U
V
\
0
2
Y^
!
4
Z
On construit la matrice dite des covariances _ V (ou matrice faisceau) relative a` une population
de particules dans  !Tﬀ de la fac¸on suivante :
_
V
0
`a
Yb
4
Z
YN
!
Z
YNﬁ!
Z
YN !
4
Z
cd
(1.1)
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qui permet de de´finir l’e´mittance RMS par :
Me(fhgB0AH
2
ﬂji]C]*_
V
ﬀB0kH
2
Y^'4 Z Yb
!
4
Z OlY^'
!
Z 4
On de´finit alors une ellipse, appele´e ellipse de concentration, d’e´quation normalise´e :
G

!
4
68HDIJ
!
6mKﬃ
4
0NMe(fhg
avec les parame`tres ”faisceau” de la matrice :
G
0AH
Yk
4
Z
Me(fhg
I10XOnH
Yk' ! Z
Me(fhg
Ko0AH
YN !
4
Z
Me(fhg
et la normalisation
G
KpOLI
4
0l
 .
L’e´mittance RMS est la description la plus simple possible d’une distribution dans un espace
des phases de dimension 2. L’ellipse de concentration d’aire SﬃMe(fhg obtenue englobe plus ou
moins de particules en fonction de la densite´ de particules. Par exemple, si la distribution de
particules est gaussienne (en  et en  ! ), cette ellipse contient qsrt des particules. Si on prend
une ellipse de surface HsSﬃMe(fug homothe´tique a` l’ellipse de concentration, celle-ci contient vDqt
des particules. Pour un faisceau de densite´ uniforme, cette dernie`re ellipse contient 
wDt des
particules.
1.2.4 Forces
Dans un acce´le´rateur, les particules d’un faisceau passent de manie`re ge´ne´rale a` travers
des e´le´ments d’optique e´lectro-magne´tiques : les particules subissent alors la force de Lorentz
( xQ0zyjux{ 6
x
-}|~x

ﬀ ) qui permet a` la fois de les acce´le´rer et de les de´vier.
Conside´rons maintenant un faisceau de particules charge´es reprenant les hypothe`ses simpli-
ficatrices du paragraphe (1.2.2) en particulier que le faisceau n’est pas acce´le´re´. Les particules
subissent alors l’effet de deux types de forces dans l’espace transverse :
– les forces externes de focalisation et de de´viation, charge´es de guider le faisceau le long
de la machine. On supposera que ces forces sont des fonctions line´aires de la position
transverse ;
– les forces internes de re´pulsion coulombienne, dites de charge d’espace, qui tendent a`
faire e´clater le faisceau. Ces forces sont non line´aires ;
Dans un faisceau de forte intensite´, les forces de re´pulsion ne sont plus ne´gligeables et les forces
externes de focalisation doivent compenser l’effet de charge d’espace en plus de servir de guide
de faisceau.
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Dans la me´thode des moments, le proble`me reveˆt plusieurs aspects :
– de´crire a` un instant donne´ la dynamique des moments d’une distribution de particules
sous une force non line´aire (interne ou externe) ;
– faire e´voluer la densite´ ;
– recalculer la nouvelle force non line´aire si celle-ci de´pend de la densite´ (comme les forces
internes de re´pulsion).
Ce dernier point n’est pas le plus difficile si l’on sait faire le lien entre la densite´ et ses moments.
Nous supposerons donc pour l’e´tude des moments que :
- nous travaillerons dans un espace des phases de dimension 2 ( ! ﬀ , ce qui ne limitera pas la
compre´hension ;
- nous supposerons que les forces conside´re´es sont toutes externes.
Dans ce cas, la relation fondamentale de la dynamique s’e´crit (en  ) :
b
0Q
V
>+'Dﬀ96D
Ce qui donne, en vertu de la relation entre  ! et
E
 :

! !
0

V
(Dﬀ

-
4
6^J
La force de focalisation e´tant une fonction line´aire de la position transverse de la particule :

! !
0lOn
V
Dﬀ6bJ
1.3 Traitements usuels du proble`me de la dynamique de la
haute intensite´
Nous pre´sentons brie`vement trois principales fac¸ons dont la dynamique des particules dans
un acce´le´rateur de forte intensite´ est ge´ne´ralement traite´e : la simulation directe particulaire
PPI (Particle-Particle Interaction) qui tient compte des collisions entre toutes les particules,
le mode`le par cellule PIC (Particle-in-cell) et le mode`le coeur-particule PCM (Particle-Core
Model).
1.3.1 Le mode`le PPI
Dans le cas d’un faisceau de forte intensite´, on ne peut plus ne´gliger les forces de charge
d’espace entre les particules. La me´thode multiparticulaire consiste a` calculer la force totale
(incluant notamment la force de re´pulsion) s’exerc¸ant sur chaque particule cre´e´e par toutes
les autres particules a` chaque instant. Cette force de´pendant de la position et de la vitesse de
toutes les autres particules, ce calcul s’ave`re extreˆmement long. En ge´ne´ral, on prend un nombre
12
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(limite´ par la puissance de calcul mais suffisamment grand pour avoir une bonne statistique) de
particules afin d’avoir des temps de calculs raisonnables. Cependant, comme nous l’avons vu,
il faudrait prendre au moins 
w  particules pour pouvoir commencer a` caracte´riser les pertes du
faisceau et inte´grer le proble`me du halo tre`s faible dans la dynamique du faisceau.
1.3.2 Le mode`le PIC
Ce mode`le consiste a` diviser l’espace en un nombre fini de cellules pour former un maillage.
Chaque cellule est suppose´e contenir un nombre fini de particules ; a` chaque pas de temps, on
de´termine le de´placement de chaque cellule sous l’effet des forces pre´sentes, en particulier de
la force de charge d’espace due aux autres cellules. Puis on re´partit la cellule de´place´e sur les
autres cellules formant son point d’arrive´e sur le maillage. Globalement les cellules restent fixes
mais c’est la re´partition des particules a` l’inte´rieur de chacune des cellules qui est modifie´e
[11]. Ce mode`le, plus e´conomique (il e´vite en effet de conside´rer toutes les collisions entre
les particules), est beaucoup moins re´aliste que le pre´ce´dent et ne paraıˆt pas adapte´ pour des
simulations a` 
w

ou 
w

pre`s.
1.3.3 Le mode`le coeur-particules
Relativement simple et facile a` mettre en place, ce mode`le est beaucoup utilise´ pour com-
prendre l’origine du halo dans les acce´le´rateurs de forte intensite´ [12], [13], [14]. Il a permis de
nombreuses e´tudes comportementales valide´es ensuite par des codes particulaires.
Le faisceau est mode´lise´ par un coeur de´crit par son e´quation d’enveloppe RMS et un cer-
tain nombre de particules-test qui interagissent uniquement avec le coeur. Nous rappellerons au
chapitre 5 que l’e´volution RMS d’une distribution de particules sous charge d’espace est bien
de´crite, sous certaines conditions, par une e´quation particulie`re dite d’enveloppe.
Le coeur e´volue donc par lui-meˆme de manie`re simple alors que les particules-test oscillent
avec des fre´quences qui leur sont propres [15] :
0.0 50.0Ł 100.0Ł 150.0Ł
temps (u.a.)
-3.5
-2.5
-1.5
-0.5
0.5
1.5
2.5
3.5
po
sit
io
n 
(u.
a.)

Particule
Coeur
Fig. 1-3 : Evolution en deux dimensions de l’enveloppe du coeur et de la position d’une
particule-test en fonction du temps (coordonne´es de de´part arbitraires)
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L’e´volution du faisceau est observe´e de manie`re stroboscopique : on rele`ve pe´riodiquement sur
le meˆme graphique la position des particules-test dans l’espace des phases (voir figure 1-4).
-5.0 -4.0 -3.0 -2.0 -1.0 0.0 1.0 2.0 3.0 4.0 5.0
r (u.a.)
-5.0
-4.0
-3.0
-2.0
-1.0
0.0
1.0
2.0
3.0
4.0
5.0
r’
 (u
.a.
)

-5.0 -4.0 -3.0 -2.0 -1.0 0.0 1.0 2.0 3.0 4.0 5.0
r (u.a.)
-5.0
-4.0
-3.0
-2.0
-1.0
0.0
1.0
2.0
3.0
4.0
5.0
r’
 (u
.a.
)

Fig. 1-4 : Sections de Poincare´ en deux dimensions pour 32 particules-test dans le cas d’une
forte (a` gauche) et faible (a` droite) charge d’espace.
Les graphes ainsi obtenus (appele´s sections de Poincare´), ont permis d’observer et d’e´tudier les
re´gions de stabilite´ et de re´sonance dans un faisceau [9] en fonction de la charge d’espace.
1.4 Me´thode des moments
Les me´thodes que nous venons de mentionner ont de´ja` e´te´ de´veloppe´es et notre but n’est
pas de les e´tudier.
En effet, bien qu’elles aient donne´ de tre`s bons re´sultats, nous avons choisi de conside´rer le
proble`me de la dynamique des particules dans un faisceau de forte intensite´ d’une autre ma-
nie`re : nous de´sirons e´tudier l’e´volution d’un nuage de particules a` l’aide d’un nombre fini de
ses moments statistiques.
Pour simplifier, on choisit de traiter l’e´volution des moments d’une densite´ de particules sou-
mises a` des forces non line´aires par rapport au temps et non plus par rapport a` l’abscisse cur-
viligne  dans un espace des phases a` deux dimensions. On conside`re de´sormais l’espace des
phases (
E
ﬃﬀ .
On rappelle que l’on suppose que toutes les particules ont la meˆme masse et la meˆme vitesse
que l’on e´galise a` 
 ainsi que la meˆme charge y .
1.4.1 Moments d’une densite´ en dimension 2
Conside´rons une densite´ de particules (
E
ﬃﬀ de´finie sur un domaine  dans l’espace des
phases (
E
ﬃﬀ .
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On de´finit le moment   d’ordre global ﬃ6&# (d’ordre  en  et # en
E
 ) par l’expression suivante :
 0Yk

E


Z 0

E


>
E
ﬀﬂﬂ
E
 (1.2)
Plus ge´ne´ralement, il existe  6X
 moments d’ordre global  : 

 ¡ , 

 ¢

¢
, 


4

4
, ..., 
¢


 ¢
,
 ¡

.
1.4.2 Equation d’e´volution des moments. Non fermeture
Notre premie`re de´marche est de savoir comment e´voluent les moments d’une densite´ de
particules quand celles-ci sont soumises a` une force non line´aire  . Nous supposons que cette
force peut se mode´liser simplement par : 7ﬀ£0lO¤(
¢
6
4
j¥ﬀ .
Dans ce cas, la relation fondamentale de la dynamique nous donne (en e´galisant la masse a` 
 ) :

}0A7ﬃﬀ avec 7ﬃﬀB0¦O(
¢
§68
4

¥
ﬀ
L’e´volution du moment    s’e´crit :
E
 '0
ﬂD 
ﬂDC
0
ﬂ@YN

E


Z
ﬂDC
Compte tenu du fait que :
ﬂ$YN

E


Z
ﬂDC
0©¨
ﬂ 

E


ﬀ
ﬂDC ª
et que
E
 est la de´rive´e de  et  celle de
E
 par rapport au temps, alors :
ﬂ@YN

E


Z
ﬂDC
0z YN

 ¢
E


	
¢
Z
6<#uYN

E


 ¢


Z
(1.3)
Comme  0AJ(ﬃﬀu0lO¤(
¢
«6
4
j¥ﬀ , l’expression (1.3) s’e´crit :
ﬂ@YN

E


Z
ﬂDC
0AoYN

¬¢
E


	
¢
Z
O<#­
¢
Yb

	
¢
E


 ¢
Z
On#®
4
YN

	
¥
E


 ¢
Z
(1.4)
ce qui peut s’e´crire, en vertu de la relation de de´finition des moments (1.2) :
E
 '0zj
 ¢
 
	
¢
OL#®
¢

	
¢
 
 ¢
O#®
4

	
¥
 
 ¢
(1.5)
Il apparaıˆt donc dans l’e´quation d’e´volution du moment   le moment d’ordre supe´rieur 
	
¥
 
 ¢
de la densite´ conside´re´e. Ce terme d’ordre supe´rieur provient directement de la non line´arite´ de
la force  caracte´rise´e par le coefficient 
4
. Si l’on veut de´terminer l’e´volution exacte de   a`
un instant quelconque, il faut ne´cessairement connaıˆtre les moments d’ordre supe´rieur (et leur
e´volution). Par un effet de cascade, nous avons donc besoin de tous les moments, jusqu’a` un
ordre infini ; on dit alors que la relation n’est pas ferme´e.
Afin de fermer et d’utiliser cette relation, il est donc indispensable de connaıˆtre, ou, au moins,
d’estimer les moments d’ordre supe´rieur de la densite´. Dans ce cas, l’inte´reˆt de cette me´thode
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de simulation est qu’elle transporte un petit nombre de moments en comparaison du nombre de
particules d’un faisceau dans  !Tﬀ .
On peut supposer que la connaissance d’un nombre suffisant de moments permet de bien ap-
proximer une densite´ de particules et donc d’estimer ses moments d’ordre supe´rieur. C’est ce
que nous allons e´tudier dans le cas simple d’un espace des phases de dimension 2.
Dans cet exemple, on s’est limite´ a` un seul terme non line´aire mais il peut y en avoir plusieurs
notamment si l’on de´veloppe en se´rie les forces de charge d’espace.
1.4.3 Un exemple de difficulte´ due aux forces non line´aires
L’e´tude dans l’espace des phases ( !Tﬀ suffit de´ja` pour voir apparaıˆtre une grosse difficulte´
de description en terme de moments.
Prenons un nuage de 32000 particules dans l’espace ( !Tﬀ remplissant uniforme´ment au de´part
le disque de rayon 1 et e´tudions son e´volution sous l’effet d’une force non line´aire : on constate
qu’il apparaıˆt au cours du temps des ”filaments” dans le nuage de particules :
−1 −0,5 0¯ 0,5° 1
x (u.a.)
−1,5
−1
−0,5
0¯
0,5°
1
1,5
 
x
 (u
.a.
)  
 
 
 
.
 
Fig. 1-5 : Nuage de particules dans l’espace de phases a` t=20 (u.a.) avec pour densite´ initiale
la densite´ uniforme sur le disque
Que signifient les moments de cette distribution? Quelles informations peut-on extraire de ces
moments et comment les interpre´ter?
1.5 Plan de l’e´tude
Pour re´pondre a` ces questions, il est indispensable d’analyser finement les proprie´te´s des
moments dans l’espace le plus simple, a` une dimension. Le chapitre 2 est donc une e´tude (ma-
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the´matique) des moments d’une densite´. Elle est principalement fonde´e sur la relation qu’il
existe entre les moments et les polynoˆmes orthogonaux associe´s a` une densite´. Nous verrons
qu’elle permet d’extraire des moments un certain nombre d’informations sur la densite´.
Le chapitre 3 pre´sente une approche simpliste du proble`me des moments. L’ide´e de cette me´-
thode est, d’une part, de mode´liser la densite´ conside´re´e par un nombre limite´ de ”macro-
particules” de´duites des moments initialement connus et, d’autre part, d’extrapoler les moments
d’ordre supe´rieur ne´cessaires par quadrature. Nous verrons que cette approche est tre`s limite´e
et pourquoi graˆce aux re´sultats du chapitre 2.
Dans le chapitre 4, on ge´ne´ralise dans un espace des phases de deux dimensions les re´sul-
tats obtenus au chapitre 2. Nous verrons, qu’a` partir d’un nombre limite´ de moments on peut
localiser un nuage de points soumis a` une force non line´aire par son enveloppe convexe. Enfin
nous appliquerons cette me´thode a` l’e´quation d’e´volution des moments e´tablie en 1.5.
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Chapitre 2
Densite´, moments et polynoˆmes
orthogonaux en dimension 1
2.1 Introduction et objectifs
L’objet de ce chapitre est de comprendre les liens qui existent entre une densite´, ses po-
lynoˆmes orthogonaux et ses moments sur un domaine donne´. Son but final est de reconstituer
cette densite´ inconnue avec comme unique hypothe`se la connaissance de ses moments.
En partant de la de´finition des polynoˆmes orthogonaux et de leurs proprie´te´s ge´ne´rales, nous
verrons que l’on arrive a` un certain nombre de re´sultats comme, par exemple, une fac¸on origi-
nale et rapide de de´terminer les polynoˆmes orthogonaux normalise´s d’une densite´ uniquement
a` partir de ses moments. Puis nous verrons, toujours avec la meˆme hypothe`se que l’on peut :
– estimer avec une tre`s bonne pre´cision le domaine sur lequel la densite´ est de´finie ;
– extrapoler ses moments d’ordre supe´rieur ;
– trouver une approximation polynomiale de cette densite´ sur le domaine trouve´.
Pour simplifier, on prendra dans tous les cas une densite´ paire (ou fonction de poids)  de´finie
positive sur un domaine $0²±TOn³³´ avec ³ la borne du domaine qui peut eˆtre finie ou non. La
fonction choisie e´tant paire, par commodite´, on restreindra souvent l’e´tude a` l’intervalle ±µ³´ .
2.2 Rappels sur les polynoˆmes orthogonaux re´els et complexes
2.2.1 De´finitions
Soit  une fonction de poids re´elle (ou complexe) de´finie positive ou nulle sur un domaine
 .
On de´finit la suite des polynoˆmes orthogonaux re´els (ou complexes) relatifs a`  , la suite de
polynoˆmes : ¶ﬃ¡ , ¶
¢
,..., ¶

,... de degre´ respectif 0, 1,..., n,... qui ve´rifie les relations suivantes
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dites d’orthogonalite´ [16] :
YA¶·µ¶ Z 0Q@¶ﬃﬀ¸¶¹ﬃﬀ­ﬀﬂ 0Aº5
dans le cas re´el
et
Y¶j·µ¶ Z 0


HD»S ¼½¾ ¿
¶DÀjﬀ¸¶Á(Àjﬀ­Â(ÀjﬀﬂÀ«0Aº5 dans le cas complexe
ou` º¸ de´signe le symbole de Kronecker et Ã 	Ä un contour ferme´ dans le plan complexe autour
du domaine  .
Ceci de´finit les polynoˆmes orthogonaux normalise´s en vertu de la relation :
Y¶j·µ¶ Z 0l

2.2.2 Relation de re´currence entre trois polynoˆmes orthogonaux conse´cu-
tifs
Entre trois polynoˆmes orthogonaux conse´cutifs, il existe une relation de re´currence de la
forme (ici dans Å mais c’est aussi valable dans Æ ) :
¶

	
¢
ﬀh0l(³

	
¢
6
 
	
¢
ﬀ5¶

ﬀ68

	
¢
¶

¬¢
ﬀ
ou` ³

	
¢
,
 
	
¢
et 

	
¢
sont 3 constantes.
Il est facile de de´montrer ce the´ore`me connu de la manie`re suivante [17] :
– Tout d’abord, on ajuste le coefficient  
	
¢
tel que le polynoˆme Ç(ﬃﬀ de´fini ci-dessous soit
au plus de degre´ n :
Çﬀh0Q¶

	
¢
(ﬃﬀJO
 
	
¢
ﬃ¶

(ﬃﬀ
– Puis on de´veloppe Ç(ﬃﬀ sur la base des polynoˆmes ¶'Èw(ﬃﬀ :
Çﬀh0

É
ÈÊ¡
I
È
¶
È
ﬀ
– Enfin, en e´crivant toutes les relations d’orthogonalite´ entre Ç et les ¶'È pour Ë}Yl(}ON
ﬀ ,
on obtient :
YNÇ$·µ¶È
Z
0NIﬃÈ[0lY¶

	
¢
·Ì¶'È
Z
Í ÎÏ Ð
Êj¡9ÁÑ*ejÈÒÊ

	
¢
O
 
	
¢
YA¶

·Óﬃ¶'È
Z
Í ÎÏ Ð
Êj¡9ÁÑ*ejÈ
	
¢Ô
 Õ
Ë«Yk}ON
 (2.1)
ce qui donne :
I
¡
0AI
¢
0lÖ×Ö)Ö0zI


4
0z
Alors dans la base des ¶ È , Ç s’e´crit de la manie`re suivante :
Ç(ﬃﬀu0Q¶

	
¢
ﬃﬀO
 
	
¢
ﬃ¶

ﬀ£0kI

¶

(ﬃﬀ6I

 ¢
¶

 ¢
(ﬃﬀ
et l’on obtient bien une relation entre ¶

	
¢
(ﬃﬀ , ¶

ﬀ et ¶

 ¢
(ﬃﬀ :
¶

	
¢
(ﬃﬀ£0
 
	
¢
¶

(ﬃﬀ6I

¶

ﬃﬀﬃ6I

 ¢
¶

 ¢
ﬃﬀ (2.2)
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2.2.3 Entrelacements des ze´ros des polynoˆmes orthogonaux re´els
Tout polynoˆme ¶

de degre´ n d’une fonction de poids  de´finie sur un domaine  re´el pos-
se`de n ze´ros distincts, simples et compris dans l’enveloppe convexe de  [18].
De plus, on peut montrer que les ze´ros des polynoˆmes orthogonaux conse´cutifs ¶

et ¶

	 ¢d’une meˆme fonction sont entrelace´s d’apre`s la formule dite de Darboux-Christoffel [19] :
Entre 2 ze´ros successifs du polynoˆme ¶

	 ¢
, on trouve un et un seul ze´ro du polynoˆme ¶

.
Nous verrons au paragraphe (2.7.3) l’importance de cette proprie´te´ dans la proble´matique des
moments.
2.2.4 Exemples : les polynoˆmes de Legendre et d’Hermite
On donne deux exemples de polynoˆmes orthogonaux : les polynoˆmes de Legendre et d’Her-
mite.
2.2.4.1 Les polynoˆmes de Legendre
On de´finit ge´ne´ralement les polynoˆmes de Legendre comme les polynoˆmes orthogonaux
associe´s a` la densite´ uniforme sur l’intervalle ±TO¤
D
]´ qui prennent la valeur 1 pour la valeur 1
de la variable ( ¶Ø ¸
ﬀÙ0X
 ).
La formule dite de Rodrigues [20] permet e´galement de les de´finir par :
¶
Ø

(Àjﬀ£0


H

7Ú
ﬂ

ﬂÀ

(À
4
ON
ﬀ

Les polynoˆmes de Legendre obtenus sont non normalise´s.
On a la relation de re´currence suivante :
(@6k
ﬀ5¶
Ø

	
¢
(Àjﬀ£0l(Hs@6N
ﬀÀj¶
Ø

(ÀjﬀO>¶
Ø

¬¢
Àjﬀ
Leur norme Û

est donne´e par :
Û

4
0

¢
 ¢ÝÜ
¶
Ø

(ÀjﬀÞ
4
ﬂÀ§0
H
Hs6k

Enfin, sur un intervalle du type ±TO<³'³´ , on peut les de´finir par :
¶
Ø

Ñ
Àjﬀu0Q¶
Ø


À
³
ﬀ
2.2.4.2 Les polynoˆmes d’Hermite
Les polynoˆmes d’Hermite sont les polynoˆmes orthogonaux associe´s a` la fonction de poids
gaussienne sur l’intervalle ±?O,ßAà6&ß´ .
Ils peuvent eˆtre de´finis (non normalise´s) par la relation :
á

Àjﬀu0l5O
ﬀ

iw%oâ
À
4
H&ã
ﬂ

ﬂÀ

â>iw%oâ
O<À
4
Häãåã
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Ils sont relie´s par la relation de re´currence suivante :
á

	 ¢
(Àjﬀ£0kÀ
á

(ÀjﬀJO
á

 ¢
Àjﬀ
Leur norme 

est donne´e par :


4
0Q
Ä

Ä

á

(Àjﬀ5ﬀ
4
iw% â
OnÀ
4
Häã
ﬂÀ§0AJÚ
W
HDS
2.3 Moments et polynoˆmes orthogonaux
Le but de ce paragraphe est d’e´tablir une me´thode pratique de de´termination des polynoˆmes
orthogonaux d’une densite´  a` partir de ses moments. Pour cela, nous utilisons le formalisme
matriciel.
2.3.1 Matrice de moments
On appelle moment d’ordre k de la densite´  de´finie sur  re´el l’expression :


0¤YN

Z
0

¤

(ﬃﬀﬂ
Dans le cas complexe, ce moment est de´fini par [21] :
9æ

0¤YNÀ

Z
0


HD»(Sç¼½:¾ ¿
À

ÀjﬀﬂÀ
ou` Ã9	
Ä
est un contour ferme´ autour du support de la densite´.
Dans le cas d’une densite´ paire re´elle, tous les moments d’ordre impair sont nuls. On peut
alors restreindre l’e´tude a` l’intervalle ±µ³´ .
De plus, par de´finition, on normalise tous les moments de  de sorte que le moment d’ordre 0
ﬃ¡ soit e´gal a` 1.
Soit è le vecteur colonne :
èé0
`ê
ê
ê
ê
ê
ê
ê
ê
ê
a




4
Ö×Ö)Ö


c?ë
ë
ë
ë
ë
ë
ë
ë
ë
d
Soit ìè le vecteur ligne qui est le vecteur transpose´ de è :
ì
èí0ïî

  
4
Ö×Ö)ÖQ
Dð
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On peut alors former le produit tensoriel èòñè qui est une matrice :
è3ñèí0Nèóìèí0
`
ê
ê
ê
ê
ê
ê
ê
ê
ê
a

  
4
Ö×Ö)Ö 

 
4
ﬁô Ö×Ö)ÖQ

	 ¢
Ö)Ö×Ö Ö)Ö×Ö Ö×Ö)Ö Ö×Ö)Ö Ö×Ö)Ö
Ö)Ö×Ö Ö)Ö×Ö Ö×Ö)Ö Ö×Ö)Ö Ö×Ö)Ö




	 ¢


	
4
Ö×Ö)Ö 
4

c
ë
ë
ë
ë
ë
ë
ë
ë
ë
d
Ceci permet d’obtenir la matrice des moments õ :
õl0¤Yöèäñè
Z
0Y^è÷ìè
Z
0
`
ê
ê
ê
ê
ê
ê
ê
ê
ê
a
ﬃ¡ 
¢

4
Ö)Ö×Ö 


¢

4

ô
Ö)Ö×ÖA

	 ¢
Ö)Ö×Ö Ö)Ö×Ö Ö×Ö)Ö Ö)Ö×Ö Ö×Ö)Ö
Ö)Ö×Ö Ö)Ö×Ö Ö×Ö)Ö Ö)Ö×Ö Ö×Ö)Ö




	
¢


	
4
Ö)Ö×Ö 
4

c
ë
ë
ë
ë
ë
ë
ë
ë
ë
d
Dans le cas d’une densite´ paire de´finie dans Å :
õl0¤Yèøìè
Z
0
`
ê
ê
ê
ê
ê
ê
ê
ê
ê
a
9¡  
4
Ö)Ö×Ö 
 
4
 Ö)Ö×ÖQ

	
¢
Ö×Ö×Ö Ö×Ö×Ö Ö×Ö×ÖäÖ)Ö×Ö Ö×Ö)Ö
Ö×Ö×Ö Ö×Ö×Ö Ö×Ö×ÖäÖ)Ö×Ö Ö×Ö)Ö
 

	
¢
 Ö)Ö×Ö 
4

c
ë
ë
ë
ë
ë
ë
ë
ë
ë
d
2.3.2 Matrice de polynoˆmes orthogonaux
Conside´rons les n premiers polynoˆmes ¶È de degre´ respectif j (Ë}ùk ) orthogonaux associe´s
a` une densite´  .
¶È(ﬃﬀ s’e´crit sous la forme suivante (qui est un produit scalaire) :
¶'È:(ﬃﬀu0
È
É ú
Êj¡
%È
ú

ú
0Q¶È¸èï0
ì
è
ì
¶È
ou` è est le vecteur de´fini ci-dessus et ¶'È le vecteur ligne des coefficients du polynoˆme ¶'È :
¶
È
0ïî
%È¡í%È
¢
Ö)Ö×Öb%È­Èû Ö×Ö)Öl
ð
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On de´finit alors ¶ comme la matrice des coefficients des polynoˆmes orthogonaux, range´s hori-
zontalement par ordre croissant telle que :
`
ê
ê
ê
ê
ê
ê
ê
ê
ê
a
¶9¡Dﬃﬀ
¶
¢
ﬃﬀ
Ö×Ö)Ö
¶

 ¢
(ﬃﬀ
¶

(ﬃﬀ
c
ë
ë
ë
ë
ë
ë
ë
ë
ë
d
0
`
ê
ê
ê
ê
ê
ê
ê
ê
ê
a
%j¡¡  Ö×Ö)Ö Ö)Ö×Ö 
%
¢
¡ %
¢*¢
 Ö)Ö×Ö 
Ö×Ö×Ö Ö×Ö)Ö Ö×Ö)Ö Ö)Ö×Ö Ö×Ö)Ö
%

 ¢
¡í%

 ¢¢
Ö×Ö)Öb%

 ¢

 ¢

%

¡ %

¢
Ö×Ö)Ö %
]
 ¢
%
]
c
ë
ë
ë
ë
ë
ë
ë
ë
ë
d
`
ê
ê
ê
ê
ê
ê
ê
ê
ê
a



Ö×Ö)Ö


 ¢


c
ë
ë
ë
ë
ë
ë
ë
ë
ë
d
0¶è
Remarque : la matrice ¶ est toujours une matrice triangulaire infe´rieure. De plus, quand les
polynoˆmes orthogonaux sont normalise´s, cette matrice est unique (il n’existe alors qu’une seule
suite de polynoˆmes orthogonaux range´s selon leur degre´ et associe´s a` une meˆme densite´).
2.3.3 De´termination des polynoˆmes orthogonaux associe´s a` une densite´ a`
partir de ses moments
Plac¸ons-nous dans le cas re´el (le calcul est aussi valable dans le cas complexe a` ¢
4
úFü
pre`s) et
prenons deux polynoˆmes ¶

et ¶ f de degre´ respectif n et m :
¶

(ﬃﬀu0X¶

èé0
ì
è
ì
¶

¶9fn(ﬃﬀu0X¶ﬃfýèé0
ì
è
ì
¶9f
Le produit scalaire des 2 polynoˆmes peut alors s’e´crire :
Y¶

·Ì¶ﬃf
Z
0Q$¶

(ﬃﬀ¸¶9f(ﬃﬀ­ﬃﬀﬂ 0A@¶

è©ìèlì¶ﬃf£(ﬃﬀﬂ
Y¶

·Ì¶ﬃf
Z
0¤Y¶

è
ì
è
ì
¶ﬃf
Z
0Q¶

Ybè
ì
è
Z
ì
¶ﬃfN0Q¶

õ
ì
¶ﬃfb0zº

f
En posant õl0¤Yöèøìè
Z
et en supposant que ì¶9f et ¶

sont inde´pendants de è .
Ce qui donne plus ge´ne´ralement avec la matrice ¶ de´finie plus haut :
¶&õ
ì
¶X0Qþ (2.3)
On sait que la matrice õ des moments est de´finie positive, elle peut donc se de´composer de la
manie`re suivante, avec ß une matrice triangulaire infe´rieure (de´composition dite de Cholesky
[22]) :
õl0ß ìß
¶&ßoìß ì¶Q0Xþ
Une solution e´vidente pour ¶ est par conse´quent :
¶Q0ß
 ¢ (2.4)
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qui est aussi une matrice triangulaire infe´rieure. La suite de polynoˆmes orthogonaux normalise´s
associe´s a` une densite´ e´tant unique, la matrice ¶ correspondante l’est aussi. A partir de la rela-
tion ci-dessus, on calcule directement tous les polynoˆmes orthogonaux range´s dans la matrice
¶ a` partir des moments par un proce´de´ simple et ß
¬¢
est la seule et unique solution.
Remarque : en dimension 2, on peut faire le meˆme type de calcul mais il n’y a plus unicite´ des
polynoˆmes orthogonaux pour une densite´ donne´e.
Notons que, quand la densite´ est paire, tous les moments d’ordre impair sont nuls, ce qui im-
plique que les polynoˆmes de degre´ pair n’ont que des termes de degre´ pair et ceux de degre´
impair n’ont que des termes de degre´ impair ; ¶ prend donc la forme (avec dans l’exemple n
impair) :
¶Q0
`ê
ê
ê
ê
ê
ê
ê
ê
ê
ê
ê
ê
a
% ¡*¡  Ö)Ö×Ö Ö)Ö×Ö Ö×Ö)Ö 
 %
¢¢
 Ö)Ö×Ö Ö×Ö)Ö 
%
4
¡  %
4
¡  Ö×Ö)Ö Ö×Ö×Ö
Ö)Ö×Ö Ö)Ö×Ö Ö)Ö×Ö Ö)Ö×Ö Ö×Ö)Ö 
%

 ¢
¡  %

 ¢
4
Ö)Ö×Ö^%

 ¢

 ¢

 %

¬¢*¢
 Ö)Ö×Ö  %
à
c?ë
ë
ë
ë
ë
ë
ë
ë
ë
ë
ë
ë
d
Dans ce cas, il devient donc e´vident que la relation de re´currence (2.2) prend la forme :
¶

	
¢
(ﬃﬀu0
 
	
¢
ﬃ¶

(ﬃﬀ6

	
¢
¶

 ¢
(ﬃﬀ (2.5)
Conclusion
Graˆce a` la relation (2.4), on obtient les polynoˆmes orthogonaux normalise´s a` partir des
premiers moments d’une densite´ par un proce´de´ simple et rapide.
En effet, on trouve, en ge´ne´ral, que le calcul des polynoˆmes orthogonaux a` une normalisation
pre`s a` partir des moments est pre´sente´ par le calcul du de´terminant ci-dessous [23] :
¶

ﬃﬀu0Aº

ﬃ¡ Ö×Ö)Ö Ö)Ö×Ö 

Ö×Ö)Ö Ö×Ö)Ö Ö)Ö×Ö Ö)Ö×Ö


 ¢
Ö×Ö)Ö Ö)Ö×ÖQ
4

 ¢

 Ö×Ö)Ö Ö)Ö×Ö 

L’avantage du proce´de´ que nous venons de de´velopper est qu’il donne directement les coeffi-
cients des polynoˆmes orthogonaux voulus sous forme de matrice que l’on peut donc imme´dia-
temment exploiter.
2.3.4 Orthogonalite´ entre les moments et les polynoˆmes orthogonaux
Conside´rons le produit scalaire suivant :
Y¶
f
·Ó

Z
0A pour PY  (2.6)
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L’expression ¶9fnﬀ s’e´crit en fonction de ses coefficients %f>È ainsi :
¶ f ﬀh0
f
É
ÈÊ¡
% fÈ 
È
Le produit scalaire pre´ce´dent devient alors :
Y¶ﬃf¤·Ó

Z 0
f
É
ÈÊj¡
%jfÈnYk
È
	

Z 0N
Soit :
f
É ú
Êj¡
%jf
ú


	
ú
0z pour 
Z 
(2.7)
Cette relation nous sera utile au paragraphe (2.7.3) pour l’extrapolation des moments d’ordre
supe´rieur de la densite´  .
2.4 Ze´ros des polynoˆmes orthogonaux et calculs d’inte´grales.
Formules de quadrature
La me´thode ge´ne´ralise´e de Gauss s’applique au calcul d’inte´grale de la forme [24] :
þ«0

7(ﬃﬀ®(ﬃﬀﬂ
ou`  est une fonction suffisamment re´gulie`re sur  et  une fonction de poids de´finie positive
sur  .
Cette inte´grale þ peut s’estimer par une relation dite de quadrature, avec n fixe´, de la forme
suivante :
þ0

¤J(ﬃﬀ­ﬃﬀﬂ ;

É
ÈÊ
¢

È
J(
È
ﬀ
avec n couples de poids/points 

È+¬È]ﬀ tels que cette approximation soit exacte pour tous les
polynoˆmes de degre´ infe´rieur a` n.
En particulier, si on connaıˆt les 2n premiers moments  de la fonction de poids  , on ob-
tient 2n relations qui permettent de trouver les n couples (  È , jÈ ) tels que :


0

«

(ﬃﬀﬂo0

É
ÈÊ
¢

È


È
0AHjJÖ×Ö)Ö× H(}ON
ﬀ (2.8)
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Notons en effet que pour avoir n couples de poids/points 

ÈwjÈ]ﬀ , il faut 2n moments.
On montre que les jÈ (pour Ë 0 
sÖ×Ö)ÖF ) sont les ze´ros du polynoˆme orthogonal de degre´ n
sur  associe´ a`  [25]. Les termes  È sont appele´s les coefficients de Christoffel.
Il existe un algorithme appele´ P.D.A. (pour Product Difference Algorithm) permettant de re´-
soudre directement ces 2n e´quations non line´aires issues des 2n moments d’une fonction [26].
Cet algorithme, qui utilise le fait que les jÈ sont les valeurs propres d’une matrice associe´e aux
coefficients de re´currence, fait l’objet de l’annexe A.
En conclusion, si l’on ne connaıˆt que les 2n premiers moments d’une fonction de´finie posi-
tive, on peut trouver n couples de poids/points (  È , jÈ ) qui caracte´risent cette fonction ainsi que
son domaine puisque ces jÈ sont les ze´ros de son polynoˆme orthogonal de degre´ n et que ces
ze´ros sont dans l’enveloppe convexe du domaine.
2.5 Reconstitution d’une densite´ a` partir de ses moments quand
le domaine est connu
On veut reconstituer une densite´ paire de´finie positive sur un intervalle donne´ suppose´ connu
±TO<³'+³´ , ³ repre´sentant la borne du domaine. Comme dans les cas pre´ce´dents, la fonction e´tant
paire, on restreint l’e´tude a` l’intervalle ±Ìj³´ . En outre, on suppose que l’on connaıˆt uniquement
ses premiers moments, desquels on de´duit instantane´ment ses polynoˆmes orthogonaux ¶È .
2.5.1 Cas ge´ne´ral
D’apre`s le the´ore`me de densite´ de Weierstrass [27], toute fonction continue f sur un inter-
valle borne´ peut eˆtre approche´e uniforme´ment par un polynoˆme ß

de degre´ n tel que :
· 7ﬀJObß

(ﬃﬀw·YbM
Õ

avec M
Z
 aussi petit que l’on veut.
La fonction  peut alors se mettre sous la forme :
ç0Qß

6öi ou` ß

est un polynoˆme de degre´ n qui est l’approximation polynomiale a` l’ordre n
de la fonction  sur ±Ìj³´ et i le reste.
De´composons ß

sur la base des polynoˆmes orthogonaux ¶'È associe´s a` la densite´  de´finie sur
±µ³´ :
ß

ﬀ£0

É
ÈÊj¡

È
¶
È
(ﬃﬀ
Multiplions par ¶'È:(ﬃﬀ­ﬃﬀ et inte´grons sur ±µj+³´ :
¸È[0Q
Ñ
¡
ß

(ﬃﬀ¸¶Èﬀ®(ﬃﬀﬂ0¤Yß

·Ì¶'È
Z
par de´finition.
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On choisit donc comme approximation de  , le polynoˆme ß

de degre´ n qui ve´rifie les re-
lations :

Ñ
¡
ß

(ﬃﬀ¸¶Èw(ﬃﬀ­ﬃﬀﬂ 0A
Ñ
¡
J(ﬃﬀ¸¶Èﬀ®(ﬃﬀﬂ
ß

ﬀ£0

É
ÈÊj¡
YkB·µ¶ È
Z Ö?¶
È (ﬃﬀ
2.5.2 Cas particulier des polynoˆmes de Legendre
Les relations pre´ce´dentes deviennent d’apre`s le paragraphe (2.2.4.1) :
ß

(ﬃﬀu0

É
ÈÊj¡
+Èw¶
Ø
È


³
ﬀ
avec
+È 0

Ñ
¡
J(ﬃﬀ¸¶
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On obtient alors l’approximation polynomiale de  sur ±µ³´ a` partir de ses n premiers moments :
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La densite´ e´tant paire sur l’intervalle donne´, ses moments d’ordre impair seront tous nuls.
On peut donc ne conside´rer que les moments d’ordre pair et d’apre`s la relation entre les mo-
ments et les polynoˆmes, on peut ne prendre que les polynoˆmes de Legendre d’ordre pair.
Remarque : dans le cas d’un domaine connexe, on choisit de prendre les polynoˆmes de Legendre
qui sont les polynoˆmes orthogonaux associe´s a` la densite´ uniforme du domaine. Si celui-ci est
non connexe (se´pare´ en plusieurs morceaux par exemple), on choisira de prendre les polynoˆmes
orthogonaux associe´s a` la densite´ uniforme du domaine que l’on appellera aussi, abusivement,
polynoˆmes de Legendre.
Ecriture vectorielle de l’approximation 	
On se donne les 2n premiers moments pairs de la densite´  jusqu’a` l’ordre 2(n-1): 9¡ , 
4
,
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4


¬¢
.
Appelons 

le vecteur colonne de taille n fini des polynoˆmes de Legendre pairs jusqu’a` l’ordre
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2(n-1) normalise´s et de´finis sur le support ±µ³´ :
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Soit 

est le vecteur de meˆme taille obtenu en substituant dans le vecteur 

la quantite´  È
par le moment 'È (j e´tant positif ou nul) :
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Alors l’approximation ß

de  peut s’e´crire simplement en fonction des vecteurs 

et 

sous la forme d’un produit scalaire classique :
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Si l’on connaıˆt les moments et le domaine de de´finition d’une densite´ paire, on peut de´duire
aise´ment l’approximation polynomiale de cette densite´ graˆce a` la relation ci-dessus.
2.6 L’inte´grale de Stieljes
On appelle transforme´e de Stieljes dans Å , l’inte´grale suivante re´elle [28] :
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En de´veloppant cette expression au voisinage de l’infini selon x, on fait apparaıˆtre les moments
de  :
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Dans Æ , cette inte´grale s’e´crit [29] :
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les moments dans Æ de´finis au paragraphe (2.3.1).
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2.6.1 Poˆles et enveloppes convexes. De´veloppement en fractions continues
Conside´rons cette inte´grale dans Å pour ! 0 ¢V . Soit " la fonction de´finie par :
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On cherche l’approximant de Pade´ "$#
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de " qui est, par de´finition, le rapport de deux po-
lynoˆmes de degre´ respectif n-1 et n et dont les premiers termes du de´veloppement en se´rie
correspondent a` ceux du de´veloppement en se´rie de g (voir annexes B et C) :
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Or d’apre`s [31], le ne`me polynoˆme orthogonal relatif a`  peut s’e´crire :
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Quant au nume´rateur  
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!ﬃﬀ , il s’e´crit :
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est un polynoˆme de degre´ n-1.
On peut alors e´crire que :
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et la transforme´e de Stieljes peut donc s’approximer par :
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Nous avons donc montre´ que le de´nominateur de l’approximant de Pade´ 
#

 ¢

% de la transfor-
me´e de Stieljes  est directement le polynoˆme orthogonal de degre´ n de la densite´  .
On de´veloppe maintenant l’approximant +#
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en une fraction continue [32] :
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On sait que le de´nominateur de la ne`me re´duite est obtenu a` une normalisation pre`s par re´currence
selon la relation bien connue des fractions continues [33] :
¶

(ﬃﬀu0¦(@OI

ﬀ¸¶

¬¢
ﬀ6
G

¶


4
ﬃﬀ
2.6.2 Conclusion et interpre´tation
La connaissance des moments de  nous permet alors d’obtenir les premiers polynoˆmes
orthogonaux et d’apre`s la re´currence ci-dessus les termes I

et
G

. Par conse´quent, on peut
directement calculer l’approximant de Pade´ de  .
Nous avons pre´sente´ les diffe´rentes relations existant entre les moments, les polynoˆmes or-
thogonaux, l’inte´grale de Sieljes et son approximant de Pade´ relatifs a` une fonction de poids  .
Les ze´ros des polynoˆmes orthogonaux associe´s a`  sont dans l’enveloppe convexe du domaine
 ; ils sont aussi les poˆles de l’approximant de Pade´ d’apre`s la relation (2.10). Ces poˆles per-
mettent donc de caracte´riser l’enveloppe convexe du domaine de de´finition de la densite´.
Se donner les premiers moments de  permet alors d’obtenir cette enveloppe convexe du do-
maine : physiquement, la transforme´e de Stieljes correspondante (qui peut s’exprimer par la
somme a` l’infini des moments de  ) s’interpre`te comme un observateur place´ a` grande distance
du domaine et le de´crivant d’une manie`re globale et unique.
2.6.3 Application : le champ e´lectrique complexe
2.6.3.1 Relation entre le champ complexe et les ze´ros des polynoˆmes orthogonaux
Conside´rons le proble`me e´lectrostatique d’une ligne infiniment longue perpendiculaire au
plan ( ﬀ uniforme´ment charge´e dans un mode`le en deux dimensions selon  et  ; le champ
cre´e´ par une telle ligne est en ¢
4
et le potentiel est logarithmique.
Pour un conducteur de forme quelconque dont la section de´finit un domaine  dans le plan
( ﬀ et ayant une distribution de charge 
æ
, on de´finit le potentiel complexe logarithmique
5
Àjﬀ et son champ correspondant { (Àjﬀ [34] :
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Le champ e´lectrique complexe correspondant est de´fini par (la notation è87 exprimant le conju-
gue´ de è ) :
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Le champ complexe peut donc s’e´crire en fonction de l’inte´grale de Stieljes (Àjﬀ :
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le moment complexe de´ja` de´fini pre´ce´demment. { 7Àjﬀ repre´sente le champ complexe
a` l’exte´rieur de l’enveloppe convexe.
Cette application re´pond au proble`me suivant : comment placer un nombre fini de charges qui
reproduisent au mieux ce champ exte´rieur complexe associe´ a` la densite´ 
æ
? On place donc n
charges sur les coordonne´es des ze´ros du polynoˆme orthogonal de degre´ n avec pour charges
e´lectriques les coefficients de Christoffel. Dans ce cas, les charges e´lectriques correspondent
bien a` des poˆles.
2.6.3.2 Le disque uniforme´ment charge´
Appliquons cette repre´sentation du champ complexe a` un disque de rayon ß uniforme´ment
charge´. Dans ce cas, les moments complexes sur le domaine peuvent s’e´crire de la manie`re
suivante :
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Il est facile de voir que tous les moments 
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d’ordre impair sont nuls. De plus, on peut montrer
par raison de syme´trie du domaine que les moments pairs le sont aussi sauf 
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. Par exemple :
ﬃæ
4
0Qý(68»(ﬁﬀ
4
ﬂﬂ@0N
4
¡ýOLﬃ¡
4
68HD»­
¢*¢
0A
avec 'È les moments re´els sur le disque de´finis en introduction . (Sur le disque uniforme

4
¡0b9¡
4
et 
¢¢
0A ).
ﬃæ

0Q£(«6»( ﬀ

ﬂﬂ@0b

¡ýOq
44
6mﬃ¡

6?>» ®
ô
¢
OL
¢
ô
ﬀ
Í ÎÏ Ð
Êj¡
0


v
O
q
H@>
6


v
0A
Tous les moments complexes sont donc nuls sur ce disque sauf 
æ
¡
; le champ complexe conjugue´
devient donc :
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Finalement, par un changement de ﬁﬀ en coordonne´es polaires BAﬀ , on retrouve bien le
champ e´lectrique d’un cylindre uniforme´ment charge´ de base un disque de rayon ß en ¢
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2.7 Extrapolation des moments d’ordre supe´rieur et estima-
tion du support
Jusqu’a` maintenant, on supposait que le bord du domaine de la densite´ e´tait connu. Nous
allons voir dans cette section comment on peut de´terminer avec une bonne pre´cision ce bord
uniquement avec la connaissance des premiers moments de la densite´. En effet, si on trace l’ap-
proximation polynomiale issue de la relation (2.9) avec une estimation du support peu pre´cise,
on obtient, dans certains cas, des sur-oscillations tre`s importantes ; il est donc ne´cessaire de
connaıˆtre avec une bonne pre´cision les bornes du domaine.
2.7.1 Extrapolation naı¨ve des moments d’ordre supe´rieur
Prenons l’exemple de la densite´ uniforme sur ±TO¤
D
]´ et donnons ses 6 premiers moments
pairs :
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La densite´ e´tant paire, on restreint l’e´tude sur ±µ
à´ ; de la relation de quadrature (2.8), on
trouve donc les 3 ze´ros positifs du polynoˆme de Legendre de degre´ 6, ainsi que les coefficients
de Christoffel associe´s :
 jÈ

È
0.2386191861 0.4679139346
6 0.6612093865 0.3607615731
0.932469514 0.1713244924
Tableau 2-1 : Ze´ros du polynoˆme de Legendre d’ordre 6 et coefficients de Christoffel
Remarque : il est indispensable de retenir le plus de de´cimales possibles pour avoir une bonne
pre´cision sur le calcul des moments de la densite´.
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On peut essayer de chercher les moments d’ordre supe´rieur a` 10 en extrapolant naı¨vement la
relation de quadrature pre´ce´dente a` partir des 3 couples jÈ]
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Regardons ce que l’on obtient, par exemple, pour les moments pairs 
¢
4
a` 

¡ et comparons-les
aux vrais moments :
moments vrais moments extrapole´s erreur relative ( en %)

¢
4
0.07692 0.07655 0.48

¢

0.06666 0.06547 1.78

¢
E 0.05882 0.05645 4.03

¢­
0.05263 0.04887 7.13

4
¡ 0.04761 0.04240 10.9

4*4
0.04347 0.03683 15.3

4

0.04000 0.03201 20

4
E 0.03703 0.02782 24.9

4

0.03448 0.02419 29.9

ô
¡ 0.03225 0.02103 34.8


¡ 0.02439 0.01045 57.1
Tableau 2-2 : Vrais moments et moments extrapole´s naı¨vement pour la densite´ uniforme
On constate que la pre´cision se de´grade tre`s vite lorsque n croıˆt.
Dans le paragraphe suivant, nous allons donc tenter de comprendre ce que signifie cette extrapo-
lation naı¨ve compte tenu de l’e´tude que nous avons de´veloppe´e sur les polynoˆmes orthogonaux
de manie`re a` y apporter un reme`de.
2.7.2 Interpre´tation de l’extrapolation naı¨ve
Nous de´duisons de (2.6.1) que si l’on approxime la transforme´e de Stieljes  par son ap-
proximant de Pade´ 
#
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, on obtient au de´nominateur le polynoˆme orthogonal de la densite´
conside´re´e dont les ze´ros sont les n jÈ .
Se donner les 2n premiers moments revient donc a` se donner l’approximant de Pade´ 
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donc a` tronquer la fraction continue correspondante. Ceci revient a` supposer que les
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nuls pour  Z  dans la relation de re´currence (2.5). Dans ce cas, on obtient :
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Par conse´quent, le polynoˆme ¶

	
 a pour ze´ros ceux de ¶

et k fois l’origine. Ce dernier e´tant
un ze´ro multiple de ¶

	
 et ayant un poids nul dans la quadrature, on obtient donc :
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Nous avons montre´ que l’extrapolation naı¨ve, a` partir des 2n premiers moments - et donc a` partir
des n ze´ros des polynoˆmes orthogonaux- est e´quivalente a` approximer  par son approximant
de Pade´ 
#

 ¢

%
. Malheureusement, l’utilisation des approximants de Pade´ n’apporte aucune
information supple´mentaire dans le cas de l’extrapolation a` partir de la relation de quadrature.
Ceci revient a` prendre pour densite´ approche´e un ensemble de distributions de Dirac locali-
se´es a` l’origine et aux points H&jÈwË@0l
DÖ)ÖF .
Or cette distribution n’est pas physique car, dans notre cas, nous avons toujours des densite´s
continues au moins par morceaux et certainement pas discre`tes.
Comment obtenir une distribution continue? Il importe de conserver l’entrelacement des ze´ros
qui doit eˆtre ici pris comme un principe. Ainsi, quand le degre´ des polynoˆmes orthogonaux
croıˆt, les ze´ros se re´partissent petit a` petit dans l’enveloppe convexe du support.
Une extrapolation re´aliste des moments d’ordre supe´rieur passe donc par l’analyse de la suite
de coefficients de la relation de re´currence entre les polynoˆmes orthogonaux. En particulier,
intuitivement il semble plus logique de prendre
 
	
}0
 
Õ
 plutoˆt que ze´ro, car ceci donne
l’entrelacement de´sire´.
Il ne faut donc pas extrapoler directement les moments mais les polynoˆmes orthogonaux asso-
cie´s ; c’est ce que nous allons maintenant e´tudier.
2.7.3 Extrapolation re´aliste des moments d’ordre supe´rieur
2.7.3.1 Extrapolation de la re´currence
Exploitons la re´flexion pre´ce´dente : on se donne 2n premiers moments pairs de  ¡ a` 
4


¬¢d’une densite´  sur ±TO<³'³´ . On sait que l’on obtient les n premiers polynoˆmes orthogonaux
associe´s a`  par (2.4) dont les 3 derniers sont relie´s par la relation :
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Si l’on suppose que les coefficients
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convergent chacun vers une valeur finie quand
n devient grand, on fige alors la valeur des
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Cela signifie en particulier que l’on ne tronque plus la fraction continue correspondante. On
respecte alors les proprie´te´s des fractions continues et des polynoˆmes orthogonaux, notamment
l’entrelacement de leurs ze´ros.
Ve´rifions que les suites forme´es par les coefficients
 
et 

convergent effectivement vers des
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valeurs limites en fonction du degre´ de la re´currence (2.11) pour un certain nombre de densite´s.
Prenons, tout d’abord le cas de la densite´ uniforme sur ±TO
s
à´ (figure 2-1) et trac¸ons l’e´vo-
lution de ces coefficients en fonction du degre´ de la dernie`re re´currence connue :
−1 0 1
 x
0
0,2
0,4
0,6
0,8
1
 
f(x
)
Fig. 2-1 : Densite´ uniforme
2 4 6 8 10 12 14
 n
1,8
1,9
2
2,1
 
b n
2 4 6 8 10 12 14
 n
−1,1
−1,05
−1
−0,95
 
c n
Fig. 2-2 : Coefficients    pour la densite´ Fig. 2-3 : Coefficients   pour la densite´
uniforme uniforme
Les figures 2-2 et 2-3 montrent bien que les
 
et 

tendent assez rapidement vers des valeurs
limites qui sont respectivement 2 et -1 ce que l’on savait de´ja` puisque les polynoˆmes orthogo-
naux de la densite´ uniforme sont les polynoˆmes de Legendre.
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Si l’on prend maintenant le cas d’une densite´ a` double bosses (”une bibosse”), centre´e sur
l’origine (figure 2-4), nous constatons e´galement que les deux suites   et   convergent relati-
vement rapidement vers des limites finies (figures 2-5 et 2-6).
−1 0 1
 x
0
0,2
0,4
0,6
0,8
 
f(x
)
Fig. 2-4 : Densite´ ”bibosse”
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 n
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b n
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 n
−1,2
−1
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c n
Fig. 2-5 : Coefficients   pour la ”bibosse” Fig. 2-6 : Coefficients   pour la ”bibosse”
Par contre, pour ”une tribosse”, c’est-a`-dire une bosse principale centre´e en 0 et deux petites
bosses late´rales syme´triques (figure 2-7), chacune des suites   et   se de´compose en trois
sous-suites convergentes correspondant vraisemblablement aux trois bosses de la densite´ (voir
figures 2-8 et 2-9) :
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Fig. 2-7 : Densite´ ”tribosse”
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Fig. 2-8 : Coefficients   pour la ”tribosse” Fig. 2-9 : Coefficients   pour la ”tribosse”
Enfin, si l’on prend deux bosses de´cale´es et syme´triques par rapport a` l’origine (figure 2-
10), les suites   et   se se´parent chacune tre`s distinctement en deux sous-suites qui convergent
rapidement (figures 2-11 et 2-12). La limite supe´rieure de la suite   correspond aux n impairs
alors que la limite infe´rieure correspond aux n pairs. Pour la suite 

, c’est le contraire ;
Nous apporterons un premier e´le´ment de re´ponse a` ce phe´nome`ne au paragraphe (2.7.4).
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Fig. 2-10 : Densite´ bosse de´cale´e par rapport a` l’origine
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Fig. 2-11 : Coefficients   pour la bosse de´cale´e Fig. 2-12 : Coefficients   pour la bosse de´cale´e
par rapport a` l’origine par rapport a` l’origine
Dans beaucoup de cas, les suites
 
et 

ont un comportement asymptotique connu, e´ventuelle-
ment en termes de sous-suites. Nous pouvons maintenant extrapoler les polynoˆmes orthogonaux
de degre´ supe´rieur a` n en utilisant la relation (2.11).
De la relation d’orthogonalite´ entre ces polynoˆmes extrapole´s et les moments correspondants
(2.7), on a :

	
¢
É
ÈÊj¡
%

	
¢
È+'È[0A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Soit :

É
ÈÊ¡
%

	 ¢
ÈÈ£6P%

	 ¢

	 ¢


	 ¢
0A
et


	 ¢
0lO


%

	 ¢

	 ¢

É
ÈÊj¡
%

	 ¢
È+'È (2.12)
A partir de la prolongation de la re´currence ci-dessus, on calcule les moments d’ordre supe´rieur,
de proche en proche, jusqu’a` un ordre voulu.
2.7.3.2 Re´sultats
Comparons maintenant les moments extrapole´s raisonnablement que l’on obtient, toujours
a` partir des 6 premiers moments de la densite´ uniforme sur ±TO
s
à´ par rapport aux moments
vrais : les valeurs du tableau 2-3 sont en outre a` comparer avec celles du tableau 2-2 :
moments vrais moments extrapole´s erreur relative ( en %)

¢
4
0.07692 0.07692 0.003

¢

0.06666 0.06667 0.01

¢
E 0.05882 0.05884 0.03

¢­
0.05263 0.05267 0.07

4
¡ 0.04761 0.04768 0.13

4*4
0.04347 0.04357 0.21

4

0.04000 0.04012 0.31

ô
¡ 0.03225 0.03249 0.74

ôK
0.02857 0.02889 1.14

ô

0.02564 0.02606 1.63


¡ 0.02439 0.02485 1.91
Tableau 2-3 : Vrais moments et moments extrapole´s raisonnablement pour la densite´ uniforme
Conclusion : a` partir des premiers moments d’une densite´, on peut connaıˆtre ceux d’ordre su-
pe´rieur avec une bonne pre´cision a` condition de respecter l’entrelacement des ze´ros.
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2.7.4 Lois de re´currence et estimation du support
2.7.4.1 Cas ou` les   et   ont chacun une limite unique
On se donne les 2n premiers moments pairs (jusqu’a` l’ordre 2n) d’une densite´ paire  de´-
finie sur un domaine de la forme ±TOn³³´ ou` ³ est maintenant inconnu. La relation (2.4) nous
permet de de´duire les n premiers polynoˆmes orthogonaux associe´s.
On suppose eˆtre dans le cas d’une densite´ dont les coefficients de re´currence
 
et 

ont
converge´, et nous allons en de´duire une estimation de la borne supe´rieure de l’enveloppe convexe
du domaine  .
Partons de la relation de re´currence suivante en supposant que les suites
 
et 

ont converge´
respectivement vers
 
et  :
¶

(ﬃﬀ£0
 
ﬃ¶

¬¢
(ﬃﬀ6¶


4
(ﬃﬀ (2.13)
D’apre`s ce que l’on a vu pre´ce´demment, le polynoˆme ¶

est diffe´rent de 0 en dehors de l’enve-
loppe convexe du support. Donc cette enveloppe convexe peut eˆtre caracte´rise´e par l’expression
” ¢LNM non de´finie”.
En re´alite´, on calcule la quantite´ õ

(ﬃﬀ suivante :
õ

ﬀ£0
¶

(ﬃﬀ
¶

 ¢
ﬃﬀ
Divisons (2.13) par ¶ 
¬¢
ﬀ :
¶

ﬃﬀ
¶

¬¢
ﬀ
0
 
68
¶


4
ﬀ
¶

¬¢
ﬀ
D’ou` :
õ

ﬃﬀB0
 
§6


õ

 ¢
ﬀ
Nous cherchons quand õ

(ﬃﬀ n’est pas de´fini ; une possibilite´ est que la suite õ

ne converge
pas. Nous prendrons alors comme enveloppe convexe du support le domaine de non conver-
gence de la suite õ

.
Si les õ

convergent vers une valeur õ , ceci donne :
õX0
 
68


õ
õ
4
O
 
õkOå0A
Le discriminant de cette expression vaut "ø0
 
4

4
6?> .
La suite õ

ne converge donc pas quand "òYk , ce qui impose la condition suivante :
· Ý·YNH
W
On
  (2.14)
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Nous prendrons alors comme estimation du bord :
³@;zH
W
O<

  (2.15)
Exemple nume´rique :
Prenons l’exemple de la densite´ uniforme sur ±TO
s
à´ et voyons le support que l’on obtient dans
le tableau (2-4) en appliquant la relation (2.15) pour plusieurs valeurs de n dans la re´currence
(2.13) (donc pour 2n moments connus) :
n
 


support estime´
2 1.9364 -1.1180 1.0920
4 1.9843 -1.0062 1.0110
6 1.9930 -1.0015 1.0042
8 1.9960 -1.0006 1.0022
12 1.9982 -1.0001 1.0009
Tableau 2-4 : Estimation des coefficients   et   et du support en fonction de n pour la densite´
uniforme
Plus n est grand et plus le bord ³ est estime´ avec pre´cision : plus on connaıˆt de moments d’une
densite´ et plus on peut de´terminer avec pre´cision son intervalle de de´finition.
2.7.4.2 Cas de deux sous-suites convergentes
Revenons au cas ou` la densite´ est repre´sente´e par deux bosses de´cale´es (figure 2-10 dans
paragraphe (2.7.3.1)) : nous avions vu que les suites OP et QP tendaient chacune vers deux limites
distinctes que nous appelons OSR , ODT et QSR , QDT . Les limites de chaque suite e´tant alterne´es selon n,
on peut donc e´crire deux relations de la forme de (2.13) que tous les polynoˆmes orthogonaux
ve´rifient alternativement selon que n est pair ou impair :
U
P$VWXZY
O
R[W
U
P@\]R2VWX_^
Q
R
U
PN\$TNVWX (2.16)
U
PN\R
VWXZY
ODT
W
U
P@\`T
VWX_^
Q2T
U
PN\ﬃa
VWX (2.17)
U
PN\$T
VWXZY
ObR
W
U
P@\ca
VWX_^
QSR
U
PN\ﬃd
VWX (2.18)
U
PN\ﬃa
VWXZY
ODTSefegefe (2.19)
Des trois premie`res relations, on obtient :
U
P]VWX+YhV
O
R
O
TiW
T
^
Q
R_^
Q
TDX
U
P@\$TNVWXkj
Q
R
Q
T
U
PN\ﬃdVWX (2.20)
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Divisons (2.20) par U P@\`T VWlX et en de´finissant de´sormais mnP VWX par :
mnP VWlXoY
U
P VWX
U
PN\$T VWX
Il vient :
mpP VWX+YhV OSR[O2T W
T
^ QSR ^ QDT Xkj QSR[Q2T q
mnPN\$T VWlX
(2.21)
Si la suite mpP VWX converge vers une valeur m :
m
T
j&V OSRrO2T W
T
^ QbR ^ Q2T X m ^ QSR[QDT Yts (2.22)
On a vu que la suite mnP ne converge pas quand uwv s , ce qui impose la condition suivante :
V OSRrO2T W
T
^ QSR ^ QDT X
T
j6x QSR[QDTyv s
Donc : z
V
OSRrO2T
W
T
^
QbR
^
Q2T
X
T
z
v
x
QbRQDT
Ce qui peut s’e´crire comme :
jp{`|
QbR[Q2T}v
V
OSR[O2T
W
T
^
QbR
^
Q2T
X
v
{ﬃ|
QSRrQ2T
Finalement :
j~V
Q
Rk^
Q
T^{
|
Q
R
Q
TDX
O
R
O
T 
z
W
z
v
j~V
Q
R_^
Q
Toj{
|
Q
R
Q
TX
O
R
O
T
Ce qui donne bien deux bornes quand W est positif et leur syme´trique quand W est ne´gatif.
Exemple nume´rique :
Pour le cas correspondant a` la figure 2-10, a` partir des 12 premiers moments, nous obtenons
les valeurs suivantes :
ObR
Y&s
e
{@x
ODT
Yt{
e
s{` et QSR Yhj e s Q2T Yhjps e
q
x
q
Soit : 
e
s{s

z
W
z

x
e
ss
On retrouve alors bien le domaine de de´finition syme´trique des bosses qui e´tait 
$
xŁ .
Conclusion
La caracte´risation fine, en termes de sous-suites convergentes, est donc l’outil essentiel qui
permet de calculer comple`tement le domaine en une dimension pour une densite´ quelconque
a` partir de ses moments. Plus on connaıˆt de moments, plus la pre´cision sur le bord estime´ du
domaine est grande.
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2.7.4.3 Crite`re de re´gularite´
Il existe un autre moyen, appele´ crite`re de re´gularite´ [35], pour estimer le domaine d’une
densite´ a` partir de ses polynoˆmes orthogonaux U P de degre´ n : le domaine de la densite´ consi-
de´re´e est de´fini par tous les points W ve´rifiant la condition suivante :
gf
PS	N`
z
U
P VWX
zK


q
(2.23)
Reprenons l’exemple pre´ce´dent de la densite´ comprise entre 3 et 4 (figure 2-10) et appliquons
ce crite`re a` tous ses polynoˆmes jusqu’a` l’ordre 10 (ce qui correspond a` la connaissance des 11
premiers moments) ; nous trouvons alors un domaine compris entre 3.031 et 3.973. Nous avons
repre´sente´ sur la figure 2-13 trois polynoˆmes,
U
,
U
et
U
RB , pour lesquels le crite`re de re´gularite´
est applique´ :
0 1 2 3 4
 x (u.a.)
−0,5
0
0,5
1
1,5
2
 
 
[ P
n
(x)
 ] 1
/n
[ P10 (x)] 
1/10
[ P8 (x)] 
1/8 
 
[ P6 (x)] 
1/6
 Domaine estimé
Fig. 2-13 : Estimation du domaine a` partir du crite`re de re´gularite´
Nous constatons donc que ce crite`re est le´ge`rement moins pre´cis et surtout plus ale´atoire que
la me´thode que nous avons de´veloppe´e. Cependant, il peut donner une premie`re estimation du
domaine dans le cas d’une densite´ complique´e.
2.8 Reconstruction d’une densite´ uniquement a` partir des
moments : un exemple complet
On conside`re la densite´ suivante, paire et normalise´e telle que  Y
q
sur l’intervalle

jpW

WBŁ : 
VWXoY


j
q
e
W
d
^

e
W
T
^
q
W
T
^
q
et W+Yh q

Vr^
|


X
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On suppose que l’on ne connaıˆt de cette densite´ ni sa forme analytique, ni le bord de son
domaine W . Seules sont connues les valeurs nume´riques des 6 premiers moments pairs,  , _T ,
d , 

, 

, kRB .
Uniquement a` partir de cette hypothe`se, nous allons :
1. Extrapoler un nombre choisi de moments d’ordre supe´rieur ;
2. Trouver une estimation du support W  ;
3. Reconstruire

VWX sous forme polynomiale ¡

VWX .
Par souci de clarte´, nous n’avons volontairement pas donne´ les valeurs nume´riques des mo-
ments initiaux suppose´s connus ainsi que celles des coefficients des polynoˆmes orthogonaux
correspondants.
2.8.1 Moments d’ordre supe´rieur
m , la matrice des moments, prend la forme :
m
Y
¢£
£
£
£
£
£
£
£
£
£
£
£¤

s
_T
s
d
s
s
_T
s
d
s


lT
s
d
s


s
s
d
s


s


d
s


s


s
s


s


s
R¥
¦¨§
§
§
§
§
§
§
§
§
§
§
§
©
La de´composition de Cholesky nous donne les 5 premiers polynoˆmes orthogonaux range´s dans
la matrice
U de´finie au paragraphe (2.3.2) :
U
Y
¢£
£
£
£
£
£
£
£
£
£
£
£
¤

K
s s s s s
s

RrR
s s s s

Tª
s

TrT
s s s
s

aR
s

ara
s s

dK s

d[T s

drd s
s
«
R s
«
a s
]«r«
¦¨§
§
§
§
§
§
§
§
§
§
§
§
©
La dernie`re re´currence connue est donc entre U
«
,
U
d et
U
a :
U
«
VWX+Y
O
«
W
U
d
VWX_^
Q
«
U
a
VWlX
ou` l’on calcule :
O
«
Y
«r«

drd
Y
q
e
{Nxﬃ{ et Q
«
Y
«
Rkj
O
«
dr

aR
Yhjns
e


@x
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Comme on l’a vu dans le paragraphe (2.7.3), on extrapole la re´currence entre les polynoˆmes
orthogonaux en gardant les termes O
«
et Q
«
comme limites, ce qui donne pour les polynoˆmes
d’ordre supe´rieur a` 5 :
U
VWX¬Y O
«
W
U
«
VWXZ^ Q
«
U
d VWX
Ul­
VWX¬Y O
«
W
U
VWXZ^ Q
«
U
«
VWX
U
VWX¬Y O
«
W
Ul­
VWXZ^ Q
«
U
VWX
efege
On obtient alors une nouvelle matrice U . De la relation (2.12), on extrapole les moments d’ordre
supe´rieur.
Comparons ces moments aux vrais moments de

mais aussi a` ceux obtenus par l’extrapolation
naı¨ve :
Extrapolation rigoureuse Extrapolation naı¨ve
Moments vrais Moments Erreur relative (%) Moments Erreur relative (%)
RT 7.6091 7.6086 0.006 7.549 0.79
R¥d 15.199 15.194 0.03 14.74 2.9
R
 31.281 31.252 0.09 29.16 6.76
R
 65.927 65.795 0.20 58.06 11.9
_T 141.65 141.12 0.37 115.96 18.1
_TrT 309.27 307.37 0.61 231.96 24.9
_Td 684.40 678.00 0.93 464.35 32.1

ar 7899.7 7711.1 2.38 3731.1 52.7

ard 42004 40425 3.76 14973 64.3

a

228838 216434 5.42 60093 73.7
dr 538217 504042 6.35 120387 77.6
Tableau 2-5 : Comparaison entre les vrais moments et ceux obtenus par les deux me´thodes
pre´sente´es pour notre densite´
On peut alors constater, d’apre`s le tableau (2-5), l’efficacite´ de la me´thode rigoureuse face a`
celle de la me´thode naı¨ve de`s les premiers moments extrapole´s et ceci uniquement avec les 6
premiers moments pairs.
Plus on connaıˆt de moments initialement, plus les moments d’ordre supe´rieur sont pre´cis.
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2.8.2 Support ®o¯
La borne supe´rieure W  du domaine peut eˆtre e´value´e d’apre`s (2.15) par la relation :
W  Yt{
|
j Q
«
O
«
compte tenu de la dernie`re relation de re´currence. On trouve alors :
W de´duit W vrai erreur relative ( en %) W a
1.583 1.609 1.61 1.415
Tableau 2-6 : Comparaison du support estime´ au vrai support pour notre densite´
A titre de comparaison, nous avons donne´ dans le tableau (2-6) la valeur de W a obtenu qui est
le ze´ro de module maximum du polynoˆme orthogonal de degre´ 6 (qui est a priori le polynoˆme
orthogonal de degre´ le plus e´leve´ connu).
Si l’on prend plus de moments initiaux connus, on ira plus loin dans la relation de re´currence
(2.13) et la pre´cision sur l’estimation du bord sera meilleure. En effet, dans le tableau (2-7), on
constate que l’on passe d’une erreur relative sur le bord de
q
e
ﬃ°
avec 6 moments a` s e
q
{
°
avec
les 14 premiers moments pairs de la densite´.
nombre de moments initiaux connus W  de´duit W  vrai erreur relative ( en %)
6 1.583 1.609 1.61
8 1.597 1.609 0.74
10 1.602 1.609 0.43
12 1.605 1.609 0.24
14 1.607 1.609 0.12
Tableau 2-7 : Erreur relative sur le support en fonction du nombre de moments initiaux connus
2.8.3 Reconstruction de la densite´
On veut reconstruire la densite´ sous forme polynomiale a` partir de ses 6 premiers moments
pairs.
En appliquant la relation (2.9) :
¡

VWX+YZ±
²p
eﬁ³

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avec
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
Y
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la fonction initiale peut s’approximer sous forme polynomiale :
¡

VWXoYts
e
{

{n^s
e

xcsW
T
js
e
s

q
W
d
^s
e


q

W

js
e
q
`bsW

^s
e
s{
q
{W
R¥
En toute rigueur, on devrait appliquer la relation pre´ce´dente en conside´rant non seulement les
6 premiers moments de la densite´ mais aussi ceux d’ordre supe´rieur que l’on a calcule´s par
extrapolation. Mais nous n’aurions alors aucun crite`re pour choisir le degre´ du dernier moment
extrapole´ sans inclure dans l’approximation polynomiale trop d’erreurs issues de l’extrapola-
tion des moments d’ordre supe´rieur.
Enfin comparons graphiquement ¡

a` la vraie fonction

:
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Fig. 2-14 : Comparaison entre la densite´ vraie et la densite´ reconstruite
On constate donc que la densite´ reconstruite reproduit tre`s bien la vraie densite´ (figure 2-14).
Plus le nombre de moments initiaux sera grand et mieux le bord W sera connu et la reconstruc-
tion sera plus pre´cise.
2.9 Conclusion du chapitre
Notre analyse des polynoˆmes orthogonaux et des moments en une dimension a permis de
comprendre la proble´matique du sujet et de de´finir des outils adapte´s a` une me´thodologie dans
le cas d’une densite´ paire :
Â tout d’abord, nous avons e´tabli une fac¸on simple et originale de de´terminer les polynoˆmes
orthogonaux d’une densite´ a` partir de ses moments. De plus, nous avons mis en e´vidence
les relations qui existent entre les moments, les polynoˆmes orthogonaux, les approximants
de Pade´ et l’inte´grale de Stieljes d’une densite´ ;
Â ensuite, l’analyse de la re´currence entre trois polynoˆmes orthogonaux successifs - no-
tamment en terme de sous-suites OP et QP - a permis de de´terminer les sous-domaines ou`
la densite´ est de´rivable. Par extrapolation de cette relation, a` partir d’un nombre fini de
moments, il est donc possible d’estimer avec une tre`s bonne pre´cision le domaine de de´-
finition de la densite´ ;
Â une fois ce domaine estime´, la connaissance des moments a permis de reconstruire la den-
site´ sous forme d’un de´veloppement polynomial. Plus on aura de moments et plus cette
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reconstruction sera pre´cise ;
Â enfin, a` partir de l’extrapolation de la re´currence pre´ce´dente et la relation d’orthogonalite´
entre les moments et les polynoˆmes orthogonaux, nous avons pu extrapoler les moments
d’ordre supe´rieur de la densite´.
Nous verrons au chapitre 4 dans quelle mesure il est possible de ge´ne´raliser cette me´thodologie
pour un espace de deux dimensions.
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Chapitre 3
Densite´ et polynoˆmes en dimension 2 :
approche naı¨ve
3.1 Introduction
Nous avons vu en dimension 1 qu’avec les 2n premiers moments pairs d’une densite´ de´finie
sur Ã , on peut calculer n couples de poids/points VrÄﬃÅ

W]Å2X qui caracte´risent la densite´ sur son
domaine de de´finition a` partir de la relation de quadrature suivante :
lÆ
Y
P
Ç
ÅªÈ
R
Ä
Å
W
Æ
Å
(3.1)
Plac¸ons-nous maintenant dans l’espace des phases de dimension 2 VW
É
W X . Nous allons ge´ne´-
raliser cette relation pour trouver, a` partir d’un certain nombre de moments  ÆÊ Ë de la densite´

VW
_É
W X , un re´seau de points la caracte´risant dans VW
_É
W X .On suppose la densite´ syme´trique par
rapport a` l’origine et de´finie sur un domaine Ã . C’est pourquoi on limitera souvent l’e´tude au
demi-plan ou` x est positif.
Nous verrons ensuite comment on envisage d’exploiter ce re´seau en terme d’e´volution de den-
site´ ; nous nous inte´resserons en particulier a` l’e´volution d’un nuage de points au cours du temps
[36].
Enfin nous comparerons cette me´thode a` celle d’une simulation multiparticulaire classique et
nous en de´duirons ses limites. Il apparaıˆtra que cette me´thode ne peut malheureusement pas eˆtre
utilise´e mais il sera inte´ressant de comprendre pourquoi.
3.2 Ge´ne´ration d’un re´seau en deux dimensions
La ge´ne´ralisation de la relation de quadrature (3.1) en deux dimensions, a` partir des mo-
ments _ÆÊ Ë d’une densite´

VW
_É
W X paire peut s’e´crire :
_ÆÊ Ë
YÍÌÎW
Æ
É
W
Ë

VW
_É
W XªÏﬃWÏ
É
WÐY Ñ
Ç
ÅªÈ
R_Ò
Å
W
Æ
Å
É
W
Ë
Å Ó
^Ô e´tant pair (3.2)
51
Chapitre 3 : Densite´ et polynoˆmes en dimension 2 : approche naı¨ve
3.2.1 Construction d’un re´seau rectangulaire
Afin de ge´ne´rer un re´seau rectangulaire repre´sentatif de la densite´ en VW
_É
W X , on applique la
relation de quadrature en une dimension avec les moments, sur les axes,  ÆÊ  et  Ê Æ tels que :
lÆÊ yY
P
Ç ú
È R
Ä
µ
ú
W
Æ
ú
et   Ê Æ Y
P
Ç ú
È R
Ä¾Õ
µ
ú
É
W
Æ
ú
La densite´ e´tant paire en W ou en
É
W , on ne retient que les  ÆÊ  et  Ê Æ avec k pair afin de pou-
voir re´soudre le syste`me correspondant. On a alors besoin de 2n moments comme  Ê  , lT Ê  , ...,

TiÖ×TªPN\RØ Ê 
et 2n moments comme  Ê  ,  Ê T , ..., 
 Ê TiÖ¨TP@\]RØ
pour obtenir n W
ú
et n
É
W
ú
.
En combinant tous les W
ú
et les
É
W
ú
, on obtient un re´seau de points dont chaque poids est de´ter-
mine´ par la re´solution du syste`me line´aire en
Ò
ú
donne´ par la relation (3.2).
Si l’on applique cette me´thode a` la distribution uniforme sur un disque de rayon 1, on constate
certaines anomalies (voir figure 3-1 ou` la taille de chaque point repre´sente son poids caracte´ris-
tique) bien que les points du re´seau reproduisent parfaitement les premiers moments :
Â le disque est mal de´crit : certains points sont a` l’exte´rieur du support ;
Â les points ne sont pas les ze´ros des polynoˆmes orthogonaux de la densite´ comme c’est le
cas en une dimension;
Â certains points peuvent eˆtre dans des re´gions non-stables pour la dynamique alors que le
disque peut eˆtre dans une re´gion stable.
Fig. 3-1 : Re´seau de 64 points ”classique” pour une densite´ uniforme sur le disque de rayon 1
C’est pourquoi on cherche un re´seau plus approprie´, circulaire, afin de mieux de´crire le support
dans l’espace des phases, toujours dans le cas de la densite´ uniforme.
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3.2.2 Construction d’un re´seau a` syme´trie de re´volution
Conside´rons le changement de variable circulaire ci-dessous :
Ù
ÚÜÛ
W YÝ Q2Þ
Nß
É
W YÝ
Nàáß
Nous commenc¸ons par ge´ne´rer un premier re´seau rectangulaire de n points Ý
ú
et n points â
ú
correspondants a`

dans l’espace VBÝ

â X tels que :
Ù
ÚÜÛ
W Y Ý â
É
W Y Ýã
q
j â
T
et ce, en utilisant les premiers moments ä
ÆÊ Ë
calcule´s dans le jeu de variables V¥Ý

â
X :

ä
ÆÊ Ë
Y
v
Ý
Æ
â
Ëå
Y
Ìﬃæ
Ý
Æiç
R
â
Ë
ã
q
j
â
T

VBÝ

ß
XrÏÝ$Ï
â (3.3)
compte tenu du Jacobien correspondant :
è
V¥Ý

â
XéY)ê
ê
ê
ê
ê
ê
Ý
â
j}Ý
âoë
ã
q
j
â
T
ã
q
j
â
T
ê
ê
ê
ê
ê
ê
Y
Ý
ã
q
j
â
T
En fait, comme dans le cas du re´seau rectangulaire pre´ce´dent, on n’utilise que les moments ä
ÆÊ

et ä

Ê Ë
avec k et l pairs pour obtenir ce re´seau en V¥Ý

â
X .
Enfin, a` partir de ces n Ý
ú
et ces n â
ú
, on ge´ne`re les n T couples VW
Æ
_É
W
Æ
X ,
Ó
Y
q

{

ege

á
T de
telle sorte que :
Ù
Ú
Û
W
Æ
Y*Ý
ú
â
Å pour
à
Yts

q

ege

áì_í
Yîs

q

ege

á
É
W
Æ
Y*Ý
ú[ï
q
j
â
T
Å
pour
à
Yts

q

ege

áì_í
Yîs

q

ege

á
(3.4)
On de´termine les n T poids associe´s
Ò
ú
aux VW
ú
_É
W
ú
X en reprenant les moments calcule´s dans l’es-
pace des VW
_É
W X :
_ÆÊ Ë
Y
P
¼
Ç ú
È
RéÒ
ú
W
Æ
úñð
Ë
ú
Finalement, on obtient un re´seau de n T points VW
ú
_É
W
ú
X associe´s a` un poids
Ò
ú
caracte´ristique de
la densite´ de´finie sur le domaine Ã dans l’espace VW
_É
W X . On appelle ces points, les points d’in-
te´gration caracte´ristiques de la densite´

.
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Appliquons cette me´thode a` la densite´ uniforme sur le disque de rayon 1. On cherche donc
un re´seau de points VW
ú
É
W
ú
X caracte´risant le disque de rayon 1.
De la relation ( 3.3) on a les moments dans le jeu de coordonne´es VBÝ

â X :

ä
ÆÊ Ë
Y v Ý
Æ
â
Ëå
Y
q
Ó
^{
Ì
R

â
Ë
ã
q
j â
T
Ï â
On calcule d’abord les Ý
ú
et â
ú
a` partir des moments ä
ÆÊ 
et ä
 Ê Æ
, puis on en de´duit les couples
VW
ú
_É
W
ú
X graˆce aux relations ( 3.4).
Enfin, on calcule leur poids
Ò
ú
en utilisant les premiers moments pairs _ÆÊ Ë dans le jeu de va-
riables VW
_É
WX .
Dans notre cas, on obtient le re´seau de points ci-dessous (figure 3-2) que l’on peut comparer a`
celui obtenu pre´ce´demment (figure 3-1) :
Fig. 3-2 : Re´seau circulaire de 64 points adapte´ a` une densite´ uniforme sur le disque de rayon
unite´
3.3 Evolution des points d’inte´gration
Dans ce paragraphe, nous allons e´tudier l’e´volution des parame`tres statistiques d’une den-
site´

de´finie sur Ã dans l’espace des phases - qui est a` l’origine du temps uniforme sur le
disque centre´ de rayon 1- et soumise a` une force exte´rieure non line´aire.
Dans un premier temps, nous conside´rerons notre me´thode base´e sur un nombre re´duit de ”ma-
croparticules” de´crivant la densite´ de de´part a` un ordre donne´. Nous prendrons comme ma-
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croparticules celles de´finies au paragraphe pre´ce´dent. Nous les ferons e´voluer comme si elles
e´taient de vraies particules. Ceci reviendra donc a` conside´rer, en terme de moments, que les
moments d’ordre supe´rieur sont donne´s par l’extrapolation naı¨ve. Nous avons conside´re´ cette
me´thode car c’est la plus simple possible.
Puis nous comparerons les re´sultats obtenus avec ceux re´sultant d’une simulation re´aliste mul-
tiparticulaire faisant appel a` un grand nombre de particules (de 10000 a` 30000 selon le cas).
De manie`re a` avoir une grande pre´cision, nous utiliserons dans tous les cas le meˆme inte´gra-
teur, a` savoir un inte´grateur symplectique du deuxie`me ordre qui conserve les proprie´te´s de la
canonicite´ du syste`me [37].
3.3.1 Hypothe`ses et conditions initiales
Conside´rons la densite´ initialement uniforme sur le disque de rayon 1. Au cours du temps,
les particules sont suppose´es soumises a` une force non line´aire de la forme ò VWX¸Yój~V
Ó
R Wô^
Ó
T W
«
X , ce qui donne l’e´quation du mouvement suivante :
õ
Wö^
Ó
R
Wö^
Ó
T
W
«
Yts
ou` l’on prendra dans notre exemple
Ó
R
Y
q
e
 et
Ó
T
Y
q
.
On ge´ne`re tout d’abord un re´seau circulaire comme celui que nous venons de voir au para-
graphe (3.2.2). Pour cela, on se donne tous les moments pairs 
ÆÊ Ë
jusqu’a` l’ordre ² » tels que
Ó
^Ô

²
»
.
Tous les moments d’ordre supe´rieur e´tant extrapole´s par la relation de quadrature (3.2), on
a :
É

ÆÊ Ë
Y
Ï
Ï÷Jø
Ç
Å
Ò
ÅW
Æ
Å
É
W
Ë
Åiù
Y
Ç
Å
V
É
Ò
ÅW
Æ
Å
É
W
Ë
Å
^
Ó
Ò
ÅW
Æ
\]R
Å
É
W
Ë
Å
É
W·Å+^ºÔ
Ò
ÅW
Æ
Å
É
W
Ë
\]R
Å
õ
W·Å2X (3.5)
D’autre part, si
É
W est la de´rive´e de W et, d’apre`s l’e´quation du mouvement, ò la de´rive´e de
É
W ,
l’e´volution des moments s’e´crit :
É

ÆÊ Ë
Y
Ì
V
Ó
W
Æ
\R
É
W
Ëúç
R
^Ô¥W
Æ
É
W
Ë
\R
ò
VWXiX

VW
_É
WXrÏﬃWÏ
É
Wö^
Ì
W
Æ
É
W
Ë
Ï

VW
_É
W X
Ï÷
ÏﬃWÏ
É
W
û üñý þ
È

(3.6)
L’inte´grale de droite est nulle de par la constance du nombre de particules. Par contre, dans
l’inte´grale restante, le moment d’ordre (k-1,l+1) est calculable par quadrature car il est de degre´
infe´rieur a`
²
»
.
Ceci donne donc :
É

ÆÊ Ë
Y
Ç
Å
Ó
Ò
ÅW
Æ
\R
Å
É
W
Ëúç
R
Å
^Ô
v
W
Æ
É
W
Ë
\]R
ò
VWX
å (3.7)
En supposant pour toutes les macroparticules que :
Â les poids sont constants, c’est-a`-dire que
É
Ò
ÅßYts ;
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Â
É
W·Å est bien la de´rive´e de W ;
Â les termes v W Æ
É
W
Ë \R
ò VWX
å
sont calculables par quadrature ;
il vient des relations (3.5) et (3.6) :
Ç
Å
Ô
Ò
Å[W
Æ
Å
É
W
Ë \R
Å
õ
W·ÅYtÔ v W
Æ
É
W
Ë \R
ò VWX
å (3.8)
Enfin, comme la force ò s’e´crit ò VWlXoYhj V
Ó
R W¾^
Ó
T W
«
X , le terme de gauche peut donc se calculer
aussi par quadrature, ce qui donne par identification :
õ
W Å Y j~V
Ó
RªW Å ^
Ó
TW
«
Å
X (3.9)
et
õ
W·Å+^
Ó
R
W]Åé^
Ó
T
W
«
Å
Yîs
Le mouvement global est e´quivalent au mouvement individuel des macroparticules. Elles ont
donc toutes la meˆme e´quation du mouvement.
3.3.2 Evolution de l’e´mittance RMS
Dans un premier temps, nous allons comparer le grossissement relatif de l’e´mittance RMS

ä
 en fonction du temps. Rappelons que l’on a de´fini cette quantite´ comme e´tant :

ä

Yt{
ã

W
T

É
W
T
j

W
É
W
ªT
Yt{
ï
_T
Ê
i
Ê
T
j

T
R
Ê
R
On tracera le logarithme de´cimal du grossissement relatif de l’e´mittance 
ä
 par rapport a`
l’e´mittance de de´part 
ä

 :
	
Þ

V
z

ä

j

ä


z

ä


X
En prenant un nuage de 10000 particules sur un disque de densite´ uniforme dans l’espace
des phases que l’on fait e´voluer, on obtient la variation d’e´mittance de la figure 3-3.
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Fig. 3-3 : Logarithme de´cimal de la variation relative de l’e´mittance pour un nuage de 10000
particules en fonction du temps
On constate qu’au bout d’un certain temps l’e´mittance atteint une valeur d’e´quilibre (aux
alentours de t=30). On distingue donc deux re´gimes caracte´ristiques qui sont le re´gime transi-
toire (pour t

30) et le re´gime d’e´quilibre. Dans l’espace des phases, cela signifie que le nuage
initial va tourner en se filamentant pour aboutir a` une distribution d’e´quilibre (figures 3-4 et
3-5).
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Fig. 3-4 : Distribution du nuage de points a` t=15 dans l’espace des phases VW
_É
WX
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Fig. 3-5 : Distribution du nuage de points a` t=200 dans l’espace des phases VW
_É
W X
Comparons cette quantite´ que l’on obtient en prenant 64 points d’inte´gration et en les faisant
e´voluer au cours du temps.
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3.3.2.1 Re´gime transitoire
Pour un temps ÷


s , les deux courbes de variation d’e´mittance (simulation naı¨ve et si-
mulation re´aliste classique) se superposent correctement mais pas totalement comme on peut le
voir sur la figure 3-6.
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A partir des points d’intégration
Par la méthode classique
Fig. 3-6 : Logarithme de´cimal de la variation relative de l’e´mittance pour un nuage de 10000
particules en fonction du temps
Dans le re´gime transitoire, l’e´mittance converge vers celle obtenue par la me´thode des points
d’inte´gration quand on augmente le nombre de particules du nuage initial.
On dispose dans ce cas d’une me´thode de simulation extreˆmement pre´cise avec un nombre
re´duit de points si l’on connaıˆt exactement la densite´ initiale.
3.3.2.2 Re´gime d’e´quilibre
Alors qu’en re´alite´ l’e´mittance atteint une valeur d’e´quilibre, on observe dans le cas de
notre me´thode une pseudo-pe´riodicite´ (figure 3-7) : apre`s avoir atteint une valeur d’e´quilibre,
elle de´croıˆt puis remonte de nouveau vers cette valeur. Ne´anmoins, cette valeur d’e´quilibre est
toujours la meˆme pour les diffe´rentes pe´riodes et correspond a` celle obtenue avec l’e´volution
simple illustre´e sur la figure 3-3.
L’explication de ce phe´nome`ne est que l’on fait e´voluer un nombre fini de points dans l’es-
pace des phases. Cette finitude fait que la pe´riodicite´ de chacune des trajectoires entraıˆne une
pseudo-pe´riodicite´ de l’e´mittance.
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Fig. 3-7 : Logarithme de´cimal de la variation relative de l’e´mittance en fonction du temps a`
partir des 64 points
Si l’on moyenne maintenant temporellement l’e´mittance RMS issue de notre me´thode, son e´vo-
lution est la meˆme pour les deux me´thodes et converge pre´cise´ment vers la meˆme valeur d’e´qui-
libre (figure 3-8).
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Fig. 3-8 : Logarithme de´cimal de la variation relative moyenne´e de l’e´mittance en fonction du
temps a` partir des 64 points
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Principe du calcul de la moyenne
On cherche a` calculer la quantite´ de la forme :

ò Y
q
*Ì


ò V¥÷XªÏ÷
Nous prenons par exemple ò YtW T .
Pour cela, on exe´cute la proce´dure suivante pour chaque point du re´seau :
– quand le point W
ú
est revenu au voisinage de son point de de´part, on calcule la quantite´
m
ú
Ê 2ç R de´finie par (ou`  repre´sente le nombre de tours) :
m
ú
Ê 2ç R
Y m
ú
Ê 
^
Ç
Å
ÄﬃÅW
T
Å
– on compte le temps e´coule´ T en comptant le nombre total de passages  au voisinage du
point de de´part de W
ú
.
– on calcule donc la quantite´ :
U
ú
Ê 2ç
R
Y
m
ú
Ê 2ç
R

^
q
– la moyenne

ò est alors obtenue en inte´grant sur tous les points du re´seau de la fac¸on
suivante :

ò
2ç
R
Y
Çú
Ä
ú
U
ú
Ê 2ç
R
qui converge vers

ò quand   .
On obtient la figure 3-8, de´crivant l’e´volution de l’e´mittance par ce proce´de´. Cette figure est
a` comparer aux figures 3-3 et 3-4 : le re´gime transitoire est donc reproduit grossie`rement
mais l’e´volution a` long terme est reproduite avec une bonne pre´cision puisque les deux courbes
tendent vers la meˆme limite.
3.3.3 Evolution des moments pairs
3.3.3.1 Evolution sans moyenne
Conside´rons les moments jusqu’a` l’ordre 10. On trace leur e´volution en fonction du temps,
soit pour toutes les particules du nuage dans le cas de la me´thode classique, soit pour le re´seau
de points.
Jusqu’au temps t=25, c’est-a`-dire juste avant l’e´tat d’e´quilibre, on constate que les courbes
d’e´volution des moments issues des deux me´thodes se superposent correctement et ce, jusqu’a`
l’ordre 8 (voir figures 3-9 et 3-10) :
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0 5 10 15 20 25
 temps (u.a.)
0,15
0,2
0,25
 
 
 
µ 2
,0
   
 
 
 
(u.
a.)
 
Par la méthode classique
A partir des points d’intégration
Fig. 3-9 : Comparaison de l’e´volution du moment lT Ê  pour t

25 suivant les deux me´thodes
0 5 10 15 20 25
 temps (u.a.)
0
0,01
0,02
0,03
0,04
0,05
0,06
 
 
 
µ 8
,0
   
 
 
 
(u.
a.)
 
Par la méthode classique
A partir des points d’intégration 
Fig. 3-10 : Comparaison de l’e´volution du moment  
Ê
 pour t

25 suivant les deux me´thodes
Par contre, plus l’ordre du moment est e´leve´, plus l’erreur due a` l’e´volution des points d’inte´gra-
tion devient importante : il apparaıˆt des sur-oscillations de`s le moment d’ordre 4 et de plus en
plus quand on augmente l’ordre. Pour le moment d’ordre 10 par exemple, notre me´thode n’est
plus du tout fiable compare´e a` la simulation re´aliste classique meˆme pour le re´gime transitoire
(voir figure 3-11).
Ceci est duˆ au fait que l’on extrapole tre`s mal les moments d’ordre supe´rieur.
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0 5 10 15 20 25
 temps (u.a.)
0
0,01
0,02
0,03
0,04
 
 
 
µ 1
0,
0 
 
 
 
 
 
(u.
a.)
 
Par la méthode classique
A partir des points d’intégration 
Fig. 3-11 : Comparaison de l’e´volution du moment kRB
Ê
 pour t

25 suivant les deux me´thodes
3.3.3.2 Obtention des valeurs d’e´quilibre
Apre`s un temps d’e´volution suffisamment long, on observe le re´gime d’e´quilibre pour tous
les moments, quel que soit l’ordre : ils convergent vers une limite finie diffe´rente pour chaque
moment comme on le voit sur les figures 3-12 et 3-13 :
0 20 40 60 80 100
 temps (u.a.)
0,15
0,2
0,25
 
 
 
µ 2
,0
   
 
 
 
(u.
a.)
 
Fig. 3-12 : Evolution du moment lT Ê  calcule´e a` partir du nuage de points en fonction du temps
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0 20 40 60 80 100
 temps (u.a.)
0,04
0,06
0,08
0,1
0,12
 
 
 
µ 4
,0
   
 
 
 
(u.
a.)
 
Fig. 3-13 : Evolution du moment d
Ê
 calcule´e a` partir du nuage de points en fonction du temps
Avec notre re´seau restreint de points, l’e´volution des moments devient comple`tement fausse
pour le long terme (et nous ne l’avons donc pas repre´sente´e).
Cependant, en effectuant la moyenne pre´sente´e au paragraphe (3.3.2.2), on retrouve l’e´volution
globale des moments pour des temps tre`s grands (sur les figures 3-14 et 3-15 qui sont a` comparer
aux figures 3-12 et 3-13) :
0 50 100
 temps (u.a.)
0,2
0,22
0,24
0,26
 
 
 
µ 2
,0
   
 
 
 
(u.
a.)
 
Fig. 3-14 : Evolution du moment _T Ê  moyenne´ issue des 64 points en fonction du temps
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0 50 100
 temps (u.a.)
0,08
0,09
0,1
0,11
0,12
0,13
 
 
 
µ 4
,0
   
 
 
 
(u.
a.)
 
Fig. 3-15 : Evolution du moment d
Ê
 moyenne´ issue des 64 points en fonction du temps
Meˆme si ce traitement est valable pour tous les moments, la convergence est de plus en plus
lente au-dela` de l’ordre 6. Il faudrait donc faire tourner les points pendant un temps assez long
pour avoir une bonne valeur limite.
3.4 Conclusion du chapitre
Meˆme si ses hypothe`ses ne sont pas toutes rigoureuses (les
Ò
ﬀ restent constants au cours
temps), la simulation naı¨ve de la me´thode des points d’inte´gration permet d’obtenir le re´gime
transitoire de diverses grandeurs statistiques avec une bonne pre´cision pour une distribution de
particules conside´re´e. En outre, l’e´volution de ces macroparticules donne, a` la condition d’ef-
fectuer des moyennes temporelles, un moyen rapide et e´conomique pour de´crire l’e´volution a`
long terme des moments de la densite´ et de son e´mittance. Par contre, l’estimation obtenue est
relativement globale. Bien que cette me´thode fasse appel a` l’extrapolation dite naı¨ve des mo-
ments d’ordre supe´rieur, elle permet d’obtenir un certain nombre de parame`tres et les me´thodes
de´veloppe´es au chapitre 2 pourraient eˆtre envisage´es pour caracte´riser la densite´ au bout d’un
certain temps.
Cette e´tude a aussi montre´ que la simulation classique de particules a peut-eˆtre ses limites
puisque les re´sultats sur les moments de´pendent tre`s fortement du nombre de particules : ce
proble`me de stabilite´ est mis en e´vidence par les sur-oscillations surtout pour les ordres supe´-
rieurs a` 4 ; ces oscillations disparaissent quand on augmente le nombre de particules.
En extrapolant, 2000 particules pour un espace des phases de dimension 2 n’est pas si gros-
sier que cela; ceci e´quivaudrait a` {sss a Y& e
q
sﬂﬁ particules en dimension 6.
On peut donc le´gitimement se demander si une simulation avec
q
s
ﬁ particules serait si re´aliste
que cela.
Dans un paquet de particules re´elles, a` 100 mA et 350 MHz on a environ 1000 particules par
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espace de deux dimensions ce qui est comparable a` 2000 particules. Au vu des courbes, pour
des conditions initiales le´ge`rement diffe´rentes, on aura probablement des fluctuations d’un pa-
quet de particules a` un autre.
Quand on prend 20000 particules, la solution est plus stable et peut eˆtre interpreˆte´e comme la
moyenne sur plusieurs paquets.
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Chapitre 4
Evolution des moments dans un espace de
dimension 2 : approche rigoureuse
4.1 Ge´ne´ralisation de l’inte´grale de Stieljes. Interpre´tation
physique
L’objectif de ce chapitre est d’utiliser les re´sultats du chapitre 2 pour des densite´s de´finies
dans l’espace des phases VW
_É
WlX . A partir d’un certain nombre de moments, on cherche donc a`
de´finir l’enveloppe convexe d’une densite´ et d’en estimer ses moments d’ordre supe´rieur.
Dans tous les cas, on conside`re une distribution re´elle de particules de´finie sur un domaine
d’existence Ã syme´trique par rapport a` l’origine dans VW
_É
WX .
4.1.1 Ge´ne´ralisation de la fonction ﬃ en deux dimensions
Nous avons vu au chapitre 2 qu’en dimension 1, les poˆles de la transforme´e de Stieljes
de´finissent le support du domaine de la densite´

:

VWX+Y
Ìﬃæ

V! XªÏ" 
W j# 
Y

Ç
ÅªÈ


Å
W
Å
ç
R
Nous allons ge´ne´raliser la fonction

en deux dimensions en partant du principe que les poˆles
de la fonction  VW
É
WX doivent caracte´riser le domaine Ã en deux dimensions de la densite´

.
Nous choisissons donc de conside´rer  telle que :

VW
É
WX Y
Ì$æ

V$ 
&%
XªÏ" NÏ
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T
^tV
É
Wöj
%
X
T
(4.1)
Soient ' et ( les vecteurs suivants :
'
Y
¢
¤
W
É
W
¦
©
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et
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En effectuant un de´veloppement au voisinage de l’infini,  VW
É
W X devient alors :
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En de´veloppant le terme V '	e,( X P a` l’aide de la formule du binoˆme de Newton :
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on obtient :

VW

ð
XkY

Ç
P
È

q
)+' )
TP
ç
R
P
Ç
/
È

0
PN\
/
P

/
Ê
P@\
/
W
/
É
W
PN\
/ (4.2)
ou` l’on fait apparaıˆtre, dans une meˆme expression, tous les moments d’ordre n  / Ê PN\ / de la
densite´ conside´re´e
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4.1.2 Parame´trages angulaire et radial
Passons maintenant en coordonne´es polaires avec :
Ù
Ú
Û
W Y Ý
QDÞ
Nß
É
W Y Ý
Nàáß
L’expression (4.2) devient alors dans ce syste`me de coordonne´es et pour un angle
ß
fixe´ :
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Pour un angle
ß
fixe´, on retrouve une forme e´quivalente de la transforme´e de Stieljes vue en
dimension 1.  1 V¥ÝX est donc la transforme´e de Stieljes de la densite´ projete´e sur la droite de
parame`tre
ß
. En faisant varier
ß
de 0 a` {54 , on obtient donc toutes les projections de  VW
_É
WX
dans l’espace des phases.
Les termes
3
1
Ê
P repre´sentent alors les moments de la densite´ projete´e sur la droite faisant un
angle
ß
avec l’axe des abscisses.
Graˆce au parame´trage angulaire, on se rame`ne finalement a` un proble`me a` une dimension de´ja`
traite´ au chapitre 2. La description en termes de poˆles est donc une description de l’enveloppe
convexe uniquement. Elle correspond a` une vision depuis l’infini sous tous les angles.
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4.2 Estimation de l’enveloppe convexe en deux dimensions
Soit une distribution de particules de´finie sur un domaine Ã dans l’espace de phases dont on
ne connaıˆt que les premiers moments pairs  ÆÊ Ë jusqu’a` un ordre donne´ ² » tel que
Ó
^Ô

²
»
a` un instant quelconque. A partir de la relation (4.3) que nous venons d’e´tablir, nous allons voir
que l’on peut estimer avec une bonne pre´cision l’enveloppe convexe en deux dimensions de
cette densite´ en n’utilisant que les moments _ÆÊ Ë connus.
4.2.1 Calcul du bord pour un 6 fixe´. Reconstruction de l’enveloppe convexe
On sait que graˆce a` un parame´trage angulaire, on retrouve une forme e´quivalente a` la trans-
forme´e de Stieljes en une dimension :
 1
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En discre´tisant l’espace des phases en coordonne´es polaires VBÝ

ß
X , on peut calculer pour chaque
valeur de
ß
les moments
3
1
Ê
P de la densite´ projete´e selon
ß
a` partir des 
ÆÊ Ë
.
Pour un
ß
fixe´, on se rame`ne aux hypothe`ses du chapitre 2 : on connaıˆt les premiers moments
de la densite´ projete´e sur la droite faisant un angle
ß
avec l’axe des abscisses. L’e´tude se rame`ne
donc a` une e´tude en une dimension.
Par conse´quent, pour chaque
ß
, on peut en de´duire les polynoˆmes orthogonaux associe´s aux
moments
3
1
Ê
P graˆce a` la relation (2.4) puis le support 7 1 de cette projection a` partir de la rela-
tion (2.15).
Une fois ce bord estime´, on cherche la perpendiculaire a` cette droite de projection passant par
7
1 (figure 4-1).
Limite du 
domaine
.
ρ
θ
aθ
x
projection
Droite de
x
Fig. 4-1 : Projection selon
ß
du domaine Ã dans l’espace des phases
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Avec les intersections de deux perpendiculaires successives, on trouve alors un polygone qui
repre´sente une estimation de l’enveloppe convexe du domaine Ã (figure 4-2).
.
x
issue des tangentes
Enveloppe convexe
domaine
Limite du 
x
Fig. 4-2 : De´termination de l’enveloppe convexe a` partir de l’intersection des perpendiculaires
4.2.2 Exemples des densite´s uniforme et gaussienne en deux dimensions
Afin d’illustrer ce que nous venons de voir, on conside`re un nuage de particules ayant toutes
la meˆme charge (de 10000 a` 100000 particules). Il a pour densite´ initiale la densite´ uniforme ou
gaussienne dans le disque de rayon 1. Elle est soumise a` une force non line´aire similaire a` celle
du chapitre 3 : ò VWXoYÍj V
Ó
R[W ^
Ó
TW
«
X avec
Ó
R¾Y
q
e
 et
Ó
T Y
q
.
A l’aide d’un code multiparticulaire classique, on calcule l’e´volution de ce nuage au cours
du temps. A n’importe quel moment de l’e´volution, on calcule les premiers moments lÆÊ Ë de ce
nuage en effectuant une somme sur toutes les particules :

ÆÊ Ë
Y
q
á
P
Ç
ÅªÈ
R
W
Æ
Å
É
W
Ë
Å
n e´tant le nombre total de particules dans le nuage et chaque particule j pouvant eˆtre caracte´rise´e
par sa position dans l’espace des phases par VW·Å
_É
W·ÅX .
Le nuage e´tant toujours syme´trique, on peut ne conside´rer que les moments d’ordre pair.
4.2.2.1 Densite´ initiale uniforme
Pour le cas de la densite´ uniforme, on prend un nuage de 32000 particules que l’on fait
e´voluer sous l’effet de la force ò . Voyons ce que devient ce nuage a` divers instants de son
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e´volution et comparons sa distribution a` l’enveloppe convexe que l’on trouve a` partir de ses
moments pairs calcule´s jusqu’a` l’ordre 10.
−1 −0,5 08 0,59 1
x (u.a.)
−1
−0,5
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Fig. 4-3 : Comparaison entre le nuage de 32000 particules a` l’instant t=0 (u.a.) de densite´
initiale uniforme et l’enveloppe convexe calcule´e a` partir de ses moments
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Fig. 4-4 : Comparaison entre le nuage de 32000 particules a` l’instant t=3 (u.a.) de densite´
initiale uniforme et l’enveloppe convexe calcule´e a` partir de ses moments
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Fig. 4-5 : Comparaison entre le nuage de 32000 particules a` l’instant t=10 (u.a.) de densite´
initiale uniforme et l’enveloppe convexe calcule´e a` partir de ses moments
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Fig. 4-6 : Comparaison entre le nuage de 32000 particules a` l’instant t=50 (u.a.) de densite´
initiale uniforme et l’enveloppe convexe calcule´e a` partir de ses moments
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Fig. 4-7 : Comparaison entre le nuage de 32000 particules a` l’instant t=100 (u.a.) de densite´
initiale uniforme et l’enveloppe convexe calcule´e a` partir de ses moments
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Fig. 4-8 : Comparaison entre le nuage de 32000 particules a` l’instant t=2000 (u.a.) de densite´
initiale uniforme et l’enveloppe convexe calcule´e a` partir de ses moments
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Selon la ge´ome´trie du nuage de particules obtenu a` un instant quelconque de son e´volution, on
peut donc en de´duire une enveloppe convexe du nuage qui englobe relativement bien (figure
4-5), voire extreˆmement bien (figures 4-7 et 4-8) un maximum de particules et ceci malgre´
la filamentation. La description d’une densite´ filamente´e a` l’aide des moments peut paraıˆtre
insoluble. En re´alite´, nous avons montre´ que les moments nous donnaient une description en
termes de convexite´ et nous avons montre´ comment y parvenir.
4.2.2.2 Densite´ initiale gaussienne
Pour la densite´ gaussienne, on conside`re l’e´volution d’un nuage de 100000 particules que
l’on soumet a` la force ò avec
Ó
R YÎ{ et
Ó
T YÎs e
q
. Au temps t=20 et t=50 (u.a.), on compare
l’enveloppe re´elle de ce nuage dans l’espace des phases a` celle obtenue a` partir des premiers
moments du nuage jusqu’a` l’ordre 10 (figure 4-9 et 4-10).
Fig. 4-9 : Comparaison entre le nuage de 100000 particules a` l’instant t=20 (u.a.) de densite´
initiale gaussienne et l’enveloppe convexe calcule´e a` partir de ses moments
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Fig. 4-10 : Comparaison entre le nuage de 100000 particules a` l’instant t=50 (u.a.) de densite´
initiale gaussienne et l’enveloppe convexe calcule´e a` partir de ses moments
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Fig. 4-11 : Logarithme de´cimal de la variation relative de l’e´mittance en fonction du temps
pour un nuage de 100000 particules de densite´ gaussienne
75
Chapitre 4 : Evolution des moments dans un espace de dimension 2 : approche rigoureuse
Les temps choisis sont relativement courts compare´s a` ceux de la densite´ uniforme car l’e´mit-
tance converge tre`s rapidement vers un e´tat d’e´quilibre, comme on peut le voir sur la figure
4-11. La` encore, on entoure un maximum de particules avec notre enveloppe convexe en lais-
sant quelques particules a` l’exte´rieur de ce domaine.
4.2.3 Pre´cision de l’enveloppe convexe en fonction du nombre de mo-
ments connus
Si l’on augmente le nombre de moments utilise´s pour de´terminer l’enveloppe convexe d’un
nuage, on constate que cette enveloppe devient de plus en plus pre´cise : reprenons l’exemple
du nuage de 32000 particules dont la densite´ initiale est uniforme. Faisons-le e´voluer sous la
force C jusqu’au temps t=20 (u.a) et calculons son enveloppe convexe avec, d’une part tous ses
moments pairs jusqu’a` l’ordre 6 et, d’autre part, tous ses moments pairs jusqu’a` l’ordre 10 ;
comparons ces deux enveloppes sur la figure 4-12.
Fig. 4-12 : Enveloppe convexe en fonction du nombre de moments utilise´s : jusqu’a` l’ordre 6
ou 10 pour un nuage de 32000 particules a` l’instant t=20 (u.a.) de densite´ initiale uniforme
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On constate effectivement que l’enveloppe la plus pre´cise, c’est-a`-dire celle qui englobe le plus
grand nombre de particules est celle qui correspond au plus grand nombre de moments utilise´s.
Pour ce meˆme nuage, mais a` l’instant t=100 dans les meˆmes conditions, la diffe´rence de pre´ci-
sion est encore plus nette puisque l’on ”perd” dans le premier cas (moments jusqu’a` l’ordre 6)
une quantite´ significative de particules (figure 4-13) :
Fig. 4-13 : Enveloppe convexe en fonction du nombre de moments utilise´s : jusqu’a` l’ordre 6
ou 10 pour un nuage de 32000 particules a` l’instant t=100 (u.a.) de densite´ initiale uniforme
4.2.4 Interpre´tations
Plus on augmente le nombre de moments initiaux, plus l’enveloppe convexe calcule´e de-
vient pre´cise : physiquement, cela signifie que l’on englobe un plus grand nombre de particules
contenues dans le nuage conside´re´. La localisation des particules dans l’espace des phases est
donc beaucoup plus pre´cise. Autrement dit, plus on connaıˆt de moments initiaux et mieux on
localise l’e´mittance d’un nuage de particules. Les pertes de particules (c’est-a`-dire celles qui
ne sont pas a` l’inte´rieur de l’enveloppe convexe trouve´e) sont alors minimise´es. Par exemple,
si l’on reprend le cas de la densite´ initiale uniforme de la figure 4-8, les particules a` l’exte´rieur
de l’enveloppe convexe calcule´e a` partir des moments ne repre´sentent environ qu’une particule
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pour mille. En augmentant le degre´ maximum des moments utilise´s, on peut encore re´duire
cette proportion de particules exclues.
Dans l’exemple de la densite´ initiale gaussienne (figure 4-9), le nombre de particules ”per-
dues” est d’environ de 16 sur 100000, ce qui fait environ une particule sur 5000 a` l’exte´rieur de
l’enveloppe convexe trouve´e.
4.3 Calculs des moments d’ordre supe´rieur
Le but de ce paragraphe est de montrer comment, connaissant les premiers moments DFE&G H
jusqu’a` l’ordre n (avec n=k+l) d’un nuage de particules soumis a` une force exte´rieure non li-
ne´aire, on peut extrapoler les moments d’ordre supe´rieur au cours de son e´volution.
On sait que l’on peut se ramener a` un proble`me a` une dimension en ge´ne´rant n premiers mo-
ments IKJLG M de la densite´ projete´e selon N , et ce pour tout N de l’espace des phases.
De plus, d’apre`s le chapitre 2, on peut obtenir, pour chaque N , les moments d’ordre supe´rieur (de
la densite´ projete´e) jusqu’a` un ordre voulu OQP par extrapolation de la re´currence des polynoˆmes
orthogonaux associe´s (voir le paragraphe 2.7.3.1). Ces OQP moments extrapole´s IKJLG MR Å (avec j
allant de 1 a OQP ) peuvent alors s’e´crire d’apre`s (4.3), pour tout N :
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avec D X G MR Åj_ X les n+j+1 moments d’ordre n+j que l’on recherche pour chaque j de 1 a` O P .
Par une me´thode de moindres carre´s, en minimisant l’expression inte´grale suivante :
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On estime, pour chaque j, tous les moments d’ordre n+j du nuage de particules a` tout instant de
son e´volution.
Illustrons ceci, en prenant l’exemple d’un nuage de 32000 particules, de densite´ initiale la den-
site´ uniforme, soumis a` la force C de´finie pre´ce´demment. A l’instant t=20 (u.a.), on calcule les
premiers moments pairs jusqu’a` l’ordre 10 de l’e´mittance correspondante (figure 4-14).
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Fig. 4-14 : Nuage de particules dans l’espace de phases a` t=20 (u.a.) avec pour densite´
initiale la densite´ uniforme sur le disque
Les moments d’ordre 12 et 14 que l’on obtient par cette extrapolation sont range´s dans les
tableaux (4-1) et (4-2) :
moments valeur re´elle valeur extrapole´e erreur relative ( en %)
D
[
Gzy
s
1.9345e-01 1.9346e-01 0.008
D
ySGzySy 1.6088e-02 1.6094e-02 0.03
D
s
Gzy
[ 1.3065e-02 1.3065e-02 0.005
Dp{&G | 2.9617e-03 2.9539e-03 0.26
Dp}&G ~ 3.2155e-03 3.2189e-03 0.10
D`G  9.4050e-04 9.5227e-04 1.25
Dp&G  1.6545e-03 1.6394e-03 0.91
D`G  4.2718e-04 4.3469e-04 1.75
Dp~&G } 1.5427e-03 1.5431e-03 0.02
Dp|&G { 2.7365e-04 2.7664e-04 1.09
Dy
[
G
s
2.7102e-03 2.7046e-03 0.20
DySySGzy 3.1681e-04 3.2279e-04 1.88
Dy
s
G
[ 1.5166e-02 1.5170e-02 0.02
Tableau 4-1 : Moments d’ordre 12 extrapole´s compare´s aux vraies valeurs a` l’instant t=20
connaissant tous les moments pairs jusqu’a` l’ordre 10 pour la densite´ uniforme
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moments valeur re´elle valeur extrapole´e erreur relative ( en %)
D
[
Gzy} 2.091e-01 2.092e-01 0.04
DySGzy{ 1.728e-02 1.730e-02 0.09
D
s
Gzy
s
1.217e-02 1.215e-02 0.10
D {&GzySy 2.766e-03 2.754e-03 0.43
D }&Gzy
[ 2.512e-03 2.531e-03 0.73
D`G | 7.601e-04 7.687e-04 1.13
Dp&G ~ 1.055e-03 1.025e-03 2.80
D`G  2.879e-04 3.152e-04 9.46
Dp~&G  7.642e-04 7.565e-04 1.00
Dp|&G  1.346e-04 1.391e-04 3.29
Dy
[
G } 8.980e-04 8.879e-04 1.13
DySySG { 7.620e-05 8.995e-05 18.0
Dy
s
G
s
1.875e-03 1.872e-03 0.16
Dy{&Gzy 7.175e-05 8.013e-05 11.6
Dy}&G
[ 1.217e-02 1.218e-02 0.07
Tableau 4-2 : Moments d’ordre 14 extrapole´s compare´s aux vraies valeurs a` l’instant t=20
connaissant tous les moments pairs jusqu’a` l’ordre 10 pour la densite´ uniforme
Hormis quelques moments, on retrouve bien les moments d’ordre supe´rieur de notre distribution
de particules par notre me´thode d’extrapolation. Ceci est valable a` n’importe quel instant de
l’e´volution d’un nuage de particules quelconque soumis a` une force exte´rieure.
4.4 Evolution d’une densite´ en deux dimensions a` partir de
ses moments
La principale application de l’extrapolation des moments d’ordre supe´rieur d’un nuage de
particules en dimension 2 est l’e´volution d’une densite´ a` partir de ses moments.
4.4.1 Equation d’e´volution des moments
Conside´rons les moments d’un nuage de particules soumis a` une force non line´aire de la
forme C
a!
g
U
q
a$
y

s

X
g ; rappelons que l’e´quation d’e´volution du moment DQMfG Ł e´tablie
dans le chapitre introductif 1 s’e´crit :

D
MfG ŁU
OD
M
_
yLG ŁRy
q

y
D
MTRySG Ł
_
y
q#

s
D
MR
X
G Ł
_
y (4.4)
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Cette e´quation d’e´volution du moment DpMﬂG Ł ne´cessite donc la connaissance de DQMR X G Ł _ y si
la force est en

X
. En the´orie, nous avons donc besoin d’une infinite´ de moments, car, pour
connaıˆtre le moment DQMR X G Ł _ y a` un instant donne´, il faut lui appliquer la relation (4.4), ce qui
ne´cessite, en particulier, la connaissance de DQMR
s
X
G Ł _
s
et ainsi de suite...
Si maintenant, on estime directement par extrapolation ce moment DpMTR X G Ł _ y , on assure alors
la fermeture de la relation pre´ce´dente. A tout instant, uniquement a` partir d’un jeu de moments
donne´s, on peut alors connaıˆtre les moments d’ordre supe´rieur jusqu’a` l’ordre que l’on veut,
puis en de´duire l’e´volution de n’importe quel moment.
La fermeture de la relation (4.4) e´tant assure´e, nous pouvons l’utiliser pour de´crire l’e´volution
d’un nuage de particules de´fini dans l’espace des phases.
4.4.2 Evolution d’un nuage de particules a` partir de ses moments : exemple
de la densite´ uniforme
Prenons un nuage de 32000 particules ayant initialement la densite´ uniforme, que l’on sou-
met a` la force C
a$
g
U
q
a!
y

s


g avec

y
U5 et

s
U .
A l’origine des temps, on calcule les premiers moments pairs jusqu’a` l’ordre 10.
Afin de de´crire l’e´volution de ce nuage, nous observons, comme dans le chapitre 3, l’e´volu-
tion du grossissement relatif de l’e´mittance RMS dont on rappelle l’expression :
f
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U
D
s
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[
D
[
G
s
q
D
s
ySGzy
Les e´quations d’e´volution des moments D
s
G
[ , D ySGzy et D [ G
s
s’e´crivent alors :
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A l’instant t=0, on connaıˆt tous les moments ne´cessaires a` la de´termination de £  Ł . Par contre,
au cours du temps, nous avons donc besoin de connaıˆtre DQ&G [ et D`Gzy dont leur e´volution est
donne´e par :

 
¡
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s
et D2y [ G [ obe´issant a` :
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On arrive donc a` D2y}¢G [ que l’on peut de´terminer par extrapolation.
A un moment donne´, on a besoin de connaıˆtre un ou plusieurs moments d’ordre supe´rieur a`
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10 pour de´crire l’e´volution de tous les moments, en particulier D
s
G
[ , DySGzy et D [ G
s
. La me´thode
d’extrapolation des moments que l’on a e´tablie permet donc de de´terminer ces moments et ainsi
d’arreˆter l’effet de cascade dans l’e´quation (4.4).
En inte´grant par rapport au temps, on obtient l’e´volution temporelle de £  Ł pas a` pas.
Comparons alors les re´sultats que l’on obtient de cette fac¸on a` ceux trouve´s en prenant un code
multiparticulaire classique applique´ a` notre distribution sur la figure 4-15.
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Fig. 4-15 : Logarithme de´cimal de la variation relative de l’e´mittance pour un nuage de 32000
particules de densite´ uniforme en fonction du temps
On retrouve sans proble`me le re´gime transitoire et le re´gime d’e´quilibre est beaucoup mieux
de´crit que dans le cas de l’approche naı¨ve de´crite au chapitre 3 (voir figure 3-7). Cependant, au
bout d’un temps long, la valeur d’e´quilibre devient instable. Ceci est tre`s problablement duˆ a`
une accumulation d’erreur dans les moments, ceux-ci fluctuant e´norme´ment au cours du temps
(figure 4-16). En effet, la filamentation observe´e sur les nuages de particules au cours du temps
introduit des densite´s projete´es a` plusieurs bosses non de´rivables. Nous savons dans ce cas qu’il
est ne´cessaire de mode´liser plus finement la re´currence entre les polynoˆmes orthogonaux du
paragraphe (2.7.3.1) en l’analysant en termes de sous-suites.
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Fig. 4-16 : Moment D
s
G
[ pour un nuage de 32000 particules de densite´ uniforme en fonction du
temps
Ces moments e´tant obtenus initialement a` partir d’un parame´trage radial et angulaire, on
retrouve alors le meˆme proble`me qu’au chapitre 2, c’est-a`-dire la bonne compre´hension de
l’extrapolation de la re´currence (2.11) en une dimension.
4.5 Conclusion du chapitre
En partant du principe que les poˆles de l’inte´grale de Stieljes doivent caracte´riser l’enveloppe
convexe d’une densite´, nous avons re´ussi a` ge´ne´raliser cette inte´grale en deux dimensions. Puis,
avec un parame´trage de l’espace des phases en coordonne´es polaires, nous nous sommes ra-
mene´s a` l’e´tude d’une densite´ a` partir de ses moments en une seule dimension. Le formalisme
e´tabli au chapitre 2 a alors permis de mettre au point une me´thode d’estimation de l’enveloppe
convexe en deux dimensions d’une distribution de particules soumises a` une force non line´aire,
syme´trique par rapport a` l’origine, uniquement a` partir de ses premiers moments.
De plus, nous avons vu que la pre´cision de cette enveloppe de´pend du nombre de moments
connus : plus on connaıˆt initialement de moments, plus on entoure un maximum de particules
du nuage a` n’importe quel instant de son e´volution. On minimise alors les pertes de particules si
l’on conside`re que cette enveloppe convexe repre´sente l’e´mittance de la distribution dans l’es-
pace des phases. En prenant les premiers moments jusqu’a` l’ordre 10 , ces pertes vont de 2 a`
10 particules pour 10000 dans l’espace
a!F­


g . Certes, nous sommes encore loin des pertes de
l’ordre de une particule pour un milliard de´sire´es dans l’espace a` six dimensions (dans l’e´tude
de faisceaux intenses), mais ceci donne un de´but de re´ponse dans la recherche de la localisation
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des particules dans l’espace transverse d’un faisceau ge´ne´rant une force interne non line´aire.
Enfin, l’extrapolation des moments d’ordre supe´rieur nous a permis d’assurer la fermeture de
l’e´quation d’e´volution des moments. En e´tudiant l’e´volution d’un densite´ uniquement a` partir
des e´quations d’e´volution de ses moments, nous nous sommes retrouve´s face au proble`me de
l’extrapolation de la re´currence des polynoˆmes orthogonaux en une dimension de´ja` rencontre´
au chapitre 2. Nous ne l’avons pas encore totalement re´solu. Ne´anmoins, en une ou deux di-
mensions, le proble`me est bien identifie´ comme e´tant la bonne compre´hension de cette relation
de re´currence en une dimension.
84
Chapitre 5
Mesures de faisceaulogie sur l’acce´le´rateur
GENEPI
5.1 Introduction
5.1.1 Contexte historique
Conforme´ment a` la loi du 30 de´cembre 1991 relative aux recherches sur la gestion des
de´chets radioactifs de haute activite´ et a` vie longue, plusieurs e´tudes sur la se´paration et la
transmutation de ces e´le´ments ont e´te´ mene´es, en particulier des travaux sur la possibilite´ de
leur destruction par fission ou transmutation.
Les e´tudes sur les syste`mes incine´rateurs hybrides s’incrivent dans ce contexte : un re´acteur
hybride est un re´acteur nucle´aire sous-critique associe´ a` une source externe de neutrons. Cette
source de neutrons est ge´ne´ralement fournie par un acce´le´rateur de particules charge´es. Les par-
ticules charge´es produites viennent frapper une cible au centre du coeur du re´acteur et donnent
des neutrons en cassant les noyaux de la cible par spallation. Le but de ces e´tudes est d’e´tablir
les caracte´ristiques de tels syste`mes et d’en e´valuer les potentialite´s [38].
Le programme MUSE (MUltiplication de Source Externe) constitue la composante neutro-
nique expe´rimentale des e´tudes sur ces syste`mes hybrides qui se de´roule aupre`s du re´acteur
de recherche MASURCA (MAquette de SURge´ne´rateur a` CAdarache) du Centre d’Etudes Nu-
cle´aires du CEA a` Cadarache.
L’acce´le´rateur de particules GENEPI (GEne´rateur de NEutrons Pulse´ Intense) a donc e´te´ conc¸u
dans le cadre de ces e´tudes pour en eˆtre la source comple´mentaire de neutrons.
5.1.2 Objectif de notre e´tude
Dans ce chapitre, nous nous attacherons particulie`rement aux caracte´ristiques du faisceau
de particules sortant de GENEPI, a` partir de mesures effectue´es a` l’ISN, avant l’installation de
GENEPI a` Cadarache.
De ce fait, nous ne conside´rerons pas GENEPI en tant que source de neutrons externe associe´e
a` un re´acteur mais seulement en tant que ”simple” acce´le´rateur de particules (c’est-a`-dire sans
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la cible). Pour plus d’informations sur les syte`mes hybrides, nous renvoyons le lecteur aux re´-
fe´rences bibliographiques [39], [40] et [41].
Nous ferons, dans le paragraphe suivant, la description ge´ne´rale de GENEPI. Puis, apre`s quelques
calculs the´oriques sur les faisceaux de particules, nous de´crirons le syste`me de mesures que nous
avons de´veloppe´ pour e´tudier le faisceau. Enfin nous analyserons les re´sultats expe´rimentaux
que nous avons obtenus.
5.2 Description ge´ne´rale de l’acce´le´rateur GENEPI
5.2.1 Ge´ne´ralite´s, spe´cificite´s
Le GEne´rateur de NEutrons Pulse´ Intense (GENEPI) produit des impulsions de neutrons
rapides d’une dure´e de 0.5 a` quelques microsecondes, par l’interme´diaire d’un faisceau pulse´
de deutons (impulsions d’ions de deute´rium D). Ces deutons sont produits par une source, puis
sont focalise´s, acce´le´re´s et transporte´s sur une cible dans laquelle est implante´ du deute´rium (D)
ou du tritium (T) selons les besoins. Les re´actions nucle´aires (D, D) ou (D, T) produisent alors
des neutrons d’e´nergie respective 2.67 MeV et 14.1 MeV.
GENEPI est un acce´le´rateur e´lectrostatique classique, mais ici la production moyenne de neu-
trons est plus faible que pour beaucoup d’autres petites machines. L’originalite´ de GENEPI est
son fonctionnement a` grand courant creˆte d’ions, de l’ordre de 50 mA maximum, avec un temps
de descente de l’impulsion de neutrons de l’ordre de 10 _  seconde.
5.2.2 Constitution de GENEPI
GENEPI est constitue´ successivement :
– de la source d’ions et des e´lectrodes d’extraction et de focalisation ;
– du tube acce´le´rateur ;
– du guide de faisceau comprenant le se´parateur de masse et la ligne de transport jusqu’a` la
cible ;
– de la cible (deute´re´e ou tritie´e) ;
– d’annexes assurant le fonctionnement de l’ensemble : pompes a` vide, alimentations e´lec-
triques, commandes et controˆles.
Les caracte´ristiques comple`tes de ces e´le´ments sont de´crites dans le rapport ”L’acce´le´rateur
GENEPI” [42] ; nous allons les de´crire brie`vement.
5.2.2.1 La source d’ions de deute´rium (deutons)
La source d’ions choisie est de type duoplasmatron [43]. Elle est constitue´e essentiellement
de 3 e´lectrodes dans un milieu contenant du deute´rium, isotope d’hydroge`ne :
– une cathode chaude, e´missive d’e´lectrons ;
– une e´lectrode interme´diaire appele´e coˆne ;
– une anode qui rec¸oit les e´lectrons de la cathode et les ions cre´e´s dans son voisinage par
un arc e´lectrique.
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Lorsqu’une tension entre la cathode et l’anode est applique´e, l’envoi d’une impulsion de tension
positive sur le coˆne de´clenche une de´charge appele´e arc entre la cathode et l’anode : le filament
fournit alors une avalanche d’e´lectrons dans le gaz qui s’ionise. La formation et la disparition du
plasma dues a` cette de´charge sont rapides et la fre´quence de re´pe´tition peut eˆtre de 0 a` 5000 Hz.
Le plasma est donc pulse´. De plus, le coˆne constitue une puissante lentille magne´tique pour les
e´lectrons et focalise ce plasma sur un petit trou situe´ sur l’axe de l’anode. Enfin, une e´lectrode
d’extraction porte´e a` une tension ne´gative q¯® P±°&² (de plus de 50 kV) extrait les ions du plasma
issu de l’anode pour former le faisceau d’ions.
Sans champ magne´tique, la source ne produit pas d’ions. Ce champ est produit par 2 bobines
parcourues par un courant appele´ ”
i!³±´$³¶µ
MTP ”. D’une part, ce champ resserre le plasma dans le trou
de l’anode, d’autre part, il cre´e une e´le´vation locale du potentiel qui conduit une partie des ions
du plasma a` se diriger du coˆte´ de l’anode d’ou` ils pourront eˆtre extraits.
Cette source permet donc de transformer une partie du gaz deute´rium injecte´ en impulsions
de deutons. Le faisceau obtenu est environ compose´ a` 75 % d’ions D R , 25 % d’ions D R
s
et en
plus faible proportion de D R
{
.
5.2.2.2 Le tube acce´le´rateur
C’est un tube acce´le´rateur e´lectrostatique classique de 250 keV maximum, de taille modeste
et transportable, adapte´ spe´cialement pour GENEPI. Il acce´le`re les deutons sortant de l’anode
de la source a` l’e´nergie de´sire´e (en ge´ne´ral entre 150 et 250 keV).
5.2.2.3 Le guide de faisceau
Le long de son transport (sur environ 5 me`tres), le faisceau est contenu par des lentilles de
focalisation et conduit jusqu’a` l’extre´mite´ du guide qui est en forme de ”doigt de gant”.
· L’aimant-spectrome`tre :
C’est un dipoˆle a` 45 degre´s qui se´pare les ions D R des autres ions parasites (de masse
diffe´rente) aussi produits par la source : apre`s le passage a` travers cet aimant, il ne reste
plus que des ions D R dans le faisceau. Il permet aussi de de´tecter des particules associe´es
a` la production des neutrons (particules alphas et protons), pour le monitorage de cette
production.
· Les quadripoˆles Q0, Q1, Q2, Q3 :
Le premier quadripoˆle Q0 est un aimant permanent constitue´ de ferrites. Les suivants
sont des lentilles de focalisation e´lectrostatiques re´glables, sous vide. Ils permettent de
contenir le faisceau et de le ”mettre en forme” afin qu’il ait les caracte´ristiques de´sire´es a`
l’entre´e du doigt de gant.
· Les quadripoˆles Q4 dans le doigt de gant :
Le doigt de gant est un tube rectangulaire conduisant le faisceau jusqu’a` la cible tritie´e
(place´e au coeur du re´acteur a` Cadarache). Ses dimensions, relativement re´duites, ont e´te´
impose´es par la ge´ome´trie du re´acteur. Il contient un syste`me optique (de type FODO)
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forme´ de 6 quadripoˆles e´lectrostatiques identiques Q4 pour focaliser le faisceau et ainsi
limiter au maximum les effets de la charge d’espace.
Une photo du doigt de gant de´monte´ est donne´e sur la figure 5-1.
Fig. 5-1 : Doigt de gant et quadripoˆles Q4
· Les correcteurs de trajectoires : ”steerers” :
Meˆme avec un positionnement pre´cis du mate´riel, il est difficile de centrer le faisceau sur
la cible. Des correcteurs de trajectoire, appele´s ”steerers” ont donc e´te´ dispose´s le long de
la voie de faisceau. Ils sont, soit magne´tiques (STM1(v), STM2(h), STM3(h) et STM3(v)),
soit e´lectriques (STE(v)). Il est alors possible de de´placer le faisceau horizontalement (h)
et verticalement (v) pour le centrer au niveau de la cible. Nous e´tudierons les effets des
steerers STM3(h) et STM3(v) dans le paragraphe (5.5.4).
5.2.2.4 La cible
La cible est situe´e au bout du doigt de gant, elle est au centre du re´acteur ; c’est un disque
de cuivre d’un millime`tre d’e´paisseur, recouvert d’une couche de titane retenant du deute´rium
ou du tritium.
5.2.3 Syste`mes de diagnostic du faisceau
Trois diagnostics sont dispose´s le long du faisceau. Les deux premiers, appele´s D1 et D4,
sont du meˆme type : un translateur introduit dans le faisceau une coupe de Faraday munie d’un
pie`ge a` e´lectrons tandis qu’une petite fente balaye ce faisceau. Ce dispositif permet de relever
le profil de la densite´ radiale du faisceau. D1 est place´ en sortie du tube acce´le´rateur et D4 est
place´ apre`s l’aimant.
Si le faisceau n’est pas intercepte´ par D1 ou D4, il arrive sur le dernier syste`me de mesure,
D6. Celui-ci, positionne´ a` la place de la cible, est plus complexe puisqu’il permet d’effectuer
des mesures d’e´mittance. C’est a` partir de ce syste`me que nous avons fait la pre´sente e´tude. Il
sera de´crit au paragraphe (5.4.1).
Pour les trois syste`mes, il est possible de connaıˆtre simultane´ment le courant moyen, par un
micro-ampe`reme`tre, et le courant instantane´ en fonction du temps avec un oscilloscope.
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L’ensemble GENEPI est repre´sente´ sur la figure 5-2 avec tous les e´le´ments de l’optique et
sur la figure 5-3 avec le syste`me de mesure D6 en bout de doigt de gant.
Fig. 5-2 : Vue en coupe horizontale de l’ensemble GENEPI
Fig. 5-3 : Photo de l’ensemble GENEPI avec le syste`me de diagnostic D6 a` l’ISN
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5.2.3.1 Les re´glages standards
Des re´glages nominaux, dits ”re´glages standards”, des e´le´ments de GENEPI ont e´te´ e´tablis
en fonction de l’e´nergie des ions (de 150 a` 250 keV) pour une intensite´ creˆte maximum sur
la cible. C’est avec ces re´glages que toutes les mesures a` forte intensite´ seront faites. A basse
intensite´, nous verrons que nous avons tre`s le´ge`rement repris ces re´glages.
5.3 Aspects the´oriques
Nous nous plac¸ons dans l’hypothe`se de paraxialite´ du chapitre introductif qui permet de trai-
ter inde´pendamment le mouvement transverse et le mouvement longitudinal d’une particule.
Dans ce chapitre, nous appelerons
e
, l’abscisse curviligne qui repre´sente la position longitudi-
nale de chaque particule. Elle de´finit alors l’axe principal de la structure de la machine. L’e´tude
the´orique qui suit correspond donc au plan transverse
a$F­&¸
g pour un
e
donne´, orthogonal a` l’axe
principal.
5.3.1 Faisceau K-V
Kapchinskij et Vladimirskij ont de´montre´ [44] qu’il existe une distribution ellipsoı¨de dans
l’espace des phases a` quatre dimensions
a!F­&¹º­&¸­Z¸h¹
g qui conduit a` des forces de charge d’espace
parfaitement line´aires a` l’inte´rieur du faisceau. Les particules de cette distribution K-V, sont
uniforme´ment re´parties dans une surface elliptique de dimension 4 [45] :
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¼
est le nombre de particules par me`tre,
½
leur charge et
À
et
Â
les enveloppes du faisceau
dans l’espace transverse
a!F­&¸
g . De plus, les particules ont toutes la meˆme e´nergie transverse.
Dans n’importe quelle projection a` deux dimensions
a!ÇF­&È
g de l’espace des phases
a$F­&
¹
­&¸v­&¸
¹
g ,
cette fonction de distribution devient :
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g vaut  si
ÊtË
¦ et ¦ sinon.
Ainsi les projections dans les espaces
a!F­&
¹
g ,
a$¸­Z¸
¹
g ,
a!F­&¸
g et
a!
¹
­&¸
¹
g forment des ellipses uni-
formes. De plus, le profil transverse est et reste une ellipse uniforme lorsque les forces de fo-
calisation exte´rieures sont line´aires. C’est cette proprie´te´ qui garantit que les forces de charge
d’espace sont line´aires tout au long du transport du faisceau K-V [49].
5.3.2 Emittance diame´trale et e´mittance totale
5.3.2.1 De´finition et objectifs
Conside´rons un faisceau rond, ayant la syme´trie de re´volution dans l’espace transverse
a$»­Z¸
g
et centre´. Par de´finition, on appelle e´mittance diame´trale f , l’e´mittance mesure´e selon un dia-
me`tre du faisceau. Si l’on prend le cas de l’espace des phases
a$F­&
¹
g , ceci signifie que cette
90
Chapitre 5 : Mesures de faisceaulogie sur l’acce´le´rateur GENEPI
e´mittance diame´trale est mesure´e selon

pour
¸
UÌ¦ . L’e´mittance totale  ° dans
a!F­&
¹
g , est
l’e´mittance calcule´e selon

inte´gre´e sur toutes les valeurs de
¸
. A cette e´mittance f , on fait
correspondre une e´mittance RMS ÍÏÎ$Ð .
Nous verrons au paragraphe (5.4.3) que toutes les mesures de faisceaulogie sur GENEPI - en
particulier les mesures d’e´mittance - ont e´te´ effectue´es selon un diame`tre du faisceau et non
sur toute sa surface dans l’espace
a$F­&¸
g ; or, nous voulons remonter a` une information totale en
termes d’e´mittance. C’est pourquoi nous avons cherche´ la relation qui existe entre les e´mittances
diame´trale et totale du faisceau en fonction de sa distribution de particules.
5.3.2.2 Relation entre l’e´mittance diame´trale et l’e´mittance totale
Soit O
a!Ñ
g la densite´ selon le rayon de notre faisceau. On souhaite relier l’e´mittance RMS en
a!F­& ¹
g , Í Î¨Ò et l’e´mittance mesure´e selon un diame`tre Í Î Ð , que l’on appelle aussi e´mittance en
a!Ñf­&Ñ ¹
g [46].
Le faisceau e´tant suppose´ centre´, on a donc Ó
¾Ô
U Ó
 ¹ Ô
U¦ .
· Calcul de l’enveloppe Í
s
°
U
Ó

s
Ô
:
L’e´le´ment de surface dans l’espace des phases est:
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Pour normaliser les inte´grales, on calcule :
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Finalement, on a :
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(5.1)
· Le faisceau ayant la syme´trie de re´volution, celle-ci impose que la vitesse radiale soit
coline´aire au rayon vecteur, soit :
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a une distribution suppose´e inde´pendante des autres variables.
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· Calcul de l’enveloppe Í
s
°dÚ
U Ó

¹
s
Ô
:
Soit u ® l’e´le´ment de ”volume” selon les coordonne´es
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car les variables sont suppose´es inde´pendantes.
La matrice faisceau ( 1.1) dite ”totale” en
a!F­&
¹
g de´crite d’apre`s la distribution diame´trale
s’e´crit : Ü
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Par de´finition, l’e´mittance RMS en
a!F­&
¹
g devient :
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Cas d’une re´partition gaussienne en
a!Ñf­&Ñ
¹
g de la densite´ des ions :
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On calcule que :
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La matrice faisceau en
a!Ñf­&Ñ
¹
g devient donc :
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Et l’e´mittance RMS en
a!Ñf­&Ñ
¹
g vaut :
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Finalement, on trouve :
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Cas d’une densite´ uniforme dans un cercle de rayon ì en
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¹
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On remarque donc qu’il n’y a pas une grande diffe´rence entre le cas gaussien et le cas
uniforme car
s
ï
{
est proche de  ( ð 5¶ ). On estimera donc qu’il y a un facteur é  dans les
calculs entre le e´mittances diame´trale et totale.
Cette relation est e´videmment valable, par raison de syme´trie, entre l’e´mittance totale de´finie
dans l’espace
a$¸­Z¸
¹
g et l’e´mittance diame´trale calcule´e selon
¸
pour

U¦ .
5.3.3 Equation d’enveloppe du faisceau
Soit un faisceau de particules subissant un effet de charge d’espace de densite´ inconnue, ne
subissant pas d’acce´le´ration et ayant la syme´trie elliptique dans l’espace transverse
a$F­&¸
g . On
soumet ce faisceau a` des forces externes de focalisation en

et
¸
. On veut de´terminer l’e´quation
d’enveloppe de ce faisceau de particules.
Pour cela, partons de la de´finition de l’enveloppe RMS ÍÏ° (le calcul est identique pour l’enve-
loppe RMS ÍÏñ en
¸
) et de´rivons-la par rapport a`
e
:
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Soit encore :
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En de´rivant l’e´quation (5.6) et compte tenu de la relation (5.5), il en de´coule :
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ou bien encore :
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En faisant apparaıˆtre l’e´mittance RMS, ÍÎ¨Ò Uó
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, on obtient l’e´quation
d’enveloppe RMS Í° ge´ne´rale :
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Nous avons vu dans le chapitre introductif que l’on supposait les forces de focalisation ne´ces-
saires au guidage du faisceau line´aires. On rappelle alors que la relation fondamentale de la
dynamique s’e´crit :
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° U¦ (5.8)
ou` ô ° repre´sente la force due aux champs e´lectriques et magne´tiques internes cre´e´s a` l’inte´rieur
du faisceau (charge d’espace). Elle est de´finie par [47] :
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õ
° e´tant le champ e´lectrique en

et è ö et ÷ ö les coefficients de Lorentz. Le terme en è
s
ö cor-
respond a` la force magne´tique qui tend a` annuler le terme de charge d’espace pour un fai ceau
relativiste.
En multipliant par

la relation (5.8) et en moyennant sur toute la distribution de particules
du faisceau, on a :
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En combinant les e´quations (5.7) et (5.10), il vient l’e´quation ge´ne´rale de l’enveloppe RMS Í°
sous charge d’espace (c’est la meˆme pour ÍÏñ ) :
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On montre que le terme de force de charge d’espace moyenne Ó

ô
°
Ô
est quasiment inde´pen-
dant (a` quelques dizie`mes de % pre`s) de la forme de la distribution (ayant la syme´trie elliptique)
et qu’il a donc la meˆme valeur que dans le cas d’une distribution K-V [48] :
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ou`
ú
est la perve´ance ge´ne´ralise´e du faisceau de´finie par :
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En remplac¸ant cette expression dans l’e´quation (5.11), il vient les e´quations des enveloppes
RMS Í° et Íñ du faisceau conside´re´ :
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5.3.4 Exemple : cas d’un faisceau rond de densite´ uniforme
Pour le cas particulier d’un faisceau rond de rayon þ [ et de densite´ uniforme sur ce disque,
nous montrons, a` titre d’exemple, la fac¸on dont on obtient le terme de force de l’e´quation (5.11)
introduit pre´cedemment.
Dans ce cas, la densite´ projete´e
ê
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Le champ vaut alors, d’apre`s le theore`me de Gauss :
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Nous reconnaissons la perve´ance
ú
et retrouvons donc le terme de force (5.12) :
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L’e´quation d’enveloppe RMS (5.11) devient donc :
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5.3.5 Notion de faisceau e´quivalent
On peut introduire la notion de faisceau e´quivalent, qui est le faisceau K-V dont les gran-
deurs RMS sont les meˆmes que celles du faisceau e´tudie´. On de´finit alors les enveloppes  et
 du faisceau ainsi que les e´mittances totales  et  telles que [49] :
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Dans ce cas, les e´quations d’enveloppe (5.14) et (5.15) s’e´crivent :
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Dans l’analyse des re´sultats de GENEPI, en particulier les remonte´es d’e´mittance (5.5.7), nous
conside´rerons les enveloppes de faisceau dites a` 2 e´carts-type en  et en  . On choisit de
prendre l’enveloppe comme e´tant  ÍÏ° (ou  Íñ ) pour dimensionner correctement les e´le´ments
d’optique de l’acce´le´rateur.
Cependant, pour des raisons pratiques, on exprimera les e´quations (5.17) et (5.18) en fonction
des e´mittances RMS ÍÎÒ et ÍÎ!ý :
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En effet, nous verrons que l’on peut relier l’e´mittance RMS en

(respectivement en
¸
) et l’e´mit-
tance ge´ome´trique horizontale (respectivement verticale) obtenue expe´rimentalement. Ceci nous
permettra d’e´tablir les e´quations d’enveloppe relatives aux caracte´ristiques du faisceau de GE-
NEPI.
5.4 Le syste`me de mesures D6
Afin de mieux connaıˆtre les caracte´ristiques du faisceau de GENEPI, il a e´te´ de´cide´ de faire
une se´rie de mesures au niveau de la cible, avant que la machine ne soit installe´e aupre`s de
MASURCA. Nous avons donc conc¸u un syste`me de diagnostic simple, rapide et e´conomique
pour mesurer les profils de densite´ au niveau de la source ainsi que l’e´mittance du faisceau [50].
5.4.1 Description du dispositif
Le syste`me de diagnostic D6 de faisceau utilise une plaque a` trous appele´e ”poivrie`re” : en
sortie du doigt de gant, a` 66 mm en amont du positionnement de la cible, on la place perpendi-
culairement a` l’axe du faisceau. Elle est perce´e de petits trous sur deux diame`tres orthogonaux
formant une croix. Deux fentes d’analyse (de 0.2 mm de large), repre´sentant elles aussi une
croix, sont monte´es sur un axe motorise´, appele´ translateur et place´ a` 54 mm en aval de la poi-
vrie`re, de sorte que ces deux fentes soient toujours paralle`les aux lignes correspondant aux trous
de la plaque. Chaque fente est a` l’avant d’une micro-coupe de Faraday qui permet de mesurer
le courant passant a` travers chaque fente (voir les sche´mas de montage figures 5-4 et 5-5).
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Poivriere
Sortie du doigt de gant
Fentes horizontale
et verticale
Translateur
Axe du faisceau
66 mm 54 mm
y
x
Fig. 5-4 : Sche´ma de montage longitudinal
Axe de deplacement
2.5
Φ1.2
du translateur
Poivriere
Fentes de 0.2 mm
Fig. 5-5 : Sche´ma de montage transversal
En ge´ne´ral, on gardera une orientation du translateur de 45 degre´s telle que l’on puisse de´duire
aise´ment les profils diame´traux horizontal et vertical du faisceau (i.e Nord-Ouest ou Nord-Est
sur la figure 5-6). Par abus de langage, on parlera a` l’avenir de fentes et trous ”horizontaux” et
verticaux”.
97
Chapitre 5 : Mesures de faisceaulogie sur l’acce´le´rateur GENEPI
Poivriere
NORD-OUEST NORD NORD-EST
Faisceau sortant
Fentes de
la micro-cage
Translateur
Fig. 5-6 : Orientations possibles du dispositif
Le faisceau passant par les trous de la poivrie`re forme des micro-faisceaux : la micro-coupe de
Faraday verticale balaye les trous horizontaux de la poivrie`re et l’horizontale, les trous verti-
caux. Graˆce a` ce double balayage, on obtient deux successions de pics (selon chaque diame`tre)
donnant les deux profils en intensite´ du faisceau issues des deux lignes de trous de la poivrie`re,
et ceci en un seul de´placement du translateur.
Cependant, si l’on veut le profil du faisceau sur d’autres diame`tres, il suffit de tourner le dis-
positif de 45 degre´s comme on l’a vu sur la figure 5-6 ce qui permettra d’avoir une ide´e plus
pre´cise de la forme du faisceau en sortie d’acce´le´rateur.
A titre d’information, les principales caracte´ristiques du syste`me de diagnostic, en particulier
de la poivrie`re, sont regroupe´es dans le tableau 5-1 :
Nombre de trous total 29
Nombre de trous par axe (celui du milieu confondu) 15
Diame`tre des trous sauf celui du centre 1.2 mm
Diame`tre du trou central 1.6 mm
Distance entre 2 trous d’axe a` axe 2.5 mm
Distance sortie de doigt de gant-poivrie`re 66 mm
Distance poivrie`re-fentes 54 mm
Tableau 5-1 : Principales caracte´ristiques du syste`me de mesure
Le trou du centre avait e´te´ pre´vu plus large que les autres afin de savoir si la poivrie`re et le
syste`me fentes/coupes e´tait dans le meˆme axe et pour mesurer ce de´calage dans le cas contraire.
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Une fois cet e´cart relatif estime´, on aurait alors pu en de´duire la position du faisceau par rapport
a` l’axe de la machine (nous allons voir dans le paragraphe suivant que nous avons proce´de´
autrement pour estimer le de´calage du faisceau).
5.4.2 Les coupes de Faraday
La ge´ome´trie des coupes de Faraday, situe´es derrie`re les fentes d’analyse est un peu parti-
culie`re puisqu’elles ne sont pas totalement syme´triques ; une des 2 coupes (disons la verticale
dans une orientation Nord-Ouest) est divise´e en deux comme on le voit sur la figure 5-7 :
Cage horizontale
en 2 parties
Cage verticale
Fig. 5-7 : Ge´ome´trie des deux micro-coupes de Faraday derrie`re les fentes d’analyse (vue de
haut)
Il y a, en fait, non pas 2 coupes mais 3 coupes de Faraday dans le dispositif de mesures mais
les 2 coupes verticales correspondent aux mesures horizontales. Ces coupes (dont la surface de
re´ception est en cuivre) sont donc de conception relativement sommaire (elles ne posse`dent pas
de repousseur d’e´lectrons) car nous voulons seulement des mesures de courant relatives dans
les deux dimensions.
La conse´quence de cette construction est qu’une partie du faisceau (correspondant a` l’intersec-
tion des deux coupes) n’est pas balaye´e ; on a alors un ”trou” dans le profil horizontal.
On constate aussi que, d’apre`s ce dispositif, quand les deux croix forme´es par les deux se´ries de
trous et les deux fentes coı¨ncident, il y a un maximum d’intensite´ (les deux fentes passent par
tous les trous) ; on a alors deux saturations simultane´es en courant. Nous profiterons de cette
double saturation des micro-coupes de Faraday pour nous repe´rer et savoir si le faisceau est
centre´ ou non par rapport a` l’axe de la machine et pour mesurer ces de´calages en

et en
¸
. Ceci
donnera une information comple´mentaire a` celle de´ja` obtenue de la position du trou central.
On donne en figure 5-8 un exemple de profil horizontal caracte´ristique avec un trou manquant
(duˆ a` la conception des coupes de Faraday) et une zone de saturation (due a` la superposition des
fentes d’analyse et trous).
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Fig. 5-8 : Exemple de profil horizontal (ici a` 200 kV avec un fort courant ; en dixie`me de mm
divise´ par é  en X, unite´s arbitraires en Y).
Enfin, simultane´ment, on peut avoir le courant moyen passant par D6, a` l’aide d’une autre
coupe de Faraday avec pie`geage des e´lectrons.
L’ensemble du syste`me de diagnostic de faisceau en D6 est repre´sente´ sur la figure 5-9 :
Picoampere. V
Codeur
Amplificateur
H  V
Carte d’acquisition
Profil H
Profil V
P.C.
Faraday V
Moteur
Faraday H
Picoampere. D6
Picoampere. H
Poivriere
Mesure du courant moyen sur D6
Fig. 5-9 : Sche´ma d’ensemble du syte`me de diagnostic de faisceau en D6
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5.4.3 Principe des mesures d’e´mittance
Les mesures de profils e´tant uniquement diame´trales, nous allons voir comment l’on re-
construit l’e´mittance dite diame´trale de´finie au paragraphe (5.3.2.1). On cherche donc, a` partir
des releve´s de pics d’intensite´ obtenus, a` reconstruire une ellipse d’e´mittance ge´ome´trique dans
l’espace des phases
a!Ñf­&ÑT¹
g . On utilise l’indice r pour insister sur l’aspect diame´tral des mesures.
Dans la pratique, on utilisera les indices h et v qui correspondent aux diame`tres horizontal et
vertical.
Conside´rons un releve´ selon un diame`tre (qui correspond donc a` une seule se´rie de trous). Le
faisceau pre´sentant une divergence, deux trous conse´cutifs, d’entre-axe 
µ
Md²ºP
 donne´, produisent
deux pics d’entre-axe diffe´rent u
ê
. Cette diffe´rence d’entre-axe permet alors de de´terminer l’in-
clinaison de l’ellipse d’e´mittance (repre´sente´e par le parame`tre
ë
 de l’e´mittance). Par conven-
tion, on prendra
ë

Ô
¦ pour un faisceau convergent et
ë

Ó ¦ pour un faisceau divergent.
Le faisceau ayant une e´mittance non nulle, chaque trou de diame`tre donne´ ² 
´
	
, produit un pic
de largeur u

diffe´rente.
La variation des distances entre les centres de gravite´ des pics releve´s et la distance entre les
trous donne la divergence globale 
Ñ
¹
du faisceau repre´sente´e dans l’espace des phases par la
pente de l’ellipse d’e´mittance.
L’e´largissement des pics u

par rapport au diame`tre des trous de la poivrie`re donne la diver-
gence locale
Ã
Ñ
¹
.
A chaque trou, il correspond donc une bande de faisceau rectangulaire caracte´rise´e par sa di-
vergence locale
Ã
Ñ
¹
et son e´paisseur u

. On reconstitue alors l’e´mittance discre´tise´e forme´e
d’autant de rectangles que de trous exploitables (figure 5-10) [51].
r’
∆r’
r’δ
dx
r’
r
∆r’
dx= φ trou+L δr’
∆+Ldp= φ inter
Fig. 5-10 : Principe de reconstruction de l’e´mittance
A partir de cette discre´tisation, on cherche l’ellipse repre´sentant le mieux possible l’aire de´crite
par tous les rectangles. Cette ellipse repre´sente donc l’e´mittance ge´ome´trique diame´trale d’aire
¿
f et d’e´quation normalise´e (figure 5-11) :
è

Ñ
¹
s


ë

ÑﬂÑ
¹

÷

Ñ
s
U
f
avec pour normalisation è  ÷  q
ë
s

U  .
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r
εr
r’
Fig. 5-11 : Emittance reconstitue´e a` partir du faisceau passant par la poivrie`re.
Nous pouvons donc obtenir a` partir de nos releve´s de profils l’e´mittance diame´trale horizontale
(selon

pour
¸
U¦ ) que nous notons  et l’e´mittance diame´trale verticale (selon
¸
pour

U¦ )
note´e  .
5.5 Re´sultats expe´rimentaux et analyse des mesures
Pour chaque mesure, nous avons releve´ les profils horizontaux et verticaux en D6 mais aussi
les profils en D1 et D4 ainsi que les intensite´s creˆtes et moyennes a` ces trois endroits.
Les mesures de profils que nous avons effectue´es avec le syste`me de diagnostic D6 nous ont
permis de connaıˆtre imme´diatemment quelques caracte´ristiques de GENEPI : la ge´ome´trie de
son faisceau, le taux de transmission de la machine. Elles ont aussi permis l’ame´lioration des
re´glages de l’optique ; elles ont surtout permis de reconstituer l’e´mittance du faisceau dans les
plans horizontaux et verticaux a` partir du principe de´crit au paragraphe (5.4.3).
5.5.1 Position et taille du faisceau en sortie du doigt de gant
L’acce´le´rateur GENEPI est conc¸u spe´cifiquement pour la re´alisation des expe´riences de neu-
tronique dans le re´acteur Masurca situe´ a` Cadarache. Dans le cas de la production de neutrons,
il est donc important de connaıˆtre la ge´ome´trie du faisceau arrivant sur la cible dans laquelle est
implante´ le deute´rium (ou le tritium) afin d’en e´valuer son usure. En effet, le deute´rium (ou le
tritium) e´tant en quantite´ limite´e sur la cible, celle-ci produira plus ou moins de re´actions avec
les deutons issus de l’acce´le´rateur en fonction de la position du faisceau au cours du temps [39].
Notre syste`me de mesure D6 e´tant monte´ a` la place de la cible, on peut donc avoir une ide´e
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de la position du faisceau qui arrivera au niveau de la cible lors des expe´riences pre´vues a` Ca-
darache.
Afin de de´terminer la position transverse du faisceau par rapport a` l’axe de la machine, nous
nous sommes servis des caracte´ristiques me´caniques de construction vues au paragraphe (5.4.2).
En localisant leur conse´quence (la double saturation et le trou dans les profils), nous en avons
de´duit que le faisceau est centre´ dans le plan horizontal et qu’il est de´cale´ de 4 a` 5 mm vers le
haut par rapport a` l’axe de la machine.
A chaque de´montage, on a regarde´ la tache que faisait le faisceau sur les diffe´rents e´le´ments
de la machine (voir figure 5-12). Meˆme si ces taches sont le re´sultat d’un grand nombre de
re´glages, elles ont permis de voir que le faisceau n’e´tait pas totalement de´centre´.
Fig. 5-12 : Tache du faisceau sur la poivrie`re
Sur la cible, avant les mesures en D6, la tache e´tait de forme elliptique de 19 mm d’axe hori-
zontal et 12 mm d’axe vertical.
Sur la poivrie`re, elle a la meˆme forme mais sa taille est de 26 mm  20 mm. On constate aussi
qu’elle est de´cale´e vers le haut ce qui est confirme´ par les profils, au niveau des fentes ou` la
taille du faisceau est de l’ordre de 30 mm  25 mm.
D’apre`s les profils horizontaux et verticaux obtenus, on peut de´duire que le faisceau est gros-
sie`rement a` syme´trie de re´volution dans l’espace transverse. De´sormais, nous supposerons donc
que le faisceau est rond dans l’espace transverse.
5.5.2 Reprise des re´glages a` basse intensite´
A basse intensite´, les profils obtenus (dans les deux dimensions) sont tre`s e´tale´s et dispa-
rates. Comme nous l’avons vu, il est pre´fe´rable d’avoir des profils de faisceau plus concentre´s au
niveau de la cible afin de la bombarder sur une re´gion limite´e et connue et donc d’”e´conomiser”
la cible. C’est la raison pour laquelle nous avons repris les re´glages de l’optique a` faible courant.
Les e´le´ments les plus sensibles sont la tension d’extraction ® P±°&² et la tension des quadripoˆles du
doigt de gant Q4. Par simplicite´, on se limite volontairement a` ne reprendre a` chaque fois qu’une
seule tension, ® P±°&² . Les valeurs des tensions d’extraction obtenues pour un faisceau concentre´
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sont donne´es dans le tableau 5-2 en fonction de l’intensite´ dans la bobine magne´tique du duo-
plasmatron
i$³±´!³¶µ
MP (qui permet de faire varier l’intensite´ creˆte du faisceau).
Energie (keV)
i!³±´!³¶µ
MP =1.5 A
i!³±´!³¶µ
MTP =2 A
i!³±´!³¶µ
MTP =2.5 A
180 16 19 24
190 17.8 / /
200 20 23 28
220 23 / /
230 25.5 29 36.2
Tableau 5-2 : Re´glages de la tension d’extraction a` basse intensite´ en kV
Au-dela` de
i!³±´$³¶µ
MTP =2.5 A, on retrouve les valeurs ® Pâ°&² des re´glages standards.
La figure 5-13 montre la diffe´rence entre deux profils dont l’extraction est reprise en fonction
du tableau 5-2 (en unite´s arbitraires a` 200 keV et 2mA) :
Fig. 5-13 : Profils horizontaux avec l’extraction non reprise (a` g.) puis reprise (a` d.)
Si l’on reprend a` la fois la tension aux bornes de Q4 et celle de l’extraction ® P±°&² , on obtient un
faisceau tre`s concentre´ et intense, ce qui aurait pour conse´quence de de´te´riorer pre´mature´ment
la cible au cours des expe´riences relatives a` la production de neutrons.
Dore´navant, a` basse intensite´, nous ne conside´rerons que les profils dont la tension d’extrac-
tion ® Pâ°&² a e´te´ reprise.
En outre, nous allons, dans le paragraphe suivant, montrer que le fait de modifier cette tension
ame´liore le taux de transmission du faisceau tout le long de la machine.
5.5.3 Taux de transmission en D  entre les diffe´rents diagnostics
Pour un grand nombre de mesures, on a releve´ les courants creˆte et moyen non seulement
en D6 mais aussi aux diagnostics D1 et D4. Ces donne´es nous ont permis d’e´valuer le taux de
transmission de la machine dans sa globalite´ (de D1 a` D4, D4 a` D6 et D1 a` D6).
Dans ces calculs de taux, on a tenu compte de l’effet de se´paration de l’aimant : en sortie
104
Chapitre 5 : Mesures de faisceaulogie sur l’acce´le´rateur GENEPI
de source, il y a dans le faisceau environ 75 % de D R , les autres 25 % e´tant principalement des
ions D R
s
et des D R
{
en plus faible proportion. L’aimant, place´ apre`s le diagnostic D4, a pour effet
de se´parer les ions D R des autres ions.
5.5.3.1 A faible intensite´
Dans ce cas, le taux de transmission de D R est quasiment le meˆme quelle que soit l’e´nergie
des ions (mesures faites de 180 a` 230 keV). A titre de comparaison, on a mis dans le tableau
ci-dessous les taux obtenus avant et apre`s la reprise de la tension d’extraction pour un courant
moyen en sortie du doigt de gant de l’ordre de 2 mA :
®
P±°&² D1  D4 D4  D6 D1  D6
Non reprise 36 % 74 % 27 %
Reprise 39 % 95 % 37 %
Tableau 5-3 : Taux de transmission des ions D R a` faible courant
On constate donc que le taux de transmission de D R est tre`s nettement ame´liore´ entre D4 et D6
apre`s adaptation de l’extraction meˆme s’il reste plutoˆt modeste.
Notons que la machine a e´te´ initialement conc¸ue pour des courants exclusivement forts, elle
n’est donc pas ne´cessairement adapte´e a` des faisceaux de faible intensite´.
5.5.3.2 A forte intensite´
Selon l’e´nergie, le taux de transmission a` forte intensite´ varie le´ge`rement :
Energie keV
ü
 (mA) D1  D4 D4  D6 D1  D6
180 39 67 % 78 % 52 %
200 42 70 % 80 % 56 %
230 46 74 % 81 % 60 %
Tableau 5-4 : Taux de transmission des ions D R a` fort courant
ou`
ü
 repre´sente le courant moyen mesure´ en D6.
Les faibles taux de transmission entre les diagnostics D1 et D4 peuvent s’expliquer par le fait
que le faisceau touche les parois et est donc ”diaphragme´” comme on pourra le voir dans le
paragraphe (5.5.7) sur les calculs de remonte´e des mesures d’e´mittance.
En effet, sur les figures 5-18 a` 5-24, on constate que la dimension de l’enveloppe du faisceau est
importante (parfois plus grande que le rayon de gorge des quadripoˆles), le faisceau tape alors
dans les parois et est perdu.
105
Chapitre 5 : Mesures de faisceaulogie sur l’acce´le´rateur GENEPI
5.5.4 Etalonnage des steerers magne´tiques
Le faisceau, dans la dimension horizontale, est presque centre´ a` fort courant (et avec les
re´glages standards) alors qu’en vertical, il est de´cale´ de quelques millime`tres par rapport a` l’axe
de la machine. Pour un re´glage donne´ (e´nergie des ions, intensite´ du faisceau) a` fort courant,
on retrouve toujours quasiment le meˆme de´centrage au cours des diffe´rentes se´ries de mesures.
L’acce´le´rateur reste donc stable au cours du temps en ce qui concerne la position du faisceau.
Pour une e´nergie donne´e, ce sera donc probablement toujours la meˆme partie de la cible qui
sera touche´e par le faisceau pendant la production de neutrons : cette partie s’use sous l’impact
du faisceau et le taux de production finit alors par diminuer. Le faisceau n’occupant pas toute la
surface de la cible, il est possible de le de´caler le´ge`rement afin qu’il bombarde une autre re´gion
de la cible en utilisant les steerers magne´tiques place´s a` l’entre´e du doigt de gant. De´placer le
faisceau peut alors conduire a` un changement dans le taux de production des neutrons.
On de´cale le faisceau horizontalement avec le steerer vertical STM3(v) et verticalement avec
celui horizontal STM3(h).
Afin de pouvoir jouer sur ces steerers quelque soit intensite´ du faisceau, nous avons donc e´ta-
lonne´ leurs effets ; a` chaque e´nergie, on se place dans le cas des re´glages standards et l’on n’agit
que sur l’un ou l’autre des steerers. On en de´duit alors le de´placement relatif du faisceau en
horizontal et en vertical en mm/A.
5.5.4.1 Etalonnage du steerer magne´tique horizontal : STM3(h)
Le de´placement du faisceau au niveau de la cible en fonction de l’e´nergie des ions
õ
E`P est
repre´sente´ pour le steerer STM3(h) sur la figure 5-14.
Fig. 5-14 : Etalonnage du steerer STM3(h)
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Sous l’effet de correcteurs de trajectoire magne´tiques, le de´placement the´orique du faisceau est
une loi en ï ﬀﬂﬁ
ﬃ ou`
õ
EjP
 est l’e´nergie des ions et
ü
³
, l’intensite´ dans les bobines du steerer. On
trouve un ajustement selon cette loi, en bon accord avec les mesures expe´rimentales, valables
pour le steerer STM3(h). Ceci donne pour le de´placement u du faisceau a` faible courant :
u
ð
ü
³

í

é
õ
E`P
avec u en mm,
ü
³
en A et
õ
E`P en keV.
Nous avons ve´rifier que cet e´talonnage de ce steerer est inde´pendant de l’intensite´ du faisceau
de particules.
5.5.4.2 Etalonnage du steerer magne´tique vertical : STM3(v)
On retrouve la meˆme loi d’e´talonnage que pre´ce´demment pour le steerer STM3(v) (a` quelques
% pre`s) quelque soit l’intensite´ du faisceau :
u
ð
ü
³

í5í
é
õ
E`P
Le de´placement du faisceau au niveau de la cible en fonction de l’e´nergie des ions
õ
E`P est
repre´sente´ pour le steerer STM3(v) sur la figure 5-15.
Fig. 5-15 : Etalonnage du steerer STM3(v)
5.5.5 Comparaison des profils a` faible et forte intensite´
A 230 keV, on trace les profils a` basse et haute intensite´ en normalisant les courbes en am-
plitude. L’optique correspond aux re´glages standards et est la meˆme a` forte et faible intensite´
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sauf la tension d’extraction qui a e´te´ reprise a` faible courant comme on l’a vu pre´ce´demment.
On constate que, sous l’effet de la charge d’espace, les profils s’e´largissent de manie`re tre`s sen-
sible, de l’ordre de 60% dans les deux dimensions (voir figures 5-16 et 5-17).
Fig. 5-16 : Profils horizontaux a` 230 keV
Fig. 5-17 : Profils verticaux a` 230 keV
A forte intensite´, les profils horizontaux et verticaux selon les rayons (ou` les mesures ont e´te´
faites) peuvent eˆtre assimile´s a` des profils gaussiens quelque soit l’e´nergie. On peut donc en
de´duire que le profil complet est gaussien.
A basse intensite´, on a aussi en ge´ne´ral des gaussiennes comme on peut le voir dans l’exemple
ci-dessus.
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5.5.6 Mesures d’e´mittance a` faible et forte intensite´
A partir des profils ”radiaux” mesure´s horizontalement et verticalement, on reconstitue les
e´mittances elliptiques radiales  et  approche´es selon le principe de reconstruction du pa-
ragraphe (5.4.3). Les e´mittances obtenues sont donc des ellipses ge´ome´triques dont l’aire vaut
¿
 et ¿  . A ces e´mittances, on fait correspondre des e´mittances RMS ÍÏÎﬂ et ÍÎﬂ! que l’on de´-
termine selon la forme de la densite´ du faisceau et la proportion de particules contenues dans les
ellipses de surface ¿  et ¿  . On de´duit aussi de ces e´mittances ge´ome´triques les enveloppes
de faisceau au niveau de la poivrie`re
õ
X et de la cible
õ#"
µ.³
H P ainsi que la divergence du faisceau
õ
¹
.
5.5.6.1 A faible intensite´
Les re´sultats obtenus sont dans le tableau 5-5.
õ
E`P
ü$"

P±²¶P Axe
õ
X
õ%"
µ ³
H P
õ
¹

ë
è
(keV) (mA) (mm) (mm) (mrad) (mm mrad) (m)
180 2 Horiz. 10.3 10 6.1 53 0.77 2.00
Vert. 10.8 8.2 42.4 201.2 2.044 0.579
200 2 Horiz. 11.4 11.2 6.6 61.4 0.7 2.11
Vert. 9.9 7.1 45.2 177.2 2.310 0.553
230 2 Horiz. 8.8 8.6 5.5 39.3 0.5 1.93
Vert. 8.9 7.2 29.6 127 1.816 0.623
Tableau 5-5 : Calcul d’e´mittance a` bas courant
On constate que les e´mittances dans les deux dimensions varient beaucoup (d’un facteur 4 en-
viron) et que les parame`tres d’ellipse varient beaucoup d’une mesure a` l’autre. Cependant, ces
parame`tres e´tant tre`s sensibles, on s’attache aux enveloppes de faisceau et a` sa divergence qui
sont des parame`tres plus significatifs : on constate que le faisceau est grossie`rement a` syme´-
trie de re´volution avec un diame`tre de l’ordre de 10 mm au niveau de la poivrie`re, ce qui est
raisonnable. En revanche, au niveau de la cible, le faisceau se de´forme le´ge`rement sous l’effet
de la divergence verticale. Ceci est probablement duˆ a` un effet de diaphragme en vertical qui
coupe une partie du faisceau et aboutit a` une mesure d’e´mittance peu fiable. De plus, les pics
des releve´s obtenus a` faible intensite´ se superposent le´ge`rement ce qui rend difficile leur lecture
et donc la reconstruction de l’e´mittance correspondante.
5.5.6.2 A forte intensite´
La reconstitution de l’e´mittance radiale a` forte intensite´ donne les re´sultats suivants :
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õ
E`P
ü$"

P±²¶P Axe
õ
X
õ%"
µ ³
H P
õ
¹

ë
è
(keV) (mA) (mm) (mm) (mrad) (mm mrad) (m)
180 30 Horiz. 16.5 15.9 18 250 0.641 1.09
Vert. 16 14.1 32 225 2.04 1.14
200 34 Horiz. 17.2 16.3 20.8 278 0.810 1.064
Vert. 18.4 16.3 34.4 252 2.304 1.343
230 38 Horiz. 16 15.2 22 286 0.717 0.895
Vert. 17.2 14.8 40 260 2.494 1.15
Tableau 5-6 : Calcul d’e´mittance a` fort courant
A forte intensite´, les e´mittances  et  sont comparables a` 10 % pre`s ainsi que les enveloppes
de faisceau horizontale et verticale : le faisceau est donc rond non seulement au niveau de la
poivrie`re mais aussi au niveau de la cible. Une fois encore, bien que les parame`tres d’ellipse
(
ë
, è ) varient beaucoup d’une mesure a` l’autre, les enveloppes
õ
X ,
õ#"
µ.³
H P et
õ
¹
restent stables et
cohe´rentes.
5.5.6.3 Emittance RMS
Les figures 5-16 et 5-17 nous montrent que la distribution des particules est gaussienne selon
Ñ
; on suppose qu’elle l’est e´galement en
Ñ
¹
. Si O est la proportion de particules du faisceau dans
l’ellipse ge´ome´trique ¿ f (
Ñ
repre´sentant & ou
È
), on peut alors montrer que la valeur de O est
donne´e par [52] :
O
U 
q
æ
"ê
Å
q
ﬂ
ÍÎ!Ð
Æ (5.21)
Dans ce cas, ÍÎ Ð est l’e´cart type de la distribution des particules.
Dans notre e´tude, les ellipses ge´ome´triques correspondant aux e´mittances radiales, obtenues
par reconstitution (que ce soit horizontalement ou verticalement), incluent pre`s de 95 % des
particules du faisceaux. En appliquant (5.21), ceci correspond a` une ellipse de surface ¿ ﬂ U
¿
í
ÍÎ
Ð , soit :
ÍÎ$Ð
U
f
í
(5.22)
5.5.7 Calculs de la forme du faisceau par remonte´e en amont des mesures
d’e´mittance
On constate expe´rimentalement que le faisceau est de densite´ gaussienne ; en reconstituant
l’e´mittance elliptique, on constate qu’elle contient environ 95 % de ce faisceau gaussien, ce qui
a donne´ la relation (5.22) :
ÍÎ
Ð
U


í
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On constate e´galement que sur la cible, le faisceau est, grossie`rement, de re´volution. Nous avons
vu que ceci permet de relier approximativement l’e´mittance RMS diame´trale a` l’e´mittance RMS
totale en

ou en
¸
selon l’e´quation (5.3) :
ÍÎ!Ð U
é
 ÍÎ Ò
Les e´quations d’enveloppe transverse (5.19) et (5.20) deviennent donc en fonction de l’e´mit-
tance mesure´e horizontalement et verticalement :

¹z¹

°
a!e
g

q

ú


q
¥

{
Å

í
é

Æ
s
U¦ (5.23)

¹ ¹
#
ñ
a!e
g

q

ú



q
¥

{
Å

í
é

Æ
s
U¦ (5.24)
A partir de l’e´mittance du faisceau a` la cible, on peut calculer la forme de l’enveloppe de ce
faisceau par remonte´e en amont le long du guidage. Pour cela, nous avons utilise´ un code de
calcul sous charge d’espace, ”Sacherer”, base´ sur les e´quations d’enveloppe modifie´es (5.19)
et (5.20) dont les parame`tres principaux sont l’optique de la machine et les caracte´ristiques du
faisceau sous la forme du triplet (
ë
, è ,
 ). On a e´galement ve´rifie´, au moins dans notre cas, que
le code de calcul e´tait re´versible.
On a remonte´ les mesures d’e´mittance de la sortie du doigt de gant au quadripoˆle Q1 pour
les 3 e´nergies, 180, 200, 230 keV a` fort et bas courant. On ne remonte donc pas comple`tement
le faisceau jusqu’en sortie du tube acce´le´rateur puisque l’on ne conside`re pas le premier qua-
dripoˆle Q0 alors que dans toutes les mesures, Q0 e´tait bien pre´sent : ce quadripoˆle a e´te´ ajoute´
ulte´rieurement pour corriger une le´ge`re dissyme´trie du faisceau et l’on ne connaissait pas ses
caracte´ristiques ; de ce fait, nous n’avons pas pu l’inclure dans nos remonte´es de faisceaux.
A bas courant (ici 2 mA), la tension d’extraction ® P±°&² est reprise comme on l’a vue au para-
graphe (5.5.2).
Sur chaque graphe, on visualise en ordonne´e positive l’enveloppe du faisceau dans le demi-
plan vertical et en ordonne´e ne´gative, l’enveloppe du faisceau dans le demi-plan horizontal (en
me`tre).
Rappelons que ces enveloppes ont e´te´ trace´es a` chaque fois a` 2 e´carts-type Í° (ou Íñ ).
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5.5.7.1 Remonte´e des e´mittances a` 180 keV
A 180 keV et a` forte intensite´, le courant creˆte est de 30 mA.
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Fig. 5-18 : A 2 mA, re´glages standards Fig. 5-19 : A 30 mA, re´glages standards
Mesure avec Q0 en sortie de tube Mesure avec Q0 en sortie de tube
5.5.7.2 Remonte´e des e´mittances a` 200 keV
A 200 keV et a` forte intensite´, le courant creˆte est de 34 mA.
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Fig. 5-20 : A 2 mA, re´glages standards Fig. 5-21 : A 34 mA, re´glages standards
Mesure avec Q0 en sortie de tube Mesure avec Q0 en sortie de tube
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5.5.7.3 Remonte´e des e´mittances a` 230 keV
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Fig. 5-22 : A 2 mA, re´glages standards ; mesure avec Q0 en sortie de tube
A 230 keV et a` forte intensite´, le courant creˆte est de 38 mA.
Les re´glages the´oriques initiaux, ayant servis a` la conception de la machine, e´taient pre´vus avec
un faisceau, en sortie du tube acce´le´rateur, suppose´ rond dans l’espace transverse, d’intensite´
50 mA et d’e´nergie 250 keV. Bien que, dans ces simulations, Q0 n’apparaisse pas, nous avons
repre´sente´ figure 5-23 la remonte´e correspondant a` ces re´glages pour la comparer a` celle issue
des mesures 5-24.
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Fig. 5-23 : Re´glages the´oriques initiaux Fig. 5-24 : A 38 mA, re´glages standards
Simulation sans Q0 Mesure avec Q0 en sortie de tube
5.5.7.4 Conclusion
A bas courant, les remonte´es des mesures d’e´mittance semblent tre`s correctes et cohe´rentes
meˆme si nous ne pouvons pas les comparer avec des re´glages the´oriques correspondant a` une
faible intensite´ (aucun calcul n’ayant e´te´ fait a` bas courant).
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A forte intensite´ et quelle que soit l’e´nergie, les enveloppes de faisceau ont toujours des di-
mensions raisonnables. En effet, si on les compare (Fig. 5-19 ou Fig. 5-21) a` la remonte´e du
faisceau the´orique (qui correspondait a` un faisceau rond a` 250 keV et 50 mA, Fig. 5-23), on
constate que, en sortie de source, les dimensions en ) et * sont sensiblement les meˆmes.
De plus, nous n’avons pas tenu compte du premier quadripoˆle Q0 - dont on ne connaıˆt pas la
distance focale exacte - situe´ apre`s la source dans les remonte´es des mesures : assimile´ a` une
lentille mince, on trouve que Q0 doit avoir une distance focale de 1.40 m environ pour rendre
le faisceau remonte´ de re´volution en sortie de tube (ce qui est vraisemblable puisque la distance
focale re´elle de Q0, mal connue, est du meˆme ordre de grandeur, environ 1 m).
5.6 Conclusion du chapitre
Les mesures de faisceaulogie en sortie du doigt de gant ont permis d’e´tablir quelques ca-
racte´ristiques de GENEPI telles que la taille approche´e du faisceau de deutons, son taux de
transmission a` faible et fort courant, l’e´talonnage des ”steerers” principaux et le type de densite´
de profils. De plus, en reprenant les re´glages de la machine a` basse intensite´, celle-ci a produit
un faisceau de deutons exploitable et concentre´, ce qui n’e´tait pas pre´vu lors de la conception de
GENEPI puisque les e´tudes avant sa construction n’avaient e´te´ re´alise´es que pour des faisceaux
de fort courant.
La conception de la machine a e´te´ faite uniquement sur des estimations des parame`tres fais-
ceaux en sortie du tube acce´le´rateur (nous n’avions pas de mesures d’e´mittances pour aider a`
la conception). Ces parame`tres avaient e´te´ obtenus par une mode´lisation et une simulation de
l’ensemble source/tube acce´le´rateur a` fort courant. En outre, les calculs de transport de faisceau
avaient e´te´ re´alise´s principalement par des codes d’enveloppe mais e´galement particulaires.
La diffe´rence entre les valeurs des re´glages the´oriques et les vrais re´glages s’explique par une
diffe´rence (mode´re´e) entre les e´mittances suppose´e et mesure´e en sortie du tube acce´le´rateur.
Ceci explique ainsi la ne´cessite´ du quadripoˆle Q0, non pre´vu initialement.
Par contre, on constate un excellent accord entre les calculs the´oriques initiaux (qui avaient servi
a` concevoir l’acce´le´rateur) et les re´sultats expe´rimentaux (obtenus par remonte´e d’e´mittance)
de`s l’instant ou` l’on conside`re les bons parame`tres faisceaux.
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La premie`re partie de cette the`se, d’un contenu purement the´orique, a e´te´ motive´e par le
besoin de calculs extreˆmement pre´cis dans le domaine des acce´le´rateurs de haute intensite´ ou`
les particules sont soumises a` des forces non line´aires. Plus particulie`rement, notre motiva-
tion initiale a e´te´ de disposer d’outils a` la fois moins lourds et plus re´alistes que les me´thodes
courantes, telles que la simulation multiparticulaire ou l’utilisation du mode`le coeur-particule.
De´crire l’e´volution d’une distribution de particules a` partir de l’e´tude de la dynamique de ses
parame`tres statistiques (me´thode de moments) est donc apparu le´gitime. Nous avons alors sup-
pose´ que nous ne connaissions qu’un nombre limite´ de ces moments.
Certaines e´tudes mene´es dans d’autres laboratoires sont base´es sur une troncature qui est ir-
re´aliste (les moments d’ordre supe´rieur sont suppose´s nuls a` partir d’un certain ordre) et qui
conduit a` des re´sultats non-satisfaisants. Bien que l’outil mathe´matique de´veloppe´ dans ce cadre
soit lourd, il ne re´soud pas le proble`me car la mode´lisation de de´part est incorrecte.
Afin de cerner et de comprendre la re´elle proble´matique d’une e´ventuelle me´thode de moments,
nous nous sommes place´s dans le cas d’un faisceau cylindrique non acce´le´re´, ayant des dis-
tributions syme´triques de particules, et soumis a` des forces non line´aires. Dans ce cas, l’e´tude
s’est restreinte au cadre d’un espace de phases de dimension 2. Cette simplification n’est pas
aussi limitative qu’il n’y paraıˆt car elle inclut les difficulte´s majeures du proble`me comme, par
exemple, la filamentation du faisceau qui est de nature topologique.
Nous avons tout d’abord montre´ que remplacer une densite´ donne´e par un jeu de macropar-
ticules issues des meˆmes moments (jusqu’a` un ordre donne´) e´tait possible mais ne permettait
pas d’e´tudier son e´volution correctement. La raison pour laquelle cette mode´lisation n’est pas
valable est le fait que les moments d’ordre supe´rieur, ici non nuls, sont toujours mal extrapole´s.
Les deux proble`mes cle´s sont, a` partir d’un nombre fini de moments, de de´terminer ou` sont
localise´es les particules et quel est le profil de densite´. Nous avons pre´sente´ comment aborder
le proble`me de manie`re plus fondamentale. Une importante e´tude pre´liminaire en dimension 1,
nous a permis de montrer que l’outil fondamental e´tait l’utilisation des polynoˆmes orthogonaux
de la densite´ que nous avons de´duits simplement a` partir des moments. Nous nous sommes at-
tache´s a` extrapoler les polynoˆmes orthogonaux de degre´ supe´rieur a` partir des premiers de´duits.
Au cours de cette e´tude, nous avons naturellement introduit l’approximant de Pade´ d’une inte´-
grale particulie`re, l’inte´grale de Stieljes relative a` cette densite´. Nous avons alors e´tabli que les
poˆles de cet approximant e´taient aussi les ze´ros des polynoˆmes orthogonaux. D’une part, ces
derniers caracte´risant l’enveloppe convexe de la densite´ et, d’autre part, l’inte´grale de Stieljes
pouvant s’exprimer par la somme a` l’infini des moments, nous avons conclu, en se donnant
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les premiers moments d’une densite´, que nous pouvions obtenir l’enveloppe convexe ou` sont
confine´es les particules.
Nous avons alors montre´ comment l’e´tude de cette enveloppe convexe dans l’espace de phases
de dimension 2 se ramenait a` un cas plus simple en dimension 1, obtenu en observant la distri-
bution conside´re´e sous tous les angles possibles. Physiquement, l’outil de Stieljes relatif a` une
densite´ s’interpre`te alors comme un observateur place´ a` grande distance du domaine et le de´cri-
vant de manie`re globale. Nous avons aussi montre´ l’existence de proprie´te´s de convergence dans
les coefficients de la relation de re´currence reliant trois polynoˆmes orthogonaux successifs, ce
qui a permis d’extrapoler les polynoˆmes orthogonaux d’ordre supe´rieur de manie`re plus re´aliste
et ainsi de re´soudre les deux proble`mes cle´s de´ja` cite´s. Le domaine a pu eˆtre alors estime´ par
l’e´tude du comportement asymptotique des coefficients de recurrence entre les polynoˆmes.
Bilan et perspectives de la partie the´orique : cette e´tude repose sur des objets et des outils (no-
tamment mathe´matiques) rarement utilise´s dans le domaine de la physique des acce´le´rateurs si
bien que l’on rede´couvre parfois certains points peut-eˆtre mieux connus dans d’autres domaines.
Cependant, elle a permis de mieux comprendre et de poser le proble`me de la description d’une
densite´ a` partir de ses moments dans un cadre non restrictif puis de fournir un outillage mathe´-
matique de base adapte´. L’application a` la simulation d’acce´le´rateur semble encore difficile a`
ce jour, mais on comprend pourquoi le passage a` un espace des phases a` six dimensions est si
ardu. Cette e´tude a donc permis de cerner les limites et les difficulte´s associe´es au proble`me des
moments.
Par contre, on peut penser que pour la description de la densite´, les proprie´te´s asymptotiques
des outils employe´s pourront permettre d’aborder des proble`mes varie´s comme le traitement
d’images ou encore l’e´lectrostatique.
Nous avons pre´sente´ dans une deuxie`me partie, beaucoup plus expe´rimentale, l’acce´le´rateur
de forte intensite´ GENEPI. Graˆce a` un mesureur de profils simplifie´, certaines des caracte´ris-
tiques principales du faisceau de GENEPI ont pu eˆtre de´termine´es rapidement. Ceci a permis
de calibrer le faisceau de la machine. Ces donne´es seront utiles au cours des expe´riences a` Ca-
darache, notamment pour de´placer le faisceau et e´valuer son impact sur la cible tritie´e.
L’analyse de ces mesures (en particulier d’e´mittance) effectue´es en sortie de la machine a permis
de valider expe´rimentalement les calculs the´oriques initiaux mis en oeuvre pour sa conception.
Aujourd’hui, l’ensemble des outils et des parame`tres de conception et de fonctionnement de
GENEPI sont donc bien maıˆtrise´s ce qui sera utile dans l’e´ventualite´ de la construction d’une
deuxie`me machine de ge´ome´trie quelque peu diffe´rente.
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Annexe A
L’algorithme PDA
Nous pre´sentons l’algorithme P.D.A., introduit au paragraphe (2.4) puis utilise´ dans notre
approche naı¨ve au chapitre 2. Il permet d’obtenir n couples de poids/points ( +-, , )., ) caracte´risant
une densite´ / , de´finie positive sur 0 , a` partir de ses 2n premiers moments non nuls 132 , tels que :
14265
798
)
2
/;:<)>=@?A)B5 C
D
,@EGF
+-,H)
2
,
La de´termination de ces couples se de´roule en deux e´tapes : dans un premier temps, on trans-
forme les moments 1>I , 1JF , 14K , ..., 13K
C
de la densite´ / en une se´rie de coefficients LMF , LJK , ...,
LNK
CPO
F selon l’algorithme P.D.A. ; la deuxie`me e´tape est l’utilisation de ces coefficients pour
construire une matrice tridiagonale. En diagonalisant cette matrice, on trouve les )., qui en sont
les valeurs propres. Les +A, de´pendent des e´le´ments de la matrice des vecteurs propres.
La validite´ de cette construction a e´te´ de´montre´e par Gordon en 1968.
Coefficients Q;R : Product Difference Algorithm
Pour de´terminer ces coefficients, on construit un tableau triangulaire S%TVU , , en fonction des
moments 1 de / , obe´issant aux contraintes suivantes :
– la premie`re colonne est initialise´e a` 0 sauf le premier terme S F@UWF qui vaut 1 ;
– les e´le´ments de la deuxie`me colonne sont :
S%TVU KX5Y:[Z]\=
TV^F
1>TV^_F avec `J5ba.cPdVdVdecfgihj\
– les colonnes suivantes sont remplies avec la relation de re´currence ci-dessous :
S
TVU ,
5kS
FlU ,[^F
S
T
O
F@U ,m^-K
ZnS
F@U ,[^9K
S
T
O
FlU ,[^F
Par exemple, le tableau obtenu en conside´rant les quatre premiers moments a la forme suivante :
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1 1>I 1JF :
1oI14KpZn1JF K = 1>I:1>q1NFrZn13K K = 1oI1JF$:14Ks:
1oI1>tuZn14K K hvf1JF@1>qs=NZn1NF K 1>tuZn1>I1oq q =
0 Z61NF Zw14K :
13Km1JFxZn1>I1oqs= 1>I:14Km1oqXZn1NF@1>ts=
0 14K 1>q :
1oI1>tuZn1JF@1oqs=
0 Z61oq Zw1>t
0 1>t
0
Cet algorithme est appele´ ”Product Difference Algorithm” du fait du calcul de la diffe´rence des
produits effectue´ dans la relation de re´currence utilise´e.
Les coefficients LN2 sont alors donne´s par les relations :
LrFp5j1>I et LN2y5
S
F@U 2
O
F
SzF@U 2HSzF@U 2H^_F
pour {}|~f
Construction et diagonalisation de la matrice
A partir de coefficients LJ2 nous construisons une matrice  , re´elle, syme´trique et tridiago-
nale dont les e´le´ments sont donne´s par (les autres e´le´ments e´tant nuls) :
F@UWFp5bLJK ,
,<U ,#5bLJK
,[^FNhvLNKﬂ, , j=2, ..., n,
,<U ,
O
Fu5b,
O
FlU ,#5Z LJK
,LNKﬂ, , j=1, ..., n-1,
La matrice obtenue est la suivante :
 5






LNK Z

LNKmL4q a a a
Z

LNKmL4q L4qrhvL4t Z

L4t$LJ a a
.
.
.
a Z

L4tLN LNMhLŁ Z

LŁ$LN a
dPdsd
.
.
.
Z

LJK
C
^9KLNK
C
^_FLNK
C
^FxhvLNK
C







Si  est la matrice des vecteurs propres, les valeurs propres _, de  sont donne´es par :
.,%5:e
^F
i=
,, 5\csdedVdVcg
Le couple :l+ , c) , = est alors de´termine´ par :
).,u5b., et +A,%5LMF$:e;F@U ,= K
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Les fractions continues finies
Par de´finition, on appelle fraction continue 
C
d’ordre g une expression de la forme :
a1
bn
a
a2
a3
a
n
4
0
b   +1
2
b   +3
b   +...+ 4
b   +
R   = b   +n
Il existe plusieurs notations utilisant une e´criture line´aire, dont les formes conventionnelles sont
les suivantes:

C
5b
I
h
F
 F
h
K
W$K
hkdVdVdsh
C

W
C
(B.1)
ou encore :

C
5k
I
h

Fm 

F
h

KH 

K
hjdedVdh

C
 

C

2 s’appelle le nume´rateur partiel et $2 , le de´nominateur partiel. Si on de´veloppe une fraction
continue finie, elle prend la forme d’une fraction rationnelle que l’on note :

C
5¢¡
C
£
C
ou`
¡
C
et
£
C
sont des polynoˆmes de variables

I ,

F , ...,

C
et I , sF , ..., 
C
.
Par de´finition, on appelle re´duite d’ordre ¤ (avec ¤¥g ) d’une fraction continue d’ordre g ,
la fraction continue tronque´e a` l’ordre ¤ , note´e :
X¦§5
¡
¦
£
¦
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Par exemple, les premie`res re´duites successives de la fraction continue (B.1) sont donne´es par :
%I65¨¡
I
£
I
5bHI
§F©5
¡
F
£
F
5bIrh

F
 F
5
IsFJh

F
 F
wKX5
¡
K
£
K
5jI©h

F
F4h

K   K
5
I$sF@$KMh

FªKJh

F[I
FªKrh

K
Les termes
¡
¦ et
£
¦ sont obtenus par identification des nume´rateurs et des de´nominateurs.
Relations de re´currence entre les termes des re´duites
Les termes des re´duites pre´ce´dentes sont relie´s par la relation ci-dessous :
¡
K
£
K
5
$K
¡
FNh

K
¡
I

K
£
F
h

K
£
I
(B.2)
On de´montre, par re´currence, que cette expression se ge´ne´ralise de la manie`re suivante :
¡
¦
£
¦
5
¦
¡
¦$^FJh

¦
¡
¦$^9K

¦
£
¦$^F
h

¦
£
¦$^9K «
¤¬|bf
Il apparaıˆt e´vident que cette relation contient deux e´galite´s : une pour les nume´rateurs
¡
2 , l’autre
pour les de´nominateurs £ 2 : ­
®W¯
¡
¦65¦
¡
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Si maintenant on multiple la premie`re e´galite´ par £ ¦$^F et la deuxie`me par
¡
¦^_F , en les retran-
chant, il vient :
¡
¦
£
¦$^FxZ
¡
¦$^F
£
¦z5Z

¦:
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¦$^F
£
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¡
¦^-K
£
¦$^F=
En posant ° ¦ 5
¡
¦
£
¦$^F
Z
¡
¦$^F
£
¦ , on a :
°4¦§5Z

¦s°4¦$^F
Or °pF}5
¡
F
£
IzZ
¡
I
£
F}5±:<I$Fuh

Fm=\]ZHI$sF¬5

F . On e´tablit une deuxie`me relation de
re´currence :
°
¦
5
¡
¦
£
¦$^F
Z
¡
¦$^F
£
¦
5:[Z]\=
¦$^F
¦
²
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Les fractions continues infinies
Dans ce cas, la fraction continue (B.1) devient illimite´e :

C
5k I h

Fs
 F
h

K
W$K
hjdVdedh

C

W
C
hjdedVd
La notion de convergence s’introduit tout naturellement. Conside´rons la re´duite 
C
d’ordre g
d’une fraction continue infinie. Si 
C
tend vers une limite  lorsque g croıˆt inde´finiment, on
dit que la fraction continue est convergente et a pour limite  . Dans le cas contraire, elle est
divergente.
Fractions continues e´quivalentes
Deux fractions continues sont dites e´quivalentes (note´e ³
5
) si leurs re´duites sont identiques.
Si ´F , ´9K , ... est une suite de nombres non nuls alors :
Irh
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Si les re´duites sont note´es
¡
C
 
£
C
et
¡6µ
C
 
£
µ
C
, on ve´rifie par re´currence que pour g¶|Y\ :
¡
µ
C
5:
´F$dedVd·´
C
=
¡
C
c
£
µ
C
5:
´F$dedVd¸´
C
=
£
C
Soit :
¡
C
 
£
C
5
¡
µ
C
 
£
µ
C
pour g¹|\ .
De´veloppement en fraction continue a` partir d’un de´veloppe-
ment en se´rie entie`re
On dit que la se´rie º
D
2mE.Ix»
2
5
»
I
h
»
F
h
»
K
hjdVded
est e´quivalente (note´e ³
5
) a` la fraction continue :
I©h

FP
WsF
h

K
 K
hjdedVd
si on a :
»
Iph
»
FJhkdVdVdsh
»
C
5
¡
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«
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ou`
¡
C
 
£
C
est la ne`me re´duite de la fraction continue.
Par ailleurs, si
»
I
h
»
F
h
»
K
hkdVded est une se´rie donne´e, on a l’e´quivalence suivante :
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ou` :
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Par exemple, si l’on conside`re le de´veloppement ge´ne´ral d’une fonction en se´rie de Mac Laurin :
Â
5
º
D
2[E.I
LN2$)
2
Â
peut donc se de´velopper en une fraction continue de la forme :
Â
³
5
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Annexe C
Approximants de Pade´
Par de´finition, un approximant de Pade´ est une fraction continue qui a e´te´ tronque´e a` un
certain ordre. Il en re´sulte qu’un approximant se pre´sente toujours sous la forme d’une fraction
rationnelle au sens le plus large.
Le the´ore`me fondamental de Pade´
Soit Ä une fonction de´veloppable en se´rie entie`re au voisinage de )B5ka :
ÄJ:ﬂ)>=©5

Irh

Fª)Åh

K)
K
hjdedVd avec

IiÆ5ka
The´ore`me de Pade´ :
Parmi toutes les fractions irre´ductibles dont les termes ont des degre´s e´gaux au plus a` ¤ pour le
nume´rateur et au plus a` Ç pour le de´nominateur (¤ et Ç e´tant e´le´ments de È ), il existe une frac-
tion X¦:<)>=  É3Ê :<)>= qui fournit une approximation de ÄN:<)>= dont l’ordre est supe´rieur a` celui de
n’importe quelle autre approximation. En ge´ne´ral, les approximants les plus pre´cis sont fournis
par les sche´mas tels que ¤¼5Ç ou ¤}5jÇ6hk\ .
On souhaite donc trouver une approximation de ÄN:<)>= telle que :
ÄJ:ﬂ)3=pË
u¦:<)>=
É3Ê
:<)>=
(C.1)
X¦:ﬂ)3= e´tant un polynoˆme de degre´ ¤ et É3Ê :<)>= un polynoˆme de degre´ Ç .
Le produit ÄJ:<)>= É4Ê :ﬂ)3= peut s’e´crire :
ÄJ:<)>=
É4Ê
:ﬂ)3=x5YX¦:<)>=4hÍÌ.:ﬂ)
¦
O
Ê
O
F
= (C.2)
ou` Ì9:<)
¦
O
Ê
O
F
= est un infiniment petit dont l’ordre est au moins e´gal a` ¤ihvÇ;hk\ .
Par de´finition É3Ê :ﬂ)3= s’e´crit :
É4Ê
:ﬂ)3=x5
Ê
D
2[E.INÎ
2)
2
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L’expression (C.2) devient :
ÄN:<)>= É3Ê :<)>=r5ÐÏ
º
D
TE.I

Te)
TVÑ
Ï
Ê
D
2mE.I Î
2)
2HÑ
5
º
D
TE9I
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
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Î
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
TV^F
Î
FNh

TV^9K
Î
KMhkdVdedh

Te^ Ê
Î
Ê =@)
T (C.3)
en prenant, comme convention, que les coefficients affecte´s d’un indice ne´gatif sont nuls.
Afin d’avoir l’approximant de Pade´ a` l’ordre ” :V¤>cÇ-= ” tel que ÄJ:ﬂ)3= É4Ê :<)>=%ËÒX¦:ﬂ)3= , on e´galise a`
a tous les coefficients des termes en ) de degre´ ¤h\ , ¤ÓhÔf , ..., ¤hjÇ dans le de´veloppement
(C.3). On obtient alors un syste`me line´aire constitue´ de Ç e´quations a` Ç6hk\ inconnues que l’on
e´crit sous forme matricielle :
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En re´solvant ce syste`me, on trouve donc les coefficients
Î
2 du polynoˆme É3Ê en fonction des

2 .
Comme on ne conserve que les termes de degre´ infe´rieur a` ¤ dans (C.3), on de´duit par iden-
tification les coefficients 2 de X¦:ﬂ)>= :
X¦:<)>=p5
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D
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T
Î
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D
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2 (C.5)
avec la meˆme convention que pre´ce´demment.
L’approximant de Pade´ de la fonction Ä vaut alors :
ÄJ:ﬂ)3=pË

¦
:ﬂ)3=
É4Ê
:<)>=
5
¦
Õ
2mE.I

2
)
2
Ê
Õ
TE9I
Î
TÖ)
T
(C.6)
Estimation de l’erreur commise
L’erreur mathe´matique s’e´crit : ×wØ ÙÚÁÛ$ÜÞÝ
5kÄJ:<)>=NZ
X¦:ﬂ)>=
É3Ê
:<)>=
On montre qu’on peut l’estimer par :
×6Ø ÙsÚÀÛ$ÜÀÝ
5Ï
Ê
D
2mE.I
Î
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¦
O
Ê
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Ñ
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De´veloppements de ßxà%áãâ$à¬ä (exemple donne´ par Pade´)
On part du de´veloppement en se´rie entie`re de l’exponentielle au voisinage de a :
å
)A¤>:ﬂ)3=x5\Xh
)
\æ
h
)
K
f.æ
h
)
q
ç
æ
hjdVded.5
º
D
2mE9I

2)
2
Par souci de lisibilite´, on notera l’inverse d’un nombre, \   ) , par ) .
Approximation par la fraction rationnelle telle que èbé ê , ëãé±ì
En fixant
Î
I%5\ , l’expression (C.4) donne le syste`me line´aire suivant :



\ \ a Z§f
f \ \ Z§í
í f \ Zzfî




La re´solution donne :
Î
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Fp5Z
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î
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Î
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\
î
c
Î
q%5Z
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fî
ou encore, en multipliant par un facteur convenable :
Î
I%5bfî¢c
Î
Fp5YZï\sðÒc
Î
KX5kíÒc
Î
q%5Z]\
A partir de l’e´quation (C.5), on de´duit les valeurs des $2 :
HI%5bfîÒc Fu5jí
D’ou` l’approximant :
å
)-¤o:<)>=pË
fî¾hví)
fîïZj\sð)Åhí)
K
Zv)
q
Approximation par la fraction rationnelle telle que èbé ñ , ëãé±ì
Tous calculs faits, on trouve l’approximant suivant :
å
)-¤o:<)>=pË
íazhvfîA)ih
ç
)
K
ía¾Z
ç
í)Åhò)
K
Zv)
q
Approximation par la fraction rationnelle telle que èbé±ì , ëãé±ì
Apre`s calculs, on trouve l’approximant suivant :
å
)A¤>:ﬂ)>=rË
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)
K
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Pre´cision des approximants
x Vraie valeur Approximant Approximant Approximant
d’ å )A¤>:<)>= ¤¬5\ , Ç]5 ç ¤¬5bf , Ç]5 ç ¤¼5 ç , Ç]5 ç
1 2.7182818284590 2.7272727272727 2.7187500000000 2.7183098591549
0.5 1.6487212707001 1.6488549618321 1.6487252124646 1.6487213997308
0.1 1.1051709180756 1.1051709420908 1.1051709182319 1.1051709180767
0.01 1.0100501670842 1.0100501670844 1.0100501670842 1.0100501670842
0.001 1.0010005001667 1.0010005001667 1.0010005001667 1.0010005001667
Plus ) s’e´loigne de a , moins l’approximant est pre´cis (ce qui est normal car il est valable au
voisinage de a ). On constate donc que l’on obtient tre`s vite des approximants de l’exponentielle
de tre`s grande pre´cision pour des valeurs de ¤ et Ç raisonnables. Remarquons, dans cet exemple,
que le meilleur approximant de Pade´ est obtenu pour ¤¬5bÇ .
Ge´ne´ralisation des approximants de Pade´, me´thode de Maehly
Les approximants de Pade´ donnent d’excellentes approximations pour Ä au voisinage de a .
Quand on conside`re une fonction Ä sur un espace quelconque fini ó

cô , cette pre´cision de´croıˆt.
Dans ce cas, on re´duit, par une transformation line´aire, l’intervalle ó

cHô a` óZ]\cP\ô et on de´ve-
loppe la fonction en se´rie de polynoˆmes de Tchebycheff. En effet, ces polynoˆmes sont ceux qui
s’e´cartent le moins de l’axe des abscisses sur óõZï\cs\$ô . La pre´cision de l’approximant obtenu sera
donc plus homoge`ne sur tout le domaine (l’erreur oscillant entre deux extrema).
Cette me´thode, dite de Maelhy, est la transposition directe de la me´thode de Pade´. Elle donne
une approximation de Ä sur un intervalle fini par :
ÄJ:ﬂ)>=©Ë
X¦:<)>=
É3Ê
:<)>=
5
¦
Õ
2mE9I
$2öo2:ﬂ)>=
Ê
Õ
TÞE.I
Î
T
ö
T
:<)>=
(C.7)
ou` les ö 2o÷
ø4T sont les polynoˆmes de Tchebycheff.
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La proble´matique de l’e´volution des moments d’une densite´ de particules soumises a` des forces
non line´aires
L’utilisation des acce´le´rateurs line´aires de forte puissance dans diffe´rents projets (production de
neutrons par spallation, re´acteurs hybrides) nous a amene´ a` se pencher sur les proble`mes de la dynamique
de faisceaux de haute intensite´. Dans le cas de faisceaux intenses, les particules sont soumises a` des forces
non line´aires, principalement dues a` l’effet de charge d’espace. Afin de disposer d’outils a` la fois moins
lourds et plus re´alistes que les me´thodes classiques de simulation (interaction particule-particule, mode`le
coeur-particule), la description de l’e´volution d’une distribution de particules a` partir de ses parame`tres
statistiques, ses moments, a donc e´te´ envisage´e.
Nous pre´sentons donc dans une premie`re partie une analyse de´taille´e de la proble´matique, mene´e
dans un cadre simplifie´ mais non limitatif : tout d’abord, nous de´veloppons un formalisme original base´
sur les proprie´te´s fines des polygones orthogonaux permettant l’e´tude des moments d’une densite´ en une
dimension. De cette analyse, nous voyons que l’on peut extraire, d’un nombre fini de moments, un cer-
tain nombre d’informations concernant la densite´. En particulier, il en de´coule la notion fondamentale
d’enveloppe convexe de´finissant le domaine d’existence de cette densite´. Ceci permet de mieux com-
prendre la signification des moments. La ge´ne´ralisation de cette description en deux dimensions permet
d’estimer avec une bonne pre´cision ou` sont localise´es les particules dans cet espace des phases. Enfin,
nous abordons les difficulte´s rencontre´es au cours de cette e´tude, fixant ainsi les limites de cette me´thode.
La deuxie`me partie de cette the`se, plus expe´rimentale, pre´sente les mesures de faisceaulogie effec-
tue´es sur l’acce´le´rateur GENEPI (GEne´rateur de NEutrons Pulse´ Intense) dans le cadre de l’e´tude des
syste`mes hybrides. Elles permettent, entre autres, la calibration du faisceau et la validation des codes de
calculs ne´cessaires a` la conception de la machine.
Fundamental aspects of the moments problems associated to the evolution of a particle density
under non linear forces
High-power linear accelerators are needed as driver for several projects (spallation neutron sources,
hybrid system). This interest brings us to the question of dynamics of high intensity particle beam.
Inside intense beam, particles are under non linear forces mainly due to space charge effects. In order to
have less heavy and more realistic tools than classical simulation methods (particle-particle interactions,
particle-core model), we consider a description of the evolution of a particle density from its statistical
parameters, its moments.
In a first part, a detailed analysis of the moment problems is shown in a simplified but non restrictive
case. To begin with, we develop an original study based on orthogonal polynomial properties which al-
lows us to study one-dimension density moments. We can see that we obtain information about density
from only few moments. Such an investigation is essential for a better understanding of moment signifi-
cance. Then, we apply this description to two-dimension phase space, so that we can precisely estimate
where particles are in this phase space. Finally, we enumerate difficulties met and deduce the limits of
this method.
The second part of this thesis, more experimental, presents beam the measurements of the beam
characteristics of accelerator ”GENEPI” as a part of hybrid reactor program. Moreover, we show how
these specifications yields to beam calibration and validation of theoretical calculations used to design
GENEPI.
Mots clefs
Dynamique non line´aire, polynoˆmes orthogonaux, charge d’espace, acce´le´rateurs de particules, pro-
ble`me de moments, simulation, acce´le´rateur GENEPI.
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