As with other mammals, smell in the form of semiochemicals is likely to influence the behaviour of humans, as olfactory cues to emotions, health, and mate choice. A subset of semiochemicals, pheromones, chemical signals within a species, have been identified in many mammal species. 20
Introduction

30
Our sense of smell is undoubtedly an important influence on our behaviour, a view supported by ample evidence in the papers in this special issue [ xx ] and previously reviewed by Doty (1981) , Schaal and Porter (1991) , Wyatt (2014) and McGann (2017) . Our olfactory sense is well developed, even if it has often been underestimated.
In 2019, we celebrated the 60th anniversary of the first chemical identification of a pheromone, 35 the silkmoth female sex pheromone, and with it a new word, pheromone (Wyatt 2009 (Wyatt , 2017 . This is also an important moment for the study of human semiochemicals as we could benefit greatly by applying the ideas rapidly emerging from psychology to improve the reproducibility and reliability of our conclusions (Bishop 2019; Munafò et al. 2017; Nelson et al. 2018) . As I will explore in this paper, there are good reasons to doubt the most studied 'putative human 40 pheromones', androstadienone and estratetraenol, despite their popularity with experimenters (Doty 2014; Wyatt 2015) . The results are quite possibly explained by false positives. Similarly, much of the human semiochemical literature exploring cues, such as the odours of fear, is characterized by small scale experiments: across psychology, typically only 50-70 % of such experiments can be replicated (Section §5). How might that apply to our own field? 45
In the second half of this paper I will explore constructive ways forward that are emerging from what has been called 'psychology's renaissance' (Section §6) (Chambers 2017; Munafò et al. 2017; Nelson et al. 2018) . I should say at the outset that I offer these suggestions respectfully, well aware that I am not an experimental scientist in this field. I admire the scientists who tackle the hard topic of human semiochemicals. As I am not competing with such scientists for grants, I 50 hope I can offer a broad and relatively disinterested perspective.
I start by briefly making the case that mammals use semiochemicals, including pheromones, and that as mammals, we might too.
Other mammals rely on semiochemicals (humans surely do too)
Smells are very important to mammals (humans included) but few odour molecules are 55 pheromones, most are cues. Pheromones occur superimposed on the background of hundreds of molecules making up a highly variable odour profile which differs between individuals. These variable odours come from many sources, including those secreted by the organism, from bacteria, picked up from conspecifics, and from diet (Natsch this volume; Wyatt 2014)pp 2-16, 284-291. 60
(a)
Cues to health, individual identity, mate choice, and physiological state Animals may use some molecules in this complex chemical odour profile as cues to assess health or physiological state of other conspecifics, much as a mosquito uses carbon dioxide emitted by its mammal host as a cue to locate it. The mammal does not release carbon dioxide in its breath 65
as an evolved signal to attract mosquitos, but the insect has evolved to respond to this stimulus.
There is some evidence that animals avoid sick conspecifics (Wyatt 2014) pp77-79. Humans may be able to detect and avoid infected individuals (Olsson this volume) . Different infections and other diseases produce their own characteristic smells (Shirasu & Touhara 2011) . One possibility is that animals, including humans, have evolved specific responses to these smells of infection. 70
Perhaps more likely is that the evolved response is a more general one: to detect and avoid a conspecific that is not 'smelling right', unlike other conspecifics. This would be more generalizable for any new infection not previously met in the population.
The highly variable chemical profile which differs between individuals can be learnt as an odour 'fingerprint' (Wyatt 2010 (Wyatt , 2014 . This can be used to recognise siblings, neighbours, or 75 mates(s).. The memory of the individual odours of siblings when growing up together, may be used as a cue to avoid these kin as mates when adult. One of the contributions to the individual differences in odour profiles comes from the immune system (MHC), by mechanisms still not fully understood. MHC-related odours may be learnt and used to avoid kin matings in mice. The evidence for MHC (HLA) influences on mate choice in humans may not be as clear as once 80 thought (Havlicek this volume; Lobmaier et al. 2018) .
Learning can be programmed, as in the case of imprinting a memory of the lamb's chemical profile by the mother sheep (ewe) by release of neurotransmitters in her brain, triggered by stretching of the vaginal wall/cervix during birth (Wyatt 2014 )pp 215-221. To my knowledge, there is no evidence of this occurring in human mothers though it might (Schaal this volume). 85
Physiological changes in individuals may be reflected in the odour molecules they give off, providing cues for conspecifics to gauge the internal state of others. For humans, experiments suggest that the odours of fear or stress may be detected as cues (de Groot this volume; Pause this volume). Some preliminary studies have explored the effect of sniffing axillary (armpit) sweat from individuals watching sexually arousing films (e.g. (Zhou & Chen 2008) ). Whether 90 these are different cues from those elicited by fear has not been directly tested so far as I know: both situations, sexual or fearful, would lead to emotional release from armpit apocrine glands (Natsch this volume; Wilke et al. 2007 ). There's some evidence that human males may be able to detect changing odours in women's ovulatory cycles (Haselton & Gildersleeve 2016; Havlíček et al. 2006) . 95
(b)
Mammal pheromones
Pheromones are chemical signals which have evolved with this function in the signaller (Wyatt 2014 (Wyatt , 2017 . Pheromones occur superimposed on the background of the highly variable chemical profile which differs between individuals. A pheromone such as the male mouse sex pheromone darcin (major urinary protein MUP20) is the same in the urine of every dominant 100 male mouse; it does not distinguish any one male from other male mice (it is the other variable molecules in his profile that do).
Over evolutionary time, some olfactory cues can evolve into pheromone signals, presumably if they are consistent and reliable indicators of physiological state for example (Wyatt 2014) pp18-21. This has been the suggested route for the evolution of fish sex pheromones, many of which 105 are related to hormones which would have been circulating in the blood and then leaking out in urine or across the gills. Over evolutionary time, these molecules have been modified, are produced as pheromone signals at particular periods related to courtship, and have specific receptors in the receiver's olfactory system (Sorensen & Wisenden 2015) . Alternatively, other molecules may become pheromones but the production of these is under hormonal control. So, 110 castrated male mice do not produce darcin as this is under androgen control; only dominant male mice produce darcin in their urine (Hurst & Beynon 2013 ). Subordinates do not, but will if they become the dominant. Other examples are discussed in Wyatt (2014) .
The steps needed to establish that a molecule(s) are a pheromone are basically unchanged since the first was identified by Butenandt and colleagues in the 1950s, using the wing fluttering of the 115 male silkmoth as the bioassay for presence of the female sex pheromone (Wyatt 2014 (Wyatt , 2017 . These steps start with demonstrating a behavioural or physiological response (quantified in a repeatable experiment called a bioassay) which is mediated by a potential chemical stimulus such as a secretion; then isolate, identify, and synthesize the bioactive molecule(s); then confirm that the proposed molecule(s) at natural concentrations are necessary and sufficient to recreate 120 the original response with the original bioassay (Wyatt 2014, p49 ff). These steps or their equivalent, including rigorous bioassays, remain an essential part of pheromone identification today. Without the publication in full of this systematic approach, no claim that a molecule or combination of molecules is a pheromone is credible (Wyatt 2017) . I have proposed an operational definition of pheromones to specify the minimum pragmatic evidence needed to 125 demonstrate a pheromone (Wyatt 2014 (Wyatt , 2017 .
Pheromones have been identified in many mammal species: for example, in mice from darcin in male urine and ESP1 in the tears of males, and various other small molecule pheromones such as (methylthio)methanethiol (Ishii & Touhara 2018) , in rabbits, the mammary pheromone 2methylbut-2-enal (Schaal et al. 2003) , in goats, 4-ethyloctanal as part of a male pheromone with 130 a primer effect activating the gonadotropin releasing hormone (GnRH) pulse generator in females (Murata et al. 2014) . There is still much to learn, with the possibility in the goat, as the authors leave open, that as the single molecule they propose does not completely reproduce the full activity of the natural chemical stimulus from the male, the full pheromone may include other molecules. Even for long-studied phenomena such as the acceleration of puberty in 135 juvenile female mice by male urine ('Vandenbergh effect'), we are still unsure which molecules, large and/or small, are really involved (Flanagan et al. 2011) .
Either or both of the mammalian olfactory systems may be used to detect pheromones, depending on the pheromone and species. In mice, large molecule pheromones such as ESP1 and darcin are detected by V2R receptors in the vomeronasal organ (VNO) while small molecule 140 pheromones are detected by both the VNO and main olfactory epithelium (MOE) (Ishii & Touhara 2018) . Pheromones in rabbits and sheep are detected by the MOE so the lack of a functional VNO in humans does not rule out pheromones (Wyatt 2014) .
Identifying pheromones remains challenging in vertebrates and, perhaps even more than in other mammals, we should expect humans to present problems. A first difficulty in mammals 145 generally is the large number of background molecules in their highly variable individual profile. Subtractive techniques to reveal molecules against this background that are present in, for example, in all intact males but not castrated males, is one approach to identify candidate molecules for further bioassay (Murata et al. 2014; Schwende et al. 1986) . A second difficulty is the development of a reliable and repeatable bioassay which is also biologically relevant to the 150 response being investigated. An indication of the challenge is the continuing mystery of the identity of the female dog pheromone, whose existence was noted by the ancient Greeks. Recent Polish work has shown how hard it is to design a bioassay: out of context, even the urine of oestrus females is not attractive and, as is often the case, sniffing durations are not helpful, and female dog models do not work (Jezierski et al. 2019 ) (incidentally this paper shows the value of 155 publishing negative results).
A further challenge is that although pheromones, by definition, elicit stereotyped behavioural and/or physiological responses, in all animals including mammals, these responses are modulated by context, time of day, and many other factors including the receiver's genetics, age, sex, hormonal state, dominance status, and recent experience (Wyatt 2014) . In arguing that 160 mammals do not have pheromones, Doty (2014) , contrasts the variable responses of mammals with the supposedly unchanging automatic responses of insects to pheromones. However, insect responses are modulated too. For example, male Agrotis moths do not respond to female sex pheromone for up to 24 hours after mating (see Wyatt (2014) for this and other examples). Even though sex pheromone still stimulates the olfactory sensory neurons in the male moth's antennae, 165 the brain response is blocked until enough time has elapsed for the male to have replenished his accessory protein stores to go with his sperm. Male hamsters only respond to female pheromone if they are well fed, giving them sufficiently high blood testosterone levels in their hypothalamus. The response to pheromones may be affected by memory of individual odours (Wyatt 2014) Caution is needed when using other species' pheromones as evidence for the likelihood that pheromones of a particular kind exist in a second species. For example, while a mammary pheromone guides pups to the nipple in rabbits (Schaal & Al Aïn 2014) , in mice it seems that 175 mouse pups respond to the signature odour of their mother learned in utero (Logan et al. 2012) . The use of a male tear-gland protein pheromone, ESP1, in mice is no indication that tears will be important in human semiochemical communication. A particular molecule being a pheromone in one species does not rule it out being a pheromone (or a component of one) in another species but being a pheromone in one species does not make it more likely that the same molecule is a 180 pheromone in another species. For example, androstenone and androstenol are thought to be the male pig sex pheromone (though see (Doty 2014) ) but the presence in small quantities in human armpits is no evidence that these are human pheromones (Doty 2014) (next section).
Putative human pheromones
There have been three waves of 'putative human pheromones', starting with 'copulins' in the 185
1970s, androstenone and androstenol in the 1980-1990s, and from 1991, androstadienone and estratetraenol (reviewed in Doty 2014; Havlíček et al. 2010; Wyatt 2015; Wysocki & Preti 2004) . (No molecules have been proposed for the different subject of human menstrual synchrony and the phenomenon itself has been questioned (Doty 2014) ).
The literature on androstadienone and estratetraenol starts with the paper by Monti-Bloch and 190
Grosser (1991) in a conference proceedings sponsored by the EROX Corporation, which was patenting the two molecules as 'putative human pheromones' (Wyatt 2015) . As explored in Wyatt (2015) , no information was given in Monti-Bloch and Grosser (1991) , nor in any patents, about how these molecules were found and shown to be pheromones -we don't even know which parts of the body the original samples came from. 195
The Monti-Bloch and Grosser (1991) paper was not one that could have established that the proposed molecules were pheromones. It was not designed to. It basically only reported the test of 5 molecules, all supplied without further justification, by the EROX Corporation. The samples were only tested on 20 men and 20 women. Further problematic was that the recordings were from 'VNO' tissue when subsequent research has concluded that human adults do not have a 200
functioning VNO (Smith et al. 2014 ). There is no paper anywhere which provides any evidence, meeting the defining steps outlined in Section §2b, that androstadienone and estratetraenol are pheromones.
There is no more reason to use these particular molecules than any other pair of random molecules from the human armpit. There is no more reason now than in the year 2000 when 205 Jacob and McClintock (2000) reported a study using the molecules, using them only because of Monti-Bloch and Grosser (1991) .
In the almost 30 years since 1991, there have been some 50 experimental studies using androstadienone and/or estratetraenol. The studies have shown almost uniformly positive results, though sometimes contradictory. The research rationale for using the molecules still seems to be 210 that since so many papers 'got a positive result', there must be something there. As explored in Section §5, positive results, including physiological measures, can be baseless. Only since 2015 have a few negative results started to be published (Ferdenzi et al. 2016; Hare et al. 2017 ).
We should be asking ourselves: Would we risk the next 20-30 years trying any two other molecules found in human armpits (or any other secretions), chosen at random without solid 215 evidence of efficacy?
Human semiochemical research as a branch of psychology
Much of human semiochemicals research including work on 'human pheromones' and olfactory cues comes within the field of psychology, whether it is psychophysics or experimental observations of people responding to odours from different sources such armpit secretions 220 collected from people under stress. While some studies do appear in journals such as Psychological Science, many other studies are published in a wide range of journals, such as Chemical Senses and Hormones and Behavior, that we might not immediately consider psychological. However, the kinds of experiments and questions being investigated tend to fall within the realm of psychology. For example, here are some typical titles: 225 'Putative human pheromone androstadienone attunes the mind specifically to emotional information.' (Hummer & McClintock 2009) 'Chemosignals communicate human emotions. ' (de Groot et al. 2012) 'A putative human pheromone, androstadienone, increases cooperation between men.' (Huoviala & Rantala 2013) 230 This is important because it means that the contemporary debates about how to make psychology more rigorous and reproducible can readily inform the ways we could transform the study of human semiochemicals (Sections §5-7). Like the rest of psychology, the literature on the 'putative human pheromones' was overwhelmingly positive, until recently. This fits with the pattern in psychology where it is rare for a hypothesis to be rejected in the published literature. 235
Psychology's 'reproducibility crisis'
Much has been written about psychology's 'reproducibility crisis' which came to a head in 2010-2012 (Chambers 2017; Nelson et al. 2018; Nuzzo 2015; Yong 2012 ). Among the events was Doyen et al. (2012) 's failure to replicate the results of a famous and highly cited 'text-book' social psychology experiment: Bargh et al. (1996) 's finding that unconsciously priming young 240 people with words associated with elderly people made them walk more slowly.
However, the reproducibility problem is much wider than psychology. It has been shown, for example, in drug discovery, with the biotech company Amgen unable to replicate more than 6 out of 53 landmark studies in oncology and haematology (Begley & Ellis 2012), translational biomedical research e.g. (Curran 2018) , and animal behaviour e.g (Wang et al. 2018) . Some non-245
reproducible pre-clinical papers have generated a whole field of study, with hundreds of secondary publications that expanded on ideas in the original study but which did not test its fundamental basis (Begley & Ellis 2012), in an echo perhaps of 'putative human pheromones'.
Were the conspicuous replication failures of single psychological studies typical of the field as a whole? To explore the reproducibility of psychology more generally, a collaboration of hundreds 250 of scientists worked together to replicate 100 of the most important studies published across three leading psychology journals (Open Science Collaboration 2015). Only 40% of the original studies were judged to have been replicated (though see Nelson et al. (2018) for a suggestion that a higher proportion might be interpreted as succeeding). Whereas 97% of the original studies had significant results (P < 0.05), only 36% had in the replications. Mean effect sizes were halved. 255
Perhaps this was a feature more common in 'lower impact', more specialist journals? Not so. Camerer et al. (2018) evaluated the replicability of 21 social science experiments that were published in Nature and Science between 2010 and 2015. Only 66% of the original studies could be replicated (with a significant effect in the same direction as originally published). In this large consortium exercise, in many cases involving the cooperation of the original researchers, and 260 despite much larger sample sizes in the experiments, the effect size was uniformly reduced.
These kinds of results, including another major multisite replication study (Many Labs 2) which could replicate only half of the original 28 studies (Klein et al. 2018) , led science journalist Ed Yong (2018) to write 'Ironically enough, it seems that one of the most reliable findings in psychology is that only half of psychological studies can be successfully repeated'. 265
(a)
Why is science by good scientists going so wrong?
'… many researchers persist in working in a way almost guaranteed not to deliver meaningful results. They ride with what I refer to as the four horsemen of the reproducibility apocalypse: publication bias, low statistical power, P-value hacking and HARKing (hypothesizing after results are known).' Dorothy Bishop (2019) 270 Good scientists doing the best research they can, in good faith, have nonetheless created a situation of unreliability. This is in large part because of a research culture which, under the pressures of publication, survival and grant-getting, has adopted and rewarded research practices (including the four horsemen above) now increasingly recognized as 'questionable' (Bishop 2019; Chambers 2017; Munafò et al. 2017; Nelson et al. 2018 ). I will briefly summarize the 275 problems here but for more detailed accounts see, for example, short papers by Munafò et al. (2017) and Nelson et al. (2018) . For a longer, entertaining and practical discussion see the book The Seven Deadly Sins of Psychology by Chris Chambers (2017) .
The first problem is publication bias. Novel, 'statistically significant', exciting, and seemingly 'clean' results with a 'good story' are more likely to be published, especially in the most 280 competitive journals. We internalise this, so we only submit such papers (the unsubmitted studies stay in the file drawer). The result in psychology, and much of the life sciences, is a literature which reports positive results in 95% of published papers -the null hypothesis is almost always rejected (Chambers 2017; Munafò et al. 2017 ).
The second is small experiments with low statistical power, with little chance of finding a 285 nominally statistically significant finding that actually reflects a true effect and an exaggerated estimate when a true effect is discovered (Button et al. 2013) . Instead there is a high chance of false positives -much much higher than the '1 in 20' that a p<0.05 significance threshold suggests, especially when combined with flexible statistical analysis (p-hacking)(below).
The third is high researcher degrees of freedom in the search for significance. As Simmons et al. 290 (2011) say, "undisclosed flexibility in data collection and analysis allows presenting anything as significant.' This includes flexibility in when to stop collecting data (with peeking at intervals). 'P-hacking' or 'data dredging' is conducting many analyses on the same dataset and just reporting those that were statistically significant but not disclosing these multiple comparisons. By moderately p-hacking two real experiments Simmons et al. (2011) demonstrated how easy it  295 is to obtain statistically significant evidence for a transparently false hypothesis: that listening to a Beatles song can change a person's age (Nelson et al. 2018; Simmons et al. 2011 ). (For a demonstration of how easy, try the web app P-hacker (http://shinyapps.org/apps/p-hacker/)). These procedures almost guarantee finding some comparison(s) 'significant' but make any conclusions highly likely to be false-positives (Simmons et al. 2011 (Simmons et al. , 2018b . 300
The forth horseman, HARKing (hypothesizing after the results are known), is looking back at the data, seeing an exciting pattern, and falsely arguing that it was the a priori hypothesis question being tested from the beginning (Kerr 1998 ). It will feel fine to the experimenter as we have a powerful hindsight bias (Chambers 2017; Munafò et al. 2017 ). It's been likened to firing an arrow and then drawing a target circle round the arrow after it has landed -you can't miss. 305
HARKing pretends exploratory research is confirmatory research to test a hypothesis declared in advance. All 'hypothesis testing' research is at risk of HARKing or p-hacking if the analysis is not specified before the experiment starts (Section §7). Nelson et al. (2018) p514 now suspect that p-hacking explains the paradox of how the overwhelming majority of published findings in psychology are statistically significant, despite 310 the overwhelming majority of studies being underpowered and thus unlikely to obtain results that are statistically significant. They suggest that it is failed analyses, not studies, that go into filedrawers and instead, with p-hacking, 'most failed studies are not missing. They are published in our journals, masquerading as successes.'
Techniques including funnel-plots to address p-hacking in past research are discussed by Nelson 315 et al. (2018) . To evaluate the proportion of true effects and indications of likely p-hacking in a given set of studies, a technique called p-curve (Simonsohn et al. 2014 plots the distribution of reported p-values. A 'p-hacking bump' just below p< 0.05 may indicate attempts to get just under the 'significance' line. However, p-curve analysis can give an unjustified 'all ok'. With heterogenous sets of published papers, a lack of 'p-hacking bump' and a right-skewed 320 p-curve 'clean bill of health' is not conclusive evidence that there is no p-hacking or that the studies have evidential value (see e.g. (Bishop & Thompson 2016) ).
The question about p-curve analysis illustrates a problem with meta-analysis in a field like psychology where different teams study different effects and studies are very different, even on a single concept (Nelson et al. 2018) . The meta-analysist cannot reasonably assess if the original 325 results in each paper were based on errors in data collection, design, or undisclosed flexibility in analysis. The end result of a meta-analysis is only as strong as the weakest studies, and metaanalysis can have its own biases not limited to which studies to include, both factors giving the risk that meta-analysis exacerbates rather than solves the problems (Ioannidis 2010; Lakens et al. 2016; Nelson et al. 2018) p527-8. 330 The lack of direct replication of experiments in psychology, and across the life-sciences in general, is a key underlying cultural problem. A direct replication seeks to test the repeatability of a previous finding by duplicating the methodology as exactly as possible (Chambers 2017) . Whereas physics researchers expect direct replication before accepting new ideas, in psychology for every 1,000 papers only two are a direct replication and only one of these will be by a 335 different lab (Chambers 2017) p50. Without direct replications, psychology has lost the ability to self-correct. Instead of direct replications, psychology replicates concepts with novel experiments that test a related (but different) idea using a different method (Chambers 2017)pp13-16, 48-55, testing for example social priming of stereotypes in different contexts and situations. Arguably, psychology's 'conceptual replications' are not real replications. The 340
original study, which may be erroneous, is not re-tested. Like the rest of psychology, 'conceptual replications' may be the norm in human semiochemical research.
(b)
Case history: The rise and fall of 'power posing'
If the 'putative human pheromone' molecules are highly unlikely to have any effect, based on the lack of any primary evidence that these are pheromones (Section §3), how is it that some 50 345 papers using the molecules report positive results? Could these be 'false positives' and the biased reporting only of positive results?
There are precedents in mainstream psychology for a widely believed phenomenon to be shown to probably be based on false positives. One example is 'power posing', apparently supported by more than 50 papers showing positive results that has ultimately been found to be baseless 350 (Section §7a, (Jonas et al. 2017) ). Power posing is an interesting and attractive idea which has been publicised in a TED talk viewed more than 50 million times: if our confidence is displayed by our physical posture, could our posture affect our behaviour and physiology? Would posing our bodies into a 'confident' 'powerful' pose become 'embodied' and change the way we behave? In the original study (Carney et al. 2010) , 42 participants were randomly assigned to be 355 posed by the experimenter for two minutes in 'open' expansive 'high-power poses', limbs widespread, or instead 'closed', contractive 'low-power' poses. Participants given 'high-power' poses apparently had raised saliva testosterone levels and lowered stress hormone cortisol levels, and were more willing to take financial risks in a gambling task (Carney et al. 2010) . Participants also self-reported that they felt more powerful (presented as a check for the manipulation) but the 360 key claim of the paper was that "embodiment extends beyond mere thinking and feeling, to physiology and subsequent behavioral choices" (Carney et al. 2010) .
The first problems came with a much higher powered conceptual replication study, with 200 participants, which failed to show any significant effects of power posing on hormonal levels or risk taking behaviour (Ranehill et al. 2015) . Self-reported 'felt feelings' of power did replicate. 365 Carney et al. (2015) responded in the same issue of the journal with a tabulation of 33 apparently successful studies, including Carney et al. (2010) , which they concluded supported the hypothesis. Simmons and Simonsohn (2017) then did a p-curve analysis of the 33 studies, which found an average effect size of zero, suggesting that selective reporting was likely to be the reason for the 370 uniformly positive results in the literature. Cuddy et al. (2018) later responded with a p-curve analysis of their own including additional studies (published up to December 2016), suggesting that these supported self-reported 'feelings of power' (not the original claims by Carney et al. (2010) of changes to physiological measures of hormone levels and risk taking behaviour). However, this p-curve analysis itself is likely to be 375 unreliable as its conclusions rely on four outliers with unlikely and extreme low probabilities (Simmons et al. 2018a ).
Courageously, Carney, first author on the 2010 paper, has now stated that she does not believe 'power pose' effects are real, listing problems with the original paper, including p-hacking thought acceptable at the time (Carney 2016) . As important, Carney has helped other researchers 380 conduct a rigorous pre-registered set of replications (Section §7b) that conclude that power posing has no effects on behaviour and physiology, the original 2010 claims, even if it does give a feeling of 'felt power'.
My reason for covering this story at length is that it is a good example of how a positive literature can uniformly report a non-existent effect. The power posing story shows it is plausible 385 that a positive literature for the 'putative human pheromone' molecules could build up without any underlying real phenomenon. It also demonstrates the complexity of teasing out what has been shown and what has not.
Doing it better: Psychology's 'credibility revolution' and 'renaissance'
390 The response of psychology over the last 7 or so years has been swift, innovative, and persuasive. Vazire (2018) argues that rather than describing an ongoing 'reproducibility crisis', with the implication that there are no solutions, she suggests instead a 'credibility revolution', emphasising the increased reliability and solidity of science that can result from the new approaches outlined below. Nelson et al. (2018) similarly argue for 'psychology's renaissance'. 395
The science will be better for it -even though it might seem to take longer, with fewer, bigger studies instead of quicker 'exciting', but ultimately unreliable, small studies.
In 'A Manifesto for Reproducible Science' aimed at researchers in human behaviour, Munafò (2017) succinctly bring together proposals including improving ways to remove bias from data collection and analysis: one key proposal is registered reports, described in the next section. 400
They also argue that institutional, funder and other stakeholders need to change incentives for researchers so better practice is rewarded: success should come from producing rigorous, transparent, reproducible science not the opposite. Open science, with sharing of data and software code, is recommended as one solution to small underpowered studies by lone researchers. The Open Science Foundation (www.osf.io) is among the platforms offering many 405 tools to facilitate these new approaches.
Registered reports
Registered reports have a time-stamped peer-reviewed protocol agreed before the results of the research are known, and usually before the data are collected (Stage 1 in Figure 1) (Chambers 2019a; Nosek et al. 2018) . After incorporation of suggestions from the peer-reviewers (which 410 could include statistical advice when it matters most, before data collection), the journal offers an In-principle acceptance (IPA) (Figure 1 ). Publication decisions at Stage 1 are based on the importance of the research question and quality of the methods proposed to answer that question. With their IPA, the individual researcher can collect their data confident in the knowledge that their publication is effectively guaranteed, whether or not the results are 'significant', so long as 415 the pre-approved protocol is followed (Stage 2 peer review). Pre-registration thwarts p-hacking, HARKing, and publication bias. Exploratory experiments are still encouraged but are labelled as such and treated as preliminary results which would need a pre-registered experiment to test the idea (Nosek et al. 2018) . It is also possible to pre-register a study protocol with a site such as the Open Science Framework (OSF) (Hardwicke & Ioannidis 2018; Nosek et al. 2018) . 420 Registered reports started with one journal Cortex, but 6 years on, more than 200 science journals, including Royal Society Open Science and Nature Human Behaviour, have adopted 425 them (Chambers 2019a) . Funders and journals are starting to partner to peer review proposals together and then offering funding and IPA acceptance in the journal to successful proposals (Munafò 2017 ). This has the potential to greatly reduce the burden on reviewers as well as improving the design and conduct of experiments.
(a)
How well are registered reports working 430
To date, almost 200 registered report articles have been published. The results are encouraging (Chambers 2019a) . As hoped, it seems positive publication bias is greatly lessened: in one survey, 60% of registered reports, both replications and novel experiments, published negative results (a null finding) in marked contrast to the typical 10% in equivalent traditional papers (Allen & Mehler 2019). Researchers will be reassured that registered reports are cited, on 435 average, at or above the impact factors of the journals they are published (tinyurl.com/RRcitations) (Chambers 2019a ).
But it is early days and there are things to improve. Hardwicke and Ioannidis (2018) surveyed registered reports to February 2018. One problem they identified is the hidden nature of most agreed protocols so the final registered report could not be compared with the protocol agreed at 440
IPA; advocates agreed that transparent publishing of agreed protocols is essential (Chambers & Mellor 2018) . Claesen et al. (2019) identified a different problem, undeclared deviations from the preregistration plans of all articles in Psychological Science badged as preregistration studies in their 2015-2018 time period. The pre-registration community is characterized by a desire for transparency so ideas for better practice are likely to be adopted. 445
(b)
Power posing revisited: resolved by pre-registered replications
Returning to the question of power posing (Section §5b), in 2017 a special issue of Comprehensive Results in Social Psychology was devoted to seven pre-registered studies including direct replications of power posing (all seven studies received advice from one of the original researchers, Dana Carney) (Cesario et al. 2017) . The seven studies concluded that the 450 original Carney et al. (2010) claims of the effects of poses on endocrine levels and risk-taking behaviour did not replicate (Jonas et al. 2017) . The authors commented on the helpful nature of the pre-registration peer-review. For me, it is a powerful example of a knotty controversy resolved by pre-registered studies.
Reproducibility in human semiochemical research
455
Other areas of science are learning from psychology's response to the 'reproducibility crisis'. For example, cognitive neuroscience researchers recently discussed the application of registered reports and other improved practices in a special forum in the journal Cortex, with an introduction by Chambers (2019b) . Might we convene a similar discussion among researchers in human semiochemicals, perhaps in a journal such as Chemical Senses? 460 Perhaps one of the most surprising conclusions from psychology's 'reproducibility crisis' is that our routine good practice precautions of randomization and running experiments double-blind are essential but are not enough to ensure the removal of bias. As explored in Section §5a, gathering the data is just the beginning of potential experimenter choices in analysis that can lead to bias. 465 I think the most significant changes to address the problems would be the adoption of preregistration as well other proposals outlined in Munafò et al. (2017) to tackle cognitive biases. These changes are in addition to the best practices related specifically to the collection, storage, and delivery of semiochemical stimuli (see other papers in this symposium and (Doty 2015; Drea et al. 2013; see e.g. Drea 2015; Frumin & Sobel 2013; Keller & Vosshall 2004; Kjeldmand et al. 470 2011; Lapid & Hummel 2013; Lundström et al. 2010; Miyazawa et al. 2009 ). The reliability of some of the techniques used in human semiochemistry research, such as neuroimaging including fMRI (Gorgolewski & Poldrack 2016; Poldrack et al. 2017) , may also deserve further scrutiny. Given the degree of analytical flexibility with the interpretation of fMRI results, pre-registration of the analysis is especially important (Gorgolewski & Poldrack 2016; Poldrack et al. 2017) . 475
(a)
Re-assessing our existing literature 'that researchers engage in p-hacking and that p-hacking makes it trivially easy to accumulate significant evidence for a false hypothesis-opened psychologists' eyes to the fact that many published findings, and even whole literatures, could be false positive' (Nelson et al. 2018)p513 480 We need to be more careful with what we cite in our introductions and discussions. We cannot take for granted that the conclusions of papers that we traditionally cite about different aspects of human semiochemistry are reliable. When I have been assessing papers for inclusion in my book chapters or other literature reviews, though I check for controls and whether the study was done blind, I realize that I tend to rely on an assumption that the peer review system has worked, 485
particularly if it appears in a high impact journal. Sadly, as Camerer et al (2018) demonstrated, above, even papers in prestigious journals can fail to replicate. Based on the rest of psychology we can perhaps anticipate that perhaps 30-40% or more of widely cited studies in our field would not replicate.
It is unlikely that many of the classic studies will be the subject of replication studies. However, 490
it may be possible to judge already published papers as to the likelihood that the results would be likely to be replicable. This is suggested by a second part of the study by Camerer et al (2018) (Section §5a) into the reproducibility of social science studies published in Nature and Science.
In parallel to the replication of the previously published experiments, a panel of several hundred volunteers from the scientific community was recruited to evaluate the already published version 495 of the papers. In surveys and a kind of 'prediction market', the peer volunteers, reading the paper and the plans for replication, were able to predict (with impressive accuracy) how likely a paper would be to replicate (before the replication was carried out). Why didn't the original reviewers and editors detect that some studies were unlikely to replicate, before passing the studies for publication. Was it that they, like all of us, were seduced by the exciting, interesting 500 story that they wanted to believe?
Perhaps we should be carrying out a similar exercise to establish which of our classic papers are likely to be replicable and preferentially citing those papers. Even better we should be thinking how best to use replications to firm up our knowledge.
Replicating studies is hard work and can take longer than the original study, especially when the 505 power of the experiments is increased by having many more subjects involved. For early career researchers (ERCs) especially (Allen & Mehler 2019), there is the problem that many journals will not publish replications, successful or unsuccessful. In a pioneering policy, the Psychology and Cognitive Neuroscience section of Royal Society Open Science guarantees to publish close replications of any article published in the journal (the 'Pottery Barn' principle, 'you broke it, 510 you sort it') and of articles from most other major journals too. Let's hope that other journals will follow suit, especially when the replication is of a study previously published in that journal ('prestigious' journals are notoriously reluctant to do this). Funders also need to provide grants which include funding for replications.
Even when later studies show that a result was probably a false-positive, citations to debunked 515 papers or concepts continue undiminished. This contributes to the long half-life of erroneous science. You will know your own examples from semiochemical research. In the life sciences, we're not self-correcting in the ways that science aspires to be (Chambers 2017, p 50 ff; Ioannidis 2012). A key problem is that we currently have no system in biology for systematic forward-going flags linking papers and their replications (failed or successful) (discussed in e.g. 520 Huber et al. 2019) . Instead, when citing the earlier literature each of us should be searching forward on every occasion -which of course we don't have time to do.
Human semiochemical targets for future investigation
The symposium (this issue) explored many potential human interactions that may be influenced by semiochemicals, either cues (probably the majority) or pheromones. 525
Where we don't have candidate molecules, we should use the natural odours/secretions under investigation. There are many examples of scientists using this approach, as in the investigations of possible fear-associated odours (de Groot this volume; Pause this volume). These odours are likely to be cues, best understood at this stage as a response from the receiver but without an evolved emission of the odour by the 'sender'. The responses to these cues may or not involve 530 learning, either of context dependent cues, or, in other phenomena of recognition, individual odour signatures. Some phenomena may turn out to be pheromones: the first one to be confirmed may be human mother areola secretions (Schaal & Al Aïn 2014; Schaal this volume) . Some may even be linked in the future with a probable receptor. Any future proposed pheromones will need to satisfy the steps outlined in Section §2b. 535
We should stop using androstadienone and estratetraenol as stimuli since there is no evidence that these are 'human pheromones', despite their wide use experimentally (see Section §3, (Doty 2014; Wyatt 2015; Wysocki & Preti 2004) . There is a real opportunity cost: every experiment using these molecules is scientist time or funding not going to answer real questions about human semiochemistry. 540
New techniques offer ways of analysing the volatile odours given off by humans in different contexts in real time (Roberts this volume; Williams this volume). This will potentially free researchers from the limitations of having to take samples from particular parts of the body over a period of time, typically collecting odours on cotton pads under the armpits for example, which averages the collection over many hours. 545
What kinds of molecules should we be looking for? Since humans do not have a VNO, with V2Rs, the molecules are not likely to be large molecules, even if delivered at short range or contact (Wyatt 2015) . It is unlikely therefore that we have protein pheromones like mouse darcin or ESP1. We don't yet know if TAARs or other receptors in smaller numbers in MOE are important. It is as likely that small molecules are detected by regular ORs in the MOE. 550
While human semiochemicals are not likely to be large molecules, there has often been an unacknowledged assumption that pheromones, if we have them, would act at a distance of many body lengths, like female moth pheromones. Instead, the crucial interactions with an important role for semiochemicals (including as yet undemonstrated pheromones) in human sexual behaviour could be at very close range, in more intimate interactions (Wyatt 2015) . 555
However, a key problem for researchers remains the subtlety and variety of human responses and the difficulty of designing semiochemical bioassays that are both biologically meaningful and repeatable. There is surely much to discover.
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