This paper introduces the ''hybrid foraging" paradigm. In typical visual search tasks, observers search for one instance of one target among distractors. In hybrid search, observers search through visual displays for one instance of any of several types of target held in memory. In foraging search, observers collect multiple instances of a single target type from visual displays. Combining these paradigms, in hybrid foraging tasks observers search visual displays for multiple instances of any of several types of target (as might be the case in searching the kitchen for dinner ingredients or an X-ray for different pathologies). In the present experiment, observers held 8-64 target objects in memory. They viewed displays of 60-105 randomly moving photographs of objects and used the computer mouse to collect multiple targets before choosing to move to the next display. Rather than selecting at random among available targets, observers tended to collect items in runs of one target type. Reaction time (RT) data indicate searching again for the same item is more efficient than searching for any other targets, held in memory. Observers were trying to maximize collection rate. As a result, and consistent with optimal foraging theory, they tended to leave 25-33% of targets uncollected when moving to the next screen/patch. The pattern of RTs shows that while observers were collecting a target item, they had already begun searching memory and the visual display for additional targets, making the hybrid foraging task a useful way to investigate the interaction of visual and memory search.
Introduction
We spend our days looking for pens lying on the desk, socks hiding in the laundry, pedestrians crossing the street, and so forth. In the lab, this diversity of visual search tasks is generally reduced to a search for a single target that may or may not be present amidst some number of distractor items (Wolfe, 1998 (Wolfe, , 2015 . There has been much less exploration of search tasks with multiple types of possible targets or with multiple instances of targets in the same search scene. Search for any of several target types is characteristic of many real world search tasks. Search for the four items on your shopping list for dinner would be an example. If the set of possible targets is held in memory, then these are tasks that have both a memory search component and a visual search component. Schneider and Shiffrin (1977) named these ''hybrid searches".
Schneider and Shiffrin studied hybrid searches with small numbers (1-4) of alphanumeric items in both the visual set and the memory set. Wolfe (2012) took advantage of the ability of human observers to memorize large numbers of objects (Standing, Conezio, & Haber, 1970; Brady, Konkle, Alvarez, & Oliva, 2008) in order to study hybrid search with much larger memory set sizes. Experiment 2 of Wolfe (2012) had observers searching for any of 100 possible targets and Wolfe, Boettcher, Josephs, Cunningham, and Drew (2015) extended this to over 500 items.
Results of these experiments have a characteristic form over many replications and variations. As is typical in visual search experiments, response times (RTs) are a linear function of the visual set size. However, RTs do not rise linearly with memory set size. Instead, RT is a linear function of the log of the memory set size. This logarithmic relationship may be the result of properties of a diffusion process of target identification (Leite & Ratcliff, 2010) . In diffusion accounts of search, information about a particular item is accumulated and the item is identified when the information reaches a decision boundary. Since accumulation is noisy, http://dx.doi.org/10.1016/j.visres.2015.12.006 0042-6989/Ó 2015 Elsevier Ltd. All rights reserved.
there is the possibility of a false positive response if the boundary is set too low. If there are multiple possible targets and, thus, multiple accumulators, thresholds must be set higher because of the increased chance that one boundary will be incorrectly crossed. The higher position of the boundary produces a longer RT and this increase is logarithmic if error rates are held constant. This pattern of linear RT Â visual set size functions and log-linear RT Â memory set size functions is seen for sets of unique objects (Wolfe, 2012) , categories of objects (e.g., are there any animals, coins, plants, or flags?) (Cunningham & Wolfe, 2014) , and lists of words .
If we turn from multiple types of targets held in memory to multiple instances of one target type present in the visual world, we enter the realm of foraging tasks. Foraging tasks have been studied most extensively in animals (Stephens & Krebs, 1986) but there are many human search tasks in which the number of targets is unknown and potentially large. Such tasks might include searching a medical image for signs of cancer or picking berries off of a succession of raspberry bushes. Collecting information from the internet has been described as a foraging task (Pirolli, 2007) as have tasks like searching memory for specific concepts or words (e.g., name as many animals as you can in 30 s) (Hills, Jones, & Todd, 2012) . Indeed, foraging seems to be a ubiquitous aspect of our cognitive architecture (Hills & Dukas, 2012) .
The primary metric of interest in foraging studies is the ''patch leaving time". Targets are found at some rate and collecting those targets makes them scarcer. Therefore, the rate of target acquisition slows down. Eventually, it is not worth continuing to collect targets from the current patch and you should move to the next patch. Moving comes at a cost since you cannot collect more targets until you reach the next patch, so it behooves you to adjust the time spent in each patch so as to maximize your overall target collection rate. The most influential model of average patch leaving behavior is the Marginal Value Theorem (MVT) (Charnov, 1976) . MVT holds that the forager should leave the current patch when the rate of return for the patch drops below the average rate of return for the task. Wolfe (2013) looked at the behavior of human observers collecting red 'berries' on a computer screen. Observers' data was consistent with MVT for simple situations such as an endless collection of essentially identical patches. Behavior systematically deviated from MVT predictions when the world became more complicated, for example, when patch quality varied dramatically from patch to patch. Hutchinson, Wilke, and Todd (2008) , among, others have also reported systematic deviations from optimality in human foraging behavior. In their experiment, for instance, observers were ''fishing" on the computer in a succession of fishing holes for fish that could not be seen on screen. The time at which they left one patch for the next was overly dependent on the time of the most recent capture of a fish.
Even when it is a good approximation of the average data, MVT is often unlikely to be a description of what a forager is actually doing on a trial-by-trial basis. Foragers probably do not have particularly accurate estimates of the average rate of return, and their current rate of return can drop to zero while searching for the next target without prompting an immediate departure for the next patch. ''Potential value theory" deals with these problems by predicting quitting time using the forager's assessment of what remains in the patch based on an initial estimate of the number of targets present (McNamara & Houston, 1985) . Such a model can incorporate a Bayesian updating component that allows the initial estimate of the number of targets to evolve during a trial. Thus, an initially high estimate might be lowered if, for example, it took a surprisingly long time to find the second target (Cain, Vul, Clark, & Mitroff, 2012) . Now consider another search task, illustrated in Fig. 1 and familiar to children and parents in many lands. Preparing for the battle of the Lego Ò alligators and the astronauts requires search for all of the instances of each of the targets, shown at the top of the figure. Of course, all of the Lego Ò building bricks are jumbled into a big box. This is a hybrid search with a memory set size of four and a large visual set size. It is also a foraging task since you are looking for an unknown number of targets in this patch. Such ''hybrid foraging" tasks are the subject of this paper. It is also characteristic of a range of real-world tasks beyond the Lego box. Many tasks, from surfing the internet to searching medical images for multiple instances of multiple types of pathologies, can be characterized as ''hybrid foraging". How do the rules of hybrid search and of foraging combine in a hybrid foraging task? Much as in a typical foraging task (search for many possible instances of one possible target), in hybrid foraging the data will show that MVT is a good match to the average patch-switching data. Having many possible target types held in memory gives us another kind of switch to think about. Within the overall patch (i.e., the visual display), we can examine when an observer decides to leave a ''run" of selections of one particular type of target for another target type. For example, if you have been selecting alligators, when will you switch to the astronaut or some other target type? Do you switch when the current rate of alligator acquisition drops below the average rate? Interestingly, data from these sub-foraging tasks seem to deviate from MVT. As discussed previously, in hybrid search for one possible instance of many possible targets held in memory, RT is a linear function of the log of memory set size (Wolfe, 2012) . In hybrid foraging, RT Â memory set size functions continue to be logarithmic. However, there are separate functions for selections where the current selection is different from the last selection (e.g., astronaut followed by alligator) as compared to the case where the present selection is the same as the previous (e.g., alligator-alligator).
Methods
In this hybrid foraging experiment, observers searched for multiple instances of multiple targets. The primary measures of interest were the identity of items collected, the rate of collection, the order in which they were collected, and the point at which observers chose to leave one patch for the next. We will refer to each visual display of items as a ''patch" by analogy to the foraging literature and we will refer to each click on a target in a patch as an act of ''collection". In this study, observers held 8, 16, 32, or 64 possible target objects in memory. They then searched for multiple instances of these targets in a succession of patches: large displays of between 60 and 105 items, where 20-30% of all items were targets.
Stimuli and apparatus
The stimuli were presented on a 24 00 screen on an iMac, model A1225 (EMC 2211). The experiment was programmed in Matlab 7.10.0 using the Psychtoolbox, version 3.0.9 (Brainard, 1997; Pelli, 1997) . Target and distractor items were drawn from 1314 of the photographs of objects used in the picture memory experiments of Brady et al. (2008) . Items were up to 75 Â 75 pixels, subtending a maximum of approximately 1.8 Â 1.8 degrees of visual angle at average viewing distance of 24 00 .
Procedure
There were four experimental sections, each with a different memory set size, 8, 16, 32, or 64 items. In the first phase of each section, observers memorized the set of target items, viewing each image individually for three seconds. This memorization period was followed by a recognition memory test in which observers were presented with images one at a time and made a forcedchoice decision about whether the object was or was not part of the memorized set (50% target prevalence). Accuracy of 90% was required to continue to the hybrid foraging portion of the experiment. If an observer failed to reach that level, the image stream and memorization test were repeated, though that was rare.
The visual search task used patches with 60, 75, 90, and 105 total items. In pilot experiments, we found that with large, dense arrays of static items many observers adopted a ''reading" strategy in which they started searching at the upper left and moved systematically through the patch to the lower right. This is a reasonable strategy for exhaustive search, but, given our interest in non-exhaustive foraging behavior and patch leaving times, it masks the very behavior that we want to examine. Accordingly, in the actual experiment, all stimuli moved continuously at a rate of 1.25°/s. Based on a multiple-object tracking algorithm, items independently moved toward randomly selected goal locations, with their trajectories repulsed by the edges of the patch, the center of the patch, and other items, though items could overlap. The appearance was something like a fairly stately anthill, with all items moving seemingly at random but with few abrupt changes in direction and at speeds that did not interfere with the ability of observers to localize and click on targets (see Fig. 2 ). Observers were instructed to collect targets as efficiently as possible with the goal of collecting 100 points in the practice block and 1000 in the experimental block of each section (2 points for targets, À1 point for non-targets). Clicking on an item removed it from the patch. Observers were free to pick targets in the current patch for as long as they liked and to click on the ''next" button in the center of the screen whenever they wanted a new patch to search. There was a 2-s ''travel time" added between patches. However, the total travel time from the last item collected in a patch to the appearance of the next patch took longer than these 2 s and the effective travel time was approximately 5 s. During practice, observers received feedback at the end of each patch, showing them the targets that they had left behind when they pressed the ''next" button. Observers did not receive this miss feedback in the experimental block.
At the start of each patch, 20-30% of the items were targets. The precise number was uniformly distributed within that interval. Regardless of the number of items in the memory set, 2-5 of the target types were represented in the search display. The total number of targets in the patch was initially divided evenly across the 3, 4, or 5 target types in the patch. A 25-step random walk was used to redistribute the actual number of each target to be presented in a single display. Imagine that a display of 90 items is originally designed to contain 27 (30%) targets, divided evenly among four target types (i.e., seven instances of three types and six of the fourth). Each step involved randomly changing one type of target to another type. A target type could end up with no remaining instances in a display. After 25 steps, this process produced 1% of displays with two types of targets, 16% with three types, 55% with four types, and 27% with five types. The goal of this procedure was to have enough variability to thwart explicit counting rules (''I have found five instances of this target, so I should look for something else," or, ''I have only seen three target types; there must be a fourth."). The number of distractor items on each trial was chosen such that target and distractor item types had similar counts.
Participants
Twelve observers were tested, 11 of whom were female. Ages ranged from 18 to 55 years (mean 27.08). All had normal or corrected-to-normal visual acuity and all passed the Ishihara Color Test (Ishihara, 1980) . Observers gave informed consent and were paid $10/h for their time. The Partners Healthcare Corporation Institutional Review Board approved all experimental procedures.
Results and discussion

Basic foraging behavior
Unlike standard search tasks, in foraging tasks we expect significant numbers of targets to remain on screen when observers move to the next patch. Observers are asked to keep their rate of target collection as high as possible, and that usually means leaving a patch before all of the possible targets have been collected. These abandoned targets would normally be considered ''miss" or ''false negative" errors, but in a task where the goal is to maximize the rate of collection, these omissions are likely more strategic than careless. Nevertheless, in keeping with the standard search literature, we will refer to these as 'misses'. Fig. 3 shows average miss rates (i.e., proportions of total targets left uncollected) as a function of memory set size and visual set size.
As Fig. 3 shows, there were main effects of memory set size and visual set size. Miss rates rose as a function of memory set size (ANOVA: F(3, 33) = 10.5, p < 0.0001, g 2 g = 0.08). Unusually, miss rates fell as visual set size rises (ANOVA: F(3, 33) = 4.2, p = 0.013, g 2 g = 0.02), as it is more typical for miss rates in search tasks to rise with visual set size (e.g., Wolfe, Palmer, & Horowitz, 2010) . There was no reliable interaction of memory and visual set sizes (F(9, 99) = 1.2, p = 0.31).
There are at least two reasons that observers might fail to collect items from the patch. Firstly, as foraging progresses in a patch, target prevalence drops, and therefore, targets will become harder to find. The instantaneous acquisition rate will fall and, once that rate falls below the average rate for the task, MVT would predict that the observer would move to the next patch, leaving some items uncollected. Additionally, some types of targets might slip from memory during search and thus be mistaken for distractors, resulting in no instances of those target types being collected from a patch. We can estimate how often these memory slips happen by plotting the average number of target types that are left uncollected from a patch. That is, if there were initially six alligators in the patch, there were still six alligators when the observer left the patch. This is shown in Fig. 4 .
On average, there were four different target types in each patch and Fig. 4 shows that observers failed to collect any examples of one of those target types. The chance that a target type was uncollected rose with the memory set size (F(3, 33) = 8.8, p = 0.0002, g 2 g = 0.12). This seems reasonable: the more items that are held in memory, the more likely it is that one of those will be completely overlooked in visual search. This value decreased as visual set size increased (F(3, 33) = 8.7, p = 0.0002, g 2 g = 0.07). There was no interaction between memory set size and visual set size effects (F(9, 99) = 0.8, p = 0.66). Unsurprisingly, observers tended to miss all of the examples of targets that were less common. On average, there were five instances of each target type, however, there was an average of only 3.1 instances for totally missed target types.
Did observers simply miss all of the instances of a target by chance? After all, observers left about 35% of all targets uncollected. However, if the chance of missing a target is 35%, the chance of missing all three targets of one type is only 4%. Observers missed entire target types at a much higher rate, which suggests that they are forgetting the entire type on that patch, even though they may remember it the next time it appears.
In foraging experiments, observers are presumably trying (consciously or unconsciously) to adjust their miss rates to produce the best average rate of acquiring targets. If we look at the relationship between these two rates, we see a positive correlation between them. Observers with higher miss rates had higher target acquisition rates as well. This can be seen for each memory set size in Fig. 5 where the average target acquisition rate in a block is plotted against the miss rate for that block for each observer.
All R 2 values were greater than 0.3 and all p < 0.06. These data are somewhat noisy but this suggests a situation where the usual speed/accuracy tradeoff serves less diligent observers well: observers who were quick to leave a patch, abandoning more items, had better performance overall in this task, as measured by the average rate with which they collect targets. Put another way, the more patches that an observer visited, the faster that observer finished the task, despite the 2-s ''travel time" between patches. Note that smaller memory set sizes produce higher target-acquisition rates than larger memory set sizes. This reflects the different amounts of time that the memory searches require. As discussed in more detail below, more items held in memory produces slower memory searches, leading to slower RTs and, thus, lower rates of target collection. Given these average rates, the prediction of the Marginal Value Theorem (MVT) is that, on average, observers will leave the current patch when the rate of return from that patch drops below the average rate of return for the task. This prediction was borne out in these hybrid foraging data, as illustrated in Figs. 6 and 7. Fig. 6 shows the instantaneous rate of return as a function of ''Reverse Click" position. Reverse Click 1 is the final click on an item in the patch. The next click will be on the ''next" button that summons a new patch. Reverse Click 2 is the penultimate click and so forth, back in time. The instantaneous rate is computed as the reciprocal of the average RT (i.e., the time between one click and the next) multiplied by the probability that the item clicked is a target (i.e., 1 -false alarm rate = .97). It can be seen that the rate starts relatively high and then falls as the targets are depleted. MVT predicts that observers should leave the current patch when the rate drops below the average rate. This is seen more clearly in Fig. 7 . Fig. 7 shows instantaneous rate plotted against average rate for each observer in each memory set size block for the last three clicks in the patch. As can be seen, at the third reverse click, the instantaneous rate is above the average (for all memory set sizes, t(11) > 2.8, all p < 0.01). At the second reverse click, the points lie closer to the point of equality. The average is above the line for all four memory set sizes but the difference is significant only at set sizes 16 (t(11) = 2.4, p = 0.016) and 64 (t(11) = 2.6, p = 0.012). By the final click, the instantaneous rate has dropped below the average rate at all set sizes, though the difference is significant only at set size 16 (t(11) = 4.4, p < 0.001). Thus, the results broadly adhere to the predictions of MVT. However, the interesting questions for this hybrid foraging task concern not only the patch leaving time, but also what happens within a patch. To be sure, as shown in Fig. 5 , on average, the rates of return fall more-or-less monotonically as foraging progresses; but observers are switching between target types while foraging. Should the collection of each different target type be thought of as a little foraging epoch within the larger epoch of foraging in a patch? If so, observers in the Lego example might collect alligators until the rate of alligator collection drops to some level, then switch to collecting red bricks, and so forth. Alternatively, observers might simply pick targets at random from the set of possible targets. We assess these options in the next section.
Analysis of runs within a patch
Evidence for within-patch foraging would come in the form of ''runs", repeated collections of one type of target. Of course, observers might collect the same type of target twice (or more) in a row by chance. In order to determine if the data reveal a larger-thanexpected number of runs, we need to determine the expected number. This is made somewhat more complex in this experiment because each patch contains a variable number of instances of a variable number (2-5) of target types. For example, a patch might contain 1 instance of Target Type 1, 9 of Target Type 2, 5 of Target 3, and 11 of Target 4 for a total of 26 targets. Moreover, the observer of that patch might collect only 21 of the 26. The next patch would contain a different mix of target types. The prediction for random selection was simulated by taking the actual distribution . Instantaneous (data points) and average (horizontal lines) rates of return for each of four memory set sizes. Note that the x-axis is ''Reverse Click" Clicks are aligned to the end of the trial, such that Reverse Click 0 is the click on the ''next" button. Click 1 is the last item collected, and so on, backwards in time.
of targets for each patch that was shown in the experiment and drawing N samples, without replacement, from that distribution, where N equals the number of targets actually collected by the observer from that patch. This generates predictions for each observer at each memory set size and the resulting distribution of run lengths can be compared to the empirical distributions. These results are shown in Fig. 8 . Fig. 8 plots empirical (purple lines, filled symbols) and simulated (green lines, outlined symbols) data for each memory set size, but the memory set variable made no difference here and those curves overlap. The empirical and simulated data differ significantly, with the empirical data showing more long runs than would be predicted by random collection from the set of all targets. This is manifested as a reduction in runs of length 1 and an increase in runs of lengths 3-5 (all t(11) > 3.2, all p < 0.004). Even at the longer run lengths where there is very little data, runs of length 6-8 were significantly over-represented in the empirical data (all t(11) > 1.9, all p < 0.04).
If we assume that observers made an implicit or explicit decision to collect one type of target in a run, then each of these runs can be thought of as a small-scale foraging episode within more extended foraging within the patch. Does this behavior follow the rules of optimal foraging theory? If so, observers might be picking all of Target Type A in a portion of a patch. As those targets are depleted, it would take longer to acquire Target Type A and observers would reach a threshold at which time it would become sensible to stop collecting Target Type A and to start collecting targets of Type B. Fig. 9 shows the actual behavior within runs. Each curve represents RTs for runs of length 1-8, averaged across memory set sizes and observers. The horizontal line is the average RT within a patch (rate would be almost exactly the inverse of these values since observers collect a target on 97% of clicks). It is clear that the first target in a run is expensive. Its RTs were markedly slower than all the other RTs in a run.
1 In foraging terms, this can be considered to reflect the ''travel" time from picking one type of target to picking another. In the cognitive literature, this might be considered a task-switching cost (Arrington & Logan, 2004) . In the present context, as will be discussed below, the added cost for the first item in a run probably reflects the more demanding memory search required for the first item in a run (i.e., deciding if an item is a member of the current memory set), in contrast to the less demanding memory search within a run (i.e., deciding if an item is the currently prioritized or primed item in the current memory set). After the first selection in a run, searches are faster. They become gradually slower over the run, presumably reflecting the local depletion of the current preferred item. On average, runs ended at a similar RT regardless of the run length and, on average, that RT was lower than the overall average RT. For runs of length 2-6, the average quitting RT was significantly shorter than the mean RT (all t(11) > 3.5, all p < 0.0025). For runs of length 7 or 8, the data were sparser and the effect, while in the same direction, was weaker (Run length 7: t(11) = 1.70, p = 0.058, Run length 8: t (11) = 1.59, p = 0.074). This pattern of results is similar for all memory set sizes, but the results are noisier when the data are subdivided.
Why did observers leave runs when the current RT was lower than the average RT (and, thus, when the rate of return was higher)? The difference between a run in hybrid foraging and a simple foraging situation is that there are multiple choices about what to pick. We hypothesize that observers were leaving a run earlier than would be optimal because they sometimes take advantage of what could be called ''targets of opportunity"; moments when they interrupt a run to collect a conveniently placed member of another target type. We can test this hypothesis by further categorizing the varieties of collection in hybrid foraging. Suppose an observer has been picking Target Type A. If they pick another A, that is a ''Run" collection. If they switch to Type B, we can define two types of collection. There are true ''Switch" collections where the observer switches to a run of target B or moves on to a third target Type, C. Alternatively, there are the targets of opportunity, where the observer temporarily switches to B but goes back immediately to A on the next collection. We will call those ''Temp" (temporary) collections. The next collection where the observer returns to a run can be unimaginatively referred to as a ''Return" collection. For this analysis, we restrict ourselves to the collection numbers 2-15 in a patch because, toward the end of the approximately 25 collections in a patch, targets become scarce and switches may be mandated simply because all of the items of one target type have been collected. The first collection in each patch is omitted because those collections are much slower than other collections and, for present purposes, the first collection cannot be either a Switch or a Temp.
Overall, 23% of collections were Switches, 59% Runs, 8% Temps, and 6% Returns. The remaining 4% were various unclassifiable collections (e.g., errors or the collection after an error). Returns did not equal Temps because of the possibility of sequences like AABA-BAA, which were coded as several Temps in a row. The item collected in a Switch was, on average, 356 pixels away from the previous item. The item collected in a Run was 324 pixels away. The Temp items were just 309 pixels away from the previous item. The difference between Switch and Temp distances was significant (t(11) = 5.4, p = 0.0002). The difference between Run and Temp was merely suggestive (t(11) = 1.9, p = 0.087). Run collection RTs were clearly faster than all other types (all t(11) > 5, all p < 0.0003). Temp RTs were over 300 ms faster than Switch RTs (t(11) = 7.2, p < 0.0001) and 150 ms faster than Return collections (t(11) = 5.2, p = 0.0003). Taken together, the distance and RT results suggest that that Temp collections occurred when an item of Type B happened to be near the previously collected item of Type A and happened to be confirmed as a target before some more remote item of Type A could be confirmed to continue the run, unbroken. These targets of opportunity may account for the apparently early departure from a run, seen in Fig. 9 .
This analysis also gives us hints about how search proceeds in hybrid foraging, more generally. In the approximately 1 s that it takes to collect an item in this task, observers would have plenty of time to examine other items in the neighborhood. Many of those will be distractors. Some items, attended as part of the visual search, will be repeats of the most recently selected item. Since those appear to be primed, a repeat will often be cued up to be the next item collected. Other types of target items will also be encountered in the visual search. They will race with the repeat items to be the next collection. These other targets will be at a disadvantage because they are not primed so they will take longer to identify. However, if they are encountered earlier, perhaps because they are near to the most recently selected item, they might win the race. Note that this suggests observers are already searching for the next target while executing the motor act of clicking on the current target. In a different experiment, to thwart this behavior, we repositioned all items after each click. The resulting changes in foraging behavior are reported in Cain et al. (in preparation) , as is a more explicit, computational model of how items are collected in hybrid foraging tasks.
Analysis of RT Â memory set size functions
The differences between types of collection are quite dramatic, as shown in Fig. 10 . The figure plots mean RT as a function of the memory set size. Data are plotted on a logarithmic scale, because of our earlier finding that hybrid search RTs are linear functions of the log of the memory set size (Wolfe, 2012) . Five types of target collection events are plotted in the figure. As above, on Switch events the item collected this time is different than the previous item collected. Temp events are also collections of a different item but on the collection after that, the observer returned to the first target type (an ABA pattern). Return events are those third events in an ABA sequence. The item collected this time is different from the previous item but it is the same as the one before that. Finally, the First collection in each patch is plotted separately. As noted above, these RTs prove to be much longer than any of the other RTs at each memory set size (all paired-t tests: t(11) > 7.0, all p < 0.0001).
Excluding the First events, the other four types of collection events also clearly differed from each other (ANOVA: main effect of Trial Type: F(3, 33) = 55.5, p < 0.0001, g 2 g = 0.38). There was also a main effect of memory set size (F(3, 33) = 14.4, p < 0.0001, g 2 g = 0.14) and an interaction of those factors, reflecting the different slopes for each event type (F(9, 99) = 4.0, p = 0.0002, g 2 g = 0.04). In the Wolfe (2012) study of hybrid search, RTs rose with the log of the memory set size. To test if that logarithmic relationship is seen in hybrid foraging, regression lines were fit to the three smaller memory set sizes (8, 16, and 32) for the data in Fig. 9 and used to predict the data for the largest memory set size (64) . The open symbols show the linear prediction. Filled outline symbols and the plotted regression lines show the log prediction. Plotted data are the averages over the 12 observers for the actual and predicted RTs. The RTs are well described as linear functions of log(memory set size). Log-linear functions based on set sizes 8-32 are good predictors of the RT at memory set size 64 as the predicted and actual RTs do not reliably differ (all t(11) < 1.5, all p > 0.15). The linear fits are not as good as the log-linear fits and the predicted value for memory set size 64 differs significantly from the data for First events (t(11) = 4.9, p = 0.0005) and Switch events (t(11) = 3.7, p = 0.032). As the effect of memory set size gets smaller, for the Temp, Return, and Run collection types, it is no longer possible to distinguish between the log and linear predictions.
Analysis of RT Â effective visual set size functions
The substantial differences between RTs and slopes for Run and Switch events falsify a simple model that might propose that observers select one item after another from the visual display and perform the same memory search on each of these. Clearly, for the current selection, the memory search is much faster if the current selection is the same as the preceding selection. It could be that all of the difference between Run and Switch events is explained by faster memory searches for the Run events. However, this hypothesis is contradicted by the finding that the visual search also appears to be more efficient for Run events. To assess whether the visual search was, in fact, more efficient, we need a way to measure the efficiency of search in a situation where there are multiple targets in a single display (Ward & McClelland, 1989) . Rather than using the usual RT Â visual set size slope as a metric of search efficiency in hybrid foraging, Fig. 11 shows RT plotted as a function of the ''effective set size". The effective visual set size is the current visual set size, divided by the number of targets present. Thus, if there are 100 items on the screen and 25 of them are targets, the effective visual set size is 4. Data are shown for effective visual set sizes 4-10 because those cells each contain at least 80 trials (pooled across all observers).
As was obvious from Fig. 10 , RTs were faster for collections made in runs. Of more interest here is that runs appear to involve more efficient visual search than switches. An ANOVA on the slopes, shown in Fig. 10 , with memory set size and run/switch as factors reveals main effects of the run/switch factor (F(1, 11) = 6.8, p = 0.02, g 2 g = 0.08; note that this analysis removes the Temp, First, and Return collection types). There was also a main effect of memory set size on slope (F(3, 33) = 3.3, p < 0.03, g 2 g = 0.10). The interaction was not significant for size (F(3, 33) = 9.9, p = 0..38, g 2 g = 0.03). The weakness of the statistical tests, in this case, reflects the unstable nature of slope data; with relatively few trials going into the slopes for each observer, the slopes for those observers show considerable variability.
These results argue against a model of this task in which targets are selected at random from all target types in the display. If items were selected at random from the set of target items, then the slope of the RT Â effective visual set size functions should not differ between run events and switch events. In such a model, run RTs might be faster overall (an intercept difference), because the decision that this was the same target as last time might be faster than the decision that this is a different type of target, but a target, nonetheless. An intercept difference would reflect a difference in the memory search aspect of the hybrid search. The apparent difference in search efficiency as measured by RT Â effective set size functions, suggests that the visual search is guided toward the previously viewed item. For example, finding the Lego alligator on one selection seems to prime observers to direct attention and subsequent selection to other objects with alligator-like features (e.g., ''green"). This is akin to the ''priming of popout" effects in the search literature (Maljkovic & Nakayama, 1994) where observers are faster to respond to a second target of the same color than to a pop-out target of another color. Wolfe, Butcher, Lee, and Hyle (2003) extended this result and argued that, not only do the targets on the previous trials act to prime the target on the current trial, but that this priming is an implicit form of top-down guidance. That is, seeing a red target is like being told, or telling yourself, to look for a red target. Wolfe, Horowitz, Kenner, Hyle, and Vasan (2004) showed that actually seeing a target (including complex objects like those shown here) produced more top-down guidance than merely specifying the target with words. While this earlier work shows these priming effects in a succession of discrete trials, the present results show the effect in the context of a single, extended foraging task. More purely bottom-up forms of guidance also occur in human foraging tasks. For example, Longstaffe, Hood, and Gilchrist (2014) had observers searching for a target location by moving around a room and tapping on lights in the floor. All lighted locations were equally likely to be targets but Os tended to favor flickering locations, presumably because of their bottomup salience. In our experiments, it is the act of selecting one type of target that increases its effective salience.
In the context of a hybrid foraging task, it appears that this priming by prior selection has two components. First, finding one target biases subsequent visual search toward other items with features of that target (e.g., finding one alligator biases search toward other green Lego). This produces the shallower RT Â effective visual set size slopes. Second, identifying a target primes memory to more quickly identify subsequent instances of that target (e.g., it is faster to decide that another Lego is an alligator). This produces the shallower RT Â log(memory set size) slopes. A more extended model of priming in hybrid foraging is found in Cain et al. (in preparation) . The priming of the next selection on the basis of the contents of the prior selection can have real consequences in the real world where the presence of common targets might cause a searcher to overlook less common targets. This has been seen in blue jays who will pass over less common prey while foraging for the more common (Bond & Kamil, 2002) . Similar effects are seen in search when one target type is rarer than another (Godwin et al., 2015; Hout, Walenchok, Goldinger, & Wolfe, 2015) . Fig. 10 . RT as a function of log 2 of the memory set size for four types of collection events. See text for details. Regression lines are fit to the 3 lower memory set sizes and used to predict the RT value for set size 64. Open symbols show linear predictions. Outlined shaded symbols show log predictions. For graphing purposes, we actually plot predicted data points for a hypothetical memory set size of 73.5 to offset them from the actual data. 
General discussion
In hybrid foraging, observers hold a set of target items in mind and collect instances of those targets from a succession of visual ''patches". The results presented here suggest that when a new patch appears observers select an item and perform a memory search to determine if that item is one of the target types for the current task. As shown in Fig. 10 , these First collections are markedly slower than other selections in this task, suggesting that the initial selection is not strongly guided. If the item is a target, it is selected. While the motor act of clicking on that target is in progress, the observer is probably at work on the search for the next item. The next selection of an item is made by a guided visual search. Attention is guided to items with features like those of the item just selected. This makes it more likely than would be predicted by chance that the next target will be of the same type as the previous one. Not only is the visual search biased toward the previous target type, but, in addition, memory has been reconfigured in a manner that will make it faster to confirm a repeated target type than a new target type. Thus, ''Run" events have more efficient RT Â effective visual set size functions and more efficient RT Â memory set size functions.
A run of one type of target ends, on average, while the rate of collection is still somewhat higher than the average rate. We argue that this could be explained by the ''Temp" collections. These are breaks in a run, perhaps caused when a nearby target of Type B breaks into a run of Type A. Without those opportunistic breaks in runs, runs might end, as predicted by foraging theory, when the time to find another item of Type A gets too long.
Howsoever the targets are selected, over time they become less frequent in the patch. At some point, the observer decides to move to a new patch. On average, those leaving times correspond to the predictions of the Marginal Value Theorem. Observers leave a patch when the rate of return from the patch drops below the average rate of return for the task. In this task, observers can maintain a higher target collection rate by leaving earlier. Picking the proverbial low-hanging fruit is a good strategy here. Future experiments can examine how hard it would be to get observers to switch to a strategy of minimizing the number of targets left in the display.
It is worth noting that the tendency to pick targets in runs in our visual hybrid foraging is similar to the 'patchiness' of more cognitive foraging tasks. In the introduction, we mentioned the task in which observers are asked to name as many animals as possible. When observers 'forage' through their minds for animal names, the names tend to come in runs as well. Selection of one fish tends to 'prime' subsequent selection of other fishes until that 'patch' is exhausted and you move on to pets or tropical birds or some other patch. In the foraging literature, this can be seen as the tradeoff between 'exploration' (pick one of several target types) and exploitation (collecting a number of instances of that type) (Hills, Todd, & Goldstone, 2010) . It is interesting that we see this pattern of foraging even when all the target types are concurrently visible in the same display-as do blue jays (Dukas & Kamil, 2001) .
This leads to the question of why we should be interested in hybrid foraging tasks. From the vantage point of basic research in visual attention, the hybrid foraging method proves to be an interesting new tool for describing the interaction of memory and attention in visual search. Moreover, tasks of this sort represent an important step in our attempt to use laboratory experiments to understand real world search. To be sure, we have learned a great deal from the visual search literature of the past several decades. However, the standard lab paradigm involves a large set of short, discrete, independent (or, at least, semi-independent) trials.
Some real world search is of this form (e.g., airport security screening) but a more ''extended search" is typical of many other tasks like the Lego task described at the beginning of this paper. If we want to understand human search behavior, from parents searching a toy chest for alligators, to students searching websites for information, to radiologists searching medical images for abnormalities, we need to understand these tasks that may have multiple, interacting components.
Of course, hybrid foraging, as assessed here, is not a real world search task but it captures aspects of real world search that have not been captured by classic visual search experiments. In daily life, we often have multiple search goals active at more or less the same time. Driving down the street, you are searching (or, perhaps, we should say ''monitoring") for traffic signs, obstacles, and the road margins, while, unfortunately, being distracted by the cell phone. Of course, these targets are not arranged into a homogeneous memory set in the manner of the targets in our hybrid foraging task. Still, multiple goals in your mind do compete to shape your interaction with the world. If you are ratemaximizing in some fashion, how many 'targets' are you leaving behind? If your current search is shaped by what you just found, what are you likely to miss?
The hybrid foraging paradigm is well-suited to investigate some of the complications of the real world. In the driving example above, one presumes that a child in the road is a 'target' of much higher value than an interesting hawk in the tree even if you like to engage in bird watching while driving down the highway. The items in a memory set can be given different values and we can determine how the valuable items are prioritized. Indeed, in the real world of the playroom, the Lego search is probably an example of hybrid foraging with items of different values. Each alligator is more special than a mere red brick. They are also less common, introducing another real world variable that can be studied in hybrid search. How does prevalence interact with value in shaping foraging behavior? We know that low prevalence items are missed more often in standard search tasks (Wolfe, Horowitz, & Kenner, 2005) . This effect persists when there are multiple target types, some more likely to appear as the target on the current trial than others (Experiments 3 and 4 of Wolfe et al., 2007) . There is every reason to assume that this would continue to hold in a hybrid foraging task-that rare targets will probably be missed. And there is every reason to imagine that this could be a problem when, for example, a radiologist is 'foraging' through many images in the examination of a patient. What would it take to reduce the chance that a radiologist, looking for many possible targets, will not miss the rare and/or unusual one, as is known to happen (Drew, Vo, & Wolfe, 2013; Lum, Fairbanks, Pennington, & Zwemer, 2005; Potchen, 2006) ? In summary, the hybrid foraging task is a step closer to the real world from the world of independent trial searches. It is comforting that principles established with the classic trial structure experiments continue to apply in hybrid foraging. This increases the confidence that those principles also govern our behavior in the world. The hybrid foraging paradigm opens up new ways to bridge the gap between what we want to know about real world behavior and what we can plausibly accomplish in the lab.
