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Chapter 1
Introduction
Researches on chaos have stared from the famous Poincare´ 3-body problem [81]. So far, various
researches on chaos not only in physics but also in several fields, such as mathematics, biology,
and sociology, have been done and revealed that chaos could be one of the universal features
of the nature. We are observing chaos in daily life, e.g., weather forecast. Is chaos also “daily”
in the universe as well ? If one answers “Yes”, he/she might think that because the universe is
a part of the nature, it can be expected that chaos also appears in the universe. If one answers
“No”, he/she might invoke that phenomena in the universe would happen in a high energy
state and a strong gravitational field, which are never realized in our daily life. Study of chaos
in the universe might answer this question.
What has been done in a field of chaos in the universe, in particular in the theory of general
relativity ? Researches in this field have just started recently and its history is shorter than
that of the research on chaos in the Newtonian mechanics [46]. Research subjects of chaos in
general relativity are classified into two types. One is a chaotic behaviour of the spacetime
itself. It is of course a solution of Einstein’s equation and therefore can be chaotic due to the
high nonlinearity of Einstein’s equation. Researches dealing with this subject have started
from a work by Misner [75]. He has investigated a behavior of the Bianchi IX type universe
and following this work, some remarkable works have been done [3, 9, 23, 100]. The other
subject is a motion of the object in a relativistic spacetime. The pioneering work on this subject
is Contopoulos’s work [18, 19]. He has studied a behavior of test body in the Majumdar-
Papapetou solution, which is multiple extreme Reissner-Nordstro¨m black hole (BH) system.
Many works studying a chaotic motion of test body in relativistic frameworks have been
done [13, 54, 67, 76, 82, 83, 96, 108, 111, 97, 98, 99]. Our works in this thesis belong to the latter
type and we will refer to a motivation and purpose.
Themain subject of this thesis is to analyze a feature of chaos, which ismissed in the previous
works. We know that there is a wide variety of chaos. In particular, recent notable progress in
the Hamiltonian system1 is finding a statistical law in the chaotic system. This statistical law
is related to a long time correlation of the object motion as well as to a structure of the phase
space. More detailed explanation is as follows: if a system is integrable, tori exit in a phase
space. The motion of the object in this system is along the tori and as a result, it becomes a
periodicmotion. On the contrary, the tori are broken down if the system is non-integrable. Only
the remnant of the tori exists. Then, the motion of the object will lose its predictability, which
indicates the chaos. This feature can be cleanly seen if you draw the Poincare´ map, which
is an intersection of the phase space. What about an ”intermediate” state ? ”Intermediate”
means although a part of tori is broken down, the main structure still remains. In this state, the
structure of the phase space consists of main tori surrounded by small tori, which is parts of the
broken tori (see Figure 1.1). In the phase space, the motion will move around these small tori.
This is a so-called stagnant motion and such a motion has a long-time correlation. This feature
appears in a power spectrum of the motion as a power-law; so-called 1/f fluctuation. This is
the statistical law as mentioned above. Therefore, measuring the power-law spectrum means
that you can pick up information of the phase space structure even if the system is chaotic. The
power-spectrum analysis is important when you investigate a chaotic system. However, this
1Most famous example is He´non-Heiles system [44]
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analysis was missed in the previous works, in particular the chaos in general relativity.
A view point for searching a way to extract information from a chaotic system is also
missed. Conventional ways to analyze a chaotic system are the Poincare´ map analysis, as
explained above, and the Lyapunov exponent analysis, which measures a growth rate of initial
small deviation in two nearby trajectories. If the Lyapunov exponent has a positive value, it
represents that the system is chaotic. Both methods measure the motion of the object directly.
In general, phenomena in universe occurs far from us and ambient matter often contaminates
the environment. So, it may be difficult to observe a chaotic motion directly. In this thesis, we
propose gravitational waves as a tool to extract information from a chaotic system. Why do we
choose gravitational waves ? From here, we refer to the reason.
At first, we should explain gravitational waves. General relativity proposed by Einstein in
1915 is the theory that describes the gravity as a spacetime distortion. AsMaxwell’s equation in
electrodynamics represents electromagneticwaves as thenon trivial vacuumsolution, Einstein’s
equation describes that the gravity propagates; gravitational waves. The fact that the gravity
propagates in a finite time is essential difference from theNewton gravity, inwhich the gravity is
expressed as a potential. So, gravitationalwaves are one of the essential part of general relativity
and whether it exists or not is concerned with the root of general relativity. In 1974, Hulse and
Taylor have observed the binary pulsar PSR1913+16 and found the decrease of its orbital period.
After the observation of this phenomena, they have shown that the decreasing rate of the orbital
period agreeswith that predicted by a gravitational radiationwithin 0.3 percents [48]. A series of
their works are widely accepted as the indirect evidence of the existence of gravitational waves
today. Hulse and Taylor have been awarded the Nobel prize in 1993. Although, following
Hulse and Taylor’s works, many attempts for the direct observation of gravitational waves
have been done and are now being done, a report for the direct observation has not been done
yet.
But, the ground based laser interferometers such as First LIGO /Advanced LIGO (USA) [1],
VIRGO (France, Italy) [37], GEO600 (UK, Germany) [45], and TAMA300 (Japan) [106] are now
operating and the spacecraft type laser interferometer such as LISA(USA) [105] will launch in
2015. So, the direct observation of gravitational waves will come true in the near future. What
is expectation for gravitational waves ? Up to today, the astronomy with various observational
methods, e.g., radio, infrared, optical, ultraviolet, X-ray, gamma-ray, and neutrino, have de-
veloped and succeeded in each categories. On the other hand, gravitational waves are more
transparent than these signals because the gravity interactsweaklywith thematter. This implies
that gravitational waves could not only play a supplementary role to the existing observational
methods but also play a leading role in the astrophysics. We might be able to observe regions,
e.g., a central region of collapsing stellar, or the merger of binary composed of a BH and/or a
neutron star (NS). It is impossible to observe these events with the existing methods.
Then, what should we do theoretically for gravitational wave astrophysics ? For gravita-
tional wave astronomy, we have to make theoretical templates of gravitational waves. There
are two meanings in making templates. The first is closely related to a method to identify
gravitational waves from the observation data, in particular the laser interferometers. It is
demanded to make a high accurate theoretical template to extract gravitational wave signals
from observed data, i.e., the matched filtering method. The linear perturbation theory and the
Post Newton expansion are appropriate to make such a kind of templates. On the other hand,
numerical relativity is a supplementary method to the two methods. Numerical relativity is a
powerful method to estimate gravitational waves in a situation that the nonlinearity of gravity
is strong, e.g., the merger of a closed binary, the final phase of a stellar collapse, and so on.
Although, recently, the progress in this field is remarkable, the high accurate templates are not
made yet because numerical relativity is a large-scale numerical simulation. Then, how do you
utilize such templates ? The answer is following: If gravitational waves are observed without
7the matched filtering mentioned above and compared to a theoretical template, we can extract
various information of wave sources, e.g., their distance, mass, spin, and so on. This is the
second meaning.
Next, we shall briefly explain the three kind of method, the BH perturbation theory, the Post
Newton expansion, and numerical relativity.
1. The BH perturbation theory : A basic assumption is that you can separate a spacetime
into a background and a perturbation part. The perturbation is too small to affect on the
background. Therefore, the basic equation is a linearly perturbed Einstein’s equation. The
equation is semi-analytically formulated by using the symmetry of the background. Because
Einstein’s equation is classified into a hyperbolic type, the perturbation equation can be recast
into the wave equation; gravitational waves. Remarkable point of this method is that you
can expect a high accurate template because you can estimate the gravitational waves alone.
Various formulations have been done in the BH spacetime [5, 15, 16, 17, 31, 36, 51, 56, 58, 61,
72, 43, 78, 79, 86, 89, 90, 102, 112].
2. The post Newtonian expansion : If typical velocity, v, in a system is sufficiently smaller
than the speed of light, c, it is possible to expand an equation of motion (EOM) in the system in
terms of the parameter v/c [10]. A schematic form of the post Newtonian EOM is
r¨ = aN + aPN + a2PN + aSO + aRR + a3PN + aSS,
where a is acceleration and N, PN, 2PN, SO, RR, 3PN, SS denote the Newtonian term, the
Post Newtonian term, the second order Post Newtonian term, the spin-orbit coupling term,
radiation reaction term due to gravitational radiation, the third order Post Newtonian term,
the spin-spin coupling term, respectively. Benefit of post-Newton approximation to the BH
perturbation theory is to be able to calculate an accurate motion of two bodies with comparable
masses. Moreover, the radiation reaction force can be took into account. Therefore, this method
is powerful to produce theoretical templates of gravitational wave from coalescing binaries.
3. Numerical Relativity : Einstein’s equation is directly and numerically solved in this
method. For a long time, it has been non-trivial to formulate for stable numerical simulations.
However, Shibata and Nakamura have developed a robust method based on the conformal
transverse decomposition method in 1995 [94]. Baumgarte and Shapiro have independently
formulated in 1999 [7]. Their formulation is essentially same as that by Shibata and Nakamura.
This method is called the BSSN formulation from their initial and being used in several research
groups in the world. Numerical relativity covers a broad range of topics and we do not explain
more in this thesis (see a review [8] in details).
Our next task is to review concrete targets, gravitational wave sources, for the current
ground based detectors or future designed detectors. Up to now, promising candidates of
gravitational wave source are distinguished into a high frequency source with 1 − 103 Hz and
a low frequency source with 10−4 − 1 Hz. The ground based detectors such as LIGO, TAMA,
and so on are designed to be sensitive to the former type sources and LISA is for the later type
sources. Concrete candidates of the high frequency source are as follows:
• Inspiral of compact binaries composed of a stellar size BH and/or a NS
• Tidal disruption of a NS due to a BH in NS-BH binaries
• The merger and the quasi-normal mode ringing of binary BHs
• Low mass X-ray binaries
• Known pulsars (Spinning NS with pulse frequency above 100 Hz)
• Unknown pulsars
• The high/low T/|W| instability of NS in accretion induced collapse of white dwarf binaries
• Proto NS convection in supernovae
• Long and short gamma-ray bursts
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• Stochastic background
Fig. 1.2 is the sensitivity curves of LIGO and Advanced LIGO.
Concrete candidates of the low frequency source are as follows:
• Short period binaries
• The mergers of a supermassive BH binaries
• Inspiral of compact objects with ∼ 1-1000M⊙ into massive BHs
• Gravitational collapse of supermassive stars
Fig. 1.3 is the LISA’s sensitivity curve.
A number of works for these various sources have been done. Note that proposal for a new
kind of gravitational wave source is also important. This thesis plays such a kind of role in the
field of gravitational wave physics. In this thesis, we adopt two kinds of chaotic systems in the
Newtonian dynamics and general relativity.
1. A spinning particle around a BH spacetime
As a first concrete chaotic system, we adopt this general relativistic model. It invokes
compact objects orbiting around a supermassive BH. Recent observations support the existence
of such massive BHs at the galactic nuclei. As for a background spacetime, we assume the Kerr
metric since such a supermassive BH is usually rotating. We evaluate the gravitational waves
emitted from this system by using the multipole expansion of a gravitational field [65]-[103].
Carter showed [14] that the equations of motion for a non-spinning particle are integrable.
After his work, Johnston discovered that, for some tuned initial parameters, the particle motion
can be very complicated as if chaos occurred, although the system is integrable [52]. Then we
also analyze such a non-chaotic but complicated orbital motion to clarify whether the chaos is
essential for the gravitational wave emission or not.
We compare the gravitational wave forms, the energy fluxes and the gravitational wave
energy spectrum, for a chaotic and non-chaotic systems. We analyze the effects of the chaos
on gravitational waves. We study some observational features of the chaos in the general
relativistic dynamical system.
2. A point mass and thick disk system
This model mimics a system of a BH with a massive accretion disk. Saa analyzed this
system and showed that particle motions can be chaotic [87]. This model can describe both
an almost regular motion and a highly chaotic one by changing the ratio of a disk mass to a
BH mass. Hence, a mechanism of the chaos is different from that of the model 1. In Ref. [87],
however, the analysis based on the Poincare´ map has been done and the characters of the
chaos have not been studied. Therefore, our strategy is the following: First, we analyze the
particle motion and investigate the characters of the chaos emerging in this system. Secondly,
we evaluate the gravitational waves from this system. We utilize the quadrupole formula to
estimate the gravitational waves. Finally, to study some observational features of the chaos in
the gravitational waves, we investigate correlation between types of the chaotic motions and
the gravitational waves, and then discuss a possibility to extract information of this chaotic
system by the gravitational waves.
The organization of this thesis is as follows. In Chapter 2 we review the Arnowitt-Deser-
Misner formalism and how Einstein’s equation contains gravitational waves. Subsequently,
we derive the quadrupole wave and the quadrupole formula by using the linear perturbation
theory. In Chapter 3 we review the derivation of the basic equations of both a non-spinning
particle and a spinning particle in general relativity. First, we derive the equations of motion.
Second, we review a supplementary condition. Finally, we derive the constants of motion.
Chapter 4 devotes to review the chaos in general relativity. We show our results in Chapter 5
and Chapter 6. Summary and some remarks are given in Chapter 7. Throughout this thesis,
the units c = G = 1 are used. We utilize the notation according to Misner Thorne and Wheeler
(MTW) [75].
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Chapter 2
Einstein Equations as Initial Value Problem and
GravitationalWaves
As mentioned in Introduction, Einstein’s equation represents that the gravity propagates as
waves with the speed of light; gravitational waves. Gravitational waves correspond to a new
degree of freedom (d.o.f) of the gravitational field. Einstein’s equation is a set of the highly
non-linear partial differential equations. At a glance of this equation, it is hard to understand
how Einstein’s equation describes the gravitational waves. The Arnowitt-Deser-Misner (ADM)
formalism, sometimes called the (3+1)-formalism, is one of the method to solve Einstein’s
equation as an initial value problem and it helps us to understand d.o.f of general relativistic
gravity [4, 77, 110].
This chapter is devoted to a review of the ADM formalism and the gravitational waves. In the
latter part of this chapter, a basic formalism to estimate gravitational waves propagating in flat
space, the quadrupole formula, is reviewed [65].
2.1 Newtonian dynamics
A set of equations governing the Newtonian dynamics are as follows:
(1) The mass conservation equation
∂tρ + ∂i(ρvi) = 0, (2.1)
(2) The Euler equation
∂t(ρvi) + ∂ j(ρviv j) = −∂ip − ρ∂iϕ, (2.2)
(3) The Energy conservation equation
∂t
(
ρ
(
1
2
v2 + ϵ
))
+ ∂ j
((
ρ
(
1
2
v2 + ϵ
)
+ P
)
v j
)
= −ρ∂iϕvi, (2.3)
(4) An equation of state
p = p(ρ, ϵ), (2.4)
(5) Poisson equation
∆ϕ = 4πGρ, (2.5)
where ρ, p, ϵ, vi, and ϕ are the rest mass density, pressure, specific internal energy, velocity,
and gravitational potential, respectively. We show the energy equation in a conservative form.
Sometimes, the energy equation is expressedwith respect to the internal energy ρϵ. A procedure
to solve the set of the equation governing the Newtonian dynamics as an initial value problem
is as follows:
Step 0
Given distributions of ρ, vi, and ϵ, we will solve Eq. (2.5) to determine ϕ at t = 0.
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Step 1
Update ρ, vi, and ϵ to t = t + ∆t with Eqs. (2.1)-(2.3)
and subsequently determine ϕwith Eq. (2.5) at t = t + ∆t.
Step 2
Update t to t + ∆t
Return to Step 1
2.2 (3+1)-formalism of Einstein’s equation
Let us consider a space-like hypersurface Σ(t) with t = const. in four dimensional spacetimes.
We define γi j to be a metric tensor of 3-space Σ(t) as
dl2 = γi jdx
idx j. (2.6)
We assume a certain point P on Σ(t). At P, let us consider a time-like unit vector nµ normal to
Σ(t). The normalization of the vector is nµnµ = −1. We consider another space-like hypersurface
Σ(t + ∆t). A certain point P′ on Σ(t + ∆t) is connected to P and the vector
−−→
PP′ is normal to Σ(t).
In the limit of ∆t → 0, the proper length of −−→PP′ is proportional to ∆t;
|−−→PP′| = α∆t, (2.7)
where α is a proportionality constant and we call it a lapse function. We consider a line which
passes through the point P and alongwhich a spatial coordinate is constant. This path intersects
the hypersurfaceΣ(t+∆t) at a point P′′. In general, P′′ does not always coincidewith P′ because
the coordinate line does not do with the normal vector. Therefore, P′′ is not P′. A spatial vector−−−→
P′P′′ defined on Σ(t + ∆t) is proportional to ∆t in the limit of ∆t → 0;
(
−−−→
P′P′′)i = βi∆t, (2.8)
where βi is a proportionality constant and we call it a shift vector. α and βi express four d.o.f of
coordinate transformation.
The proper distance between a point P(t, xi) on Σ(t) and a point Q(t+∆t, xi+∆xi) on Σ(t+∆t)
is calculated by the Pythagoras theorem (see Fig. 2.1);
ds2 = −(−−→PP′)2 + (−−→P′Q)2
= −α2dt2 + γi j(dxi + βidt)(dx j + β jdt)
= gµνdx
µdxν. (2.9)
The covariant metric tensor gµν is given by
gµν =
( −α2 + βiβi β j
βi γi j
)
(2.10)
and the contravariant tensor gµν is by
gµν =
( −1/α2 β j/α2
βi/α2 γi j − βiβ j/α2
)
, (2.11)
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where
βi = γi jβ
j.
Let us define a projection tensor hµν;
hµν = gµν + nµnν (2.12)
where
nµ = (−α, 0, 0, 0),
nµ =
(
1
α
,−β
i
α
)
. (2.13)
is the unit normal vector. With this, any vector field Vµ can be projected on Σ(t) as hµνV
ν and
this projected vector is normal to nµ;
nµhµνV
µ = 0. (2.14)
Given a four dimensional tensor Tµνρσ···, a projected tensor hµαhνβhργhσδTαβγδ··· is a tensor on
Σ(t).
We define the extrinsic curvature Ki j as
Ki j ≡ −hiµh jνnµ;ν. (2.15)
Using Eq. (2.13), Ki j is expressed as
Ki j = −ni; j
= Γαi jnα
=
1
2α
(
−∂γi j
∂t
+ βi| j + β j|i
)
, (2.16)
where | means the covariant derivative in terms of the spatial metric γi j. The definition is a
projection of the covariant derivatives with respect to the four dimensional metric;
Ti j···|k = Tµν···;αhµ
ihν
j · · · hkα. (2.17)
Let us consider the projection of Einstein’s equation. Einstein’s equation is written as
Rµν − 1
2
gµνR = 8πTµν. (2.18)
The projection should be done along the time coordinate and on Σ(t). Therefore, Einstein’s
equation in the (3+1) formalism is expressed as
1) Gµνn
µnν = 8πρH ≡ 8πTµνnµnν,
2) Gµνn
µhi
ν
= −8πJi ≡ 8πTµνnµhiν
3) Gµνhi
µhνj = 8πSi j ≡ 8πTµνhiµh jν,
where ρH and Ji correspond to the energy and the momentum density observed by the normal
observer, respectively. Consequently, we have
1) the Hamiltonian constraint equation;
(3)R + K2 − Ki jKi j = 16πρH, (2.19)
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2) the momentum constraint equation;
Ki
j| j − K|i = 8πJi, (2.20)
3) the evolution of the metric tensor;
∂
∂t
Ki j =α(
(3)Ri j + KKi j) − 2αKilKl j
− 8πα
(
Si j +
1
2
γi j(ρH − Sll)
)
− α|i j + βm| jKmi + βm|iKmj + βmKi j|m, (2.21)
where K is the trace of Ki j and
(3)Ri j is the Ricci tensor with respect to γi j. Einstein’s equation has
originally ten components and they are decomposed into the four constraint equations (2.19-
2.20) and six evolution equations (2.21).
Equations of motion of the relativistic fluid is derived by the Bianchi identities;
Tµ
ν
;ν
=
1
8π
(
Rµ
ν − 1
2
δµ
νR
)
;ν
= 0, (2.22)
If we assume a matter as the perfect fluid, Tµν is
Tµν = (ρ + ρϵ + P)uµuν + Pgµν, (2.23)
where ρ, ϵ, P and uµ are the rest mass density, the specific internal energy, the pressure, and the
four velocity, respectively.
Let us rewrite the dynamical equation of matter with the analogy of the Newtonian dy-
namics (2.1)-(2.3). Before writing down the concrete form of the equation, we define the basic
variables as
ρ∗ ≡ ραut √γ, (2.24)
vi ≡ u
i
ut
, (2.25)
uˆi ≡ hui, (2.26)
eˆ ≡
√
γ
ρ∗
Tµνn
µnν = hαut − P
ραut
, (2.27)
ω ≡ αut, (2.28)
where h = 1 + e + P/ρ is relativistic enthalpy and w is relativistic Lorenz factor and γ = det(γi j).
(1) Mass conservation equation ( (ρuµ);µ = 0 )
∂tρ∗ + ∂i(ρ∗vi) = 0, (2.29)
(2) Euler equations (hm
µTµ
ν
;ν
= 0)
∂t(ρ∗uˆ j) + ∂i(ρ∗viuˆ j) = −α√γ∂ jP − ρ∗√γ
[
wh∂ jα − ui∂ jβi + uˆkuˆl
2uth
∂ jγ
kl
]
, (2.30)
(3) Energy equation (nµTµ
ν
;ν
= 0)
∂t(ρ∗eˆ) + ∂i
[
ρ∗vieˆ + P
√
γ(vi + βi)
]
= α
√
γPK +
ρ∗
uth
uˆkuˆlK
kl − ρ∗uˆiγi j∂iα, (2.31)
(4) Equation of state
P = P(ϵ, ρ). (2.32)
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The advantage of (2.29) to (2.31) is that by regarding α as a gravitational potential their form
strongly resembles that of the Newtonianmechanics. This is due to the fact that the acceleration
of normal line observer is proportional to the gradient of α.
Equations (2.30-2.31) have a nontrivial relation with Eqs. (2.19-2.21). Let us define a tensor
Aµν by
Aµν ≡ Rµν − 1
2
gµνR − 8πTµν. (2.33)
Einstein’s equation correspond to Aµν = 0. The Hamiltonian constraint (2.19), the momentum
constraint (2.20), and the evolution equation (2.21) are
H0 ≡ nµnνAµν = 0, (2.34)
Hα ≡ −nµhανAµν = 0, (2.35)
and
Hαβ ≡ hαµhβνAµν = 0. (2.36)
Let us assume that the the evolution equations (2.21), Hαβ = 0, and the equation of motion
of the fluid, Tµν;ν = 0, hold. H0 and Hα would not be equal to zero in general. Aµν is expressed
as
Aµν = Hµν + nµHν + nνHµ + nµnνH0. (2.37)
With Hαβ = 0, it can be reduced to
Aµν = nµHν + nνHµ + nµnνH0. (2.38)
The Bianchi identities guarantee
Aµν;ν = 0. (2.39)
If we multiply Eq. (2.39) by nµ and hµi and substitute Eq. (2.38), we obtain
( ∂
∂t
− βl ∂
∂xl
)
H0 = − 1√
γ
∂
∂xl
(
√
γHl) + αKH0 − 2Hl ∂α
∂xl
(2.40)
and
∂Hi
∂t
− βlHi|l = αKHi + βl|iHl − ∂α
∂xi
H0. (2.41)
Equations (2.40) and (2.41) implies that H0 and Hi remain to be zero for t > 0 once H0 = 0
and Hi = 0 are satisfied on t = 0 plane. This leads a important consequence: Given an initial
data which satisfies the constraint equation (2.19) and (2.20), the evolution according to the
Eqs. (2.16, 2.21, 2.29, 2.32) guarantees that we obtain a solution of Einstein’s equation on any
time slice. Finally, let us consider d.o.f of the system. γi j and Ki j have the twelve d.o.f. Using
the four constraint equations, d.o.f is reduced to eight. Furthermore, if we determine the lapse
function α and the shift vector βi, the four d.o.f are vanished. As a result, the true freedom of
the system is four. These residual freedoms represent gravitational wave.
Procedure to solve Einstein’s equation as initial value problem is as follows:
Step 0
Give distributions of ρ,uµ, and e.
Solve Eqs. (2.19)-(2.20) to determine the metric γi j and Ki j at t = 0.
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Figure 2.1: The 3+1 decomposition
Step 1
Determine α, βi to fix gauge condition
Step 2
Update hydrodynamical variables to t = t + ∆t with Eqs. (2.29)-(2.32)
Update geometrical variables to t = t + ∆t with Eqs. (2.16) and (2.21)
Step 3
Update t to t + ∆t
Return to Step 1
2.3 Linear perturbation theory and Quadrupole formula
In Sec. 2.2, we review Einstein’s equation has a non-trivial solution, gravitational waves, and
show a procedure to solve these equations. However, in general, it is difficult to solve Einstein’s
equation directly, which is called numerical relativity. Alternative approach is a perturbation
theory and this method greatly simplifies the field equations. Quadrupole formula is one of
most famous formula in the linear perturbation theory to estimate gravitational wave and is
widely used in numerical simulations. This section is devoted to review this approach and
associated topics.
2.3.1 Perturbed Einstein’s equation
First, let us consider the case T = 0 in Einstein’s equation
Rµν − 1
2
gµνR = 0. (2.42)
We also assume that the metric gµν slightly deviates from the Mankowski metric ηµν
gµν = ηµν + hµν, (2.43)
where hµν is a tensor representing perturbation and |hµν| ≪ 1. A perturbed Riemann tensor of
the first order smallness is given with respect to the metric perturbation hµν:
δRµναβ =
1
2
(hµβ,να + hνα,µβ − hνβ,µα − hµα,νβ). (2.44)
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An inverse of matrix gµν is defined by gµν and the form of the first order smallness is
gµν = ηµν − hµν. (2.45)
We can raise or lower tensor indices using the background tensor ηµν. A perturbed Ricci tensor
is
δRνβ =
1
2
(hµβ,µν + h
µ
ν,µβ − hνβ,µ,µ − hµµ,νβ), (2.46)
where δRνβ is a first order of smallness. Subsequently, a scalar curvature is obtained by
δR = (hµβ,βµ − hµµ,β,β). (2.47)
Therefore we can obtain the linearized Einstein’s equation as follow:
hρµ,ρν + h
ρ
ν,ρµ − hµν,ρ,ρ − hρρ,µν − ηµν(hρσ,σρ − hρρ
,σ
,σ
) = 0. (2.48)
To simplify Eq. (2.48), we introduce new functions defined by
h¯µν ≡ hµν − 1
2
ηµνh,
h ≡ hρρ. (2.49)
Using these functions, Eq. (2.48) is rewritten
h¯
ρ
µ,ρν + h¯
ρ
ν,ρµ − h¯ ,ρµν ,ρ − ηµνh
ρ ,σ
σ ,ρ = 0. (2.50)
To simplify linearized Einstein’s equation (2.50) more, we make use of d.o.f of gauge condition,
α, βi in Sec. 2.2. The harmonic condition is one of useful gauge to achieve this purpose,
h¯
µα
,α = 0. (2.51)
Imposing this condition, Eq. (2.50) is reduced to
h¯ ,αµν,α = 0. (2.52)
However, the condition Eq. (2.51) does not fix the gauge uniquely. Consider the infinitesimal
coordinate transformation
x′µ = xµ + ξµ (2.53)
with
ξ ,αµ,α = 0. (2.54)
This transformation changes h¯µν into
h¯′µν = h¯µν − ξµ,ν − ξν,µ + ηµνξα,α (2.55)
and Eqs. (2.51) and (2.52) are kept unchanged. Therefore, the gauge freedom, which satisfies the
condition Eq. (2.54), still remains. To extract a physical d.o.f in hµν, we show a simple example
as follows.
Now we consider a monochromatic plane wave with the wave number k. Thus the metric
perturbations are written
hµν = eµνe
ikαx
α
, (2.56)
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where eµν is a symmetric tenor representing polarization. Equation (2.56) must be satisfied the
condition (2.51). Therefore we obtain
kνe
ν
µ − 1
2
kµe
ρ
ρ = 0. (2.57)
Because Eq. (2.56) is the solution of Eq. (2.52), we obtain
(eµν − 1
2
ηµνe
ρ
ρ)k
αkα = 0. (2.58)
This equation is satisfied if kαkα = 0.
At first, using the freedom of ξµ, we make the form of eµν simple. Assume that ξµ is also
expanded by a monochromatic plane wave,
ξµ = icµeikαx
α
, (2.59)
where cµ is a constant vector. Equation (2.54) is automatically satisfied if kαkα = 0. Substituting
(2.59) to (2.55), we obtain
e′µν = eµν + kµcν + kνcµ. (2.60)
For simplicity, we choose a spacial direction of kµ as z axis
k1 = k2 = 0, k0 = k3 ≡ k > 0. (2.61)
It is obvious that e0µ corresponds to a gauge freedom in 3+1 formalism, α, βi (see Sec. 2.2). So,
using Eq. (2.61), we choose cµ as e
′
00
= e′
0i
= 0 is satisfied, that is
e′00 = e00 + 2k0c0 = 0, (2.62)
e′0i = e0i + k0ci + kic0 = 0. (2.63)
Therefore, cµ is fixed as
c0 =
e00
2k
, c1 =
e01
k
, e2 =
e02
k
, c3 =
e03 + kc0
k
. (2.64)
Fromnowon,wedrop subscript ′ because Eq. (2.57) is invariant under the gauge transformation
(2.53). Next task is to search the components of hµν which can be eliminated by virtue of the
harmonic condition (2.57). Eq. (2.57) can be written by using Eqs. (2.62) and (2.63) as
ke3µ − 1
2
kµ(e11 + e22 + e33) = 0. (2.65)
If we choose µ = 0, we obtain e30 = e03 = 0 and consequently obtain
e11 + e22 + e33 = 0. (2.66)
Using Eq. (2.66), Eq. (2.65) means
e3l = 0. (2.67)
Choosing l = 3, we obtain e33 = 0 and therefore Eq. (2.66) becomes e11 + e22 = 0. Thus we can
express a explicit form of eµν as
eµν =

0 0 0 0
0 e11 e12 0
0 e12 −e11 0
0 0 0 0
 . (2.68)
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Therefore we can set tensor as
hxx = −hyy ≡ h+,
hxy = hyx ≡ h×. (2.69)
In the consequence, the metric can be written as
ds2 = −dt2 + (1 + h+)dx2 + (1 − h+)dy2 + 2h×dxdy + dz2, (2.70)
where h+ and h× are the functions of t ± z. The waves of + sign and − sign propagate inward
and outward, respectively. As a result, only e11 and e22 remain as the components which can
not be eliminated by the coordinate transformation. This is gravitational wave propagating in
flat spacetime and wave has two independent polarization, h+ and h×.
Although, in this discussion, d.o.f of gravitational waves is two, eµν should be defined as
complex number and hµν is expressed with respect to eµν as
hµν = Re(eµνe
ikαx
α
),
h˙µν = −k0Im(eµνeikαxα).
This result is consistent with one shown in Sec. 2.2.
Although in this discussion we choose a spatial direction of kµ as z axis, in general Eq. (2.69)
means
h = 0, (traceless)
hi
j
, j = 0. (transverse) (2.71)
The coordinate satisfying the condition (2.71) is called Transverse-Traceless (TT) gauge. TT
gauge is essential to estimate gravitational wave. Why ? The answer is as follow:
gravitational waves are not the unique solution of Eq. (2.48), the basic equation in this sec-
tion. From the Newton limit of Einstein equations, the stationary solution, which describes a
gravitational field around the point mass M, is
g00 = −
(
1 − 2GM
c2r
)
,
g0i = 0,
gi j = δi j. (2.72)
Considering a distance r0 which is sufficiently far from the point mass, we can set
ϵ ≡ 2GM
c2r0
≪ 1, (2.73)
g00 = −1 + ϵr0
r
. (2.74)
This equation shows that Eq. (2.72) is written as
gµν = ηµν + ϵhµν, (2.75)
and that Eq. (2.48) can contain the static solution. Moreover, if an arbitrary solution hµν is
given in an arbitrary coordinate condition, the freedom of coordinate transformation is also
mixed in the solution. So, to extract gravitational waves from the solution, we have to find TT
components in the solution. How do we extract TT component ? In general, it is difficult to
20 Chapter 2. Einstein Equations as Initial Value Problem and Gravitational Waves
separate TT component from solution. However, assuming that we can expand solution with
plane wave solution, we can easily extract TT component.
Define a direction vector of gravitational waves with a wave vector ki as
ni =
ki
k
, (2.76)
where k is a wave number. A projection tensor Pi j which makes an arbitrary vector transverse
is
Pi j = δi j − nin j. (2.77)
Thus for a given hµν,
hTij = Pi
lP j
mhlm (2.78)
is transverse. As the same manner, we can extract the TT components of hµν as
hTTij = (Pi
lP j
m − 1
2
Pi jP
lm)hlm. (2.79)
In reality, the plane wave approximation (2.56) is reasonable, because observer, e.g., on the
earth, is far from gravitational wave source.
2.3.2 Conservation Law and Conserved variables
In this subsection, we consider the energy conservation law in general relativity. From the
presence of Bianchi identities, we can obtain the energy momentum conservation law of matter
(especially of perfect fluid). The conservation law is
Tµν;ν = 0. (2.80)
If we expand a covariant derivative, Eq. (2.80) is expressed as
1√−g
∂
∂xν
√−gTµν − 1
2
∂gαβ
∂xµ
Tαβ = 0. (2.81)
Integrating Eq. (2.81), we obtain
0 =
∫
∂
∂xν
(
√−gTµν)d4x −
∫
1
2
∂gαβ
∂xµ
Tαβ
√−gd4x. (2.82)
If gαβ = const., the second term of Eq. (2.82) vanishes and using the Gauss’s theorem we can
obtain the result that
∫
Tµ
0√−gd3x is conserved. In general, the second term of Eq. (2.82) is not
zero, we are unable to derive a conservation law from Eq. (2.82). Although there is no local
conservation law in general relativity, we can derive a global conservation law. From Eq. (2.50),
the perturbed Einstein tensor of the first order smallness is
2δGµν = h¯
ρ
µ,ρν + h¯
ρ
ν,ρµ − h¯ ,ρµν ,ρ − ηµνh
ρ ,σ
σ ,ρ. (2.83)
Let us define a four-rank tensor H
µανβ
MTW
H
µανβ
MTW
≡ −(h¯µνηαβ + ηµνh¯αβ − h¯ανηµβ − h¯µβηαν), (2.84)
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where the index MTW means Misner, Thorne and Wheeler. Hµανβ has the same symmetry of
Riemann tensor, that is
H
αµνβ
MTW
= −Hµανβ
MTW
, H
µαβν
MTW
= −Hµανβ
MTW
H
µανβ
MTW
+H
µνβα
MTW
+H
µβαν
MTW
= 0. (2.85)
Using this tensor, the perturbed Einstein tensor is expressed as
2δGµν = H
µανβ
MTW,αβ
. (2.86)
Taking the partial derivative with respect to xν in Eq. (2.86) and using the antisymmetry of
H
αµνβ
MTW
, we obtain
δGµν,ν = 0. (2.87)
This is the Bianchi identities in the linear perturbation theory. Thus, starting from Eq. (2.86)
and using Einstein’s equation, we obtain
H
µανβ
MTW,αβ
= 2δGµν
= 2Gµν + 2(δGµν − Gµν)
= 16π(Tµν + tµν), (2.88)
where tµν is defined as
16πtµν ≡ 2(δGµν − Gµν)
= H
µανβ
MTW,αβ
− 2Gµν. (2.89)
Note that tµν is of the second order smallness. From Eq. (2.88), a conservation law is derived as
(Tµν + tµν),ν = 0. (2.90)
Therefore total energy P0 and total momentum Pi
Pµ ≡
∫
(T0µ + t0µ)d3x (2.91)
are conserved quantities. The volume integration in Eq. (2.91) is carried out as
Pµ =
1
16π
∫
H
µα0β
MTW,αβ
d3x
=
1
16π
∫
H
µα0 j
MTW,α j
d3x
=
1
16π
∮
H
µα0 j
MTW,α
d2S j, (2.92)
where the second equality and the third one hold by virtue of Eq. (2.85) and the Gauss’s law,
respectively.
The choice of Hµανβ is not unique. The tensor Hµανβ defined by Landau and Lifshitz in [65] is
H
µανβ
LL
≡ (−g)(gµνgαβ − gµαgνβ). (2.93)
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Assuming that gµν = ηµν + hµν in Eq. (2.93) and taking the first order smallness quantities, we
can easily prove
H
µανβ
LL
= H
µανβ
MTW
. (2.94)
Using the same manner in Eq. (2.86), the perturbed Einstein equation can be rewritten with
respect to the H
µανβ
LL
as
H
µανβ
LL,αβ
= 16π(−g)(Tµν + tµν
LL
). (2.95)
A local conservation law and conserved quantity are
((−g)(Tµν + tµν
LL
)),ν = 0, (2.96)
Pµ =
∫
(−g)(Tµ0 + tµ0
LL
)d3x, (2.97)
where t
µν
LL
is the Landau-Lifshitz’s pseudo energy-momentum tensor and its concrete form is
(−g)tαβ
LL
=
1
16π
[g˜
αβ
,λ
g˜
λµ
,µ − g˜αλ,λ g˜
βµ
,µ +
1
2
gαβgλµ g˜
λν
,ρ g˜
ρµ
,ν − (gαλgµν g˜βν,ρ g˜µρ,λ + gβλgµν g˜αν,ρ g˜
µρ
,λ
)
+ gλµg
νρ g˜αλ,ν g˜
βµ
,ρ +
1
8
(2gαλgβµ − gαβgλµ)(2gνρgστ − gρσgντ)g˜ντ,λ g˜
ρσ
,µ], (2.98)
The meaning of pseudo is both t
µν
LL
and t
µν
MTW
are not tensor because its definition contains the
derivative of gµν, which can be reduced to zero by equivalent principle. Thus, we cannot prove
Pµν, which is expressed as the surface integral of Hµανβ at spacial infinity, is invariant for general
coordinate transformation. However, if a spacetime is asymptotically flat, Pµ is proved to be
invariant (see [65] in details).
Angular momentum tensor Jµν is also defined as
Jµν ≡
∫ √−g{xµ(Tν0 + tν0LL) − xν(Tµ0 + tµ0LL)
}
d3x
=
1
16π
∫
(xµH
µα0β
LL ,αβ
− xνHµα0β
LL ,αβ
)d3x
=
1
16π
∮
(xµH
να0 j
LL ,α
− xνHµα0 j
LL ,α
+H
µ j0ν
LL
− Hν j0µ
LL
)d2S j, (2.99)
where the second equality and the third one hold by virtue of Eq. (2.89) and the Gauss’s law,
respectively.
2.3.3 Energy, Momentum and Angular Momentum of Gravitational Wave
In the previous subsection, we derive the conservation law in the general relativity, especially
the local conservation law. How about gravitational waves ? How can we define stress-energy
tensor of gravitational wave ? Landau-Lifshitz pseudo tensor (2.98) can not be used for this
purpose because it can always be set as zero with the equivalence principal. The answer for
this question is nonlinear effect of Einstein’s equation. This subsection is devoted how stress
energy tensor of gravitational waves can be defined by use of the nonlinear effect.
At first, let us set the order of magnitude of background Riemann tensor as O(L−2), where
L is the order of magnitude of curvature radius. We also define wave length of gravitational
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waves as λ. In a region λ/L ≪ 1, ϵ≪ 11, gravitational waves are expressed as
h¯
|ρ
µν|ρ = 0, (2.100)
where | denotes the covariant derivative with respect to the background metric g(B)µν . Although
orders of magnitude of gB and h are unity, its gradient is estimated as
∂g(B) ∼ 1
L
, ∂h ∼ 1
λ
. (2.101)
Furthermore, a second order of magnitude of Gµν in terms of ϵ is ϵ2λ−2. Taking this tensor as
the energy-momentum tensor of gravitational wave, TGWµν = O(ϵ
2λ−2) is obtained. Because G(0)µν
is O(L−2), a condition that gravitational waves do not affect on the background is given as
L−2 ≫ 8πTGWµν ∼
(
ϵ
λ
)2
. (2.102)
This condition can be read as
ϵ≪ λ
L
≪ 1. (2.103)
Conversely if ϵ ≃ λL−1, the nonlinear effects will influence the background. Subsequently, we
expand the Ricci tensor as follow:
Rµν(g
(B)
αβ
+ ϵhαβ) = R
(0)
µν + ϵR
(1)
µν + ϵ
2R
(2)
µν +O(ϵ
3), (2.104)
where
R
(0)
µν =Rµν(g
(B)
αβ
), (2.105)
R
(1)
µν =
1
2
(−h|µν − hµν|ρ|ρ + hµρ|ρ|ν + hνρ|ρ|µ), (2.106)
R
(2)
µν =
1
2
{1
2
hρτ|νhρτ|µ
+ hρτ(hτρ|µν + hµν|τρ − hτµ|νρ − hτν|µρ)
+ hν
τ|ρ(hτµ|ρ − hρµ|τ)
− (hτρ|ρ − 1
2
h|τ)(hτµ|ν + hτν|µ − hµν|τ)}. (2.107)
Now we assume vacuum, Rµν = 0. Note that the covariant derivative of hµν is communicative
because the non-communicative part is proportional to the background Riemann tensor and
therefore such parts is higher order term.
Orders of the expansion terms in Eq. (2.104) are
R
(0)
µν = O(L
−2), ϵR(1)µν = O
(
ϵ
λ2
)
, ϵ2R(2)µν =
(
ϵ2
λ2
)
. (2.108)
If ϵ ∼ λL−1, the orders are
R
(0)
µν = O(L
−2), ϵR(1)µν = O
(
1
Lλ
)
, ϵ2R(2)µν =
(
L−2
)
. (2.109)
1We set the metric perturbation as gµν = g
(B)
µν + ϵhµν in this subsection.
24 Chapter 2. Einstein Equations as Initial Value Problem and Gravitational Waves
Because the short wave length limit, λ/L << 1, is read as O(L−2) << O(1/Lλ), the second term
in Eq. (2.104) must be zero firstly,
R
(1)
µν = 0. (2.110)
Eq. (2.110) is written as
h¯
|ρ
µν|ρ − h¯
ρ
µ|ρν − h¯
ρ
ν|ρµ + g
(B)
µν h¯
ρ |σ
σ |ρ = 0, (2.111)
where
h¯µν = hµν − 1
2
g
(B)
µν h. (2.112)
Secondly R
(0)
µν and ϵ
2R
(2)
µν become to the same order. Therefore we require
R
(0)
µν + ϵ
2R
(2)
µν = 0. (2.113)
We rewrite this equation as
G
(0)
µν = R
(0)
µν − g(B)µν
1
2
R(0)
= −ϵ2(R(2)µν −
1
2
g
(B)
µν R
(2)
αβ
g
αβ
(B)
)
≡ 8πTGWµν , (2.114)
where
TGWµν ≡ −
ϵ2
8π
(R
(2)
µν −
1
2
g
(B)
µν R
(2)
αβ
g
αβ
(B)
). (2.115)
Eq. (2.114) directly represents that the nonlinear effect of the gravitational waves influences the
background spacetime. Furthermore we have to take an average, the Brill-Hartle average. The
reason is as follow. The right-hand side of Eq. (2.115) contains the term such as ∂h ·∂h. Therefore
it contains components changing in short wave length. On the other hand, the left-hand side
of Eq. (2.114) only contains the quantity changing in the length L(≫ λ). Hence, TGWµν must be
averaged with a length d. The length d satisfies a condition, longer than λ and shorter than L.
Concretely, the several wave length is appropriate for d. Symbol <> means such the kind of
average. Hence we obtain
< TGWµν >≡ −
ϵ2
8π
(
< R(2)µν > −
1
2
g
(B)
µν < g
αβ
(B)
R
(2)
µν >
)
. (2.116)
Finally, we show the concrete form of TGWµν .
TGWµν =
ϵ2
32π
< h¯αβ|µh¯
αβ
|ν − h¯
|α
αβ
(h¯
β
µ|ν + h¯
β
ν|µ) −
1
2
h¯|µh¯|ν > . (2.117)
Such a average is called the Brill-Hartle average [49, 50, 32].
Note that TGWµν defined in Eq. (2.117) is gauge invariant quantity.
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2.3.4 Quadrupole Wave
From Eqs. (2.83) and (2.88), gravitational wave equation is given by
h¯
µν,α
,α = −16πτµν, (2.118)
where we impose the harmonic gauge condition h¯
µν
,ν = 0. τ
µν is defined as
τµν ≡ Tµν + tµν
MTW
(2.119)
From the discussion in Sec. 2.3.2, τµν satisfy the conservation law
τµν,ν = 0. (2.120)
A general solution of (2.118) is
h¯µν = 4
∫
τµν(t − |x − x′|, x′)
|x − x′| d
3x′, (2.121)
where we use the retarded Green function
G(x − x′, t − t′) = δ(t − t
′ − |x − x′|)
4π|x − x′| , (2.122)
which is a solution of wave equation
✷G = −δ(x − x′)δ(t − t′), (2.123)
In the local wave zone, r is estimated as
r = |x| ≫ |x′| ∼ L, (2.124)
where L is typical size of source. Thus, |x − x′| can be expanded as
|x − x′| = r
(
1 − 2n · x
′
r
+
|x′|2
r2
) 1
2
≃ r(1 − n · x
′
r
)
≃ r − n · x′, (2.125)
where n ≡ x/r.
On the other hand, as mentioned in Sec. 2.3.1, gravitational wave is the TT part of hµν. This part
is given by
h
i j
TT
≡ (PikP jl − 12P
i jPkl)h¯
kl, (2.126)
wherePi j is the projection tensor defined in Eq. (2.77). Note that in TT gauge, h
i j and h¯i j coincide.
Substituting Eqs. (2.125) and (2.126) for (2.121), the gravitational waves are estimated as
h
i j
TT
(t, x) =
4
r
∫
τ
i j
TT
(t − r + n · x′, x′)d3x′. (2.127)
If a motion of the source is slow, we can perform retarded expansion as follows [34]:
h
i j
TT
(t, x) =
4
r
∫ ∞∑
m=0
∂m
∂tm
τ
i j
TT
(t − r, x′) (n · x
′)m
m!
d3x′. (2.128)
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The slow motion approximation is defined as v ≪ 1, where v is typical velocity of the source.
Equation (2.128) can be rewritten as following forms:
h
i j
TT
(t, x) =
2
r
∞∑
m=0
nk1nk2 · · · nkmTi jk1k2···kmTT (t − r) (2.129)
and
T
i jk1k2···km =
2
m!
( ∂
∂t
)m ∫
τi jxk1xk2 · · · xkmd3x. (2.130)
Let us consider the lowest order case m = 0. Eq. (2.130) is
T
i j = 2
∫
τi jd3x. (2.131)
Using equation (2.120), Eq. (2.131) can be written as another form,
τi j = τilδ jl = τ
il∂x
j
∂xl
=
∂(τilx j)
∂xl
− ∂τ
il
∂xl
x j
=
∂(τilx j)
∂xl
+
∂τ0i
∂t
x j. (2.132)
where the last equality holds by Eq. (2.120). Similarly, τ0i is rewritten as
τ0i = τ0lδil = τ
0l∂x
i
∂xl
=
∂(τ0lxi)
∂xl
− ∂τ
0l
∂xl
xi
=
∂(τ0lxi)
∂xl
+
∂τ00
∂t
xi, (2.133)
where the last equality holds by Eq. (2.120) again. Substituting Eq. (2.133) for Eq. (2.132) and
using Eq. (2.120) again, we arrive
τi j =
∂(τilx j)
∂xl
− x j ∂
∂xl
(
∂τkl
∂xk
xi
)
+
∂2τ00
∂t2
xix j. (2.134)
The right-hand side of Eq. (2.134) can be rewritten more as
τi j =
∂
∂xl
(τilx j + τ jlxi) − τi j − ∂
∂xl
(
∂τkl
∂xk
xix j
)
+
∂2τ00
∂t2
xix j. (2.135)
In Eq. (2.135), the divergence term is transformed into the surface integral by virtue of the
Gauss’s theorem and as a result vanish. Thus, the volume integral of Eq. (2.135) is
∫
τi jd3x =
1
2
∂2
∂t2
∫
τ00xix jd3x. (2.136)
Combining Eq. (2.136) with Eq. (2.131), Ti j is given by
T
i j =
∂2
∂t2
∫
τ00xix jd3x. (2.137)
If we assume that the matter is the perfect fluid and |v| ≪ 1, T00 is roughly estimated as
T00 ∼ ρ ∼ M
L3
. (2.138)
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On the other hand, if |v| ≪ 1, the Newtonian gravitational potential is
ϕ ∼ M
L
≪ 1. (2.139)
Finally, t00 is estimated as
t00 ∼ − 3
8π
ϕ,k ϕ,k ∼ M
2
L4
∼ M
L
T00 ≪ T00. (2.140)
As a result, τ00 is estimated as
τ00 = T00 + t00 = ρ(1 +O(
M
L
)). (2.141)
Substituting Eq. (2.141) for Eq. (2.137), we arrive
T
i j ≃ ∂
2
∂t2
∫
ρxix jd3x. (2.142)
By the way, quadrupole moment of the mass distribution Ii j is given by
Ii j =
∫
ρxix jd3x. (2.143)
Note that Ti j is expressed as the second time derivative of quadrupole moment Ii j. Performing
TT projection, the gravitational wave is extracted as
hTTi j (t, x) =
2
r
∂2
∂t2
I-TTi j (t − r), (2.144)
where I-i j is a trace free part of Ii j and its definition is
I-i j =
∫
ρ(xix j − 1
3
δi jr
2)d3x. (2.145)
2.3.5 Angular Dependence of Quadrupole Wave
As discussed in the previous subsection, quadrupole wave is
hTTi j =
2
r
I¨-
TT
i j =
2
r
(
PliP
m
j − 1
2
Pi jP
lm
)
I¨-lm, (2.146)
where the symbol · denotes the derivative with respect to time. Considering the spherical
coordinate (r,θ,ϕ) defined as
x = r sinθ cosϕ,
y = r sinθ sinϕ,
z = r cosθ,
we can write down the components of hi j in the spherical coordinate as
hTTrr = h
TT
i j
∂xi
∂r
∂x j
∂r
, hTTrθ = h
TT
i j
∂xi
∂r
∂x j
∂θ
, hTTrϕ = h
TT
i j
∂xi
∂r
∂x j
∂ϕ
,
hTTθθ = h
TT
i j
∂xi
∂θ
∂x j
∂θ
, hTTθϕ = h
TT
i j
∂xi
∂θ
∂x j
∂ϕ
, hTTϕϕ = h
TT
i j
∂xi
∂ϕ
∂x j
∂ϕ
. (2.147)
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Using ∂xi/∂r = ni and nihTT
i j
= 0, it is led that hTTrr = 0, h
TT
rθ
= 0 and hTT
rϕ
= 0. Besides using
∂xi
∂θ
ni = 0,
∂xi
∂ϕ
ni = 0,
we obtain
hTT
θθ
r2
=
{
(hQxx − hQyy)
(cos2 θ + 1)
4
cos 2ϕ −
(hQxx + h
Q
yy − 2hQzz)
4
sin2 θ
+ hQxy
(
cos2 θ + 1
2
)
sin 2ϕ − hQxz sinθ cosθ cosϕ
− hQyz sinθ cosθ sinϕ
}
, (2.148)
hTT
ϕϕ
r2 sin2 θ
= − hθθ
r2
(2.149)
and
hTT
θϕ
r2 sinθ
= −
(hQxx − hQyy)
2
cosθ sin 2ϕ + hQxy cosθ cos 2ϕ
+ hQxz sinθ sinϕ − hQyz sinθ cosϕ, (2.150)
where
hQ
ij
≡ 2
r
I¨-i j. (2.151)
In general the angular dependence of the gravitational waves is characterized by tensors fi j and
di j. We review in details in Sec. 2.4.
2.3.6 Quadrupole Formula
The energy-momentum tensor of the gravitational waves are given as Eq. (2.117). In TT gauge,
this tensor is expressed as
TGWµν =
1
32π
< h¯TTik,µh¯
TT
ik,ν >, (2.152)
where the second term and the third one in Eq. (2.117) vanish via TT condition. Substituting
Eq. (2.146) for Eq. (2.152), we obtain
TGW00 =
1
8πr2
<
...
I-
TT
i j (t − r)
...
I-
TT
i j (t − r) > . (2.153)
The energy flux in the radial direction is given as
Ti
0GWni = −TGW0i ni = TGW00 +O
(
1
r3
)
, (2.154)
where we use
∂
∂xi
I¨- jk(t − r) = −
...
I- jk(t − r)ni. (2.155)
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Therefore the energy flux of the gravitational waves LGW is given by
LGW =
∫
r→∞
Ti
0GWnir2dΩ
=
1
8π
∫
<
...
I-
TT
jk
...
I-
TT
jk > dΩ,
=
1
8π
<
∫
{...I- jk
...
I- jk − 2ni
...
I- i j
...
I- jknk +
1
2
(ni
...
I- i jn j)
2}dΩ >, (2.156)
where the last equality holds for Eq. (2.146). Finally, by virtue of two formulae
∫
nin jdΩ =
4π
3
δi j (2.157)
and
∫
nin jnknldΩ =
4π
15
(δi jδkl + δikδ jl + δilδ jk), (2.158)
gravitational wave luminosity is
LGW =
G
5c5
<
...
I- jk
...
I- jk >, (2.159)
where we explicitly show c and G to make clear the dimension of the energy flux. This equation
is called the quadrupole formula [65].
Finally, let us calculate the angular momentum transmitted by the gravitational wave, SGW
i
.
Time variation of J jk defined in Eq. (2.99) is
dJ jk
dt
=
∫
(x j∂tτ
k0 − xk∂tτ j0)d3x, (2.160)
where τ ≡ (−g)(Tµν + tµν
LL
). Using the conservation law of τµν,
∂tτ
µ0 = −∂lτµl, (2.161)
and the symmetry, τµν = τµν, Eq. (2.160) is written in the form
dJ jk
dt
= −
∫
∂l(x
jτkl − xkτ jl)d3x
= −
∫
(x jτkl − xkτ jl)nlr2dΩ, (2.162)
where the last equality holds for the Gauss’s law. Now, we define the angular momentum
gravitational waves contain as
Si ≡ ϵi jk J jk, (2.163)
where ϵi jk is the Levi-Civita tensor in flat space. Putting Eq. (2.162) into Eq. (2.163), the time
variation of angular momentum in a system is
dSi
dt
= −
∫
ϵi jkx
jτklnlr
2dΩ. (2.164)
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So, the angular momentum transmitted by gravitational waves is
dSGW
i
dt
=
∫
ϵi jkx
jτklnlr
2dΩ. (2.165)
Imposing Tµν = 0 in the local wave zone and TT gauge condition, h = 0 and hi j, j = 0, Eq. (2.165)
is
dSGW
i
dt
=
∫
ϵi jkx
jtklLLnlr
2dΩ. (2.166)
As discussed in the Sec. 2.3.3, we have to average the integrated function in Eq. (2.166) with
respect to several wave length (Brill-Hartle average). Therefore, Eq. (2.166) is evaluated as
dSGW
i
dt
=
∫
ϵi jkx
j < tklLL > nlr
2dΩ. (2.167)
From Eq. (2.98), tkl
LL
in TT gauge is obtained as
dSGW
i
dt
=
1
16π
∫
ϵi jkx
j < −hlm,phmp,knl − hkm,phmp,lnl
+ hkp,mhlp,mnl +
1
2
hmp
,khmp,lnl > r
2dΩ, (2.168)
where terms proportional to gkl are vanished because ϵi jkx
jxk = 0. First term in the bracket <>
is calculated in TT gauge as
hlm,pnl = (h
l
mnl),p − hlmnl,p
= −hlmnl,p
= −hmp
r
, (2.169)
where we use the TT gauge condition, hlmnl = 0, and nl,p = (δlp − nlnp)/r. This term vanishes if
we perform the Brill-Hartle average. Second and third term in the bracket <> in Eq. (2.168) are
estimated in the local wave zone as
−hkm,phmp,lnl + hkp,mhlp,mnl = hkm,p(h˙mp + h
mp
r
) + hkp,mhlp,mnl
= hkm,p(h˙
mp +
hmp
r
) − hkp,m hpm
r
= hkm,ph˙
mp, (2.170)
where first equality holds for
hmp,lnl = −h˙mp − h
mp
r
, (2.171)
, which is derived from (see Eq. (2.129))
hmp =
Qmp(t − r, θ, ϕ)
r
, (2.172)
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and second equality holds for Eq. (2.169). Forth term in Eq. (2.168) is written in the form
1
2
hmp
,khmp,lnl = −12
hmp,kh˙mp + hmp
,khmp
r
 (2.173)
by virtue of Eq. (2.171). Second term in Eq. (2.173) can be eliminated if we perform the Brill-
Hartle average. As a result, the final form of Eq. (2.167) is
dSGW
i
dt
=
1
16π
∫
ϵi jkx
j < hkm,ph˙
mp − 1
2
hmp
,kh˙mp > r2dΩ. (2.174)
Note that this equation holds only in TT gauge condition. Finally, let us calculate angular
momentum transmitted by quadrupole wave. Substituting Eq. (2.146) for Eq. (2.174), we arrive
dSGW
i
dt
=
1
8π
∫
ϵi jk < −6n jI¨-km
...
I- mpnp + 9n jI¨-kmnmnp
...
I- pqnq > dΩ. (2.175)
Using the formulae Eqs. (2.157) and (2.158), Eq. (2.175) is written in the form,
dSGW
i
dt
=
2G
5c5
ϵi jk < I¨-km
...
I- mj > . (2.176)
2.4 Multipole Expansion of Gravitational Field
The last section showswhat quadrupole gravitational waves are. However, wemust remember
only lowest order term is considered (2.131) under the slow motion approximation in the last
section. Also, the derivation of the angular dependence of the quadrupole wave seems to
be arbitrary. In multipole expansion developed by Thorne [103], higher order terms are took
account into and its angular dependence becomes more clear. In this section, we review this
formalism and show that the quadrupole wave is one example of multipole expansion with
l = 2, where l is the index of the spherical harmonics function Ylm.
At first, we explain the tensor harmonics expansion. We can construct six tensor basis by
using the spherical harmonics functions Ylm as
a˜lm =

Ylm 0 0
∗ 0 0
∗ ∗ 0
 , (2.177)
b˜lm =
r√
2l(l + 1)

0 ∂θYlm ∂ϕYlm
∗ 0 0
∗ ∗ 0
 , (2.178)
c˜lm =
ir√
2l(l + 1)

0
1
sinθ
∂ϕYlm − sinθ∂θYlm
∗ 0 0
∗ ∗ 0
 , (2.179)
g˜lm =
r2√
2

0 0 0
∗ Ylm 0
∗ ∗ sin2 θYlm
 , (2.180)
d˜lm =
r2√
2l(l − 1)(l + 1)(l + 2)

0 0 0
∗ − 1
sinθ
Xlm sinθWlm
∗ ∗ sinθXlm
 (2.181)
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and
f˜lm =
r2√
2l(l − 1)(l + 1)(l + 2)

0 0 0
∗ Wlm Xlm
∗ ∗ − sin2 θWlm
 , (2.182)
where Xlm and Wlm are defined as
Xlm = 2∂ϕ(∂θ − cotθ)Ylm, (2.183)
Wlm =
(
∂2θ − cotθ∂θ −
1
sin2 θ
∂2ϕ
)
Ylm. (2.184)
The symbol ∗ means components derived from the symmetry of the tensors. In these tensors,
d˜lm and f˜lm are the transverse-traceless tensor. That is d˜lm and f˜lm are the tensors expressing
angular dependence of gravitational wave. Therefore gravitational waves more than l = 2 is
given by
hTTij =
∞∑
l=2
l∑
m=−l
1
r
( dl
dtl
Ilm(t − r) f˜ lmij +
dl
dtl
Slm(t − r)d˜lmij
)
, (2.185)
where Ilm and Slm are source terms. If a source moves slowly, these functions are explicitly
expressed as
Ilm =
16π
(2l + 1)!!
( (l + 1)(l + 2)
2(l − 1)l
) 1
2
∫
τ00Y
∗
lmr
ld3x, (2.186)
Slm = − 32π
(2l + 1)!!
( (l + 2)(2l + 1)
2(l − 1)(l + 1)
) 1
2
×
∫
ϵ jpqxp(−τ0q)Yl−1,lm∗j rl−1d3x, (2.187)
where Yl−1,lm∗
j
is called the pure orbital harmonic function defined as
Y
l′,lm(θ, ϕ) =
l′∑
m′=−l′
1∑
m′′=−1
(1l′m′′m′|lm)ξm′′Yl′m′ ,
ξ0 ≡ ez, ξ± ≡ ∓ 1√
2
(ex ± iey) .
From Eqs. (2.186) and (2.187), we can interpret Ilm and Slm are multipole of mass distribution
and angular momentum distribution, respectively.
Finally, energy flux are estimated as
LGW =
1
32π
∞∑
l=2
m=l∑
m=−l
⟨∣∣∣∣∣∣
dl+1Ilm
dtl+1
∣∣∣∣∣∣
2
+
∣∣∣∣∣∣
dl+1Slm
dtl+1
∣∣∣∣∣∣
2⟩
. (2.188)
Chapter 3
Basic Equation of Test Particle
Papapetrou derived equation of motion (EOM) of a spinning test particle in a curved spacetime
for the first time [80]. Then, Dixon reformulated it and gave a supplementary condition which
specifies the center of the mass of the test particle [33]. We review the derivation of the EOM of
the spinning test particle based on a pole-dipole approximation according to the Papapetrou’s
work.
3.1 Test Particle in General Relativistic Spacetime
Let us consider a trajectory of the center position of a test particle Xµ. We define a world
tube with a radius R along trajectory of the center position where R is much smaller than the
curvature radius of the background spacetime. A stress energy tensor of the test particle Tµν is
not zero within the world tube. The EOM is derived from the Bianchi identity;
Tµν;ν = 0. (3.1)
We define a multipole moment of the test particle as
(Single pole moment)
∫
T
µνdV, (3.2)
(Dipole moment)
∫
δxαTµνdV, (3.3)
(Quadrupole moment)
∫
δxαδxβTµνdV, (3.4)
where we define the tensor Tµν by
Tµν =
√−gTµν, g = det|gµν|, (3.5)
and
δxµ = xµ − Xµ. (3.6)
V is a volume element of the three dimensional space on t =const. slice.
The EOM of a non-spinning particle is derived from the lowest moment, i.e., the single pole
moment is only non-zero and higher pole moment vanishes. In this case, the EOM is equivalent
to a geodesic equation. If we consider the multipole moment up to the second lowest moment,
we derive the EOM of a spinning particle.
3.1.1 Single-pole particle
First, let us derive the EOM of a non-spinning particle; a single-pole particle. Equation (3.1) is
recast into
T
µν
,ν + Γ
µ
ρσT
ρσ = 0. (3.7)
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This equation is rewritten as
(xλTµν),ν − Tµλ + xλΓµρσTρσ = 0. (3.8)
By integrating Eqs. (3.7) and (3.8) on t =const. surface, we arrive
d
dt
∫
T
0µdV = −
∫
Γ
µ
ρσT
ρσdV, (3.9)
d
dt
∫
xµT0νdV =
∫
T
µνdV −
∫
xµΓνρσT
ρσdV, (3.10)
where we assume that the stress-energy tensor vanishes on the surface of the volume V. Γ
µ
ρσ can
be expanded around trajectory of the center position:
Γ
µ
ρσ =
(0)Γ
µ
ρσ +
(0)Γ
µ
ρσ,λδx
λ +O((δxλ)2), (3.11)
where the subscript (0) indicates it is evaluated at Xµ. Putting Eq. (3.11) into Eqs. (3.9) and
(3.10), we arrive
d
dt
∫
T
0µdV + (0)Γ
µ
ρσ
∫
T
ρσdV = 0, (3.12)∫
T
µνdV =
dXµ
dt
∫
T
ν0dV, (3.13)
where the term higher than
∫
T
µνdV is neglected and Eq. (3.12) is used to derive Eq. (3.13). Let
us introduce vµ = dXµ/ds and define Mµν by
Mµν = v0
∫
T
µνdV, (3.14)
where s is an affine parameter. Equations (3.12) and (3.13) can be rewritten as
d
ds
(
Mµ0
v0
)
+ Γ
µ
ρσM
ρσ = 0, (3.15)
Mµν =
vµ
v0
Mν0. (3.16)
We omit the subscript (0) in the Christoffel symbol. The ν = 0 component of Eq. (3.16) is
Mµ0 =
vµ
v0
M00, (3.17)
and using Eq. (3.16) again, then we obtain
Mµν = µvµvν, (3.18)
where µ ≡ M00/(v0)2. With Eq. (3.18), Eq. (3.15) can be recast into
d
ds
(µvµ) + Γ
µ
ρσµv
ρvσ = 0. (3.19)
This is the EOM of the single-pole particle. If the affine parameter s is chosen as a proper time
τ, vµ is a four velocity of the particle which satisfies
vµvµ = −1. (3.20)
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A four momentum pµ is defined as
pµ ≡ µvµ. (3.21)
By making use of these quantities and introducing an absolute derivative, Eqs. (3.19) and (3.20)
can be rewritten as
Dpµ
Ds
= 0, (3.22)
pµpµ = −µ2. (3.23)
In the later section, we prove that µ is a conserved quantity.
3.1.2 Pole-Dipole Particle
The EOM of a pole-dipople particle can be derived by considering the multipole moment up to
the dipole moment. In addition to Eqs. (3.7) and (3.8), the equation
(xαxβTµν),ν = x
β
T
µα + xαTµβ − xαxβΓµρσTρσ (3.24)
is used, which can be derived from Eq. (3.7) again. We integrate Eqs. (3.7), (3.8), and (3.24)
on the t =const. surface and expand the Christoffel symbol around the point Xα (see (3.11)).
The pole-dipole particle means that we consider the integrals up to
∫
δxρTµνdV and neglect the
higher order in terms of δxρ. Equation (3.7) can be recast into
d
dt
∫
T
α0dV + Γαµν
∫
T
µνdV + Γαµν,ρ
∫
δxρTµνdV = 0, (3.25)
where we omit the superscript (0) in the Christoffel symbol again. Equation (3.8) is recast into∫
T
αβdV =
dXα
dt
∫
T
β0dV +
d
dt
∫
δxαTβ0dV + Γ
β
µν
∫
δxαTµνdV, (3.26)
where we use Eq. (3.25). By making use of Eqs. (3.25) and (3.26) in the integral of Eq. (3.24), we
arrive
dXα
dt
∫
δxβTµ0dV +
dXβ
dt
∫
δxαTµ0dV =
∫
δxαTβµdV +
∫
δxβTαµdV. (3.27)
Equations (3.25)-(3.27) are the basic EOM of the pole-dipole particle. Let us rewrite them in
more useful form. First, we define a quantity Mλµν by
Mλµν = −v0
∫
δxλTµνdV. (3.28)
Because all integrals are done on the t =const. surface, δx0 should be zero. Therefore,
M0µν = 0. (3.29)
Equation (3.27) is rewritten as
v0(Mαβµ +Mβαµ) = vαMβµ0 + vβMαµ0. (3.30)
We can take a permutation in terms of α, β, and µ in Eq. (3.30). Then, adding the first equation
and third equation, and subtracting the second one, we arrive
2v0Mαβµ = vα(Mβµ0 +Mµβ0) + vβ(Mαµ0 − Mµα0) + vµ(Mαβ0 − Mβα0). (3.31)
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Putting µ = 0 into Eq. (3.31), we obtain
v0(Mαβ0 +Mβα0) = vαMβ00 + vβMα00. (3.32)
Let us define a spin tensor of the test particle as
Sαβ =
∫
δxαTβ0dV −
∫
δxβTα0dV. (3.33)
We prove Sµν is a tensor in later. By using Eq. (3.28), Sαβ is related to Mαβµ;
v0Sαβ = −(Mαβ0 − Mβα0). (3.34)
With Eqs. (3.29), (3.32), and (3.34), it is straightforward to show
v0Sα0 = −Mα00, (3.35)
Mαβ0 +Mβα0 = vαS0β + vβS0α. (3.36)
Putting them into Eq. (3.31), we finally obtain the form;
2Mαβµ = −(Sαβvµ + Sαµvβ) + v
α
v0
(S0βvµ + S0µvβ). (3.37)
Next thing we should do is to rewrite Eq. (3.26). Equation (3.26) can be expressed in terms of
Mµν and Mµνλ (3.14) and (3.28) as
Mαβ =
vα
v0
Mβ0 − d
ds
(
Mαβ0
v0
)
− ΓβµνMαµν. (3.38)
Putting β = 0 in this equation, we obtain
Mα0 =
vα
v0
M00 − d
ds
(
Mα00
v0
)
− Γ0µνMαµν. (3.39)
By using this equation, we can get rid of Mβ0 in Eq. (3.38):
Mαβ =
vα
v0
[
vβ
v0
M00 − d
ds
(
Mβ00
v0
)
− Γ0µνMβµν
]
− d
ds
(
Mαβ0
v0
)
− ΓβµνMαµν. (3.40)
Because Mµν is symmetric with respect to the upper indices, Eq. (3.40) can be recast into
vα
v0
Mβ0 − v
β
v0
Mα0 +
dSαβ
ds
+ ΓαµνM
βµν − ΓβµνMαµν = 0, (3.41)
where we use Eqs. (3.34) and (3.39). This equation can be written in a different form with
Eqs. (3.35) and (3.39):
dSαβ
ds
+
vα
v0
dSβ0
ds
− v
β
v0
dSα0
ds
+
(
Γαµν −
vα
v0
Γ0µν
)
Mβµν −
(
Γ
β
µν −
vβ
v0
Γ0µν
)
Mαµν = 0. (3.42)
We call this equation the EOM of the spin because it expresses an evolution of the spin tensor.
Final task is to express Eq. (3.25) in terms of Mαβ and Mαβµ;
d
ds
(
Mα0
v0
)
+ ΓαµνM
µν − Γαµν,ρ Mρµν = 0. (3.43)
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Looking at Eq. (3.15), Eq. (3.43) can be recognized as the EOM of the particle.
We have already known Mαβµ in Eqs. (3.42) and (3.43) can be expressed in terms of vα and
Sµν. Let us count the degree of freedom (d.o.f) in these equations. One d.o.f in M00, three d.o.f.
in vα, and six d.o.f in Sαβ. On the other hands, we can easily confirm that α = 1, 2, and 3 with
β = 0 in Eq. (3.42) are trivial because of the identity Eq. (3.29). Therefore, the number of the
equation for the EOM is insufficient for the ten unknowns. This implies that the complimentary
condition is necessary as discussed in later [33].
The EOMs of the spin particle should be expressed in a covariant form. Let us prove Sµν
is a tensor. First, we classify two types of the transformation and we can express an arbitrary
transformation by a superposition of these two :
(i) xi = f i(x
′µ), x0 = x
′0
(ii) xi = x
′i, x0 = f 0(x
′µ).
In the case (i), it is easy to find a relation betweenMλµν and M′ λµν where the former is defined in
the coordinate system xµ and the later is in the coordinate system x′ µ because the hypersurface
with t =const. agrees with that with t′ =const.. The relation between the two is
Mλµν =
∂xλ
∂x
′ρ
∂xµ
∂x′α
∂xν
∂x
′βM
′ ραβ. (3.44)
In the case (ii), the infinitesimal transformation is given as
Mλµν =
∂xµ
∂x′α
∂xν
∂x
′β
(
∂xλ
∂x
′ρ −
vλ
v0
∂x0
∂x
′ρ
)
M′ ραβ. (3.45)
Because, in the case (i), the second term of Eq. (3.45) vanishes due to the identity Eq. (3.29),
Eq. (3.45) contains the case (i). Furthermore, if Eq. (3.45) holds for the coordinate transformation
xµ → x′ µ and
M′ λµν =
∂x
′µ
∂x′′α
∂x
′ν
∂x
′′β
(
∂x
′λ
∂x
′′ρ −
v
′λ
v′0
∂x
′0
∂x
′′ρ
)
M′′ ραβ
does for the transformation x′ µ → x′′ µ, the following equation holds
Mλµν =
∂xµ
∂x′′α
∂xν
∂x
′′β
(
∂xλ
∂x
′′ρ −
vλ
v0
∂x0
∂x
′′ρ
)
M′′ ραβ
for xµ → x′′ µ. This means that Eq. (3.45) has the group property. Therefore, Eq. (3.45) holds for
any infinitesimal transformation. Because any finite transformations can be composed of the
series of the infinitesimal transformation, Eq. (3.45) gives the general transformation for Mλµν.
For the transformation formula of Mµν, the procedure is essentially same as that for Mµνλ.
The final form is given by
Mαβ =
∂xα
∂x
′µ
∂xβ
∂x′ν
M′ µν −
(
∂2xα
∂x
′µ∂x
′ρ
∂xβ
∂x′ν
+
∂xα
∂x
′µ
∂2xβ
∂x′ν∂x
′ρ
)
M′ ρµν
+
d
ds
(
∂xα
∂x
′µ
∂xβ
∂x′ν
∂x0
∂x
′ρ
1
v0
M′ ρµν
)
, (3.46)
where this formula holds for both infinitesimal and infinitesimal transformation. Putting ν = 0
in Eq (3.45), we obtain
Mλµ0 =
∂xµ
∂x′α
∂x0
∂x
′β
(
∂xλ
∂x
′ρ −
vλ
v0
∂x0
∂x
′ρ
)
M′ραβ. (3.47)
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Substituting Eq. (3.37) into this equation, we arrive
Mλµ0 = −1
2
v0
∂xλ
∂x
′ρ
∂xµ
∂x′α
S′ ρα +
1
2
(
vλ
∂xµ
∂x′α
+ vµ
∂xλ
∂x′α
)
∂x0
∂x
′βS
′ βα. (3.48)
The first term of the right-hand side of the equation is antisymmetric with respect to λ and µ.
The second term is symmetric with respect to λ and µ. With this, we obtain
Mλµ0 − Mµλ0 = −v0 ∂x
λ
∂x′α
∂xµ
∂x
′βS
′ αβ. (3.49)
Putting this equation into Eq. (3.34), we finally prove Sµν is a tensor:
Sλµ =
∂xλ
∂x′α
∂xµ
∂x
′βS
′ αβ. (3.50)
Equation (3.45) implies that if Mλµν has non-zero components in one frame, they do not vanish
in another frame. This indicates that the order of the highest multipole of a test particle is
invariant under the coordinate transformation.
Substituting β = 0 for Eq. (3.46), we obtain
Mα0 =
∂xα
∂x
′µ
∂x0
∂x′ν
M′ µν −
(
∂2xα
∂x
′µ∂x
′ρ
∂x0
∂x′ν
+
∂xα
∂x
′µ
∂2x0
∂x′ν∂x
′ρ
)
M′ ρµν
+
d
ds
(
∂xα
∂x
′µ
∂x0
∂x′ν
∂x0
∂x
′ρ
1
v0
M′ ρµν
)
. (3.51)
The first term of the right-hand side can be rewrittenwith Eq. (3.38). The second and third terms
can be with Eq. (3.37). Furthermore, the transformation formulae for the Christoffel symbol is
given as
Γ′µρσ =
∂x
′µ
∂xλ
∂xν
∂x
′ρ
∂xγ
∂x′σ
Γλνγ +
∂x
′µ
∂xλ
∂2xλ
∂x
′ρ∂x′σ
.
We derive
− ∂x
α
∂x
′µ
∂x0
∂x′ν
Γ′ µρσM
′ νσρ = Γαµνv
µS0ν +
∂2xα
∂x
′ρ∂x′σ
∂x0
∂x′ν
S′ νρv′ σ − ∂x
α
∂x
′µΓ
′ µ
ρσ
v0
v′ 0
v′σS′ 0ρ.
From Eq. (3.37), it is straightforward to show
∂x0
∂x′ν
∂x0
∂x′σ
M′ σµν
v0
=
1
2
∂x0
∂x′ν
(
−S′ νµ + v
′ ν
v′ 0
S′ 0µ +
v′ µ
v′ 0
S′ 0ν
)
=
∂x0
∂x′ν
M′ νµ0
v′ 0
.
Putting all of them in Eq. (3.51), we finally find
1
v0
(Mα0 + Γαρσv
σSρ0) =
∂xα
∂x
′µ
1
v′ 0
(M′ µ0 + Γ′ µρσv
′ ρS′ σ0). (3.52)
This means that the left-hand side quantity is a vector.
Let us define an absolute derivative as
DSαβ
Ds
=
dSαβ
ds
+ ΓαµνS
µβvν + Γ
β
µνS
αµvν. (3.53)
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Equation (3.42) can be expressed as
DSαβ
Ds
+
vα
v0
DSβ0
Ds
− v
β
v0
DSα0
Ds
= 0. (3.54)
If we multiply Eq.(3.54) by vβ, we have
1
v0
DSα0
Ds
= vβ
DSαβ
Ds
+
vα
v0
vβ
DSβ0
Ds
.
Putting this expression into Eq. (3.54), we arrive the final form
DSαβ
Ds
+ vαvρ
DSβρ
Ds
− vβvρDS
αρ
Ds
= 0. (3.55)
This equation is the covariant form of the EOM of the spinning particle.
Next thing is to derive a covariant form of Eq. (3.43). With Eqs. (3.35) and (3.54), we can
rewrite Eq (3.39);
Mα0 + ΓαµνS
µ0vν =
vα
v0
(M00 + Γ0µνS
µ0vν) +
DSα0
Ds
.
If we multiply by vα/v0, we obtain
µ =
1
(v0)2
(M00 + Γ0µνS
µ0vν) +
vρ
v0
DSρ0
Ds
,
where
µ ≡ 1
v0
(Mα0 + ΓαµνS
µ0vν)vα (3.56)
and it is easy to prove µ is a scalar.
Therefore,
1
v0
Mα0 = µvα − ΓαµνSµ0
vν
v0
+ vβ
DSαβ
Ds
.
Substituting this equation into Eq. (3.43), we get
d
ds
(
µvα + vβ
DSαβ
Ds
)
+ Γαµνv
ν
(
µvµ + vβ
DSµβ
Ds
)
+ Sµνvσ(Γανσ,µ +Γ
α
µρΓ
ρ
νσ) = 0. (3.57)
If Aα is a vector, we define the absolute derivative of it by
dAα
ds
+ Γαµνv
νAµ ≡ DA
α
Ds
, (3.58)
which is a vector as well. We have already proven that (Mα0 + Γαρσv
σSρ0)/v0 is the vector. So,
µvα + vβDSαβ/Ds is as well. The Riemann tensor is given as
Rαβµν = −Γαβµ,ν +Γαβν,µ −ΓασνΓσβµ + ΓασµΓσβν. (3.59)
Putting these equations in Eq. (3.57), we finally arrive the covariant form of the equation :
D
Ds
(
µvα + vβ
DSαβ
Ds
)
+
1
2
SµνvσRασµν = 0. (3.60)
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In the absence of the spin, Eq. (3.60) can be reduced into Eq. (3.22); the geodesic equation. In
this sense, Eq. (3.60) is a generalized equation of Eq. (3.22). Note that in the presence of the
spin, the particle motion deviates from the geodesics motion.
Furthermore, we rewrite the Eqs. (3.55) and (3.60) to convenient forms. We define a total
four-momentum of the particle pµ as
pµ ≡ µvµ + vνDS
µν
Ds
. (3.61)
Then, Eq. (3.60) is written as
Dpµ
Ds
= −1
2
Rµνρσv
νSρσ, (3.62)
and Eq. (3.55) is as
DSµν
Ds
= 2p[µvν]. (3.63)
Equations (3.62) and (3.63) do not construct a closed system because vµ is not in general parallel
to pµ. Therefore, we need a supplementary condition. Dixon [33] formulated such a condition
as
pµS
µν = 0. (3.64)
This condition is called the center of the mass condition. A physical meaning of this condition
is that the trajectory of the center of mass of the particle agrees with the world line.
Using Eq. (3.64), we derive the relation between vµ an pµ. By differentiating Eq. (3.64) with
respect to the affine parameter s, we obtain
Dpν
Ds
Sνµ + pν
DSνµ
Ds
= 0. (3.65)
Substituting Eqs. (3.62) and (3.63) into Eq. (3.65) we get
−1
2
Rνλρσv
λSρσSνµ + pν(p
νvµ − pµvν) = 0. (3.66)
Subsequently, we define µ, uµ and N as
µ2 ≡ −pµpµ, uµ ≡ pµ/µ, N ≡ −uµvµ (N > 0).
We recognize uµ as a unit vector parallel to pµ. Using these quantities, Eq. (3.66) is
vµ = N
(
uµ − 1
2µ2N
Rνλαβv
λSαβSνµ
)
. (3.67)
From now on we rewrite the second term of this equation. The second term is rewritten as
SµβSρσvαRρσαβ = S
µβSρσRρσαβ
(
Nuα − 1
2µ2
Rνλχκv
λSχκSνα
)
= NuαSµβSρσRρσαβ +
1
2µ2
SρσvλSχκRνλχκS
µβSανRρσαβ, (3.68)
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where in the first equality we use Eq. (3.67). We can calculate the second term of the most
right-hand side of Eq. (3.68) as
SµβSανRρσαβ =
1
2
(SµβSανRρσαβ + S
µαSβνRρσβα)
=
1
2
(SµβSαν − SµαSβν)Rρσαβ
= Sµ[βSα]νRρσαβ. (3.69)
And using a relation
Sµ[βSα]ν =
1
2
SαβSµν, (3.70)
where this relation is obtained from the character of second-rank antisymmetric tensor, the
left-hand side of Eq. (3.68) is finally rewritten as a following form:
SµβSρσvαRρσαβ = Nu
αSµβSρσRρσαβ +
1
4µ2
SρσSαβRρσαβS
µνSχκvλRνλχκ. (3.71)
From this equation, we get
RνλχκS
νµvλSχκ = −N
∆
RνλρσS
µνuλSρσ, (3.72)
where
∆ = 1 +
1
4µ2
RαβµνS
αβSµν. (3.73)
Finally the relation between vµ and pµ is obtained as
vµ = N
(
uµ +
1
2µ2∆
RνλρσS
µνuλSρσ
)
. (3.74)
N is related to a choice of the affine parameter and if we choose vµ as a four velocity of the
particle N is determined by vµvµ = −1. Therefore, we obtain the closed system for the particle
with spin.
Spin vector
In Sec. 3.1.2, we review the basic equations of the spinning particle characterized by the spin
tensor. The set of the equations can be transformed into amore convenient form if we introduce
a spin vector Sµ [101]. The definition of this quantity is
Sµ = −1
2
ϵµνρσu
νSρσ, (3.75)
where ϵµνρσ is the Levi-Civita tensor in a curved space time. Using this quantity, the basic Eqs.
(3.62) and (3.63) are rewritten in the form
dxµ
ds
= vµ, (3.76)
Dpµ
Ds
=
1
µ
R∗µνρσvνSρpσ, (3.77)
DSµ
Ds
=
1
µ3
pµR∗νλρσSνvλSρpσ, (3.78)
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where
R∗µνρσ ≡ 1
2
Rµν
αβϵαβρσ. (3.79)
The condition (3.64) is rewritten as
pµS
µ = 0 (3.80)
and furthermore the relationship between vµ and pµ ((3.74)) is also rewritten as
vµ =
N
∆
[
uµ +
1
µ2
∗R∗µνρσSνSρuσ
]
, (3.81)
where
∆ = 1 +
1
µ2
∗R∗αβµνSαuβSµuν, (3.82)
∗R∗αβµν ≡ 1
2
ϵαβρσR
∗ρσ
µν. (3.83)
If we choose the affine parameter, N will be determined.
3.2 Constant Of Motion
Conserved quantities of test particle moving in the relativistic spacetime are classified into two
classes. One is related to the symmetry that the background spacetime has and the other is
related to the EOM of the particle. In the former, a Killing vector, which is satisfied a relation
ξµ;ν + ξν;µ = 0, (3.84)
plays an essential role. The Killing vector is also satisfied a following relation:
ξµ;ρσ = Rσρµ
λξλ. (3.85)
If the Killing vector exists in a spacetime and we choose it as the basis of a coordinate, the
coordinate does not explicitly appear in the metric of the background spacetime.
In the following section, we show that conserved quantities of the particle in the both case of
single-pole particle and pole-dipole particle.
single-pole particle
We show that µ given by Eq. (3.23) is a conserved quantity. Differentiating Eq. (3.23) with
respect to τ, we get
2µ
dµ
dτ
= −2pµ
Dpµ
Dτ
. (3.86)
Using Eq. (3.22), the right-hand side of the equation vanishes. Therefore, we obtain
dµ
dτ
= 0. (3.87)
µ is interpreted as a rest mass of the particle.
If a Killing vector ξµ exists in the background spacetime, the following quantity is a constant of
motion:
Cξ ≡ ξµpµ. (3.88)
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We will prove that this quantity is conserved. Differentiating Eq. (3.88) with respect to τ, we
obtain
dCξ
dτ
= ξµ;νv
νpµ + ξ
µ
Dpµ
Dτ
. (3.89)
The second term of the right-hand side of Eq. (3.89) is vanished by using Eq. (3.22). Hence, we
get
dCξ
dτ
= ξµ;νv
νpµ
= µξµ;νv
µvν
=
1
2
µ(ξµ;ν + ξν;µ)v
µvν (3.90)
Using the Killing equation. (3.84), we finally obtain
dCξ
dτ
= 0.
Therefore, we have proven that the quantity Cξ is a constant of motion.
pole-dipole particle
Atfirst,we show that themagnitudeof the fourvelocityµ2 = −pµpµ is conserved. Differentiating
this equation with respect to τ,
2µ
dµ
dτ
= −2pµDp
µ
Dτ
(3.91)
is obtained. Using the equation of motion, the right-hand side is
2µ
dµ
dτ
= Rµνρσp
µvνSρσ. (3.92)
Differentiating Eq. (3.64), we obtain
Dpµ
Dτ
Sµν + pµ
DSµν
Dτ
= 0. (3.93)
Multiplying Eq. (3.93) by Dpν/Dτ, the first term is vanished by the antisymmetry of Sµν. Hence,
using Eqs. (3.62) and (3.63) we get
−1
2
pµRνλρσv
λSρσ(pµvν − pνvµ) = 0. (3.94)
The first term in the bracket is vanished by the antisymmetry of the Riemann tensor. Therefore,
pνpµv
µRνλρσv
λSρσ = 0 (3.95)
is obtained. Because both vµ and pµ are timelike vectors, we obtain pµv
µ
, 0. Thus, we obtain
Rνλρσp
νvλSρσ = 0 (3.96)
and subsequently combining Eq. (3.92) we finally obtain
dµ
dτ
= 0. (3.97)
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We can interpret that µ is an effective mass of the particle.
Secondly, we will prove that the spin magnitude S is also conserved. S is defined by a
following equation:
S2 ≡ 1
2
SµνSµν = S
µSµ. (3.98)
Taking the derivative with respect to τ, we obtain
2S
dS
dτ
= Sµν
DSµν
Dτ
. (3.99)
Using Eq. (3.63) in the right-hand side of the equation,
2S
dS
dτ
= Sµν(p
µvν − pνvµ). (3.100)
The right-hand side is vanished by Eq. (3.64). Finally, we obtain
dS
dτ
= 0. (3.101)
We have proven that the spin magnitude is conserved.
Thirdly, we will prove that the following quantity defined by using the Killing vector of the
background spacetime is also conserved:
C ≡ ξµpµ − 1
2
ξµ;νS
µν. (3.102)
We take the derivative with respect to τ and Dpµ/Ds as well as DSµν/Ds in the right-hand side
of Eq. (3.102). The equation can be eliminated by using Eqs. (3.62) and (3.63). As a result, we
obtain
dC
dτ
= −1
2
(ξµ;νρ + R
σ
ρµνξσ)v
σSµν +
1
2
(ξµ;ν + ξν;µ)p
µvν. (3.103)
The first and second terms of this equation are vanished by the character of the Killing vector.
Thus, the quantity C is a constant of motion.
3.3 Equation of motion in Tetrad frame
It is convenient to write the basic equations in a tetrad basis eµi. In the tetrad basis, the Ricci
rotation coefficients, defined below, plays a substitute role of the Christoffel symbol. Covariant
derivative of vector is given by
tµ;ν = (e
µ
it
i);ν
= eµi;νt
i + eµit
i
,ν
= γki je
j
νe
kµti + eµit
i
,ν
= γki je
j
νe
µ
kt
i + eµit
i
,ν, (3.104)
where γi jk is the Ricci rotation coefficient. In the following tables, we show the basic equations
of the particle in both coordinate frame and tetrad frame. For non-spinning particle, the first
row in the table corresponds to the EOM and the second one does to conserved quantities. For
spinning particle, the first, the second, and the third row correspond to the EOM, conserved
variables, and supplementary conditions, respectively.
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single-pole particle
coordinate basis tetrad basis
dxµ
dτ
= vµ
dxµ
dτ
= eµiv
i
Dpµ
Dτ
= 0
dpi
dτ
= −γik jv jpk
vµ =
pµ
µ
vi =
pi
µ
µ2 = −pµpµ µ2 = −pipi
Cξ = ξ
µpµ Cξ = ξ
ipi
pole-dipole particle (spin tensor)
coordinate basis tetrad basis
dxµ
dτ
= vµ
dxµ
dτ
= eµiv
i
Dpµ
Dτ
= −1
2
Rµνρσv
νSρσ
dpi
dτ
= −γik jv jpk −
1
2
Ri jklv
jSkl
DSµν
Dτ
= 2p[µvν]
dSi j
dτ
= 2γ[ilkS
j]lvk + 2p[iv j]
vµ = N
[
1
µ
pµ +
1
2µ3∆
RνλρσS
µνpλSρσ
]
vi = N
[
1
µ
pi +
1
2µ3∆
R jklmS
i jpkSlm
]
∆ = 1 +
1
4µ2
RαβµνS
αβSµν ∆ = 1 +
1
4µ2
Ri jklS
i jSkl
µ2 = −pµpµ µ2 = −pipi
S2 =
1
2
SµνS
µν S2 =
1
2
Si jS
i j
Cξ = ξ
µpµ − 1
2
ξµ;νSµν Cξ = ξ
ipi − 1
2
(γ jikξ
i + ξ j,µe
µ
k)S
jk
pµS
µν = 0 piS
i j = 0
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Chapter 4
Chaos in Relativistic Two Body Problem
History of chaos in GR is short and researches on this field have started in 1990’s. In Refs. [18,
19, 22], Contopoulos has analyzed a motion of test particle in the Majamudar-Papapetrou
spacetime in which the gravitational force of the black holes exactly balances to the electrostatic
force due to the black hole’s charges. Test particle as well as photon moving in this spacetime
show chaotic feature. His analysis was based on the Poincare´ map. In Refs. [24, 30], Cornish
et al. revisited this system and analyzed the chaotic feature with fractal analysis. Following a
series of Contopoulos’s works, many researchers investigated a chaotic motion of test particle
in a wide variety of the spacetimes, such as a pp wave, an uniform magnetic field, a naked
singularity and so on [13, 54, 67, 76, 82, 83, 96, 108, 111]. However, these systems are rather
academic.
In 1997, Suzuki and Maeda have analyzed a motion of the spinning particle around the
Schwarzschild black hole [97]. They have found a chaotic motion in the case of fast particle
spin. This work has stimulated the research on a relativistic two spinning body problem.
Main reason is that the compact binary systems, such as NS-NS, BH-NS, BH-BH binaries, are
recognized as a relativistic twobodyproblemand the gravitationalwaves from their coalescence
is themain target of the ground based gravitationalwave detectors as explained in Introduction.
It is a crucial for the gravitational wave detection whether chaos occurs in merging binaries or
not because of a following reason.
1. Matched filtering approach is one of the powerful method for gravitational wave data
analysis and it requires waveform templates.
2. Chaos means unpredictability and a small deviation of initial condition grows expo-
nentially. Thus, chaos in merging binaries implies that the number of theoretical templates
increases enormously and the matched filtering method is no longer practical.
Considerable works on a closed binary system have been done in the framework of both
test particle approximation and post-Newtonian approximation [24, 25, 26, 27, 28, 38, 40, 41, 42,
62, 68, 69, 70, 71, 92]. Themain topic in these references is the emergence of the chaos in realistic
closed binary systems.
In this section, we review the Suzuki and Maeda’s work [97] and a mechanism of chaos in
the Schwarzschild spacetime. Then, we give a short summary of the associated works.
4.1 Chaos in Schwarzschild Space Time
“Effective” Potential
In Sec. 3, we review the EOM and the constants of motion of for a spinning particle in general
relativity. Therefore, we drop the explicit form of the EOM in this section.
First, a supplementary condition whose form is
pµS
µν = 0, (4.1)
is required (see Eq. (3.64)). The mass of the particle µ is defined by
µ2 = −pνpν. (4.2)
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In the previous section, we have shown that µ and S, the magnitude of the spin, are conserved
quantities. This holds without any relation to the symmetry of the background spacetime. S is
defined by
S2 ≡ 1
2
SµνS
µν. (4.3)
The other constants of themotion are related to the Killing vectors of the background spacetime.
The Schwarzschild spacetime has the two killing vectors ξ
µ
(t)
and ξ
µ
(ϕ)
. Therefore, the constants
of motion (3.102) associated with these Killing vectors are
E ≡ −C(t) = −pt − M
r2
Str, (4.4)
Jz ≡ C(ϕ) = pϕ − r(Sϕr − rSθϕ cotθ) sin2 θ. (4.5)
E is the energy and Jz is the angular momentum of test particle, respectively. Note that, without
loss of generality, we choose the direction of the total angular momentum to be the z direction.
In the spherical symmetric spacetime, the other components of the angular momentum, i.e., Jx
and Jy, should be conserved as well;
Jx = −pθ sinϕ − pϕ cotθ cosϕ
+r2Sθϕ sin2 θ sinϕ + rSϕr sinθ cosθ sinϕ + rSrθ cosϕ, (4.6)
Jy = pθ cosϕ − pϕ cotθ sinϕ
+r2Sθϕ sin2 θ cosϕ + rSϕr sinθ cosθ cosϕ − rSrθ sinϕ. (4.7)
We set the each component as
(Jx, Jy, Jz) = (0, 0, J), (4.8)
without loss of generality where J > 0. Three constraint equations (4.5)-(4.7) with Eq. (4.8) are
reduced to
Sθϕ =
J
r2
cotθ, (4.9)
Srθ = −pθ
r
, (4.10)
Sϕr =
1
r
(
−J + pϕ
sin2 θ
)
. (4.11)
Sti (i = r, θ, ϕ) are fixed from equation (4.1) with Eqs. (4.9)-(4.11) as
Str = − 1
rpt
p2θ +
p2
ϕ
sin2 θ
− Jpϕ
 , (4.12)
Stθ =
1
rpt
(
prpθ +
Jpϕ
r
cotθ
)
, (4.13)
Stϕ = − 1
rpt
(
Jpr −
prpϕ
sin2 θ
+
Jpθ
r
cotθ
)
. (4.14)
The energy conservation equation (4.4) is now
E = −pt + 1
ptr3
p2θ +
p2
ϕ
sin2 θ
− Jpϕ
 . (4.15)
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According to an analysis of a test particle without spin, we make use of an ”effective” potential
for a particle with spin [75]. For the test particle without spin, the effective potential is defined
by
V2(r;L) =
(
1 − 2M
r
) (
µ2 +
L2
r2
)
, (4.16)
where L is the angular momentum of test particle. Without loss of generality, the motion of
the particle is confined in a plane, say θ = π/2 plane. Given the particle energy E, a region
V2(r) < E2 corresponds to a region in which the particle can move around. Furthermore, if
E < 0, the motion of the particle is bounded. Otherwise, the particle will escape to infinity or
fall into a black hole.
For the spinning test particle, there is no rigorous way for defining the effective potential.
The spin-orbit coupling (3.63) does not ensure that the motion of the test particle is confined in
a single plane. Instead, we seek a boundary of a region in which the particle can move around;
pr = 0 and pθ = 0. Putting them into Eq. (4.2), we obtain
pt = −µ f 1/2 coshX,
pϕ = µr sinθ sinhX, (4.17)
where X is a function of r and θ. Substituting this equation into Eq. (4.3) with the help of
Eqs. (4.9)-(4.11), the equation for X can be derived;
(µ2r2 − S2 f ) sinh2 X − 2µJr sinθ sinhX + (J2 − S2) f + 2M
r
J2 sin2 θ = 0. (4.18)
By solving this equation, Eq. (4.4) tells us the boundary of a region inwhich the spinning particle
can move;
E = V(±)(r, θ; J,S), (4.19)
where
V(±)(r, θ; J, S) = µ
[
f
1
2 coshX(±) +
M sinhX(±)
f 1/2r coshX(±)
(
J sinθ
µr
− sinhX(±)
)]
, (4.20)
and
sinhX(±) ≡
µJr sinθ
µ2r2 − S2 f ±

µ2J2r2 sin2 θ
(µ2r2 − S2 f )2 −
(
(J2 − S2) f + 2Mr J2 sin2 θ
)
µ2r2 − S2 f

1
2
. (4.21)
If the direction of the z component of the spin agrees with that of the total angular momentum,
we choose the minus sign. Otherwise, we take the plus sign. Note that if S = 0 and θ = π/2,
V(±) can be reduced to the effective potential of the non-spinning particle (4.16). It is easy to
show that a region of V2
(±)(r, θ; J,S) < E
2 corresponds to a region in which the particle with the
energy E can move around. Then, V(r, θ; J, S) is the “effective” potential of a spinning particle
in the Schwarzschild spacetime introduced by Suzuki and Maeda [97].
In Fig. 4.1, we plot a cross section of the ”effective” potential (4.20). Obviously, given an
energy E, the spinning particle in V(−) can move in a stronger gravitational field than that
in V(+). The primarily reason of this is the spin-orbit coupling appeared in the EOM of the
test particle. It is known that, if direction of the spin agrees with the angular momentum,
the spin-orbit coupling produces a repulsive force. Otherwise, it produces an attractive force.
Therefore, the particle inV(−) can get closer to a black hole horizonwith the help of the repulsive
force. Because we know that the motion of the non-spinning particle is non-chaotic, the strong
spin-orbit coupling may be an essential to a chaotic motion. Hence, from now, we focus on V(−)
case and omit the minus sign in the potential.
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Figure 4.1: The “effective” potential V(±) on the θ = π/2 plane. We set J = 4µM and S = 0.4µM
in this plot. The solid (dashed) curve denotes V(−)(V(+)). Given an energy E, a spinning particle
can get closer to the black hole horizon in V(−) than in V(+) [97].
Suzuki and Maeda classified the “effective” potential V into four types, which is character-
ized by J and S. In Fig. 4.2, we plot a representative potential contour in each cases. Qualitative
features of the potentials are summarized as follows:
1. Type (B1): The top-left panel of Fig. 4.2. This shape appears in the case of small S and
large J. On the equatorial plane, there is a saddle point around ρ ≈ 4M and a minimal point
around ρ ≈ 10M. In this case, an effect of the spin is small. Hence, the potential is essentially
same as that for the non-spinning case and the motion of the particle can never exhibit a chaotic
feature.
2. Type (B2): The top-right panel of Fig 4.2. If we increase S with a fixed value of J from
the type (B1), we obtain this type of the potential. Two saddle points appear at ρ ≈ 4M and
z ≈ ±1M and one minimal point do at ρ ≈ 6M on the equatorial plane. This shape is caused by
the spin-orbit coupling and the saddle points implies that the motion of the test particle in this
potential could be chaotic.
3. Type (U1): The bottom-left panel of Fig. 4.2. This potential appears in the case of
relatively small J. Because of the absence of the centrifugal barrier, the particle will be inevitably
swallowed by a black hole. Such a situation can be realized even for a spinless particle.
4. Type (U2): The bottom-right panel of Fig. 4.2. The potential has no bound region.
Compared to the potential (U1), there is a saddle point on at ρ ≈ 3.6M and z = 0M. It is local
minimum in r direction. It is local maximum in z direction. Due to the spin-orbit coupling,
a black hole cannot capture the particle on the equatorial plane. Instead, it will move off the
equatorial plane and be swallowed into a black hole in the end.
Because the potential type is categorized by the total angular momentum and the spin
magnitude, we plot the classification in Fig. 4.3. The type (B2) and (U2) can be realized only in
the spinning case. Suzuki and Maeda numerically found that the motion of the particle in the
type (B2) potential becomes chaotic. They also specified a critical value of S, above which the
particle can move chaotically, as 0.635µM with the Lyapunov exponent analysis.
Physical Maximum Value of S
Essential physical quantity thatmakes the system chaotic is a spin of the test particle. Therefore,
the spin magnitude is important for the emergence of the chaos in this system. We give a short
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Figure 4.2: Contour plots of four types of “effective” potential (4.20) on a meridional plane. ρ
is a radial coordinate. The dark region means that the potential has a negative value; bounded
region. The white region indicates a positive value of the potential.
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Figure 4.3: The classification of the “effective” potential in terms of the total angularmomentum
J and the spin magnitude S. This figure is cited from [98].
discussion about the spin magnitude. Realistic value of the spin holds a following relation,
S/µM = (S/µ2)µ/M ≤ O(µ/M). (4.22)
In the test particle approximation, that is µ << M, the spin magnitude should be small. How-
ever, if we extrapolate this approximation to a relativistic binary composed of the compara-
ble mass m1 and m2, this limitation relaxes. µ should be replaced by the reduced mass as
µ = m1m2/(m1 + m2). M should by the total mass as M = m1 + m2. The spin magnitude of the
star 1 can be estimated by
S1/µM = S1/m1m2 = (S1/m
2
1)m1/m2. (4.23)
Then, we have S1/µM = S1/m
2
1
≤ O(1) for the case m1 = m2. Therefore, S1/µM can be
large as unity. However, it should be again emphasized that the test particle approximation
breaks down in this case and a question about the emergence of the chaos in a realistic binary
system is still remained. The considerable works motivated by Suzuki and Maeda’s work
[24, 25, 26, 27, 28, 38, 40, 41, 42, 62, 68, 69, 70, 71, 92] were devoted to this question and many
of them used the post-Newtonian approximation, which allows us to analyze a binary with
comparable mass in contrast to the test particle approximation.
4.2 Can relativistic binary really behave chaotically ?
4.2.1 Post-Newtonian Approximation
Before reviewing the related works, we summarize the post-Newton approximation. We will
not explain this approach in details because it is beyond scope of this thesis (see a review [10]
in details).
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In the post-Newtonian approximation, an expansion parameter is determined from a con-
dition,
ϵ = max

∣∣∣∣∣∣
T0i
T00
∣∣∣∣∣∣ ,
∣∣∣∣∣∣
Ti j
T00
∣∣∣∣∣∣
1/2
,
∣∣∣∣∣Uc2
∣∣∣∣∣
1/2
 , (4.24)
where Tµν is a stress energy tensor of the post-Newtonian source and U is Newtonian potential.
This parameter represents essentially a slowmotion estimate ϵ ∼ v/c, where v denotes a typical
internal velocity. The parameter is required to be less than unity.
On the other hand, Einstein’s equation is expanded in the form of
✷hαβ =
16πG
c4
ταβ, (4.25)
with
hαβ =
√−ggµν − ηµν, (4.26)
where ✷ ≡ ηµν∂µ∂ν. Note that we impose the harmonic condition; ∂µhαµ = 0. The source term
is divided into two component, the matter contribution term |g|Tαβ and a gravitational source
term Λαβ, i.e.
ταβ = |g|Tαβ + c
4
16πG
Λαβ. (4.27)
Λαβ is expanded in terms of h to arrange the post-Newton order. Introducing a retarded scalar-
, vector-, and tensor-type potentials, the post-Newtonian metric gαβ is expressed with these
potentials. If we assume the stress-energy tensor, these potentials can be computed from the
retarded integral. Hence, the post-Newtonian metric in requested order is given. Because, for
the point particle case, it contains a delta function, a special technique, e.g., the Hadamard self-
field regularization, is required (see [10]). Once the post-Newton metric is obtained, equations
of motion can be calculated from a geodesic equation with the metric. So far, the 3PN(ϵ6)
equations of motion have been investigated [12]. If we assume an extend body as discussed in
Chapter 3, a spin-orbit (SO) or a spin-spin (SS) coupling contribution can be introduced in the
equations of motion [57]. Schematic form of the post-Newton EOM is
r¨ = aN + aPN + a2PN + aSO + aRR + a3PN + aSS, (4.28)
where a is acceleration and RR denoted a radiation reaction due to gravitational radiation.
Benefit of the post-Newton approximation to the point particle approximation in a relativistic
spacetime is to be able to calculate an accurate motion of two bodies with comparable masses.
Moreover, the radiation reaction force can be taken account into. Therefore, this method
is powerful to generate the theoretical templates of the gravitational waves from coalescing
binary systems.
4.2.2 Chaos in binary merger
Discussion on a chaos in a realistic binary system has been started in 2000 [68]. First, Levin
pointed that a relativistic spinning binary system with comparable masses can behave chaoti-
cally in Ref. [68]. She calculated a motion of binary systems with 2PN approximation including
a SO and SS coupling terms. In the absence of the SO and SS coupling term, it is known that
the EOM can be integrable, e.g. no chaos. Note that radiation reaction term was turned off
because a theory of chaos in a diffusive system has not been established. She concluded with
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Figure 4.4: Left: The fractal basin boundaries. We set m2/m1 = 1/3, S1/m
2
1
= S2/m22 = 0.6,
xi/m = 5, and y˙i = 0.45. The initial spin angles (θ1, θ2) in terms of the orbital angularmomentum
are randomly seeded and the axes are labelled in radians. 200 × 200 orbits are shown. The
horizontal (vertical) axis is θ1(θ2). The right panel is a magnification of the left panel. This
figure is cited from [68].
the fractal basin boundary analysis that the SO and SS coupling can induce the chaos in the
binary systems.
Figure 4.4 shows the fractal structure inphase space. Mass ratio, spinvalue of the eachbodies
and initial condition are chosen as m2/m1 = 1/3, S1/m
2
1
= S2/m22 = 0.6 and (xi/m, y˙i) = (5, 0.45),
respectively, where m1 and m2 denote mass of the each bodies. A center of mass coordinate is
chosen. The initial angle of the spin is randomly chosen. This figure clearly shows the chaotic
feature of this system.
Following this work, Schnittman and Rasio published the paper named “Ruling Out Chaos
in Compact Binary System” [92]. They used the 2PN equation of motion with the spin
interaction and the Lyapunov exponent to analyze chaos,
γ(t) =
1
t
ln
(
dX(t)
dX(0)
)
, (4.29)
where dX is a difference between two points in the phase space. They calculated a trajectory
of maximally spinning (Si = m
2
i
) two black holes with 10M⊙. Their set up is (θ1, θ2) = (38, 70) ,
whichmeansmisalignment of the spin and it could occur chaoticmotion, and orbital separation
r/m = 50, 20, 10, 5, which corresponds to the Newtonian gravitational wave frequencies of
10, 40, 100, 400 Hz, respectively.
Figure 4.5 shows the convergence of Lyapunov exponent for each orbits. They also estimated
the inspiral time scale from the gravitational wave frequency and showed it in the figures as
tinspiral. This figure clearly shows that the inspiral time scale is shorter than the convergence
time scale of the Lyapunov exponent. They concluded that the chaos does not occur in the
coalescing binaries.
Cornish and Levin claimed an objection against Schnittman and Rasio’s result in 2002 [26].
They insisted that Schnittman and Raiso’s method of calculating the Lyapunov exponent (4.29)
was improper. Their mistakewas tomake use of the Cartesian distance in phase space dX. With
this, the Lyapunov exponent has only approximate meanings. They showed the appropriately
calculated Lyapunov exponent and concluded the chaos does occurs. Figure 4.6 is their result.
However, their discussionmissed a point of the time scale. These works revealed the coalescing
binary system has a potential to cause the chaos. But, if its time scale is longer than the inspiral
time scale, it implies that the chaos does not occur in reality. This is an essential point of this
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Figure 4.5: Lyapunov exponent γ(t) as a function of the time for the maximally spinning black
holes with 10M⊙. (Top-left) The initial orbital separation is r/m = 47.25, which corresponds to
theNewtonian gravitationalwave frequency fGW = 10Hz and the inspiral time scale tinsp = 69 s.
(Top-right) The initial orbital separation is r/m = 18.75, which corresponds to the Newtonian
gravitational wave frequency fGW = 40Hz and the inspiral time scale tinsp = 7.5 s. (Bottom-left)
The initial orbital separation is r/m = 9.2, which corresponds to the Newtonian gravitational
wave frequency fGW = 100Hz and the inspiral time scale tinsp = 0.2 s. (Bottom-left) The
initial orbital separation is r/m = 4.0, which corresponds to the Newtonian gravitational wave
frequency fGW = 400Hz and the inspiral time scale tinsp = 0.01 s. Because tL = 1/γ≫ tinsp in all
cases, the chaos does not appear in this system. This figure is cited from [92].
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Figure 4.6: The recalculated Lyapunov exponent for an orbit taken from Fig. 4.5 as a function
of time. This figure is cited from [26].
system.
In all the works, a specific parameter choice was taken. The mass ratio, spin magnitude,
initial separation were chosen as special parameters. Levin investigated an effect of these
parameters on the chaos [70]. Also, she estimated emitted gravitational waves. Her result was
summarized as follows.
(1) Mass ratio : Small values result in an enhancement of precession.
(2) Spin magnitude : The large spin magnitude as well as the spin misalignment enhance
a chance of chaos. Even in a single spinning case, the chaos can occur. In the case of a light
companion, the spin magnitude should be greater than the maximal. Otherwise, the chaos can
appear for a physically allowed value of the black hole spins. However, the rapid spin is still
required.
(3) Eccentricity : If the spin misalignment is large, it results in a large eccentricity. Although
the large eccentricity is a common feature of chaotic orbits, it is not a sufficient condition of the
chaos. Even in a regular orbit, the spin misalignment causes a precession and consequently
leads to a modulation of the gravitational wave forms.
The point is that she found some cases; in some eccentric orbits, the Lyapunov exponent
exhibits a positive value and the characteristic time scale given by the inverse of the Lyapunov
exponent is shorter than the inspiral time scale tinspire. This work again sheds light on the chaos
in the binary system.
Hartl and Buonanno [42] recently answered this question in some limited case. Their results
are valid only in the BH-BH binary as explained below. New point in their work was taking
account into a mass monopole/spin induced by the quadrupole interaction terms, which was
not dealt in the previous works. However, these terms were known exactly only in the case of
black holes at that time. This drawback was conquered very recently [11, 35].
In wide variety of the parameters, the initial conditions, and the PN terms, they sought a
chaotic motionwith the Lyapunov exponent analysis. Their analysis was based on the two type
orbits; the quasi-circular orbit and the eccentric orbits. They parametrize the orbital separation
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by “Newtonian gravitational-wave frequency”:
fNewtGW =
1
π
(
GM
r3
)1/2
. (4.30)
Note that high end of the LIGO/VIRGO frequency band is fNewt
GW
= 240Hz and their upper
limits of the orbital parametrization was set as this value. Figure 4.7 shows the result of their
work. This reveals a relation between orbital parameters, e.g., the energy, angular momentum
and spin magnitude and fNewt
GW
in the case of quasi-circular orbit. The top-left, top-right and
middle-left panels in this figure correspond to the relations between the angular momentum,
the gravitational wave frequency, and the spin, and the Lyapunov exponents, respectively. The
binary has equal masses 10M⊙ and 2PN terms are included. The middle-right and bottom-left
panels show the Lyapunov exponent as functions of gravitational wave frequency and spin,
respectively, in which the 3PN terms are added.
Figure 4.8 is the relations between Lyapunov exponent and pericenter/eccentricity. They
investigated the chaos in a wider parameter region than that in Fig. 4.7. Their conclusion
are summarized as follows: For the quasi eccentric orbits, the chaos only appears for high
gravitationalwave frequencies corresponding to small orbital radii. The high spin is a necessary
condition. For the eccentric orbit, the chaos only appears in the parameter space which is likely
to be rather academic or of a small pericenter. For the later, higher order PN terms are required
to describe the EOM accurately, which is a beyond scope of the current status of the post-
Newtonian theory.
4.3 Associated Topics
Final part of this chapter is devoted for introducing some related topics of the chaos in binary
systems.
4.3.1 Radiation reaction effect
In all topics introduced above, a radiation reaction due to gravitational wave emission is turned
off. In the phase space, the dissipation would play as an attractor. In that case, the system
may not be formally chaotic. Although in this sense a chaotic binary motion with radiation
reaction is not rigorous, Cornish and Levin have searched its effect qualitatively in Ref. [28].
They included the 2.5PN terms in the equations of motion and analyzed with the fractal basin
boundary. Their result showed that, with the radiation reaction, the fractal structure in phase
space vanishes. This implies that the chaos in merging binary would suppress and does not
affect on the gravitational waves. However, we should note again that this work only showed
a possibility of non-chaotic behavior in the binary mergers. Further analysis will be required.
4.3.2 Extreme mass ratio black hole binary
All topics introduced so far are the chaos in the binary systems. However, the model analyzed
in Suzuki andMaeda [97] can describe the other system. This system is called an extreme-mass
ratio binary and exists in the galactic nuclei [113]. It is composed of a supermassive black hole
with 106 ∼ 109M⊙ and a compact object such as NS or BH orbiting around it. In this system, the
mass ratio is quite smaller than unity. Hence, the test particle approximation works well.
As discussed in Sec. 4.1, Suzuki and Maeda have already shown that the spin magnitude to
cause the chaos in the Schwarzschild spacetime should be unrealistically large in the extreme-
mass ratio binary system. However, if the spacetimehas less symmetry, this resultwould change
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Figure 4.7: Dependence of Lyapunov exponent on the total angular momentum, the frequency
of gravitational waves, and the spin, respectively, for a (10 + 10)M⊙ BH-BH binary. Because
the inverse of the Lyapunov exponent gives a characteristic timescale of the chaos, λtinsp > 1
implies that the deviation of the two nearby trajectories grows exponentially within a inspiral
timescale tinsp. For the details, see the text. These figures are cited from [42].
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(a) (b)
Figure 4.8: Dimensionless Lyapunov exponentsλtinsp as functions of pericenter and eccentricity.
(Left) All terms up to 2PN order are included. (Right) All terms up to 3PN order are included.
This figure is cited from [42].
because less symmetry leads to a stronger chaotic motion. Hartl studied this issue [40, 41]. He
assumed the background space time to be the Kerr space time and solved the Papapetrou
equation. He also gave an orbital parametrization method based on the conventional one,
which is well known as to parametrize the geodesics equations in the Kerr spacetime. From
the analogy of the conventional method, he defined an eccentricity, pericenter and inclination
angle in the spinning test particle system. Performing the wide range parameter survey, he
concluded that the motion of the spinning particle with realistic parameters is not chaotic. The
chaotic motion cannot be realized in realistic astrophysical systems.
In next chapter, we will show our work related to this topic. In our model, sometimes an
unrealistic spin value is adopted. However, we should emphasize that our work has been done
on the way of the long time controversy described above and some works were done after us.
Moreover, concrete examples of the realistic chaotic systems are few.

Chapter 5
GravitationalWave from particle orbiting around Black
Hole spacetime
As we review in the last chapter, it has been intensively discussed whether chaos really occurs
or not in relativistic two body problem. The newest result [42] suggest that it is rare that chaos
occurs in binary systems. However, a possibility of chaos is not completely excluded and topic
to research still remains. In such the topics, we are interested in correlation between chaos
and gravitational wave. How does chaos affect gravitational wave concretely ? Is it able to
distinguish gravitational wave from non chaotic system to one from chaotic system ? Previous
work with this view point is a few [99]. Although it may be impossible to detect gravitational
wave from chaotic system with the current detectors with the matched filtering method in
reality, this topic is academically interested or future detectors might observe gravitational
wave from such a system.
Hence, we analyze gravitational wave from chaotic system. As a concrete example, we
adopt spinning particle in the Kerr spacetime. The image of this system is depicted from
Figure 5.1. To make a effect of chaos on gravitational wave, we also analyze a gravitational
wave from spinless particle reported in [52]. Although orbit of spinless particle in the Kerr
spacetime is proved to be integrable mathematically, we can arrange a complicated motion. On
the other hand, the quadrupole formulameans that gravitational wave is estimated by position,
velocity, and acceleration of particle. Moreover, they appears in the formula with mixed form.
Therefore, it is non trivial how gravitational wave can be emitted is such the complicated but
non chaotic orbit.
Our aim in this chapter is to investigate how gravitational wave from chaotic or non chaotic
system changes qualitatively.
5.1 Basic Equations for Test Particle
First we explain our basic assumption and review basic equations of both spinless and spinning
particle.
5.1.1 Background Spacetime
We consider the Kerr metric as a background spacetime. In the Boyer-Lindquist coordinates, it
is given by
ds2 = −
(
1 − 2Mr
Σ
)
dt2 − 4Mar sin
2 θ
Σ
dtdϕ
+
Σ
∆
dr2 + Σdθ2 + sin2 θ
(
r2 + a2 +
2Ma2r sin2 θ
Σ
)
dϕ2, (5.1)
where
Σ = r2 + a2 cos2 θ, (5.2)
∆ = r2 − 2Mr + a2. (5.3)
M is a mass of black hole (BH) and a is the BH angular momentum, respectively.
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Figure 5.1: The image of a supper massive black hole at galactic nuclei.
www.sorae.jp/031001/1220.html, image credit: NASA/CXC/SAO
5.1.2 Spinless Test Particle
In this subsection, we summarize the equations of motion for a spinless test particle. A spinless
test particle moves along the geodesics;
d2xµ
dτ2
+ Γ
µ
νρ
dxν
dτ
dxρ
dτ
= 0, (5.4)
where τ is a proper time of the particle. In a stationary axisymmetric spacetime, a spinless par-
ticle has two constants of motion; the energy E and the z-component of the angular momentum
Lz. The particle’s rest mass µ is also constant. Carter discovered a fourth constant of motion
and showed that the system is integrable [14, 75].
Carter Constant
The geodesic equation is derived from the HamiltonianH:
dxµ
dλ
=
∂H
∂pµ
, (5.5)
dpµ
dλ
= −∂H
∂xµ
, (5.6)
where λ is an affine parameter and
H ≡ “super-Hamiltonian” = 1
2
gµνpµpν. (5.7)
The four momentum is given by
d
dλ
= p = 4-momentum, (5.8)
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The Hamiltonian formalism gives us two constants of motion. Because gµν is independent of t
and ϕ, the superhamiltonian is independent as well. Therefore, the Hamilton’s equation (5.6)
leads to the consequence that pt and pϕ are constants of motion.
Because themetric approaches to theMinkowskimetric far from the black hole, the constants
of motion are reduced to
pt = −pt = −Energy,
pϕ =
(
projection of angular momentum along black hole’s rotation axis
)
. (5.9)
Thus,
E ≡ (“energy at infinity”) ≡ −pt, (5.10)
Lz ≡ (“angular momentum”) ≡ pϕ, (5.11)
are the constants of motion.
The rest mass of the particle is a third constant of motion;
µ = |p| = (−gµνpµpν) 12 , (5.12)
In general, if we have four constants of motion, we can specify the orbit of a particle moving in
four dimensional spacetime uniquely. If the black hole possesses an additional symmetry such
as spherical symmetry, rather than merely axially symmetry, we obtain a fourth constant of
motion. However, in general, black holes rotate. Then, there are only three constants of motion
of test particle moving around it. Carter showed that an additional constant exists in a rotating
black hole spacetime [14].
The Hamilton-Jacobi equation can be utilized to derive the fourth constant of motion. With
the superhamiltonian H (5.7), the conjugate momentum pt cane be replaced by the gradient
∂S/∂xµ in the Hamilton-Jacobi equation;
−∂S
∂λ
= H =
1
2
gαβ
∂S
∂xα
∂S
∂xβ
. (5.13)
Assuming the Kerr metric in the Boyer-Lindquist coordinate (5.1), the Hamilton-Jacobi
equation is recast into
−∂S
∂λ
= − 1
2
1
∆Σ
[
(r2 + a2)
∂S
∂t
+ a
∂S
∂ϕ
]2
+
1
2
1
Σ sin2 θ
[
∂S
∂ϕ
+ a sin2 θ
∂S
∂t
]2
+
1
2
∆
Σ
(
∂S
∂r
)2
+
1
2
1
Σ
(
∂S
∂θ
)
. (5.14)
The equation is independent of λ, t, and ϕ. The solution should be
S =
1
2
µ2λ − Et + Lzϕ + Sr(r) + Sθ(θ). (5.15)
We can easily derive the Hamilton-Jacobi equation ∂S/∂λ = −H and the constants of motion
∂S/∂t = pt and ∂S/∂ϕ = pϕ. Putting this equation into Eq. (5.14) and solving with respect to
Sr(r) and Sθ(θ), we obtain
Sr =
∫
∆−1
√
Rdr, (5.16)
Sθ =
∫ √
Θdθ, (5.17)
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where
Θ(θ) = C − cos2 θ
{
a2(1 − E2) + L
2
z
sin2 θ
}
, (5.18)
R(r) = P2 − ∆{r2 + (Lz − aE)2 + C}. (5.19)
Note that the constantC is a “separation-of-variables constant” andwe call it theCarter constant.
As a result, Eq. (5.4) can be reduced to a set of the differential equations as
Σ
dθ
dτ
= ±
√
Θ, (5.20)
Σ
dr
dτ
= ±
√
R, (5.21)
Σ
dϕ
dτ
= −
(
aE − Lz
sin2 θ
)
+
a
∆
P, (5.22)
Σ
dt
dτ
= −a(aE sin2 θ − Lz) + r
2 + a2
∆
P, (5.23)
where
P(r) = E(r2 + a2) − aLz. (5.24)
Note that because of the presence of the Carter constant, the orbits of a particle will never be
chaotic.
5.1.3 Spinning Test Particle
We use the Papapetrou equations (see Chapter 3). The set of equations with spin vector is given
as
dxµ
dτ
= vµ, (5.25)
Dpµ
dτ
=
1
µ
R∗µνρσvνSρpσ, (5.26)
DSµ
dτ
=
1
µ3
pµR∗νρσγSνvρSσpγ, (5.27)
where
R∗µνρσ ≡ 1
2
Rµν
αβϵαβρσ. (5.28)
The center of mass condition is given by
pνS
ν = 0. (5.29)
With this condition, the relation between pµ and vµ is determined as follow :
vµ = uµ +
1
µ2
∗R∗µνρσSνSρuσ, (5.30)
where uµ ≡ pµ/µ and
∗R∗µνρσ ≡ 1
2
ϵµναβR
∗αβ
ρσ. (5.31)
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The affine parameter us fixed by the normalization condition of vµuµ = −δ. This gives N as
N = 1 +
1
µ4
∗R∗αβµνS
αpβSµpν, (5.32)
Constants of motion are
µ2 = −pµpµ, (5.33)
S2 = SµS
µ, (5.34)
Cξ = ξ
µpµ − 1
2µ
ξµ;νϵ
µνρσpρSσ. (5.35)
5.2 Orbital parameters and initial condition
5.2.1 spinless particle
As we see in Sec. 5.1.2, the equations of the motion of a spinless particle are integrable because
of the existence of the Carter constant. That is chaos does not occur. But Johnston found that
the orbits of a spinless particle can be complicated as if chaos occurred [52]. To investigate a
character of chaos of spinning particle, we adopt this trajectory. The parameters are set as
(a,E,Lz,C) = (1/
√
2, 0.968µ, 2.0µM, 10µ2M2). (5.36)
5.2.2 spinning particle
For a spinning particle, we have to search the orbital parameters region in which the motion
could be chaotic. As like in the Schwarzschild case, it becomes possible if we were able to
define the “effective” potential [97]. However, because the Kerr metric has less symmetry
than the Schwarzschild, the assumption (4.8) is no longer valid. This implies one cannot define
the “effective” potential in the Kerr case. Therefore, we make use the result of [98]. Before
explaining this work, we review an effective potential for a particle with spin. The motion is
limited on the equatorial plane [85].
effective potential of a particle with spin on equatorial plane
The background spacetime is the Kerr spacetime and the metric is given by Equation (5.1). To
simplify the system we introduce the tetrad basis given as
e0µ =

√
∆
Σ
, 0, 0,−a sin2 θ
√
∆
Σ
 , (5.37)
e1µ =
0,
√
∆
Σ
, 0, 0
 , (5.38)
e2µ =
(
0, 0,
√
Σ, 0
)
, (5.39)
e3µ =
(
− a√
Σ
sinθ, 0, 0,
r2 + a2√
Σ
sinθ
)
, (5.40)
where eiµ = (e
i
t, eir, eiθ, e
i
ϕ)(i = 0 ∼ 3).
66 Chapter 5. Gravitational Wave from particle orbiting around Black Hole spacetime
The Kerr spacetime has the timelike Killing vector ξ
µ
(t)
and the spacelike Killing vector ξ
µ
(ϕ)
.
Therefore we can define the particle energy E and the particle angular momentum Jz as
E = −
√
∆
Σ
p0 +
a√
Σ
sinθp3 − M
Σ2
(r2 − a2 cos2 θ)S01 + 2Mar cosθ
Σ2
S23, (5.41)
Jz = − a sin2 θ
√
∆
Σ
p0 +
r2 + a2√
Σ
sinθp3 − a[(r − M)Σ + 2Mr
2]
Σ2
sin2 θS01
− a
√
∆
Σ
sinθ cosθS02 +
[(r2 + a2)2 − a2∆ sin2 θ]
Σ2
cosθS23 − r
√
∆
Σ
sinθS31. (5.42)
To restrict the motion of the test particle on the equatorial plane, the spin of the test particle
have to be parallel to the rotating axis of the Kerr black hole. Hence, we impose
θ =
π
2
, S0 = S1 = S3 = 0, S2 = −S, p2 = 0. (5.43)
Substituting these values to Equations (5.41) and (5.42), we obtain
E = −
√
∆
r
p0 +
1
r
(
a +
MS
µr
)
p3, (5.44)
Jz = −
√
∆
r
(
a +
S
µ
)
p0 +
1
r
[
r2 + a2 +
aS(r +M)
µr
]
p3. (5.45)
We solve these equations in terms of p0 and p3 and substitute the results and p2 = 0 into
µ2 = −pµpµ. Then, we obtain
αE2 − 2βE + γ −
( √
∆
r
Σsp1
)2
= 0, (5.46)
where
Σs = r
2
(
1 − MS
2
µ2r3
)
, (5.47)
α =
[
(r2 + a2) +
aS
µr
(r +M)
]2
− ∆
(
a +
S
µ
)2
, (5.48)
β =
[(
a +
MS
µr
) {
(r2 + a2) +
aS
µr
(r +M)
}
− ∆
(
a +
S
µ
)]
Jz, (5.49)
γ =
(
a +
MS
µr
)2
J2z − ∆
r2
(
1 − MS
2
µ2r3
)2
+ J2z
 . (5.50)
The effective potential V
(±)
eff
is defined as
(p1)
2 =
αr2
∆Σ2s
(E − V(+)
eff
)(E − V(−)
eff
). (5.51)
The explicit form is
V
(±)
eff
=
β ±
√
β2 − αγ
α
. (5.52)
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Figure 5.2: The effective potential for spinning particle on the equatorial plane.
inner extremal point outer extremal point
r direction θ direction r direction θ direction
Type(B1) Unstable Stable Stable Stable
Type(B2) Unstable Unstable Stable Stable
Type(U1) no extremal point
Type(U2) Unstable Unstable Stable Unstable
Table 5.1: The stability of the motion of a particle with spin moving on the equatorial plane.
This table is cited from [98].
S has the information about not only the spin magnitude but also the direction of the spin.
aS > 0 implies that the particle spin direction agrees with the BH spin direction. On the other
hand, aS < 0 implies that the particle spin direction is opposite with respect to the BH spin
direction. E ≤ V(+)
eff
corresponds to the region in which the particle with the energy E can move
around. We show the typical form of the effective potential in Figure (5.2). From this figure, we
recognize that V
(+)
eff
has a physical meaning rather than V
(−)
eff
.
circular orbit in equatorial plane
Figure 5.2 (V
(+)
eff
) shows that the potential has two extrema. The local maximum corresponds to
unstable circular orbit and local minimum does to stable orbit. Unstable(stable) means that the
orbit is unstable(stable) to r−direction. This fact is well known in the case of particle without
spin.
In [98], they analyzed a stability of these circular orbit for θ−direction in addition to
r−direction. They solved linear perturbation equation of the equations of motion in circu-
lar orbit as eigenvalue problem. With this analysis, it was revealed that the radius of ISCO
(inner stable circular orbit) depends on the parameters a, S, Jz. They also connected the stability
of circular orbit to the potential types defined in [97] (see also Chapter 4). Figure 4.2 can be
classified from the view point of the stability of circular orbit. Table 5.1 summarize their result.
With this analogy, they classified the S − Jz parameter region into four types according the
classification of the “effective” potentials 4.20. The result is depicted in Figure 5.3.
In Figure 5.3, the potential B2 is important because the trajectories of the spinning particle
moving in this potential can be chaotic. We adopt the parameter region (a,S, Jz) from this figure.
Subsequently, from Figure 5.2, we set the energy E such that orbits will be bounded. Initial
conditions are chosen to be satisfied the constraints (5.29), (5.33)-(5.35).
Note that this procedure is not perfect to find a bound orbit because we do not have detailed
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Figure 5.3: The potential category for a spinning particle in a Kerr space time. This figure is
cited from [98].
information about the perfect effective potential of the particle with spin. This pathology results
a capture of the particle by the BH. Hence, we search the parameters and initial conditions in
the wide range and carefully monitor the particle’s motion.
5.3 Numerical Analysis
In this section, we show our numerical results for the orbital motion of a test particle and
the wave forms, the energy fluxes and the gravitational wave spectrum. To analyze chaotic
behavior of a test particle, we use the Lyapunov exponent and the Poincare´ map.
5.3.1 Particle Motion
At first, we analyze particle motions both without and with spin.
Spinless Particle
Integrating numerically the equations of motion (5.20)-(5.23), we show a typical complicated
orbit in Figure 5.4. We adopt the parameters (E, Jz,C, a) Johnston have reported. This orbit is
called the orbit (a) in this chapter. The behavior of the orbit (a) looks complicated. However,
showing the Poincare´ map in Figure 5.5, we find a closed curve, which confirms that the orbit
(a) is not chaotic.
Spinning Particle
We utilized the Bulirsch-Stoer method [84] to integrate Eqs. (5.25)-(5.27). The constraint equa-
tions (5.29),(5.33), (5.34) and (5.35) is used to check the error of the numerical solution and we
find the relative errors are smaller than 10−11.
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Figure 5.4: The orbit of a spinless particle with E = 0.968µ, Jz = 2.0µM,C = 10µ2M2 and
a = 1/
√
2. We choose the initial position and velocity as (r, θ, ϕ) = (10M, π/2, 0) and (vr, vθ, vϕ) =
(0.14, 0.03, 0.02). This is called the orbit (a) in this chapter. This orbit looks very complicated as
if chaos occurred.
Figure 5.5: The Poincare´ map of the orbit (a). The plot points consist of a closed curve in the r-vr
plane. We also plot the Poincare´ map of other two orbits with the same conserved quantities as
those of the orbit (a). This confirms that the system is integrable.
70 Chapter 5. Gravitational Wave from particle orbiting around Black Hole spacetime
Figure 5.6: The orbit of a spinning particle with E = 0.9328µ, Jz = 2.8µM, and S = 1.0µM.
We set a = 0.8M and choose the initial position and velocity as (r, θ, ϕ) = (6.0M, π/2, 0) and
(vr, vθ, vϕ) = (0.18, 0.05, 0.07). This is called the orbit (b), which is. complicated just as the orbit
(a).
We show the typical orbit of the spinning test particle in Figure 5.6 and call it the orbit (b).
ComparingFigure 5.4withFigure 5.6,we cannotdistinguish twoorbits. However, thedifference
between chaotic orbit and nonchaotic one will be apparent when we draw the Poincare´ maps.
In Figure 5.7, we show the Poincare´ map of the orbit (b). The plot points distribute randomly
in Figure 5.7. We also calculate the Lyapunov exponent λ to evaluate the strength of chaos. The
result is depicted in Figure 5.8. As shown in Figure 5.8, the Lyapunov exponent λ is positive,
whichmeans that the orbit (b) is chaotic. The typical time scale for chaos is given by λ−1 ∼ 18M.
To compare this time scale with the dynamical time scale, we determine the average of orbital
period. The chaotic orbit we consider is not a closed orbit. Therefore it is difficult to determine
the average of orbital period. The method we use is as follows:
(i) At first, we take three intersections, the x-y plane, the y-z plane and the z-x plane.
(ii) Secondly we calculate three kinds of the orbital periods when the particle crosses these
plane.
We show the result in Figure 5.9. From Figure 5.9, we find the main orbital period is about
100M ∼ 120M in the all cases. To calculate the average of orbital period we adopt Figure 5.9
(iii). As a result, we find the average of orbital period is 74.3M, which is averaged after 102
rotations around the black hole. Comparing the time scale for chaos, we find that t he orbit (b)
becomes chaotic just after a few revolutions around a black hole.
5.3.2 Gravitational Wave
Based on the previous calculation of the orbits, we show the wave forms and its energy spectra
and analyze an effect of chaos on the emitted gravitational waves. To estimate the gravitational
waves, we use the multipole expansion of gravitational field [73, 103]. We briefly review this
method in Sec. 2.4.
Giving the information of a particle orbit, we can evaluate hTT
ij
for each l. The gravitational
waves from a chaotic orbit of a spinning particle may contain higher multipole moments (l > 2)
than quadrupole (l = 2). This is the reason why we analyze the gravitational waves not only
l = 2 but also l = 3. Note that because the orbit considered here is very relativistic, themultipole
expansion may not be valid and then it will provide only a qualitative feature. In Figure 5.10
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Figure5.7:ThePoincar´emapsoftheorbit(b)and(c).Theplotpointsfortheorbit(b)(green)
distributerandomly,whichconﬁrmsthatitisachaoticsystem. Diﬀerentcolorsrepresents
orbitswithdiﬀerentinitialconditions.Fortheorbit(c)(blue),wewildiscussitlater.
Figure5.8:ThemaximalLyapunovexponentλfortheorbit(b).Thetypicaltimescaleforchaos
isgivenbyλ−1∼18M,whiletheaverageoforbitalperiodis74.3M.
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Figure 5.9: The distribution of the orbital period for the orbit (b). The vertical axis represents
an numbers of counts and the horizontal axis represents the orbital period Tp. Figures (i), (ii)
and (iii) show the distribution of the orbital period for the x-y plane, the y-z plane and the z-x
plane, respectively. The distributions are not so different from each other cases.
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Figure 5.10: The two polarization mode + and × of gravitational waves for the orbit (a).
Figures (i) and (ii) show the wave forms of l= 2 and 3, respectively.
and Figure 5.11, we show the gravitational wave forms for the orbits (a) and (b), respectively.
These figures reveal two important points. One is that in the wave forms, there looks some
difference between two orbits (a) and (b), but it may be difficult to distinguish which one is
chaotic. Just as reference, we depict the wave form for a circular orbit in Figure 5.12, which is
quite regular. The second points is that the amplitudes of the octupole wave (l = 3) are smaller
than those of the quadrupole wave (l = 2). Comparing the peak values, we find that the ratio
of the amplitude of l = 3 to that of l = 2 is about 30 percents.
In Figure 5.13, we show the quadrupole wave spectrum from the orbit (a). In Figure 5.14, we
show the energy spectrum of the gravitational wave(l = 2, 3) from the spinning particle. From
Figure 5.13 and Figure 5.14, we find that there is a clear difference in the energy spectra of the
gravitational waves between the orbit (a) and (b). How about the orbit of a spinning particle
which looks regular? In order to understand a role of chaotic behavior, we also analyze the orbit
(c), which Poincare´ map is nearly a closed circle (the e inner circle map in Figure 5.7). Although
this map looks closed in Figure 5.7, we find that it is not really closed when we enlarge it (see
Figure 5.15). We show the wave forms for the orbit (c) in Figure 5.16.
We also present the spectrum in Figure 5.17. From the figures, we may conclude that the
spectrum of gravitational waves from nonchaotic orbits contains only discrete characteristic
frequencies. On the other hand, the spectrum for the chaotic orbits contains the various
frequencies. It seems to be a continuous spectrum with finite widths. The ratio of the octopole
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Figure 5.11: Same as Fig. 5.10, but for the orbit (b).
Figure 5.12: The wave forms for a circular orbit atr = 2.45M.
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Figure 5.13: An energy spectrum of the gravitational wave from the orbit (a) normalized by its
maximal.
Figure 5.14: The quadrupole wave spectrum (left) and the octupole wave spectrum (right) for
the orbit (b). The amplitude is normalize by the maximum value with l = 2 case.
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Figure 5.15: (i) The Poincare´ map of the orbit (c). We also plot the Lyapunov exponent (ii),
which value is smaller than that of the orbit (b) but is still positive (λ ∼ 0.02M).
wave energy for the orbit (b) to that of the quadrupolewave is about 12.4 percents. Therefore the
higher pole moment than the quadrupole moment does not contribute so much to the emitted
gravitational waves, although the orbit is chaotic.
We plot the energy flux of the gravitational waves in Figure 5.18. Comparing Figure 5.18 (i)
and (ii) we find that a form of the energy flux in the case of chaos is not clearly different from
one in the case of nonchaos. Comparing Figure 5.18 (ii) and (iii) we also find that the stronger
the chaos is, the large the magnitude of the energy flux is. That is if the behavior of the test
particle is strongly chaotic, the gravitational wave can be emitted in large quantities.
5.4 Summary
In this chapter, we investigate the gravitational waves from a chaotic motion. As a concrete
example, we analyze the particle motion in the Kerr space time. We confirm that the orbit of a
spinning particle can be chaotic. Using the multipole expansionmethod of a gravitational field,
we evaluate the gravitational waves from a chaotic and a non-chaotic orbit in order to analyze
the effect of chaos on the emitted gravitational waves. As the results, there are not so much
difference for the gravitational wave forms. However, the gravitational wave energy spectra
show a clear difference. For a chaotic orbit, we find a continuous energy spectrum with several
peaks. While, in the case of nonchaotic orbit, the spectrum contains the discrete characteristic
frequencies. We also find that the higher pole moments than quadrupole moment of the system
do not contribute so much to the emitted gravitational waves even for a chaotic orbit.
When the gravitational waves are detected and the energy spectrum is determined by
observation, not only the astrophysical parameters ,e.g., the mass, the angular momentum,
and the spin are determined but also some fundamental physics such as relativistic nonlinear
dynamics could be discussed.
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Figure 5.16: Same as Fig. 5.10, but for the orbit (c).
Figure 5.17: Same as Fig. 5.13, but for the orbit (c).
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Figure 5.18: The energy flux of the gravitational waves. Figure (i), (ii) and (iii) present the
energy flux of the orbit (a), (b) and (c), respectively.
Chapter 6
GravitationalWave Signals from Chaotic System: A
point mass with disk
As reviewed in Chapter 4, the chaos in relativistic binary or extreme-mass ratio binary has
been intensively studied. As a result, it has revealed that chaos in binary system hardly occurs.
However, this does not imply that chaos does not occur in universe because we can observe
chaotic phenomena everywhere. Therefore, it is necessary to continue investigating chaos
in various astrophysical systems. Furthermore, we have to try a different approach from the
previousworks to chaos in astrophysical systems. Wewill explain amotivation in thiswork [60].
So far many attempts to reveal the character of chaos have been done in dynamical systems.
Following such works, considerable research in Newtonian gravity and general relativity have
been done [6, 13, 20, 21, 22, 23, 24, 25, 26, 27, 28, 30, 46, 54, 55, 59, 64, 67, 68, 69, 70, 71, 76, 82, 83,
92, 96, 97, 98, 99, 108, 111]. But most of it, especially work on relativistic systems, has discussed
onlywhether or not chaos occursmainly by using the Poincare´map and the Lyapunov exponent
(sometimes using fractal basin boundary analysis). However, we know there appear various
types of chaotic behaviours depending on the strength of chaos and its analysis will play a very
important role to understand the essence of nonlinear dynamics [20, 21, 55]. A cogent view
of how one can extract and use information from a chaotic system may be also missing. So
one can address two new important issues in the research of chaos in Newtonian gravity and
general relativity. One is, of course, to make clear the character of chaos for each system, and
the other is to find somemethods to extract useful information from chaotic systems. As for the
first point, we have recently shown the possibility to classify the character of chaos in a system
of a particle with spin in a Schwarzschild space time [64]. The method used in [64] is a power
spectrum analysis of the particle orbit. The spectra are mainly classified into a power-law type
and a white-noise type. As a result, we find that there is a close relation between the so-called
“stagnant motion” (or “stickiness” [20, 21, 55]) and a “power-law” spectrum.
As for the second point, an indirect method to extract information from chaotic systems is
required for the following reason: In chaotic systems in astrophysics, it is sometimes too difficult
to observe chaotic motions directly. Because these systems are often far from the earth and the
ambient surroundings of these systems may not be clean. Therefore, in [60] we propose the use
of gravitational waves as a new method to analyze chaos. The reason we choose gravitational
waves is as mentioned in Introduction.
In [59], we analyzed the gravitational waves from a particle with spin in a Kerr space time.
We find that there is a difference between the spectra of the gravitational waves from a chaotic
orbit and from a regular one. There appear many small spikes in the spectrum of the chaotic
orbit. However, aswementioned, there are various types of chaoticmotions, and it is important
in the analysis of such a dynamical system to know which type of chaos appears as well as
to show the difference between a regular motion and a chaotic one. Hence, in order to study
whether one can make a distinction between various types of chaos by use of gravitational
waves, we should reanalyze them in a chaotic system.
As a concrete model of a chaotic system, here we consider a point mass with a thick disk
in Newtonian gravity [87, 88]. This model mimics a system of a black hole with a massive
accretion disk [113]. Saa analyzed this system and showed that a particle motion is chaotic [87].
This model can describe almost regular to highly chaotic motion by changing the ratio of a disk
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mass to a black hole mass. In [87], however, only the Poincare´ map has been analyzed to judge
whether chaos occurs or not, and the characteristics of chaos have not been studied much.
So our strategy in this work is the following: First, we analyze the particle motion and
make clear the characteristics of chaos appearing in this system. Secondly, we evaluate the
quadrupole gravitational waves. Finally, to study some observational feature of chaos appear-
ing in the gravitational waves, we investigate correlation between types of chaotic motions and
gravitational waves, and then point out a possibility to extract information from this chaotic
system via the gravitational waves.
This chapter is organized as follows. In Sec. 6.1, we shall briefly summarize the basic
equations. Numerical analysis resultswill bepresented in Sec. 6.2. The summary anddiscussion
follow in Sec. 6.3.
6.1 Basic equations
We start by considering the Newtonian limit of a black hole disk system [88]. The equations of
motion for a test particle in this background are very simple. We use the cylindrical coordinates
(ϖ,φ, z).
A point mass with a mass M is located at the origin, while a disk exists on the equatorial
plane (z = 0). A smooth distribution of disk matter is assumed. If the radial gradient of
the density is much smaller than vertical one, we can approximate the density as ρ = ρ(z). A
minimal but realisticmodel for a rotating thick diskmay be described by Emden’s equation [91].
As in [87], ignoring the radial gradient, we find that Emden’s equation for disk matter density
ρ(z) is given by
κγργ−2
d2ρ
dz2
+ κγ(γ − 2)ργ−3
(
dρ
dz
)2
= −4πρ , (6.1)
where κ and γ = 1+ 1/n are the polytropic constant and the polytropic index, respectively. The
matter density ρ should obey the Poisson equation ∇2VD = 4πρ, where VD is the potential of
the disk. For the isothermal case (γ = 1), equation (6.1) has the analytic solution,
ρ(z) =
α
4πz0
sech2
(
z
z0
)
, (6.2)
which corresponds to the disk potential
VD(z) = αz0 ln cosh
(
z
z0
)
, (6.3)
where z0 and α describe the “thickness” of a disk and the surface mass density, respectively.
These two parameters determine the polytropic constant by the relation 2κ = αz0. In the limit of
z0 → 0, we recover the potential of an infinitesimally thin disk (VD ∼ α|z|). The corresponding
matter distribution is given by the δ function from equation (6.2).
Thus, the dynamics of a test particle with a mass µmoving around a system of a point mass
with a smooth thick isothermal disk will be governed by the following (effective) Hamiltonian
H = µ
[
ϖ˙2
2
+
z˙2
2
+
L2
2µ2ϖ2
− M√
ϖ2 + z2
+ αz0 ln cosh
(
z
z0
)]
, (6.4)
where L is the angular momentum of a particle and the dot denotes the time derivatives.
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Figure 6.1: Poincare´ maps of orbits of a particle with H = −0.2 and L = 1 across the plane
z = 0 in a system of a point mass with a disk. We set the thickness the of the disk z0 = 0.5,
and its surface density (a) α = 0.01, (b) α = 0.1, or (c) α = 10.0. All figures are superpositions
of trajectories starting from different initial conditions. In Figures (a) and (c), all trajectories
form regular tori. In Figure (b), some trajectories from certain initial conditions still seem to
form tori, but others do not. In fact, one initial condition, (ϖ, vϖ, z, vz) = (1.2, 0, 0, 0.76) gives an
almost two dimensional map on which the orbital points are widely scattered, which means
that the particle motion is chaotic (We call it Orbit (b)). The outermost trajectories in Figure (a)
and (c) are called Orbit (a) and (c), whose initial conditions are (ϖ, vϖ, z, vz) = (1.2, 0, 0, 0.76) and
(2.5, 0, 0, 0.49), respectively.
6.2 Numerical Analysis
6.2.1 Two phases of chaos in particle motion
At first, we analyze particle motion. We numerically integrate the equations of motion of a test
particle. The symplectic scheme is used because we have the analytic form of the Hamiltonian
in this system. The integrated time is enough long such that a particle moves thousands times
around the central mass. The numerical accuracy is monitored by the conservation of the
Hamiltonian, which is typically 10−8 ∼ 10−9. It guarantees that our numerical calculation is
reliable. We set M = 1 to fix our units. There are two parameters of a disk which we can
change, i.e., the surface density α and the width z0. Which parameter dependence we should
analyze ? When we change α, there are two extreme limits, i.e., α → 0 and α → ∞, in which
the system becomes integrable (see equation (6.4)). The gravity by the central mass becomes
dominant when α→ 0, while the force driven by the disk is dominant as α→∞. On the other
hand, if we consider two extreme limits of z0, i.e., the limits of z0 → 0 and of z0 → ∞, we
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Figure 6.2: The time evolutions of “local” Lyapunov exponents for Orbits (a), (b), and (c) in
Figure 6.1. The Lyapunov exponents for Orbits (a) and (c) settle down to very small values, but
that for Orbit (b) is large and changing in time. It decreases to a very small value in the time
interval of t/M = (1.6 ∼ 3.8) × 105.
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find that the system is still nonintegrable even in such limits [88]. Our main aim is to make a
distinction between various types of chaotic behaviours. For our purpose, the comparison of
the cases with different values of z0 may not be appropriate. Hence we analyze the cases with
different values of α, which may provide us continuous change from a regular orbit to a very
strongly chaotic one.
The parameters of particle orbits such as the energy and angular momentum are appropri-
ately chosen such that the motion is bounded. We choose the orbital parameters as H = −0.2
and L = 1, and the disk width as z0 = 0.5. Figure 6.1 shows a set of Poincare´ maps for different
values of the surface density ((a) α = 0.01, (b) α = 0.1, and (c) α = 10.0). The equatorial plane
(z = 0) is chosen for a Poincare´ section. We plot the points on the (ϖ, vϖ) plane when the particle
crosses the Poincare´ section with vz > 0. In these figures, trajectories starting from various
initial conditions are shown. From Figures 6.1 (a) and (c), we confirm these system are almost
integrable. The outermost trajectories are called Orbit (a) and Orbit (c). On the other hand, a
widespread chaotic sea is found in Figure 6.1 (b). This is because the forces by the point mass
and by the disk are comparable and those are competing each other. In Figure 6.1 (b), we see the
“outermost” trajectory with the initial condition of (ϖ, vϖ, z, vz) = (1.2, 0, 0, 0.76) (called Orbit
(b)) is not a simple torus but forms an almost two dimensional distribution in which the orbital
points are widely scattered. It means that the particle motion is chaotic.
Figure 6.2 shows the time evolution of the Lyapunov exponents for Orbits (a), (b), and (c) in
Figure 6.1. Here we show a “local” Lyapunov exponent defined in Appendix B. We only refer
to the integration time interval t∆ to define it (see Appendix in more details). t∆ is chosen to be
t∆ = 10
4, which satisfies the condition of tD ≪ t∆ ≪ tT with tD(≈ 10 ∼ 102) and tT(≈ 106) being
the dynamical time and the total integration period of our calculation, respectively. We also
calculate it with other time intervals, t∆ = 2 or 4 × 104. We find that the result is not sensitive
to this choice. We numerically calculate the exponents with the algorithm shown in [95] and
show the maximum component of it.
The value for Orbit (a) is very small and almost constant [114]. For Orbit (c), the system is
not exactly integrable. The system in the limit of α → ∞ is of course integrable, but there is
no bound orbit in such a limit. Since we are analyzing a bound orbit, even if α is very large,
we cannot ignore the gravitational effect of a point mass. It makes the system nonintegrable.
Nevertheless, themotion looks very regular (see the Poincare´ map in Figure 6.1). In fact we find
a very small Lyapunov exponent, which is smaller than that of Orbit (a) as shown in Figure 6.2.
This value is also almost constant, which means that the strength of the chaos does not change
much in time. Hence we may regard this orbit as a regular one.
On the other hand Orbit (b) gives large positive Lyapunov exponent. It also shows time
variation. We should note that the value quickly goes down to a very small one in the time
interval of t/M = (1.6 ∼ 3.8) × 105. We pick up the data around this interval and show the
time evolution of the r-position of the particle and the Poincare´ map in Figure 6.3. From this,
we find that although the particle motion in Orbit (b) is chaotic, it stays around r ∼ 1.2 − 2.2M
in the time interval of t/M = (1.6 ∼ 3.8) × 105. The motion in this period seems to be nearly
regular. In fact, the “local” Lyapunov exponent decreases to 5 ∼ 6 × 10−3, which is almost the
same as those of Orbits (a) and (c). We call this phase of motion Orbit (b-2). The phase before
this interval, in which a particle motion looks very chaotic, is called Orbit (b-1). We have also
performed numerical integration for longer time period and confirm such phases as Orbit (b-2)
often appears in a chaotic orbit (see Figure 6.4). The important point is that two different phases
of motion appear and both a nearly integrable and a more strongly chaotic motion co exist in
the same trajectory.
The Poincare´ map of Orbit (b-2) in Figure 6.3 shows that many small tori exist. It is well
known that such a structure appears if an orbit is nearly integrable and produces the so-called
1/ f fluctuation [20, 21, 55, 64]. Then we also analyze the power spectrum of the r-component
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Figure 6.3: The particle motion in the r-direction in terms of time and its Poincare´ map for the
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Figure 6.4: The particle motion of Orbit (b) in the r-direction for a longer time interval than that
in Figure 6.3. There exists new stagnant motion as the same one in Figure 6.3.
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Figure 6.5: The power spectrum of the motion in the r-direction of Orbit (b-2), which is part of
nearly regular motion in Orbit (b) ( t/M = (1.6 ∼ 3.8) × 105). We find a power-law spectrum,
e.g., a 1/ f fluctuation. This is a reflects the existence of small tori in the phase space, and the
particle moves almost regularly there [64].
of Orbit (b-2), which clearly shows a 1/ f fluctuation for f ≤ 10−2M−1 (see Figure 6.5). This
confirms our previous result [64] in the present model.
6.2.2 Indication of chaos in gravitational waves
Nextwe study how to extract information from such a chaotic system and distinguish the orbits,
i.e., a nearly integrable and more strongly chaotic motions.
In [64], the authors focusedon thepower spectrumofparticlemotionmoving inSchwarzschild
spacetime and found that it shows a power-law behaviour. In this work, we use a similar anal-
ysis for the gravitational waves emitted from our system. It could be a new and robust way
to observe chaotic behaviors in astrophysical objects, as mentioned in our Introduction. The
quadrupole gravitational waves [65] are given by
h+ =
[(
hQxx − hQyy
)
cos 2φ + 2hQxy sin 2φ
] (cos2 θ + 1)
4
−
(
hQxx + h
Q
yy − 2hQzz
) sin2 θ
4
−
(
hQxz cosφ + h
Q
yz sinφ
)
sinθ cosθ , (6.5)
h× =
[
2hQxy cos 2φ − (hQxx − hQyy) sin 2φ
] cosθ
2
+
(
hQxz sinφ − hQyz cosφ
)
sinθ, (6.6)
where
hQ
ij
≡ 2
r
d2Qi j
dt2
with Qi j ≡ µ
(
ZiZ j − 1
3
δi jZ
2
)
(the reduced quadrupole moment of a point mass).(6.7)
(r, θ, φ) [or (x, y, z)] is the position of a distant observer in spherical coordinates [or Cartesian
coordinates], andZ(t) is a trajectory of a particle. We assume that the observer is on the equatorial
plane, i.e. (θ,φ) = (π/2, 0). Figure 6.6 shows the waveforms from Orbits (a), (b), and (c). The
left panels show the “+” polarization modes of those waves, while the right ones are the “×”
polarization. The top, middle, and bottom panels correspond to the waves from Orbits (a),
(b), and (c), respectively. The waves from Orbits (a) and (c) show a periodic feature, which is
expected from the Poincare´ maps in Figure 6.1. On the other hand, the waves from Orbit (b)
show a completely different behaviour. We find much random spiky noise in the waveform
before t/M = 1.6 × 105 and after t/M = 3.8 × 105. This is a typical feature of the gravitational
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waves from highly chaotic motion [59, 99]. We also find that the amplitude decreases for the
time interval of t/M = (1.6 ∼ 3.8) × 105. As shown in Figure 6.3, in this time interval, the
particle moves near the small tori in the phase space. This adjective feature of this particle
motion appears clearly in the gravitational amplitudes. That is, in the phase of a nearly regular
motion, the particle position and its velocity do not change much compared with those in the
more strongly chaotic phase (b-1) (see Figure 6.1(b) and Figure 6.3(b)). The time variation of the
quadrupole moment of the system is small and hence the wave amplitude decreases as well.
We also calculate the energy spectra of the gravitational waves, which will be one of the
most important observable quantities in the near future. In Figure 6.7, we show the energy
spectra for each orbit. Figures 6.7(a) and (c) show many sharp peaks at certain characteristic
frequencies. If a motion is regular, we expect several typical frequencies with those harmonics.
So such a result reflects that the particle moves regularly. Figure 6.7 (b) gives the spectrum of
Orbit (b). It is clearly different from the previous two almost regular cases. It looks just like
white noise, below a typical frequency f M ∼ 10−2, i.e., the shape of the spectrum is flat and
it contains many noisy components. However, the spectrum of Orbit (b-2) (Figure 6.7(b-2)),
which is analyzed by the orbit only in the time interval of t/M = (1.6 ∼ 3.8) × 105, does not do
so. Rather it looks similar to the spectrum of a regular orbit. Contrary to Figure 6.7(b), it does
not contain much noise at the low frequency region ( f M ≤ 10−2).
To see more detail, dividing the time interval of Orbit (b) into two, we show the magnifi-
cations of the spectra of Orbits (a), (b-1), (b-2), and (c) in Figure 6.8. Compared to the spectra
(a) and (c), the spectra (b-1) and (b-2) contain many noisy spikes. Such noisy spikes are usually
found in the gravitational waves from a chaotic orbit [59]. However, the spectra (b-1) and
(b-2) are completely different. The spectrum (b-1) is just white noise. No structure is found.
On the other hand, the spectrum (b-2) looks similar to those for regular orbits. The “sharp”
peaks appear at some frequencies, but the widths of those peaks are broadened by many noisy
spikes. Therefore, we conclude that Orbit (b-2) looks nearly regular but still holds its chaotic
character, and such a feature imprints in the spectrum of the waves. The important point is that
two phases in the particle orbit (b), i.e., the nearly regular phase and the more strongly chaotic
one, are also distinguishable in the gravitational wave forms and the energy spectra. With this
analysis, we could constrain orbital parameters.
6.3 Summary and Discussion
In this paper we have investigated chaos characteristic for a test particle motion in a system of
a point mass with a massive disk in Newtonian gravity. To distinguish such characteristics, we
propose the gravitational waves emitted from this system. At first, we analyzed the motion of
the particle by use of the Poincare´ map and the “local” Lyapunov exponent. We found that the
phase in which particle motion becomes nearly regular always appears even though the global
motion is chaotic. We emphasize that both phases of nearly regular and more strongly chaotic
motions are found in the same orbit.
The gravitational wave forms and their energy spectra have been evaluated by use of the
quadrupole formula in each case. In two almost regular cases, the waves show the periodic
behaviour and certain sharp peaks appear in those energy spectra. In the chaotic case, we have
found that the waves show two phases, the nearly regular phase and a more strongly chaotic
one. In the nearly regular phase, wave amplitude gets smaller in the more strongly chaotic
phase. The energy spectra are also clearly different. The spectrum in the more strongly chaotic
phase looks like white noise, but in the nearly regular one, it becomes similar to those in the
regular ones. However it is accompanied by many small noisy spikes, which is a characteristic
feature of a chaotic system. These spikes make the widths of the spectrum peaks broader than
6.3. Summary and Discussion 87
-8
-6
-4
-2
 0
 2
 4
 6
 8
 2000  4000  6000  8000  10000
r 
h +
/(µ
/M
)
t/M
orbit (a)
-8
-6
-4
-2
 0
 2
 4
 6
 8
 2000  4000  6000  8000  10000
r 
h *
/(µ
/M
)
t/M
orbit(a)
-8
-6
-4
-2
 0
 2
 4
 6
 8
 100000  200000  300000  400000  500000
r 
h +
/(µ
/M
)
t/M
orbit(b)
-8
-6
-4
-2
 0
 2
 4
 6
 8
 100000  200000  300000  400000  500000
r 
h *
/(µ
/M
)
t/M
orbit(b)
-10
-8
-6
-4
-2
 0
 2
 4
 6
 8
 2000  4000  6000  8000  10000
r 
h +
/(µ
/M
)
t/M
orbit(c)
-8
-6
-4
-2
 0
 2
 4
 6
 8
 2000  4000  6000  8000  10000
r 
h *
/(µ
/M
)
t/M
orbit(c)
Figure 6.6: The gravitational waveforms evaluated by the quadrupole formula. Top, middle,
and bottom figures correspond to those for Orbits (a), (b), and (c), respectively. The left and
right rows give the “+” and “×” polarization modes, respectively.
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Figure 6.7: The energy spectra of the gravitational waves shown in Figure 6.6. Orbit (b-2) gives
the spectrum of the waves for the “stagnant motion”, i.e., when the particle motion of Orbit
(b) becomes near regular for t/M = (1.6 ∼ 3.8) × 105. Figures (a) and (c) show many sharp
peaks at certain characteristic frequencies. This is because of the regular motion. The spectrum
in Figure (b), which looks like white noise for f M ≤ 10−2, is clearly different from those in
Figures (a) and (c), but the spectrum in Figure (b-2) does not look like white noise. It looks
similar to the cases (a) and (c). However, the peaks are not sharp but rather broadened by
appearing so many other spikes. Note that the typical frequency of the orbits is in the range of
f M = 10−2 ∼ 10−1 (see Figure 6.5).
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Figure 6.8: Magnification of energy spectra of Orbits (a), (b-1), (b-2), and (c).
those in the regular cases. Comparing information from the waves with the particle motion,
we conclude that we can extract chaotic characteristics of a particle motion of the gravitational
waves of the system. In the present analysis, in the spectrum (b-2) of the gravitational waves,
we do not find a power-law structure, which appears in the spectrum of the particle motion.
This may be because the waveform is given by the change of the quadrupole moment, which
contains higher time derivatives of a particle trajectory such as acceleration. It may be much
more interesting if one can find the 1/ f behaviour in some information of the gravitational
waves because such an indication may specify the type of chaos more clearly. This is under
investigation.
Finally, we mention a possibility to constrain parameters in a dynamical system. If the
gravitational waves are observed for a sufficiently long time, we can monitor the time variation
of the wave amplitudes, their forms and polarizations. We can then calculate the energy spectra
for some durations. If the spectra show one of the typical characteristics found in this paper,
the parameters of a particle motion could be constrained. Of course, a realistic system can be
more complicated, and the present model may be too simple. But we believe the characteristic
behaviour of the gravitational waves found in this paper will help us to understand a chaotic
system. Therefore our next task is to analyze the gravitational waves from various chaotic
systems, especially relativistic chaotic systems [13, 54, 59, 64, 66, 67, 76, 82, 83, 96, 97, 98, 99,
108, 111]. Then, we should investigate whether or not the correlation between the gravitational
waves and chaos in dynamical systems found in this work is generic.

Chapter 7
Conclusion
The subject of this thesis is studying the correlation between chaos and gravitational wave. We
analyzed this subject in the two concrete chaotic systems. The both models imitate the system
of supermassive black hole with compact object. The factor to cause chaos is different in the
two models. We actually perform the two step analysis. The first step is devoted to investigate
a particle motion and character of chaos. The second step is to estimate a gravitational wave
and search a correlation with chaos. Finally, we discuss some observation features of chaos.
7.1 Spinning particles in the Kerr spacetime
Using the Papapetrou-Dixon equations, we construct the model of spinning test body in rela-
tivistic spacetime. The spin of test body couples to the curvature of background spacetime. Due
to the coupling, motion of test body can become chaotic. The spinning particle no longer moves
along the geodesics. Therefore, the factor of causing chaos is a connection of inner motion of
test body itself with general relativistic effect. We used the Poincare´ map and the Lyapunov
exponent as the tools for analyzing chaos. As a result, we confirmed the motion of particle
certainly shows a chaotic character. That is the Poincare´ map consists of randomly distributed
points and the Lyapunov exponent has a positive value.
We also analyzed the motion of test body without spin, which is equivalent to the geodesic.
However, a fine tuning of orbital parameters, e.g., E, Jz, C, and so on, makes it possible for the
orbits to be complicated and multi periodic motion. The orbits are indistinguishable from the
chaotic orbits from the direct appearance. However, we confirmed the integrability of the orbits
with the Poincare´ map, which consists of a closed curve.
In the two systems, we investigated gravitational waves emitted by the test particles with
quadrupole and octapole formula. Waveforms, energy spectrum, and energy emission rate
were investigated. The waveforms did not show a certainly feature with which we are able
to distinguish the chaotic from the non chaotic systems. We also found that the quadrupole
wave is a dominant mode even if the chaotic case. The energy spectrum has a notable feature.
The spectrum of the wave from the non chaotic system has sharp peaks at the characteristic
frequency of the orbital motion. It should be emphasized that it is non trivial whether the
gravitational wave has this feature or not because the wave contains the position, velocity, and
acceleration of the complicated and multi periodic particle’s motion.
On the other hand, the spectrum from the chaotic system continuously distributes. The
peaks of the spectrum are broaden and the noisy component is mixed in the spectrum. This
means that the gravitational wave extract the feature of chaos, i.e., trajectory randomly moves
in phase space.
Hence, we conclude that gravitational wave can distinguish from the chaotic and the non
chaotic system. The important point of this research is that this distinguish is possible even if
the non chaotic motion is complicated and multi periodic. Using this characteristics, we might
restrict the physical quantity which induces chaos.
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7.2 Test particle in point mass and disk system
Using the Newtonian point mass and disk system, we studies characteristics of chaos in this
system. We also analyzed the correlation between chaos and gravitational wave. We confirmed
the chaos is induced by the inhomogeneity of interactive forces, e.g., gravity by central point
mass and force driven by disk density distribution. If the two forces is comparable, the particle’s
motion can be chaotic. We also confirmed in the two limiting cases, e.g., gravity dominate case
and disk-driven force dominate case, the system reduces to be almost integrable.
With Poincare´ map, Lyapunov exponent, and power spectrum analysis, we found that
chaotic phase can be classified into the two phases, fully chaotic phase and weakly chaotic
phase. In the fully chaotic phase, we obtained the randomly distributed Poincare´ map, the
large Lyapunov exponent, and the white-noise power spectrum of particle’s motion. On the
other hand, in the weakly chaotic phase, we obtained the Poincare´ map with the fine structure,
the small Lyapunov exponent, power-law power spectrum. The Poincare´ map consists of
the main torus and small tori surrounding it. In general, trajectory in phase space with such
a structure shows a stagnant motion. As a result, it produces power-law spectrum, or 1/f
fluctuation. Hence, our Poincare´ map and power-spectrum analysis are consistent. We also
found that the fully and the weakly chaotic phase appears one after the other in long time
evolution. The important point is the two phases appears in the same trajectory.
The gravitational waves from this system is evaluated by the quadrupole formula. The
waveform in the weakly chaotic phase has smaller amplitude than that in the fully chaotic
phase. This feature is a reflect of the phase space structure because in the weakly chaotic phase
the trajectory is confined in the narrower region than that in the fully chaotic phase. The energy
spectrum also reflects the characteristic of chaos. The energy spectrum in the fully chaotic phase
is white noise. On the other hand, that in the weakly chaotic phase has sharp peaks with noisy
components. We also found that if the system is completely integrable, the spectrum has only
sharp peaks at the characteristic frequencies. Therefore, we conclude that gravitational wave
can extract the characteristics of the chaos.
If it were possible to detect gravitational wave for sufficiently long time, we might catch a
state that motion comes and goes to weakly and fully chaotic phase. Moreover, it may be much
more interesting if one can find the 1/ f behaviour in some information of the gravitational
waves because such an indication may specify the type of chaos more clearly.
Throughout the results of the two researches, we conclude gravitational wave can be useful
tool for extracting information of chaotic system.
7.3 Future works
The systems investigated in this thesis are relatively simplifiedmodel. We simplify both gravita-
tional andmatter field. However, the nature could havemore complicated structure. Therefore,
as a future work, we will approach a fully nonlinear systemwith numerical relativity. In such a
system, non linearity both in gravitational field and matter field plays an important role. With
numeral relativity, we can deal with interesting object for both relativist and astronomist. We
plane to investigate black hole formation via gravitational collapse of massive star.
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Appendix A
Ricci rotation, Riemann tensor, Christoffel symbol
We represent the explicit forms of the Ricci rotation γi jk and the Riemann tensor Ri jkl and the
Christoffel symbol Γα
βµ
.
The Ricci rotation is defined as
γki j ≡ ekµeiµ;νe jν. (A.1)
The Riemann tensor and the Christoffel symbol are defined as
Rµνρσ ≡ −Γµνρ,σ + Γµνσ,ρ − ΓµλσΓλνρ + Γ
µ
λρ
Γλνσ. (A.2)
Γαµν ≡
1
2
gαβ(gβµ,ν + gβν,µ − gµν,β). (A.3)
For the metric (5.1), the tetrad components of the Ricci rotation and the Riemann tensor are
given as
γ010 = − 1
∆
1
2Σ
3
2
[M(r2 − a2 cos2 θ) − a2r sin2 θ],
γ301 = γ103 = −γ310 = −ar sinθ
Σ
2
3
,
γ200 = −γ211 = −a
2 sinθ cosθ
Σ
3
2
,
γ302 = −γ203 = γ320 = a∆
1
2 cosθ
Σ
3
2
,
γ212 = γ313 =
r∆
1
2
Σ
3
2
,
γ323 =
(r2 + a2) cosθ
Σ
3
2 sinθ
,
1
2
R0101 = −R0202 = −R0303 = −1
2
R2323 = R3131 = R1212 =
Mr(3a2 cos2 θ − r2)
Σ3
,
1
2
R0123 = −R0231 = −R0312 = aM(3r
2 − a2 cos2 θ) cosθ
Σ3
.
95
96 Appendix A. Ricci rotation, Riemann tensor, Christoffel symbol
The Christoffel symbol is give as
Γttr =
M(r2 + a2)(r2 − a2 cos2 θ)
∆Σ2
, Γttθ = −
2Ma2r sinθ cosθ
Σ2
,
Γtrϕ = −
Ma sin2 θ{3r4 + a2r2(1 + cos2 θ) − a4 cos2 θ}
∆Σ2
,
Γtθϕ =
2Ma3r sin3 θ cosθ
Σ2
, Γrtt =
M∆(r2 − a2 cos2 θ)
Σ3
,
Γrtϕ = −
M∆a(r2 − a2 cos2 θ) sin2 θ
Σ3
, Γrrr =
−Mr2 + a2r sin2 θ +Ma2 cos2 θ
∆Σ
,
Γrrθ = −
a2 sinθ cosθ
Σ
, Γrθθ = −
∆r
Σ
, Γrϕϕ = −
∆[rΣ2 − Ma2(2r2 − Σ) sin2 θ]
Σ3
sin2 θ,
Γθtt = −
2Ma2r sinθ cosθ
Σ3
, Γθtϕ =
2Mar(r2 + a2) sinθ cosθ
Σ3
, Γθrr =
a2 sinθ cosθ
∆Σ
,
Γθrθ =
r
Σ
, Γθθθ = −
a2 sinθ cosθ
Σ
, Γθϕϕ = −
[∆Σ2 + 2Mr(r2 + a2)2]
2Σ3
sin 2θ,
Γ
ϕ
tr =
Ma(r2 − a2 cos2 θ)
∆Σ2
, Γ
ϕ
tθ
= −2Mar cosθ
Σ2 sinθ
, Γ
ϕ
rϕ
=
rΣ(Σ − 2Mr) − Ma2(2r2 − Σ) sin2 θ
∆Σ2
,
Γ
ϕ
θϕ
=
[(∆ − a2 sin2 θ){(r2 + a2)3 − a2∆ sin2 θ(2Σ + a2 sin2 θ)} + 4M2a2r2(r2 + a2) sin2 θ]
∆Σ3
cotθ.
Appendix B
Local Lyapunov Exponent
In this appendix, we give the definition of “local” Lyapunov exponent. Our definition of
“local” Lyapunov exponent is somewhat different from the conventional one [39, 53], but those
are essentially the same.
At first, we consider a set of ordinary differential equations in N-dimensional space,
x˙ = F(x), (B.1)
where x(t) is a N-dimensional vector.
The time evolution of the orbital deviation δx, which is the difference between two nearby
orbits, can be expressed as
δx˙ =
∂F
∂x
(x(t))δx. (B.2)
The solution of Eq. (B.2) can be written formally as
δx(t) = Utt0δx0, (B.3)
where δx0 is an “initial” deviation at some time t0 and Utt0 is an evolution matrix, which is
given by the following integration;
Utt0 = exp
[∫ t
t0
∂F
∂x
(x(t′))dt′
]
. (B.4)
We define the “local” Lyapunov exponent in time interval [t0, t] by
λ(ek, t) =
1
t − t0 log
||Utt0e1 ∧ Utt0e2 ∧ · · · ∧ Utt0ek||
||e1 ∧ e2 · · · ∧ ek||
(B.5)
for k = 1, 2, · · · ,N, where ek is a k-dimensional subspace in the tangent space at the initial point
x0, which is spanned by k independent vectors ei (i = 1, 2, · · · , k). ∧ is an exterior product. || ◦ ||
is a norm in terms of some appropriate Riemannian metric. If we take a limit of t →∞, λ(ek,∞)
correspond to the conventional Lyapunov exponents.
If the integration time interval t∆ ≡ t − t0 is much longer than a characteristic timescale of
the system such as the dynamical timescale, we may find convergent values for each λ(ek, t),
which are almost independent of t∆ (or t0). We may call them “local” Lyapunov exponents at t.
The maximum value of “local” Lyapunov exponents, i.e. λ(t) = max{λ(ek, t)|k = 1, 2, · · · ,N} is
the most important one for our discussion. So we also call it the “local” Lyapunov exponent at
t.
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