This paper considers an Internet-of-Things (IoT) scenario in which devices transmit sporadically using short packets with few pilot symbols over a fading channel. Devices are characterized by unique transmission nonidealities, such as amplifiers' non-linear transfer functions. The number of pilots is generally insufficient to obtain an accurate estimate of the end-to-end channel, which includes the effects of fading and of the transmission-side distortion. This paper proposes to tackle this problem by using meta-learning. Accordingly, pilots from previous IoT transmissions are used as meta-training data in order to train a demodulator that is able to quickly adapt to new end-to-end channel conditions from few pilots. Various state-of-the-art meta-learning schemes are adapted to the problem at hand and evaluated, including MAML, FOMAML, REPTILE, and CAVIA. Both offline and online solutions are developed. In the latter case, an integrated online meta-learning and adaptive pilot number selection scheme is proposed. Numerical results validate the advantages of meta-learning as compared to training schemes that either do not leverage prior transmissions or apply a standard joint learning algorithms on previously received data.
I. INTRODUCTION

A. Motivation
For many standard channel models, such as additive Gaussian noise and fading channels with receive Channel State Information (CSI), the design of optimal demodulators and decoders is well-understood.
Most communication links hence use pilot sequences to estimate CSI, which is then plugged into the optimal receiver with ideal receive CSI (see, e.g., [1] ). This standard model-based approach is inapplicable if: (i) an accurate channel model is unavailable; and/or (ii) the optimal receiver for the given transmission scheme and channel is of prohibitive complexity or unknown. Examples of both scenarios are reviewed in [3] , [4] , and include new communication set-ups, such as molecular channels, which lack well-established models; and links with strong non-linearities, such as satellite links with non-linear transceivers, whose optimal demodulators can be highly complex [3] , [5] . This observation has motivated a long line of work on the application of machine learning methods to the design of demodulators or decoders, from the 90s [3] to many recent contributions, including [6] , [7] , [8] and references therein.
Demodulation and decoding can be interpreted as classification tasks, whereby the input is given by the received baseband signals and the output consists of the transmitted symbols, for demodulation, and of the transmitted binary messages, for decoding. Pilot symbols can hence be used as training data to carry out the supervised learning of a parametric model for the demodulator or decoder, such as Support Vector Machines (SVMs) or neural networks. The performance of the trained "machine" as a demodulator or a decoder generally depends on how representative the training data is for the channel conditions encountered during test time and on the suitability of the parametric model in terms of trade-off between bias and variance.
To the best of our knowledge, all the prior works reviewed above assume that training is carried out using pilot signals from the same transmitter whose data is to be demodulated or decoded. This generally requires the transmission of long pilot sequences for training. In this paper, we consider an Internet-ofThings (IoT)-like scenario, illustrated in Fig. 1 , in which devices transmit sporadically using short packets with few pilot symbols. The number of pilots is generally insufficient to obtain an accurate estimate of the end-to-end channel, which generally includes the effects of fading and of the transmitter's non-linearities [9] . We propose to tackle this problem by using meta-learning [10] .
B. Meta-Learning
Meta-learning, also sometimes referred to as "learning to learn", aims at leveraging training and test data from different, but related, tasks for the purpose of acquiring an inductive bias that is suitable for the entire class of tasks of interest [10] . The inductive bias can take different forms, such as a learning procedure, an initialization of model parameters, or a prior over the model parameters [11] . An important application of meta-learning is the acquisition of a learning algorithm, or of a model prior, that allow a quick adaptation to a new, but related, task using few training examples, also known as few-shot learning [12] . For instance, one may have training and test labelled images for binary classifiers of different types of objects, such as cats vs dogs or birds vs bikes, which can be used as meta-training data to quickly learn a new binary classifier, say for handwritten digits, from a few training examples.
Meta-learning has recently received renewed attention, particularly thanks to advances in the development of methods based on Stochastic Gradient Descent (SGD), including Model-Agnostic Meta-Learning (MAML) [13] , REPTILE [14] , and fast Context Adaptation VIA meta-learning (CAVIA) [15] . Such techniques can be generally classified as either offline, whereby the meta-training data is fixed and given [13] , [14] , [15] ; or online, whereby all prior data from related tasks is treated as meta-training data in a streaming fashion [16] .
C. Main Contributions
As illustrated in Fig. 2 and Fig. 3 , the key idea of this paper is to use pilots from previous transmissions of other IoT devices as meta-training data in order to train a procedure that is able to quickly adapt a demodulator to new end-to-end channel conditions from few pilots. We consider both an offline formulation, whereby the set of previous transmissions is fixed, and an online set-up, in which the meta-training set is updated as transmitted pilots are received. The main contributions are as follows:
• We adapt to the problem at hand a number of state-of-the-art offline meta-learning solutions, namely Crosses represent received signals y (n) k , and the number above each cross represents the corresponding label, i.e., the pilot symbol s 3 . Online meta-learning: Meta-training and meta-test data for 4-PAM transmission from set S = {−3, −1, 1, 3}. Meta-training data are accumulated as the BS observes subsequent slots t = 1, 2, . . ., with one device transmitting pilots and data symbols in each slot.
MAML [13] , FOMAML [13] , REPTILE [14] , and CAVIA [15] . We discuss their relative merits and provide a unified interpretation in terms of the Expectation-Maximization (EM) algorithm;
• We validate the advantage of meta-learning with extensive numerical results, and provide a comparative study of the performance of various meta-learning solutions;
• We propose a novel online solution that integrates meta-learning with an adaptive selection of the number of pilots. We compare the proposed solution with conventional non-adaptive solutions in terms of receiver's performance and number of pilots.
The results in this paper have been partially presented in [2] . In particular, reference [2] derives an offline MAML-based algorithm, and offers some preliminary numerical results. To the best of our knowledge, the only other prior works that apply meta-learning to communication problems are [17] and [18] . In [17] , which is concurrent to [2] , the authors train a neural network-based decoder that can adapt to the new channel condition with a minimal number of pilot symbols using meta-learning via FOMAML. In [18] , the authors train a neural network-based channel estimator in OFDM system with meta-learning via FOMAML in order to obtain an effective channel estimation given a small number of pilots.
The rest of the paper is organized as follows. In Sec. II we detail system model and offline meta-learning problem. In Sec. III we organize various meta-learning solutions with an unified interpretation. In Sec. IV we redefine system model for an online setting and propose a novel online solution, including adaptive pilot allocation. Numerical results are presented in Sec. V and conclusions and extensions are proposed in Sec. VI.
II. MODEL AND PROBLEM
A. System Model
In this paper, we consider the IoT system illustrated in Fig. 1 , which consists of a number of devices and a base station (BS). For each device k, we denote by s k ∈ S and y k the complex symbol transmitted by the device and the corresponding received signal at the BS, respectively. We also denote by S the set of all constellation symbols as determined by the modulation scheme. The end-to-end channel for a device k is defined as
where h k is the complex channel gain from device k to the BS, which we assume to be constant over the transmission of interest; z k ∼ CN (0, N 0 ) is additive white complex Gaussian noise; and
is the output of a generally random transformation defined by the conditional distribution p k (·|s k ). This conditional distribution accounts for transmitter's non-idealities such as phase noise [19] , I/Q imbalance [20] , and amplifier's characteristics [9] of the IoT device. As an example, a common model that assumes only amplitude distortion is defined by the non-linear deterministic mapping [5] 
where s k represents the phase of symbol s k , and α k and β k are constants depending on the characteristics of the device.
Based on the reception of a few pilots from a target device, we aim at determining a demodulator that recovers the transmitted symbol s from the received signal y with high probability. The demodulator is defined by a conditional probability distribution p(s|y, ϕ), which depends on a trainable parameter vector ϕ.
B. Offline Meta-Learning Problem
Following the nomenclature of meta-learning [13] , we refer to the target device as the meta-test device.
To enable few-pilot learning, we assume here that the BS can use the signals received from the previous pilot transmissions of K other IoT devices, which are referred to as meta-training devices and their data as meta-training data. Specifically, as illustrated in Fig. 2 , the BS has available N pairs of pilot s k and received signal y k for each meta-training device k = 1, . . . , K. The meta-training dataset is denoted as
k ) are the pilot-received signal pairs for the kth meta-training device. This scenario is referred to as offline meta-learning since the meta-training dataset D is fixed and given. Online meta-training will be discussed in Sec. IV.
For the target, or the meta-test, device, the BS receives P pilot symbols. We collect the P pilots received from the target device in set D T = {(s (n) , y (n) ) : n = 1, . . . , P }. The demodulator can be trained using meta-training data D and the pilot symbols D T from the meta-test device.
Training requires the selection of a parametric model p(s|y, ϕ) for the demodulator. The choice of the parametric model p(s|y, ϕ) should account for the standard trade-off between capacity of the model and overfitting [21] , [22] . To fix the ideas, we will assume that the demodulator p(s|y, ϕ) is given by a multi-layer neural network with L layers, with a softmax non-linearity in the final, Lth, layer. This can be written as
where
) represents the non-linear activation function of the lth layer with parameter The non-linear function σ(·) can be, e.g., a ReLU or a hyperbolic tangent function. The input y in (1) can be represented as a two-dimensional vector comprising real and imaginary parts of the received signal. as well as on a shared parameter θ, which may also affect the prior distribution of the context variable φ. Double circles denote parameters, and the tile notation (see, e.g., [24] ) defines multiple users and pilots per user.
III. OFFLINE META-LEARNING ALGORITHMS
In this section, we adapt state-of-the-art offline meta-learning algorithms for the design of demodulator (4) given meta-training and meta-test data. As discussed in Sec. I, we view demodulation as a classification task. To set the notation, for any set D 0 of pairs (s, y) of transmitted symbol s and received signal y, we define the standard cross-entropy loss function as a function of the demodulator parameter vector ϕ as
A. Joint Training
As a benchmark, we start by considering a conventional approach that uses the meta-training data D and the training data D T for the joint training of the model p(s|y, ϕ). Joint training pools together all the pilots received from the meta-training devices and the meta-test device, and carries out the optimization of the cumulative loss L D∪D T (ϕ) in (5) using SGD. Accordingly, the parameter vector ϕ is updated iteratively based on the rule
by drawing one pair (s (n) , y (n) ) at random from the set D ∪ D T . In (6), the step size η is assumed to be fixed for simplicity of notation but it can in practice be adapted across the updates (see, e.g., [23] ).
Furthermore, this rule can be generalized by summing the gradient in (6) over a minibatch of pairs from the dataset D ∪ D T at each iteration [23] .
B. A Unified View of Meta-Learning
A useful way to introduce meta-learning in terms of the graphical model is illustrated in Fig. 4 .
Accordingly, meta-learning assumes a demodulator p(s|y, φ, θ) that depends on a shared parameter θ common to all tasks, or users, and on a latent context variable φ, which is specific to a user. The specific parameterization p(s|y, φ, θ) and its relationship with (4) depend on the meta-learning scheme, and they will be discussed below. Note that, as illustrated in Fig. 4 , the context vector φ is assumed to be random, while θ is a shared (deterministic) parameter. Furthermore, from Fig. 4 , the shared variable θ can also affect the prior distribution of the context variable φ. In this framework, the key idea is that meta-training data D is used to estimate the shared parameters θ via the process of meta-training, while the context variable φ is inferred from the meta-test data D T .
To elaborate, a principled way to train the model in Fig. 4 would be to estimate parameter θ using the Expectation-Maximization (EM) algorithm based on the meta-training data D. The EM algorithm is in fact the standard tool to tackle the problem of maximum likelihood estimation in the presence of latent variables, here the context variables φ (see, e.g., [21] , [22] , [24] ). EM maximizes the sum of marginal
over the data pairs (s, y) from all data sets D k in the meta-training data set D. In (7), the average is taken with respect to the posterior distribution p(φ|θ, D k ) of the context variable given the training data D k of the kth meta-training device. After EM training, one can consider the obtained parameter θ as fixed when inferring a data symbol s given a new observed signal y and the pilots D T for the meta-test device. This last step would ideally yield the demodulator
where the average is taken over the posterior distribution p(φ|θ, D T ) of the context variable given the training data of the meta-test device.
The computation of the posteriors p(φ|θ, D k ) in (7) and p(φ|θ, D T ) in (8) are generally of infeasible complexity. Therefore, state-of-the-art meta-learning techniques approximate this principled solution by either employing point estimate of latent context variable φ [13] , [14] , [15] or by direct estimation of its posterior distribution [25] , [26] , [27] . In this paper, we focus on the more common point estimate based meta-learning techniques, which are reviewed next.
C. MAML
For any meta-training device k, MAML [13] assumes a demodulator p(s|y, φ k ) given by (4) with model weights ϕ equal to the context variable φ k . The user-specific variable φ k , rather than being obtained from the ideal posterior p(φ k |θ, D k ) as in (7), is computed via SGD-based training from the data D k . Specifically, the key idea in MAML is to identify during meta-training an initial shared parameter θ such that, starting from it, the SGD updates (6) using pilots from D k produce a parameter vector φ k that yields a low value of the loss function (5) for any meta-training device k (i.e., for D 0 = D k ). As we will detail, it is possible to consider one or multiple SGD updating steps (6) [28] . After meta-training, the initial parameter θ is used for the SGD updates of the target device based on the pilots in set D T .
To elaborate, assume first that we had available the exact average loss
is the prior distribution of the transmitted symbol s k and p(y|s k ) is defined by (1) . Note that in practice this information is not available since the channel and the transmitters' model are not known a priori. During meta-training, MAML seeks an initial value θ such that, for every device k, the losses L k (φ k ) obtained after one or more SGD updates starting from θ are collectively minimized.
As discussed, the SGD updates can be interpreted as producing a point estimate of the context variables φ k in the model in Fig. 4 [11] . Mathematically, with a single SGD iteration, we obtain the estimate
More generally, with m ≥ 1 local SGD updates we obtain φ k = φ m k , where
for i = 1, . . . , m, with φ 0 k = θ. The identification of a shared parameter θ is done by minimizing the sum
The losses L k (φ k ) for all meta-training devices are not known and need to be estimated from the available data. To this end, in the meta-training phase, each set D k of N pairs of pilots and received signals for meta-training device k is randomly divided into a training set D (10), e.g.,
Considering first a single local SGD update (9) for the context variables, the meta-training update is finally given as
where J θ represents the Jacobian operation, and κ > 0 is a step size. With multiple local SGD updating steps (10), we can similarly write the meta-training update as
Computation of the Hessian matrices needed in (11) and (12) can be significantly accelerated using a finite difference approximation for Hessian-vector product calculation [29] , [30] , which is reviewed in Appendix A. The MAML algorithm is summarized in Algorithm 1.
D. FOMAML
First-order MAML (FOMAML) [13] is an approximation of MAML that ignores the second-derivative terms in the meta-training updates (11)- (12). Accordingly, the meta-training update is given as
As a result, FOMAML updates parameter θ in the direction of the gradient
For some neural network architectures and loss functions, e.g., networks with ReLU activation functions [31] , FOMAML has been reported to perform almost as well as MAML [13] . We refer to Algorithm 1 for a summary.
E. REPTILE
REPTILE [14] is a first-order gradient-based meta-learning algorithm as FOMAML. It uses the same local update (9)- (10) for the context variables φ k , but the meta-training update is given as
for the single local gradient update case. Considering (14) with (13) (10)), the meta-training update is given as
For some tasks, REPTILE has been reported to perform in a manner similar to MAML and FOMAML [14] . We refer to [14] for a justification of the method. 
, φ T ) with step size η until stopping criterion is satisfied
F. CAVIA
Unlike the meta-learning techniques discussed so far, CAVIA [15] interprets context variable φ as an additional input to the demodulator, so that the demodulator p(s|y, φ, θ) can be written as in (4) with input given by the concatenationỹ = [y, φ] and model weights ϕ equal to the shared parameter vector θ. Using (4), the demodulator is hence in the form p(s|ỹ, θ), where the shared parameter θ defines the weights of the demodulator model. After meta-training, the shared parameter θ is fixed, and the pilots in set D T of the meta-test device are used to optimize the additional input vector φ.
In formulas, during meta-training, given the current value of the shared parameter θ, the context variable φ k is optimized by one or more SGD-based update to minimize the loss L D tr
Note that the loss L D tr k (θ) is a function of φ k through the additional input φ k . With the obtained additional input φ k , the meta-training update is given as
After meta-training, as mentioned, parameter θ is fixed, and the context vector φ T is obtained by using SGD updates as
The CAVIA algorithm is summarized in Algorithm 2. 
until stopping criterion is satisfied
IV. ONLINE META-LEARNING ALGORITHM
In this section, we consider an online formulation in which packets from devices, containing both pilots and a data payload, are sequentially received at the BS. Therefore, as illustrated in Fig. 3 , meta-training data are accumulated at the BS over time. The formulation follows the basic framework of online metalearning introduced in [16] , which proposes an online version of MAML. Here, we adapt the online meta-learning framework to the demodulation problem at hand, and we extend it to integrate all the metatraining solutions discussed in the previous section, namely MAML, FOMAML, REPTILE, and CAVIA.
Moreover, we propose a novel adaptive pilot number selection scheme that leverages the fast adaptation property of meta-learning to reduce the pilot overhead.
A. System Model
As illustrated in Fig. 3 , in each slot t = 1, 2, . . . , the BS receives a packet from a new device, from which the BS obtains the set t ) : n = 1, 2, . . .}. Therefore, at each slot t, the BS has available meta-training data-carrying symbols
from previously active devices, as well as meta-test data D t from the currently active device. The goal is training a demodulator p(s|y, ϕ t ) that performs well on the payload data D data t after adaptation on the received pilots in set D t by making use also of meta-training data D t−1 .
B. Online Learning (Joint Training)
Before discussing online meta-learning, here we briefly summarize the standard online learning set-up as applied to the problem introduced above. As we will discuss, this can be considered as the counterpart of joint training for the offline problem studied in Sec. III-A. In online learning, the goal of the online learner is to determine a model parameter vector ϕ t , sequentially at each slot t, that perform well on the loss sequence L Dt (ϕ t ) for t = 1, 2, . . . (recall (5)). As a benchmark, typical online learning formulations use the best single model ϕ that can be obtained using knowledge of the losses L Dt (·) in hindsight for all relevant values of t, i.e., ϕ ∈ arg min ϕ t L Dt (ϕ), where the sum is over the time horizon of interest [33] .
A standard online learning algorithm is Follow The Leader (FTL) [32] , which determines the parameter ϕ t that performs best on the previous data D t−1 . For the problem at hand, FTL determines the parameter ϕ t at slot t by tackling the problem
Note that in standard online learning formulations the sum in (19) would be performed up to time t − 1 due to the typical assumption that no data is a priori known at time t about loss L Dt (·) [33] . From (19) , FTL can be interpreted as a form of joint training carried out in an online manner. From a theoretical standpoint, FTL can be shown to obtain a sub-linearly growing regret with respect to slot t as compared to the discussed benchmark learner with hindsight information (see [33] for precise statements).
C. Online Meta-Learning
With meta-learning, as discussed in Sec. III-B (see Fig. 4 ), the demodulator p(s|y, φ, θ) is defined by a shared parameter θ and by a context, device-dependent, variables φ. In the online setting at hand, in each slot t, we propose to estimate the shared parameter θ t from the meta-training data D t−1 , while the context variable φ t for the currently active device is estimated from D t . These steps can be carried out for different meta-learning strategies as described in Sec. III, with set D t−1 in lieu of the meta-training set D and set D t for the meta-test set D T . As a special case, if MAML is used, this recovers the Follow The Meta Leader (FTML) algorithm [16] , which determines the shared parameter θ t by solving the problem
where the context variable φ t is computed from the local updates (9)-(10) starting from the initial value θ. The general algorithm for online meta-learning is summarized in Algorithm 3. 
D. Integrated Online Meta-Learning and Pilot Allocation
In order to further reduce the pilot overhead, we now consider the possibility to adapt the number of transmitted pilot symbols in each slot t based on the performance of the demodulator meta-learned in the previous slots. We note that in [34] the idea of adapting the number of pilots was proposed for a single device by leveraging the temporal correlation of the channels for an individual device. In contrast, the method proposed here works by using information from different devices without making any assumption about temporal correlations.
In the proposed scheme, at each slot t, a device transmits P t pilots. The BS carries out demodulation of the data payload by using the demodulator p(s|y, φ (p) t , θ t ), where the shared parameter θ t is obtained as discussed in Sec. IV-C and the context variable φ (p) t is obtained by using p ≤ P t pilots via Algorithm 3.
By trying different values of p = 1, . . . , P t , the BS determines the minimum value of p ≤ P t such that demodulation of the data in set D data t meets some reliability requirement. If such a value of p is found, then the BS assigns the number of pilots for the next slot as P t+1 = p. Otherwise, we set P t+1 to the maximum value P . The overall online meta-learning procedure with pilot allocation scheme is summarized in Algorithm 4, and an illustration of the proposed adaptive pilot number selection strategy can be found In practice, the reliability level can be estimated in different ways. For example, it can be obtained by evaluating the output of a cyclic redundancy check (CRC) field at the output of a decoder operating on the demodulated symbols from the payload D data t . Here, we consider a simpler approach that uses directly the output of the demodulator p(s|y, φ t , θ t ) without having to run a decoder. This is done by comparing the cross-entropy loss (5) on the demodulated data
to some prescribed threshold: if (21) is below a threshold, then the reliability check is considered successful.
V. EXPERIMENTS
In this section, we provide numerical results in order to bring insights into the advantages of metalearning. Code is available at https://github.com/sangwoo-p/meta-demodulator.
A. Offline Meta-Learning: Binary Fading
We begin by considering the offline set-up and focusing on a simple example, in which we assume an ideal transmitter, i.e., x k = s k and fading is binary, i.e., the channel h k in (1) can take values ±1. This simplified model will be useful to build some intuition about the operation of meta-learning. We adopt pulse-amplitude modulation with four amplitude levels (4-PAM) S = {−3, −1, 1, 3}. Pilot symbols in the meta-training dataset D and meta-test dataset D T follow a fixed periodic sequence −3, −1, 1, 3, −3, −1, . . ., while transmitted symbols in the test set for the meta-test device are randomly selected from the set S.
The channel of the meta-test device is selected randomly between +1 and −1 with equal probability, while the channels for half of the meta-training devices are set as +1 and for the remaining half as −1. demodulator that assumes perfect channel state information. For (ii), we set the learning rate to 0.01 and the minibatch size to 4. The probability of error of (iii) can be computed as P e = 3/2Q( SNR/5) using standard arguments.
In Fig. 6 , we plot the average probability of symbol error with respect to number P of pilots for the meta-test device. All of the meta-learning approaches are seen to vastly outperform the mentioned baseline approaches by adapting to the channel of the meta-test device using only a few pilots. In contrast, joint training fails to perform better than fixed initialization. For a very small number P of pilots, CAVIA is . Probability of symbol error with respect to number P of pilots for the meta-test device for an offline meta-learning example with binary fading and no amplifier distortion. MAML, fixed initialization, joint training starts from same fixed initialization point of all the weights set to 1. REPTILE, FOMAML, CAVIA starts from a random initialization point. We use step sizes η = 0.1 and κ = 0.025 for all schemes. Probability of symbol error is averaged over 1000 data symbols and 100 meta-test devices. (Bottom) Updated demodulator with target-device specific parameter vector φT (4) using P = 4 pilots from the meta-test device.
seen to be the best solution, while MAML outperforms all other schemes for larger values of P . This accounts for the different inductive biases captured by the two methods. MAML has more flexibility in choosing the shared parameter θ thanks to the application of local updates that yield the demodulator weight vector φ T . This is unlike CAVIA in which the demodulator weight vector is fixed to the shared parameter θ. The flexibility of MAML has the potential of improving the meta-test performance, but this comes at the cost of requiring a larger number of pilots. Overall, these results confirm the claim that, unlike conventional solutions, meta-training can effectively transfer information from meta-training devices to a new target device.
In order to gain intuition on how meta-learning learns from the meta-training devices, in Fig. 7 , we plot the probabilities defined by the demodulator (4) for the four symbols in the constellation S with the shared parameter vector θ obtained from the meta-learning phase in Algorithm 1 (top) and with target-device specific parameter vector φ T after adaptation using the pilots of the target meta-test device (bottom). We Fig. 8 , we plot the average probability of symbol error with respect to number of local updates m.
Note that the average is taken over noise as well as over the fading channels. As can be seen from Fig. 8 , the best number of local updates m depends on meta-training technique: m = 7 is preferable for MAML, m = 8 for FOMAML, m = 9 for REPTILE, and m = 2 for CAVIA. We use these settings for all of the upcoming experiments. Except for CAVIA, single local updates, i.e., m = 1, do not lead to effective meta-learning in this example. Assuming more local updates hence allows meta-learning algorithms not to impose too stringent conditions on the shared parameter θ used by MAML, FOMAML, and REPTILE as the initial point for local updates. In contrast, under CAVIA, local adaptation takes place via the additional input vector φ, which is less demanding in terms of number of updates. MAML and CAVIA are seen to offer the best performance when m is properly optimized.
In Fig. 9 , we plot the average probability of symbol error with respect to number P of pilots for the meta-test device. As in Fig. 6 , we compare the performance of meta-training methods with fixed initialization and joint training strategies. All of the meta-training approaches are seen to adapt more quickly than the baseline schemes to the channel and non-linearity of the target device. Confirming the results in Fig. 6 , MAML shows the best performance for sufficiently large P , while CAVIA shows the fastest adaptation by requiring fewer pilots as compared to other techniques. Joint training shows similar performance as compared to fixed initialization, which may be attributed to a failure of joint training to transfer useful information from meta-training devices. Finally, in Fig. 10 , we plot the average probability of symbol error with respect to the number K of meta-training devices. Following the discussion above, joint training cannot benefit from an increasing value of K. In contrast, all of the meta-training techniques show better performance when given more meta-training devices, up to a point where the gain saturates. This matches well with the intuition that there is only a limited amount of common information among different users that can be captured by meta-learning. Confirming the results in Fig. 8 and Fig. 9 , MAML and CAVIA are seen to offer best performance when given sufficient number K of meta-training devices. Furthermore, CAVIA needs a larger value of K than MAML. This accounts again for CAVIA's architectural difference as compared to MAML: CAVIA needs to find a shared parameter vector θ for the demodulator p(s|y, φ T , θ) that is not adapted to the training symbols of the current device.
C. Online Meta-Learning
We now move on to consider the online scenario under same assumptions on Rayleigh fading, transmitters' distortion, modulation scheme, and SNR as in the offline set-up presented in Sec. V-B.
The maximum number of pilots is set as P = 32, and we used adaptive pilot number selection scheme in Algorithm 4 to determine the number of pilots P t in any slot t. In a manner similar to the offline set-up, we compare the performance with: (i) a fixed initialization scheme that only adapts to current device based on current pilot data D t with number of pilots P t fixed as constant to a prescribed value; (ii) joint training as described in Sec. IV-B. Other details on the numerical set-up can be found in Appendix B. In Fig. 11 , we first describe the procedure used by the proposed adaptive pilot number selection scheme.
As discussed in Sec. IV-D, we evaluate reliability levels for different values of the number p of pilots using (21) as shown in Fig. 11 (top) and the number of transmitted pilots P t+1 in the next slot is selected accordingly (bottom). The adaptive pilot number selection scheme is performed here with MAML, while the prescribed threshold value is set as 0.01. For instance, for slot 73, the number of transmitted pilots is chosen as P 73 = 16 based on the result from previous slot 72 that passed reliability check at p = 16.
In contrast, for slot 74, the number of transmitted pilots P 74 = P has been chosen as maximum value p = 32 due to the failure of reliability check pass at slot 73. In the following, we assess whether the adaptive pilot number selection scheme can maintain reasonable performance in terms of probability of symbol error in the payload data D data t , despite the illustrated reduction in the pilot overhead. To this end, in Fig. 12 , we plot the average probability of symbol error for payload data D Meta-learning, first introduced in the conference version [2] of this work and in [17] for use in communications systems, may be useful in a number for other network functionalities characterized by reduced overhead and correlation across successive tasks. Examples include prediction of traffic from sets of IoT devices, e.g., in grant-free access [36] , [37] ; channel estimation [18] ; and precoding in multi-antenna systems. Furthermore, more advanced meta-training solutions can also be considered that are based on a probabilistic estimate of the context variables [27] . Finally, this work may motivate the development of novel meta-training techniques that reap the complementary benefits of CAVIA and MAML.
APPENDIX A HESSIAN-VECTOR PRODUCT CALCULATION
In order to compute the updates in (11) and (12), we adopt a finite difference method for Hessian-vector product calculation [29] . This allows us to avoid computing Hessian matrix, obtaining an approximate value of the product of the Hessian matrix and a vector. Given a loss function L(θ) defined and doubly continuously differentiable over a local neighborhood of the value θ of interest, the finite difference method approximates the Hessian-vector product Hg, where H = ∇ 2 θ L(θ) is the Hessian matrix and g is any vector. The Hessian-vector product Hg can be approximately computed as [29] Hg
where α is a sufficiently small constant value. In (22), we follow [30] to choose α as
where · indicates Euclidean norm and = 1.192 092 9e−7, which is an upper bound on the relative error due to rounding in single precision floating-point arithmetic [35] .
APPENDIX B DETAILS ON NUMERICAL SET-UP
A. Offline Meta-Learning
The following is the fixed sequence that is used for pilot symbols in the meta-training dataset D and meta-test dataset D T in the offline scenario: 1 + 1j, 1 − 3j, −3 + 1j, 3 + 3j, 3 + 1j, −1 − 1j, −1 − 3j, We randomly sampled 4 pilots among whole 32 pilots to compose one minibatch. The weights and biases are initialized randomly. For the training in meta-test device, we adopt a minibatch of size 1 and learning rate η = 0.001 for MAML, FOMAML, REPTILE, and joint training; and learning rate η = 1 for CAVIA.
B. Online Meta-Learning
For the experiments in Sec. V-C, the pilot sequences in D t are chosen based on rejection sampling method so that, for any successive four pilots, there exists one pilot with minimum magnitude, two pilots with median magnitude, and one pilot with maximum magnitude, while also guaranteeing that any successive sixteen pilots for the same device include all constellation symbols set S. We trained the demodulator (4) with same minibatch sizes and learning rates described above for offline meta-learning and we sampled 4 pilots without replacement to compose one minibatch. The number of local updates m is chosen using the values used for Fig. 9 and Fig. 10 .
