A graph G is said to be bicritical if G − u − v has a perfect matching for every choice of a pair of points u and v. Bicritical graphs play a central role in decomposition theory of elementary graphs with respect to perfect matchings. As Plummer pointed out many times, the structure of bicritical graphs is far from completely understood. This paper presents a concise structure characterization on bicritical graphs in terms of factor-critical graphs and transversals of hypergraphs. A connected graph G with at least 2k + 2 points is said to be k-extendable if it contains a matching of k lines and every such matching is contained in a perfect matching. A structure characterization for k-extendable bipartite graphs is given in a recursive way. Furthermore, this paper presents an O(mn) algorithm for determining the extendability of a bipartite graph G, the maximum integer k such that G is k-extendable, where n is the number of points and m is the number of lines in G.
Introduction
Let G be a simple graph with point-set V (G) and line-set E(G). A set of lines M ⊆ E(G) is called a matching of G if no two of them share an end-point. A matching of G is said to be maximum if it has the maximum cardinality in all matchings of G. Moreover, a matching of G is said to be perfect if it covers all points of G and near perfect if it does not cover exactly one point of G. A matching with k lines is said to be k-matching.
Gallai and Edmonds [12, Chapter 3] independently obtained a canonical decomposition of graphs in terms of maximum matchings. The Gallai-Edmonds decomposition is a basic result of matching theory, although it gives no new information for a graph containing a perfect matching. Motivated by searching the greatest lower bound for the number of perfect matchings of graphs and determining the dimension of perfect matching polytope, Lovász [8] , Lovász and Plummer [9] and Edmonds et al. [3] further developed the so-called "brick decomposition theory" and "tight set decomposition theory" for graphs with perfect matchings. Bicritical graphs play a central role in the decomposition theory mentioned above. A graph G is bicritical [10] if the deletion of any two distinct points of G results in a graph with a perfect matching. A graph G is elementary if the union of its perfect matchings forms a connected subgraph of G. Lovász and Plummer [12, Chapter 5.4] showed that in a certain sense any elementary graphs could be constructed using only elementary bipartite graphs and bicritical graphs as "building elements". It turns out that both elementary bipartite graphs and 1-extendable graphs have so-called "ear-constructions" [12, Chapters 4 and 5] . But the situation of bicritical graphs is quite different from these types of graphs as above-mentioned. As Plummer pointed out many times [16] [17] [18] , bicritical graphs have no further decomposition theory. Thus the construction of elementary graphs has not been settled yet. This paper intends to make a full account of this theory. In Section 2, by virtue of Gallai-Edmonds decomposition, factor-critical graphs and transversal of hypergraphs we present a construction characterization for bicritical graphs.
A connected graph G with at least 2k + 2 points is k-extendable if it contains a k-matching and every such matching is contained in a perfect matching. In the degenerated case, 0-extendable graphs mean graphs with a perfect matching. The study of k-extendable graphs arises naturally in the decomposition theory of graphs with respect to maximum matchings and in matrix theory as well. For detailed results on k-extendable graphs, see two surveys [16, 17] .
It was well-known that a 2-extendable graph is either a bicritical graph or an elementary bipartite graph. 2-extendable bipartite graphs, named "brace", play an important role in "tight set decomposition" [8] . Recently in [15] McCaig gave a method to construct all braces. In Section 3, a structure characterization for k-extendable bipartite graphs is given in terms of a pair of transversals.
Frank, Győri and Sebő (cf. [17] ) raised an important fundamental problem: does there exist a polynomial algorithm to determine the maximum integer k, extendability, such that G is k-extendable? For a case of bipartite graphs, Lakhal and Litzler [5] gave a positive answer: an O(m · min (k 3 0 + n, k 0 n)) algorithm for determining the extendability k 0 of a bipartite graph G, where m and n denotes the number of lines and points of G, respectively. In Section 4 we give an O(mn) algorithm by applying arc-connectivity [14] of directed graphs to solve this problem.
Bicritical graphs
A graph G is called factor-critical if G − u has a perfect matching for every point u of G. A factor-critical graph has a very simple "ear structure", see [7, 12, Chapter 5] . We shall give a structure characterization of bicritical graphs in terms of factor-critical graphs. Some notations appeared in Gallai-Edmonds decomposition of graphs in terms of maximum matchings are now recalled as follows. Definition 2.1. Let X be a finite set and F a family of non-empty subsets of X.
Theorem 2.1. A graph G is bicritical if and only if for any point w of G, H =G−w is factor-critical and (w)
Proof. Let G be a bicritical graph. For w ∈ V (G), H = G − w is a factor-critical graph. We assert that (w) is a transversal of D(H ). For any pair of distinct points u and v of H,
has a perfect matching M, which contains a line ws. So H − u − v has a near-perfect matchingM\{sw} not covering s, which implies that
The assertion is verified. Conversely, suppose that H is a factor-critical graph and S ⊆ V (H ) is a transversal of D(H ). Let G be a graph obtained from H by adding a new point w that is adjacent to all points of S. We shall prove that G is bicritical by applying the Gallai-Edmonds decomposition of graphs [12] .
Let u and v be any two distinct points of G. It suffices to prove that G − u − v has a perfect matching. If w is one of u and v (say u), it is trivial. From now on suppose that both u and v belong to V (H ). Then H − u − v has a near perfect matching. By the Gallai-Edmonds decomposition of 
The above theorem actually gives a method for constructing all bicritical graphs: any bicritical graph can be obtained from a factor-critical graph H by adding a new point w and connecting each point of a transversal of D(H ) to w with lines. A factor-critical graph H has a very simple "ear construction" and D(H ) can be determined in polynomial times [12, Chapter 9] . Some approaches for computing all transversals of D(H ) have been described in different ways; see Berge [2] , Maghout [13] and Lawler [6] .
For example, a cycle C 2n+1 of length 2n + 1 is factor-critical. It follows that
Thus we obtain a wheel W 2n+2 (see Fig. 1 ), a bicritical graph, from a cycle C 2n+1 .
Since an addition of a line to a bicritical graph remains bicritical, it is natural to study minimal bicritical graphs with respect to line deletion. This approach has proved quite successful for elementary and positive surplus bipartite graphs [12, 11] . A bicritical graph G is called minimal if G − e is not bicritical for every line e of G. A line e of a factor-critical graph G is said to be deletable if G − e remains factor-critical. A factor-critical graph is said to be minimal if it has no deletable line. We shall describe a method of constructing minimal bicritical graphs. As an immediate consequence of Theorem 2.1, we have that
Corollary 2.2. Let H be a minimal factor-critical graph and S ⊆ V (H ) a minimal transversal of D(H ) (i.e., S is not proper subset of other transversals of D(H )). Adding a new point w and connecting each point of S to w by lines, the resulting graph G is a minimal bicritical graph.
We now ask if all minimal bicritical graphs are constructed by the method of Corollary 2.2. Any point deletion of a minimal bicritical graph does not necessarily result in a minimal factor-critical graph. For example, for a wheel W 6 (see Fig. 1 ), a minimal bicritical graph, W 6 − w = C 5 is minimal factor-critical but the factor-critical graphs W 6 − i(1 i 5) are not minimal. A further example is referred to Fig. 2 : any point deletion results in a non-minimal factor-critical graph. That means that this minimal bicritical graph cannot be constructed by the method of Corollary 2.2. But we now have a characterization for a bicritical graph to be minimal. Proof. The necessity follows immediately by Theorem 2.1. We now prove the sufficiency. Suppose that G has a point w such that H = G − w is factor-critical and S = (w) satisfies conditions (i) and (ii). Then G is bicritical. For any line e of G , it suffices to prove that G − e is not bicritical. If e is incident with points w and x, S\{x} = G−e (w) is not a transversal of D(H ); If e is a deletable line in H, S is not a transversal of D (H − e) ; If e is a non-deletable of H, H − e is not factor-critical. In summary, by Theorem 2.1 G − e is not bicritical.
Theorem 2.3. A graph G is minimal bicritical if and only if G has a point w such that H = G − w is factor-critical and S = (w) satisfies that (i) S is a minimal transversal of D(H ), and (ii) For each deletable line e of H, S is not transversal of D(H − e).

Theorem 2.4. Let H be any factor-critical graph and S a minimal transversal of D(H ). If S is a transversal of D(H −e) for a deletable line e of H, then S is still a minimal transversal of D(H − e).
Proof. For a deletable line e of H, H − e is factor-critical. For any pair of distinct points u and v of H, both H − e − u − v and H − u − v have a near perfect matching. Every near perfect matching of H − e − u − v is also that of From the above theorems we can give a construction procedure for minimal bicritical graphs. Let H be any factorcritical graph and S ⊆ V (H ) a minimal transversal of D(H ) (the set of all minimal transversals of D(H ) can be constructed recursively, for details, see [2] ). Deleting a deletable line e of H such that S is a transversal of D(H − e), by Theorem 2.4 S remains a minimal transversal of D(H − e). Repeating the above procedure for the resulting factorcritical graphs we finally arrive at a factor-critical graph H , which together with the minimal transversal S of D(H ) satisfy (i) and (ii) in Theorem 2.3. Accordingly, a minimal bicritical graph is constructed. On the other hand, any minimal bicritical graphs can be produced by this method. By the algorithm in [2] we can obtain all the minimal transverals of D(H 0 ): {4, 3, 1}, {4, 3, 2}, {4, 3, 5}. The minimal bicritical graph, the wheel W 6 , corresponding to {4, 3, 5} is obtained. Bicritical graphs corresponding to minimal transversals {4, 3, 1} and {4, 3, 2} are not minimal since {4, 3, 1} and {4, 3, 2} are transversals of D(H 0 − 15) and D(H 0 − 25), respectively. Deleting lines 15 and 25 from Fig. 4(a) and (b) , respectively, we can produce a minimal bicritical graph, the triangular prism (see Fig. 4(c) ) by Theorem 2.3. 
k-extendable bipartite graphs
In this section we give a recursive construction of k-extendable bipartite graphs. We now introduce the following concept. 
, whenever D(H − V (M)) = ∅, where V (M) denotes the set of points incident with lines in M. (ii) For any k-matching M, and any points s i ∈ S i , i = 1, 2, that are not covered by M, D(H − V (M) − s i ) ∩ S j = ∅
for any i, j ∈ {1, 2} and i = j.
A k-transversal pair of a k-extendable bipartite H always exists; For example, a bipartite partition 
is k-extendable and ( (y)\{x}, (x)\{y}) is a k-transversal pair of H.
Proof. Let
has a perfect matching M such that xs 2 ∈ M and ys 1 ∈ M , where s i ∈ U i , i = 1, 2, and {s 1 , s 2 } ∩ {x, y} = ∅. Since M \{xs 2 , ys 1 } is a maximum matching of
(ii) Choose any k-matching M of H and a point
-extendable it has a perfect matching M such that M ∪ {ys 1 } ⊆ M , which implies that there exists a line xs
By the analogous arguments, for any point
Conversely, suppose that H is k-extendable bipartite graph and (S 1 , S 2 ) a k-transversal pair of H. The bipartite graph G is obtained from H by adding a pair of new points x and y and a new line xy, and connecting x and y to all points of S 2 and S 1 with lines, respectively. It will be shown that G is (k + 1)-extendable. It is obvious that the following statements hold:
(i) any k-matching of H and xy belong to some perfect matching of G, and (ii) for any pair of points s 1 ∈ S 1 and s 2 ∈ S 2 , H − s 1 − s 2 is (k − 1)-extendable since H is k-extendable bipartite graph. Any perfect matching of H − s 1 − s 2 together with xs 2 and ys 1 form a perfect matching of G.
In order to prove that G is (k + 1)-extendable, there are two cases to be considered.
. If H has a perfect matching M , then M ∪ M ∪ {xy} is a perfect matching of G. If H has no perfect matching, by the k-extendibility of H and the Gallai-Edmonds structure theorem we have
By the parity the above equality hold. Set D 2 ) and (A 2 , D 1 A cycle C 2n of even length 2n is 1-extendable and has a unique 1-transversal pair, i.e., 2-color partition of C 2n . Therefore, from C 4 and C 6 we obtain 2-extendable bipartite graphs: complete bipartite graph K 3,3 and a cube graph together with a main diagonal (see Fig. 5(b) ), respectively.
We now turn to minimal k-extendable bipartite graphs, any line deletion of which results in a non-k-extendable graph. Let H be a k-extendable bipartite graph. A k-transversal pair (S 1 , S 2 ) of H is said to be minimal if there exist no other k-transversal pair (S 1 , S 2 ) of H such that S 1 ⊆ S 1 and S 2 ⊆ S 2 . By Theorem 3.1 the following result is easily verified.
Corollary 3.2. If a bipartite graph
G(U 1 , U 2 ) is minimal (k + 1)-extendable, then for any line xy, x ∈ U 1 , y ∈ U 2 , H = G − x − y
is k-extendable and ( G (y)\{x}, G (x)\{y}) is a minimal k-transversal pair of H; and for every k-deletable line e of H (i.e., H − e remains k-extendable) ( G (y)\{x}, G (x)\{y}) is not k-transversal pair of H − e.
The converse of the above result is not necessarily true. For example, C 6 is minimal 1-extendable and the unique transversal pair is minimal. However, the 2-extendable bipartite graph (see Fig. 5(b) ) constructed from them is not minimal; in fact, xy is its unique deletable line. Similar to the proof of Theorem 2.3, in general we may show the following result. Proof. It suffices to prove that any k-transversal pair of H − e is also that of H for a k-deletable line e of H. Let (S 1 , S 2 ) be a k-transversal pair of H − e for a k-deletable line e of H.
(ii) Let M be any k-matching of H which does not cover points s i in S i , i = 1, 2. Then H − e − V (M) − s i has a near perfect matching and every near perfect matching of
As in Section 2 we can construct all minimal (k + 1)-extendable bipartite graphs according to Corollary 3.2 and Theorems 3.3 and 3.4. An example is described in the following. Fig. 6(a) ). Then H 1 is 1-extendable and v 3 v 6 is a unique 1-deletable line. It is easily shown that ({2, 4}, {1, 5}) is a unique minimal 1-transversal pair of H 1 , which corresponds to a cube graph H 2 that is minimal 2-extendable (see Fig. 6(b) ). Other 1-transversal pairs of H 1 produce non-minimal 2-extendable bipartite graphs. For the cube graph, it is easily verified that ({2, 4, 6 , x}, {1, 3, 5, y}) is a minimal 2-transversal pair. By Theorem 3.1, the resulting 3-extendable bipartite graph H 3 corresponding to the 2-transversal pair is referred to Fig. 6(c) . Further H 3 − x y is minimally 3-extendable.
Extendability of bipartite graphs
For a graph G with a perfect matching, the extendability of G, denoted by ext(G), is defined to be the maximum integer k such that G is k-extendable. The following important fundamental problem was raised [17] : given a graph G and a positive integer k, does there exist a polynomial algorithm to decide if the extendability of G is k? Lakhal and Litzler [5] gave a positive answer: an O(m · min (k 3 0 + n, k 0 n)) algorithm for determining the extendability k 0 of a bipartite graph G by applying the vertex-connectivity [4] of directed digraphs, where m and n denote the number of lines and points of G, respectively. We now give a more fast algorithm by applying arc-connectivity [14] 
