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Abstract –A nonlinear oscillator model with negative time-delayed feedback is studied numeri-
cally under external deterministic and stochastic forcing. It is found that in the unforced system
complex partial synchronization patterns like chimera states as well as salt-and-pepper like soli-
tary states arise on the route from regular dynamics to spatio-temporal chaos. The control of the
dynamics by external periodic forcing is demonstrated by numerical simulations. It is shown that
one-cluster and multi-cluster chimeras can be achieved by adjusting the external forcing frequency
to appropriate resonance conditions. If a stochastic component is superimposed to the determin-
istic external forcing, chimera states can be induced in a way similar to stochastic resonance, they
appear, therefore, in regimes where they do not exist without noise.
Introduction. – Chimera states are complex spatio-
temporal patterns in ensembles of identical oscillators,
composed of coexisting domains of coherent (synchro-
nized) and incoherent dynamics [1, 2]. Chimera states
were studied in detail both theoretically as reviewed in
[3, 4] and experimentally [5–12]. Only recently, the de-
liberate control of chimera patterns has been considered
[13–15]. In real-world systems chimera states might play
a role, e.g., in the unihemispheric sleep of birds and dol-
phins [16], in neuronal bump states [17, 18], in epileptic
seizure [19], in power grids [20], or in social systems [21].
The influence of noise upon chimera states is also of in-
terest, because fluctuations are inevitably present in all
real-world systems. Noise can lead to absolutely opposite
effects: either destroy deterministic dynamics or increase
the temporal coherence as in the case of coherence reso-
nance [22–25] and stochastic resonance [26,27]. While the
question of robustness of chimera states with respect to
random fluctuations has been considered previously [28],
the constructive role of noise for chimera states remains
to be understood.
Chimera states, which were initially revealed and in-
vestigated in ensembles of coupled oscillators, have also
been found in single oscillators with time-delayed feed-
back [29, 30]. It is well-known that in the presence of
time delay simple dynamical systems can exhibit complex
behavior, such as delay-induced bifurcations [31], delay-
induced multistability [32], stabilization of unstable peri-
odic orbits [33] or stationary states [34], to name only a
few examples. As noted in [35], there exists an analogy
between the behavior of time-delayed systems and the dy-
namics of ensembles of coupled oscillators or spatially ex-
tended systems [36,38]. Certain spatio-temporal phenom-
ena (for example coarsening [39]) can be tracked down in
the purely temporal dynamics of time-delay system by us-
ing this approach, which considers the delay interval [0, τ ]
in analogy with the spatial coordinate. Chimera states in
time-delayed feedback oscillators are manifested as a se-
quence of regular dynamics (coherent domain) and chaotic
dynamics (incoherent domain) during each time interval
[0, τ ] of the time series.
In the present work chimera states are explored in a
time-delay system which is similar to the Ikeda model
with time-delayed feedback [37]. However, in contrast to
the Ikeda model with positive feedback studied in [29,30],
here we consider negative time-delayed feedback. As we
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will show in the following, such negative feedback results
in a different scenario leading from complete coherence
to complete incoherence, and moreover, if the system is
forced by applying external deterministic and stochas-
tic signals, novel phenomena like stochastic resonance of
chimeras arise. Thereby we link two effects which have
been studied independently before: stochastic resonance
and chimera states. The motivation for applying nega-
tive feedback comes on the one hand from the general ob-
servation in networks that positive (excitatory) and nega-
tive (inhibitory) couplings, respectively, often lead to com-
pletely different dynamic behavior, for instance in neuro-
science [40–43], and on the other hand from the possibility
of experimental realization as an electronic circuit.
Model. – We consider the following paradigmatic
nonlinear delayed feedback oscillator:
εx˙ = −y − gx− f(x(t− τ)), y˙ = x−Q(y) (1)
where x and y are the fast and slow variable, respectively,
ε 1 is the time scale ratio, g > 0 is a damping parame-
ter, Q(y) characterizes the oscillator nonlinearity, and the
nonlinear function f(x) represents the time delayed feed-
back with delay time τ .
Such a system describes, for instance, an electronic cir-
cuit with two nonlinear elements, where x and y are di-
mensionless voltage and current, respectively, the first
Eq. (1) is the current balance, and g−1 is the linear re-
sistance. The function f(x) is an approximation of the
current-voltage characteristic of, e.g., the lambda-diode
based circuit [44], and the function Q(y) can describe
current-controlled negative resistance. A simple realiza-
tion is given by:
f(x) =
x
ax2 + b
, Q(y) =
{
−m1y, y < 0,
−m2y, y ≥ 0.
(2)
and a, b,m1,m2 are positive parameters.
The electrical circuit which is an exemplary realiza-
tion of the delayed-feedback oscillator Eq. (1) is shown
schematically in Fig. 1a. It is a self-oscillatory circuit with
parallel resistance R, capacitance C, and inductance L, in-
cluding two nonlinear elements f(U) and Q(i) and time-
delay τ . U is the voltage and i is the current, and f(U)
models the feedback term represented by a lambda diode,
whose current-voltage characteristic can be approximated
by the form iλ(Uλ) =
Uλ
aU2λ+b
with parameters a, b > 0.
The second nonlinear element Q in Fig. 1a is a current-
controlled negative resistance which has a piecewise linear
voltage-current characteristic with two slopes m1,m2 > 0
UQ(i) =
{
−m1i, i < 0,
−m2i, i ≥ 0.
(3)
By using Kirchhoff’s laws for the node A (see Fig. 1a)
the differential equations (1), (2) can be derived, where x
is the voltage U across the capacitor C, y is the current i
Fig. 1: (a) Scheme of electronic circuit. (b) Phase portrait in
the (x, y) plane of system (1): The x˙ and y˙ nullclines are shown
in red (dotted) and green (dashed), respectively; stable limit
cycle (black with arrows) on the left branch of the x˙ nullcline,
fixed points (blue): stable focus on the right branch, unstable
focus on the left branch, saddle-point in the origin. Parameters:
ε = 0.005, a = 200, b = 0.2, g = 0.1,m1 = 7,m2 = 1, τ = 0.
through the inductor L, ε = CL , g =
1
R , and time has been
rescaled by t/L.
Without time delay (τ = 0) Eq. (1) is a bistable oscil-
lator which exhibits two coexisting attractors (limit cy-
cle and fixed point) in the phase space, as depicted in
Fig. 1b. There are a stable limit cycle and an unstable
fixed point in the left-hand side and a stable fixed point
on the right-hand side, and there is a saddle-point in the
origin. Consequently we observe bistability between self-
oscillations and a stable stationary state, and it depends
upon the initial conditions whether they are chosen in the
basin of attraction of either the limit cycle or the stable
fixed point. In the presence of large time delay τ , i.e., if
the delay time is much larger than the characteristic fast
response time, but on the other hand much smaller than
the integral time of the slow variable, the dynamics of the
system (1) becomes completely different. The time delay
induces new dynamic regimes, depending upon the system
parameters.
Coherence-incoherence scenarios. – We will now
consider a virtual space-time representation of the
delayed-feedback system (1). In this way the purely tem-
poral dynamics can be mapped onto space-time (σ, n)
[29, 30, 35, 36, 38] by introducing t = nη + σ with an in-
teger (slow) time variable n, and a pseudo-space variable
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Fig. 2: (Color online) (a) Map of regimes in the (ε,m1) param-
eter plane: I (quiescent), II (partially chaotic), III (completely
chaotic). Insets: pseudo space-time plots of x(t) at points 1,
2, 3 in regime II and exemplary time series. (b) Dependence
of the fraction fc of the chaotic intervals upon m1. For each
value of m1 20 realizations with random initial conditions are
averaged. (c) Chimera state for specially prepared initial con-
ditions in point 3. Time series of x(t) and y(t) and phase por-
trait in the (x, y) plane. The x˙ and y˙ nullclines are shown in
red (dotted) and green (dashed), respectively; (d) Space-time
plot corresponding to panel (c). Parameters (unless varied in
panels (a), (b)): ε = 0.005, g = 0.1, a = 200, b = 0.2,m1 =
7,m2 = 1, τ = 200, and η = 200.204045 (point 1), 200.202711
(point 2), 200.200667 (point 3). Transients1 of n = 5 × 106
were discarded.
σ ∈ [0, η], where η = τ + δ with a small quantity δ, of the
order O(ε/τ), which is due to the finite internal response
time of the system. For each set of parameters a unique
value η can be chosen such that the oscillatory dynamics
is periodic with period η.
The most pronounced changes of the behavior are ob-
served by tuning the parameters m1 (which controls the
position of the unstable fixed point on the nonlinear char-
acteristic, see Fig. 1b) and ε. The resulting dynamic
regimes are depicted in Fig. 2a. They include a completely
quiescent steady state (white area I), and a regime of fully
developed spatio-temporal chaos (gray area III). With de-
creasing m1 a transition from the quiescent regime to a
1It is important to note that the periodicity η = τ+δ also changes
during the transients and reaches its asymptotic value only after long
transients.
spatio-temporal chaos regime occurs by passing through
the region II (green hatched area), in which the quiescent
behavior alternates with chaotic dynamics. The transi-
tion starts with the appearance of solitary states, which
become more and more frequent as m1 decreases from
points 1 to 3, see insets of Fig. 2a. The fraction fc of
the chaotic intervals with respect to the total interval
(0, η) increases gradually from zero to one, as m1 passes
through the partially chaotic regime II (Fig. 2b). This is a
coherence-incoherence scenario distinct from the conven-
tional chimera scenario, which is characterized by gradu-
ally growing width of compact intervals of incoherent dy-
namics embedded in the coherent state. Here, in contrast,
we find that the number of small chaotic intervals grows
in a non-compact manner, which is similar to the solitary
states found in the nonlocally coupled Kuramoto model
with inertia [45], and is familiar from desynchronization
transitions, e.g., in Josephson junction arrays [46]. The
solitary states are a manifestation of spatial chaos in the
delayed-feedback system (1), which is characterized by a
huge multistability of the states depending on the initial
conditions (see [47] and references therein). They are rem-
iniscent of space-time patterns of salt-and-pepper instabil-
ities which occur in spatially extended reaction-diffusion
systems with nonlocal spatial coupling [48] in the short
wavelength (k →∞) limit and have been associated with
morphogenesis when differentiated cells inhibit the differ-
entiation of neighboring cells, as is seen, for example, with
differentiated neuroprogenitor cells in the epithelium of
Drosophila embryos [49].
It is also possible to observe chimera states in the tran-
sition region II in Fig. 2a, but only for specially prepared
initial conditions (see Appendix). In that case the chaotic
segments become localized in compact clusters, and these
clusters persist for a long time (up to t = 109 time units
of our simulations). This regime is characterized by peri-
odic alternation of phases of regular and chaotic dynamics
in the x(t) and y(t) time series (Fig. 2c). The approxi-
mate period of this alternating sequence is close to τ . In
the (x, y) coordinates it corresponds to phase trajectories
which consist of chaotic and quasi-stationary parts close
to some fixed point in phase space. The corresponding
space-time plot (Fig.2d) is analogous to those presented
in [29, 30]. It consists of two parts: smooth plateaus with
almost constant amplitude and oscillatory parts where the
dynamics is chaotic. It can be interpreted as two clusters
of oscillators continuously distributed in the pseudo-space
σ. Therefore this regime represents a chimera state. In
contrast to the Ikeda model with positive delayed feed-
back [29], the oscillatory dynamics does not include the
slow motion along the nullclines (as illustrated in the phase
portrait in Fig. 2c). In the presence of weak additive noise
our simulations show that the chimera behavior remains
robust.
In conclusion, the delayed feedback oscillator with neg-
ative feedback exhibits two distinct coherence-incoherence
scenarios depending upon initial conditions: a novel soli-
p-3
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Fig. 3: (Color online) Deterministic forcing: Map of dynamic
regimes in the (A, fext) plane. Insets show pseudo space-time
plots and exemplary time series corresponding to points 1 – 4.
Parameters: ε = 0.005, g = 0.1, a = 200, b = 0.2,m1 = 7,m2 =
1, τ = 200, and η = 200 (points 1 – 3), η = 200.19947 (point
4).
tary scenario, and the conventional chimera scenario only
for specially prepared initial conditions.
Deterministic forcing of chimeras. – The main
focus of this paper is the possibility of controlling the
delayed-feedback chimeras by external forcing Fext(t):
εx˙ = −y− gx− f(x(t− τ))−Fext(t), y˙ = x−Q(y) (4)
First we consider deterministic periodic forcing
Fext(t) = A sin(2pifextt) with amplitude A and frequency
fext. A map of the dynamic regimes in the (A,fext) plane
is shown in Fig. 3. We choose a set of system parame-
ters which corresponds to the solitary state regime II in
Fig.2 (corresponding to point 3). The external forcing
with small amplitude (points 4,5 in Fig. 3) leads to the
suppression of the internal solitary dynamics and gives rise
to fully developed chaotic behavior. Surprizingly, an in-
crease of the amplitude A can induce chimera states in
a certain region of the parameter plane in which the pe-
riod of alternation of regular and chaotic dynamics (which
is initially equal to η) is entrained and becomes equal
to the period of the external forcing η = τ = 1/fext,
i.e., the dynamics of the system (4) becomes locked to
the frequency of the external driving (point 1 in Fig. 3).
The regions which correspond to the chimera states resem-
ble Arnold tongues. However, while conventional Arnold
tongues arise in systems with two frequencies (either a
periodically forced oscillator or two coupled oscillators)
when the frequency ratio equals a small rational number,
the discussion here is related to the continuous pseudo-
space behavior, and we find some novel kind of resonance
between the number of incoherent clusters and the exter-
nal forcing frequency. Outside these tongues, the chimera
state is destroyed and we observe spatiotemporal chaos or
Fig. 4: (Color online) Delayed-feedback oscillator under
stochastic forcing: (a) Peak heights of power spectrum Smax
of x(t) (red dashed)and signal-to-noise ratio (SNR, blue solid)
vs. the noise intensity D. Insets: pseudo space-time plots of
x(t) and exemplary time series at points (1) D = 10−8; (2)
D = 5 × 10−7; (3) D = 10−5. (b) Power spectrum S(f) for
increasing noise intensity D. (c) Space-time plots of x(t) and
exemplary time series for the chimera scenario with increasing
D. Parameters: ε = 0.005, g = 0.1, a = 200, b = 0.2,m1 =
7,m2 = 1, τ = η = 200, A = 0.004, fext = 0.005.
completely synchronous behavior (in case of large ampli-
tudes A). When the frequency fext of the driving force is
close to k/τ (k ∈ N), multi-chimeras with k = τfext inco-
herent clusters are induced. The locking regimes of these
multi-chimeras resemble higher-order Arnold tongues (see
the k = 2 and the k = 3 tongues around points 2 and
3, respectively, in Fig. 3). Interestingly, this means that
multi-chimeras can be induced simply by increasing the
driving frequency fext.
Stochastic resonance of chimeras. – Our simu-
lations show that weak additive noise does not essentially
affect the observed phenomena, neither in the autonomous
system Eq. (1) nor in the forced system Eq. (4). In both
cases, additive noise of large intensity has a destructive
character. But if the external forcing Fext(t) of fixed fre-
quency has a stochastic additive component in the forcing
amplitude, the presence of noise can play a constructive
role similar to what is known from the stochastic reso-
p-4
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nance of periodically forced systems under the influence
of noise. In this way the favorable action of a periodic
forcing term on the generation of chimera behavior, as dis-
cussed in the previous section, can be enhanced by noise
if an appropriate resonance condition between the forcing
frequency and the noise intensity is met. Such novel be-
havior extends the phenomenon of stochastic resonance in
a non-delayed system under periodic forcing to chimera
behavior of a forced delayed-feedback oscillator; it can be
quantified by the power spectral properties, i.e., an en-
hanced signal-to-noise ratio and increased spectral peak,
as in the conventional stochastic resonance.
We add a stochastic term to the periodic forcing F (t)
which modulates the external forcing amplitude by Gaus-
sian white noise:
Fext(t) = (A+
√
2Dξ(t)) sin(2pifextt), (5)
where ξ(t) is normalized Gaussian white noise 〈ξ(t)〉 = 0,
〈ξ(t)ξ(t + τ)〉 = δ(τ), and D is the noise intensity. Here
we set fext = 0.005 and A = 0.004, which corresponds to
spatio-temporal chaos as induced by the external forcing
in the deterministic case (see point 5 in Fig. 3). In case of
weak noise the dynamics of the system (4) remains chaotic,
as shown in the space-time plot for point 1 in Fig. 4a.
However, increasing the noise intensity D leads to revival
of the chimera (see space-time plot for point 2 in Fig. 4a):
there is an optimal noise intensity for which the space-
time pattern of the system Eq. (4) strongly resembles a
deterministic chimera state. One can distinguish alternat-
ing sequences of regular and of chaotic dynamics in the
time series (upper panel of the inset), although both ap-
pear slightly noisy. The corresponding pseudo space-time
plot also shows the coexisting regular and chaotic domains
(lower panel of inset). Further increase of the noise inten-
sity destroys the noise-induced chimera (see space-time
plot for point 3 in Fig. 4a). This phenomenon of construc-
tive influence of noise in a periodically driven nonlinear
system is similar to stochastic resonance [26, 27]. Indeed,
the noise-induced formation of chimera states is accom-
panied by an increase of the peak of the power spectrum
Smax at the resonance frequency fext (Fig. 4a,b), followed
by a decrease upon further increase of the noise intensity.
The optimum noise window for observation of the chimera
state is marked by green shading in Fig. 4a). Such non-
monotonic behavior as a function of noise intensity is also
found in the signal-to-noise ratio (SNR, see Appendix)
(Fig. 4a). The revival of the chimera states occurs after
passing through the point of maximum SNR. The scenario
leading from completely incoherent chaotic dynamics at
D = 0 to the noise-induced chimera state at D = 4×10−7
is shown in more detail in Fig. 4c, it clearly shows how
noise increasingly suppresses the chaotic dynamics in the
coherent domain of the chimera state.
Conclusion. – We have studied a delayed-feedback
oscillator model with negative feedback under external
deterministic and stochastic forcing. The dynamics is
strikingly different from the Ikeda model, which is also
a delayed-feedback oscillator, but with opposite sign of
the delayed feedback. A scenario for the transition from
complete coherence to complete incoherence via salt-and-
pepper like solitary states has been identified when the
nonlinearity parameter of the oscillator is varied. Further,
we have shown that chimera states with controllable
characteristics, e.g., a desired number of incoherent
clusters can be induced by using external periodic forcing.
A generalized form of synchronization with the driving
signal leads to Arnold tongues of multi-chimera states
when the driving frequency obeys a resonance condition,
independently of initial conditions. We have also shown
that noise can play a constructive role for controlling the
chimera state. Noisy modulation of the external forcing
amplitude can induce chimeras in regimes where they do
not exist without noise; this is reminiscent of stochastic
resonance. Since we have used a simple paradigmatic
delayed-feedback oscillator model, our results seem to be
applicable to a wide range of delay systems, e.g., in optics
and electronics, as well as in other fields where nonlinear
delayed-feedback can play a role.
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Appendix. – Numerical procedure – In all numerical
simulations the Heun method with time step ∆t = 0.005
was used. We have used random initial conditions in the
interval of delay. An exception is Fig. 2c,d, where Eq. (1)
was initially modeled with external forcing, using param-
eters corresponding to a one-cluster chimera state (point
3 in Fig.2). Then Eq. (1) was integrated without external
forcing using this chimera state as initial condition.
Signal-to-noise ratio – Here we will describe the method
of calculation of the signal-to-noise ratio, which is a com-
mon measure for stochastic resonance. The power spec-
trum for chimera states under stochastic driving for the
parameters of Fig. 4 and an optimum noise intensity D is
depicted in Fig. 5. It includes the spectral peak Smax at
the frequency of external forcing, which is also the main
peak in the power spectrum. The power spectrum also
has a minimum Smin close to the spectral peak. In radio-
physics the most common definition of the signal-to-noise
ratio (SNR) is SNR = PS/PN , where PS is the power
of the signal and PN is the noise power. The following
formula of SNR corresponds to the harmonic external in-
put signal in experiments: SNR = Hs/Hn, where Hs is
the height of the spectral line above the background noise
level in the power spectrum, and Hn is the background
noise level close to the resonance frequency fext, and thus
in terms of the power spectrum SNR = Smax−SminSmin .
p-5
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Fig. 5: Power spectrum S(f) of x(t) of the noise-induced
chimera states (Eq. (4) with external force Eq. (5)). The in-
set shows a blow-up of the parts near the two minima be-
tween the main peak, which defines Smin. Parameters: ε =
0.005, g = 0.1, a = 200, b = 0.2,m1 = 7,m2 = 1, τ = 200, A =
0.004, fext = 0.005, D = 5× 10−7.
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