There have been many recent studies on gaze recognition system in the field of HCI (Human Computer Interaction). This system will be the most natural and intuitive HCI system due to the application of gaze direction or biomedical Signals. We propose a multimodal user interface system using the nine directional gaze recognition based on image, EOG (Electrooculography) 
Introduction
In recent research on Human-Computer Interaction (HCI), sense recognition technologies have been used in various human-computer interaction applications. In particular, gaze recognition-based interfaces are popular studies for HCI because it can be very useful in the field of human interface research. A typical example is that gaze recognition can substitute for typing on a keyboard and moving a mouse. Older people and disabilities who do not have the full use of their hands can still type using gaze recognition technology [1] .
Older people and disabilities increasingly constitute a large portion of the population, and they are likely to be active IT users. Therefore, issues of IT and aging are of much interest to not only researchers, but also to practitioners within the domain of HCI. Therefore, it is essential to develop an input device that is friendly to older adults and one that achieves higher performance.
Older people and disabilities increasingly constitute a large portion of the population, and they are likely to be active IT users. Therefore, issues of IT and aging are of much interest to not only researchers, but also to practitioners within the domain of human-computer interaction (HCI). Therefore, it is essential to develop an input device that is friendly to older adults and one that achieves higher performance.
There are many reports suggesting that older adults exhibit deficits in various cognitive-motor tasks [2, 3] . Spatial abilities, that is, the capacity to acquire, manipulate and use information on Web pages have been shown to decline with age [4] , and this might account for the difficulties that older adults face as they surf the Web. Kelly and Charness [5] showed that spatial abilities may be important for mediating the effects of age on computing skills. Processing speed refers to the ability to quickly and accurately acquire, interpret and respond to information. Salthouse [6] pointed out that reductions in processing speed are common explanations for many age-related deficits in task performance.
Therefore, it is expected that the decrease of motor functions in older adults hinders their ability to successfully use input devices such as a mouse, and it generally leads to a relatively longer pointing time and lower pointing accuracy in comparison with those of young counterparts.
The possibility of utilizing the user's eye movement or Electroencephalography (EEG) as means of computer input has been investigated [7] [8] [9] [10] . Methods to use eye movements are mostly based on electrooculography (EOG) [8] or an eye tracking system [9, 10] . In case of the EOG-based systems, an input system based on EEG [11] cannot be used to carry out continuous pointing.
There has been recent advancement in the technology of measuring a user's visual line of gaze in real time. Appropriate human-computer interaction techniques that incorporate eye movement into a human-computer dialogue have been developed [12] [13] [14] [15] [16] [17] [18] [19] . Those studies have confirmed the advantage of using eye-gaze input systems. However, a few studies, except for Murata [19] , have examined the effectiveness of such systems with older adults. Murata [19] discussed the usability of an eye-gaze input system to aid older adults with interacting with computers. An eye-gaze input system was found to lead to faster pointing time as compared with mouse input, especially for older adults, by systematically manipulating experimental conditions such as the movement distance, target size and direction of movement conditions. However, there have been no systematic studies on 1) conditions (such as the distances between targets and targets' sizes) under which high accuracy is assured when using an eye-gaze input system, or 2) of how the direction of eye movement affected the performance of an eye-gaze input system. Such an approach would be necessary to promote easy access to computers and/or IT for older adults.
Age, the arrangement of targets (vertical and horizontal), the target size and the distance between adjacent targets were selected as experimental factors in our study. The condition of distance between adjacent rectangles and target size under which high accuracy is assured when using an eye-gaze input system was identified. We also have investigated how the direction of eye movement affected the performance of an eye-gaze input system.
Related Works

Face and Eye Region Detection
The first step of image-based gaze recognition is the detection of the face and eye regions in images. We use the AdaBoost algorithm based on Haar-like features for eye and face region detection. Figure 1 shows an example of the Haar-like features. Haar-like features are used as a kind of feature representation for object detection. The feature value is determined by subtracting the pixel sum of the black rectangular region from the pixel sum of the white region. The input image is scanned across location and scale [20] . AdaBoost is a method to construct a strong classifier by combining weak multiple classifiers. A weak classifier is a single-layer perceptron, and is defined by Equation (1). 
Where each weak classifier j h is associated with a feature j f and a threshold j θ , and x indicates the size of the sub-window.
The Haar-like features obtained by the AdaBoost learning algorithm are classified in stages, as shown in Figure 2 . 
EOG Signal Acquisition
EOG is the electrical signal produced by the potential difference between the eye retina and cornea. This difference is due to the large presence of electrically active nerves in the retina compared to the front of the eye. Many experiments show that the corneal part is a positive pole and the retina part is a negative pole in the eyeball.
EOG data was collected with an electronic EOG measuring device that is called QEEG-8(Model No: LXE5208, LAXTHA Inc.). Furthermore, the EOG patterns of the subjects were stored in computers with 256Hz sampling and 12-bit AD converting. In our system, six Ag-AgCl electrodes are employed to attain the EOG signals. Figure 3 shows the electrode placement. The horizontal plane electrode is positioned on the temples to acquire horizontal EOG signals, and the vertical electrode is placed roughly above the midline of the eye to get the vertical EOG and eye blinking signals. The reference electrode is placed at the mastoid. Figure 4 , EOG data in gaze recognition was collected via the pre-structured EOG data collection program. The program collected data in categories of the subject's personal data, detailed configurations of the equipment, EOG patterns and so on. The Implementation of a gaze direction recognition system using EOG is used to measure eye movement. The proposed system gathers EOG data that is suitable for experimental conditions. After gathering the EOG of the 
Proposed Multimodal User Interface
In this paper, we combine the results of image and EOG gaze recognition to improve system performance. EOG signals can be gaze recognized only when there is movement of the eye, and for images, recognition rate is higher when look at particular direction without eye movement. Consequently, in this paper, we propose multimodal gaze recognition system using EOG and image for solve these problems. The proposed multi-modal system is selected whether the EOG or image, depending on eye movement. In other words, system to select gaze recognition results using EOG when there are eye movements, and when no eye movements, system to select gaze recognition results using image. Figure 5 shows a block diagram of the multimodal gaze recognition system using image and EOG. We use the AdaBoost algorithm based on Haar-like features for eye region detection in an image. The detected eye image undergoes pre-processing, and SVM (Support Vector Machine) features are extracted. The raw-score of the eye image is calculated by the SVM algorithm, and it is utilized in gaze recognition. Using this feature set, we calculate the raw-score of the EOG using the Movement Classifier Deterministic Finite Automata. Since the raw-scores of image and EOG have different distributions, we apply the sigmoid function to normalize these rawscores from 0 to 1. Finally, we compose the multimodal gaze recognition system by fusing these normalized-scores using a weighted-summation method. The fused-score is used to classify the gaze direction. 
SVM-Based Gaze Recognition System using Image
In this paper, we propose and implement SVM-based gaze recognition system using detected eye region image by Haar-like based Adaboost algorithm. Figure 6 shows a detected face and eye region using Haar-like based Adaboost algorithm.
Since the SVM was proposed by Cortes and Vapnik [21] , it has been successfully applied in many pattern recognition problems. SVM is a linear classifier in high dimension space with minimal structural risk. Suppose the pattern is given as
, where is the feature vector and
is the class label. The linear decision function in SVM is defined as Equation (2) b)
Where, weight w is the linear combination of Support Vectors (SVs)
The decision boundary is determined by maximizing the structural margin between the two classes. The optimization problem is equivalent to the quadratic programming problems [13] . The kernel function in SVM plays a role if mapping a feature vector to a higher dimensional space and dot product. By replacing the dot products with the kernel function
, we obtain the linear discriminant function in high dimension feature space. The most often used kernel functions in eye recognition are polynomial with degree d, Gaussian RBF and Multi-Layer Perceptron [17] . A 2-d polynomial SVM is trained to recognize eyes in images. The eye candidates are cut from images and preprocessed, and they are then sent to the SVM. The false positives are fed back to the SVM and used as negative samples for later training. The single SVM shows good recognition rate for high resolution images. However, its performance deteriorates for mixed-quality images.
For training, we collected 1,600 eye patterns. Non-eye patterns are generated randomly at different locations and scales from more than 12,800 images, some non-eye, collected with various subjects about 12,800 non-eye patterns are used for training our system.
Gaze Direction Recognition using EOG
The system block diagram is shown in Figure 7 , which is composed of three parts: EOG acquisition, EOG signals processing unit and the recognition part. EOG acquisition circuit acquires EOG signals and transmits them to the computer via USB. The EOG processing unit performs online noise removal (Band-pass filter, Data Smoothing) and blinking detection. According to the pre-designed command tables, the detection results will be transformed into the output control commands.
To avoid the problem of signal variability, a threshold method is employed to transfer the EOG signals into the square signals for further processing. If the amplitude of EOG signals is higher (lower) than the threshold, then it is set to 1(-1), otherwise, it equals 0. In this way, some rectangular pulses can be acquired and waveforms are shown in Figure 8 . Nine-directional gaze recognition is performed as shown in Figure 6 . At a state S1, a square signal is fed into all channels at the same time. The square value transits into a state S2 when the value of the signal changes to ±1. Moreover if the value of the signal lasts at ±1, then the square value stays at the state S2 and a transition count value of each channel is equal to the sum of previous count value and the square value. If at least one of the count values of each channel is bigger than 13 at state S2, then a state transition to S3 occurs. At state S3, the count value calculated by equation (5) 
Finally, at state S4, nine-directional gaze recognition is performed by a simple algorithm as follows. 
CHMM-Based Speech Recognizer
In this paper, we implements a Vocabulary-Independent Speech Recognizer (VISR) composing standard with tied state tri-phone that is extracted from a decision tree. In VISR, the sampling rate is 8 KHz and the frame length is 10ms; this thesis allows for 50% overlapping. In order to extract the feature vectors of each frame from given speech data, this thesis applied the MFCC (Mel Frequency Cepstral Coefficient-whole the 39th feature vectors: MFCC the 13th, Delta and Delta-Delta). MFCCs are coefficients that represent audio sound. They are derived from a type of cepstral representation of an audio clip (a "spectrum-of-a-spectrum"). The difference between the cepstrum and the mel-frequency cepstrum is that the frequency bands are logarithmically positioned in MFC (on the mel scale), which approximate the human auditory system response more closely than the linearly-spaced frequency bands that are directly obtained from FFT or DCT. This can allow for better data processing, for example, in audio compression, unlike the sonogram.
We use a Continuous Hidden Markov Model (CHMM), and it uses the Viterbi algorithm as the recognition and search algorithm. The Viterbi algorithm is a dynamic programming algorithm for finding the most likely sequence of hidden states (called the Viterbi path) that result in a sequence of observed events, especially in the context of hidden Markov models. The forward algorithm is a closely related algorithm for computing the probability of a sequence of observed events. These algorithms form a subset of the information theory [22] . Figure 10 shows the speech recognition system interface, and the recognition confidence score is greater than 75. 
Experiments and Results
The proposed multimodal user interface system is implemented using Microsoft Visual C++ 6.0 on a PC with a web cam and EOG acquirement device. We construct a database consisting of eye images and EOG under constraints such as illumination and noiseless environments, to evaluate the proposed system. The captured images are acquired at a resolution of pixels, where captured images were normalized pixels after the pre-processing procedure, and the EOG is acquired with sampling rates of 256Hz. The experimental database has a total of 1,800 images and EOG for 10 subjects.
Gaze recognition using an image
The propose system was implements experiments on the comparison of proposed difference image entropy gaze recognition system(40.17%), gaze recognition system using eye corner and eye's center(32.56%) and gaze recognition system based on PCA(53.12%) to evaluate performance of proposed system. The experimental results, recognition rate of nine directions was 81.33% for the gaze recognition system based on proposed SVM. Nine directions was 82.25%, when image filtering method using difference image entropy implemented. The experimental results proved the high performance better than existed gaze recognition system. Table 1 shows the results of the 10 test runs. These are the recognition rates of nine gaze directions: Top Left, Top, Top Right, Left, Center, Right, Bottom Left, Bottom and Bottom Right. Table 2 shows the gaze direction recognition rate was 81.63%. Most of the gaze recognition results in nine directions shows similar rate of recognition approximately. However, the rate of recognition of top direction is lower than the others because a little eye movement occurs at a lower rate of recognition. 
Gaze recognition using EOG
Multimodal gaze direction recognition using image/EOG
In the experimental results, the gaze recognition rate was 85.34%. Thus, we confirm that the performance of the proposed system is better than the performance obtained using image or EOG individually. We thus demonstrate the effectiveness of the proposed method. Figure 11 shows the example of proposed multimodal user interface. In the proposed system, starting and stopping the process of drawing are performed via speech recognition. Moreover, the shape and color of a figure can be selected. A cursor can be moved in a fixed pixel by multimodal gaze direction recognition. For instance, a cursor moves -10 pixels along the y axis when top direction recognition occurs. Moreover, the cursor moves +10 pixels along the y axis and -10 pixels along the x axis when the bottom left direction occurs. 
Conclusion
In this paper, we propose a multimodal user interface using speech, image and EOG. In this experiment a new type of natural interface is developed for the next-generation ubiquitous applications along with a combination of multiple input modalities to support natural human-computer interaction. Moreover, the proposed method uses a hands-free manipulation interface for drawing via a paint application that applies the image and EOG signals. Using these signals, obtained from a simple human-computer interface, the direction of the operator voice and gaze are recognized. The paint application was controlled by combining voice.
In the experimental results, we obtain 82.25% for image gaze direction recognition and 81.63% in EOG gaze direction recognition. We encompass the multimodal recognition system using a weightedsummation operation with simple structure and superior performance in the fusing phase. We fuse the normalized-scores of image and EOG recognition to improve the overall recognition performance. Finally, many applications can be developed using image and EOG because this technique provides the users more independence in their environments, especially in the case of the implementation applications in assistive systems for the disabled. Therefore, improving this technique could be of great potential and help in the future.
Future work is necessary to research a method for improving gaze direction recognition rate. Also, we will improve the usability of the paint application by adding new gaze direction, voice orders and control strategy.
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