This paper describes the statistical machine translation system developed at RWTH Aachen University for the English→Romanian translation task of the ACL 2016 First Conference on Machine Translation (WMT 2016).
Introduction
We describe the statistical machine translation (SMT) systems developed by RWTH Aachen University for English→Romanian language pair for the evaluation campaign of WMT 2016. Combining several single machine translation engines has proven to be highly effective in previous submissions, e.g. (Freitag et al., 2013; Freitag et al., 2014a; Peter et al., 2015) . We therefore used a similar approach for this evaluation. We trained individual systems using state-of-the-art phrasebased, hierarchical phrase-based translation engines, and attention-based recurrent neural networks ensemble. Each single system was optimized and the best systems were used in a system combination.
This paper is organized as follows. In Sections 2.2 through 2.5 we describe our translation software and baseline setups. Sections 2.6 describes the neural network models used in our translation systems. The attention based recurrent neural network ensemble is described in Section 2.7. Sections 2.8 explains the system combination pipeline applied on the individual systems for obtaining the combined system. Our experiments for each track are summarized in Section 3 and we conclude with Section 4.
SMT Systems
For the WMT 2016 evaluation campaign, the RWTH utilizes three different state-of-the-art translation systems:
• phrase-based
• hierarchical phrase-based
• attention based neural network ensemble
The phrase-based system is based on word alignments obtained with GIZA++ (Och and Ney, 2003) . We use mteval from the Moses toolkit (Koehn et al., 2007) an TERCom to evaluate our systems on the BLEU (Papineni et al., 2002) and TER (Snover et al., 2006) measures. All reported scores are case-sensitive and normalized.
Preprocessing
The preprocessing of the data was provided by LIMISI. The Romanian side was tokenized using their tokro toolkit (Allauzen et al., 2016 to appear) . The English side was tokenized using the Moses toolkit (Koehn et al., 2007) . Both sides were true cased with Moses.
Phrase-based Systems
Our phrase-based decoder (PBT) is the implementation of the source cardinality synchronous search (SCSS) procedure described in (Zens and Ney, 2008) . It is freely available for noncommercial use in RWTH's open-source SMT toolkit, Jane 2.3 1 (Wuebker et al., 2012) . Our baseline contains the following models: Phrase translation probabilities and lexical smoothing in both directions, word and phrase penalty, distancebased reordering model, n-gram target language models and enhanced low frequency feature (Chen et al., 2011) , a hierarchical reordering model (HRM) (Galley and Manning, 2008) , and a highorder word class language model (wcLM) ) trained on all monolingual data. The phrase table is trained on all bilingual data. Additionally we add synthetic parallel data as described in Section 2.4. Two different neural network models (cf. Sections 2.6) are applied in reranking. The parameter weights are optimized with MERT (Och, 2003) towards the BLEU metric.
Hierarchical Phrase-based System
The open source translation toolkit Jane 2.3 (Vilar et al., 2010) is also used for our hierarchical setup. Hierarchical phrase-based translation (HPBT) (Chiang, 2007) induces a weighted synchronous context-free grammar from parallel text. Additional to the contiguous lexical phrases, as used in PBT, hierarchical phrases with up to two gaps are extracted. Our baseline model contains models with phrase translation probabilities and lexical smoothing probabilities in both translation directions, word and phrase penalty. It also contains binary features to distinguish between hierarchical on non-hierarchical phrases, the glue rule, and rules with non-terminals at the boundaries. The enhanced low frequency feature (Chen et al., 2011) and the same n-gram language models as described in our PBT system are also used. We utilize the cube pruning algorithm (Huang and Chiang, 2007) for decoding. Neural networks are applied in reranking similar to the PBT system and the parameter weights are also optimized with MERT (Och, 2003) towards the BLEU metric.
Synthetic Source Sentences
The training data contains around 600k bilingual sentence pairs. To increase the amount of usable training data for the phrase-based and the neural machine translation systems we translated part of the monolingual training data back to English in a similar way as described by (Bertoldi and Federico, 2009 ) and (Sennrich et al., 2016 to appear) .
We created a simple baseline phrase-based system for this task. All bilingual data is used to extract the phrase table and the system contains one language model which uses the English side of the bilingual data combined with the English News Crawl 2007-2015, News Commentary and News Discussion data.
This provides us with nearly 2.3M additional parallel sentences for training. The phrase-based system as well as the attention-based neural network system are trained with this additional data.
Backoff Language Models
Both phrase-based and hierarchical translation systems use three backoff language models (LM) that are estimated with the KenLM toolkit (Heafield et al., 2013) and are integrated into the decoder as separate models in the log-linear combination: A full 4-gram LM (trained on all data), a limited 5-gram LM (trained only on indomain data), and a 7-gram word class language model (wcLM). All of them use interpolated Kneser-Ney smoothing. For the word class LM, we train 200 classes on the target side of the bilingual training data using an in-house tool similar to mkcls. With these class definitions, we apply the technique described in to compute the wcLM on the same data as the large LM.
Recurrent Neural Network Models
Our systems apply reranking on 1000-best lists using recurrent language and translation models. We use the long short-term memory (LSTM) architecture for recurrent layers (Hochreiter and Schmidhuber, 1997; Gers et al., 2000; Gers et al., 2003) . The models have a class-factored output layer (Goodman, 2001; Morin and Bengio, 2005) to speed up training and evaluation. The class layer consists of 2000 word classes. The LSTM recurrent neural network language model (RNN-LM) (Sundermeyer et al., 2012 ) uses a vocabulary of 143K words. It is trained on the concatenation of the English side of the parallel data and the News Crawl 2015 corpus, amounting to 2.9M sentences (70.7M running words). We use one projection layer, and 3 stacked LSTM layers, with 350 nodes each.
In addition to the RNN-LM, we apply the deep bidirectional joint model (BJM) described in (Sundermeyer et al., 2014a) in 1000-best reranking. As the model depends on the complete alignment path, this variant cannot be applied directly in decoding (Alkhouli et al., 2015) . The model assumes a one-to-one alignment between the source and target sentences. This is generated by assigning unaligned source and target words to unaligned tokens that are added to the source and target vocabularies. In addition the source and target vocabularies are extended to include aligned tokens, which are used to break down multiply-aligned source and target words using the IBM-1 translation tables. For more details we refer the reader to (Sundermeyer et al., 2014a) .
The BJM has a projection layer, and computes a forward recurrent state encoding the source and target history, a backward recurrent state encoding the source future, and a third LSTM layer to combine them. The architecture is shown in Figure 1. All layers have 350 nodes. The model was trained on 604K sentence pairs, having 15.4M and 15.7M source and target words respectively. The has respectively 33K and 55K source and target vocabulary.
The neural networks were implemented using an extension of the RWTHLM toolkit (Sundermeyer et al., 2014b) .
Attention Based Recurrent Neural Network
The second system provided by the RWTH is an attention-based recurrent neural network (NMT) similar to . We use an implementation based on Blocks (van Merriënboer et al., 2015) and Theano (Bergstra et al., 2010; Bastien et al., 2012) . The network uses the 30K most frequent words on the source and target side as input vocabulary. The decoder and encoder word embeddings are of size 620, the encoder uses a bidirectional layer with 1024 GRUs (Cho et al., 2014) to encode the source side. A layer with 1024 GRUs is used by the decoder.
The network is trained for up to 300K iterations with a batch size of 80. The network was evaluated every 10000 iterations and the best network on the newsdev2016/1 dev set was selected.
The synthetic training data is used as described in Section 2.4 to create additional parallel training data. The new data is weighted by using the News Crawl 2015 corpus (2.3M sentences) once, the Europarl corpus (0.4M sentences) twice and the SETimes2 corpus (0.2M sentences) three times. We use an ensemble of 4 networks, all with the same configuration and training settings. If the neural network creates unknown word the source word where the strongest attention weight points to is copied to the target side. We did not use any regularization as dropout or Gaussian noise.
System Combination
System combination is applied to produce consensus translations from multiple hypotheses which are obtained from different translation approaches. The consensus translations outperform the individual hypotheses in terms of translation quality. A system combination implementation which has been developed at RWTH Aachen University (Freitag et al., 2014b ) is used to combine the outputs of different engines. The first step in system combination is generation of confusion networks (CN) from I input translation hypotheses. We need pairwise alignments between the input hypotheses, and the alignments are obtained by METEOR (Banerjee and Lavie, 2005) . The hypotheses are then reordered to match a selected skeleton hypothesis in terms of word ordering. We generate I different CNs, each having one of the input systems as the skeleton hypothesis, and the final lattice will be the union of all I generated CNs. In Figure 2 an example of a confusion network with I = 4 input translations is depicted. The decoding of a confusion network is finding the shortest path in the network. Each arc is assigned a score of a linear model combination of M different models, which include word penalty, 3-gram language model trained on the input hypotheses, a binary primary system feature that marks the primary hypothesis, and a binary voting feature for each system. The binary voting feature for a system is 1 iff the decoded word is from that system, and 0 otherwise. The different model weights for system combination are trained with MERT.
Experimental Evaluation
All three systems use the same preprocessing as described in Section 2.1. The phrase-based system in its baseline configuration was improved by 0.6 BLEU and 0.7 TER points on newstest2016 by adding the synthetic data as described in Section 2.4. The neural networks (Section 2.6 improve the The neural networks also improve the hierarchical phrase-based system by 1.0 BLEU and 2.9 TER. We did not try to add the synthetic data to the hierarchical system.
Adding the synthetic data to the NMT system improve the baseline system by 3.8 BLEU and 3.5 TER. An ensemble of four similarly trained networks gives an additional improvement of 2.1 BLEU and in 3.1 TER.
The final step was to combine all three systems using the system combination (Section 2.8) which added another 0.8 BLEU points on top of the neural network system, but caused a small degradation in TER by 0.5 points.
The lower BLEU and higher TER score in Table  2 for the NMT system show that the translations created by it differ more from the PBT and HPBT system then there translation between each other.
Conclusion
RWTH participated with a system combination on the English→Romanian WMT 2016 evaluation campaign. The system combination included three different state-of-the-art systems: A phrasebased, a hierarchical phrase-based and a stand alone attention-based neural network system. The phrase-based and the hierarchical phrase-based systems where both supported by a neural network LM and BJM. Synthetic data was used to improve the amount of parallel data for the PBT and the NMT system. We achieve a performance of 26.9 BLEU and 55.4 TER on the newstest2016 test set.
