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ABSTRACT
We analyze new HST/COS spectra for two quasar absorption outflows seen in the quasi-stellar
object LBQS 1206+1052. These data cover, for the first time, absorption troughs from S iv, Si ii, and
P v. From the ratio of the S iv* to S iv column densities, we measure the electron number density of
the higher-velocity (−1400 km s−1, v1400) outflow to be log(ne) = 4.23+0.09−0.09 cm−3 and constrain the
lower-velocity (−730 km s−1, v700) outflow to log(ne) > 5.3 cm−3. The ne associated with the higher-
velocity outflow is an order of magnitude larger than reported in prior work. We find that the previous
measurement was unreliable since it was based on density-sensitive absorption troughs that were likely
saturated. Using photoionization models, we determine the best χ2-minimization fit for the ionization
parameter and hydrogen column density of the higher-velocity outflow: log(UH) = −1.73+0.21−0.12 and
log(NH) = 21.03
+0.25
−0.15 cm
−2, respectively. We calculate from UH and ne a distance of 500+100−110 pc
from the central source to the outflow. Using an SED attenuated by the v700 outflow yields a two-
phase photoionization solution for the v1400 outflow, separated by a ∆U u 0.7. Otherwise, the
resultant distance, mass flux, and kinetic luminosity are similar to the unattenuated case. However,
the attenuated analysis has significant uncertainties due to a lack of constraints on the v700 outflow
in 2017.
Keywords: galaxies: active — galaxies: kinematics and dynamics — ISM: jets and outflows — quasars:
absorption lines — quasars: general — quasars: individual(LBQS 1206+1052)
1. INTRODUCTION
A large fraction (∼20–40% of all quasars; Hewett &
Foltz 2003; Dai et al. 2008; Knigge et al. 2008) of quasar
spectra have blueshifted absorption troughs with respect
to the rest frame of the quasar, indicative of outflow-
ing material. These outflows are typically classified
according to the widths of their absorption troughs.
Widths greater than 2000 km s−1, between 500 and
2000 km s−1, and less than 500 km s−1 are labeled
broad absorption lines (BALs), mini-broad absorption
lines (mini-BALs), and narrow absorption lines (NALs),
respectively (e.g. Weymann et al. 1991; Aldcroft et al.
1994; Reichard et al. 2003; Vestergaard 2003; Hamann &
Sabra 2004; Trump et al. 2006). These intrinsic outflows
are prime candidates for producing active galactic nu-
∗ Based on observations with the NASA/ESA
Hubble Space Telescope obtained at the Space Telescope
Science Institute, which is operated by the Association
of Universities for Research in Astronomy, Incorporated,
under NASA contract NAS5-26555.
cleus (AGN) feedback processes: curtailing the growth
of the host galaxy (e.g. Ciotti et al. 2009; Hopkins et
al. 2009; Schaye et al. 2015; Choi et al. 2017; Peirani
et al. 2017), explaining the relationship between the
masses of the central black hole and the host galaxy
(e.g. Silk & Rees 1998; Blandford & Begelman 2004;
Booth & Schaye 2009; Hopkins et al. 2009; Dubois et al.
2014; Rosas-Guevara et al. 2015; Volonteri et al. 2016;
Angle´s-Alca´zar et al. 2017), and chemical enrichment
of the intergalactic and intracluster medium (e.g. Scan-
napieco & Oh 2004; Khalatyan et al. 2008; Tornatore
et al. 2010; Barai et al. 2011; Taylor & Kobayashi 2015).
A crucial parameter needed to determine the impact of
these outflows is their distance from the central source
(R). These distances can be inferred from simultane-
ously determining the hydrogen number density (nH)
and ionization parameter (UH) of the outflow. To date,
∼20 distances for quasar outflows have been determined
using this method by our group (e.g. de Kool et al. 2001,
2002; Korista et al. 2008; Moe et al. 2009; Bautista et
al. 2010; Dunn et al. 2010; Aoki et al. 2011; Edmonds
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et al. 2011; Arav et al. 2012, 2013, 2015; Borguet et al.
2012, 2013; Chamberlain et al. 2015; Chamberlain &
Arav 2015; Xu et al. 2018) and others (e.g. Hamann et
al. 2001; Gabel et al. 2005; Finn et al. 2014; Lucy et
al. 2014). These distances are in the range of parsecs
to tens of kiloparsecs, many orders of magnitude more
distant than accretion disk wind models predict (e.g.
Murray et al. 1995; Proga et al. 2000; Proga & Kallman
2004).
AGN outflows also show variability on timescales of
months to years (e.g. Lundgren et al. 2007; Gibson et
al. 2008; Filiz Ak et al. 2013; Grier et al. 2015; McGraw
et al. 2017, 2018). This variability primarily manifests
as changes in the depth of the trough with a few cases
of velocity changes (e.g. Hamann et al. 1997; Vilkoviskij
& Irwin 2001; Grier et al. 2016). Two supported possi-
bilities to account for these depth changes are a change
in the ionizing photon rate incident on the outflow (e.g.
Arav et al. 2015; Grier et al. 2015; Wang et al. 2015;
Wildy et al. 2015) or a change in the total hydrogen
column density by material moving into the line of sight
(e.g. Hamann et al. 2008; Hall et al. 2011; Vivek et al.
2012; Capellupo et al. 2013). Recent work by He et
al. (2017) favors the former as the dominant cause for
trough variability.
LBQS 1206+1052 was reported in the Large Bright
Quasar Survey catalog by Hewett et al. (1995). Later,
Gibson et al. (2009) identified a Mg ii (λλ 2796, 2803)
trough in a Sloan Digital Sky Survey spectrum (data
release 5), classifying it as a LoBAL quasar. Work by
Ji et al. (2012) identified two outflows, v700 (centroid
velocity ≈ −730 km s−1) and v1400 (centroid veloc-
ity ≈ −1400 km s−1), from Mg ii and He i* absorption
troughs. These outflows cover a velocity width of ∼2000
km s−1. Chamberlain & Arav (2015) analyzed archival
HST/COS spectra from 2010 and determined the dis-
tance of the v1400 outflow from the central source to be
840 pc. There was concern, however, that the absorp-
tion troughs used to calculate the density could have
been saturated, which can lead to an overestimation of
R, prompting the follow-up observations in this work.
Sun et al. (2017) presented a four-year (2012–2016) ob-
serving campaign of LBQS 1206+1052. Balmer absorp-
tion was identified for the v700 outflow, which yielded
an estimate for the hydrogen number density in the
range of 109–1010 cm−3 and a distance of ∼1 pc. Both
the v1400 and v700 outflows showed absorption trough
variability (only trough depth) consistent with the ion-
izing source changing.
In this paper, we present in Section 2 the new Hub-
ble Space Telescope Cosmic Origins Spectrograph
(HST/COS) observations of LBQS 1206+1052, which
cover a larger wavelength range compared to the 2010
observations. We also discuss in Section 2 the spectral
fitting for the continuum and emission lines. Section 3
details the extraction of ionic column densities, pho-
toionization modeling, and density calculations of the
new observations as well as from the 2010 data. Our
results and discussion on the physical properties, dis-
tances, energetics, and variability of the outflows are in
Section 4. A summary with conclusions is in Section 5.
We adopt an h = 0.7, Ωm = 0.3, and ΩΛ = 0.7 cos-
mology throughout this paper (see, e.g. Bennett et al.
2014).
2. OBSERVATIONS, DATA REDUCTION, AND
SPECTRAL FITTING
LBQS 1206+1052 (J2000: R.A. = 12 09 24.079,
decl. = +10 36 12.06, z = 0.3955) was first observed
by HST/COS in 2010 May (PID 11698) and again in
2017 July (PID 14777). The details of each observa-
tion are given in Table 1. The new observations cover
a larger wavelength range, allowing for more density-
sensitive diagnostics to be observed. For consistency,
the 2010 data were reprocessed in the same way as the
2017 data, using up-to-date calibration files for each ob-
servation. The 2010 data were obtained at COS detector
lifetime position 1 (LP1), for which the wavelength cali-
bration is described in STScI Newsletter (2016) and the
flat-field derivation in Ely et al. (2011). The 2017 data
were obtained at LP3, and we used updated wavelength
calibrations that are not yet publicly available to the
science community. Flat fields appropriate to LP3 were
derived at the new detector position using the methods
described in Ely et al. (2011). The data were reduced
with a modified version of the STScI CALCOS v3.2.1
pipeline software. This version estimates errors for each
pixel by the expression
erri =
(
N
(sit)2
)0.5
(1)
where erri is the error for pixel i, si is the sensitivity
for pixel i, N is the gross counts, and t is the exposure
time. Then, we binned each spectrum by 15 pixels and
added the errors in quadrature. Finally, to render our
Poisson-distributed errors as more similar to a Gaussian
distribution, we added an additional count of flux to the
errors, i.e.,
errGi = erri + (15sit)
−1 (2)
where errGi is the Gaussian distributed error for binned
position i, and 15 is the bin size.
The final one-dimensional spectrum for the 2017 data
is shown in Figure 1, while the spectrum for the 2010
data matches very well with Figure 11 of Sun et al.
(2017). There is a gap in the G130M detector around
1300 A˚. Absorption troughs from ions H i, C iii, N iii,
N v, O vi, Si ii, Si iii, P v, S iii, S iv, and S vi are
HST/COS Observations of Outflows in LBQS 1206+1052 3
Table 1. HST/COS observations from 2010 and 2017 for
LBQS 1206+1052.
Date
2010 May 8 2017 Jul 18 2017 Jul 18
HST/COS Grating G130M G130M G160M
Exposure Time (s) 4840 4320 4640
Observed Range (A˚) 1150–1445 1150–1445 1400–1780
Rest-frame Range (A˚) 825–1020 825–1020 1000–1275
identified for both outflows in Figure 1 as well. Follow-
ing the methodology of Chamberlain & Arav (2015),
we fit the unabsorbed continuum emission with a power
law and any emission lines with Gaussian profiles. The
emission lines typically have both broad and narrow
components originating from two distinct regions. The
power law is of the form F (λ) = F1100(λ/1100)
α, where
F1100 = 1.28 × 10−15 erg s−1 cm−2 A˚−1 and α = 2.4.
Since the absorption occurs on the blue side of the emis-
sion lines, the red side of each line was used to constrain
the Gaussian fits. The centroid of each Gaussian was
fixed at the rest-frame wavelength for each line, and
lines originating from the same ions were modeled with
the same FWHM. In the region where the power law
did not match the spectrum (1500–1650 A˚, observed
frame), a cubic spline was used to correct the fit. The
solid red contour in Figure 1 shows the full, unabsorbed
emission model adopted in this work.
3. DATA ANALYSIS
3.1. Ionic Column Density
We measured the column density of a particular ion by
using the apparent optical depth (AOD) method (Savage
& Sembach 1991). This method assumes the outflow
covers the source completely and homogeneously (i.e.
the optical depth is the same across the source at each
velocity). Therefore, for the optical depth,
τ(λ) ≡ −ln
(
Fobs(λ)
F0(λ)
)
(3)
where Fobs(λ) and F0(λ) are the observed flux and un-
absorbed emission model flux, respectively. The ionic
column density can then be solved from Equation (9) in
Savage & Sembach (1991):
Nion =
mec
pie2fλ
∫
τ(v)dv (4)
where Nion is the column density for an ionic transition,
me is the mass of the electron, c is the speed of light,
e is the electric charge, f is the oscillator strength for
the ionic transition, λ is the wavelength of the ionic
transition, and τ(v) is the optical depth as a function of
velocity. A variation of Equation (4) is used by Cham-
berlain & Arav (2015) for blended troughs. AGN out-
flow troughs have been shown to suffer from non-black
saturation, where the trough is saturated but the flux
does not reduce to zero (e.g. Arav et al. 2008; Borguet
et al. 2012, 2013). Typically, cases of non-black satura-
tion are identified when measured optical depth ratios
of two absorption lines from the same lower energy level
deviate from the theoretical value determined by their
oscillator strengths and wavelengths, i.e. τ2τ1 6=
λ2f2
λ1f1
. In
such cases, the AOD Nion measurement is treated as a
lower limit.
Figure 2 highlights the main troughs from the 2017
data, and the total ionic column density (excited plus
resonance column densities) for each ion of the v1400
outflow is listed in Table 2. The predicted column
densities from the best-fit model are also given (see Sec-
tion 3.2 and Figure 3). The excited states for N iii,
S iii, S iv, and Si ii have multiple transitions. These
transitions have small separations so we combine each
set of transitions into a single transition as labeled in
Figure 2. For the blended troughs of N iii and S iv,
we employed Equation (1) from Chamberlain & Arav
(2015) to calculate the ionic column densities. The blue
and red contours show the best component fits to each
trough. The light green contour is the combination of
the individual components for N iii. As in Figure 1,
the dark green, slanted lines show where the v700 ab-
sorption troughs should be located, contaminating each
measurement. This contamination is minor in the case
of S iv since the fitting effectively removes it, but is
potentially quite significant for N iii. However, as we
will discuss later in Section 4, we believe the N iii con-
tamination is small and does not affect our results.
For all other troughs in Figures 1 & 2, we calculate
the ionic column densities using Equation (4). The
shaded blue and red regions show the integration range
used for determining the ionic column densities of the
resonance and excited state transitions, respectively.
We estimate an upper limit for H i from the Lyman
limit near 912.3 A˚ in the same way as Chamberlain &
Arav (2015) with the expression τ = aνNH, where aν
is the photoionization cross section of H i. As stated
before, non-black saturation is a concern. For H i, mea-
surements closer to the Lyman limit are less saturated
since the oscillator strength decreases. Therefore, the
measurement at H i 923.2 A˚ is the largest lower limit we
reliably measure. Considering the very low abundance
of phosphorus (≈10−3 times the abundance of carbon),
we treat the P v column density as a measurement.
The column densities of O vi and Si ii are also taken
as measurements for reasons discussed in Section 4. All
other measurements are taken as lower limits. We cal-
culated the ionic column densities from the 2010 spectra
in the same way. Ar iv, like P v, has a small abundance
4 Miller et al.
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Figure 1. Portion of the HST/COS 2017 spectrum (in black) showing the main absorption features. The blue and red shaded regions are
the absorption trough transitions of the resonance and excited states, respectively, for the v1400 outflow. The slanted, dark green shaded
regions show the absorption trough transitions for the v700 outflow. The red contour is the unabsorbed emission model and the green
vertical lines indicate the Lyman series of hydrogen. The gray spectrum shows the errors, and emission lines are labeled in black.
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Table 2. Total Ionic Column Densities in Component
v1400
Ion Measured Adopted Best Model
(1013cm−2) (1013cm−2) (1013cm−2)
2017 Data
H i Upper Limit 28,000+2800−2800 28,000
+5600 33,000
H i Lower Limit 12,000+690−530 12,000−2400 33,000
N iii 710+60−60 710−140 2550
N v 510+55−20 510−100 740
C iii 82+5−3 82−16 10,800
O iii 1400+310−160 1400−280 31,500
O vi 430+8−7 430
+430
−86 1070
Si ii 9.0+1−0.8 9.0
+1.8
−1.8 8.1
Si iii 18+1.0−0.7 18−3.6 230
P v 8.2+1.4−1.1 8.2
+1.6
−1.6 6
S iii 97+9−8 97−19 200
S iv 630+60−60 630−130 610
S vi 230+11−8 230−47 230
2010 Data
H i Upper Limit 25,000+830−790 25,000
+5000 26,500
H i Lower Limit 16,000+1100−860 16,000−3200 26,500
N iii 690+31−31 690−140 2080
C iii 93+6−3 93−19 8810
O iii 1700+320−130 1700−340 24,700
O vi 410+15−11 410
+410
−82 940
S iii 89+16−13 89−18 160
S vi 210+9−7 210−42 200
Ar iv 160+94−42 160
+94
−42 120
Note—Total ionic column densities (excited plus resonance,
where applicable, of the v1400 outflow) for each observation
with the measured and adopted errors. The predicted column
densities from the best-fit Cloudy model are in the last col-
umn. Since the flux decreased from 2010 to 2017, Ar iv was
not reliably measured for the 2017 data.
(≈10−2 times the abundance of carbon), and therefore is
not likely saturated. In all measurements, the adopted
values (see Table 2) assume errors of at least 20% to
account for systematic uncertainties in the unabsorbed
emission model. These systematic uncertainties arise
from features like those seen in Figure 1 around the S iv
absorption troughs, where shifting the continuum to
better match those features results in total S iv column
density errors near 20%.
3.2. Photoionization Modeling
The ionization structure of the outflow determines
the ionic column densities we measured. Therefore, by
using the ionic column densities in conjunction with a
grid of Cloudy (Ferland et al. 2017, version c17.00) pho-
toionization models, a solution for the hydrogen column
density (NH) and ionization parameter can be found.
For each model, we assumed solar metallicity (Grevesse
et al. 2010), the UV-soft SED (Dunn et al. 2010), and a
stopping criterion that the proton to hydrogen density
ratio equals 0.01 (ensuring a wide range of NH). The
UV-soft SED was chosen since the overall UV–optical
spectrum shown in Figure 13 of Sun et al. (2017) re-
sembles AGN SEDs illustrated in Shang et al. (2005,
2011), which are similar to the UV-soft SED. In this
section, we do not take into account the effects the v700
outflow has on the SED before reaching the v1400 out-
flow (see Sun et al. 2017, their “shading effect”). This
is because the properties of the v700 outflow have not
been determined robustly since the Balmer, He i*, and
Mg ii absorption troughs were not covered in the 2017
epoch. However, in Section 4.5, we show that when the
v700 properties from Sun et al. (2017) are assumed, the
distance, mass flux, and kinetic luminosity for the v1400
outflow are only mildly affected by this “shading effect.”
For a particular pair of NH and UH, ionic column den-
sities from the model are compared to the measured
counterparts. In Figure 3, the colored contours for indi-
vidual ions show where the model predicted ionic column
densities are consistent (< 1σ) with the observed values.
The colored contours with solid, dotted, or dashed lines
show the ionic column densities treated as measure-
ments, upper limits, or lower limits, respectively. The
best-fit solution is determined through χ2-minimization
of the model predicted ionic column densities compared
to the measured, ionic column densities (all values in
Table 2). The solutions and corresponding 1σ uncer-
tainties are the black symbols and ellipses, respectively.
3.3. Electron Number Density
The energy level for the excited states of S iv, S iii,
Si ii, and N iii are populated by collisional excitations
with free electrons. Therefore, the relative populations
between the excited and resonance states depend on
the electron number density, ne. There is a small tem-
perature dependence, but the range in temperatures
allowed by the best-fit photoionization solution is less
than 1000 K (introducing only a few percent error in
ne). Following the methodology of previous works (e.g.
Korista et al. 2008; Borguet et al. 2012b; Arav et al.
2013, 2018; Chamberlain & Arav 2015), we used the
CHIANTI 8.0.7 database (Dere et al. 1997; Landi et al.
2013) to calculate the predicted population ratios of the
excited to resonance states for each ion. This ratio is
equal to the ratio of the column densities of the excited
to resonance states. The Nion measured values are given
in Table 3.
In the top panel of Figure 4, the colored, dashed con-
tours show the expected column density ratio as a func-
tion of electron number density for each ion at the tem-
perature of the 2017 photoionization solution, 13,200 K.
Overlaid on the contours are the measured column den-
6 Miller et al.
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Figure 2. Zoomed-in portions of Figure 1 (same shaded regions and error spectrum). Overlaid on the N iii and S iv troughs are blue
and red contours that are the components for the best-fit model of the v1400 outflow for each trough. For N iii, the combination of the
components is shown as a light green contour. The blue and red labels and similarly colored vertical, dashed lines identify the resonance
and excited line transitions, respectively, of each ion. The vertical, green dashed lines show the v700 outflow counterparts to the v1400
outflow line transitions.
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Figure 3. Top: photoionization solution for the v1400 outflow
based on the 2017 data. Bottom: photoionization solution for
the v1400 outflow based on the reprocessed 2010 data. For both
panels: the colored contours show the model parameters that are
consistent with the observed value. Solid, dotted, and dashed
contours represent ionic column densities taken as measurements,
upper limits, and lower limits, respectively. The shaded bands are
the 1σ uncertainties for each contour (see Table 2). The solutions
from Chamberlain & Arav (2015), CA 2015, and Sun et al. (2017),
Sun 2017, are also shown. The plus, cross, triangle, and square
symbols are the best χ2-minimization solutions and the black el-
lipses (not available for Sun 2017) encircling them are their 1σ
uncertainties.
sity ratios and uncertainties of each ion from the 2017
data (Table 3). As can be seen, the column density ra-
tios for N iii and S iii are consistent with 1, indicative of
saturation (Borguet et al. 2013; Arav et al. 2018). This
means the value of the true ratio could be greater than
or less than 1, depending on if the excited or resonance
trough is more heavily saturated (Arav et al. 2018).
The model predicted total column densities for N iii
and S iii in Table 2 supports the saturation claim since
Table 3. Excited and Resonance Ionic Column Den-
sities
Column Density v1400 v700 v1400
(1013 cm−2) 2017 Data 2017 Data 2010 Data
N(S iv*) 200+21−21 400
+24
−21 · · ·
N(S iv) 430+50−50 250
+17
−15 · · ·
N(Si ii*) 5.8+0.9−0.7 · · · · · ·
N(Si ii) 3.3+0.5−0.5 · · · · · ·
N(S iii*) 52+6−5 · · · 52+11−9
N(S iii) 45+7−6 · · · 55+11−9
N(N iii*) 370+30−30 · · · 360+24−24
N(N iii) 340+50−50 · · · 330+20−20
Note—Excited and resonance ionic column densities of the
density-sensitive ions for the v1400 and v700 outflows in
LBQS 1206+1052.
they are 2–3 times larger than each respective measured
value. Also, the upper error for the Si ii column density
ratio is large enough that the ratio is consistent with
the asymptotic maximum value. Therefore, the only
reliable measurement of the electron number density
is from the S iv column density ratio, which is firmly
below 1. We calculate a value for the electron number
density of log(ne) = 4.23
+0.09
−0.09 cm
−3 based on the S iv
column density ratio and treat the measurements from
the other column density ratios as lower limits.
4. RESULTS AND DISCUSSION
4.1. v1400 Outflow Properties, Distance, and
Energetics
Using the methodology of Borguet et al. (2013), we
determine the distance from the central source to the
v1400 outflow from the ionization parameter:
UH =
QH
4piR2nHc
(5)
where R is the distance from the central source, nH is
the hydrogen number density (ne = 1.2nH for highly
ionized plasma), c is the speed of light, and QH is the
ionizing hydrogen photon rate. We calculate QH by in-
tegrating the UV-soft SED, normalized to each epoch,
for energies above 1 Ryd. Sun et al. (2017) showed
that the UV portion of the spectrum is likely heavily
dust extincted. We concur with this assessment (see
Section 4.2). Therefore, we chose to scale the UV-soft
SED for the 2010 data to the same normalization as Sun
et al. (2017), L3000 = 4.7×1045 erg s−1. For the 2017
data, we scaled the normalization by the amount the
continuum level decreased between the 2010 and 2017
epochs (∼20%). This yields QH = 2.45 × 1056 s−1 and
QH = 3.09× 1056 s−1 for the 2017 data and 2010 data,
respectively. Following the assumptions of Borguet et
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Figure 4. Top: electron number density, ne, and distance from
the central source, R (Equation (5)), of the v1400 outflow based
on the 2017 data column density ratios of S iv, Si ii, S iii, and
N iii. The dashed contours are the expected ratios for each ion at
a given density for a temperature of 13,500 K, the average tem-
perature from the photoionization solution. The arrows indicate
lower limits. The solution for N iii from Chamberlain & Arav
(2015) is also shown. Bottom: the lower limit to the electron
number density for the v700 outflow based on the S iv ratio. The
dashed contours show the expected ratio for a given density for
two temperatures, encompassing the average temperatures based
on the photoionization solutions of Sun et al. (2017). This lower
limit is consistent with the Sun et al. (2017) range: ne = 109–1010
cm−3
al. (2012), the mass flow rate and kinetic luminosity are
given by the following expressions:
M˙ ' 4piΩRNHµmpv (6)
E˙K ' 1
2
M˙v2 (7)
Table 4. Comparison: Physical Properties, Distances,
and Energetics of the v1400 Component
Analysis TW TW CA Sun
Data 2017 2010 2010 2010
log(NH) 21.03
+0.25
−0.15 20.96
+0.21
−0.16 20.46
+0.17
−0.17 20.93
[cm−2]
log(UH) -1.73
+0.21
−0.12 -1.75
+0.20
−0.12 -1.82
+0.12
−0.12 -1.60
[dex]
log(ne) 4.23
+0.09
−0.09 · · · 3.03+0.06−0.06 3.08
[cm−3]
Distance 500+100−110
a590+120−130 840
+60
−60 2800
[pc]
M˙ 8.9+7.2−3.1
a8.8+5.8−3.2 9.0
+3.0
−3.0 40
[Myr−1]
log(E˙K) 42.8
+0.26
−0.19
a42.8+0.22−0.20 42.8
+0.15
−0.15 43.4
[erg s−1]
Note—Comparison between this work, TW, Chamberlain &
Arav (2015), CA, and Sun et al. (2017), Sun, of the physical
properties, distances, and energetics of the v1400 outflow in
LBQS 1206+1052.
aAssumes the 2017 data ne measurement.
where the global covering factor Ω = 0.08 (fraction of
outflows with S iv/S iv* troughs; Borguet et al. 2013),
R is the distance from the central source, µ = 1.4 is
the mean atomic mass per proton, NH is the hydrogen
column density, mp is the proton mass, and v is the
outflow velocity.
Table 4 contains the physical properties, energetics,
and distances for the v1400 outflow as determined by
this work, Chamberlain & Arav (2015), and Sun et al.
(2017). Since the column density ratios and total col-
umn densities (see Tables 2 and 3) of N iii and S iii
indicate saturation, and they were unaware of the dust
extinction, the results from Chamberlain & Arav (2015)
differ significantly from ours. However, their main con-
clusion that this outflow is not a major contributor to
AGN feedback still holds. The main difference between
our work and Sun et al. (2017), besides the number den-
sity, is the choice of SED. Sun et al. (2017) employed the
MF87 SED (Mathews & Ferland 1987), which is harder
in the UV compared to the UV-soft SED. Choosing the
MF87 SED results in a QH over two times larger than
ours, which when combined with the different electron
densities, gives the much larger distance they calculate.
4.2. Internal Dust Extinction
As stated in Section 4.1, Sun et al. (2017) provided ev-
idence that heavy dust extinction is present in the 2010
data. They noted that the emission line profiles of C iii
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λ977, N iii λ992, and O vi λ1031 had components too
wide to be from the narrow emission line region (typical
FWHM ∼500 km s−1) and too narrow to be from the
broad emission line region. This type of situation can
occur when the broad emission lines are suppressed by
dust extinction from the torus and intermediate-width
emission lines from the inner face of the torus begin to
dominate the observed emission line profiles (see, e.g.,
Li et al. 2015).
Similar intermediate-width emission lines are still seen
in the 2017 data. The fits to the emission lines of Ly
λ1216, O vi λ1032, and O vi λ1037 in the unabsorbed
emission model of Figure 1 comprise one weak but broad
(∼20% of max height, FWHM ∼6000 km s−1 with er-
rors <20%) and one strong yet still wide (∼80% of max
height, FWHM ∼1000 km s−1 with errors <15%) Gaus-
sian components. The former component is wide enough
to be originating from the broad emission line region,
but the latter component is too wide to be coming from
the narrow emission line region. The fits to the C iii
λ977 and N iii λ992 emission lines also only require
a single Gaussian component with an FWHM ∼1000
km s−1 (with errors <20%). The persistence of these
intermediate-width emission lines and disappearance of
the broad-line components blueward of O vi λ1032 lead
us to believe there is heavy dust extinction in the UV
spectrum.
4.3. Photoionization Variability
In Section 1, we mentioned two possible causes of
variability for outflow absorption troughs seen in quasar
spectra, a change in ionizing flux or material moving
into the line of sight, and that Sun et al. (2017) sup-
ported the former. As can be seen in Figure 3, the
2010 and 2017 photoionization solutions are compatible
with either cause. However, given the arguments of Sun
et al. (2017) that the absorption trough depths both
increased and decreased over time while the velocity re-
mained constant, gas clouds moving into and out of the
line of sight with the same velocity is highly unlikely.
Therefore, a change in ionizing flux is the likely cause
for the trough depth variability.
One concern Sun et al. (2017) had was the timescale
needed for the outflow to respond was too long
(∼20 years). However, with the larger density deter-
mined in this work, the timescale is over a factor of
10 shorter when the same expression from Sun et al.
(2017), t = (αine)
−1, is used. Thus, the outflow re-
sponse is quick enough for the optical depth changes
seen in Sun et al. (2017).
4.4. Saturation and Contamination
As stated in Section 3.1, the column densities of Si ii
and O vi were taken as measurements. Since the Si ii
column density ratio (1.76+0.43−0.30) is close to the maxi-
mum value physically allowed (∼2), we believe the Si ii
column density is not significantly saturated, if at all.
Sun et al. (2017) argued that the v1400 O vi λ1032
trough is saturated. They explained the residual inten-
sity of this trough as an intermediate-width emission
line that is not covered by the v1400 outflow. However,
the 2017 data cover the O vi λ1037 emission for the
first time, providing new constraints. Figure 5 shows
the spectrum, unabsorbed emission model, and O vi
absorption troughs centered around the O vi emission
lines as well as the decomposition of the unabsorbed
emission model (a power law with two broad and two
intermediate-width Gaussian profiles all in red). This
model is minimalistic in that the peak of the O vi λ1037
emission line is assumed to be the maximum and the
O vi λ1032 emission line is equal in strength. The O vi
λ1032 emission can be up to a factor of two higher (the
oscillator strengths for these lines differ by this same
factor) but cannot be weaker.
Given the minimalistic model, the v1400 outflow must
cover all components of the unabsorbed emission model,
or else the residual intensity should trace the Gaussian
profile for the O vi λ1032 emission line. Therefore,
the residual intensity is not from an uncovered emission
region, as was previously thought by Sun et al. (2017).
Since the column density measurement for the v1400
O vi λ1032 is less model dependent than the corre-
sponding v1400 O vi λ1037, we adopted its value and
gave a conservative upper error of a factor of two to
account for any saturation that may be present.
The contamination in the v1400 N iii troughs by the
v700 N iii troughs affects the v1400 N iii column den-
sity ratio (see Figure 2). If the contamination is large
enough, the v1400 N iii column density ratio could fall
sufficiently below 1 that there would be a discrepancy
between the value for the electron number density for
the v1400 outflow as determined by the N iii and S iv
column density ratios.
To estimate the amount of contamination, a constraint
on the v700 N iii column density ratio is needed. From
Sun et al. (2017), the hydrogen density, nH, was esti-
mated for the v700 outflow to be in the range of 109–1010
cm−3. To corroborate this result, we calculated the S iv
column density ratio (Table 3) for the v700 outflow from
the associated regions in Figure 2. As can be seen in
the lower half of Figure 4, we derived a lower limit on
the electron number density of log(ne) > 5.34 cm
−3
from the measured ratio and temperature range from
the photoionization solutions in Sun et al. (2017) for
the v700 outflow. Furthermore, we tested their best-fit
model by measuring the column density of P v λ1118
for the v700 outflow, a value of 17+3−3×1013 cm−2, and
found it to be consistent with the 16×1013 cm−2 value
predicted by the best-fit model. Therefore, the density
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Figure 5. Spectrum, unabsorbed emission model, and O vi absorption troughs centered around the O vi emission lines. In red,
the unabsorbed emission model components of the power law with two broad and two intermediate-width Gaussian profiles.
range is sound, and the N iii column density ratio for
the v700 outflow must be in the range of 1–2, depending
on the saturation.
The most contamination that can occur is when the
ratio is 1, maximizing the v700 N iii resonance column
density, which affects the value of the v1400 N iii ex-
cited column density. To estimate the v700 N iii column
density for the resonance transition, we calculated the
column density for the right half of the v700 N iii ex-
cited transition (between 989 A˚ and 992 A˚ , rest-frame;
Figure 2), which suffers the least contamination from
other troughs, and doubled it. This yielded a value of
90×1013 cm−2. Assuming this only affects the N iii
excited column density of the v1400 outflow (it would
affect both) and ignoring saturation in the v1400 N iii
troughs, the v1400 N iii column density ratio only de-
creases to 0.82+0.17−0.17, remaining consistent with a value
of 1.
4.5. v700 Outflow “Shading Effect” on the v1400
Outflow
To test the effects the v700 “shading” has on the v1400
outflow, we first used the best-fit parameters of Sun et
al. (2017) for the v700 outflow and generated a Cloudy
model, assuming the UV-soft SED. From this model, we
used the transmitted SED as the input SED to gener-
ate a new grid of models to find a new photoionization
solution for the v1400 outflow. The original UV-soft
SED and shaded SED can be seen in the top panel
of Figure 6. The major difference is the decrease in
photons between 4 and 100 Rydbergs. This decrease
in photons affects the ionization parameter required to
match the column densities of high-ionization ions like
O vi as seen in the bottom panel of Figure 6. The O vi
contour has shifted by ∼0.7 dex in ionization parame-
ter. This shift necessitates a two-phase photoionization
solution to satisfy the observed ionic column densities:
one component with log(NH) = 20.90
+0.26
−0.35 cm
−2 and
log(UH) = −1.72+0.17−0.20; and a second component with
log(NH) = 20.92
+0.33
−0.34 cm
−2 and log(UH) = −1.07+0.33−0.12.
A single-phase photoionization solution cannot satisfy
the ionic column densities of Si ii and O vi simultane-
ously without overpredicting the P v column density by
an order of magnitude.
The lower-ionization parameter solution contains nearly
all of the S iv column density, and therefore corresponds
to the same density as in the unshaded solution. This al-
lows for the distance to be determined. Using the same
normalization as in Section 4.1 and the shaded SED,
we calculate QH = 1.72 × 1056 s−1 and R=420+130−80 pc.
This yields a mass flux and kinetic luminosity of M˙ =
11.3+8.1−5.5 and log(E˙K) = 42.9
+0.23
−0.29 erg s
−1, respectively.
This distance, mass flux, and kinetic luminosity are
all consistent with the values determined for the un-
shaded photoionization solution. The main difference is
that the shaded solution requires a two-phase ionization
outflow with ∆U u 0.7.
5. SUMMARY AND CONCLUSIONS
In this paper, we presented new HST/COS spec-
tra for the quasar outflows seen in LBQS 1206+1052.
We identified absorption troughs in this spectra from
ions H i, C iii, N iii, N v, O iii, O vi, S iii,
S iv, S vi, Si ii, Si iii, and P v. Then, we calcu-
lated ionic column densities for the v1400 outflow from
these data as well as reprocessed, archival HST/COS
data (Table 2). From these ionic column densities
and a grid of photoionization models, we determined
the best-fit ionization parameter and hydrogen col-
umn density for each dataset: log(UH)= −1.75+0.20−0.12
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the transmitted SED after being shaded by the v700 out-
flow. Bottom: two-phase photoionization solution for the
v1400 outflow assuming the transmitted SED. The colored
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and log(NH)= 20.96
+0.21
−0.16 cm
−2 for the 2010 data and
log(UH)= −1.73+0.21−0.12 and log(NH)= 21.03+0.25−0.15 cm−2
for the 2017 data.
For the ions S iv, Si ii, S iii, and N iii, we detected
troughs from both resonance and excited states, the
ratios of which are density sensitive. These ratios were
compared to theoretical models of the ratio versus elec-
tron number density. The S iv column density ratio
provided the adopted electron number density, log(ne)
= 4.23+0.09−0.09 cm
−3. The column density ratios from N iii
and S iii were consistent with a value of 1, indicative
of saturation, and therefore only gave lower limits to
ne. The electron number density determined from the
Si ii column density ratio was also taken as a lower limit
since the upper limit of the ratio was consistent with ne
being much larger than the critical density. From the
adopted electron number density, the distance of the
v1400 outflow from the central source was calculated
with Equation (5), yielding R = 500+100−110 pc. Using
this distance and Equations (6) & (7), the mass flux
and kinetic luminosity were also determined to be M˙
= 8.9+7.2−3.1 Myr−1 and log(E˙K) = 42.8+0.26−0.19 erg s−1,
respectively.
The following conclusions emerge from this work:
1. The new observations, with the wider wavelength
coverage, were paramount in determining that the
correct electron number density for the v1400 out-
flow in LBQS 1206+1052 is over an order of magni-
tude larger than previously thought. This coupled
with accounting for dust extinction decreased the
distance by nearly a factor of two.
2. Using a shaded SED leads to a two-phase outflow
for the v1400 component but has little effect on R,
M˙ , and E˙K.
3. For the v700 outflow, using the S iv ratio, we set
a lower limit on the electron number density that
is consistent with previous results.
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