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Abstract
We provide conditions under which every solution (f,φ) of the functional inequality
f (x + y) − f (2x) + f (2y)
4
 φ(x, y)
satisfies f (x) = 12φ(x, x) and φ being biadditive and symmetric.
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1. Introduction
In connection with Φ-convex functions and Φ-subgradients, investigated by S. Rolewicz
(see [7]), the following question has aroused: find all differentiable functions f :R → R which
satisfies the inequality
f (x + y) − f (x) − f (y) f ′(x)y, x, y ∈ R.
This inequality has been investigated (among others) by K. Baron, B. Choczewski, R. Girgen-
sohn, Z. Kominek and M. Renardy (see [1,2,6]). The answer is that f has to be of the form
f (x) = cx2, where c ∈ R is an arbitrary constant.
In paper [1] of K. Baron and Z. Kominek a more general inequality
f (x + y) − f (x) − f (y) φ(x, y), x, y ∈ X, (1)
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neous with respect to the second variable. The general results of K. Baron and Z. Kominek gave
rise to investigate the above inequality under different assumptions imposed upon f and φ. In
papers [3–5] of ours we provide conditions under which every solution of (1) is of the form
f (x) = A(x) + 12φ(x, x), where A is an additive or a superadditive mapping and φ is biadditive
and symmetric. We distinguish cases where the domain of f is an abelian group, a uniquely
2-divisible abelian group or an inner product space.
Recently, Professor Z. Kominek (oral communication) has drown our attention to the follow-
ing functional inequality:
f (x + y) − f (2x) + f (2y)
4
 φ(x, y), x, y ∈ X. (2)
More precisely, he has found out a short proof of the fact that every three-times differentiable
function f :R → R which satisfies the inequality
f (x + y) − f (2x) + f (2y)
4
 f ′(x)y, x, y ∈ R,
is of the form f (x) = cx2. This result suggests that it is reasonable to investigate (2) under
suitable assumptions imposed upon φ.
In the present paper we will provide some results describing the inequality (2), which are
analogous to those presented in [3–5] in connection with (1). It turns out that the assumptions
imposed upon the solution (f,φ) may be weaker if we assume (2) instead of (1). Moreover,
the two inequalities are essentially different. However, the methods we use to deal with both
inequalities are quite similar.
In what follows, it is assumed that R denotes the real line, R+ = {t ∈ R: t  0} and N =
{1,2, . . .}.
2. Main results
Observe that if (X,+) is an abelian group, φ :X × X → R is biadditive and symmetric and
f0 :X → R satisfies
f0(x + y) f0(2x) + f0(2y)4 , x, y ∈ X, (3)
then f :X → R defined by f (x) = f0(x) + 12φ(x, x) for x ∈ X solves (2) (together with φ).
In the present paper we will provide conditions under which the converse implication is valid.
Therefore, it is desirable to give a description of the functional inequality (3). The next theorem
provides some facts connected with (3), see also Remarks 1 and 2.
Theorem 1. Assume that (X,+) is an abelian group and f0 :X → R satisfies (3). Then
f0(x)
1
3
f0(0), x ∈ X.
Moreover, if f0 has a zero, then f0 vanishes on the set 2X = {2x: x ∈ X}.
Remark 1. If (X,+) is an abelian group and f0 :X → R satisfies (3), then the following estima-
tion holds:
0 f0(2x) + f0(−2x)  f0(0) 3f0(y), x, y ∈ X.4
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by substituting y = −x in (3).
Remark 2. We will give three examples of solutions of (3).
(1) Let (X,+) be an abelian group and define f0 :X → R+ by the formula
f0(x) :=
{
0, x ∈ 2X,
arbitrary nonnegative, x /∈ 2X.
We can see that f0 satisfies (3) but does not need to be bounded from above if X = 2X.
(2) Fix a M ∈ R and define f0 :R → R by
f0(x) :=
{
3, x M,
1, x > M.
One may check that f0 satisfies (3). Therefore, we can see that if M > 0, then the estimation
f0(x) 13f0(0) in Theorem 1 holds with equality and thus cannot be sharpened.(3) Finally, it is clear that any function f0 :R → R which is nonnegative constant and Jensen
concave satisfies (3).
The next three theorems describe the solutions of inequality (2) in the case where X is an
abelian group or a uniquely 2-divisible abelian group.
Theorem 2. Assume that (X,+) is an abelian group, f :X → R and φ :X × X → R satisfy (2),
φ(x,−y)−φ(x, y), x, y ∈ X, (4)
and
lim inf
k→+∞ 4
−kφ
(
2kx,2ky
)
 φ(x, y), x, y ∈ X. (5)
Then there exists a solution f0 :X → R of (3) such that f (x) = 12φ(x, x) + f0(x) for x ∈ X.
Moreover, φ is biadditive and symmetric.
Theorem 3. Assume that (X,+) is an abelian group, f :X → R and φ :X × X → R satisfy (2),
(4), f (0) 0 and
φ(2x,2x) 4φ(x, x), x ∈ X. (6)
Then f (x) = 12φ(x, x) for x ∈ X. Moreover, φ is biadditive and symmetric.
Theorem 4. Assume that (X,+) is a uniquely 2-divisible abelian group, f :X → R and
φ :X × X → R satisfy (2), (4), f (0) 0 and
lim sup
k→+∞
4kφ
(
2−kx,2−kx
)
< +∞, x ∈ X,
lim inf
k→+∞ 4
kφ
(
2−kx,2−ky
)
 φ(x, y), x, y ∈ X. (7)
Then f (x) = 1φ(x, x) for x ∈ X. Moreover, φ is biadditive and symmetric.2
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case where X is a real inner product space with dimX  3.
Recall that a map P :R → R is called sublinear iff it is subadditive and satisfies condition
P(nx) = nP (x) for x ∈ R and n ∈ N.
Theorem 5. Assume that X is a real inner product space with dimX  3, f :X → R and
φ :X × X → R satisfy (2), (6), f (0) 0,
φ(x,−x)−φ(x, x), x ∈ X, (8)
and
φ(x, y) 0, x, y ∈ X, x ⊥ y. (9)
Then there exists a sublinear map P :R+ → R+ such that f (x) = 12φ(x, x) = −P(‖x‖2) for
x ∈ X.
Now, introduce a class F of real mappings on a real inner product space X (see also [5]). We
assume F to satisfy the following axioms:
(F1) if f ∈ F , α ∈ R+, β ∈ R and g :X → R is defined by g(x) := αf (βx) for x ∈ X, then
g ∈F ,
(F2) if (fn)n∈N is a nondecreasing sequence from F , pointwise convergent to f :X → R, then
f ∈F ,
(F3) if f ∈F , then f is locally bounded below at a point of X.
Theorem 6. Assume that X is a real inner product space with dimX  3, f ∈ F and
φ :X × X → R satisfy (5), (8), (9) and
f (x + y) − f (2x) + f (2y)
4
= φ(x, y), x, y ∈ X. (10)
Then there exist c ∈ R and a solution f0 :X → R of (3) such that f (x) = c‖x‖2 − f0(x) for
x ∈ X. Moreover, φ(x, y) 2c(x | y) for x, y ∈ X.
Theorem 7. Assume that X is a real inner product space with dimX  3, f ∈ F and
φ :X × X → R satisfy f (0) 0 and (7)–(10). Then there exists c ∈ R such that f (x) = c‖x‖2
for x ∈ X. Moreover, φ(x, y) = 2c(x | y) for x, y ∈ X.
3. Proofs
Proof of Theorem 1. Apply (3) with x = y = 0 to get that f0(0) 0. Next, the same inequality
applied with y = 0 leads to the estimation 4f0(x)  f0(2x) for each x ∈ X. Now apply (3)
with x = y to obtain that f0(2x)  0 for each x ∈ X. From the last two facts we infer that the
sequence (4−kf0(2kx))k∈N is nonincreasing and nonnegative and thus convergent. Therefore,
a map Q :X → R is well defined by the formula
Q(x) = lim f0(2
kx)
k
, x ∈ X.k→+∞ 4
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dividing this inequality side by side by 4k and tending with k to +∞, we arrive at
Q(x + y) Q(2x) + Q(2y)
4
= Q(x) + Q(y), x, y ∈ X;
thus Q is superadditive. One can easily check that a nonnegative and superadditive function has
to be equal to zero; therefore Q = 0.
Now, apply (3) with y = 0 to get
f0(0) 4f0(x) − f0(2x), x ∈ X.
Next, fix k ∈ N and apply this inequality with 2kx and divide it side by side by 4k to get
1
4k
f0(0)
1
4k−1
f0
(
2kx
)− 1
4k
f0
(
2k+1x
)
, x ∈ X.
Now, for an arbitrarily fixed N ∈ N, apply this inequality with k = 0,1, . . . ,N and sum up side
by side the inequalities obtained. We arrive at
N∑
k=0
1
4k
f0(0) 4f0(x) − 14N f
(
2N+1x
)
, x ∈ X,
whence, on tending with N to +∞, we obtain the estimation
4
3
f0(0) 4f0(x) + 4Q(x), x ∈ X,
which proves that f0(x) 13f0(0) for each x ∈ X.
Assume that f0(x0) = 0 for a certain x0 ∈ X. By the first part of the theorem we see that
f0  0 and f0(0) = 0. Now apply (3) with y = −x to get
f0(0)
f0(2x) + f0(−2x)
4
, x ∈ X.
Thus f0(2x) = 0 for each x ∈ X. This completes the proof. 
Proofs of the next theorems will be based upon two lemmas and some of our previous results,
which will be quoted below. We begin our investigations in the case where f and φ satisfy (2)
and (8) only.
Lemma 1. Assume that (X,+) is an abelian group, f :X → R and φ :X × X → R satisfy (2)
and (8). Then:
(a) 12f (0) φ(0,0) 0,(b) f (2x) 2φ(x, x) for x ∈ X,
(c) f (2x) + 4f (0) f (−2x) for x ∈ X,
(d) f (2x) 2φ(x, x) + 4f (0) for x ∈ X.
Proof. Apply (8) with x = 0 to get φ(0,0) 0. On the other hand, applying (2) with x = y = 0
leads to 12f (0) φ(0,0); thus (a) has been proved.
To prove (b), we need only to use (2) with y = x.
W. Fechner / J. Math. Anal. Appl. 324 (2006) 452–459 457Apply (2) with y = −x to get that
f (0) − f (2x) + f (−2x)
4
 φ(x,−x)−φ(x, x)−1
2
f (2x), x ∈ X,
which proves (c).
Now, observe that from the chain of inequalities above one may derive that
f (0) + φ(x, x) f (2x) + f (−2x)
4
, x ∈ X.
Moreover, from (c) applied with −x we get that
f (0) f (2x) − f (−2x)
4
, x ∈ X.
Summing up these two inequalities side by side, we obtain (d). This completes the proof. 
Lemma 2. Assume that (X,+) is an abelian group, f :X → R and φ :X × X → R satisfy (2),
(8) and
φ(x,0) 0, x ∈ X. (11)
Then
f (2x) 4f (x), x ∈ X.
In particular, if f |2X  0, then f  0.
Proof. Fix x ∈ X and use Lemma 1, part (a) and then inequalities (2) and (11) to get that
f (x) − f (2x)
4
 f (x) − f (2x) + f (0)
4
 φ(x,0) 0.
This completes the proof. 
Now, let us quote Lemma 1 from [3] (see also [4, Lemma 2]).
Lemma 3. Assume that f :X → R and φ :X × X → R satisfy (1) and (4). If
f (2x) = 4f (x), x ∈ X, (12)
then
f (x) = 1
2
φ(x, x), x ∈ X.
Moreover, φ is biadditive and symmetric.
Note that if f satisfies (12), then inequalities (1) and (2) are equivalent.
Now, we are able to prove Theorems 2–4.
Proof of Theorem 2. Of course, (4) implies (8) and (11). Fix x ∈ X; by Lemma 2, the sequence
(4−kf (2kx))k∈N is nonincreasing. Moreover, compiling Lemma 1, part (b) with the assump-
tion (5), we get that this sequence is bounded from below and thus convergent. Define a map
Q :X → R by the formula
Q(x) = lim f (2
kx)
k
, x ∈ X. (13)k→+∞ 4
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Q(x + y) − Q(x) − Q(y) = lim
k→+∞
1
4k+1
[
4f
(
2kx + 2ky)− f (2k+1x)− f (2k+1y)]
 lim inf
k→+∞
1
4k
φ
(
2kx,2ky
)
 φ(x, y), x, y ∈ X.
Now, we are at the point to apply Lemma 3 with f = Q. We get that φ is biadditive and sym-
metric and Q(x) = 12φ(x, x) for x ∈ X. To finish the proof observe that a map f0 := f − Q
satisfies (3). 
Proof of Theorem 3. We have f (0) = 0, thus by Lemma 1, parts (b) and (d) we obtain that
f (2x) = 2φ(x, x) for x ∈ X. Jointly with Lemma 2 and with (6) we get that f (2x) = 4f (x) for
x ∈ X. Now, it suffices to apply Lemma 3 to finish the proof. 
Proof of Theorem 4. Fix x ∈ X. Lemma 2 implies that the sequence (4kf ( x2k ))k∈N is nonde-
creasing. Next, Lemma 1, part (d) and the first part of (7) imply that this sequence is bounded
from above and thus convergent. Define a map Q :X → R by the formula
Q(x) = lim
k→+∞ 4
kf
(
x
2k
)
, x ∈ X. (14)
Calculations analogous to those occurring in the proof of Theorem 2 show that Q and φ satisfy
assumptions of Lemma 3. Therefore φ is biadditive and symmetric. Now, define f0 :X → R by
f0 := f − Q. Observe that f0 is nonpositive and satisfies (3), which together with Theorem 1
implies that f0 = 0, i.e., f = Q. This completes the proof. 
In order to prove the last three theorems, we need to quote two more results of ours [5, Theo-
rem 1 & Corollary 1].
Theorem 8. Let X be a real inner product space with dimX  3. If f :X → R satisfies (12) and
f (x + y) − f (x) − f (y) 0, x, y ∈ X, x ⊥ y, (15)
then there exists a sublinear map P :R+ → R such that
f (x) = −P (‖x‖2), x ∈ X. (16)
Conversely, for each sublinear map P :R+ → R a function f :X → R given by (16) fulfills (12)
and (15).
Corollary 1. Let X be a real inner product space with dimX  3. If f :X → R is locally
bounded below at a point of X and satisfies (12) and (15), then there exists c ∈ R such that
f (x) = c‖x‖2, x ∈ X. (17)
Proof of Theorem 5. Of course, (9) implies (11). From Lemmas 1 and 2 and from (6) it follows
that f satisfies (12). To finish the proof it remains to apply Theorem 8. 
Proof of Theorem 6. One can check that a map Q :X → R is well defined by the formula (13).
Moreover, Q ∈F , Q(2x) = 4Q(x) for x ∈ X and, by (5)
Q(x + y) − Q(x) − Q(y) φ(x, y), x, y ∈ X.
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obtain that φ(x, y) 2c(x|y) for x, y ∈ X.
Now define a map f0 :X → R by f0(x) = c‖x‖2 − f (x) for x ∈ X. One may check that
f0(x + y) − f0(2x) − f0(2y)4 = 2c(x | y) − φ(x, y) 0, x, y ∈ X,
thus f0 satisfies (3). This completes the proof. 
Proof of Theorem 7. Fix x ∈ X. We have already checked (proof of Theorem 4) that the se-
quence (4kf ( x2k ))k∈N is nondecreasing and bounded from above and thus convergent. Define a
map Q :X → R by the formula (14). We can check that the assumptions of Corollary 1 are satis-
fied by Q and φ. Thus there exists c ∈ R such that Q(x) = c‖x‖2 for x ∈ X. We may also check
that from (7) it follows that 2c(x | y) φ(x, y) for x, y ∈ X. Now, observe that a map f0 :X → R
given by f0(x) = c‖x‖2 − f (x) for x ∈ X satisfies the conditional functional equation
f0(x + y) = f0(2x) + f0(2y)4 , x, y ∈ X, x ⊥ y.
Setting x = y = 0, we get f0(0) = 0. Next, put y = 0 to obtain that f0(2x) = 4f0(x) for x ∈ X.
This implies that f (2x) = 4f (x) for x ∈ X and, in consequence, f = Q. Thus the proof has
been completed. 
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