We propose what appears to be the first anomaly detection framework that learns from positive examples only and is sensitive to substantial differences in the presentation and penalization of normal vs. anomalous points. Our framework introduces a novel type of asymmetry between how false alarms (misclassifications of a normal instance as an anomaly) and missed anomalies (misclassifications of an anomaly as normal) are penalized: whereas each false alarm incurs a unit cost, our model assumes that a high global cost is incurred if one or more anomalies are missed. We define a few natural notions of risk along with efficient minimization algorithms. Our framework is applicable to any metric space with a finite doubling dimension. We make minimalistic assumptions that naturally generalize notions such as margin in Euclidean spaces. We provide a theoretical analysis of the risk and show that under mild conditions, our classifier is asymptotically consistent. The learning algorithms we propose are computationally and statistically efficient and admit a further tradeoff between running time and precision. Some experimental results on real-world data are provided.
Introduction
Cost-sensitive learning [10, 38] is an active research area in machine learning. In this framework, different costs are associated with different types of misclassification errors. In general, these costs differ for different types of misclassification. Classifiers are then optimized to minimize the expected cost incurred due to their errors. This is in contrast with cost-insensitive learning, where classification algorithms are optimized to minimize their error rate -the expected fraction of misclassified instances, thus implicitly making the (often unrealistic) assumption that all misclassification errors have the same cost.
Cost-sensitive classification is often useful for binary classification, when the datasets under consideration are highly imbalanced and consist mostly of normal instances and with only a small fraction of anomalous ones [19, 23] . Since the terms "false positive" and "false negative" are confusing in the context of anomaly detection, we call a normal instance misclassified as an anomaly a false alarm and an anomaly misclassified as normal a missed anomaly. Typically, the cost of a missed anomaly is much higher than that of a false alarm.
We consider a cost-sensitive classification framework, in which learning is based on normal instances only and anomalies are never observed during training. Our framework introduces a novel type of asymmetry between how false alarms and missed anomalies are penalized: whereas each false alarm incurs a unit cost, our model assumes that a high global cost is incurred if one or more anomalies are missed.
As a motivating example for our framework, consider a warehouse equipped with a fire alarm system. Each false fire alarm automatically triggers a call to the fire department and incurs a unit cost. On the other hand, any nonzero number of missed anomalies (corresponding to one or more fires breaking out in the warehouse) cause a a single "catastrophic" cost corresponding to the warehouse burning down one or more times (only the first time "matters").
We define a natural notion of risk and show how to minimize it under various assumptions. Our framework is applicable to any metric space with a finite doubling dimension. We make minimalistic assumptions that naturally generalize notions such as margin in Euclidean spaces. We provide a theoretical analysis of the risk and show that under mild conditions, our classifier is asymptotically consistent. The learning algorithms we propose are efficient and admit a further tradeoff between running time and precision -for example, using the techniques of [15] to efficiently estimate the doubling dimension and the spanner-based approach described in [14] to quickly compute approximate nearest neighbors. Some experimental results on real-world data are provided.
Related work
The majority of published cost-sensitive classification algorithms assume the availability of supervised training data, were all instances are labeled (e.g. [9, 12, 24, 32, 35, 38, 39] ).
Some work considers semi-supervised cost-sensitive classification. Qin et al. [29] present costsensitive classifiers for training data that consists of a relatively small number of labeled instances and a large number of unlabeled instances. Their implementations are based on the expectation maximization (EM) algorithm [8] as a base semi-supervised classifier. Bennett et al. [4] present ASSEMBLE, an adaptive semi-supervised ensemble scheme that can be used to to make any costsensitive classifier semi-supervised. Li et al. [22] recently proposed CS4VM -a semi-supervised cost-sensitive support vector machine classifier. Other cost-sensitive semi-supervised work involves attempts to refine the model using human feedback (see, e.g., [16, 25, 27] ).
Our framework falls within the realm of one-class classification [34] since learning is done based on normal instances only. Crammer and Chechik [7] consider the one-class classification problem of identifying a small and coherent subset of data points by finding a ball with a small radius that covers as many data points as possible. Whereas previous approaches to this problem used a cost function that is constant within the ball and grows linearly outside of it [3, 30, 33] , the approach taken by [34] employs a cost function that grows linearly within the ball but is kept constant outside of it. Other papers employing the one-class SVM technique include [18, 26] . Also relevant is the approach of [31] for estimating the support of a distribution -although in this paper, the existence of a kernel is assumed, which is a much stronger assumption than that of a metric.
Definitions and notation We use standard notation and definitions throughout. A metric d on a set X is a positive symmetric function satisfying the triangle inequality d(x, y) ≤ d(x, z)+d(z, y); together the two comprise the metric space (X , d). The diameter of a set A ⊆ X is defined by diam(A) = sup x,y∈A d(x, y). In this paper, we always denote diam(X ) by ∆. For any two subsets
The Lipschitz constant of a function f : X → R is defined to be the smallest L > 0 that makes |f (x) − f (y)| ≤ Ld(x, y) hold for all x, y ∈ X . For a metric space (X, d), let λ be the smallest number such that every ball in X can be covered by λ balls of half the radius. The doubling dimension of X is ddim(X ) = log 2 λ. A metric is doubling when its doubling dimension is bounded. Note that while a low Euclidean dimension implies a low doubling dimension (Euclidean metrics of dimension k have doubling dimension O(k) [17] ), low doubling dimension is strictly more general than low Euclidean dimension.
Throughout the paper we write ½ {·} to represent the 0-1 truth value of the subscripted predicate.
Paper outline The rest of this paper is organized as follows. In Section 2 we present our theoretical results: first, for the idealized case where the data is well-separated by a known distance, and then for various relaxations of this demand. Some experimental results are provided in Section 3. We close with a discussion and ideas for future work in Section 4.
Theoretical results

Preliminaries
We define the following model of learning from positive examples only. The metric space (X , d) is partitioned into two disjoint sets, X = X + ∪ X − , where X + are the "normal" points and X − are the "anomalous" ones. The normal set X + is endowed with some (unknown) probability distribution P and the training phase consists of the learner being shown n iid draws of X i ∈ X + according to P . In the testing phase, the learner is asked to classify a new X ∈ X as normal or anomalous. By assumption, normal test points are drawn from P , but no assumption is made on the distribution of anomalous test points.
Further structural assumptions are needed to make the problem statement non-trivial. By analogy with common separability assumptions in supervised learning by hyperplanes, we make the following assumption:
for some separation distance γ > 0. We distinguish the two types of classification error: when a normal point is wrongly labeled as an anomaly, we call this a false alarm, and when an anomaly is wrongly classified as normal, we call this an missed anomaly.
Known separation distance
When the separation distance γ is known, we propose a simple classification rule f : X → {−1, 1} as follows: given a sample S ⊂ X + , classify a new point x as normal (corresponding to f (x) = 1) if d(x, S) ≤ γ and as anomalous (f (x) = −1) if d(x, S) > γ. Our assumption (1) implies that f will never make a missed anomaly error, and we can use the techniques of [14] to bound the false alarm rate of this classifier. Define the false alarm rate of f by
(2) Theorem 1. Given a training set S = {X 1 , . . . , X n } drawn from X + iid under the distribution P , define the proximity classifier f n,γ as above:
Then, with probability at least 1 − δ, this classifier achieves a false alarm rate that satisfies
where
and ddim(X ) is the doubling dimension of X .
Proof. Consider the function h :
h has the smallest Lipschitz constant among all the functions satisfying (i) and (ii).
It is shown in [14, 36] that h (a) has Lipschitz constant 1/γ and (b) the function x → sgn h(x) is realized by f n,γ defined in (3). Corollary 3 in [14] shows that the collection of real-valued 1/γ-Lipschitz functions defined on a metric space X with doubling dimension ddim(X ) and diameter ∆ has a fat-shattering dimension at scale 1/16 of at most (8∆/γ) ddim(X )+1 . The claim follows from known generalization bounds for function classes with a finite fat-shattering dimension (e.g., Theorem 1.5 in [2] ).
⊓ ⊔ Remark 1. Note that the approach via Rademacher averages in general yields tighter bounds than those obtained from fat-shattering bounds; see [36] .
In the sequel, we will find it useful to restate the estimate in Theorem 1 in the following equivalent form. Corollary 1. Let f n,γ be the proximity classifier defined in Theorem 1, based on a sample of size n. Then, for all 0 ≤ t ≤ 1, we have
Proof. An equivalent way of stating (4) is that
holds with probability less than δ. Putting t = A n,γ − B n ln δ and solving for δ yields the claim. ⊓ ⊔
Definition of risk
We define risk in a nonstandard way, but one that is suitable for our particular problem setting. Because of our sampling assumptions -namely, that the distribution is only defined over X + -there is a fundamental asymmetry between the false alarm and missed anomaly errors. A false alarm is a well-defined random event with a probability that we are able to control increasingly well with growing sample size. Thus, any classifier f has an associated false alarm rate FA(f ) defined in (2) . Since f n,γ itself is random (being determined by the random sample), FA(f n,γ ) is a random variable and it makes sense to speak of E[FA(f n,γ )] -the expected false alarm rate. A missed anomaly is not a well-defined random event, since we have not defined any distribution over X − . Instead, we can speak of conditions ensuring that no missed anomaly will ever occur; the assumption of a separation distance is one such condition. If there is uncertainty regarding the separation distance γ, we might be able to describe the latter via a distribution G(·) on (0, ∞), which is either assumed as a prior or somehow estimated empirically.
Having equipped γ with a distribution, our expression for the risk at a given value of γ 0 becomes
which reflects our modeling assumption that we pay a unit cost for each false alarm and a large "catastrophic" cost C for any nonzero number of missed anomalies.
Classification rule
As before, we assume a unit cost incurred for each false alarm and a cost C for any positive missed anomalies. Let A n,γ and B n be as defined in Corollary 1 and assume in what follows that n is sufficiently large so that A n,γ < 1 (the bounds are vacuous for smaller values of n).
When γ is known, the only contribution to the risk is from false alarms, and it decays to zero at a rate that we are able to control. Theorem 2. Suppose the separation distance γ is known. Let f n,γ be the proximity classifier defined in Theorem 1, based on a sample of size n. Then
where A n,γ and B n are as defined in Corollary 1 and n is assumed large enough so that A n,γ < 1.
Proof. We compute
where the first inequality is an application of Corollary 1.
⊓ ⊔
When the exact value of the separation distance γ is unknown, we consider the scenario where our uncertainty regarding γ is captured by some known distribution G (which might be assumed a priori or estimated empirically).
In this case, the risk associated with a given value of γ 0 is:
where the inequality follows immediately from Theorem 2. Our analysis implies the following classification rule: compute the minimizer γ * of R n (·) and use the classifier f n,γ * . As a sanity check, notice that A n,γ grows inversely with γ (at a rate proportional to 1/γ ddim(X )+1 ), so γ * will not be arbitrarily small. Note also that R n (γ 0 ) → 0 as n → ∞ for any fixed γ 0 .
2.5
No explicit prior on γ
Instead of assuming a distribution on γ, we can make a weaker assumption. In any discrete metric space (S, d), define the quantity we call isolation distance
this is the maximal distance from any point in S to its nearest neighbor. Our additional assumption will be that ρ < γ (in words: the isolation distance is less than the separation distance). This means that we can take ρ -a quantity we can estimate empirically -as a proxy for γ. We estimate ρ = ρ(X + , d) as follows. Given the finite sample X 1 , . . . , X n drawn iid from X + , defineρ
It is obvious thatρ n ≤ ρ and for countable X , it is easy to see thatρ n → ρ almost surely. The convergence rate, however, may be arbitrarily slow, as it depends on the (possibly adversarial) sampling distribution P .
To obtain a distribution-free bound, we will need some additional notions. For x ∈ X , define B ǫ (x) to be the ǫ-ball about x:
For S ⊂ X , define its ǫ-envelope, S ǫ , to be
For ǫ > 0, define the ǫ-covering number, N (ǫ), of X as the minimal cardinality of a set E ⊂ X such that X = E ǫ . Following [5] , we define the ǫ-unseen mass of the sample S = {X 1 , . . . , X n } as the random variable
It is shown in [5] that the expected ǫ-unseen mass may be estimated in terms of the ǫ-covering numbers, uniformly over all distributions.
Theorem 3 ([5])
. Let X be a metric space equipped with some probability distribution and let U n (ǫ) be the ǫ-unseen mass random variable defined in (7) . Then for all sampling distributions we have
where N (ǫ) is the ǫ-covering number of X .
Corollary 2. Let U n (ǫ) be the ǫ-unseen mass random variable defined in (7) . Then
.
Proof. For doubling spaces, it is an immediate consequence of [21] and [1, Lemma 2.6] that
Substituting the latter estimate into Theorem 3 yields the claim. ⊓ ⊔ Our final observation is that for any sample X 1 , . . . , X n achieving an ǫ-net, the correspondinĝ ρ n satisfiesρ n ≤ ρ ≤ρ n + 2ǫ. We are now in a position to write down an expression for the risk. The false-alarm component is straightforward: takingγ =ρ n + 2ǫ, the only way a new point X could be misclassified as a false alarm is if it falls outside of the ǫ-envelope of the observed sample. Thus, this component of the risk may be bounded by 1 en
On the other hand a missed anomaly can only occur ifγ > γ. Unfortunately, even thougĥ γ =ρ n + 2ǫ is a well-defined random variable, we cannot give a non-trivial bound on P (γ > γ) since we know nothing about how close ρ is to γ. Therefore, we resort to a "flat prior" heuristic (corresponding roughly to the assumption Pr[ρ + t∆ > γ] ≈ t), resulting in the missed-anomaly risk term of the form 2Cǫ ∆ .
Combining the two terms, we have
which is minimized at
2Cen .
Note that as n → ∞, we have ǫ n → 0 and R n (ǫ n ) → 0, implying an asymptotic consistency of the classifier f n,ρn+2ǫn for this type of risk. Observe also that analogous asymptotically consistent estimators are straightforward to derive for risk bounded by
for any a > 0. Fig. 1 . A schematic presentation of the various quantities defined in Section 2.5. In the left diagram, ǫ is too small, resulting in false alarms. On the right, a too-large value of ǫ leads to missed attacks.
Experiments
Methodology
We experimented with several datasets, both synthetic and real-world. The Euclidean metric
was used in each case. For each dataset, a false alarm incurs a unit cost and any number of missed anomalies incurs a catastrophic cost C. The value of C is strongly tied to the particular task at hand. In order to obtain a rough estimate in the case of an attack on a computer network, we consulted various figures on the damage caused by such events [13, 37] and came up with the rough estimate of 300, 000 for C; this was the value we used in all the experiments. The diameter ∆ is estimated as the largest distance between any two sample points and the doubling dimension ddim(X ) is efficiently approximated from the sample via the techniques of [15] . The figures presented are the averages over 10 trials, where the data was randomly split into training and test sets in each trial.
Before we list the classifiers that were tested, a comment is in order. For a fair comparison to our proposed method, we need a classifier that is both (i) cost-sensitive and (ii) able to learn from positive examples only. Since we were not able to locate such a classifier in the literature, we resorted to adapting existing techniques to this task. The following classifiers were trained and tested on each dataset:
• Asymmetric Anomaly Detector (AAD) is the classifier f n,ρn+2ǫn proposed in Section 2.5 of this paper.
• Peer Group Analysis (PGA) is an unsupervised anomaly detection method proposed by Eskin et al. [11] that identifies the low density regions using nearest neighbors. An anomaly score is computed at a point x as a function of the distances from x to its k nearest neighbors. Although PGA is actually a ranking technique applied to a clustering problem, we implemented it as a one-class classifier with k = 1. Given the training sample S, a test point x is classified as follows. For each x i ∈ S, we pre-compute the distance to x i 's nearest neighbor in S, given by
To classify x, the distance to the nearest neighbor of x in S,
The test point x is classified as an anomaly if d x = d(x, S) appears in a percentile α or higher among the {d i }; otherwise it is classified as normal. We set the parameter α = 0.01 (obviously, it should depend on the value of C but the dependence is not at all clear).
• Global Density Estimation (GDE), proposed by [20] is also an unsupervised density-estimation technique using nearest neighbors. Given a training sample S and a real value r, one computes the anomaly score of a test point x by comparing the number of training points falling within the r-ball B r (x) about x to the average of |B r (x i ) ∩ S| over all x i ∈ S. We set r to be twice the sample average of d(x i , S \ {x i }) to ensure that the average number of neighbors is at least one. In order to convert GDE into a classifier, we needed a heuristic for thresholding anomaly scores. We chose the following one, as it seemed to achieve a low classification error on the data: x is classified as normal if exp(−((N r (x) −N r )/σ r ) > 1/2, where N r is the number of r-neighbors of x in S,N r is the average number of r-neighbors over the training points, and σ r is the sample standard deviation of the number of r-neighbors.
Each classifier is evaluated based on the cost that it incurred on unseen data: c units were charged for each false alarm and an additional cost of C for one or more missed anomalies. As an additional datum, we also record the cost-insensitive classification error.
Data sets
We tested the classifiers on the following three data sets.
2D-Single-Cluster. This is a two-dimensional synthetic data set. As shown in Figure 2 , the normal data points are concentrated along a thin, elongated cluster in the middle of a square, with the anomalies spread out uniformly. A total of 363 points were generated, of which 300 were normal with 63 anomalies. For the normal points, the x-coordinate was generated uniformly at random and the y-coordinate was a function of x perturbed by noise. A positive separation distance was enforced during the generation process. 9D-Sphere. This is a 9-dimensional synthetic data set containing 550 instances. The coordinates are drawn independently from mean-zero, variance-35 Gaussians. Points with Euclidean norm under 90 were labeled as "normal" and those whose norm exceeded 141 were labeled "anomalies". Points whose norm fell between these values were discarded, so as to maintain a strong separation distance.
BGU ARP. The abbreviation ARP stands for "Address Resolution Protocol", see [28] . This is a dataset of actual ARP attacks, recorded on the Ben-Gurion University network. The dataset contains 9039 instances and 23 attributes extracted from layer-2 (link-layer) frames. Each instance in the dataset represents a single ARP packet that was sent through the network during the recording time. There were 173 active computers on the network, of which 27 were attacked. The attacker temporarily steals the IPv4 addresses of its victims and as a result, the victim's entire traffic is redirected to the attacker, without the victim's knowledge or consent. Our training data had an anomaly (attack) rate of 3.3%. The training instances were presented in xml format and their numerical fields induced a Euclidean vector representation.
Results
Our basic quantities of interest are the number of false alarms (FA), the number of missed anomalies (MA), and the number of correctly predicted test points (CP). From these, we derive the classification error Although in this paper we are mainly interested in the incurred cost, we also keep track of the classification error for comparison. The results are summarized in Figure 3 . Notice that our classifier significantly outperforms the others in the incurred cost criterion. Also interesting to note is that a lower classification error does not necessarily imply a lower incurred cost, since even a single missed attack can significantly increase the latter. Fig. 3 . The performance of the classifiers on the datasets, averaged over 10 trials.
Discussion and future work
We have presented a novel (and apparently first of its kind) method for learning to detect anomalies in a cost-sensitive framework from positive examples only, along with efficient learning algorithms. We have given some preliminary theoretical results supporting this technique and tested it on data (including real-world), with encouraging results.
Some future directions naturally suggest themselves. One particularly unrealistic assumption is the "isotropic" nature of our classifier, which implicitly assumes that the density has no preferred direction in space. Directionally sensitive metric classifiers already exist [6] and it would be desirable to extend our analysis to these methods. Additionally, one would like to place the heuristic missed-anomaly risk term we proposed in (8) on a more principled theoretical footing. Finally, we look forward to testing our approach on more diverse datasets.
