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Abstract—State-of-the-art distributed algorithms for reinforce-
ment learning rely on multiple independent agents, which simul-
taneously learn in parallel environments1 while asynchronously
updating a common, shared policy. Moreover, decentralized con-
trol architectures (e.g., CPGs) can coordinate spatially distributed
portions of an articulated robot to achieve system-level objectives.
In this work, we investigate the relationship between distributed
learning and decentralized control by learning decentralized
control policies for the locomotion of articulated robots in
challenging environments. To this end, we present an approach
that leverages the structure of the asynchronous advantage actor-
critic (A3C) algorithm to provide a natural means of learning
decentralized control policies on a single articulated robot.
Our primary contribution shows individual agents in the A3C
algorithm can be defined by independently controlled portions of
the robot’s body, thus enabling distributed learning on a single
robot for efficient hardware implementation. We present results
of closed-loop locomotion in unstructured terrains on a snake
and a hexapod robot, using decentralized controllers learned
offline and online respectively, as a natural means to cover
the different key applications of our approach. For the snake
robot, we are optimizing the forward progression in unstructured
environments, but for the hexapod robot, the goal is to maintain
a stabilized body pose. Our results show that the proposed
approach can be adapted to many different types of articulated
robots by controlling some of their independent parts in a
distributed manner, and the decentralized policy can be trained
with high sample efficiency.
Index Terms—Articulated Robots, Distributed learning, rein-
forcement learning, decentralized control, robotic learning
I. INTRODUCTION
ARTICULATED mobile robots such as snake and leggedrobots have the potential to excel at locomoting through
a large variety of environments by leveraging their ability
to adapt their shape to their surrounding terrain [1]. In the
case of snake robots in particular, recent results have shown
that a decentralized control architecture can improve loco-
motion through unstructured and cluttered environments [2]–
[4]. For articulated robots, in general, decentralized control
is generally achieved by partitioning the robots’ body into
spatially distributed portions, which can then be coordinated
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1Independent copies of the same learning environment, i.e., game sim-
ulation in which a reinforcement learning agent is allowed to explore its
state-action space, collect rewards, and ultimately learn a policy.
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Figure 1. A3C meta-agent containing multiple learning agents (top), and
(i) a snake robot (middle), as well as a hexapod robot (bottom). The A3C
meta-agent stores a shared policy, that multiple worker agents implement and
improve distributedly. Similarly, a single articulated robot can be separated
into independent portions, each controlled by a trained agent learning – and
ultimately implementing – a common policy in a decentralized manner. In our
example, a snake robot is separated into 6 control windows, with local shape
parameters Ai, ωi, µi (i = 1, .., 6). Similarly, we consider a hexapod robot
whose legs are controlled by an agent each, with local parameters θi, V Ei, τi.
by a set of coupled central pattern generators (CPGs) [5],
[6]. In deep reinforcement learning (RL), new state-of-the-art
methods are also based on the idea of distributing the learning
task to several agents, which can then asynchronously update
a common, global policy. The policy is generally represented
by a function, mapping the current state of an agent to the
optimal action the agent should enact; this function is very
often approximated by a neural network [7]–[9]. In this paper,
we present a learning approach that leverages the general
structure of asynchronous distributed learning algorithms [9]
as a natural means to learn decentralized control policies for
a single articulated platform. In particular, we focus on the
A3C algorithm among all asynchronous distributed learning
algorithms [9] because it allows agents to learn a stochastic
policy (rather than a deterministic one such as a Q-table).
Stochastic policies are usually more robust to the many sources
of noise and uncertainty that are integral to any hardware
training and deployment [10].
Our primary contribution shows how a low-level agent in
the A3C algorithm can be defined as one of the independently
controlled portions of an articulated robot (Figure 1) in a
distributed learning framework.
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This paper explores the fundamental link between dis-
tributed learning approaches and decentralized control archi-
tectures, our approach is able to quickly learn near-optimal
decentralized policies on a single platform, for an efficient
hardware implementation. Our previous works focused on
offline learning of decentralized policies using A3C [11];
however, in the present paper, apart from the offline approach,
we also extend our approach to online distributed learning of
decentralized policies. We present a case of offline training
for a snake robot, and a case of online training directly on
hardware for a hexapod robot. This choice is motivated by our
desire to show the feasibility of both training approaches on
robots with different morphologies, thus covering the different
applications of our approach, without the need to specifically
study all the cross cases. In doing so, we note that online
training raises two main challenges: first, since different agents
share the same experiences on a single robot, the learning
task can be destabilized by the resulting, highly-correlated
learning gradients being pushed to the global neural network.
To overcome this problem, we rely on experience replay [12]
that helps decorrelating the agents’ experiences with time
during training, similar to our recent multi-robot construction
work [13]. Second, an agent’s actions may affect the other
agents’ states during learning, and rewards need to be adapted
to truly reflect each agent’s contribution to the robot’s state.
That is, in this work, we need to explicitly address credit
assignment to enable consistent training.
The paper is outlined as follows: Section II provides a
short overview of the A3C algorithm, as well as recent
works in multi-agent reinforcement learning (MARL). In Sec-
tion III, we first summarize the general shape-based controller
for serpenoid locomotion, whose feedback controller, which
adapts the amplitude and frequency of the snake based on
proprioceptive sensory input, we seek to replace by a trained
agent. We then outline the reinforcement problem structure, as
well as the agent structure used in this work. After describing
the offline training procedure of our agent, we finally validate
the learned policy experimentally on a snake robot and discuss
our results. Section IV follows the same outline as Section III,
but focuses on learning a decentralized controller online,
and directly on hardware, for the stabilized locomotion of a
hexapod robot. The learned controller uses proprioceptive and
inertial feedback to adapt the pose of an individual leg for
the purpose of leveling the robot’s body. We finally validate
our learned policy on a hexapod robot, locomoting on inclined
planes as well as in rocks, and show how the learned policy
naturally scales to varying robot morphologies and applies to
a quadruped without further training. An overall discussion
of our approach is presented in Section V, and concluding
remarks and future works in Section VI.
II. BACKGROUND
A. Single-Agent Learning
Existing learning-based approaches often consider locomo-
tive tasks at the whole robot level [14]–[16]. These approaches
usually train an agent to select actions that will simultaneously
affect all the degrees of freedom of the robot, most likely
sampled from a large-dimensional action space. Therefore,
these approaches usually require a large amount of experiences
to converge to good/near-optimal policies.
Recent advances in the field of deep reinforcement learning
(RL) have highlighted the benefits of relying on multiple
independent agents to learn a common, optimal policy in a
distributed – and thus more time-efficient – manner. Some
works have focused on learning homogeneous decentralized
controllers – i.e., a common policy is enacted in the different
portions of the robot based on local feedback – for locomo-
tion [17]–[19], but have only considered single-agent learning
approaches where a single agent learns a controller that is
then applied to different portions of the robot; others have
focused on learning heterogeneous controllers in a distributed
manner [20], [21]. In either case, however, these approaches
did not take advantage of running multiple learning agents to
speed up training, even when considering distributed learning.
Mnih et al. proposed a novel single-agent learning approach
for deep reinforcement learning [9], taking advantage of multi-
core architectures to obtain near-linear speed-up via distributed
learning, where the learning task is distributed to several
agents that asynchronously update a shared neural network,
based on their individual experiences in independent learning
environments. That is, these methods rely on multiple agents
to distributedly learn a single-agent policy. A general meta-
agent stores a global network, to which the worker agents
regularly push their individual gradients during training, and
then pull the most recent global weights that aggregate the
lessons learned by all agents.
The increase in performance is mainly due to the fact that
multiple agents, experiencing different situations in indepen-
dent environments, produce more decorrelated gradients that
are pushed to the global net. Additionally, agents in different
environments can better cover the state-action space, and faster
than a single agent (e.g., a deep Q-learning agent [7], [8], [22]).
Among these asynchronous methods, the A3C algorithm,
extending the standard Advantage Actor-Critic learner to asyn-
chronous distributed learning, was shown to produce the fastest
learning rate in a stable manner [9]. In this algorithm, the
global network has two outputs: a discrete stochastic policy
vector (the actor), and a value (the critic), estimating the long-
term cumulative reward from the current state.
B. Multi-Agent Reinforcement Learning (MARL)
The first and most important problem encountered when
transitioning from the single- to multi-agent case is the curse
of dimensionality: most joint approaches fail as the dimensions
of the state-action spaces explode combinatorially, requiring
an absurd amount of training data to converge [23]. In this
context, many recent works have focused on decentralized
policy learning [24]–[27], where agents each learn their own
policy, which should encompass a measure of agent coopera-
tion at least during training. One way to do so is to train each
agent to predict the other agents’ actions [25], [26]. In most
cases, some form of centralized learning is involved, where
the sum of experience of all agents is used toward training
a common aspect of the problem (e.g., network output or
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value/advantage calculation) [24], [26], [27]. When centrally
learning a network output, parameter sharing can be used to let
agents share the weights of some of the layers of the neural
network and learn faster and in a more stable manner [24].
In actor-critic approaches, for example, the critic output of
the network is often trained centrally with parameter sharing,
and can be used to train cooperation between agents [24],
[26]. Centralized learning can also help when dealing with
partially-observable systems, by aggregating all the agents’
observations into a single learning process [24], [26], [27].
Many of these approaches rely on explicit communication
among agents, to share observations or selected actions during
training and sometimes policy execution [25]–[27].
Second, MARL approaches struggle with stabilizing learn-
ing: multiple agents can fail at learning in an ever-changing
environment where other agents constantly update their poli-
cies [24], [27]–[29]. Recently, actor-critic methods have been
experimentally shown to be more robust to changing en-
vironments, and to lead to more stable MARL [24]–[26].
Additionally, for non-Q-learning-based approaches, experience
replay can also help stabilize learning [24]–[26]. Finally, some
recent works have proposed curriculum learning, where the
complexity of the problem (number of agents in the system)
is slowly increased during training, as a way to train numerous
agents in a stable manner [24].
III. DECENTRALIZED SHAPE-BASED LOCOMOTION
A. Background - Shape-based compliant control for articu-
lated locomotion
In this section, we briefly summarize some results from
serpenoid locomotion, as well as their use for low-dimensional
shape-based compliant control of sequential mechanisms [30].
This is in contrast to non-shape-based control strategies,
as given in [4], [31]–[34]. Previous works on shape-based
control focused on sequential mechanisms as well as legged
systems, but we here focus on results pertaining to snake robot
locomotion.
1) Serpenoid curves: For an N-jointed snake-like robot,
the slithering gait can be parameterized by a sine wave
propagating through the lateral plane of the snake (i.e., parallel
to the ground) [1], [2], [35].
θ(t) = (θi(t))
N
i=1 , with θi(t) = θ0+A sin(ωSsi−ωT t) (1)
where θi are the commanded joint angles, θ0 the angular
offset, and A the amplitude of the curvature. ωT is the
temporal frequency of the wave, while ωS describes its spatial
frequency, which determines the number of sinusoidal periods
on the snake robot’s body. si ∈ {0, 2 · ls, . . . , N · ls} is the
distance from the head to the module i, where ls is the length
of one module.
2) Shape-based Compliant Control: Shape-based control
makes use of shape functions as a method to reduce the di-
mensionality of high-degree-of-freedom systems [3]. A shape
function h : Σ→ RN determines θ(t), which is parameterized
by a small number of control parameters, namely the shape
variables. Those shape variables define the shape space Σ,
which is usually of a lower dimension than RN . In our
case, we consider the case when the serpenoid curve Eq.(1)’s
amplitude and spatial frequency are shape variables. The shape
function h(A(t), ωS(t)) = θ(t) of our system is simply the
serpenoid curve Eq.(1), with the two variables being the
amplitude and spatial frequency, while the other parameters
are fixed:
h : Σ = R2 7→ RN
hi(A(t), ωS(t)) = θ0 +A(t) sin (ωS(t) si − ωT t) .
(2)
In the state-of-the-art compliant controller for locomo-
tion [3], A(t) and ωS(t) (now time-dependent) are determined
by the output of an admittance controller [36]. This controller
allows the robot to adapt these two serpenoid parameters, with
respect to a set of external torques µext(t) ∈ RN that are
measured at each joint along the snake’s body. This controller
enables the robot to comply with its surroundings, by adapting
its shape to external forces. The admittance controller for
β =
(
A(t), ωS(t)
)T
reads:
M β¨(t) +B β˙(t) +K (β(t)− β0) = F (t), (3)
where M,B,K ∈ R2×2 respectively represent the effective
mass, damping and spring constant matrices of the system;
F (t) is the external torques µext(t) transformed from the joint
space into the shape space (detailed below).
The considered admittance controller Eq.(3) enables the
desired control parameters β to respond to an external forcing
F (t) with second-order dynamics, acting as a forced spring-
mass-damper system. In the absence of external forces, the
control parameters will converge back to their nominal values
β0 =
(
A0, ωS,0
)T
. In this (centralized) controller, where all
joints share the same control parameters A(t) and ωS(t), the
joint angles θi(t) are computed at each time step t from Eq.(1).
The shape function Eq.(2) is used to map the external
torques measured along the snake’s body by the use of the
associated Jacobian matrix J(h) ∈ R2×N :
J(h) =
∂h1(A,ωS)∂A · · · ∂hN (A,ωS)∂A
∂h1(A,ωS)
∂ωS
· · · ∂hN (A,ωS)∂ωS
 (4)
External torques are mapped from the joint space to the
shape space, via:
F (t) = J(h)|(A(t),ωS(t)) · µext(t), (5)
which is used to update Eq.(3).
In this paper, we seek to replace the admittance controller
Eq.(3), which iteratively adapts the shape parameters based on
proprioceptive sensory feedback, by a trained agent. In order to
simplify the agent’s policy and learning process, we leverage
the dimensionality reduction offered by the use of shape
functions to keep the agent’s state space low-dimensional. That
is, we train our agents to reason about and make action in the
shape space of the considered robot.
3) Decentralized Control: Decentralized control extends
previous works on shape-based locomotion [2]. This previous
work relies on the use of activation windows (i.e., groups
of successive joints), and only couples the control of those
joints covered by the same window, isolating them from
other joints in the snake. These windows are positioned along
the backbone curve of the snake robot in order to create
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Figure 2. Structure of the A3C Meta-Agent, with global weights for the Actor-Critic network. Each internal agent (worker) updates its local weights based
on shared rewards during local interactions with the environment, and regularly pushes its gradients to the global networks. Each worker draws its state from
that of each portion of the articulated robot. Rewards are calculated in response to a vector of the agents’ actions that is enacted on the robot.
independent groups of neighboring joints, in which torques are
sensed and motion parameters are adapted. This framework
allows each separate portion of the snake robot to react
independently against local forcing. Any impact detected by
torque sensors locally in a specific section of the body activates
a reacting reflex in the individual section only, resembling
biological reflexes where muscle contractions are produced by
local feedback [37].
Independent motion parameters for each windows are de-
fined by using sigmoid functions:
β(s, t) =
W∑
j=1
βs,j(t)
[
1
1 + em(sj,s−s)
+
1
1 + em(s−sj,e)
]
, (6)
where m controls the steepness of the windows, W is the
number of windows, and βs,j(t) the values of the serpenoid
parameters in window j at position s along the snake’s
backbone. Window j spans the backbone of the robot over
[sj,s, sj,e] ⊂ [0; 1]. In this work, windows are anchored
between zero curvature points of the serpenoid curve Eq. (1),
as is standard practice for use in decentralized shape-based
compliant control [2]. Note that the snake’s spatial frequency
(determining the number of sine periods along the snake’s
body) influences the number and positions of amplitude win-
dows along the backbone [2].
Recent results have shown that some form of control decen-
tralization is advantageous for a snake robot moving through
unknown terrain by relying on local torque-feedback only [2],
[38], or in combination with normal force-feedback [32]. That
is, decentralization allows different portions of the snake robot
to react independently based on local sensory feedback, in a
manner reminiscent of most animals’ muscular reflexes. In par-
ticular, these results have considered the case where windows
are not fixed to the snake’s backbone, but are moved along
the snake robot at the same velocity as the serpenoid wave, in
order to pass information down the robot’s body. In this paper,
we consider the state-of-the-art decentralized control of the
snake robot with sliding windows [2], while shape parameters
in each window are updated by a trained agent.
B. Policy Representation
In this section, we cast the problem of controlling the snake
robot’s shape in response to external torques as a Markov
decision problem (MDP). To this end, we detail the state-
action space of the learning agents, as well as the structure
of the neural nets used to represent the policy agents learn.
We look to the A3C algorithm to distributedly learn a common
stochastic policy [9], which will then be followed by the joints
in each independent window. In a sense, the A3C meta-agent
can represent the whole robot, while the low-level worker
agents act as the windows, each selecting local adaptation
in the shape parameters and learning from local interactions
with the environment, as depicted in Figure 1. Only the global
reward, measuring the forward progression of the robot based
on the workers’ chosen actions, is shared among all workers.
Alternative reward functions, such as energy efficiency or
impact with environment could also result in viable control
policies, but were not tested in this paper.
1) State Space: In reinforcement learning, the state of an
agent is the information available to it in order to make
its current action decision. In our case, since this decision
is made via the use of a neural network, the state also
represents the input to that neural network. More specifically,
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the state η is a 7-tuple of shape-based quantities. It contains
the current shape parameters β(s, t) of a window on the snake
robot (i.e., amplitude and spatial frequency), as well as their
nominal values β0. Additionally, the state features the current
external torque readings µext(s, t) for the same window, after
projection into the shape space by the Jacobian of the system.
Finally, the state needs to feature some information about the
cyclic nature of the serpenoid gait. To this end, we include
the modular time quantity [0; 1] 3 τ(t) = t mod TsTs , which
is simply a normalized phase of the serpenoid’s wave, with
Ts =
2pi
ωT
the period of the serpenoid curve Eq.(1). The state
vector ηj(t) for window j ∈ {1, ..,W} reads:
ηj(t) = 〈τ(t), βj(t)T , µext(j, t)T , βT0 〉. (7)
2) Action Space: The admittance controller Eq.(3) lets the
shape parameters evolve with continuous increments. In this
work, we choose to discretize the possible increments in the
shape parameters, as a means to reduce the dimensionality
of the action space. Specifically, we let an action be a
2-tuple a = 〈aA, aω〉, with aA ∈ {−∆A, 0,+∆A} and
aω ∈ {−∆ω, 0,+∆ω}. The resulting action space contains
9 discrete actions (3 × 3), which simultaneously update both
shape parameters by applying the selected increments:
βj(t+ dt) = βj(t) + a(j, t) · dt, (8)
with a(j, t) = 〈aA, aω〉j the action selected by agent j and dt
here is set to be pi160 seconds.
3) Actor-Critic Network: We use two deep neural networks
with weights ΨA,ΨC to approximate the stochastic policy
function (Actor) and the value function (Critic). Both networks
are fully connected with two hidden layers (see Figure 3). The
output of each layer of the Actor network passes through a
rectifier linear unit (ReLU), except for the output layer that
estimates the stochastic policy using a Softmax function. We
also use a ReLU at the output of each layer of the Critic
network to introduce some non-linearity. The nonstandard use
of a ReLU at the output of the value network is explained
by the fact that only positive advantages can be calculated in
practice, since the snake robot can only move forward or get
stuck (resulting in positive or zero rewards).
Six workers, which correspond to the six independent
windows along the backbone of the snake2, are trained con-
currently and optimize their individual weights using gradient
descent. Each worker calculates its own successive gradients
during each episode. At the end of each episode, which
typically lasts around 89 dt (≈ 1.75 seconds), each worker
updates the global network and then collects the new state of
the global weights.
We used an entropy-based loss function introduced in [39]
to update the policy, pi(at | st; ΨA):
2As mentioned in Section III-A3, the current shape of the snake robot
influences the number and placement of the independent windows along its
backbone. However, for the implementation of the decentralized controller,
we cap the number of windows to 6. This cap has been selected because
the number of windows along the backbone of the snake robot has never
experimentally exceeded 5. If less than 6 windows are positioned along
the snake’s backbone at a given time, the other windows are assumed to
be composed of 0 modules and experience no external torque. Their shape
parameters are additionally assumed to be the nominal ones β0.
fpi(ΨA) = log [pi(at | st; ΨA)] (Rt − V (st; ΨA))
+κ ·H (pi(st; ΨA)) ,
(9)
In Eq.(9), notice that the policy loss is calculated using
the advantage (Rt − V (st; ΨA)), where Rt is the estimated
discounted reward over time t, instead of only using the
cumulative discounted reward Rt. The advantage measures
how favorable a given action is in term of long-term expected
reward, compared to the value of the current state acting as
a baseline of the state’s overall quality. This comparison has
been shown to improve a learning agent’s ability to not over-
/under-estimate the quality of the available actions in very
favorable/unfavorable states [9], and to improve its decision-
making in such difficult states. H (pi(st; ΨA)) is the entropy
factor used to encourage exploration in training and κ ∈ R
helps manage exploration and exploitation, with higher κ
favoring exploration. The value loss function reads:
fv(ΨC) = (Rt − V (st; ΨC))2 . (10)
The stochastic policy is optimized using policy gradient.
During training, we compute the gradients of both functions
and optimize the functions using the Adam Optimizer [40].
4) Shared Rewards: Different low-level workers have in-
dividual input states, actions and new states corresponding to
independent windows. However, we propose that workers learn
based on shared rewards for the combination of their actions.
That is, a shared reward is calculated based on the current
progression of the robot, measured from its initial position at
the beginning of the current episode X0,i as
rt = tanh (λr · (‖X(t)‖2 − ‖X0,i‖2)) , (11)
with X(t) the current position of the robot in the world frame
and λr a scaling factor controlling the slope of the hyperbolic
tangent. Note that the reward is normalized by using the tanh
function, to avoid unwanted spikes in rewards, e.g., when the
robot suddenly boosts forward due to dynamic effects.
We expect shared rewards to allow the joint actions of all
agents to be valued simultaneously, in order to better train
them for a collaborative locomotion task. It is also worth
noting that we only design and test this shared reward based on
the progression as our goal is to optimize the forward progres-
sion of the robot. The reward can be designed to optimize the
other metrics such as energy and impact. The global structure
of the A3C meta-agent in this paper is illustrated in Figure 2.
C. Learning
To effectively learn the policy pi(at | st; ΨA) using real
robot hardware, the state-action space must ideally be densely
sampled in the region of realistic parameters. However, using
randomly seeded values to initialize pi would likely induce
the need for thousands of trials to collect enough data to
thoroughly sample this space, which is generally not feasible
when learning on hardware (as opposed to running thousands
of simulated scenarios). In earlier works, replaying experience
from a database to train agents has proven successful in
both stabilizing and improving the learned policy [41]. We
use elements of this idea to train our learning agents more
effectively.
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Figure 3. Policy (Actor) and Value (Critic) network used to approximate their
respective functions, based on their weights ΨA and ΨC .
A3C is inherently an on-policy learning algorithm, which
can be used to train agents by freely allowing it to sample
its state-action space. If A3C is used off-policy, the gradient
updates in the algorithm cannot be theoretically guaranteed to
be correct in general. However, in this work, we experimen-
tally show that A3C can be used to learn off-policy from data
sampled by a near-optimal policy. We believe that this can be
the case, since sampling the region of the state-action space
close to such a near-optimal policy allows for approximate,
yet beneficial updates to the policy. To this end, we propose
to train the agents by replaying past experiences, collected
from the state-of-the-art compliant controller (in a manner
resembling imitation learning).
In order to build the experience replay database, we per-
formed 310 trials of the snake robot in randomized peg arrays
and with randomized control parameters. In doing so, we
record actions that result in positive and negative reward values
for different states (in practice, only positive or zero rewards,
as explained in Section III-B3). In the compliant controller,
three 2×2 diagonal matrices (i.e., a total of 6 parameters) M ,
B, and K, control the mass, damping, and spring constant of
the system. For each trial, different values for the diagonal
terms of M , B, and K are drawn at random from a uniform
distribution over [ 12 ; 5]. The reward is calculated at each time
step using Eq.(11), by relying on an overhead motion capture
system to record the position of the snake robot from tracking
beads placed along the snake’s backbone. For each time step,
the state and action is recorded as described in Sections III-B1-
III-B2. Each trial is run for approximately 15 seconds in length
which we then divided into several episodes. After collecting
the 310 trials of the compliant controller in randomized peg
arrays (e.g., Figure 5), we stored the data from each trial in a
single experience database.
We then assigned a single window to each agent, which
was kept constant across all training runs. During training,
each agent asynchronously selected a random run, and then a
random starting point in the run. The agent then learned from
an episode of 89 action-state-reward steps before randomly
selecting a new episode. Leveraging the symmetric nature of
the serpenoid curve, we chose 89 steps to match the length
of half of a gait cycle (given our choice of dt). That is, this
choice of episode length should provide agents with enough
temporally-correlated experiences to connect episodes in a
smooth and meaningful manner, and thus learn an efficient
global policy. Each of the agents then sampled episodes until
50, 000 had been drawn. At this point, we stopped the training
process and obtained the learned policy.
The learning parameters used during offline training read:
Time to Traverse [Cycles/m] (Lower is better)
Average
Average
Learned Policy
Compliance
1 2 3 40
Figure 4. Experimental comparison between both controllers during the 15
trials, in terms of serpenoid gait cycles needed to progress one meter. Lower
values are better. The learning-based controller (black) outperforms the state-
of-the-art compliant controller [2] by more than 40%.
∆A = 0.005 ∆ω = 0.012 λr = 100
γ = 0.995 αA = αC = 0.0001 κ = 0.01,
with γ the discount factor for the policy update, and αA, αC
the learning rates of the Adam optimization step for the
Actor/Critic networks. The full offline learning code and
database used in this work is available online at https://github.
com/gsartoretti/Deep-SEA-Snake.
D. Experimental Validation
In order to test the validity of our learning approach, we
trained a meta-agent to adapt the shape parameters of a snake
robot in a decentralized manner. We implemented the decen-
tralized controller described in Section III-A3 on a snake robot
and ran experiments in randomized unstructured environments.
Our goal was to compare the average forward progression of
the robot when the shape parameters are updated by the trained
agents or the compliant controller Eq.(3).
1) Experimental Setup: We implemented two versions of
the decentralized controller Section III-A3, using 1) the
learned policy, and 2) the compliant controller Eq.(3) to adapt
the shape parameters. These controllers were tested on a snake
robot, composed of sixteen identical series-elastic actuated
modules [42]. The modules were arranged such that two neigh-
boring modules were torsionally rotated 90 degrees relative to
each other. The deflection between the input and output of a
rubber torsional elastic element is measured using two absolute
encoders, allowing us to read the torque measured at each
module’s rotation axis. Only the 8 planar modules were active,
as only planar gaits were tested. A braided polyester sleeve
covered the snake, reducing the friction with the environment,
and forcing the snake to leverage contacts to locomote. Robot
displacement data was collected with an overhead 4-camera
OptiTrack motion capture system (NaturalPoint Inc., 2011).
2) Experimental Results: To compare the efficacy of both
controllers, we calculate the number of gait cycles needed to
traverse one meter and the variance of this number over 15 trial
runs, as established in [2]. This metric removes the potential
variations due to running the gaits with differing temporal fre-
quencies, thus only scoring the controller’s kinematic abilities.
Additionally, the variance of the forward progression over the
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Figure 5. Example frames sampled from a trial, showing the behavior of the
learning-based controller. Note how the amplitude and frequency of the waves
in each of the windows of the snake robot change to fit the peg array.
runs serves as an indicator of the repeatability of the controller.
For all the trials, the same unstructured peg array was used for
both the compliant controller and the learning-based controller.
Additionally, for each pair of runs, the snake robot was placed
in identical starting location as to ensure that both controllers
were tested with the same initial configurations. That is, initial
configurations were randomized, but kept identical between
both controllers.
Both controllers were run with the same temporal frequency
and time step size. We used the following empirically estab-
lished optimal parameters for the compliant controller, with
time step dt.
M =
[
1.5 0
0 2
]
B =
[
3 0
0 1
]
K =
[
5 0
0 1
]
β0 =
[
pi
4 , 3pi
]T
ωlatT = 1.8 dt =
pi
160 [s]
Over the 15 trial runs, the learning-based controller achieves
an average of 3.27 [cycles/m] on average, with a variance of
0.65, compared to the compliant controller, which achieves
4.28 [cycles/m] on average, with a variance of 1.54. The
results of the compliant controller closely matches, or even
slightly outperforms, previous results presented in [2], [3].
The results are compelling, as they show a distinct increase
in the forward progression for the learned policy over the
compliant controller. These results are summarized in Figure 4.
The learned policy outperforms the compliant controller by a
significant amount (over 40%), while the variance is decreased,
implying that the learning-based controller is also more re-
peatable. Figure 5 shows how the learning-based controller
modifies the shape parameters in each window during an
example trial, in order to adapt to the local configuration of
pegs by relying on local force sensing. Videos of the trials are
available online at https://goo.gl/FT6Gwq.
IV. CPG-BASED STABILIZED LEGGED LOCOMOTION
In the previous section, we considered the offline distributed
learning of a decentralized policy, based on experience gath-
ered from a state-of-the-art controller. Here, we now consider
online learning of decentralized policies directly on hardware,
by relying on the same distributed learning framework. To
this end, we focus on the problem of stabilizing the body of
a hexapod robot during locomotion, by considering each of
its legs as one agent, which need to work with the others.
We build upon our recent works on central pattern generator-
based locomotion [43] to let each agent (leg) adapt a single
shape parameter controlling the height of a shoulder. We
detail the state-action space and the policy representation used
when casting this problem in the RL framework, and propose
a reward structure that enables collaborative training. The
trained policy is validated on a series-elastic hexapod robot,
while standing and walking on an inclined board and in rocks.
A. Background - CPG Model
We first summarize the central pattern generator (CPG)
model, and highlight the model parameters that are adapted
to stabilize the robot’s body during standing and locomotion.
1) Robot Description: The robot used for our experimental
validation is a hexapod made out of series-elastic joints,
similar to [30]. These joints are identical to the modules of
the snake robot in Section III. Each leg of the robot, shown in
Figure 7 (right), is composed of three modular joints: a planar
proximal joint, as well as intermediate and distal vertical
joints. The non-joint aluminum portions of the hexapod body
(the distal ends of the legs and the rectangular body) are made
of hollow aluminum, with an ethernet network switch within
the main body. In this work, we refer to the two proximal
joints as the robot’s shoulders.
2) Mathematical Modelling: We express our CPG model
as a set of coupled oscillators, i.e., a set of coupled ordinary
differential equations, directly in the joint space of the robot.
Let x(t) = [x1(t), ..., xn(t)] represent the shoulder joint angles
of each leg in the axial plane, and y(t) = [y1(t), ..., yn(t)]
those in the sagittal plane. We consider a general family of
parametric limit cycles H(x, y) [43], [44], taken from the
superellipse functions on R2 [45], [46], and enabling us to
vary the shape of the robot’s steps during locomotion (see [43]
for details). The resulting CPG model is:
x˙i(t) = −ω · ∂Hyi + γ
(
1−Hci(xi(t), yi(t))
)
∂Hxi
y˙i(t) = +ω · ∂Hxi + γ
(
1−Hci(xi(t), yi(t))
)
∂Hyi
+(λ
∑
j Kij(yj(t)− cy,j),
(12)
where ω selects the angular frequency of the gait, γ the forcing
to the limit cycle, λ the coupling strength between legs, and
K, the coupling matrix [47], defines the gait by controlling
the phase relationship between the robots’ legs. The limit
superellipse H(x, y), with ∂Hζ =
∂Hci
∂ζ (xi(t), yi(t)), reads
Hc(x, y) =
∣∣∣∣x− cxa
∣∣∣∣n + ∣∣∣∣y − cyb
∣∣∣∣n . (13)
where a and b select the major/minor axes of the limit ellipse
and n defines its curvature level. For example, n = 2 provides
a simple elliptic limit cycle; n > 2 gives a more rectangular
limit cycle with sharper corners as n increases.
Similar to our previous works [43], we use the vertical
shoulder offsets cy,j(t) to keep the robot’s body leveled and
at a constant desired height from the ground. These offsets
allow us to modify the pose of the body in the null space of
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Figure 6. Body posture error PE(t), body height error BE(t), and overall
vertical error VE(t) displayed for agent 1 (leg 1). The current configuration
(i.e., shape) of the robot is displayed in solid lines, corrected body orientation
(level orientation of the body) in dotted line and target body pose (level with
body height Bd from the ground) in dashed line. The ground plane is estimated
from the position of the three grounded feet of the robot (known from the
current state of the CPG oscillators).
the proximal joint. That is, we are able to control the body’s
pitch/roll angles without affecting its yaw (heading).
To implement our CPG model on the robot, we simply
output xi(t) and yi(t) to the two proximal joints of leg i. A
closed-form inverse kinematics function is used to calculate
θ3,i(t), the angle of the distal joint of each leg, during
locomotion. For example, when walking in a straight line,
θ3,i(t) needs to keep the end-effector at a constant, desired
distance from the body as the proximal joint angles change.
B. Policy Representation
We now describe how stabilizing the hexapod robot is cast
as a Markov decision problem (MDP). To this end, we detail
the selected state and action spaces, the policy representation
networks, as well as the collaborative reward structure used
for distributed learning.
1) State Space: The state for each agent (i.e., leg) contains
raw information from the sensors of each module of the
associated leg, plus a higher-level kinematic information about
the overall vertical position error of the same leg. For each of
the three modules of leg i (1 ≤ i ≤ 6), the state contains
the measured joint angle θj,i(t) and external torque τj,i(t)
(1 ≤ j ≤ 3) at each time step. The last component of the
state vector is the current estimated vertical error V Ei(t) at
the proximal joint level. The vertical error is a sum of the
vertical offset induced by any pose error, and any overall body
height error. Let SP ∈ R3×6 be a matrix containing the 6
column vectors giving the position of the center of rotation of
each of the proximal joints in the robot’s body frame. Given
T ∈ SO(3) the current body pose of the robot, the body
posture error PE(t) ∈ R1×6 reads:
T · SP =
XE(t)Y E(t)
PE(t)
 . (14)
The body height error BE(t) is estimated by first measuring
the current height of the robot’s body with respect to the
ground plane, and then calculating the difference between the
current and desired body heights. To this end, we estimate the
ground plane by fitting a plane through the position of the end
effector (foot) of the 3 grounded legs (known from the current
state of the CPG oscillators). We note that this ground plane
estimation method yields an accurate body height estimation
on flat level/inclined ground. However, the body height may
not always be meaningful when the robot locomotes on
unstructured environments (such as rock piles), where the body
height will be measured from the feet’s position and not the
actual ground details. We selected this approach, since there
is no general method to estimate the body height of a legged
robot locomoting over unstructured terrain, without access to a
level map of the terrain, and we show that our approach works
very well even on unstructured terrains. Relevant quantities
are illustrated in Figure 6. With this, we express the estimated
vertical error V E(t) ∈ R1×6 as
V E(t) = PE(t) +BE(t). (15)
The 1× 7 state-vector si(t) of agent i at time t finally reads
〈θ1,i(t), θ2,i(t), θ3,i(t), V Ei(t), τ1,i(t), τ2,i(t), τ3,i(t)〉. (16)
This state space differs from that in Section III mainly in
that direct joint angles are given to the agent, rather than
coordinates in the shape space. In Section III, joint angles
could not be used, as there was not a constant number of joints
in each window, but the neural net needs a constant number
of inputs. Here, since the number of joints considered by each
agent is fixed (3 per leg/agent), we directly use those angles
in the state space and let agents learn from raw information.
2) Action Space: The action state is composed of a set
of discrete positive and negative increments to be applied to
current value of the shoulder offsets cy,i(t), given in radians,
from Eq.(12). Increasing (resp. decreasing) the value of a
shoulder offset results in the associated robot’s shoulder being
moved upward (resp. downward) in the world frame, iff the
associated foot is in contact with the ground.
In order to compare between centralized/distributed learn-
ing, we need to keep the individual agents’ action space low-
dimensional, in order to obtain a joint action space as low-
dimensional as possible. For this reason, we propose to only
use 3 actions: ai(t) ∈ {−1, 0, 1}, given in radians, for agent
i. For each agent, applying the selected action ai(t) updates
the value of the associated shoulder offset, following:
cy,i(t) = cy,i(t) + ai(t) · dt, (17)
with dt the duration of a time step. This closely mirrors the
action space given in the first section, with the difference being
that this action is directly in the joint space rather than in the
shape space as in the first section.
3) Actor-Critic Network: We use a 5-layer fully-connected
neural network, each layer with output size 128, followed by
a standard long short-term memory (LSTM) layer with 128
outputs, and a residual shortcut [48] between the input layer
and the fourth hidden layer (see Figure 7). The output layer
consists of the policy neurons with softmax activation, and a
value output predicting the reward. We also added two single
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Figure 7. Left: 5-layer deep neural network used for policy estimation. Right: Hexapod leg configuration, showing the three joints (red modules).
output neurons, which enable feature augmentation [49], to
further train the agent on its current state. More specifically,
we let each agent estimate if the robot’s body is above the
desired body height, as well as whether the associated leg rests
on the ground. Unlike proposed in the ViZDoom task [49],
we connected this layer to the output of the LSTM along with
the output layers. Since the input from the sensors is noisy,
training instead the LSTM on the features makes the model
more robust against noise. The primary difference from the
network architecture used in Section III is the inclusion of an
LSTM, which gives the agent the ability to better coordinate
its actions across the time domain. This was not necessary in
the network architecture for the snake robot because we made
the assumption that the snake robot is purely kinematic, while
the hexapod has unmodelled internal dynamics.
4) Collaborative Reward Structure: For each agent, we
define the reward ri(t) resulting from enacting the joint actions
a(t) = 〈ai(t)〉6i=1, as negative the time-derivative of PEi(t).
In other words, we favor decreasing the agent-specific shoulder
vertical errors with time. However, simply training agents with
this reward structure does not yield a working collaborative
policy at the robot level.
During training, some of the legs are sometimes not in
contact with the ground. At these times, the associated agent
cannot correct its shoulder height, since increasing/decreasing
the shoulder offset of a leg in the air does not change the
robot’s body pose. Therefore, the reward of an agent whose
associated leg is in the air should not allow any misinterpre-
tation of its actions (since they have no effects). In this work,
we propose to simply set the reward value to 0 for any agent
whose associated leg is currently in the air. With δi(t) a binary
value stating whether leg i contacts the ground, the reward of
agent i at time t finally reads:
ri(t) = r0 − δi(t) · V Ei(t)− V Ei(t− dt)
dt
, (18)
where r0 is negative (in practice, r0 = −0.02), incentivizing
agents to stabilize the robot as quickly as possible. This
reward structure is fundamentally different from the reward
structure used on the snake, as the task is also fundamentally
different. However, both reward functions leverage the fact that
a majority of the actors performing well correlates with the
overall robot performing well.
C. Experimental Validation
In this section, we describe the experimental learning and
validation of our approach on a series-elastic hexapod robot.
0 100 200 300 400 500
Episode
−10
−8
−6
−4
−2
0
2
Av
er
ag
e 
Re
wa
rd
Training Performance
Centralized
Distributed (a0)
Distributed (a1)
Distributed (a2)
Distributed (a3)
Distributed (a4)
Figure 8. Reward profile during centralized (blue) and distributed (other
colors) learning. The centralized approach, despite a network twice as large,
did not show any improvement after 500 episodes due to its 729 actions. The
distributed approach converges to a smooth policy in 176 episodes.
We first describe the experimental setting and our learning
methodology, and then present and discuss our results.
1) Experimental Setting: The experimental setting is com-
posed of a 1.5m × 1.5m flat wooden board covered by a
friction-rich carpet, on which the robot stands during training.
The plank is tilted, so as not to let the robot overfit in the
presence of a flat environment. At the beginning of each
episode, the robot is initialized with a random pose, with
some legs in the air and at least 3 on the ground. The robot
is then given 250 time steps (dt = 0.02 s) to stabilize; an
episode is terminated early if the robot stabilizes within 250
iterations. The robot is stabilized if its posture error and its
body height error are below a threshold. Additionally, in order
to further vary the challenges given to the agent(s), we rotate
the robot by pi4 between successive episodes, to offer varied
torque readings to the different legs. The experimental setting
is pictured in Figure 9. To compare the decentralized policy
with a centralized policy, we trained a centralized policy in
the exact same experimental setting. As the state space is six
times larger, we doubled the neural network’s width (number
of neurons at each layer) of the decentralized case to still allow
for a good function approximation. The centralized reward
structure is such that the average of all legs’ individual rewards
(Eq.(18)) is given to the central learning agent.
2) Robot Learning: Since the neural network we proposed
is relatively shallow, we trained the agents on a simple desk-
top computer (6-core AMD Phenom II X6 1055T processor
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clocked at 2.8GHz with 8Gb of RAM). To decorrelate the
gradients from each of the legs, we implement experience
replay [12] for each agent. We create an experience pool
of the most recent 6 episodes for each agent. To train
an agent, we randomly draw an experience sample from a
randomly selected episode of its pool. Experiences stored
in the pool are different (since we vary the robot’s initial
poses as explained in Section IV-C1), thus further reducing
over-fitting. We use the standard Boltzmann action-selection
strategy [50] for the agents during training to encourage
exploration. We stop the training when a smooth policy is
found (i.e., the stochastic policy nearly always outputs a single
certain action). The full code used for online learning and
offline policy evaluation is available at https://github.com/
gsartoretti/TRO2018-hexapodLearning.
3) Results: The distributed approach converged to a satis-
factory policy after episode 176, while the centralized policy
never managed to converge (within 500 episodes) as shown in
Figure 8. With distributed learning, the performance (reward
per episode) immediately started following an increasing trend.
The reward per episode for the distributed policy increased
up to episode 176, when it reached 1 reward per episode,
which corresponded to the point at which a smooth policy was
found. With centralized learning, no significant improvement
was found even after nearly three times more training episodes.
After training, the distributed policy performs as expected,
and stabilizes the robot’s body. During execution of the trained
policy, we used a slightly different action space ai(t) ∈
{−0.3, 0, 0.3}. This proved necessary to avoid oscillations
around the stable position of the body (i.e., goal body ori-
entation and height), which arose when we allowed the larger
increments ai(t) = ±1. We believe that this is due to the
fact that an action space composed of two extreme increments
and an idle action does not always allow the legs to reach the
goal pose of the body, thus creating oscillation patterns around
the goal pose. Note that these oscillations never appeared
during training, since episodes were ended when the robot’s
body reached (close to) the goal pose. With the action set
{−0.3, 0, 0.3}, stabilization was generally slightly slower, but
no oscillations were present when continuously executing the
policy. Figure 9 shows starting and ending frames of two
example trials of the distributed learned policy, when the
robot is initialized in a random pose on the sloped testing
environment and given time to level its body. All the videos
of the training and trials are available at https://goo.gl/Ty7Sta,
showing additional trials in rocky, unstructured terrain.
Once trained, the distributed policy is not limited to a
specific number of limbs, and can scale/generalize to a dif-
ferent robot morphology, such as a quadruped or a hexapod
where a leg has failed. Example static stabilization trials on
a quadruped robot can be found at https://goo.gl/Ty7Sta. The
center limbs of each side of the robot body are removed when
switching the hexapod to a quadruped. We kept the same
CPG parameters but only execute joint angle commands on
the four limbs that are attached to the robot body. This results
in static stabilization of the quadruped, but would not allow
stable locomotion, for which a new CPG would likely need to
be devised (including a new coupling matrix K).
Figure 9. Example start/end robot configuration (up/down rows), showing
body stabilization from two random initial poses and respective times to
stabilize, using the trained distributed policy.
V. DISCUSSION
In general, we observe that our distributed approach gen-
erates control policies which are more scalable and robust
to failures (i.e. removing legs from the hexapod robot), and
easy to extend by making small modifications to the network
architecture. Additionally, we observe at least equivalent per-
formance with conventional controllers, and in some cases
even improved performance. Due to the nature of deep and
convolutional neural networks, our approach should easily
extend to incorporating higher dimensional sensors and camera
inputs, by simply modifying the network architecture. By
varying the environment in training, a network with enough
capacity should also be able to better adapt to unseen, possibly
time-varying, more complex environments, but it remains
to be seen if training is still viable when accounting for
this additional complexity. Distributed reinforcement learning
approaches seem to offer a way to create control strategies
which allow for robust coordination of complex robotic sys-
tems without needing to excessively hand-tune the algorithm
for a specific robot topology. Robotic systems which exhibit
symmetries should be able to leverage this approach, and
therefore benefit from this approach in general, either match-
ing or exceeding performance of classical algorithms while
increasing robustness and adaptability.
Our results suggest that our distributed reinforcement learn-
ing approach creates efficient snake robot locomotion, meeting
or exceeding performance of classical control algorithms such
as those given in [1]–[4], [30], [33], [35]. Future work will
also compare our learning-based results with other, non-
shape-based control approaches, such as [31], [32]. In our
experiments, we observed that our learned controller reacts to
the environment in a similar way to the compliant controller,
but visually is able to react more quickly to obstacles, and to
hold the frequency and amplitude at set points that allow it
to more easily navigate through obstacles. Additionally, the
learned controller seems to better utilize the environment,
pushing more strongly against the pegs to create a larger
propelling force.
Regarding our hexapedal locomotion results, we first note
that the task of leveling the hexapod’s body is not only nonlin-
IEEE TRANSACTIONS IN ROBOTICS, JUNE 2019 11
ear, but also very highly dimensional, with multiple paths for
achieving stability, greatly complicating the task for multiple
agents to reach consensus and perform beneficial actions to
stabilize the body. Since a single agent has no control over
the other portions of the robot, and cannot instruct other
agents to do any specific action, the difficulties are amplified
by the agents’ need to collaborate without communication.
Despite these challenges, the proposed framework manages to
reach a satisfactory result after relatively few training episodes
(corresponding to around 45 minutes of wall clock time).
In the centralized policy, the challenge of coordination
between legs/agents is removed, as a single agent controls
the entire robot. However, due to the inherent difficulty of the
task, primarily as a result of the immense action space (729
actions), standard approaches using a centralized controller
simply cannot train the agent fast enough. This is shown
in Figure 8, where even after 500 episodes–corresponding to
more than three hours of real world training–the centralized
policy had not shown any signs of improvement). By breaking
the state-action space into small regions in which each single
agent of the shared environment can learn, we leverage the task
homogeneity to distribute the learning, decreasing the total
training time and increasing performance.
The learned controller for the hexapod robot is able to
closely match the performance of a hand tuned controller
given in [43], quickly flattening the robot body. While the
performance of the learned controller does not visually seem to
exceed that of the hand tuned controller, the learned controller
can be more easily modified to account for additional sensory
inputs or alternative goals, through the modification of the
reward function (such as minimizing the shaking of a mounted
camera tightly attached to the robot’s body).
VI. CONCLUSION
This paper this work explicitly explores the potential re-
lationship between the underlying concepts in distributed
learning and decentralized control of articulated robots. In
particular, we consider the problem of adapting the shape
parameters of an articulated robot in response to external sens-
ing, in order to optimize its locomotion through unstructured
terrain, by casting this problem as a Markov decision problem
(MDP). To solve this MDP, we propose to use a multi-agent
extension of the A3C algorithm, a distributed learning method
whose structure closely matches the decentralized nature of the
underlying locomotion controller. That is, our approach lever-
ages the decentralized structure of the underlying robot control
mechanism, in order to learn a homogeneous policy where a
centralized approach would usually not be tractable/trainable.
We first detail how a snake robot can be trained offline
using hardware experiments implementing an autonomous
decentralized compliant control framework. There, our ex-
perimental results show that the trained policy outperforms
the conventional control baseline by more than 40% in terms
of steady progression through a series of randomized, highly
cluttered evaluation environments (Section III). Note that,
for this case of serpenoid locomotion, a comparison with a
centralized controller would be more difficult, as the number
of control windows on the snake changes with time, making
the creation of a centralized controller non-trivial. Second, we
identify learning agents to each of the legs of a hexapod robot,
and train agents online to stabilize the robot while standing
and locomoting inclined and unstructured terrain. There, we
show how distributed learning enables time-efficient, online
learning, whereas a centralized learning approach could not
converge due to the associated large-dimensional state-action
space (Section IV). Our results suggest that this approach can
be adapted to many different types of articulated robots, by
controlling some of their independent parts (e.g., groups of
joints, limbs, etc.) in a distributed manner, while fundamen-
tally implementing the same control mechanism in each part.
In general, our distributed approach allows us to learn
decentralized policies which naturally exhibit interesting scal-
ability properties. For example, the policy learned for each
leg of the hexapod in Section IV naturally adapts to a
quadruped without any additional training. We envision that
this natural scalability could benefit an autonomous legged
robot experiencing joint/limb failures in the field, by allowing
the other joints/limbs to keep the robot operational. Based
on this observation, we believe that our approach can pave
the way to the time-efficient learning of robust, decentralized
policies for a wide variety of articulated robots, for use in real-
world deployments such as search-and-rescue or inspection.
Since our current approach generates a homogeneous policy,
we believe it can easily generalize to robots whose body
segments are not tightly coupled (like the snake robot in this
paper) or can be easily decoupled using existing methods (like
the hexapod robot in this paper). However, we acknowledge
that the proposed approach cannot be directly applied to some
tightly coupled cases where such decoupling strategy may
not exist, or where communication of information between
limbs/portions of the robot may be necessary. We further note
that, in this work, the way an articulated robot is decoupled
into limbs/portions has to be performed manually, based on
intuition/experience about the task at hand. In future work,
we will both look at generating potentially heterogeneous
policies for different robot segments as well as at learning
how to decouple the robot into portions that can be controlled
independently. Additionally, we note that our approach should
be able to leverage the use of additional sensory input, and,
depending on the task and robot, could improve performance
with the addition of cameras, tactile sensors, LiDAR, or other
sensors, and we are also interested in exploring these additions
in future works. While explored briefly with the hexapod,
we are also interested in maximizing the ability of trained
policies to transfer to new, unseen environments, and we plan
on exploring how the choice of environment in training and
deployment affects the agent.
Finally, in future works, we are also interested in applying
this approach to other tasks, such as static or mobile manipu-
lation. We believe that we can build upon our approach, which
relies on centralized learning but decentralized execution, to
help address such problems for high-DoF articulated robots.
However, we envision that for such tasks, portions of the
robots may need to be more tightly coupled at specific time
steps or for specific maneuvers. In this context, the main
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challenge will likely be to learn and adapt the level of
learning/control decentralization with time, based on the state
of the system.
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