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013.02.0Abstract Data integration has become a backbone for many essential and widely used services.
These services depend on integrating data from multiple sources in a fast and efﬁcient way to be
able to provide the accepted level of service performance it is committed to. As the size of data
available on different environments increases, and systems are heterogeneous and autonomous,
data integration becomes a crucial part of most modern systems.
Data integration systems can beneﬁt from innovative dynamic infrastructure solutions such as
Clouds, with its more agility, lower cost, device independency, location independency, and scalabil-
ity. This study consolidates the data integration system, Service Orientation, and distributed pro-
cessing to develop a new data integration system called Service Oriented Data Integration based
on MapReduce (SODIM) that improves the system performance, especially with large number of
data sources, and that can efﬁciently be hosted on modern dynamic infrastructures as Clouds.
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071. Introduction
Data integration has become a signiﬁcant parameter in the
information technology revolution. Therefore, data integra-
tion systems should serve the fast changing requirements and
handle the complex computations and the large amounts of
data in an adequate way. Subsequently, data integration sys-
tems must become more ﬂexible, agile, reliable, and extensible.
To achieve these requirements and face the challenges derived
by the current dynamic environments, better utilization for the
currently available techniques and technologies that can affect,
support, and facilitate this goal is needed.aculty of Engineering, Alexandria University.
314 G. ElSheikh et al.Web-service is one of the emerged standards that shield the
internal complexities of the integrated systems. Another
approach known as Service Oriented Architecture (SOA)
[1,2] became a signiﬁcant force today in building large and
loose-coupled integration systems with reusable components.
On the hosting environments’ level, new architecture has
emerged providing computing resources and storage on de-
mand and adopts the pay-as-you-go pattern in charging users
known as Cloud Computing [3]. Clouds provide the illusion of
endless resources and facilitate extending and shrinking re-
sources as required by user. Clouds processing power which
depends on a pool of machines orchestrated by Cloud provid-
ers encouraged the emergence of new processing frameworks
such as MapReduce framework [4,5]. MapReduce framework
is designed to handle large amounts of data on distributed
environment, which makes it a good candidate to run over
Clouds. The aim of the presented work is to combine web-ser-
vice technology, SOA design paradigm, and MapReduce
framework to develop a new data integration system called
Service Oriented Data Integration based on MapReduce (SO-
DIM). This should results in a system featuring more extend-
ibility, agility, reliability, and fault tolerance.
The rest of this paper is organized as follows. Related work
is surveyed in Section 2. The proposed system design descrip-
tion and architecture is presented in Section 3. Testing setup
and results along with the related discussions are provided in
Section 4. Finally, the conclusion is derived, and future exten-
sions are suggested in Section 5.
2. Related work
Data integration focuses on allowing queries to be answered
over a number of data sources. Many approaches were
adopted in generating required mappings, all worked for the
same goal but in different techniques. One adopted approach
is Global-as-View (GAV) [6,7] that has a single mediated sche-
ma described as views (mappings) over local data sources.
Another approach is Local-as-View (LAV) [8,9] which has
the local data source being described as views over global sche-
ma. Different approaches were derived from LAV and GAV
[10–12].Table 1 Proposed system versus existing systems surveyed in relate
Properties
1. No global schema
2. No central data source model needed
3. Sources are semantically described and discovered
4. Uniﬁed data types transformations
5. Distributed processing supported
6. Multiple data source types support
7. Dynamic data source binding
8. System is loosely-coupled
9. Standardized integrated-data access (WSDL,SOAP)
10. Service oriented
11. Fault tolerance
12. Sources have uniﬁed interfaces (web-services)
13. Move code to data is enabled
14. Reliability managementWith the need for more ﬂexible systems and with the evolu-
tion of SOA and Software as a Service concept SaaS [13], the
efforts continued to produce more dynamic and ﬂexible inte-
gration systems; such as Service Oriented Data Integration
Architecture (SODIA) [14]. SODIA has been proposed to
provide a dynamically uniﬁed view of data on demand from
various autonomous, heterogeneous, and distributed data
sources. Service providers publish their data sources as data
access services, which may then be discovered, bound at the
time they are needed and disengaged after use. Hence, the
changes such as organization structures, backend data sources,
data structures, and semantics could be managed dynamically
and potentially reduce the maintenance cost. To achieve this,
those data access services should be semantically described
and discovered. SODIA system has limitations such as the del-
egation of mapping source data-elements to the integrated
data-element to the service provider. Moreover, semantic
descriptions for data access services (DASs) are left to service
providers, therefore, there is no guarantee that the terms and
conditions of the service could be interpreted correctly, and
as a result, there is no guarantee that the requested service
can be discovered and executed correctly.
On the other hand, with the explosion of data sizes and
after the evolution of Cloud and Grid Computing, the Scale-
out trend (add new workers) has been preferred over Scale-
up (increase worker resources), and the idea of distributed
processing gained larger interest. Different frameworks were
used to process huge data sets on distributed sources such as
Virtual Database system (VDB) using MapReduce framework
[15]. The system utilizes the parallel and distributed processing
capability of MapReduce framework to handle heterogeneous
query execution on large datasets.
Each of the previously surveyed systems has its own desir-
able features. Thus, the need is emerged to provide a new data
integration system called Service Oriented Data Integration
based on MapReduce (SODIM) which enjoys the union of
all desirable features of [14,15]. In addition, it should provide
a uniﬁed form of data type transformation; therefore, it inte-
grates data in more dynamic and agile manner. The features
of existing and proposed systems are summarized in Table 1.
The proposed system design is described in the next section.d work.
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Figure 1 SODIM system architecture.
SODIM: Service Oriented Data Integration based on MapReduce 3153. SODIM system design
SODIM system is designed as a pool of collaborative services
spread on different interactive layers as shown in Fig. 1. These
services are constructed according to SOA principles. It is also
built on MapReduce distributed processing framework.
Another part of the system is the late binding technique used
to connect to data sources’ services which insures more dyna-
mism. The main parts of the system are represented in the
following subsections.
3.1. Dynamic web-service binding
This component of the system architecture is responsible for
executing dynamic binding to web-services, based on the
service information provided on Web-Services Description
Language (WSDL). It is designed on the notion of message ex-
change. It receives required information about a particular ser-
vice from caller (such as WSDL location, Target Operation,
Target Namespace) and uses this information to carry out ser-
vice invocation without the need to pre-compiled service access
components.
The DAIOS framework [16,17], which adopts messaging
technique in communication, is picked for this task in the
proposed system to achieve a uniﬁed form of data type
transformation.
3.2. Distributed processing framework
The distributed processing framework is responsible for dis-
tributing the received job over worker nodes as smaller tasks
and then aggregates results from related workers, combines
them together, and then returns results back to caller. It carries
out all complicated tasks of distributed processing and has full
control on the participating (worker) nodes. It also provides a
high level of reliability and fault tolerance on software level.
The chosen framework implementation for this job is Apache
Hadoop [4,5].3.3. Metadata
Services metadata represents all needed data to allow accessing
a speciﬁc service. Service-groups are the metadata carriers in
the proposed system. Metadata registry can be implemented
in different ways according to enterprise resources and policies
(e.g., database, ﬁle service registry, etc).
3.4. Service registry
Service registry is the third party that allows service requester
to discover service provider. The registry holds up-to-date
information about businesses and the services they offer. This
way, a service requestor can discover existing web-services,
determines their purpose, functionality, and operation instruc-
tions and hence use a service to his beneﬁt through its WSDL.
3.5. Integrated Service
The Integrated Service in Fig. 1 represents the business domain
service provisioned to answer a speciﬁc business question. Inte-
grated Service carries user question to the related sources and
takes the responsibility to get and aggregate results in order to
return them back to user.
The proposed system is expected to achieve all features
presented in Table 1, and this will be due to combining the Ser-
vice Oriented Data Integration and the distributed processing.
Adopting dynamic binding of the Service Oriented Data Inte-
gration provides the loose coupling from source by adopting
messaging techniques which facilitates adding or deleting a
data source and makes the process of modifying integration
system as a result of data source changes as easy as conﬁgura-
tion modiﬁcations. This ensures minimal interruptions to
running systems. Moreover, building Service Oriented Data
Integration System on top of Hadoop framework shields the
complexities of distributed processing and provides the ‘‘move
code to data’’ capability that enables overcoming network-is-
sues inﬂuence on system performance. It also provides more
316 G. ElSheikh et al.reliability by data replication provided by Hadoop Distributed
File System (HDFS) [5] on the software level rather than
depending only on hardware solutions. The proposed system
is implemented, and its performance is tested on real-life data.
Testing setup environment and results are provided in the next
section.4. Results and discussion
The proposed system is implemented and tested on two differ-
ent environment setups.
 Single node test: In this test, non-distributed SODIM
(SODIA) is tested versus SODIM. The test is established
on single node Hadoop setup.
 Cloud test: In this test, Amazon Elastic MapReduce
(EMR) services have been used as a platform to test
SODIM on cloud environment. Amazon EC2 has been
used to provide the required infrastructure for different
Hadoop cluster sizes as detailed later in this section.
Test results and discussions for each of the two test setups
are provided in the following subsections.
4.1. Single node test results
In this test, both SODIA system and SODIM are implemented
and tested on a single node. Test results for different numbers
of data sources are shown in Fig. 2. According to the test
results, some notices are listed below.
 SODIM gives longer execution time than SODIA system
with small number of data sources. This is because of the
overhead introduced by Hadoop platform processes,
which becomes noticeable with small input data sizes.
 SODIM gives better execution time with large number of
data sources, because of using multiple Maps, and exe-
cuting tasks in parallel, even on the same Java Virtual
Machine (JVM).Figure 2 SODIM versus non-distributed system (SODIA) on
single node setup.4.2. Cloud test results
By using Amazon EMR, different test types have been con-
ducted with different clusters’ sizes and different numbers of
data sources. Multiple Job Flows [18–20] were created on
Amazon EMR web-services. Some modiﬁcations to Hadoop
conﬁgurations and tuning are applied as described below.
 In each cluster, input ﬁle is divided into n  1 chunks
(n= number of cluster nodes). Master node does not
perform any processing tasks, and therefore, it is
excluded from the calculations.
 In each cluster, data replication in HDFS is conﬁgured
to be one (minimum).
 In each cluster, maximum number of MAP tasks allowed
on each node is one to ensure that the job is evenly dis-
tributed over worker nodes.
Applying the previously mentioned tuning parameters to
Hadoop cluster gives the results shown in Fig. 3.
Three different types of tests were held on this environment.
 Test A: is a Hadoop cluster that consists of one master
node and two slave nodes of type m1.small of Amazon
instances.
 Test B: is a Hadoop cluster that consists of one master
node and three slave nodes of type m1.small of Amazon
instances.
 Test C: is a Hadoop cluster that consists of one master
node and four slave nodes of type m1.small of Amazon
instances.
According to Tests’ execution time, the following is noted
for each test.
 Test A:
– Test A gives its best execution time in the range (5–50)
data sources compared to other tests, because it has
the smallest number of cluster nodes, and therefore,
the minimum cluster daemons overhead.Figure 3 SODIM test on different Hadoop cluster sizes on
Amazon EMR after tuning.
Figure 4 SODIM (Test A) versus non-distributed SODIM
system (SODIA).
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tion time of test A increases compared to tests B and
C, as they had larger number of cluster nodes and
therefore, better job distribution than test A.
 Test B:
– Test B gives its best execution time in the range (500–
10,000) data sources compared to other tests, because
it gave the best job distribution and the minimum
cluster daemons overhead in that range of data
sources.
– Test B gives larger execution time compared to test A
in the range (5–50) data sources because of the cluster
daemons overhead that appears to be signiﬁcant rela-
tive to the small application execution time and small
number of data sources.
– Test B gives larger execution time compared to test C
starting from 40,000 data source, because test C had
larger number of cluster nodes and therefore, it pro-
vides better job distribution.
 Test C:
– Test C gives its best execution time for 40,000 data
sources compared to other tests, because it provides
the best job distribution and the minimum cluster
daemons overhead in that range of data sources.
– Test C gives larger execution time compared to test A
and B in the range (5–10,000) data sources because of
the effect of the cluster daemons overhead relative to
small application execution time and small number of
data sources.
4.3. SODIM versus non-distributed SODIM (SODIA)
Other interesting results from single node test and Cloud test
are gathered and represented in this section for discussion.
As shown in Fig. 4, a comparison in execution time between
SODIM (tested on Amazon EC2) and the non-distributed ver-
sion (SODIA) is presented.The execution time widely varies between the two systems,
and SODIM running on Hadoop cluster gives remarkable re-
sults compared to non-distributed version showing that the
distribution of integration tasks among mappers on different
nodes reduces the execution time signiﬁcantly especially in
large data source numbers.
5. Conclusion and future extensions
The proposed SODIM system is the result of combining mod-
ern techniques, and technologies. The system adopted SOA as
a design paradigm, web-service as a communication technol-
ogy, and MapReduce execution model as the parallel process-
ing framework with all special features it provides. By
adopting SOA, SODIM system is able to address the require-
ments of loosely coupled, standards-based, and protocol-inde-
pendent distributed computing. Using dynamic web-service
invocation framework in system communications simpliﬁed
system design. It also simpliﬁed the input and output transfor-
mations by adopting uniﬁed message model. SODIM is
designed to work on a pool of commodity machines like those
provided by Clouds and Grids and to process large numbers of
data sources represented as web-services.
5.1. Future extensions
It is worthwhile investing an empirical model, relating number
of machines and number of data sources in Hadoop cluster. A
study shall be provided in applying fully automated discovery
and binding techniques (such as semantic search) for related
web-services. SODIM did not include studying security issues
and implications on the system and how different security pol-
icies can be applied specially on distributed environments, and
what modern infrastructures like Clouds can offer and support
in this ﬁeld.References
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