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Abstract
This paper presents a new optimisation approach to train Deep
Neural Networks (DNNs) with discriminative sequence crite-
ria. At each iteration, the method combines information from
the Natural Gradient (NG) direction with local curvature infor-
mation of the error surface that enables better paths on the pa-
rameter manifold to be traversed. The method has been applied
within a Hessian Free (HF) style optimisation framework to
sequence train both standard fully-connected DNNs and Time
Delay Neural Networks as speech recognition acoustic mod-
els. The efficacy of the method is shown using experiments
on a Multi-Genre Broadcast (MGB) transcription task and neu-
ral networks using sigmoid and ReLU activation functions have
been investigated. It is shown that for the same number of up-
dates this proposed approach achieves larger reductions in the
word error rate (WER) than both NG and HF, and also leads to
a lower WER than standard stochastic gradient descent.
Index Terms: Natural Gradient, Hessian Free, NGHF, se-
quence training, overfitting, speech recognition.
1. Introduction
In recent years, Deep Neural Networks (DNNs) embedded
within a hybrid Hidden Markov model (HMM) framework have
become the standard approach to Automatic Speech Recogni-
tion (ASR) tasks [1]. While the structure of such DNN mod-
els gives rich modelling capacity and yields good performance,
it also creates complex dependencies between the parameters
which can make learning difficult via first order Stochastic Gra-
dient Descent (SGD).
Natural Gradient (NG) [2, 3] descent is an optimisation
method traditionally motivated from the perspective of informa-
tion geometry, and works well for many applications [4, 5, 6] as
an alternative to SGD. In our previous work [7], it was shown
how the method when framed in a Hessian Free (HF) styled
[8, 9] optimisation framework is more effective than either vari-
ants of SGD or HF for discriminative sequence training of hy-
brid HMM-DNN acoustic models. However, the efficacy of this
form of NG training fails to extend to DNN models that utilise
Rectified Linear Units (ReLUs) [10].
This paper proposes NGHF, an alternative optimisation
method that combines both the NG and HF approaches to effec-
tively train HMM-DNN models with discriminative sequence
criteria. The NGHF method uses both the direction of steepest
descent on a probabilistic manifold and local curvature infor-
mation, and is effective for different feed-forward DNN archi-
tectures and choices of activation function. The method is eval-
uated on the Multi-Genre Broadcast (MGB) transcription task
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[11] and is shown to achieve larger reductions in the Word Error
Rate (WER) for the same number of updates than both NG and
HF, as well as lowerWERs than SGD. The machinery needed to
develop this framework relies on the concepts of manifolds, tan-
gent vectors and directional derivatives from the perspective of
information geometry. An overview of the necessary underly-
ing concepts is provided in [12] but a more in-depth discussion
can be found in Amari’s infomation geometry text book [13].
The paper is organised as follows. Section 2 provides a
brief overview of discriminative sequence training and com-
pares standard derivative based optimisers with NG. Section 3
formulates the method of NGHF, and Sec. 4 discusses the effect
of scaling directions with the Gaussian-Newton matrix. The ex-
perimental setup for ASR experiments is given in Sec. 5, with
results in Sec. 6, followed by the conclusion.
2. Discriminative Sequence Training
ASR is a sequence to sequence level classification task where
given an acoustic waveformO, the goal is to produce the correct
hypothesis sequence H through the use of an inference model
Pθ(H|O). Let X denote the parameter manifold. As different
realisations of DNN parameters lead to different probabilistic
models Pθ(H|O), the manifold essentially captures the space
of all probability distributions M that can be generated by a
particular model. The goal of learning is to identify a viable
candidate f(θ,O) ∈ M that achieves the greatest reduction
in the empirical loss w.r.t a given risk measure while generalis-
ing well to new examples. In ASR, the WER is the evaluation
metric of interest which however corresponds to a discontinu-
ous function of the model parameters. Hence, employing such
a metric directly within a empirical risk criterion is not viable
with standard derivative based optimisers. This forms the moti-
vation behind the class of Minimum Bayes’ Risk (MBR) objec-
tive functions [14, 15]:
FMBR(θ) =
1
R
R∑
r
[∑
H
Pθ(H|O
r,M)L(H,Hr)
]
(1)
where (Hr,Or) represents the true transcription and feature
vectors associated with utterance r, and L represents the loss
function. In MBR training, instead of minimising the empir-
ical loss for each utterance, the expected loss associated with
each utterance in the training set is minimised. Such a function
is a smooth function of the DNN model parameters and hence
can be optimised by derivative based approaches. In practice, it
is not feasible to consider the entire hypothesis space for each
utterance without making simplifications to the HMM topology
[16]. The standard approach is to encode confusable hypotheses
for with each training utterance using an efficient lattice frame-
work [17].
The premise behind all derivative based optimisation meth-
ods is Taylor’s theorem. Assuming that the objective function
F (θ) is sufficiently smooth, Taylor’s formula including terms
up to the second order approximates the local behaviour of the
objective function by the following quadratic function:
F (θk +∆θ) ≃ F (θk) + ∆θ
T∇F (θk) +
1
2
∆θTH∆θ (2)
where ∆θ corresponds to any offset within a convex neigh-
bourhood of θk and H is the Hessian. Instead of optimising
the objective function directly, second order methods focus on
minimising the approximate quadratic at each iteration of the
optimisation process. The same approach is undertaken by first
order methods which only consider the gradient ∇F (θk), i.e.
the first order term. For the class of MBR objective functions,
the gradient associated with the rth utterance at time t w.r.t the
DNN output activations can be shown to be the component-wise
multiplication of the vectors γrt ⊙L [18, 19, 7], where γ
r
t repre-
sents the posterior probability associated with the states (DNN
output nodes) at time t and the entries of L correspond to the
local phone(state) level loss associated with these arcs within
the consolidated lattice [15].
Solving (2) yields the critical point ∆θ = H−1∇F (θk).
This corresponds to a unique minimiser only when the Hessian
H is positive definite. However, when the choice of modelsM
is restricted to DNNs, the Hessian irrespective of the choice of
objective function is no longer guaranteed to be positive def-
inite. To address this issue, [20] showed that by approximat-
ing the Hessian with the Gauss-Newton [21] matrix, solving
(2) guarantees an improvement in the training objective func-
tion. When the underlying model corresponds to a discrimina-
tive probabilistic model Pθ(H|O), a more natural optimisation
method is the method of NG. In NG, the updates associated
with each iteration correspond to the direction of steepest de-
cent on the probabilistic manifold. In [2, 3, 22], such a direction
is shown to equate to the critical point of (2) with the Hessian
replaced by the Fisher Information matrix [13].
3. Formulating NGHF
In [12], it is shown that by deriving Taylor’s second order ap-
proximation from the perspective of manifold theory, solving
the minimisation problem of (2) becomes equivalent to solving
the following minimisation problem in the tangent space TθkX:
argmin
∆θ∈Tθ
k
X
[
F (θk) + 〈∆θ,∇F (θk)〉+
1
2
∆θTH∆θ
]
(3)
With such an approach, 〈∆θ,∇F (θk)〉 corresponds to the in-
ner product between vectors ∇F (θk) and ∆θ in TθkX while
∆θTH∆θ represents a linear map g : u ∈ TθkX → R.
Since X is a manifold, the inner product endowed on the tan-
gent space TθX need not be the identity matrix. The parameter
manifold X can be equipped with any form of a Riemannian
metric, a smooth map that assigns to each θ ∈ X an inner prod-
uct Iθ in TθX . In our previous work [7], it was shown how for
sequence discriminative training, an ideal choice of Iθ corre-
sponds to the expectation of the outer product of the Maximum
Mutual Information (MMI) [17] gradient:
Iθ = EPθ(H|O)
[
(∇ log Pθ(H|O)) (∇ log Pθ(H|O))
T
]
As Iθ by definition is symmetric and positive definite, it is
invertible by the spectral decomposition theorem. If the mani-
foldX is now equipped with a Riemannian metric of the form of
I−1
θ
, then the dot product 〈∆θ,∇F (θk)〉 in (3) corresponds to
∆θT I−1
θ
∇F (θk). Under such a metric, solving the minimising
problem by considering only the first two terms in (3) equates to
performing Natural Gradient on the parameter surface. In this
paper, the entire quadratic function of (3) is considered when
solving the minimisation problem in TθkX:
argmin
∆θ∈Tθ
k
X
[
F (θk) + ∆θ
T I−1
θ
∇F (θk) +
1
2
∆θTH∆θ
]
(4)
In practice, the expectation of the outer product of the MMI
gradient is approximated by its Monte-Carlo estimate Iˆθ which
is not guaranteed to be positive definite. Thus, its inverse is no
longer guaranteed to exist. To address this issue, [12] provides
the derivation of an alternative dampened Riemannian metric
I˜−1
θ
that is not only guaranteed to be positive definite but has
the feature that its image space is the direct sum of the image
and the kernel space of the empirical Fisher matrix Iˆ−1
θ
.
The critical point of (4) is ∆θ = H−1I−1
θ
∇F (θk) and
corresponds to an NG direction regularised by multiplication
with the inverse of the curvature matrix. In this work, the Hes-
sian is approximated by the Gauss-Newton (GN) Matrix Gθ .
Section 4 discusses the particular effect of scaling directions
with Gθ . Computing the individual inverse matrix scalings di-
rectly is expensive in terms of both computation and storage.
Hence in this paper, using the approach highlighted in [7, 8],
the solution of individual inverse matrix scalings is approxi-
mated by solving equivalent linear systems using the Conjugate
Gradient (CG) [23] algorithm. Apart from the obvious com-
putational reasons, the use of CG presents two key advantages:
the very first iteration of CG computes an appropriate step size
for the direction the algorithm is initialised with. In the case of
NGHF, this corresponds to the NG direction. Thus, at each iter-
ation of NGHF, the resultant update found after two runs of CG
conforms to ∆θ = w1∆θNG + w2∆θHF , a weighted combi-
nation of the NG direction and conjugate directions computed
using local curvature information. Secondly, when applied to
solve the proposed linear system I˜θ∆θ = ∇F (θk), the very
first directions explored by the algorithm are guaranteed to be
the directions which constitute the image space of Iˆθ [24].
4. Scaling Directions with the GNMatrix
When DNN models are employed to solve the inference
problem, Gθ can be shown to take the particular form of
JTθ ∇
2LˆθJθ where
• ∇2Lˆθ is the Hessian of the loss function w.r.t the DNN
linear output activations with individual entries being
functions of θ.
• Jθ is the Jacobian of the DNN output activations w.r.t θ.
To keep the notation uncluttered, the dependency on θ will be
dropped for the remainder of this section when dealing with the
individual factors of the product JTθ ∇
2LˆθJθ . As both∇
2Lˆ and
the product JT∇2LˆJ are real and symmetric, by the spectral
decomposition theorem: JT∇2LˆJ ≡ JTUΛUTJ ≡ V ΣV T .
Under this factorisation, each eigenvector vj of J
T∇2LˆJ can
be interpreted as a particular weighted sum of the gradients of
the output activations of the DNN w.r.t θ. Switching from the
standard basis to the basis spanned by UTJ , updates conform-
ing to directions of steepest descent can be expressed as:
∆θ =
k∑
j
η
(
v
T
j ∇FMBR
)
Uj,i
∂F˜i
∂θ
where η is the learning rate and F˜ represents the objective func-
tion with the domain constrained to the DNN output layer. With
respect to this basis, scaling with the inverse of the GN matrix
effectively corresponds to rescaling the steps taken along indi-
vidual vj by a factor 1/µj :
∆θ =
k∑
j
1
µj
(
v
T
j ∇FMBR
)
Uj,i
∂F˜i
∂θ
(5)
where µj is the eigenvalue associated with vj in V . Recall
that ∇2Lˆ can alternatively be presented as ∇.(∇F˜ ). There-
fore, eigenvectors uj in U with large eigenvalues correspond to
directions that can induce large changes in the gradient of∇F˜ .
By establishing a one-to one correspondence between eigen-
vectors of∇2Lˆ with eigenvectors of JTAJ , it can be seen that
re-scaling with 1/µj effectively de-weights back propagation
information carried by those paths through the network that can
induce large changes in ∇F˜ . In the context of discriminative
training, this ensures that the DNN frame posterior distribution
does not become overly sharp.
5. Experimental Setup
The various DNN optimisation approaches were evaluated on
data from the 2015 Multi-Genre Broadcast ASRU challenge
task (MGB1) [11]. In this work, systems were trained using
a 200 hour training set1. The official MGB1 dev.sub set was
employed as a validation set and consists of 5.5 hours of audio
data. To estimate the generalisation performance of candidate
models, a separate evaluation test set dev.sub2 was used. This
comprises roughly of 23 hours of audio from the remaining 35
shows belonging the MGB1 dev.full set. Further details related
to the data preparation can be found in [25].
All experiments were conducted using an extended version
of the HTK 3.5 toolkit [26, 27]. This paper focuses on training
standard fully connected DNNs and Time Delay Neural Net-
works (TDNNs) [28] using both ReLU and sigmoid activations.
The architecture used for DNNs consisted of five hidden lay-
ers each with 1000 nodes. For TDNNs, the network topology
consisted of seven hidden layers each with 1000 hidden units.
The context specification used for the various TDNN layers is
as follows: [-2, +2] for layer 1, {−1, 2} for layer 2, {−3, 3}
for layer 3, {−7, 2} for layer 4 and [0] for the remaining lay-
ers. For both models, the output layer consisted of 6k nodes and
corresponds to context dependent sub-phone targets formed by
conventional decision tree context dependent state tying [29].
For DNNs, the input to the model was produced by splicing
together 40 dimensional log-Mel filter bank (FBK) features ex-
tended with their delta coefficients across 9 frames to give a 720
dimensional input per frame. While for TDNNs, only the 40 di-
mensional log-Mel filter bank features were considered. For all
experiments, the input features were normalised at the utterance
level for mean and at the show-segment level for variance [25].
All models were trained using lattice-based MPE training
[14]. Prior to sequence training, the model parameters were ini-
tialised using frame-level CE training. To track the occurrence
of over-fitting due to training criterion mismatch at intermedi-
ate stages of sequence training, decoding was performed on the
validation set using the same weak pruned biased LM used to
create the initial MPE lattices. To evaluate the generalisation
performance of the trained models, a 158k word vocabulary tri-
gram LM was used to decode the validation and test set.
1Note that most results in [25] use a larger 700h training set, stronger
language models and other setup differences.
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Figure 1: Evolution of MPE phone accuracy criterion on the
training and validation (dev.sub) sets with ReLU based DNN
(top 2 graphs). Also (lower graph) WER with MPE LM on
dev.sub as training proceeds.
Training configuration for SGD: The best results with
SGD were achieved through annealing of the learning rates
at subsequent epochs. The initial learning rates were found
through a grid search. For TDNNs, using momentum was found
to yield the best WERs.
Training configuration for NGHF, NG & HF: The recipe
described in [7] was used: gradient batches corresponding to
roughly 25 hours and 0.5 hrs of audio were sampled for each
CG run. In all experiments, running each CG run beyond 8 iter-
ations was not found to be advantageous. The CG computations
varied between 18% to 26% of the total computational cost.
6. Experimental Results
Figure 1 compares the performance of various optimisation
methods on training a ReLU based 200hr HMM-DNN model
while Table 1 shows the performance of these optimisers for a
ReLU based HMM-TDNN system.
method #epochs #updates phone acc. WER with
train dev.sub MPE LM
CE N/A N/A 0.870 0.754 36.9
SGD 4 4.64 ×105 0.888 0.760 36.4
NG 4 32 0.913 0.789 36.2
HF 4 32 0.899 0.783 35.9
NGHF 4 32 0.911 0.791 35.6
Table 1: Performance of different optimisers on the TDNN-
ReLU model. WERs on dev.sub.
It can be seen that among all the optimisers, NGHF is
the most effective in achieving the largest WER reductions on
dev.sub with the weak MPE LM. At each iteration, the up-
date produced by the method conforms to ∆θ = w1∆θNG +
w2∆θHF , a weighted combination of NG direction and conju-
gate directions computed using local curvature information. In
Fig. 1, it can be seen that by utilising information from both the
KL divergence in the probabilistic manifold and local curvature
information, the proposed method follows a path where opti-
mising the MPE criterion better correlates with achieving re-
ductions in WER. With the ReLU based TDNN as evident from
Table 1, this same feature can be observed. NGHF achieves bet-
ter generalisation performance for both the MPE criterion and
the WER on the validation set. To investigate whether these
WER reductions hold with stronger LMs and the relative gains
are not constrained to only ReLU based systems, equivalent sys-
tems using sigmoids were trained. Table 2 compares the perfor-
mance of the various optimisers on the validation set with the
different models using the 158k LM.
Model CE MPE
SGD NG HF NGHF
DNN-ReLU 30.9 29.9 29.8 28.9 28.1
TDNN-ReLU 28.6 28.5 28.7 28.1 27.5
DNN-sigmoid 31.9 29.3 29.0 29.3 29.0
TDNN-sigmoid 28.5 27.1 26.9 27.0 26.6
Table 2: WERs on MGB1 dev.sub with 158k trigram LM.
From Table 2, it can be seen that again models using NGHF
achieve the largest reductions inWER. For ReLU based models,
NGHF achieves a relative Word Error Rate Reduction (WERR)
of 9% with the DNN and 4% with the TDNN. Whereas with the
sigmoid based models, the method achieves a relative WERR of
6% with the DNN and 7% with the TDNN. Compared to SGD,
NGHF is especially effective with the ReLU based models. For
the DNN, the method achieves a relative WERR of 6% over
SGD, while with the TDNN the relative WERR is 4%.
Finally, the generalisation performance of the trained mod-
els were estimated by performing Viterbi decoding on dev.sub2
using 158k LM. Results are shown in Table 3.
Model CE MPE
SGD NG HF NGHF
DNN-ReLU 32.3 31.9 31.4 30.6 29.8
TDNN-ReLU 30.6 29.8 30.6 29.6 29.3
DNN-sigmoid 33.2 30.8 30.5 30.9 30.5
TDNN-sigmoid 29.9 28.6 28.2 28.4 27.9
Table 3: WERs on MGB1 dev.sub2 with 158k trigram LM.
It can be observed that as before the model trained with
NGHF achieves the largest reductions in WER. With sigmoid
based models, the method can be seen to be achieve WERR
reductions of 8% with the DNN and 7% with the TDNN. Over
standard SGD, the proposed method achieves relative WERR of
7% with the ReLU-DNN model and a 2% with the ReLU based
TDNN model.
6.1. Investigating overfitting due to Criterion Mismatch
ReLU based systems failed to achieve similar WERRs as sig-
moid based systems from sequence training with either SGD
or NG. After a few epochs, improvements made on the MPE
criterion failed to correlate with lower WERs. This effect was
particularly noticeable with the TDNN model. It was observed
that this emergence of criterion mismatch is correlated with the
sharp decrease in the average entropy of DNN output frame pos-
teriors (Fig. 2). MBR training broadly speaking tries to concen-
trate probability mass: a sufficiently flexible model trained to
convergence with MBR will assign a high probability to those
hypotheses that have the smallest loss. This means that during
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Figure 2: Evolution of average entropy of DNN output activa-
tions during MPE training with ReLU based DNN models. Left
graph is for DNNs and the right graph for TDNNs.
the course of training, the posterior distribution of states γrt (i)
associated with high local losses L(i) is gradually reduced.
With hyper-parameters such as LM and acoustic model scale
factors fixed, this sharp decrease in the DNN output entropy di-
rectly reflects that this distribution γrt is becoming overly sharp,
which was found to be detrimental to the decoding performance.
With sigmoid models, the criterion mismatch was found to
be less severe when using first order methods (Table 2). It was
observed that the average entropy of the DNN frame posteriors
with sigmoid models was much larger at the start of sequence
training. This is expected as ReLUs allow a better flow of gradi-
ents during back-propagation resulting in better CE trained dis-
criminative models. However, as observed in Fig. 2, this also
results in sharper frame posterior distributions. From Fig. 2, it
can also be seen how scaling with the GN matrix helps regu-
larise the entropy of the DNN frame posteriors. When com-
pared to HF, the proposed NGHF approach is better in finding a
balance between improving the MPE criterion and regularising
the entropy changes of the DNN frame posteriors.
To improve generalisation performance, techniques such as
dropout [30] and L2 regularisation with SGD sequence train-
ing were investigated. However, both of these techniques were
unsuccessful in alleviating this overfitting due to criterion mis-
match. To improve NG training, the use of Tikhonov damping
as advised by Martens [9] was also investigated to help regu-
larise the NG updates. Taking comparatively more conserva-
tive steps along conjugate directions at the expense of slower
learning was observed to regulate the decrease in the average
entropy of DNN frame posteriors. However, the damped opti-
miser failed to achieve better convergence.
7. Conclusion
This paper has introduced a new optimisation method to effec-
tively train HMM-DNN models with discriminative sequence
training. The efficacy of the method has been shown to be ag-
nostic with respect to both the choice of feed forward archi-
tecture and choice of DNN activation functions. When applied
within a HF styled optimisation framework, the proposed meth-
ods enjoys the same benefits as HF but leads to better conver-
gence than NG, HF and SGD. Future work will involve extend-
ing the proposed framework to training DNN architectures with
recurrent topologies.
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