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Résumé – Lors d’une localisation de sources à l’aide d’un réseau de capteurs passifs, on fait généralement l’hypothèse simplificatrice de
sources situées loin de l’antenne. Cependant, dans le cas de sources proches de l’antenne, les fronts d’ondes ne sont plus plans et il faut prendre
en compte un modèle d’observation paramétré, non seulement par l’azimut et l’élévation de chaque source, mais aussi par la distance entre les
sources et un référentiel vis-à-vis de l’antenne. Bien qu’une pléthore de méthodes d’estimation concernant ces paramètres soit disponible dans
la littérature, les performances ultimes de tels estimateurs n’ont pas tout à fait été traitées en détails. Dans cet article, nous calculons et analysons
la Borne de Cramér-Rao (BCR) déterministe dans le cas d’une source située en champ proche. Notre approche comporte deux avantages : (1) le
coût calculatoire de la BCR déterministe, pour un grand nombre d’observations, sous forme matricielle peut être très coûteux, ce qui n’est pas
le cas de nos expressions non-matricielles et (2) des informations pertinentes concernant les performances du système peuvent être facilement
déduites.
Abstract – Near-field source localization problem by a passive antenna array makes the assumption that the time-varying sources are located
near the antenna. In this situation, the far-field assumption (planar wavefront) is no longer valid and we have to consider a more complicated
model parameterized by the bearing and by the distance, named range, between the source and a reference sensor. We can find a plethora
of estimation schemes in the literature but the ultimate performance has not been fully investigated. In this paper, we derive and analyze the
Cramér-Rao Bound (CRB) for a single time-varying source. In this case, we obtain nonmatrix closed-form expressions. Our approach has two
advantages: (i) the computational cost for a large number of snapshots of a matrix-based BCR can be high while our approach is cheap and (ii)
thanks to our nonmatrix expressions we are able to deduce useful informations improving the estimation.
1 Introduction
La localisation passive de sources à l’aide d’une antenne de
capteurs est un sujet d’une importance croissante avec plusieurs
applications à la clef ; radar, sismologie, télécommunication,
etc. Lors d’une localisation de sources à l’aide d’un réseau de
capteurs passifs, on fait généralement l’hypothèse simplifica-
trice de sources situées loin de l’antenne [1]. De ce fait, on
peut faire l’hypothèse que les fronts d’ondes sont plans. Ce-
pendant, dans le cas de sources proches de l’antenne, les fronts
d’ondes ne sont plus plans et il faut prendre en compte un mo-
dèle d’observation paramétré, non seulement par l’azimut et
l’élévation de chaque source, mais aussi par la distance entre
les sources et un référentiel vis-à-vis de l’antenne. Bien qu’une
pléthore de méthodes d’estimation concernant ces paramètres
soit disponible dans la littérature [2], [3], les performances ul-
times de tels estimateurs n’ont pas tout à fait été traités en dé-
tails. La Borne de Cramér-Rao (BCR) est un outil mathéma-
tique très utilisé pour caractériser de telles performances. Dans
cet article 1, nous calculons et analysons la BCR déterministe
dans le cas d’une source située en champ proche. Dans cette
situation, le nombre de paramètres inconnus augmente avec le
nombre d’observations. Cela signifie que l’estimateur du maxi-
mum de vraisemblance n’est pas efficace pour un grand nombre
d’observations [4]. Cependant, il le sera pour un grand Rap-
port Signal sur Bruit (RSB) et un nombre d’observations fixé
1. Ces travaux sont financés par la région Île de France et le groupe de
recherche Digiteo.
[5]. Par conséquent, l’inversion numérique de la Matrice d’In-
formation de Fisher (MIF) est difficile. C’est pourquoi, nous
proposons des expressions analytiques non-matricielles de la
BCR. La BCR stochastique (c’est-à-dire, lorsque les sources
sont supposées issues d’un processus aléatoire gaussien) pour
des problèmes de localisation en champ proche a déjà fait l’ob-
jet de quelques recherches (voir par exemple [3], [2], [6], [7]).
Mais, à notre connaissance, aucun résultat concernant la BCR
pour des sources déterministes, mais inconnues, n’est dispo-
nible dans la littérature. Notre approche comporte deux avan-
tages : (1) le coût calculatoire de la BCR déterministe, pour
un grand nombre d’observations, sous forme matricielle peut
être très coûteux, ce qui n’est pas le cas de nos expressions
non-matricielles et (2) des informations pertinentes concernant
les performances du système peuvent être facilement déduites
ce qui n’est généralement pas le cas avec des expressions ma-
tricielles. En particulier, nous montrons que l’estimation de la
distance est améliorée plus la source est proche de l’antenne
et/ou plus la fréquence porteuse est grande.
2 Modèle
Considérons une antenne linéaire uniforme composée de N
capteurs avec une distance inter-capteurs notée d. L’antenne re-
çoit un signal émis par une source, supposée à bande étroite,
située dans le champ proche de l’antenne. Par conséquent, le
modèle d’observation au niveau de l’antenne s’écrit comme
suit : xn(t) = s(t)ejτn + vn(t), avec t = 1, . . . , T et n =
0, . . . , N − 1 où, T est le nombre d’observations et xn(t) re-
présente le signal observé à la sortie du (n + 1)e`me capteur.
s(t) = α(t)ej(2pif0t+ψ(t)) représente le signal émis [8] à une
fréquence porteuse f0 où α(t), ψ(t), représentent, respective-
ment, l’amplitude et la phase du signal source. Le processus
aléatoire vn(t) est un bruit additif. Le retard temporel, τn, qui
représente le temps de propagation du signal de la source au













où λ est la longueur d’onde et r et θ représentent, respecti-
vement, la distance et l’azimut de la source. Si cette distance
appartient à la région dite de Fresnel [9], c’est-à-dire si
0.62(d3(N − 1)3/λ)1/2 < r < 2d2(N − 1)2/λ, (2)






où le termeO(β), qui regroupe les termes
d’ordre supérieur ou égal à β, sera négligé par la suite. ω et φ
sont généralement appelés angles électriques. Ces angles s’ex-
priment en fonction des paramètres physiques du problème à
l’aide des relations suivantes
ω = −2pi dλ sin(θ) et φ =pi d
2
λr cos
2(θ). Par conséquent, le mo-
dèle d’observation peut s’écrire comme
x(t) = [x1(t) . . . xN (t)]T = a(ω, φ)s(t) + v(t), (3)
où v(t) = [v1(t) . . . vN (t)]T , et où, le (n + 1)e`me élément
du vecteur directionnel a(ω, φ) est donné par [a(ω, φ)]n+1 =
ej(ωn+φn
2).
Dans ce qui suit, nous utiliserons les hypothèses suivantes :
– On admet que le bruit est un processus complexe cir-
culaire blanc gaussien de moyenne nulle et de variance
inconnue σ2.
– On supposera également que le bruit est décorélé tempo-
rellement et spatialement.
– Les vecteurs de paramètres inconnus sontκ =[r θψT αT
σ2]T ou ξ = [ω φψT αT σ2]T oùψ = [ψ(1) . . . ψ(T )]T
et α = [α(1) . . . α(T )]T . Selon la situation considé-
rée, ω, φ ou r, θ seront les paramétres d’intéret. Tous ces
paramètres sont supposés déterministes. Notons que, la
taille de κ et ξ dépend du nombre d’observations consi-
dérées.
La fonction de vraisemblance relative au vecteur d’observa-
tions χ = [xT (1) . . .xT (T )]T pour un ξ donné, s’écrit simple-




R = σ2INT et µ = [aT (ω, φ)s(1) . . .aT (ω, φ)s(T )]T .
Dans la suite, [ξ]i,Re {u}, tr {Z}, et diag(.) représentent,
respectivement, le ie`me élément du vecteur ξ, la partie réelle de
u, la trace de la matrice Z, le produit de Hadamard et l’opéra-
teur diagonal.
3 Expression de la borne de Cramér-Rao
Le principe d’inégalité de covariance, pour un estimateur




≥ BCR([ξ]i), où BCR([ξ]i) = [MIF−1]i,i [10]. Par consé-
quent, nous donnerons une inversion analytique de la Matrice
d’Information de Fisher (MIF) qui nous conduira à des expres-
sions non-matricielles compactes de la BCR. Enfin, après un
changement de paramètres, nous obtiendrons des expressions
(non-matricielles) de la BCR en fonction des paramètres phy-
siques du problème qui sont la distance et l’azimut.
3.1 Partitionnement de lamatrice d’information
de Fisher
Dans le cadre d’un modèle d’observation gaussien, l’élément









































fω,ω fω,φ fω,ψ 01×T 0
fφ,ω fφ,φ fφ,ψ 01×T 0
fψ,ω fψ,φ Fψ,ψ 0T×T 0T×1
0T×1 0T×1 0T×T 2Nσ2 IT 0T×1



















fTψ,ω = fω,ψ =
2
σ2
N(N − 1)(α α), (10)
fTψ,φ = fφ,ψ =
2
σ2
N(N − 1)(2N − 1)
3
(α α), (11)
où RSB = ||α||2/σ2. Notons que, grâce à la diversité tempo-
relle de la source, Fα,ψ et Fψ,α sont des matrices nulles. Nous
remarquons aussi, la propriété bien connue, que la variance du
bruit est bien découplée par rapport aux autres paramètres. Les
termes nuls restant sont la conséquence de l’application de la
partie réelle dans (5) aux termes purement imaginaires.
3.2 Inversion analytique
L’inversion de la MIF, dont la taille est (2T +3)× (2T +3),
est une opération très coûteuse lorsque T devient grand. C’est
l’une des raisons pour laquelle nous en donnerons l’inversion
analytique. En utilisant une partition appropriée de la MIF (5)
et après le calcul explicite de l’inverse du complément de Schur
de Fψ,ψ [11], nous obtenons les expressions non-matricielles
de la BCR relative à ξ associée au modèle (3) notée BCR(ξ)
où :
BCR(ω) =
6(2N − 1)(8N − 11)
RSB(N2 − 1)N(N2 − 4) ,
BCR(φ) =
90
RSB(N2 − 1)N(N2 − 4) ,
BCR (ψ(t)) =
8N2 − 12N + 4 + ‖α‖2 (N3 + 3N2 + 2N)














Et les termes croisés sont donnés par
[ BCR(ξ)]1,2 = [ BCR(ξ)]2,1 = − 90RSBN(N2−4)(N+1) .
3.3 Changement de vecteur de paramètres
Même si le modèle (3) est fréquemment utilisé dans le traite-
ment d’antenne, sa BCR par rapport à ξ ne nous apporte aucune
information concernant les paramètres physiques réels du pro-
blème. De ce fait, il est intéressant d’analyser la BCR par rap-
port à la distance et à l’azimut. Ayant BCR(ξ), nous pouvons
facilement obtenir BCR(κ) en utilisant la propriété suivante










où κ = g(ξ) =







ψT αT σ2]T , et où
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En utilisant (12), l’expression de la matrice Jacobienne ci-dessus











2 + 30drp1(N) sin(θ) + d2p2(N) sin2(θ)
p3(N) cos4(θ)
, (18)
où p1 (N) = N−1, p2(N) = (8N−11)(2N−1) et p3(N) =
N(N2 − 1)(N2 − 4).





changées. Et les termes croisés entre θ et r s’expriment comme
suit




15rp1(N) + dp2(N) sin(θ)
p3(N) cos3(θ)
.
4 Analyse de la BCR et illustrations nu-
mériques
Le but de cette section est de valider et d’analyser les expres-
sions non-matricielles données précédemment. Pour les simu-
lations, nous avons considéré une antenne de N = 5 capteurs
avec une distance inter-capteurs d = 0.125m. Le nombre d’ob-
servations est égal à T = 100 et la source est bien située dans
la région de Fresnel (r = 2.125m). Dans Fig. 1 et Fig. 2, nous
avons comparé les BCRs analytique, obtenue par (18) et (17),
avec la BCR calculée par inversion numérique de la MIF. Pour
différentes valeurs de la variance du bruit (à puissance signal
fixée) et pour différentes valeurs de la fréquence porteuse f0 et
de l’azimut θ. La Fig. 1 et Fig. 2 valident bien nos expressions
analytiques. De plus, à l’aide des expressions non-matricielles
données à la section 3.3, nous notons que :
– Pour un grand nombre de capteurs et un espace inter-
capteurs fixé, BCR(θ) exprimée dans le champ proche
tend vers BCR(θ) en champ lointain, c’est-à-dire
3λ2
RSB2d2pi2 cos2(θ)N3 [4]. Ce qui correspond bien à l’in-
tuition générale, car un grand nombre de capteurs et un
espace inter-capteurs fixé implique une grande distance
pour la source.
– Les BCRs sont invariantes par rapport à la phase, ψ(t) ,
du signal source. De plus, comme dans le cas du champ
lointain, la BCR(θ) ne dépend que de l’azimut selon
O(1/ cos2(θ)). De ce fait, l’antenne linéaire uniforme en
champ proche n’est pas une antenne isotrope [13].
– BCR(r) dépend à la fois de l’azimut et de la distance.
Pour λ et r ∝ d, la dépendance par rapport à la distance
est de O(r2). Ce qui signifie que les performances d’es-
timation s’améliorent quand la source se rapproche de
l’antenne (dans la limite de la région de Fresnel).
– La dépendance de BCR(r) par rapport à l’azimut est en
O(1/ cos4(θ)). Si θ est proche de pi/2, BCR(r) tend vers
l’infini et cette divergence est plus rapide que celle de
BCR(θ) qui est en O(1/ cos2(θ)).
– Pour un nombre suffisant de capteurs, BCR(θ) et BCR(r)
sont en O(1/N3).
– Pour un espace inter-capteurs fixé, BCR(r) est dépen-
dante de la fréquence porteuse f0. De plus, la Fig. 2
montre que, pour différentes valeurs de la variance du
bruit, plus grand est la fréquence, plus bas est BCR(r)
(voir Fig. 3).
– L’expression [ BCR(κ)]1,2 montre que le couplage entre
les paramètres physique est important, car il est du même
ordre de grandeur que BCR(θ) et BCR(r), c’est à dire en
O(1/N3).
FIG. 1: La BCR(θ) numérique et analytique en fonction de
σ2 pour r = 2.125m et pour différentes valeurs de θ =
0o, 30o, 60o, 80o.
FIG. 2: BCR(r) numérique et analytique en fonction de σ2
pour (θ, r) = (0o, 2.125m) pour différentes valeurs de f0 =
600, 800, 1000, 1200[MHz].
5 Conclusion
Dans cette contribution, nous présentons le calcul de la borne
de Cramér-Rao déterministe relative au cas de la localisation de
source en champ proche. Afin d’éviter l’inversion matricielle
de la matrice d’information de Fisher, dont la taille croît avec le
nombre d’observations, nous avons fourni des expressions ana-
lytiques non-matricielles. Tirant profit de ces expressions, nous
avons analysé le comportement de la borne de Cramér-Rao.
Ainsi, nous avons obtenu des informations pertinentes concer-
nant les performances d’estimation des paramètres physiques
d’intêret (distance, azimut, amplitudes, phases). En particulier,
nous montrons que l’estimation de la distance est d’autant plus
améliorée que la source est proche de l’antenne et/ou que la
fréquence porteuse est grande. Enfin, les expressions proposées
ont été validées par des simulations numériques.
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