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POINT DEFECTS IN 2-D LIQUID CRYSTALS WITH SINGULAR
POTENTIAL: PROFILES AND STABILITY
ZHIYUAN GENG AND WEI WANG
Abstract. We study radial symmetric point defects with degree k
2
in 2D disk or R2 in Q-tensor
framework with singular bulk energy, which is defined by Bingham closure. First, we obtain the
existence of solutions for the profiles of radial symmetric point defects with degree k
2
in 2D disk or
R2. Then we prove that the solution is stable for |k| = 1 and unstable for |k| > 1. Some identities
are derived and used throughout the proof of existence and stability/instability.
1. Introduction
1.1. Backgrounds of the problem. The liquid crystal state is a distinct phase of matter observed
between the crystalline solid and isotropic liquid. The nematic liquid crystal is characterized by
rod-like molecules which exhibit long-range orientational order but no positional order. In general,
there are three main continuum theories to model the nematic liquid crystals: the Oseen-Frank
theory[22], the Landau-de Gennes theory[5], and the Ericksen theory[7]. Among these models,
only the Landau-de Gennes model can describe both uniaxial and biaxial states of nematic liquid
crystals. In this model, the local state of nematic liquid crystals is described by a tensor valued
order parameter Q which takes value in the set
Q = {Q ∈ R3×3, Qij = Qji, Qii = 0}.
The nematic liquid crystal is called isotropic at point x when Q(x) = 0; when Q(x) has two equal
non-zero eigenvalues, it is called uniaxial and when Q(x) has three distinct eigenvalues, it is called
biaxial.
Physically, the tensor Q can be interpreted as the second-order traceless moment of the orienta-
tional distribution function f , which is
Q(x) =
∫
S2
(mm− 1
3
I)f(x,m)dm.
Under this interpretation, all the eigenvalues of Q should belong to the interval (−13 , 23). In other
words, Q should satisfy the natural physical constraint that
(1.1) Q ∈ Qphy :=
{
Q ∈ Q : λ1(Q), λ2(Q), λ3(Q) ∈
(
−1
3
,
2
3
)}
.
The Landau-de Gennes energy, in the simplest form, can be written as
(1.2) FLG[Q] =
∫
Ω
{L
2
|∇Q(x)|2 + fp(Q(x))
}
dx,
where fp is the bulk energy density that accounts for bulk effects which takes the following poly-
nomial form:
fp(Q) =
a¯
2
tr(Q2)− b¯
3
tr(Q3) +
c¯
4
tr(Q2)2.
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Here a¯, b¯, c¯ are constants dependent on materials and temperature with b¯ > 0, c¯ > 0. It is well-
known that, when a¯ < 0, fp(Q) attains its minimum on the manifold
NLG =
{
Q ∈ Q : Q = s+(n⊗ n− 1
3
I), n ∈ R3, |n| = 1
}
,
where s+ =
b¯+
√
b¯2+4a¯c¯
4c¯ . It is easy to see that NLG is a smooth submanifold of Q, homemorphic to
the real projective plane RP2, and contained in the sphere
{
Q ∈ Q : |Q| =
√
2
3s
+
}
. Critical points
of Landau-de Gennes functional satisfy the Euler-Lagrange equation
(1.3) L∆Q = a¯Q− b¯(Q2 − 1
3
|Q|2I) + c¯Q|Q|2.
Landau-de Gennes energy (1.2) are widely used to study the static configurations and dynamic
behaviors of liquid crystal material in various settings, see [2, 4, 13, 25] and reference therein for
examples. Special solutions to Euler-Lagrange equation (1.3) and their stabilities are of particular
interests on both physical and analytical aspects. However, due to the strong nonlinearity, there
are only a few nontrivial solutions can be expressed explicitly. One of these examples is the radial
symmetric solution in a ball or in R3, named hedgehog solution. Hedgehog solution is regarded as
a potential candidate profile for the isolated point defect in 3-D region. The property and stability
of this solution are well studied and it is shown that it not stable for large a2 and stable for small
a2, we refer [27, 13, 24, 20, 16, 17] and references therein for related results.
Another class of solutions of the Euler-Lagrange equation (1.3), which can be expressed explicitly,
is the set of radial symmetric solutions in R2, which can be regarded as possible profiles for the
isolated point defects of different degrees in 2-D region. Here “radial” means that the order tensors
along the radial direction share the same eigenvectors. Precisely speaking, the radial symmetric
point defects in 2-D plane with degree-k/2 are solutions with form
Q(r, ϕ) = u(r)F1(ϕ) + v(r)F2,(1.4)
where (r, ϕ) is the polar coordinate in R2, and
F1 =

 cos kϕ sin kϕ 0sin kϕ − cos kϕ 0
0 0 0

 , F2 = 3e3 ⊗ e3 − I =

 −1 0 00 −1 0
0 0 2

 .(1.5)
The boundary condition of these solutions is taken to be
lim
r→+∞
Q(r, ϕ) = s+(n(ϕ) ⊗ n(ϕ)− 1
3
I), n(ϕ) = (cos
k
2
ϕ, sin
k
2
ϕ, 0),(1.6)
which has degree k2 about origin as an RP
2-valued map. Here k ∈ Z \ {0}. To satisfy the Euler-
Lagrange equation (1.3), u(r) and v(r) need to satisfy the following ODE system [6, 15] on (0, R):
u′′ +
u′
r
− k
2
r2
u = u[−a¯+ 2b¯v + c¯(6v2 + 2u2)],(1.7)
v′′ +
v′
r
= v[−a¯− b¯v + c¯(6v2 + 2u2)] + b¯
3
u2.(1.8)
Existence of solution to the system (1.7)-(1.8) with suitable boundary condition has been established
in [18]. More importantly, it has also been proved that the radial symmetric solutions are unstable
for k > 1 [18] and stable for k = 1 [12, 19].
Although the phenomenological Landau-de Gennes theory is widely studied and has made great
progresses, there is an apparent drawback in it that the energy has no term to enforce the physical
constraint Q ∈ Qphy. Therefore, the Landau-de Gennes energy may provide non-physical prediction
STABILITY OF 2D POINT DEFECTS WITH SINGULAR POTENTIAL 3
which violate the constraint (1.1). For this reason, based on the homogeneous Maier-Saupe energy
from molecular theory
A[ρ] =
∫
S2
{
ρ(m) ln ρ(m) + αρ(m)
( ∫
S2
|m×m′|2ρ(m′)dm′
)}
dm,(1.9)
Ball-Majumdar[1] proposed a “singular” bulk energy:
f˜S(Q) = inf
ρ∈PQ
∫
S2
ρ(m) ln ρ(m)dm − α|Q|2,(1.10)
where
PQ :=
{
ρ(m) :
∫
S2
ρ(m)dm = 1,
∫
S2
(m⊗m− 1
3
I)ρ(m)dm = Q
}
.(1.11)
An important feature of bulk energy f˜S is its logarithmic divergence when one of eigenvalues of Q
tends to −1/3 or 2/3. Thus, f˜S is only defined on Qphy. Readers are referred to [1, 3, 8, 11] and
references therein for results on variational problems with singular bulk potential modeling liquid
crystal.
In [14], the authors obtained Ball-Majumdar’s singular bulk energy f˜S in another way, called
Bingham closure, which has been used to approximately calculate fourth-moment 〈m⊗m⊗m⊗m〉ρ
by using only the information of second moment 〈m ⊗m〉ρ. For a given distributional function
ρ(m) in AQ, the Bingham closure is to use the quasi-equilibrium distribution
ρQ =
1
ZQ
exp(BQ :mm), ZQ =
∫
S2
exp(BQ :mm)dm
to approximate ρ. Here, BQ ∈ Q is uniquely determined by Q (for the proof of this fact, see [1] or
[21])by the relation
(1.12)
∫
S2
(mm− 13I) exp(BQ :mm)dm∫
S2
exp(BQ :mm)dm
= Q,
for Q ∈ Qphy. Using ρQ to replace ρ in (1.9), the Maier-Saupe energy (1.9) reduces to
fS(Q) = Q : BQ − lnZQ − α
2
|Q|2.(1.13)
It is not difficult to check that f˜S and fS are indeed equivalent. Throughout this paper, we use the
formulation in (1.13).
The critical points of fS satisfy
(1.14)
∂fS
∂Q
:= BQ − αQ = 0,
of which solutions have been completely analyzed, see [9, 23, 30] or Proposition 2.5 and 2.6. In this
paper, we consider the case of α > 7.5 in which Q = 0 is no longer a minimizer of fS and fS attains
its minimum only on the manifold
N =
{
Q ∈ Q : Q = s2(n⊗ n− 1
3
I), n ∈ R3, |n| = 1
}
,
with s2 be a constant only depend on α.
Combining the elastic energy, the total energy functional is given by(for simplicity we take
L = 1):
(1.15) F(Q,∇Q) =
∫ (
1
2
|∇Q(x)|2 + fS(Q)
)
dx,
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and the corresponding Euler-Lagrange equation is
(1.16) ∆Q = BQ − αQ.
The aim of this paper is to study the profiles of point defects in the plane R2 as well as their
stabilities/instabilities using the Q-tensor framework with the singular energy (1.15). For this,
we consider the radial symmetric solutions of the Euler-Lagrange equation (1.16) in a disk BR :=
{(x, y)|x2+ y2 ≤ R2} (R ∈ (0,∞) or R =∞) on R2. As introduced previously, Q has the following
form:
(1.17) Q(r, ϕ) = u(r)F1(ϕ) + v(r)F2(ϕ),
where (r, ϕ) is the polar coordinate in BR, and
F1 =

 cos kϕ sin kϕ 0sin kϕ − cos kϕ 0
0 0 0

 , F2 =

 −1 0 00 −1 0
0 0 2

 .(1.18)
The boundary condition is taken as
(1.19) Q(R,ϕ) = s2(e
(k)
ϕ ⊗ e(k)ϕ −
1
3
Id), eϕ = (cos
kϕ
2
, sin
kϕ
2
, 0), k = ±1,±2, . . . .
Here if R =∞, p(R) is interpreted as limr→∞ p(r) for a function p whose limit at infinity exists.
Since BQ and Q share the same eigenvectors(see Proposition 2.1), BQ can also be written as
(1.20) BQ(r, ϕ) = f(r)F1(ϕ) + g(r)F2(ϕ).
Here (f, g) are only dependent on (u, v) (and not depend on ϕ) through the following relations:∫
S2
(m21 −m22) exp(f(m21 −m22) + g(2m23 −m21 −m22))dm∫
S2
exp(f(m21 −m22) + g(2m23 −m21 −m22))dm
= 2u,∫
S2
(2m23 −m21 −m22) exp(f(m21 −m22) + g(2m23 −m21 −m22))dm∫
S2
exp(f(m21 −m22) + g(2m23 −m21 −m22))dm
= 6v.
We write f = f(u, v) and g = g(u, v).
With the assumed formulation (1.17), Q satisfies (1.16) if and only if (u, v) satisfies the following
the ODE system on (0, R):
u′′ +
u′
r
− k
2
r2
u = f(u, v)− αu,(1.21)
v′′ +
v′
r
= g(u, v) − αv.(1.22)
The boundary conditions (1.19) at x = R for Q are equivalent to
(1.23) u(R) =
s2
2
, v(R) = −s2
6
.
In addition, as Q is smooth at x = 0, we have
(1.24) u(0) = 0, v′(0) = 0.
Note that the ODE system (1.21)-(1.22) is the Euler-Lagrange equation for the reduced energy
functional:
E(u, v) =
∫ R
0
{(
(u′)2 + 3(v′)2 +
k2
r2
u2
)
− ln
∫
S2
ef(u,v)(m
2
1−m
2
2)+g(u,v)(2m
2
3−m
2
1−m
2
2)dm(1.25)
+ 2f(u, v)u + 6g(u, v)v − α(u2 + 3v2)
}
rdr.
STABILITY OF 2D POINT DEFECTS WITH SINGULAR POTENTIAL 5
We can also define the reduced energy density corresponding to (1.25):
e1(u, v; r) =(u
′)2 + 3(v′)2 +
k2
r2
u2 − ln
∫
S2
ef(u,v)(m
2
1−m
2
2)+g(u,v)(2m
2
3−m
2
1−m
2
2)dm(1.26)
+ 2f(u, v)u + 6g(u, v)v − α(u2 + 3v2).
A solution (u, v) of (1.21)-(1.22) and (1.23)-(1.24) is called a local minimizer of the 1-D reduced
energy of (1.25) if
J (µ, ν) ,
∫ R
0
d2
dt2
∣∣∣
t=0
(
e1(u+ tµ, v + tν; r)− e1(u, v; r)
)
rdr
(1.27)
= 2
∫ R
0
{
(∂rµ)
2 + µ2
( d
de− c2 − α+
k2
r2
)
+ 3(∂rν)
2 + 3ν2
( e
de− c2 − α
)
− 2
√
3cµν
de− c2
}
rdr ≥ 0
for all µ, ν ∈ C∞c (0, R), where c, d, e will be defined in the next section. One can also extend such
definition to the space H10 ((0, R), rdr) ×H10 ((0, R), rdr)
⋂
L2((0, R), 1
r
dr) since C∞c ((0, R), rdr) is
dense in H10 ((0, R), rdr).
For V ∈ C∞c (BR), we define
I(V ) ,
d2
dt2
∫
BR
{1
2
|∇(Q+ tV )|2 − α
2
|Q+ tV |2 +BQ+tV : (Q+ tV )− lnZQ+tV(1.28)
− [1
2
|∇(Q)|2 − α
2
|Q|2 +BQ : Q− lnZQ]
}
dx
=
∫
BR
{
|∇V |2 − α|V |2 + δB
δQ
(V ) : V
}
dx
where δB
δQ
(V ) will be calculated in Section 4. The definition in the last line can be extended to
all function V ∈ H10 (BR,Q). We say that a solution Q to the Euler-Lagrange equation is a local
minimizer of the (1.15) if IQ(V ) ≥ 0 for all V ∈ H10 (BR,Q).
1.2. Main results. The main goal of this paper is to study the stabilities of degree-k/2 radial
symmetric point defects in two dimensional plane. The first step is to study existences of such kind
solutions for all k. For this, we proved the existence of the solution which satisfies u > 0, v < 0
of the above ODE systems in finite and infinite domains and proved the monotonicity of (u, v) as
well as other qualitative properties. This is our first theorem.
Theorem 1.1. For α > 7.5, k ∈ Z\{0} and R ∈ (0,∞], there exists an solution u ∈ C2([0, R]) ∩
C∞((0, R)), v ∈ C∞([0, R]) of the ODE system (1.21)-(1.22) with boundary condition (1.23)-(1.24).
In addition, the solution (u, v) we obtained is a local minimizer of the reduced functional E in (1.25)
and satisfies
(1.29) u > 0, v < 0, u′ > 0, v′ < 0 on (0, R).
Remark 1.1. Indeed, one can prove for all minimizers of E(u, v) in (1.25), it hold that u′ > 0, v′ <
0 for all r ∈ (0, R), see Proposition 3.2.
For the question regarding to the stability of degree-k/2 radial symmetric point defects con-
structed above, we show that they are stable for |k| = 1 and are unstable for |k| > 1. This is
summarized in the following two theorems.
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Theorem 1.2. Let (u, v) be the solution obtained in Theorem 1.1. When k = ±1, then the solution
Q = u(r)F1 + v(r)F2 is a local minimizer of the energy (1.15). That is, for any perturbation
V ∈ H10 (BR,Q), it holds
I(V ) =
∫
BR
{
|∇V |2 − α|V |2 + δB
δQ
(V ) : V
}
dx ≥ 0.
Moreover, the equality holds if and only if
V =µ0F1 + ν0F2(1.30)
for some (µ0, ν0) satisfying J (µ0, ν0) = 0.
Theorem 1.3. When |k| > 1 and R =∞, the solution we construct in Theorem 1.1 is unstable in
the sense that there exists V ∈ H1(R2,Q) such that the second variation I(V ) < 0.
Theorem 1.2 and Theorem 1.3 indicate that 2-D radial symmetric solutions in singular energy
share the same stability/instability properties with the corresponding solutions in the classical
Landau-de Gennes energy. However, Remark 1.1 tells us that the eigenvalue v is always decreasing
in singular energy case. This is different with the case of Landau-de Gennes energy, in which one
have v′ < 0 for b¯2 > 3a¯c¯, v′ ≡ 0 for b¯2 = 3a¯c¯ and v′ > 0 for b¯2 < 3a¯c¯. This may give a new
example which indicates that the Landau-de Gennes energy would give non-physical predictions on
qualitative properties of order parameters for low temperature cases b¯2 < 3a¯c¯.
The main frameworks of proofs for Theorem 1.1-1.3 are similar to those in [12, 18, 19] for the case
of polynomial Landau-de Gennes energy. However, some new difficulties arise here. One of main
difficulties is that the relation between (f, g) and (u, v) are not apparent. For this, we establish
some key identities which are not only useful to prove the existences of solutions but also important
to study the monotonicity of (u, v) and stabilities of profile solutions. The proof of these identities
involves the rotational gradient operator on the unit sphere and suitably choosing of vector fields to
apply the integration by parts. On the other hand, to study the monotonicity of the solution, some
important inequalities need to be established. We believe that these identities and inequalities may
have independent interests and would be useful in studying other related problems on Q-tensor
models with Ball-Majumdar’s singular energy.
2. Preliminary analysis for the singular potential and the Bingham closure
In this section, we present some results on the singular potential and Bingham closure. These
results will play important roles in next sections.
2.1. Existence and uniqueness of the Bingham map. We recall some results on the Bingham
closure. These results are already known in literatures.
Proposition 2.1. [1, 21] Bingham closure has the following properties:
(1) (Existence and uniqueness of BQ). For any given Q ∈ Qphy, there exists a unique BQ ∈ Q
such that the following relation holds:
(2.31)
∫
S2
(mm− 13I) exp(BQ :mm)dm∫
S2
exp(BQ :mm)dm
= Q.
Moreover, BQ also satisfies
(2.32) BQ : Q− w(BQ) = sup
B∈Q
(B : Q− w(B)), w(B) := ln
∫
S2
exp(B :mm)dm.
(2) Q and BQ are simultaneously diagonalizable, i.e., they share the same eigenvectors.
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(3) For any δ > 0, there exists an positive constant Λ = Λ(δ) such that, when all eigenvalues
of Q belong to [−13 + δ, 23 − δ], then all the eigenvalues of BQ belong to [−Λ(δ),Λ(δ)].
(4) Denote the maps between Qphy and Q as B = B(Q) : Qphy → Q and Q = Q(B) : Q→ Qphy.
The Jacobian matrix ∇BQ(B) is positive definite for any B ∈ Q. Consequently, B(Q) is a
smooth map from Qphy to Q.
From this proposition, we know that, for any u ∈ (−1/2, 1/2), v ∈ (−1/6, 1/3) there exist a
unique pair of (f, g) such that for F1, F2 defined in (1.18),∫
S2
(mm− 1
3
I)
exp((fF1 + gF2) :mm)∫
S2
exp((fF1 + gF2) :mm)dm
dm = uF1 + vF2,
or equivalently, ∫
S2
(m21 −m22) exp(f(m21 −m22) + g(2m23 −m21 −m22))dm∫
S2
exp(f(m21 −m22) + g(2m23 −m21 −m22))dm
= 2u,(2.33) ∫
S2
(2m23 −m21 −m22) exp(f(m21 −m22) + g(2m23 −m21 −m22))dm∫
S2
exp(f(m21 −m22) + g(2m23 −m21 −m22))dm
= 6v.(2.34)
For given functions f and g, we introduce the following notations:
ρf,g(m) =
exp(f(m21 −m22) + g(2m23 −m21 −m22))∫
S2
exp(f(m21 −m22) + g(2m23 −m21 −m22))dm
,(2.35)
and define
〈h(m)〉f,g =
∫
S2
h(m)ρf,g(m)dm.(2.36)
It will be simply written as 〈h(m)〉 when no confusion is caused. Clearly, it holds that 〈m21−m22〉 =
2u, 〈2m23 − m21 − m22〉 = 6v. It is not difficult to verify that if u → 1/2(−1/2) for fixed v, then
f →∞(−∞).
2.2. Some identities and inequalities related to the Bingham closure. Let f, g, u and v
be real numbers related by (2.33)-(2.34) and ρ = ρf,g be a probability distribution function on S
2
defined (2.35). We introduce
a =2〈m21m23〉; b = 2〈m22m23〉; h = 2〈m21m22〉;(2.37)
c =
√
3
2
(〈(
m23 −
1
3
)
(m21 −m22)
〉
−
〈
m23 −
1
3
〉
〈m21 −m22〉
)
;(2.38)
d =
3
2
(〈(
m23 −
1
3
)2〉
−
〈
m23 −
1
3
〉2)
;(2.39)
e =
1
2
(〈
(m21 −m22)2
〉− 〈m21 −m22〉2) .(2.40)
The following lemmas give some basic algebraic relations, which will play crucial rules in the proofs
of Theorem 1.1-1.3. These relations may also have independent interests and we believe that they
will be useful when studying some other problems on the singular bulk energy fS .
Lemma 2.2. For the quantities defined above, the following relationship holds
f =
a+ b
2ab
u+
3(a− b)
2ab
v, g =
a+ b
2ab
v +
a− b
6ab
u,(2.41)
u = fh.(2.42)
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Proof. By Lemma 4.1 in [14], we have
3
2
Q = BQQ+
1
3
BQ − 〈mmmm〉ρQ : BQ.(2.43)
Taking Q = diag{u − v,−u − v, 2v} and BQ = {f − g,−f − g, 2g} in the above identity with
(2.33)-(2.34) are satisfied, and contracting with e3 ⊗ e3, we have
3v =4gv +
2
3
g −
∫
S2
m23
(
(2m23 −m21 −m22)g + (m21 −m22)f
)
ρf,gdm
=4gv +
2
3
g − 2g(2v + 1
3
) +
3
2
g(a+ b)− 1
2
f(a− b)
=
3
2
g(a+ b)− 1
2
f(a− b).(2.44)
On the other hand, by recalling the rotational gradient operator R on unit sphere(see Page 1339
in [28] or Appendix), we have for B = diag{f − g,−f − g, 2g} that∫
S2
(m22 −m21) exp(B :mm)dm =
∫
S2
R · (m2m3,m1m3, 0) exp(B :mm)dm
=−
∫
S2
(m2m3,m1m3, 0) · R exp(B :mm)dm
=− 2
∫
S2
(m2m3,m1m3, 0) ·
(
m× (B ·m)
)
exp(B :mm)dm
=− 2
∫
S2
(
(f + 3g)m22m
2
3 + (f − 3g)m21m23
)
exp(B :mm)dm.
Thus, we get
2u = f(a+ b)− 3g(a − b);(2.45)
Combining (2.44) and (2.45), we obtain (2.41).
Similarly, we also have
2u =
∫
S2
(m21 −m22) exp(B :mm)dm
=
∫
S2
R · (0, 0,m1m2) exp(B :mm)dm
=−
∫
S2
(0, 0,m1m2) · R exp(B :mm)dm
=− 2
∫
S2
(0, 0,m1m2) ·
(
m× (B ·m)
)
exp(B :mm)dm
=4f
∫
S2
m21m
2
2 exp(B :mm)dm,
which implies (2.42). 
Corollary 2.3. If u > 0, then f > 0.
Lemma 2.4. It holds that:
• de− c2 > 0;
• If f > 0, then c < 0.
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Proof. To prove the first inequality, we show that the equation dt2 + 2ct + e = 0 has no real root.
Recalling the definition of c, d and e, we have for any real number t that
dt2 + 2ct+ e
=
〈(√
3
2
(
m23 −
1
3
)
t+
√
1
2
(
m21 −m22
))2〉−
(〈√
3
2
(
m23 −
1
3
)〉
t+
〈√
1
2
(
m21 −m22
)〉)2
=
〈(
̺(t)− 〈̺(t)〉)2〉 ≥ 0,
where ̺(t) =
√
3
2 (m
2
3 − 13)t+
√
1
2(m
2
1 −m22). In addition, the inequality holds strictly since ρ(t) is
not a constant.
Next we show that c < 0 if f > 0. This can be proved by applying Lemma 1 in [30]. Here we
present a proof for completeness. Define
a(x) =
∫ 2pi
0
exp(x cos 2φ)dφ.(2.46)
We can find that a
′(x)
a(x) is an increasing function, since by Cauchy-Schwarz inequality,
a2
(a′(x)
a(x)
)′
=
∫ 2pi
0
cos2 2φ exp(r cos 2φ)dφ
∫ 2pi
0
exp(r cos 2φ)dφ −
( ∫ 2pi
0
cos 2φ exp(r cos 2φ)dφ
)2
> 0.
Let (m1,m2,m3) = (sin θ cosφ, sin θ sinφ, cos θ)(θ ∈ [0, π], φ ∈ [0, 2π)). Then it holds
Z :=
∫
S2
exp(f(m21 −m22) + gm23)dm =
∫ pi
0
∫ 2pi
0
exp(g cos2 θ + f sin2 θ cos 2φ)dφ sin θdθ
=
∫ pi
0
sin2 θ exp(g cos2 θ)a(f sin2 θ) sin θdθ.
Similarly, we have
〈m23〉 = Z−1
∫ pi
0
∫ 2pi
0
cos2 θ exp(g cos2 θ + f sin2 θ cos 2φ)dφ sin θdθ
= Z−1
∫ pi
0
cos2 θ exp(g cos2 θ)a(f sin2 θ) sin θdθ,
and
〈m21 −m22〉 = Z−1
∫ pi
0
∫ 2pi
0
sin2 θ cos 2φ exp(g cos2 θ + f sin2 θ cos 2φ)dφ sin θdθ
= Z−1
∫ pi
0
sin2 θ exp(g cos2 θ)a′(f sin2 θ) sin θdθ,
〈m23(m21 −m22)〉 = Z−1
∫ pi
0
∫ 2pi
0
cos2 θ sin2 θ cos 2φ exp(g cos2 θ + f sin2 θ cos 2φ)dφ sin θdθ
= Z−1
∫ pi
0
cos2 θ sin2 θ exp(g cos2 θ)a′(f sin2 θ) sin θdθ.
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Thus, by the definition of c, we get
c = Z−2
[( ∫ pi
0
cos2 θ sin2 θ exp(g cos2 θ)a′(f sin2 θ) sin θdθ
)( ∫ pi
0
exp(g cos2 θ)a(f sin2 θ) sin θdθ
)
−
( ∫ pi
0
cos2 θ exp(g cos2 θ)a(f sin2 θ) sin θdθ
)( ∫ pi
0
sin2 θ exp(g cos2 θ)a′(f sin2 θ) sin θdθ
)]
= Z−2
∫ pi
0
∫ pi
0
(
sin2 θ
a′(f sin2 θ)
a(f sin2 θ)
− sin2 θ˜a
′(f sin2 θ˜)
a(f sin2 θ˜)
)(
cos2 θ − cos2 θ˜
)
· a(f sin2 θ)a(f sin2 θ˜) exp(g cos2 θ + g cos2 θ˜) sin θdθ sin θ˜dθ˜
< 0,
where we have used the fact that a
′(x)
a(x) is an increasing function. The proof is finished. 
2.3. Critical points of the singular bulk energy. We recall some results on the critical points
of the singular bulk energy:
fS(Q) = BQ : Q− lnZQ − α|Q|2.(2.47)
Define a monotonic increasing function s2 : (−∞,+∞) 7→ (−0.5, 1) as
s2(η) =
∫ 1
−1(3x
2 − 1) exp(ηx2)dx
2
∫ 1
−1 exp(ηx
2)dx
.
Then all the critical points of (2.47) are characterized by the following proposition.
Proposition 2.5. [9, 23, 30] All the critical points of (2.47) are given by
Q = s2(η)(n ⊗ n− 1
3
I), n ∈ S2,(2.48)
where η and α satisfies the following relation:
(2.49) η = αs2(η).
For all α > 0, η = 0 is always a solution of (2.49). In addition, we have
(1) when α < α∗, η = 0 is the only solution of (2.49);
(2) when α = α∗, besides η = 0 there is another solution η = η∗ of (2.49);
(3) when α > α∗, besides η = 0 there are two solutions η1 > η
∗ > η2 of (2.49).
Furthermore, the stability/instability of critical points have also been clearly classified.
Proposition 2.6. [28, 29]
(1) When α < α∗, Q = 0 is the only critical point. Thus, it is stable;
(2) When α∗ ≤ α < 7.5, the solution corresponding to η = 0 and η = η1 are both stable;
(3) When α > 7.5, the solution corresponding to η = η1 is the only stable solution.
Throughout this paper, we choose α > 7.5 and s2 = s2(η1). In this setting, Q = s2(n⊗ n− 13I)
is the global minimizer of fS and therefore
fS(Q) ≥ fS
(
s2(n⊗ n− 1
3
I)
)
.(2.50)
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3. Existence of radial symmetric solutions
This section is devoted to proving Theorem 1.1. We first prove the existence of solutions for the
finite domain case (R < ∞). Next, in Subsection 3.2, we prove the monotonicity of the obtained
solution. In Subsection 3.3, we construct solutions for the case R = ∞ based on the solutions
obtained in the finite domain case.
3.1. Existence of solution to the ODE system on finite domain. This functional is defined
on admissible set
T =
{
(u, v) :
√
ru′,
√
rv′,
u√
r
,
√
rv ∈ L2(0, R), u(R) = s2
2
, v(R) = −s2
6
, uF1 + vF2 ∈ Qphy
}
.
(3.51)
Proposition 3.1. For finite R > 0, there exist a solution (u, v) of (1.21)-(1.22) with boundary
condition (1.23)-(1.24) satisfies:
• u, v ∈ C2([0, R]) ∩C∞((0, R));
• u > 0, v < 0, 3v + u < 0 in (0, R);
• (u, v) is a local minimizer of the reduced energy E in (1.25). That is
J (µ, ν) := d
2
dt2
E(u+ tµ, v + tν)
∣∣∣
t=0
=2
∫ R
0
{
(∂rµ)
2 + µ2
( d
de− c2 − α+
k2
r2
)
+ 3(∂rν)
2 + 3ν2
( e
de− c2 − α
)
− 2
√
3cµν
de− c2
}
rdr ≥ 0.
Proof. The proof follows closely the proof of [18, Proposition 3.1], with some necessary modifications
for singular bulk potential. It will be divided into several steps:
Step 1: Existence of minimizer of E on T− = {(u, v) ∈ T , v ≤ 0}.
From (2.50), it holds that
(3.52) E(u, v) ≥
∫ R
0
fS(diag{u − v,−u− v, 2v})rdr ≥ R
2
2
fS(diag{2
3
s2,−1
3
s2,−1
3
s2}).
which indicates that E is bounded below for all (u, v) ∈ T−. Therefore there exists a minimizing
sequence (un, vn) such that
(3.53) lim
n→+∞
E(un, vn)→ inf
(u,v)∈T−
E(u, v).
And we also have there exists (u, v) such that a subsequence of (un, vn) (also denoted by (un, vn))
converges weakly to (u, v) in [H1((0, R), rdr)∩L2((0, R), dr
r
)]×H1((0, R), rdr). Use the weak lower
semi-continuity of the Dirichlet term in E , we get
(3.54) E(u, v) ≤ lim inf
n→+∞
E(un, vn)
Therefore (u, v) is a global minimizer of E on T−. Note that as λ(Q)→ −13 or 23 , the bulk energy
density will blow up. Thus by a truncation argument, there is some positive ε > 0 such that
u ∈ (−12 + ε, 12 − ε) and v ∈ (−16 + ε, 0]. This guarantees that we can calculate the first variation
of the energy functional and conclude that the minimizer (u, v) satisfies the following equality and
inequality distributionally on (0, R):
u′′ +
u′
r
− k
2
r2
u = f(u, v)− αu,(3.55)
v′′ +
v′
r
≥ g(u, v) − αv,(3.56)
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with boundary condition (1.23)-(1.24).
According to (2.42), we can deduce that f(−u, v) = −f(u, v). Thus, E(u, v) = E(−u, v). Then
we can deduce that (|u|, v) is also a minimizer of the reduced energy E and therefore it also satisfy
(1.22). Applying strong maximum principle to the equation (1.21)(here we use f = u
h
), we obtain
that |u| > 0 on (0, R), thus we have
(3.57) u(r) > 0, ∀x ∈ (0, R).
On the open set {v < 0}, the inequality in (3.56) becomes an equality and by standard regularity
arguments and bootstrap method we conclude that (u, v) ∈ C∞((0, R]∩{v < 0})×C∞((0, R]∩{v <
0}). Moreover, since u, v are continuous in (0, R], by (3.55) we have u ∈ C2((0, R]).
Step 2: Prove lim sup
r→0+
v(r) < 0.
Consider the reduced energy E (1.25), take the derivative on v, we get
(3.58)
∂E
∂v
= 6g − 6αv = 6(a+ b
2ab
− α)v + a− b
ab
u
We will prove the argument by contradiction. Assume lim sup
r→0+
v(r) = 0. Since u > 0 on (0, R),
we have f > 0 and therefore a− b > 0. Moreover, when u, v are both near 0, f, g are also near 0
since the map B(Q) : Qphy → Q is smooth. When u = 0, v = 0, by direct calculation we have that
a = b = 215 . Next we can prove the following argument.
Claim: when α > 7.5, there exists δ < 0 such that E is monotone increasing in v when v ∈ [δ, 0].
Proof of the claim: Assume α > 7.5, then there exists δ0 < 0, ǫ0 > 0 such that when u ∈
[0, ǫ0], v ∈ [δ0, 0], a+b2ab − α < 0. In such case it is clear that ∂E∂v > 0.
Then we fix ǫ0. For any u ∈ (ǫ0, 12), v ∈ [δ0, 0], there exists C1 > 0, C2 > 0 such that a− b > C1
and max{a, b} < C2. Therefore there exists C3 > 0 such that when a+b2ab − α > 0,
(a− b)u
6(a+ b− 2αab) > C3.
Hence, there exists δ < 0 such that ∂E
∂v
> 0 when v ∈ [δ, 0]. Thus the claim is proved.
Then we can take a interval (R1, R2) ∈ (0, R) satisfy v > δ in (R1, R2), v(R2) = δ and either
R1 = 0 or v(R1) = δ and set the value of v to be δ on (R1, R2) to get a new v˜. It is clear that
E(u, v˜) < E(u, v), which contradicts the fact that (u, v) is a global minimizer of E on T−.
Step 3: Prove that 3v + u < 0 in (0, R).
Let w = v
u
+ 13 , direct calculation combined with (1.22) and (2.41) gives that
(3.59) w′′ + (
1
r
+
2u′
u
)w′ +
a− b
6ab
(
3v
u
− 1
3
)w ≥ −v
u
(
k2
r2
).
We have − v
u
(k
2
r2
) ≥ 0 and a−b6ab (3vu − 13) < 0. We also have that w(R) = 0 and w(0) < 0 due to step
2. Then we can apply strong maximum principle for (3.59) to get w < 0 on (0, R).
Step 4: Completing the proof of the proposition.
We already get the existence of solution that satisfies (u, v) ∈ C∞(0, R) ∩ C2(0, R] and u >
0, v < 0. We still need to verify the boundary condition and prove the regularity of (u, v) up to
boundary r = 0. The proof we show here mimic the arguments in the proof of [18, Proposition 2.3].
Since the global minimizer of the reduced energy functional on T− is also a local minimizer of the
energy functional on T , Q = u(r)F1 + v(r)F2 belongs to H1loc(BR(0),Qphy) and Q satisfises (1.16)
on BR(0)\{0}. We conclude that Q satisfies (1.16) on BR(0) because a point has zero Newtonian
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capacity in 2D. Standard elliptic regularity theory implies the smoothness of Q inside BR(0). Thus
v(r) = 16Q · F2 can be written as a smooth function V (x, y) in BR(0). Then v(r) = V (r, 0) for all
r ∈ (0, R), and we have that v(r) extends to a smooth even function on (−r, r). Therefore we get
v′(0) = 0 and v(r) ∈ C∞([0, R)).
Recalling the fact that u(r) ∈ H1((0, R), rdr)⋂L2((0, R), drr ), we have by Cauchy-Schwartz
inequality
(3.60) u(r2)
2 − u(r1)2 =
∫ r2
r1
u(r)u′(r)dr ≤
∫ r2
r1
u(r)2
r
dr
∫ r2
r1
u′(r)2rdr, ∀0 < r1 < r2 < R.
Thus u(r) is continuous on [0, R] and u ∈ L2((0, R), drr ) implies u(0) = 0.
Since u and v are both continuous on [0, R], f and g are also continuous on [0, R]. In particular,
f(u,v)
u
− α = 1
h
− α is continuous on [0, R]. Thus, u satisfies that
(3.61) u′′ +
u′
r
− k
2
r2
u = (
1
h
− α)u, for r ∈ (0, R).
Then we have (by [16, Proposition 2.2]) that the function U(r) = u(r)
r|k|
is continuously differentiable
up to r = 0 and satisfies U ′(0) = 0. Thus, it’s straightforward to deduce that u
′
r
− k2u
r2
is continuous
on [0, R], and therefore u ∈ C2([0, R]). The proof is complete. 
3.2. Monotonicity of the solution. In this subsection, we prove the following proposition, which
implies the solution obtained in Subsection 3.1 is monotonic.
Proposition 3.2. If (u, v) is a local minimizer of the reduced energy E, then we have u′(r) >
0, v′(r) < 0 for r ∈ (0, R).
Remark 3.1. In this proposition, we do not assume (u, v) to be the solution constructed in Propo-
sition 3.1. The monotonicity property is satisfied by all local minimizers of E(u, v).
Proof. Firstly we recall from (2.33)-(2.34) the following relations:∫
S2
(m21 −m22) exp(f(m21 −m22) + g(2m23 −m21 −m22))dm∫
S2
exp(f(m21 −m22) + g(2m23 −m21 −m22))dm
= 2u,∫
S2
(2m23 −m21 −m22) exp(f(m21 −m22) + g(2m23 −m21 −m22))dm∫
S2
exp(f(m21 −m22) + g(2m23 −m21 −m22))dm
= 6v.
Considering two sides of the first equality as functions of independent variables (u, v) and taking
derivative with respect to u, we get:
fu
(
〈(m21 −m22)2〉 − 〈m21 −m22〉2
)
+ gu
(
〈(m21 −m22)(2m23 −m21 −m22)〉 − 〈2m23 −m21 −m22〉〈m21 −m22〉
)
= 2,
or equivalently
fue+
√
3guc = 1.
Similarly, taking derivative with respect to u for the second equality, we have
fuc+
√
3gud = 0.
Combine the above two equalities, we obtain:
fu =
d
de− c2 , gu =
−c√
3(de− c2) .(3.62)
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Taking derivative with respect to v for both equalities, we can also obtain
fve+
√
3gvc = 0, fvc+
√
3gvd =
√
3,
which gives
fv =
−√3c
de− c2 , gv =
e
de− c2 .(3.63)
Taking derivative with respect to r on the ODE system (1.21)-(1.22), we have
u′′′ +
u′′
r
− (1 + k
2)u′
r2
+
2k2u
r3
= (fu − α)u′ + fvv′,(3.64)
v′′′ +
v′′
r
− v
′
r2
= guu
′ + (gv − α)v′.(3.65)
Therefore, we have
u′′′ +
u′′
r
− (1 + k
2)u′
r2
+
2k2u
r3
= (
d
de− c2 − α)u
′ −
√
3c
de− c2 v
′,(3.66)
v′′′ +
v′′
r
− v
′
r2
= − c√
3(de − c2)u
′ + (
e
de− c2 − α)v
′.(3.67)
Since (u, v) is assumed to be a local minimizer of the reduced energy functional E , the second
variation should be nonnegative, i.e.,
J (µ, ν) = d
2
dt2
E(u+ tµ, v + tν)
(3.68)
=2
∫ R
0
{
(∂rµ)
2 + µ2
( d
de− c2 − α+
k2
r2
)
+ 3(∂rν)
2 + 3ν2
( e
de− c2 − α
)
− 2
√
3cµν
de− c2
}
rdr ≥ 0.
Let
p(r) = uu′, q(r) =
cv′
u(de− c2) , for r ∈ [0, R].
Firstly we show that p(r) and q(r) are non-negative. If {p(r) < 0} ∪ {q(r) < 0} 6= ∅, we define
χ(r) = 1{p(r)<0}, η(r) = 1{q(r)<0},
and take µ = u′χ, ν = v′η. As u > 0, c < 0, de − c2 > 0 on (0, R), we have that u′(r1) = 0 when
p(r1) = 0 and that v
′(r2) = 0 when q(r2) = 0. Thus µ and ν are continuous on [0, R]. Substituting
this into (3.68), we have
0 ≤
∫ R
0
{
(∂rµ)
2 + µ2
( d
de− c2 − α+
k2
r2
)
+ 3(∂rν)
2 + 3ν2
( e
de− c2 − α
)
− 2
√
3cµν
de− c2
}
rdr
(3.69)
=
∫ R
0
{
χ
(
(u′′)2 + (u′)2(
d
de− c2 − α+
k2
r2
)
)
+ 3η
(
(v′′)2 + (v′)2(
e
de− c2 − α)
)
− 2
√
3cu′v′χη
de− c2
}
rdr
=
∫ R
0
{
χ(u′′)2 + χu′(u′′′ +
u′′
r
− u
′
r2
+
2k2u
r3
+
√
3cv′
de− c2 )
+3η(v′′)2 + 3ηv′(v′′′ +
v′′
r
− v
′
r2
+
cu′√
3(de− c2) )−
2
√
3cu′v′χη
de− c2
}
rdr
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Here in the last line of (3.69) we used equations (3.66) and (3.67). Then we try to perform
integration by parts for the above integral. Because χ and η are characteristic functions of union
of intervals, we need to deal with the boundary term carefully. Denote
{r ∈ (0, R) : p(r) < 0} =
∞⋃
i=1
(ai1, ai2)
Now we proceed in two different cases according to the sign of u′(R).
Case 1. Suppose u′(R) ≥ 0, then it holds that
aij < R, u
′(aij)u
′′(aij)aij = 0 for all i ∈ N, j = 1, 2.
So by fundamental theorem of calculus we have
(3.70)
∫ R
0
χ
(
(u′′)2r + u′u′′′r + u′u′′
)
dr =
∫ R
0
χ(u′u′′r)′ dr = 0.
Case 2. Suppose u′(R) < 0, then R = ai2 for some i. By fundamental theorem of calculus we get
(3.71)
∫ R
0
χ
(
(u′′)2r + u′u′′′r + u′u′′
)
dr =
∫ R
0
χ(u′u′′r)′ dr = u′(R)u′′(R)R.
Note that the final expression contains a boundary term at R. However, the sign of this term
is know. Recall that (u(R), v(R)) = (s22 ,− s26 ) is a local minimizer of the singular bulk energy
(2.47). Therefore if u′(R) < 0 at R, then u will be slightly larger than s22 near R, which leads to
f(u, v)−αu ≥ 0 due to the stability property. By equation (1.21), we get u′′(R) > 0 and therefore
u′(R)u′′(R)R < 0.
Combining the two cases above we conclude that
(3.72)
∫ R
0
χ
(
(u′′)2r + u′u′′′r + u′u′′
)
dr =
∫ R
0
χ(u′u′′r)′ dr ≤ 0
By similar argument as above we can obtain the following relation for v:
(3.73)
∫ R
0
η
(
(v′′)2r + v′v′′′r + v′v′′
)
dr =
∫ R
0
η(v′v′′r)′ dr ≤ 0
Substituting (3.72) and (3.73) into (3.69) leads to
0 ≤
∫ R
0
{(
−χ(u
′)2
r
+
2k2uu′χ
r2
)
− 3η (v
′)2
r
+
√
3
cu′v′r
de− c2 (χ− η)
2
}
dr
=
∫ R
0
{
−
(
3η
(v′)2
r2
+ χ
(u′)2
r2
)
+
2k2pχ
r2
+
√
3(χ− η)2pqr
}
dr
Note that
−
∫ R
0
{
3η
(v′)2
r2
+ χ
(u′)2
r2
}
rdr < 0,
∫ R
0
√
3(χ− η)2pqrdr =
(∫
{p<0,q<0}
+
∫
{p>0,q<0}
⋃
{p<0,q>0}
+
∫
{p>0,q>0}
)√
3(χ− η)2pqrdr
= 0 + non-positive terms + 0 ≤ 0,∫ R
0
2k2pχ
r2
dr =
∫
{p<0}
2p
r2
dr ≤ 0,
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where we obtain a contradiction. Thus, we have
uu′ ≥ 0, cv
′
u(de − c2) ≥ 0.
Since u(0) = 0 < u(R), we know u′(r) ≥ 0 and therefore u(r) > 0 for all r ∈ (0, R) by strong
maximum principle. By Corollary 2.3 and Lemma 2.4, we have c(r) < 0, which implies v′(r) ≤ 0
for r ∈ (0, R).
Then we prove u′(r) > 0 for r > 0. Assume there exists r0 ∈ (0, R) such that u′(r0) = 0, then
we have u′′(r0) = 0 since u
′(r) ≥ 0 on (0, R). By (3.66), we obtain
u′′′(r0) = −
√
3c
de− c2 v
′(r0)− 2k
2u
r30
< 0,
which contradicts with u′(r) ≥ 0 on (0, R).
Similarly, assume there exists r1 such that v
′(r1) = 0 and then we also have v
′′(r1) = 0. By
(3.67), we have
v′′′(r1) = − c√
3(de− c2)u
′(r1) > 0
which yields a contradiction again. Thus, we have proved u′(r) > 0, v′(r) < 0 on (0, R). 
3.3. Existence of solution to the ODE system on infinite domain. Now we give the proof for
the existence of solution of (1.21)-(1.22) and some properties for the infinite domain case: R =∞.
Proposition 3.3. There exists a solution (u, v) ∈ C∞(0,∞)×C∞(0,∞) satisfies the ODE system
(1.21)-(1.22) and the boundary condition (1.23)-(1.24). And (u, v) also satisfies
0 < u <
s2
2
, −s2
6
< v < 0, u′ > 0, v′ < 0
on (0,∞). Furthermore, (u, v) is a local minimizer of the reduced energy E in (1.25).
Proof. The proof is similar in spirit to the proof of [18, Proposition 4.1], with necessary modifications
for singular bulk potential. So we will briefly sketch the proof here and emphasize on solving the
difficulty caused by implicit relation between (f, g) and (u, v). We first construct a solution (u, v)
on (0,+∞). Let (un, vn) be the solution we construct in Proposition 3.1 for R = n, and the define
the sequence (u¯n, v¯n) as
u¯n(r) =
{
un(r), r ∈ (0, n);
s2
2 , r ≥ n.
v¯n(r) =
{
vn(r), r ∈ (0, n);
− s26 , r ≥ n.
Since (un, vn) are uniformly bounded, (u¯n, v¯n) are also uniformly bounded, and (f(u¯n, v¯n), g(u¯n, v¯n))
are uniformly bounded due to Proposition 2.1(3). For any compact interval K ∈ (0,+∞), we can
show that there exists n0 such that (u¯n, v¯n)n≥n0 are uniformly bounded in C
3(I) by standard
regularity argument of the ODE system (1.21)-(1.22). Then by Arzela-Ascolis theorem, we deduce
that u¯n(v¯n) converges (up to a subsequence) in C
2
loc(0,+∞) to some u∞(v∞) ∈ C2loc(0,∞). And
(u∞, v∞) satisfies the ODE system and have the following properties on (0, R):
0 ≤ u ≤ s2
2
, −s2
6
≤ v ≤ 0, u′ ≥ 0, v′ ≤ 0.
The boundary condition at the origin can be verified easily by similar arguments in Step 4 of the
proof of Proposition 3.1. And by the local minimizing property of (un, vn), we deduce that (u∞, v∞)
is minimizing in the following sense: on any compact interval ω, E(u∞, v∞) ≤ E(u∞ + δ1, v∞ + δ2)
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for all (δ1(r), δ2(r)) ∈ C∞c (ω)× C∞c (ω) with v∞ + δ2 ≤ 0. Next we show the behavior of (u∞, v∞)
at +∞.
Since u∞ and v∞ are both non-decreasing functions, there exists s∞ ∈ [0, s22 ] and t∞ ∈ [− s26 , 0]
such that
lim
r→+∞
u∞(r) = s∞, lim
r→+∞
v∞(r) = t∞.
We claim that (s∞, t∞) satisfy that
f(s∞, t∞) = αs∞,
g(s∞, t∞) = αt∞.
Otherwise, suppose f(s∞, t∞) > αs∞, by (1.21), we have that
(3.74)
(u′∞r)
′
r
=
k2
r2
u∞ + f(u∞, v∞)− αu.
Then there exists R0 > 0 and c > 0 such that for all r > R0, we have
(3.75)
(u′∞(r)r)
′
r
> c.
We integrate the above inequality from R0 to R1 to obtain that
(3.76) u′∞(R1)R1 − u′∞(R0)R0 >
c
2
(R21 −R20).
Therefore there exist R2 > 0 and c1 > 0 such that for all r > R2, u
′
∞(r) > c1, which contradicts
with the boundedness of u∞. Similarly, if f(s∞, t∞) < αs∞ or g(s∞, t∞) 6= αt∞, we can get
contradiction by the same arguments.
As α > 7.5, (2.49) have only two non-negative solutions which are η and 0, we only have two
possible values for (s∞, t∞), and we need to show (s∞, t∞) = (
s2
2 ,− s26 ). We assume by contradiction
that u∞ ≡ 0, v∞ ≡ 0. We consider the formula (5.103), according to the locally minimizing property
of (u∞, v∞), we have
(3.77) I0,01(0, µ
1
0) =
∫ ∞
0
(
(∂rµ
(1)
0 )
2 + (µ
(1)
0 )
2(−α+ d
de− c2 +
k2
r2
)
)
rdr ≥ 0.
When u = v = 0, we have c = 0 and e = 215 . Thus
d
de−c2
= 152 < α. Thus, there exists r0 > 0 and
ǫ > 0 such that
(3.78) − α+ d
de− c2 +
k2
r2
< −ǫ.
Take ψ ∈ C∞c (0, 1) and let ψn(r) = ψ( rn), then we have
(3.79)
∫ n
0
(∂rψn)
2 − ǫψ2nrdr =
∫ 1
0
(
∂ψ
∂r
)2 − ǫn2ψ2rdr.
Hence there exists an integer N such that for all n > N , the integral above is negative. And we
can take
µ
(1)
0 =
{
ψ2N (r − r0), r ∈ [r0, r0 + 2N ]
0, else.
Then we have I0,01(0, µ
(1)
0 ) is negative which yields a contradiction. Therefore we have proved
u∞(+∞) = s22 , v∞(+∞) = − s26 .
Finally, the smoothness of (u, v) and the strict monotonicity (u′∞ > 0 and v
′
∞ < 0) just follows
from the same arguments in the finite domain case. 
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4. Reduction of the variational inequality
Section 4-6 are devoted to studying the stability and instability of radial solution constructed in
Section 3.
We firstly calculate the second variation of the free energy F(Q,∇Q) at the critical point Q =
u(r)F1 + v(r)F2. According to Lemma 3.1 in [12], we know that C
∞
c (BR\{0})is dense in H1(BR),
thus we assume the test function V ∈ C∞c (BR\{0},Q) for R ∈ (0,∞].
I(V ) =
d2
dt2
∣∣∣
t=0
∫
R2
{1
2
|∇(Q+ tV )|2 − α
2
|Q+ tV |2 +BQ+tV : (Q+ tV )− lnZQ+tV
}
dx(4.80)
=
∫
R2
{
|∇V |2 − α|V |2 + 2δB
δQ
(V ) : V +
δ2B
δQ2
(V, V ) : Q
}
dx− d
2
dt2
∣∣∣
t=0
∫
R2
lnZQ+tV dx
=
∫
R2
{
|∇V |2 − α|V |2 + δB
δQ
(V ) : V
}
dx.
It is not an easy work to calculate δB
δQ
(V ) , as B is an implicit function of Q by the relation (2.31).
To avoid this difficulty, we let B = B + tU , and expand Q as
Q = Q+ tV + t2V2 + · · · .
According to the existing result in [14], we have that
V =〈mmmm〉ρQ : U − (
1
3
I +Q)(Q : U),(4.81)
V2 =(Q : U)V +
1
2ZQ
∫
(mm− 1
3
I)(mm : U)2 exp(B :mm)dm(4.82)
− Q
2ZQ
∫
(mm : U)2 exp(B :mm)dm.
Then we calculate
I(V ) =
d2
dt2
∣∣∣
t=0
∫
R2
{1
2
|∇(Q+ tV + t2V2 + ...)|2 − α
2
|Q+ tV + t2V2 + ...|2
+ (B + tU) : (Q+ tV + t2V2 + ...)− ln
∫
exp((B + tU) :mm)dm
}
dx
=
∫
R2
{
|∇V |2 + 2∇Q · ∇V2 − α|V |2 − 2αQ : V2 + 2B : V2 + 2V : U
− 1
ZQ
∫
exp(B :mm)(U :mm)2dm+
( 1
ZQ
∫
exp(B :mm)(U :mm)dm
)2}
dx.
Since B − αQ = ∆Q, we have∫
R2
(
2∇Q · ∇V2 − 2αQ : V2 + 2B : V2
)
dx =
∫
R2
(
2∇Q · ∇V2 + 2∆Q : V2
)
dx = 0.
And we also observe that
1
ZQ
∫
exp(B :mm)(U :mm)2dm−
( 1
ZQ
∫
exp(B :mm)(U :mm)dm
)2
= V : U.
Thus, I(V ) can be written as
I(V ) =
∫
R2
{
|∇V |2 − α|V |2 + V : U
}
dx,
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where U is determined by
V = LQ(U) :=〈mmmm〉ρQ : U − (
1
3
I +Q)(Q : U).(4.83)
The following lemma implies the inverse of LQ on Q is well-defined, and then we can write
I(V ) =
∫
R2
{
|∇V |2 − α|V |2 + V : L−1Q (V )
}
dx.(4.84)
Lemma 4.1. For any Q ∈ Qphy, LQ is a self-adjoint, positive operator from Q to Q.
Proof. For V1, V2 ∈ Q, we have
LQ(V1) : V2 = V2 :
(
(Q+
1
3
I) · V1 − V1 : M (4)Q
)
=
∫
S2
(V1 :mm)(V2 :mm)ρQ(m)dm− (V1 : Q)(V2 : Q).
In addition, by Cauchy-Schwartz inequality, it holds for V1 6= 0 that
LQ(V1) : V1 =
∫
S2
(V1 :mm)
2ρQ(m)dm− (V1 : Q)2
=
1
2
∫
S2
(V1 :mm− V1 :m′m′)2ρQ(m)ρQ(m′)dmdm′ > 0.
This gives rise to our lemma. 
As in [12], at any point (r, ϕ), we write V as a linear combination of the normal orthogonal basis
{Ei}:
V =
4∑
i=0
wi(r, ϕ)Ei,(4.85)
where wi ∈ C∞c (BR\{0}), and {Ei} is defined by
E0 =
√
3
2

 −13 0 00 −13 0
0 0 23

 = 1√
6
F2,(4.86)
E1 =
1√
2

 cosϕ sinϕ 0sinϕ − cosϕ 0
0 0 0

 = 1√
2
F1,
E2 =
1√
2

 − sinϕ cosϕ 0cosϕ sinϕ 0
0 0 0

 ,
E3 =
1√
2

 0 0 10 0 0
1 0 0

 , E4 = 1√
2

 0 0 00 0 1
0 1 0

 .
It is easy to check that for Q = u(r)F1 + v(r)F2 it holds
LQ(Ei) : Ej = 0, for i = 0, 1, 2; j = 3, 4.(4.87)
Thus, we also have L−1Q (Ei) : Ej = 0 for i = 0, 1, 2 and j = 3, 4. Therefore, I(V ) can be completely
divided into two parts:
I(V ) = I(w0E0 + w1E1 + w2E2) + I(w3E3 +w4E4) , I
A + IB .
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Then, to prove the stability is equivalent to show the non-negativity of both IA and IB.
Now we will deduce some integral identities which would play an important role in the following
proof. In the sequel, we assume η ∈ C∞c (0, R) with R ∈ (0,+∞]. According to (1.21)-(1.22), we
have
A(η) :=
∫ R
0
{
(vη)2r + (
a+ b
2ab
− α)(vη)2
}
rdr
=
∫ R
0
{
(vη)2r + (v
′′ +
v′
r
− (a− b)u
6ab
)vη2
}
rdr
=(vv′η2r)|R0 +
∫ R
0
(v2η2r −
(a− b)uv
6ab
η2)rdr
=
∫ R
0
{
(vηr)
2 − (a− b)uv
6ab
η2
}
rdr,(4.88)
and
B(η) :=
∫ R
0
{
(uη)2r + (
a+ b
2ab
− α+ 3(a− b)v
2abu
+
k2
r2
)(uη)2
}
rdr
=
∫ R
0
[(η′u+ u′η)2 + uη2(u′′ +
u′
r
)]rdr
=(uu′η2r)|R0 +
∫ R
0
u2η2rrdr
=
∫ R
0
(uηr)
2rdr.(4.89)
On the other hand, from the equations (3.66)-(3.67), we have
C(η) :=
∫ R
0
{
(v′η)2r + (v
′η)2(
e
de− c2 − α)
}
rdr
=
∫ R
0
{
(v′′η + v′η′)2 + v′η2(v′′′ +
v′′
r
− v
′
r2
+
c√
3(de− c2)u
′)
}
rdr
=
∫ R
0
{
(v′η′)2 − (v
′η)2
r2
+
cu′v′√
3(de − c2)η
2
}
rdr + (rv′′v′η2)
∣∣R
0
=
∫ R
0
{
(v′η′)2 − (v
′η)2
r2
+
cu′v′√
3(de − c2)η
2
}
rdr,(4.90)
and
D(η) :=
∫ R
0
{
(u′η)2r + (u
′η)2(
d
de− c2 − α+
k2
r2
)
}
rdr
=
∫ R
0
{
(u′′η + u′η′)2 + u′η2
(
u′′′ +
u′′
r
− u
′
r2
+
2u
r3
+
√
3c
de− c2 v
′
)}
rdr
=
∫ R
0
{
(u′η′)2 − (u
′η)2
r2
+
2uu′η2
r3
+
√
3cu′v′
de− c2 η
2
}
rdr + (ru′′u′η2)
∣∣R
0
=
∫ R
0
{
(u′η′)2 − (u
′η)2
r2
+
2uu′η2
r3
+
√
3cu′v′
de− c2 η
2
}
rdr.(4.91)
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Moreover, we also have that
G(η) :=
∫ R
0
{(uη
r
)2
r
+
(k2
r2
− α+ 1
h
)(uη)2
r2
}
rdr
=
∫ R
0
{(uη′
r
+
(u
r
)′
η
)2
+
uη2
r2
(
u′′ +
u′
r
)}
rdr
=
∫ R
0
{(u
r
ηr
)2
+
η2
r4
(2ruu′ − u2)
}
rdr +
(u
r
)′
uη2
∣∣R
0
=
∫ R
0
{(u
r
ηr
)2
+
η2
r4
(2ruu′ − u2)
}
rdr.(4.92)
5. Stability of radial symmetric solutions with degree |k| = 1
In this section, we will prove Theorem 1.2. By the analysis in the previous section, it suffices to
prove IA ≥ 0 and IB ≥ 0 separatively. This will be accomplished in the following two subsections.
5.1. Non-negativity of IB. For any ϕ ∈ [0, 2π), let e˜1 = cos ϕ2 e1+sin ϕ2 e2, e˜2 = sin ϕ2 e1−cos ϕ2 e2,
and
E˜3 = cos
ϕ
2
E3 + sin
ϕ
2
E4 =
1√
2
(e˜1 ⊗ e3 + e3 ⊗ e˜1),
E˜4 = sin
ϕ
2
E3 − cos ϕ
2
E4 =
1√
2
(e˜2 ⊗ e3 + e3 ⊗ e˜2).
Lemma 5.1. For Q(r, ϕ) = u(r)F1(ϕ) + v(r)F2, it hold that
LQE˜3 : E˜3 = a > 0, LQE˜3 : E˜4 = 0, LQE˜4 : E˜4 = b > 0.(5.93)
Here a, b are the quantities defined in (2.37).
Proof. Let m˜ = (m˜1, m˜2, m˜3) := (m · e˜1,m · e˜2,m · e3). Then it is direct to verify that
LQE˜3 : E˜3 =
2
∫
S2
m˜21m˜
2
3 exp(f(m˜
2
1 − m˜22) + g(2m˜23 − m˜21 − m˜22))dm˜∫
S2
exp(f(m˜21 − m˜22) + g(2m˜23 − m˜21 − m˜22))dm
= a > 0.
The other two equalities can be obtained similarly. 
From (5.93), we have the following identity:
 sinϕ2 − cosϕ − sinϕ2cos2 ϕ2 sinϕ sin2 ϕ2
sin2 ϕ2 − sinϕ cos2 ϕ2



 LQE3 : E3LQE3 : E4
LQE4 : E4

 =

 0a
b


Direct computation gives that
LQ
(
E3
E4
)
=
1
2
(
a+ b+ (a− b) cosϕ (a− b) sinϕ
(a− b) sinϕ a+ b− (a− b) cosϕ
)(
E3
E4
)
,
and hence
L−1Q
(
E3
E4
)
=
1
2ab
(
a+ b− (a− b) cosϕ −(a− b) sinϕ
−(a− b) sinϕ a+ b+ (a− b) cosϕ
)(
E3
E4
)
.
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Therefore, by the definition of IB , we get
IB =
∫ 2pi
0
∫ R
0
{ ∑
i=3,4
(
(∂rwi)
2 +
1
r2
(∂ϕwi)
2
)
− α(w23 + w24)(5.94)
+
a+ b
2ab
(w23 + w
2
4)−
a− b
2ab
(
(w23 − w24) cosϕ+ 2w3w4 sinϕ
)}
rdrdϕ.
As in [26, 12], we introduce a complex function z = w3 + iw4. Then we have
IB =
∫ 2pi
0
∫ R
0
{
|∂rz|2 + 1
r2
|∂ϕz|2 − α|z|2 + a+ b
2ab
|z|2 − a− b
2ab
Re(e−iϕz2)
}
rdrdϕ.(5.95)
Assume that
z(r, ϕ) =
+∞∑
m=−∞
zm(r)e
imϕ,
then
Re(e−iϕz2) =Re
(
e−iϕ
+∞∑
l,m=−∞
e(m+l)ϕzmzl
)
= Re
( +∞∑
l,m=−∞
ei(m+l−1)ϕzmzl
)
.
Substituting it into (5.95), we get
IB(z) = 2π
∫ R
0
{ +∞∑
m=−∞
[
|∂rzm|2 + m
2
r2
|zm|2 + (a+ b
2ab
− α)|zm|2
]
− a− b
2ab
∑
m+l=1
Re(zmzl)
}
rdr.
We can write
IB(z) = 2π
∞∑
m=1
Mm,
where
Mm =
∫ R
0
{
|∂rzm|2 + |∂rz1−m|2 + 1
r2
(m2|zm|2 + (1−m)2|z1−m|2)
+
(a+ b
2ab
− α
)
(|zm|2 + |z1−m|2)− a− b
ab
Re(zmz1−m)
}
rdr.
Noticing that m2 ≥ 1, (1−m)2 ≥ 0 for m ≥ 0, and using the following simple relations
Re(zmz1−m) ≤ |zmz1−m|, |∂rzm|2 ≥ (∂r|zm|)2, |∂rz1−m|2 ≥ (∂r|z1−m|)2,
we conclude that
Mm ≥
∫ R
0
(
(∂r|zm|)2 + (∂r|z1−m|)2 + 1
r2
|zm|2
+
(a+ b
2ab
− α
)
(|zm|2 + |z1−m|2)− a− b
ab
|zm||z1−m|
)
rdr.
Thus, we only need to show that for any q0, q1 ∈ C∞c ((0,∞),R),
(5.96) I˜(q0, q1) ,
∫ R
0
{
(∂rq0)
2 + (∂rq1)
2 +
q21
r2
+
(a+ b
2ab
− α
)
(q20 + q
2
1)−
a− b
ab
q0q1
}
rdr > 0.
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Let η = q1/u and ζ = q0/v. Then η, ζ ∈ C∞c ((0, R)). When |k| = 1, it is straightforward to obtain
I˜(q0, q1) = A(ζ) + B(η)−
∫ R
0
{3(a− b)v
2abu
(uη)2 +
(a− b)uv
ab
ζη
}
rdr
=
∫ R
0
{
(uη′)2 + (vζ ′)2 − a− b
6ab
vu(3η + ζ)2
}
rdr,(5.97)
which is non-negative since v < 0 and (a− b)u > 0.
5.2. Non-negativity of IA. To estimate IA, we need to calculate L−1Q (Ei) : Ej for i, j = 0, 1, 2.
For this, we let
Mij = LQ(Ei) : Ej =
∫
S2
(Ei :mm)(Ej :mm)fQ(m)dm− (Q : Ei)(Q : Ej).(5.98)
Easy calculation shows that M02 = M12 = M20 = M21 = 0, M01 = M10 = c, M00 = d, M11 = e,
M22 = h. Here c, d, e, h are defined in (2.37)-(2.40). Then we have
(5.99) M =

 d c 0c e 0
0 0 h

 , and M−1 =


e
de−c2
− c
de−c2
0
− c
de−c2
d
de−c2
0
0 0 1
h

 .
Therefore, we obtain
IA(w0, w1, w2) =
∫ R
0
∫ 2pi
0
{
w20r + w
2
1r + w
2
2r +
1
r2
[w20ϕ + (w2 − w1ϕ)2 + (w1 + w2ϕ)2](5.100)
− α(w20 + w21 + w22) +
( ew20
de− c2 −
2cw0w1
de− c2 +
dw21
de− c2 +
w22
h
)}
rdrdϕ.
Expanding wi(r, ϕ) as
(5.101) wi(r, ϕ) =
∞∑
n=0
(
µ(i)n (r) cos nϕ+ ν
(i)
n sinnϕ
)
,
where all µ
(i)
n and ν
(i)
n belongs to C∞c (0, R), we can decompose I
A(w0, w1, w2) as
(5.102) IA(w0, w1, w2) = I
A
0,01 + I
A
0,2 +
∞∑
n=1
IAn ,
where
IA0,01 = 2π
∫ R
0
{
(∂rµ
(0)
0 )
2 + (µ
(0)
0 )
2
(
− α+ e
de− c2
)
+ (∂rµ
(1)
0 )
2(5.103)
+ (µ
(1)
0 )
2
(
− α+ d
de− c2 +
1
r2
)
− 2c
de− c2µ
(0)
0 µ
(1)
0
}
rdr,
IA0,2 = 2π
∫ R
0
{(
∂rµ
(2)
0
)2
+ (µ
(2)
0 )
2
( 1
r2
− α+ 1
h
)}
rdr,(5.104)
IAn = π
∫ R
0
{ 2∑
i=0
[
(∂rµ
(i)
n )
2 + (∂rν
(i)
n )
2 ++
n2
r2
(
(µ(i)n )
2 + (ν(i)n )
2
)]
+
4n
r2
(µ1nν
2
n − µ2nν1n)(5.105)
+ ((µ(0)n )
2 + (ν(0)n )
2)
( e
de− c2 − α
)
+ ((µ(1)n )
2 + (ν(1)n )
2)
( d
de− c2 − α+
1
r2
)
+ ((µ(2)n )
2 + (ν(2)n )
2)
( 1
r2
− α+ 1
h
)
− 2c
de− c2 (µ
(0)
n µ
(1)
n + ν
(0)
n ν
(1)
n )
}
rdr.
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If we take µ
(0)
0 =
√
3ν, µ
(1)
0 = µ, then the first term I
A
0,01 is just the second variation of the
reduced energy E at the critical point (u, v) (see (1.27)). Thus, the locally minimizing property of
the solution (u, v) implies the non-negativity of IA0,01.
For I0,2, we recall the fact u = fh from (2.42) and take η =
µ
(2)
0
u
∈ C∞c (0, R), we obtain
IA0,2 =
∫ R
0
{
(uη)2r + (
f
u
− α+ 1
r2
)(uη)2
}
rdr
= B(η) =
∫ ∞
0
(uηr)
2rdr ≥ 0.
Thus, we only need to prove IAn ≥ 0 for n ≥ 1, which is the result of the following proposition.
Proposition 5.2. For any µ0, ν0, µ1, ν1, µ2, ν2, we have
IAn (µ0, ν0, µ1, ν1, µ2, ν2)
:= π
∫ R
0
{ 2∑
i=0
(
(∂rµi)
2 + (∂rνi)
2 ++
n2
r2
(µ2i + ν
2
i )
)
+
4n
r2
(µ1ν2 − µ2ν1)
+ (µ20 + ν
2
0)
( e
de− c2 − α
)
+ (µ21 + ν
2
1)
( d
de− c2 − α+
1
r2
)
+ (µ22 + ν
2
2)
( 1
r2
− α+ 1
h
)
− 2c
de− c2 (µ0µ1 + ν0ν1)
}
rdr ≥ 0.
Proof. From the fact that
2(µ1ν2 − µ2ν1) ≥ −(µ21 + ν21 + µ22 + ν22),
and n ≥ 1, we get
4n(µ1ν2 − µ2ν1) + n2(µ21 + ν21 + µ22 + ν22 ) ≥ 4(µ1ν2 − µ2ν1) + (µ21 + ν21 + µ22 + ν22).
So, it suffices to consider the case of n = 1.
On the other hand, we have
|µ0µ1 + ν0ν1| ≤
√
µ20 + ν
2
0
√
µ21 + ν
2
1 ,
|µ1ν2 − µ2ν1| ≤
√
µ22 + ν
2
2
√
µ21 + ν
2
1 ,
and (∂rµ)
2 + (∂rν)
2 ≥ (∂r
√
µ2 + ν2)2. Thus, we only need to prove that for αi = ±
√
µ2i + ν
2
i ,
I˜A1 (α0, α1, α2) =
∫ R
0
{
(∂rα0)
2 + (∂rα1)
2 + (∂rα2)
2 − 4
r2
α1α2 +
1
r2
(α20 + α
2
1 + α
2
2)
+ α20
( e
de− c2 − α
)
+ α21
( d
de− c2 − α+
1
r2
)
+ α22
( 1
r2
− α+ 1
h
)
− 2c
de− c2α0α1
}
rdr ≥ 0.
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Let ξ = α0/v
′, η = α1/u
′, ζ = rα2/u. We have
I˜A1 (α0, α1, α2)
= C(ξ) +D(η) + G(ζ)
+
∫ R
0
{
− 4
r3
uu′ηζ +
1
r2
(
(v′ξ)2 + (u′η)2 + (
uζ
r
)2
)
− 2cu
′v′
de− c2 ξη
}
rdr
=
∫ R
0
{
(v′ξ′)2 + (u′η′)2 +
(uζ ′
r
)2
+
2uu′
r3
(η − ζ)2 +
√
3cu′v′
de− c2
(
η − ξ√
3
)2}
rdr ≥ 0.(5.106)
This completes our proof. 
6. Instability of radial symmetric solutions with degree |k| > 1
In this section, we construct perturbations w3, w4 ∈ C∞c (R2\{0}) such that IB(w3, w4) is negative
when |k| > 1. This implies instability of radial symmetric solutions with degree |k| > 1 which yields
the conclusion of Theorem 1.3.
Let Q = u(r)F1 + v(r)F2 be the radial symmetric solution on R
2 with degree k/2(|k| > 1) and ǫ
be a very small parameter. Then there exists R0 such that for all r > R0,
(1− ǫ)u(∞) < u(r) < (1 + ǫ)u(∞),
(1− ǫ)v(∞) < v(r) < (1 + ǫ)v(∞).
Then we take
(6.107) w3(r, ϕ) = q0(r) + q1(r) cosϕ, w4 = q1(r) sinϕ.
where q0, q1 ∈ C∞c (0,∞). Direct computation gives that
(6.108)
IB(w3, w4) = I˜(q0, q1) :=
∫ ∞
0
{
(∂rq0)
2+(∂rq1)
2+
q21
r2
+
(a+ b
2ab
−α
)
(q20 + q
2
1)−
a− b
ab
q0q1
}
rdr > 0,
where I˜(q0, q1) is defined in (5.96). Then we take q1 = uη and q0 = −3vη where η ∈ C∞c (0,∞). By
similar calculation as before, we obtain
(6.109) I˜(q0, q1) =
∫ ∞
0
{
(u2 + 9v2)(η′)2 − k
2 − 1
r2
(uη)2
}
rdr,
When r > R0, u and v are almost constants and it is easy to find a test function η0 ∈ C∞c (R0,∞)
such that
(6.110)
∫ ∞
R0
{
C1(η
′
0)
2 − C2
r2
η20
}
rdr < 0,
where C1, C2 are any positive constants. Thus Theorem 1.3 is proved.
7. Appendix: rotational gradient operator
The rotational gradient operator on unit sphere S2 is defined by
R =m×∇m
where∇m is the usual gradient operator with respect to the standard metric on S2. Under spherical
coordinate (θ, φ), it can be written as
R =(− sinφe1 + cosφe2)∂θ − (cos θ cosφe1 + cos θ sinφe2 − sin θe3) 1
sin θ
∂φ
,e1R1 + e2R2 + e3R3.
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We list some useful properties of R here:
(1)
∫
S2
Rf1f2dm = −
∫
S2
f1Rf2dm.
(2) Rimj = −εijkmk, where εijk is the Levi-Civita symbol.
(3) R(B :mm) = 2m× (B ·m) for constant matrix B.
One may check these facts by direction calculation using the definition of R. We omit them here.
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