Abstract. We deal with operators in R n of the form
Introduction
Our research is inspired by the following well-known result of Y. Colin de Verdière [4] : for arbitrary numbers 0 = λ 1 < λ 2 < · · · < λ m (m ∈ N) and n ∈ N \ {1} there is a n-dimensional compact Riemannian manifold M such that the first m eigenvalues of the corresponding LaplaceBeltrami operator −∆ M are exactly λ 1 , . . . , λ m . In the work [16] we obtained an analogue of this fact for non-compact periodic manifolds: for an arbitrary m pairwise disjoint finite intervals on the positive semi-axis (m ∈ N) a periodic Riemannian manifold is constructed such that the spectrum of the corresponding Laplace-Beltrami operator has at least m gaps, moreover the first m gaps are close (in some natural sense) to these preassigned intervals.
The goal of the present work is to solve a similar problem for the following operators in R n (n ≥ 2):
where H per is a set of measurable real functions in R n satisfying the conditions f ∈ H per :
(boundedness from above and form below) ∀i ∈ Z n , ∀x ∈ R n : f(x + i) = f(x) (periodicity)
The operator A acts in the space L 2,b (
|u(x)| 2 b(x)dx , it is selfadjoint and positive. We denote by L per the set of such operators.
Operators of this type occur in various areas of physics, for example in the case n = 3 the operator A governs the propagation of acoustic waves in a medium with periodically varying mass density (a(x)) −1 and compressibility b(x). It is well-known (see e.g. [17] ) that the spectrum σ(A) of the operator A ∈ L per has band structure, i.e. σ(A) is the union of compact intervals [a Various operators from L per with gaps in their spectrum were studied in the works [5-11, 22, 27] (see also the overview [12] ). In these works spectral gaps are the result of high contrast either in the coefficient a(x) [6, 9, 11, 27] or in the coefficient b(x) [7, 8] or in both coefficients [5, 10, 22] (the last three works deal with the Laplace-Beltrami operator in R n with conformally flat periodic metric; obviously, this operator belongs to L per ).
The operator A ε constructed in the present work also has high contrast in the coefficients (namely, lim ε→0 max x∈R n a ε (x) min x∈R n a ε (x) = ∞), but their form essentially differs from the form of the coefficients in the works mentioned above.
The idea how to construct the functions a ε (x), b(x) has come from the homogenization theory. We briefly describe this construction. • for any fixed j ∈ {1, . . . , m} the shells G ε i j are centered at the nodes of ε-periodic lattice in R n , • the shells G ε 0 j ( j = 1, . . . , m) belong to the cube {x = (x 1 , . . . , x n ) ∈ R n : 0 < x k < ε, ∀k}. 
where a j , b j ( j = 1, . . . , m) are positive constants, which will be chosen later on. We consider the operator
It will be proved (see Theorem 1.1 below) that the spectrum of A ε converges to the spectrum of some operator A 0 acting in the Hilbert space L 2 (R n ) ⊕ (σ j , µ j ) , where the intervals (σ j , µ j ) satisfy
and depend in a special way on a j and b j . More precisely, we will prove that for an arbitrary L > µ k the spectrum of the operator A ε has the following structure in the interval [0, L] when ε is small enough:
where the intervals (σ
Furthermore, we will prove (see Theorem 1.2 below) that for arbitrary intervals (α j , β j ) ( j = 1, . . . , m, m ∈ N) satisfying (0.1) one can choose such a j , b j in (0.4) that the following equalities hold:
, where x = yε (obviously, b(y) is independent of ε). It is clear that a ε , b belong to H per and are step-functions having at most m + 1 values. It is easy to see that the spectra of the operator
and the operator A ε coincide (in fact, A ε is obtained from A ε via change of variables x = yε). It follows from Theorem 1.1-1.2 that σ(A ε ) satisfies (0.2)-(0.3). We remark that the gaps open up in the spectrum of A ε because of the high contrast in the coefficient a ε (x). The coefficient b(x) is independent of ε and it is needed only in order to control the behavior of the gaps as ε → 0. In fact, the operator −div(a ε ∇) also has at least m gaps when ε is small enough, but in general they do not converge to (α j , β j ) as ε → 0.
Heuristic arguments. The classical problem of the homogenization theory (see e.g. [1-3, 18, 24-26] ) is to describe the asymptotic behaviour as ε → 0 of the operator A ε which acts in L 2 (Ω) (Ω ⊂ R n is a bounded domain) and is defined by the operation
and either Dirichlet or Neumann boundary conditions on ∂Ω. Here
It is well-known that A ε strongly resolvent converges to the operator (so-called "homogenized operator")
where the constants a kl satisfy:
It is interesting to study the asymptotic behaviour of the operator A ε when a ε has more complicated form comparing with (0.6). In particular interest is the case when a ε is bounded below but not uniformly in ε. This is just our situation (see (0.4)): for fixed ε one has min Here Ω ⊂ R n is a bounded domain, a ε is defined by (0.4) (only the case m = 1 was considered). It was proved that A D,ε Ω converges as ε → 0 (in some sense which is close to strong resolvent convergence) to the operator A
D,0
Ω acting in the space L 2 (Ω) ⊕ L 2,ρ/σ (Ω) and being defined by the operation
and the definitional domain D(A 
∂u ∂n ∂Ω = 0 . Although in general the strong resolvent convergence of operators does not imply the Hausdorff convergence of their spectra (see the definition at the beginning of Section 5), but suppose for a moment that this is true for the operators A D,ε
We denote Ω R = {x ∈ R n : |x| < R}. One can prove (for example, it follows from [15, Proposition
where D/N is either D or N, µ = σ + ρ. These suggest that when ε is small enough the operator A ε has a gap in the spectrum and this gap tends to the interval (σ, µ) as ε → 0. The close problem was also considered in [21] where the authors studied the asymptotic behaviour of the attractors for semilinear hyperbolic equation
We remark that the proof of the resolvent convergence in [18] is based on the method of so-called "local energy characteristics". This method is well adapted for both periodic and non-periodic operators but it is quite cumbersome. Therefore in the present work following [16] we carry out the proof in more simple fashion via the substitution of a suitable test function into the variational formulation of the spectral problem.
In the next section we describe precisely the operator A ε and formulate Theorems 1.1-1.2. Their proofs are carried out in Sections 2-7.
Construction of operators A ε and main results
Let n ∈ N \ {1}, m ∈ N. Let the points x j ∈ R n ( j = 1, . . . , m) and the number r > 0 be such that the closed balls B j = x ∈ R n : |x − x j | ≤ r are pairwise disjoint and belong to the open cube
Let ε > 0. We introduce the following notations (below i ∈ Z n , j = 1, . . . , m):
We also denote
We will prove this statement in Section 5 (the only difference is that we will consider quasi-periodic boundary conditions, but for Dirichlet and Neumann boundary conditions the proof is similar.)
We define the piecewise constant functions a ε (x), b ε (x) by the formulae
where a j , b j ( j = 1, . . . , m) are positive constants. Now we define precisely the operator A ε . By L 2,b ε (R n ) we denote the Hilbert space of functions from L 2 (R n ) with the following scalar product:
where the positive constants 
Its domain dom(A ε ) consists of functions u belonging to the spaces
and satisfying the following conditions on the boundaries of the shells
where by + (resp. −) we denote the values of the function u and its normal derivative on the exterior (resp. interior) side of either ∂ B
For sufficiently smooth u the operator A ε is defined locally by the formula
By σ(A ε ) we denote the spectrum of the operator A ε . In order to describe the behaviour of σ(A ε ) as ε → 0 we introduce some additional notations.
B j we consider the following problem (below k = 1, . . . , n):
where n = (n 1 , . . . , n n ) is the outward unit normal to . It is known (see e.g. [3] ) that the unique (up to a constant) solution v k (x) of this problem exists. We denote
The matrix A = a kl is symmetric and positively defined (see e.g. We denote
We assume that the numbers a j and b j in (1.1)-(1.2) are such that σ i σ j if i j. For definiteness we suppose that σ j < σ j+1 , j = 1, . . . , n − 1. And finally let us consider the following equation (with unknown λ ∈ C):
It is easy to prove (see Section 4) that this equation has exactly m roots µ j ( j = 1, . . . , m), they are real, moreover they interlace with σ j , i.e.
Now we are able to formulate the theorem describing the behaviour of σ(A ε ) as ε → 0. 
and is defined by the formula
To complete the proof of Theorem 0.1 we have to choose such a j and b j in (1.1), (1.2) that (0.5) holds.
, m) be arbitrary intervals satisfying (0.1).
Then (0.5) holds if we choose
and thus the choice of a j and b j is correct.
The scheme of the proof of these theorems is as follows. In Section 2 we introduce the functional spaces and operators that are used throughout the proof. Also we present well-known results describing the spectrum of the operator A ε In Section 3 we prove several technical lemmas. In Section 4 we show that
Section 5 is a crucial part of the proof: we show that as ε → 0 the set σ(A ε ) converges in the Hausdorff sense to the set σ(A 0 ). In Section 6 we prove that for an arbitrary L > 0 the spectrum σ(A ε ) has at most m gaps within the interval [0, L] when ε is small enough. Together with the Hausdorff convergence this fact implies the statements of Theorem 1.1.
And finally in Section 7 we prove Theorem 1.2.
Remark 1.3. We present the proof of Theorem 1.1 for the case n ≥ 3 only. For the case n = 2 the proof is repeated word-by-word with some small modifications (for example in formula (3.10) below r 2−n has to be replaced by ln r).
Preliminaries: functional spaces and operators
Below Ω is a domain in R n with Lipschitz boundary (if ∂Ω ∅), for simplicity we suppose that
Throughout the paper we will use the following functional spaces:
• L 2,b ε (Ω) be the Hilbert space of functions from L 2 (Ω) with the scalar product
be the subspace of H 1 (Ω) consisting of functions vanishing on ∂Ω,
we denote the sesquilenear form defined by formula (2.1) and the definitional domain H 1 (Ω) (resp.
• H From the min-max principle (see e.g. [23] ) and the enclosure
(Ω)). Similarly to the operator
The following fundamental result (see e.g. [17] ) establishes the relationship between the spectra of the operators A ε and A θ,ε Y ε 0 .
Theorem. One has
where
So in this case we have an analogous representation
and is defined by the operation (1.6) and the definitional domain
Studying the Hausdorff convergence of σ(A ε ) as ε → 0 we will use the representation (2.5), while estimating the number of gaps in the interval [0, L] we will use the representation (2.4).
Auxiliary lemmas
In this section we prove some technical lemmas. In order to formulate them we introduce some additional notations.
We denote
Recall that the closed balls B j are pairwise disjoint and belong to the open cube Y, hence κ > 0. We introduce the following sets (below i ∈ Z n , j = 1, . . . , m):
and set
. By u B we denote the average value of the function u over the domain B ⊂ R n (if |B| 0), i.e.
induces on Σ the Riemannian metrics and measure. We denote by ds the density of this measure.
Again by u Σ we denote the average value of the function u over Σ, i.
is a sesquilinear form then we preserve the same notation η for the corresponding quadratic form, i.
By χ Ω we denote an indicator function of the domain
In what follows by C, C 1 ... we denote generic constants that do not depend on ε. 
The lemma is proved in a similar way as Lemma 4.9 from [18, p.117].
Lemma 3.2. Let ε
Proof. For an arbitrary i ∈ I ε and j ∈ {1, . . . , m} one has the following inequalities:
Inequality (3.3) is the Poincaré inequality, inequalities (3.4)-(3.5) follow directly from Lemma 3.1. Let us prove inequality (3.6). We introduce in R ε i j the spherical coordinates (r, Θ), where r is a distance to x ε i j , Θ are the angle coordinates. Below by S n−1 we denote the (n − 1)-dimensional unit sphere, by dΘ we denote the Riemannian measure on S n−1 . One has
We multiply this equality by r n−1 drdΘ, integrate from r ε to r ε + κε (with respect to r) and over S n−1 (with respect to Θ), divide by |R ε i j | and square. Using the Cauchy inequality we obtain
and thus (3.6) is proved. It is clear that (3.1) follows from (3.3), (3.5), (3.6), and (3.2) follows from (3.3), (3.4).
Lemma 3.3. The following inequality is valid for an arbitrary v
Proof. As in the proof of Lemma 3.2 we introduce in G ε i j the spherical coordinates (r, Θ). One has
Taking into account (1.1) we obtain from (3.8)
Similarly we obtain
The statement of the lemma follows directly from the last two inequalities. 
Direct calculations lead to the following asymptotics as ε → 0:
Using the min-max principle we get
One has the following estimates for the eigenfunction v
The first one is the Friedrichs inequality, the second one is the Poincaré inequality and the third one follows from Lemma 3.3. Furthermore one has the equality
It follows from (3.13)-(3.17) that
Now let us estimate the difference w
and thus in view of (3.12), (3.18) we conclude that
Furthermore using inequality (3.13) we get
and in view of (3.11), (3.12), (3.18)-(3.20) we conclude that
The statement of the lemma follows directly from (3.11), (3.20), (3.21).
Proof. We denote:
Also we introduce the functions a ε (y), b(y): 
Below we will prove that
where λ k is the k-th eigenvalue of the operator A which acts in the space L 2 (R) ⊕ L 2,b j (B) and is defined by the formula
Here the operator ∆ To complete the proof of lemma we have to prove (3.23) . For that we use the following Theorem (see [13] 
where {µ Let us apply this theorem. We set
Evidently conditions C 1 (with ̺ = 1) and C 2 hold. Let us verify condition C 3 . At first we introduce the operator Q ε :
where k ε = (r − ε γ−1 ) −1 r, the functionṽ ε ∈ H 1 (B) is defined by the formulaṽ ε (y) = v(y/k ε ) and
is the operator with the following properties:
(such an operator exists, see e.g. [19] ). One has
Since k ε ∼ 1 as ε → 0, then, obviously,
One has the following integral equality:
Substituting into (3.27) w ε = v ε and taking into account (3.26) we obtain
) be the restrictions of v ε onto R (resp. the restrictions of
It follows from estimates (3.25), (3.26), (3.28) that the set (v
ε R , v ε B ) ε is bounded in H 1 (R) ⊕ H 1 (B) uniformly in ε. Therefore the set (v ε R , v ε B ) ε is weakly compact in H 1 (R) ⊕ H 1
(B) and in view of the embedding theorem it is compact in
. Let ε ′ ⊂ ε be an arbitrary subsequence for which
v B ∈ H 1 (B) weakly in H 1 (B) and strongly in L 2 (B) (3.29)
We will prove that
We define the function w ε ∈
• H 1 (D) by the formula
Here w R , w B ∈ C ∞ (R n ) are arbitrary functions, supp(w R ) ⊂ D, ϕ : R → R be a smooth function such that ϕ(ρ) = 1 as ρ ≤ 1/2 and ϕ(ρ) = 0 as ρ ≥ 1. Substituting w ε into (3.27) we get
It is clear that
and due to (3.25) , (3.26) , (3.28) we get δ ε → 0 as ε → 0. Taking into account (3.29) we pass to the limit as ε = ε ′ → 0 in (3.31) and obtain 
and therefore in view of (3.26), (3.28) we obtain (recall that γ > 3)
Taking into account (3.29), (3.30), (3.32) we get
and thus C 3 is proved. Finally let us verify condition C 4 . Let sup
uniformly in ε and therefore the subsequence ε ′ ⊂ ε and w = (w R ,
w R weakly in H 1 (R) and strongly in H 1 (R)
w B weakly in L 2 (B) and strongly in L 2 (B)
Moreover v ε satisfies (3.32), therefore lim
We have verified the fulfilment of conditions C 1 −C 4 . Thus the eigenvalues µ ε k of the operator L ε converge to the eigenvalues µ k of the operator
The lemma is proved.
Structure of σ(A 0 )
In this section we prove equality (1.13). At first we show that
where σ( A) is the spectrum of the operator A = − 
Let us suppose the opposite, i.e.
We obtain a contradiction with (4.2), hence λF (λ) ∈ σ( A). Converse assertion in (4.1) is proved similarly.
It is well-known that σ(
At first we study the function λF (λ) on R. It is easy to get (see Fig. 2 ) that there are the points µ j , j = 1, . . . , m such that Fig. 2 ). Thus the set {λ ∈ C : λF (λ) ≥ 0} belong to [0, ∞).
[σ j , µ j ) . Since σ(A 0 ) is a closed set then the points σ j , j = 1, m also belong to σ(A 0 ). This completes the proof of equality (1.13).
Proof of Hausdorff convergence
This section is a main part of the proof: we show that the set σ(A ε ) converges in the Hausdorff sense to the set σ(A 0 ) as ε → 0, that is the following conditions (A H ) and (B H ) hold:
if λ ε ∈ σ(A ε ) and lim
. Therefore we focus on the case
We consider the sequence ε N ⊂ ε, where ε N = 1 N , N = 1, 2, 3. . . For convenience we preserve the same notation ε having in mind the sequence ε N .
Taking into account Remark 2.1 we conclude that there exists θ ε ∈ T n such that λ ε ∈ σ(A θ ε ,ε Y ). We extract a subsequence (still denoted by ε) such that
Y ) be the eigenfunction corresponding to λ ε and such that
We introduce the operator
It is known (see e.g. [3, 18] ) that such an operator exists. Also we introduce the operators Π
Using the Cauchy inequality we obtain
It follows from (5.1)-(5.3) and the embedding theorem that a subsequence (still denoted by ε),
Moreover due to the trace theorem 
Proof. One has the following integral equality:
In order to prove (5.6) we plug into (5.7) a function w ε of special type and then pass to the limit as ε → 0.
We introduce some additional notations. Let v k ∈ C 2 (F) (k = 1, . . . , n) be a function that solves the problem (1.7) in F. We denote by v k the function that belongs to C 2 (Y) and coincides with v k in F (such a function exists, see e.g. [19] ). Then we extend v k by periodicity to the whole R n preserving the same notation for the extended function. Using a standard regularity theory one can easily prove that v k ∈ C 2 (R n ). We set Let ϕ : R → R be a twice-continuously differentiable function such that ϕ(ρ) = 1 as ρ ≤ 1/2 and ϕ(ρ) = 0 as ρ ≥ 1. We set
We cover R n by the cubes
i∈Z n be a partition of unity associated with this covering, that is ψ
Moreover, analyzing a standard procedure of the construction of the partition of unity (see e.g. [20] ) we can easily construct the partition of unity satisfying the following additional conditions
We consider the function w ε of the following form:
where and in view of (5.9), (5.14) and the periodicity of v
We also introduce the notations
The function w ε belong to H 1 θ (Y). In order to obtain the function from H 1 θ ε (Y) we modify w ε multiplying it by the function which is very close to 1 in Y as ε → 0. Namely, we define the function 1 ε ∈ C ∞ (R n ) by the following recurrent formulae:
It is easy to see that
Finally we set
It is clear that w ε ∈ H 1 θ ε (Y). Substituting w ε into (5.7) and integrating by parts we obtain
Further we will prove that the second and the third integrals in (5.16) tend to zero as ε → 0. Now we focus on the first integral in (5.16). Using Lemma 3.3 and taking into account (5.1), (5.8) we obtain the estimates
Here
Y when ε is small enough and therefore
Let us study g ε and h ε in F ε . It is clear that
In view of Lemma 3.1 and the Poincaré inequality one has the following estimate: (5.25) and the Poincaré inequality we get
In the same way using Lemma 3.2 (for v ε = Π ε u ε ) we obtain
(here we also use the estimate ε n u 
Recall that g, h j ∈ C 2 (R n ) are arbitrary functions satisfying (5.14). Plugging g = 0, h j = 0 for j k into (5.36) and taking into account the equality |∂B j | = |B j |nr −1 we get
Then setting h j = 0 for all j = 1, . . . , m, integrating by parts and taking into account (5.37) we get
where the function F (λ) is defined by (1.9). Equality (5.38) is valid for an arbitrary g belonging to C ∞ (R n ) and satisfying (5.14). It is clear that the set of such functions is dense in H 
One has the following Poincaré inequality:
(here ∇ Θ is a gradient on S ε i j (ρ): for example in the case n = 2 one has
). Integrating it by ρ from 0 to r ε − d ε and summing by i we get
We denote u
) and
) when ε is small enough.
Therefore we have the following expansion:
is a system of eigenfunctions of A
and such
Using Lemmas 3.2, 3.5 we get (for j ∈ {1, . . . , m})
As in Lemma 3.4 we denote v
is normalized by condition (3.9). Using estimates (3.16), (3.18) and Lemma 3.2 we get
Similarly we obtain 
Using the Poincaré inequality and Lemma 3.2 one can easily prove that
Finally taking into account (5.39), (5.45)-(5.47) we obtain We assume the opposite: the subsequence (still denoted by ε) and δ > 0 exist such that
, where I is the identical operator (5.49)
We substitute into (5.51) the function w ε of the form (5.11)-(5.13), but with g, h j ∈
• C ∞ (R n ). Making the same calculations as in the proof of condition (A H ) we obtain Let us consider (7.2) as a system of m linear algebraic equations (ρ j , j = 1, . . . , m are unknowns). It is clear that (7.2) follows from the following Lemma 7.1. The system (7.2) has the unique solution ρ 1 , . . . , ρ m which is defined by (7.1) .
Proof. We prove the lemma by induction. For m = 1 its validity is obvious. Suppose that we have proved it for m = N − 1. Let us prove it for m = N.
Multiplying the k-th equation in ( Henceρ j , j = 1, N − 1 satisfy the system (7.2) with m = N − 1. By the induction
It follows from (7.3), (7.4) that ρ j ( j = 1, . . . , N − 1) satisfy (7.1) (with m = N). The validity of this formula for ρ N follows easily from the symmetry of system (7.2). Lemma 7.1 is proved. Theorem 1.2 is proved.
