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The thesis discusses some transport aspects of nanoscale heterojunctions, the
archetypal devices which constitute a considerable part of the rapidly growing
nanotechnology and nanoscience today. It discusses two distinct types of nanoscale
heterojunctions, namely weakly correlated and strongly correlated heterojunc-
tions. The weakly correlated heterojunction employs normal metal for its leads,
where the particles behave like typical 3D electron gas and the standard density
functional theory allows rigorous ab initio analysis for such systems. On the
other hand, the strongly correlated heterojunction employs superconductors for
its leads, therefore appropriate models need to be used to describe the essential
physics from which the transport properties are derived.
The weakly correlated heterojunction consists of two normal metals and a car-
bon nanotube (CNT) in between, a ubiquitous system in nanoscale experimental
devices. Despite of all its novel and great promises, a full exploitation of the de-
vice has so far been hindered by various problems, and one of them is the interface
problems with the metal probes which typically produce considerable resistance.
Schottky barriers formed at CNT-metal contacts have been well known to be cru-
cial for the performance of CNT based field effect transistors (FETs). Through
an extensive first principles calculations we show that an optical nanowelding
process can drastically reduce the Schottky barriers at CNT-metal interfaces, re-
sulting in significantly improved conductivity. Results presented may have great
implications in future design CNT-based nanoelectronics.
The strongly correlated heterojunction consists of two superconducting leads
and a quantum dot in between. A phenomenon of so-called differential conduc-
tance anomaly is predicted to occur in such devices at high bias when the trans-
port is theoretically linear. The phenomenon is caused by the potential symmetry
which affects the pinning mechanisms of the localized level by the superconduct-
ing gaps of the leads. Due to this, we anticipate a counter intuitive phenomenon
where the linear conductivity may be increasing as the coupling strength between
the leads and the quantum dot is reduced. The phenomenon can be used to inves-
tigate the symmetry across the quantum dot which would otherwise be impossible
to probe using other methods. A recent experiment may already indicate the exis-
vi
tence of such effects.
We then consider another hybrid superconducting system and study the effect
of electron tunneling under external microwave radiations. The microwave radia-
tions stimulate interlevel quantum transitions on the multilevel quantum dot. We
develop a method to combine Floquet theory and nonequilibrium Green’s func-
tion in order to describe supercurrent tunneling process through the heterojunc-
tion. We find that the effect of transition amplitude or the coupling between levels
is reflected at the current-bias (I-V) curves only at Rabi frequency. The radiation
splits the dc resonance and the separation between each splits is proportional to
the coupling between the localized levels. The observation provides a possibility
for an experimental inference of the interlevel coupling from simple time averaged
measurements.
In all parts of the transport analysis we employ nonequilibrium Green’s func-
tion method which is considered to be the most rigorous and systematic way to
treat most quantum transport problems. Some other secondary and on going works
are not included in this thesis in order to maintain a coherent picture of the pre-
sentation.
vii
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Abstract: The chapter serves as a brief review of the literature on the recent
developments in experimental and theoretical works of nanoscale heterojunctions,
especially for carbon nanotube (CNT) and superconducting point contacts. A list
of abbreviations and symbols used in the thesis can be found in appendix A.
1.1 Nanoscale heterojunctions
While the efforts to miniaturize electronic devices continue in order to cram
ever more components into the chips as suggested by the Moore’s law†, the de-
velopments in nanotechnology also open up a whole new possibilities through
exploitations of new phenomena which only appear at the quantum regime. One
class of obiquitous electronic device is heterojunction which is the basic build-
ing block for diodes and transistors. A heterojunction is generally defined as a
device that consists of materials with dissimilar electronic properties. The con-
stituents are typically semiconductors, connected to metallic probes which serve
as the reservoirs or drains. The combinations of the materials vary greatly de-
pending on the applications, for example diodes and field effect transistors are the
most common ones which combine n or p type semiconductors, and they can be
used for switches or rectifiers. In solar cells semiconductors with different energy
band gaps are assembled together to create heterojunctions for charge depletion
†Moore’s law: the empirical observation that the transistor density of integrated circuits dou-
bles every two years
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regions with the desired optical properties. In this thesis we are going to discuss
specifically about nanoscale heterojunctions, a topic of quite significant portion in
the development of nanotechnology and nanoscience today. The relevant physical
scales for the heterojunctions is determined by the phase coherence and it can be
from a few up to hundreds of nanometers, often loosely termed as mesoscopic
scales. The constructions we are concerned with mainly consist of two metallic
leads or “two probes set up” connected to a central region which can be either bal-
listic or non ballistic. In what follows, we are going to discuss two distinct types
of nanoscale heterojunctions: 1. Weakly correlated nano heterojunction, and 2.
Strongly correlated nano heterojunction.
1.1.1 Weakly correlated nano heterojunction
The first type of nanoscale heterojunction uses two normal metallic leads con-
nected to a central region. The leads are called normal metallic because the cor-
relation effects between the particles are weak. This allows drastic simplifications
of the seemingly complicated interacting electron gas as independent or noninter-
acting quasiparticles, and the single electron theory can be applied straight for-
wardly to give satisfactory or acceptable results. The transport analysis in this
system may be conveniently simulated with the available ab initio or first prin-
ciple method based on density functional theory (DFT). It basically relies only
on a few assumptions such as Born-Oppenheimer and pseudopotentials, and it
computes the electronic properties directly based on the detailed atomic charac-
ter of the constituents. Most of the nano heterojunctions are of this type, with
variations on the central region materials which are chosen for a particular pur-
pose. Carbon nanotubes (CNT) are often preferred for its ballistic transport, high
mobility and other physical novelties which enable them to perform better than
their silicon counterparts despite rather serious manufacturing problems such as
scalability and variability in the performance of the device due to slight atomic
differences. CNTs have been proposed to be used for a range of applications,
such as (bio)chemical sensors [1,2], optoelectronic devices [5,3,4], field emission de-
vices [6,7], electromechanicals [8] and electronic devices [9,10]. An overview of its
basic properties is available in many good review articles and books [11], and we
2
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shall only discuss some relevant aspects related to electronic devices.
The simplest realization of a CNT electronics is perhaps a p-n junction or a
diode [12,9]. CNT assembled into devices and being synthesized in the air are pre-
dominantly p-type, and therefore it is a matter of n-doping one part of it to make
a p-n junction. This can be done by chemical doping such as K or by electro-
static doping through gating. An advantage of electrostatic doping is the device
can operate in several different modes in a controlled manner. Another possible
CNT electronics is field effect transistor (FET) due to its relevance with comput-
ers and electronics. Simple CNT-FETs are easier to realize than bipolar junction
transistors because no intricate doping is required. In fact the first CNT device
is CNT-FET [13]- where a single walled CNT (SWCNT) was laid on between Pt
source and drain, which were deposited on SiO2 and a Si back gate. Since this
experimental device was made, there have been many experimental and theoret-
ical developments in understanding the physics that governs the transistors, and
continuous effort to improve their performance. Many early theoretical works on
CNT transport are based on semiclassical models and tight binding models [11].
Tight binding models are particularly useful to describe the physics of hexago-
nal lattice such as CNT and graphene, though first principle calculations are also
common.
1.1.2 Strongly correlated nano heterojunction
The second type of nanoscale heterojunction is a hybrid superconducting-
normal nanoscale junction, where one or both of the leads are superconducting.
Superconductivity is the result of the instability of the Fermi surface from which
a completely new phase of the system appears under the influence of strong cor-
relations between the particles. The quasiparticles are called Cooper pairs, which
are pairs of electrons with opposite spins where each electron in a pair interacts
attractively through phonon mediations. For this types of materials the correla-
tion effects require a different theoretical treatment which is usually in the form
of an alternative and appropriate model where the correlations can somehow be
handled with perturbation methods or a justified mean field model while ab initio
calculations for such systems are still under development [14,15].
3
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Superconductors are widely used for various real life applications. Sensors are
perhaps among the most common applications, such as superconducting quantum
interference devices (SQUIDs) for sensitive magnetic sensors commonly used in
magnetic resonance imaging (MRI). Less common ones, but more relevant to our
discussions, are point contact Andreev reflection (PCAR) spectroscopies, which is
for the past decade becoming more popular particularly for spin polarization mea-
surements [16]. The point contact is typically made from elemental superconductor
formed like a needle, and usually the tip is chemically etched to achieve an atomic
size contact. The contact is then pressed on to a normal metal using a combination
of differential screw and piezoelectric actuator. The polarization measurements
utilize the fact that the so-called Andreev process (will be explained in later chap-
ters) is supressed when a supercurrent flows from a superconductor to a magnetic
normal metal. The degree of polarization can be precisely measured by fitting the
entire differential conductance with an appropriate model based on semiclassical
theories. This has spurred experimental and theoretical developments in super-
conducting transport, partly because PCAR measurements are easier and more
flexible compared to older methods such as spin-dependent tunneling planar junc-
tions [17] or spin-resolved photoemission spectroscopies [18]. The first semiclassical
transport theory for superconducting-normal junctions was developed by Blonder
et al. [99], which later was known as the BTK theory. Mazin et al. [19] and Stri-
jkers et al. [20] proposed a straight forward extension to the BTK theory in order
to accomodate spin polarization of the normal leads. The BTK theory basically
extends the Bogoliubov de Gennes equation and adapts certain boundary condi-
tions at the interface between superconductor and normal metal. Derivations of
the BTK formalisms and its experimental applications can also be found in some
review papers [21].
An important landmark in the development of quantum mechanical theory
of superconducting transport is the experimental determination of the individual
quantum channels of a superconducting aluminium contact fabricated with micro-
controlled break junction method (MCBJ) [22,23]. The experiment was performed
by Scheer et al. while the theoretical model used microscopic or fully quantum
Hamiltonian model of Bardeen-Cooper-Schrieffer (BCS) combined with Green’s
function method developed by Cuevas and Yeyati et al. This was the first time
4
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that individual transmissions of a quantum contact were ever determined exper-
imentally, since its prediction fifty years ago by Landauer [109]. Since then, the
microscopic Hamiltonian theory is becoming the mainstream in the subsequent
development of superconducting transport. A typical nanoscale contact consists
only of a small number of eigenchannels and each of them is characterized by a
transmission coefficient τn. Each of them contribute to the conductance by G0τn,








Since the transmission coefficient of each channels can take value between zero
and unity, the conductance of a single channel is mostly less than G0. The quan-
titative information on individual conductance channels has been inaccessible
through normal conductance measurements, but for superconducting systems this
can be extracted due to sensitivity of the so-called sub-gap structure (SGS) of the
superconductor (to be explained in later chapters) at low bias to small changes of
each conductance channels.
Some interesting applications of hybrid superconducting-normal junctions were
also demonstrated by recent experimental results such as the work by Ji et al. [24]
who used superconducting STM†-tips made from Nb to detect magnetic impu-
rities on superconducting Pb surface. The method relies on the fact that differ-
ent atomic impurities would produce different Andreev reflections process be-
tween the superconductors, which suggest unique identifications for each impu-
rity species. Another interesting example is the work by Marchenkov et al. [108]
who suggest that Andreev reflection process can be used to identify the vibration
modes of a small molecule. They used superconducting Nb contact fabricated
with MCBJ method and by comparing first principle calculations with current-
voltage measurements they found nice agreements between the excitations of
vibrational eigenmodes and the observed resonances in the supercurrent. If the
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1.2 An overview on quantum transport theory
Historically the Boltzmann equation was the first microscopic theory for trans-
port problems [25]. It was hypothesized more than 150 years ago before the dawn
of quantum mechanics. The Boltzmann’s kinetic equation was the first to pro-
pose the evolution of a single particle probability distribution in the phase space,
by the canonical variables r and p. In other words, the key quantity is the object
f(p, r, t), and knowing it let one derive (at least in principle) essentially all the dy-
namical properties of the system. The time evolution of the distribution function
is often called the collision term (∂f/∂t)coll , is the central kernel in solving the
Boltzmann equation and a wealth of literatures discuss various integration tech-
niques for numerous types of systems. Obviously Boltzmann equation treats r
and p as classical variables, which is a good approximation for most systems. For
quantum mechanical treatment we know that they would be non-commuting op-
erators and hence they cannot be simultaneously determined. Nevertheless, semi-
classical treatments by the Boltzmann equation has been shown to be rather too
good even for quantum systems such as electron gases in semiconductor which
are often degenerate, by employing simple approximations. Only when the time
scale of the phenomena is very short in terms of the energy scale being considered
(∆t∆E∼h) would the Boltzmann result deviate from its quantum descriptions.
This comes from the consequence of the uncertainty principle which is missing
from the semiclassical models. The uncertainty principle requires ∆x∆p>~/2
and the true quantum distribution function may be negative for regions smaller
than this limit. The Boltzmann distribution function f , is a one particle distribu-
tion function where many body effects are smeared out. The distribution function
is said to be coarse-grained in phase space, ie. averaging the local quantization
and many body properties which modify one particle distribution function. This is
the process of the Stosszahl ansatz, or molecular chaos introduced by Boltzmann
to justify one particle functions where essentially any correlations is forgotten on
the time scale comparable to the scattering time, τc.
The Green’s function method is a powerful tool for perturbative treatments
of quantum many-body problems. Applications of Green’s functions cover di-
versed topics from condensed matter, laser, plasma, to high energy nuclear col-
6
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lisions [26,27]. Nonequilibrium Green’s function (NEGF) is a further development
over the equilibrium Green’s function technique to treat nonequilibrium problems.
In this case the perturbation does not cease in the limit t → ∞, and the Keldysh
time contour integral enables proper treatments of the perturbation expansions
and to handle time dependent Hamiltonians such as systems under the influence
of external field or with dissipative process. From the early works of Kadanoff,
Baym [28,29] and Keldysh [30], the NEGF method has made substantial contribu-
tions to the development of quantum kinetics of interacting many-body systems in
general. Along with important contributions from Martin and Schwinger [31], and
also Kubo [32], the early NEGF method successfully extended the imaginary time
formalism of equilibrium Green’s function originally proposed by Matsubara in
1950s [33]. This development has enabled the use of field theoretical description of
quantum system at finite temperatures of Matsubara into nonequilibrium and time
dependent problems. The Green’s function method can systematically cater in-
teractions by diagrammatic perturbation methods, and the NEGF makes possible
further modelling of quantum kinetic ultrafast phenomena at the system’s intrinsic
timescales which were not possible to be done previously with Boltzmann’s semi-
classical approach [34]. Problems related to dissipations and memory effects have
since been overcome, and the NEGF provides satisfactory information on the sta-
tistical and dynamical behaviours for systems with inherent quantum behaviours.
Applications of NEGF in the area of quantum transport typically focus on the
regimes of extremely short length scales (∼1 nm) and extremely short time scales
(∼1 fs) where the dynamics can no longer be described with the semiclassical ap-
proach. Such rapid dynamics requires a full quantum description because quan-
tum coherence totally modifies the relaxation and dephasing dynamics away from
the Markovian model used in semiclassical Boltzmann equation. The size of the
systems that exhibit inherent quantum transport process are typically in the same
order as the coherence length, ranging from micron down to a few nanometers
depending on the purity of the sample and external factors. For superconduct-
ing devices the coherence length of the Cooper pairs (or Bogolons, the excited
quasiparticles) can be a few microns. For nanotubes, they can be hundreds of
nanometers and electrons travel effectively under ballistic transport throughout
the entire tubes, and decoherence by scattering only takes place at the very end at
7



























Figure 1.1: Example of two dimensional electron gases (2DEG) on a heterostruc-
ture: The metallic QPC depletes the charges between the source and drain leaving
a Coulomb island quantum dot and the gate can tune the quantum dot occupa-
tions. Discrete quantum channels in the centre region exhibits quantized conduc-
tance as the gate voltage is varied. Conductance quantization was first observed
in GaAlAs-GaAs heterostructures [37].
the interface with the metal probes. Quantum point contacts (QPC) and molecular
electronics are also particularly described under this category.
The phase coherence of charge carries plays a central part in mesoscopic sys-
tems which often extends over most part of the transport process. This condi-
tion often exhibits interference effects and a host of other interesting phenomena
readily observable in the experiments. The phase coherence can be affected by
external controls such as temperature or any arbitrary time dependent perturba-
tions from external sources like electric or magnetic fields. Some examples for
such phenomena is the universal conductance fluctuation [35] where the conduc-
tance of a sample rapidly changes on the scale of e2/h when an external control
parameter is changed. The external parameter could be magnetic field or thermal
cycling and the fluctuations reflect the changes in the conduction channels. This
could be due to different impurity configuration introduced by thermal cycling or
the difference in the way the conduction channels are located in the sample by
the external magnetic field. The weak localization [36] is another example where
coherent backscattering by impurities in a certain sample introduces greater re-
sistance to the charge carriers. A typical example relevant to the physical setting
8
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above is a mesoscopic junction which consists of a Coulomb island, or a quantum
dot geometrically aligned with a source and drain which may be a 2DEG with a
small gap that allows a finite amount of charge tunneling to and from the quantum
dot. The quantum dot can be tuned by a gate, typically this is a metallic structure
deposited on top of a heterostructure by standard lithography techniques. The
illustration is shown on Fig. 1.1
9




Abstract: The chapter serves as a theoretical formalisms to the following three
chapters that would discuss each findings stated in the summary in detail. This
covers Green’s function, density functional theory (DFT) and superconductivity.
2.1 Green’s function for quantum transport
2.1.1 Equilibrium formalisms
Since the complete and rigorous formalisms can be found in many major
texts [34,38,39], we shall not repeat them all here. Rather, we shall present them
in a summarized form that would be more relevant to our subsequent discussions
later. Therefore the formalism here is only a select few from the literature that are
not meant to be general nor detailed, but only sufficient for our specific purpose.
For simplicity, the formalism would be restricted to fermions at zero temperature.
Basic definitions
Equilibrium Green’s functions are commonly used to calculate scattering like
problems where the particles are initially free, and then they come to interact
for a finite time, after which they scatter apart to free particles again. Thus the
perturbations can be thought of as a switched on-switched off interactions. First,
11
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it is our interest to study objects such as,
G(k, t; k′, t′) = −i〈η0|T{ak(t)a†k′(t′)}|η0〉 (2.1)
because experimentally relevant quantities can be extracted easily from such a
mathematical construct, and more importantly, the definition in Eq.(2.1) allows for
systematic perturbation expansions. The creator and annihilator operators there
are in the Heisenberg’s picture and T is the time ordering operator,
T{a(t)b(t′)} = θ(t− t′)a(t)b(t′)− θ(t′ − t)b(t′)a(t). (2.2)
The Green’s function above is called chronological Green’s function, and the |η0〉
are the ground state of the system. Strictly speaking, there should be 〈η0|η0〉 as
the denominator of Eq.(2.1) for normalization and rigorous phase cancelation in
perturbation formalism later but it is neat to suppress them here. For Hamiltoni-
ans linear in number operator, eg. H0=Σkǫka†kak, we can derive the equation of






g(k, t; k′, t′) = δ(t− t′)δkk′ (2.3)
which shall make frequent appearance in later discussions. The lower case g in
our convention shall always refer to Green’s function for non-interacting systems
(free propagator) as H0 above. Other similar Green’s function objects that would
be useful later are,
Gr(k, t; k′, t′) = −iθ(t − t′)〈{ak(t), a†k′(t′)}〉 (2.4)
Ga(k, t; k′, t′) = iθ(t′ − t)〈{ak(t), a†k′(t′)}〉 (2.5)
G<(k, t; k′, t′) = i〈a†k′(t′)ak(t)〉 (2.6)
G>(k, t; k′, t′) = −i〈ak(t)a†k′(t′)〉. (2.7)
These functions are interdependent and they are defined for convenience in writ-
ing and evaluating various expressions later. The retarded function (Gr) is a re-
sponse function at time t due to earlier perturbation at time t′, and the advanced
12
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function (Ga) is the response function for the opposite case. Both functions are
often used to calculate spectral properties, density of states or scattering rates. The
lesser function (G<) physically represents particle or electron propagator, and the
greater function (G>) is the propagator for the anti particles or holes. They contain
information about kinetic properties such as current and particle densities. Their
free propagators can easily be derived from the equation of motion above,
gr(k, t− t′) = −iθ(t− t′)e−iǫk(t−t′) (2.8)
ga(k, t− t′) = iθ(t′ − t)e−iǫk(t−t′) (2.9)
g<(k, t− t′) = if(ǫk)e−iǫk(t−t′) (2.10)
g>(k, t− t′) = −i (1− f(ǫk)) e−iǫk(t−t′) (2.11)
and they are all diagonal in k, and only depends on the time difference as expected




1 + eβ(ǫk−ǫF )
(2.12)
is the usual Fermi Dirac distribution function for electron gas. In the frequency




d(t− t′)eiω(t−t′)g(k, t− t′) (2.13)
and by using the standard complex contour integral we obtain,
gr(k, ω) =
1
ω − ǫk + iη (2.14)
ga(k, ω) =
1
ω − ǫk − iη (2.15)
g<(k, ω) = 2πif(ǫk)δ(ǫk − ω) (2.16)
g>(k, ω) = −2πi (1− f(ǫk)) δ(ǫk − ω) (2.17)
Perturbation expansion
The Hamiltonians to be solved always contain a term V that does not com-
mute with H0, and it typically consists of two body operators such as Coulomb
13
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and phonon interactions, or sometimes hybridization terms like (ab† + ba†). The
Green’s function is a perturbation technique that allows us to adiabatically switch
on V from a distant past when the system was non-interacting, to the present time
when the system is fully interacting, and then switch it back off again at time
t = ∞. Let’s call the non-interacting state as |φ0〉, and evolve it to the present
time when the state is |η0〉, the interacting ground state. We shall use the inter-
action picture where operators evolve as a(t) = eiH0tae−iH0t and state vectors
evolve as |η(t)〉=eiH0te−iHt|η(0)〉. Now we introduce the S evolution operator
which is used to evolve the state vector between different times, eg. |φ0〉 to the
state |η0(0)〉 or |η0(t)〉,
|η0(t)〉 = S(t,−∞)|φ0〉 (2.18)
and,








V becomes time dependent in Eq.(2.19) above because it contains creation and
annihilation operators of the interaction picture. At this point the missing denom-
inator in Eq.(2.1) should be put back in place to cancel the extra phase factor in
the numerator that arises from the action of S. We can rewrite Eq.(2.1) in terms
of the non-interacting ground states,
















×V (t1)...V (tn)}|φ0〉connected (2.20)
The subscript connected refers to those connected and topologically distinct Feyn-
man diagrams in the expansions [38], this is because the contribution from discon-
nected diagrams is cancelled by the denominator. The calculation of a Green’s
function therefore involves an infinite summation of all orders of the expansion
in Eq.(2.20). In some cases, the expansion Eq.(2.20) can result in a closed form,
ie. the infinite summation has an exact sum and we can define a quantity called
14
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selfenergy or Σ,
G(k, t; k′, t′) = g(k, t; k′, t′) + ...∑
k1,k2
∫
dt1dt2 g(k, t; k1, t1)Σ(k1, t1; k2, t2)G(k2, t2; k
′, t′)
(2.21)
This is called the Dyson equation, and a particularly useful relation is when we
Fourier transform the Green’s function into frequency space, which enables us to
write Eq.(2.21) in a compact inverse matrix form,
G(ω) =
[
g(ω)−1 − Σ(ω)]−1 (2.22)
In most cases the exact summation for the selfenergy is not possible, and we
need to resort to some approximations or to avoid using this method of solution.
Approximations typically involve selecting some subset Feynman diagrams from
the series and neglecting all the rests. The Dyson equation is particularly useful
in weak coupling theory where the perturbation is relatively weak, though some
strong coupling cases can sometimes be solved with this method too.
2.1.2 Nonequilibrium formalisms
The nonequilibrium formalism is required if the perturbation does not cease
at t = ∞ which prevents us from switching off the perturbation potential V , for
example a molecule falls and then adsorbed by a surface. The molecule inter-
action with the surface may be treated as a perturbation and once the adsorption
takes place the interaction persists indefinitely. In fact the nonequilibrium formal-
ism can do much more than this, since the Keldysh time contour integral allows
perturbation of time dependent potential V (t), which is useful in transport related
problems.
Additional time dependence in the Hamiltonian
In nonequilibrium problems we may have an additional term in the Hamil-
tonian which is time dependent instead of just V . So the total Hamiltonian is,
15




Figure 2.1: The time contour integral for nonequilibrium formalism (T = 0). The
time parameter t is a real number but drawn slightly above and below the real axis
to clarify the contour. The time t0 is taken at a distant past when the sistem was
non-interacting. If the formalism were for a finite temperature, the diagram will
have an extra tail at t0 due to transformation of temperature into complex time
giving an extra interval (t0−iβ) in the integration.
H(t) = H0 + V + F (t) (2.23)
where F (t) could be external driving fields or some sort. In this case we have
additional problems when we want to do the expansion in Eq.(2.20) because the
application of the so called Wick’s theorem becomes complicated†. Another prob-
lem with nonequlibrium problem is the limit in t → ∞ is very different from
noninteracting states, so the definition for the adiabatic switching from −∞ to
∞ needs to be changed. Instead of integrating to t → ∞ we define a contour
and integration is performed from a distant past t0 to the present time and back
to the past when the system was non-interacting. For illustrations we can see in
Fig.(2.1), where the two time arguments t1 and t2 lie on the contour and the in-
tegration is performed from left to the right and turning back to the left. After a
clever work around [40], the S evolution operator can be redefined for this contour
integral and the time ordered Green’s function is rewritten as,








†Wick’s theorem was used to derive Eq.(2.20), which simply states that the time order product
can be expressed in terms of the sum of normal products with all possible pair contractions.
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The parameter 1 and 2 are the shorthand notation for time and momentum coor-
dinates, 1=[k1,t1] etc., and the subscript c stands for integral around the contour
in Fig.(2.1) and of course the time ordering here is according to the contour. Also



















Then the perturbation expansion for G(1, 2) can be written in terms of the contour
integral,




















In practice we would still need one more formalism to convert the cumber-
some contour order integrations into more straight forward normal time integra-
tions, and this is done through a mathematical theory called Langreth theorem
or sometimes called analytical continuation. The Langreth theorem converts the
contour order integrals into normal (one-way) integral and the application pro-
duces four extra definitions of the Green’s functions which are called retarded (r),
advanced (a), lesser (<) and greater (>), whose detailed definitions are already
stated in the previous sections. In short, the Langreth theorem allows us to rewrite,
17
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We can try to use this theorem to derive the Keldysh equation from the Dyson
equation of Eq.(2.21) by applying analytical continuation technique [34]. We will
suppress the integral symbols and the time parameters for this but it is always
implicitly there in front of every terms on the right hand side except the first one,
G< = g< + grΣrG< + grΣ<Ga + g<ΣaGa
and after reiterating forG< term once more and regrouping, by careful inspections
we can deduce the infinite order sum to be,
G< = (1 +GrΣr)g<(1 + ΣaGa) +GrΣ<Ga (2.36)
This equation can further be simplified if we Fourier transform the time into fre-
quency and use Eq.(2.22) for Gr then,
18
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Gr(ω)Σr(ω) =
Σr(ω)
gr(ω)−1 − Σr(ω) =
Σr(ω)
ω − ǫk + iη − Σr(ω)
followed by taking the limit η → 0 and using the relation g<(ω) = 2πif(ǫk)δ(ǫk−
ω), the term (1 + GrΣr) = 1 − 1 = 0 disappears†, and thus sufficient for us to
keep only the second term in the Keldysh equation above, ie.
G< = GrΣ<Ga (2.37)
2.2 Resonant tunneling model
2.2.1 Model Hamiltonian
We shall discuss an application of the NEGF formalism to solve a model that
would be useful to our discussions in later chapters, called resonant tunneling
model. The resonant tunneling model here refers to a system with two probes and
the tunneling amplitude can be increased by increasing the bias across the termi-
nals (see Fig.2.2). We are interested in a particular system with a quantum dot at
the centre and the electron must transit through it before tunneling to the next ter-
minal. The Hamiltonian of the entire system may be written as the following, [34]
H = Hc +Ht +Hcen (2.38)







We shall suppress the spin index in this example. The model in Eq.(2.38) repre-
sents typical real experimental settings where the leads rapidly broaden to the
metallic probes, and the electrons there can be viewed to be in an ideal infi-
nite reservoirs which thermalize the incoming charge. The occupation of each
states in the contacts are determined by thermodynamic equilibrium distributions.
This is because in real devices there is only a small number of electrons in the
†The term actually matters when initial correlation is important
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Figure 2.2: Application of bias across the device shift the chemical potentials
making tunneling possible for the electrons.
accumulation-depletion layer that are strictly time dependent, and any excessive
charge pile up is unphysical. As one suggests, even under high driving frequency
up to THz regime the probability of an electron participating in the charge build
up is typically only 1 % [41]. The Ht is the tunneling Hamiltonian which con-







kαcj + H.c. (2.40)
and we shall assign index i and j to the quantum dot while k to the leads. Strictly
speaking, the coupling term is energy dependent and may be modified by the
applied bias and gate potential. The tunneling coefficients can be easily computed,
for example in the atomic orbital basis this is equal to the hopping matrix elements
from atomic site i to j, say for a particular orbital α,
tαij =
∫






where φ are the Wannier functions and h is the Kohn-Sham Hamiltonian. Determi-
nation of the hopping matrix elements with DFT is a routine task†. For simplicity
t may sometimes be assumed to be energy independent, or treated as a broadening
function. From the fact that transport in low energy regime is dominated by those
†See eg. Fabian H. L. Essler et al. The one-dimensional Hubbard model, Cambridge Univ.
Press (2005).
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states close to the Fermi level, energy dependence is therefore a slowly varying
function. This assumption is consistent with zero temperature formalism which
basically requires the excitations to be from states at around the Fermi level. The







jcj + Interaction terms
)
. (2.42)









q,λ + d−q,λ) (2.43)





where njσ is the number operator for the respective spins etc.
2.2.2 Current equation
The tunneling current through the system is simply the rate equation of the
number operator of a lead, for example the left lead,








The calculation of the commutation above needs some anticommutation iden-
tities†. The expectation values required to calculate the current are simply the
Green’s functions, so we can define quantities like time ordered function as,
G(j, t; kα, t′) = −i〈T{cj(t)a†kα(t′)}〉 (2.46)
†See eg. A. L. Fetter and J. D. Walecka [38] equation 7.16 page 67.
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and to solve this function we can use the method explained earlier. The equation
of motion of the Green’s function is the following,
− i ∂
∂t′
G(j, t; kα, t′) = − ∂
∂t′
〈θ(t− t′)cj(t)a†kα(t′)− θ(t′ − t)a†kα(t′)cj(t)〉




t∗ikαG(j, t; i, t
′) (2.47)
Using free propagator properties and Keldysh time contour integration explained
in previous section we obtain,







ikαG(j, t; i, t1)g(kα, t1 − t′) (2.48)
and by Langreth’s analytical continuation theorem gives the lesser function,








Gr(j, t; i, t1)g
<(kα, t1 − t′) +
G<(j, t; i, t1)g
a(kα, t1 − t′)
)
= i〈a†kα(t′)cj(t)〉 (2.49)







and then we can relabel the time because J is really just J(t). Finally using
equations for free propagator g< and ga for the leads we obtain,













Gr(i, t; j, t1)fL(ǫkα) +
G<(i, t; j, t1)
]} (2.51)
We still have to calculate the Green’s functions Gr and G<. If the quantum dot
has interactions, there is no exact sum for the selfenergy. For the simplest example
without interactions, retarded selfenergy can be obtain easily from the equation of
22
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motion,






r(i, t− t1)Gr(kα, t1; j, t′)








r(kα, t1 − t2)tlkαGr(l, t2, j, t′)




r(i, t− t1)Σr(i, t1; l, t2)Gr(l, t2, j, t′) (2.52)
Gr can therefore be solved with matrix inversion in Fourier space, and the retarded
selfenergy is given by,




r(kα, t− t′)tjkα (2.53)
To calculate G<, we can employ Keldysh equation defined earlier,





r(i, t; j1, t1)Σ
<(j1, t1; j2, t2)G
a(j2, t2; j, t
′)
(2.54)
where we can also use the identity Ga = (Gr)† and the lesser selfenergy given by,




<(kα, t− t′)tjkα (2.55)
2.3 Combining NEGF with DFT
2.3.1 General methods
The resonant tunneling model we discussed earlier is only suitable if we have
an appropriate model Hamiltonian, and for more general systems the NEGF method
needs to be combined with DFT in order to make an ab initio formalism. In this
section, we are going to illustrate the method adopted by the ATK/Transiesta pack-
age [44,45], and the formalisms presented here is a summary of their original papers.
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Basically the general method of combining NEGF and DFT goes as follows:
1. The transport system is divided into three regions as depicted in Fig.(2.3),
and there are three Kohn-Sham effective potentials vKSl , vKSc and vKSr for the
left lead, center region and the right lead respectively.
2. The leads’ Kohn-Sham potentials are calculated for the bulk (infinite) and
equilibrium (no bias). Calculations for the leads are performed separately
until converged density is obtained.
3. The Hartree potentials of the leads (vHl/r) at the interfaces are used as the
boundary conditions for the centre region’s Hartree potential by solving
Poisson equation. The entire Hamiltonian of the centre region is constructed
with the lead’s bulk Hamiltonian incorporated in it.
4. The density matrix is calculated from the lesser function G<, and this is
when the NEGF comes in. The selfenergies are calculated from the leads’
bulk Hamiltonian and the coupling terms to the centre region. These func-
tions are computed in analogous ways to the resonant tunneling model. So,
the density is not obtained from direct diagonalization of the Hamiltonian,
and this is going to be discussed in detail later.
5. The calculated density is used in the self consistent calculation of the DFT
algorithm until the calculation is converged, ie. back to point 3.
Now let us discuss them in more detail to understand the real machineries under
the hood of the ATK.
2.3.2 DFT in LCAO basis sets
DFT is a mean field model where the field is assumed to be a function of
electron density [46]. Other approximations are Born-Oppenheimer and pseudopo-
tentials, although the pseudopotential is not always necessary for light elements.
DFT is a ground state theory expressed in terms of a self consistent one electron
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Figure 2.3: Diagram of a general transport problem which consists of three re-
gions: the left lead (L), the scattering region (C) and the right lead (R). The
scattering region must include some parts of the leads in order to have sufficient
screening for the bulk approximation of the leads.
Schro¨dinger equation, the so called Kohn-Sham Hamiltonian,(
−1
2
∇2 + vion + vH(ρ) + vxc(ρ)
)





and both equations above need to be solved self consistently. The chemical poten-
tial is determined by the charge neutrality condition,
∫
dǫf(ǫ, µ) = N . The sum
of the potential terms is generally refered as the Kohn-Sham potential, vKS. The






|r − r′| (2.58)
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In practice Exc needs some approximations such as the local density approxima-
tions (LDA) is particularly popular [47,48,49],
ELDAxc =
∫
d3r ρ(r)exc(ρ↑(r), ρ↓(r)) (2.60)
and exc(ρ↑, ρ↓) is the exchange-correlation energy, of which its approximate pa-
rameterized expressions are widely known. The exchange-correlation energy is
typically only a small fraction of the total energy but it can be very important in its
contributions to the chemical bonds. The chemical bonds between atoms involve
mainly the valence orbitals, and due to this in most DFT calculations the core
orbitals are replaced with a pseudopotential. ATK employs a norm-conserving
non-local pseudopotential with Troullier-Martins’ parameterizations [45]. Norm-
conserving means that inside some core radius rc, the pseudo wavefunctions differ






where the wavefunctions refer to the atomic reference state and spherical symmtery
is enforced. Of course the wavefunctions and eigenvalues are different for dif-
ferent angular momenta l, and this implies that the pseudopotential should also
be l-dependent. Such pseudopotentials are called semi-local (l-dependent). The
pseudopotential is decomposed into a short range non-local term V NL and long
range local term V L as explained by Sankey et al [50]. For transport calculations,
the localized combination of atomic orbitals (LCAO) is a particularly useful basis
because not only it accelerates the computation time, but also making the calcu-
lation for the NEGF easier later [44]. Unlike plane waves basis, LCAO is strictly
confined basis orbitals, ie. they are zero beyond a certain radius. Within this
radius, the basis orbitals are products of numerical radial function and spherical
harmonics,
ζSZlm(r) = Rl(r)Ylm(θ, φ) (2.61)
Zeta is an atomic-like orbital basis (eg. s, p, d etc.) and if we assign two ra-
dial dependence to it, we call it double-ζ (DZ) basis, instead of just single-ζ (SZ)
basis. Often polarization orbitals are added in order to give more accurate de-
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formations in the bonds formations. Typically the polarization orbital is taken as
radial function with one angular momentum higher, ie.
ζSZPlm (r) = (Rl(r) +Rl+1(r))Ylm(θ, φ) (2.62)
The basis orbitals are the eigenfunctions of the pseudo-atom with predetermined
cut-off radius rcl . The pseudo-atom is atom with its core orbitals replaced with the
pseudopotential Vl, so the radial function is effectively the eigenfunction of,
(H0(l, r) + Vl(r))Rl(r) = (ǫl + δǫ)Rl(r) (2.63)
with the energy shift δǫ chosen such that Rl(rcl ) = 0. The radial function is a
numerical function fitted with cubic spline interpolations, and Vl is parameterized
as explained by Sankey et al [50]. Due to this confinement, interactions are typically
only to the nearest neighbours, making the Hamiltonian sparse (band matrix) and
easy to handle. LCAO basis can be computationally more efficient by a factor
of 10-20 compared to the planewave basis. The electronic eigenstates are then





ATK uses Poisson equation to calculate the Hartree potential with boundary con-
ditions given by the leads, and in its self-consistent calculation it calculates the
change of Hartree term in its Kohn-Sham Hamiltonian, ie. it works by adding and





nNAi (r − Ri)
where i runs over the atoms in the system, and we define δn(r)=n(r)−n0(r)
where n(r) is the actual charge density. Therefore Hartree potential can be de-
composed into two contributions V δH and V H0 as contributions from δn(r) and
n0(r) respectively. Because of this, there is a need to define a quantity called
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neutral atom potential given as,
V NA(r − Ri) = V L(r − Ri) + e2
∫
nNAi (r −Ri)
|r − r′| dr
′ (2.64)
while the change in Hartree potential is calculated from the Poisson equation,
∇2V δH(r) = −4π[ρ(r)− ρNA(r)] (2.65)







[V NL(r−Ri)+V NA(r−Ri)] +V δH(r)+V XC(ρ(r)) (2.66)
Only V δH and V XC are functions of density so they are calculated in each iteration
for self consistent charge. While the overlap matrix, kinetic energy, non-local
and neutral atom pseudopotential are indepedent of charge density. Their matrix
elements can be computed directly with two centre integrals Sµν = 〈ζµ|ζν〉, 〈ζµ|−
∇2/2|ζν〉 or three centre integrals 〈ζµ|V NL(r − Ri)|ζν〉 etc.
2.3.3 Density matrix and Hamiltonian of the centre region
A typical transport system consists of a pair of reservoir leads and a scattering
region in the centre as depicted in Fig.(2.3). The atomic configurations of the left
lead may differ from the right one thus it represents a semi-infinite system. In
contrast to typical systems in DFT which are either isolated or periodic, transport
problems need a different approach in order to incoporate the semi-infinite struc-
tures extending to z=±∞. Another problem is the Kohn-Sham Hamiltonian is a
function of density, and it must be evaluated under a finite bias with the correct
open boundary conditions [44,45]. A natural choice for the boundary conditions is to
assume the leads’ potential vKSl,r to be equal to the bulk lead when z is deep enough
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in the lead or sufficiently far from the scattering region ie.,
vKS(r) =

vKSl,bulk(r) for z < zl
vKSc (r) for zl ≤ z ≤ zr
vKSr,bulk(r) for z > zr
(2.67)
and these potentials need to satisfy the boundary conditions at the interfaces,
vKSc (zl) = v
KS
l,bulk(zl) and vKSc (zr) = vKSr,bulk(zr). The simplest way to do this is
by matching the Hartee potential through solving Poisson equation in real space,
using the boundary conditions vHc (zl) = vHl,bulk(zl) and vHc (zr) = vHr,bulk(zr). The
total Kohn-Sham potentials are thus only equal within the LDA of DFT by requir-
ing the density to be equal at the interfaces, which is valid if there is sufficient
screening by taking zl,r far enough from the centre region. The ATK algorithms
calculate the contribution of the bulk metallic leads as the selfenergy and compute
the total Green’s function of the scattering region.
The bulk leads are calculated first, and in LCAO basis the unit cell can be









where each Hn,n′ is itself a Hamiltonian matrix defined on unit cells (n, n′). Using




+1 − ǫk(Sn,n−1[ak]−1 +
Sn,n + Sn,n+1[ak]
+1) = 0 (2.69)
where Sn,n′ is the overlap matrix elements between basis states in (n, n′) unit
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where f eq is the equilibrium Fermi function and after calculations the results can
be stored. The next step is to construct the Hamiltonian of the centre region cou-
pled with both leads for calculation of the nonequilibrium density matrix. The
effective Kohn-Sham potentials of the leads must be shifted by the bias when a
finite bias is applied. The density matrix of the nonequilibrium system is given by




and G< = GrΣ<Ga. The retarded Gr is basically a direct inversion matrix of

















the meaning of the terms are,











gl,∞ = [(E + iη)Sl,∞ −Hl,∞]−1 (2.76)
gr,∞ = [(E + iη)Sr,∞ −Hr,∞]−1 (2.77)












0 Hl,l−1 Hl,l Hl,l+1




Hr,r Hr,r+1 0 0














The lesser selfenergy Σ< is evaluated as
Σ< = −2iIm{fl(ǫk;µl)Σl,l + fr(ǫk;µr)Σr,r}
The bias comes in the µl/r as fl/r(ǫk;µl/r) = f eq(ǫk;µ + µl/r). The density ob-
tained from the calculations are fed back into the Hamiltonian required for the
evaluation of the Poisson equation and the exhange-correlation terms. Further de-
tails on the integrations of each terms involved can be found in the original paper
by Taylor et al [45]. As we can see above, the selfenergies take the form analogous
to the resonant tunneling model we discussed earlier. It is worth mentioning at
this point to explain why we take all the trouble in calculating the density from
the lesser function rather than just diagonalizing the Hamiltonian directly. As it
turns out, the Hamiltonian of the central region when coupled to the leads results
in a difficult non-linear problem because the semi infinite leads contain continuum
states and the central region contains discrete states, which numerically poses de-
manding task without the use of the Green’s function technique above.
2.4 Superconductivity
2.4.1 Cooper pairing of the condensate
In this section we shall discuss the treatment of superconducting state using
the Green’s functions. Superconductivity was discovered in 1911 by Kamerlingh
Onnes when he observed the disappearance of dc electrical resistance of mer-
cury after cooling it below 4.2 K. This is a typical critical temperature (Tc) for
conventional metallic superconductors and the Hamiltonian model for such su-
perconductor is the celebrated BCS model invented by John Bardeen, Leon Neil
Cooper and John Robert Schrieffer in 1957 which later won the Nobel prize in
1972 [51]. The basic ingredient of the BCS theory is the instability of the fermi
sea under certain critical temperature due to phonon induced attractive nature
on the effective electron-electron interactions. This instability creates pairing of
quasiparticles with opposite spins and wavevectors in the condensate. The quasi-
particles have finite lifetimes, and when their separations become greater than the
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coherence length, they decay and each pairs up with other nearby quasiparticles.
These quasiparticle pairs are called Cooper pairs [52].
To get a very rough idea on how this net attractive interactions might happen,
we may consider an electron gas Hamiltonian with repulsive Coulomb interaction,








by the way we will need to insert the spin index later. The interaction matrix is
the usual Coulomb Vk,k′,q = e2/q2. This is a scattering process whereby a virtual
photon of wavevector q is emitted by the electron with wavevector k′ and absorbed
by the electron with wavevector k, as depicted in Fig.(2.4.A). Interactions with
phonons can be inserted into the Hamiltonian above using previously discussed
He-p in Eq.(2.43) and the coupling factor for the vertex is,





where Mion is the ion mass and ζλ is a unit vector giving the direction of the lattice
vibration mode λ. In practice it is hard to compute Mq,λ but in the limit q → 0,
we may approximate Mq,λ ∼ q, which reflects the fact that electron-phonon is a




ω2 − ω2q + iη
(2.82)





Including this effective phonon contribution into the Hamiltonian for the electron
gas, we have the effective potential as the sum,

























Figure 2.4: Scattering between two electrons mediated by virtual photon (A) for
repulsive interactions and phonon (B) for attractive interactions.
and clearly this net potential can be negative at very low energy scale when ω2 <
ω2q which takes place below Tc regardless how small |Mq|2 is. The energy transfer
in the scattering process is ω = ǫk−ǫk+q = ǫk′−ǫk′−q must lie within a thin energy
shell around the Fermi surface if the initial and final states are attractive and this
is only satisfied by particular configurations depicted in Fig.(2.5). This occurs
when k′= − k and this maximizes the phase-space for scattering of attratively
interacting states. This condition is more pronounced when for thinner shells ie.
lower temperatures. Other consideration is the Pauli exclusion principle. For this
phonon interactions to be possible, the two electrons must be sufficiently close
where their wavefunctions overlap to some extent, thus it is plausible to demand
them to be in opposite spins. This arguments formalize the BCS Hamiltonian,








One of the key predictions of the BCS theory was that a minimum energy Eg =
2∆(T ) is required to break a pair, creating two quasiparticles excitations. The
∆(T ) was later recognized as energy gap, and was predicted to increase from
zero at Tc to a limiting value around Eg(0) = 2∆(0) = 3.528kTc for T ≪ Tc.
Not only did this result agree with the measured gap, but the BCS prediction for
the shape of the absorption edge above Eg was also in quantitative agreement with
the experiment. These early verifications made BCS a very successful quantum
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Figure 2.5: Two particle scattering within a thin shell of Fermi surface. There is
only one situation where both the initial and scattered states are within the thin
shell, that is when the initial and final momenta are opposite, k = −k′.
theory for low Tc superconductors.
2.4.2 Mean field BCS theory
In this section we will discuss the mean field theory for the BCS model Hamil-
tonian. Because of the peculiar form of the interaction terms in the BCS model,
we need some extra formalisms in order to treat it using our Green’s function
method. First, we need to simplify it using mean field approximations which is
basically a way to make two particle operators into a sum of one particle operator
interacting with a “mean” field. To put it simply, suppose we have two particle
operators ab, and we assume
δa = 〈a〉 − a
δb = 〈b〉 − b
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which means the operators only vary by small amounts from their average, thus
δaδb = 〈a〉〈b〉 − 〈a〉b− 〈b〉a + ab
ab = 〈a〉b+ 〈b〉a− 〈a〉〈b〉+ δaδb
and we then neglect the second order term δaδb and the term 〈a〉〈b〉 can be as-
sumed constant to be absorbed into the chemical potential. This flavour of ap-
proximation is used in myriad of single particle models. In the mean field BCS
model we assume the presence of many different numbers of Cooper pairs in the
groundstate. The pair operator c†k↑c
†
−k↓ has a non-zero groundstate expectation
value, and its fluctuations around this average value are small. As temperature
is raised towards Tc the expectation value of the pair operator approaches zero
because Cooper pair population is decreasing. Based on this assumption, we can
























which is often called the superconducting energy gap. Strictly speaking, ∆k is
energy and temperature dependent and ∆0 is typically in the order of a few meVs
and a semiempirical estimate for ∆0 can be obtained [52]. In this mean field form,
we see that the potential contains anomalous single particle operators, ie. they
are both creators or annihilators with opposite spins, thus if we are to write the
equation of motion of the Green’s function, there are some awkward terms that
complicate the expressions. Nambu formalisms enable some simplifications by
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and then we replace the corresponding terms in the Green’s function by these
spinors giving 2×2 matrix for each functions. For example, we can calculate the
retarded free propagator gr in the following way,
gr(k, t, t′) = −iθ(t − t′)〈{αk(t), α†k(t′)}〉
= −iθ(t − t′)
[
〈{ak↑(t), a†k↑(t′)}〉 〈{ak↑(t), a−k↓(t′)}〉
〈{a†−k↓(t), a†k↑(t′)}〉 〈{a†−k↓(t), a−k↓(t′)}〉
]
(2.88)
and we can calculate the equation of motion of gr. In this zero temperature for-
malism we assume ∆k=∆ and thus only true for small energy phenomena. The













where ρN is normal density of states and β(ǫ) is a complex term related to the
BCS density of states (DOS) defined by,
β(ǫ) =
|ǫ|√




∆2 − ǫ2 θ(∆− |ǫ|) (2.90)
The DOS of superconducting systems have finite gap of 2∆ around the Fermi
level, in the order of 1 meV for low Tc (type 1) superconductors, and much higher













In 1962, Brian D. Josephson predicted that current could flow across two
weakly linked superconductors driven by the phase coherence between them [54].
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The weak link can be a thin insulator, a narrow constriction or a normal metal that
is slightly superconducting due to proximity effect from the superconductors [52].
These three cases are sometimes referred as S-I-S, S-c-S and S-N-S junctions
respectively. The superconducting many body wavefunction has amplitude and
phase coherence which is maintained over a macroscopic distance and in Joseph-
son effects a phase coherence is established between superconductors parts. The
phase difference drives a tunneling current across the contact despite there is no
bias being applied, the so called dc Josephson effect, J = Jc sinφ where Jc is the
critical current, or the maximum current the junction can support. The lower limit
of Jc is determined by requirements that thermal energy is less than the tunnel-
ing energy, otherwise thermal fluctuations overcome the phase dependent current.
When a finite bias is applied across the junction the phase would become time
dependent and the heuristic derivations is most straight forward from the semi-
classical theory. Before the BCS theory, the Ginzburg-Landau theory provided an
enormous insight into the nature of superconductivity by introducing a position
dependent parameter ψ which gives the measure of the order in the superconduct-
ing phase. It is a complex order parameter and can be regarded as the macroscopic
wavefunction of the superconducting condensate. Gorkov [56] showed that ψ is
proportional to the local value of the density which we now know the density here





and the time evolution of ψ in stationary conditions obeys the usual quantum





and Gorkov’s microscopic theory showed that the quantity E is equal to twice the
electrochemical potential µ. This value represents the minimum energy required
to add a Cooper pair to the system, thus ψ(r, t) = ψ(r)e−2iµt. Following popular
Feynman approach [57], when two superconducting leads are at close proximity we
can write the time evolution of the system for each part of the superconductor as
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= ELψL +KψR (2.95)
where K is the coupling amplitude between the left and right state of the super-
conductors. We can replace the energy terms by ER = 2µR and EL = 2µL. If we
consider a dc potential difference V across the junction, these chemical potentials
are shifted by an amount eV , and thus EL − ER = 2eV . We can choose zero








= eV ψL +KψR (2.97)




















ρL/ρR cos φ− eV (2.101)









ρLρR sinφ = Jc sinφ (2.102)
which is the equation for the Josephson current. The time dependent phase is
given by ∂φ
∂t
= 2eV and thus φ(t) = (φ0 + 2eV t). In other words, the application
of bias V creates ac Josephson effect due to the time dependent phase.
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The use of Josephson effects can be found in numerous applications such
as the ubiquitous superconducting quantum interference devices (SQUID)s and
SQUID-like devices which are basically very sensitive magnetometers for mea-
suring extremely weak magnetic fields (∼ 10−18Tesla). The phase difference φ is
not a gauge invariant quantity, ie. it does not have a unique value for a given phys-
ical setting, therefore it cannot be used to determine the current. This problem can
be overcome by replacing φ with a gauge invariant phase difference γ defined by,
γ = φ− 2π
Φ0
∫
A · ds (2.103)
and the integration is carried out from one electrode of the weak link to the other,
and the current can be expressed as Js = Jc sin(γ) instead. In addition to this,
the gauge invariant γ enables analysis of magnetic fields using the vector po-
tential A(r). The semiclassical treatment of Ginzburg-Landau theory provides a
semiempirical estimate on the critical current in terms of the weak link geometri-






for short link, ie. for constriction length less than the coherence length, L ≪
ξ. It is suggested that Ic scales with the dimension of the bridge as the inverse
of resistance, in other words IcR = constant, determined by the geometry and
material. This is in fact true for macroscopic junctions where the phase and GL
wavefunction are classical variables. In the quantum limit, the number operator
and the phase are conjugate variables and thus subjected to uncertainty principle
∆φ∆N ≥ 2π. With the recent advances in microscopic fabrication techniques for
resonance tunneling systems, incorporation of quantum descriptions for transport
calculations becomes indispensable.
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Chapter 3
Optical nanowelding of CNT-metal
contacts: Controlling the Schottky
barrier and performance of
CNT-based FETs
Abstract: The chapter describes an effective way to enhance the stability and
performance of carbon nanutube field effect transistors (CNT-FETs) by optically
welding the contacts between the nanotube and the metallic leads. Through exten-
sive first principle calculations based on DFT and NEGF, a significant improve-
ment in the conductivity is predicted by the welding process which modifies the
effective interface dipoles that in turn reduces the Schottky barrier height. The
results are submitted to ACS Nano and is still under review.
3.1 Introduction
3.1.1 CNT for transistors
Since its official discovery in 1991, [58] carbon nanotubes (CNTs) have sparked
relentless interests in various attempts among scientists to incorporate them for
some practical and useful devices, ranging from field emission displays, radiation
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sources, hydrogen storage medias, semiconductor devices, probes, interconnects
etc. [59] Beside its extraordinary strength, hardness and kinetic properties, our main
interests here are on the electronic and transport properties which provide ballistic
and extraordinary mobility for the charge carriers. Experiments have shown that
metallic SWCNTs can carry very large current density up to 109A/cm2 compared
to normal metals which can carry only around 105A/cm2. [62,63] Unfortunately this
feature is not so useful in real applications due to typically large contact resis-
tance which in many cases is larger than 6 kOhm. [64] Some of the early prototypes
of SWCNT-FETs were demonstrated by Tans et al. [13], Martel et al. [65] and later
by Soh et al. [66], and eventually scientists come fairly close to the demonstration
of the ideal performance limit. [67,68] The main challenge is to overcome the en-
ergy barriers at the CNT-metal interface which requires some reconstructions in
the basic understanding to adapt the conventional theory of semiconductor metal
interfaces for quasi one dimensional nanostructures. In addition, for real appli-
cations stable CNT-metal contacts that are robust against environmental factors
such as mechanical forces and temperatures are also highly desired. Our aim is to
devise a method that can both enhance the performance as well as the stability of
the existing CNT-FETs. Driven by these objectives in mind, the author initiated
a detailed study on the interface properties between CNT and metal contacts, and
later proposed a method which shall be called optical nanowelding to enhanced
the contacts’ conductivity. The contributions of the author to the published work
covered the entire numerical simulations and analysis, as well as preparing the
whole manuscript. Some co-authors mainly gave explanations to technical use of
the softwares and an author add a paragraph in the manuscript as a perspective
from the experimentalists’ viewpoint.
3.1.2 Schottky barrier in CNT devices
Interfaces between semiconductors and metallic electrodes typically create the
potential barrier commonly known as Schottky barrier (SB), which is usually as-
sumed to depend (at least empirically) on the work function of the metal, the band
structure of the semiconductor and the detailed interface structures [75]. Schot-
tky barrier height (SBH) is a measure of the energy level mismatch across metal
42
3.1. INTRODUCTION
semiconductor interfaces. The first order estimate of SBH is due to Schottky-Mott
theory [76,77] which proposed SBH to be simply the difference between metal work
function and semiconductor electron affinity. The strong dependence of SBH on
the metal work function has little supports from the experiments on bulk materials,
and the phenomenon is called Fermi level pinning, a term borrowed from the liter-
atures usually used to describe rather similar phenomenon in semiconductor sur-
faces and semiconductor-insulator interfaces. In general there is no precise way to
theoretically predict SBH for a given interface and the situations look even more
different for nanoscale systems where bulk averaging on large interfaces is no
longer valid. SBH theory has evolved for several decades since the first Schottky-
Mott theory and today fortunately more coherent pictures start to arise with more
attention is paid on the interface rather than the bulk properties. This is very cru-
cial for nanodevices since the entire device is often comparable to the interface
thickness. It is reported that Pd electrodes provide minimum SBH or possibly
Ohmic contacts to the nanotube [78], and a similar report with Au [79], while other
metals of lower work functions produce finite magnitude of SBH [80]. Indeed Pd
shows excellent wetting behaviour and strong interactions with the CNTs. How-
ever, there is also evidence that Pd would produce SBH contacts for smaller diam-
eter CNTs [80,81,82] and therefore SBH remains a general feature in all prototypes
of CNT-FETs. In fact, SBH increases rather quickly with decreasing diameter of
CNTs [82]. One problem with using large diameter CNTs is their energy gap is too
small for most practical purposes, creating current leakage problem during the op-
erations. On the other hand, smaller diameter CNTs provide sufficient energy gap
and greater channel capacitance preferable for superior transistor performance.
Al and Pd are two metals with low and high work functions respectively. Upon
contact with typical large diameter CNTs, they respectively produce n-type and
p-type devices [81]. Experimentally however, smaller diameter CNTs was shown
to produce n-type device when combined with Pd because the charge transfer
tends to depend on the energy gap [83]. Vitale et al. use Al and Pd to contrast the
differences in the nature of chemical bondings of the CNT with both metals [84].
According to them, Pd bonding with CNT involve all π-electrons from the CNT
and they tend to form almost perpendicular bondings which explain the strength
and better wetting behaviour compared to Al electrodes. We would also employ
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these two popular metals in our work to keep the discussions relevant to the on
going experiments. Although work function is not a strong determining factor to
SBH in bulk semiconductors, experiments show strong dependency on the work
functions of the metallic electrodes for the case of CNT devices [80]. A reason for
this is Fermi level pinning effects [85] are particularly weak or negligible in CNTs
and quasi one dimensional nanostructures [86,87]. Leonard et al. [86] explains that the
Fermi level pinning effect, no matter how strong, cannot control the CNT device
properties and any quasi one dimensional nanostructures. His model is in agree-
ment with the theories which stipulate the formation of states in the band gap of
the semiconductor at proximity to the interface, the so-called metal induced gap
states (MIGS) [90] which gives rise to an interface dipole that alters the SBH. These
dipole formations can also be attributed to chemical bond polarizations at the in-
terface, involving a few monolayers of atoms from both sides [91]. In other words,
the interface dipole is a strong determining parameter to SBH and one should
look towards manipulating the interface dipole in all attempts to manipulate the
SBH. Suffice to say that lower SBH is strongly associated with lower magnitude
of interface dipoles, among other bulk properties which one normally can do very
little about. Chemical doping is one possible way to alter the charge transfer at
nanoscale and hence a way of manipulating the interface dipoles or the SBH. [81]
However, for smaller size CNTs the doping method may not work as it may even
increase the contact resistance rapidly [87].
3.1.3 Optical nanowelding
Here by an extensive first principles calculations based on DFT and NEGF
techniques we propose that through a process of optical nanowelding as illustrated
in Fig.(3.1) the Schottky barriers can be drastically reduced, resulting in signifi-
cantly higher conductivity of CNT-based FETs. The proposed optical nanow-
elding is realized by laser-induced local heating that has been widely used in
nanomedicine and nanospintronics to heat up metal structures efficiently and strictly
locally at nanoscale [88,89]. The optical nanowelding can be realized by focusing a
laser beam with a wavelength comparable to the length of the CNT (several hun-
dreds of nanometer) on to the middle of the nanotube. The size of the focused
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spot of the laser is in the order of its wavelength (diffraction limit), therefore the
laser power extends to heat up both CNT-metal contacts as shown in Fig.(3.1).
The focused laser heats up the CNT and two contacts at the same time. Due to
the fact that the melting temperature of the CNT is much higher than those of
metal electrodes†, with nice control of the duration and power of the laser pulse,
we can melt the interface part with the majority of CNT and the bulk metal con-
tact remaining intact. We would show that the proposed controllable nanowelding
that obviously enhances the stability of CNT-metal contacts can greatly reduce the
Schottky barriers at these contacts and significantly improve their conductivity.
The proposed scheme can be readily implemented experimentally, in particu-
lar in the case of back gate FETs. Even though the temperature rise is expected
to be localized in the region of laser irradiation, the very high temperature may
also cause chemical reaction or contamination of the CNT due to the surrounding
oxides. In this context, a pulsed current passing through the CNT may be used
together with the laser beam to heat up the device. By doing so, the effective laser
power might be reduced due to the additional contribution from resistive heating
which is mainly localized at the contacts.
Some advanced techniques have already been developed to create high quality
CNT-metal contacts. For example, Chen et al. [93] uses ultrasonic nanowelding to
impress CNTs into titanium electrodes, and this method shows to significantly im-
prove the conductivity of the junction. Madsen et al. use soldering technique [94]
with gold-carbon material and scanning electron microscope, and the conductiv-
ity of the junction produced from such technique is also as impressive. Yu et
al. use electron beam method to deposit hydrocarbon on an AFM tip at which
CNT can attach strongly for tensile testing experiment. [95] Chemical deposition
technique is also very common to deposit quantities of CNTs on to predefined
electrode patterns. [96] Junctions produced from such chemical depositions tend to
have weaker chemical bonds and welding may additionally improve upon it. The
welding method we propose could be seen as a complimentary technique to fur-
ther improve the conductivity and quality of the existing junctions produced with
these or other methods.
†pristine SWCNT has melting point typically above 4000K [69], while Al and Pd have melting
point of around 900K and 1800 K, respectively.
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Figure 3.1: Graphical illustrations of the optical nanowelding process. A laser
beam is focused on to the centre of the nanotube and the fringe laser gently melts
both metallic electrodes.
3.2 Model and simulation methods
3.2.1 Simulation procedures
The simulation is based on SIESTA [44,45] and ATK [45] which combined NEGF
and DFT. The theoretical aspects have been explained in previous chapter and
here we describe the detailed simulation procedures. We use single zeta polarized
(SZP) basis sets with the mesh cut off around 200 Ry and employed generalized
gradient approximation (GGA) [70] for the exchange correlation functionals. For
the nanotube, we use chiral CNT(4,3) of ∼ 30 A˚ long which has a large band gap
(∼1.1 eV) that helps to produce a clean ON/OFF gap structures in its I-V curve,
suitable for the model. Both the metal leads are either Al or Pd nanowires with the
CNT attached to [100] planes. The initial spacing between the CNT and the leads
were taken as the average bond lengths of the metallic nanowire and CNT bulks
after which the entire structure was optimized up to 0.1 eV/A˚ convergence force
and the distance between the leads was further optimized for minimum energy.
During the overall relaxation we fixed both ends of the leads and allowed two
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Figure 3.2: Approximate temperature profile for the simulation of the welding
process with total duration of about 1000 fs, with 1 fs interval between each MD
step. For a peak welding temperature Tm of 1500 K, the initial CNT temperature
is raised from room temperature of 300K to 1500K in the first 500 fs and then
annnealed back to 300 K for another 500 fs.
up to four monolayers of interface atoms to move with the entire CNT. This is
crucial as the electronic properties of CNT are very sensitive to tensile, torsional
or compressive stresses [71,72,73].
The welding process of the junctions was simulated using Nose´-Hoover molec-
ular dynamics with a time step of 1.0 fs and Nose´ mass of 100 Ry/fs2. The to-
tal duration of the welding is around 1000 fs with the temperature following a
predetermined profile as depicted in Fig.(3.2). The system temperature was as-
sumed to increase from room temperature to the peak temperature in the first 500
fs and then followed by annealing back to the room temperature in another 500
fs. The peak temperature shall be referred as Tm (melting temperature) in the
following discussions. The numerical values of Tm does not represent real exper-
imental temperatures, but rather it serves as a mental picture for the comparative
processes when one increases the intensity of the laser. One might also want to
assume longer annealing durations or other temperature profiles, so long as the
consistency is maintained for every Tm the profiles do not affect the final con-
clusions. Basic principles for quantum molecular dynamics using DFT shall not
be discussed here and interested reader can refer to numerous excellent textbooks
on this matter such as the one by Richard Martin [74]. For the transport calcula-
tions, we use three or more bulk screening monolayers for the leads depending on
the number of welded monolayers. Supercell cross section of 20×20 Angstroms
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Figure 3.3: Three different configurations were tested to confirm our method by
displacing the CNT around the cross section of the metal contact, which is also
equivalent to rotating the nanotube. For configuration (a) the nanotube is perfectly
symmetric at the centre, (b) with slight displacement and (c) with some dangling
bonds at the surface.
ensures no interactions between unit cells in transverse directions.
3.2.2 Geometric set ups
We also test three different attachment sites on the [100] surface of the metal
electrodes in order to confirm our method, because in such nanostructures the
electronic properties and transport are highly dependent on the detail chemical
bondings at the interface, especially before the welding. The attachment is var-
ied by displacing the nanotube across the contact interface as shown in Fig.(3.3),
somewhat is equivalent to rotating the nanotube about its axis. The configura-
tions also include a scenario where the nanotube has some dangling bonds due
to displacement toward the edge (configuration (c)). We only study end bonded
configurations in this case, because the side bonded configurations tend to be less
stable in practice [86,87]. The number of relaxed monolayers of the metallic con-
tact range from two to four monolayers, adjusted approriately according to the
welding temperature.
48
3.3. NUMERICAL RESULTS AND DISCUSSIONS
+ −




Figure 3.4: Dipole moment at the interface before and after the optical welding
process. Before welding, normal attachment of a semiconductor to a metal cre-
ates a large dipole moment. The effective interface dipole is smeared out by the
averaging process, giving smaller dipole or lower SBH after welding.
3.3 Numerical results and discussions
3.3.1 Interface properties
Charge transfer calculations shows both CNT with Al and Pd electrodes to be
n-type devices, in good agreement with the recent experiments [83], considering the
small diameter (∼5 A˚) CNT we use for the model. Fig.(3.5) shows the optimized
configurations and the charge transfer at the interface. To determine SBH from
DFT calculations we adopt the method by Dandrea et al [92]. who calculate the
dipole moment at the interface from the plane average potential across Al/GaAs
interface. He defined between four to five monolayers on either sides of the inter-
face to be the interface region where the potential variations differ from the bulk.
For n-type devices this is simply the difference between the semiconductor and
the metal average potential, representing the interfacial dipole energy that con-
tributes to the SBH, among other bulk related properties. The change in SBH due
to the interface transformation is due to the change in the interface dipole, a purely
charge density property. This can be calculated presicely with DFT because it is a
ground state property, unlike other bulk related properties which require additional
quasiparticle correction, thus giving better estimates to the interface contributions
to the SBH. For n-type devices the SBH is given by, [91,92]
ESB =
[




EF − 〈V 〉
]
M +
[〈V 〉SC − 〈V 〉M]INT (3.1)
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Figure 3.5: Overall optimized configurations of the CNT-FET using aluminium
(a) and palladium (b) electrodes, showing the charge transfer isosurface for both
cases. Both devices are n-types as clearly seen from the net charge transfer into
the CNT from the metals (red isosurface = negative charge). The charge transfer
is calculated from ρtransfer = (ρCNT + ρmetal)− ρCNT+metal.
The first two terms in the brackets are the bulk contributions from the semi-
conducting CNT and the metal electrodes respectively, while the last term is the
interface (INT) dipole energy. EC is the minimum conduction band energy of the
semiconductor (SC), EF is the Fermi energy of the metal (M) leads, and 〈V 〉 is
the average electrostatic energy. It is known that DFT calculation for SBH is inac-
curate, however DFT prediction for calculating the systematic changes in SBH (in
this case is due to interface transformation) is much more accurate up to an order
of magnitude more precise than the absolute value prediction [91,92]. The interface
is assumed to include the region from just outside the welded interface, typically
around ∼6 A˚ up to ∼13 A˚. The dipole term is the difference of the average po-
tential of the semiconductor and the metal, taken at a length scale much shorter
than the length of the interface region immediately before the edges of the inter-
face. The interface is indicated by the yellow band of the plane averaged potential
in Fig.(3.6). Clearly we see in Fig.(3.6) the effects of welding which effectively
softens the interface potentials variations from which the dipole energy term was
derived.
For Pd, the interactions with the CNT are stronger [84] leading to more extended
interface region. The corresponding experimental estimates suggest that the SBH
for our set up to be around 0.7 eV for Pd electrodes and around 1.1 eV for Al elec-
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Table 3.1: Reduction in SBH (in eV) for Al and Pd electrodes for various welding
temperature Tm.
trodes [80]. In table 3.1 we observe the changes of SBH for different temperatures
Tm. In general, higher Tm lead to greater reduction in SBH, although inherent
randomness in averaging processes at various runs sometimes reveal otherwise.
In order to produce effective welding process, the choice of Tm should be suffi-
ciently above the melting point of the metallic electrodes and to be introduced for
sufficiently short durations so as not to introduce excessive scattering impurities.
Because of the high melting point of CNT, the structure of the CNT before and
after melting is effectively unchanged, with only minor transformations close to
the interfaces. We observe a significant SBH reduction for Pd electrodes by ∼0.2
eV and for Al by∼0.6 eV. For some experimental configurations with already low
SBH, such reductions could potentially make them quasiohmic due to diminish-
ingly small SBH for these systems.
3.3.2 Current-voltage (I-V) characteristics
Fig.(3.7) shows the I-V curves for both electrode types, and the band gap of
the CNT (∼ 1.2 eV) manifests in a similar size of gap on the I-V curves mostly
visible before the welding process takes place. Looking at the bias just outside
this gap, ∼ ± 0.8 Volts, we can observe significant improvements on the currents
for both types of metal electrodes. At Tm =1000 K, there is improvement by 80%
and occassionally more than 100% for aluminium electrodes. More modest im-
provement seen in palladium between 50% up to just over 300%. The differential
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Figure 3.6: Plane average potential along transport axis (z axis) for aluminium (A)
and palladium (B) electrodes, before and after melting at around 1500K. Potential
changes around the interfaces (yellow shades) alter the interface dipoles and hence
the SBH.
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Figure 3.7: The I-V curves for the system with aluminium and palladium elec-
trodes after the interfaces have been melted at 1000K and 2000K. Both current
and conductivity outside the gap (V > 0.5Volts) generally increase after melting
in both metals. Bulk aluminium has melting point significantly lower than the pal-
ladium (TMAl = 933 K, TMPd = 1825 K) and experienced more deformation during
welding. The welding on aluminium at 2000K introduces more scattering impuri-
ties that outperforms dipole reductions, results in reduced current. For palladium
such outcome takes place at even higher temperature.
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conductance (dI/dV ) generally increases by around 20-70% for aluminium and
30-50% for palladium, depending on the temperatures. Some I-V gaps tend to
shrink after welding due to stronger effects from the MIGS which decreases the
effective band gap, and this can be avoided by making the nanotube considerably
longer (eg. ∼ 5 nm) which, after we tested for limited cases this effect quickly
disappears and the gap structure was completely preserved, and the only notice-
able differences are the current magnitudes outside the gap for different Tm. For
aluminium, the estimated reduction in SBH for Tm = 2000 K is larger than Tm =
1000 K, however the current the conductivity improvement is significantly less as
can be seen from current degradation in Fig.(3.7.a). Clearly this is due the two
simultaneously competing factors between SBH and the scattering impurities in-
troduced by the welding. As more impurities are produced at the interface site, the
advantage from the reduction in dipole moment is overcome by the scattering. For
palladium, this saturation takes place at higher temperature because of relatively
higher melting point of palladium compared to aluminium.
The interface dipole approximation taken as the average potential difference
in Eq.(3.1) serves well the SBH estimates for a relatively narrow interface, i.e.
when Tm is low or when duration is very short. As more monolayers are welded
at higher temperatures or longer welding duration, the simple dipole picture above
is becoming inaccurate because more details within the interface region become
more important in affecting the total dipole. Thus quantitative estimates on ∆ESB
is irrelevant and in fact difficult to deduce for such a thick interface. The forma-
tions of MIGS is a relevant empirical picture to describe this. Like surface states,
MIGS are just Bloch states of the semiconductor having complex wave vector
i~k, thus exponentially decaying in the real space. It can be modeled in terms of
microscopic charge distribution at the interface [86], σ(z) = C(EN − EF )e−qz,
where C is the pinning strength, EN is neutrality level or Fermi-level position at
which the dipole would be zero, q is the effective decay constant and z is distance
from the interface. An estimate for the decay constant [97] is around q∼2 nm−1
and this is the one varies during welding since other parameters are fairly constant
for a given configuration. In other words, MIGS states evens out the total polar-
ity around the interface. The results for three different nanotube attachment sites
on the metal electrodes have also been tested and they show similar trend after
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welding at 1000 K as seen in Fig.(3.8). This observation confirms the robustness
of the method. For nanotubes, a simple model describes linear contributions from
common quantities in SBH [86], ESBH = χm − χcnt +D, where χm and χcnt are
metal work function and CNT ionization potential respectively, while D is the in-
terface dipole moment. Since one can do little with the first two terms, apart from
changing the material or doping which both have some disadvantages, dipole ma-
nipulation by the method we describe should be an effective means to reduce the
SBH.
3.4 Conclusions
The optical welding of the interface between CNT and metallic electrodes
could reduce the Schottky barrier energy by manipulations of the interface dipole
moment properties. The dipole magnitude is altered by altering the metal induced
gap states which redistribute the effective charge at the interface. Welding is an
averaging or smoothing process therefore should be introduced with careful con-
trol of the temperatures and durations. Metals with high work functions tend to
have low barrier when contacted with nanotubes and they can benefit from fur-
ther reduction using the proposed welding technique, opening the potential for
CNT-FET with quasiOhmic junctions.
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Figure 3.8: Comparison of the I-V curves for all three attachment configurations
in Fig.(3.3) for aluminium contacts after welding at around 1000K. Consistent




Differential conductance anomaly in
superconducting nano
heterojunctions
Abstract: The chapter discusses the transport characteristics of a hybrid su-
perconductor - quantum dot - superconductor (S-N-S) nano heterojunction, and
demonstrates an anomalic behaviour in its conductance at high bias. It highlights
the crucial roles of the symmetry in affecting the Andreev tunneling across the
junction, and this symmetry is only important when at least one of the lead is
superconducting. The author initiates the study after observing some inconsisten-
cies in the literature, which motivates the subsequent detailed investigation. Other
co-authors helped in discussing the derivations and some numerical issues. The
results are published in Physical Review B Vol. 80, 184516 (2009).
4.1 Introduction
4.1.1 Andreev reflections
Excitations of the Cooper quasiparticles require energy that is typically in the
order of meV, due to the existence of the energy gap as predicted by the BCS
theory [52]. They are unlike normal metals where the state of an electron can be
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Figure 4.1: (A) Andreev reflections and transmission probabilities for normal
metal-superconductor interface for zero barrier junctions [99]. (B) MAR process
in symmetric S-N-S system with the normal metal sufficiently thin to provide bal-
listic trajectories. The dark particles (electrons) are the antiparticle of the white
particles (holes), and the multireflection process enable them to conduct transport





Figure 4.2: Typical MCBJ method with the piezoelectric probe (1) pushes the
beam (2) upward with atomic movement and it can be adjusted to give the desired




changed by adding or subtracting arbitrarily small energy. The superconducting
gap (∆) puts a treshold in the minimum excitation energy around the Fermi level
which is highest at low temperature and diminishing towards the critical temper-
ature Tc. Due to this, there is no states at the Fermi level and the phenomenon
is mostly obvious in tunneling experiments and reflections at the interface with
normal metals. The reflection phenomenon is widely known as Andreev reflec-
tions [55], which take place when an electron incident from normal metal to the
superconductor at energy less than the energy gap in the superconductor. As a re-
sult, a hole is reflected, and the missing charge of 2e (one from the electron and the
other from the hole moving the opposite direction) propagates into the condensate
as an electron pair, or Cooper pair. Fig.(4.1) illustrates the reflection and transmis-
sion process in an S-N-S junction where there is a series of reflections between
superconductors. When a normal metal is deposited between two superconductors
together with an applied bias across them, the hole that was reflected was accel-
erated further towards entering the other side of superconductor, and this would
again be reflected back if the energy is still less than ∆. Each time an electron tra-
versed between the superconductors it gained an energy eV, and the whole process
is repeated until the energy gained from the electric field is sufficient to overcome
the gap. The phenomenon is known as multiple Andreev reflections [98] (MAR)
which is responsible for the rich subgap structures observed in the I-V curves of
typical S-N-S systems. The subgap structures are basically current singularities
at bias voltages V = 2∆/en where n = 1, 2, ... thus it behaves as diminishing
harmonics as the bias increases.
Ruitenbeek et al. and others [104,105,106] confirmed the subgap structures with
varying degree of success. The micro controlled break junction (MCBJ) method
was employed by Ruitenbeek et al. to create a point contact between two super-
conducting Niobium leads. The leads were attached on a beam that can be bent
with a piezoelectric probe (Fig.4.2) and the amount of bending determines the
gap between the contacts that can be controlled with fine atomic movements. The
subgap structures were particularly visible for n = 2 and 3, and the normal re-
gion there was primarily vacuum. They did not observe the excess supercurrent
as the interpolation from high bias points to zero, and this could be due to the
suppression by the contact resistance [104]. Marchenkov et al. also used similar
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MCBJ technique and studied the effects of internal vibration modes of a dimer in
Niobium (Nb) quantum point contact (QPC) [108]. He found that the three main
vibration modes of the dimer can be detected from the supercurrent resonance at
certain characteristic bias. The resonant mode frequencies were obtained from
accurate first principle calculations using DFT. Takayanagi [106] used a semicon-
ductor heterostructure In0.52Al0.48As / In0.53Ga0.47As grown with molecular beam
epitaxy (MBE) on a Fe-doped semi-insulating InP substrate. Two superconduct-
ing Nb electrodes were deposited in between the 2DEG in the heterostrcture with
a split gate between them to control the tunneling process. They observed discrete
conductance as they varied the gate voltage and they studied the behaviour of the
critical current Ic which was quantized by the number of subbands in the QPC,
as predicted. Recently, scanning tunneling microscope (STM) was also used by
Shuai-Hua Ji et al [107]. to fabricate a superconducting QPC and they used it to de-
tect magnetic impurities which they claimed can be characterized from the subgap
structures, at least in principle. They used an Nb STM tip and the impurities are
deposited on a lead (Pb) layer on top of a silicon substrate. The difference between
manganese and chromium impurities were detected. What is remarkable in this
experiment is the new cryogenic technique to make an STM tip superconducting,
which was the first to be achieved in the labs.
4.1.2 Prior theoretical models
Theoretical modeling of most quantum transport problems has been achieved
using simple one dimensional models. For example, the scattering model intro-
duced by Blonder et al [99]. who employed Bogoliubov de Gennes (BdG) equation
to analyze the transport properties across an N-S junction in terms of normal elec-
tron transmission and Andreev reflection probabilities. It is based on the Landauer
scattering matrix method [39,109] where the transmission matrix T (ǫ) was calculated
by solving scattering problem with appropriate boundary conditions and interfa-
cial scattering parameters. Other non microscopic Hamiltonian approaches ba-
sically used similar methods in calculating the current this is because calculating
such quantity using finite order perturbation method showed divergent behaviours,
which made the early analyses based on the lowest order process. As it turned out
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in later developments by Cuevas et al [102]. who showed that infinite summation
of the perturbations in the selfenergy gave convergent results, making the Green’s
function method an attractive tool to study such systems. Starting with simple
S-S junction and later with S-N-S and multiprobes junctions, the Green’s func-
tions enable a systematic procedure to describe rapid dynamics in nonequilibrium
transport problems.
In superconducting system we naturally have a time dependent term that comes
from the time dependent phase due to the bias. The time dependent phase can be
incorporated in the Hamiltonian in the same way as the bias is incorporated in
normal junction, for example a simple normal tunneling Hamiltonian can written
as,
H = HL +HR +HT (4.1)











and the junction current is determined from the time derivative of number opera-
tor,




When the left junction is under a finite bias V , the total energy is altered and the
Hamiltonian becomes
H = HL +HR +HT + eV NL (4.4)
because the chemical potential has been shifted and this would increase the total
energy of the system. For perturbation formalism, it is incorrect to make a power
series based on an extensive variable, therefore we seek an alternative form to
incorporate the bias into the Hamiltonian. This can be done by applying a unitary
transformation U = e−ieV NLt on the current equation above as U †IU , and the
equivalent Hamiltonian is then transformed into [103],
H → H(t) = HL +HR +HT (t) (4.5)
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DRVLDV
V
Figure 4.3: S-N-S nano heterojunction with bias voltage applied across the junc-
tion and the potential drops from the lead to the quantum dot are labeled as VLD
and VDR where VLD + VDR = V .
where
HT (t) = e
ieV tH+T + e
−ieV tH−T (4.6)
thus the extensive variable has been transformed into phase which enables the per-
turbation formalism. Applying the same arguments to superconducting systems
knowing that the supercurrent oscillates at frequency 2eV , the tunneling Hamilto-
nian becomes
HT (t) = e
iφL(t)H+T + e
−iφR(t)H−T (4.7)
where the time dependent phase function is φL/R(t) = (φ0+2eVL/Rt) as explained
earlier in the theoretical formalisms.
4.2 Model for SNS junctions
4.2.1 Hamiltonian and potential symmetries
We would consider a nano heterojunction in Fig.(4.3) where we have a quan-
tum dot between two superconducting leads. A finite bias V is applied between the
leads and the potential drops are denoted as VLD (for potential drops between the
left lead and the quantum dot) and VDR (for potential drops between the quantum
dot and the right lead). In general, VLD 6= VDR, and its precise ratio is determined
by a complex mixture between the geometrical set up and the nature of chemical
bonding at the interfaces. For such a hybrid superconducting system the entire
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Hamiltonian may be written as the following, [102,111]
H(t) = HL +HR +HD +HT (t) (4.8)
which stands for the left lead, the right lead, the quantum dot and the tunneling


















i(φα+2eVαt)a†kασciσ + H.c. (4.11)
For convenience we can set the left lead bias voltage as zero bias reference, hence
VL = 0 and VR = V and this would make the time dependence only appears
at right lead tunneling Hamiltonian. The term eV s in the HD is the amount by
which the quantum dot’s localized level has been shifted by the bias potential,
and it depends on the symmetry of the system parameterized by the factor s. For
symmetric systems, s = 0.5, ie. VLD = VDR and for completely asymmetric
systems s can be either zero or unity. This symmetry factor is due to the bias
voltage and differs from the coupling strength symmetry though both are strictly
speaking energy dependent quantities. In actual mesoscopic and atomic junctions,
the symmetry s is a complex mixture between the detailed geometric set up and the
nature of the chemical bondings at the interfaces, which is hard to control precisely
in the experiments. Later we would see that such symmetry becomes a very crucial
issue in superconducting S-N-S junction, and not so in normal junctions (N-N-
N). Due to this, normal junctions calculations typically disregard the importance
of potential symmetry which is a justified argument. The main purpose of this
chapter is to show how sensitive the behaviour of S-N-S junctions can be to slight
variations of the potential symmetry, and consequently it shows how prone the
physical deductions can be without considering the symmetry. The quantum dot
is assumed to be non interacting, appropriate when charge screening is sufficient.
In the analysis that follows we shall adopt a number of typical approximations for
63
CHAPTER 4. CONDUCTANCE ANOMALY IN SNS HETEROJUNCTIONS
such systems that are justified in low energy regimes, such as the order parameter
∆ and the tunneling parameter t are assumed to be real and independent of energy.
4.2.2 Time dependent current formulation
The current is derived in the same way as the resonant tunneling model, it is
the time derivative of the number operator in either leads, for example the left lead
is convenient,





The lesser Green’s function is contructed in Nambu space as illustrated in the
theoretical formalisms, after a diligent use of the commutation relations can be
written as,














and as we mentioned VL = 0, so the time dependence disappears there but will








By writing the corresponding time ordered Green function,
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′ − t1) (4.17)
The free propagator gLk belongs to the superconducting lead. We then transform
the time integral into nonequilibrium time contour (from −∞ to t′ and back to
−∞), and apply Langreth’s analytical continuation theorem, giving the expression










′ − t) +G<ji(t, t′)t∗Li(t′)gaLk(t′ − t)
)
(4.18)
where the retarded and lesser functions on the right hand side contain the operators
of the quantum dot only. Index k is reserved for the continuum leads. They are
2× 2 Nambu matrices given by,
Grij(t, t1) = −iθ(t − t1)
[
〈{ci↑(t), c†j↑(t1)}〉 〈{ci↑(t), cj↓(t1)}〉
〈{c†i↓(t), c†j↑(t1)}〉 〈{c†i↓(t), cj↓(t1)}〉
]
(4.19)






We can then substitute these into G< and write out the current equation. For
simplicity we can include only one localized level in the quantum dot since in
this model there is no interlevel coupling, and the current for multilevel system is
simply the superpositions of single level ones. Using the expressions for the BCS
free propagators and after rearranging the terms we would obtain†
















†see appendix B.2 for details,
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Figure 4.4: A typical Josephson current for increasing bias voltage. The amplitude
of the ac Josephson effect decreases for increasing bias while its frequency scales
linearly with the bias. The time scale is ~/∆, in the order of picoseconds, and
thus averaged current analysis is more convenient for such systems.












and fL/R(ǫ) is the Fermi-Dirac distribution of the left (right) lead and βL/R(ǫ) is








θ(∆L/R − |ǫ|) (4.23)
The term ΓL is the line width matrix function, a product of interlevel tunneling
matrices and the normal density of states ρN ,





and since we want to set VL = 0, the time dependence disappears and for sin-
gle level quantum dot system this is just a constant. In order to solve Gr/<ij we
can use the Dyson and Keldysh equations, by first computing the corresponding
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selfenergies. For the noninteracting quantum dot in Eq.(4.10) selfenergies can be














and using the BCS free propagators we can easily get their explicit forms. Verifi-
cations of these equations can be found in appendix B.4.
4.2.3 Average current formulation
The time dependence of the current comes from the fact that it is the ac-
Josephson current and the current oscillates with the Josephson frequency ω =
2eV in the order ∼ 480 THz/V as illustrated in Fig.(4.4). This makes the time
resolved quantities not so easily obtained and compared with the experiments. A
more convenient way would be to work on the time averaged quantities derived
from the Fourier transform of time into the correct intrinsic frequencies of the







suggests that all dynamic quantities such as current can be expanded as harmonics






However the higher harmonic terms have been more difficult to be observed di-
rectly in the experiment due to their rapidly diminishing amplitudes. Some meth-
ods based on the Shapiro-steps experiments could reveal their existence by radi-
ating the junction with monochromatic and phase coherent microwaves and this
will be discussed more in the following chapter. The time average current is de-
rived simply from the zeroth order term I0. Due to the two-time correlations in
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the Green’s function we require a transformation that can accomodate them in a










dtei(ǫ+mω)tG(ǫ, t, t1) (4.28)
Let’s apply this transform on a simplest case for example the free propagator for
the (single level) quantum dot,






































(ǫ+mω)− ǫ0 + iη
=
δmn
ǫm − ǫ0 + iη (4.30)
by doing similar ways to the selfenergies we can calculate the Fourier components
of the current later. The retarded Green’s function is calculated with the Dyson
equation in Fourier transformed form, hence the matrices here are in Fourier space
and Nambu space, and for the case of multilevel system it would be the tensor
product of all, ie. [m,n]⊗ [i, j]⊗ [2× 2] and the retarded function is obtained by
straight forward inversion of the whole matrix. The lesser function is calculated
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with the Keldysh equation and the entire composite matrices are subtituted, ie.
Gr(ǫ) =
[











The advanced function is obtained from the retarded function by Ga = [Gr]†, and
the time-average current can then be expressed as the zeroth order component of
the Fourier transform,














4.3 Numerical results and discussions
4.3.1 General features of the supercurrent
The time averaged I-V curves are shown in Fig.(4.5) for different symmetry
factor s. The results for s = 0.5 is identical to Yeyati’s previous work [112] which
verifies the validity of the calculations. The quantum dot in this case includes
only a single localized level at ǫd = 0 (multilevel case will be discussed in the
next chapter), the coupling strengths to the superconducting leads are symmetric
at moderate ΓL = ΓR = 0.5∆ and the thermal smearing factor is taken as kBT =
0.1∆. All physical quantities to be discussed are time averaged quantities, and
in fact for bias eV > ∆ the amplitude of the ac component is diminishingly too
small to be significant with ever increasing frequencies [111]. In the I-V curves the
subharmonic gap structures are clearly seen for bias eV < ∆with less dependence
on s when bias eV < ∆/2. This is sensible because the shift in the localized level
is still relatively small at small bias. Unlike macroscopic S-N-S junction with
continuum states available in the normal region and supercurrent resonance at
eV = 2∆/n, a nanojunction with limited localized levels differ because the MAR
process is affected by the positions and availability of the states in the quantum
dot. When eV > ∆/2 the deviations among different symmetries become more
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Figure 4.5: (a) IV curves for three different symmetry factor s, with symmetric
couplings Γ and one localized level at the quantum dot (ΓL = ΓR = 0.5∆, ǫd = 0,
kbT = 0.1∆). A new resonance at eV = 0.6∆ gradually appears when the system
is becoming less symmetric, i.e. when s < 0.5 or s > 0.5. For symmetric
coupling, the behaviour for s = x is the same as s = (1− x). (b) Time-averaged
current density at eV = 0.6∆ for different symmetries s = 0.0 and s = 0.5. The
series of Andreev bound states equally spaced at 0.6∆ occur when s = 0.5 results
in more reflections and therefore less current.
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significant, in terms of magnitudes, positions of the resonance and the overall
shapes of the curves. Less symmetric junctions reach current saturation faster and
the current picks up more rapidly at eV ∼ ∆ and less so at higher bias eV > 2∆.
There is a new resonance at bias eV = 0.6∆ for s < 0.5 (or s > 0.5), which
becomes more noticeable when s → 0 (or s → 1). The new resonance may be
pictorially explained by the current density of Fig.(4.5.b). At this particular bias
the number of Andreev bound states are different for different symmetry. For
symmetry s = 0.5, there is a maximum number of Andreev bound states with reg-
ular intervals of 0.6∆ originating from each reflections and this makes the particle
bounces about more number of times before they can exit to the reservoir, leading
to a lower current. When s = 0, no shift on the dot level by the bias potential
results in less number of reflections, making them easier to carry out transport
leading to a broader peaks in the current density and hence an increase in the total
current. For higher bias eV > 2∆ effects from MAR completely disappear and
the transport is theoretically linear. Conventionally the linear conductance (or dif-
ferential conductance) is defined at this region and we see marked difference in the
slope and magnitudes of the currents for different symmetries. This observations
reveal another peculiar property in the differential conductance of the system as
the symmetry varies.
4.3.2 The differential conductance anomaly
Calculations on the differential conductance at high bias around the linear re-
gions for various coupling strengths Γ shows another interesting features depicted
in Fig.(4.6). There the couplings on both sides of the leads are symmetric, though
this is not a necessary requirement as we shall see later. Varying the coupling
strength may be equivalent to varying the effective distance between the leads
(Γ ∝ e−Cx, x is the distance), or slowly pulling the leads away from the quantum
dot. The conductance in this case may be increasing dramatically instead of de-
creasing, depending on the symmetry of the system. For very asymmetric systems
(s→ 1 or s→ 0), the conductance monotonically decreases with decreasing cou-
pling strength and in fact converges to the normal conductance behaviour where
dI/dV ∝ Γ2/(ǫ2d + Γ2) [34]. However, for more symmetric systems (s → 0.5) the
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Figure 4.6: (a) For single level quantum dot (ǫd = 0, kbT = 0.1∆), the variation
of time-averaged dI/dV for s → 0.5 shows increasing conductance for decreas-
ing coupling strength at around Γ ≈ 0.5∆. The conductance was taken on the
linear region where Andreev bound states are non existent (eV = 2.7∆). Other
symmetries for s > 0.5 are not shown because the coupling is symmetric. (b) and
(d) For s = 0 the dot level is pinned by the left lead superconducting gap, which
suppresses the broadening of the dot level by bias. (c) and (e) For s = 0.5 the
quantum dot level sits in between the gaps, allowing more room for broadening
by bias, giving higher differential conductance.
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conductance towards Γ ≈ 0.5∆ displays a sharp increase competing with conduc-
tance at much higher coupling around Γ ≈ 7∆, which is very counter intuitive.
A simple explanation to this bizarre effect comes in Fig.(4.6.b-e) from the
DOS and current density at two slightly different bias in this linear region. For
a completely asymmetric system, the normalized level in the quantum dot is be-
ing pinned at the left or right leads and the confinement by the superconducting
gap prevents bias induced broadening of this localized level, results in smaller
supercurrent in the system. For perfectly symmetric system, the normalized level
sits exactly in the middle of the energy window between the two superconduct-
ing gaps, thus allows the broadening of the normalized level within this energy
window as the bias increases. For strong coupling regime (Γ ≥ 2∆) differential
conductance shows no significant difference for various symmetries because the
level broadening effects due to the coupling with the leads already predominates
the supercurrent far more strongly than the symmetry does. For asymmetric cou-
plings (ΓL 6= ΓR), the variations of the qualitative conductance remains similar
where the increase in conductance at small coupling still take place at symmetry
close to a half (see Fig.(4.7)), therefore the phenomenon is consistently robust and
may be observable in real experiments. For quantum dots with two localized lev-
els, the phenomenon remains the same although the peak at Γ = 0.5∆ becomes
less pronounced and the symmetry at which it happens alters depending on the
localized energy levels.
The differential conductance anomaly can be understood by the broadening
of the energy level of the quantum dot due to coupling with two superconducting
leads. At high bias the Josephson frequency is very high and therefore the dc
component or the zeroth order term in the Fourier expansion is the largest term
and the the time-averaged electron density of states (DOS) of the quantum dot






[ǫ− (ǫd − eV s)]2 + [Γ2Re(z)]2
(4.34)
where z = β(ǫ) + β(ǫ + V ). When s = 0, the energy level of the quantum dot
is pinned at the center of superconducting gap of the left lead. The broadening
of the energy level due to coupling with two leads, Γ/2Re(z), in this case is
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Figure 4.7: (a) Differential conductance for asymmetric coupling ΓL/ΓR = 0.5
still showing robust behaviour of the phenomenon predicted for the symmetric
one (other parameters are the same as Fig.4.6). (b) Similarly for ΓL/ΓR = 2.
approximately Γ which is independent on bias. When the coupling strength Γ is
less than the width of the gap (∆), the dot level is completely confined within the
gap. When s = 0.5 the dot level lies between two superconducting gaps, and the
broadening becomes bias dependent.
It is interesting at this point to look at the work by P. Makk et al [115]. who
studied the interactions of hydrogen molecules with atomic size superconduct-
ing Nb, Ta and Al nanojunctions. They measured transmissions eigenvalues of
the nanojunctions in hydrogen environments making use of the subgap effects in
superconductors with MCBJ technique. Apart from their conclusions, at some
point they measured the variations of conductance with varying gap size as seen
in Fig.(4.8). Occasionally the conductance increases instead of decreases when
the nanojunction gap distance is increased, producing series of glitches along the
way. These may be caused by intermittent hydrogen interactions or experimental
errors and some sorts, but there is also a possibility that at least one of the glitches
is caused by the potential symmetry effect as we predicted. These glitches are
persistent before and after the hydrogen is applied to the junctions.
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Figure 4.8: The variation of conductance as the coupling strength (or distance)
is varied from the substrate. One of the occasional glitches in the conductance
as the distance is increased may be caused by the potential symmetry effects we
predicted, but obviously not all of them. The figures were reproduced with kind





















Figure 4.9: Time-averaged IV curve for dot level outside the superconducting gap,
ǫd = −1.25∆ (ΓL = ΓR = 0.5∆, kbT = 0.1∆). Sub-gap structures disappear,
and the behaviours at high bias (eV > 2∆) for some symmetries appear to be non
linear.
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Apart from the potential symmetry, the localized dot level positions relative to
the superconducting gap at zero bias also greatly affects the general behaviours
of the supercurrent as seen in Fig.(4.9). When the dot level is outside the gap,
whether it is below or above it, sub-gap structures disappear and the supercurrent
remains fairly suppressed for bias up to ∆. After which the supercurrent starts to
pick up and the behaviours remain non linear for much higher bias possibly up to
a few ∆, except for some symmetries where the linearity begins after eV ≥ 2∆.
Hence in this case the subgap structures can only appear with appropriate adjust-
ments on the localized dot level, possibly with the use of a gate voltage. At this
point it maybe wise to mention the interaction effects that have not been incorpo-
rated in the model. Avishai et al [124]. discuss a similar system with Hubbard like









and observe that the interaction U can shift the subgap structures as well as the
current at higher bias. In general the interactions shift the subgap structures to-
wards higher bias. For sufficiently strong interactions, the subgap structures are
completely suppressed, similar to the effect from the quantum dot level position
outside the gap in our model.
4.3.3 S-N-N systems
We next examine the effects of s on transport properties of an S-N-N junction.
In our calculations, we set the left lead to be superconducting, and the right lead to
be normal by taking ∆R = 0. In this case, the tunneling term HT in Eqn. has no
time-dependence, therefore the Fourier transform is not really needed. Following
the similar procedure as described above, the current tunneling through the S-N-
N junction can be calculated using Eqn.(4.33). In Fig.(4.10.a), we see the I-V
curves for different s when the dot level is zero. In this case, I-V curves are
anti-symmetric for positive and negative biases. When the dot level is not zero,
for example ǫd = 0.5∆, the anti-symmetry between positive and negative biases
is absent, and a peak appears at a certain positive bias that is a function of s
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Figure 4.10: I-V curve for S-N-N junction for different values of s: (a) ǫd = 0∆,
(b) ǫd = 0.5∆. Peaks of IV-curves in (b) are at bias voltages (in units of ∆/e): A
= 0.50, B = 0.67, C = 1.00 and D = 2.00.
as shown in Fig.(4.10.b). The peak of the current is a result of the resonance
tunneling when ǫd = eVps, where Vp is the bias voltage at which the resonance
occurs. The origin of the resonance tunneling is the second-order singularity of
1/det[(Gr)−1], where Gr is the retarded Green’s function in 2× 2 Nambu space.
Singularities of the function is determined by the secular equation det[(Gr)−1]=0
that has two roots with negligible imaginary parts. At a particular bias voltage
Vp at which the resonance occurs, these two roots have the same value leading
to second order singularity. With the help of a gate voltage which shifts the dot
energy level, the peak of the I-V curve can be used to measure the dot level ǫd
and the symmetry factor s. First, without gate voltage, we have ǫd=eVps, where
Vp is the bias voltage where we get a peak in I-V curve. Then with a gate voltage
Vg applied to the quantum dot, we have ǫd + eVg = eV ′ps, where V ′p is the new
peak position with the gate voltage. Comparing these two equations, we have
s = Vg/(V
′
p − Vp) and then the dot level can be computed. This technique would
also be applicable to the dot with multilevels, where we have multi-peaks in I-V
curves with each of them corresponding to one dot level.
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4.4 Conclusions
It has been demonstrated that for S-N-S junctions the voltage drops at both
contacts play very essential roles in the overall supercurrent tunneling. When the
potential drop is symmetric, a differential conductance anomaly at small coupling
strength at high bias is predicted. This anomaly is caused by the different mecha-
nisms of broadening of the localized level in the quantum dot due to the coupling
to the leads for different voltage symmetry. The practice of quoting normal con-
ductance at high bias becomes incomplete or otherwise misleading without the
detailed knowledge of the voltage symmetry. This symmetry can be infered if it
is possible to make one of the leads to be normal, ie. S-N-N junction and incorpo-
rate a gate to tune the quantum dot level. The phenomenon however, as mentioned
earlier, does not occur in normal (N-N-N) junctions. The insight should be useful
for applications in molecular electronics where the junctions are usually molecu-
lar scale and direct measurements of the voltage drops at contacts are in principle
impossible since it would greatly disturb or destroy the systems.
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Chapter 5
SNN nano heterojunction under
microwave radiations
Abstract: The chapter discusses transport characteristics of a superconductor -
quantum dot - normal leads (S-N-N) heterojunction under microwave radiations.
The microwave radiations stimulate energy transitions in the multilevel quantum
dot. We develop a method to incorporate Floquet basis into the transport equation
and investigate the influence of interlevel transitions to the supercurrent tunnel-
ing process. The motivation was some recent experimental results from Shapiro
step experiments (will be explained later) which employed superconducting QPC
or nanoscale junctions. The author initiated the study after briefed by the co-
supervisor, and attempted the use of Floquet basis after surveying the literature.
The author independently derived and solved the numerical computations as well
as compiling the entire manuscript. The results are published in Physical Review
B Vol. 82, 014535 (2010).
5.1 Interactions with radiations
Lasers are constantly in use to probe, manipulate and control atomic and
molecular systems that have brought about many discoveries and useful tech-
nologies. By manipulating molecular and atomic structures with light, we could
engineer electronic, optical, magnetic and even structural properties that subse-
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Figure 5.1: The double quantum dot system proposed by Stafford et al [113]. where
the chemical potential of the right hand side could be higher than the left, yet
the light radiation at Rabi frequency, ~ω = (ǫ2 − ǫ1) could drive current to the
right provided the localized levels ǫ1,2 in the quantum dots are at suitable positions
shown.
quently exhibit different phenomena potentially useful for applications. For in-
stance, Stafford et al [113]. proposed that laser can be used as an electron pump by
employing coupled quantum dots with tuned localized level such that the radiation
is at the Rabi frequency. The schematics is shown in Fig.(5.1). The quantum dots
are placed between two reservoirs, and the radiation of frequency ~ω = (ǫ2 − ǫ1)
drives current through the tunnel barriers to the right. The chemical potentials are
such that the left reservoir can donate electrons to the left quantum dot and the
right quantum dot energy level is slightly higher than the right reservoir chemical
potential. The chemical potential of the right reservoir is not necessarily lower
than the left one, yet the current can still flow to the right. Another similarl idea
was by Franco et al [ 114 ]. who proposed combining two lasers to drive current
through a trans-polyacetylene molecule. The molecule is sandwiched between
two gold electrodes and a laser is directed at the molecule so that the time varying
electric field of the light exerts a force on the electrons in the molecular π-orbitals
that points along the length of the molecule.
External fields exposure on to a system would introduce time dependent fluc-
tuations. For a superconducting junction system already under a finite bias, the
external fields will introduce an extra time dependent quantity, therefore the time
dependent phase will have two frequencies: one coming from the Josephson ef-
fect and the other from the fields. The phenomenon known as Shapiro steps [116],
now has also been studied on superconducting mesoscopic junctions. Chauvin
et al [117]. set up a superconducting atomic contact and studied the fractional res-
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onances in the supercurrent as a result of photon assisted MAR. The current in






i(φ0+nωJ t+mωF t) (5.1)
where ωJ comes from Josephson effects (ωJ = 2eV ) and ωF is the radiation fre-
quency. The resonances in this case are at V = (m/n)ωF/2e, and to theoretically
analyze such systems requires a multicolor Fourier transform, which is non triv-
ial especially when the frequencies are not commensurate†. Alternatively, we can
slightly simplify the problem by setting one of the leads to be normal and let the
gauge voltage for the superconducting lead to be zero, hence eliminating the time
dependence from ωJ . We are going to consider an S-N-N mesoscopic system un-
der single mode microwave field radiations. One particular region of interest here
is the weak coupling regime where the coupling energy is smaller than the su-
perconducting gap. At this regime we can observe the resonant tunneling current
when the localized level of the quantum dot is aligned with the superconduct-
ing gap at a certain bias. For higher coupling, the level resonance will gradually
disappear and the transport’s features are similar to normal junctions.
Typical interactions between quantum systems and electromagnetic fields are
often modeled as interactions between two-level system and single mode field. If
the fields are treated quantum mechanically, an extra photonic operators would ap-
pear in the Hamiltonian. Another way that is also valid in the limit of intense field
is to treat the field semiclassically and often this is both convenient and appropri-
ate for most cases. A two level description of a quantum system (or a quantum dot
in our case) is valid if the two level are nearly resonant to the driving frequency
while all other levels are highly detuned. Dipole approximation can be adopted
where by the field wavelength is assumed to be larger than the atomic size, ie. the
vector potential A(r, t) ≃ A0(t) has no spatial dependence. This is a very rea-
sonable assumption for visible light and microwave laser (maser) radiating on to a
typical quantum dot of a few hundred nanometers in size. The canonical Hamilto-
nian for an electron interacting with semiclassical field can then be written using
†not commensurate means one is not an integer multiple of the other.
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V
BCS Normal
Figure 5.2: Diagram of the quantum dot system with two localized levels coupled
to the electrodes under dc bias V . The left electrode is superconducting governed
by the BCS model and the right electrode is a normal conductor. Single mode
microwave radiation stimulates Rabi oscillations between localized levels in the
quantum dot, affecting its transport properties.
the minimal coupling prescriptions,
H = − 1
2m
[∇− ieA(r, t)]2 + eU(r, t) + V (r) (5.2)
where A(r, t) and U(r, t) are the vector and scalar potential of the external fields
respectively. The Hamiltonian can further be expressed in terms of either (r · E)
or (p · A) Hamiltonian, and both representations are equivalent‡. For the former,
we can choose a gauge in which U(r, t) = 0 and∇ ·A = 0 and then re-expressed
the potentials in terms of the gauge independent fields,
E = −∇U − ∂A
∂t
B = ∇× A




− er · E0(t) + V (r) (5.3)
‡see for example, Quantum optics by Marlan O. Scully, Cambridge Univ. Press. (1997),
chapter 5.
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where V (r) is just all other potentials (ions, electron - electron etc). In such
treatments when the perturbing field is strong, one can introduce the notion of
quasienergy which can be considered to be a time-averaged characteristic energy
of the combined system which includes the atoms or quantum dot and the electro-
magnetic field together. The description of the response of atoms to monochro-
matic electromagnetic fields can be treated with the use of the Floquet theo-
rem [119], and particular to our interests is the reformulation by Shirley [120] with
a specific example using a two level system. He transformed the time dependent
problem into an equivalent time independent one using an infinite dimensional
Floquet matrix. He showed that the Floquet states can be interpreted physically
as quantum field states, and in fact the Floquet quasienergy diagram is identical
to the fully quantized dressed atom picture introduced by Cohen-Tannoudji and
Haroche [121]. Suppose we consider a case where V (r) = 0 and let the time depen-
dent term as V (t) instead in the Eq.(5.3) above. The Schro¨dinger equation can be
written as, (
H0(r) + V (t)− i ∂
∂t
)
ψ(r, t) = 0 (5.4)
where V (t+ τ) = V (t) for the case of periodic field. If the unperturbed Hamilto-
nian has a complete set of eigenfunctions,
H0(r)|α(r)〉 = εα|α(r)〉 and 〈β(r)|α(r)〉 = δαβ ,
the wavefunction ψ(r, t) can be written, according to the Floquet theory, in the
following form,
ψ(r, t) = eiεtφ(r, t) (5.5)
where φ(r, t) is periodic in time, φ(r, t+τ) = φ(r, t). The formalism is analogous
to to the Bloch eigenstates in solid state with quasimomentum k. Substituting this
into the Schro¨dinger equation gives,(
H0(r) + V (t)− i ∂
∂t
)
φγ(r, t) = εγφγ(r, t) (5.6)
The nature of the Floquet solution is evident if we do the transformation ε˜γ =
εγ + mω, we get φ˜γ(r, t) = eimωtφγ(r, t), and m is an arbitrary integer, ie. the
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transformation converts any eigenstate into another eigenstate and the quasiener-
gies are harmonic in ω.
5.2 Quantum dot under semiclassical fields
5.2.1 Hamiltonian in Floquet-Fourier basis
We would first consider an isolated quantum dot under single mode radiations
where the Hamiltonian could be written as,
H(t) = H0 + A cos(ωt) (5.7)
If ψ(t) = φ(0)e−iE0t is the eigenfunction of H0, then the Floquet theorem states





Each term in the infinite sum is a valid eigenfunction with non-degenerate eigenen-
ergy. If we substitute this into the Schro¨dinger equation, we can solve for the
Fourier coefficients which satisfy the relations,
2ω
A
pφ(p) = φ(p+1) + φ(p−1) (5.9)
which is the equation satisfied by the Bessel functions of the first kind. It sim-
ply gives φ(p) = Jp(α) for the solution where α = (A/ω) [122]. The eigen-




, and the harmonic eigenvalues
Ep = (E0 + pω) is often termed as Floquet quasienergies. The Hamiltonian of
Eq.(5.7) describes the effects of semiclassical fields on a single energy level cor-
responding to emission and absorption of photons with energy pω†. The retarded
†We have been using ~ = 1 whenever convenient, but consistency in units is obvious in every
context.
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free propagator for the quantum dot is simply given by,







The propagator contains all the eigenstates between the two time parameters. Ap-







ǫ− E0 − (p−m)ω + iη (5.11)
For a two level system there are quantum transitions between levels induced by the
external fields as well as single level absorption dynamics described above. Both
dynamics take place at the same frequency though the phase may be different. In











and the same Floquet ansatz applies with two component Floquet basis corre-
sponding to each energy levels. This time the Hamiltonian needs to be expanded













φ(p)(t) = q(p)φ(p)(t) (5.15)
We can now assign a Floquet-Fourier basis ket |jn〉 = |j〉 ⊗ |n〉 where j (or i) is
the system index i, j = (1, 2) and n is the Fourier index. In this notation the cor-
‡We shall neglect the spins in this example because the Hamiltonian is diagonal in spins.
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responding eigenvector for a given quasienergy q(p)j is |qj〉p. The two component
Floquet coefficients are given by,
p〈in|qj〉p′ = φ(p)i;nδi,jδp,p′ (5.16)
The eigenvalue problem can be written by inspection on the resulting Fourier com-




〈in|HF |jm〉〈jm|qk〉 = qk〈in|qk〉 (5.17)
where the Floquet Hamiltonian is given by,
〈in|HF |jm〉 = H(m−n)ij − nωδi,jδm,n (5.18)





















= H(−1)e−iωt +H(0) +H(1)eiωt (5.19)
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finally the diagonal terms are given by,
E(n) =
[
ε1 − nω 0
0 ε2 − nω
]
(5.21)
After diagonalizing the Hamiltonian we can calculate the retarded free propa-
gator function for two level systems,
grij(t, t1) = −iθ(t− t1)
[
〈{ci↑(t), c†j↑(t1)}〉 〈{ci↑(t), cj↓(t1)}〉
〈{c†i↓(t), c†j↑(t1)}〉 〈{c†i↓(t), cj↓(t1)}〉
]
(5.22)
Evaluation of each terms makes use the above results from the first quantization,








Now we shall perform a double Fourier transform using Eq.(4.28) on the Green’s
functions for time-averaged current calculation in the next section. The diagonal



























The off-diagonal components in Nambu space are zero in this case due to orthog-
onal spin functions. The non-harmonic term Qpij is the normalized quasienergy
difference, Qpij=(q
(p)
i − q(p)j )/ω and this quantity can be either integer or non-







δm,nδi,j when Qpij 6= integer
δm,n∓ν when Qpij = integer ν
(5.25)
The products on the numerator of equations make use the orthogonality of basis








jk;n. When we couple the quantum
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dot with the leads, the effect of the potential shift on the localized levels by the bias
voltage can be taken into account by simply shifting the floquet quasienergies.
5.2.2 Floquet quasienergies
It is interesting to see how the Floquet quasienergies vary for different radi-
ation frequencies and transition factors in an isolated quantum dot. As we saw
in the single level case the single level dynamics from field amplitude A creates
harmonic quasienergies En = E0 + nω and it affects the eigenstates as well. The
amplitude B affects the quasienergy in different ways as can be seen in Fig.(5.3)
showing normalized zeroth order quasienergy pair and on the background are the
typical infinite sets of harmonic Floquet quasienergy pairs. The upper and lower
branches come from the levels above and below Fermi energy respectively, which
are symmetric but the analyses are applicable to general two level systems. When
B = 0, the quasienergy shows the solutions for two separate single level systems
and the energies are E1n = ε1+nω and E2n = ε2+nω corresponding to absorption
and emission of n photons by each levels. When B > 0, gaps start to appear at
frequencies ω = (ε2 − ε1)/n.
In numerical solutions with a finite matrix truncation however the gaps are
mostly obvious only around Rabi frequency unless many more Fourier terms are
employed which corresponds physically to even higher order photon absorption
and emission process which are diminishing in amplitudes. At Rabi resonant fre-
quency where ω = (ε2 − ε1), the quasienergy difference of a pth state defined as
(q2− q1) behaves linearly and most significantly with the increasing amplitude B,
and in fact ∆(q2−q1) = B. When we couple the quantum dot with superconduct-
ing leads later we will see how such behaviour would affect the tunneling process
through the quantum dot. With this simple relationship, B would affect the sin-
gularities in the Green’s function in a very trivial way, ie. the singularities will be
shifted apart or towards each other by an exactly linear factor B. Singularities of
a free propagator are simply the eigenstates of an isolated quantum dot and if we
can probe these energies from the transport behaviour it would provide a direct
spectrocopic means of measuring the amplitude B. We shall see that theoretically
this would work for systems with weak coupling.
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Figure 5.3: Quasienergy plot for a symmetric two level system for various cou-
pling factor B (ε2 − ε1 = 4∆, A = 0). The zeroth order quasienergy sets where
each branch is associated with the unperturbed localized levels ε1 and ε2. The
grey background are the non-zero order sets which form the harmonic infinite set
of Floquet quasienergy. In figure (b) quasienergy difference of pth quasistate for
increasing coupling which at Rabi resonance ω = (ε2 − ε1) shows largest differ-
ence and behaves in effectively linear fashion with B.
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5.2.3 Time averaged current
We would consider the system depicted in Fig.(5.2). The Hamiltonian of the
entire system can be written as the following,
H(t) = HL +HR +HT +HD(t) (5.26)
where HL and HR are the left and the right lead Hamiltonian, HT is the tunneling
Hamiltonian andHD(t) is the two level quantum dot in Eq.(5.12). The expressions











































The left lead is governed by mean field BCS Hamiltonian, while the right lead is
just a normal metallic lead. The voltage gauge can be taken with the left lead to
be at zero potential, and by doing so we eliminate the time dependence from the
left tunneling matrix. The superconducting phase can be inserted as in previous
chapter, but since we are going to calculate time average quantities this is unim-
portant. The current can be derived in a similar way because the quantum dot is
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The left free propagators are BCS propagators, while the right one is just normal





























where the Fermi-Dirac function is f±R = fR(ǫ+mω±eV ) and the expression for







For simplicity we can assume equal tunneling constants for each quantum dot lev-
els, tLi=tL and using Wide Bandwidth Approximation (WBA) [ 112 ] we can define
the coupling strength ΓLij(ǫ) = 2πρNL (ǫ)tLit⋆Lj = ΓL independent of energy, as
commonly adopted. The selfenergy is assumed not to introduce level mixing in
the quantum dot, thus only exist for identical level tunneling (i=j). The evalua-
tion of Gr and G< are straight forward using the Dyson and Keldysh equations
of the entire composite of system levels as explained in previous chapter. Finally
the time averaged current is the dc component given by
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5.3 Numerical results and discussions
In order to clearly illustrate the separate effects of level transitions from single
level dynamics, the discussions are organised based on the parameters A and B in
equation (5.12). The entire numerical results presented here are for weak coupling
case for the reason explained earlier in the introduction.
5.3.1 For A > 0 and B = 0
Physically this corresponds to independent absorption and emission of pho-
tons by each localized levels in nonequilibrium driven systems. To provide a
cleaner picture for such cases we shall confine the discussions only for systems
with a single localized level in the quantum dot, since the analysis for multilevel
systems can be described by superpositions of single level systems. The results
from the Floquet basis using finite matrix truncation exactly resemble the exact
analytical solutions using the Bessel basis, and this agreement is attainable even
with moderately small Floquet matrix employing ±4 Fourier terms, suggesting
reasonable convergence efficiency of the numerical approach. Smaller frequen-
cies require more Floquet Fourier terms to provide precise picture for the DOS
and the current density. In the time-averaged I-V curve of Fig.(5.4), the current
saturation and the step like features under radiation are similar to previous work
by Sun et al [123]. The dc resonance in general starts to appear whenever the quan-
tum dot level is aligned with the Fermi level for a given bias. However, the main
dc resonance at eV = 4∆ originating from the localized level at ε0 = −2∆
remains pronounced under the field radiation regardless of its frequency and am-
plitude. This result differs qualitatively from the previous work which suggests
complete deformation of this dc resonance peak even by moderately low intensity
fields (A ≈ 1
2
∆) using very similar system parameters. Clearly the current re-
sults are physically more sensible considering the eigenvalues for those states that
do not absorb or emit any photon should remain constant. It is physically more
intuitive to visualize zero photon process would always exist at finite probabil-
ity and therefore would persistently reproduce the dc resonance at the same bias.
In atomic systems such as QPCs the charge screening is much weaker, therefore
92










































Figure 5.4: Single level quantum dot (A = 0.6∆, ΓL = ΓR = 0.04∆,
kBT = 0.1∆, ε0 = −2∆). (a), time averaged I-V curve under radiation fre-
quency ω = 0.6∆/~ showing excellent agreements between analytical and nu-
merical solutions using±4 Fourier components. (b), shows the effects of increas-
ing and decreasing radiation frequency at constant amplitude. Spacing between
peaks around dc resonance is exactly ~ω. (c), time-averaged DOS at resonant bias
(eV = 4∆). The localized level evidently splits into a series of Andreev bound
states inside the superconducting gap at uniform interval of ~ω.
93
CHAPTER 5. SNN HETEROJUNCTION UNDER RADIATIONS
other effects such as spins and Coulombic interactions which are neglected in
the current model could potentially shift the resonances positions depending on
their interaction strengths, as pointed out by Avishai et al. [124] who consider S-
N-S superconducting electrodes with Coulombic repulsion in the quantum dot,
but without external radiations. Another significant factor is the symmetry of the
potential drop across the system which have already been discussed in previous
chapter.
The secondary resonances occur at various bias equally spaced at ~ω around
the dc resonance. The number of secondary resonance increases for smaller fre-
quencies due to more available states in the quantum dot from the harmonics
εp = ε0 ± p~ω. This is clearly visualized by the equal spacing ~ω between
Andreev bound states in the DOS in Fig.(5.4.c), where the ±pth resonance may
be viewed as p photons absorption or emission process. The widths of these An-
dreev bound states decrease with their number, conserving the overall DOS and
hence the resonance current at this bias. The number of secondary resonances
also increases with increasing field amplitude appearing at higher and lower bias,
due to more contributions from the higher harmonics (higher order photon pro-
cesses) in the quasistate summations of Eq.(5.24). For field frequency above the
superconducting gap energy (ω > ∆/~), the effects start to diminish regardless
the localized level’s positions relative to the gap since the secondary resonances
become too far off the dc resonance, residing either in the region of strong current
saturation or in the very small current region where the Andreev bound states are
barely above the Fermi level at low bias.
5.3.2 For A = 0 and B > 0
This corresponds to a quantum dot with two localized levels and oscillatory
transition dynamics between the levels. As discussed previously in section 5.2.2,
increasing the coupling strength between the two levels introduces increasing
quasienergy gap at certain frequencies most significantly at Rabi resonance fre-
quency, ω = (ε2 − ε1)/~, which will be the main interest here since this is a first
order process. The linear variations of quasienergy difference with increasing
amplitude B provides a mechanism to understand the energy difference between
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(d)
ω = 4
Figure 5.5: Two level quantum dot, time-averaged DOS and current density J0 at
resonant bias eV = 4∆. At this bias, the peak at ε = 0 originates from ε1, and that
at ε = 4∆ from ε2. When transition between levels is switched on, the qualitative
features of the DOS and current density change dramatically at Rabi frequency
where there is resonance splitting of the DOS separated by B, due to quasienergy
change. Complete interaction with the electrodes makes the resonance at ε = 0 to
diminish in the current density, giving a slight drop of the current at this bias.
95
CHAPTER 5. SNN HETEROJUNCTION UNDER RADIATIONS
singularities in the DOS from harmonic summation in the retarded Green’s func-
tion Eq.(5.24) which in turn determine the current resonance positions along the
bias as illustrated in section 5.2. Transition dynamics displays distinctly differ-
ent features from single level dynamics as shown in Fig.(5.5) for time averaged
DOS and current density, where multiphoton process of Andreev bound states are
now replaced by energy splitting equal to the coupling strength B. As we ver-
ify in Fig.(5.5.a, b) the DOS for energy at 0 and 4∆ at resonant bias eV = 4∆
would split into two under Rabi frequency, separated by energy difference B due
to the increase in quasienergy difference by the same amount. Other radiation
frequencies would introduce slight shifts to these densities, but not splitting. Sim-
ilar features visible in the current density J0 in Fig.(5.5.c, d) but the qualitative
pictures can never be the same since calculation of J0 takes into account total
selfenergy effects from the electrodes, making the current density at ǫ = 0 more
diminished in this case.
The time averaged I-V curves in Fig.(5.6) show the effect of radiation on the dc
resonance for various frequencies. The dc resonance at eV = 4∆ originates from
the localized level ε1 = −2∆, while the other level ε2 is above the Fermi level
outside the superconducting gap, therefore contributing current without supercon-
ducting resonance features, similar to normal junctions. The ε2 level would make
identical dc resonance at negative bias eV = −4∆, producing negative current
and the complete I-V curve displays the usual antisymmetric form. The resonance
splitting in the DOS causes the splitting in the resonance current only at Rabi fre-
quency, while other frequencies would hardly change this dc resonance or the en-
tire transport behaviours in general. Around Rabi frequency, the resonance peak
splits into two separated by 2B, and each part starts moving in opposite directions
with diminishing magnitude as the coupling strength increases. A slight detuning
from the Rabi frequency would produces the same results but with the split pair
resonance moves either to the right or to the left as B increases, while keeping
the separation effectively at 2B, this can be seen from the inset in Fig.(5.6.a). In
Fig.(5.7), we again show the effect of increasing coupling, and splitting is only
effective at Rabi frequency while other frequency only shifts the resonance un-
less the coupling strength is made unreasonably larger, at which point the dipole
model approximation could fail.
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Figure 5.6: Two level quantum dot (A = 0, ΓL = ΓR = 0.04∆, kBT = 0.1∆,
ε1 = −2∆ and ε2 = 2∆). At moderate transition factors, only radiation fre-
quency close to Rabi resonance can split the dc resonance (eV = 4∆) into two
peaks, separated by interval 2B. Inset (a), small detuning from Rabi resonance at
ω = 4.1∆/~ (solid-black) and ω = 3.9∆/~ (dashed-brown) makes this resonance
pair moves to the right and left respectively, but keeping the separation relatively
constant.
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Figure 5.7: Two level quantum dot with the same parameters as figure 5.6. (a), no
significant changes occur at non-resonant frequency ω = 0.7∆/~. For (b) at Rabi
resonant ω = 4∆/~, the resonance at eV = 4∆ splits up symmetrically separated
by interval 2B.
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We also observe that when the non-harmonic term Qpij in Eq.(5.24) is an exact
integer ν, the sudden inclusions of the off-diagonal terms in the retarded Green’s
function do not bring a sudden change in the DOS and current behaviour. This
suggests a smooth evolution of the DOS and other physical quantities through out
the frequency range and various coupling strengths. One reason for the absence of
such sudden behaviour is these extra off-diagonal terms are higher order processes
which tend to be very small by few order of magnitudes compared to the first and
zeroth order ones, therefore their contributions in the final sum over all quasis-
tates are never significant. In this semiclassical model, the transition dynamics
is thus described effectively by absorption and emission of photon energy deter-
mined by the unperturbed localized level spacing n~ω = (ε2 − ε1) independent
on superconducting gap, and therefore for moderate factor B it is only effective
for first order process at Rabi resonance. In the semiclassical approximations the
coupling strength is simply the matrix element of the perturbation which depends
on the electric field polarizations and level orbitals that can be easily measured in
isolated quantum dots or atomic ensembles. The current model provides a way
to directly measure the coupling matrix elements of a driven tunneling system by
measuring the energy separation between the split resonances in the I-V curve.
5.3.3 For both A,B > 0
This is basically the superposition of the two separate cases above, and their
noticeable effects may or may not come together in the same frequency region
depending on the localized levels spacing of the system. For example using the
quantum dot levels ε1 = −2∆, ε2 = 2∆, would display the effects from inde-
pendent level oscillations and transitions at two very different frequency region,
as shown in Fig.(5.8.a and b). This is practically expected because the effects
from independent level oscillations depend on the superconducting energy gap
which tends to be much smaller than energy spacing, while the transition effect is
dictated by the energy spacing. For example, a low TC superconducting Nb elec-
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A = 0.6∆, B = 0.0∆
A = 0.6∆, B = 0.4∆
Figure 5.8: Time-averaged I-V curve for both A,B > 0. (a) and (b) for Level
spacing (ε2−ε1) = 4∆, separate effects from A and B appear at different regions
of frequencies. (c) for smaller level spacing (ε2 − ε1) = 0.7∆, the effects from A
and B appear on the same frequency.
100
5.4. CONCLUSIONS
trode has an energy gap around ∼ 1.4meV, compared to a typical InAs or GaAs
quantum dot with few tens nanometer diameter that easily have energy spacing
in the order of few tens of meV or larger between the ground state to the first
excited state [125], therefore in general these two effects always appear at separate
frequency regions. Also since the interactions are excluded, the model suits better
for larger energy spacing- ie. the more typical quantum dots and the level po-
sition of ε2 in this case become unimportant in affecting independent oscillation
dynamics of level ε1. To illustrate simultaneous effects from the two dynamics in
Hamiltonian Eq.(5.12), we must set the localized level spacing to be smaller than
the superconducting energy gap as shown in Fig.(5.8.c) where ε2 − ε1 = 0.7∆,
however since the model neglects interactions (correlations would be inevitably
important at this point), this would serve only as rough qualitative pictures on
what would be expected in reality. In Fig.7(c) we observe the movement of the dc
resonance at bias eV = 0.7∆ due to transition dynamics, as well as rich secondary
harmonic resonance features with equal spacing ~ω from arbitrary multi-photon
process at field frequency ω = 0.7∆/~.
5.4 Conclusions
We have derive a method for dealing with time-dependent phenomena in trans-
port analysis of an S-N-N nanojunction by incorporating Floquet basis and NEGF
framework. The use of Floquet basis and its incorporation into the Green’s func-
tion formalism enables more flexible modeling of time-dependent transport. We
found that independent level interactions with external fields do not change dc
resonance behaviour, regardless of the frequency and amplitude of the fields ra-
diation and this differs from the prior theoretical predictions in the literature [123],
accompanied by a series of secondary resonances due to multi-photon processes
around the resonance. When the transition between two localized levels is taken
into account and level oscillation is neglected, radiations have significant effects
only at Rabi resonance when ω = (ε2 − ε1)/~. At Rabi resonance, the main dc
resonance splits into two, and the separation between them is determined by the
coupling strength of the two levels. This model enables the measurements of the
coupling strength in such driven system using the I-V curve alone.
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Chapter 6
Conclusions and future works
6.1 Optical Nanowelding of CNT-metal contacts
A device model consisting of a CNT sandwiched between two metalic leads
was studied using ab-initio method which incorporates NEGF into DFT [45]. Two
types of metalic leads were tested: aluminium and palladium. Optical nanoweld-
ing was found to enhance the conductance and reduce the Schottky barrier at the
contacts. The method relies on the thermal activation of the surface atoms which
in turn reduce the dipole contribution of the Schottky barrier. The welding must
be done with care, since too much welding would introduce more scattering impu-
rities from the lattice defects which then ofset the dipole reduction of the Schottky
barrier.
Some possible future works on the related subject would be optical nanoweld-
ing of silicon nanowires, or some other popular semiconducting nanowires involv-
ing larger surface area at the contacts. Studying the change of the dipole properties
at the contact for such large areas would be more interesting and worth investi-
gating as they are more relevant to the real situations in practical nanoelectronics.
Nevertheless the scale of the problem would require larger parallel computing re-
sources which at the present time does not seem fit into our computing clusters.
In fact such systems were attempted at the beginning of this project (before CNT
was finally chosen) and after more than six months of painfully slow progress,
they were eventually abandoned. The smallest silicon nanowire for this model in-
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volves more than 2000 atoms and larger metal contacts are also required. Analysis
based on DFT with LCAO basis (SIESTA) remains possible for this system and
in fact, systems with more than 2000 atoms have been tried with order-N diago-
nalization technique [45]. This is unlike the planewave basis counter part which is
typically limited to around 200 atoms. The topic on the Schottky barrier however
remains interesting and deserves further study.
6.2 Superconducting nano heterojunctions
Superconducting nano heterojunctions consisting a quantum dot and two leads
that can be either superconducting or normal were studied thoroughly using NEGF
and model Hamiltonians.
In the first part, the symmetry between contacts was found to have profound
effect in terms of affecting the characteristics of the supercurrent transport or An-
dreev tunneling in general. Without taking the symmetry into accounts, any con-
clusions drawn from the numerical solutions may be flawed or even meaningless.
At high bias (eV > 2∆) where transport is linear and theoretical conductance are
often quoted, such symmetry can in fact exhibit an anomaly where conductance
may increase when coupling between leads are weakened by stretching the two
leads apart. A recent experimental measurement may suggest the existence such
anomaly [115]. Also it is worth noting that this could only exist in superconduct-
ing systems, and would never exist in normal junctions where symmetry is not
important. Additionally a spectroscopy method was also proposed to measure the
symmetry, with a modification to one of the superconducting lead into normal.
In the second part, the effects from external microwave radiations on SNN
systems were studied. Separate effects from single level oscillations of the local-
ized levels and interlevel transitions were demonstrated. Single level oscillations
create current singularities which originate from the reconstructions of the DOS
into series of Andreev bound states separated by the energy of a photon. This
looks very clearly especially at bias around the main DC resonance, and less so at
higher bias. The DC resonance peak is still retained after the radiation is exposed,
which is different from previous results in the literature [100]. On the other hand, in-
terlevel transitions create splitting of the main DC resonance into two peaks. The
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energy difference between the two peaks is proportional to the interlevel coupling
strength, and this splitting can only happens at the Rabbi frequency. The theory
provides the possibility for an experimental inference to measure the strength of
the interlvel coupling.
So far the transport analyses are based on model Hamiltonians, and they do
not represent real atomic structure of the contacts, the quantum dot, and there-
fore some important and delicate surface properties etc. Thus some possible fu-
ture works would be to incorporate the NEGF technique into ab-initio supercon-
ductors, where realistic atomic constitutents of the contact can be incorporated.
Fortunately such an ab-initio superconductivity is already proposed by Lu¨ders et
al. [14,15], who describe the electron density and order parameter by a Kohn-Sham
equation that resembles Bogoliubov de Gennes equations, with an additional nu-
clear density matrix that follows from Schro¨dinger equation with an effective N-
body interactions. These equations are coupled together via exchange-correlation
functionals which are universal functionals of the three densities (electron, order
parameter and nuclear). The theory has been shown to have very good agree-
ments with experimental results in terms of the predicted transition temperatures,
energy gap at zero temperature and thermodynamic properties like specific heat.
A range of superconductors with both strong and weak electron-phonon coupling
are equally well described, implying that the ab-initio calculations for supercon-
ductors are indeed feasible. Incorporation of NEGF with ab-initio superconduc-
tivity would allow theoretical predictions to be compared with the experimental
data without the need for free parameters.
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2DEG Two dimensional electron gas
AFM Atomic Force Microscope
AR Andreev Reflections
ATK Atomistix Tool Kit
BCS Bardeen Cooper Schrieffer
BdG Bogoliubov-de Gennes
CNT Carbon Nanotube
CNT-FET Carbon Nanotube Field Effect Transistor
DFT Density Functional Theory
DOS Density of States
EC Conduction band minimum energy
ESB Schottky barrier energy
FET Field Effect Transistor
GGA Generalized Gradient Approximation
GL Ginzburg-Landau (theory)
H.c. Hermitian conjugate terms
INT Interface region
LDA Local Density Approximation
M (subscript) Metal leads
MAR Multiple Andreev Reflections
MBE Molecular Beam Epitaxy
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MCBJ Micro Controlled Break Junction
MIGS Metal Induced Gap States
NEGF Non-Equilibrium Green’s Functions
PCAR Point Contact Andreev Reflections
PDOS Projected Density of States
PMMA Polymethyl methacrylate, a transparent thermoplastic glass
QPC Quantum Point Contact
SB Schottky Barrier
SC (subscript) Semiconductor
SBH Schottky Barrier Height
ScS Superconductor-constriction-Superconductor





SQUID Superconducting Quantum Interference Device
STM Scanning Tunneling Microscope
SZ Single Zeta (basis)
SZP Single Zeta Polarized (basis)
SWCNT Single Wall Carbon Nanotube
WBA Wide Bandwidth Approximation
a(†) annihilator (creator) operator on superconducting leads
β BCS density of states (a complex number)
c(†) annihilator (creator) operator on the central region (quantum dot)
∆ Superconducting energy gap
e Electron charge
ǫ Energy
ε Localized (discrete) energy level
f Fermi-Dirac distribution function
Γ Coupling strength between leads and central region
~ Plank’s constant (~ = h/2π = 1.05457147× 10−34 m2kg/s)
H.c. Hermitian conjugate terms
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gr/</> Green’s functions of the quantum dot (central region)
Gr/</> Green’s functions of the whole system
I Current
q Floquet quasienergy
s Potential symmetry parameter
σz Pauli Matrix (2× 2)
Σr/</> Self-energy
t, t Tunneling coefficient (bold face for matrix) between leads and
central region
Tm Welding temperature
V Voltage or bias
〈V 〉 Average electrostatic potential
ω (Field) frequency
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Appendix B
Derivations of relevant equations
B.1 BCS free propagators
The derivations for the free propagators gr and g< follow from the equation of
















for simplicity let’s assume∆ to be k-independent and real and ǫk is spin-independent.
Using extra commutation properties for fermions,
[AB,C] = A{B,C} − {A,C}B (B.2)
we can evaluate the time derivatives of operators ak↑ and a†−k↓ in the Heisenberg
picture,
a˙k↑ = i[H, ak↑]




ia˙†−k↓ = −ǫka†−k↓ +∆ak↑ (B.4)
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The sets of equations can be arranged in matrix form,[
i∇t − ǫk −∆






since the operators are not zero, the matrix needs to be singular,
det
[
i∇t − ǫk −∆




∇2t = −(ǫ2k +∆2) = −ω2k (B.7)
The general solutions to this takes the form,
ak↑(t) = Ae







We need to find the constants A and B first. Taking the time derivatives of ak↑(t)
and then set t = 0 for boundary conditions, after rearranging gives,

































B.1. BCS FREE PROPAGATORS

























































Now let’s calculate the (11) component of gr, summed up for all k,∑
k



































that is using approximation that ρN is relatively constant [101] and using a change
of variable,




thus dǫk = dǫ ǫ/
√
ǫ2 −∆2 we get the (11) component as
∑
k
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where β(ǫ) is the complex BCS density of states,
β(ǫ) =
|ǫ|√




∆2 − ǫ2 θ(∆− |ǫ|) (B.17)
and we do the same for other components of gr to get the full 2× 2 matrix equa-
tion. For g< using the method above is becoming untractable and we would use
approximation technique by Cuevas et al. given by the expression [102]
g<(ǫ) = 2πiρBCS(ǫ)f(ǫ) (B.18)
where ρBCS(ǫ) = (1/π)Im[ga(ǫ)] is the BCS density of states. Dropping the step
function gives the (11) component,
∑
k




and other components are evaluated in similar ways.
B.2 Time dependent current formulation
































We can define ˆ˜ΣL, the Eq.(4.22) using definition of matrix tˆ in Eq.(4.14), and


































L , we finally end up with Eq.(4.21),


















B.3 Equation of motion in Nambu space
We want to verify the consistency of the equation of motion in Nambu space






















for normal and superconducting system respectively. The corresponding general-
ized time ordered Green’s function can be defined in Nambu space as,
GˆTi,k(t, t1) = −i〈T (Ψˆci(t)Ψˆ†ak(t1)〉
= −i
[
〈T (ci↑(t)a†k↑(t1))〉 〈T (ci↑(t)a−k↓(t1))〉
〈T (c†i↓(t)a†k↑(t1))〉 〈T (c†i↓(t)a−k↓(t1))〉
]
(B.20)
We can then take the time derivative with respect to t1 to obtain the equation
of motion for the time ordered Green’s function. Now let us start with the (11)
component first which gives us the following,
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∂
∂t1


























GˆT(11)i,k(t, t1) = ǫk↑Gˆ
T










The commutations make use of the extra properties for fermion in Eq.(B.2). If we




GˆT(11)i,k(t, t1) = ǫk↑Gˆ
T




















GˆT(21)i,k(t, t1) = ǫk↑Gˆ
T


















We see above the interdependencies between various Green’s function which sug-
gest a coherent matrix structure. These four equations can be written by simple
inspection in a concise matrix form complies with the Nambu structure as the
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which is consistent with the resonant tunneling model illustrated in chapter one.
B.4 Selfenergy in time domain
To derive Eq.(4.25) we can start with the equation of motion of Gˆri,j,
Gˆri,j(t, t1) = −iθ(t− t1)
[
〈{ci↑(t), c†j↑(t1)}〉 〈{ci↑(t), cj↓(t1)}〉
〈{c†i↓(t), c†j↑(t1)}〉 〈{c†i↓(t), cj↓(t1)}〉
]
The equation of motion is,
−i d
dt1
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where we have introduced extra symbols for the matrix terms,
ΞˆLi,k(t, t1) = −iθ(t − t1)
[
〈{ci↑(t), a†Lk↑(t1)}〉 〈{ci↑(t), aL−k↓(t1)}〉
〈{c†i↓(t), a†Lk↑(t1)}〉 〈{c†i↓(t), aL−k↓(t1)}〉
]
ΞˆRi,k(t, t1) = −iθ(t − t1)
[
〈{ci↑(t), a†Rk↑(t1)}〉 〈{ci↑(t), aR−k↓(t1)}〉
〈{c†i↓(t), a†Rk↑(t1)}〉 〈{c†i↓(t), aR−k↓(t1)}〉
]




























































Now deriving the self-energy from Ξˆ can be done by replacing it with another
expression that can be proved to be equivalent to it by comparing their equation
of motions. What it means is we write the equation of motions of Ξˆ for both
versions, and they should look identical in form. The meaning of this is the two
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expressions are equal up to a constant which may be set arbitrarily (to zero) for
the convenience of boundary condition at t = 0. In other words we wish to show
that,
ΞˆLi,k(t, t1) = −iθ(t− t1)
[
〈{ci↑(t), a†Lk↑(t1)}〉 〈{ci↑(t), aL−k↓(t1)}〉
〈{c†i↓(t), a†Lk↑(t1)}〉 〈{c†i↓(t), aL−k↓(t1)}〉
]
ΞˆRi,k(t, t1) = −iθ(t− t1)
[
〈{ci↑(t), a†Rk↑(t1)}〉 〈{ci↑(t), aR−k↓(t1)}〉























by comparing their equation of motions. We will do it only for the left lead,
starting with the first expression,
d
dt1



















































































Thus they are equivalent. So, finally we have gathered all the terms we need,
Gˆri,j(t, t1) = gˆ
r
































































































where the total selfenergy is simply Σˆrl,j = ΣˆrLl,j+ΣˆrRl,j. For the lesser self-energy
Σˆ<, the process is essentially the same but would end up with (tˆ⋆gˆ<tˆ) instead of
(tˆ⋆gˆr tˆ). This simple expression for the selfenergy is easily obtained because we
have a non-interacting quantum dot.
B.5 Selfenergy in frequency domain
The explicit expressions for the selfenergies in frequency domain in chapter
three can be obtained using resonant tunneling model, valid for non-interacting
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Using the expression for the BCS free propagator, the (11) component of the left




































where we introduce notation ǫm = (ǫ + mω). The (22) component is identical,
















the (21) component is similar. For the right retarded self-energy we set VR = −V ,






























































and the rest of equation can be derived using the same way. The lesser selfenergy
is given by,
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