We address the problem of failure diagnosis in discrete event systems with decentralized information. We propose a coordinated decentralized architecture consisting of two local sites communicating with a coordinator that is responsible for diagnosing the failures occurring in the system. We extend the notion of diagnosability, originally introduced in [l] for centralized systems, to the proposed coordinated decentralized architecture. We specify three protocols that realize the proposed architecture. We analyze the diagnostic properties of these protocol. The key features of the proposed protocols are: (i) they achieve, each under a set of assumptions, the same diagnostic performance as the centralized diagnoser; and (ii) they highlight the performance vs. complexity tradeoff that arises in coordinated decentralized architectures.
Introduction
Failure detection and isolation is an important task in the automatic control of large complex systems, and consequently, the problem of failure diagnosis has received considerable attention in the literature. Many schemes ranging from fault-tree and analytical redundancy methods to discrete event system (DES) approaches [l, 2, 3, 4, 51, model based reasoning and expert systems methods, have been proposed to approach this problem. For a brief description of these methods, the interested reader is referred to [6] and the introduction of [l] and the references therein.
Almost all of the abovementioned approaches have been developed for systems where the information used for fault diagnosis is centralized. Only the method of template monitoring [3] is cited to have the advantage of being easily implemented in distributed control architectures. Many systems are decentralized in nature, for instance, the majority of technological complex systems (computer and communication networks, manufacturing and power systems, etc.) are informationally decentralized. In this paper, we investigate failure diagnosis problems in DES under decentralized information. We extend the notion of diagnosability, introduced in [l] for centralized systems, to a coordinated decentralized architecture consisting of two local sites communicating with a coordinator that is responsible for diagnosing the failures occurring in the system. We present specific protocols that realize the architecture under consideration. A protocol specifies the diagnostic information generated at the local sites, the communication rules used by the local sites, and the decision rule employed by the coordinator. We present and discuss the diagnostic properties of the suggested protocols. The on-line diagnostic process is carried out by the diagnosers introduced in [I], or a slight variations of these diagnosers. The key feature of the coordinated decentralized protocols presented in this paper is that (i) they achieve, each under a set of assumptions, the same diagnostic performance as the centralized diagnoser; and (ii) they highlight the performance vs. complexity tradeoff that arises in coordinated decentralized architectures.
Preliminaries

The system model
The system to be diagnosed is modeled as a deterministic FSM
where X is the state space, C is the set of events, 6
is the partial transition function, and 20 is the initial state of the system. The model G accounts for the normal and failed behavior of the system. The behavior of the system is described by the prefix-closed language L(G) generated by G. L(G) is a subset of C*, where E* denotes the Kleene closure of the set C. In this paper we will use the language L(G), or simply L , and the system interchangeably.
The event set C is partitioned as C = CO U E,, where CO represents the set of observable events and E,, the set of unobservable events.
Let C f & C denote the set of failure events which are 0-7803-4394-8198 $1 0.00 0 1998 IEEE to be diagnosed. We assume, without loss of generality, that C f Xu,. Our objective is to identify the occurrence, if any, of the Cailure events, given that in the traces generated by the system, only the events in CO are observed. In this regard, we partition the set of failure events into disjoint sets corresponding to different failure types
(2)
Let IIf denote this partition. Hereafter, when we write a failure of type Fi has occurred, we will mean that some event of the set Cfi has occurred. We will write s E q ( C f i ) to denote the fact that the last event of s is a failure event of type Fi.
Diagnosability and diagnosers
A language is said to be diagnosable with respect to a set of observable events and a failure partition if within a finite delay, the occurrence of any failure can be detected using the history of observable events (we refer the reader to [l] for the formal definition).
The diagnoser is a deterministic FSM built from the system model G. This machine is at the core of the diagnostic methodology of [l, 7, 81. It is used to analyze the diagnosability properties of G and to perform diagnostic when it observes on-line the behavior of the system. We define first the set of failure labels A, = {Fl, F 2 , . . . , Fj} where lIIfl = j , and the complete set of possible labels A = { N } U 2 A f . Here N is to be interpreted as meaning normal, while Fi, i E { 1 , 2 , . . . , j } as meaning that a failure of type F i has occurred. Define Qo = 2 x 0 x A , where where xi E X , and li E A.
We say that the diagnoser Gd has an Fi-indeterminate cycle if there exist two traces s1 and s2 of arbitrarily long length in L(G), such that they both have the same observable projection, and s1 contains a failure event from the set C f i , while s2 does not.
3 General specification of the problem
A Coordinated decentralized architecture
In this paper, we restrict attention to a coordinated decentralized architecture with two local sites communicating with a coordinator. This architecture is depicted in Figure 1 . We will present three protocols that realize this architecture in Sections 4, 5 and 6 . In Figure 1 , the top block represents the complete system model, or G in the notation of Section 2.1. Each site is composed of two modules: an observation module and a diagnostic module. The site i, i E {1,2}, locally observes the system based on its available sensing capabilities. Therefore, a projection Pi [l] is associated with site i, where Pi is defined on the set of observable events C,i (note here that Col and Co2 need not be disjoint although sites 1 and 2 may be physically apart). The union of Col and Co2 is the set of observable events Co. Site i locally processes its own observations and generates its diagnostic information. Both sites communicate some form of their diagnostic information to the coordinator. The task of the coordinator is to process, according to a prescribed decision rule, the messages received from both sites to infer occurrences of failures. If a failure is detected by the coordinator, it is broadcasted to the failure recovery module.
We investigate the diagnosability properties of the above architecture under the following assumptions. 5. Messages communicated between the local sites and the coordinator are received in the order they are sent (globally). 6 . Each site knows the events observable by the other site.
L(G)
7. The two sites are allowed to report t o the coordinator only some processed version of their raw data. 8. The coordinator does not have a model of the system. It has a simple structure; specifically, it has limited memory and limited processing capabilities.
Definition of diagnosability
The definition of diagnosability in [l] assumes centralization of the available information; hence it is not directly applicable to coordinated decentralized systems. Moreover, the coordinated decentralized architecture in Figure 1 represents a class of realizations of the same architecture differentiated by the choice of the communication rules and the coordinator's decision rule. Therefore, to define diagnosability for coordinated decentralized systems, we need to account for the rules used to generate local diagnostic information together with the associated communication rules and the coordinator's decision rule. In the proposed coordinated architecture the local agents do not interact with one another; they only communicate with the coordinator that is assigned the task of detecting and isolating failures. Let C denote the coordinator's diagnostic information. Based on this discussion we introduce the following definitions. Note that the above result is true irrespective of the system structure. Moreover, in [9, 101 we prove that the result is true irrespective of the partitioning of observable events, and provide necessary and sufficient conditions for a system to be diagnosable with respect to Protocol 1.
Protocol 2: a second coordinated decentralized protocol
In this section we present a protocol, called Protocol 2,
that achieves the same performance as the centralized diagnoser under some constraints on the system structure.
Diagnostic information at local sites
Diagnosers will be implemented at local sites. Consequently, the diagnostic information available at each site is provided by the state of the diagnoser. The state information is refined by the unobservable reach which is defined as follows. {3N,4N,5N,6N,7N ). All states carry the normal label N since there were no failure events along any trace in S. 
Communication rules
To define the communication rules, we first note that right after the occurrence of an event that is observable 
Decision rule
The decision rule of the coordinator consists of two components : (1) a rule according to which its information is updated; and (2) a rule according to which failure occurrences are declared and broadcasted to the failure recovery module.
To specify the information update rule we first describe the structure of the coordinator. The coordinator has five registers, ( R l , R2, R3, R4, S B ) , besides the register C that holds its diagnostic information. The five registers are used to store incoming messages from the local sites and previous relevant values necessary for the update of its information. RI and RP hold the latest states of Gdl and G d 2 , respectively, Rs and R4 hold the latest unobservable reaches of Gdl and Gd2, respectively, and S B specifies whether to apply the information update rule to the available information in the registers ( S B = 0 ) or wait for the next incoming message ( S B = 1). At reset, Rl and R2 are initialized with the initial states of Gdl and G d 2 , respectively, while R 3 and R4 hold the unobservable reaches of the initial state of Gdl and G d 2 , respectively. The register S B is initially set to 0. The information update rule is specified in Table 1 . Based on the available information, the rule picks one of the actions DR1 -DR6. The coordinator declares that a failure has occurred when its diagnostic 
Diagnostic properties of Protocol 2
We first define failure-ambiguous traces in the language L(G). 
Protocol 3: a third coordinated decentralized protocol
In this section, we present a protocol, called Protocol 3, that has the feature of declaring the occurrence of failures based on the raw information the coordinator receives from the local sites.
Diagnostic information at local sites
We implement diagnosers at the local sites. Therefore, the state of the diagnoser, after the occurrence of an observable event, is the diagnostic information based on which the site is supposed to infer the occurrence of failures.
Communication rules
The communication rules are defined as follows
[CRi], i = 1,2: After the agent at site i observes an event o E C,i that leads to an Fi-certain state in the diagnoser Gdi, it communicates the label Fi to the coordinator, meaning that a failure of type Fi has occurred.
Decision rule
The coordinator declares that a failure of type F i has occurred once its diagnostic information C is Ficertain. Since local sites communicate failure labels detected by their diagnosers, once the coordinator receives a message containing the information Fi, it declares the occurrence of a failure of type Fi and broadcasts the information to the failure recovery module.
Diagnostic properties of Protocol 3
The concept of fully-ambiguous traces plays an important role in determining the diagnostic properties of Protocol 3. filly-ambiguous traces are defined as follows. Note that a failure-ambiguous trace is a fullyambiguous trace; however the reverse is not true since there are no restrictions on the failure properties of s' and s" in the definition of a fully-ambiguous trace. As is the case with Protocol 2, the partitioning of observable events affects the diagnostic properties of protocol 3. In [IO] we present a test that verifies whether Protocol 3 performs as well as the centralized diagnoser, or in other words the test checks for the existence of fully-ambiguous traces.
Discussion
As is the case with all coordinated decentralized architectures, the issue of performance vs. complexity should be addressed. Protocol 1 performs as well as the centralized diagnoser irrespective of the system structure and the partitioning of observable events. Protocol 2 achieves the same task while constraining the system structure, and Protocol 3 adds additional constraints to those of Protocol 2 to achieve the diagnostic performance of the centralized diagnoser. Note here that the performance of Protocols 2 and 3 depend on the partitioning of observable events. Therefore, the diagnostic performance of the protocols improves from 3 to 2 to 1. However, the complexity of implementing the protocols degrades from 3 to 2 to 1: from a minimal amount of processing and communication and a simple decision rule for Protocol 3 to more processing and communication, and a more involved decision rule for Protocol 2, to more processing and communication and an even more complicated decision rule for Protocol 1 [9, lo] .
The results of this paper can be extended in a straightforward manner to a coordinated decentralized architecture similar to that of Section 3 and consisting of m (rn > 2) local sites. This is explained in [lo] .
Finally, our analysis was based on a set of assumptions, some of which, namely the liveness of the language and the nonexistence of cycles of unobservable events, can be relaxed easily as discussed in [8] . However, the assumptions on the order of message reception at the coordinator site are indeed critical. In [IO] we present an example where not preserving the global order of reception of messages at the coordinator site leads to declaring a false positive indefiniteiy. The example reveals some fundamental limitations of the untimed DES mathematical model that is used.
