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PROPERTIES OF UNIQUE INFORMATION
JOHANNES RAUH AND MAIK SCHU¨NEMANN
Abstract. We study the measure of unique information UI(T : X\Y ) defined
by Bertschinger et al. [2014] within the framework of information decomposi-
tions. We study uniqueness and support of the solutions to the optimization
problem underlying the definition of UI. We give necessary conditions for non-
uniqueness of solutions with full support in terms of the cardinalities of T , X
and Y and in terms of conditional independence constraints. Our results help
to speed up the computation of UI(T : X \Y ), most notably in the case where
T is binary. In the case that all variables are binary, we obtain a complete
picture where the optimizing probability distributions lie.
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1. Introduction
Bertschinger et al. [2014] introduced an information measure UI(T : X \ Y )
which they called unique information. The function UI is proposed within the
framework of information decompositions [Williams and Beer, 2010] to quantify
the amount of information about T that is contained in X but not in Y . Similar
quantities within this framework have been proposed by Harder et al. [2013], Ince
[2017], James et al. [2018] and Niu and Quinn [2019]. Among them, the quantity
UI is characterized that it is the only one with a full axiomatic characterization.
Although it has received a lot of attention by theorists [see e.g. Rauh et al., 2014], so
far, applications have focused on other measures, because UI is difficult to compute,
although there has been recent progress [Banerjee et al., 2018].
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The function UI is defined by means of an optimization problem. Let T , X , Y
be random variables with finite state spaces T ,X ,Y and with a joint distribution P .
Let ∆T ,X ,Y be the set of all joint distributions of such random variables, and let
∆P =
{
Q ∈ ∆T ,X ,Y : Q(X = x, T = t) = P (X = x, T = t),
Q(Y = y, T = t) = P (Y = y, T = t) for all x ∈ X , y ∈ Y, t ∈ T
}
be the set of all joint distributions that have the same pair marginals as P for the
pairs (X,T ) and (Y, T ). Then
(1) UI(T : X \ Y ) = min
Q∈∆P
IQ(T : X |Y ),
where IQ(T : X |Y ) denotes the conditional mutual information of T andX given Y ,
computed with respect to Q. Due to the invariances in ∆P , the optimization
problem in (1) can be reformulated as follows:
(2) min
Q∈∆P
IQ(T : X |Y ) = H(T |Y )− max
Q∈∆P
H(T |X,Y ).
This paper studies UI, focusing on the following two questions:
(1) When is there a unique solution to the optimization problems in (2)?
(2) When is there a solution in the relative interior of ∆P ?
In the framework of information decomposition, the solutions to the optimization
problems (2) are distributions with “zero synergy about T .” Thus, understanding
these solutions sheds light on the concept of synergy. If the solution is unique, there
is a unique way to combine the random variablesX and Y without synergy about T
that preserves the (X,T )- and (Y, T )-marginals. If the solution is not unique, there
are many different such possibilities. Moreover, a unique solution Q∗ might be used
to “localize” the information decomposition, in the sense of Finn and Lizier [2018]
(although there might be conceptual problems, because the support of Q∗ might
not satisfy supp(Q∗) ⊇ supp(P )).
A better understanding of the optimization problems also helps in the compu-
tation of UI. For example, our results allow to compute UI in constant time in
the case that all random variables are binary, by explicitly solving the optimization
problem. In the case where T is binary, an optimum in the interior of ∆P can be
found by solving a linear programming problem.
Summary of results and outline. Section 2 describes the optimization do-
main ∆P and its support in dependence of P .
Section 3 summarizes general facts about the optimization problem that hold
for arbitrary X , Y and T . In particular, it is shown that under some conditions
on the support of ∆P , if both conditional independence statements T ⊥P X and
T ⊥P Y hold, it follows that the optimum is not unique.
Section 4 specializes to the case where T is binary. In this case, if there is an
optimizer in the interior, then this optimizer satisfies a conditional independence
constraint. In general, the optimizer is not unique. We analyze how often the
optimum lies in the interior or at the boundary of ∆P and how often an optimum
in the interior is unique as a function of the cardinalities of X ,Y when sampling P
uniformely from ∆T ,X ,Y .
Section 5 gives a complete picture for the case where all variables are binary. A
closed form expression is given for optimizers that lie in the interior of ∆P . If the
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optimizer does not lie in the interior, the optimum is attained at an extremal point
of ∆P .
Finally, Section 6 collects examples that demonstrates that the conditions of
some of our results are indeed necessary.
2. The optimization domain ∆P
Fix a joint distribution P ∈ ∆T ,X ,Y . Since the marginal of T is constant on ∆P ,
the support of T , which we denote by T ′ := {t ∈ T : P (T = t) > 0}, is also
constant on ∆P .
Any distribution Q ∈ ∆P is characterized uniquely by the conditional probabil-
ities Q(X,Y |T = t) for t ∈ T ′. The map
P ∈ ∆T ,X ,Y 7→
(
P (X,Y |T = t)
)
t∈T ′
(where T ′ depends on P ) induces a linear bijection
∆P = ×
t∈T ′
∆P,t,
where
∆P,t =
{
Q ∈ ∆X ,Y : Q(X = x) = P (X = x|T = t),
Q(Y = y) = P (Y = y|T = t)
}
,
and ∆X ,Y is the set of all probability distributions of random variables X,Y with
finite state spaces X ,Y. For example, when X and Y are binary, ∆P,t is a line
segment (which may degenerate to a point) for all t ∈ T ′. Thus, ∆P is a product
of line segments; that is, a hypercube (up to a scaling). If T is also binary, then
∆P is a rectangle (a product of two line segments), which may degenerate to a line
segment or even a point depending on the support of P .
In the following, for Q ∈ ∆P and t ∈ T ′, we write Qt := Q(X,Y |T = t) for the
conditional distribution of X,Y given that T = t. The product structure of ∆P
implies: if Q ∈ ∆P lies on the boundary of ∆P , then at least one of the Qt lies
on the boundary of ∆P,t. Moreover, Q lies on the boundary of ∆T ,X ,Y . Hence,
the boundaries of the polytopes ∆P or ∆P,t are characterized by the vanishing of
coordinates.
Remark 2.1. In the following, the expression boundary of ∆P refers to the relative
boundary. If P lies on the boundary of ∆T ,X ,Y , then ∆P may be a subset of
the boundary of ∆T ,X ,Y . This happens if and only if one coordinate vanishes
throughout ∆P,t (and thus one coordinate vanishes throughout ∆P ). In this case,
∆P is part of the boundary of ∆T ,X ,Y . However, the (relative) boundary of ∆P is
a strict subset of ∆P , and the same holds for ∆P,t.
Let A be the linear map that maps a joint distribution P ∈ ∆T ,X ,Y to the pair
(P (X,T ), P (Y, T )) of marginal distributions. Then
∆P = (P + ker(A)) ∩∆T ,X ,Y .
The difference of any two elements of ∆P belongs to ker(A). Conversely, the
elements of ker(A) can be used to move within each ∆P . A generating set of
ker(A) is given by the vectors
(3) γt;x,x′;y,y′ = δt,x,y + δt,x′,y′ − δt,x,y′ − δt,x′,y, x, x
′ ∈ X , y, y′ ∈ Y,
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where δt,x,y denotes the dirac measure supported at T = t,X = x, Y = y. These
vectors are not linearly dependent. One way to choose a linearly independent subset
is to fix x0 ∈ X , y0 ∈ Y. Then the set
Γ :=
{
γt;x,x0;y,y0 : x ∈ X \ {x0}, y ∈ Y \ {y0}
}
is a basis of ker(A).
Remark 2.2. Apart from being symmetric, the larger dependent set has the follow-
ing advantage, which is reminiscent of the Markov basis property [Diaconis and Sturmfels,
1998]: Any two points Q,Q′ ∈ ∆P can be connected by a path in ∆P by applying a
sequence of multiples of the elements γt;x,x′;y,y′. The same is not true if we restrict
x′, y′ to x0, y0: if Q(X = x0) = 0, then adding a multiple of γt;x,x0;y,y0 for any
x ∈ X , y ∈ Y leads to a negative entry.
Let V be the set of distributions Q0 ∈ ∆T ,X ,Y that have a factorization of the
form
Q0(t, x, y) = Q0(t)Q0(x|t)Q0(y|t).
Thus, V consists of all joint distributions that satisfy the Markov chain X – T – Y .
For each P ∈ ∆T ,X ,Y , the intersection ∆P ∩ V contains precisely one element
Q0 = Q0(P ); namely
(4) Q0(t, x, y) = P (t)P (x|t)P (y|t).
A general distribution Q ∈ ∆ can thus be expressed uniquely in the form
Q = Q0 +
∑
t,x′,y′
P (t)γt,x′,y′γt;x0;x;y0,y(5)
with Q0 = Q0(Q) ∈ V and γ = (γt,x′,y′)t,x′ 6=x0,y′ 6=y0 denoting the coefficients with
respect to Γ.
Let supp(∆P ) :=
⋃
Q∈∆P
supp(Q) be the largest support of an element of ∆P .
Generic elements of ∆P have support supp(∆P ). We also let
supp(∆P,t) :=
⋃
Q∈∆P
supp(Qt)
=
{
(x, y) ∈ X × Y : (t, x, y) ∈ supp(∆P )
}
for t ∈ T ′.
If ∆P is a singleton, then P = Q0. In this case, supp(∆P ) = supp(P ), and
supp(∆P,t) = supp(Pt). For t ∈ T ′ let Xt =
{
x ∈ X : P (X = x|T = t) > 0
}
and
Yt =
{
y ∈ Y : P (Y = y|T = t) > 0}. It follows from the definitions:
Lemma 2.3. Let t ∈ T ′. Then supp(∆P,t) = supp(Q0,t) = Xt × Yt. Moreover,
supp(∆P ) = supp(Q0). Thus, Q0 has maximal support in ∆P .
The next lemma follows from Lemma 2.3 and the definitions:
Lemma 2.4. Let t ∈ T , x ∈ X and y ∈ Y. The following statements are equivalent:
(1) ∆P lies in the face of ∆T ,X ,Y defined by Q(t, x, y) = 0.
(2) (t, x, y) /∈ supp(∆P ).
(3) Every Q ∈ ∆P satisfies Q(t, x, y) = 0.
(4) Q0 := Q0(P ) satisfies Q0(t, x, y) = 0.
(5) P (T = t, Y = y)P (T = t,X = x) = 0.
Lemma 2.5. Let t ∈ T ′. The following are equivalent:
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(1) ∆P,t is a singleton.
(2) At least one of Xt, Yt is a singleton.
Proof. Condition 2. in the lemma captures precisely when it is not possible to add
a multiple of some γt;x,x′;y,y′ to P or, in fact, to any Q ∈ ∆P (cf. Remark 2.2). 
3. Support and uniqueness of the optimum
This section studies the uniqueness of the optimizer and the question, when it
lies on the boundary of ∆P . There are many relations between uniqueness and
support of the optimizers: Lemma 3.1 states that, if the optimizer is not unique,
then there are optimizers with restricted support. Theorems 3.6, 3.7, 3.8 and 3.10
prove that either the optimizer lies at the boundary or it is not unique under a
variety of different assumptions that involve the cardinalities of |X |, |Y| and |T | or
conditional independence conditions.
Lemma 3.1. If the optimizer is not unique, then there exists an optimizer on the
boundary of ∆P .
Proof. Suppose that there are two distinct optimizers Q1, Q2 ∈ ∆P . By convexity
of the target function on ∆P , the convex hull of Q1 and Q2 consists of optimizers.
Since the target function is analytic, at least in the interior of ∆P , any measure
on the line through Q1 and Q2 is an optimizer. This line intersects the boundary
of ∆P . 
The derivative of IQ(T : X |Y ) in the direction of γt;x,x′;y,y′ at Q equals
(6) log
(
Q(t, x, y)Q(t, x′, y′)
Q(t, x, y′)Q(t, x′, y)
·
Q(x, y′)Q(x′, y)
Q(x, y)Q(x′, y′)
)
= log
(
Q(t|x, y)Q(t|x′, y′)
Q(t|x, y′)Q(t|x′, y)
)
,
assuming that the probabilities in the logarithm are positive. Otherwise, the partial
derivative has to be computed as a limit.
Remark 3.2. The vanishing of the directional derivative of IQ(T : X |Y ) can be
seen as a determinantal condition: all derivatives (6) vanish if and only if for all
t ∈ T ′ the determinants of all 2×2-submatrices of the matrix (Q(t|x, y))x,y ∈ RX×Y
vanish; that is, if and only if these matrices have rank one. As
∑
t∈T ′ Q(t|x, y) = 1
for all x, y, the sum of these rank-one matrices is again of rank one.
Conversely, let Q˜1, . . . , Q˜k be non-negative rank-one matrices such that the sum
Q˜ = Q˜1 + · · · + Q˜k is non-zero and again of rank one; say q = vtw with v, w
non-negative. Let V = diag(v), W = diag(w), and let qt = V
−1qtW
−1 for t =
1, . . . , k. Then q1 + · · · + qk = V −1Q˜W−1 is the matrix with all entries equal
to one. Thus, the matrices qt for t = 1, . . . , k can be interpreted as matrices
of conditional probabilities q(t|X,Y ). Together with any distribution of the pair
(X,Y ), one obtains a distribution q(T,X, Y ) at which all directional derivatives of
IQ(T : X |Y ) vanish.
Lemma 3.3. Let Q∗ be a minimizer of IQ(T : X |Y ) for Q ∈ ∆P , and let (t, x, y) ∈
supp(∆P ). If Q
∗(t, x, y) = 0, then Q∗(x, y) = 0. Thus, Q∗(t′, x, y) = 0 for all
t′ ∈ T .
Proof. Suppose that Q∗(t, x, y) = 0, but that Q∗(x, y) > 0. Then there exist x′, y′
such that Qǫ := Q
∗ + ǫγt;x,x′;y,y′ is non-negative for ǫ > 0 small enough (and thus
Qǫ ∈ ∆P ). In particular, Q
∗(t, x′, y), Q∗(t, x, y′) > 0.
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Since Q∗ is a minimizer, the partial derivative (6) at Q∗ must be non-negative.
Note that, by assumption, Q∗(t, x, y) = 0. If all four probabilities in the denom-
inator of the fraction in the logarithm were non-zero, then the partial derivative
would be equal to minus infinity. Thus, either Q∗(x, y) or Q∗(x′, y′) must vanish.
Suppose that Q∗(x, y) > 0. Then Q∗(x′, y′) = 0. Hence, Q∗(t, x′, y′) = 0, and so
Qǫ(t, x, y)Qǫ(t, x
′, y′)
Qǫ(t, x, y′)Qǫ(t, x′, y)
·
Qǫ(x, y
′)Qǫ(x′, y)
Qǫ(x, y)Qǫ(x′, y′)
=
ǫ2Qǫ(x, y
′)Qǫ(x
′, y)
Qǫ(t, x, y′)Qǫ(t, x′, y)Qǫ(x, y)ǫ
= O(ǫ).
Thus, the partial derivative diverges as log(ǫ) to −∞ as ǫ → 0, contradicting the
fact that Q∗ is a local minimizer. Therefore, Q∗(x, y) = 0. 
If Q∗(t, x, y) = 0 and Q∗(t, x′, y) > 0, Q∗(t, x, y′) > 0 for some t ∈ T ′, x, x′ ∈ X ,
y, y′ ∈ Y, then the partial derivative at Q∗ in the direction of γt;x,x′;y,y′ is
log
(
Q∗(t, x′, y′)Q∗(x, y′)Q∗(x′, y)
Q∗(t, x, y′)Q∗(t, x′, y)Q∗(x′, y′)
)
.
Therefore,
Q∗(t, x′, y′)Q∗(x, y′)Q∗(x′, y) ≥ Q∗(t, x, y′)Q∗(t, x′, y)Q∗(x′, y′),
or
Q∗(t, x′, y′)
Q∗(x′, y′)
≥
Q∗(t, x, y′)
Q∗(x, y′)
Q∗(t, x′, y)
Q∗(x′, y)
.
It is wellknown that entropy is strictly concave and that conditional entropy is
concave. From the proof of this fact, it is easy to analyze where conditional entropy
is strictly concave.
Lemma 3.4. The conditional entropy H(A|B) is concave in the joint distribution
of A,B. It is strictly concave, with the exception of those directions where P (A|B)
is constant. That is:
λHP1(A|B) + (1− λ)HP2(A|B) ≤ HλP1+(1−λ)P2(A|B)
with equality if and only if P1(A|B) = P2(A|B) a.e.
Proof. Let θ be a Bernoulli random variable with parameter λ, and consider the
joint distribution P of θ, A and B given by
P (A,B, θ) =
{
λP1(A,B), if θ = 0,
(1− λ)P2(A,B), if θ = 1.
Then
HλP1+(1−λ)P2(A|B) = HP (A|B) ≥ HP (A|B, θ)
= λHP1(A|B) + (1 − λ)HP2(A|B).
Equality holds if and only if A is independent of θ given B; that is:
P1(A|B) = P (A|B, θ = 0) = P (A|B, θ = 1) = P2(A|B). 
Lemma 3.5. Let Q1, Q2 ∈ ∆P be two maximizers of maxQ∈∆P HQ(T |XY ). Then
Q1(T |XY ) = Q2(T |XY ).
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Proof. We may assume that Q1 6= Q2. By assumption, HQ(T |XY ) is constant on
the line segment between Q1 and Q2. Thus, on this line segment HQ(T |XY ) is not
strictly concave. By Lemma 3.4, Q1(T |XY ) = Q2(T |XY ). 
Theorem 3.6. Suppose that |T | < max
{
|X |, |Y|
}
. If there exists an optimizer of
maxQ∈∆P HQ(T |XY ) with full support, then the optimizer is not unique.
Proof. Suppose that Q∗ ∈ argmaxQ∈∆P HQ(T |XY ) has full support. The proof
proceeds by finding a direction within ∆P in which HQ(T |XY ) is not strictly
concave. Consider the linear equation
(7) Q(t, x, y) = Q∗(t|x, y)Q(x, y) for Q ∈ ∆P .
If Q′ ∈ ∆P solves this equation, then, by Lemma 3.4, the function HQ(T |X,Y ) is
affine on the line connecting Q∗ and Q′. Since Q∗ is a maximizer, HQ(T |X,Y ) is
constant on this line, whence any point on this line is a maximizer. Thus, to prove
the theorem, it suffices to show that there exists a solution Q′ 6= Q∗ in ∆P to (7).
By Remark 3.2, for every t ∈ T ′, there exists a pair of non-negative vectors
vt, wt such that Q
∗(t|x, y) = vttwt. The assumption |T | < max
{
|X |, |Y|
}
implies
that there exist vectors v0, w0 6= 0 with vt0vt = 0 = w
t
0wt for all t ∈ T
′. For ǫ ∈ R
let
Qǫ(x, y) := Q
∗(x, y) + ǫvt0,xw0,y.
Then ∑
x∈X ,y∈Y
Qǫ(x, y) =
∑
x∈X ,y∈Y
Q∗(x, y) + ǫ
∑
x∈X ,y∈Y
v0,xw0,y = 1,
because∑
x∈X ,y∈Y
v0,xw0,y =
∑
x∈X ,y∈Y
v0,xw0,y
∑
t∈T ′
Q∗(t|x, y)
=
∑
t∈T ′
∑
x∈X
v0,xvt,x
∑
y∈Y
w0,ywt,y = 0.
Therefore, if ǫ is sufficiently close to zero, then Qǫ defines a probability distribution
for X and Y .
Extend Qǫ to a joint distribution of T,X, Y by Qǫ(t, x, y) = Q
∗(t|x, y)Qǫ(x, y).
Then Qǫ satisfies (7). It remains to show that Qǫ ∈ ∆Q∗ . From
Qǫ(t, x)−Q
∗(t, x) =
∑
y∈Y
(
Qǫ(t, x, y)−Q
∗(t, x, y)
)
=
∑
y∈Y
Q∗(t|x, y)
(
Qǫ(x, y)−Q
∗(x, y)
)
= ǫvt,xv0,x
∑
y∈Y
wt,yw0,y = 0
follows Qǫ(T,X) = Q
∗(T,X). The equality Qǫ(T, Y ) = Q
∗(T, Y ) follows similarly.

Theorem 3.7. Let |T | < |Y|, and suppose that UI(T : X \ Y ) = 0. If there is
an optimizer of maxQ∈∆P HQ(T |XY ) with full support, then the optimizer is not
unique.
Proof. The proof of Theorem 3.6 can be adapted. Under the assumptions of the
theorem, if Q∗ is an optimizer, then Q∗(t|x, y) = Q∗(t|x) does not depend on x.
Therefore, one may choose wt,y = 1 for all y ∈ Y, t ∈ T and vt,x = Q
∗(t|x).
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To construct w0, it now suffices that |X | ≥ 2, since all vectors wt, t ∈ T , are
identical. 
Theorem 3.8. Suppose that H(X), H(Y ) > 0. If T ⊥P X and T ⊥P Y , then
argmaxQ∈∆P HQ(T |X,Y ) is not unique.
Proof. Let Q0 = Q0(P ) = PTPX|TPY |T = PTPXPY ∈ ∆P . By construction,
T ⊥Q0 (X,Y ) . Since HQ(T |X,Y ) ≤ H(T ) for Q ∈ ∆P and since Q0 achieves
equality, Q0 maximizes H(T |X,Y ) on ∆P .
Due to the assumption of positive entropy, there exist x0, x1 ∈ X , y0, y1 ∈ Y
with PX(x0) > 0, PX(x1) > 0, PY (y0) > 0 and PY (y1) > 0. For δ ∈ R let
Qδ(t, x, y) := Q0(t, x, y) + δpT (t)γt;x0,x1;y0,y1 .
If |δ| is small enough, then Qδ is non-negative and hence belongs to ∆P . For such δ,
the conditional Qδ(x, y|t) does not depend on t, whence T ⊥Qδ (X,Y ) . Thus, all
such Qδ are maximizers of HQ(T |X,Y ) for Q ∈ ∆P . 
Example 3.9. Let P be the distribution of three independent uniform binary ran-
dom variables T,X, Y , and let P ′ be the joint distribution where X,T are uniform
independent binary random variables and where X = Y . Then ∆P = ∆P ′ , and
both P and P ′ maximize HQ(T |X,Y ) for Q ∈ ∆P .
This example is the same as Example 31 by Bertschinger et al. [2014]. Ironically,
Bertschinger et al. [2014] remarked that the optimization problem is ill-conditioned,
but they failed to observe the non-uniqueness of the optimum in this case.
The following technical result generalizes Theorem 3.8. It is illustrated by Ex-
ample 6.2.
Theorem 3.10. Suppose that T ⊥P X
∣∣Y and T ⊥P Y ∣∣X . If there exist x0 ∈
X , y0 ∈ Y with P (X = x0, Y = y0) > 0 and H(X |Y = y0) 6= 0 6= H(Y |X = x0),
then maxQ∈∆P HQ(T |X,Y ) is not unique.
Proof. If T ⊥P X
∣∣Y , then IP (T : X |Y ) = 0. From this it follows that P ∈
argminQ∈∆P IQ(T : X |Y ). The probability distributions that satisfy T ⊥P X
∣∣Y
and T ⊥P Y
∣∣X have first been characterized by Fink [2011]; see also the re-
formulation by Rauh and Ay [2014]. This characterization implies that there are
partitions X = X ′1 ∪ · · · ∪X
′
b and Y = Y
′
1 ∪ · · · ∪ Y
′
b such that supp(P ) ⊆ X
′
1 ×Y
′
1 ∪
· · · ∪ X ′b ×Y
′
b and such that T ⊥P {X,Y }
∣∣X ∈ X ′i , Y ∈ Y ′i for i = 1, . . . , b. There
exists i0 ∈ {1, . . . , b} such that x0 ∈ X ′i0 and y0 ∈ Y
′
i0
. Since H(X |Y = y0) 6= 0 6=
H(Y |X = x0), there exist x1 ∈ X ′i0 \ {x0} and y1 ∈ Y
′
i0
\ {y0} with P (x1, y0) > 0
and P (x0, y1) > 0. For δ > 0 let
Pδ = P + δ · P (T |X,Y )γt;x0,x1;y0;y1 .
If δ is positive and small enough, then Pδ is a probability distribution in ∆P with
supp(P ) = supp(Pδ). Moreover, T ⊥Pδ {X,Y }
∣∣X ∈ X ′i , Y ∈ Y ′i for i = 1, . . . , b.
Hence, T ⊥Pδ X
∣∣Y and T ⊥Pδ Y ∣∣X , and so Pδ ∈ argminQ∈∆P IQ(T : X |Y ).

4. The case of binary T
4.1. Independence properties for optimizers in the interior. If T ⊥P X
∣∣Y
or T ⊥P Y
∣∣X , then P solves the PID optimization problem (2). The next theorem
is a partial converse in the case of binary T :
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Theorem 4.1. Let T be binary. Assume that ∆P has full support and that Q˜ ∈
argmaxQ∈∆P HQ(T |X,Y )∩
◦
∆P . Then, T ⊥Q˜ X
∣∣Y or T ⊥Q˜ Y ∣∣X . Thus, either
UI(T : X \ Y ) = 0 or UI(T : Y \X) = 0.
Remark 4.2. The proof of the theorem relies on the vanishing condition of the
directional derivatives. Thus, the conclusion still holds when Q˜ does not have full
support, as long as all directional derivatives of the target function HQ(T |X,Y )
exist and vanish at Q˜. By Remark 3.2, this happens if and only if for any t ∈ T ′
the matrix (Q˜(t|x, y))x,y ∈ RX×Y has rank one.
Remark 4.3. When T has cardinality three or more, the statement of the theorem
becomes false; see Example 6.1. This is related to the fact that there exist three
positive rank-one-matrices the sum of which has again rank one, cf. Remark 3.2.
When the support of ∆P is not full, the statement of the theorem becomes false,
even when all variables are binary; see Example 6.4
Remark 4.4. Theorem 4.1 can be used to efficiently compute UI (and the corre-
sponding bivariate information decomposition) when the optimum lies in the inte-
rior of ∆P , as searching for conditional independences in ∆P constitutes solving a
linear programming problem (see the proof of Theorem 4.5). If no solution in the
interior is found, maxQ∈∂∆P (HQ(T |X,Y )) has to be solved.
Proof. Under the assumption that the optimum is attained in the interior of ∆P ,
it is characterized by
∂Hq(T |X,Y )
∂γt,x,y
= 0. This leads to the set of equations
log
Q˜(t|x, y0)Q˜(t|x0, y)
Q˜(t|x0, y0)Q˜(t|x, y)
= 0 ,
for t ∈ {0, 1}, x ∈ X \ {x0} and y ∈ Y \ {y0}. Since T is binary, for fixed x, y, this
leads to the conditions
Q˜(0|x, y0)Q˜(0|x0, y) = Q˜(0|x0, y0)Q˜(0|x, y)
Q˜(1|x, y0)Q˜(1|x0, y) = Q˜(1|x0, y0)Q˜(1|x, y) .
Using Q˜(0|x, y) = 1− Q˜(1|x, y), these equations rewrite to
Q˜(0|x, y0)Q˜(0|x0, y) = Q˜(0|x0, y0)Q˜(0|x, y)
Q˜(0|x, y0) + Q˜(0|x0, y) = Q˜(0|x0, y0) + Q˜(0|x, y) .
These equations imply
(Q˜(0|x, y0)− Q˜(0|x0, y0))(Q˜(0|x0, y)− Q˜(0|x0, y0))
= Q˜(0|x, y0)Q˜(0|x0, y)− Q˜(0|x, y0)Q˜(0|x0, y0)
− Q˜(0|x0, y0))Q˜(0|x0, y) + Q˜(0|x0, y0))
2
= Q˜(0|x0, y0)
(
Q˜(0|x, y)− Q˜(0|x, y0)− Q˜(0|x0, y) + Q˜(0|x0, y0)
)
= 0.
Therefore, for fixed values of x and y, there are only two possible solutions:
I(x, y) : Q˜(t|x0, y0) = Q˜(t|x, y0) and Q˜(t|x, y) = Q˜(t|x0, y) for all t,
II(x, y) : Q˜(t|x0, y0) = Q˜(t|x0, y) and Q˜(t|x, y) = Q˜(t|x, y0) for all t.
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Let X ′ = X \{x0} and Y ′ = Y\{y0}. By what has been shown so far, AI ∪AII =
X ′ × Y ′, where
AI =
{
(x, y) : x ∈ X ′, y ∈ Y ′, I(x, y) holds
}
,
AII =
{
(x, y) : x ∈ X ′, y ∈ Y ′, II(x, y) holds
}
.
We next show that either AI = X ′ × Y ′ or AII = X ′ × Y ′ (or both).
Suppose that AI is not empty. Let (x, y) ∈ AI , and let y′ ∈ Y ′ \ {y}. If II(x, y′)
holds, then Q˜(t|x, y′) = Q˜(t|x, y0) = Q˜(t|x0, y0) = Q˜(t|x0, y′). Thus, I(x, y′) also
holds, which implies (x, y′) ∈ AI . Thus, AI ⊂ X
′×Y ′ is of the form AI = X
′
I ×Y
′,
where X ′I ⊆ X
′.
Similarly, AII = X ′×Y ′II , where Y
′
II ⊆ Y
′. If AI 6= ∅ and AII 6= ∅, then AI∩AII 6=
∅; say (x′, y′) ∈ AI ∩AII . Let (x, y) ∈ AI . Then Q˜(t|x, y) = Q˜(t|x′, y) = Q˜(t|x′, y′)
for all t. Similarly, if (x, y) ∈ AII . Then Q˜(t|x, y) = Q˜(t|x, y′) = Q˜(t|x′, y′) for all t.
Thus, all conditional distributions of t given any (x, y) ∈ X × Y are identical, and
so AI = AII = X ′ × Y ′.
The theorem follows from the following observation: if AI = X ′ × Y ′, then
T ⊥Q˜ X
∣∣Y , and if AII = X ′ × Y ′, then T ⊥Q˜ Y ∣∣X . 
As a corollary to Theorem 3.6:
Theorem 4.5. Under the assumptions of Theorem 4.1, the optimizer is not unique
for |X | > 2, |Y| > 2.
More precisely, under the assumptions of Theorem 4.1, Theorem 3.7 implies that
the optimizer is not unique
• when UI(T : X \ Y ) = 0 and |Y| > 2, or
• when UI(T : Y \X) = 0 and |X | > 2.
4.2. The case of restricted support. With a little more effort, the analysis of
Theorem 4.1 extends to the case where ∆P has restricted support. For any t ∈
T ′ = {0, 1} let Xt = supp(P (X |T = t)) and Yt = supp(P (Y |T = t)). Lemma 2.3
says that supp(∆P,t) = Xt × Yt.
For any t ∈ T let t¯ = 1 − t. If x /∈ Xt, then P (T = t¯|X = x) = 1. Therefore,
T ⊥ Y
∣∣ {X = x} for all x ∈ X \Xt. Similarly, T ⊥ X ∣∣ {Y = y} for all y ∈ Y \Yt.
Thus, to prove that T ⊥ Y
∣∣X , say, it suffices to look at X0 ∩ X1.
Lemma 4.6. (1) If X0 ∩ X1 = ∅, then T ⊥Q Y
∣∣X for any Q ∈ ∆P .
(2) If Y0 ∩ Y1 = ∅, then T ⊥Q X
∣∣Y for any Q ∈ ∆P .
(3) Suppose that X0 ∩ X1 6= ∅ 6= Y0 ∩ Y1.
(a) If Xt \ Xt¯ 6= ∅ and Yt \ Yt¯ 6= ∅ for some t ∈ T
′, then there is no
maximizer of maxQ∈∆P H(T |X,Y ) in
◦
∆P .
(b) If Xt \Xt¯ 6= ∅ and if there exists Q
∗ ∈
◦
∆P ∩ argmaxQ∈∆P H(T |X,Y ),
then T ⊥Q∗ Y
∣∣ {X,Y ∈ Yt} (i.e., with respect to Q∗, T is indepen-
dent of Y given X, given that Y ∈ Yt).
(c) If Yt \ Yt¯ 6= ∅ and if there exists Q
∗ ∈
◦
∆P ∩ argmaxQ∈∆P H(T |X,Y ),
then T ⊥Q∗ X
∣∣ {Y,X ∈ Xt} .
Proof. Statements (1) and (2): If X0 ∩ X1 = ∅, then T is a function of X for
any Q ∈ ∆P , whence T ⊥Q Y
∣∣X . Statement (2) follows similarly.
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Statement (3a): Let x0 ∈ X0 ∩ X1, y0 ∈ Y0 ∩ Y1, x1 ∈ Xt \ Xt¯ 6= ∅ and y1 ∈
Yt \ Yt¯ 6= ∅. Suppose that q ∈
◦
∆P . Then Q(t, x0, y0) > 0 and Q(t¯, x0, y0) > 0,
whence Q(t|x0, y0) 6= 1. Then the derivative of H(T |X,Y ) in the direction of
γt;x0,x1;y0,y1 is
log
Q(t|x0, y0)Q(t|x1, y1)
Q(t|x0, y1)Q(t|x1, y0)
= logQ(t|x0, y0) 6= 0.
Statement (3b): If |Yt| = 1, then Y is constant when conditioning on Y ∈ Yt,
whence the conclusion holds trivially. Let y0, y1 ∈ Yt with y0 6= y1, let x0 ∈ X0∩X1,
and let x1 ∈ Xt \ Xt¯ 6= ∅. The derivative of H(T |X,Y ) at Q
∗ in the direction of
γt;x0,x1;y0,y1 is
log
Q∗(t|x0, y0)Q∗(t|x1, y1)
Q∗(t|x0, y1)Q∗(t|x1, y0)
= log
Q∗(t|x0, y0)
Q∗(t|x0, y1)
.
By assumption, this derivative vanishes at Q∗, whence Q∗(t|x0, y0) = Q∗(t|x0, y1),
which proves the statement. 
Theorem 4.7. Let T be binary, and suppose that Q∗ ∈ argmaxQ∈∆P H(T |X,Y )
lies in
◦
∆P .
• If X0 = X1 and Y0 6= Y1, then T ⊥Q∗ X
∣∣Y .
• If Y0 = Y1 and X0 6= X1, then T ⊥Q∗ Y
∣∣X .
Proof. The theorem follows from Lemma 4.6 (3b) and (3c). 
4.3. Statistics for uniqueness and support of optimizers for binary T. To
better understand whether the optimizer typically lies in the interior of ∆P and
whether it is typically unique, we uniformly sampled joint distributions P ∈ ∆T ,X ,Y
for binary T and different cardinalities of |X |, |Y|. Uniform sampling from ∆T,X,Y
was performed with the Kraemers’ method [Smith and Tromble, 2004]. Based on
1000 samples, the following percentage of optima were found in the interior of ∆P :
|X |/|Y| 2 3 4 5
2 76.6 51.4 76.0 75.2
3 - 51.4 55.2 59.8
4 - - 53.8 50.4
5 - - - 47.1
The percentage of solutions found in the interior of ∆P decreases with increasing
cardinality of |X | and |Y|. The following table lists the same percentages for |X | =
|Y| = k for different values of k.
k: 5 6 7 8 9 10 11 12
optimizer in interior [%]: 47.1 47.8 47.2 43.9 40.6 41.0 42.4 37.4
k: 13 14 15 16 17 18 19 20
optimizer in interior [%]: 35.1 37.3 38.0 37.5 34.9 32.5 33.2 29.1
Again, each entry corresponds to 1000 samples.
When sampling uniformly, we only find distributions with full support. In ac-
cordance with Theorem 4.5, we only find unique optima in the interior of ∆P for
cardinalities 2× 2× k:
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T X Y P (t, x, y)
0 0 0 a(bd+ γ1)
0 0 1 a(b(1− d)− γ1)
0 1 0 a((1− b)d− γ1)
0 1 1 a((1− b)(1− d) + γ1)
1 0 0 (1− a)(ce + γ2)
1 0 1 (1− a)(c(1 − e)− γ2)
1 1 0 (1− a)((1 − c)e− γ2)
1 1 1 (1− a)((1 − c)(1− e) + γ2)
Table 1. Parameterization of 2× 2× 2 distributions
k: 2 3 4 5
optimizer unique [%]: 100 27.6 8.3 2.9
5. The all binary case
If X , Y and T are all binary, ∆T ,X ,Y has 7 dimensions, which split in 5 dimen-
sions for V and 2 dimensions for ∆P .
Throughought this section we assume that T ′ = {0, 1} = X = Y. In the
following, V is parameterized by the variables
a = PT (0),
b = PX|T (0|0),
c = PX|T (0|1),
d = PY |T (0|0),
e = PY |T (0|1),
(8)
and by the coefficients γ1, γ2 of aγ0;0;1;0;1, (1 − a)γ1;0;1;0;1. Table 1 makes the
parametrization 5 explicit.
∆P is a rectangle. The allowed parameter domain is
−min {bd, (1− b)(1− d)} ≤ γ1 ≤ min {b(1− d), (1− b)d}
−min {ce, (1− c)(1 − e)} ≤ γ2 ≤ min {c(1− e), (1− c)e} .
The lower and upper bounds on γi will be denoted by γimin and γimax respectively.
The following holds:
(1) ∆p,0 is a singleton iff b ∈ {0, 1} or d ∈ {0, 1}.
(2) ∆p,1 is a singleton iff c ∈ {0, 1} or e ∈ {0, 1}.
(3) ∆P is a singleton iff both conditions are met. Thus, ∆P degenerates to a
single point precisely in the following four cases:
(a) H(X |T ) = 0;
(b) H(Y |T ) = 0;
(c) H(X |T = 0) = 0 and H(Y |T = 1) = 0;
(d) H(X |T = 1) = 0 and H(Y |T = 0) = 0.
In the all-binary case, Theorem 4.1 slightly generalizes:
Theorem 5.1. Let X,Y, T be binary. Suppose that ∆p is not a singleton in
case (c) or (d). If Q˜ = argmaxQ∈∆P HQ(T |X,Y ) ∈
◦
∆P , then T ⊥Q˜ X
∣∣Y or
T ⊥Q˜ Y
∣∣X .
Remark 5.2. Example 6.4 shows that the conclusion does not in general hold in the
singleton cases (c) and (d).
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Proof. The singleton cases (a) and (b) are trivial, and the remaining cases follow
from Theorem 4.7. 
In the all-binary case, uniqueness can be completely characterized:
Theorem 5.3. argmaxQ∈∆P HQ(T |X,Y ) is unique, unless b = c and d = e.
Proof. If argmaxQ∈∆P HQ(T |X,Y ) is not unique, then argmax
Q∈
◦
∆P
HQ(T |X,Y )
is not unique either (by Lemma 3.3), so we may restrict attention to maximizers in
the interior of ∆P .
First assume that ∆P has full support. As shown in Theorem 4.1 and its proof,
there are two cases I and II to consider. Inserting the parameterization from above
and using the injectivity of 11+x leads for case I to the equations
1
ce+ γ2
bd+ γ1
=
(1 − c)e− γ2
(1− b)d− γ1
c(1− e)− γ2
b(1− d)− γ1
=
(1 − c)(1− e) + γ2
(1− b)(1 − d) + γ1
,
which simplify to
γ2d− γ1e = de(b− c)
γ1(1− e)− γ2(1− d) = (1− d)(1 − e)(b− c) .
Rearranging for γ1, γ2 leads to
(9)
γ1(d− e) = d(b− c)(1 − d)
γ2(d− e) = e(b− c)(1− e) .
For d 6= e, there exists a unique solution. For b = c, the optimum is Q0 itself.
Similarly, case II reduces to
γ2b− γ1c = bc(d− e)
γ1(1 − c)− γ2(1 − b) = (1 − b)(1− c)(d− e)
and rearranging for γ1, γ2 gives
(10)
γ1(b− c) = b(d− e)(1− b)
γ2(b− c) = c(d− e)(1− c) .
Again, there exists a unique solution for b 6= c and Q0 is the optimum for d = e.
Now assume that ∆P is a line. Following the proof of Theorem 5.1, assume
that b = 0. Plugging the parametrization from above into the equality Q(1|10) =
Q(1|11) gives
(1 − a)
(
(1− c)e− γ2
)
(1− a)
(
(1− c)e − γ2
)
+ P (010)
=
(1− a)
(
(1− c)(1 − e) + γ2
)
(1− a)
(
(1 − c)(1− e) + γ2
)
+ P (011)
.
If P (010) = 0, then P (011) = 0, and conversely; otherwise, this equation has no
solution. In this case P (010) = P (011) = 0, the sum P (01) = P (010)+P (011) = a
vanishes, which contradicts T ′ = {0, 1}. Thus, P (010) 6= 0 and P (011) 6= 0. Using
injectivity of x 7→ 11+x and cancelling (1 − a), this is equivalent to
(11)
(1− c)e− γ2
P (010)
=
(1− c)(1 − e) + γ2
P (011)
.
1No solutions exist for which one denominator equals 0. The same applies for case II.
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This equation is linear in γ2 and has a single unique solution, since the coefficient
1
P (010) +
1
P (011) in front of γ2 is positive. 
Only the case where the maximizer lies on the boundary of ∆P remains to be
analyzed.
Theorem 5.4. Assume that Q˜ = argmaxQ∈∆P HQ(T |X,Y ) lies at the boundary
of ∆P . Then, it is attained either at (γ1min , γ2min) or (γ1max , γ2max).
Proof. If ∆P is degenerate, then either γ1min = γ1max or γ2min = γ2max , and the
theorem becomes trivial. Otherwise, the statement follows from Lemma 3.3. 
To sum up, assuming H(X) > 0, H(Y ) > 0 and H(T ) > 0, there are five cases:
(1) b = c and d = e. In this case, X ⊥ Y
∣∣T , and argmaxQ∈∆P HQ(T |X,Y )
is not unique, but consists of the diagonal of ∆P .
(2) T ⊥Q˜ X
∣∣Y for the unique Q˜ = argmaxQ∈∆P HQ(T |X,Y ).
(3) T ⊥Q˜ Y
∣∣X for the unique Q˜ = argmaxQ∈∆P HQ(T |X,Y ).
(4) The unique maximizer lies at (γ1min , γ2min).
(5) The unique maximizer lies at (γ1max , γ2max).
The last four cases intersect. For example, the intersection of the last four cases
contains the distribution 12δ000 +
1
2δ111 (see Fink [2011], Rauh and Ay [2014] for a
discussion of the intersection of cases (2) and (3)).
The five cases can be identified by checking certain polynomial equalities among
the parameters a, b, c, d, e. Therefore, the five cases correspond to five semi-algebraic
sets of probability distributions. For example, case (2) holds if and only if the
unique solution (γ1, γ2) to (9) satisfies γimin ≤ γi ≤ γimax for i = 1, 2, which can be
formulated as eight polynomial inequalities.
These results make it possible to exactly solve argmaxQ∈∆P (HQ(T |X,Y ) by
checking whether the solutions of (9), (10) or (11) lie in ∆P and otherwise using
the maximum of H(T |X,Y ) at (γ1min , γ2min) and (γ1max , γ2max).
6. Examples
Example 6.1 (For ternary T , maximizers with full support need not satisfy CI
statements). Let X,Y be binary random variables with P (X,Y ) arbitrary (of full
support), and let T be ternary with
(P (T = 1|X = x, Y = y))x,y =
(
1
3
1
2
1
12
1
8
)
,
(P (T = 2|X = x, Y = y))x,y =
(
1
3
1
8
5
24
5
64
)
,
(P (T = 3|X = x, Y = y))x,y =
(
1
3
3
8
17
24
51
64
)
Then P minimizes IQ(T : X |Y ) on ∆P (cf. Remark 3.2), and one can check that
P is the unique minimizer on ∆P (it is impossible to find a line in ∆P such that the
two points at which this line hits the boundary satisfy the conclusion of Lemma 3.3).
P has full support, but there is no conditional independence statement.
Example 6.2. Consider the distributions
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x y t P (x, y, t)
0 0 0 16
0 0 1 16
1 1 0 16
1 1 1 16
2 2 0 19
2 2 1 29
x y t P ′(x, y, t)
0 1 0 16
0 1 1 16
1 0 0 16
1 0 1 16
2 2 0 19
2 2 1 29
Then T ⊥P Y
∣∣X and T ⊥P ′ Y ∣∣X , and P ′ ∈ ∆P . It follows that IP (T : Y |X) =
IP ′(T : Y |X) = 0, whence P and P ′ are both minimizers. The same holds true
for any convex combination of P and P ′. Note that P and P ′ (more generally:
any convex combination of P and P ′) have restricted support: the probability of{
X = 2, Y 6= 2
}
vanishes.
Example 6.3 (The all-binary case where ∆P is a line). Consider the 2 × 2 × 2
distribution given by e = 0 and a, b, c, d = 12
T X Y P (t, x, y)
0 0 0 18
0 0 1 18
0 1 0 18
0 1 1 18
1 0 1 14
1 1 1 14
∆P degenerates to a line P+γ1γ0;0,1;0,1 with support −
1
8 ≤ γ1 ≤
1
8 . The conditional
entropy is
Hγ1(T |X,Y ) = (
3
8 − γ1)Hγ1(T |0, 1) + (
3
8 + γ1)Hγ1(T |1, 1)
= (38 − γ1)h
( 1
8 − γ1
3
8 − γ1
,
1
4
3
8 − γ1
)
+ (38 + γ1)h
( 1
8 + γ1
3
8 + γ1
,
1
4
3
8 + γ1
)
.
By symmetry and Lemma 3.5, the unique maximizer of Hγ1(T |X,Y ) lies at γ1 = 0,
that is, P is the unique solution to the optimization problem. In this case, P
equals Q0; that is, X ⊥P Y
∣∣T holds. Moreover, T ⊥P X ∣∣Y holds.
Example 6.4 (The all-binary case where ∆P is a singleton). Consider the 2×2×2
distribution given by b = e = 1 and a, c, d = 12 :
T X Y P (t, x, y)
0 0 0 14
0 0 1 14
1 0 0 14
1 1 0 14
Here, ∆P is a singleton. Neither T ⊥P Y
∣∣X nor T ⊥P X ∣∣Y holds.
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