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K(x + y) = e y K(x) + K(y). (GF E)
Latterly, they have arisen in 'Beurling' RV, which gives rise to Beurling's Tauberian Theorem and its extensions. This subsumes the other two (see [BinO4, 6] ) and here one specializes to κ ≡ K, ψ ≡ e · , with σ satisfying the Gołąb-Schinzel functional equation (for which see the survey [Brz4] ):
briefly σ ∈ GS. This equation is captured by (GBE-P ) specializing to K ≡ ψ ≡ σ with κ ≡ σ − 1. The functions in GS have their origin for RV in the asymptotic analysis of self-equivarying functions ϕ, briefly ϕ ∈ SE (for which see [Ost2] ), which in turn satisfy
locally uniformly at t; for η ≡ 1, these specialize to the self-neglecting functions of Beurling (BGT 2.3.1, [Kor, IV.11] ). For ϕ ∈ SE the limit η = η ϕ is in GS -see [Ost2] . Only the two variants of (CF E) visibly identify K as a homomorphismof the additive group (R, +) -a central feature in the recent topological theory of regular variation developed in [BinO1, 2] , [Ost1] , but until now was missing in the 'B-K/dH' RV theory with its basis in (GBE-P ).
At its simplest, a functional equation as above arises when taking the limits
for ϕ ∈ SE; then, for η as in (SE) above and s, t ranging over the set A on which the limits exist,
K(s + t) = K(s/η(t)) + K(t), equivalently K(t + sη(t)) = K(s) + K(t).
We will presently see that both A and K(A) carry group structures under which K is a homomorphism. Thus, even in the classical context, (GS) plays a significant albeit disguised role 2 , not previously noticed, despite its finger-print: the terms +1 or -1, appearing in the formulas for K (cf. Th. 1(iv) below). All the examples above will be interpreted in similar spirit below -of turning K into a homomorphism -by employing a suitable group structure. See [BinO2] for a deeper analysis of the connection between asymptotics of the form (*) in a general topological setting involving group homomorphisms , and see [BinO6] for the broader context here. Popa ([Pop] ) first observed, in connection with (GS) , that the operation
confers a group structure on G η := {g : η(g) = 0}, a fact exploited in the GS-literature (again, see [Brz4] for a survey), and it this that turns η into a homomorphism:
Previously, in [BinO5] , the equations (GBE-P ) above were all solved using Riemann sums and associated Riemann integrals. Below we offer an approach to all of the above equations that is new to the regular variation literature, and partly familiar, albeit in a different setting, to the GS-literature of 'addition formulae' -see [Brz1] and [Mur] (this goes back to Aczél and Gołąb [AczG] ):
we inter-twine Popa groups and integration, so as to transform the equations into a Cauchy-Beurling exponential equation:
and make solutions turn on an equivalent homomorphism problem. Corresponding to a less restrictive asymptotic analysis (BGT Ch. 3), the functional equations give way to functional inequalities, for instance:
here becoming group-subadditivity (apparently unassisted by an auxiliary):
Our analysis lends new clarification, via the language of homomorphisms, to the 'classical relation' in the B-K/dH theory, connecting K and the auxiliary function ψ, which says that K = c(ψ − 1) and ψ ≡ e · ; in particular we point below to the implicit role of GS. Also, we explain and extend the result of [BinO5, Th. 9 ] that, for ψ(0) > 0, the solution in K, subject to K(0) = 0, is Here we are able to map out several further analogies with (GF E), filling out the blank gaps between the (GF E) and the (GBE-P ) stories so far, paying special attention to the case κ ≡ K :
We also establish a 'skew-analogy' with the Goldie equation of [BinO5] : below we show that, despite the additional Beurling complexities, the auxiliary κ (rather than ψ) behaves like the Goldie auxiliary g of [BinO5, Th. 1] in that
for constants a, b, A, B. So, as in [BinO5, Th. 1], both κ and K take the same form. In addition, if
Preliminaries on Popa groups. We return to Popa's contribution [Pop] , recalling from Javor [Jav] (in the broader context of σ : E → F, with E a vector space over a commutative field F) that • σ is associative iff σ satisfies the Gołąb-Schinzel equation, briefly σ ∈ GS, as above.
, and (GS) asserts that σ is a homomorphism from G σ to the (non-zero) multiplicative reals (R * , ·) :
If σ is injective on G σ , then • σ is commutative, as (GS) is symmetric on the righthand side. Differentiable solutions of (GS) on R are given by η ρ (x) := 1+ρx (see e.g. [Brz4] or the more recent [BinO5] ). Whenever context permits, if
It is convenient to write G ∞ := R\{0} = R * , and • ∞ ≡ · (multiplication); then G ρ takes in the additive reals at one end (ρ = 0), and the multiplicative reals at the other; indeed
For the intermediate values of
and G ρ is typified (rescaling its domain) by the case ρ = 1, where
and the isomorphism is a shift/translation (cf. [Pop, §3] ).
Cauchy-Beurling exponential-equation.
We consider the following generalization of (GS), with σ, η ∈ GS and F : G η → G σ :
.1]; cf. [Jab] ). The critical case for Beurling regular variation is for ρ > 0, giving the CauchyBeurling equation (CBE) above, with continuous solutions described as follows.
Proof. If ρ = 0, then σ ≡ 1, and the equation reduces to the Cauchy exponentialequation, so f (v) ≡ e γv , for some γ -for which see [Kuc, §13] . If ρ > 0, rescaling as necessary, w.l.o.g. σ ≡ 1 + t. In the latter case -for which see [Ost2, Th. 1 ′ ] -the substitutionf (t) := f (t − 1) reduces (CBE) to the multiplicative variant of the Cauchy equation:
So again, as f is Baire/measurable (see again [Kuc, §13] ),
Reversing the earlier scale change, f (t) = (1 + ρt) γ .
Generalized Goldie functional equation and inequality. The following Goldie equation, for η ∈ GS continuous, arises in Beurling regular variation:
with auxiliary g > 0 satisfying (CBE), so that K(0) = 0. Note that for g constant ≡ 1, (GBF E) reduces (CF E + ), for which see e.g. [Kuc] 
Theorem 1. In the setting above, (GBF E) holds for K and g iff
and then -(iv) for some constants c, γ
Proof. Consider any non-zero K; this is strictly monotone and so injective, as
and so continuous, by [BinO5, Th 9] . So g is continuous since
for any ξ with K(ξ) = 0. For convenience, write k := K −1 and σ(v) := g(k(v)), i.e. a composition, which is continuous. Then,
So k satisfies the equation (GGS). Furthermore,
Since K is injective,
so σ ∈ GS, by Javor's result ( [Jav, p. 235] ) and (Hom) follows from (1). As σ, η are continuous, for some a, ρ η(x) ≡ 1 + ρx and σ(x) ≡ 1 + ax.
Substituting this into (GBF E) yields (as in [BinO5, Th. 1] for the case Otherwise, g ≡ (1 + ρx) γ with γ = 0, and then for c = ργ/a
both formulas now covering the case γ = 0. The converse is routine, and omitted.
The following Goldie functional inequality, for η ∈ GS continuous, also arises (in Beurling regular variation) for K :
Equation (GF I) above, has the equivalent form, for F :
The Popa approach with σ = F −1 here yields
i.e. subadditivity in a group-theoretic sense (in line with BGT Ch. 3).
Pexiderized Goldie Equation.
We use the fact that (GBE-P ) is a 'difference equation' in the variable x, with differencing by a step-size u; treating u as a fixed parameter turns the right-hand side into a forcing term -a function of x:
Consequently, the traditional solution-formula from the corresponding differential equation holds -but with a Beurling convolution integral. We assume continuity of K, earlier established and reflected in the equation K = c · τ f above (subject to K(0) = 0).
Characterization Theorem for Pexiderized Equation.
If K solves (GBE-P ), then so does K +c for any constant; so we could standardize below to require K(0) = 0. Then by [BinO5, Th 9] K is differentiable yielding the representation K(x) ≡ c·τ f (x) for some c, as in (Rep-1) above. Below in Theorem 2 we assume only that K is continuous; but as soon as we know it to be differentiable, we make free use of the representation. Indeed, supposing ψ differentiable so is κ, and differentiating with respect to u
Now taking u = 0 and K(0) = 0 gives
explaining coincidentally the role of the relative flow rate f (
x) ≡ σ(v)/ψ(v).
From (GBE-P ), taking u = v = 0, we obtain the complementarity condition:
So two types of solution arise below according as ψ(0) = 0, or ψ(0) = 0. In the latter case, we claim that w.l.o.g. ψ(0) = 1. Indeed replace ψ by ψ 0 := ψ/ψ(0), and then refer to
But here the solution is given bỹ
We begin with a Proposition which, taken together with Theorem 2 below, characterize the solutions to (GBE-P ). Below it is more convenient to take
Proof. Substituting for K in (GBE-P ), we are to prove that
Corollary 1. The solution K ≡ τ f of (GBE-P ) takes one of the forms:
Theorem 2 below is a converse to this. We will need the following 'smoothness result'. Recall that for a Popa group G = G η , 1 G = 0 and −1
• is its inverse.
Proposition C (Convolution Formula). For differentiable η ∈ GS
In our main result below the setting differs slightly from Theorem 9 of [BinO5] -we do not assume positivity of κ, ψ, instead we freely assume that ψ is differentiable, since in applications ψ is such in view of Prop. A. From this, continuity of K will be shown to imply automatic differentiability. We could just as easily assume ψ monotone (also implied by Prop. A), since a monotone, continuous real function is differentiable almost everywhere, for which see [Rud, §8.15] (and is absolutely continuous iff it is the integral of its derivative). 
-and so (i) K has the flow representation
and is differentiable on R + ; (ii) any two solutions differ by a constant ; (iii) κ is a solution of (GBE-P ψ ) and so κ is differentiable, moreover
and further, if specializing to K ≡ κ, then ψ(0) = 1; (iv) for some constants α, γ
and in particular
(v) the auxilary ψ(t) is of the form ψ(t) := σ(t)/f (t), where f satisfies (CBE).
Proof.
Now write x for v and u for (w − v) to obtain
(i) In (2) integrate w.r.t. v from 0 to w; then
the second item being a Beurling convolution, which by Prop. C is differentiable.
(ii) Clear, for if K 1 and K 2 solve the equation, then
Taking u = −x here yields
(iii) (a) Suppose that ψ(0) = 0; then κ(0) = 0, and so since σ(0) = 1
In either case κ is differentiable. From (GBE-P ), since κ is differentiable, differentiation w.r.t. u gives
If ψ(0) = 0, then κ(0) = 0, by (CC); so with γ := κ
If ψ(0) = 0, then, again from (Dif), K is constant; so, since ψ is non-trivial, as in (iii)(b) above κ ≡ 0, and κ(x) = γ · τ f (x) with γ = 0.
(v) Substituting for K in (GBE-P ) and putting f := σ/ψ,
Differentiating w.r.t. u,
Corollary 2. If K is a continuous solution of the Goldie equation
K(x • t) = K(x)ψ(t) + K(t)
with ψ differentiable -then K is differentiable and
ds.
Proof. From the Goldie equation,
• )ψ(t) + K(t).
Integrating dt,
Now apply the convolution formula of Prop. C:
We check that the Goldie and the Beurling cases are embraced by the theorem. Remark. By the theorem η is differentiable, and differentiation just as easily yields the format of η -noted in [Ost2] , and first observed by Aczél.
Corollary 3. If the solution K of the Goldie equation
K(u + v) = K(u)g(v) + K(v), (GF E
