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Highlights
• Analysis of a low-dissipation scheme for the DNS of turbulent two-phase
flow.
• Introduction of a stabilizing hybrid convection scheme for the momen-
tum equations.
• Kinetic energy conservation in each phase improves simulation of tur-
bulent flow.
• Spurious currents in large density ratio problems are minimized.
• Adaptable to different interface-capturing methods, as VOF and Level-
Set.
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A Low-Dissipation Convection Scheme for the Stable
Discretization of Turbulent Interfacial Flow
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Oliva∗
Heat and Mass Transfer Technological Center (CTTC), Universitat Polite`cnica de
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Spain
Abstract
This paper analyzes a low-dissipation discretization for the resolution of
immiscible, incompressible multiphase flow by means of interface-capturing
schemes. The discretization is built on a three-dimensional, unstructured
finite-volume framework and aims at minimizing the differences in kinetic
energy preservation with respect to the continuous governing equations. This
property plays a fundamental role in the case of flows presenting significant
levels of turbulence. At the same time, the hybrid form of the convective
operator proposed in this work incorporates localized low-dispersion charac-
teristics to limit the growth of spurious flow solutions. The low-dissipation
discrete framework is presented in detail and, in order to expose the advan-
tages with respect to commonly used methodologies, its conservation proper-
ties and accuracy are extensively studied, both theoretically and numerically.
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Numerical tests are performed by considering a three-dimensional vortex, an
exact sinusoidal function, and a spherical drop subjected to surface tension
forces in equilibrium and immersed in a swirling velocity field. Finally, the
turbulent atomization of a liquid-gas jet is numerically analyzed to further
assess the capabilities of the method.
Keywords: low-dissipation/low-dispersion scheme, stabilizing hybrid
convection scheme, interface-capturing method, turbulent interfacial flow,
two-phase atomization
1. Introduction
Multiphase immiscible flow refers to any fluid flow consisting of two or
more phases incapable of being mixed to form a homogeneous substance.
Theoretically, this kind of flow should be regarded as multi-fluid flow, but it
is often referred to as multiphase flow due to their similarity in behavior [1].
Consequently, the flows considered exhibit phase separation at a scale well
above the molecular level. Generally, these flows are categorized depending
on the components distribution: disperse or separated. The disperse flow
consists of finite particles, drops or bubbles distributed in a connected volume
of the continuous phase, whereas the separated case refers to the situation in
which two or more continuous streams of different phases are separated by
interfaces. This paper is focused on the latter situation.
The case of phases separated by interfaces, also referred to as interfacial
flow, is found in a large variety of physical and biological phenomena, ranging
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from the prediction of atmospheric conditions to the study of blood flow, and
in many engineering applications, like for example, cavitation in pumps and
turbines, bubbly flows, sprays or injection processes. Understanding the flow
in these situations not only involves the study of velocity and pressure in
the different phases, i.e., resolution of mass and momentum balances, but
also of the dynamics of the interface separating them. Therefore, its correct
representation and coupling to the equations of fluid motion add several
complexities to the solution of the problem.
1.1. Governing equations
Interfacial flows are governed by the mass and momentum equations in
the variable-density incompressibility limit, written in divergence form as
[2, 3]
∇·u = 0, (1)
∂(ρu)
∂t
+∇· (ρuu) = −∇p+∇· [µ(∇u +∇ᵀu)] + ρg + Tσ, (2)
where u and p represent velocity and pressure, ρg accounts for the gravita-
tional acceleration, and Tσ is the interfacial surface tension force evaluated
as
Tσ = σκnΓδ(x− xΓ), (3)
with σ the constant surface tension coefficient, κ and nΓ the curvature and
unit normal vector of the interface, respectively, and δ(x−xΓ) the Dirac delta
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function concentrating the force in the interface region. The peculiarity of
this system of equations is found in the evaluation of density ρ, and dynamic
viscosity µ, since they are calculated according to the location of the interface
Γ, interpolating them from the properties of each phase k by means of phase-
volume fraction values Ck written as
ρ =
∑
k
Ckρk and µ =
∑
k
Ckµk. (4)
1.2. Full-domain modelization
The location of the interface determines a discontinuity in density and
viscosity, as well as in other physical variables, and is considered to be, in
three-dimensions (3-D), a smooth surface that links the different phases by
transferring momentum between them. In the case of negligible phase change,
an interface evolves according to the velocity field as
dxΓ
dt
= u(xΓ, t), (5)
where xΓ refers to the points on the interface between phases. As introduced
in the work by Scardovelli and Zaleski [4], many different methods exist to
numerically solve Eq. 5. Among the various possibilities, this work chooses
the interface-capturing approach, which employs one set of equations to de-
scribe the different phases instead of utilizing one for each subdomain k. This
methodology allows the spatial discretization of the entire domain on a single
static grid, while the interface is captured by means of scalar functions. The
5
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main advantage is that large interface distortions, e.g., due to strong swirling
flows, are properly handled, avoiding the necessity to continuously adapt the
mesh to a varying interface topology. This is pointed out for instance by
Gorokhovski and Herrmann [5] in the context of multiphase jets.
The two main interface-capturing options are the Volume-of-Fluid (VOF) [6,
7, 8, 9] and Level-Set (LS) [10, 11, 3] methods. Therefore, to properly assess
the performance of the low-dissipation scheme proposed, both approaches
are considered in the numerical tests section. These two approaches mainly
differ in the choice of the scalar fields Ck, also referred to as indicator func-
tions, used to capture the motion of each phase k within the domain. The
indicator function is advected by means of a transport equation, which in
the hypothesis of immiscibility of fluids and divergence-free velocity fields,
i.e., ∇·u = 0, reads
∂Ck
∂t
+∇· (Cku) = 0, (6)
where a unique velocity field, i.e., uk = u, has been considered for all phases.
In the VOF method, the advected function is the phase-volume fraction Ck,
defined as the portion of volume filled by each phase k, and expressed as
Ck(x, t) =
1
VΩ
∫
Ω
H(x− xΓ)dx, (7)
where H is the Heaviside function. The obtainment of the Ck scalar values
by means of solving Eq. 6 provides closure to the evaluation of the varying
density and dynamic viscosity properties, Eq. 4, across the whole domain, and
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at the same time provides the interface topology required for the evaluation
of capillary stresses. As detailed in previous works by Jofre et al. [8, 9], the
VOF method provides an implicit volume-preserving formulation, however,
due to its geometrical nature, the process of advancing volume fraction values
in time can be rather time-consuming when good accuracy is required [12].
In the LS method, Ck is a regularized level-set function where the interface
is defined as the set of points for which the function equals 0.5. Particularly,
following the method proposed by Balca´zar et al. [3], Ck is evaluated for each
phase as
Ck(x, t) =
1
2
[
tanh
(
d(x, t)
2ε
)
+ 1
]
, (8)
where d(x, t) is the signed distance function from the interface and ε is a
parameter controlling the interface thickness. In order to maintain the in-
terface sharp, Ck is re-initialized after the advection step according to the
following equation
∂Ck
∂τ
+∇ · Ck(1− Ck)n = ∇ · ε∇Ck, (9)
where τ is the re-initialization pseudo-time. The main drawback of the stan-
dard LS method [10] is that it is not strictly conservative, as the volume
bounded by the interface contour is not conserved exactly when advected
and re-initialized — several strategies have been proposed to minimize this
drawback [11, 3, 12]. Besides, due to the continuity of the level-set function,
the values of viscosity and density of the fluids in contact vary smoothly
7
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across the interface. This enhances the numerical stability of the algorithm,
albeit it is an artificial continuous representation of the sharp interface sep-
arating the different phases.
As previously introduced, full-domain modelizations embed the different
phases within a single static mesh. This procedure may result, especially in
problems presenting large density ratios, in the appearance of parasitic flows,
or spurious currents, close to the interfaces due to the continuous treatment of
an inherent discontinuous mathematical description. These unphysical flows
are produced by imbalances between the discrete representation of pressure
gradients and capillary forces in the variable density zone. As a consequence,
fluids may be artificially accelerated at the interface resulting in poor mass
conservation, and consequently failure to properly represent the interface
topology. As concluded by Lafaurie et al. [13] and Renardy and Renardy
[14], the magnitude of parasitic flows scales with the inverse of the capillary
number, and it may not decrease with mesh refinement. Zahedi et al. [15]
comprehensively analyzed the effect of several factors on spurious currents,
concluding that, when using a regularized force method for the discretization
of capillary forces, the most influential parameter is the numerical evaluation
of interface curvature. Other authors managed to reduce the presence of
interfacial spurious currents by studying in detail the causes that originate
them [16], and by proposing improved discretizations of the pressure gradient
and surface tension force [17, 18].
The appearance of spurious currents in the discrete solution of interfa-
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cial flows presenting large density ratios is also related to the complexity
of ensuring mass conservation at the interface region. For instance, in the
case of solving the velocity-pressure coupling of the momentum equations by
means of a projection method, e.g., fractional-step method [19], a variable-
coefficient Poisson’s pressure linear system must be solved at each time step.
The ill-posedness of the resulting linear system due to the discontinuity in
density across the interface complicates its resolution with high accuracy. As
a result, the projection of the predicted velocity field onto a divergence-free
space, i.e., ∇ · u, by means of the pressure gradient is difficult to achieve
to machine precision with a relatively low computational cost. This turns
out in the appearance of spurious velocities that propagate from the high- to
the low-density phase. A solution often considered is to deactivate the light
phase and impose a specific pressure at the free surface. This methodology is
known as single-phase model [20, 21, 22], and leads to stabler behaviors since
the spurious currents can be eliminated by construction. However, although
practical for a wide range of free-surface flows —e.g., sea waves or water im-
pact problems—, this simplification is not a general solution for interfacial
flow.
1.3. Objectives and outline
Consideration of secondary discrete conservation properties, such as ki-
netic energy or vorticity, for the development of numerical schemes has barely
been a priority in the multiphase literature, and pure dissipative models have
9
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been widely used in many reference works [23, 24, 25]. This is in contrast
with the path taken by the single-phase turbulent community [26, 27, 28],
which has evolved to discretely preserve mass, momentum and, specifically,
kinetic energy by using skew-symmetric formulations at expenses of increas-
ing the local truncation error. To the best of the authors’ knowledge, only
the recent work by Fuster [29] explicitly proposes the use of kinetic-energy-
preserving schemes for the discretization of interfacial phenomena on 3-D
Cartesian grids.
The absence of artificial numerical dissipation enhances the correct res-
olution of turbulent flows by mimicking the conservation properties of the
continuous governing equations, where dissipation is restricted to the en-
strophy term. However, as demonstrated in Sec. 5, potential non-physical
flows originated during the discrete advancement of the conservation equa-
tions may grow unlimited due to the incapacity of the numerical framework
to counteract them. This is of paramount importance in the case of in-
terfacial flows presenting large density ratios between phases, in which full-
domain modelizations usually propitiate the appearance of spurious currents
at the interfaces. In this regard, the current work aims at developing a
low-dissipation convective scheme for interfacial turbulent flow that prior-
itizes the conservation of kinetic energy, while at the same time presents
low-dispersion characteristics at the interface regions. The numerical frame-
work analyzed is suitable for both unstructured and Cartesian 3-D meshes,
with the enhanced feature that the interface resolution of the latter can be
10
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improved with dynamic refinement strategies.
Particular attention is given to the convection term in the Navier-Stokes
equations due to its role in the transfer of energy between turbulent scales.
In detail, the work proposes the utilization of a hybrid convection scheme:
conservative in the bulk of the phases, whereas stabilizing at the inter-
face regions. The conservative convection scheme chosen is the symmetry-
preserving [26], characterized by the conservative transport of kinetic energy
between turbulent scales — this property is fundamental for the correct res-
olution of turbulence [27]. On the other hand, the low-dispersion convection
scheme selected is the one presented by Veldman and Lam [30], which guaran-
tees that the resulting discrete convective matrix operator is positive-definite,
i.e., extracts energy out of the system.
Alike strategies have been proposed for other types of physics. For exam-
ple, it is commonly used for capturing shock waves in compressible flows. In
that context, different authors have proposed hybridization of conservative
and discontinuity-capturing convection schemes that reduce numerical dissi-
pation while maintain the ability to capture shocks — a general overview of
such methods is proposed by Pirozzoli [31]. A common feature of all these
hybrid frameworks is the role played by the position sensors. In compressible
flow, their purpose is to limit the activation of the low-dispersion scheme just
to the shocked regions, without affecting the rest of the flow field. Similarly,
the position sensors in this work will be utilized to stabilize only the interface
regions.
11
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Therefore, this paper presents and analyzes a low-dissipation and low-
dispersion discrete framework for the numerical simulation of interfacial tur-
bulent flow on 3-D unstructured meshes. The remaining part of the document
is organized as follows. A detailed description of the proposed numerical
method is presented in Sec. 2. Analysis of the discrete conservation prop-
erties is given in Sec. 3. Complementing the two previous sections, Sec. 4
presents and analyzes the hybrid convection scheme proposed. Finally, nu-
merical tests are performed in Sec. 5 and conclusions are drawn in Sec. 6.
2. Discrete Navier-Stokes equations
The continuity and Navier-Stokes equations governing interfacial flow,
Eqs. 1 and 2, are discretized over unstructured meshes by means of a collo-
cated approach — staggered schemes present enhanced conservation proper-
ties but suffer from low accuracy on 3-D unstructured meshes. In a general
context, collocated mesh discretizations, independently of the time integra-
tion chosen, calculate velocity and pressure at cell centers, whereas mass
fluxes and other variables evaluated at cell faces require specific interpola-
tions in order to exactly satisfy the mass constraint and preserve physical
properties. The scheme is based on the one extensively analyzed by Jofre et
al. [27] for incompressible single-phase flow, and the finite-volume discretiza-
tion of two-phase flow with surface tension introduced by Balca´zar et al. [3].
In this section the discretization process is reviewed in detail.
The numerical framework analyzed solves the velocity-pressure coupling
12
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of the momentum equations, Eq. 2, by means of a fractional step projection
method [19] along with a first-order explicit time advancement — higher order
temporal schemes can be used, but for clarity the first-order one is chosen —,
written as
ρn+1un+1 − ρn+1up = −∆t∇pn+1, (10)
ρn+1up = ρnun −∆t [∇· (ρnunun)−∇· [µn(∇un +∇ᵀun)]− Sn+1] , (11)
where the superscript n refers to time instant, up is the predictor velocity,
∆t is the time step, and S is a source term including the different forces.
First, the predictor discrete velocity is obtained by dividing Eq. 11 by
density, ρn+1, integrating over a cell c, and applying the divergence theorem
to its bordering faces f ∈ F (c), resulting in
upc =
ρncu
n
c
ρn+1c
− ∆t
ρn+1c Vc
∑
f∈F (c)
φnfMˆ
n
f (12)
+
∆t
ρn+1c Vc
 ∑
f∈F (c)
µnf
[
(unnb − unc )
Af
δdf
+∇ᵀunf · nˆfAf
]+ ∆t
ρn+1c Vc
Sn+1c Vc,
where Vc is the volume of cell c, φf is the convected velocity at face f , Mˆf , nˆf
and Af are the outward mass flux, the normal outward unit vector and the
surface of face f , respectively, subscript nb refers to the neighbor cells sharing
a face with cell c, length δdf is the normal-projected distance between the
centroids of cells c and nb, and the viscous term is discretized as proposed
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by Trias et al. [32] in order to ensure that the resulting diffusive operator is
symmetric and positive-definite. The notation and geometrical parameters
are graphically illustrated in Fig. 1.
Next, dividing Eq. 10 by density, ρn+1, multiplying by the divergence
operator, applying the incompressibility condition, Eq. 1, and discretizing
over a cell c, yields the discrete Poisson’s pressure equation of the form
∑
f∈F (c)
Mˆpf
ρn+1f
= ∆t
∑
f∈F (c)
1
ρn+1f
(pn+1nb − pn+1c )
Af
δdf
, (13)
which solves the pressure field at time instant n+ 1. Following the obtention
of this pn+1 field, un+1 results from discretizing Eq. 10 over a cell c as
un+1c = u
p
c −
∆t
ρn+1c Vc
∑
f∈F (c)
pn+1f nˆfAf , (14)
where pf is the pressure interpolated to face f .
Notice that expressions for φnf , ρ
n+1
f , u
p
f , Mˆ
p
f , and p
n+1
f have not been
specified yet. As introduced before and studied in Sec. 3, quantitites evalu-
ated at cell faces need specific interpolations in order to minimize the kinetic
energy conservation error. In this regard, the low-dissipation convection
scheme proposed is detailed and analyzed in Sec. 4. Following this idea,
density, predictor velocity, pressure, and mass flux at face f are calculated
14
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as
ρn+1f =
1
2
(ρn+1c + ρ
n+1
nb ), u
p
f =
1
2
(upc + u
p
nb), p
n+1
f =
1
2
(pn+1c + p
n+1
nb ), (15)
Mˆpf = ρ
n+1
f u
p
f · nˆfAf . (16)
Finally, evaluation of the mass flux at face f , Mˆn+1f , needs to be studied
in detail in order to exactly conserve mass. Thus, taking again the divergence
of Eq. 10 and discretizing over a cell c, gives
∑
f∈F (c)
Mˆn+1f −
∑
f∈F (c)
Mˆpf = −∆t
∑
f∈F (c)
(pn+1nb − pn+1c )
Af
δdf
, (17)
which may be rearranged in the following form
∑
f∈F (c)
[
Mˆn+1f − Mˆpf + ∆t(pn+1nb − pn+1c )
Af
δdf
]
= 0. (18)
Different possibilities exist to solve this underdetermined system of equations.
For example, the strategy chosen in this work is to set to zero each face
summand — it is a more restrictive condition, but at the same time provides
an easier formulation. Then, the mass flux at face f is expressed as
Mˆn+1f = Mˆ
p
f −∆t(pn+1nb − pn+1c )
Af
δdf
. (19)
At this point, if the predictor mass flux is evaluated by means of Eq. 16 and
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up is substituted using Eq. 14, Eq. 19 may be rewritten (similarly as [3]) as
Mˆn+1f = ρ
n+1
f
1
2
(un+1c + u
n+1
nb )· nˆfAf −∆t(pn+1nb − pn+1c )
Af
δdf
(20)
+
ρn+1f ∆t
2
 1
ρn+1c Vc
∑
f∈F (c)
pn+1f nˆfAf +
1
ρn+1nb Vnb
∑
f∈F (nb)
pn+1f nˆfAf
 · nˆfAf .
Regardless of the interface-capturing method adopted, the mass flux re-
sulting from Eq. 20 is used to advect the phase volume fractions, Ck, through
the transport equation, Eq. 6. Details of the interface-capturing methods
used in this work can be found in [8, 9] and [3] for the VOF and LS ap-
proaches, respectively.
3. Conservation properties
The continuity and Navier-Stokes equations are derived specifically for the
conservation of mass and momentum. Thus, finite-volume based discretiza-
tions inherently preserve these properties. On the contrary, conservation of
secondary derived quantities, such as kinetic energy, entropy or vorticity —
which cannot be directly imposed during the construction of the numerical
methods — is not always considered.
In this section, discrete conservation properties of the collocated scheme
for two-phase flow without surface tension (introduced in Jofre et al. [33]) are
theoretically analyzed. Discussion of kinetic energy preservation, partitioned
between this section and Sec. 4, is presented for a generic treatment of the
16
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convective operator. For this purpose, it is useful to introduce the matrix-
vector notation of the governing equations, Eqs. 1 and 2, written as
Mu = 0, (21)
Ω
d(ρu)
dt
+ C(ρu)u + Gp + D(µ)u + ΩS = 0, (22)
where u, p and S are the vectors of velocities, pressures and source terms.
The diagonal matrix Ω describes the volume of cells, matrices C(ρu) and
D(µ) are the convective and diffusive operators, and matrices G and M
represent the gradient and divergence operators, respectively.
As proposed by Verstappen and Veldman [26], discrete conservation prop-
erties are easily analyzed by considering the symmetries of these matrices.
On the one hand, kinetic energy is conserved if and only if the discrete con-
vective operator is skew-symmetric, i.e., the transpose of the matrix is also
its negative, C(ρu) = −C(ρu)∗, and if the negative conjugate transpose
of the discrete gradient operator is equal to the divergence operator, i.e.,
M = −G∗. On the other hand, the diffusive operator must be symmetric
and positive-definite in order to be dissipative, i.e., the matrix is equal to its
transpose D(µ) = D(µ)∗, and z∗D(µ)z > 0 for all nonzero vector z.
3.1. Mass conservation
Global mass conservation invokes the integral of Eq. 1 over the whole
domain, Ω. Thus, if the entire integral is transformed to a summation of
integrals for each control volume that form the domain, c ∈ Ω, the following
17
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expression is obtained
∫
Ω
∇·u dV =
∑
c∈Ω
∫
Ωc
∇·u dV =
∑
c∈Ω
∑
f∈F (c)
UˆfAf . (23)
Defining the normal face velocity Uf , as the mass flux at a face Mf , divided
by face density ρf , and area Af , rewrites Eq. 23 as
∫
Ω
∇·u dV =
∑
c∈Ω
∑
f∈F (c)
UˆfAf =
∑
c∈Ω
∑
f∈F (c)
Mˆf
ρf
. (24)
For the collocated scheme, a special definition for mass fluxes at faces, Eq. 20,
has been developed in order to exactly conserve mass on each cell c. Thus,
the local conservation of mass for the collocated scheme is demonstrated by
dividing Eq. 17 by face density, rearranging terms and making use of Eq. 13,
giving
∑
f∈F (c)
Mˆn+1f
ρn+1f
=
∑
f∈F (c)
[
Mˆpf
ρn+1f
− ∆t
ρn+1f
(pn+1nb − pn+1c )
Af
δdf
]
= 0. (25)
Therefore, total mass preservation results directly from local conservation at
each cell, which is expressed as
∫
Ω
∇·u dV =
∑
c∈Ω
∫
Ωc
∇·u dV =
∑
c∈Ω
∑
f∈F (c)
UˆfAf =
∑
c∈Ω
∑
f∈F (c)
Mˆf
ρf
= 0. (26)
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3.2. Momentum conservation
Conservation of momentum is intrinsically guaranteed by writing the
equations in divergence form. It is obtained by integrating Eq. 2 over the
entire domain, which is transformed to a summation of integrals for each
control volume that form the domain and converted to surface integrals by
applying the divergence theorem, resulting in
∑
c∈Ω
d(ρcuc)
dt
Vc +
∑
c∈Ω
∑
f∈F (c)
φfMˆf = −
∑
c∈Ω
∑
f∈F (c)
pf nˆfAf (27)
+
∑
c∈Ω
∑
f∈F (c)
µf
[
(unb − uc) Af
δdf
+∇ᵀuf · nˆfAf
]
+
∑
c∈Ω
ScVc.
Notice that Mˆf , nˆf and (unb − uc) are quantities that present equal values
but with different sign when evaluating them at a face f from two adjacent
interior cells. In this way, interior fluxes cancel out and Eq. 27 is evaluated
as the summation over boundary faces f ∈ F (∂Ω) written as
∑
c∈Ω
d(ρcuc)
dt
Vc +
∑
f∈F (∂Ω)
φfMˆf = −
∑
f∈F (∂Ω)
pf nˆfAf (28)
+
∑
f∈F (∂Ω)
µf
[
(uf − ua) Af
δdf
+∇ᵀuf · nˆfAf
]
+
∑
c∈Ω
ScVc,
where ua is the boundary-neighbor cell velocity. This equation states that
the change in momentum is due to the fluxes through the boundary of the
domain and the source terms.
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3.3. Kinetic energy conservation
The transport equation for kinetic energy, 1
2
ρu · u, is derived from the
momentum equation, Eq. 2, by taking the velocity dot product and assuming
incompressible fluid. Its mathematical expression takes the form
∂(1
2
ρu · u)
∂t
+∇ ·
[
u(
1
2
ρu · u)
]
=−∇ · (pu) (29)
+∇· [µ(∇u +∇ᵀu)] · u + S · u,
where, from left to right, quantities correspond to time derivative, convection,
pressure, diffusion and source terms, respectively. In order to investigate the
conservation of kinetic energy for the collocated scheme, Eq. 29 is discretized
over the whole domain and transformed to a summation of surface integrals
for each cell c as
∑
c∈Ω
uc· d(ρcuc)
dt
Vc +
∑
c∈Ω
uc·
∑
f∈F (c)
φfMˆf = −
∑
c∈Ω
uc·
∑
f∈F (c)
pf nˆfAf (30)
+
∑
c∈Ω
uc·
∑
f∈F (c)
µf
[
(unb − uc) Af
δdf
+∇ᵀuf · nˆfAf
]
+
∑
c∈Ω
uc·ScVc.
The detailed analysis of the pressure term in Eq. 30 is simplified by intro-
ducing an identity involving combinations of interpolation and differentiation
operators. The relation, first presented by Morinishi et al. [34] and restated
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in finite-volume form by Felten and Lund [35], reads
ϕc
∑
f∈F (c)
ψ¯fQf + ψc
∑
f∈F (c)
ϕ¯fQf =
∑
f∈F (c)
ϕ̂ψQf + (ϕcψc)
∑
f∈F (c)
Qf , (31)
where ϕ and ψ are two general variables, Qf is a general quantity known on
the cell face, i.e., no interpolation is needed, the overbars refer to interpolated
values, and ϕ̂ψ = 1
2
(ϕcψnb + ϕnbψc) is a special interpolator operator for
products.
Specifying the above identity to the pressure term by taking ϕ = u, ψ = p
and Qf = nˆfAf , and using Eq. 20 to simplify the expression, results in the
following relation
∑
c∈Ω
uc·
∑
f∈F (c)
pf nˆfAf =
∑
c∈Ω
∑
f∈F (c)
ûp· nˆfAf −
∑
c∈Ω
pc
∑
f∈F (c)
∆t
ρf
[
(pnb − pc) Af
δdf
]
+
∑
c∈Ω
pc
∑
f∈F (c)
∆t
2
 1
ρcVc
∑
f∈F (c)
pf nˆfAf +
1
ρnbVnb
∑
f∈F (nb)
pf nˆfAf
 · nˆfAf .
(32)
Finally, noticing that interior fluxes in Eq. 32 cancel out, Eq. 30 can be
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rewritten as
∑
c∈Ω
d(1
2
ρcuc·uc)
dt
Vc +
∑
c∈Ω
uc·
∑
f∈F (c)
φfMˆf = (33)
−
∑
f∈F (∂Ω)
1
2
(uapf + ufpa) · nˆfAf +
∑
c∈Ω
pc
∑
f∈F (c)
∆t
ρf
[
(pnb − pc) Af
δdf
]
−
∑
c∈Ω
pc
∑
f∈F (c)
∆t
2
 1
ρcVc
∑
f∈F (c)
pf nˆfAf +
1
ρnbVnb
∑
f∈F (nb)
pf nˆfAf
 · nˆfAf
+
∑
c∈Ω
uc·
∑
f∈F (c)
µf
[
(unb − uc) Af
δdf
+∇ᵀuf · nˆfAf
]
+
∑
c∈Ω
uc·ScVc,
which states that in the absence of viscosity (µ = 0) and source terms, the
change in kinetic energy is due to the fluxes through the boundary of the
domain plus a kinetic energy error related to the pressure term. This error
is intrinsic to the collocated formulation, and results from the different pres-
sure gradient evaluations in Eqs. 14 and 17 necessary to evaluate velocities
at centers of cells and mass fluxes at time n + 1, respectively. This result
is related to the symmetries of discrete operators by noticing that the dif-
ferent pressure gradient evaluations do not respect the relation M = −G∗.
Moreover, as further discussed in Sec. 4, an additional error appears if the
convection scheme φf is not skew-symmetric.
In order to complete the analysis, it is important to evaluate the scaling
order of the kinetic energy pressure error, since it can not be eliminated. In
this regard, the error is easily analyzed when simplifying it for each individual
22
ACCEPTED MANUSCRIPT
AC
CE
PT
ED
 M
AN
US
CR
IP
T
face f as
∆tAf
(pnb − pc)
ρfδdf
− 1
2
 ∑
f∈F (c)
pf nˆfAf
ρcVc
+
∑
f∈F (nb)
pf nˆfAf
ρnbVnb
 · nˆf
 , (34)
showing that the total term depends on the density ratio between the two
cells adjacent to the face, ρc/ρnb, and is multiplied by time step ∆t, and face
surface Af . Hence, the pressure error is proportional to ∆ρ, while spatially
scaled asO(∆h2) and temporally scaled asO(∆t), although it can be reduced
through the use of different temporal integration schemes, O(∆tm), as pro-
posed by Felten and Lund [35] and studied by Fishpool and Leschziner [36].
4. Low-dissipation convection scheme
The finite-volume discretization of the convective operator is carried out
by isolating the convection term in Eq. 2 and integrating it over the volume
of a cell c, Ωc. Next, divergence theorem is applied to the bordering faces
of the cell f ∈ F (c), and the expression is reduced by identifying the part
corresponding to the mass flux as
∫
Ωc
∇· (ρuu) dV =
∑
f∈F (c)
ρfufφf · nˆfAf =
∑
f∈F (c)
φfMˆf , (35)
where nˆf , Af and Mˆf are the normal outward unit vector, the surface and
the mass flow corresponding to face f , respectively, whereas φf is the value
of u at face f evaluated by a convective numerical scheme. A graphical
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representation of these parameters is shown in Fig. 1.
Many different strategies are available in the literature for the evaluation
of φf . Among them, the symmetry-preserving scheme presents discrete con-
servation of kinetic energy, although it may result unstable in variable-density
regions. Alternatively, the upwind scheme improves numerical stability, how-
ever, at expenses of adding artificial dissipation into the discrete system. The
solution proposed in this work consists in the hybridization of these two ap-
proaches to construct a low-dissipation and low-dispersion convection scheme
suitable for turbulent interfacial flow.
In this section, the description of the hybrid convection scheme is de-
tailed in three steps. First, the symmetry-preserving and upwind schemes
are presented. Second, the hybridization process is formulated. Finally, the
discrete kinetic energy conservation properties of the scheme are theoretically
analyzed.
4.1. Symmetry-preserving
The symmetry-preserving scheme [26] discretizes the convection term by
means of a skew-symmetric discrete operator; i.e., the discrete convective
operator satisfies C(ρu) = −C(ρu)∗. This particular construction of the
convective operator ensures that no artificial dissipation is introduced into
the discrete system of equations by the convection term. This property is
fundamental if turbulence dominates the physics of the problems under con-
sideration. Indeed, in the absence of source terms, kinetic energy should
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only be dissipated by viscous forces. Therefore, discretization strategies with
excessive numerical dissipation can significantly alter the physics of the flow.
In order to construct a discrete skew-symmetric convective operator, φf
must be evaluated as
φf =
φP + φF
2
, (36)
where φP and φF correspond to the values of u at the neighboring cells of
face f ; see Fig. 1. As demonstrated in Sec. 5.2, this convection scheme is first-
order accurate on 3-D unstructured meshes, while it increases its accuracy
to second-order on Cartesian grids. Higher-order versions of this scheme are
available [26]. However, for the ease of exposition, the hybrid scheme will be
presented in terms of the first-order version.
4.2. Upwind
The upwind scheme [30] approximates the convection term by a diagonally-
dominant positive real discrete operator; i.e., the entries in the i’th row
and j’th column, cij, of matrix C(ρu) are |cii| ≥
∑
j 6=i|cij| for all i, and
zᵀC(ρu)z > 0 for all nonzero real vector z. This type of convective operator
has a slowing-down effect on the discrete flow solutions by adding artificial
dissipation, irrespective of grid irregularity, into the problems. This property
is not desirable for the correct resolution of turbulence, but may be of key
importance to mitigate the growth of spurious currents near interfaces, and
therefore stabilize the calculation.
In particular, the upwind scheme considered is constructed by adding a
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dissipative term into the previous symmetry-preserving expression. This is
mathematically formulated as
φf =
φP + φF
2
− |Mˆf |
Mˆf
φF − φP
2
, (37)
where Mˆf is the outward-oriented mass flow at face f ; see Fig. 1. The
accuracy of this upwind scheme is also first-order on 3-D unstructured meshes
and second-order on Cartesian grids.
4.3. Hybridization
The final step is the formulation of the schemes hybridization. Briefly,
φf is evaluated according to the symmetry-preserving scheme, Eq. 36, for all
the faces of the mesh, except for those adjoining at least one cell containing
an interface, where the stabilizing scheme, Eq. 37, is activated. This hybrid
operator can be expressed in a single equation as
φf =
φP + φF
2
− αf |Mˆf |
Mˆf
φF − φP
2
, (38)
where αf is a coefficient that takes value 1 for the set of faces belonging
at least to one cell containing an interface, and takes value 0 otherwise; see
Fig. 2.
At this point is where the interface-capturing method is utilized since
it is a natural interface sensor. Remember that Eq. 6 locates the transient
position of the interface by means of scalar values corresponding to the phase
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k volume fraction within each cell. Therefore, the Ck scalar field itself can be
directly used to identify the faces that belong to cells containing an interface.
In a mathematical form, this is expressed as
αf∈F (c) =
 1 if 0 < Ck[c, t] < 1,0 otherwise, (39)
where αf∈F (c) corresponds to the values of αf for the faces of cell c, and
Ck[c, t] is the volume-fraction value of phase k within cell c at time instant
t. Depending on the interface-capturing method chosen, the hybridization
will be activated on a smaller or larger band. For instance, if using the VOF
method, only the faces of the cells containing an interface will assume αf = 1,
as in the example shown in Fig. 2. Differently, when using the LS method,
the hybridized region will be wider, coinciding with the variable-density zone
around Γ with thickness controlled by parameter ε in Eq. 9.
4.4. Convective kinetic energy conservation
The diagonal elements of the discrete convective matrix, C(ρu) of di-
mension m × m, corresponding to the hybrid symmetry-preserving upwind
scheme are
cii =
∑
f∈F (i)
1
2
(
Mˆf + αf |Mˆf |
)
∀i = 1, ...,m, (40)
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whereas the off-diagonal elements equal
cij =
1
2
(
Mˆij − αij|Mˆij|
)
, (41)
in the case of existing face-connectivity between cells i and j, while are null
otherwise. The distribution of the matrix C(ρu) eigenvalues on the real-
imaginary plot is based on the following proposition.
Proposition 1. The eigenvalues of a symmetric positive matrix (with real
entries) are positive real, and the eigenvalues of a skew-symmetric matrix are
pure imaginary.
As exemplified in Fig. 3, three different situations may be encountered,
corresponding to the cells labeled as a, b and c in Fig. 2. First, in the case
of a cell i located far from an interface, e.g., cell a, αf equals 0 for all its
faces and ρ is constant. Consequently, the following result is obtained from
the finite-volume discretization of the continuity equation on the cell
∫
Ωi
∇·u dV =
∑
f∈F (i)
uf · nˆfAf = 1
ρ
∑
f∈F (i)
ρuf · nˆfAf = 1
ρ
∑
f∈F (i)
Mˆf = 0. (42)
Therefore, Eqs. 40 and 41 reduce to
cii = 0 and cij =
1
2
Mˆij. (43)
The resulting submatrix is skew-symmetric, in consequence, it follows from
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Prop. 1 that its eigenvalue lies on the imaginary axis: λCi ∈ I. Second,
considering the case of a cell i containing an interface, e.g., cell b, it is
straightforward from Fig. 2 that αf is 1 for all its faces, and consequently
Eqs. 40 and 41 are rewritten as
cii =
∑
f∈F (i)
1
2
(
Mˆf + |Mˆf |
)
and cij =
1
2
(
Mˆij − |Mˆij|
)
, (44)
which is a diagonally-dominant positive submatrix. Thus, under the hypoth-
esis of Prop. 1, the eigenvalue of the submatrix is positive real: λCi ∈ R+.
Third, in a situation where the faces of a cell i take different values of αf ,
e.g., cell c, it is direct from the two previous cases that the eigenvalue of
the corresponding submatrix lives on the positive real part of the complex
numbers: λCi ∈ C | <(λCi ) ∈ R+.
The location of the eigenvalues on the real-imaginary diagram has direct
relation with the discrete conservation of kinetic energy. In particular, the
transport equation for kinetic energy, 1
2
ρu ·u, is derived from the momentum
equation, Eq. 2, by taking the velocity dot product. Hence, multiplying
the convection term, expressed in discrete matrix operators, by the velocity
vector u and taking into account the definition of eigenvalue, i.e., C(ρu)u =
λCu, results in
[C(ρu)u] · u = [λCi ui] · ui ∀i = 1, ...,m. (45)
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Then, depending on the value taken by λCi , the vector λ
C
i ui is: (1) if λ
C
i ∈ I,
just a rotation of vector ui around its axis; (2) if λ
C
i ∈ R+, a deformation
of vector ui without direction change; or (3) if λ
C
i ∈ C | <(λCi ) ∈ R+, a
combination of the two previous cases. Consequently, the variation of kinetic
energy due to the convection term, written as
ui · ui −
[
λCi ui
] · ui, (46)
is zero for case (1), nonzero for case (2) and between zero and a nonzero
value for case (3). Therefore, there is no dissipation of kinetic energy by the
convection term if an eigenvalue lies on the imaginary axis, while, if it lives
on the positive real part of the complex numbers and λCi < 1, the convection
term adds dissipation into the discrete system and, more important, is of
positive sign, i.e., acts as a kinetic energy reliever. In conclusion, the use of
the hybrid scheme confines kinetic energy dissipation to the subgroup of cells
close to the interfaces. It is worth stressing that this dissipation depends
on the interface-capturing method chosen. For instance, given the wider
extension of the interface region, the LS method presents larger dissipation
than the VOF approach.
5. Numerical tests
Four different tests are considered for analyzing the properties of the
low-dissipation and low-dispersion method proposed. First, kinetic energy
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conservation properties are assessed by numerically resolving the evolution
of a 3-D vortex. Second, an accuracy assessment is presented using an ex-
act sinusoidal function. Next, the scheme is tested for cases in which the
interface-capturing method is coupled to the equations of fluid motion. Ini-
tially, a spherical drop first in equilibrium and later submerged in a swirling
velocity field is considered as a case to test the capacity of the model to
diminish spurious velocities. Finally, its robustness and accuracy are demon-
strated by numerically calculating a two-phase turbulent coaxial jet.
The results reported in this work have been performed with the Ter-
moFluids Computational Fluid Dynamics (CFD) software package [37], in
which the hybrid symmetry-preserving upwind scheme has been integrated
into an existing multiphase library.
5.1. Three-dimensional vortex
The conservation of kinetic energy related to the convection term is an-
alyzed numerically by solving a 3-D vortex with zero net mass flux at the
boundaries and no interface advection. The set of 3-D vortices shown in
Fig. 4 are initially described by
u = Acos(kx)sin(ky)sin(kz),
v = −Asin(kx)cos(ky)sin(kz), (47)
w = 0,
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where A = 1.0 × 10−3 m/s is the velocity amplitude and k = 1 is the wave
number. The vortex is solved in a box of side 2pi×2pi×2pi meshed by means
of 6.6 × 104 triangular prisms that correspond to a mesh size of h = 0.2.
In detail, the 3-D mesh is generated by extruding a 2-D grid — composed
of 2.2 × 103 triangles — 30 times with a constant length step. The box is
filled with two different fluids. One with density ρ1 = 1 kg/m
3 occupying the
entire cube except for a sphere of diameter D = pi located in the center of
the box. This sphere is filled with a different fluid of density ρ2. In order to
study the properties of the different convection schemes, four different cases
are analyzed in which progressively larger density ratios between inner and
outer fluids, rρ = ρ2/ρ1, are considered. In particular, ρ2 is set to 1, 10, 100
and 1000 kg/m3. A constant time step of ∆t = 1.0 × 10−3 s is used, and
slip-wall conditions are applied to all boundaries.
In the absence of body and interfacial forces, and considering incompress-
ible inviscid flow, i.e., ∇·u = 0 and µ = 0, the kinetic energy conservation
equation, Eq. 29, reduces to
∂(1
2
ρu · u)
∂t
+∇ ·
[
u(
1
2
ρu · u)
]
= −∇ · (pu). (48)
It is important to note that this equation is intrinsically conservative, as
kinetic energy is just redistributed, not created neither dissipated. Therefore,
the rate of change of kinetic energy by the convection term is zero. Similarly,
discrete systems will be kinetic energy conservative if the convective and
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pressure operators are shown to be conservative.
Focusing on the convection term, the test proposed here is appropriate
to study its kinetic energy conservation since there is no net mass flux across
boundaries. This enables a proper characterization, in terms of rate of change
of kinetic energy, of the symmetry-preserving (sp), upwind (uw) and hybrid
symmetry-preserving upwind (hspu) convection schemes. In this regard, the
norm of the kinetic energy rate of change by the convection term, |∇·u(1
2
ρu ·
u)|, is calculated at every time step by integrating the convection term in
Eq. 48 over the entire domain, Ω, transforming it to a summation of integrals
for each control volume that form the domain c ∈ Ω, and using the divergence
theorem to simplify the expression as
∫
Ω
∇ · u(1
2
ρu · u) dV = 1
2
∑
c∈Ω
uc·
∑
f∈F (c)
φfMˆf . (49)
Results are reported in Tab. 1 for each scheme, and for increasing values
of density ratio between fluids. In all cases, the total rate of change of
kinetic energy, ∂(1
2
ρu · u)/∂t, is determined mainly by the convection term
with the pressure contribution, |∇ · (pu)|, negligible. The case of uniform
density between fluids shows that the sp scheme produces zero variation of
kinetic energy. On the contrary, the uw scheme introduces dissipation of
value O(10−8) into the discrete system, while hspu consistently reduces the
dissipation to O(10−9) by restricting the stabilization to the interface region.
Similar trends are observed when assigning different densities to the fluids.
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In the case of rρ = 10, sp results in zero variation (machine precision) of
kinetic energy. Conversely, the dissipation introduced is of order O(10−7)
for uw and O(10−8) for hspu, and increases with larger density differences.
It is important to notice that, despite its small magnitude, the errors in sp
slightly increase with the density ratio due to the difficulty of the Poisson
solver to reach machine precision.
Results in Tab. 1 account for the accumulated variation of kinetic energy
by the convection term over the entire domain. However, it is interesting to
analyze the particular value for each individual cell. The convection term
of the kinetic energy transport equation, Eq. 29, can be written in discrete
matrix-vector notation by left-multiplying C(ρu) by u∗ and summing the
resulting expression with its conjugate transpose, resulting in
u∗ [C(ρu) + C∗(ρu)] u. (50)
Next, considering the general expression of the hspu convection scheme given
by Eqs. 40 and 41, and accounting for the contribution of each cell c —
diagonal elements of the C(ρu) + C∗(ρu) matrix— , the above equation can
be reduced to
uc ·
∑
f∈F (c)
(
Mˆf + αf |Mˆf |
)
uc. (51)
Notice that if αf is 0 the expression collapses to the sp convection scheme,
whereas αf = 1 corresponds to the uw case.
The mathematical expression introduced is evaluated for the three schemes,
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and the results are presented in terms of relative error with respect to the
values obtained with sp as
εconv,x =
| [∂(1
2
ρu · u)/∂t]
x
− [∂(1
2
ρu · u)/∂t]
sp
|
| [∂(1
2
ρu · u)/∂t]
sp
| , (52)
with x representing the uw or hspu convection schemes. Results for rρ = 100
are plotted in Fig. 5 for the cells laying along a radial direction of the sphere
with dimensionless coordinate rˆ = r/R. The figure corroborate that the
uw scheme dissipates kinetic energy for all cells with a peak in the variable
density region, whereas the hspu scheme is conservative, i.e., εconv,hspu = 0,
except for the cells close to the interface (rˆ = 1) where αf is activated to 1,
and therefore the uw -dissipation is introduced. In this region, εconv,hspu tends
to the εconv,uw value.
5.2. Exact sinusoidal function
The spatial accuracy of the hybrid symmetry-preserving upwind (hspu)
scheme, together with the ones of the symmetry-preserving (sp) and upwind
(uw) schemes, is studied by means of comparing numerical results to the
analytical solution of an exact sinusoidal function. On the one hand, for
each convection scheme, the numerical values of the convection term on each
cell are calculated from the right-hand side of Eq. 35, with the corresponding
φf definition, Eqs. 36-38, by assigning a sinusoidal function to the input
variables: (1) velocities at centers of cells uc, and (2) face mass fluxes at
faces Mˆf . On the other hand, analytical values are obtained by directly
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evaluating the left-hand side of Eq. 35. Finally, analytical and numerical
results are compared by means of the root-square-mean error (rms) xrms,
given by
xrms =
√
1
n
(x12 + · · ·+ xn2), (53)
where xi corresponds to each of the n individual errors.
A stream function, determined by ψ = 1
2piN
sin(2piNx)cos(2piNy)k is uti-
lized in order to ensure that the resulting analytical velocity field is divergence-
free. In this way, the derivation ofψ, defined as u = ∇×ψ, gives the following
periodic velocity field
u = −sin(2piNx)sin(2piNy),
v = −cos(2piNx)cos(2piNy), (54)
w = 0,
which is solved in the three spatial directions and presents a maximum veloc-
ity magnitude of one. The test is performed on a cube of side 1.0×1.0×1.0
meshed by means of 9.2× 103 hexahedral cells (Cartesian mesh) or 9.7× 103
tetrahedral cells (unstructured mesh). Similarly to the previous test, Sec. 5.1,
fluid with density ρ1 = 1 kg/m
3 occupies the entire cube except for a sphere
of radius R = 0.15, which is fixed in the center of the domain and filled with
a fluid of density ρ2 = 1000 kg/m
3.
In addition, instead of using meshes with different resolutions, the con-
vergence study is performed by enlarging or reducing the wavelength of the
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input sine functions, and consequently the radius of the centered sphere.
In this way, the average mesh volume for both Cartesian and unstructured
grids is calculated as Vavg =
1
c
∑
c Vc, giving an average mesh spacing equal
to ∆Xavg = 3
√
3Vavg = 0.068, whereas the effective length of the domain is
defined as Leff = 1/N , being N a variable integer value that is increased
or decreased in order to enlarge or refine the effective mesh, respectively. In
consequence, the relative mesh size is defined as h = ∆Xavg/Leff = 0.068N .
Convection accuracy errors are obtained for relative mesh sizes ranging
from ≈ 0.1 to ≈ 0.5 and depicted in Fig. 6 — notice that results for the sp
and hspu convection schemes are plotted with a single line since they are
practically identical. The figure shows that, first, given a particular type of
grid, uw errors are larger than sp and hspu ones for all relative mesh sizes,
and second, for each convection scheme, errors are smaller on the Cartesian
grid than on the unstructured one. Moreover, the order of accuracy of the
different convection schemes have been calculated and collected in Tab. 2.
These show that the three schemes are second-order accurate on Cartesian
grids, while first- to second-order on unstructured meshes.
5.3. Spurious velocities around a spherical drop
In order to analyze the capability of the numerical framework to prevent,
or diminish, spurious velocities, the test case of a drop first in equilibrium
and later submerged in a swirling velocity field is considered. The drop is
subjected to surface tension forces while gravity effects are neglected.
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The set-up of the test is similar to the one proposed in Sec. 5.1. However,
in this case the interface separating the two fluids is set free by coupling the
VOF solver [8, 9] to the Navier-Stokes equations. In particular, a spherical
drop of diameter D = pi is fixed in the center of a cubic domain of side
2pi. Four different cases are analyzed corresponding to increasingly larger
density ratio values rρ. The surrounding fluid is of constant density ρ1 = 1
kg/m3, while the density of the drop ρ2 is set to 1, 10, 100 and 1000 kg/m
3.
Dynamic viscosity µ and gravity g are set to zero. Contrarily, the surface
tension force, as introduced in Eq. 3, is characterized by a surface tension
coefficient σ = 7.3 N/m, and by a curvature κ equal to 2/R in the case of a
3-D sphere. For the discretization of surface tension, a model based on the
continuum surface force approach [38] is chosen. Therefore, for each cell c
located at the interface, the surface tension is approximated as
Tcσ = σκ
( ∇Ck
‖∇Ck‖
)
c
Vc, (55)
where ∇Ck/‖∇Ck‖ is the normalized gradient of the volume fraction scalar
field Ck — in this case of the scalar field defining the surrounding fluid —,
and Vc is the volume of the cell. A detailed description of the discretization
of this force on 3-D unstructured meshes can be found in [3, 12, 39].
The domain is meshed exactly as in the 3-D vortex case: 6.6 × 104 tri-
angular prisms, generated by extruding 30 times a 2-D grid discretized in
2.2×103 triangles. Once more, the time step is chosen to be ∆t = 1.0×10−3
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s and velocity free-slip conditions are imposed at X, Y and Z boundaries.
The test is initialized with a zero velocity field for each of the three
convection schemes analyzed: symmetry-preserving (sp), upwind (uw) and
hybrid symmetry-preserving upwind (hspu). Under these conditions, the
velocity field along time should remain undisturbed, i.e., u = 0. However,
due to the appearance of spurious velocities at the cells located close to the
interface, this is not the numerical solution obtained. Therefore, in order to
measure the error in velocity, the following L1 error norm is utilized
L1(u) =
1
n
(‖uˆ1‖+ · · ·+ ‖uˆn‖) , (56)
where uˆi corresponds to each of the n cell dimensionless velocities, evaluated
as uˆi = ui
√
ρ2D/σ.
The velocity L1 errors for each convection scheme and density ratio are
plotted in Fig. 7 versus dimensionless time tˆ = t
√
σ/(ρ2D3). As expected,
for all cases, spurious velocities originate at cells located at the interface
between fluids, and continuously propagate to the neighboring elements as
time advances. Independently of the magnitudes, errors start at a zero value
and increase with time for the three convection schemes. However, there is a
clear difference between sp and uw and hspu errors. In the case of uniform
density, rρ = 1, the error for sp rapidly increases for tˆ < 0.4 first, and
then continues smoothly increasing since no dissipation is introduced into
the discrete solution to limit the spurious velocities. On the contrary, for the
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uw and hspu schemes, the magnitude of the spurious currents stalls at tˆ ' 0.2
due to their low-dispersion characteristics. The contrast in behavior among
the convection schemes significantly differs as the density ratio between fluids
is increased. For example, for rρ = 1000, the error magnitude for uw and
hspu schemes is O(10−4), while it diverges for sp.
In order to assess the stabilization in a more realistic scenario, the spheri-
cal drop is introduced into the 3-D vortex velocity field described in Sec. 5.1.
To impose a fast shape deformation, ρ2 and A are set to 100 kg/m
3 and
1.0× 10−1 m/s, respectively. In addition, the grid is refined to size h = 0.1.
Results for the three convective schemes are shown in Fig. 8, and correspond
to the evolution of the initial drop as dimensionless time tˆ = tA/D advances.
The figure clearly demonstrates the inability of the sp scheme to retain the
shape of the deforming sphere due to the appearance of large spurious ve-
locities at the surface. Differently, the solutions obtained with the uw and
hspu are stable and qualitatively very similar —therefore, the transient evo-
lution of the drop is shown by a unique sequence of snapshots. This result
highlights the capability of the hybrid scheme to diminish spurious velocities
around the interface, and therefore properly advect the surface separating
the fluids. Particularly for this test, given the absence of turbulent motions,
the two schemes provide a similar solution.
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5.4. Atomization of a turbulent two-phase jet
In order to assess the capability of the hspu scheme to numerically simu-
late interfacial turbulent flow, the atomization of a two-phase jet is studied.
The computational set-up is validated first by comparing against results re-
ported by Fuster et al. [25]. Next, the advantages led by the adoption of the
hspu scheme over the uw and sp are discussed.
5.4.1. Description of the case
The problem consists in the injection of two parallel high-speed streams
of liquid l and gas g into an initially quiescent domain. A schematic rep-
resentation of the jet evolution and geometrical dimensions are depicted in
Fig. 9. Two dimensionless parameters characterize the problem. The Weber
(We) number quantifies the ratio between fluid inertia and surface tension
forces, while the Reynolds (Re) number accounts for the ratio of fluid inertia
over viscous forces. For each fluid i, these are defined as
Wei =
ρiU
2
i D
σ
Rei =
ρiUiD
µi
, (57)
where Ui is the inlet streamwise velocity, D is the liquid jet diameter, and σ is
the surface tension coefficient. The physical properties of the fluids, namely
ρi, µi and σ, as well as the resulting dimensionless parameters are reported in
Tab. 3. Both fluids are injected with constant streamwise velocities starting
from the left domain boundary. In addition, triggering of the instabilities
responsible for transitioning from laminar to turbulent regime is forced by
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assigning a random cross-stream velocity to the liquid phase at the inlet,
with magnitude Vl = [−0.1Ul : 0.1Ul]. Finally, pressure is imposed at outlet
such that appropriate outflow boundary conditions are obtained.
The first stages of the jet atomization are shown in Fig. 10 as function
of dimensionless time tUl/D. Zoomed figures (a) and (b) show the initial
injection stages of the liquid jet. Figures (c) and (d) exhibit the appearance
of interface instabilities that cause the formation and rupture of ligaments
and the early spreading of droplets. Finally, jet swirling oscillation behav-
ior is depicted in figures (e) and (f). These concatenated phenomena are
comprehensively analyzed in the following subsections.
5.4.2. Numerical method
As indicated in the introduction, the low-dissipation convective scheme
presented can be coupled to different interface-capturing methods. In order
to demonstrate this capability, and motivated by a significant reduction in
computational cost, the interface motion in this test is solved by means of
the LS method presented in Balca´zar et al. [3]. Moreover, the time step,
instead of fixed to a particular value, is set free to dynamically adjust itself
to the maximum value within the stability region — further details are given
in the Appendix. Additionally, in order to reduce the computational require-
ments, an adaptive mesh refinement (AMR) strategy [40] is employed. As
shown in Fig. 12 (Zoom B), the strategy consists in a dynamic refinement
of the baseline mesh at the interfacial region. This refinement is essential
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for capturing physical phenomena occurring at scales smaller than the initial
mesh size, such as thin filaments or small drops. The base mesh is a uniform
Cartesian grid with ≈ 5.0 × 104 cells. For this test, two levels of mesh re-
finement are utilized, i.e., the parent cell is divided at most into 16 sub-cells.
Thus, at statistical steady-state conditions, the mesh reaches an average size
of ≈ 2.3 × 105 elements, instead of the ≈ 8.2 × 105 elements that would
be needed on a static mesh to obtain the same resolution. The refinement
level is chosen after carrying out preliminary tests to determine the minimum
mesh size necessary to obtain an acceptable convergence of the solution to
the benchmark. Further details on the application of the AMR strategy to
the jet atomization problem can be found in previous works [41, 42].
5.4.3. Validation and results
The case is discretely solved by utilizing the three convection schemes
considered in this work: sp, uw and hspu. The first important outcome
is that the sp scheme is not able to complete the calculation. Indeed, as
previously demonstrated in Sec. 5.3, the inability of the scheme to contain
spurious currents originated at the interface, results in the divergence of the
numerical simulation in few time steps. On the other hand, calculations
performed with the uw and hspu schemes are stable and their results are
discussed below.
First, the use of the hspu convection scheme is validated by comparing
the discrete results to the numerical data reported in [25]. For instance,
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Fig. 11 shows the comparison of the time-averaged energy of the cross-stream
normal velocity fluctuations Ev′ = (v
′)2 normalized by its inlet value E0 =
(Ul)
2. In particular, the figure shows the Ev′/E0 profiles for three different
inlet distances x/D. Due to the symmetry in geometry, only the profiles
corresponding to the top-half part of the domain are represented. The results
are compared to the same magnitudes measured in [25]. Regarding the first
two distances, x/D = 1.25 and x/D = 1.9, present solution and benchmark
match closely, thus, demonstrating a similar mechanism in the early growth
of perturbations. At x/D = 3.1, where the process of disruption of the
interface has taken place, despite showing an overall good agreement, the
solutions result more distant. This is probably due to the different local
definition of the mesh used in the representation of interface phenomena,
that leads to a slightly different phenomenology of the unstable structure
appearing after the core break-up.
The appearance of Kelvin-Helmholtz (KH) instabilities at the interface is
due to the competition between shear forces, caused by the velocity difference
of the two streams, and capillary stresses. This is in agreement with the
reference work [25] and other studies regarding two-phase coaxial jets [5, 43,
44]. The KH instabilities are responsible for triggering the jet transition from
laminar to turbulent regime. This phenomenon is captured by the intact jet
profiles, x/D = 1.25 and 1.9, shown in Fig. 11, since Ei progressively rises in
the interface proximity. In this zone, the fluctuations cause the appearance
of waves at the interface that quickly grow, amplify and roll-up, breaking the
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interface and spreading droplets downstream, as shown in Fig. 12 (Zoom A).
The increase of the instability continues downstream, as the fluctuations are
gradually transferred to the bulk of the fluids. Finally, perturbations cause
the complete break-up of the liquid core, that fragments into droplets of
several different sizes. The evolution of these physical mechanisms is depicted
in Fig. 12.
The results obtained with the uw convection scheme are depicted in
Fig. 13 where they are compared to hspu data. In detail, the figures compare
the cross-stream kinetic energy of velocity fluctuations at entrance lengths
x/D = 1.25 and 1.9. Ev′ evaluated with uw is slightly lower than hspu, due
to the dissipative nature of the method, which causes a partial attenuation of
kinetic energy also in the core of the liquid phase. However, results are com-
prehensibly similar, demonstrating an equivalent representation of the KH
instability mechanism for the two schemes. As it will be demonstrated in the
next subsection, Sec 5.4.4, this similarity in behavior is not encountered for
the energy spectra of the downstream turbulent region.
5.4.4. Energy spectra
Following the complete breakdown of the liquid-phase core, a downstream
turbulent dispersion of droplets is observed. After ≈ 60 dimensionless time
units tUl/D, the two-phase dispersed system reaches a statistical steady state
regime with the overall wake fluctuating under a constant vortex shedding
frequency fV S. In this context, the analysis of the flow energy spectrum
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allows a more complete knowledge of its turbulent behavior and a further
verification of the hspu scheme. The spectra have been calculated from the
time series of the vertical velocity v over a large exhibition period of ≈ 25
shedding cycles.
The velocity probes are located at different inlet distances x/D, and at
a vertical position equal to the inlet interface y-axis value yint. This vertical
position of the probes ensures a better capturing of the interface fluctuations.
A satisfactory description of the jet turbulent behavior can be drawn from the
analysis of the results obtained on two probes. The first, S1, is placed in the
zone of the earliest interface instabilities (x/D = 2), where the disturbances
have not yet broken the liquid core, whereas the second, S2, is located at
x/D = 6, where the core is partially broken and the vortex shedding has
begun to drag the structures downstream — see position of the probes in
Fig. 12.
Segments of the velocity signals collected by the probes at statistical
steady state conditions are plotted in Fig. 14. The hspu velocity signal of
probe S1, reported in Fig. 14(a), shows much more regular oscillations than
the uw signal, and a notably higher value of root-mean-square velocity. In
the case of probe S2 — see Fig. 14(b) —, the uw signal fluctuates more
strongly, but oscillations are still less regular and energetic than the hspu
ones.
The described velocity signals are post-processed by using the Lomb pe-
riodogram technique [45] to yield the turbulent energy spectra, reported in
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Fig. 15. The plots depict the dimensionless energy of cross-stream velocity
fluctuations, Ev′/E0, as function of fD/Ul. All the curves are compared
to the (−3)-slope, characteristic of the direct energy cascade in 2-D turbu-
lence [46]. Regarding the hspu scheme, the spectra show the same dominant
peak for both S1 and S2 probes, Figs. 15(a) and 15(c), corresponding to the
vortex shedding Strouhal number StVS = fVSD/Ul = 0.27. The existence of a
strong dominant frequency is confirmed by the appearance of harmonic peaks
— up to the third in probe S1, and up to the fourth in probe S2. In probe S1,
a peak associated to the KH instability is visible at fKHD/Ul ≈ 1.0. Despite
being responsible for the laminar to turbulent transition, KH remains embed-
ded in the vortex shedding frequency, and becomes barely distinguishable.
The slope of the energy cascade is well represented in both probes.
On the other hand, referring to the uw scheme, two energy peaks are
detected by both probes, at StVS1 = 0.24 and StVS2 = 0.31, as shown in
Figs. 15(b) and 15(d). These are responsible for an irregular fluid shedding,
previously suggested by the uneven velocity signal shown in Fig. 14. Indeed,
the dissipative nature of the scheme makes the wake more fragmented and
driven by different fluctuation frequencies. Conversely, the foot print of KH
instabilities at the interface is well captured by probe S1, at fKHD/Ul ≈ 0.9,
due to the absence of a strong dominant shedding frequency.
In conclusion, the hspu scheme proves to be effective in the simulation
of turbulent jet atomization, as it is able to properly resolve the energy cas-
cade and to reproduce the vortex shedding effect. Moreover, its adoption
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has many advantages in comparison to other existing schemes. For instance,
hspu solves the poor numerical stability shown by sp at liquid-gas interfaces.
On the other hand, it provides a proper transport of kinetic energy in the
vortex shedding mechanism, thus, overcoming the inability of uw to accu-
rately solve turbulent flows. Indeed, the utilization of the sp scheme for the
cells located in the bulk of the fluids guarantees the discrete convective op-
erator to be locally skew-symmetric and, therefore, the correct conservation
of mass, momentum and kinetic energy [27].
6. Conclusions
In this work, a low-dissipation and low-dispersion discretization for the
numerical simulation of turbulent interfacial flow is analyzed. The scheme
is designed to minimize the amount of artificial dissipation introduced into
the discrete system, while manages to limit the growth of spurious currents.
In addition, as demonstrated in the series of tests performed, the hybrid
convection scheme proposed can be coupled to different interface-capturing
methods.
The theoretical analysis presented in Secs. 3 and 4 demonstrates that the
scheme is conservative except for the subgroup of cells found in the vicinity
of the interface, where a controlled amount of dissipation is introduced to
diminish spurious flows. This feature is confirmed by the numerical results
of a 3-D vortex presented in Sec. 5.1. The same test shows that the overall
kinetic-energy dissipation is kept to a level well lower than classic dissipative
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schemes. The spatial accuracy of the method is numerically analyzed in
Sec. 5.2, where it is shown to be second-order accurate on Cartesian grids
and first-order on unstructured 3-D meshes.
The localized injection of dissipation allows an effective control of the
spurious currents growth, which provides enhanced stability to the numeri-
cal method. Indeed, as demonstrated in the spherical drop test in Sec. 5.3,
spurious flows grow unbounded when using purely conservative discretiza-
tions, whereas remain contained to small values in the case of utilizing the
hybrid convection scheme. This behavior is further corroborated by obtaining
a proper interface advection when the sphere is placed in a swirling velocity
field.
The performance of the numerical framework in a complete multiphase
turbulent scenario has been tested by solving a liquid-gas atomizing jet. On
the one hand, the test demonstrates that the controlled dissipation added
to the interfacial region is sufficient to stabilize the numerical simulation.
On the other hand, the results expose that, unlike pure dissipative schemes,
the hybrid convection approach presented in this work is able to properly
represent the underlying physics of turbulent flow. Consequently, the inabil-
ity of a pure dissipative method to properly transport swirling structures is
overcome.
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Appendix. Time step evaluation
In the case of high-Reynolds-number flow, if the equations of fluid mo-
tion, Eqs. 1 and 2, are explicitly integrated in time — which is generally less
expensive than using implicit methods [47] —, the time step value is limited
by the stability of the convective term. Therefore, applying stability theory
to the matrix resulting from multiplying the discrete convective operator by
time step, ∆tC(ρu), the region of absolute stability can be determined on
the complex plane by imposing
∆t|λCi | ≤ 1 ∀i = 1, ...,m, (58)
with λCi ∈ I the eigenvalues of the m×m convective operator matrix.
The solution of large eigenvalue problems is extraordinary time-consuming,
particularly in the case of Eq. 58, since C(ρu) changes every time step. In
fact, the calculation of the eigenvalues requires an amount of computational
resources similar to that of solving the discrete system. Thus, this is not
a real option. Instead, as proposed in [48], a more practical approach is to
bound them by means of the Gershgorin circle theorem [49], written as
|λCi − cii| ≤
∑
j 6=i
|cij| ∀i = 1, ...,m, (59)
where cii and cij are, respectively, the diagonal and off-diagonal elements
of the discrete convective matrix defined in Eqs. 40 and 41. Hence, the
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maximum time step within the stability region results from considering the
largest eigenvalue in Eq. 59, defined as
|λCmax| ≤ max
[
|cii|+
∑
j 6=i
|cij|
]
∀i = 1, ...,m. (60)
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Figure 1: Arrangement of variables and notation for the collocated framework and con-
vection scheme on a 2-D unstructured mesh. The schematic representation shows the
collocated position of velocity u and pressure p. The cell c where the discretization is an-
alyzed is shown in dark gray, while the face-neighboring cells nb are depicted in light gray,
with an example of normal outward unit vector nˆf and distance δdf between centroids.
An example of a face f where the φf is evaluated, together with the corresponding Mˆf ,
φP and φF values, is illustrated.
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Figure 2: Example of the values taken by αf at different faces according to the interface
position when using the VOF method as interface capturer.
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Figure 3: Distribution on the real-imaginary diagram of the eigenvalues corresponding to
the discrete convective matrix. Three different cases are depicted depending on the values
taken by αf .
x
y
z
Figure 4: 3-D vortex: frontal (xy-plane) view of the flow field and interface location.
Velocity vectors are displayed in gray while the high-density sphere is shown in orange.
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rρ sp O(-) uw O(-) hspu O(-)
1 10−14 10−8 10−9
10 10−13 10−7 10−8
100 10−12 10−6 10−7
1000 10−11 10−5 10−6
Table 1: 3-D vortex: order of magnitude of kinetic energy variation by the convection
term, |∇ · u( 12ρu · u)| obtained by using the sp, uw and hspu schemes. The quantity is
evaluated for increasingly larger density ratios.
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Figure 5: 3-D vortex: relative error of convection kinetic energy variation conv along the
cells that lay on the line from the sphere’s center to a corner of the domain as a function
of dimensionless radius rˆ. The interface location is indicated by Γ.
Scheme Cartesian Unstructured
sp, hspu 2.69 1.53
uw 1.88 1.43
Table 2: Order of accuracy of the different convection schemes (sp, uw and hspu) on both
mesh types (Cartesian and unstructured).
Ui[m/s] ρi[kg/m
3] µi [Pa·m] σ [N/m] Rei Wei
liquid 20 1000 5× 10−4
0.03
16000 5332
gas 100 100 1.7× 10−5 235000 13000
Table 3: Atomization of a two-phase jet: liquid and gas physical properties and dimen-
sionless parameters.
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Figure 6: Exact sinusoidal function: convection scheme error xrms versus relative mesh
size h for the different convection schemes (sp, uw and hspu) and mesh types (Cartesian
and unstructured). First- and second-order slopes are also indicated.
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(d) rρ = 1000
Figure 7: Spherical drop in equilibrium: velocity errors L1 versus dimensionless time tˆ
for the three convection schemes analyzed (sp, uw and hspu) and for increasingly larger
density ratios rρ.
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(a,II) tˆ = 2 (b,II) tˆ = 2
(a,I) tˆ = 1 (b,I) tˆ = 1
1.00.0
(b) uw, hspu
Velocity Magnitude [m/s]
0.5
(a) sp
(a,III) tˆ = 3 (b,III) tˆ = 7
(a,IV) tˆ = 4 (b,IV) tˆ = 15
Figure 8: Spherical drop under swirling action: time evolution (top to bottom) of the
sphere for the sp (left), uw and hspu (right) convection schemes. The interface is colored
according to the velocity magnitude.
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Figure 9: Atomization of a two-phase jet: schematic representation of the liquid jet test
indicating the flow configuration and geometrical parameters.
Zoom 2x
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Figure 10: Atomization of a two-phase jet: initial stages of the liquid atomization process.
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Figure 11: Atomization of a two-phase jet: energy of the cross-stream normal velocity fluc-
tuations Ev′ = (v
′)2 normalized by its inlet value E0 and evaluated at different distances
from the inlet x/D. Present results are compared to reference data reported in [25]. The
hspu convection scheme is used to discretize the convection term. Parameter yint corre-
sponds to the value of the interface vertical position at inlet.
StV S ≃ 0.27
Zoom A
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Figure 12: Atomization of a two-phase jet: visualization of the primary and secondary
stages of the atomization process obtained from the numerical simulation. The position
of velocity probes (S1, S2) is indicated. In Zoom A, a detail of the waves evolution at the
interface is shown. Zoom B is an example of the refined mesh achieved with the AMR
strategy at the interface.
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Figure 13: Atomization of a two-phase jet: energy of the cross-stream normal velocity
fluctuations Ev′/E0 measured at different distances from the inlet x/D using the uw and
hspu convection schemes. Results are compared to numerical data reported in reference
[25].
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-4
-2
 0
 2
 4
 70  75  80  85  90
v/
U l
tUl/D
uw
hspu
(b) Probe S2
Figure 14: Atomization of a two-phase jet: dimensionless vertical velocity v/Ul measured
at probes S1 and S2 using the uw and hspu schemes.
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Figure 15: Atomization of a two-phase jet: energy spectra Ev′/E0 measured at probes S1
and S2 using the uw and hspu convection schemes.
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