Chronic drug exposure is hypothesized to recruit negative reinforcement processes that increase the magnitude and alter the mechanisms of drug reinforcement. Candidate substrates of negative reinforcement include increased signaling via stress-related neurotransmitters such as corticotropin releasing factor (CRF, acting at CRF receptors) or dynorphin (acting at kappa opioid receptors) and/or decreased signaling via reward-related neurotransmitters such as dopamine. Determinants of drug reinforcement can be examined with choice procedures, in which subjects choose between a drug of interest (e.g. heroin or cocaine) and a non-drug alternative reinforcer (e.g. food). This review summarizes evidence collected from studies of drug choice in rhesus monkeys to address the negative reinforcement hypothesis. In monkeys choosing between heroin and food, chronic heroin exposure and subsequent withdrawal produces a robust increase in heroin choice. This withdrawal-associated increase in heroin choice is blocked by morphine and by other mu opioid agonists used to treat opioid use disorder (methadone, buprenorphine); however, withdrawal-associated increases in heroin choice are not reliably blocked by antagonists of CRF or kappa opioid receptors or by an indirect dopamine agonist. In monkeys choosing between cocaine and food, chronic cocaine exposure and withdrawal fail to increase cocaine choice or alter sensitivity of cocaine choice to treatment with candidate therapeutics including an indirect dopamine agonist and a kappa opioid receptor antagonist. These results support a role for negative reinforcement in self-administration of heroin but not cocaine. The constellation of neurobiological changes that constitutes the negative reinforcing stimulus in opioid-dependent rhesus monkeys remains to be determined.
Drugs of abuse produce reinforcing effects that contribute to their abuse potential. The expression, mechanisms, and modulation of drug reinforcement are commonly studied with drug self-administration procedures (Young and Herling, 1986; Ator and Griffiths, 2003) . In these procedures, contingencies are established such that performance of some behavior (e.g. pressing a response lever) results in delivery of a drug dose. In the simplest drug self-administration procedures, the experimental environment contains only one operant manipulandum (e.g. only one response lever), only one behavior is monitored (e.g. pressing the lever), and the primary dependent variable is the rate of responding or drug delivery. A drug is considered to produce reinforcing effects and to function as a reinforcer if delivery of some drug dose maintains higher rates of self-administration than delivery of vehicle. Once self-administration of a given drug is established, then effects of other experimental manipulations on drug self-administration can be evaluated. However, interpretation of effects produced by these manipulations can be challenging, because the primary dependent measure (i.e. rate of drug self-administration) conflates multiple effects of both the self-administered drug and of any manipulation that might modify drug self-administration (Katz, 1989; Negus and Banks, 2011) . As one example, drug self-administration dose-effect curves under simple schedules of reinforcement typically display inverted-U shaped doseeffect curves, such that peak rates of drug self-administration are maintained by intermediate drug doses. The decrease in self-administration rates that occurs at higher drug doses could reflect either a decline in reinforcing effects or the recruitment of non-specific behavioral effects (e.g. sedation or stereotypies) that disrupt behavior and impede the subject's ability to respond. Similarly, an experimental manipulation could decrease drug self-administration either by decreasing the drug's reinforcing effects, enhancing the drug's non-specific behavioral effects, or producing its own non-specific behavioral effects. A key challenge in drug self-administration research is dissociation of effects produced by experimental manipulations on drug reinforcement relative to effects on general behavioral competence.
Drug choice procedures provide one approach to mitigating the impact of these interpretive challenges (Negus and Banks, 2011; Banks and Negus, 2012; Banks et al., 2015; Banks and Negus, 2016) . In drug choice procedures, the experimental environment typically includes at least two operant manipulanda (e.g. two response levers), and contingencies are established such that responding on one manipulandum produces drug delivery, whereas responding on the second manipulandum produces a non-drug alternative reinforcer, such as food in laboratory animals or money in humans. Although overall rates of responding and reinforcement are measured in choice procedures, the primary dependent variable is not the rate of behavior, but rather the allocation of behavior to the drug and alternative options [e.g. expressed as % Drug Choice = # Drug Choices/Total # of both Drug and Alternative Choices) × 100]. This primary dependent variable provides a measure of a drug's relative reinforcing efficacy in comparison to the alternative, and this measure is relatively independent of non-specific behavioral effects. For example, drug self-administration dose-effect curves in choice procedures typically show a monotonic increase in % Drug Choice as a function of increasing drug dose. Moreover, manipulations that selectively decrease drug reinforcement reduce % Drug Choice but do not necessarily affect the total number of completed choices (because subjects not only decrease drug choice, but also reallocate their behavior to increase choice of the non-drug alternative). Conversely, manipulations that produce non-selective behavioral disruption decrease the total number of completed choices without necessarily altering % Drug Choice for choices that are completed. In addition to these distinctions with regard to data interpretation, the preclinical use of choice procedures may also promote fidelity of preclinical-to-clinical translation of research results, because human laboratory studies also commonly use choice procedures to assess drug reinforcement, and because drug abuse occurs in settings where both drug and non-drug reinforcers are available (Haney and Spealman, 2008; Huskinson et al., 2015; Czoty et al., 2016) .
One application of choice procedures has been to study the impact of chronic drug exposure and subsequent drug withdrawal on drug reinforcement (Negus, 2006; Negus and Rice, 2009; Banks and Negus, 2010) . It has been argued that chronic drug exposure and withdrawal produces a "motivational withdrawal syndrome" that augments drug reinforcement and serves as "one of the driving factors for compulsivity in addiction" (Koob and Mason, 2016) . Choice procedures provide a useful experimental tool to evaluate this hypothesis, its underlying mechanisms, and its implications for treatment development.
"The Dark Side of Addiction" as a heuristic framework
A prominent contemporary theory of drug addiction posits the existence of two interacting mechanisms of "positive" and "negative" reinforcement that evolve with increasing levels of drug exposure (Koob and Le Moal, 2008) . In subjects with relatively limited drug exposure, the reinforcing effects of drugs are thought to be mediated primarily by increased dopamine signaling in mesolimbic dopamine projections from ventral tegmental area to nucleus accumbens. Increased endogenous opioid signaling in this system may also contribute to drug reinforcement, independent of dopamine, for some drugs. Drug reinforcement in subjects with limited drug exposure is often described as "positive reinforcement," because drug delivery increases both the magnitude of drug stimulus presented to the subject and the level of signaling by the presumed neural substrate within the subject (mesolimbic dopamine/opioid systems). (See inset 1 for commentary on use of the terms "positive" and "negative" reinforcement in relation to drug self-administration.)
Positive and negative reinforcement in drug selfadministration 1 A "reinforcer" is operationally defined as any stimulus that increases the probability of behavior preceding its delivery. A stimulus is considered to be a "positive reinforcer" or a "negative reinforcer" depending on whether its presentation or its removal, respectively, increases the probability of preceding behavior. For example, operant behavior in laboratory animals is often maintained by food delivery. In this context, food is defined as a positive reinforcer, because behavior by the animal results in food presentation. By contrast, operant behavior is also sometimes maintained by termination of electric shock. Here, shock is defined as a negative reinforcer, because behavior by the animal results in shock removal. In using this terminology, the qualifiers "positive" and "negative" are most precisely applied to external stimuli under the direct control of the investigator (e.g. food or shock in the examples above). The terminology is less precise and is potentially misleading when it is used to refer to the internal state of the organism as the source for the stimulus. For example, regimens of food deprivation can elicit physiological and neurobiological responses inside an organism, produce the subjective state of "hunger" (at least in humans), and increase the reinforcing effectiveness of food presentation. However, even when food reinforcement maintains responding in a food-deprived subject, we typically refer to food delivery as a positive reinforcer rather than to the food-deprivation state and its neurobiological correlates as a negative reinforcer that can be terminated by responding for and delivery of food. In drug self-administration procedures, behavior by the subject results in delivery of a drug dose, and as a result, drugs that increase responding leading to their presentation are functioning as "positive reinforcers." When the concept of "negative reinforcement" is invoked, as in the heuristic framework described as "the dark side of addiction," the negative reinforcer of interest is not the drug, but rather a hypothetical internal state. However, to qualify as a negative reinforcer, this internal state must meet at least five criteria. First, this state should be defined as a physiological stimulus originating inside the organism. For example, the stimulus could be defined as a specific pattern of activity in specific neural substrates (e.g. increases or decreases in specific neurotransmitter levels in specific regions of the central nervous system). Second, this stimulus should be relatively quiescent in drug-naïve subjects and activated by drug exposure. As a corollary to this point, the stimulus is presumed to have a slower onset and longer duration than brain levels of either drug or drug-induced increases in dopamine/opioid release. This permits cumulative and sustained increases in stimulus magnitude with repeated drug exposures. Third, the stimulus should be at least transiently terminated by renewed drug delivery. Importantly, this suggests that the self-administered drug has a biphasic impact on the negative reinforcing stimulus, producing an initial decrease in its intensity followed by a later increase in its intensity. Fourth, the initial, transient termination of this stimulus should be sufficient to reinforce behavior. Lastly, the initial, transient termination of this stimulus should also be necessary for full expression of drug reinforcement in drugdependent subjects.
To illustrate research implications of these criteria, consider the hypothesis that increased release of hormone X is a candidate negative reinforcer for maintaining heroin self-administration in heroin-dependent subjects. Supportive experiments might generate the following sorts of data. 1) X levels should be relatively low in heroin-naive subjects. 2) X levels should increase with increasing heroin exposure.
Heroin-induced increases in X should have slower onset and longer duration than brain levels of either heroin or of heroin-induced increases in dopamine/opioid levels. 3) During withdrawal in heroin-dependent subjects, levels of X should be high, and re-administration of heroin should transiently reduce levels of X. 4a) In heroin-naive subjects, direct administration of X (e.g. by programmed infusion) should function as a negative reinforcer, such that responding to terminate or delay X administration, or to administer an antagonist of X, maintains responding. 4b) During withdrawal in heroin-dependent subjects, antagonists of X should maintain responding. 5a) During withdrawal in heroin-dependent subjects, antagonists of X should reduce heroin self-administration. 5b) During withdrawal in heroin-dependent subjects, heroin selfadministration should decline or extinguish if heroin fails to reduce X.
A goal of the heuristic framework is to identify candidate neural systems that meet these criteria and that might serve as targets for substance use disorder treatments. Choice procedures offer an experimental tool to address the last two of these criteria.
More extensive regimens of drug exposure are proposed to alter the state of the subject and thereby alter the mechanisms and increase the magnitude of drug reinforcement. Specifically, extended drug exposure has been shown to (1) decrease basal activity of dopamine and/or opioid reward systems, and (2) recruit activation of other neural systems, sometimes described as "stress" or "anti-reward" systems, that use neurotransmitters including corticotropic releasing factor (CRF) and dynorphin (Koob and Le Moal, 2008; Koob and Mason, 2016) . Together, these two processes of decreased reward system function and enhanced stress system function are hypothesized to have three key characteristics. First, their expression occurs with a slower onset and longer duration than the initial stimulation of mesolimbic dopamine/ opioid signaling, and as a result of their longer duration of action, their expression can accumulate with repeated drug exposure. Second, they are hypothesized to mediate negative and aversive affective states that occur during drug withdrawal. Lastly, this aversive state is hypothesized to be temporarily reversible by re-exposure to the abused drug, either because the drug transiently increases depressed dopamine/ opioid signaling, reduces stress hormone signaling, or both. Overall, then, consumption of any single dose of abused drug is envisioned to produce an initial increase in dopamine/opioid signaling as drug levels rise and peak, followed by a longer period of depressed dopamine/ opioid signaling and enhanced stress hormone signaling that together mediate negative affective states of drug withdrawal. Increasingly intensive regimens of drug exposure are hypothesized to produce a cumulative increase in the latter effects and increasingly intense aversive subjective states. Under these circumstances, drug-induced reinforcing effects are often described as "negative," because the drug is now hypothesized to produce its reinforcing effects not by increasing dopamine/opioid signaling from a normal basal level, but rather by alleviating the aversive state produced by a depressed reward system and activated stress system. Drug self-administration maintained by putative negative reinforcement has been called "the dark side of addiction."
Evidence to support this hypothetical transition from positive to negative reinforcement comes in part from preclinical studies that have used single-operant drug self-administration procedures in which the primary dependent measure is the rate of drug self-administration. Two observations have been especially seminal. First, the recruitment of negative reinforcement processes that occurs with extended drug exposure is hypothesized not only to modify the mechanisms of drug reinforcement, but also to increase its magnitude (i.e. by summing positive and negative reinforcement mechanisms). In support of this hypothesis, regimens of "extended access" (produced by increasing the number of hours per day that subjects can self-administer drug) have been shown to increase rates of self-administration, a phenomenon that has been labeled "escalation" (Koob and Kreek, 2007) . Second, the recruitment of these negative reinforcement processes is also hypothesized to render drug self-administration sensitive to manipulations that attenuate stress system signaling. For example, as noted above, CRF acting at CRF1 receptors and dynorphin acting at kappa opioid receptors are two stress-related neurotransmitters implicated in negative reinforcement processes, and both CRF1 receptor antagonists and kappa opioid receptor antagonists were found to decrease escalated self-administration across several drug classes in rats with extended drug access (Koob and Mason, 2016 ). An implication of these findings has been that CRF1 antagonists, kappa antagonists, or other treatments that reduce stress system signaling might be useful as medications to treat drug addiction.
Despite the appeal of this hypothesis and the accumulation of some data in its favor, several issues remain to be addressed. Three will be mentioned here. First, behavioral data have been collected using singleoperant drug self-administration procedures in which the primary dependent variable (i.e. rate of drug self-administration) conflates both reinforcing effects and other behavioral effects produced by the selfadministered drug. Consequently, the observation of escalated drug self-administration during extended drug access may reflect an increase in drug reinforcement, but it could also reflect other effects, such as tolerance to non-specific behavioral effects that initially limit responding maintained by the self-administered drug (Zernig et al., 2007) . Other explanations for the escalation phenomenon have also been proposed (Goeders et al., 2009; Beckmann et al., 2012) . Second, while escalation occurs for self-administration of many abused drugs including both mu opioid agonists (e.g. heroin) and monoamine transporter ligands (e.g. cocaine and methamphetamine), clinical data suggest very different roles for withdrawal as a determinant of abuse for different drugs. For example, physical signs of withdrawal are weaker for cocaine than for mu opioids, expression of withdrawal signs is less likely to be exhibited by patients who meet criteria for cocaine than opioid use disorder, and withdrawal relief is less likely to be endorsed as a reason for continued use of cocaine than opioids (Wu et al., 2009) . Third, the effectiveness of some treatments to reduce escalated drug self-administration has not always translated well to clinical studies. For example, CRF1 receptor antagonists have reduced escalated ethanol self-administration in rats (Koob and Kreek, 2007) , but the CRF1 receptor antagonist verucerfont failed to produce therapeutically promising effects in ethanol-dependent women despite evidence for CRF1 receptor target engagement (Schwandt et al., 2016) . Similarly, both selective kappa opioid receptor antagonists and combinations of buprenorphine + naltrexone (intended to produce kappa receptor antagonism) were effective to block escalated cocaine self-administration in rats (Wee et al., 2012; Koob and Mason, 2016) , but a similar buprenorphine + naltrexone combination in humans failed to reduce primary measures of cocaine use in a large clinical trial (Ling et al., 2016) .
Choice procedures provide one experimental tool that can be used to address these issues. In particular, the heuristic framework described as "the dark side of addiction" makes two explicit predictions regarding effects of chronic drug exposure and subsequent drug withdrawal on choice between a self-administered drug and an alternative non-drug reinforcer. First, regimens of drug exposure and withdrawal should increase drug reinforcement and thereby increase drug choice. Second, drugs that block stress system signaling hypothesized to mediate aversive withdrawal states should also block withdrawal-associated increases in drug choice. The remainder of this review will evaluate the degree to which these predictions are realized in studies that have examined the effects of extended drug access and drug withdrawal on choice between heroin and food (Negus, 2006; Negus and Rice, 2009) or cocaine and food (Banks and Negus, 2010; Banks et al., 2013a; Hutsell et al., 2016a; Hutsell et al., 2016b ) by rhesus monkeys.
Effects of opioid exposure and withdrawal on heroin choice
In the first laboratory-animal drug self-administration study ever published, morphine-dependent chimpanzees were afforded the opportunity to choose between subcutaneous morphine injections and bananas, and morphine withdrawal was found to increase morphine choice and decrease banana choice (Spragg, 1940) . More recent studies have examined this phenomenon in rhesus monkeys equipped with chronic intravenous catheters and trained under a concurrent schedule of reinforcement for intravenous heroin injections and banana-flavored food pellets (Negus, 2006; Negus and Rice, 2009 ). Fig. 1 shows a diagram of the experimental design along with selected results. Briefly, choice was evaluated during 2-h behavioral sessions conducted daily from 11 am to 1 pm. Each daily session was composed of 5 20-min components separated by 5-min time-out periods, and during each component, subjects could press one response key to earn heroin injections or a separate response key to earn food pellets. The available heroin dose increased across components (0, 0.0032, 0.01, 0.032 and 0.1 mg/kg/injection, respectively), and a maximum of 10 total reinforcers was available during each component. This approach permitted determination of heroin choice dose-effect curves each day under various experimental conditions. Initially, heroin was available only during daily choice sessions, and Fig. 1B shows the resulting heroin choice dose-effect curve ("Choice Alone," dotted gray line). Under these conditions, heroin maintained a dose-dependent increase in heroin choice. When low heroin doses were available (0, 0.0032 mg/kg/injection), monkeys allocated all of their responding to the food key, and % Heroin Choice was low. As heroin dose increased across components, monkeys reallocated their behavior to the heroin-associated key, and % Heroin Choice increased to nearly 100% at the highest heroin dose. Daily heroin intakes ranged between 0.5 and 1.0 mg/kg/day, and notably, these subjects did not show signs of opioid withdrawal if heroin access was interrupted, suggesting that these monkeys were not opioid dependent.
During the next phase of the study, daily choice sessions continued, and an additional 21-h "extended-access" session of heroin self-administration was added each day (1 pm to 10 am the next morning) for at least seven consecutive days. During extended-access sessions, food was , subjects could choose between food and increasing heroin doses. During extended-access sessions (1 pm-10 am), food was not available, but subjects could respond for 0.1 mg/kg/ injection heroin. During time-out periods, neither food nor heroin was available. Panel B shows heroin choice dose-effect curves when heroin was available only during daily choice sessions ("Choice Alone"), during both choice sessions and extended-access sessions ("Choice + Extended Access"), or on the first day after termination of extended-access sessions ("Choice + Withdrawal Day 1). Abscissa: Unit heroin dose in mg/kg/injection, log scale. Ordinate: Percent of total choices allocated to heroin choice during each component of the choice session. Panel C shows effects of morphine treatment on withdrawal-associated increases in heroin choice over the entire choice session. Abscissa: Treatment conditions during extended heroin access (Ext Acc), after 1 day of withdrawal from extended heroin access (WD), or after 1 day of withdrawal during which subjects were also treated with continuous infusions of morphine (dose in mg/kg/h). Ordinate: Percent of total choices allocated to heroin choice for the entire choice session. Asterisks indicate significantly different from WD (p < 0.05). All points show mean ± SEM from three (B) or four (C) monkeys. Data adapted from Negus, 2006; Negus and Rice, 2009. not available, but monkeys could respond on the drug-associated key to earn additional injections of 0.1 mg/kg/injection heroin, and a 15-min time-out period followed each injection. Under these conditions, total daily heroin intake increased to approximately 5.0 mg/kg/day. As shown in Fig. 1B ("Choice + Extended Access," filled squares), this increase in total heroin intake had little effect on the heroin choice dose-effect curve, suggesting little change in the relative reinforcing strength of heroin during the choice session. However, Fig. 1B also shows that termination of extended access produced a robust increase in heroin choice ("Choice + Withdrawal Day 1," open triangles). Termination of extended access also produced general behavioral disruption (expressed as a decrease in the total number of all choices completed) and the emergence of other opioid-withdrawal signs (e.g. unusual postures and vocalizations). All of these withdrawal effects peaked on the first day of withdrawal and gradually subsided over the course of the next seven days. Similar expression of somatic withdrawal signs and withdrawal-associated increases in heroin choice were observed after exposure to and withdrawal from noncontingent opioid agonist delivery (Negus, 2006) , suggesting that contingent opioid selfadministration during extended-access sessions was not necessary to observe withdrawal-associated increases in heroin choice.
These results from a heroin-vs.-food choice procedure in rhesus monkeys agree with findings from other choice procedures in nonhuman primates (Spragg, 1940; Griffiths et al., 1975) and rats (Lenoir et al., 2013) , and opioid withdrawal also increased breakpoints maintained by opioid agonist self-administration under progressiveratio schedules in rhesus monkeys and rats (Yanagita, 1978; Carrera et al., 1999) . Together these results provide evidence to support the hypothesis that opioid exposure and subsequent opioid withdrawal can increase the reinforcing strength of heroin in a manner consistent with the negative-reinforcement hypothesis. Additionally, Fig. 1C shows that morphine administered by continuous infusion during the withdrawal period dose-dependently and completely prevented withdrawal-associated increases in heroin choice (Negus and Rice, 2009 ). Morphine also blocked behavioral disruption and expression of other heroin-withdrawal signs. Methadone and buprenorphine, which are used clinically as maintenance medications to treat opioid use disorder, produced similar effects, and consistent with methadone's higher efficacy at mu opioid receptors, methadone produced more complete and reliable effects than buprenorphine (Negus, 2006) . Conversely, the mu opioid antagonist naltrexone effectively precipitated withdrawal-associated increases in heroin choice, behavioral disruption, and other withdrawal signs in heroin-dependent monkeys (Negus, 2009) . Together, these results confirm the sensitivity of withdrawal-associated increases in heroin choice to mu agonist medications and support the general notion that mu agonist withdrawal may serve as a negative reinforcer that can be effectively terminated by opioid self-administration.
Subsequent studies then examined effects of drugs targeting candidate neural substrates that might mediate the negative reinforcing stimulus of opioid withdrawal (Negus and Rice, 2009 ). Specifically, four drugs were tested: (1) antalarmin: a CRF1 receptor antagonist to block potentially enhanced CRF signaling, (2) 5′-guanidinonaltrindole (GNTI): a kappa opioid receptor antagonist to block potentially enhanced dynorphin signaling, (3) clonidine: an alpha-2 noradrenergic receptor agonist that binds noradrenergic autoreceptors to reduce noradrenergic signaling, and (4) amphetamine: a substrate at dopamine and norepinephrine transporters to increase potentially depressed mesolimbic dopamine levels. None of these drugs was effective to recapitulate the effects of mu agonists and reduce withdrawal-associated increases in heroin choice. In one of three monkeys tested, antalarmin dose-dependently decreased both physical withdrawal signs and withdrawal-associated decreases in heroin choice; however, in the other two monkeys, antalarmin produced only general behavioral disruption without altering the allocation of residual behavior between heroin and food choices. GNTI, clonidine, and amphetamine produced similar effects of behavioral disruption without producing systematic or reliable changes in heroin choice. Taken together, these results fail to support a major role either for enhanced CRF, dynorphin, or norepinephrine signaling, or for depressed dopamine signaling, in mediating the negative reinforcing effects of heroin withdrawal. Additionally, these results fail to support utility of these particular drugs as non-mu opioid medications for treatment of opioid use disorder. Several caveats to these conclusions warrant mention. First, these results were collected in a relatively small number of subjects, and antalarmin was effective in one of three monkeys tested, so CRF signaling was implicated as a potential mediator of negative reinforcement in at least this monkey. The basis of individual differences in treatment effectiveness warrants further study. Second, amphetamine increases both dopamine and norepinephrine levels, and enhanced norepinephrine levels may have obscured effects that might have been produced by enhanced dopamine. It would be of interest to study more selective dopaminergic drugs, especially insofar as amphetamine and cocaine alleviate the discriminative stimulus effects of opioid withdrawal in rhesus monkeys (Sell and France, 2002) , and some signs of opioid withdrawal are attenuated by cocaine in humans (Kosten and Kosten, 1989; Rosen et al., 1992) . Lastly, it is possible that negative reinforcing effects of mu opioid withdrawal are mediated by multiple neural substrates that would require intervention with multiple drugs.
Overall, these results with mu opioid receptor agonists suggest the following major conclusions related the negative-reinforcement hypothesis. (1) Mu opioid agonist withdrawal in dependent subjects can increase the relative reinforcing effectiveness of opioid agonists. (2) Neither enhanced CRF, dynorphin, or norepinephrine signaling, nor depressed dopamine signaling, is sufficient to serve as the internal negative reinforcing stimulus that mediates effects of opioid withdrawal. (3) These results illustrate one preclinical strategy for use of choice procedures to investigate mechanisms that contribute to the positive reinforcing effects of drugs and the putative negative reinforcing effects of aversive and drug-reversible internal states during drug withdrawal. Of particular importance, choice procedures permit a dissociation of the effects of drug exposure, drug withdrawal, and treatment with candidate therapeutics on measures of relative drug reinforcement (quantified by measures of behavioral choice between drug and food choices) and general behavioral competence (quantified by measures of overall behavioral rate). Only mu opioid agonists blocked withdrawal-induced increases in heroin choice, behavioral disruption, and expression of other withdrawal signs. Other medications failed to reliably block withdrawal-induced increases in heroin choice or withdrawal signs, and they often exacerbated withdrawalinduced behavioral disruption.
Effects of cocaine exposure and withdrawal on cocaine choice
Similar studies have been conducted to evaluate effects of drug exposure, drug withdrawal, and treatment with candidate medications on cocaine vs. food choice (Banks and Negus, 2010; Banks et al., 2013a; Hutsell et al., 2016a; Hutsell et al., 2016b) . As with the heroin choice studies, daily behavioral sessions lasted 2 h and consisted of five components, during which rhesus monkeys could choose between increasing doses of intravenous cocaine (0, 0.0032, 0.01, 0.032, 0.1 mg/kg/injection) and food. When cocaine was available only during daily 2-h choice sessions, cocaine maintained a dose-dependent increase in % Cocaine Choice ( Fig. 2A , "Choice Alone," dotted gray line). Under these conditions, total daily cocaine intake was approximately 1.2 mg/kg/day. When extended-access sessions were introduced (21-h sessions during which 0.1 mg/kg/injection cocaine was available with a 15-min time-out period after each injection), total daily cocaine intake increased to approximately 6 mg/kg/day, but there was no significant change in the cocaine choice dose-effect curve ( Fig. 2A , "Choice + Extended Access," filled squares). Lastly, and most importantly, termination of extended cocaine access failed to increase % Cocaine Choice (Fig. 2A , "Choice + Withdrawal Day 1," open trian-gles). Withdrawal from this regimen of extended cocaine access also failed to increase % Cocaine Choice at later times of withdrawal up to 1 week, and withdrawal from other regimens of extended cocaine access also failed to increase % Cocaine Choice, even when daily cocaine intakes increased to > 11 mg/kg/day. Cocaine withdrawal has also failed to increase cocaine choice in rats (Lenoir et al., 2007) and breakpoints maintained by cocaine self-administration in rhesus monkeys and rats responding under progressive-ratio schedules (Yanagita, 1978; Li et al., 1994; Liu et al., 2005; Czoty et al., 2006) . These results highlight a key difference between the effects of drug withdrawal on the reinforcing effects of mu opioid agonists and cocaine. Specifically, mu opioid withdrawal clearly increases the relative reinforcing effects of mu opioid agonists in a manner consistent with the hypothesis that withdrawal functions as a negative reinforcer. Conversely, the failure of cocaine withdrawal to increase cocaine reinforcement suggests that cocaine withdrawal does not function as a negative reinforcer.
The failure of cocaine withdrawal to alter cocaine vs. food choice in our studies does not result from a general insensitivity of cocaine choice to any experimental manipulation. We and others have described numerous environmental and pharmacological manipulations that can either increase or decrease cocaine choice (for reviews, see Negus and Banks, 2011; Banks and Negus, 2012) . For example, cocaine choice can be increased by reducing the price for cocaine delivery (i.e. the ratio requirement), combining cocaine with an additional reinforcer, or chronically treating subjects with a kappa opioid receptor agonist or dopamine receptor antagonist (Negus, 2003; Negus, 2004; Negus, 2005) . Thus, withdrawal from extended cocaine access is less effective than many other manipulations to alter cocaine vs. food choice.
Although cocaine withdrawal does not increase the reinforcing effects of cocaine, it remains possible that chronic cocaine exposure and withdrawal may alter the underlying neurobiological mechanisms of cocaine reinforcement. However, existing data from drug choice procedures do not support this possibility. For example, maintenance on the monoamine releaser prodrug phendimetrazine decreases cocaine choice in both the absence and presence of extended cocaine access (Banks et al., 2013a; Banks et al., 2013b) , whereas the kappa opioid receptor antagonist norbinaltorphimine fails to alter cocaine choice in both the absence and presence of extended cocaine access (Negus, 2004; Hutsell et al., 2016a) . Fig. 2B illustrates the results of one study with norbinaltorphimine. In this study, monkeys initially had access to cocaine during both choice and extended-access sessions. Withdrawal from extended access did not increase % Cocaine Choice, and administration of norbinaltorphimine during withdrawal failed to decrease % Cocaine Choice. Effects of CRF antagonists or other medications targeting candidate negative-reinforcement substrates on cocaine choice have not been examined; however, neither acute nor chronic administration of the CRF1 antagonist antalarmin decreased cocaine self-administration in rhesus monkeys responding under a multiple schedule of sequential access to cocaine and food reinforcement (Mello et al., 2006) . In summary, data from cocaine vs. food choice studies fail to reveal withdrawal-associated increases in cocaine reinforcement or changes in the sensitivity of cocaine choice to treatment with medications targeting candidate negative-reinforcement substrates. As such, these results do not support the negative reinforcement hypothesis. Importantly, these results leave open the possibility that regimens of cocaine exposure could activate stress systems, desensitize reward systems, or produce physical dependence as indicated by the emergence of physiological or behavioral abstinence signs during cocaine withdrawal. However, any such effects of chronic cocaine treatment do not appear to increase the magnitude or alter the mechanisms of cocaine reinforcement, suggesting that treatment of cocaine withdrawal signs may not reduce cocaine reinforcement in laboratory studies or cocaine use by patients with cocaine use disorder.
Conclusions and future directions
Data reviewed here support a role for negative reinforcement in selfadministration of heroin but not cocaine. With regard to heroin, extended-access to heroin self-administration followed by heroin withdrawal produced a robust increase in heroin-vs.-food choice that could be blocked by mu opioid agonists but not by medications targeting candidate negative reinforcement substrates related to enhanced stress system function or decreased dopamine reward system function. These findings suggest that none of these candidate substrates is sufficient to mediate negative reinforcing effects of opioid withdrawal. With regard to cocaine, extended-access to cocaine self-administration followed by cocaine withdrawal failed to increase cocaine-vs.-food choice or alter sensitivity of cocaine choice to treatment drugs that have been tested to date.
Results from heroin-vs.-food choice studies do not rule out a role for altered stress or reward system activity in the negative reinforcing Fig. 2 . Illustrative data from studies of cocaine vs. food choice in rhesus monkeys. Panel A shows cocaine choice dose-effect curves when cocaine was available only during daily choice sessions ("Choice Alone"), during both choice sessions and extended-access sessions ("Choice + Extended Access"), or the first day after termination of extended-access sessions ("Choice + Withdrawal Day 1). Abscissa: Unit cocaine dose in mg/kg/injection, log scale. Ordinate: Percent of total choices allocated to cocaine choice during each component of the choice session. Panel B shows effects of treatment with the kappa opioid receptor antagonist norbinaltorphimine on cocaine choice during withdrawal from extended cocaine access. Abscissa: treatment conditions during extended cocaine access (Ext Acc), after 1 day of withdrawal from extended cocaine access (WD), or after 1 day of withdrawal from extended cocaine access during which subjects were also treated with 10 mg/kg intramuscular norbinaltorphimine. Ordinate: Percent of total choices allocated to cocaine choice for the entire choice session. All points show mean ± SEM from four monkeys. Data adapted from Banks and Negus, 2010; Hutsell et al., 2016a. effects of opioid withdrawal. In particular, the CRF1 receptor antagonist antalarmin completely blocked withdrawal-associated increases in heroin choice in one of three monkeys, and this finding supports the hypothesis that antalarmin or other CRF1 receptor antagonists may be useful as a non-opioid treatment for opioid use disorder in some subjects. The expression and mechanisms of such individual variability warrant further study, and genetic differences such as polymorphisms in the CRF receptor gene may be one contributing factor (Treutlein et al., 2006) . More generally, it is possible that negative reinforcing effects of opioid withdrawal observed here are mediated by changes in other neural systems or require simultaneous changes in multiple systems. The constellation of neurobiological changes that constitutes the negative reinforcing stimulus of opioid withdrawal in opioiddependent rhesus monkeys remains to be determined; however, it is clear that mu agonist treatment was sufficient to completely block withdrawal-associated increases in heroin choice.
In studies of cocaine-vs.-food choice, the failure of cocaine withdrawal to increase cocaine choice does not imply an absence of physiological or behavioral abstinence signs during cocaine withdrawal. Although abstinence signs are milder for withdrawal from cocaine than from opioids or some other classes of abused drugs, cocaine withdrawal is associated with subtle but significant abstinence signs in animals (Fung and Richard, 1994; Markou et al., 1992) and humans (Foltin and Fischman, 1997; Gawin and Kleber, 1986; Walsh et al., 2009 ). However, results of the present study suggest that these signs do not function as a negative reinforcing stimulus in rhesus monkeys. This conclusion from preclinical studies is consistent with conclusions from clinical studies that have examined the contribution of different diagnostic criteria to cocaine use disorder (Bryant et al., 1991; Wu et al., 2009) . For example, one study of patients with cocaine use disorder concluded that "Thoughts about obtaining and using cocaine seem to be linked more closely with achieving and sustaining positive reinforcement than with the perceived need to relieve withdrawal symptoms" (Bryant et al., 1991) . An implication of these findings is that medications development for cocaine use disorder many not benefit from research on putative negative reinforcing effects of cocaine withdrawal.
Several aspects of these results using a choice procedure in rhesus monkeys differ from results that have been obtained on measures of escalated drug self-administration in rats (Koob and Mason, 2016) . First, extended access to and withdrawal from cocaine fails to increase cocaine choice in monkeys but does produce escalation of cocaine selfadministration in rats. Second, both CRF and kappa opioid receptor antagonists fail to reliably alter heroin or cocaine choice in monkeys but do reduce escalated heroin or cocaine self-administration in rats. The reasons for these discrepancies remain to be determined and may involve procedural differences in experimental design or engagement of negative reinforcement substrates by chronic drug exposure. Regardless of the reason, the distinction has implications for preclinical testing of candidate medications. In our view, escalated drug self-administration in single-operant drug self-administration procedures can be influenced by a host of factors independent of drug reinforcement (see above), and as a result, effects of test treatments on escalated drug self-administration are difficult to interpret. Drug-vs.-food choice procedures provide an alternative measure of drug reinforcement (% Drug Choice) expressed as behavioral allocation rather than behavioral rate. Measures of drug choice can also be influenced by factors other than changes in drug reinforcement; for example, drug-vs.-food choice can be increased not only by increases in reinforcing effects of the drug, but also by decreases in the reinforcing effectiveness of food (Negus and Banks, 2011; Banks and Negus, 2012; Banks et al., 2015; Banks and Negus, 2016) . Nonetheless, the expression and modulation of withdrawalassociated increases in drug choice appear to translate more reliably to human studies and clinical trials than expression and modulation of escalated drug self-administration (Czoty et al., 2016) . Recent disappointing clinical results with the CRF1 antagonist verucerfont in ethanol-dependent patients and with buprenorphine/naloxone + naltrexone in cocaine-dependent patients may provide further support for this proposition (Ling et al., 2016; Schwandt et al., 2016) ; however, more extensive translational research with other treatments will be useful to clarify optimal preclinical strategies for testing candidate medications. The studies reviewed here illustrate one strategy for use of choice procedures in research on negative reinforcement in drug selfadministration.
As a final point, choice studies in rhesus monkeys have been used to examine the role of negative reinforcement for only heroin and cocaine, and it would likely be of interest to apply this approach to studies with other classes of abused drugs. Preliminary studies indicate that extended access to and withdrawal from methamphetamine fails to produce an increase in methamphetamine vs. food choice (M. Banks, unpublished observations), suggesting that, as with cocaine, negative reinforcement may also play little role in maintenance of methamphetamine choice. However, it remains to be determined if withdrawalassociated increases in drug choice could be obtained or pharmacologically modulated in studies with ethanol, nicotine, benzodiazepines, cannabinoids, or other classes of abused drugs.
