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Resumo
Nesta dissertac¸a˜o de mestrado, o objetivo principal e´ refletir sobre algumas propriedades da lin-
guagem e do processo de aquisic¸a˜o, tomando como ponto de partida questo˜es que surgiram durante
o processo de implementac¸a˜o do modelo proposto em Berwick (1985). O quadro teo´rico geral em
que esta pesquisa se situa e´ o da Grama´tica Gerativa – na linha chomskiana – e, em particular,
o modelo implementado aqui tem como principal base teo´rica a Grama´tica Transformacional (Cf.
CHOMSKY, 1965). Entre as propriedades da linguagem que discutimos esta˜o: os trac¸os distintivos
dos itens lexicais, a assimetria entre especificadores e complementos, categorias vazias e o papel da
informac¸a˜o tema´tica na sintaxe. A ide´ia subjacente que permeia as reflexo˜es e´ a busca por um olhar
mais abstrato sobre o conhecimento gramatical, procurando rever ou ate´ eliminar dispositivos que,
em primeiro lugar, aparecem como obsta´culos significativos para o analisador e, em segundo lugar,
resistem a` identificac¸a˜o de evideˆncias para sua aquisic¸a˜o, do ponto de vista do aprendiz da l´ıngua.
Para atingir estes objetivos, a primeira metade do trabalho faz uma breve discussa˜o teo´rica, para
em seguida trazer uma apresentac¸a˜o razoavelmente detalhada do modelo de Berwick, incluindo
exemplos de funcionamento. A segunda metade inclui a discussa˜o dos resultados juntamente com
as reflexo˜es sobre a linguagem, procurando apontar caminhos que na˜o apenas possam tornar o
modelo de aquisic¸a˜o mais robusto, mas que levantem questo˜es para investigac¸a˜o em teoria grama-
tical. Neste sentido, este trabalho – por se situar numa a´rea multidisciplinar, a saber, a lingu´ıstica
computacional – procura tornar expl´ıcitas as contribuic¸o˜es que esse tipo de investigac¸a˜o pode fazer
a` teoria lingu´ıstica.
Palavras-chave: aquisic¸a˜o da linguagem, aprendizagem, ana´lise sinta´tica, lingu´ıstica computaci-
onal, grama´tica gerativa.
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Abstract
The main goal of this MA thesis is to discuss some properties of language and its acquisition process,
taking as a starting point some issues that emerged during the implementation of the acquisition
model proposed by Berwick (1985). Our general theoretical framework is the Generative Grammar
– as proposed in Chomsky’s works – and, in particular, the Transformational Grammar model (Cf.
CHOMSKY, 1965). Some of the language properties discussed here involve: the set of distinctive
features for lexical items, the asymmetry between specifiers and complements, empty categories
and the role of thematic information in syntax. The subjacent idea surrounding the reflections on
language is the search for a more abstract view of the grammatical knowledge such that some of
the theoretical devices can be revised or even abandoned. Two main goals drive this effort: first,
the elimination of some significant obstacles in the parser’s task to analyze sentences. Second,
the elimination of those devices for which we cannot find proper evidence for their acquisition,
considering the learner’s perspective. In order to pursue these goals, in the first part of this
work we set out the theoretical background for the whole discussion and give a somewhat detailed
presentation of Berwick’s acquisition model and examples of its functioning. In the second part we
include a discussion of the results upon which the reflection is built, whereby we point out some ways
not only to increase the robustness of the acquisition model, but also to raise questions for further
research in grammatical theory. In this sense, this work – which pertains to an interdisciplinary
field, i.e, computational linguistics – tries to make explicit the contributions that this kind of
investigation can offer to linguistic theory.
Keywords: language acquisition, learnability, syntactic analysis, computational linguistics, gene-
rative grammar.
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Apresentac¸a˜o
Desde seus passos iniciais, a grama´tica gerativa prima por dar a` Faculdade da Linguagem
do ser humano – FL – uma explicac¸a˜o de cara´ter computacional e modular (CHOMSKY, 1957;
CHOMSKY, 1965; CHOMSKY, 1986; CHOMSKY, 1993; CHOMSKY, 1995, entre outros)1. Por
esta raza˜o, o conhecimento lingu´ıstico internalizado do falante tem sido abordado como um sis-
tema computacional autoˆnomo que, em resposta a requisic¸o˜es advindas das interfaces com outros
sistemas cognitivos, operaria sobre um dado conjunto de elementos, gerando expresso˜es lingu´ısticas
hierarquicamente estruturadas.
Podemos dizer que um dos principais fatores responsa´veis – sena˜o o principal – por esse vie´s
computacional e´ a caracter´ıstica recursiva da linguagem: atrave´s da manipulac¸a˜o de um conjunto
finito de elementos, a linguagem pode gerar uma infinita quantidade de expresso˜es, como em A
Maria disse que o Pedro falou que Paulo viu que ....
O advento da Cieˆncia da Computac¸a˜o que, de modo independente, desenvolveu teorias so-
bre aprendibilidade2, linguagens formais, autoˆmatos, complexidade computacional, redes neurais,
ana´lise sinta´tica3, etc., permitiu dar um passo adiante, para ale´m da formalizac¸a˜o, fornecendo meios
de averiguar poss´ıveis consequeˆncias lo´gicas (e, talvez, emp´ıricas4) das propostas teo´ricas.
1Neste trabalho assumimos a teoria gerativa desenvolvida com base nos trabalhos de Noam Chomsky. Vale
ressaltar, entretanto, que a pesquisa gerativa na˜o se restringe a` linha chomskiana. Algumas propostas alternativas
sa˜o: a Grama´tica Categorial (STEEDMAN, 2000), a GPSG (generalized phrase strucutre grammar) (GAZDAR et
al., 1985), a HPSG (head-driven phrase strucutre grammar) (POLLARD; SAG, 1994), a LFG (lexical-functional
grammar) (DALRYMPLE, 2001), ale´m de outras, como a Teoria da Otimidade, os modelos de Ray Jackendoff, entre
outros.
2Learnability. Penso que ha´ uma distinc¸a˜o, tanto no trabalho de Berwick, quanto em outros relacionados, entre
learning e learnability. A primeira estaria relacionada ao processo (e ao conteu´do aprendido), enquanto a segunda a`
capacidade. Portanto, para manter essa distinc¸a˜o, utilizo aprendizagem e aprendibilidade, respectivamente.
3Num sentido na˜o espec´ıfico a` linguagem natural, mas a qualquer tipo de linguagem, por exemplo, as linguagens
de programac¸a˜o.
4Quanto ao processamento.
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Diante desse quadro, na˜o surpreende a aproximac¸a˜o que notamos entre a teoria lingu´ıstica e a
cieˆncia da computac¸a˜o: esta u´ltima fornece meios para modelar e verificar computacionalmente as
propriedades das hipo´teses lingu´ısticas em suas diversas especialidades (por exemplo, investigac¸o˜es
sobre mudanc¸a lingu´ıstica como em Niyogi (2002), Niyogi e Berwick (1998), Yang (2002); ale´m de
diversas outras aplicac¸o˜es, no amplo campo conhecido como l´ınguistica computacional). Embora
seja um tanto poleˆmico apontar influeˆncias mu´tuas – e diretas – nessa relac¸a˜o entre a Computac¸a˜o
e a Lingu´ıstica e, mais dif´ıcil ainda, identificar em queˆ a teoria foi efetivamente alterada em func¸a˜o
de resultados obtidos pela lingu´ıstica computacional, na˜o deixam de ser no mı´nimo curiosas as mu-
danc¸as te´cnicas observadas nas propostas chomskianas no decorrer das de´cadas e, particularmente,
o discurso de cara´ter computacional adotado pelo Programa Minimalista (CHOMSKY, 1993, em
diante).
Neste trabalho, pore´m, queremos tornar expl´ıcita nossa crenc¸a de que questo˜es surgidas a
partir de modelagens computacionais na˜o so´ podem, como devem ser levadas em conta pela teoria
lingu´ıstica, inclusive servindo como motivac¸a˜o para a revisa˜o e para a promoc¸a˜o de novas propostas
teo´ricas5. Seguindo nessa linha, o objetivo principal deste trabalho e´ refletir sobre a aquisic¸a˜o
da linguagem e sobre algumas propriedades das l´ınguas naturais, em especial a de movimento, a
partir da implementac¸a˜o computacional de um analisador sinta´tico contendo um procedimento de
aquisic¸a˜o da grama´tica6 acoplado.
Este analisador foi especificado e desenvolvido por Robert C. Berwick, que – de modo razo-
avelmente claro e detalhado – apresentou as propriedades gerais e o funcionamento de seu modelo
no livro The Acquisition of Syntactic Knowlegde (BERWICK, 1985). Um objetivo secunda´rio deste
texto sera´, enta˜o, o de disponibilizar em l´ıngua portuguesa uma apresentac¸a˜o razoalvemente deta-
lhada deste modelo, com o que esperamos ampliar a acessibilidade ao mesmo.
A escolha deste modelo como ponto de partida se deve ao fato de que a obra em que ele e´
apresentado e´ – ate´ onde tenho conhecimento – a mais completa descric¸a˜o de um modelo de aquisic¸a˜o
da perspectiva da grama´tica gerativa, como podera´ ser verificado no decorrer deste trabalho.
5O que na˜o impede que o pesquisador o fac¸a com parcimoˆnia.
6Daqui em diante, as expresso˜es aquisic¸a˜o da linguagem e aquisic¸a˜o da l´ıngua devem ser interpretadas como
sinoˆnimos de aquisic¸a˜o da grama´tica.
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Antes de prosseguirmos, vale trazer aqui a especificac¸a˜o abstrata para o problema da aquisic¸a˜o
da linguagem, dada por Chomsky (1965, p.31-32, apud BERWICK, 1985, p.29-30)7, sobre a qual
se assentam todos os principais modelos (implementados computacionalmente ou na˜o) propostos
na a´rea:
Uma crianc¸a que e´ capaz de aprender uma l´ıngua precisa ter
(i) uma te´cnica para representar sinais de entrada
(ii) uma maneira de representar informac¸a˜o estrutural sobre estes sinais
(iii) alguma delimitac¸a˜o inicial de uma classe de hipo´teses poss´ıveis sobre a estrutura da l´ıngua
(iv) um me´todo para determinar o que cada hipo´tese implica com respeito a cada estrutura
(v) um me´todo para selecionar uma das (presumivelmente, infinitas) hipo´teses permitidas por
(iii) e compat´ıveis com os dados lingu´ısticos prima´rios dispon´ıveis.
Este dispositivo [de aquisic¸a˜o de linguagem] precisa vasculhar o conjunto de hipo´teses poss´ıveis
G1, G2, ..., que esta˜o dispon´ıveis em virtude da condic¸a˜o (iii), e precisa selecionar grama´ticas
que sejam compat´ıveis com os dados lingu´ısticos prima´rios, representados em termos de (i) e (ii).
E´ poss´ıvel testar a compatibilidade em virtude do fato de que o dispositivo atende a` condic¸a˜o
(iv). O dispositivo ira´, enta˜o, selecionar uma destas grama´ticas potenciais, atrave´s da me´trica
de avaliac¸a˜o garantida por (v).
Nota-se que a especificac¸a˜o dada por Chomsky – ao na˜o especificar nem o modo como as
hipo´teses estariam dispon´ıveis ao aprendiz e nem a forma de apresentac¸a˜o dos dados de entrada
(se sequencial ou instantaneamente) – abstrai aspectos temporais e implementacionais do processo
de aquisic¸a˜o e abre espac¸o para que o mesmo possa ser abordado a partir de diferentes modelos
teo´ricos (como a Teoria Padra˜o ou a Teoria de Princ´ıpios e Paraˆmetros, doravante P&P). Vejamos
algumas consequeˆncias dessas abstrac¸o˜es.
O item (iii) especifica que a crianc¸a, em termos formais, deve ter acesso a todo o conjunto
de hipo´teses poss´ıveis (grama´ticas naturais). Para aplicar essa especificac¸a˜o em casos concretos,
devemos considerar o fator tempo. Temos, assim, pelo menos duas possibilidades interpretativas
para (iii): a primeira, mais direta, seria a de que a crianc¸a dispo˜e desde o in´ıcio da aquisic¸a˜o (ou seja,
como aparato inato) do conjunto de todas as grama´ticas poss´ıveis, selecionando a que melhor se
ajusta a`s evideˆncias lingu´ısticas dispon´ıveis, os dados lingu´ısticos prima´rios (DLP), numa espe´cie de
“competic¸a˜o entre grama´ticas”. Poder´ıamos dizer que essa e´ uma visa˜o “instantaˆnea” do processo
7Traduc¸a˜o livre, assim como as demais citac¸o˜es, no decorrer do trabalho.
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de aquisic¸a˜o: a cada passo na aquisic¸a˜o, pelo menos uma grama´tica plena esta´ ativa, ou seja, e´ uma
grama´tica alvo “momentaˆnea”.
A segunda, alternativamente, assume que a crianc¸a, no in´ıcio da aquisic¸a˜o, tem acesso poten-
cial a todas as hipo´teses poss´ıveis, mas na˜o a todo o conjunto nos demais esta´gios. Metaforicamente,
seria como estar na base de uma a´rvore, de onde podemos chegar a qualquer folha, potencialmente.
Pore´m, a partir do momento em que comec¸amos a subir pelo caule e fazemos a primeira escolha do
galho a prosseguir, o conjunto de folhas poss´ıveis se torna mais restrito. A cada passo do percurso,
outros pontos de decisa˜o levara˜o a mais e mais restric¸o˜es, ate´ que se chegue a uma u´nica folha.
No caso da l´ıngua, o falante, ao final do processo de aquisic¸a˜o, atinge a grama´tica alvo que, nessa
abordagem, teria um cara´ter incremental, numa construc¸a˜o8 gradual da grama´tica.
Note que a oposic¸a˜o entre gradualidade e instantaneidade do conhecimento gramatical de-
senvolvido durante a aquisic¸a˜o so´ se coloca no modelo teo´rico: empiricamente, na˜o se coloca em
questa˜o que o desenvolvimento gramatical na crianc¸a e´, de fato, gradual (Cf. MEISEL, 1995).
Poder´ıamos perguntar, portanto, por que na˜o assumir o modelo gradual, ja´ que este reflete as
observac¸o˜es emp´ıricas? Crucialmente, em func¸a˜o de outra noc¸a˜o, que pode estar na origem dessa
gradualidade verificada empiricamente: a performance.
Os defensores da visa˜o instantaˆnea colocam na performance a causa para a “aparente” gra-
dualidade: por limitac¸o˜es de memo´ria, atenc¸a˜o e outras habilidades cognitivas e articulato´rias, a
crianc¸a na˜o conseguiria externalizar seu conhecimento lingu´ıstico (competeˆncia) de modo pleno,
desde o in´ıcio. Esta e´, de fato, uma possibilidade plaus´ıvel, embora menos intuitiva e na˜o ta˜o atra-
ente, por ser de dif´ıcil comprovac¸a˜o emp´ırica, ale´m de assumir um alto grau de conhecimento inato
(ver MEISEL, 1995, para uma visa˜o geral das diferentes abordagens). Ainda assim, essa alternativa
na˜o deve ser descartada, sem maiores investigac¸o˜es, visto ser poss´ıvel que o melhor modelo para a
realidade na˜o corresponda ao mais intuitivo.
Independentemente de qual seja a abordagem tomada, uma boa teoria de aquisic¸a˜o devera´
dar conta – translinguisticamente – dessa gradualidade emp´ırica, explicando na˜o apenas como o
conhecimento gramatical e´ adquirido (ou seja, com base em que [tipo de] evideˆncias a crianc¸a
8Dependendo da extensa˜o assumida para o aparato inato, pode na˜o ser construc¸a˜o, mas apenas a disponibilizac¸a˜o.
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fixa aspectos gramaticais), mas tambe´m o caminho desenvolvimental deste conhecimento (ou seja,
se, de fato, ha´ ordem na aquisic¸a˜o dos aspectos gramaticais e qual seria ela). E´ nesse contexto
investigativo que se insere o trabalho de Berwick (1985), no qual nossa pesquisa se baseia.
Ha´ outro aspecto importante, com relac¸a˜o aos diferentes modelos para a aquisic¸a˜o. A pesquisa
gerativa9, no decorrer dos anos, desenvolveu basicamente dois grandes modelos10 para as grama´ticas
naturais:
• O modelo em que as grama´ticas sa˜o concebidas como sistemas de regras gramaticais, chamado
de Grama´tica Transformacional (GT), baseado essencialmente nas propostas de Chomsky
(1957) e Chomsky (1965);
• O modelo em que as semelhanc¸as e diferenc¸as entre as l´ınguas sa˜o capturadas na˜o por re-
gras, mas atrave´s de princ´ıpios universais, alguns deles pass´ıveis de configurac¸a˜o, ou seja,
parametriza´veis (CHOMSKY, 1986; CHOMSKY, 1993; CHOMSKY, 1995).
Diante deste cena´rio, e´ natural que os diversos modelos de analisadores e de aquisic¸a˜o se
diferenciem, tambe´m, em relac¸a˜o a` versa˜o da teoria gramatical em que se baseiam. Temos, portanto,
modelos baseados em regras (como o de Culicover e Wexler (1980)), modelos baseados em princ´ıpios
e paraˆmetros, como as diversas propostas em Berwick (1992), e modelos mais ou menos h´ıbridos,
como em Berwick (1985)).
A priori, diante da intuic¸a˜o de que as diferentes verso˜es da teoria indicariam seu desenvol-
vimento e que, portanto, as verso˜es anteriores estariam “ultrapassadas”, poder´ıamos questionar a
escolha de um modelo h´ıbrido, como o de Berwick (1985), como base para este trabalho. Talvez, de
fato, cheguemos um dia a esta conclusa˜o. No momento, entretanto, nada garante que os modelos
baseados puramente na teoria P&P sejam especificac¸o˜es expl´ıcitas do processamento mental. Isso
fica ainda mais evidente, se relembrarmos o quanto o pro´prio estatuto dos princ´ıpios e paraˆmetros
e´ incerto e que na˜o dispomos ainda de um conjunto, mesmo que mı´nimo, de paraˆmetros, sobre o
qual a comunidade cient´ıfica esteja de acordo.
9Neste trabalho, sempre referente a` linha chomskiana.
10Cada um apresentando tambe´m subvariantes.
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Por estas razo˜es, modelos baseados em regras ainda teˆm seu valor, visto que – ate´ que se
prove o contra´rio – nada impede que cheguemos a` conclusa˜o de que a mente realmente trabalhe por
regras, mesmo se, em termos teo´ricos, o modelo lingu´ıstico da competeˆncia baseado em princ´ıpios e
paraˆmetros se mostrar o mais produtivo e adequado. No que tange ao alcance da presente pesquisa,
acreditamos que a implementac¸a˜o do modelo em Berwick (1985) engendrou – juntamente com o
estudo bibliogra´fico – interessantes reflexo˜es – ainda que tentativas – sobre a aquisic¸a˜o e certas
propriedades das l´ınguas naturais, apresentadas nos dois u´ltimos cap´ıtulos.
Quanto a` estrutura, este trabalho esta´ organizado em quatro cap´ıtulos. O Cap´ıtulo 1 pro-
cura estabelecer as bases gerais da primeira parte do trabalho. O cap´ıtulo inicia com a apresentac¸a˜o
de um quadro formal para as teorias de aprendibilidade, em que assumimos as propostas de Culico-
ver e Wexler (1980). Em seguida, algumas distinc¸o˜es importantes para a discussa˜o – por exemplo,
a distinc¸a˜o entre analisador e grama´tica – sa˜o esclarecidas. Por fim, e´ feita uma breve apresentac¸a˜o
e discussa˜o das questo˜es levantadas por Mazuka (1998).
No Cap´ıtulo 2, trazemos a especificac¸a˜o do modelo proposto por Berwick (1985), que con-
siste na apresentac¸a˜o de seus fundamentos, de suas propriedades e modo de funcionamento. A
apresentac¸a˜o segue um tom neutro, basicamente replicando a de Berwick, para que a compreensa˜o
do modelo – pelo leitor – na˜o sofra interfereˆncias desnecessa´rias. Ao final do cap´ıtulo, o funciona-
mento do modelo e´ exemplificado atrave´s da descric¸a˜o do processamento da sentenc¸a Sally kissed
the cat.
No Cap´ıtulo 3, discutimos os resultados da implementac¸a˜o e focamos em certos aspectos,
trazendo reflexo˜es sobre certas propriedades das l´ınguas naturais, sempre com o foco na modelagem
da aquisic¸a˜o. Neste cap´ıtulo, apresentamos tentativamente sugesto˜es para um olhar mais abstrato
sobre o fenoˆmeno da linguagem, procurando motiva´-las na experieˆncia com a implementac¸a˜o do
modelo.
No Cap´ıtulo 4, conclu´ımos este trabalho, com considerac¸o˜es gerais a respeito da pesquisa
e de sua continuidade. Por fim, ha´ apeˆndices ao texto. O Apeˆndice A disponibiliza – para per-
mitir ao leitor tirar algumas concluso˜es pro´prias – parte do conjunto de regras apresentadas em
Berwick (1985) e parte do conjunto de regras obtidas com a implementac¸a˜o. No Apeˆndice B, e´
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disponibilizada uma descric¸a˜o dos aspectos computacionais, tais como linguagem de programac¸a˜o
utilizada, plataforma, etc., juntamente com informac¸o˜es de contato para obtenc¸a˜o do co´digo-fonte.
No Apeˆndice C, disponibilizamos alguns trechos do co´digo-fonte, para exemplificar concretamente
a implementac¸a˜o que feita, para o modelo em discussa˜o.
Antes de prosseguir, uma ressalva: e´ poss´ıvel que o leitor se surpreenda – e leve um tempinho
para se habituar – com termos te´cnicos que aparecem no texto, os quais traduzi do ingleˆs (e indico
em nota, sempre que aparecem pela primeira vez). Esse e´ um trac¸o particular, uma “mania”, por
assim dizer. Gosto de encontrar opc¸o˜es em nossa l´ıngua para termos que aparecem quase sempre
em ingleˆs, na maioria dos trabalhos. Na˜o e´ uma posic¸a˜o pol´ıtica ou qualquer coisa mais elaborada.
E´ apenas uma prefereˆncia e espero que na˜o dificulte a compreensa˜o geral do texto.
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Cap´ıtulo 1
Introduc¸a˜o
Nos u´ltimos 30 anos, mais ou menos, a aquisic¸a˜o da linguagem tem sido investigada atrave´s
de diversos modelos formais e/ou computacionais (BERWICK, 1985; CULICOVER; WEXLER,
1980; GIBSON; WEXLER, 1994, entre outros). Sa˜o pesquisas particularmente importantes, tendo
em vista que uma teoria de aquisic¸a˜o da linguagem e´, na perspectiva gerativista, um desenvolvi-
mento necessa´rio para conferir poder explicativo a` teoria (o “n´ıvel da adequac¸a˜o explicativa”, Cf.
CHOMSKY, 1986). No entanto, as abordagens podem variar bastante e para que possamos com-
preender um pouco melhor as caracter´ısticas do modelo em que este trabalho se baseia, e´ necessa´rio
estabelecer algumas bases e explicitar certas distinc¸o˜es fundamentais.
1.1 Fundamentos
1.1.1 Domı´nio Geral e Domı´nio Espec´ıfico
Culicover e Wexler (1980) fazem uma detalhada discussa˜o sobre as questo˜es de aprendibili-
dade, incluindo uma discussa˜o sobre domı´nio espec´ıfico e domı´nio geral. Segundo os autores, todas
as teorias – empiricistas e racionalistas – assumem algum conhecimento inato – nem que seja o co-
nhecimento mı´nimo para nos diferenciar de outras espe´cies, quanto a` linguagem –, diferindo apenas
quanto a` extensa˜o e especificidade deste conhecimento.
Culicover e Wexler (1980) argumentam que na˜o haveria razo˜es para assumir princ´ıpios e
um procedimento de aprendizagem gerais, visto que na˜o dispomos1 de teorias de aprendibilidade
1Lembrando que o trabalho em questa˜o foi publicado em 1980 e, portanto, e´ poss´ıvel que o panorama das pesquisas
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satisfato´rias para outros domı´nios, contra as quais pude´ssemos comparar os princ´ıpios hipotetizados
para a linguagem. Segundo os autores, ale´m disso, tudo indica que sejam necessa´rias constric¸o˜es
lingu´ısticas para que o problema lo´gico da aquisic¸a˜o da linguagem possa ser solucionado.
Minha restric¸a˜o a` argumentac¸a˜o dos autores e´ a de que seu argumento parece um tanto
circular, em relac¸a˜o a` discussa˜o feita por eles. O ponto e´: na˜o afirmar a generalidade das constric¸o˜es
– assumindo-as “lingu´ısticas” – na˜o implica que elas sejam de fato espec´ıficas. Ou seja, assumimos a
especificidade dos princ´ıpios em func¸a˜o de uma visa˜o particular de “parcimoˆnia cient´ıfica”, na falta
de subs´ıdios para afirmar a generalidade dos mesmos. Mas na˜o e´ poss´ıvel garantir tal especificidade.
Assim, e´ apressado afirmar que a necessidade de tais constric¸o˜es e´ evideˆncia para sua especificidade.
Afinal, podemos descobrir – no futuro – que a aparente especificidade das constric¸o˜es e´ apenas uma
questa˜o de formulac¸a˜o, em func¸a˜o do modo como temos abordardo o fenoˆmeno da linguagem, na˜o
uma caracter´ıstica da linguagem em si.
1.1.2 Um arcabouc¸o para uma Teoria de Aquisic¸a˜o de Linguagem
Assumo e cito aqui as definic¸o˜es propostas por Culicover e Wexler (1980) que estabelecem
um arcabouc¸o formal para uma teoria de aquisic¸a˜o (ou aprendibilidade). O arcabouc¸o proposto
tem a virtude de tornar clara a relac¸a˜o entre a grama´tica, os dados de entrada e o procedimento
de aquisic¸a˜o. A seguir, em (1), temos um quadro para uma teoria de aprendibilidade e, em (2), os
requisitos de adequac¸a˜o para uma teoria (CULICOVER; WEXLER, 1980, p.31):
(1) i. G e´ a classe de grama´ticas poss´ıveis
ii. I e´ a classe de poss´ıveis conjuntos de entrada ou dados I(Gi) da grama´tica Gi em G, e
iii. LP e´ um procedimento de aprendizagem de l´ıngua que mapeia dados em grama´ticas.
(2) i. Grama´ticas descritivamente adequadas para toda l´ıngua natural estejam em G.
ii. I inclua os conjuntos de informac¸a˜o sobre a l´ıngua dispon´ıveis a um aprendiz de l´ıngua
normal, isto e´, se G pode ser aprendida a partir de um tipo particular de experieˆncia
I(Gi), enta˜o I(Gi) esta´ em I.
empiricistas, hoje em dia, seja distinto.
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iii. Toda grama´tica Gi em G pode ser aprendida pelo procedimento LP a partir de todo
conjunto de informac¸a˜o I(Gi) em I.
Segundo os autores, “aprender” significa “aprender de acordo com um crite´rio C”, C a ser
definido. Eles concluem, afirmando que so´ teremos uma teoria de aprendibilidade de fato, quando
tivermos instaˆncias concretas de G, I, LP e C. No decorrer deste trabalho, assumo este arcabouc¸o
como sendo a base do modelo de aquisic¸a˜o.
1.1.3 Aprendibilidade grau-2
Apo´s uma extensa discussa˜o formal sobre detectibilidade de erros, ou seja, de distinc¸o˜es entre
contextos sinta´ticos, Culicover e Wexler (1980, p.249) apresentam o teorema2 a seguir, assumido por
Berwick, que postula que todos os aspectos gramaticais das l´ınguas naturais podem ser capturados
com um conjunto de dados de entrada contendo sentenc¸as com no ma´ximo duas subordinac¸o˜es,
como O Joa˜o disse que a Maria pensa que o Pedro sabe:
Teorema 1. (Detectabilidade de Erro Grau-2): Sejam A e C componentes transformacionais. Se
ha´ um erro detecta´vel com respeito a A e C, em algum marcador-sintagma´tico P , enta˜o existe um
marcador-sintagma´tico de base, P ′, de grau ≤ 2, tal que ha´ um erro detecta´vel em P ′.
1.2 Distinc¸o˜es importantes
1.2.1 Analisador x Grama´tica
Culicover e Wexler (1980) afirmam que a separac¸a˜o entre LP e grama´tica (para os autores,
uma separac¸a˜o entre procedimento e forma) e´ um tanto heur´ıstica: a interac¸a˜o de ambos e´ ines-
capa´vel. Com isso, algue´m pode ser levado a pensar que os dois poderiam ser facetas diferentes
da mesma entidade. Acredito que na˜o seja assim. Gosto de pensar num paralelo com o contexto
jur´ıdico: temos o juiz e as leis. Provavelmente teremos resultados diferentes, num julgamento, se
variarmos tanto um quanto outro3. No caso da linguagem, o analisador po˜e a grama´tica em uso.
2Traduc¸a˜o livre.
3Para isso, e´ preciso que haja a possibilidade de duas ou mais leis entrarem em conflito, em determinados contextos,
o que abriria espac¸o para deciso˜es particulares de cada juiz.
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Essa assunc¸a˜o torna poss´ıvel discutir a universalidade do analisador, ou seja, do mecanismo
de processamento gramatical humano. Quanto a isso, por exemplo, Mazuka (1998) argumenta que
parte das estrate´gias de processamento podem variar entre as l´ınguas, em func¸a˜o do paraˆmetro de
direcionalidade que a autora propo˜e. Como consequeˆncia, em termos estritos, ter´ıamos “diferentes
analisadores” a depender da l´ıngua. No que tange ao presente trabalho, no entanto, assumimos –
assim como Berwick – um analisador u´nico.
1.2.2 Tipos de Modelos de Aquisic¸a˜o
Como comenta Mazuka (1998), ha´ diversos modelos para explicar a aquisic¸a˜o da grama´tica.
Ale´m dos modelos, como o de Berwick (1985) e Culicover e Wexler (1980), que assumem formas
sinta´ticas desde o in´ıcio, ha´ aqueles (MAZUKA, 1998, p.7) em que se assume que a crianc¸a inicia
nas formas lingu´ısticas a partir de outros tipos de informac¸a˜o – como a semaˆntica, a distribucional,
a funcionalista ou a proso´dica.
Modelos que assumem que a informac¸a˜o sinta´tica esta´ dispon´ıvel desde o in´ıcio da aquisic¸a˜o
– alavancando o processo – propo˜em uma visa˜o de continuidade na aquisic¸a˜o, em que a forma como
a crianc¸a processa a informac¸a˜o de entrada na˜o muda qualitativamente durante o processo. Por
outro lado, as propostas que assumem que o conhecimento sinta´tico e´ alavancado por outros tipos de
informac¸a˜o, que na˜o a sinta´tica, propo˜em uma visa˜o descont´ınua do processo de aquisic¸a˜o, em que a
crianc¸a de certo modo “mapeia” informac¸o˜es de um tipo (semaˆntica, proso´dica, funcional, etc.) em
outro (sinta´tica), ate´ que, em algum momento posterior, ela passe a trabalhar preferencialmente com
a informac¸a˜o sinta´tica, como os adultos. E´ importante ressaltar que modelos podem se encontrar
nos extremos ou podem, tambe´m, ser mais ou menos h´ıbridos (como veremos adiante, o modelo de
Berwick (1985) e´ deste u´ltimo tipo).
Ha´, entretanto, outro sentido tomado pela oposic¸a˜o entre cont´ınuo e descont´ınuo. Podemos
assumir que os princ´ıpios e paraˆmetros (com valores padra˜o) esta˜o dispon´ıveis desde o in´ıcio da
aquisic¸a˜o4. Portanto, o processo de aquisic¸a˜o e´ visto como a passagem por diferentes l´ınguas, em
que a crianc¸a vai reconfigurando os paraˆmetros ate´ que atinja a l´ıngua alvo.
4Em geral, o mesmo racioc´ınio pode tambe´m se aplicar a um modelo baseado em regras.
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Alternativamente, e´ poss´ıvel propor que os princ´ıpios e paraˆmetros se tornam dispon´ıveis
gradualmente (numa determinada ordem), durante a aquisic¸a˜o, seja por questo˜es inerentes a` relac¸a˜o
lo´gica entre os princ´ıpios e paraˆmetros (“ordenamento intr´ınseco”) ou por questo˜es de maturac¸a˜o
cognitiva e biolo´gica (“ordenamento extr´ınseco”). Neste caso, a depender da ordem em que os
paraˆmetros se tornam dispon´ıveis, ha´ quem cogite ser poss´ıvel (hipoteticamente) encontrarmos em
algum esta´gio da aquisic¸a˜o uma grama´tica na˜o natural (digamos, que ferisse o Princ´ıpio C, por
exemplo).5
Ha´ uma u´ltima distinc¸a˜o relevante, quanto aos modelos de aquisic¸a˜o, ligada a` distinc¸a˜o de
continuidade no processamento. Assumir que o processamento e´ sinta´tico desde o ı´nicio implica
assumir que a crianc¸a analisa sintaticamente as sentenc¸as de entrada, para aprender a grama´tica
de sua l´ıngua. Tais modelos sa˜o chamados de modelos baseados em analisadores sinta´ticos6 (Cf.
MAZUKA, 1998). Ainda segundo Mazuka (1998), estes modelos apresentam um paradoxo, quanto
ao seu modo de funcionamento, que veremos mais adiante, na sec¸a˜o 1.3.1.
1.2.3 Evideˆncia positiva, evideˆncia negativa e evideˆncia indireta
Berwick (1985) faz uma discussa˜o muito esclarecedora sobre noc¸o˜es que a`s vezes aparecem
confundidas na literatura. Sa˜o elas as noc¸o˜es de evideˆncia positiva, evideˆncia negativa e evideˆncia
indireta. Na˜o e´ necessa´rio nos estendermos demasiado aqui. Vamos apenas esbelecer claramente o
significado de cada uma, assumindo o mesmo que Berwick. Portanto, sempre em relac¸a˜o a` grama´tica
alvo: a evideˆncia positiva e´ o dado gramatical ; a evideˆncia negativa e´ o dado agramatical, explicita-
mente marcado como tal, ou seja, correc¸o˜es expl´ıcitas; e a evideˆncia indireta e´ a auseˆncia de certas
estruturas que, por nunca ocorrerem (ate´ um determinado momento), levariam a determinadas
concluso˜es, quanto a` grama´tica.
1.2.4 Ana´lise de corpus x Ana´lise na aquisic¸a˜o
Ha´ uma nuance que parece passar despercebida na maioria das vezes, quando estamos anali-
sando criticamente modelos de aquisic¸a˜o baseados em analisadores. Analisadores sinta´ticos podem
5De todo modo, essa discussa˜o sobre maturacionismo ou continuidade e´ complexa e na˜o queremos nos ater nela.
Para mais detalhes e refereˆncias sobre este to´pico, indicamos Meisel (1995).
6Daqui em diante, utilizarei apenas “analisador”.
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ser desenvolvidos para dois fins distintos: (i) analisar automaticamente7 um corpus de entrada com-
posto apenas por sentenc¸as “cruas” (compostas apenas pelas palavras) ou, na melhor das hipo´teses,
etiquetadas morfologicamente, sem que as func¸o˜es sinta´ticas e/ou informac¸o˜es semaˆnticas estejam
expl´ıcitas (este e´ o caso de corpora de textos, por exemplo); e (ii) quando inseridos em um modelo
de aquisic¸a˜o, analisar dados supostamente dispon´ıveis ao aprendiz e, neste caso, dados que podem
conter “pistas” contextuais, ale´m das informac¸o˜es sobre as classes das palavras (o le´xico mental do
aprendiz).
O primeiro tipo de analisador na˜o e´ tomado como parte de um modelo de aquisic¸a˜o com o fim
de aprender uma grama´tica. Na˜o tem a intenc¸a˜o de modelar um hipote´tico processamento mental.
Ao contra´rio, sua meta e´ ser treinado (com base em um corpus pre´-analisado) para analisar outros
corpora, com base nos padro˜es da pre´-ana´lise que ele recebeu. O segundo tipo, diferentemente, pode
utilizar outras estrate´gias de ana´lise visto que, por estar inserido num modelo de aquisic¸a˜o, tem a`
disposic¸a˜o um tipo particular de dado de entrada. E´ voltado para a compreensa˜o do processamento
mental da linguagem.
Trazemos esta distinc¸a˜o a` tona, para que possamos compreender as razo˜es que motivaram as
propriedades dos dados de entrada assumidos por Berwick. Em seu modelo, as sentenc¸as de entrada
possuem informac¸o˜es tema´ticas, indicando os pape´is tema´ticos ba´sicos dos argumentos e quais sa˜o
esperados por predicadores. Num primeiro momento, parecera´ que tais informac¸o˜es tornam a tarefa
do analisador quase o´bvia, pois a estrutura sinta´tica pode ser indiretamente deduzida a partir de
tais informac¸o˜es. Na verdade, esta e´ uma espe´cie de bootstrapping semaˆntico para o conhecimento
sinta´tico.
Tal assunc¸a˜o nos parece aceita´vel por, pelo menos, dois motivos: primeiro, o de que estas
informac¸o˜es esta˜o de fato dispon´ıveis a` crianc¸a, pois o dado de entrada e´ recebido em um contexto
concreto, num evento em que ela participa ou presencia; segundo, em func¸a˜o do pro´prio quadro
teo´rico em que o trabalho se insere, em que as informac¸o˜es tema´ticas fazem parte das informac¸o˜es
dispon´ıveis ao sistema computacional (na estrutura profunda, Cf. CHOMSKY, 1986), ale´m de
evideˆncias de outros trabalhos que mostram haver uma relac¸a˜o aparentemente universal entre pape´is
7Com a melhor eficieˆncia poss´ıvel, normalmente utilizando uma abordagem estat´ıstica.
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tema´ticos e posic¸o˜es na a´rvore.
1.3 Analisar para aprender a grama´tica
Antes de seguirmos para a apresentac¸a˜o do modelo propriamente dito, seria interessante nos
atermos alguns momentos sobre o trabalho de Mazuka (1998) em que a autora faz uma ana´lise
cr´ıtica de modelos de aquisic¸a˜o da linguagem, entre eles, o que serve de base ao presente trabalho.
Mazuka faz importantes contribuic¸o˜es a esta discussa˜o, na medida em que explicita os limites dos
modelos ao analisa´-los em relac¸a˜o a`s demandas de processamento do japoneˆs.
1.3.1 Um paradoxo
Va´rios modelos foram propostos, com base na ide´ia de que o aprendiz faz ana´lises para
aprender a grama´tica8. Mazuka (1998), pore´m, argumenta e tenta mostrar que e´ paradoxal assumir
que crianc¸as sa˜o capazes de analisar uma sentenc¸a para adquirir uma grama´tica, enquanto para
adultos assume-se que uma grama´tica e´ requerida para analisar uma sentenc¸a. E realmente e´.
Voltando ao paralelo que propuzemos acima, seria como um juiz que precisasse julgar para aprender
as leis que sera˜o as bases de seus julgamentos9. Ou seja, se o analisador precisa analisar para inferir
as regras da grama´tica, com base em que conhecimento ele faz as ana´lises ate´ que possua uma
grama´tica?
Os autores, em geral, solucionam este problema propondo que o aprendiz possui um conhe-
cimento dado a priori (ou seja, no caso de uma crianc¸a, o conhecimento inato, dado pela GU) que
torna poss´ıvel as primeiras ana´lises. E´ nesta perspectiva que devemos considerar o conhecimento
do analisador de Berwick sobre o formato das poss´ıveis regras, o princ´ıpio de projec¸a˜o para as cate-
gorias, o reperto´rio finito de trac¸os e operac¸o˜es, etc.. Ainda assim, Mazuka argumenta que apenas
este conhecimento na˜o basta, principalmente considerando as limitac¸o˜es dos modelos de Berwick
e Wexler & Culicover para aprender uma grama´tica como a do japoneˆs, por exemplo. Assim, a
autora propo˜e um paraˆmetro especial, que forneceria as bases para a aprendizagem sinta´tica, e da´
8Ale´m dos modelos ja´ mencionados aqui, outro que se encaixa nesse perfil – embora com caracter´ısticas diferentes
– e´ o proposto em Fodor (1998).
9O que na˜o e´ ta˜o absurdo, na verdade, se pensarmos que a estrate´gia de tentativa e erro pode ser via´vel. De todo
modo, seria preciso um procedimento de ana´lise para saber quando se esta´ errando.
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evideˆncias de sua existeˆncia.
1.3.2 O Paraˆmetro da Direc¸a˜o da Ramificac¸a˜o
Mazuka propo˜e o Paraˆmetro da Direc¸a˜o [Principal] da Ramificac¸a˜o10, acrescentando que as
diferenc¸as entre o ingleˆs e o japoneˆs poderiam ser explicadas por ele, que e´ definido como: “A
Direc¸a˜o Principal de Ramificac¸a˜o se refere a` direc¸a˜o de ramificac¸a˜o que aparece consistentemente
de modo na˜o-marcado nas principais estruturas recursivas de uma l´ıngua (isto e´, orac¸o˜es relativas
e subordinadas adverbiais)” (LUST, 1994 apud MAZUKA, 1998), podendo ser a` esquerda (l´ınguas
RE, como o japoneˆs) ou a` direita (l´ınguas RD, como o ingleˆs).
Segundo a autora, este paraˆmetro estaria relacionado a outro, o Paraˆmetro da Direc¸a˜o do
Nu´cleo (inicial/final). O paraˆmetro proposto incidiria sobre o nu´cleo de CP, definindo se ele e´ a`
esquerda (inicial) ou a` direita (final). Ja´ o paraˆmetro da direc¸a˜o do nu´cleo incidiria sobre nu´cleos
lexicais. Mazuka observa que, normalmente, as direc¸o˜es coincidem, mas nem sempre, como no
alema˜o, por exemplo, uma l´ıngua RD em que o nu´cleo verbal e´ final ou, ao contra´rio, o chineˆs, uma
l´ıngua RE que apresenta ordem ba´sica SVO nas orac¸o˜es ra´ızes.
Nessa proposta, ambos os paraˆmetros esta˜o dispon´ıveis na GU, mas o paraˆmetro da direc¸a˜o
da ramificac¸a˜o e´ configurado anteriormente e esta´ ligado – tambe´m – a estrate´gias de processa-
mento da linguagem. Consequentemente, segundo a autora, o paraˆmetro da direc¸a˜o do nu´cleo seria
diretamente deduzido do primeiro e as crianc¸as usariam evideˆncias da experieˆncia para reconfigurar
direc¸o˜es de nu´cleo espec´ıficas (como nos casos do alema˜o e do chineˆs).
1.3.2.1 A configurac¸a˜o do paraˆmetro
Considerando que, de sa´ıda, a crianc¸a na˜o possui conhecimento suficiente para analisar sen-
tenc¸as e, assim, configurar o paraˆmetro da direc¸a˜o dos nu´cleos, Mazuka propo˜e que crianc¸as muito
jovens podem configurar o paraˆmetro da direc¸a˜o de ramificac¸a˜o pre´-verbalmente (MAZUKA, 1996
apud MAZUKA, 1998). Para confirmar isso, segundo a autora, seria preciso mostrar que a crianc¸a
e´ capaz de detectar fronteiras de orac¸o˜es e identificar a relac¸a˜o de dominaˆncia entre elas (princi-
pal/subordinadas), sem que haja a necessidade de analisar e nem compreender a sentenc¸a.
10Branching Direction Parameter.
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Portanto, a autora apresenta uma se´rie de estudos (MAZUKA, 1998, p.20-36, e refereˆncias
citadas la´) que forneceriam evideˆncias de que:
• Infantes sa˜o sens´ıveis a pistas proso´dicas na fala, que a fala dirigida a eles tem a proso´dia
exagerada e que eles prestam mais atenc¸a˜o a esta fala exagerada. Assim, diante desta fala exa-
gerada, que marca confiavelmente as fronteiras das orac¸o˜es pela proso´dia, a crianc¸a comec¸aria
a “quebrar o co´digo da linguagem”.
• Infantes de 4 meses e meio ja´ sa˜o capazes de detectar fronteiras oracionais em est´ımulos de
fala, enquanto fronteiras de sintagmas internos a` orac¸a˜o na˜o emergem ate´ os 9 meses.
• As fronteiras de orac¸o˜es esta˜o entre as unidades proso´dicas mais bem marcadas. Pausas
nas fronteiras tendem a ser mais longas, segmentos na posic¸a˜o final da orac¸a˜o tendem a ser
alongados e o aumento ou queda de frequeˆncias fundamentais tendem a marcar as fronteiras.
Tais pistas sa˜o ainda mais marcadas na fala dirigida a` crianc¸a.
Segundo a autora, isto na˜o garante que o paraˆmetro seja configurado atrave´s destas pistas.
Pore´m, no seu trabalho ela tenta mostrar que (a) ha´ tais pistas; (b) que infantes sa˜o sens´ıveis a elas;
e (c) que infantes podem usar estas pistas para configurar o paraˆmetro. Isso resolveria o problema
de equipar a crianc¸a com o conhecimento ba´sico de sua l´ıngua, para poder partir para a ana´lise das
sentenc¸as.
1.3.3 Os DLP
Segundo Mazuka (1998), modelos formais como o de Berwick (1985) e Culicover e Wexler
(1980) assumem que crianc¸as podem processar todas e somente as sentenc¸as gramaticais abarcadas
pela grama´tica que possuem no momento. Assim, ao encontrar uma sentenc¸a que na˜o pode ser
analisada, sua grama´tica e´ modificada no sentido de permitir a ana´lise. Tais modelos, e´ importante
ressaltar, assumem apenas sentenc¸as positivas, ou seja, gramaticais, em relac¸a˜o a` grama´tica alvo,
conforme ja´ se discutiu acima.
Valian (Cf. MAZUKA, 1998, p.9-10) teria demonstrado que tais assunc¸o˜es na˜o podem ser
verdadeiras, visto que a falha na ana´lise de uma sentenc¸a pode ter va´rias causas: uma sentenc¸a
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deteriorada, falha do pro´prio analisador (ao processar uma sentenc¸a complexa demais, mesmo
que gramatical em relac¸a˜o a` grama´tica adquirida ate´ enta˜o) ou insuficieˆncia da grama´tica atual.
Valian teria conclu´ıdo, portanto, que sentenc¸as-gatilho incompat´ıveis com a atual configurac¸a˜o dos
paraˆmetros (na grama´tica da crianc¸a) na˜o sa˜o analisa´veis e na˜o podem servir de evideˆncia para
alterar os paraˆmetros, pois na˜o se tem certeza sobre a causa da falha na ana´lise.
Particularmente, temos a impressa˜o de que Mazuka e Valian esta˜o discutindo a questa˜o com
base numa definic¸a˜o distinta dos DLP, em comparac¸a˜o com o que e´ assumido nos modelos formais
de Berwick (1985), Culicover e Wexler (1980) (entre outros). Nestes, os DLP sa˜o formados apenas
por sentenc¸as positivas, gramaticais em relac¸a˜o a` l´ıngua alvo11. Ademais, essas propostas na˜o
consideram a possibilidade de falha (digamos “mecaˆnica”) do analisador: este sempre funcionaria
perfeitamente, apenas limitado pela extensa˜o do conhecimento gramatical. Portanto, na˜o haveria
du´vida sobre a origem da falha e de que esta e´ evideˆncia para uma mudanc¸a na grama´tica.
Por outro lado, as colocac¸o˜es de Mazuka e Valian apontam para uma questa˜o importante:
se assumirmos que os DLP sa˜o heterogeˆneos e compostos tanto por sentenc¸as positivas (a maioria,
espera-se) quanto deterioradas/agramaticais12, quais seriam as consequeˆncias para o procedimento
de aquisic¸a˜o? Do que e´ poss´ıvel depreender, a partir das discusso˜es tanto em Mazuka quanto em
Berwick e outros, este seria um obsta´culo se´rio e para o qual parece na˜o haver propostas concretas
de soluc¸a˜o.
11Pode-se conjecturar, neste caso, que os autores assumem que a FL possui algum mecanismo de “filtragem”, que
exclui dados deteriorados, para fins de aquisic¸a˜o.
12Sem informac¸a˜o expl´ıcita de sua agramaticalidade e, portanto, na˜o configurando evideˆncia negativa.
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Cap´ıtulo 2
O Modelo de Aquisic¸a˜o
2.1 O analisador
Neste cap´ıtulo, resumidamente, e´ replicada a apresentac¸a˜o do modelo em Berwick (1985)
abstraindo de uma se´rie de importantes discusso˜es que permeiam todo o trabalho do autor. De
todo modo, fica indicada ao leitor a refereˆncia ao original (BERWICK, 1985, Cap. 2) em caso de
du´vidas e para compreender melhor as bases da proposta. Como exemplo do funcionamento do
modelo1, a u´ltima sec¸a˜o deste cap´ıtulo, 2.4, mostra o processamento da sentenc¸a Sally kissed the
cat.
Berwick inicia a apresentac¸a˜o discutindo a arquitetura do modelo que segundo o autor possui
treˆs componentes:
1. Um estado inicial de conhecimento.
2. Um estado alvo de conhecimento.
3. Um procedimento de aquisic¸a˜o que dirige o sistema do estado inicial para o estado final. O
procedimento se subdivide em:
(a) Os dados de entrada que o sistema de aprendizagem utiliza.
(b) O algoritmo de aquisic¸a˜o em si.
1Mais exatamente, e´ o funcionamento da implementac¸a˜o feita para o modelo.
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A figura 2.1 (BERWICK, 1985, p.51) apresenta uma tabela que resume as caracter´ısticas do
modelo quanto ao conhecimento dado inicialmente e o conhecimento adquirido, ao final do processo
de aquisic¸a˜o.
Dado Adquirido
Lac¸o de execuc¸a˜o de regras Ordem base livre de contexto
Estruturas de dados Regras de movimento
Classificac¸a˜o rudimentar de palavras Regras lexicais
Primitivos de trac¸os
Restric¸o˜es X
Estrutura tema´tica simples
Figura 2.1: O interpretador do analisador e´ dado e as regras gramaticais adquiridas.
Ale´m do conhecimento sobre o formato que as regras podem ter e a informac¸a˜o contida no
algoritmo de aquisic¸a˜o em si, o estado inicial tambe´m e´ composto de2 (BERWICK, 1985, p.50-51):
• As estruturas de dados do analisador (uma pilha3 e uma a´rea tempora´ria4, assim como rotinas
de manutenc¸a˜o).
• Um diciona´rio inicial que classifica palavras em objetos, verbos ou desconhecido. O sistema
de trac¸os usado e´ ±N, ±V. Se nenhum valor e´ fornecido, enta˜o assume-se 0 (na˜o especificado).
• Verbos e argumentos: o sistema sabe que verbos atribuem pape´is tema´ticos para objetos e que
esse estoque de pape´is e´ fixo. O sistema na˜o sabe as entradas (grade argumental) espec´ıficas
de cada verbo, mas sabe que se for requerido, os pape´is devem ser atribu´ıdos.
• Um estoque finito de primitivos de trac¸os: elementos que podem servir como testes em regras
sinta´ticas, como os trac¸os Nome, Singular, Animado, Feminino, etc. Berwick deixa em aberto,
como esses trac¸os seriam aprendidos.
• Uma foˆrma X na˜o ordenada: Nu´cleo, Complemento, Especificador.
• Uma constric¸a˜o5 de “saturac¸a˜o” sobre as sentenc¸as: uma sentenc¸a so´ se completa apo´s com-
2Os ita´licos sa˜o do original.
3Pushdown stack.
4Input buffer.
5Constraint. Muitos autores optam por traduzir este termo por “restric¸a˜o”. No entanto, embora essa adaptac¸a˜o
seja mais adequada em alguns contextos, em geral, acreditamos que o termo “constric¸a˜o” da´ uma ide´ia mais correta
do efeito de certos princ´ıpios (aperto, contrac¸a˜o).
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pletar a estrutura argumental dos predicados, como determinado por constric¸o˜es tema´ticas.
• Uma estrutura tema´tica para sentenc¸as com no ma´ximo uma subordinac¸a˜o. Ex.: Joa˜o beijou a
Maria viria com a informac¸a˜o “beijar, PREDICADO”, “Joa˜o, AGENTE” e “Maria, OBJETO
AFETADO”.
2.1.1 O estado inicial: o interpretador do analisador
Berwick faz uma revisa˜o do analisador original proposto por Marcus (1980, apud BERWICK,
1985), analisador que o autor utiliza como ponto de refereˆncia para avaliar e discutir as propriedades
do seu modelo. O analisador de Marcus funciona no esquema padra˜o-ac¸a˜o, em que os padro˜es sa˜o
os predicados relativos aos s´ımbolos na pilha ou na a´rea tempora´ria e as ac¸o˜es sa˜o as operac¸o˜es que
constroem a a´rvore em si. O analisador deve mapear uma cadeia de palavras em a´rvores sinta´ticas.
O analisador percorre a a´rea tempora´ria num passo u´nico da esquerda pra direita (restric¸a˜o
que reflete as exigeˆncias do processamento de sentenc¸as humano) e o interpretador executa as regras
que se encaixem no ambiente corrente do analisador (composto por trac¸os dos s´ımbolos de entrada
e porc¸o˜es da a´rvore ja´ constru´ıda). A u´nica excec¸a˜o e´ que – para decidir sobre o pro´ximo passo –
o analisador pode adiar o processamento de um item e processar material a` sua direita, ate´ uma
distaˆncia finita (e pre´-fixada).
2.1.2 O analisador: estruturas de dados e de controle
Berwick explica que o analisador e´ constru´ıdo em torno de duas estruturas de dados principais,
motivadas pela meta teo´rica de ana´lise determin´ıstica de Marcus (1980, apud BERWICK, 1985).
A primeira e´ a pilha de no´s constituintes: ela armazena a estrutura da a´rvore em construc¸a˜o, com
os no´s em ordem hiera´rquica apropriada. Os no´s ficam na pilha por duas razo˜es: ainda esta˜o
incompletos ou ainda na˜o foram conectados a um no´ superior (na hierarquia). A figura 2.2 mostra
a correspondeˆncia entre uma a´rvore e a pilha de no´s (BERWICK, 1985, p.54).
Em 2.2b, S20 (o no´ sentencial) e VP22 (o sintagma verbal) compo˜em a pilha de no´s ativos,
pois ainda na˜o foram completados. Tipicamente, apenas o no´ no topo da pilha (VP22, em 2.2) esta´
acess´ıvel para ac¸o˜es de regras gramaticais. Na terminologia de Marcus, e´ o no´ ativo corrente (C).
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Figura 2.2: A´rvore da estrutura superficial e uma foto instantaˆnea da representac¸a˜o em pilha
Quando completado, VP22 e´ conectado a` S20 que passa a ser, enta˜o, o no´ ativo corrente.
A segunda estrutura principal e´ a a´rea tempora´ria de treˆs ce´lulas6 que pode armazenar
tanto palavras vindas da sentenc¸a de entrada quanto sintagmas inteiros (contendo uma ou mais
palavras) cuja func¸a˜o ainda na˜o foi determinada. Se necessa´rio, o analisador adia uma decisa˜o ate´
que o contexto local seja verificado. A hipo´tese de determinismo de Marcus afirma que sentenc¸as
processadas sem “dificuldade consciente”7 nas l´ınguas naturais (ou seja, um subconjunto de uma
dada l´ıngua, no caso de Marcus, o ingleˆs) podem ser analisadas utilizando a antecipac¸a˜o8 desta
maneira.
Uma l´ıngua e´ considerada determin´ıstica se puder ser analisada por uma ma´quina deter-
min´ıstica. Uma ma´quina determin´ıstica, por sua vez, e´ aquela que mapeia um estado mais uma
entrada em um u´nico estado seguinte (ou seja, na˜o possui estados indeterminados ou amb´ıguos).
Quanto a` antecipac¸a˜o, Berwick a assume como necessa´ria, como mostram os exemplos a seguir e a
citac¸a˜o de Marcus:
Have the boys who missed the exam take the makeup today.
6Three-cell lookahead buffer.
7Por exemplo, ficam exclu´ıdas sentenc¸as do tipo garden path e outras similares, em termos de dificuldade de
processamento.
8Lookahead. Agradec¸o a sugesta˜o de meu colega, Andre´ Antonelli, quando discut´ıamos a melhor forma de traduzir
o termo para o portugueˆs.
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Have the boys who missed the exam taken the makeup today?
(Marcus, 1980, p.15, apud BERWICK, 1985, p.55)
E´ imposs´ıvel distinguir entre o par de sentenc¸as sem antes examinar a morfologia do
verbo seguinte ao [sintagma nominal] the boys. Estas sentenc¸as podem ser distinguidas,
entretanto, se o analisador tiver uma “janela” na orac¸a˜o, larga o suficiente para ver o
verbo; se o verbo termina em en (no caso simples apresentado aqui), enta˜o a orac¸a˜o
e´ uma questa˜o sim/na˜o, do contra´rio e´ uma imperativa. Portanto, se o analisador e´
pra ser determin´ıstico, ele precisa de alguma facilidade constringida para a antecipac¸a˜o.
(Marcus, 1980, p.17, apud BERWICK, 1985, p.55).
As regras gramaticais constroem a a´rvore sinta´tica. Sua ac¸a˜o t´ıpica e´ remover o item na
primeira ce´lula da a´rea tempora´ria e anexa´-lo ao no´ no topo da pilha (no´ ativo corrente). A
figura 2.3 mostra o padra˜o e a ac¸a˜o da regra de inversa˜o de verbo Auxiliar-Sujeito, sendo a versa˜o
de baixo pro´xima ao que e´ processado pelo analisador de Marcus (BERWICK, 1985, p.56):
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Figura 2.3: Uma regra gramatical e sua forma abreviada
Finalmente, segundo Berwick, no analisador original de Marcus, regras relacionadas sa˜o agru-
padas em pacotes (por exemplo, regras para processar um sintagma nominal). Assim, quando um
23
24 2.1. O analisador
constituinte e´ analisado completamente, o pacote relacionado e´ desativado. Apenas regras de pa-
cotes ativos sa˜o consideradas a cada passo. Berwick mostra que este esquema de pacotes pode
ser completamente substitu´ıdo por regras de estrutura sintagma´tica (baseadas em regularidades
descritas pela teoria X).
O funcionamento do analisador seria, enfim, como uma sequeˆncia de fotos instantaˆneas exi-
bindo o conteu´do da pilha, da a´rea tempora´ria e o pacote ativo corrente. Na terminologia da teoria
de autoˆmatos, cada foto instantaˆnea representa uma descric¸a˜o instantaˆnea (DI). Ao final de uma
ana´lise com sucesso, havera´ apenas um no´ (S) completo na pilha e a marca de fim de sentenc¸a na
primeira ce´lula da a´rea tempora´ria. Berwick ressalta que o conjunto de DI’s e´ finito e cada regra
gramatical faz refereˆncia a um conjunto finito de informac¸o˜es.
2.1.3 Revisando o analisador
Segundo Berwick, a “ma´quina alvo” a ser adquirida e´ uma modificac¸a˜o do analisador original
de Marcus, buscando atualiza´-lo segundo modelos padro˜es de ana´lise e para simplificar a ma´quina,
tornando-a mais fa´cil de ser aprendida. As alterac¸o˜es ba´sicas sa˜o: processamento ascendente9;
eliminac¸a˜o do sistema de pacotes; remoc¸a˜o do que Marcus chamou de “descolamento de atenc¸a˜o”10;
e a criac¸a˜o e rotulac¸a˜o de no´s sintagma´ticos via teoria X. Na figura 2.4 (BERWICK, 1985, p.60)
vemos um exemplo de (parte de) uma regra no formato do analisador de Marcus e a mesma regra
no novo formato.
Berwick aponta para o fato de que a regra “antiga” conte´m mu´ltiplas ac¸o˜es e condicionais
(na figura 2.4 temos mais ou menos a metade da regra, segundo o autor), ale´m de prioridades
expl´ıcitas, no caso de conflito com outras regras. Como o autor explica, a nova regra elimina todos
esses detalhes pois sa˜o dif´ıceis de aprender. Agora, ha´ apenas uma ac¸a˜o (anexar o verbo ao no´ no
topo da pilha). Na˜o ha´ prioridades.
A ativac¸a˜o e desativac¸a˜o de pacotes bem como a selec¸a˜o da estrutura argumental dos ver-
bos sa˜o conduzidas pelo interpretador da grama´tica, na˜o por regras. Para Berwick, essa e´ uma
9Bottom-up.
10Este aspecto na˜o esta´ claro em Berwick (1985) pois o modelo continua tendo um dispositivo que o autor define
pelo mesmo nome.
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Regra Verbo-principal no pacote parse-up
prioridade: 10
SE: O primeiro elemento na área temporária é um verbo
ENTÃO:
DESATIVE o pacote parse-up;
se o nó ativo é a sentença principal
então ATIVE o pacote ss-final;
senão-se o nó ativo é uma oração secundária
então ATIVE o pacote emb-s-final.
CRIE um nó VP.
ANEXE o nó VP à S.
ANEXE o  primeiro elemento  da área temporária ao nó ativo
como um verbo.
ATIVE o pacote de nível de oração cpool.
se o verbo é rotulado como passivo
então ATIVE o pacote passivo
e EXECUTE em seguida a regra gramatical
passiva
se o  verbo  toma  uma  sentença  infinitiva  como
objeto
então se o verbo toma uma infinitiva sem to
então ATIVE o pacote to-less-inf-obj.
etc.
Regra Verbo-principal
SE:
o nó ativo corrente é S
o nó cíclico corrente é nulo
a primeira célula da área temporária é V
ENTÃO:
ANEXE
Figura 2.4: Regras do velho e do novo estilo comparadas
estrate´gia de simplificac¸a˜o paralela a` da teoria lingu´ıstica contemporaˆnea ao modelo: condic¸o˜es
espec´ıficas sobre a aplicac¸a˜o de regras foram “distribu´ıdas” em constric¸o˜es gerais que na˜o precisam
ser aprendidas.
2.1.4 Teoria X: a base
Segundo Berwick, as mudanc¸as no analisador tornam a aprendizagem mais fa´cil. Toda a
lista de pacotes do analisador original e´ substitu´ıda por um pacote consistindo de treˆs elementos:
Analise-especificador, Analise-nu´cleo e Analise-complemento. Estes elementos controlam conjuntos
de regras e sua ordem relativa e´ aprendida segundo constric¸o˜es X11.
11Como ela era entendida ate´ enta˜o e, portanto, numa versa˜o um tanto diferente da assumida a partir de fins dos
anos 80 (por exemplo, as a´rvores na˜o eram estritamente bina´rias).
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Segundo Berwick, a ide´ia ba´sica da teoria X e´ a de que o nu´mero de regras (de base) livres de
contexto pode ser bastante limitado, como mostra o esquema a seguir (PP, sintagma preposicional;
NP, sintagma nominal; S, orac¸a˜o) (BERWICK, 1985, p.62):
Sintagma Nominal −→ . . . NOME . . . (PP)* (S)
Sintagma Verbal −→ VERBO NP (PP)* (S)
Sintagma Preposicional −→ PREPOSIC¸A˜O NP (PP)* (S)
Sintagma Adjetival −→ ADJETIVO (PP)* (S)
Berwick ressalta que ha´ apenas uma regra simples, para qualquer sintagma: XP −→ Nu´cleo
Complemento, em que o nu´cleo (nome, verbo, adjetivo, etc.) define a categoria X. Ale´m de Com-
plementos (COMPL), XP tambe´m pode conter Especificadores (SPEC), como mostra (3) abaixo.
(3) XP
Especificador X’
X Complemento
Assim, segundo ele, uma percepc¸a˜o chave da teoria X e´ a de que os complementos12 para
qualquer sintagma sa˜o basicamente os mesmos, ocorrem antes ou depois do nu´cleo verbal e numa
mesma ordem: no ingleˆs, a ordem e´ NP (PP)* (S) (os pareˆnteses indicam opcionalidade e o “*”
indica 0 ou muitos). No entanto, haveria l´ınguas que desviam deste padra˜o, representando casos
“marcados”, como sugere Lightfoot (1982, apud BERWICK, 1985).
O aprendiz precisa aprender, portanto, a ordem relativa dos Complementos e Especificadores
em relac¸a˜o ao nu´cleo13, bem como distinguir se um constituinte e´ complemento ou especificador
(como distinc¸a˜o, Berwick assume que complementos sa˜o argumentos do nu´cleo enquanto especifi-
cadores na˜o).14
12Pelo que compreendemos, o autor assume um sentido amplo aqui : na˜o apenas complementos argumentais mas
tambe´m adjuntos. Vale lembrar que estamos essencialmente reproduzindo a apresentac¸a˜o do modelo em Berwick
(1985).
13No caso do portugueˆs, teremos essa abordagem cria algumas dificuldades visto que alguns adjetivos podem vir
antes ou depois do nome, como em a bela menina e a menina bela.
14Berwick na˜o oferece um tratamento especial para adjuntos. Quando estes aparecem, por exemplo, na forma de
sintagmas preposicionados, Berwick os trata como complementos argumentais do verbo.
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Na teoria X, categorias lexicais sa˜o definidas como conjuntos de trac¸os. Como sistema de
trac¸os categoriais, o autor adota Chomsky (1970) que preveˆ ±N, ±V (sendo que o procedimento
de aquisic¸a˜o adiciona mais um terceiro valor, zero, ao par ±). Duas categorias semaˆnticas, Objeto
e Ac¸a˜o, sa˜o identificadas com +N e +V, respectivamente. Neste modelo, aprender as categorias
significa fixar os complexos de trac¸os, a partir dessa atribuic¸a˜o inicial.
Outros componentes da teoria X que tem papel importante aqui: primeiro, a restric¸a˜o de
apenas um nu´cleo por sintagma. Ale´m disso, a teoria X limita as a´rvores de estrutura de sintagmas
poss´ıveis (atrave´s das projec¸o˜es de categorias lexicais). Sa˜o admitidas as seguintes categorias: N;
A (adjetivos e adve´rbios); DET (determinantes e quantificadores, como the, every); V; P (pre-
posic¸o˜es); COMP (complementadores, como for ou that); e INFL (elementos flexionais).15
Para acomodar todas elas, e´ preciso mais trac¸os distintivos, pois – como aponta Berwick –
apenas a combinac¸a˜o entre os valores poss´ıveis de N e V na˜o sa˜o suficientes. Berwick assume enta˜o
dois trac¸os (“sinta´ticos”, em oposic¸a˜o ao cara´ter lexical de N e V): A, para categorias que podem ser
argumento (carregar um papel tema´tico) e P, para categorias predicadoras (atribuidoras de pape´is
tema´ticos). O argumento protot´ıpico e´ NP e o predicado protot´ıpico e´ VP. O sistema completo fica
enta˜o (BERWICK, 1985, p.65):
(4)
N Adj Det V P Infl Comp Particle
+N +N +N –N –N –N –N –N
–V –V –V +V –V +V –V –V
+A +A –A –A –A +A +A –A
–P +P –P +P +P +P +P –P
Fica a questa˜o sobre o no´ sentencial (S) na teoria X: Berwick assume que INFL seja o
nu´cleo de S. INFL, ainda, pode atuar como predicador (regendo um NP sujeito), +P, enquanto S
pode ser um argumento (+A). Para ele, isso sugere que os trac¸os A e P, para INFL, devem ficar
subespecificados (ou 0), sendo fixados por “percolac¸a˜o” a partir do NP e do VP (ou seja, havendo
um sujeito, INFL recebe +P; sendo um argumento, INFL recebe +A). Do mesmo modo, Berwick
toma COMP como sendo o nu´cleo de S, com complemento S (=INFLmax).16
15Lembrando que estamos sendo fie´is a` apresentac¸a˜o de Berwick, para que se possa compreender suas deciso˜es
quanto ao modelo de aquisic¸a˜o. Mas e´ claro que a teoria gramatical e, particularmente, a teoria X evolu´ıram bastante
desde enta˜o e que na˜o seria adequado, por exemplo, tratar adjetivos e adve´rbios como uma so´ categoria.
16Vale ressaltar que estas propostas na˜o sa˜o de Berwick, que ele apenas assume uma determinada opc¸a˜o, dentre
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O autor nota que um aspecto da notac¸a˜o X pode ser uma barreira para o aprendiz: a
quantidade de n´ıveis barra. Segundo o autor, a literatura de enta˜o continha diversas propostas,
com diferentes quantidades. Mas como a crianc¸a poderia saber este nu´mero? Se supuser 3, de
sa´ıda, alguns n´ıveis poderiam ser supe´rfluos em certas estruturas. Para resolver isso, Berwick
adota a distinc¸a˜o entre no´ ma´ximo e no´ mı´nimo, com uma terceira possibilidade: nem ma´ximo,
nem mı´nimo (independente de quantos no´s forem). Os n´ıveis seriam criados apenas sob demanda.
Assim, um nome nu seria lexical e ma´ximo, sem necessidade de no´s adicionais. Especificadores e
Complementos so´ podem ser anexados a` a´rvore apo´s estarem completos e podem ser opcionais.
Berwick afirma que, no analisador original, a construc¸a˜o de sintagmas era feita em treˆs
grandes passos: o in´ıcio, o meio e o fim do sintagma. Para ele, estes esta´gios teˆm sua contraparte
X: pode-se manter um ponteiro especial para as partes SPEC, NU´CLEO, COMPL. Assim que uma
parte e´ completada, passa-se para a outra (na ordem em que estas esta˜o configuradas para a l´ıngua
em questa˜o17). Quando as treˆs partes sa˜o completadas, o sintagma fica completo e e´ retirado da
pilha, sendo despejado na primeira ce´lula da a´rea tempora´ria.
Outro aspecto importante: antes de construir um novo sintagma, o analisador permite que
as regras existentes sejam executadas. Segundo Berwick, esse protocolo tem como consequeˆncia
a criac¸a˜o do mı´nimo poss´ıvel de novos no´s18. A seguir, o suma´rio da nova maquinaria, como
apresentado em Berwick (1985, p.73-74):
• Criac¸a˜o de no´s: no´s sa˜o criados quando o item na a´rea tempora´ria e´ um nu´cleo de tipo X;
ou o item e´ um especificador (determinantes e adjetivos19); se o complemento do predicado
exigir uma projec¸a˜o ma´xima de tipo X.
• Fechamento de no´s: ocorre quando na˜o ha´ regras a executar e a grade tema´tica indica que os
argumentos esta˜o completos.
as que eram discutidas em diversos trabalhos ate´ enta˜o. Para uma breve cronologia e refereˆncias bibliogra´ficas
relacionadas, ver Falk (2006).
17Perceba que Berwick, nesse modelo, na˜o assume a possibilidade de opcionalidade para a ordem dos constituintes.
Isso acaba por restringir o conjunto de estruturas que o analisador pode aprender.
18Berwick fornece um exemplo do funcionamento do analisador original e do novo modelo (BERWICK, 1985,
p.68-73).
19Berwick assume que estes itens na˜o projetam um XP em si, mas sa˜o anexados “nus” ao SPEC do NP. Pore´m, na
implementac¸a˜o, adotei a projec¸a˜o de qualquer item, como e´ normalmente assumido pelas u´ltimas verso˜es da teoria
X.
28
Cap´ıtulo 2. O Modelo de Aquisic¸a˜o 29
• Anotac¸a˜o do no´ ativo: as regras executadas para construir um no´ sa˜o anotadas nele.
• Anotac¸a˜o X: o no´ ativo e´ anotado com o ponteiro SPEC, NU´CLEO ou COMPL.
• Percolac¸a˜o de trac¸os: os trac¸os do nu´cleo sa˜o “percolados” para a projec¸a˜o ma´xima. Trac¸os
de Especificadores sa˜o checados quanto a` compatibilidade com a projec¸a˜o ma´xima.
• O Princ´ıpio de Projec¸a˜o: a estrutura argumental dos verbos tem seus itens “riscados da
lista”20, na medida em que argumentos obrigato´rios sa˜o processados.
• Prioridades de regras: o esquema de prioridade expl´ıcita e´ substitu´ıdo por apenas um princ´ıpio
geral de que regras mais espec´ıficas disparam antes das gerais.
• Ac¸o˜es de regra gramatical: o analisador permite apenas uma ac¸a˜o por regra.
Para Berwick, a maquinaria de projec¸a˜o de trac¸os possui muitas vantagens sobre uma abor-
dagem de estrutura sintagma´tica expl´ıcita. A ambiguidade morfolo´gica, por exemplo, pode ser
resolvida partindo-se de todos os trac¸os poss´ıveis para o elemento em questa˜o, filtrando os trac¸os
incorretos com base em mais informac¸o˜es recebidas (o contexto sinta´tico): em Did John dog Bill?,
dog e´ um verbo, o que so´ pode ser definido contextualmente21. A criac¸a˜o automa´tica de sintag-
mas precisa, portanto, ser monitorada, quanto a` concordaˆncia e compatibilidade de trac¸os (para
Especificadores).
2.1.5 Outras mudanc¸as no analisador: regras gramaticais
Remoc¸a˜o de prioridades: em seu modelo, Berwick remove o esquema expl´ıcito de prioridades
entre as regras, sendo colocado em seu lugar apenas um princ´ıpio geral, segundo o qual regras
espec´ıficas sa˜o utilizadas primeiro. A figura 2.5 mostra um exemplo de ordenamento desse tipo
(BERWICK, 1985, p.77):
Parte destas propriedades pode ser conferida no exemplo ao final do cap´ıtulo. Berwick res-
tringe o formato de regras gramaticais: regras na˜o podem ter mais de uma ac¸a˜o; as treˆs ce´lulas da
20Checked off.
21Na presente pesquisa, a implementac¸a˜o feita na˜o faz uso deste recurso. Os itens lexicais sa˜o fornecidos juntamente
com uma “etiqueta” que identifica sua categoria.
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Figura 2.5: Ordenamento de regras por especificidade
a´rea tempora´ria sa˜o consideradas em qualquer regra; o reperto´rio de ac¸o˜es e´ limitado (em contraste
com as va´rias ac¸o˜es do analisador original): ANEXE e INVERTA, INSIRA VESTI´GIO (de NP) e
INSIRA (item lexical), estas treˆs u´ltimas para os casos (1) inverso˜es locais, (2) movimentos de longa
distaˆncia, como movimento-Qu, e (3) inserc¸o˜es lexicais espec´ıficas (como em (You) Kiss Sue! ).
2.1.6 O estado inicial: o le´xico
Nesse modelo, o sistema de aquisic¸a˜o possui um inventa´rio de trac¸os que podem ser aplicados
a uma entrada lexical. Parte do aprendizado consiste em aprender: (i) a identidade de trac¸os do
item lexical (incluindo complexos de trac¸os amb´ıguos22); (ii) a estrutura argumental do verbo; e
(iii) que outros itens se comportam como esse (a “classe de equivaleˆncia”).
O sistema permite tambe´m trac¸os de concordaˆncia, que incluem TEMPO, NU´MERO e
GEˆNERO, ale´m de alguns trac¸os para restric¸a˜o de selec¸a˜o, como ANIMADO e HUMANO. Os
valores normalmente sa˜o bina´rios, mas distingue-se tambe´m uma terceira opc¸a˜o, o valor na˜o mar-
cado (sem valor). Um exemplo de entrada (madura) para persuade (BERWICK, 1985, p.80) seria:
ARGUMENTOS: NP, +ANIMADO, S
PAPE´IS TEMA´TICOS: Sujeito e´ o AGENTE
Objeto e´ o OBJETO AFETADO
O complemento proposicional e´ o TEMA
CLASSE: convince, tell . . .
Figura 2.6: Uma entrada lexical
Berwick explica que regras gramaticais definem especificidades como o tipo de complementa-
dor (proposic¸a˜o, questa˜o indireta, exclamativas, etc.) que o verbo exige. Segundo o autor, erros de
22Homoˆnimos.
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aprendizagem lexical podem ocorrer, mas podem ser corrigidos com mais evideˆncias. Por exemplo,
promise pode ser analisada como tell em John told Bill to leave (com o sujeito da infinitiva sendo
co-referente ao objeto da matriz) e corrigida mais tarde, mediante mais dados.
Sobre os argumentos, a estrate´gia do analisador e´, inicialmente, assumir que na˜o ha´. Se
encontrar algum, o analisador passa a assumir que ha´ e que e´ obrigato´rio, ate´ que evideˆncia positiva
expl´ıcita indique que o argumento seja opcional. O nu´mero de argumentos na˜o e´ definido pela
expansa˜o X, mas pela entrada lexical. Exemplo das entradas lexicais iniciais, para analisar Sue
kissed John on the lips (BERWICK, 1985, p.82):
Sue: Objeto (+N, –V), singular, feminino, nome
John: Objeto (+N, –V), singular, masculino, nome
kissed: Ac¸a˜o (–N, +V)
the: Na˜o-ac¸a˜o, na˜o-verbo, na˜o-argumento
lips: Objeto (+N, –V), singular
on: Na˜o-ac¸a˜o, na˜o-verbo
2.1.7 Informac¸a˜o tema´tica inicial
O sistema de aquisic¸a˜o tem uma representac¸a˜o rudimentar do significado de sentenc¸as sim-
ples, que identifica os principais pape´is semaˆnticos, como AGENTE, OBJETO AFETADO, INS-
TRUMENTO, por exemplo. Este inventa´rio segue o convencional, como em Fillmore (1968, apud
BERWICK, 1985).
2.1.8 A grama´tica alvo
Segundo Berwick, o sistema deve adquirir um conhecimento suficiente para processar NPs,
VPs, auxiliares, sentenc¸as principais, PPs e sentenc¸as encaixadas. Ale´m disso, o sistema devera´
processar transformac¸o˜es locais simples, como a inversa˜o sujeito-auxiliar (no ingleˆs) e regras como a
de movimento-Qu. O autor explica que a grama´tica “madura” tera´ duas partes: regras gramaticais
de base ou estrutura sintagma´tica23 (a maior parte fixada pela teoria X) e regras gramaticais de
tipo transformacional.
Regras de base (figura 2.7) (BERWICK, 1985, p.84): em geral, a criac¸a˜o e a finalizac¸a˜o de
23Phrase structure rules. No decorrer do texto usamos as duas formas como sinoˆnimas.
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
Regra anexe-det
CYC is *         
C is Xmax +N –V +A –P –SPEC—HEAD—COMP 
[+N –V –P –A][+N –V +A][ * ] 
ANEXE 
Regra anexe-nome
CYC is *       
C is Xmax +N –V +A –P –SPEC—HEAD—COMP 
[+N –V –P +A][ * ][ * ] 
ANEXE 
Regra anexe-pp
CYC is *               
C is Xmax +N –V +A –P –SPEC—HEAD—COMP 
[Xmax  –N –V][ * ][ * ] 
ANEXE 
Figura 2.7: Regras para analisar NPs
sintagmas sa˜o feitas pelo pro´prio protocolo X do interpretador (sem uso de regras). Qualquer outra
parte da construc¸a˜o do sintagma tera´ que envolver uma regra separada. A u´nica ac¸a˜o poss´ıvel,
nessas regras, e´ ANEXE. O asterisco (*) indica um “coringa”24 que combina com quaisquer trac¸os
ou combinac¸a˜o destes.
Regras transformacionais (figura 2.8) (BERWICK, 1985, p.89): se dividem em dois grupos,
com as regras de transformac¸o˜es locais simples (inversa˜o Sujeito-auxiliar, no caso do ingleˆs) e as de
movimentos mais longos, como movimento-Qu.


Regra inversão-sujeito-auxiliar 
CYC is nil         
C is Xmax –N +V +A +P –SPEC—HEAD—COMP 
[–N +V +A +P +tense][ Xmax +N –V +A –P][–N +V] 
INVERTA 
Regra passiva
CYC is * Regra be-passivo            
C is Xmax –N +V +P –A –SPEC—HEAD—COMP 
[ * ][ * ][ * ] 
INSIRA VESTÍGIO 
Figura 2.8: Algumas regras transformacionais
24Wild card.
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2.1.9 Os dados de entrada
Quanto aos dados de entrada, disponibilizados ao analisador, Berwick assume que:
• Apenas sentenc¸as gramaticais positivas (pesquisas psicolingu´ısticas indicam que apenas essas
sa˜o relevantes – ver refereˆncias em Berwick (1985, p.85)).
• Ignora-se exemplos marcados como agramaticais e correc¸a˜o expl´ıtica (dados negativos).
• O procedimento esta´ limitado a sentenc¸as simples, com no ma´ximo duas sentenc¸as encaixadas.
• As palavras sa˜o recebidas ja´ pre´-segmentadas e associadas a trac¸os, inicialmente, ±N, ±V.
Segmentac¸a˜o de palavras
Berwick explica que assumir a segmentac¸a˜o de palavras como dada e´ uma simplificac¸a˜o meto-
dolo´gica razoa´vel, visto que nem se pode falar coerentemente de ana´lise sinta´tica, sem que elementos
do fluxo da fala possam ser associados a posic¸o˜es em uma a´rvore. Assim, tambe´m, a categorizac¸a˜o
de algumas palavras individuais deve preceder a aquisic¸a˜o de habilidades de ana´lise.
2.1.10 Trac¸os e correc¸a˜o por adultos
Berwick questiona como justificar o pre´-conhecimento do analisador sobre trac¸os primitivos,
como singular e animado, por exemplo. Um caminho – segundo ele – e´ adotar um corola´rio do
Princ´ıpio do Subconjunto: quanto mais trac¸os estiverem em jogo, mas restritas sera˜o as regras e,
portanto, mais restrita a l´ıngua hipotetizada, permitindo que evideˆncias positivas (apenas) inva-
lidem as hipo´teses, se for o caso. Esse suprimento (finito, talvez por limitac¸o˜es sobre habilidades
conceituais) de trac¸os na˜o sobrecarregaria o sistema computacional e pode ser remediado rapida-
mente pela generalizac¸a˜o de regras.
O autor prossegue, perguntando como o sistema sabera´ quais trac¸os codificam a concordaˆncia
(por exemplo, entre sujeito e verbo). Berwick propo˜e uma estrate´gia conservadora: comec¸a-se por
anexar todos os trac¸os poss´ıveis, eliminando um ou outro, com base em exemplos positivos que indi-
quem que tais trac¸os na˜o entram em relac¸a˜o de concordaˆncia. Se o sistema computacional usasse a
estrate´gia de tentativa e erro, testando todas as combinac¸o˜es de trac¸os, em relac¸o˜es de concordaˆncia
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(segundo Berwick, com previso˜es na˜o suportadas por evideˆncias emp´ıricas), tal estrate´gia tornaria
a aquisic¸a˜o um processo sem interesse teo´rico e computacional.
Berwick afirma que o procedimento de aquisic¸a˜o proposto preveˆ, em func¸a˜o de seu aspecto
incremental, que um erro cometido pelo aprendiz pode ser representado como alguma combinac¸a˜o
de erros elementares em uma regra completa. Isso esta´ relacionado a`s propostas em Culicover e
Wexler (1980), sobre aprendizagem grau-2. Ou seja, no caso do modelo em questa˜o, ao admitir
apenas dois no´s na pilha (o no´ ativo e o no´ c´ıclico), esta´ sendo garantida a restric¸a˜o.
2.1.11 Erros nos dados de entrada e resilieˆncia
Berwick comenta que a assunc¸a˜o de evideˆncia positiva, apenas, e´ uma idealizac¸a˜o com relac¸a˜o
a outro aspecto: o discurso normal e´ cheio de agramaticalidades, in´ıcios falsos e outros. Portanto,
conclui, se este “ru´ıdo” for muito pequeno, o procedimento de aquisic¸a˜o deveria ser capaz de ignora´-
lo ou recorrer de eventuais erros. Berwick assume, enta˜o, que um conjunto representativo de dados
da l´ıngua alvo e´ fornecido ao procedimento de aquisic¸a˜o, com duas condic¸o˜es: (i) para ser capaz
de analisar todas as sentenc¸as do conjunto, cada uma deve ser apresentada pelo menos uma vez e
os contextos esquerdo e direito, nas ana´lises, devem aparecer o suficiente para permitir distinguir
todas as classes lexicais relevantes; (ii) estes contextos aparecem com probabilidade uniforme e com
mais frequeˆncia do que erros.
Berwick afirma que duas propriedades da modelagem do analisador garantem que o mesmo
ignore ou recorra de erros simples: primeiro, a de que novas regras sa˜o propostas apenas em
situac¸o˜es na˜o-amb´ıguas. Segundo, o sistema assume um “princ´ıpio de unicidade”: se ha´ duas ou
mais opc¸o˜es para um paraˆmetro, apenas uma pode sobreviver.
Como exemplo, Berwick considera a configurac¸a˜o incorreta do paraˆmetro da ordem X (Nu´cleo,
Especificador e Complemento): um dado conflitante pode vir depois que o mesmo foi configurado
(e, portanto, o dado e´ descartado como desviante) ou antes. Para o autor, o u´ltimo caso seria o
mais problema´tico. No caso do exemplo topicalizado, Beans, I like, por exemplo, Berwick diz que
o dado poderia levar o procedimento a configurar a ordem como Complemento-Nu´cleo, incorreta
para o ingleˆs. Neste caso, segundo o autor, como havera´ muitos contra-exemplos simples, na ordem
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correta, a opc¸a˜o incorreta precisa ser exclu´ıda25.
Outra questa˜o relacionada e´ a ordem de apresentac¸a˜o dos dados. Para Berwick, duas “soluc¸o˜es”
sa˜o poss´ıveis: uma, mostrar que as deciso˜es de aquisic¸a˜o sa˜o comutativas, ou seja, independem da
ordem em que sa˜o tomadas; a outra, mostrar que o pro´prio dispositivo de aquisic¸a˜o age como um fil-
tro que ordena os dados (ordenamento intr´ınseco). Berwick afirma que, em seu modelo, duas regras
transformacionais quaisquer podem ser adquiridas em qualquer ordem e que regras de estrutura
sintagma´tica sa˜o ordenadas pelo procedimento de aquisic¸a˜o.
2.1.12 Aprendibilidade formal e evideˆncia negativa
Segundo Berwick, sabe-se, a partir de resultados matema´ticos em infereˆncia indutiva, que
dados positivos e negativos marcados como “gramaticais” e “agramaticais”, permitem aprender
quase toda l´ıngua (Gold, 1967, apud BERWICK, 1985). O autor diz que isso poderia sugerir que
dados negativos sa˜o importantes, mas que e´ muito improva´vel que a aquisic¸a˜o humana apresente
tal reforc¸o expl´ıcito. E continua, dizendo que tal assunc¸a˜o coloca, em certo sentido, o peso da
aquisic¸a˜o implicitamente sobre o adulto, que desse modo teria que ter acesso ao estado interno da
grama´tica da crianc¸a, para determinar o pro´ximo dado a apresentar.
Portanto, conclui Berwick, assumir apenas evideˆncia positiva e´ uma parte chave da estrate´gia
metodolo´gica de sua pesquisa: seu objetivo e´ verificar quais constric¸o˜es sa˜o necessa´rias para que
a aquisic¸a˜o seja poss´ıvel, mesmo com dados pobres. Segundo ele, esse ponto de vista contrasta
profundamente com a maior parte dos modelos de aprendibilidade de inteligeˆncia artificial, que
fazem amplo uso de evideˆncias negativas.
2.1.13 Informac¸a˜o semaˆntica, pragma´tica e contextual
Ale´m da cadeia dividida em palavras, segundo Berwick, tradicionalmente assume-se que ou-
tras informac¸o˜es tem um papel importante na aquisic¸a˜o do conhecimento sinta´tico, entre elas, o
“conhecimento semaˆntico”, “contextual” ou “de mundo”. Esse conhecimento auxiliaria no mape-
amento forma-significado, principalmente nos esta´gios iniciais da aquisic¸a˜o, em que as estruturas
25Em nenhum momento, no entanto, o modo como isso e´ feito fica claro na descric¸a˜o de seu modelo e nem ha´
exemplos concretos no livro. Portanto, essa “habilidade” na˜o foi implementada.
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superficiais se aproximam muito da estrutura semaˆntica.
Berwick assume que as formas sinta´tica e semaˆntica nunca “se separam”, com a estrutura
sinta´tica sempre refletindo a estrutura predicado-argumento (constric¸a˜o resultante do Princ´ıpio de
Projec¸a˜o). Sobre a definic¸a˜o de quem e´ o AGENTE, PACIENTE ou ALVO, por exemplo, Berwick
se pergunta se ela e´ realmente necessa´ria para o sistema. Talvez, segundo o autor, o sistema apenas
precise saber que ha´ pape´is tema´ticos, que estes devem ser designados e que um NP na˜o pode
receber mais de um papel. Se essa informac¸a˜o for requerida, no entanto, pode-se assumir que o
sistema saiba os pape´is, de alguma forma (por exemplo, pape´is seriam depreendidos das func¸o˜es
sinta´ticas dos argumentos).
Enfim, argumenta, e´ natural supoˆr que crianc¸as sa˜o capazes de designar pape´is tema´ticos aos
objetos do mundo, qualquer que seja o modo como o fazem. E´ importante enfatizar que nem sempre
a informac¸a˜o tema´tica e´ necessa´ria para a ac¸a˜o de uma regra (como no caso de passivas e sentenc¸as
com argumentos omitidos26). Em suma, a informac¸a˜o tema´tica esta´ dispon´ıvel, mas e´ utilizada
apenas como u´ltimo recurso, para determinar se as relac¸o˜es foram corretamente estabelecidas.
Portanto, o procedimento de aquisic¸a˜o sabe o seguinte (BERWICK, 1985, p.101-102):
1. A correta atribuic¸a˜o de pape´is tema´ticos a constituintes em sentenc¸as simples, com no ma´ximo
um encaixamento.
2. Que argumentos de um verbo sa˜o considerados obrigato´rios ate´ prova em contra´rio (Princ´ıpio
do Subconjunto).
3. Que a repetic¸a˜o de um tipo de constituinte (por exemplo, PP) e´ proibida ate´ prova em contra´rio,
quando e´ enta˜o assumida a possibilidade de repetic¸a˜o infinita (grama´ticas naturais na˜o teˆm
acesso a “predicados contadores”, que determinem, por exemplo, dois ou treˆs PPs, exatamente).
Quanto a` informac¸a˜o tema´tica, no entanto, na˜o ha´ um exemplo concreto de uma sentenc¸a de
entrada. O mais pro´ximo que o autor chega de explicitar o formato dos dados de entrada e´ dizer
(algumas vezes, ao longo do texto) que assume informac¸a˜o tema´tica, para sentenc¸as com ate´ uma
26Em nossa implementac¸a˜o esta informac¸a˜o foi necessa´ria, na grade tema´tica dos verbos.
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subordinac¸a˜o (quanto a este ponto, na˜o fica claro exatamente o que isto implica). Assim, Berwick
(1985, p.82) afirma que para Sue kissed John on the lips, o sistema recebe:
Verbo: kiss
Beijador: Sue
Beijado: John
Modificador Loc.: on the lips
Pore´m, esta na˜o e´ a “figura completa”. Em outra passagem do texto, Berwick afirma que o
sistema sabe que um predicado esta´ completo, pois tem acesso a` estrutura tema´tica esperada:
“[...] the system first checks to see if the current active node is completely built. The check is
carried out by looking at the thematic representation ...” (BERWICK, 1985, p.82)
Portanto, e´ preciso assumir que a sentenc¸a de entrada, ale´m de especificar os pape´is tema´ticos
dos sintagmas e identificar os predicados, tambe´m informa a estrutura tema´tica esperada pelo
predicador. Para a sentenc¸a acima, consequentemente, ter´ıamos – ale´m das informac¸o˜es sobre
trac¸os e classe de palavras (objeto, ac¸a˜o, determinante, etc.) – algo similar a`:
PREDICADOR: kiss (pape´is esperados: AGENTE, PACIENTE, LOCAL)
AGENTE: Sue
PACIENTE: John
LOCAL: on the lips
Note, inclusive, que o papel do adjunto deve ser especificado e que, consequentemente, essa
especificac¸a˜o dos pape´is varia, de acordo com a sentenc¸a, ainda que o mesmo verbo esteja em
questa˜o (por exemplo, em Sue kissed John), na˜o ter´ıamos o papel LOCAL na estrutura tema´tica.
Como o autor enfatiza, e´ natural assumir essa correspondeˆncia entre a informac¸a˜o tema´tica e a
sinta´tica e o uso dessas informac¸o˜es pelo aprendiz. O formato exato do dado de entrada esta´
exemplificado na sec¸a˜o 2.4.
2.2 O procedimento de aquisic¸a˜o
Para Berwick, o curso da aquisic¸a˜o pode ser visto como o desenvolvimento de uma sequeˆncia
de analisadores, cada vez mais poderosos, sendo que inicialmente o analisador na˜o conte´m regra
alguma. Ha´ cinco passos principais, no procedimento de aquisic¸a˜o. A figura 2.9 (BERWICK, 1985,
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p.104) mostra o fluxo ba´sico de funcionamento do analisador e do procedimento de aquisic¸a˜o. O
primeiro passo e´ tentar analisar a sentenc¸a com as regras existentes e passar a` pro´xima sentenc¸a,
caso a ana´lise tenha sucesso (ou seja, na˜o ha´ aquisic¸a˜o neste caso).
Em caso de falha, entra-se no procedimento de aquisic¸a˜o. No passo 2, o procedimento memo-
riza a descric¸a˜o instantaˆnea do estado do analisador. No passo 3, o procedimento checa se a nova
sentenc¸a demanda uma nova configurac¸a˜o parame´trica, um novo no´ na˜o-terminal ou a modificac¸a˜o
de uma entrada lexical existente. Para qualquer destes casos, uma nova regra de base e´ criada. Se,
com a regra criada, for poss´ıvel seguir com a ana´lise da sentenc¸a, o analisador vai para o passo 5,
a generalizac¸a˜o de regras. Caso contra´rio, vai para o passo 4, em que o analisador tenta criar uma
regra transformacional. Se funcionar, vai para o passo 5 tambe´m e tenta a generalizac¸a˜o. Apo´s o
passo 5, volta-se para o passo 1. A seguir, fac¸o um resumo fiel do esboc¸o apresentado por Berwick.
O leitor podera´ ver a implementac¸a˜o concreta deste fluxo, na sec¸a˜o C.2, no Apeˆndice C.
2.2.1 Esboc¸o do procedimento
PASSO 1: Tente analisar a sentenc¸a da esquerda para a direita, numa u´nica passagem,
usando as regras gramaticais conhecidas27. Se a ana´lise for bem sucedida, receba uma
nova sentenc¸a de entrada e repita este passo. Caso contra´rio, siga para o Passo 2.
PASSO 2: Fase de aquisic¸a˜o. Anote a descric¸a˜o instantaˆnea (DI) do analisador no
momento da falha (a saber, se SPEC, NU´CLEO ou COMPL esta´ ativo; o no´ no topo
da pilha e o no´ c´ıclico (S ou NP), anotado com os nomes de regras executadas para
constru´ı-los, ate´ ali; e o conteu´do da a´rea tempora´ria).
O pro´ximo passo tentara´ criar uma regra, usando a ac¸a˜o ANEXE, que gera l´ınguas mais
restritas que regras transformacionais, de acordo com o Princ´ıpio do Subconjunto. De outro modo,
o aprendiz na˜o teria como recorrer de uma hipo´tese que sobregeneralizasse. Primeiramente, checa-
se constric¸o˜es X: se for um nu´cleo, o elemento deve ser o mesmo que disparou a criac¸a˜o da projec¸a˜o,
ale´m de concordar com os trac¸os da projec¸a˜o ma´xima atual; se for um Complemento, este devera´
ser uma projec¸a˜o ma´xima e um poss´ıvel argumento para a projec¸a˜o ma´xima atual, e assim por
27Nas primeiras ana´lises, quando ainda na˜o ha´ regra gramatical aprendida, o analisador se baseia em informac¸o˜es
tema´ticas fornecidas no dado de entrada, para criar as primeiras regras de base e fazer as ana´lises.
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Figura 2.9: Fluxo de funcionamento do analisador e do processo de aquisic¸a˜o.
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diante. Enta˜o o ponteiro X avanc¸a (com cuidado para Especificadores ou Argumentos opcionais).
Se o constituinte estiver completo, e´ despejado na a´rea tempora´ria (sai da pilha). Em caso de falha,
passa-se ao Passo 4.
PASSO 3: Tente criar uma u´nica regra de estrutura sintagma´tica, correspondente ao
constituinte X ativo, tentando ANEXE. O procedimento tenta anexar o item na primeira
ce´lula da a´rea tempora´ria ao constituinte ativo. Se for bem sucedido, salve a nova regra
como um molde X instanciado. O sucesso e´ definido como:
PASSO 3A: Se o componente X ativo no momento e´ o SPEC, enta˜o o ele-
mento a ser anexado deve ser compat´ıvel (quanto aos trac¸os sinta´ticos) com a
projec¸a˜o ma´xima. Se forem, anexe e va´ para o Passo 5. Se a ordem X ainda
na˜o tiver sido configurada, posicione o SPEC antes ou depois de NU´CLEO
e/ou COMPL, a depender de qual dos dois (ou ambos) ja´ tenha sido proces-
sado. Se a anexac¸a˜o falhar e o SPEC estiver marcado como obrigato´rio, enta˜o
marque como opcional e avance o ponteiro de pacote, voltando ao Passo 1.
PASSO 3B: Se o componente X ativo for NU´CLEO, enta˜o o elemento ane-
xado deve ser o item lexical que disparou a criac¸a˜o da projec¸a˜o, combinando
exatamente com os trac¸os da mesma. Se poss´ıvel (e ainda necessa´rio), confi-
gure a ordem do NU´CLEO apropriadamente (em relac¸a˜o a` SPEC e COMPL).
Avance o ponteiro de pacotes (se a ordem for conhecida) e va´ para o Passo 5.
Se tudo falhar, va´ para o Passo 3c.
PASSO 3C: Se o componente X ativo for COMPL, enta˜o os trac¸os do ele-
mento anexado na˜o podem ser os mesmos da projec¸a˜o ma´xima e ele deve ser
compat´ıvel com as constric¸o˜es tema´ticas, se houver. Configure a ordem X e
va´ para o Passo 5. Se apo´s anexar o elemento o constituinte ficar completo,
despeje-o na a´rea tempora´ria (se argumentos tidos como obrigato´rios na˜o ti-
verem aparecido, torne-os opcionais). Se na˜o for poss´ıvel anexar o elemento,
va´ ao Passo 4.
O passo 4 considera novas ac¸o˜es: INVERTA, INSIRA ITEM LEXICAL e INSIRA VESTI´GIO.
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As ac¸o˜es sa˜o ordenadas com base no Princ´ıpio do Subconjunto, da menos para a mais conservadora.
O crite´rio de sucesso e´ diferente: apo´s a execuc¸a˜o da nova regra, e´ preciso que uma das regras ja´
conhecidas possa ser executada. Se na˜o for, todo o processamento da sentenc¸a e a regra criada sa˜o
abandonados; se for bem sucedida, a nova regra vai para o Passo 5.
PASSO 4: Tente construir uma nova regra gramatical usando INVERTA, INSIRA ITEM
LEXICAL ou INSIRA VESTI´GIO. Teste cada ac¸a˜o, verificando qual delas (na ordem)
permite a execuc¸a˜o de uma regra conhecida apo´s sua aplicac¸a˜o. Note que INVERTA
exige que a segunda ce´lula da a´rea tempora´ria seja um Xmax (caso na˜o seja, o item
lexical devera´ ser analisado ate´ completar a projec¸a˜o ma´xima e poder ser despejado
na a´rea tempora´ria, para seguir com a tentativa de inversa˜o – ao que Berwick chama
“desvio de atenc¸a˜o”). Se o item na˜o puder ser projetado (por limitac¸o˜es do analisador,
por exemplo), INVERTA falha. Se funcionar, siga para o Passo 5. Se nenhuma regra
puder ser constru´ıda, passe a` segunda ce´lula, projete o item nela contido e volte ao
Passo 1 (se falhar, tente a terceira ce´lula). Se tudo falhar, abandone o processamento
da sentenc¸a e volte ao Passo 1, para uma nova sentenc¸a.
O passo 5 executa e generaliza novas regras. A ide´ia chave e´ uma extensa˜o do me´todo
de induc¸a˜o de cauda k, como descrito por Biermann e Feldman (1972, apud BERWICK, 1985)
para autoˆmatos finitos. Biermann e Feldman notam que dois estados de um autoˆmato finito sa˜o
equivalentes se e somente se possuem os mesmos sufixos (“caudas”). Grosso modo, duas regras
sa˜o fundidas estendendo esta condic¸a˜o aos estados do analisador: se as regras possuem a mesma
ac¸a˜o, esta˜o no mesmo ponto (contexto esquerdo da ana´lise, o no´ ativo e o no´ c´ıclico) na ana´lise de
sentenc¸as similares e possuem a mesma antecipac¸a˜o (ou seja, contexto direito da ana´lise, quando
as duas ce´lulas seguintes – sufixo de tamanho 2 – de cada regra sa˜o iguais).
O primeiro passo na generalizac¸a˜o e´ verificar se ha´ outra(s) regra com a mesma ac¸a˜o, no´
ativo e ponteiro de pacote. Se houver, ha´ dois subcasos. No primeiro, sendo as primeiras ce´lulas de
ambas iguais, ha´ mais dois subcasos: se ambos os contextos (esquerdo e direito) forem diferentes, as
regras sa˜o mantidas separadas, salvando-se a nova. Se um ou (exclusivo) outro sa˜o iguais, as regras
sa˜o fundidas, com a intersecc¸a˜o de seus trac¸os (formando tambe´m uma nova classe de equivaleˆncia
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lexical). Se ambos forem iguais, enta˜o as regras sa˜o ideˆnticas e a nova regra e´ descartada.
Se as primeiras ce´lulas na˜o forem iguais, o procedimento checa os contextos. Se ambos forem
iguais, os itens nas primeiras ce´lulas de cada regra sa˜o equivalentes, sendo colocados na mesma
classe. Se qualquer um dos contextos for diferente e se os itens iniciais estiverem na mesma classe,
devem ser enta˜o separados (pois tinham sido colocados juntos em func¸a˜o de dados parciais).
PASSO 5A: Se for bem sucedido, atualize a base de regras. Primeiro, verifique se a nova
regra realiza a mesma ac¸a˜o, possui o mesmo no´ ativo e ponteiro de pacote de alguma
regra conhecida. Se na˜o, va´ para o passo 5D. Caso contra´rio, traga todas as regras
encontradas.
PASSO 5B: Se a primeira ce´lula da a´rea tempora´ria da nova regra e da(s) regra(s)
encontrada(s) sa˜o iguais, enta˜o verifique os contextos esquerdo e direito. Se os contextos
direitos forem iguais, enta˜o funda seus contextos esquerdos por intersecc¸a˜o de trac¸os,
salve a nova regra e va´ para 5D. Se os contextos esquerdos forem iguais, funda seus
contextos direitos, salve a nova regra e va´ para 5D. Se ambos os contextos forem iguais,
na˜o salve a nova regra e va´ para o passo 1. De outro modo, salve a nova regra como
esta´ e va´ para o 5D.
PASSO 5C: Se as primeiras ce´lulas da a´rea tempora´ria forem diferentes, e ambos os
contextos ideˆnticos, enta˜o coloque os dois primeiros itens das regras na mesma classe
de equivaleˆncia. Se algum dos contextos diferir e os itens iniciais pertencerem a` mesma
classe de equivaleˆncia, separe-os. De outro modo, na˜o fac¸a nada e salve a regra como
esta´.
PASSO 5D: Pec¸a ao usua´rio um nome para a nova regra. Va´ para o Passo 1 e continue
a ana´lise.
Berwick ressalta algumas propriedades do procedimento:
• Realizac¸a˜o do processo do modelo. A cada passo na sequeˆncia de aquisic¸a˜o, o modelo sempre
tem seu conhecimento sinta´tico dispon´ıvel na forma de um analisador funcional. O proce-
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dimento proveˆ uma representac¸a˜o funcionalmente realizada do conhecimento sinta´tico com
uma sofisticac¸a˜o sempre crescente.
• Aquisic¸a˜o construtiva e incremental. (“Um erro-uma regra”) O sistema adiciona apenas uma
nova regra por vez a` sua base, ao inve´s de testar conjuntos de novas regras poss´ıveis, como feito
em modelos de aquisic¸a˜o de regras sinta´ticas anteriores (ver refereˆncias citadas em Berwick
(1985), p.108-109). Ao inve´s disso, o programa e´ construtivo, construindo o analisador correto
atrave´s do preenchimento dos detalhes de um conjunto de moldes de regras base, inicialmente
providos, e montando, uma de cada vez, um conjunto de regras gramaticais. Berwick afirma
que essa condic¸a˜o de incrementalidade (em conjunto com a restric¸a˜o a chamadas recursivas ao
procedimento de aquisic¸a˜o) tem o efeito de impor uma ordem intr´ınseca a` sequeˆncia em que as
regras sa˜o adquiridas. Segundo ele, o efeito disso e´ que sentenc¸as “mais simples” que exijam
poucas mudanc¸as no analisador sera˜o manipuladas antes das “mais complexas”, que exijam
muitas regras novas para serem analisadas (o autor ressalta que tal noc¸a˜o de complexidade na˜o
precisa ter necessariamente uma correspondeˆncia com a complexidade superficial da sentenc¸a,
visto que uma simples regra pode ter efeitos superficiais drama´ticos).
• Sem entrada recursiva no procedimento de aquisic¸a˜o. O procedimento na˜o pode chamar-se
a si mesmo para construir uma nova regra, enquanto esta´ no meio da construc¸a˜o de outra.
Isso assegura que apenas uma nova regra seja criada na detecc¸a˜o de uma regra faltante. Se
a recursa˜o for necessa´ria, a aprendizagem e´ abandonada. Para Berwick, essa estipulac¸a˜o, em
parte, e´ justificada pelo princ´ıpio de detectabilidade de erro finita: se um erro e´ detecta´vel,
ele precisa ser detecta´vel num raio “local” em relac¸a˜o ao ponto de erro (Wexler et al. –
Hambuger e Wexler, 1975; Wexler e Culicover, 1980, apud BERWICK, 1985).
• Aquisic¸a˜o conservadora. Cada novo analisador, Pi, e´ determinado pela sentenc¸a de entrada
corrente mais o analisador anterior (regras aprendidas e constric¸o˜es espec´ıficas sobre a forma
de todas as regras), Pi−1, sem o uso de sentenc¸as previamente analisadas. E´ esse suporte no
conhecimento passado que proveˆ a base incremental e conservadora do desenvolvimento.
• Regras de base adquiridas antes de outros tipos. Os detalhes das regras de estrutura sin-
tagma´tica mais ba´sicas sa˜o configurados antes da aquisic¸a˜o de regras gramaticais mais parti-
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culares. Por exemplo, o sistema vai primeiro assumir que a sentenc¸a informa a ordem base dos
constituintes, antes de cogitar que tal ordem foi derivada por movimento. Segundo Berwick,
esta ordem segue da hipo´tese de anexac¸a˜o antes de qualquer outra regra, que por sua vez
deriva da propriedade de aquisic¸a˜o com base apenas em evideˆncia positiva.
• Aquisic¸a˜o lexical como a formac¸a˜o de classe de equivaleˆncia. Itens que se comportam de
modo semelhante, com respeito ao analisador, sa˜o colocados na mesma categoria.
2.2.2 A Generalizac¸a˜o de Regras e o Procedimento de Aquisic¸a˜o
Como Berwick explica, a formac¸a˜o de classes de equivaleˆncia e´ baseada nas noc¸o˜es de “estado”
e “sufixo”, da teoria de autoˆmatos:
• Estado: o contexto esquerdo (no´ ativo e no´ c´ıclico, na pilha) mais o item sendo analisado.
• Sufixo: o contexto direito (a´rea tempora´ria).
• Uma ac¸a˜o do analisador faz a passagem entre estados.
Sejam qi e qj dois estados do analisador, com a e b, respectivamente, disparando a mudanc¸a
para os novos estados qi+1 e qj+1. Se os estados forem equivalentes (qi = qj e qi+1 = qj+1), sendo
o analisador determin´ıstico, enta˜o a deve estar na mesma classe de equivaleˆncia de b. Note que
os contextos esquerdo e direito podem conter na˜o apenas itens isolados, mas tambe´m porc¸o˜es da
a´rvore em formac¸a˜o (sintagmas).
Itens anteriormente considerados da mesma classe tambe´m podem ser separados. Por exem-
plo, diferenciando will de did, com base na ocorreˆncia de I will have gone e na auseˆncia de I did have
gone. Esta auseˆncia, a “evideˆncia negativa indireta”, so´ pode ser usada se houver um momento
limite, ate´ o qual o analisador aguarda por exemplos positivos. Para Berwick, a afirmac¸a˜o de que
a fusa˜o de classes e´ determinada apenas com base na inspec¸a˜o da a´rea tempora´ria e do contexto
esquerdo local e´ forte; o autor explica que essa constric¸a˜o esta´ conectada a` demanda (no trabalho
de Wexler e Culicover) de que todo erro transformacional poss´ıvel seja localmente detecta´vel em
algum marcador sintagma´tico. O trecho da implementac¸a˜o respectivo a este procedimento pode
ser visto na sec¸a˜o C.4, no Apeˆndice C.
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2.2.3 A ordenac¸a˜o das ac¸o˜es de regras pelo procedimento de aquisic¸a˜o
A sequeˆncia de ac¸o˜es tentadas pelo analisador e´ (BERWICK, 1985, p.113):
ANEXE
INVERTA
INSIRA ITEM LEXICAL (p.e., voceˆ)
INSIRA VESTI´GIO
Segundo Berwick, esta ordem foi definida para atender ao Princ´ıpio do Subconjunto. Assim,
assume-se que as cadeias superficiais sa˜o sequeˆncias de palavras geradas na base, exceto evideˆncia
em contra´rio para movimento.
Para o autor, talvez a ordem na˜o fac¸a diferenc¸a. Ele afirma que, entre ANEXE e INSIRA
VESTI´GIO, verifica-se que se a regra de inserc¸a˜o for tentada antes da anexac¸a˜o, ela falhara´, visto
que as situac¸o˜es em que tais regras se aplicam esta˜o em distribuic¸a˜o complementar: normalmente,
vest´ıgios esta˜o em posic¸a˜o sem marcac¸a˜o Casual, como em passivas.
Entre ANEXE e INVERTA – o autor continua – tambe´m e´ poss´ıvel aplicar o mesmo racioc´ınio:
se INVERTA for tentado primeiro e funcionar (ou seja, for seguido de um ANEXE bem sucedido),
enta˜o significa que a l´ıngua permite duas possibilidades (ordem A-B e B-A, assumindo que o
ANEXE tambe´m funcionasse, se aplicado antes de INVERTA).
Por fim, entre INVERTA e INSIRA VESTI´GIO, Berwick veˆ duas situac¸o˜es: se o item em
ana´lise for um NP, enta˜o INSIRA VESTI´GIO (que e´ tambe´m um NP) na˜o muda a situac¸a˜o em
nada e, portanto, na˜o deve se aplicar. Se o item for de outra natureza, como um S (sintagma
preposicional) em Did John go home, enta˜o o vest´ıgio poderia ser inserido gerando [empty NP] Did
John go home. Pore´m, a sentenc¸a resultante na˜o encontraria nenhuma regra de anexac¸a˜o do NP
inicial. Portanto, so´ INVERTA iria funcionar28.
28A soluc¸a˜o pode ser mais simples, a meu ver. O que pode ser usado como impedimento aqui, para o vest´ıgio, e´
o fato do mesmo na˜o possuir um antecedente na sentenc¸a, estando em primeira posic¸a˜o. Isso explicita um limite do
modelo: na˜o e´ poss´ıvel manipular itens nulos, como pronomes, por exemplo.
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2.2.4 Anotac¸a˜o do no´ ativo
Quanto a` anotac¸a˜o do no´ ativo corrente com o nome das regras executadas na sua formac¸a˜o,
Berwick cita duas razo˜es para isso:
• Para que certas regras (posteriores) possam ser executadas corretamente;
• Para que a rotina de traduc¸a˜o semaˆntica (hipote´tica) possa distinguir entre variantes senten-
ciais, como entre declarativas e formas invertidas auxiliar-verbo (no ingleˆs), por exemplo.
Berwick da´, como exemplo, a ana´lise de passivas, como John was kissed. No momento de
analisar o verbo kissed, o analisador tera´ anotado o nome da regra que processou was no no´
INFL (o no´ c´ıclico corrente) e o nome da regra que processou kissed como nu´cleo do VP (o no´
ativo corrente). Assim, a regra que insere o vest´ıgio na posic¸a˜o de complemento do verbo ira´
demandar estas anotac¸o˜es (ale´m da informac¸a˜o argumental do verbo que indica a necessidade de
um complemento) para que seja disparada em outras ana´lises. Isso evitara´, por exemplo, que um
vest´ıgio seja inserido na ana´lise de John has kissed, pois o no´ c´ıclico (INFL, com has) na˜o tera´ a
anotac¸a˜o da regra que processa was (be passivo).
Outro exemplo fornecido pelo autor, e´ a ana´lise de Will Bill kiss Sally? que, ao final do
processamento tera´ a estrutura Bill will kiss Sally, ideˆntica a` estrutura da sentenc¸a declarativa. O
que permitira´ diferencia´-las e´ a anotac¸a˜o da regra de INVERTA no no´ INFL.
2.2.5 Regras espec´ıficas e gerais
Berwick explica, ainda, que a requisic¸a˜o de execuc¸a˜o de regras espec´ıficas antes das mais
gerais permite que as primeiras tenham chance de ser executadas. O autor argumenta que, se
temos duas regras, em que uma exige um NP na primeira ce´lula e a outra exige qualquer sintagma
(por exemplo, a regra de inserc¸a˜o de vest´ıgio em passivas), e´ preciso que a que exige NP seja tentada
primeiro, pois do contra´rio a mais geral sempre podera´ se aplicar e nunca dara´ espac¸o para a mais
espec´ıfica.
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2.3 O modelo e a Grama´tica Transformacional
O modelo de Berwick tem como base fundamental a GT (CHOMSKY, 1957; CHOMSKY,
1965). Para a GT, o conhecimento gramatical possui duas partes: uma, que gera o conjunto de sen-
tenc¸as cerne29 da l´ıngua, pass´ıvel de ser representada atrave´s de regras de estrutura sintagma´tica30
(ou de base); e uma outra parte, representa´vel por regras transformacionais que operam sobre as
cadeias (sentenc¸as) formadas a partir das regras de base. O conjunto de regras transformacionais,
por sua vez, pode ser dividido em dois: regras obrigato´rias, como as transformac¸o˜es que processam
afixos (a flexa˜o de partic´ıpio, por exemplo), e regras opcionais, para gerar construc¸o˜es a partir de
outras (como a transformac¸a˜o de ativa em passiva).
Portanto, um modelo baseado na GT teria que encontrar formas de levar o aprendiz a adquirir
as duas partes da grama´tica. No caso de Berwick, isso e´ feito atrave´s das ac¸o˜es poss´ıveis para as
regras: ANEXE (para regras de base) e as demais (INVERTA, INSIRA ITEM LEXICAL e INSIRA
VESTI´GIO), para regras transformacionais. No entanto, este conjunto e´ bastante limitado, em
termos do poder de expressa˜o assumido para as regras transformacionais. Regras que processam
afixos, lidando com processos de morfologia flexional, por exemplo, na˜o entram neste modelo31 e
portanto na˜o ha´ aquisic¸a˜o de regras nos formatos exibidos em (5)32. O conhecimento esta´ restrito,
portanto, a (parte das) regras opcionais. O modelo tambe´m na˜o e´ capaz de lidar com a noc¸a˜o de
movimento de nu´cleo33.
(5) Aux → C(M) (have + en) (be + ing) (be + en)
Af + v → v + Af #
Com base na descric¸a˜o do modelo, no cap´ıtulo anterior, e´ poss´ıvel perceber que o analisador
na˜o recupera, de fato, a sentenc¸a (ou sentenc¸as) de origem, no caso de sentenc¸as geradas por
transformac¸a˜o. Ha´ modelos34 que tentam fazer isso (BERWICK, 1992, entre outros), mas na˜o e´ o
29Kernel.
30Phrase-structure rules.
31Ate´ em func¸a˜o da forma dos dados de entrada, que vem com os itens lexicais ja´ flexionados.
32Veja Chomsky (1957, p.39). Utilizando a a´rea tempora´ria de treˆs ce´lulas, no entanto, Berwick consegue levar o
modelo a lidar de alguma forma com as relac¸o˜es captadas pela regra que processa auxiliares.
33Que pode ocorrer por razo˜es morfolo´gicas – como a incorporac¸a˜o – ou sinta´ticas, como por exemplo, o movimento
de V para C em l´ınguas V2.
34Ainda que sob diferentes pressupostos, como o da Teoria P&P. Pode-se afirmar, no entanto, que as sentenc¸as
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caso deste. Esta abordagem parece ser uma das razo˜es pelas quais o modelo na˜o chega a estabelecer
v´ınculos referenciais entre categorias vazias ou pronomes e seus poss´ıveis antecedentes.
Ainda assim, o modelo de Berwick traz implementac¸o˜es para outros elementos da GT, como
as anotac¸o˜es das regras executadas na construc¸a˜o de um sintagma: na GT, estas informac¸o˜es sa˜o
necessa´rias para diferenciar cadeias cuja forma superficial e´ ideˆntica (em esta´gio intermedia´rio ou
final da derivac¸a˜o). Com base nesta informac¸a˜o, e´ poss´ıvel disparar regras espec´ıficas para uma ou
outra sentenc¸a, a depender da histo´ria de cada uma (como no caso das passivas, por exemplo, que
demandam a execuc¸a˜o da regra passive-be para permitir a inserc¸a˜o do vest´ıgio).
2.4 O modelo em funcionamento
Nesta sec¸a˜o, damos um exemplo do analisador implementado em funcionamento, no proces-
samento da sentenc¸a de entrada Sally kissed the cat35. Na passagem que segue, no entanto, na˜o
discutiremos o aprendizado da ordem relativa Spec-Nu´cleo-Comp pelo procedimento de aquisic¸a˜o.
Para este e outros exemplos de funcioamento do modelo, indicamos a leitura do original (BERWICK,
1985, p.139-211). Comecemos, enta˜o, com a sentenc¸a de entrada em questa˜o que e´ fornecida para
o analisador com a seguinte estrutura:
Sally:obj:AGENT kiss:act:PREDICATE:AGENT,OBJECT:+TENSE the:det:OBJECT:COMP cat:obj:COMP.
Basicamente, esta˜o informadas as classes lexicais (objeto, ac¸a˜o e determinante), os pape´is
tema´ticos (AGENTE e OBJETO, basicamente36), a grade tema´tica do verbo (AGENTE e OB-
JETO) e trac¸os extras (no caso, o trac¸o de finitude para o verbo).
A primeira ac¸a˜o do analisador implementado, ao receber a sentenc¸a, e´ verificar se ha´ uma
entrada no diciona´rio, para cada item lexical. Se algum ainda for desconhecido, o procedimento
cerne, na GT, equivalem a`s estruturas profundas, na TRL.
35No exemplo, o verbo aparece sempre na sua forma nua, com a informac¸a˜o temporal sendo indicada pelo trac¸o
+tense.
36Como se pode notar, ha´ outros “pape´is tema´ticos” informados: PREDICATE e COMP (=complemento). Na
verdade, estes sa˜o parte do que chamados de pseudo-pape´is tema´ticos. O primeiro, PREDICATE, na˜o afeta em
nada o processamento desta sentenc¸a, pois na˜o ha´ subordinac¸a˜o. Ja´ os pape´is COMP que aparecem, se devem a`
necessidade de indicar ao analisador que o NP e´ complemento do DP. O mesmo acontece, por exemplo, em regeˆncias
por preposic¸a˜o e e´ uma caracter´ıstica do modelo que discutimos no pro´ximo cap´ıtulo.
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cria uma nova entrada para ele. Feito isso, o analisador inicia o processamento preenchendo a a´rea
tempora´ria com os treˆs primeiros itens lexicais da sentenc¸a. O estado do analisador neste momento
poderia ser representado como segue37:
No´ cı´clico: nenhum
No´ ativo: nenhum
Ce´lula atual: sally
A´rea tempora´ria: [sally +N -V +A -P -WH -PRO]
[kiss -N +V -A +P +TENSE -PART -IMP -PROG]
[the +N -V -A -P]
O analisador verifica se alguma regra conhecida pode se aplicar. Neste caso, ele na˜o encontra
nenhuma, pois na˜o ha´ nenhum no´ ativo ao qual o item lexical Sally possa ser anexado ou que
exija algum tipo de ac¸a˜o transformacional. O analisador enta˜o projeta o item lexical, utilizando o
conhecimento X que possui. A projec¸a˜o e´ colocada na pilha, com o ponteiro de pacotes em SPEC,
como vemos a seguir:
No´ cı´clico: nenhum
No´ ativo: Xmax +N -V +A -P -WH -PRO ^SPEC-HEAD-COMP
Ce´lula atual: sally
A´rea tempora´ria: [sally +N -V +A -P -WH -PRO]
[kiss -N +V -A +P +TENSE -PART -IMP -PROG]
[the +N -V -A -P]
O analisador verifica as regras conhecidas novamente, mas nenhuma pode se aplicar, pois a
ce´lula atual conte´m um item que na˜o se encaixa no SPEC do NP (pois e´ o item que o projetou).
O ponteiro de pacotes e´ enta˜o movido para HEAD e as regras sa˜o novamente checadas. Dessa vez,
a regra attach-noun (abaixo38) e´ encontrada, mas e´ ainda espec´ıfica demais para o contexto acima
(na˜o espera um determinante na terceira ce´lula):
Regra e´ muito especı´fica: attach-noun
Regra: attach-noun
No´ cı´clico: nenhum
37Note que a representac¸a˜o do contexto e´ semelhante ao formato das regras. Isso se deve ao fato de que uma regra
e´ basicamente a vinculac¸a˜o entre um contexto e uma ac¸a˜o.
38Repare que a regra ainda possui itens lexicais espec´ıficos nas ce´lulas (john, kiss, sally), o que mostra que ainda
na˜o foi generalizada.
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No´ ativo: Xmax +N -V +A -P -WH -PRO SPEC-^HEAD-COMP
A´rea tempora´ria39: [john +N -V +A -P -WH -PRO]
[kiss -N +V -A +P +TENSE -PART -IMP -PROG]
[sally +N -V +A -P -WH -PRO]
AC¸~AO: ANEXE
Neste caso, o procedimento de aquisic¸a˜o e´ acionado, pois o sistema na˜o conseguiu executar
nenhuma ac¸a˜o e o item lexical ja´ foi projetado. A primeira tentativa e´ por uma regra do tipo
ANEXE. Com o ponteiro em HEAD e com o item que projetou o NP na primeira ce´lula, o pro-
cedimento de aquisic¸a˜o cria uma regra para anexar o item ao nu´cleo do NP no no´ ativo. O item
e´ anexado ao nu´cleo e retirado da a´rea tempora´ria. O procedimento verifica se a regra pode ser
generalizada (ver sec¸a˜o 2.2.1). O sistema generaliza a terceira ce´lula da regra attach-noun, que
passa a ser:
Regra: attach-noun
No´ cı´clico: nenhum
No´ ativo: Xmax +N -V +A -P -WH -PRO SPEC-^HEAD-COMP
A´rea tempora´ria: [john +N -V +A -P -WH -PRO]
[kiss -N +V -A +P +TENSE -PART -IMP -PROG]
[* +N -V -P]
AC¸~AO: ANEXE
O ponteiro e´ movido para COMP e o novo contexto do analisador passa a ser:
No´ cı´clico: nenhum
No´ ativo: Xmax +N -V +A -P -WH -PRO SPEC-HEAD-^COMP
Ce´lula atual: kiss
A´rea tempora´ria: [kiss -N +V -A +P +TENSE -PART -IMP -PROG]
[the +N -V -A -P]
[cat +N -V +A -P -WH -PRO]
Antes de verificar qualquer regra, o analisador verifica se a grade tema´tica do nome esta´
completa. Neste caso esta´, pois na˜o ha´ complemento nominal. O analisador enta˜o despeja o NP
na primeira ce´lula da a´rea tempora´ria, retirando-o da pilha. O novo contexto e´:
No´ cı´clico: nenhum
No´ ativo: nenhum
39Note que este contexto na˜o e´ o contexto em processamento, mas aquele quando da criac¸a˜o da regra.
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Ce´lula atual: [Xmax +N -V +A -P -WH -PRO]
A´rea tempora´ria: [Xmax +N -V +A -P -WH -PRO]
[kiss -N +V -A +P +TENSE -PART -IMP -PROG]
[the +N -V -A -P]
Sem nenhum no´ ativo, na˜o ha´ regra a aplicar. O item na primeira ce´lula tambe´m na˜o pode ser
projetado (ja´ e´ uma projec¸a˜o). O analisador enta˜o passa para a segunda ce´lula da a´rea tempora´ria
(movendo a janela de treˆs ce´lulas para frente). O novo contexto e´:
No´ cı´clico: nenhum
No´ ativo: nenhum
Ce´lula atual: kiss
A´rea tempora´ria: [kiss -N +V -A +P +TENSE -PART -IMP -PROG]
[the +N -V -A -P]
[cat +N -V +A -P -WH -PRO]
Sem um no´ ativo e com um item lexical na primeira ce´lula, o analisador dispara a projec¸a˜o,
colocando-a na pilha, com o ponteiro em SPEC. Apo´s fazer isso, no entanto, o analisador retorna
a` primeira ce´lula da a´rea tempora´ria, para ver se ha´ alguma regra que processe o NP, no contexto
em questa˜o, que passou a ser:
No´ cı´clico: nenhum
No´ ativo: Xmax -N +V -A +P +TENSE -PART -IMP -PROG ^SPEC-HEAD-COMP
Ce´lula atual: [Xmax +N -V +A -P -WH -PRO]
A´rea tempora´ria: [Xmax +N -V +A -P -WH -PRO]
[kiss -N +V -A +P +TENSE -PART -IMP -PROG]
[the +N -V -A -P]
O sistema encontra a regra attach-subject, mas ela ainda e´ um pouco espec´ıfica (tambe´m na˜o
espera um determinante na terceira ce´lula). O procedimento de aquisic¸a˜o e´ acionado. Com base nas
informac¸o˜es tema´ticas (papel de AGENTE) e na posic¸a˜o do ponteiro (em SPEC), o procedimento
cria uma regra de anexac¸a˜o de especificador. O NP e´ anexado e retirado da a´rea tempora´ria. O
procedimento tenta a generalizac¸a˜o e de fato consegue generalizar a nova regra com base na regra
attach-subject, que passa a ser:
Regra: attach-subject
No´ cı´clico: nenhum
No´ ativo: Xmax -N +V -A +P +TENSE -PART -IMP -PROG ^SPEC-HEAD-COMP
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A´rea tempora´ria: [Xmax +N -V +A -P -WH -PRO]
[kiss -N +V -A +P +TENSE -PART -IMP -PROG]
[* +N -V -P]
AC¸~AO: ANEXE
O contexto do analisador passa agora a exibir o VP como no´ ativo e o item verbal na primeira
ce´lula. O analisador encontra uma regra para anexar o nu´cleo verbal que precisa ainda de genera-
lizac¸a˜o (como as anteriores, em func¸a˜o do determinante). O procedimento de aquisic¸a˜o e´ iniciado,
portanto, criando uma regra de anexac¸a˜o do nu´cleo verbal que e´, em seguida, generalizada para a
regra a seguir:
Regra: attach-verb-kiss
No´ cı´clico: nenhum
No´ ativo: Xmax -N +V -A +P +TENSE -PART -IMP -PROG SPEC-^HEAD-COMP
A´rea tempora´ria: [kiss -N +V -A +P +TENSE -PART -IMP -PROG]
[* +N -V -P]
[ * ]
AC¸~AO: ANEXE
Note que a regra ja´ exibe uma generalizac¸a˜o da segunda e terceira ce´lulas, sendo que a u´ltima
ja´ esta´ completamente generalizada, ou seja, qualquer item (ou nenhum40) pode ocorrer ali. Com
a aplicac¸a˜o da regra, o kiss e´ retirado da a´rea tempora´ria e anexado ao nu´cleo do no´ ativo. O
contexto agora e´:
No´ cı´clico: nenhum
No´ ativo: Xmax -N +V -A +P +TENSE -PART -IMP -PROG SPEC-HEAD-^COMP
Ce´lula atual: the
A´rea tempora´ria: [the +N -V -A -P]
[cat +N -V +A -P -WH -PRO]
[ . ]
Neste momento, o analisador sabe que o no´ ativo e´ um predicador que ainda aguarda mais
um argumento (o OBJETO). Pore´m, o item na primeira ce´lula na˜o pode ser anexado diretamente
ali, pois na˜o e´ uma projec¸a˜o ma´xima. Neste ponto, uma regra do tipo INSIRA VESTI´GIO (de NP)
ate´ poderia se aplicar. O que pro´ıbe sua aplicac¸a˜o e´ a presenc¸a de um item +N na primeira ce´lula
(ou seja, um item que pode potencialmente ser o argumento esperado). O analisador enta˜o projeta
40Esse aspecto e´ discutido no pro´ximo cap´ıtulo.
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o determinante, inserindo a projec¸a˜o na pilha. Com isso, o VP passa a ser o no´ c´ıclico enquanto
o DP passa a ser o no´ ativo. O ponteiro e´ independente para cada no´, apontando para COMP no
VP e para SPEC no rece´m criado DP. O contexto passa ser:
No´ cı´clico: Xmax -N +V -A +P +TENSE -PART -IMP -PROG
No´ ativo: Xmax +N -V -A -P ^SPEC-HEAD-COMP
Ce´lula atual: the
A´rea tempora´ria: [the +N -V -A -P]
[cat +N -V +A -P -WH -PRO]
[ . ]
Como o item na primeira ce´lula e´ o pro´prio item que deu origem ao DP, o analisador move o
ponteiro para HEAD, pois na˜o ha´ o que fazer em SPEC (o procedimento de aquisic¸a˜o e´ verificado,
mas na˜o ha´ ac¸a˜o a tentar, pela mesma raza˜o). Pore´m, neste exemplo, o analisador ainda na˜o havia
processado determinantes. O procedimento de aquisic¸a˜o e´ enta˜o chamado e uma regra do tipo
ANEXE e´ poss´ıvel, para preencher o nu´cleo do no´ ativo. A regra e´ criada (attach-det) e o item the
e´ retirado da a´rea tempora´ria e anexado ao nu´cleo de DP. Neste caso, na˜o ha´ regras similares para
tentar uma generalizac¸a˜o. Mais tarde, com mais exemplos, a regra sera´ generalizada para processar
outros determinantes (a, an, e outros), ale´m de generalizar a segunda e terceiras ce´lulas. Neste
momento, no entanto, a regra criada e o novo contexto sa˜o:
Regra: attach-det
No´ cı´clico: Xmax -N +V -A +P +TENSE -PART -IMP -PROG
No´ ativo: Xmax +N -V -A -P SPEC-^HEAD-COMP
A´rea tempora´ria: [the +N -V -A -P]
[cat +N -V +A -P -WH -PRO]
[ . ]
AC¸~AO: ANEXE
No´ cı´clico: Xmax -N +V -A +P +TENSE -PART -IMP -PROG
No´ ativo: Xmax +N -V -A -P SPEC-HEAD-^COMP
Ce´lula atual: cat
A´rea tempora´ria: [cat +N -V +A -P -WH -PRO]
[ . ]
[ nada ]
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Com o ponteiro em COMP41, o analisador verifica se alguma regra e´ aplica´vel. Nenhuma
e´, pois o item na primeira ce´lula, novamente, na˜o e´ uma projec¸a˜o ma´xima. Tampouco ha´ alguma
aprendizagem. O analisador, enta˜o, projeta o NP e o coloca na pilha (agora o no´ c´ıclico e´ o DP
e no´ ativo e´ o NP), com o ponteiro em SPEC. Nada pode ser feito neste contexto, pois o item na
primeira ce´lula e´ o nu´cleo. O ponteiro e´ movido para HEAD. Temos enta˜o o seguinte contexto:
No´ cı´clico: Xmax +N -V -A -P
No´ ativo: Xmax +N -V +A -P -WH -PRO SPEC-^HEAD-COMP
Ce´lula atual: cat
A´rea tempora´ria: [cat +N -V +A -P -WH -PRO]
[ . ]
[ nada ]
Ha´ uma regra conhecida para anexar nomes ao nu´cleo do NP, pore´m ela e´ ainda muito
espec´ıfica, como vemos a seguir:
Regra: attach-noun
No´ cı´clico: nenhum
No´ ativo: Xmax +N -V +A -P -WH -PRO SPEC-^HEAD-COMP
A´rea tempora´ria: [john +N -V +A -P -WH -PRO]
[kiss -N +V -A +P +TENSE -PART -IMP -PROG]
[* +N -V -P]
AC¸~AO: ANEXE
Repare que o no´ c´ıclico da regra e´ nulo e a segunda e terceira ce´lulas tambe´m diferem bas-
tante. Portanto, nesse momento, uma nova regra devera´ ser criada. Quando mais exemplos forem
processados, as duas acabara˜o sendo generalizadas para uma so´. Com a regra nova, o analisador
retira cat da a´rea tempora´ria e o anexa ao nu´cleo do NP. O analisador checa se o NP esta´ com-
pleto (com base na informac¸a˜o tema´tica) – ele esta´ – e o despeja novamente na a´rea tempora´ria,
retirando-o da pilha. O novo contexto agora e´ (no´ c´ıclico = VP, no´ ativo = DP, primeira ce´lula =
NP):
No´ cı´clico: Xmax -N +V -A +P +TENSE -PART -IMP -PROG
41Note que quando o ponteiro esta´ em HEAD, a mudanc¸a para COMP (ou SPEC, se a ordem fosse inversa) e´
automa´tica, pois o nu´cleo pode ser ocupado apenas por um item. No caso de SPEC e COMP, ao contra´rio, e´ preciso
trabalhar com a informac¸a˜o sobre a estrutura tema´tica esperada pelo predicador, para que seja poss´ıvel decidir quando
mover o ponteiro.
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No´ ativo: Xmax +N -V -A -P SPEC-HEAD-^COMP
Ce´lula atual: Xmax +N -V +A -P -WH -PRO
A´rea tempora´ria: [Xmax +N -V +A -P -WH -PRO]
[ . ]
[ nada ]
O sistema verifica se ha´ alguma regra para complementos de determinantes. Ainda na˜o ha´,
enta˜o uma nova regra e´ criada, o NP e´ retirado da a´rea tempora´ria e anexado ao COMP do DP.
O analisador verifica que o DP esta´ completo e o retira da pilha, despejando-o na a´rea tempora´ria.
O novo contexto e´ (no´ ativo = VP, primeira ce´lula = DP):
No´ cı´clico: nenhum
No´ ativo: Xmax -N +V -A +P +TENSE -PART -IMP -PROG SPEC-HEAD-^COMP
Ce´lula atual: Xmax +N -V -A -P
A´rea tempora´ria: [Xmax +N -V -A -P]
[ . ]
[ nada ]
Agora, o sistema busca por uma regra que anexe o DP ao COMP do VP. Ele encontra uma
regra pro´xima (que anexa NPs, attach-object), mas na˜o aplica´vel, ainda. Uma nova regra e´ criada,
mas e´ prontamente generalizada para attach-object, como vemos (note que agora a regra subspecifica
– no caso, omite – o trac¸o A, na primeira ce´lula):
Generalizou (Nova regra > attach-object)
Regra: attach-object
No´ cı´clico: nenhum
No´ ativo: Xmax -N +V -A +P +TENSE -PART -IMP -PROG SPEC-HEAD-^COMP
A´rea tempora´ria: [Xmax +N -V -P]
[ . ]
[ nada ]
AC¸~AO: ANEXE
O analisador retira o NP da a´rea tempora´ria e o anexa ao COMP de VP, completando sua
grade argumental. O VP e´ enta˜o retirado da pilha, suas informac¸o˜es argumentais sa˜o atualizadas
(indicando que kiss pede um argumento externo e um interno, ambos do tipo +N ) e ele e´ despejado
na a´rea tempora´ria. O contexto passa a ser:
No´ cı´clico: nenhum
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No´ ativo: nenhum
Ce´lula atual: Xmax -N +V -A +P +TENSE -PART -IMP -PROG
A´rea tempora´ria: [Xmax -N +V -A +P +TENSE -PART -IMP -PROG]
[ . ]
[ nada ]
Este contexto e´ interpretado pelo analisador como o estado final de uma ana´lise com sucesso:
na˜o ha´ no´ c´ıclico e nem ativo, ha´ uma projec¸a˜o ma´xima na primeira ce´lula e o ponto final na
segunda. Qualquer outra configurac¸a˜o final e´ interpretada como uma ana´lise mal-sucedida. A sa´ıda
do analisador e´ a sentenc¸a em notac¸a˜o de colchetes rotulados, representada a seguir, juntamente
com a a´rvore sinta´tica respectiva:
[VP [NP [N sally] ] [V’ [V kissed] [DP [D the] [NP [N cat] ] ] ]]
VP
NP
N
sally
V’
V
kissed
DP
D
the
NP
N
cat
Com isto, esperamos ter dado uma ide´ia mais clara de como o analisador funciona e de
como ele interage com o procedimento de aquisic¸a˜o. Certos detalhes foram omitidos, uns por
parecem irrelevantes para a compreensa˜o, outros pela possibilidade de tornar o exemplo muito
intrincado. De todo modo, como ja´ o dissemos, indicamos a leitura dos exemplos oferecidos em
Berwick (1985). No pro´ximo cap´ıtulo, passaremos a` discussa˜o de aspectos da implementac¸a˜o e dos
resultados obtidos, ao mesmo tempo em que inserimos reflexo˜es sobre propriedades da linguagem
que teˆm papel fundamental no modelo.
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Resultados e reflexo˜es
3.1 Considerac¸o˜es iniciais
Na implementac¸a˜o do modelo de Berwick (1985) buscamos nos aproximar ao ma´ximo da
descric¸a˜o oferecida pelo autor em seu livro. Embora as informac¸o˜es expostas no cap´ıtulo anterior
(replicando as informac¸o˜es originais) tenham contribu´ıdo para estabelecer o fluxo geral e desenvol-
ver as principais caracter´ısticas do modelo, foram as informac¸o˜es dos cap´ıtulos 3 e 4 (BERWICK,
1985, p.139-211), em que Berwick exemplifica a aquisic¸a˜o de uma se´rie de regras (de base e transfor-
macionais) informando com certo detalhe o comportamento e a resposta do analisador a situac¸o˜es
espec´ıficas, que permitiram inferir detalhes mais sutis de seu modelo.
Em certos momentos (enquanto discute a aprendizagem de certas construc¸o˜es), Berwick pa-
rece falar hipoteticamente, no sentido de poss´ıveis resultados em func¸a˜o de certas alterac¸o˜es no
procedimento, como na passagem reproduzida a seguir (note que ele propo˜e uma alterac¸a˜o no
contexto, ou seja, no caso em questa˜o, o modelo como esta´ na˜o se comporta conforme o desejado):
“[...] What we need is some record that the wh rule has applied. A natural sugestion is that the
left context of a rule contains the entire stack domain up to the current S, not just the active
node and cyclic node. If this alteration is made, then ...” (BERWICK, 1985, p.203)
Assim, em func¸a˜o da metodologia de trabalho – a infereˆncia do funcionamento atrave´s da
descric¸a˜o do comportamento – e da forma como partimos para o desenvolvimento do analisador,
na˜o ha´ condic¸o˜es de afirmar que a implementac¸a˜o reflete com exatida˜o a que teria sido feita por
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Berwick1. No entanto, com base nos resultados obtidos, e´ poss´ıvel que esteja satisfatoriamente
pro´xima2. No decorrer deste cap´ıtulo, sumarizamos os resultados obtidos e intercalamos discusso˜es
sobre a implementac¸a˜o com reflexo˜es sobre as propriedades da linguagem diretamente envolvidas
no modelo.
3.2 Corpus de entrada: exemplos e caracter´ısticas
Os testes da implementac¸a˜o tiveram dois objetivos: o primeiro, com um corpus para o ingleˆs,
foi verificar se a implementac¸a˜o replicaria satisfatoriamente os resultados apresentados por Berwick;
o segundo objetivo, com construc¸o˜es mais peculiares ao portugueˆs, foi analisar o comportamento do
analisador. As possibilidades de investigac¸a˜o desse aspecto, no entanto, foram muito limitadas em
func¸a˜o das caracter´ısticas do modelo (limitac¸o˜es, de fato, que se impo˜em tambe´m para o ingleˆs pois
esta˜o relacionadas com o que foi comentado na sec¸a˜o 2.3). Discutimos tais questo˜es na pro´xima
sec¸a˜o, em que apresentamos um suma´rio dos resultados da implementac¸a˜o.
Seguindo o que e´ proposto por Berwick, o corpus do ingleˆs foi composto por sentenc¸as abar-
cando os aspectos gramaticais indicados na sec¸a˜o 2.1.8. O conjunto foi formado pelas sentenc¸as
de entrada apresentadas por Berwick acrescidas de variac¸o˜es para alcanc¸ar as generalizac¸o˜es (das
regras) apresentadas pelo autor e o estabelecimento de classes de equivaleˆncia mais pro´ximas das
distinc¸o˜es que percebemos (enquanto falantes). Em (6) temos exemplos dos tipos de sentenc¸as
fornecidas:
(6) • John kissed Sally
• The girl kissed John on the lips
• The big cat kissed Sally
• Sally bought a candy for Bill to eat
• John should kiss Sally (e outros exemplo modais will, do, etc.)
• Sally left
• Sally was kissed (by John)
• Sally has kissed John
1De fato, Berwick na˜o disponibilizou acesso direto a` implementac¸a˜o, seja atrave´s do programa executa´vel em si,
seja atrave´s do co´digo-fonte.
2Vale ressaltar que na˜o foi poss´ıvel ter acesso a` implementac¸a˜o original de Berwick. Esta na˜o estava dispon´ıvel
nem no livro nem online e a tentativa de contato com o autor na˜o teve sucesso.
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• Sally has been kissing John
• Sally should be kissing John
• Sally saw the house that John bought to Mary
• Sally asked why
• Will Sally kiss John?
• I want (Bill) to go
• Who kissed John? (e outros para what, why, etc.)
• Who will kiss Mary?
• Beans, I like
• Be good!
3.3 Suma´rio dos resultados obtidos
Em relac¸a˜o aos dados do ingleˆs, os resultados da implementac¸a˜o, em termos de aproximac¸a˜o
do que e´ apresentado por Berwick, podem ser resumidos a alguns pontos (que sera˜o discutidos um
a um nas pro´ximas sec¸o˜es):
• Classes de equivaleˆncia: quanto a`s classes, temos dois conjuntos distintos. Primeiramente,
com base nos dados fornecidos, temos as classes de equivaleˆncia verbal (a` parte os auxiliares)
que terminaram com um ou dois items lexicais, no ma´ximo (p.e., “want, expect”). Seria
necessa´rio um conjunto muito maior e abrangente de dados que inclu´ısse todas as combinac¸o˜es
poss´ıveis entre os verbos e seus complementos para que, ao final, tive´ssemos classes refletindo
mais apropriadamente as encontradas na l´ıngua. Note que verbos sa˜o, como os nomes e
adjetivos, items lexicais que formam conjuntos enormes (talvez ilimitados). Portanto, sua
aquisic¸a˜o bem como sua inclusa˜o em classes de equivaleˆncia devera´ continuar – em maior ou
menor grau – durante toda a vida do falante.
O segundo conjunto de classes se refere aos itens funcionais da l´ıngua, claramente limitados e,
portanto, demandando bem menos experieˆncia para ser adquiridos. Foram formadas classes
para os itens interrogativos adverbiais (how, where, when, why), preposic¸o˜es, determinantes,
modais, entre outros.
Finalmente, mais a` frente trataremos de uma experieˆncia que fizemos com o modelo, modifi-
cando uma de suas caracter´ısticas. Em resumo, verificamos os diferentes resultados obtidos
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quando se optava ou por subespecificar trac¸os na˜o informados (como feito por Berwick) ou
por assumi-los com valor negativo. Com relac¸a˜o a`s classes de equivaleˆncia, foi observado
que assumindo valores negativos para trac¸os omitidos obtinha-se um refinamento maior nas
mesmas, por exemplo, com a distinc¸a˜o entre nomes e pronomes e, entre os pronomes, os
interrogativos dos demais.
• Estrutura argumental : conseguiu-se estabelecer um procedimento de atualizac¸a˜o da informac¸a˜o
argumental (tipo, ordem e opcionalidade, para argumentos internos e externos) para os itens
lexicais que, inclusive, poˆde ser utilizada no procedimento de generalizac¸a˜o para evitar que
verbos com diferentes estruturas argumentais fossem colocados na mesma classe de equi-
valeˆncia. Na˜o conseguimos, no entanto, chegar ao n´ıvel de detalhe destas informac¸o˜es como
descrito por Berwick, em que verbos sa˜o distinguidos tambe´m quanto a` finitude (ou na˜o) de
seus complementos sentenciais (p.e., John considers Bill to be a fool x John knows that Bill is
a fool). A motivac¸a˜o principal para o armazenamento de tais informac¸o˜es, a priori, e´ a de que
a partir de um determinado momento o analisador poderia ser capaz de analisar sentenc¸as
com base apenas no conhecimento das grades argumentais, sem ter que recorrer a` informac¸a˜o
tema´tica expl´ıcita.
• Regras: o conjunto de regras obtidas em termos absolutos e´ distinto do conjunto apresentado
por Berwick, mas uma ra´pida olhada sobre eles ja´ permite concluir que sa˜o equivalentes (os
dois conjuntos podem ser conferidos no Apeˆndice A). Em ambos, foram aprendidas regras para
a construc¸a˜o de cada tipo de sintagma (DP, AdjP, NP, VP, IP, CP, PP, AdvP), regras para
inversa˜o de auxiliares, regras para inserc¸a˜o de vest´ıgios em passivas e em outras construc¸o˜es de
movimento e controle3, regra para inserc¸a˜o de item lexical (you) em imperativas, entre outras.
O conjunto de regras final, tambe´m, se mostrou bastante influenciado (como se esperava) pela
estrate´gia de manipulac¸a˜o de trac¸os omitidos (subespecificac¸a˜o x valorac¸a˜o negativa), tendo
a segunda estrate´gia gerado mais regras com contextos mais restritos4.
Ale´m disso, alguns aspectos tambe´m merecem ser mencionados:
3O modelo na˜o e´ capaz de distinguir os dois tipos de construc¸o˜es.
4O que restringiria a gerac¸a˜o de estruturas agramaticais, numa eventual produc¸a˜o baseada na grama´tica adquirida.
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• Vinculac¸a˜o entre vest´ıgios e NPs: o modelo de Berwick, como e´ concebido, na˜o e´ capaz de ligar
vest´ıgios (ou pronomes nulos) a antecedentes. De todo modo, implementamos uma func¸a˜o5
(hasPossibleAntecedent) que faz uma varredura na a´rvore (acima da posic¸a˜o do vest´ıgio)
buscando por poss´ıveis antecedentes, ou seja, basicamente por sintagmas nominais que o c-
comandem. Essa restric¸a˜o foi u´til para impedir a inserc¸a˜o descontrolada de vest´ıgios para
completar argumentos verbais. No entanto, o efeito colateral e´ que ela impede o modelo de
processar elementos (pro)nominais nulos, em posic¸a˜o de sujeito, em que na˜o ha´ um antece-
dente poss´ıvel realizado na sentenc¸a (exceto em topicalizac¸o˜es).
• Anotac¸o˜es de (regras em) no´s: na˜o estava muito claro – na descric¸a˜o de Berwick – como lidar
com as anotac¸o˜es de regras (passadas) executadas na construc¸a˜o de um dado sintagma. A
questa˜o principal era o que fazer com tais anotac¸o˜es, quando da generalizac¸a˜o de regras. A
primeira estrate´gia foi transformar as anotac¸o˜es de uma regra generalizada em um coringa
(“*”). Pore´m, conclu´ımos que isso na˜o era o ideal pois impedia que regras como passive –
para inserir vest´ıgios em passivas – ficasse correta apo´s as generalizac¸o˜es, isto e´, que contivesse
a anotac¸a˜o da regra passive-be, que garante a existeˆncia do item be na sentenc¸a. Assim,
mudamos a estrate´gia: ao generalizar duas regras, o procedimento de aquisic¸a˜o pega suas
anotac¸o˜es e as une, formando uma lista de listas de anotac¸o˜es6.
• Demais trac¸os: nesta implementac¸a˜o, buscou-se enriquecer o sistema de trac¸os dos itens
lexicais para ale´m do sistema N , V , A e P (ale´m dos “trac¸os” flexionais que Berwick usa,
tais como modal, tense, prog, perf, imp e ed). Entre os trac¸os que entraram nesta extensa˜o
esta˜o pro (para distinguir pronomes de nomes em geral), cl para cl´ıticos (no PB) e wh (para
identificar elementos-Qu). Mais extenso˜es poderiam ser feitas, tais como informar trac¸os de
concordaˆncia e trac¸os semaˆnticos, mas deixamos estas de lado tanto para que a preparac¸a˜o
dos dados de entrada fosse mais simples quanto pelo fato de que o modelo, como esta´, na˜o e´
capaz de fazer um uso lingu´ıstico interessante destas informac¸o˜es.
• Produc¸a˜o: uma questa˜o comentada por Berwick e´ a do efeito das regras finais, quando usadas
5E´ muito prova´vel que Berwick tenha desenvolvido algo similar em seu modelo.
6Por exemplo, se a regra A possuir a regra C anotada e a regra B possuir a regra D, a generalizac¸a˜o de A e B
produz uma regra com anotac¸a˜o (C, D), ou seja, ela se aplica a contextos em que a anotac¸a˜o seja C ou D.
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numa eventual “produc¸a˜o”. A questa˜o fundamental e´: as regras adquiridas sobregeram?
Uma ra´pida simulac¸a˜o a partir das regras finais mostra que sim. Com a estrate´gia de valorar
negativamente os trac¸os omitidos, no entanto, conseguimos restringir um pouco mais as regras
finais em comparac¸a˜o com as regras finais apresentadas por Berwick. Assim, se assumimos que
falantes nativos na˜o “sobregeram”, podemos ver este resultado como uma evideˆncia de que a
explicitac¸a˜o de trac¸os negativos e´ uma caracter´ıstica do mecanismo de aquisic¸a˜o humano.
3.3.1 O processamento de sentenc¸as do PB
A expectativa, no in´ıcio da pesquisa, era a de que testar o modelo contra dados do por-
tugueˆs permitiria obter uma se´rie de resultados que pudessem ressaltar tanto as virtudes quanto
as limitac¸o˜es do modelo, em termos de universalidade, ale´m da expectativa pelas diferenc¸as que
encontrar´ıamos no conjunto final de regras adquiridas.
No entanto, a` medida em que fomos nos aprofundando no modelo e comec¸amos a obter
os resultados da implementac¸a˜o para o ingleˆs, percebemos que em face de suas caracter´ısticas –
quanto aos tipos de regras gramaticais que consegue adquirir – na˜o obter´ıamos resultados muito
interessantes. Ainda assim, partimos para uma tentativa. O primeiro tipo de construc¸a˜o que
verificado foi o de sujeito nulo. Ale´m de construc¸o˜es deste tipo, buscamos outras em Lobato (1986,
p.176-236), visto que nesta obra a autora discute ana´lises transformacionais para a grama´tica do
portugueˆs brasileiro.
Como vimos anteriormente, o analisador tenta – por ordem – as regras ANEXE, INVERTA,
INSIRA ITEM LEXICAL, INSIRA VESTI´GIO. Veja que, pelo menos, o modelo poderia recorrer a
um vest´ıgio, como uma representac¸a˜o grosseira da categoria vazia na posic¸a˜o de sujeito. Entretanto,
como na˜o ha´ uma restric¸a˜o espec´ıfica, o modelo sempre analisa sentenc¸as de sujeito nulo como
imperativas, inserindo um item lexical, antes de tentar regras de inserc¸a˜o de vest´ıgio. Se nosso
intuito for o de representar as sentenc¸as do modo mais tradicional, isto e´ indeseja´vel, visto que
gostar´ıamos de ter um pronome nulo nestes casos (o que nesta implementac¸a˜o se traduz pela
inserc¸a˜o do vest´ıgio). Para isto, temos que fazer duas modificac¸o˜es: retirar a restric¸a˜o que impede
o analisador de inserir vest´ıgios em posic¸a˜o de sujeito (uma posic¸a˜o sem antecedente na sentenc¸a)
e excluir regras do tipo INSIRA ITEM LEXICAL do modelo.
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Com estas alterac¸o˜es, foi poss´ıvel processar sentenc¸as com sujeito nulo do portugueˆs, com o
custo – baixo, digamos – de tornar inaplica´veis regras do tipo INSIRA ITEM LEXICAL. Assim
pensamos, pois para as ana´lises que este modelo e´ capaz de fazer na˜o ha´ uma distinc¸a˜o relevante
entre pronomes realizados (como voceˆ) e vest´ıgios ou pronomes nulos. Ou seja, neste modelo os
efeitos pra´ticos de um vest´ıgio na posic¸a˜o de sujeito (em sentenc¸as de sujeito nulo) sa˜o os mesmos
gerados por um pronome realizado. Vale mencionar, no entanto, que o fato destas alterac¸o˜es no
modelo (a retirada da restric¸a˜o do antecedente e a exclusa˜o de regras do tipo INSIRA ITEM
LEXICAL) na˜o gerarem efeitos significativos mostra que a especificac¸a˜o do modelo na˜o esta´ ta˜o
amarrada quanto gostar´ıamos, afinal, seria de se esperar que mudanc¸as deste porte surtissem efeitos
imediatos.
Em geral, va´rias das demais transformac¸o˜es, como Deslocamento-Qu, Imperativas, Alc¸amento
e Controle7, ja´ sa˜o verificadas atrave´s do corpus do ingleˆs e na˜o haveria necessidade de replica´-las
aqui, no texto. De todo modo, vale mencionar que estas construc¸o˜es foram replicadas no corpus
do PB e os resultados foram equivalentes (como esperado) aos do ingleˆs. Dentre as transformac¸o˜es
selecionadas, restaram, portanto, duas construc¸o˜es a verificar: as de Pronominalizac¸a˜o e as de
Reflexivizac¸a˜o.
Lobato (1986, p.171-175) discute as construc¸o˜es do pronominalizac¸a˜o, tais como A Maria
disse que ela foi pra festa, mostrando que a sintaxe partiria da sentenc¸a base A Mariai disse que A
Mariai foi pra festa, sobre a qual se aplicaria uma regra de atribuic¸a˜o do trac¸o [+PRONOME] para
a segunda ocorreˆncia do NP. Caberia, mais tarde, a` componente fonolo´gica fazer a substituic¸a˜o
pelo pronome respectivo. Diante desta ana´lise, o que poder´ıamos esperar do modelo, quanto ao
processamento dessas construc¸o˜es? Neste caso, o analisador na˜o teria como propor nenhuma regra
transformacional. Primeiro, porque o item pronominal, assim como o trac¸o pronominal, ja´ teriam
que vir informados na sentenc¸a de entrada e, portanto, na˜o haveria o que transformar. Ou seja,
para lidar com estes tipos de regras, o modelo deveria ser modificado para incluir uma “componente
fonolo´gica”. Passemos, enta˜o, ao segundo tipo de construc¸o˜es.
Lobato (1986, p.171-175) discute estruturas de reflexivizac¸a˜o, tais como Joa˜o se feriu. A
7Cuja regra a autora chama de EQUI.
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autora mostra que para gerar esta sentenc¸a, a sintaxe parte da sentenc¸a de base Joa˜o feriu Joa˜o,
sobre a qual – mediante identidade entre os NPs sujeito e objeto – aplica primeiro uma regra de
atribuic¸a˜o do trac¸o [+REFLEXIVO] para o NP objeto, para em seguida aplicar uma regra de
inversa˜o do cl´ıtico (que pode ser opcional). Novamente, cabe a` componente fonolo´gica substituir o
nome pelo pronome reflexivo. Com respeito a` transformac¸a˜o na fonologia, como ja´ dito, na˜o ha´ o
que fazer. Pore´m, talvez uma das transformac¸o˜es poderia ser captada pelo modelo de aquisic¸a˜o, a
saber, a de inversa˜o.
Do modo como sa˜o especificadas (e exemplificadas por Berwick), regras de inversa˜o se aplicam
ao item corrente e ao item que o sucede, na a´rea tempora´ria. Pore´m, no caso em questa˜o, o inverso
e´ necessa´rio: os itens a serem invertidos seriam o item corrente (o verbo) e o item que o precede.
Sendo assim, sem modificac¸o˜es, o procedimento de aquisic¸a˜o na˜o consegue criar tal regra de inversa˜o
e na˜o e´ capaz de adquirir estas construc¸o˜es. Ao fazer uma ana´lise em busca de uma soluc¸a˜o, pore´m,
verificamos que – em func¸a˜o das caracter´ısticas gerais do modelo – a regra de inversa˜o na˜o tem
como ser modificada para dar conta destes casos. Este e´ um exemplo de uma idiossincrasia da
grama´tica do ingleˆs incorporada a` especificac¸a˜o do modelo de aquisic¸a˜o.
Para compreender esse detalhe, vamos lembrar que o analisador se baseia na foˆrma X, para
processar cada “pedac¸o” do sintagma; sendo assim, no caso do portugueˆs, a foˆrma esta´ configurada
como SPEC-NU´CLEO-COMPL. Quando encontra uma sentenc¸a com a ordem Nu´cleo-Spec, o ana-
lisador e´ capaz de tentar a inversa˜o, visto que o item nuclear e o item especificador esta˜o dispon´ıveis
na a´rea tempora´ria (apo´s projetar o nu´cleo, o analisador na˜o o anexa automaticamente, pois pri-
meiro tenta processar os especificadores8). Quando a ordem COMPL-NU´CLEO e´ encontrada, no
entanto, isso na˜o e´ poss´ıvel. Vejamos passo-a-passo para entender porqueˆ:
• O analisador processa o NP especificador, completando-o e despejando na a´rea tempora´ria.
Teremos algo como [NP] [se] [feriu].
• Passa-se para o pro´ximo elemento, o NP complemento, que tambe´m e´ projetado, comple-
tado e despejado na a´rea tempora´ria, logo apo´s o NP especificador. Teremos algo como
[NP] [NP] [feriu].
8Ou complementos, se a ordem da l´ıngua fosse outra, como COMPL-NU´CLEO-SPEC, por exemplo.
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• Passa-se para o verbo, que e´ projetado, mas na˜o anexado, pois antes e´ preciso processar os
especificadores. O analisador enta˜o volta ao in´ıcio da a´rea tempora´ria, tendo como no´ ativo
o VP.
• O NP sujeito e´ anexado, enta˜o, como especificador. O analisador passa para o NP comple-
mento. Neste ponto, a implementac¸a˜o – como esta´ – verifica que o item na˜o e´ o nu´cleo e enta˜o
verifica se pode ser complemento, o que e´ o caso. O analisador enta˜o ira´ anexar o item ao VP,
antes de anexar o nu´cleo. O contexto passa a ser [feriu] [.] [nil]. Um dos problemas
desse passo e´ que perde-se a chance de captar a inversa˜o objeto-verbo, pois o item anexado
na˜o podera´ mais participar de uma regra de inversa˜o. Digamos, enta˜o, que modifiquemos a
implementac¸a˜o, para que esse passo na˜o seja dado, com uma restric¸a˜o do tipo: na˜o anexe um
argumento po´s-nuclear antes que o nu´cleo tenha sido anexado, se assim determinar a foˆrma
X.
• Com isso, o analisador ignora o NP complemento e vai para o verbo. Teremos o contexto
[feriu] [.] [nil], com o NP objeto “fora da janela” da a´rea tempora´ria. Este seria o
primeiro obsta´culo a` uma regra de inversa˜o (um dos elementos na˜o esta´ vis´ıvel na a´rea tem-
pora´ria). Mas temos outro problema. Regras de anexac¸a˜o teˆm prioridade, o que leva o
analisador a anexar o verbo como nu´cleo do VP ativo, antes mesmo de tentar uma poss´ıvel
regra de inversa˜o. Dois fatores determinam isso: a ordenac¸a˜o de tipos de regras E a foˆrma X
que diz ao analisador para esperar – no contexto em questa˜o – um elemento nuclear.
O principal fator determinante desta limitac¸a˜o e´ que a estrate´gia de processamento adotada
pelo modelo, que na˜o preveˆ variac¸o˜es de ordem para ale´m das previstas no ingleˆs. Novamente,
temos outra idiossincrasia da grama´tica do ingleˆs9 (inversa˜o do sujeito, mas na˜o outras) entrando
na pro´pria especificac¸a˜o do modelo. Conclu´ımos, assim, que para ampliar o poder de processamento
do modelo, precisar´ıamos de mudanc¸as mais profundas em seu modo de funcionamento. Finalmente,
para captar de um modo linguisticamente mais interessante as poss´ıveis diferenc¸as entre as l´ınguas,
acreditamos que seria necessa´rio um modelo que inclu´ısse (pelo menos) parte do processamento em
outros n´ıveis, como o morfolo´gico e o fonolo´gico, por exemplo.
9Como assumida em Berwick (1985).
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3.3.2 Um exemplo sobre movimento de nu´cleo
Ja´ dissemos, na sec¸a˜o 2.3, que o modelo na˜o lida com movimento de nu´cleos. De todo modo,
vale a pena refletir um pouco sobre como o modelo se comportaria diante de fenoˆmenos amplamente
conhecidos, como o do V2 no alema˜o. A ana´lise convencional para este fenoˆmeno, e´ a de movimento
de nu´cleo (Cf. ROBERTS, 2007, e outros), com V passando por I e depois indo para C, como no
exemplo abaixo:
(7) CP
XP C’
C
Ij
Vi I
C
IP
NP I’
tj VP
ti NP
Para submeter esta estrutura ao analisador, tomemos a sentenc¸a a seguir, com estrutura do
alema˜o, mas com itens lexicais em portugueˆs: Frequentemente compra ele um carro, com o seguinte
formato de dado de entrada:
Frequentemente:adv:COMP:PREDICATE compra:act:PREDICATE:AGENT,OBJECT:+TENSE
ele:obj:AGENT um:det:OBJECT:COMP carro:obj:COMP
Perceba que, na codificac¸a˜o dos dados de entrada, tivemos que induzir o analisador a tomar
o VP como complemento do adve´rbio, para que a sentenc¸a fosse analisa´vel10. Quanto ao processa-
mento, resumidamente, o analisador, apo´s projetar o AdvP (com base em frequentemente), anexa
o adve´rbio ao seu nu´cleo e se depara com o verbo, para o qual na˜o ha´ outra ac¸a˜o poss´ıvel a na˜o ser
10Outra possibilidade, seria induzi-lo a analisar o adve´rbio como um especificador do VP.
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projetar um VP. Ao fazer isso, o analisador tentara´ processar poss´ıveis especificadores. Assumindo
que a ordem ba´sica configurada seja SPEC-NU´CLEO-COMPL e que XP na˜o e´ um argumento ex-
terno do verbo, o analisador ira´ tentar regras transformacionais, comec¸ando pela de inversa˜o (tal
qual a de inversa˜o sujeito-auxiliar). Com isso, o NP sujeito passa a estar a` esquerda do verbo e
pode, enta˜o, ser anexado ao Spec. A ana´lise prosegue normalmente, ate´ que o analisador complete
o VP e o anexe como complemento de AdvP, finalizando a ana´lise.
Note que apesar de concluir a ana´lise com “sucesso”, o analisador na˜o consegue recuperar
na a´rvore gerada as propriedades de movimento nuclear observadas, no sentido de manter o verbo
em C e inserir um vest´ıgio no VP (e em IP) mais abaixo na a´rvore. Isso, pelo fato de que o
analisador na˜o trabalha com a representac¸a˜o profunda das sentenc¸as. De todo modo, em func¸a˜o da
anotac¸a˜o da regra de inversa˜o no sintagma VP, pode-se dizer que o analisador e´ capaz de distinguir
construc¸o˜es V2 de construc¸o˜es com verbo em I ou in situ, visto que as ana´lises de tais construc¸o˜es
se distinguira˜o, pelo menos, pela regra de inversa˜o do sujeito.
3.4 Propriedades do modelo e propriedades da linguagem
Desenvolver este modelo significou entrar em contato direto com va´rias questo˜es envolvendo
aspectos da linguagem. Algumas delas ja´ nos pareciam fundamentais desde o in´ıcio, como o sistema
de trac¸os distintivos, enquanto outras (como a anotac¸a˜o de no´s e a generalizac¸a˜o, por exemplo)
so´ mostraram toda sua relevaˆncia na medida em que a implementac¸a˜o foi se completando e se
tornando mais complexa. Nesta sec¸a˜o, portanto, cada uma destas questo˜es e´ discutida para que
possamos fazer uma reflexa˜o mais ampla sobre a linguagem e sobre a aquisic¸a˜o.
No decorrer desta sec¸a˜o sa˜o feitos va´rios questionamentos e sugesto˜es apontando na direc¸a˜o
de uma concepc¸a˜o – a nosso ver – mais abstrata da linguagem. Vale ressaltar que na˜o temos
a ingenuidade de acreditar que tais questionamentos nunca foram feitos antes e tampouco que
as possibilidades cogitadas aqui sejam ine´ditas. Acreditamos, no entanto, que e´ poss´ıvel que a
perspectiva na qual nos situamos possa ter suas particularidades e que estas podem nos levar a
abordar os mesmos questionamentos de uma maneira distinta dos demais.
Ademais, na˜o trazemos uma proposta teo´rica articulada aqui. As reflexo˜es que seguem –
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gostar´ıamos de ressaltar – teˆm o intuito primordial de servir de ponto de partida para a conti-
nuac¸a˜o desta pesquisa. Ressaltamos ainda dois aspectos fundamentais e orientadores da discussa˜o.
Primeiramente, no decorrer da discussa˜o, o leitor deve ter em mente que a perspectiva de proble-
matizac¸a˜o e´ a de como um analisador poderia tomar uma decisa˜o sobre determinado aspecto, ou
seja, mediante quais informac¸o˜es ele poderia mudar de estado. Em outras palavras, estamos lidando
diretamente com questo˜es de processamento. O desafio e´ equalizar tais demandas de processamento
com as especificidades da teoria lingu´ıstica, de cunho derivacional/representacional.
Em segundo lugar, o foco geral e´ restringir ao ma´ximo o pre´-conhecimento necessa´rio ao
aprendiz para ter sucesso na aquisic¸a˜o da l´ıngua. Poder´ıamos, ao contra´rio, repensar o modelo
de Berwick, no sentido de embutir um pre´-conhecimento lingu´ıstico mais robusto, diminuindo sua
dependeˆncia em relac¸a˜o aos dados de entrada e tornando-o capaz de adquirir um maior conheci-
mento gramatical. Seria como assumir um maior aparato lingu´ıstico inato, no caso de um aprendiz
real. Esta abordagem na˜o nos atrai, entretanto; preferimos seguir a orientac¸a˜o geral do Programa
Minimalista, no sentido de encontrar explicac¸o˜es mais econoˆmicas para os fenoˆmenos lingu´ısticos
e, com isso, postular uma GU “menor”.
3.4.1 A Teoria X
No in´ıcio da pesquisa, um dos objetivos pensados foi o de “atualizar” parte da base teo´rica
do modelo, mais especificamente, a “versa˜o” da teoria X (adotando mudanc¸as como a ramificac¸a˜o
bina´ria, a projec¸a˜o de categorias como Det e Adj e a projec¸a˜o de nu´cleos abstratos11 e posic¸o˜es-alvo
para movimento). Pore´m, ainda cedo, percebemos que tal objetivo era um to´pico de pesquisa em
si, por demais complexo, para ser tratado como um objetivo menor e secunda´rio. Assim, o que foi
feito basicamente, foi permitir a projec¸a˜o de sintagmas pro´prios, para determinantes e adjetivos
(que no modelo de Berwick sa˜o anexados nus ao SPEC do NP). Com isso, e´ claro que foi necessa´rio
rever os dados de entrada, pois, os nomes passam a ser complementos na presenc¸a de determinantes
ou adjetivos (pseudo-pape´is tema´ticos foram utilizados para isso – ver the cat na sec¸a˜o 2.4).
Embora tenhamos nos limitado a estes pequenos ajustes na implementac¸a˜o, vamos seguir
11Nu´cleos que eventualmente na˜o possuam realizac¸a˜o morfolo´gica, como C, ou que representam elementos flexionais,
como I.
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comentando limitac¸o˜es do modelo e alternativas poss´ıveis para sua superac¸a˜o. Por exemplo, a
incapacidade do modelo para lidar com nu´cleos abstratos e com a noc¸a˜o de posic¸o˜es-alvo para
movimento. Em func¸a˜o disso, elementos-Qu, por exemplo, que normalmente sa˜o analisados como
estando no SPEC de CP, precisam ser analisados como nu´cleos de C que tomam uma sentenc¸a como
complemento ou ate´ como nu´cleos de sintagmas nominais que tambe´m tomariam uma sentenc¸a como
complemento. Qualquer das duas ana´lises causa estranhamento quando vistas a` luz de ana´lises
tradicionais, mas ambas colocam questo˜es interessantes. Por exemplo, as questo˜es de como lidar
com a noc¸a˜o de nu´cleos abstratos e se de fato essa e´ uma abordagem interessante.
Sabemos que ha´ va´rios nu´cleos dessa natureza propostos na literatura, mas gostar´ıamos,
inicialmente, de nos limitar apenas aos nu´cleos C e I12. Note que essa ressalva em si ja´ indica
um dos obsta´culos a esta abordagem: a de saber quantos e quais seriam os nu´cleos abstratos a
projetar, de modo que o modelo caminhe em direc¸a˜o a` universalidade. Vamos ignorar esta questa˜o,
no entanto, e nos ater aos dois nu´cleos mencionados. Como o procedimento de aquisic¸a˜o iria
determinar (aprender) as situac¸o˜es em que estas projec¸o˜es devem sempre ser inseridas na estrutura?
Com base em quais evideˆncias dos dados de entrada, que e´ o que esta´ realmente em jogo?
Digamos que uma vez que a posic¸a˜o tenha sido vista (com um elemento realizado, por exem-
plo, que, that, for ou will, do, pode, deve, etc.), o analisador assumiria, dali em diante, que ela
sempre esta´ la´, mesmo quando estes elementos na˜o estejam presentes. Por exemplo, no caso de
I: uma vez analisada uma sentenc¸a com auxiliar, o analisador passaria a projetar IP para qual-
quer sentenc¸a, ao encontrar um item verbal. Mesmo que consigamos restringir suficientemente essa
operac¸a˜o, para que na˜o sobregere, essa estrate´gia, de sa´ıda, ja´ apresenta dois problemas. Primeiro,
ter´ıamos que criar um mecanismo que impedisse que o mesmo ocorresse para outras categorias,
como Neg, Adv e Adj, ou seja, ter´ıamos que distinguir certas categorias de outras. Mas com base
em quais crite´rios?
Quanto a` informac¸a˜o tema´tica, por outro lado, nu´cleos abstratos inseridos “automatica-
mente” na˜o teriam esta informac¸a˜o e, portanto, o analisador na˜o teria como utilizar as posic¸o˜es
extras nesta a´rvore expandida. No caso de I, por exemplo, o sujeito continuaria sendo anexado
12Desconsiderando, por exemplo, propostas que expandem a a´rvore com outras projec¸o˜es (Cf. RIZZI, 2004, e
outros).
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ao SPEC do VP, pois e´ o verbo que conte´m a informac¸a˜o tema´tica respectiva. Digamos que uti-
liza´ssemos a informac¸a˜o (passada) de que o sujeito tambe´m e´ selecionado por I, como em construc¸o˜es
auxiliares. Com base nessa informac¸a˜o, o procedimento moveria o sujeito para o SPEC de IP.
A questa˜o que fica e´: e as demais projec¸o˜es abstratas? O procedimento teria que assumir que
elementos movidos passam por todas elas? Ou so´ algumas, enta˜o quais? Se os dados de entrada
fossem preparados para induzir um ou outro caminho, na˜o estar´ıamos tornando o procedimento
de aquisic¸a˜o quase inu´til, ao fornecer uma pre´-ana´lise dos dados? Fica claro que antes de dar este
passo, ter´ıamos que aprofundar o conceito de categoria utilizado no modelo, bem como expandi-
lo para lidar tambe´m com processos morfolo´gicos e, provavelmente, fonolo´gicos tambe´m. Decorre
desta questa˜o, ainda, o problema das posic¸o˜es-alvo para movimento, para as quais tambe´m na˜o esta´
claro quais sa˜o os tipos de evideˆncia na aquisic¸a˜o. Ha´ muitas hipo´teses na literatura e qualquer
escolha particular nos parece indesejadamente arbitra´ria.
Por estas razo˜es, conclu´ımos que a adoc¸a˜o de nu´cleos abstratos na˜o parece uma abordagem
convidativa para aplicar ao analisador e que diante dos obsta´culos que coloca para a aquisic¸a˜o (e,
por conseguinte, da dificuldade de identificar dados de entrada para a aquisic¸a˜o de tais elementos),
podemos ate´ questionar sua adequac¸a˜o teo´rica e nos perguntar se a sintaxe (estrita) na˜o trabalharia
com uma composic¸a˜o de trac¸os mais sincre´tica, nos nu´cleos. No entanto, outra possibilidade e´ seguir
na linha da Morfologia Distribu´ıda (Cf. HARLEY; NOYER, 1999), dando ao modelo uma natureza
mais morfossinta´tica.
Um outro ponto importante e´ a ana´lise de elementos adverbiais, adjetivais e topicalizados.
No modelo de Berwick, como e´ concebido, para que o analisador processe estes elementos e´ pre-
ciso fornecer pseudo-pape´is tema´ticos, ligando estes elementos aos seus “complementos”13. No
caso de to´picos, por exemplo, e´ preciso marcar o NP com um pseudo-papel tema´tico – digamos,
TO´PICO – e informar este papel na grade argumental do verbo, que poderia ter, como exemplo,
[TO´PICO,AGENTE,PACIENTE]. Com base nisso, o ma´ximo que o analisador pode fazer e´ anexar
o NP topicalizado ao SPEC externo do VP, acima do NP sujeito, tambe´m no SPEC. No entanto,
13Como fazemos para determinates e preposic¸o˜es. Por exemplo, ter´ıamos a negac¸a˜o na˜o acrescida do papel esperado
PREDICADO (ou qualquer outro nome, isso na˜o importa) e o verbo, digamos, comeu marcado como PREDICADO,
para que fosse selecionado e anexado como argumento interno em NegP.
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embora um tanto incomum, essa ana´lise na˜o nos parece ser um problema, desde que seja mantida
uma diferenc¸a hiera´rquica entre o elemento topicalizado e o NP, o que e´ poss´ıvel mesmo estando
os dois no SPEC do VP. A mesma estrate´gia pode ser aplicada para inserir elementos-Qu no in´ıcio
da a´rvore, embora Berwick tenha preferido tratar tais elementos como nu´cleos de CP e a sentenc¸a
como seu complemento.
Para no´s, o que importa ressaltar, e´ que a necessidade de recorrer a pseudo-pape´is e´ um ind´ıcio
de que o modelo pode ser melhorado e de que e´ preciso pensar algo mais apropriado para estes
elementos, afinal o conceito de papel tema´tico e´ intr´ınseco a` relac¸a˜o entre verbos e seus argumentos,
mas na˜o para os demais. O que poderia ser feito, portanto? A ide´ia que nos ocorre e´ a de fazer
uso da proposta de Mazuka (1998) em conjunto com um alterac¸a˜o no sistema de trac¸os distintivos,
incluindo um trac¸o – que chamaremos inicialmente de func – que teria duas atribuic¸o˜es: identificar
itens funcionais (em oposic¸a˜o a nomes e verbos) e informar ao analisador que tais itens sempre
tomam um complemento. A posic¸a˜o deste complemento, se pre´ ou po´s-verbal, seria deduzida do
Paraˆmetro da Direc¸a˜o da Ramificac¸a˜o14, como proposto em Mazuka (1998).
Com estas duas informac¸o˜es, e´ poss´ıvel que o analisador fosse capaz de lidar com estes ele-
mentos, ficando a informac¸a˜o tema´tica restrita aos nomes e verbos. Basicamente, o analisador teria
que:
1. Identificar um elemento funcional (atrave´s do trac¸o +func).
2. Selecionar um NP ou um VP (a` esquerda, ou seja, ja´ analisado e despejado na a´rea tempora´ria,
ou a` direita, ainda a processar) como seu complemento.
Neste cena´rio, em relac¸a˜o a` Teoria X, temos duas alternativas para proceder a` projec¸a˜o destes
complexos (item funcional + complemento), uma mais convencional (ja´ assumida pelo modelo) e
outra um pouco menos. A alternativa convencional e´ a de projetar um determinante como um DP
ou uma preposic¸a˜o como um PP, ambos contendo um NP como complemento15. Essa e´ a ana´lise
que vemos em geral, nas propostas teo´ricas.
14O valor deste paraˆmetro, (Cf. MAZUKA, 1998) e´ configurado com base em pistas proso´dicas. Portanto, para o
analisador, poderia ser um paraˆmetro fornecido explicitamente no momento da sua execuc¸a˜o (de acordo com a l´ıngua
sendo processada).
15No caso de verbos, um NegP com o VP como complemento, por exemplo.
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A outra alternativa e´ a de na˜o projetar o item funcional, mas sim o complemento. Ou seja, o
ro´tulo da projec¸a˜o que domina o item funcional e o complemento seria da mesma natureza que a do
complemento, algo como [NP [a] [NP menina]] ou [VP [n~ao] [VP dormiu]]. De certo modo,
essa proposta e´ compat´ıvel com Grimshaw (2000) e com a noc¸a˜o de estrutura sintagma´tica nua16
(Cf. CHOMSKY, 1994). Seria interessante, no entanto, que o sistema fosse capaz de distinguir
NPs ou VPs “puros” (projec¸a˜o direta de itens nominais ou verbais) dos respectivos sintagmas
“complexos” (ou seja, os que incluem itens funcionais). Uma maneira de fazer isso, seria transferir
os trac¸os ligados ao item funcional para o ro´tulo que o domina, que teria tambe´m os trac¸os do
sintagma projetado. Com isso o analisador poderia fazer a distinc¸a˜o almejada. A questa˜o que se
coloca e´ a seguinte: quais trac¸os esta˜o ligados aos itens funcionais? De fato, e´ necessa´rio estabelecer
um sistema mais detalhado de trac¸os para este fim17. Na˜o proporemos tal sistema aqui – por razo˜es
o´bvias – mas discutiremos essa questa˜o na pro´xima sec¸a˜o.
Ainda em relac¸a˜o a esta segunda alternativa. E´ prova´vel que o leitor ja´ tenha se questionado
em relac¸a˜o ao estatuto das propriedades X – como a de endocentricidade – diante das estruturas
propostas acima. Como justificar que uma projec¸a˜o de natureza NP tenha um determinante como
nu´cleo? Ou uma projec¸a˜o de natureza VP que tenha um item de negac¸a˜o como nu´cleo? Note
que, em relac¸a˜o a estas questo˜es, o que esta´ em jogo sa˜o os s´ımbolos com os quais a Teoria X
opera, a saber, XP (para o n´ıvel ma´ximo), X’ (para o intermedia´rio) e X (para nu´cleos), sendo X
substitu´ıdo por uma das categorias previstas pela teoria. Portanto, a priori, na˜o poder´ıamos ter
Det como nu´cleo de NP (afinal, Det 6= N). O primeiro questionamento que podemos fazer a esta
conclusa˜o, e´ a de que a sintaxe da l´ıngua trabalha com os trac¸os, sendo os ro´tulos apenas facilidades
mnemoˆnicas. Ocorre o mesmo no modelo de Berwick.
No entanto, o que e´ uma categoria? Com base em queˆ elas sa˜o definidas? Este e´ um conhecido
questionamento teo´rico que retomamos aqui. Como mostramos na sec¸a˜o 2.1.4, Berwick teve que
ampliar o sistema comumente assumido – que utiliza os trac¸os N e V – para dar conta de categorias
como I e C. Mas se lembrarmos que va´rias propostas teo´ricas trabalham com projec¸o˜es como NegP,
16Bare phrase strucuture.
17Gostar´ıamos de pensar, no entanto, que tal sistema na˜o precisa ser demasiadamente detalhado. E´ preciso apenas
distinguir os trac¸os relevantes, embora muitos outros possam estar envolvidos. Por exemplo, no caso dos nomes, e´
claro que temos muitas propriedades relacionadas a cada um e que poderiam ser captadas atrave´s de trac¸os distintivos.
Pore´m, na perspectiva da ana´lise sinta´tica, cabe considerar apenas aqueles que geram efeitos sinta´ticos.
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SAsp (para aspecto), SFoc (para foco), STop (para to´picos), entre outras18, e ate´ αP (na falta
de subs´ıdios para determinar a categoria), podemos desconfiar que, talvez, haja mais nuances em
relac¸a˜o a` distinc¸a˜o entre categorias do que normalmente assumimos e de que categorias funcionais
projetam os trac¸os do elemento que selecionam, seja nominal ou verbal (na linha do que Grimshaw
(2000) propo˜e).
Ha´ mais um problema, com relac¸a˜o a ro´tulos categoriais, pre´-determinados: ha´ sintagmas
que apesar de serem formados por um tipo de categoria, se comportam como outra, ou seja, a velha
discussa˜o entre forma e func¸a˜o. Isso, alia´s, e´ mais comum do que se imagina. Vejamos os exemplos
abaixo:
(8) a. [O menino batendo o carro] foi algo triste de se ver.
b. A Maria comprou a casa [ano passado].
c. [Correr] e´ muito bom.
d. [Que a Maria sabia] esta´ mais do que o´bvio.
Em (8a), temos uma orac¸a˜o com func¸a˜o nominal. Em (8b), temos um sintagma nominal com
func¸a˜o adverbial. Em (8c), um sintagma verbal com func¸a˜o nominal e em (8d), uma orac¸a˜o in-
troduzida por complementizador tambe´m com func¸a˜o nominal. A questa˜o e´: assumindo categorias
pre´-rotuladas (com base nos itens lexicais), de que forma o analisador, que lida diretamente com
trac¸os, faria para harmonizar estas construc¸o˜es com as mais canoˆnicas? Mais concretamente, assu-
mindo o sistema de trac¸os proposto por Berwick, temos em (a) uma projec¸a˜o do tipo [-N +V]19,
que o analisador (e o procedimento de aquisic¸a˜o) tera˜o que harmonizar com as situac¸o˜es canoˆnicas,
[+N -V], completamente opostas.
Neste caso, o procedimento acabaria generalizando a regra a tal ponto, que qualquer sintagma
(“*”) seria aceito na posic¸a˜o de sujeito. Tal regra poderia levar a` ana´lise de Ontem fui a` festa, com
Ontem analisado como o sujeito da orac¸a˜o. Certamente na˜o queremos isso, neste caso. Ao que tudo
indica, tomar os ro´tulos de modo esta´tico na˜o e´ adequado, quando queremos captar a dinaˆmica
18Vide, por exemplo, a proposta de (CINQUE, 1999) sobre projec¸o˜es adverbiais.
19Assumindo que a projec¸a˜o possa ser considerada IP ou VP.
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da sintaxe. Para compreender os processos sinta´ticos, parece necessa´rio dirigir nosso olhar para os
elementos efetivamente manipulados pelo sistema, ou seja, os trac¸os envolvidos.
A observac¸a˜o de fenoˆmenos como em (8), nos leva a supoˆr pelo menos duas propriedades da
sintaxe: a primeira, e´ a de que ha´ alguma propriedade desconhecida, compartilhada por sintagmas
de diferentes naturezas, que os torna equivalentes em determinados contextos sinta´ticos; a segunda,
e´ a de que talvez na˜o possamos assumir que todas as propriedades de um item lexical sejam dadas a
priori, mas que um certo efeito de composicionalidade pode estar envolvido, na resoluc¸a˜o de certas
estruturas20. Temos, assim, mais algumas propriedades que tambe´m apontam na direc¸a˜o de uma
abordagem mais abstrata (menor pre´-categoriazac¸a˜o e mais eˆnfase na dinaˆmica de composic¸a˜o dos
trac¸os).
Com isto, enfim, esperamos ter mostrado que e´ poss´ıvel questionar e repensar aspectos da
Teoria X, no sentido de possibilitar ao analisador processar os diferentes itens da sentenc¸a de modo
mais natural, refletindo mais claramente as diferenc¸as (lingu´ısticas) entre eles. Mais do que isso,
esperamos ter mostrado como uma investigac¸a˜o computacional pode fornecer subs´ıdios concretos
para a reflexa˜o teo´rica (limitada aqui a apenas alguns aspectos, mas que pode ser extendida em
outras direc¸o˜es, como a questa˜o da assimetria Spec/Compl que e´ discutida mais a` frente).
Antes de passar ao pro´ximo assunto, ainda temos que considerar o modo como o modelo lida
com elementos topicalizados e elementos-Qu. Para estes elementos aparecerem no in´ıcio da a´rvore, e´
necessa´rio informar um pseudo-papel tema´tico para que o verbo os insira como especificadores. No
entanto, talvez haja um caminho para lidar melhor com estes elementos. Repare que ambos apre-
sentam uma propriedade comum (e que parece ser uma propriedade universal): nestas construc¸o˜es
e´ necessa´rio que haja algum elemento (nulo ou realizado) de natureza pronominal (c-comandados
por eles, na a´rvore) que possa ser ligado, como mostram as sentenc¸as em (9).
(9) a. O carro, eu comprei (ele/pro) ontem.
b. Quem o Joa˜o viu t?
20Hornstein e Weinberg (1981) propo˜em que o fenoˆmeno conhecido como preposition stranding e´, na verdade, uma
reana´lise da preposic¸a˜o como afixo verbal e, consequentemente, do complemento como um objeto direto. Acreditamos
que os autores esta˜o na direc¸a˜o correta e que este fenoˆmeno e´ uma evideˆncia para o comportamento dinaˆmico que
assumimos para a sintaxe.
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c. Quem t comprou o carro?
Com base nesta informac¸a˜o, poder´ıamos dotar o modelo de um procedimento, a ser aplicado
ao final da ana´lise, com a seguinte ac¸a˜o: diante de um contexto em que a a´rea tempora´ria contiver
[NP] [S] [.], verifique se o sintagma na segunda ce´lula conte´m um NP pronominal (+pro, vest´ıgio
ou na˜o) que possa ser ligado; se houver, adjunja o NP a` S, caso contra´rio, descarte a sentenc¸a21.
Este procedimento e´ aparentemente simples de ser concebido e tornaria o modelo um pouco mais
robusto e pro´ximo da teoria lingu´ıstica.
Um caso que poderia parecer problema´tico, diante dessa soluc¸a˜o, e´ uma sentenc¸a como *A
Maria, o Joa˜o se feriu, em que o procedimento encontraria um elemento pronominal (a ana´fora
se) e poderia acabar aceitando essa construc¸a˜o como va´lida, quando na˜o e´. No entanto, evitar
isso e´ simples. Basta especificarmos trac¸os que distinguam ana´foras de pronomes e que permita ao
procedimento determinar quando a ligac¸a˜o e´ local (ou seja, permitida apenas dentro da orac¸a˜o que
conte´m o pronome) e quando na˜o e´. Como vemos, tais alterac¸o˜es podem levar o modelo, inclusive,
a ser capaz de determinar parte das relac¸o˜es de vinculac¸a˜o, presentes na sentenc¸a22.
3.4.2 O sistema de trac¸os distintivos
O processo de implementac¸a˜o do modelo colocou questo˜es sobre trac¸os distintivos que podem
ser resumidas a dois tipos: (i) sobre a natureza dos trac¸os e a sua identificac¸a˜o e (ii) sobre a
manipulac¸a˜o dos trac¸os pelo analisador e pelo procedimento de aquisic¸a˜o. Vamos comec¸ar por (i)
e colocar algumas questo˜es para nos orientar:
(10) a. Qual e´ o conjunto dos trac¸os relevantes, para distinguir todas as categorias?
b. Todos teˆm a mesma natureza ou ha´ subconjuntos de trac¸os, com natureza distinta?
21Neste caso, na˜o seria nem uma questa˜o de complexidade ou agramaticalidade (ate´ porque o modelo trabalha
apenas com dados positivos): seria uma construc¸a˜o fora do conjunto poss´ıvel para l´ınguas naturais.
22Outro poss´ıvel contra-exemplo seria a sentenc¸a ?Esse livro, (bem) eu comprei esse livro ali na esquina. Nossa
intuic¸a˜o nos diz que tal construc¸a˜o so´ aparece em contextos muito espec´ıficos, marginais ate´, por exemplo, quando
ha´ uma pausa ou uma demora longa entre o elemento topicalizado e a sentenc¸a. Talvez, neste caso, o elemento nem
seja um to´pico da sentenc¸a de fato, mas um to´pico do discurso e, portanto, esta construc¸a˜o na˜o seria um exemplo
positivo a ser submetido ao procedimento de aquisic¸a˜o.
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As duas questo˜es sa˜o intimamente relacionadas, mas vamos tentar aborda´-las separadamente.
Para comec¸ar, vamos partir do conjunto proposto por Berwick (em (4), que reproduzimos abaixo):
N Adj Det V P Infl Comp Particle
+N +N +N –N –N –N –N –N
–V –V –V +V –V +V –V –V
+A +A –A –A –A +A +A –A
–P +P –P +P +P +P +P –P
Berwick justifica os valores de A e P das categorias com a afirmac¸a˜o de que apenas algumas
podem atribuir papel tema´tico (+P) e apenas algumas podem receber (+A). Mas em que medida sa˜o
realmente Infl (I) e Comp (C) (ambas, +A) que recebem o papel tema´tico (em orac¸o˜es encaixadas)
e na˜o, de fato, o verbo que elas “regem” (como ocorre entre preposic¸o˜es e nomes)? Se C (ou CP)
pode “receber” papel tema´tico em Eu disse [que a menina saiu], por que a preposic¸a˜o na˜o pode, em
gostar [de sorvete]? As duas categorias sa˜o estritamente funcionais, na˜o portam referencialidade
(como nomes) e nem eventividade (como verbos). O ideal, talvez, seria que nenhuma categoria
funcional pudesse receber ou atribuir papel tema´tico, ficando estas propriedades restritas a nomes
e verbos. Note que, neste cena´rio, as reflexo˜es acima, sobre a possibilidade de projetar NP ou VP,
ao inve´s de nu´cleos funcionais, ganham um estatuto ainda mais natural. Neste caso, entretanto,
apenas um trac¸o (±func) daria conta da distinc¸a˜o.
Para ale´m da distinc¸a˜o entre funcionais e na˜o-funcionais, entretanto, ainda podemos nos
perguntar se o sistema de trac¸os, como difinido em (4) e assumido – em sua esseˆncia – na teoria
sinta´tica em geral, e´ realmente apropriado para dar conta das diferentes categorias lexicais nas
l´ınguas23. Na˜o e´ inquietante assumirmos um sistema de trac¸os em que certas categorias, como as
preposic¸o˜es, sejam identificadas principalmente pelo que elas na˜o sa˜o e na˜o pelo que poderiam estar
agregando (em termos de trac¸os) aos sintagmas que selecionam? Que mesmo podendo selecionar
NPs como complemento, como determinantes o fazem, preposic¸o˜es teˆm valor negativo para N?24
Ou seja, o ponto e´: o trac¸o +N para determinantes pode ser compreendido como um modo do
sistema de trac¸os capturar o fato de que determinantes se combinam com NPs. Se pudermos seguir
nessa linha, preposic¸o˜es tambe´m deveriam apresentar o trac¸o +N.
23Propostas alternativas, como as encontradas em Muysken e Riemsdijk (1986), parecem ir sempre na mesma
direc¸a˜o da de Berwick.
24Grimshaw (2000), por exemplo, toma as preposic¸o˜es – com ressalvas – como extensa˜o do sintagma nominal.
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Gostar´ıamos de pensar que determinantes, preposic¸o˜es, adjetivos, adve´rbios, auxiliares, com-
plementadores, etc., teˆm caracter´ısticas pro´prias (o que ningue´m nega, de fato), que se refletem em
trac¸os relevantes para a sintaxe. Podemos tomar como evideˆncias para isso, as construc¸o˜es a seguir,
em que a presenc¸a dos elementos preposicionais e´ que parecem licenciar os sintagmas nominais:
(11) a. O Joa˜o foi para Bras´ılia.
b. Maria colocou o livro na estante.
c. Maria falou sobre mim.
Assim, poder´ıamos argumentar que as preposic¸o˜es agregam propriedades aos NPs, tornando-
os aptos a participar na relac¸a˜o com os verbos. Com o atual sistema de trac¸os (do presente modelo),
no entanto, captar essa possibilidade na˜o e´ poss´ıvel. A partir destes poucos exemplos, portanto,
conclu´ımos que outras propriedades relevantes podem estar sendo ignoradas por sistemas de trac¸os
como este.
Vamos refletir mais sobre isso, pore´m, noutra direc¸a˜o. Por exemplo, para nomes e verbos, a
priori cremos que as propriedades N e V sa˜o mutuamente exclusivas, ou seja, se numa categoria
uma delas e´ positiva, a outra e´ necessariamente negativa. Diante disso, um aprendiz (seja ele
real ou computacional) poderia utilizar a informac¸a˜o +V para identificar aqueles itens que podem
selecionar argumentos nominais. A selec¸a˜o a que nos referimos aqui e´ a selec¸a˜o argumental de fato,
aquela que envolve – inclusive – atribuic¸a˜o de papel tema´tico. Ate´ aqui, tudo bem.
Pore´m, e´ fa´cil constatar que isso levaria o sistema a concluir que a classe de nominais deriva-
dos de verbos, como construc¸a˜o, compra e venda, por exemplo, na˜o apresentam tais propriedades
de selec¸a˜o, pois tem trac¸o +N (e, por exclusividade, –V). Na˜o queremos isso, pois sabemos que tais
verbos selecionam complementos. Conclui-se que nomes e verbos na˜o sa˜o classes que necessaria-
mente se excluem. Desse modo, o que seria relevante para a sintaxe e´ a composic¸a˜o total de um
item, a “soma” de suas propriedades. Poder´ıamos ter os trac¸os N e V (que daqui em diante vamos
chamar de ref e evt, respectivamente, para evitar confusa˜o com o sistema em Berwick) funcionando
77
78 3.4. Propriedades do modelo e propriedades da linguagem
de modo composicional25, sendo que deverbais poderiam ser itens [+ref +evt]26.
Da´ı, poder´ıamos seguir em frente, observando com mais cuidado cada classe27 e identificando
as propriedades relevantes para sua distinc¸a˜o. Por exemplo, continuando com nomes, poder´ıamos
fazer mais uma distinc¸a˜o entre pronomes e os demais itens nominais, atrave´s da propriedade pro
(indicando dependeˆncia referencial28). Dentre os pronomes, poder´ıamos criar mais uma subdivisa˜o,
entre varia´veis (elementos-Qu) e invaria´veis, atrave´s da propriedade wh (para aproveitar uma clas-
sificac¸a˜o ja´ conhecida).
Perceba que na˜o estamos discutindo apenas o reconhecimento de certas propriedades. Todas
as que estamos considerando aqui ja´ foram reconhecidas pela teoria, a despeito dos termos que
usamos aqui. Por exemplo, em Chomsky (1970), o autor faz uso de trac¸os como [±definite],
[±cause] e ate´ [±NP] (propondo que na˜o haja distinc¸a˜o entre categoria e trac¸o, com a primeira
sendo tomada como um “complexo de trac¸os”). Mas, em geral, quando os trac¸os aparecem no
interior das ana´lises – tanto no trabalho citado, quanto em outros –, isso se da´ de modo pouco
sistema´tico, solto. Se as ana´lises em diversos trabalhos acabam por recorrer a outras propriedades,
mostrando que os fenoˆmenos na˜o podem ser explicados com base em um conjunto restrito de trac¸os
como em (4), temos que ir ale´m disso e mapear um conjunto mais adequado e a distribuic¸a˜o dessas
propriedades entre as categorias.
E´ necessa´rio desenvolver um sistema de trac¸os, para que a postulac¸a˜o de qualquer novo trac¸o
para explicar um dado fenoˆmeno seja constringida minimamente, ou seja, para postular o trac¸o,
sera´ necessa´rio mostrar como ele se encaixa no sistema29. Seguimos a visa˜o de que trac¸os sa˜o as
unidades elementares manipuladas pela sintaxe e acreditamos que va´rias propriedades (tais como
propriedades modais e aspectuais) podem ter papel importante na construc¸a˜o de um conjunto final
de trac¸os que identifique mais apropriadamente estas classes. De fato, a implementac¸a˜o deixou
25Ate´ que aprofundemos mais nesta questa˜o, vamos entender composic¸a˜o como soma de trac¸os.
26Neste caso, ter´ıamos que distinguir adjetivos de outro modo, visto que em algumas propostas estes elementos sa˜o
categorizados como [+N +V] (Cf. MIOTO et al., 2007, p.53).
27O que na˜o e´ simples, vale ressaltar, visto que ha´ controve´rsias quanto ao estatuto de certos itens e/ou classes
lexicais. Um exemplo, e´ a modalidade de certos auxiliares, como will no ingleˆs (Cf. KISSINE, 2008). Acreditamos,
todavia, que ningue´m espera que a compreensa˜o das propriedades subjacentes a` linguagem seja uma tarefa trivial.
28Na pro´pria sentenc¸a ou no discurso.
29Um paralelo pode ser feito com a qu´ımica: para postular qualquer novo elemento, e´ preciso mostrar como ele se
encaixa (ou pode se encaixar) na tabela perio´dica.
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clara a necessidade de mais trac¸os, aos quais chamamos modal, progressivo, perfectivo, imperativo,
entre outros. A pergunta que nos fazemos e´ por queˆ ainda na˜o temos um sistema de trac¸os mais
abrangente?
Temos a impressa˜o de que uma certa preocupac¸a˜o de que o conjunto de trac¸os crescesse
demasiadamente, levando a conjuntos muito grandes e dif´ıceis de manipular, levou a teoria sinta´tica
a buscar conjuntos cada vez menores e – preferencialmente – refletindo propriedades “puramente
formais”, ou seja, sinta´ticas. No entanto, pode-se manter este vie´s, mesmo permitindo a expansa˜o
do conjunto. O que importa e´ na˜o descartar, a priori, um determinado trac¸o, apenas por ser
tradicionalmente considerado de natureza na˜o-sinta´tica. Note que, em certas situac¸o˜es, isso pode ate´
prescindir da identificac¸a˜o exata do trac¸o: podemos descobrir a existeˆncia de um trac¸o f qualquer,
num determinado contexto, que supostamente estaria na origem de um dado fenoˆmeno e podemos
descrever as propriedades relacionadas com o trac¸o, mesmo que sua identificac¸a˜o exata so´ ocorra
noutro momento30.
Supondo que o conjunto de trac¸os possa crescer, devemos nos perguntar como fica o aprendiz
nessa histo´ria. Sera´ que um conjunto maior de trac¸os poderia colocar empecilhos para a aquisic¸a˜o?
Aqui e´ preciso fazer uma distinc¸a˜o: com relac¸a˜o ao sistema conceitual da mente humana, a quanti-
dade de propriedades distintivas que um ser humano e´ capaz de lidar pode ser relativamente grande;
com relac¸a˜o a` sintaxe, no entanto, seguimos a crenc¸a geral de que o conjunto de propriedades rele-
vantes (embora maior que o assumido por Berwick) e´ bem mais restrito e, portanto, que na˜o coloca
empecilhos significantes ao aprendiz.
Com base nessa ra´pida discussa˜o, vamos assumir que sim, que o sistema de trac¸os distintivos
deveria ser revisto, para tornar mais transparente o que de fato esta´ por tra´s dos va´rios fenoˆmenos
sinta´ticos. Digamos que cheguemos a um dado conjunto de trac¸os, T , que inclua, entre outros, os
trac¸os [func, ref, evt, pro, wh, nu´mero, pessoa, geˆnero, grau, finito, modal, progressivo, perfectivo].
Podemos recolocar agora a questa˜o (10b), no intuito de encontrar um caminho para respondeˆ-la.
30De um certo modo, isso ja´ e´ visto em diversos trabalhos, quando sa˜o propostas projec¸o˜es funcionais de natureza
desconhecida ou trac¸os na˜o-interpreta´veis desconhecidos, para explicar certos fenoˆmenos. E´ interessante, pore´m, que
tais propostas explorem outras propriedades do elemento postulado, para que o mesmo na˜o represente apenas uma
soluc¸a˜o ad hoc.
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Se observarmos atentamente o conjunto T , veremos que ha´ elementos ali que na˜o parecem
ter a mesma natureza. Por exemplo, trac¸os como func, rev, evt, pro, wh e os trac¸os flexionais se
distinguem por alternar apenas dois valores31: + ou – (ou qualquer outra oposic¸a˜o bina´ria, como 0
e 1, Sim e Na˜o, etc.). Aparentemente, trac¸os dessa natureza parecem nem mesmo ter dois valores:
digamos que “+” signifique presenc¸a e “–” signifique auseˆncia. Outros trac¸os (como pessoa e geˆnero,
por exemplo) parecem ter outra natureza, visto que seus “valores” podem ir ale´m de uma simples
oposic¸a˜o bina´ria.
Podemos nos perguntar se estamos abordando tais trac¸os da melhor forma ou se, ao inve´s
de falar em trac¸os de pessoa, por exemplo, dever´ıamos falar em trac¸o de primeira, segunda ou
terceira pessoa. Para responder a esta pergunta, dependemos de investigac¸a˜o caso a caso. Se for
verificado que o valor exato de um trac¸o na˜o interfere sintaticamente em nenhum contexto, que
o que importa e´ a presenc¸a ou na˜o da informac¸a˜o que este trac¸o carrega (por exemplo, geˆnero),
enta˜o na˜o ha´ porqueˆ expandir o conjunto de trac¸os distintivos. Mas, se o contra´rio ocorrer, sera´
necessa´rio, enta˜o, incluir os diferentes valores de um aparente trac¸o como trac¸os individuais em si
mesmos.
Outro aspecto relevante num sistema de trac¸os, seria a possibilidade de haver uma hie-
rarquia e uma relac¸a˜o de dependeˆncia entre trac¸os, tal como e´ observado no sistema de trac¸os
fone´ticos/fonolo´gicos, nas l´ınguas. Nada impede que o mesmo fenoˆmeno observado naquele n´ıvel
tambe´m aparec¸a no n´ıvel dos trac¸os manipulados pela sintaxe.
Ate´ aqui, discutimos a questa˜o da identificac¸a˜o e da natureza dos trac¸os distintivos. Passare-
mos agora a tratar das questo˜es quanto a sua manipulac¸a˜o. Para sumarizar a discussa˜o nesta sec¸a˜o,
podemos apontar os seguintes passos para o estabelecimento de um sistema de trac¸os adequado:
1. E´ preciso olhar para cada classe lexical32 e buscar identificar (o mais exaustivamente poss´ıvel)
as propriedades (informac¸o˜es) que cada classe veicula (sem considerac¸o˜es, neste momento, sobre
a natureza sinta´tica ou semaˆntica da propriedade).
31Embora o trac¸o de finitude, pelo menos, possa talvez estar ocultando uma maior complexidade, que envolveria
diretamente informac¸o˜es como passado, presente e futuro.
32Inicialmente, estamos considerando a palavra como unidade lexical mı´nima relevante.
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2. Fazer um mapeamento da distribuic¸a˜o dessas propriedades entre as classes (inclusive, dando
atenc¸a˜o aos casos de compartilhamento de propriedades, que pode ser importante na compre-
ensa˜o de processos de selec¸a˜o lexical e concordaˆncia).33
3. Proceder a` identificac¸a˜o do conjunto mı´nimo de propriedades, suficiente para captar a diversi-
dade de fenoˆmenos sinta´ticos. Ou seja, para cada construc¸a˜o sinta´tica isolada, seria necessa´rio
identificar pelo menos uma propriedade distinta que poderia estar na origem do fenoˆmeno.
3.4.2.1 Manipulac¸a˜o dos trac¸os no modelo
Com relac¸a˜o a` manipulac¸a˜o dos trac¸os no modelo, temos pelo menos os seguintes pontos a
resolver:
(12) 1. Trac¸os omitidos, nos dados de entrada, devem ser considerados subespecificados – por-
tanto, podendo aparecer ou na˜o – ou devem ser valorados negativamente?
2. Generalizac¸a˜o: o procedimento de generalizac¸a˜o deve apenas captar o menor conjunto
de trac¸os necessa´rios ou e´ poss´ıvel que este leve a` formac¸a˜o de conjuntos disjuntos ne-
cessa´rios?
3. Concordaˆncia: como o modelo pode ser levado a identificar e a lidar com trac¸os de
concordaˆncia?
Um dos resultados interessantes da implementac¸a˜o foi – como dito anteriormente – mostrar
que a valorac¸a˜o negativa de trac¸os omitidos nos dados de entrada levou a` formac¸a˜o de classes de
equivaleˆncia mais detalhadas, por exemplo, distinguindo nomes (em geral) de pronomes. Ale´m
disso, as regras passaram a apresentar uma maior restric¸a˜o (quando comparadas a`s apresentadas
por Berwick), levando a crer que numa eventual produc¸a˜o baseada nas regras seria gerado um
menor nu´mero de sentenc¸as agramaticais. Vamos ver um exemplo, para clarear esta questa˜o. A
sentenc¸a de entrada para John must kiss Sally tem a seguinte forma:
John:obj:AGENT must:infl:PREDICATE:AGENT,PREDICATE:+TENSE,+MODAL
kiss:act:PREDICATE:OBJECT Sally:obj:OBJECT
33Espera-se que tal distribuic¸a˜o seja diferente para cada l´ıngua.
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Note que por questo˜es de simplicidade, mas tambe´m como um reflexo da realidade (afinal
na˜o ha´ “anti-morfemas” para marcar a auseˆncia de dada informac¸a˜o num item lexical), os dados
de entrada na˜o informam os trac¸os (para ale´m dos trac¸os distintivos) com valores negativos. Do
contra´rio, seria necessa´rio, apenas para o modal e o verbo, termos algo como (sendo IMP, impera-
tivo; PART, partic´ıpio; PERF, perfectivo; e PROG, progressivo):
must:infl:PREDICATE:AGENT,PREDICATE:+TENSE,+MODAL,-IMP,-PERF
kiss:act:PREDICATE:OBJECT:-TENSE,-PART,-IMP,-PROG
Note, ainda, que o conjunto de trac¸os acima e´ restrito, se pensarmos em todos os trac¸os
que podem estar envolvidos na grama´tica. Portanto, seria uma tarefa invia´vel preparar os dados
de entrada informando os trac¸os negativos de modo expl´ıtico. E´ por esta raza˜o que se coloca a
questa˜o sobre o que fazer com os trac¸os omitidos (na˜o-expl´ıcitos). A seguir, disponibilizamos duas
verso˜es da regra modal (obtidas por nossa implementac¸a˜o) e da classe de equivaleˆncia dos modais
respectiva, a primeira adquirida sob a estrate´gia de subespecificac¸a˜o e a segunda obtida sob a
estrate´gia de valorac¸a˜o negativa:
Regra modal
CYC is *
C is Xmax -N +V +A +P -SPEC-^HEAD-COMP
[-N +V +A +P] [ * ] [ * ]
ANEXE
Modais: will, do, would, have, must, should, could, to
Regra modal
CYC is *
C is Xmax -N +V +A +P -PERF -SPEC-^HEAD-COMP
[-N +V +A +P -PERF] [ * ] [ * ]
ANEXE
Modais: will, do, would, must, should, could, to
Repare que as duas regras diferem num ponto: a primeira generalizou ate´ o ponto de consi-
derar have como parte dos modais, enquanto a segunda mante´m a separac¸a˜o. Pore´m, embora have
compartilhe de parte das propriedades sinta´ticas dos auxiliares (como a inversa˜o sujeito-auxiliar),
sua selec¸a˜o verbal coloca uma restric¸a˜o particular: o verbo selecionado deve estar no partic´ıpio. A
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primeira regra, entretanto, coloca todos os itens num mesmo conjunto geral, abstraindo certas dis-
tinc¸o˜es importantes. No segundo caso, ao contra´rio, ale´m da regra modal, o procedimento aprendeu
a regra perfective, que exige um elemento verbal +PART na segunda ce´lula.34
Com isto, ficou claro com a implementac¸a˜o que a estrate´gia de subespecificar os dados na˜o e´
conveniente, pelo menos na˜o de forma catego´rica, se esperamos chegar a um modelo de aquisic¸a˜o
que capta tais relac¸o˜es. Para adotar a valorac¸a˜o negativa, entretanto, nos defrontamos com uma
questa˜o: para cada categoria, quais seriam os trac¸os esperados a serem valorados negativamente,
quando omitidos? Adotamos um pequeno sistema, para os fins da pesquisa, mas esta questa˜o e´
exatamente uma das que foram colocadas na sec¸a˜o anterior. O sistema que adotamos foi:
Trac¸os verbais = PART, TENSE, IMP, PROG
Trac¸os de Infl = MODAL, TENSE, PERF, IMP
Trac¸os nominais = WH, PRO
Passemos agora a` questa˜o da generalizac¸a˜o de trac¸os. Digamos que duas regras que o sistema
esta´ tentando generalizar se diferenciem apenas pela terceira ce´lula, sendo que numa delas a ce´lula
e´ vazia (nil) ou e´ a marca de fim de sentenc¸a (“.”) e na outra a ce´lula conte´m um ou mais trac¸os.
Nestas situac¸o˜es, o modelo de Berwick faz a generalizac¸a˜o completa da ce´lula, substituindo as duas
regras por uma em que a terceira ce´lula e´ “*”.
Regra A
CYC is *
C is Xmax +N -V +A -P -^SPEC-HEAD-COMP
[+N -V -A -P] [+N -V +A -P] [ . ]
ANEXE
Regra B
CYC is *
C is Xmax +N -V +A -P -^SPEC-HEAD-COMP
[+N -V -A -P] [+N -V +A -P] [ -N +V ]
ANEXE
Regra C (generalizada)
CYC is *
34Os elementos do e to, que aparecem em ambos os casos no conjunto dos modais, dependem – como mostra
Berwick – de evideˆncia negativa para serem retirados do conjunto dos modais (como *John did be kissing Mary e
*John to be kissing Mary, por exemplo). Este tipo de evideˆncia, no entanto, na˜o e´ utilizada pelo modelo.
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C is Xmax +N -V +A -P -^SPEC-HEAD-COMP
[+N -V -A -P] [+N -V +A -P] [ * ]
ANEXE
Esse detalhe so´ foi nos chamar a atenc¸a˜o quando comec¸amos a pensar sobre a produc¸a˜o
de sentenc¸as, baseada nas regras. No caso exemplificado acima, note que apo´s a generalizac¸a˜o
a regra admite qualquer elemento ocorrendo na terceira ce´lula. Isso, pore´m, e´ completamente
diferente de admitir ou um elemento do tipo [–N +V] ou uma marca de fim de sentenc¸a. Com
isso, comec¸amos a nos perguntar se na generalizac¸a˜o na˜o deveria ser considerada a possibilidade de
selec¸a˜o disjunta: uma lista de elementos poss´ıveis (inclusive, se fosse o caso, nenhum), mesmo que
de naturezas completamente distintas. Por exemplo, o verbo ver poderia vir seguido de nada ou
de um argumento do tipo NP, VP/IP ou CP35.
Portanto, consideramos que o esquema de generalizac¸a˜o do modelo na˜o e´ totalmente ade-
quado: seria interessante adapta´-lo para lidar com contextos disjuntos. Para a oposic¸a˜o entre fim
de sentenc¸a e qualquer outro elemento, pelo menos, a necessidade e´ clara. O que na˜o esta´ claro e´
ate´ onde a disjunc¸a˜o entre conjuntos de trac¸os pode ir e o que ela significa36.
A u´ltima questa˜o, em relac¸a˜o aos trac¸os, sa˜o as relac¸o˜es de concordaˆncia, que sa˜o tambe´m uma
questa˜o para Berwick (1985, p.92), embora o autor na˜o se detenha sobre ela. Como Lobato (1986)
mostra, a GT lida com relac¸o˜es de concordaˆncia atrave´s de regras transformacionais. O modelo
de Berwick, no entanto, na˜o preveˆ a aquisic¸a˜o de regras transformacionais deste tipo. Como o
procedimento pode distinguir, portanto, entre os trac¸os que recebe na sentenc¸a de entrada, quais
entram em relac¸o˜es de concordaˆncia, quais na˜o? A ide´ia que nos ocorre inicialmente e´ a de cruzar
os conjuntos de trac¸os de itens envolvidos, para da´ı tirar o subconjunto de trac¸os compartilhados
e de mesmo valor. Neste caso, o modelo teria que ser embutido com um procedimento dirigido
especialmente a essa questa˜o.
Dois problemas iniciais se colocam para que isso seja poss´ıvel: primeiro, como determinar
os itens envolvidos com seguranc¸a (do contra´rio, qualquer conclusa˜o se torna perigosa); segundo,
dependendo da l´ıngua, itens lexicais podem apresentar um comportamento variante, quanto a`s
35NP: Eu vi o Joa˜o. VP/IP: Eu vi o menino vencer a prova. CP: Eu vi quando a moc¸a saiu.
36A du´vida principal e´: estar´ıamos realmente diante de diferentes conjuntos de trac¸os ou sa˜o os conjuntos que na˜o
esta˜o corretamente definidos, no sentido de permitir a identificac¸a˜o de trac¸os compatilhados?
84
Cap´ıtulo 3. Resultados e reflexo˜es 85
marcas vis´ıveis de concordaˆncia. No PB, por exemplo, podemos ter Os meninos foram, Os meninos
foi, Os menino foi e Os menino foram. Diante destes fatos, o analisador encontrara´ dificuldades
pois as informac¸o˜es de concordaˆncia sa˜o conflitantes. O analisador na˜o pode, por exemplo, assumir
que qualquer informac¸a˜o seja va´lida, visto que certas combinac¸o˜es na˜o sa˜o poss´ıveis, tais como *(O)
Menino foram ou *O meninos foi/foram.
Neste caso, em func¸a˜o dos conflitos de concordaˆncia entre os elementos, o analisador ter-
minaria (como estrate´gia mais segura) por retirar a informac¸a˜o de Nu´mero da lista de trac¸os de
concordaˆncia, mas isto seria inadequado, pois sabemos que – a` despeito da morfologia – a con-
cordaˆncia esta´ acontecendo. O que fazer, enta˜o? O que tais exemplos indicam e´ que a concordaˆncia
de Nu´mero e´ possivelmente determinada por itens mais “a` esquerda”, ou seja, mais altos na a´rvore.
Ale´m disso, pode-se sugerir que ha´ uma forma subespecificada para a concordaˆncia de Nu´mero,
no PB, que e´ a forma singular. Supondo que a mesma observac¸a˜o valesse para outras l´ınguas, o
analisador poderia ser adaptado nesta direc¸a˜o.
No entanto, ale´m de na˜o termos certeza sobre a universalidade da observac¸a˜o, ao que parece
ela so´ se aplica ao trac¸o de Nu´mero: para geˆnero, por exemplo, na˜o podemos ter A menino foi.
Portanto, a concordaˆncia e´ uma questa˜o que precisa ser melhor estudada. A u´nica certeza e´ a
de que o nu´cleo (de origem) da concordaˆncia parece estar mesmo no sintagma nominal, como e´
assumido em outras propostas. Na˜o e´ muito natural imaginar que um verbo pode ser a origem da
concordaˆncia. Se isto estiver correto, o analisador pode ser embutido com o conhecimento expl´ıcito
dessa propriedade das l´ınguas.
3.4.3 A informac¸a˜o sobre a grade argumental
Berwick assume um “molde” geral, para atualizar a informac¸a˜o argumental de itens lexicais,
no formato NP (PP)* (S) (para complementos), que parece abarcar as observac¸o˜es para o ingleˆs
e, provavelmente, boa parte dos complementos poss´ıveis, em portugueˆs. Note que este molde
na˜o corresponde a uma regra de base: sua func¸a˜o e´ captar as poss´ıveis combinac¸o˜es de um dado
nu´cleo e as categorias de seus complementos, quanto a` ordem em que aparecem, ao nu´mero e
a` opcionalidade/obrigatoriedade. Com base nestas informac¸o˜es, o modelo de Berwick consegue
distinguir, por exemplo, classes de equivaleˆncia verbal, reunindo verbos que apresentam a mesma
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grade argumental. Com isso, tambe´m, o modelo de Berwick separa regras para processar o nu´cleo
de cada classe verbal (e demais classes de itens, como nominais, determinantes, etc.).
Seria a grade argumental “geral” de itens lexicais, no entanto, uma informac¸a˜o realmente
necessa´ria para a competeˆncia do falante? Seria, talvez, uma informac¸a˜o pensada para descartar a
utilizac¸a˜o tema´tica em dado momento? Se for, na˜o parece apropriado, afinal a natureza e a ordem
em que aparece o complemento na˜o podem nos dizer muita coisa sobre o papel tema´tico que este
eventualmente assumira´. Por exemplo, normalmente o NP e´ quem assume o papel de OBJETO.
Mas para o verbo gostar, no PB, quem o faz e´ um PP. Ale´m do mais, e´ preciso ressaltar que
o molde previsto por Berwick e´ limitado: como seriam representadas as l´ınguas que apresentam
ordem relativamente livre?
A impressa˜o que fica e´ a de que esta informac¸a˜o tem um cara´ter muito mais dicionar´ıstico,
do que realmente sinta´tico. E se for, conve´m sobrecarregar o analisador sinta´tico com o peso de
lidar com esta informac¸a˜o? Outro ponto: a generalizac¸a˜o da grade argumental para um dado item
lexical, muitas vezes esta´ na verdade agrupando grades argumentais de diferentes itens lexicais,
cujas formas coincidem37, o que coloca ainda mais em questa˜o a utilidade de tal informac¸a˜o para
a sintaxe.
Portanto, ha´ algum sentido em considerar que esta informac¸a˜o na˜o e´ necessa´ria para que o
modelo adquira o conhecimento gramatical relevante. Em outros termos, a competeˆncia deveria
encerrar o conhecimento para a manipulac¸a˜o (em geral) de complementos de variados tipos e na˜o as
combinac¸o˜es idiossincra´ticas de items lexicais de cada l´ıngua. Em termos mais exatos, se a sintaxe
sabe que um nu´cleo X pode selecionar um YP, o que se acrescenta a` sintaxe a partir, por exemplo,
da informac¸a˜o de que o verbo A seleciona um NP ou um CP, como complementos?
Para estabelecer o ponto de uma vez, defendemos que e´ interessante separar – num modelo
– dois n´ıveis de conhecimento lingu´ıstico. O primeiro, assumindo a Teoria X, seria o n´ıvel abstrato
das possibilidades sinta´ticas de projec¸a˜o de um item lexical e da selec¸a˜o de um especificador e um
complemento. O segundo, seria um n´ıvel dicionar´ıstico, em que, para cada item lexical, seriam
armazenadas suas relac¸o˜es com outros elementos (especificadores e complementos). Nada impede
37Por exemplo, em Eu vi que voceˆ na˜o entendeu, o verbo parece ser sinoˆnimo de perceber, diferentemente do
significado do “mesmo verbo” em Eu vi um carro.
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que um modelo possa ser concebido para capturar os dois n´ıveis, apenas e´ importante que eles
estejam claramente separados.
3.4.4 Especificadores, complementos e ordem X
Ao refletir mais demoradamente sobre a utilizac¸a˜o das informac¸o˜es tema´ticas no modelo38,
acabamos por perceber a ligac¸a˜o entre a informac¸a˜o tema´tica e a determinac¸a˜o – pelo procedi-
mento de aquisic¸a˜o – da ordem X relativa (Spec-Nu´cleo-Compl). Ou seja, os pape´is tema´ticos sa˜o
divididos em dois grupos, no modelo: os pape´is tema´ticos normalmente relacionados a` posic¸a˜o de
argumento externo e os pape´is ligados normalmente a` posic¸a˜o de complemento. Com base neste
pre´-conhecimento, o procedimento de aquisic¸a˜o e´ capaz, enta˜o, de fixar a ordem relativa. E´ uma
estrate´gia coerente com o quadro assumido, embora coloque restric¸o˜es em termos de universali-
dade: ha´ l´ınguas que escapam a esse ordenamento r´ıgido, na˜o apenas para diferentes categorias,
mas tambe´m para a mesma categoria39.
No entanto, comec¸amos a cogitar meios de diminuir ainda mais a necessidade dos pape´is
tema´ticos, em direc¸a˜o a um analisador capaz, tambe´m, de analisar dados de entrada sem estas
informac¸o˜es. O foco aqui, no entanto, na˜o e´ o de imaginar um cena´rio distinto para a aquisic¸a˜o,
como se pape´is tema´ticos na˜o estivessem em jogo ali. Na˜o. Provavelmente, esta˜o sim. O foco,
na verdade, e´ na natureza do conhecimento sinta´tico e se seria poss´ıvel concebeˆ-lo num n´ıvel mais
alto de abstrac¸a˜o, em que estas informac¸o˜es tema´ticas na˜o fossem determinantes, sendo apenas
propriedades extras dos itens, assim como outras inu´meras.
Dificilmente, cremos, chegaremos a descartar completamente a informac¸a˜o tema´tica, princi-
palmente, por estarmos tratando de um modelo de aquisic¸a˜o. No entanto, defendemos que vale a
pena seguir este caminho, na medida em que as concluso˜es alcanc¸adas possam isolar e lanc¸ar luz
sobre propriedades da sintaxe. O primeiro passo em direc¸a˜o a essa abstrac¸a˜o comec¸ou a ser dado
nas sec¸o˜es acima, quando propusemos o trac¸o func para restringir a informac¸a˜o tema´tica apenas
aos itens em que se aplica de fato. O segundo passo e´ nos perguntar se, de fato, e´ necessa´rio pos-
tular uma posic¸a˜o de especificador. Vale lembrar ao leitor, que estamos tratando aqui de reflexo˜es,
38Embora adequadamente justificado e motivado, esse aspecto sempre me incomodou.
39Verbos, no alema˜o; adjetivos no PB, etc.
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inevitavelmente um tanto especulativas, mas motivadas concretamente, com base na experieˆncia
de implementac¸a˜o do modelo.
Prosseguindo, podemos comec¸ar a contestar a necessidade da posic¸a˜o de especificador, nos
perguntando quais categorias parecem, sem du´vida, necessitar dessa posic¸a˜o. De sa´ıda, eliminamos
todas as funcionais, pois estas so´ necessitam de tais posic¸o˜es apo´s o movimento (no caso de I e C).
Em geral, no entanto, todas elas claramente selecionam um complemento40: Det→NP, Adj→NP,
P→NP, I→VP, C→IP, e assim por diante. Ao que tudo indica, nomes tambe´m podem ser elimina-
dos. A u´nica categoria que, de fato, parece necessitar de um especificador e´ o verbo. Vamos enta˜o
nos concentrar nela.
Vamos assumir uma postura leiga, por enquanto, e perguntar: sera´ que o verbo se relaciona
“ao mesmo tempo” com mais de um argumento? Por exemplo, em O Joa˜o beijou a Maria, sera´
que o verbo beijar abre uma dupla relac¸a˜o, com os dois NPs? Se assim for, enta˜o podemos prever
que a` despeito do argumento interno do verbo, as propriedades sinta´ticas (para ficar apenas nestas)
do argumento externo continuara˜o sendo sempre as mesmas, afinal e´ o verbo, isoladamente, que se
relaciona com ele. Vamos fazer um teste: tomemos a sentenc¸a O Joa˜o bateu o carro e troquemos
o NP complemento por as botas. As propriedades sinta´ticas de [o Joa˜o] continuam as mesmas?
Podemos ver que na˜o, pois o VP [bateu as botas] (= morreu) tem propriedades inacusativas, com
o sintagma [o Joa˜o] funcionando como argumento interno.
Este caso, particularmente, e´ exemplo de expressa˜o idioma´tica e estas so´ sa˜o poss´ıveis, como
ja´ e´ amplamente aceito na teoria, em func¸a˜o da assimetria existente na relac¸a˜o do verbo com o
complemento e do verbo com o especificador. Neste momento, o leitor poderia perguntar por que
levantamos esta questa˜o, se a Teoria X ja´ captura esta assimetria, justamente com as posic¸o˜es de
especificador e complemento? Dir´ıamos que sim e na˜o. Sim, pois ha´ uma maior “proximidade”
entre o verbo e o complemento, permitindo vincular a esta proximidade as propriedades idioma´ticas
observadas. Na˜o, por manter a intuic¸a˜o de que o verbo (enquanto nu´cleo, isoladamente) seleciona
dois argumentos, quando o que queremos propor e´ que o verbo primeiro seleciona um argumento,
no caso [bater o carro/as botas], e que e´ este complexo, ainda verbal, mas modificado e com
40Num sentido mais “matema´tico”: um argumento para uma func¸a˜o. A categoria funcional seria vista, portanto,
como uma func¸a˜o, que modifica o complemento, agregando-lhe alguma propriedade.
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propriedades sinta´ticas bastante distintas, neste caso, que seleciona [o Joa˜o].
Sabemos que verbos sa˜o entidades especiais. Possuem uma estrutura predicacional rica, pois
os “eventos” (num sentido abrangente) que designam teˆm propriedades diversas, capazes de se
relacionar com sintagmas nominais, atribuindo-lhes pape´is tema´ticos. Essas relac¸o˜es podem ser
captadas de diversas maneiras, sendo a Teoria X uma delas. Ha´ – nessa perspectiva – propostas
interessantes, como a de Hale e Keyser (1993), em que os autores propo˜em estruturas para captar as
relac¸o˜es predicacionais de verbos que selecionam dois ou mais complementos (colocar, por exemplo).
De nossa parte, estamos querendo captar as mesmas relac¸o˜es, pore´m com base apenas na relac¸a˜o
Nu´cleo-Complemento.
Continuando na linha em que segu´ıamos, vamos assumir que a posic¸a˜o de especificador na˜o
existe, que o NP sujeito na˜o e´ nada mais que o complemento (argumento interno) do complexo
[verbo+NP] e que, com isso, a ordem relativa entre Spec-Nu´cleo-Compl (com pape´is tema´ticos
vinculados a`s posic¸o˜es) na˜o se aplica: se ha´ uma ordem esta´vel, queremos acreditar que esta se
deve primordialmente ao fato de que e´ preciso explicitar de algum modo qual NP se liga ao verbo,
para formar o complexo [V+NP] (que pode apresentar propriedades sinta´ticas distintas do nu´cleo
isolado). Ou seja, ha´ l´ınguas em que isto e´ feito atrave´s da ordem e outras em que e´ a morfologia de
Caso, o que permite (mas na˜o determina41) maior flexibilidade em termos de ordem. Uma evideˆncia
sa˜o os complementos preposicionados, no PB, que possuem “mais liberdade” em termos de posic¸a˜o
na sentenc¸a42, talvez, pelo fato de certas preposic¸o˜es agregarem aos NPs informac¸o˜es sobre suas
propriedades. Como dissemos antes, estamos tentando aplicar uma abordagem alternativa sobre a
linguagem, capturando as relac¸o˜es de verbos com seus poss´ıveis argumentos atrave´s de uma u´nica
configurac¸a˜o. Retornando ao modelo, vejamos como isto pode ser u´til.
Assumindo o Paraˆmetro da Direc¸a˜o da Ramificac¸a˜o, teremos de sa´ıda a configurac¸a˜o “padra˜o”
para determinar o complemento dos verbos. A partir do momento em que o analisador constro´i o
VP complexo, a selec¸a˜o do NP sujeito e´ direta, mesmo este estando a` esquerda (fora da posic¸a˜o
padra˜o para complementos, em l´ınguas como o ingleˆs e o PB): se tivermos, na a´rea tempora´ria,
uma configurac¸a˜o do tipo [NP] [VP-complexo] [.], o analisador na˜o tera´ outra opc¸a˜o, a na˜o
41A ordem pode estar vinculada a outras propriedades e na˜o ser, portanto, livre.
42Como em O Joa˜o deu pra Maria ontem a` noite um presente lindo.
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ser tomar o NP como complemento do VP. Para demais argumentos internos (como no caso do
verbo colocar), e´ poss´ıvel que possamos seguir na mesma linha, para descartar o uso de informac¸a˜o
tema´tica.
O que e´ importante aqui, no entanto, e´ ressaltar que e´ poss´ıvel encontrar meios para dimi-
nuir o uso de informac¸a˜o tema´tica expl´ıcita, sem necessariamente recorrer a me´todos estat´ısticos,
embora algumas heur´ısticas poderiam vir a ser necessa´rias. Lidar com a variac¸a˜o da ordem e´ o
grande desafio, ate´ pela falta de informac¸o˜es proso´dicas, dispon´ıveis ao analisador, que certamente
auxiliam o falante no processamento da fala. Uma caracter´ıstica interessante na linha de racioc´ınio
desenvolvida aqui – acreditamos – e´ a relevaˆncia que as relac¸o˜es locais passam a ter, em func¸a˜o da
eˆnfase na relac¸a˜o Nu´cleo-Complemento.
Sobre este cara´ter bina´rio e local das relac¸o˜es, como um u´ltimo exemplo do seu alcance,
poder´ıamos nos perguntar como o modelo poderia captar o ordenamento verificado para os itens
no sintagma nominal, como apresentado em Lobato (1986):
NP --> S | (Det) (Possessivo) (Identificador) (Cardinal) (Ordinal) (Delimitador) N
(SA)* (PP)* (S)*
Det --> (Quantificador) Artigo | (Indefinido)
Na˜o vamos entrar no me´rito da regra acima, questionando se e´ a mais adequada ou na˜o. O
que queremos evidenciar e´ apenas a possibilidade de capturar as relac¸o˜es de precedeˆncia entre os
itens consecutivos, tomados sempre dois a dois, com base na relac¸a˜o Nu´cleo-Complemento e num
sistema de trac¸os que distinga cada um deles. De fato, isso poderia ser representado da seguinte
forma43:
(+Det
(+Possessivo
(+Identificador
(+Cardinal
(+Ordinal
(+Delimitador
N (SA)* (PP)* (S)*))))))
A hierarquia mostra que e´ poss´ıvel representar a selec¸a˜o com uma u´nica relac¸a˜o, do tipo
43Para simplificar, tomemos os pro´prios itens como trac¸os.
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(Trac¸o, Complemento). Com isso, cada relac¸a˜o pode ser capturada localmente, mesmo as de longa
distaˆncia (como a concordaˆncia entre Det e N), bantando para isso que os trac¸os de N sejam
projetados em cada projec¸a˜o funcional que o domina. Seria interessante, ainda, que tal conjunto
de trac¸os nos ajudasse na˜o so´ a capturar a ordem, mas a entender sua motivac¸a˜o.
3.4.5 Categorias vazias, pronomes e relac¸o˜es de ligac¸a˜o
O modelo e´ limitado, em termos das categorias vazias com as quais consegue lidar. Basi-
camente, as categorias vazias44 processadas pelo analisador sa˜o vest´ıgios de sintagmas nominais
e PRO (tratado tambe´m como um vest´ıgio). Portanto, o sistema e´ capaz de processar sentenc¸as
como as dadas a seguir:
(13) i. A Maria comeu o bolo que o Joa˜o fez t.
ii. A Maria comeu o bolo que o Joa˜o fez t pra festa.
iii. A menina quer PRO correr.
iv. Quem o Joa˜o viu t.
v. Quem t viu o Joa˜o.
vi. A menina foi beijada t.
vii. A menina foi beijada t pelo garoto.
Assim, esta˜o fora deste conjunto estruturas de elipse e pronomes nulos (em posic¸a˜o de sujeito
ou objeto). Vale ressaltar que, quanto aos pronomes nulos, o que impede seu processamento e´ uma
restric¸a˜o do analisador, que verifica se ha´ algum NP que possa ser um antecedente para o vest´ıgio a
ser inclu´ıdo. Se na˜o houver, a inserc¸a˜o na˜o e´ feita. Isso foi necessa´rio, em func¸a˜o do processamento
de sentenc¸as imperativas, em que o sistema precisa inserir “voceˆ” (ou you) na posic¸a˜o de sujeito.
Sem a restric¸a˜o, a regra de vest´ıgio sempre se aplica primeiro. Isto, porque regras para inserc¸a˜o de
vest´ıgo sa˜o extremamente gerais, como podemos ver a seguir:
Regra [passive]
No´ cı´clico: *
No´ ativo: Xmax -N +V -A +P -IMP -PROG -SPEC-HEAD-^COMP
A´rea tempora´ria: [ * ] [ * ] [ * ]
AC¸~AO: INSERIR VESTI´GIO
44Tanto faz, aqui, se assumimos vest´ıgios ou co´pias (Cf. HORNSTEIN et al., 2005), os efeitos pra´ticos sa˜o os
mesmos.
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No entanto, esse efeito colateral e´ realmente problema´tico para o modelo, se o intuito e´ chegar
a algo com potencial de aplicac¸a˜o universal. A atitude que nos pareceu mais sensata, portanto,
foi a de retirar a restric¸a˜o, partindo da ide´ia de que ale´m de custar caro para o modelo, o item
lexical voceˆ (ou you) e´ satisfatoriamente substitu´ıvel por um pronome nulo, que seria interpretado
como pronome de segunda pessoa, em imperativas. Com isso, alcanc¸amos maior universalidade
no modelo, sem nenhuma perda relevante para a ana´lise – embora, nos desligando um pouco da
ide´ia original, por na˜o aplicar regras do tipo INSIRA ITEM LEXICAL. Infelizmente, entretanto,
o modelo continua sem condic¸o˜es de determinar – quando e´ o caso – as relac¸o˜es de ligac¸a˜o entre
vest´ıgios e seus antecedentes. Para isso, seria necessa´ria uma extensa˜o ao modelo.
Mas essas questo˜es nos levaram, novamente, e na linha do que vimos fazendo nas sec¸o˜es
anteriores, a repensar tambe´m a atual interpretac¸a˜o dos fenoˆmenos relacionados a`s categorias vazias,
na tentativa de dar uma interpretac¸a˜o alternativa, que pudesse simplificar a tarefa do analisador.
Assim, passamos a cogitar a seguinte possibilidade: se, ao inve´s de postular uma posic¸a˜o na a´rvore
para tais elementos invis´ıveis (para assim, estabelecer seu v´ınculo com os nu´cleos que os selecionam),
o argumento fosse uma espe´cie de valor (em aberto), parte do conjunto de propriedades dos nu´cleos
predicadores, qual seria a consequeˆncia para o analisador?
Neste caso, ao que tudo indica, o ganho seria o de que o analisador na˜o teria que inserir
posic¸o˜es para itens invis´ıveis na a´rvore (que segue na mesma linha do que foi proposto para nu´cleos
abstratos, como I e C), gerando menos estrutura (que e´ a ide´ia central aqui), sem no entanto perder
em conteu´do informacional45, como mostramos na a´rvore de exemplo, em (14):
VPARG=REF2
(14) VP
ColocouARG=REF1
PP
P
na
NP
N
mesa
45No exemplo, REF1 seria o argumento interno do verbo (objeto) e REF2 o externo (sujeito).
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A necessidade de extensa˜o ao modelo, com um procedimento para determinar as relac¸o˜es de
ligac¸a˜o, permaneceriam, embora nos parec¸a claro que essa mudanc¸a no tratamento de categorias
vazias na˜o impediria o funcionamento de tal procedimento.
3.4.6 A noc¸a˜o de movimento
A se´rie de alternativas discutidas ate´ aqui podem conduzir a uma conclusa˜o sobre o movimento
ou a propriedade de deslocamento no modelo de grama´tica assumido: tal propriedade seria apenas
aparente, na˜o um fenoˆmeno real. Note que “real”, aqui, tem um sentido particular: real, enquanto
evideˆncia de que um dado elemento estaria fora de uma posic¸a˜o assumida como a “de origem”.
Em nossa visa˜o, na˜o ha´ tais posic¸o˜es, pois o sistema sinta´tico na˜o precisaria delas, para vincular
os elementos distantes.
Consequentemente, na˜o haveria uma estrutura profunda e nem o processamento seria ascen-
dente como assumido. Vejamos como chegamos a estas concluso˜es. Primeiramente, se na˜o vamos
mais postular posic¸o˜es vazias na a´rvore e nem projec¸o˜es de nu´cleos abstratos, ficam bastante restri-
tos os contextos em que se assume movimento. Ademais, se optamos por na˜o postular uma posic¸a˜o
para especificadores, terminamos por eliminar as posic¸o˜es-alvo para movimento. Um modelo de
grama´tica desta natureza vai mais ao encontro das demandas de processamento. Essa aproximac¸a˜o
na˜o e´ uma necessidade a priori, mas seria muito bem-vinda, se poss´ıvel.
Resta-nos, portanto, tentar captar as relac¸o˜es de longa distaˆncia por outros meios, assumindo
que os elementos numa a´rvore esta˜o sempre in situ. Para dar uma ide´ia inicial de como isso poderia
ser feito, tomemos a sentenc¸a Quem a Maria ama?. Sem a noc¸a˜o de movimento, como poder´ıamos
explicar a relac¸a˜o entre Quem e a posic¸a˜o de argumento interno do verbo ama? Para isso, vamos
utilizar a noc¸a˜o de c-comando juntamente com a proposta da sec¸a˜o anterior, de que o argumento
e´ uma propriedade interna aos predicadores, que precisa apenas ser valorada.
Analisemos, agora, a representac¸a˜o arbo´rea proposta para a sentenc¸a, em (15), abaixo. Diante
dessa estrutura temos que nos perguntar: por qual raza˜o o sistema sinta´tico necessitaria assumir
uma posic¸a˜o ao lado do verbo, a partir da qual o elemento-Qu teria se movido, se basta, diante
desta representac¸a˜o, atribuir Quem a` propriedade ARG do verbo? Parece desnecessa´rio, se for
apenas uma questa˜o representacional.
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S
(15)
NP+wh
Quem
S
NP
A Maria
VP
amaARG=?
Na˜o temos condic¸o˜es, no momento, de discutir como o sistema faria para determinar qual
dos antecedentes (Quem ou a Maria) e´ o correto. Note que nos dois casos ter´ıamos estruturas
superficiais poss´ıveis. O que importa, no entanto, e´ ressaltar que com algumas alterac¸o˜es nas
propriedades do sistema sinta´tico, conseguimos ver um caminho para eliminar a pesada noc¸a˜o de
movimento, juntamente com o aparato te´cnico que ela demanda (representac¸a˜o de pelo menos dois
n´ıveis estruturais, constric¸o˜es de ciclicidade, posic¸o˜es-alvo, etc.).
O leitor pode perguntar, nesse momento: mas e a gama de fenoˆmenos explicados atrave´s da
operac¸a˜o de movimento? Sim, se queremos extender essas propriedades para ale´m do modelo com-
putacional, ou seja, para a teoria lingu´ıstica, temos muito trabalho pela frente. Sera˜o necessa´rias
evideˆncias para mostrar na˜o apenas que os fenoˆmenos atuais sa˜o explicados, mas, tambe´m, que e´
poss´ıvel explicar fenoˆmenos que ainda na˜o tem explicac¸a˜o satisfato´ria e que tal aparato permitira´
reconhecer novas propriedades da linguagem (que e´ o que se espera de uma proposta teo´rica alter-
nativa). No entanto, na˜o somos os primeiros a questionar a propriedade de deslocamento – outras
correntes gerativistas tambe´m o fazem – e isso na˜o deveria surpreender demasiadamente o leitor.
Vale ressaltar, ademais, que tais alterac¸o˜es na˜o constituem inovac¸o˜es absolutas. A esseˆncia
da propriedade ARG ja´ esta´ impl´ıcita no conceito de vest´ıgio ou co´pia. O que fizemos foi toma´-la
como propriedade do predicador, ao inve´s de postular uma posic¸a˜o na a´rvore para ela. Sabemos, e´
claro, que ha´ outras (mais complexas) relac¸o˜es de longa distaˆncia a considerar, ale´m de uma se´rie
de complexidades que o exemplo abstrai, por ter uma intenc¸a˜o dida´tica. A continuac¸a˜o da pesquisa
certamente passara´ por tais ana´lises.
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3.5 Outras questo˜es correlatas
3.5.1 Ordem na aprendizagem
Berwick afirma (ver sec¸a˜o 2.1.11) que o procedimento de aquisic¸a˜o e´ capaz de agir como um
filtro, ordenando intrinsecamente a aquisic¸a˜o de regras de base (independentemente da ordem dos
dados). Com relac¸a˜o a`s transformacionais, ele afirma que no modelo – se tomadas par a par –
elas podem ser adquiridas em qualquer ordem (ou seja, isso vai depender a ordem de apresentac¸a˜o
dos dados de entrada). Isso sugere, portanto, que na˜o ha´ uma ordem intr´ınseca entre elas. Com
dados ordenados, a implementac¸a˜o se comportou como a previsa˜o de Berwick. Restava, portanto,
investigar os resultados para uma apresentac¸a˜o aleato´ria dos dados.
3.5.2 Efeitos de uma ordem aleato´ria dos dados de entrada
A aplicac¸a˜o da ordem aleato´ria aos dados de entrada confirmou o que Berwick previra: o
procedimento e´ capaz de “filtrar” os dados de tal maneira que a aprendizagem segue uma ordem
intr´ınseca, quanto a`s regras de base (ou seja, regras para a construc¸a˜o de sintagmas sa˜o pouco
afetadas46, independentemente da ordem dos dados). Ficou claro tambe´m que quando a ordem e´
aleato´ria, havera´ variabilidade na ordem de aquisic¸a˜o de regras transformacionais e que e´ preciso
que cada sentenc¸a que leva a` aquisic¸a˜o de uma dada regra aparec¸a pelo menos uma vez “no mo-
mento certo” para sua aquisic¸a˜o. E´ esta assunc¸a˜o que garante a aquisic¸a˜o de todo o conhecimento
gramatical previsto neste modelo.
3.5.3 Dados de entrada ideais x reais
Os DLP assumidos por Berwick sa˜o idealizados, como amplamente assumido pela teoria.
Isto significa que Berwick na˜o considerou dados que refletissem mais exatamente o que se “veˆ”
na aquisic¸a˜o, durante os diversos esta´gios. E´ fa´cil verificar que tal conjunto (dados reais) e´ muito
distinto dos dados idealizados. Para ver um exemplo, tomemos uma pequena lista de sentenc¸as
46Basicamente, ha´ efeitos na generalizac¸a˜o das regras, o que seria resolvido facilmente com a exposic¸a˜o a mais
dados.
95
96 3.5. Outras questo˜es correlatas
dirigidas a` crianc¸a, numa interac¸a˜o em portugueˆs, retirada da base CHILDES47 e suficiente para
concluir que os DLP reais sa˜o de outra natureza:
de quem e´?
pode.
por que na˜o fez isso?
vamos brincar um pouco hoje?
quer um papel? quer?
a mama˜e vai ficar trabalhando aqui no escrito´rio.
ta´?
olha o papel.
vai ficar aqui trabalhando.
que foi?
como e´ que chama? Pa´?
abre aqui.
que que a mama˜e fez?
com eles?
ne´?
como e´ que chama esse?
ma´quina.
como e´ que chama o auau do vovoˆ? hein?
e´.
ele pegou a ma˜o?
ele passou?
como foi?
que que voceˆ foi dar pro auau?
voceˆ bateu?
que que voceˆ (es)ta´ fazendo?
furo(u).
furou o papel.
voceˆ deu?
deu?
vai buscar penico.
vai buscar penico pra mostrar pra titia onde que o Paulo faz cocoˆ.
na˜o e´ boi?
Os dados acima foram dirigidos a uma crianc¸a de 1 ano e 8 meses, ou seja, ainda em esta´gios
iniciais da aquisic¸a˜o. Fica claro, com este pequeno trecho, o quanto os dados sa˜o distintos do ideal
e o quanto a interac¸a˜o esta´ baseada no contexto discursivo (o que justifica tambe´m a idealizac¸a˜o
dos dados, com relac¸a˜o aos pape´is tema´ticos). Portanto, a idealizac¸a˜o dos dados seria uma forma
47URL: http://childes.psy.cmu.edu/, arquivo pau001.cha. Base acessada em agosto de 2008 e parece na˜o estar
mais dispon´ıvel online. Os dados foram preparados, retirando-se as produc¸o˜es da crianc¸a, deixando apenas as dos
acompanhantes, dirigidas diretamente a ela. Tambe´m retiramos s´ımbolos de transcric¸a˜o irrelevantes neste contexto.
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de “reconstruir”, de trazer a parte que se julga relevante do contexto discursivo para o contexto
sentencial.
Essa e´ uma metodologia coerente com a base teo´rica e necessa´ria ao o modelo em discussa˜o.
Por outro lado, acreditamos que os dados acima e sua dependeˆncia em relac¸a˜o ao contexto discursivo
na˜o sa˜o problemas imposs´ıveis de contornar e podem ate´ ser vistos como uma espe´cie de evideˆncia
em favor das possibilidades teo´ricas comentadas neste cap´ıtulo. A explorac¸a˜o desse ponto, no
entanto, ficou como um objetivo para pesquisas futuras.
3.6 Suma´rio das ide´ias centrais
Neste cap´ıtulo nos permitimos deliberadamente questionar pressupostos teo´ricos correntes,
no intuito de encontrar meios na˜o apenas de tornar o modelo de aquisic¸a˜o mais robusto – em
termos do conhecimento lingu´ıstico abarcado – mas, tambe´m e principalmente, de conduzir a ana´lise
dos fenoˆmenos sinta´ticos a um n´ıvel que consideramos mais abstrato. A discussa˜o feita pode ser
sumarizada como segue:
(16) • Na˜o trabalhar com uma ordem (Spec-Head-Compl) fixa. Pode-se utilizar o Paraˆmetro
da Direc¸a˜o da Ramificac¸a˜o no modelo de aquisic¸a˜o como um dos meios (heur´ısticos) de
resolver questo˜es de ordem.
• Ha´ alguma propriedade, compartilhada entre sintagmas em geral, que permite que sintag-
mas de natureza diferente possam ser analisados como elementos em posic¸o˜es nominais.
E´ preciso um sistema de trac¸os distintivos mais adequado para a compreensa˜o dos pro-
cessos sinta´ticos, que provavelmente sera´ mais rico e distinto do conjunto assumido por
Berwick (e outros similares). Ale´m disso, tal sistema devera´ ser mais voltado a` compo-
sicionalidade, do que a` distinc¸a˜o de categorias.
• Certos trac¸os podem ter natureza distinta dos demais e e´ importante mapear estas dis-
tinc¸o˜es, visto que seria surpreendente se elas na˜o tivessem impacto na sintaxe (por exem-
plo, trac¸os que entram em relac¸a˜o de concordaˆncia).
• Utilizar um trac¸o (p.e., ±func) para distinguir entre categorias que modificam nomes e
verbos, de um lado, e os pro´prios nomes e verbos, de outro.
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• Certos fenoˆmenos sinta´ticos (HORNSTEIN; WEINBERG, 1981) parecem indicar que
a sintaxe trabalha de forma mais dinaˆmica, no sentido de lidar com uma espe´cie de
composicionalidade dos elementos. Assim, na˜o projetar nu´cleos +func. Na relac¸a˜o
item[+func] e NP/VP, projetar NP ou VP. Esta projec¸a˜o, no entanto, teria como con-
junto de trac¸os a unia˜o dos conjuntos de trac¸os do item funcional e do NP ou VP.
• Tanto a subespecificac¸a˜o de trac¸os quanto a valorac¸a˜o negativa (quando omitidos) po-
dem ter pape´is em um modelo de aquisic¸a˜o (e de grama´tica), que precisam ser melhor
determinados.
• A posic¸a˜o de especificador pode deixar de ser um primitivo da sintaxe, no modelo
de grama´tica, passando a ser apenas a interpretac¸a˜o dada a uma configurac¸a˜o par-
ticular, a saber, quando um item e´ complemento de um nu´cleo predicador complexo
(Nu´cleo+Complemento).
• Categorias vazias na˜o seriam analisadas como posic¸o˜es na a´rvore, mas como ponteiros
referenciais internos aos predicadores (e a serem vinculados a elementos referenciais).
• Assumir que os elementos na a´rvore esta˜o sempre in situ, que na˜o ha´ movimento e,
portanto, nem estrutura profunda.
• E´ preciso um procedimento que adjunja itens topicalizados ou elementos-Qu ao topo da
a´rvore, que na˜o demande pseudo-pape´is tema´ticos.
• A noc¸a˜o de grade argumental para nomes e, principalmente, verbos, reflete um aspecto
lingu´ıstico, pore´m que acreditamos ser de cara´ter mais dicionar´ıstico do que sinta´tico,
para que fac¸a parte de um modelo de aquisic¸a˜o da grama´tica. A priori, portanto, a ide´ia
seria na˜o utilizar essa informac¸a˜o no modelo.
• Por fim, e´ preciso identificar e eliminar da especificac¸a˜o do modelo as caracter´ısticas
determinadas por idiossincrasias do ingleˆs e l´ınguas semelhantes.
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4.1 Considerac¸o˜es iniciais
No cap´ıtulo anterior levantamos uma se´rie de questionamentos, problematizac¸o˜es e sugesto˜es
alternativas, no intuito de encontrar meios de robustecer o analisador e o procedimento de aquisic¸a˜o.
Este sera´ o passo seguinte da pesquisa, investigar se tais modificac¸o˜es sa˜o de fato plaus´ıveis, via´veis
(implementacionalmente) e se trazem os resultados emp´ıricos desejados, que va˜o em duas direc¸o˜es
principais: universalidade lingu´ıstica e a extensa˜o da grama´tica abarcada. Atingindo estes re-
sultados, queremos crer que o passo seguinte sera´ o de extender tal aparato a` teoria lingu´ıstica,
investigando suas implicac¸o˜es em relac¸a˜o aos pressupostos teo´ricos correntes.
Quanto ao modelo de aquisic¸a˜o estudado aqui, sabemos que ao aplicar tais modificac¸o˜es ao
modelo, este deixara´ de ser baseado na GT, pois, com base em (16), o conceito de transformac¸a˜o
deixa de ser relevante. Mais do que isso, entendemos que para aplicar tais modificac¸o˜es e´ preciso
conceber todo o modelo de aquisic¸a˜o novamente, aprofundando nas implicac¸o˜es de cada modificac¸a˜o
sobre a aprendizagem.
Vale observar que o modelo de Berwick, como concebido, faz um uso mı´nimo de informac¸o˜es
semaˆnticas (basicamente, os pape´is tema´ticos). A teoria mostra, no entanto, que as relac¸o˜es
sinta´ticas sa˜o em parte determinadas por outras informac¸o˜es semaˆnticas, como a s-selec¸a˜o, por
exemplo. Portanto, sera´ importante investigarmos essa questa˜o, para compreender o papel de tais
informac¸o˜es e desenvolver um modelo mais abrangente, linguisticamente.
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Uma particularidade neste tipo de investigac¸a˜o e´ que temos que lidar constantemente com de-
mandas de processamento, buscando formas de equaliza-las com as teorias lingu´ısticas vigentes, de
cara´ter mais representacional. Este e´ um desafio importante e que coloca questo˜es fundamentais a`
respeito do funcionamento da linguagem (na mente humana). Sera´ que demandas de processamento
devem ser levadas em conta, pela teoria lingu´ıstica? Sera´ que uma abordagem apenas represen-
tacional/derivacional e´ suficiente para explicar a Faculdade da Linguagem? Estas sa˜o questo˜es
profundas e ainda em aberto.
Entretanto, o leitor deve ter notado que ha´ uma ide´ia impl´ıcita em todo este trabalho e – em
particular – nas discusso˜es que fazemos: pensamos ser poss´ıvel, embora na˜o necessa´rio, que soluc¸o˜es
que parecem interessantes a um modelo computacional de aquisic¸a˜o de linguagem – baseado em
teorias lingu´ısticas, mas submetido a demandas de processamento – possam ser tambe´m soluc¸o˜es
interessantes para os pro´prios modelos teo´ricos. E´ com isto em mente que nos permitimos falar em
revisa˜o da teoria. Podemos estar enganados, no entanto, e reconhecemos isso. Pore´m, na˜o ha´ nada
que contra-indique ou mesmo desmotive esta visa˜o a priori.
4.2 Reflexos para uma teoria de aprendizagem
Uma das principais virtudes do modelo em Berwick (1985) e´ a de propor e formalizar uma
teoria de aprendizagem para o processo de aquisic¸a˜o. Sua proposta tem limitac¸o˜es, de fato, pois na˜o
e´ universal e mesmo para o ingleˆs ela abarca apenas uma pequena parte da grama´tica. Ainda assim,
sua importaˆncia precisa ser ressaltada, em face da lacuna de propostas concretas de formalizac¸a˜o
de uma teoria de aprendizagem1, na literatura aquisicional gerativista.
Todas as caracter´ısticas do analisador, tais como o formato das regras, as estruturas de
dados, as ac¸o˜es poss´ıveis e o ordenamento das mesmas, o formato dos dados de entrada, entre
outros, foram pensadas em virtude de uma teoria de aprendizagem que toma como base, duas
constric¸o˜es importantes. A primeira e´ a constric¸a˜o proposta por Culicover e Wexler (1980), a
BDE2, que afirma que para a aquisic¸a˜o ser poss´ıvel (e determin´ıstica) e´ necessa´rio que o aprendiz
1Ale´m do trabalho de Berwick e de Culicover e Wexler (1980), desconhecemos outras propostas formais para a
aquisic¸a˜o, com base na teoria gramatical de base chomskiana. Modelos com base noutras propostas, como a GPSG
ou LFG, sa˜o comentados em Idsardi (1985).
2Bounded Degree of Error, que pode ser traduzida como Grau de Erro Circunscrito.
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seja capaz de identificar todos os erros de ana´lise (ou seja, todos os contextos gramaticais distintos)
dentro de um espac¸o restrito e pre´-determinado, que os autores propo˜em como sendo de grau-2, em
outras palavras, sentenc¸as com ate´ dois encaixamentos (ver sec¸a˜o 1.1.3).
A segunda constric¸a˜o foi proposta por Berwick, a BCP3, com o argumento de que analisi-
bilidade e aprendibilidade esta˜o relacionadas e, mais que isso, mostrando formalmente que “fa´cil”
analisibilidade (BCP) implica fa´cil aprendibilidade (BDE). O modelo de aquisic¸a˜o, portanto, foi
especificado por Berwick para atender ao BCP.
Do mesmo modo, se vamos investigar as possibilidades em (16), sera´ necessa´rio repensar as
caracter´ısticas formais do modelo de aquisic¸a˜o (analisador e procedimento de aquisic¸a˜o), para aten-
der a`s novas demandas que sera˜o colocadas. Seria interessante se pude´ssemos, inclusive, trazer os
conceitos de BDE e BCP para essa especificac¸a˜o. Ademais, queremos ter sempre em mente o arca-
bouc¸o proposto por Culicover e Wexler (1980), para uma teoria de aprendizagem. Se conseguirmos,
apo´s implementar as mudanc¸as, formalizar o modelo de tal modo que as propostas formais destes
autores ainda se mantenham, teremos chegado a um resultado muito bem-vindo.
Nesse momento, na˜o temos ide´ia da apareˆncia que o novo modelo tera´. No entanto, assumindo
que a alternativa que nos propomos investigar pode conduzir a uma separac¸a˜o mais clara entre os
aspectos invaria´veis das l´ınguas e aqueles mais idiossincra´tricos, gerando um conjunto menor de
relac¸o˜es a serem capturadas pelo modelo4 e realc¸ando o cara´ter local das relac¸o˜es, teremos condic¸o˜es
de desenvolver uma teoria formal de aprendizagem para este fim.
4.3 Considerac¸o˜es finais
Em termos espec´ıficos, a pesquisa teve demandas inesperadas, inicialmente, que nos fizeram
entrar em contato com trabalhos fundadores da grama´tica gerativa, como o de Chomsky (1957).
Isso acabou sendo muito valioso na˜o apenas para a pesquisa em si, pois permitiu uma compreensa˜o
mais profunda do modelo de Berwick, mas principalmente por nos permitir compreender como os
passos iniciais da teoria gerativa ainda mante´m uma ligac¸a˜o ı´ntima com as propostas mais recentes,
incluindo a´ı as minimalistas.
3Bounded Context Parsability, que podemos traduzir como Analisibilidade em Contexto Circunscrito.
4Como a auseˆncia de especificadores, projec¸o˜es abstratas e categorias vazias, por exemplo.
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No que tange ao modelo de Berwick, conclu´ımos que a infereˆncia dos detalhes, a imple-
mentac¸a˜o do modelo e a obtenc¸a˜o de resultados, atingiram um n´ıvel satisfato´rio (esperamos que o
trabalho tenha confirmado isso). Certas lacunas permaneceram, ate´ porque na˜o foi poss´ıvel esta-
belecer um contato direto com Berwick, no sentido de compreender alguns pontos mais obscuros,
o que ajudaria a obter uma implementac¸a˜o mais fiel a` ide´ia original. Por outro lado, seguir uma
caminho pro´prio e solita´rio acabou sendo uma experieˆncia engrandecedora, bastante desafiadora
em alguns momentos, principalmente naqueles detalhes em que na˜o havia alternativa a na˜o ser
propor uma soluc¸a˜o pro´pria, em face da auseˆncia de material conclusivo em Berwick (1985).
Por fim, acreditamos que ha´ mais elementos a explorar em Berwick (1985). Seu trabalho –
apesar da limitac¸a˜o apontada aqui e de na˜o fornecer o co´digo-fonte da implementac¸a˜o – e´ rico e
denso em va´rios aspectos (teoria de aprendibilidade, formalizac¸a˜o de noc¸o˜es teo´ricas, entre outros).
A cada retorno que fizemos a` obra, em func¸a˜o da pesquisa, uma nova informac¸a˜o era encontrada,
uma discussa˜o importante que havia passado despercebida em outros momentos emergia, um novo
detalhe despontava. Agora que chegamos ao final desta pesquisa, a sensac¸a˜o e´ a de que o modelo em
si seja, talvez, o menos importante, ou melhor, seja apenas “uma desculpa” para Berwick introduzir
uma se´rie de questo˜es importantes sobre grama´tica, aquisic¸a˜o, aprendibilidade, etc., que, certas ou
erradas, engendram importantes reflexo˜es para os estudiosos da a´rea.
102
Bibliografia
BERWICK, R. C. The Acquisition of Syntactic Knowledge. Cambridge, Massachusetts: The MIT
Press, 1985.
BERWICK, R. C. (Ed.). Principle-Based Parsing: Computational and Psycholinguistics.
Dordrecht, The Netherlands: Kluwer Academic Publishers, 1992.
CHOMSKY, N. Syntactic structures. Den Haag: Mouton, 1957.
CHOMSKY, N. Aspects of the theory of syntax. Cambridge, MA: The MIT Press, 1965.
CHOMSKY, N. Remarks on nominalizations. In: JACOBS, R. A.; ROSENBAUM, P. S. (Ed.).
Readings in English transformational grammar. [S.l.]: Waltham (Mass.), 1970. p. 184–221.
CHOMSKY, N. Knowledge of Language: its nature, origin and use. New York: Praeger, 1986.
CHOMSKY, N. A minimalist program for linguistic theory. In: HALE, K.; KEYSER, S. J. (Ed.).
The View from Building 20 – Essays in Linguistics in Honor of Sylvain Bromberger. Cambridge,
Massachusetts: MIT Press, 1993. p. 1–52.
CHOMSKY, N. Bare Phrase Structure. Cambridge: MIT Working Papers in Linguistics, 1994.
(MIT Occasional Papers in Linguistics).
CHOMSKY, N. The minimalist program. Cambridge, Massachusetts: The MIT Press, 1995.
CINQUE, G. Adverbs and Functional Heads. A Cross-Linguistic Perspective. New York / Oxford:
Oxford University Press, 1999.
CULICOVER, P. W.; WEXLER, K. Formal Principles of Language Acquisition. Cambridge,
Massachusetts: The MIT Press, 1980.
DALRYMPLE, M. Lexical Functional Grammar. New York: Academic Press, 2001. (Syntax and
Semantics, v. 34).
FALK, Y. N. Structure of “sentence”. 2006. Dispon´ıvel em: <http://pluto.huji.ac.il/˜msyfalk-
/StrucFunc/>.
FODOR, J. D. Parsing to learn. Journal of Psycholinguistic Research, v. 27, n. 3, p. 339–374,
1998.
GAZDAR, G.; KLEIN, E.; PULLUM, G. K.; SAG, I. A. Generalized Phrase Structure Grammar.
Cambridge, Massachusetts: Blackwell; Harvard University Press, 1985.
GIBSON, E.; WEXLER, K. Triggers. Linguistic Inquiry, v. 25, p. 407–454, 1994.
103
104 Bibliografia
GRIMSHAW, J. Extended projection and locality. In: COOPMANS, P.; EVERAERT, M.;
GRIMSHAW, J. (Ed.). Lexical Specification and Insertion. [S.l.]: Benjamins, 2000. p. 115–133.
HALE, K.; KEYSER, S. J. On argument structure and the lexical expression of syntactic relations.
In: . [S.l.]: MIT Press, 1993. cap. 2, p. 53–109.
HARLEY, H.; NOYER, R. State of the article: Distributed morphology. GLOT Internacional,
v. 4, n. 4, p. 3–9, 1999.
HORNSTEIN, N.; NUNES, J.; GROHMANN, K. K. Understanding Minimalism. New York:
Cambridge University Press, 2005. (Cambridge Textbooks in Linguistics).
HORNSTEIN, N.; WEINBERG, A. Case theory and preposition stranding. Linguistic Inquiry,
v. 12, p. 55–92, 1981.
IDSARDI, W. Syntax in formal models of language acquisition. Toronto Working Papers in
Linguistics, v. 6, p. 61–82, 1985.
KISSINE, M. Why will is not a modal. Natural Language Semantics, v. 16, n. 2, p. 129–155, June
2008. Dispon´ıvel em: <http://dx.doi.org/10.1007/s11050-008-9028-0>.
LOBATO, L. M. P. Sintaxe Gerativa do Portugueˆs: da Teoria Padra˜o a` Teoria de Regeˆncia e
Ligac¸a˜o. Belo Horizonte: Vig´ılia, 1986.
LUST, B. Functional projection of cp and phrase structure parameterization: An argument for
the strong continuity hypothesis. In: LUST, B.; SUn˜ER, M.; WHITMAN, J. (Ed.). Syntactic
theory and first language acquisition: Cross-linguistic perspectives, Vol. 1: Heads, projections, and
learnability. Hillsdale, NJ: Lawrence Erlbaum Associates, 1994. p. 85–118.
MAZUKA, R. Can a grammatical parameter be set before the first word? prosodic contributions
to early setting of a grammatical parameter. In: MORGAN, J. L.; DEMUTH, K. (Ed.). Signal
to syntax: Bootstrapping from speech to grammar in early acquisition. Mahwah, NJ: Lawrence
Erlbaum Associates, 1996. p. 313–330.
MAZUKA, R. The Development of Language Processing Strategies: a cross-linguistic study
between Japanese and English. Mahwah, New Jersey: Lawrence Erlbaum Associates, Publishers,
1998.
MEISEL, J. M. Parameters in acquisition. In: FLETCHER, P.; MACWHINNEY, B. (Ed.). The
Handbook of Child Language. Oxford: Blackwell Publishers Ltd., 1995. p. 10–35.
MIOTO, C.; SILVA, M. C. F.; LOPES, R. E. V. Novo manual de sintaxe. Floriano´polis: Insular,
2007.
MUYSKEN, P.; RIEMSDIJK, H. C. v. Online - Google Books, Book, Features and projections /
[edited by] Pieter Muysken and Henk van Riemsdijk. [S.l.]: Foris, Dortrecht, Holland ; Riverton,
U.S.A. :, 1986. viii, 254 p. : p.
NIYOGI, P. The computational study of diachronic linguistics. In: LIGHTFOOT, D. (Ed.).
Syntactic Effects of Morphological Change. Cambridge University Press, 2002. Dispon´ıvel em:
<http://www.isrl.uiuc.edu/˜amag/langev/paper/niyogi02digs.html>.
104
Bibliografia 105
NIYOGI, P.; BERWICK, R. C. The logical problem of language change: A case study of european
portuguese. Syntax: A Journal of Theoretical, Experimental, and Interdisciplinary Research, v. 1,
n. 2, p. 192–205, 1998.
POLLARD, C.; SAG, I. A. Head-Driven Phrase Structure Grammar. Chicago: University of
Chicago Press, 1994.
RIZZI, L. (Ed.). The Structure of CP and IP. New York: Oxford University Press, 2004. (Oxford
Studies in Comparative Syntax).
ROBERTS, I. Diachronic Syntax. New York: Oxford Univertity Press, 2007.
STEEDMAN, M. The Syntactic Process. Cambridge: MIT Press, 2000.
YANG, C. Grammar competition and language change. In: LIGHTFOOT, D. (Ed.). Syntactic
Effects of Morphological Change. [S.l.]: Cambridge University Press, 2002. p. 367–380.
105
Apeˆndice A
Regras Adquiridas
A.1 Observac¸o˜es gerais
Abaixo, disponibilizamos dois conjuntos de regras finais: (i) as regras finais apresentadas em
Berwick (1985), exceto as regras para processar verbos (anexando-os ao nu´cleo do SV, como na
regra attach-verb-kiss), pois estas variam muito em func¸a˜o do conjunto de sentenc¸as fornecidas,
sem consequeˆncias relevantes para a discussa˜o; e (ii) as regras finais obtidas pela implementac¸a˜o,
tambe´m excetuando as regras para nu´cleos verbais.
A.2 Regras apresentadas por Berwick
Regras para analisar Comp:
Regra attach-comp
CYC is *
C is Xmax –N –V +A +P —SPEC—ˆHEAD—COMP
[–N –V +A +P] [ * ] [ * ] −→
ANEXE
Regra attach-sent
CYC is *
C is Xmax –N –V +A +P —SPEC—HEAD—ˆCOMP
[Xmax –N +V +A +P] [ * ] [ * ] −→
ANEXE
Regra attach-wh-comp
CYC is *
C is Xmax –N –V +A +P —SPEC—ˆHEAD—COMP
[wh] [–N +V +A +P] [+N –V] −→
ANEXE
Regras para analisar sentenc¸as:
Regra attach-subject
CYC is nil
C is Xmax –N +V +A +P —ˆSPEC—HEAD—COMP
1
2 A.2. Regras apresentadas por Berwick
[Xmax +N –V +A –P] [–N +V +tense] [ * ] −→
ANEXE
Regra attach-embedded-subject
CYC is Xmax –N –V +A +P
C is Xmax –N +V +A +P —ˆSPEC—HEAD—COMP
[Xmax +N –V +A –P] [–N +V ±tense] [ * ] −→
ANEXE
Regra attach-infl
CYC is *
C is Xmax –N +V +A +P —SPEC—ˆHEAD—COMP
[–N +V +A +P] [–N] [ * ] −→
ANEXE
Regra attach-vp
CYC is *
C is Xmax –N +V +A +P —SPEC—HEAD—ˆCOMP
[Xmax –N +V +P –A] [ * ] [ * ] −→
ANEXE
Regras para SNs:
Regra attach-det
CYC is *
C is Xmax +N –V +A –P —ˆSPEC—HEAD—COMP
[+N –V –P –A] [+N –V +A] [ * ] −→
ANEXE
Regra attach-adj
CYC is *
C is Xmax +N –V +A –P —ˆSPEC—HEAD—COMP
[+N –V +P +A] [+N –V +A] [ * ] −→
ANEXE
Regra attach-noun
CYC is *
C is Xmax +N –V +A –P —SPEC—ˆHEAD—COMP
[+N –V +A –P] [ * ] [ * ] −→
ANEXE
Regra attach-relative-clause
CYC is *
C is Xmax +N –V +A –P —SPEC—HEAD—ˆCOMP
[–N –V +A +P] [ * ] [ * ] −→
ANEXE
Regra attach-pp
CYC is *
C is Xmax +N –V +P –A —SPEC—HEAD—ˆCOMP
[Xmax –N –V] [ * ] [ * ] −→
ANEXE
2
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Regras para SVs:
Regra attach-object
CYC is *
C is Xmax –N +V +P –A —SPEC—HEAD—ˆCOMP
[Xmax +N –V +A –P] [ * ] [ * ] −→
ANEXE
Regra attach-pp
CYC is *
C is Xmax –N +V +P –A —SPEC—HEAD—ˆCOMP
[Xmax –N –V] [ * ] [ * ] −→
ANEXE
Regras para INFL (Aux):
Regra to-infinitive
CYC is –N +V +A +P
C is Xmax –N +V +A +P —SPEC—ˆHEAD—COMP
[to –N +V +A +P] [–N +V +P –A –tense] [ * ] −→
ANEXE
Regra perfective
CYC is *
C is Xmax –N +V —SPEC—ˆHEAD—COMP
[have –N +V] [–N +V +en] [ * ] −→
ANEXE
Regra progressive
CYC is *
C is Xmax –N +V —SPEC—ˆHEAD—COMP
[be –N +V] [–N +V ing ] [ * ] −→
ANEXE
Regra modal
CYC is *
C is Xmax –N +V +A +P —SPEC—ˆHEAD—COMP
[could –N +V +A +P] [–N +V –tense] [ * ] −→
ANEXE
Regra do
CYC is –N +V +A +P
C is Xmax –N +V +A +P —SPEC—ˆHEAD—COMP
[do –N +V +A +P] [–N +V +P –A –tense] [ * ] −→
ANEXE
Regra passive-be
CYC is *
C is Xmax –N +V +A +P —SPEC—ˆHEAD—COMP
[be] [–N +V +P –A +Sed] [ * ] −→
ANEXE
3
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Regra infl-attach
CYC is *
C is Xmax –N +V +A +P —SPEC—HEAD—ˆCOMP
[Xmax –N +V +A +P] [ * ] [ * ] −→
ANEXE
Regras para SPs:
Regra attach-prep
CYC is *
C is Xmax –N –V —SPEC—ˆHEAD—COMP
[–N –V] [+N –V] [ * ] −→
ANEXE
Regra attach-pp-obj
CYC is *
C is Xmax –N –V —SPEC—HEAD—ˆCOMP
[Xmax +N –V] [ * ] [ * ] −→
ANEXE
Regras transformacionais:
Regra subject-aux-inversion
CYC is nil
C is Xmax –N +V +A +P —ˆSPEC—HEAD—COMP
[–N +V +A +P +tense] [Xmax +N –V +A –P] [–N +V] −→
INVERTA
Regra imperative
CYC is nil
C is Xmax –N +V +A +P —ˆSPEC—HEAD—COMP
[–N +V +P –A –tense] [ * ] [ * ] −→
INSIRA YOU
Regra passive
CYC is * Regra passive-be
C is Xmax –N +V +P –A —SPEC—HEAD—ˆCOMP
[ * ] [ * ] [ * ] −→
INSIRA VESTI´GIO
Regra wh-insert
CYC is *
C is Xmax –N +V +P –A —SPEC—HEAD—ˆCOMP
Rule attach-wh-comp
[–N +V] [ * ] [ * ] −→
INSIRA VESTI´GIO
Regra insert-want-NP
CYC is Xmax –N +V +A +P Rule attach-want
C is Xmax –N +V +A +P —ˆSPEC—HEAD—COMP
4
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[to –N +V +A +P] [–N +V +P –A –tense] [ * ] −→
INSIRA VESTI´GIO
Regra insert-try-NP
CYC is Xmax –N +V +A +P
C is Xmax –N +V +A +P —ˆSPEC—HEAD—COMP Rule attach-try
[to –N +V +A +P] [–N +V +P –A –tense] [ * ] −→
INSIRA VESTI´GIO
Regra insert-know-NP
CYC is Xmax –N +V +A +P
C is Xmax –N +V +A +P —ˆSPEC—HEAD—COMP Rule attach-know
[to –N +V +A +P] [–N +V +P –A –tense be] [ * ] −→
INSIRA VESTI´GIO
A.3 Regras obtidas pela implementac¸a˜o
Regras para analisar Comp:
Regra attach-comp
CYC is *
C is Xmax –N –V +A +P —SPEC—ˆHEAD—COMP
[–N –V +A +P] [+N –V +P] [ * ] −→
ANEXE
Regra attach-sent
CYC is *
C is Xmax –N –V +P —SPEC—HEAD—ˆCOMP
[Xmax –N +V +P] [ * ] [ * ] −→
ANEXE
Regra attach-wh-comp
CYC is *
C is Xmax –N –V +A +P +WH -PRO —SPEC—ˆHEAD—COMP
[–N –V +A +P +WH -PRO] [ * ] [ * ] −→
ANEXE
Regra attach-adverbial-wh
CYC is *
C is Xmax –N –V +A +P +WH —SPEC—ˆHEAD—COMP
[–N –V +A +P +WH] [–A] [ * ] −→
ANEXE
Regra attach-wh-complement
CYC is *
C is Xmax +N –V +A -P +WH -PRO —SPEC—HEAD—ˆCOMP
[Xmax –N +V +P +TENSE -IMP] [ . ] [ nil ] −→
ANEXE
Regras para analisar sentenc¸as:
5
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Regra attach-subject
CYC is *
C is Xmax –N +V +P —ˆSPEC—HEAD—COMP
[Xmax +N –V] [ * ] [ * ] −→
ANEXE
Regra attach-vp (equivalente a` infl-attach)
CYC is *
C is Xmax –N +V —SPEC—HEAD—ˆCOMP
[Xmax –N +V] [ * ] [ * ] −→
ANEXE
Regras para SNs:
Regra attach-det
CYC is *
C is Xmax +N –V –A –P —SPEC—ˆHEAD—COMP
[+N –V –P –A] [+N –V +A] [ * ] −→
ANEXE
Regra attach-adj
CYC is *
C is Xmax +N –V +A +P —SPEC—ˆHEAD—COMP
[+N –V +P +A] [+N –V +A] [ * ] −→
ANEXE
Regra attach-np-object
CYC is *
C is Xmax +N –V —SPEC—HEAD—ˆCOMP
[+N –V +A] [ * ] [ * ] −→
ANEXE
Regra attach-noun
CYC is *
C is Xmax +N –V +A –P –WH –PRO —SPEC—ˆHEAD—COMP
[+N –V +A –P –WH –PRO] [ * ] [ * ] −→
ANEXE
Regra attach-pronoun
CYC is *
C is Xmax +N –V +A –P +PRO –WH —SPEC—ˆHEAD—COMP
[+N –V +A –P +PRO –WH] [ * ] [ * ] −→
ANEXE
Regra attach-nominal-complement (equivale a` attach-relative-clause e attach-pp)
CYC is *
C is Xmax +N –V +A –P –WH –PRO —SPEC—HEAD—ˆCOMP
[–N –V +P] [ * ] [ * ] −→
ANEXE
Regras para SVs:
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Regra attach-object
CYC is *
C is Xmax –N +V +P –A —SPEC—HEAD—ˆCOMP
[Xmax +N –V] [ * ] [ * ] −→
ANEXE
Regra attach-pp
CYC is *
C is Xmax –N +V +P –A —SPEC—HEAD—ˆCOMP
[Xmax –N –V +P] [ * ] [ * ] −→
ANEXE
Regras para INFL (Aux):
Regra perfective
CYC is *
C is Xmax –N +V +A +P +TENSE +PERF –MODAL –IMP —SPEC—ˆHEAD—
COMP
[have –N +V +A +P +TENSE +PERF –MODAL –IMP] [–N +V –A +P +PART
–TENSE –IMP –PROG] [ * ] −→
ANEXE
Regra modal
CYC is *
C is Xmax –N +V +A +P –PERF —SPEC—ˆHEAD—COMP
[–N +V +A +P –PERF] [ * ] [ * ] −→
ANEXE
Regra passive-be
CYC is *
C is Xmax –N +V –A +P –PROG —SPEC—ˆHEAD—COMP
[emphbe –N +V –A +P –PROG] [ * ] [ * ] −→
ANEXE
Regras para SPs:
Regra attach-prep
CYC is *
C is Xmax –N –V –A +P —SPEC—ˆHEAD—COMP
[–N –V –A +P] [ * ] [ * ] −→
ANEXE
Regra attach-pp-obj
CYC is *
C is Xmax –N –V —SPEC—HEAD—ˆCOMP
[Xmax +N –V] [ * ] [ * ] −→
ANEXE
7
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Regras transformacionais:
Regra subject-aux-inversion
CYC is nil
C is Xmax –N +V +A +P +TENSE –MODAL –PERF –IMP —ˆSPEC—HEAD—
COMP
[–N +V +A +P +TENSE –MODAL –PERF –IMP] [Xmax +N –V +A –P –WH] [–N
+V] −→
INVERTA
Regra subject-modal-inversion
CYC is nil
C is Xmax –N +V +A +P +TENSE +MODAL –PERF –IMP —ˆSPEC—HEAD—
COMP
[–N +V +A +P +TENSE +MODAL –PERF –IMP] [Xmax +N –V +A –P –WH] [–N
+V] −→
INVERTA
Regra subject-perfective-inversion
CYC is nil
C is Xmax –N +V +A +P +TENSE –MODAL +PERF –IMP —ˆSPEC—HEAD—
COMP
[–N +V +A +P +TENSE –MODAL +PERF –IMP] [Xmax +N –V –P] [–N +V +PART]
−→
INVERTA
Regra imperative
CYC is nil
C is Xmax –N +V +P +IMP –TENSE —ˆSPEC—HEAD—COMP
[–N +V +P +IMP –TENSE] [ * ] [ * ] −→
INSIRA YOU
Regra passive
CYC is * Regra passive-be
C is Xmax –N +V +P –A –IMP –PROG —SPEC—HEAD—ˆCOMP
[ * ] [ * ] [ * ] −→
INSIRA VESTI´GIO
Regra insert-subj-trace (equivalente a` insert-want/try/know-NP)
CYC is *
C is Xmax –N +V +P –IMP —ˆSPEC—HEAD—COMP
[–N +V +P –IMP] [ * ] [ * ] −→
INSIRA VESTI´GIO
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Apeˆndice B
Caracter´ısticas computacionais gerais
B.1 Ambiente de desenvolvimento
Plataforma: Linux (Ubuntu 8.04) (http://www.ubuntu.com/)
Linguagem de programac¸a˜o: Python 2.5.2 (http://www.python.org/)
Editor de texto: Kate Editor (http://kate-editor.org/)
Este ambiente tem algumas propriedades que me agradam (ale´m do fato de serem todos sistemas
livres):
•Linux e´ ambiente poderoso (por oferecer uma se´rie de comandos extremamente u´teis).
•Python e´ uma linguagem com um o´timo poder de expressa˜o, e´ multiplataforma e vem sendo
utilizada em aplicac¸o˜es lingu´ısticas noutros projetos, como, por exemplo, o Natural Language
Toolkit (http://www.nltk.org/).
•O editor Kate e´ leve, simples de usar, orientado para lidar com diferentes linguagens de
programac¸a˜o e oferece um esquema de destaque para co´digo-fonte muito u´til. Particularmente,
na˜o sou muito fa˜ de grandes IDEs, como o Eclipse e outras.
B.2 Componentes do analisador
Bem, basicamente, o analisador consiste em um u´nico script (simple.py), que e´ executado passando-
se como paraˆmetro o nome do arquivo com sentenc¸as de entrada. Como sa´ıda, o script gera treˆs
arquivos: um arquivo contendo informac¸o˜es para verificac¸a˜o de erros, etc. (simple.py.debug); um
arquivo contedo a lista de regras finais (rules.txt); e um arquivo contendo as a´rvores geradas (nome-
do-arquivo-de-entrada.parsed). O esquema abaixo resume essa especificac¸a˜o:
simple.py
(analisador)
input.txt
simple.py.debug
rules.txt
input.txt.parsed
A execuc¸a˜o do analisador e´ simples: $ ./simple.py input.txt.
B.3 Obtenc¸a˜o do co´digo-fonte
Os interessados devem entrar em contato comigo, atrave´s do email pablofaria@gmail.com, para
obter o co´digo-fonte. O que pec¸o aos interessados (para estudo e uso do programa) e´ apenas o
9
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respeito a` autoria, na˜o deixando de cita´-la explicitamente.
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Apeˆndice C
Trechos do co´digo-fonte da implementac¸a˜o
C.1 Observac¸o˜es
Nas sec¸o˜es que seguem, disponibilizamos os trechos que consideramos mais relevantes da imple-
mentac¸a˜o, aqueles que esta˜o em relac¸a˜o direta com a especificac¸a˜o do modelo, ou seja, o fluxo geral
do analisador e do procedimento de aquisic¸a˜o, o procedimento de execuc¸a˜o de regras e o proce-
dimento de generalizac¸a˜o. Ale´m disso, vale ressaltar que em meio ao co´digo procuramos inserir
comenta´rios que facilitem a compreensa˜o, mas enfatizamos que essa documentac¸a˜o e´ limitada. O
leitor podera´ notar tambe´m que os trechos a seguir conte´m co´digo para gerac¸a˜o de informac¸a˜o de
debug, que na˜o e´ relevante para o funcionamento da implementac¸a˜o. Finalmente, para ter acesso
ao restante do co´digo, pedimos que o leitor entre em contato conosco, atrave´s das informac¸o˜es
disponbilizadas no Apeˆndice B.
C.2 Fluxo principal
1 # Usage : s imp le . py < i n p u t f i l e >
2
3 i n p u t f i l e = open ( sys . argv [ 1 ] , ’ r ’ )
4 o u t p u t f i l e = open ( sys . argv [1 ]+ ’ . parsed ’ , ’w ’ )
5 d e b u g f i l e = open ( sys . argv [0 ]+ ’ . debug ’ , ’w ’ )
6
7 # A counter used in the g e n e r a t i o n o f r u l e names
8 counter = { ’ATTACH’ : 0 , ’SWITCH’ : 0 , ’ INSERT L ITEM ’ : 0 , ’INSERT TRACE ’ :0}
9
10 # −−−−−−−−−− Assumed ( p r i o r ) knowledge ( Berwick , p .50−51) −−−−−−−−−−−−
11
12 # Basic conc ep t ua l subsystem with p o s s i b l e r o l e s f o r e x t e r n a l (E)
13 # and i n t e r n a l arguments ( I )
14 t he mat i c d i c t = { ’E ’ : [ ’AGENT’ , ’EXPERIENCER ’ , ’TOPIC ’ ] ,
15 ’ I ’ : [ ’OBJECT ’ , ’THEME’ , ’INSTRUMENT’ , ’LOCAL’ , ’RECIPIENT ’ ,
16 ’PREDICATE ’ , ’COMP’ , ’TIME ’ ]}
17
18 # L e x i c a l c a t e g o r i e s and i t s f e a t u r e p r i m i t i v e s ( the l a c k o f + or − means an unset
19 # v a l u e ) . The p r e c i s e s e t o f f e a t u r e s and o ther c a t e g o r i e s a r t TO BE LEARNED.
20 # According to Berwick , p .151 , non−maximal a t t a c h e d SPECs ( l i k e ’ the ’ ) can t r i g g e r
21 # the c r e a t i o n o f a XP f o r i t s attachment i f one does not e x i s t s y e t . The type o f
22 # t h i s XP i s d e f i n e d by the p rop er ty ’ spec−o f ’ in the Lex . C a t e g o r i e s d i c t i o n a r y .
23 l e x c a t d i c t = { ’ obj ’ :{ ’ f ’ : [ ’+N ’ , ’−V ’ , ’+A ’ , ’−P ’ ] , ’ x l a b e l ’ : ’N ’ } ,
24 ’ act ’ :{ ’ f ’ : [ ’−N ’ , ’+V ’ , ’−A ’ , ’+P ’ ] , ’ x l a b e l ’ : ’V ’ } ,
25 ’ det ’ :{ ’ f ’ : [ ’+N ’ , ’−V ’ , ’−A ’ , ’−P ’ ] , ’ x l a b e l ’ : ’D ’ } ,
26 ’ adj ’ :{ ’ f ’ : [ ’+N ’ , ’−V ’ , ’+A ’ , ’+P ’ ] , ’ x l a b e l ’ : ’A ’ } ,
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27 ’ adv ’ :{ ’ f ’ : [ ’−N ’ , ’+V ’ , ’−A ’ , ’−P ’ ] , ’ x l a b e l ’ : ’A ’ } ,
28 ’ prep ’ :{ ’ f ’ : [ ’−N ’ , ’−V ’ , ’−A ’ , ’+P ’ ] , ’ x l a b e l ’ : ’P ’ } ,
29 ’ i n f l ’ :{ ’ f ’ : [ ’−N ’ , ’+V ’ , ’+A ’ , ’+P ’ ] , ’ x l a b e l ’ : ’ I ’ } ,
30 ’comp ’ :{ ’ f ’ : [ ’−N ’ , ’−V ’ , ’+A ’ , ’+P ’ ] , ’ x l a b e l ’ : ’C ’ } ,
31 ’unknown ’ :{ ’ f ’ : [ ] , ’ x l a b e l ’ : ’X ’ }}
32 # see Berwick , p .65
33
34 # L i s t o f p o s s i b l e verb f e a t u r e s (mood , aspect , e t c . ) ( they may occur in o the r i t e n s
,
35 # l i k e adverbs )
36 v e r b f e a t = [ ’PART’ , ’TENSE ’ , ’IMP ’ , ’PROG’ ]
37 i n f l f e a t = [ ’MODAL’ , ’TENSE ’ , ’PERF ’ , ’IMP ’ ]
38 noun feat = [ ’WH’ , ’PRO’ ]
39
40 # Inventory o f s y n t a c t i c f e a t u r e s ( Berwick , p . 7 9 ) : +, − or ” unvalued ”
41 s y n t f e a t = [ ’NAME’ , ’PERSON’ , ’TENSE ’ , ’NUMBER’ , ’GENDER’ , ’ANIMATE’ , ’HUMAN’ ]
42
43 # Entry format f o r words :
44 # cat −− l e x i c a l c a t e g o r y
45 # args −− p o s s i b l e arguments (E/ I {0 , 1 , 2 . . . } ) − TO BE LEARNED IN THE
46 ACQUISITION ( d i c t :{ ’ r equ i r ed ’ : True/ False , ’ type ’ : [ X−max type ] ,
47 ’ mu l t ip l e ’ : True/ Fal se })
48 # s f e a t −− s y n t a c t i c f e a t u r e s ( l i s t )
49 # Homophonic words , from the second on , s h a l l have a index to d i f f e r e n t i a t e i t ,
50 # s t a r t i n g by 1 . Example : dr ink ( noun ) , dr ink .1 ( verb )
51 d i c t i o n a r y = { ’ ∗ t ∗ ’ :{ ’ cat ’ : ’ obj ’ , ’ s f e a t ’ : [ ] , ’ a rgs ’ :{}} ,
52 ’ you ’ :{ ’ cat ’ : ’ obj ’ , ’ s f e a t ’ : [ ] , ’ a rgs ’ :{}}}
53
54 # Equiva lence c l a s s e s o f words ( l i s t o f l i s t s ) : TO BE LEARNED
55 e q c l a s s e s = {}
56
57 # X−Bar t e m p l a t e s ( unordered and ordered )
58 x bar unord = [ ’ head ’ , ’ spec ’ , ’ comp ’ ]
59 x bar ord = [ ]
60
61 # −−−−− Parser data s t r u c t u r e s −−−−−−−−−
62
63 # The l i s t o f r u l e s ( to be acqu i red ) . Each r u l e i s a d i c t i o n a r y wi th
64 # the f o l l o w i n g f i e l d s :
65 # n −−> Rule ’ s name
66 # a −−> Rule ’ s ACTION
67 # l −−> Rule ’ s l e f t c o n t e x t
68 # r −−> Rule ’ s r i g h t c o n t e x t
69 # p −−> Rule ’ s Packet p o i n t e r
70 r u l e s l i s t = [ ]
71
72 # Provides the c a p a b i l i t y f o r hand l ing the r e c u r s i v e s y n t a c t i c s t r u c t u r e s
73 pushdown stack = [ ]
74
75 # A lookahead b u f f e r to ho ld c o n s t i t u e n t s or i n d i v i d u a l words under a n a l y s i s
76 i b u f f e r = [ ]
77
78 # A d i c t i o n a r y to mark l e x i c a l i tems as heads
79 mark = {}
80
81 # Create a l i s t o f input s e n t e n c e s
82 s e n t l i s t = l i s t ( i n p u t f i l e )
83
84 prog r e s s = Progres s ( l en ( s e n t l i s t ) )
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85
86 # Process each input sentence ( change the ’ w h i l e ’ l i n e f o r the ’ f o r ’ l i n e
87 # above to randomly a cce s s the input s e n t e n c e s )
88
89 #f o r i n p u t s e n t e n c e in i n p u t f i l e :
90 while l en ( s e n t l i s t ) > 0 :
91 input s en t ence = s e n t l i s t . pop (0 )
92
93 # This i s f o r random s e l e c t i o n o f inpu t s e n t e n c e s
94 #i n p u t s e n t e n c e = random . c ho i ce ( s e n t l i s t )
95 #s e n t l i s t . remove ( i n p u t s e n t e n c e )
96
97 # S t r i p whi t e space and l i n e f e e d to check f o r content to p roce s s
98 input s en t ence = input s en t ence . r e p l a c e ( ’ \n ’ , ’ ’ ) . s t r i p ( )
99 i f i nput s en t ence == ’ ’ or i nput s en t ence . s t a r t s w i t h ( ’#’ ) :
100 # Ignore b lank or comment l i n e s
101 continue
102
103 # Create input b u f f e r
104 input s en t ence = input s en t ence . r e p l a c e ( ’ +’ , ’ ’ )
105 i b u f f e r = input s en t ence . s p l i t ( ’ ’ )
106 i f i b u f f e r [ l en ( i b u f f e r )−1] != ’ . ’ :
107 i b u f f e r . append ( ’ . ’ )
108
109 d e b u g f i l e . wr i t e (u ’ \nAnalisando [ ’ + input s en t ence + ’ ]\n\n ’ )
110
111 l e x c a t = None
112 for c e l l in i b u f f e r :
113 ’ ’ ’
114 I n s e r t unknown words in the d i c t i o n a r y .
115 ’ ’ ’
116 # Format : [ word :LEX−CAT:THETA−ROLE:THEMATIC−STRUCTURE:ADITIONAL−FEATURES ]
117 tmp = c e l l . s p l i t ( ’ : ’ )
118 word = tmp [ 0 ] . lower ( )
119 i f l en (tmp) > 1 :
120 l e x c a t = tmp [ 1 ] . lower ( )
121 else :
122 l e x c a t = ’unknown ’
123 i f word != ’ . ’ and word not in d i c t i o n a r y . keys ( ) :
124 d i c t i o n a r y [ word ] = { ’ cat ’ : l e x c a t , ’ s f e a t ’ : [ ] , ’ a rgs ’ :{}}
125 d e b u g f i l e . wr i t e ( ’ Criou entrada no d i c i o n a´ r i o para ” ’ + word + ’ : ’ +
l e x c a t + ’ ”\n ’ )
126
127 d e b u g f i l e . wr i t e ( ’ \n ’ )
128
129 # Clear pushdown s t a c k
130 del pushdown stack [ : ]
131 try :
132 # A u x i l i a r v a r i a b l e s f o r the a p p l i c a t i o n o f SWITCH
133 f l a g s w = −1
134 bk parse r = None
135
136 c e l l p o s = 0
137 while l en ( i b u f f e r ) > 0 and c e l l p o s < l en ( i b u f f e r ) :
138 c u r r e n t b u f f e r c e l l = i b u f f e r [ c e l l p o s ]
139 c u r r e n t a c t i v e n o d e = None
140 c u r r e n t c y c l i c n o d e = None
141
142 t h e t a r o l e = None
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143 t h e t a s t r u c = [ ]
144 s y n t f e a t = [ ]
145 i f i s i n s t a n c e ( c u r r e n t b u f f e r c e l l , ( s t r ) ) :
146 # words come in [ word : ca t :THETA−ROLE:THEMATIC−STRUCTURE ] format
147 tmp = i b u f f e r [ c e l l p o s ] . s p l i t ( ’ : ’ )
148 i f l en (tmp) > 2 :
149 t h e t a r o l e = tmp [ 2 ] . upper ( )
150 i f l en (tmp) > 3 and tmp [ 3 ] . s t r i p ( ) != ’ ’ :
151 t h e t a s t r u c . extend (tmp [ 3 ] . upper ( ) . s p l i t ( ’ , ’ ) )
152 i f l en (tmp) > 4 :
153 s y n t f e a t . extend (tmp [ 4 ] . upper ( ) . s p l i t ( ’ , ’ ) )
154 # E x p l i c i t n e g a t i v e f e a t u r e s f o r v e r b s / i n f l /noun
155 i f l en (tmp) > 1 :
156 i f tmp [ 1 ] == ’ act ’ :
157 for f in v e r b f e a t :
158 i f ( ’+ ’+f ) not in s y n t f e a t and ( ’− ’+f ) not in
s y n t f e a t :
159 s y n t f e a t . append ( ’− ’+f )
160 i f tmp [ 1 ] == ’ obj ’ :
161 for f in noun feat :
162 i f ( ’+ ’+f ) not in s y n t f e a t and ( ’− ’+f ) not in
s y n t f e a t :
163 s y n t f e a t . append ( ’− ’+f )
164 i f tmp [ 1 ] == ’ i n f l ’ :
165 for f in i n f l f e a t :
166 i f ( ’+ ’+f ) not in s y n t f e a t and ( ’− ’+f ) not in
s y n t f e a t :
167 s y n t f e a t . append ( ’− ’+f )
168 c u r r e n t b u f f e r c e l l = tmp [ 0 ] . lower ( )
169 i f c u r r e n t b u f f e r c e l l not in mark :
170 mark [ c u r r e n t b u f f e r c e l l ] = ’ ’
171
172 i f l en ( pushdown stack ) > 0 :
173 c u r r e n t a c t i v e n o d e = pushdown stack [ 0 ]
174 # Set the curren t c y c l i c node , i f needed
175 i f l en ( pushdown stack ) > 1 :
176 c u r r e n t c y c l i c n o d e = pushdown stack [ 1 ]
177 i t h e t a = ’ ’
178 i f l en ( c u r r e n t a c t i v e n o d e [ ’ theta ’ ] ) > 0 :
179 i t h e t a = c u r r e n t a c t i v e n o d e [ ’ theta ’ ] [ 0 ]
180 d e b u g f i l e . wr i t e ( ’ Processando novo contexto :\nCYC: ’+\
181 s t r ( getLef tContext ( ) [ 0 ] ) +\
182 ’ \nC: ’+\
183 s t r ( getLef tContext ( True ) [ 1 ] ) +\
184 ’ [ i t h e t a : ’ + i t h e t a . s t r i p ( ) + ’ ] ’ +\
185 ’ \ nBuf f e rCe l l : ’+s t r ( c u r r e n t b u f f e r c e l l )+\
186 ’ \ nBuf fer : ’+s t r ( getRightContext ( True ) )+’ \n\n ’ )
187 else :
188 d e b u g f i l e . wr i t e ( ’ Processando novo contexto :\nCYC: ’+s t r (None )+’ \nC:
’+s t r (None )+\
189 ’ \ nBuf f e rCe l l : ’+s t r ( c u r r e n t b u f f e r c e l l )+\
190 ’ \ nBuf fer : ’+s t r ( getRightContext ( True ) )+’ \n\n ’ )
191
192 # Check whether the argument ( themat ic ) s t r u c t u r e i s c o m p l e t e l y b u i l t
193 i f c u r r e n t a c t i v e n o d e i s not None :
194 i f c u r r e n t a c t i v e n o d e [ ’ head ’ ] i s not None and\
195 l en ( c u r r e n t a c t i v e n o d e [ ’ theta ’ ] ) == 0 :
196 d e b u g f i l e . wr i t e ( ’ Despejou o Active Node [ ’+s t r (
c u r r e n t a c t i v e n o d e [ ’ head ’ ] ) +\
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197 ’ ’+s t r ( c u r r e n t a c t i v e n o d e [ ’ type ’ ] )+’ ]
no input b u f f e r .\n\n ’ )
198 # Drop the max XP from the a c t i v e s t a c k and r e i n s e r t b e f o r e the
f i r s t b u f f e r c e l l
199 i b u f f e r . i n s e r t ( c e l l p o s , pushdown stack . pop (0 ) )
200 # Update l e x i c a l en try arguments in format ion based on the a c t u a l
parser
201 updateLexicalArgument ( c u r r e n t a c t i v e n o d e [ ’ head ’ ] , ’E ’ ,
202 c u r r e n t a c t i v e n o d e [ ’ spec ’ ] )
203 updateLexicalArgument ( c u r r e n t a c t i v e n o d e [ ’ head ’ ] , ’ I ’ ,
204 c u r r e n t a c t i v e n o d e [ ’ comp ’ ] )
205 # Accept ing f i n a l c o n f i g u r a t i o n , go f o r a new sentence
206 i f l en ( pushdown stack ) == 0 and i b u f f e r [ 1 ] == ’ . ’ :
207 break
208 # Switch
209 i f f l a g s w in [ 0 , 1 ] and c e l l p o s > 0 and\
210 c u r r e n t c y c l i c n o d e [ ’ switch ’ ] :
211 c e l l p o s = 0
212 continue
213
214 ’ ’ ’
215 I f t h e r e i s an a c t i v e node , t r y to match one o f the curren t known r u l e s
( i f any ) .
216 The r u l e s must be ordered by ACTION (ATTACH−SWITCH−INSERT TRACE−
INSERT L ITEM) and
217 by s p e c i f i c i t y ( s p e c i f i c r u l e s are t r i e d f i r s t , c f . Berwick , p .76−78) .
218 ’ ’ ’
219 i f c u r r e n t a c t i v e n o d e i s not None and\
220 c u r r e n t a c t i v e n o d e [ ’ packe t po in t e r ’ ] i s not None and\
221 tryKnownRule ( c u r r e n t a c t i v e n o d e [ ’ packe t po in t e r ’ ] ) :
222 continue
223 else :
224
225 # Create maximal p r o j e c t i o n t r i g g e r e d by HEAD or SPEC ( i f necessary )
226 i f i s i n s t a n c e ( c u r r e n t b u f f e r c e l l , s t r ) and c u r r e n t b u f f e r c e l l != ’
. ’ :
227 # L e x i c a l p l u s s y n t a c t i c f e a t u r e s
228 tmp feat = getWordFeatures ( c u r r e n t b u f f e r c e l l )
229 tmp feat . extend ( s y n t f e a t )
230
231 i f l e x c a t d i c t [ d i c t i o n a r y [ c u r r e n t b u f f e r c e l l ] [ ’ cat ’ ] ] [ ’ x l a b e l ’
] i s not None and\
232 ( c u r r e n t a c t i v e n o d e i s None or tmp feat !=
c u r r e n t a c t i v e n o d e [ ’ type ’ ] or\
233 c u r r e n t a c t i v e n o d e [ ’ head ’ ] i s not None ) :
234 ’ ’ ’
235 Create a X−max phrase based on word f e a t u r e s and i n s e r t i t
on a c t i v e node s t a c k .
236 S t r u c t u r e :
237 t ype −− The s e t o f f e a t u r e s o f t h i s phrase head .
238 r o l e −− The t h e t a r o l e a s s i g n e d to i t .
239 l a b e l −− The l i s t o f r u l e s a p p l i e d to b u i l d the phrase .
240 head −− A ( s t r i n g ) l e x i c a l item .
241 spec −− A t u p l e (X−max , O b l i g a t o r y=True/ False ) .
242 comp −− A t u p l e (X−max , O b l i g a t o r y=True/ False ) .
243
244 ’ Spec/Comp ’ are assumed o b l i g a t o r y by d e f a u l t , as r e q u i r e d
by the Subse t P r i n c i p l e .
245 ’ ’ ’
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246 max XP = { ’ type ’ : getWordFeatures ( c u r r e n t b u f f e r c e l l ) ,
247 ’ r o l e ’ : t h e t a r o l e , ’ l a b e l ’ : [ ] , ’ head ’ : None , ’ spec ’
: [ ] , ’ comp ’ : [ ] ,
248 ’ theta ’ : t h e t a s t ruc , ’ pa cke t po in t e r ’ : None , ’ switch ’
: False ,
249 ’ args ’ : d i c t i o n a r y [ c u r r e n t b u f f e r c e l l ] [ ’ a rgs ’ ] .
copy ( ) ,
250 ’ x l a b e l ’ : l e x c a t d i c t [ d i c t i o n a r y [
c u r r e n t b u f f e r c e l l ] [ ’ cat ’ ] ] [ ’ x l a b e l ’ ]}
251
252 # Extend the l i s t o f base f e a t u r e s wi th the ones s u p l i e d in
the input data
253 max XP [ ’ type ’ ] . extend ( s y n t f e a t )
254
255 # The new phrase becomes the curren t a c t i v e node ( on top o f
the s t a c k )
256 pushdown stack . i n s e r t (0 , max XP)
257 c u r r e n t a c t i v e n o d e = pushdown stack [ 0 ]
258 i f l en ( x bar ord ) > 0 :
259 c u r r e n t a c t i v e n o d e [ ’ packe t po in t e r ’ ] = x bar ord [ 0 ]
260
261 # Set the curren t c y c l i c node , i f needed
262 i f l en ( pushdown stack ) > 1 :
263 c u r r e n t c y c l i c n o d e = pushdown stack [ 1 ]
264
265 # Mark the l e x i c a l item as the head o f an XP
266 mark [ c u r r e n t b u f f e r c e l l ] = ’ head ’
267
268 d e b u g f i l e . wr i t e ( ’ Criou pro j e c¸ a˜ o ma´xima para [ ’+\
269 c u r r e n t b u f f e r c e l l+ ’ ] : ’+s t r (max XP)+’ \n\n
’ )
270
271 i f ( c e l l p o s > 0 and f l a g s w == −1) or\
272 ( f l a g s w == 0 and c e l l p o s > ( bk par se r [1 ]+1) ) :
273 ’ ’ ’
274 Force the parser to s t a r t wi th the f i r s t b u f f e r c e l l (
when needed ) .
275 This i s the case o f a l i m i t e d ( at most 2 i tems )
LOOKAHEAD procedure t h a t
276 e n t e r s i n t o the d e c i s i o n o f how to proc es s the f i r s t
b u f f e r item ( see
277 Berwick , p . 5 2 ) .
278 ’ ’ ’
279 c e l l p o s = 0
280
281 continue
282
283 else :
284 pass
285
286 # The ACQUISITION PROCEDURE b e g i n s here ( no grammar r u l e has a p p l i e d
)
287 new rule = None
288
289 # Try to b u i l d a new grammar r u l e
290 i f c u r r e n t a c t i v e n o d e i s not None :
291 # Firs t , t r y ATTACH ( f o r head , comp or spec )
292 i f f l a g s w in [ −1 ,6 ] :
293 ’ ’ ’
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294 HEAD c o n d i t i o n s :
295 1 . PacketPointer on ’ head ’ or d i s a b l e d
296 2 . Current XP has no l e x i c a l head a s s i g n e d
297 3 . The curren t e lement i s a l e x i c a l item ( not a
p r o j e c t i o n )
298 4 . I t can p r o j e c t
299 5 . I t must be f e a t u r e compat i b l e wi th the p r o j e c t i o n
300 ’ ’ ’
301 i f checkPacketPointer ( ’ head ’ ) and\
302 c u r r e n t a c t i v e n o d e [ ’ head ’ ] i s None and\
303 ( ( i s i n s t a n c e ( c u r r e n t b u f f e r c e l l , ( s t r ) ) and\
304 l e x c a t d i c t [ d i c t i o n a r y [ c u r r e n t b u f f e r c e l l ] [ ’ cat ’ ] ] [
’ x l a b e l ’ ] i s not None ) ) :
305 # L e x i c a l p l u s s y n t a c t i c f e a t u r e s
306 tmp feat = getWordFeatures ( c u r r e n t b u f f e r c e l l )
307 tmp feat . extend ( s y n t f e a t )
308 i f i sCategoryCompatible ( tmp feat , c u r r e n t a c t i v e n o d e [ ’
type ’ ] ) :
309 # ATTACH the a c t i v e node the the XP p r o j e c t i o n
310 i f ’ head ’ not in x bar ord :
311 # Learning the o rder ing f o r the t a r g e t language
312 x bar ord . append ( ’ head ’ )
313 x bar unord . remove ( ’ head ’ )
314 # Create a r u l e and e x e c u t e s i t
315 c u r r e n t a c t i v e n o d e [ ’ packe t po in t e r ’ ] = ’ head ’
316 new rule = createRule ( ’ATTACH’ )
317 # COMP c o n d i t i o n s :
318 # 1 . PacketPointer on ’comp ’ or d i s a b l e d
319 # 2 . The curren t e lement i s an XP p r o j e c t i o n
320 # 3 . There are t h e t a r o l e s to a s s i g n ( by the head )
321 # 4 . The t h e t a r o l e o f the item i s compat i b l e wi th
322 # COMP p o s i t i o n
323 e l i f checkPacketPointer ( ’ comp ’ ) and\
324 i s i n s t a n c e ( c u r r e n t b u f f e r c e l l , ( d i c t ) ) and\
325 l en ( c u r r e n t a c t i v e n o d e [ ’ theta ’ ] ) > 0 and\
326 isPoss ib leArgument ( cu r r en t ac t i v e node ,
c u r r e n t b u f f e r c e l l ) and\
327 checkArgTypeCompat ( ’ I ’ , cu r r en t ac t i v e node ,
c u r r e n t b u f f e r c e l l ) :
328 # ATTACH the a c t i v e node to the XP Comp
329 i f ’ comp ’ not in x bar ord :
330 # Learning the o rder ing f o r the t a r g e t language
331 pos = len ( x bar ord )
332 i f c u r r e n t a c t i v e n o d e [ ’ head ’ ] i s not None :
333 pos = x bar ord . index ( ’ head ’ ) + 1
334 x bar ord . i n s e r t ( pos , ’ comp ’ )
335 x bar unord . remove ( ’comp ’ )
336 # Create a r u l e and e x e c u t e s i t
337 c u r r e n t a c t i v e n o d e [ ’ packe t po in t e r ’ ] = ’comp ’
338 new rule = createRule ( ’ATTACH’ )
339 # SPEC c o n d i t i o n s :
340 # 1 . PacketPointer on ’comp ’ or d i s a b l e d
341 # 2 . The curren t e lement i s an XP p r o j e c t i o n OR
342 # i t i s a bare e lement non−marked as ’ head ’
343 # 3 . The t a r g e t XP has the f e a t u r e ’+P ’
344 # 4 . The t h e t a r o l e o f the item i s compat i b l e wi th
345 # SPEC p o s i t i o n
346 e l i f checkPacketPointer ( ’ spec ’ ) and\
347 ( ( i s i n s t a n c e ( c u r r e n t b u f f e r c e l l , ( s t r ) ) and\
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348 mark [ c u r r e n t b u f f e r c e l l ] != ’ head ’ and\
349 getWordFeatures ( c u r r e n t b u f f e r c e l l ) !=
c u r r e n t a c t i v e n o d e [ ’ type ’ ] ) or\
350 ( i s i n s t a n c e ( c u r r e n t b u f f e r c e l l , ( d i c t ) ) and\
351 ’+P ’ in c u r r e n t a c t i v e n o d e [ ’ type ’ ] and\
352 c u r r e n t b u f f e r c e l l [ ’ type ’ ] != c u r r e n t a c t i v e n o d e [ ’
type ’ ] and\
353 checkArgTypeCompat ( ’E ’ , cu r r en t ac t i v e node ,
c u r r e n t b u f f e r c e l l ) and\
354 checkAgreement ( cu r r en t ac t i v e node , s y n t f e a t ) ) ) :
355 # ATTACH the a c t i v e node to the XP Spec
356 i f ’ spec ’ not in x bar ord :
357 # Learning the o rder ing f o r the t a r g e t language
358 # Fol lowing X−Bar theory , we j u s t need to know i f
head comes f i r s t or l a s t
359 pos = 0
360 i f l en ( c u r r e n t a c t i v e n o d e [ ’ comp ’ ] ) > 0 :
361 pos = len ( x bar ord )
362 x bar ord . i n s e r t ( pos , ’ spec ’ )
363 x bar unord . remove ( ’ spec ’ )
364 # Create a r u l e and e x e c u t e s i t
365 c u r r e n t a c t i v e n o d e [ ’ packe t po in t e r ’ ] = ’ spec ’
366 new rule = createRule ( ’ATTACH’ )
367
368 # Try o ther a c t i o n s : SWITCH
369 i f new rule i s None :
370 ’ ’ ’
371 SWITCH c o n d i t i o n s :
372 1 . PacketPointer in ’ spec ’
373 2 . Theta r o l e s s t i l l to a s s i g n ( by the head ) and
374 the next r o l e expe c ted i s f o r e x t e r n a l arguments
375 3 . The t a r g e t head can tak e an e x t e r n a l argument
376 4 . There i s an element ( in the next c e l l ) to pr oce s s
377 ’ ’ ’
378 i f f l a g s w < 2 and checkPacketPointer ( ’ spec ’ ) and\
379 ( l en ( c u r r e n t a c t i v e n o d e [ ’ theta ’ ] ) > 0 and\
380 c u r r e n t a c t i v e n o d e [ ’ theta ’ ] [ 0 ] in th ema t i c d i c t
[ ’E ’ ] ) and\
381 checkForNeededArguments ( cu r r en t ac t i v e node , ’E ’ ) and
\
382 ( c e l l p o s + 1) < l en ( i b u f f e r ) :
383 i f f l a g s w == −1 and i s i n s t a n c e ( i b u f f e r [ c e l l p o s + 1 ] ,
s t r ) :
384 i f i b u f f e r [ c e l l p o s + 1 ] == ’ . ’ :
385 f l a g s w = 2
386 continue
387
388 # I f the next c e l l i s not a phrase yet , p roce s s i t :
389 # I t s the ” a t t e n t i o n s h i f t ” mentioned by Berwick (
p .106)
390 d e b u g f i l e . wr i t e ( ’ I n i c i ando t e n t a t i v a de SWITCH (”
a t t e n t i o n s h i f t ”) .\n\n ’ )
391
392 # Backup current parser s t a t e
393 bk parse r = [ copy . deepcopy ( i b u f f e r ) ,
394 c e l l p o s ,
395 copy . deepcopy (mark ) ,
396 copy . deepcopy ( e q c l a s s e s ) ,
397 copy . deepcopy ( r u l e s l i s t ) ,
18
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398 copy . deepcopy ( pushdown stack ) ]
399
400 f l a g s w = 0
401 c e l l p o s += 1
402 c u r r e n t a c t i v e n o d e [ ’ switch ’ ] = True
403
404 d e b u g f i l e . wr i t e ( ’ ( i i i ) Moveu para c e´ l u l a ’ + s t r (
c e l l p o s )+’ \n\n ’ )
405
406 continue
407 e l i f f l a g s w != 1 :
408 # The next c e l l i s a l r e a d y a phrase and can be
sw i t c hed
409 f l a g s w = 1
410 # Create r u l e
411 new rule = createRule ( ’SWITCH’ )
412
413 # SWITCH f a i l e d or ’ end ’ mark or a X−max in the b u f f e r , but
not a t t a c h e d
414 # INSERT LEXICAL ITEM c o n d i t i o n s :
415 # 1 . There i s NO p o s s i b l e antecedent o f type ’ o b j e c t ’
416 # 2 . Theta r o l e s s t i l l to a s s i g n ( by the head ) and
417 # the next r o l e ex pec ted i s f o r e x t e r n a l arguments
418 e l i f f l a g s w in [−1 ,2 ] and not\
419 hasPoss ib leAntecedant ( ’ obj ’ , c u r r e n t a c t i v e n o d e [ ’
pa cke t po in t e r ’ ] ) and\
420 l en ( c u r r e n t a c t i v e n o d e [ ’ theta ’ ] ) > 0 and\
421 c u r r e n t a c t i v e n o d e [ ’ theta ’ ] [ 0 ] in th ema t i c d i c t [ ’E ’
] :
422 # Uncomment the code above to d i s a b l e r u l e s o f t h i s type
423 #i f True :
424 #f l a g s w = 4
425 #cont inue
426
427 # Try INSERT LEXICAL ITEM
428 # Backup current parser s t a t e
429 bk par se r = [ copy . deepcopy ( i b u f f e r ) ,
430 c e l l p o s ,
431 copy . deepcopy (mark ) ,
432 copy . deepcopy ( e q c l a s s e s ) ,
433 copy . deepcopy ( r u l e s l i s t ) ,
434 copy . deepcopy ( pushdown stack ) ]
435 # Create r u l e
436 d e b u g f i l e . wr i t e ( ’ Tentando INSERT LEXICAL ITEM\n\n ’ )
437 new rule = createRule ( ’INSERT L ITEM ’ )
438 f l a g s w = 3
439
440 # INSERT LEXICAL ITEM f a i l e d
441 # INSERT TRACE c o n d i t i o n s :
442 # 1 . Current e lement i s not an NP or i t s t h e t a r o l e
443 # i s not the r o l e ex pec ted by the head ; OR
444 # Current e lement i s the head but an exp ec ted
S p e c i f i e r
445 # i s miss ing ( s i g n a l e d by the themat ic s t r u c t u r e )
446 e l i f f l a g s w == 4 or ( f l a g s w not in [ 5 , 6 ] and
c u r r e n t b u f f e r c e l l == ’ . ’ ) or\
447 ( f l a g s w == −1 and\
448 ( ( i s i n s t a n c e ( c u r r e n t b u f f e r c e l l , d i c t ) and\
449 ( ’+N ’ not in c u r r e n t b u f f e r c e l l [ ’ type ’ ] or\
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450 ( l en ( c u r r e n t a c t i v e n o d e [ ’ theta ’ ] ) > 0 and\
451 c u r r e n t a c t i v e n o d e [ ’ theta ’ ] [ 0 ] !=
c u r r e n t b u f f e r c e l l [ ’ r o l e ’ ] and\
452 c u r r e n t b u f f e r c e l l [ ’ r o l e ’ ] in
c u r r e n t a c t i v e n o d e [ ’ theta ’ ] ) ) ) or\
453 ( i s i n s t a n c e ( c u r r e n t b u f f e r c e l l , s t r ) and\
454 ( c u r r e n t a c t i v e n o d e [ ’ head ’ ] i s not None or\
455 ( c u r r e n t a c t i v e n o d e [ ’ packe t po in t e r ’ ] == ’ spec ’
and\
456 mark [ c u r r e n t b u f f e r c e l l ] == ’ head ’ and\
457 l en ( c u r r e n t a c t i v e n o d e [ ’ theta ’ ] ) > 0 and\
458 c u r r e n t a c t i v e n o d e [ ’ theta ’ ] [ 0 ] in
th em at i c d i c t [ ’E ’ ] ) ) ) ) ) :
459 i f l en ( c u r r e n t a c t i v e n o d e [ ’ theta ’ ] ) > 0 :
460 # Try INSERT TRACE
461 # Backup current parser s t a t e
462 bk parse r = [ copy . deepcopy ( i b u f f e r ) ,
463 c e l l p o s ,
464 copy . deepcopy (mark ) ,
465 copy . deepcopy ( e q c l a s s e s ) ,
466 copy . deepcopy ( r u l e s l i s t ) ,
467 copy . deepcopy ( pushdown stack ) ]
468 # Create r u l e
469 d e b u g f i l e . wr i t e ( ’ Tentando INSERT TRACE\n\n ’ )
470 new rule = createRule ( ’INSERT TRACE ’ )
471 f l a g s w = 5
472 else :
473 # No NP to bind the t r a c e
474 f l a g s w = 6
475 d e b u g f i l e . wr i t e ( ’ [ a q u i s i c¸ a˜ o ] Na˜o ha´ NP que s i r v a de
antecedente para o v e s t ı´ g i o .\n\n ’ )
476 continue
477
478 # We can have two ( f a i l e d ) s i t u a t i o n s , when t r y i n g a SWITCH
op era t ion :
479 # a . The parser i s in the ” a t t e n t i o n s h i f t ” s t a t e and s t i l l
needs to l e a r n
480 # more : the sentence must be d i s c a r d e d f o r be ing too
complex ( Berwick , p .106)
481 i f ( f l a g s w == 0 and new rule i s not None ) :
482 break
483
484 # b . The parser a l r e a d y performed the SWITCH but no r u l e
a p p l i e d a f t e r i t :
485 # we have a f a i l e d SWITCH t r y ( the parser can now t r y the
INSERT r u l e s )
486 i f ( f l a g s w == 1 and new rule i s None ) :
487 d e b u g f i l e . wr i t e ( ’SWITCH f r a c a s s o u .\n\n ’ )
488
489 # I f we ’ re under SWITCH and no r u l e a p p l i e d a f t e r i t ,
490 # r e s t o r e p r i o r parser s t a t e so INSERT o p e r a t i o n s can be
t r i e d in turn
491 i b u f f e r = bk par se r [ 0 ]
492 c e l l p o s = bk par se r [ 1 ]
493 mark = bk par se r [ 2 ]
494 e q c l a s s e s = bk par se r [ 3 ]
495 r u l e s l i s t = bk par se r [ 4 ]
496 pushdown stack = bk par se r [ 5 ]
497 bk par se r = None
20
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498
499 f l a g s w = 2 # S i g n a l s a f a i l e d Switch
500 continue
501
502 # F a i l e d INSERT TRACE o pera t io n
503 i f ( f l a g s w == 5 and new rule i s None ) :
504 d e b u g f i l e . wr i t e ( ’INSERT TRACE f r a c a s s o u .\n\n ’ )
505
506 # Restore parser s t a t e
507 i b u f f e r = bk par se r [ 0 ]
508 c e l l p o s = bk par se r [ 1 ]
509 mark = bk par se r [ 2 ]
510 e q c l a s s e s = bk par se r [ 3 ]
511 r u l e s l i s t = bk par se r [ 4 ]
512 pushdown stack = bk par se r [ 5 ]
513 bk par se r = None
514
515 f l a g s w = 6 # S i g n a l s a f a i l e d I n s e r t Trace
516 continue
517
518 # F a i l e d INSERT LEXICAL ITEM op era t ion
519 i f ( f l a g s w == 3 and new rule i s None ) :
520 d e b u g f i l e . wr i t e ( ’INSERT LEXICAL ITEM f r a c a s s o u .\n\n ’ )
521
522 # Restore parser s t a t e
523 i b u f f e r = bk par se r [ 0 ]
524 c e l l p o s = bk par se r [ 1 ]
525 mark = bk par se r [ 2 ]
526 e q c l a s s e s = bk par se r [ 3 ]
527 r u l e s l i s t = bk par se r [ 4 ]
528 pushdown stack = bk par se r [ 5 ]
529 bk par se r = None
530
531 # End of sentence and no a c q u i s i t i o n p o s s i b l e
532 f l a g s w = 4 # S i g n a l s a f a i l e d I n s e r t Lex Item
533 break
534
535 i f new rule i s not None :
536 d e b u g f i l e . wr i t e ( ’−−− Aquis i c¸ a˜ o : i n ı´ c i o −−−−\n\n ’ )
537
538 # Try r u l e g e n e r a l i z a t i o n or save the new one
539 ru le , r e t = g e n e r a l i z e R u l e ( new rule )
540
541 i f not r e t :
542 # Save r u l e ( ask the user to pro v id e a name f o r i t )
543 saveRule ( new rule )
544 r u l e = new rule
545 else :
546 pass
547
548 # Execute the r u l e ( the new or the g e n e r a l i z e d one )
549 executeRule ( r u l e )
550
551 d e b u g f i l e . wr i t e ( ’−−− Aquis i c¸ a˜ o : f im −−−−\n\n ’ )
552 else :
553 # Firs t , i f p o s s i b l e , move p a c k e t p o i n t e r and t r y to app ly a
r u l e again
554 i f c u r r e n t a c t i v e n o d e [ ’ packe t po in t e r ’ ] i s not None and\
21
22 C.2. Fluxo principal
555 x bar ord . index ( c u r r e n t a c t i v e n o d e [ ’ packe t po in t e r ’
] ) < ( l en ( x bar ord ) − 1) :
556 c u r r e n t a c t i v e n o d e [ ’ packe t po in t e r ’ ] =\
557 x bar ord [ ( x bar ord . index ( c u r r e n t a c t i v e n o d e [ ’
pa cke t po in t e r ’ ] ) + 1) ]
558 d e b u g f i l e . wr i t e ( ’Moveu packet po in t e r para [ ’+
c u r r e n t a c t i v e n o d e [ ’ packe t po in t e r ’ ]+ ’ ]\n\n ’ )
559 continue
560 # Then ( i f no s u c c e s s ) move to next b u f f e r c e l l
561 i f c e l l p o s <= 2 :
562 i f f l a g s w == 0 :
563 # SWITCH f a i l e d
564 d e b u g f i l e . wr i t e ( ’SWITCH f r a c a s s o u .\n\n ’ )
565
566 # Restore parser s t a t e
567 i b u f f e r = bk parse r [ 0 ]
568 c e l l p o s = bk parse r [ 1 ]
569 mark = bk parse r [ 2 ]
570 e q c l a s s e s = bk par se r [ 3 ]
571 r u l e s l i s t = bk par se r [ 4 ]
572 pushdown stack = bk par se r [ 5 ]
573 bk parse r = None
574
575 # Change s t a t e to t r y another r u l e type
576 f l a g s w = 2
577 continue
578 c e l l p o s += 1
579 i f x bar ord . index ( c u r r e n t a c t i v e n o d e [ ’ packe t po in t e r ’
] ) == 2 and\
580 c u r r e n t a c t i v e n o d e [ ’ head ’ ] i s None :
581 c u r r e n t a c t i v e n o d e [ ’ packe t po in t e r ’ ] = x bar ord [ 0 ]
582 d e b u g f i l e . wr i t e ( ’ ( i ) Moveu para c e´ l u l a ’ + s t r ( c e l l p o s
)+’ \n\n ’ )
583 else :
584 break
585
586 continue
587 else :
588 # Nothing to do
589 pass
590
591 # Moves to the next b u f f e r c e l l ( no r u l e or a c t i o n a p p l i e d to the
curren t one )
592 i f c u r r e n t a c t i v e n o d e i s not None and\
593 x bar ord . index ( c u r r e n t a c t i v e n o d e [ ’ packe t po in t e r ’ ] ) == 2 and\
594 c u r r e n t a c t i v e n o d e [ ’ head ’ ] i s None :
595 c u r r e n t a c t i v e n o d e [ ’ packe t po in t e r ’ ] = x bar ord [ 0 ]
596 c e l l p o s += 1
597 d e b u g f i l e . wr i t e ( ’ ( i i ) Moveu para c e´ l u l a ’ + s t r ( c e l l p o s )+’ \n\n ’ )
598
599 # Write output in l a b e l e d b r a c k e t s n o t a t i o n
600 i f i b u f f e r [ 0 ] == ’ . ’ or c e l l p o s == len ( i b u f f e r ) or f l a g s w == 6 :
601 o u t p u t f i l e . wr i t e ( ’ Sentenc¸a muito complexa (\ ’ ’ + input s en t ence + ’ \ ’ ) \
n\n ’ )
602 d e b u g f i l e . wr i t e ( ’ Sentenc¸a muito complexa (\ ’ ’ + input s en t ence + ’ \ ’ ) \n
\n ’ )
603 else :
604 o u t p u t f i l e . wr i t e ( ge tSentenceSt ruc ture ( i b u f f e r [ 0 ] )+’ \n\n ’ )
605 d e b u g f i l e . wr i t e ( ’ F ina l i z ou senten c¸a (\ ’ ’ + input s en t ence + ’ \ ’ ) \n\n ’ )
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606
607 # Try to g e n e r a l i z e the e x i s t e n t r u l e s
608 updateRule sGenera l i za t ionLeve l ( )
609 a u x l i s t = r u l e s l i s t [ : ]
610 for r u l e in a u x l i s t :
611 g e n e r a l i z e R u l e ( r u l e )
612
613 # Debug in format ion
614 d e b u g f i l e . wr i t e ( ’ \ nClasses de Equ iva l eˆnc ia :\n\n ’ )
615 for k , v in e q c l a s s e s . i t e r i t e m s ( ) :
616 d e b u g f i l e . wr i t e ( ’ [ ’+k+’ ] ’+s t r ( v )+’ \n ’ )
617 d e b u g f i l e . wr i t e ( ’− ’ ∗80 + ’ \n\n ’ )
618
619 except :
620 raise
621
622 # Progress
623 prog r e s s . increment ( )
624 prog r e s s . p r i n t s t a t u s l i n e ( )
625
626 # Print the e n t i r e s e t o f l ear ned r u l e s
627 f r u l e s = open ( ’ r u l e s . txt ’ , ’w ’ )
628 r u l e n r = 1
629 for r u l e in r u l e s l i s t :
630 f r u l e s . wr i t e (u ’ Regra [ ’ + s t r ( r u l e [ ’n ’ ] ) + ’ ] ’ )
631 f r u l e s . wr i t e (u ’ \n CYC: ’ + s t r ( r u l e [ ’ l ’ ] [ 0 ] ) . s t r i p ( ) )
632 f r u l e s . wr i t e (u ’ \n C: ’ + s t r ( r u l e [ ’ l ’ ] [ 1 ] ) . s t r i p ( ) )
633 f r u l e s . wr i t e (u ’ \n BUFFER: ’ + s t r ( r u l e [ ’ r ’ ] ) . s t r i p ( ) )
634 f r u l e s . wr i t e (u ’ \n ACTION: ’ + r u l e [ ’ a ’ ]+ ’ \n\n ’ )
635 r u l e n r += 1
636 f r u l e s . c l o s e ( )
C.3 Execuc¸a˜o de regras
1 def tryKnownRule ( packe t po in t e r ) :
2 ’ ’ ’
3 Try to app ly some known r u l e to the current parser s t a t e .
4 ’ ’ ’
5
6 # Theta r o l e o f curren t b u f f e r c e l l ( i f any )
7 global t h e t a r o l e
8 l t h e t a = t h e t a r o l e
9
10 i f l en ( r u l e s l i s t ) > 0 :
11 d e b u g f i l e . wr i t e ( ’ Execuc¸a˜o de r e g r a s conhec idas : ’ )
12
13 r l i s t = getOrderedRulesByGenLevel ( )
14
15 for r u l e in r l i s t :
16 # Rule c o n t e x t
17 r u l e c y c = r u l e [ ’ l ’ ] [ 0 ]
18 r u l e c = r u l e [ ’ l ’ ] [ 1 ]
19 r u l e c f e a t = r u l e [ ’ l ’ ] [ 1 ] [ 0 ] . s p l i t ( ’ ’ ) [ 1 : ]
20 r u l e c f e a t . remove ( ’ ’ )
21 r u l e b 1 = r u l e [ ’ r ’ ] [ 0 ]
22 r u l e b 2 = r u l e [ ’ r ’ ] [ 1 ]
23 r u l e b 3 = r u l e [ ’ r ’ ] [ 2 ]
23
24 C.3. Execuc¸a˜o de regras
24
25 # Parser c o n t e x t
26 cu r r en t cyc = getLef tContext ( True ) [ 0 ]
27 c u r r e n t c = getLef tContext ( True ) [ 1 ]
28 c u r r e n t c f e a t = getLef tContext ( True ) [ 1 ] [ 0 ] . s p l i t ( ’ ’ ) [ 1 : ]
29 c u r r e n t c f e a t . remove ( ’ ’ )
30 cur rent b1 = getRightContext ( True ) [ 0 ]
31 cur rent b2 = getRightContext ( True ) [ 1 ]
32 cur rent b3 = getRightContext ( True ) [ 2 ]
33
34 # Current t h e t a r o l e o f the ( curren t or next ) b u f f e r c e l l under a n a l y s i s
35 i f f l a g s w != 0 and i s i n s t a n c e ( c u r r e n t b u f f e r c e l l , d i c t ) :
36 l t h e t a = c u r r e n t b u f f e r c e l l [ ’ r o l e ’ ]
37 e l i f f l a g s w == 0 and l en ( i b u f f e r ) > ( c e l l p o s + 1) and i s i n s t a n c e ( i b u f f e r
[ c e l l p o s + 1 ] , d i c t ) :
38 l t h e t a = i b u f f e r [ c e l l p o s + 1 ] [ ’ r o l e ’ ]
39
40 # F i r s t s t e p : compare g e n e r a l p r o p e r t i e s o f both c o n t e x t s . There are
d i f f e r e n t
41 # kinds o f t e s t f o r d i f f e r e n t t y p e s o f r u l e s .
42 i f c u r r e n t a c t i v e n o d e [ ’ packe t po in t e r ’ ] == r u l e [ ’p ’ ] and\
43 ( r u l e [ ’p ’ ] == ’ head ’ or l t h e t a == None or\
44 ( l en ( c u r r e n t a c t i v e n o d e [ ’ theta ’ ] ) > 0 and\
45 ( ( ( r u l e [ ’ a ’ ] in [ ’INSERT TRACE ’ , ’ INSERT L ITEM ’ ] ) or\
46 ( r u l e [ ’ a ’ ] not in [ ’INSERT TRACE ’ , ’ INSERT L ITEM ’ ] and\
47 c u r r e n t a c t i v e n o d e [ ’ theta ’ ] [ 0 ] == l t h e t a ) ) and\
48 ( ( r u l e [ ’ p ’ ] == ’ spec ’ and l t h e t a in th ema t i c d i c t [ ’E ’ ] ) or\
49 ( r u l e [ ’p ’ ] == ’comp ’ and l t h e t a in th ema t i c d i c t [ ’ I ’ ] ) ) ) ) )
and\
50 l en ( r u l e c f e a t ) == len ( i n t e r s e c t ( r u l e c f e a t , c u r r e n t c f e a t ) ) and\
51 r u l e c [ 1 ] == c u r r e n t c [ 1 ] and\
52 ( r u l e b 1 [ 0 ] == ’ ∗ ’ or ( r u l e b 1 [ 0 ] in [ ’X−max ’ , ’ . ’ , ’ ∗ ’ ] and r u l e b 1
[ 0 ] == current b1 [ 0 ] ) or\
53 ( r u l e b 1 [ 0 ] not in [ ’X−max ’ , ’ . ’ , ’ ∗ ’ ] and checkEquiva lenceClass (
r u l e [ ’n ’ ] , cu r r ent b1 [ 0 ] ) ) ) and\
54 ( r u l e b 1 [ 1 ] in [ ’ ∗ ’ ] or che c kFea tu r e In t e r s e c t i on ( r u l e b 1 [ 1 ] ,
cur r ent b1 [ 1 ] ) ) :
55
56 # Second s t e p : check the c y c l i c node and the second and t h i r d b u f f e r
c e l l s
57 # I f a r u l e doesn ’ t pass t h i s t e s t , i t p r o b a b l y means t h a t i t i s y e t too
58 # s p e c i f i c and need more examples to g e n e r a l i z e .
59 i f ( r u l e [ ’ a ’ ] not in [ ’INSERT TRACE ’ , ’ INSERT L ITEM ’ ] or\
60 ( ( r u l e [ ’ a ’ ] == ’INSERT L ITEM ’ or ’+N ’ not in cur rent b1 [ 1 ] ) and
\
61 l en ( c u r r e n t a c t i v e n o d e [ ’ theta ’ ] ) > 0 and\
62 c u r r e n t a c t i v e n o d e [ ’ theta ’ ] [ 0 ] in r u l e [ ’ i t h e t a ’ ] and\
63 l t h e t a not in r u l e [ ’ i t h e t a ’ ] ) ) and\
64 ( ( r u l e c y c i s not None and r u l e c y c [ ’ type ’ ] == ’ ∗ ’ ) or r u l e c y c ==
cur r en t cyc or\
65 ( i s i n s t a n c e ( ru l e cyc , d i c t ) and i s i n s t a n c e ( cur rent cyc , d i c t ) and\
66 l en ( r u l e c y c [ ’ type ’ ] ) == len ( i n t e r s e c t ( r u l e c y c [ ’ type ’ ] ,
cu r r en t cyc [ ’ type ’ ] ) ) ) ) and\
67 checkLabe ls ( ru l e cyc , cu r r en t cyc ) and\
68 ( r u l e b 2 == ( ’ ∗ ’ , ’ ∗ ’ ) or\
69 ch eckFea t u r e In t e r s e c t i o n ( r u l e b 2 [ 1 ] , cur r ent b2 [ 1 ] ) ) and\
70 ( r u l e b 3 == ( ’ ∗ ’ , ’ ∗ ’ ) or\
71 ch eckFea t u r e In t e r s e c t i o n ( r u l e b 3 [ 1 ] , cur r ent b3 [ 1 ] ) ) :
72
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73 # Ok to app ly the r u l e
74 executeRule ( r u l e )
75 return True
76
77 else :
78 d e b u g f i l e . wr i t e ( ’ r eg ra e´ muito e s p e c ı´ f i c a .\n ’ )
79 pr intRule ( r u l e )
80
81 d e b u g f i l e . wr i t e ( ’nenhuma compat ı´ve l .\n\n ’ )
82 return False
83
84 def executeRule ( r u l e ) :
85 ’ ’ ’
86 Executes the r u l e passed over the curren t parser s t a t e
87 ( c u r r e n t a c t i v e n o d e and c u r r e n t b u f f e r c e l l ) .
88 ’ ’ ’
89 global f l a g s w
90
91 i f r u l e [ ’ a ’ ] == ’ATTACH’ :
92 i f r u l e [ ’p ’ ] == ’ head ’ :
93 c u r r e n t a c t i v e n o d e [ r u l e [ ’p ’ ] ] = c u r r e n t b u f f e r c e l l
94 else :
95 # Berwick ( p .155) : v a r i o u s Comps ( and p o s s i b l y Specs too )
96 c u r r e n t a c t i v e n o d e [ r u l e [ ’p ’ ] ] . append ( c u r r e n t b u f f e r c e l l )
97 # SWITCH s u c c e s s f u l : r e s e t f l a g
98 i f f l a g s w == 1 :
99 bk par se r = None
100 f l a g s w = −1
101 # INSERT TRACE/L ITEM s u c c e s s f u l : r e s e t f l a g
102 i f f l a g s w in [ 3 , 5 ] :
103 bk par se r = None
104 f l a g s w = −1
105 # Drop the b u f f e r c e l l
106 i b u f f e r . pop ( c e l l p o s )
107 # ”Check o f f ” t h i s r o l e in the themat ic r e p r e s e n t a t i o n
108 i f i s i n s t a n c e ( c u r r e n t b u f f e r c e l l , d i c t ) and\
109 c u r r e n t b u f f e r c e l l [ ’ r o l e ’ ] in c u r r e n t a c t i v e n o d e [ ’ theta ’ ] :
110 c u r r e n t a c t i v e n o d e [ ’ theta ’ ] . remove ( c u r r e n t b u f f e r c e l l [ ’ r o l e ’ ] )
111 # Create a e q u i v a l e n c e c l a s s o f i t s own
112 i f i s i n s t a n c e ( c u r r e n t b u f f e r c e l l , s t r ) :
113 f = getWordFeatures ( c u r r e n t b u f f e r c e l l )
114 f . extend ( s y n t f e a t )
115 eq item = c u r r e n t b u f f e r c e l l
116 i f r u l e [ ’n ’ ] not in e q c l a s s e s : e q c l a s s e s [ r u l e [ ’ n ’ ] ] = [ ]
117 i f eq item not in e q c l a s s e s [ r u l e [ ’ n ’ ] ] :
118 e q c l a s s e s [ r u l e [ ’ n ’ ] ] . append ( eq item )
119 i f r u l e [ ’p ’ ] == ’ head ’ :
120 # I f the XP was c r e a t e d by the t r i g g e r i n g o f a SPEC, update some
in format ion
121 i f c u r r e n t a c t i v e n o d e [ ’ r o l e ’ ] i s None :
122 c u r r e n t a c t i v e n o d e [ ’ r o l e ’ ] = t h e t a r o l e
123 c u r r e n t a c t i v e n o d e [ ’ theta ’ ] = t h e t a s t r u c
124 i f d i c t i o n a r y [ c u r r e n t b u f f e r c e l l ] [ ’ a rgs ’ ] i s not None :
125 c u r r e n t a c t i v e n o d e [ ’ a rgs ’ ] = d i c t i o n a r y [ c u r r e n t b u f f e r c e l l ] [ ’
a rgs ’ ] . copy ( )
126
127 e l i f r u l e [ ’ a ’ ] == ’SWITCH’ :
128 aux = i b u f f e r . pop ( c e l l p o s )
129 i b u f f e r . i n s e r t ( c e l l p o s + 1 , aux )
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130 # ”Turn o f f ” the ” a t t e n t i o n mode” ( i f needed )
131 i f f l a g s w == 0 :
132 f l a g s w = −1
133 bk par se r = None
134
135 e l i f r u l e [ ’ a ’ ] == ’INSERT L ITEM ’ :
136 # Create a empty NP and drop i t i n t o the f i r s t b u f f e r c e l l
137 l e x c a t = l e x c a t d i c t [ ’ obj ’ ]
138 lex NP = { ’ type ’ : l e x c a t [ ’ f ’ ] ,
139 ’ r o l e ’ : c u r r e n t a c t i v e n o d e [ ’ theta ’ ] [ 0 ] , ’ l a b e l ’ : [ ] , ’ head ’ : ’ you ’
, ’ spec ’ : [ ] , ’ comp ’ : [ ] ,
140 ’ theta ’ : [ ] , ’ a rgs ’ :{} , ’ pa cke t po in t e r ’ : None ,
141 ’ x l a b e l ’ : l e x c a t [ ’ x l a b e l ’ ]}
142 i b u f f e r . i n s e r t ( c e l l p o s , lex NP )
143
144 e l i f r u l e [ ’ a ’ ] == ’INSERT TRACE ’ :
145 # Create a empty NP and drop i t i n t o the f i r s t b u f f e r c e l l
146 l e x c a t = l e x c a t d i c t [ ’ obj ’ ]
147 empty NP = { ’ type ’ : l e x c a t [ ’ f ’ ] ,
148 ’ r o l e ’ : c u r r e n t a c t i v e n o d e [ ’ theta ’ ] [ 0 ] , ’ l a b e l ’ : [ ] , ’ head ’ : ’ ∗ t ∗ ’
, ’ spec ’ : [ ] , ’ comp ’ : [ ] ,
149 ’ theta ’ : [ ] , ’ a rgs ’ :{} , ’ pa cke t po in t e r ’ : None ,
150 ’ x l a b e l ’ : l e x c a t [ ’ x l a b e l ’ ]}
151 i b u f f e r . i n s e r t ( c e l l p o s , empty NP)
152
153 # Annotate curren t a c t i v e node wi th r u l e name
154 c u r r e n t a c t i v e n o d e [ ’ l a b e l ’ ] . append ( r u l e [ ’n ’ ] )
155
156 # This a c t i o n w i l l f o r c e the update o f the packe t p o i n t e r ( j u s t f o r head ,
157 # the o ther (comp/ spec ) w i l l be changed b e l l o w )
158 i f r u l e [ ’p ’ ] == ’ head ’ and r u l e [ ’p ’ ] in x bar ord and\
159 x bar ord . index ( r u l e [ ’ p ’ ] ) < ( l en ( x bar ord ) − 1) :
160 c u r r e n t a c t i v e n o d e [ ’ packe t po in t e r ’ ] = x bar ord [ x bar ord . index ( r u l e [ ’ p ’ ] )
+ 1 ]
161
162 d e b u g f i l e . wr i t e ( ’ ap l i c ou regra ” ’ + r u l e [ ’n ’ ] + ’ ” .\n ’ )
163 pr intRule ( r u l e )
C.4 Generalizac¸a˜o de regras
1 def g e n e r a l i z e R u l e ( new rule ) :
2 ’ ’ ’
3 Tries to g e n e r a l i z e the new ru le based on the e x i s t i n g ones ( see the
4 d e s c r i p t i o n o f t h i s p roc es s in Berwick (1985:107−108) . The b a s i c
5 i dea i s : ”Whenever a new grammar r u l e i s c o n s t r u c t e d t h a t s p e c i f i e s the
6 same ACTION as an a lready−known r u l e ( s ) , and at e x a c t l y the same p o i n t
7 in the l e f t −to−r i g h t parse , merge the r u l e s by i n t e r s e c t i n g the f e a t u r e s
8 t h a t the two r u l e s have encoded in t h e i r p a t t e r n s .” ( Berwick , p . 9 1 )
9 ’ ’ ’
10 i f l en ( r u l e s l i s t ) == 0 :
11 return None , Fa l se
12
13 # Get l i s t o f r u l e s ordered by g e n e r a l i z a t i o n l e v e l
14 r l i s t = getOrderedRulesByGenLevel ( new rule )
15
16 for r u l e in r l i s t :
17 r u l e c = r u l e [ ’ l ’ ] [ 1 ] [ 0 ] . s p l i t ( ’ ’ ) [ 1 : ]
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18 newrule c = new rule [ ’ l ’ ] [ 1 ] [ 0 ] . s p l i t ( ’ ’ ) [ 1 : ]
19 r u l e c . remove ( ’ ’ )
20 newru le c . remove ( ’ ’ )
21
22 # F i r s t : the r u l e s need to have same Action , Current Act ive Node
23 # and Packet Pointer and , i f we have a verb ( p .132) in the f i r s t
24 # b u f f e r c e l l , t he same i n t e r n a r l argument s t r u c t u r e .
25 i f r u l e [ ’ a ’ ] == new rule [ ’ a ’ ] and\
26 l en ( i n t e r s e c t ( r u l e c , newru le c ) ) > 0 and\
27 l en ( i n t e r s e c t ( i n t e r s e c t ( r u l e c , newru le c ) , [ ’+N ’ , ’−N ’ , ’+V ’ , ’−V ’ ] ) ) ==
2 and\
28 r u l e [ ’p ’ ] == new rule [ ’p ’ ] :
29 r u l e s b 1 = i n t e r s e c t ( f e a t l i s t f r o m s t r ( r u l e [ ’ r ’ ] [ 0 ] [ 1 ] ) ,
30 f e a t l i s t f r o m s t r ( new rule [ ’ r ’ ] [ 0 ] [ 1 ] ) )
31
32 i f ( ( r u l e [ ’ r ’ ] [ 0 ] [ 0 ] in [ ’ . ’ , ’ ∗ ’ ] or new rule [ ’ r ’ ] [ 0 ] [ 0 ] in [ ’ . ’ , ’ ∗ ’ ] )
or\
33 ( l en ( r u l e s b 1 ) > 0 and l en ( i n t e r s e c t ( ru l e s b1 , [ ’+N ’ , ’−N ’ , ’+V ’ , ’−V ’ ] )
) == 2) ) and\
34 r u l e [ ’ r ’ ] [ 0 ] [ 0 ] . c l a s s . name ==\
35 new rule [ ’ r ’ ] [ 0 ] [ 0 ] . c l a s s . name and\
36 ( r u l e [ ’ r ’ ] [ 0 ] [ 0 ] in [ ’X−max ’ , ’ . ’ , ’ ∗ ’ ] or r u l e [ ’ a ’ ] != ’ATTACH’
or ’+V ’ not in r u l e s b 1 or\
37 ( r u l e [ ’ r ’ ] [ 0 ] [ 0 ] not in [ ’X−max ’ , ’ . ’ , ’ ∗ ’ ] and new rule [ ’ r ’
] [ 0 ] [ 0 ] not in [ ’X−max ’ , ’ . ’ , ’ ∗ ’ ] and\
38 ’ I ’ in d i c t i o n a r y [ r u l e [ ’ r ’ ] [ 0 ] [ 0 ] ] [ ’ a rgs ’ ] and\
39 ’ I ’ in d i c t i o n a r y [ new rule [ ’ r ’ ] [ 0 ] [ 0 ] ] [ ’ a rgs ’ ] and\
40 d i c t i o n a r y [ r u l e [ ’ r ’ ] [ 0 ] [ 0 ] ] [ ’ a rgs ’ ] [ ’ I ’ ] == \
41 d i c t i o n a r y [ new rule [ ’ r ’ ] [ 0 ] [ 0 ] ] [ ’ a rgs ’ ] [ ’ I ’ ] ) ) :
42 # Subcase 1 : same l e x i c a l i tems ( or both are max XPs o f the same
type )
43 i f r u l e [ ’ a ’ ] in [ ’INSERT TRACE ’ , ’ INSERT L ITEM ’ ] or\
44 ( r u l e [ ’ r ’ ] [ 0 ] [ 0 ] == new rule [ ’ r ’ ] [ 0 ] [ 0 ] or\
45 ( r u l e [ ’n ’ ] in e q c l a s s e s and new rule [ ’ r ’ ] [ 0 ] [ 0 ] in
e q c l a s s e s [ r u l e [ ’n ’ ] ] ) ) :
46 # I n t e r s e c t f e a t u r e s o f the Act ive Node
47 r u l e [ ’ l ’ ] [ 1 ] = ( ’X−max ’ + ’ ’ . j o i n ( i n t e r s e c t ( r u l e c , newru le c ) )
+ ’ ’ ,\
48 r u l e [ ’ l ’ ] [ 1 ] [ 1 ] )
49 # I n t e r s e c t f i r s t b u f f e r c e l l s
50 i f r u l e [ ’ r ’ ] [ 0 ] [ 0 ] != new rule [ ’ r ’ ] [ 0 ] [ 0 ] :
51 # Merge e q u i v a l e n c e c l a s s e s
52 i f r u l e [ ’n ’ ] in e q c l a s s e s :
53 i f new rule [ ’n ’ ] in e q c l a s s e s :
54 for e l in e q c l a s s e s [ new rule [ ’n ’ ] ] :
55 i f e l not in e q c l a s s e s [ r u l e [ ’ n ’ ] ] :
56 e q c l a s s e s [ r u l e [ ’ n ’ ] ] . append ( e l )
57 i f new rule [ ’ r ’ ] [ 0 ] [ 0 ] not in e q c l a s s e s [ r u l e [ ’ n ’ ] ] :
58 e q c l a s s e s [ r u l e [ ’n ’ ] ] . append ( new rule [ ’ r ’ ] [ 0 ] [ 0 ] )
59 i f l en ( r u l e s b 1 ) == 0 :
60 r u l e s b 1 = ’ ∗ ’
61 i f r u l e s b 1 [ 0 ] == ’ ’ : r u l e s b 1 = ’ ∗ ’
62 i f r u l e [ ’ a ’ ] not in [ ’INSERT TRACE ’ , ’ INSERT L ITEM ’ ] :
63 r u l e [ ’ r ’ ] [ 0 ] = ( r u l e [ ’ r ’ ] [ 0 ] [ 0 ] , s t r ( r u l e s b 1 ) )
64 else :
65 r u l e [ ’ r ’ ] [ 0 ] = ( ’ ∗ ’ , s t r ( r u l e s b 1 ) )
66 for r o l e in new rule [ ’ i t h e t a ’ ] :
67 i f r o l e not in r u l e [ ’ i t h e t a ’ ] :
68 r u l e [ ’ i t h e t a ’ ] . append ( r o l e )
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69 else :
70 # I n t e r s e c t f e a t u r e s ( e . g . , ’ k i s s ’+PART vs ’ k i s s ’+TENSE)
71 r u l e [ ’ r ’ ] [ 0 ] = ( r u l e [ ’ r ’ ] [ 0 ] [ 0 ] , \
72 s t r ( i n t e r s e c t ( f e a t l i s t f r o m s t r ( r u l e [ ’ r ’
] [ 0 ] [ 1 ] ) ,\
73 f e a t l i s t f r o m s t r ( new rule [
’ r ’ ] [ 0 ] [ 1 ] ) ) ) )
74 # X−bar temp la te updated in any way ( to do what f o o t n o t e 2 , p
.144 , says )
75 i f r u l e [ ’ l ’ ] [ 1 ] [ 1 ] != new rule [ ’ l ’ ] [ 1 ] [ 1 ] :
76 r u l e [ ’ l ’ ] [ 1 ] = ( r u l e [ ’ l ’ ] [ 1 ] [ 0 ] , new rule [ ’ l ’ ] [ 1 ] [ 1 ] )
77 # Subcase 1a : e i t h e r l e f t or r i g h t c o n t e x t i s the same
78 i f ( ( r u l e [ ’ l ’ ] [ 0 ] i s not None and r u l e [ ’ l ’ ] [ 0 ] [ ’ type ’ ] == ’ ∗ ’ )
or\
79 ( r u l e [ ’ l ’ ] [ 0 ] == new rule [ ’ l ’ ] [ 0 ] ) or\
80 ( i s i n s t a n c e ( r u l e [ ’ l ’ ] [ 0 ] , d i c t ) and i s i n s t a n c e ( new rule [ ’
l ’ ] [ 0 ] , d i c t ) and\
81 l en ( r u l e [ ’ l ’ ] [ 0 ] [ ’ type ’ ] ) ==\
82 l en ( i n t e r s e c t ( r u l e [ ’ l ’ ] [ 0 ] [ ’ type ’ ] , new rule [ ’ l ’ ] [ 0 ] [
’ type ’ ] ) ) ) ) ˆ\
83 ( ( r u l e [ ’ r ’ ] [ 1 ] == ( ’ ∗ ’ , ’ ∗ ’ ) or\
84 checkFe a tu r e In t e r s e c t i on ( r u l e [ ’ r ’ ] [ 1 ] [ 1 ] , new rule [ ’ r
’ ] [ 1 ] [ 1 ] ) ) and\
85 ( r u l e [ ’ r ’ ] [ 2 ] == ( ’ ∗ ’ , ’ ∗ ’ ) or\
86 checkF ea tu r e In t e r s e c t i on ( r u l e [ ’ r ’ ] [ 2 ] [ 1 ] , new rule [ ’ r
’ ] [ 2 ] [ 1 ] ) ) ) :
87 # Must be the same : the kind o f b u f f e r c e l l s i tems ( l e x i c a l
or XP)
88 # Can be g e n e r a l i z e d : CYC, X−bar temp la te and b u f f e r c e l l s
89 i f r u l e [ ’ l ’ ] [ 0 ] != ’ ∗ ’ and r u l e [ ’ l ’ ] [ 0 ] != new rule [ ’ l ’ ] [ 0 ] :
# CYC
90 i f new rule [ ’ l ’ ] [ 0 ] i s None : # Nothing to do
91 pass
92 i f i s i n s t a n c e ( r u l e [ ’ l ’ ] [ 0 ] , d i c t ) and i s i n s t a n c e ( new rule
[ ’ l ’ ] [ 0 ] , d i c t ) :
93 f e a t = i n t e r s e c t ( r u l e [ ’ l ’ ] [ 0 ] [ ’ type ’ ] , new rule [ ’ l ’
] [ 0 ] [ ’ type ’ ] )
94 else :
95 f e a t = [ ]
96 i f l en ( f e a t ) == 0 :
97 i f r u l e [ ’ l ’ ] [ 0 ] i s None :
98 r u l e [ ’ l ’ ] [ 0 ] = {}
99 r u l e [ ’ l ’ ] [ 0 ] [ ’ l a b e l s ’ ] = [ None ]
100 r u l e [ ’ l ’ ] [ 0 ] [ ’ type ’ ] = ’ ∗ ’
101 i f ’ head ’ not in r u l e [ ’ l ’ ] [ 0 ] or r u l e [ ’ l ’ ] [ 0 ] [ ’ head ’
] i s not None :
102 r u l e [ ’ l ’ ] [ 0 ] [ ’ head ’ ] = ’ ∗ ’
103 i f new rule [ ’ l ’ ] [ 0 ] i s not None :
104 r u l e [ ’ l ’ ] [ 0 ] [ ’ l a b e l s ’ ] . append ( new rule [ ’ l ’ ] [ 0 ] [ ’
l a b e l s ’ ] [ 0 ] )
105 e l i f None not in r u l e [ ’ l ’ ] [ 0 ] [ ’ l a b e l s ’ ] :
106 r u l e [ ’ l ’ ] [ 0 ] [ ’ l a b e l s ’ ] . append (None )
107 else :
108 r u l e [ ’ l ’ ] [ 0 ] [ ’ type ’ ] = f e a t
109 i f r u l e [ ’ l ’ ] [ 0 ] [ ’ head ’ ] i s not None :
110 r u l e [ ’ l ’ ] [ 0 ] [ ’ head ’ ] = f e a t
111 i f r u l e [ ’ r ’ ] [ 1 ] [ 1 ] != ’ ∗ ’ and r u l e [ ’ r ’ ] [ 1 ] [ 1 ] != new rule [ ’ r
’ ] [ 1 ] [ 1 ] : # buf2
112 i f new rule [ ’ r ’ ] [ 1 ] [ 1 ] i s None : # Nothing to do
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113 pass
114 f e a t = i n t e r s e c t ( f e a t l i s t f r o m s t r ( r u l e [ ’ r ’ ] [ 1 ] [ 1 ] ) ,\
115 f e a t l i s t f r o m s t r ( new rule [ ’ r ’
] [ 1 ] [ 1 ] ) )
116 i f l en ( f e a t ) == 0 :
117 f e a t = ’ ∗ ’
118 r u l e [ ’ r ’ ] [ 1 ] = ( ’ ∗ ’ , s t r ( f e a t ) )
119 i f r u l e [ ’ r ’ ] [ 2 ] [ 1 ] != ’ ∗ ’ and r u l e [ ’ r ’ ] [ 2 ] [ 1 ] != new rule [ ’ r
’ ] [ 2 ] [ 1 ] : # buf3
120 i f new rule [ ’ r ’ ] [ 2 ] [ 1 ] i s None : # Nothing to do
121 pass
122 f e a t = i n t e r s e c t ( f e a t l i s t f r o m s t r ( r u l e [ ’ r ’ ] [ 2 ] [ 1 ] ) ,\
123 f e a t l i s t f r o m s t r ( new rule [ ’ r ’
] [ 2 ] [ 1 ] ) )
124 i f l en ( f e a t ) == 0 :
125 f e a t = ’ ∗ ’
126 r u l e [ ’ r ’ ] [ 2 ] = ( ’ ∗ ’ , s t r ( f e a t ) )
127 d e b u g f i l e . wr i t e (u ’ ( i ) Genera l i zou ( ’ + s t r ( new rule [ ’n ’ ] ) +
’ > ’ + r u l e [ ’n ’ ] + ’ ) \n\n ’ )
128 # Now see i f curren t g e n e r a l i z e d r u l e i s i t s e l f s u b j e c t to
129 # f u r t h e r g e n e r a l i z a t i o n
130 i f new rule in r u l e s l i s t :
131 # This was a known r u l e t h a t found out to be redundant
132 r u l e s l i s t . remove ( new rule )
133 replaceRuleNameInRulesList ( new rule [ ’n ’ ] , r u l e [ ’n ’ ] )
134 i f new rule [ ’n ’ ] in e q c l a s s e s :
135 i f r u l e [ ’n ’ ] in e q c l a s s e s :
136 for e l in e q c l a s s e s [ new rule [ ’n ’ ] ] :
137 i f e l not in e q c l a s s e s [ r u l e [ ’n ’ ] ] :
138 e q c l a s s e s [ r u l e [ ’ n ’ ] ] . append ( e l )
139 del e q c l a s s e s [ new rule [ ’n ’ ] ]
140 d e b u g f i l e . wr i t e (u ’ ( i ) Excluiu ( ’ + new rule [ ’n ’ ] + ’ ) \n
’ )
141 new rule = r u l e
142 continue
143 # Subcase 1b : both l e f t and r i g h t c o n t e x t s are EXACTLY the same
144 e l i f ( ( r u l e [ ’ l ’ ] [ 0 ] i s not None and r u l e [ ’ l ’ ] [ 0 ] [ ’ type ’ ] == ’ ∗ ’ )
or\
145 ( r u l e [ ’ l ’ ] [ 0 ] == new rule [ ’ l ’ ] [ 0 ] ) or\
146 ( i s i n s t a n c e ( r u l e [ ’ l ’ ] [ 0 ] , d i c t ) and i s i n s t a n c e ( new rule [ ’
l ’ ] [ 0 ] , d i c t ) and\
147 l en ( r u l e [ ’ l ’ ] [ 0 ] [ ’ type ’ ] ) ==\
148 l en ( i n t e r s e c t ( r u l e [ ’ l ’ ] [ 0 ] [ ’ type ’ ] , new rule [ ’ l ’ ] [ 0 ] [
’ type ’ ] ) ) ) ) and\
149 ( ( r u l e [ ’ r ’ ] [ 1 ] == ( ’ ∗ ’ , ’ ∗ ’ ) or\
150 checkF ea tu r e In t e r s e c t i on ( r u l e [ ’ r ’ ] [ 1 ] [ 1 ] , new rule [ ’ r
’ ] [ 1 ] [ 1 ] ) ) and\
151 ( r u l e [ ’ r ’ ] [ 2 ] == ( ’ ∗ ’ , ’ ∗ ’ ) or\
152 checkF ea tu r e In t e r s e c t i on ( r u l e [ ’ r ’ ] [ 2 ] [ 1 ] , new rule [ ’ r
’ ] [ 2 ] [ 1 ] ) ) ) :
153 # Nothing to do ! ( a l r e a d y the same r u l e )
154 d e b u g f i l e . wr i t e (u ’ ( i i ) Genera l i zou ( ’ + s t r ( new rule [ ’n ’ ] )
+ ’ > ’ + r u l e [ ’n ’ ] + ’ ) \n\n ’ )
155 # Now see i f curren t g e n e r a l i z e d r u l e i s i t s e l f s u b j e c t to
156 # f u r t h e r g e n e r a l i z a t i o n
157 i f new rule in r u l e s l i s t :
158 # This was a known r u l e t h a t found out to be redundant
159 r u l e s l i s t . remove ( new rule )
160 replaceRuleNameInRulesList ( new rule [ ’n ’ ] , r u l e [ ’n ’ ] )
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161 i f new rule [ ’n ’ ] in e q c l a s s e s :
162 for e l in e q c l a s s e s [ new rule [ ’n ’ ] ] :
163 i f e l not in e q c l a s s e s [ r u l e [ ’ n ’ ] ] :
164 e q c l a s s e s [ r u l e [ ’ n ’ ] ] . append ( e l )
165 del e q c l a s s e s [ new rule [ ’n ’ ] ]
166 d e b u g f i l e . wr i t e (u ’ ( i i ) Excluiu ( ’ + new rule [ ’n ’ ] + ’ ) \
n ’ )
167 new rule = r u l e
168 continue
169 else :
170 # Nothing need be done , i tems remain d i s t i n c t
171 pass
172
173 # Subcase 2 : d i s t i n c t l e x i c a l i tems : check l e f t and r i g h tha nd
c o n t e x t s
174 # f o r i n c l u d i n g / e x c l u d i n g them of a same e q u i v a l e n c e c l a s s
175 i f r u l e [ ’ a ’ ] not in [ ’INSERT TRACE ’ , ’ INSERT L ITEM ’ ] and\
176 r u l e [ ’ r ’ ] [ 0 ] [ 0 ] != new rule [ ’ r ’ ] [ 0 ] [ 0 ] and\
177 ch eckFea t u r e In t e r s e c t i o n ( r u l e [ ’ r ’ ] [ 0 ] [ 1 ] , new rule [ ’ r ’
] [ 0 ] [ 1 ] ) :
178 # Subcase 2a : both l e f t and r i g h t c o n t e x t s are EXACTLY the same :
i n c l u d e
179 i f ( ( r u l e [ ’ l ’ ] [ 0 ] i s not None and r u l e [ ’ l ’ ] [ 0 ] [ ’ type ’ ] == ’ ∗ ’ )
or\
180 ( r u l e [ ’ l ’ ] [ 0 ] == new rule [ ’ l ’ ] [ 0 ] ) or\
181 ( i s i n s t a n c e ( r u l e [ ’ l ’ ] [ 0 ] , d i c t ) and i s i n s t a n c e ( new rule [ ’
l ’ ] [ 0 ] , d i c t ) and\
182 l en ( r u l e [ ’ l ’ ] [ 0 ] [ ’ type ’ ] ) ==\
183 l en ( i n t e r s e c t ( r u l e [ ’ l ’ ] [ 0 ] [ ’ type ’ ] , new rule [ ’ l ’ ] [ 0 ] [
’ type ’ ] ) ) ) ) and\
184 ( ( r u l e [ ’ r ’ ] [ 1 ] == ( ’ ∗ ’ , ’ ∗ ’ ) or\
185 checkF ea tu r e In t e r s e c t i on ( r u l e [ ’ r ’ ] [ 1 ] [ 1 ] , new rule [ ’ r
’ ] [ 1 ] [ 1 ] ) ) and\
186 ( r u l e [ ’ r ’ ] [ 2 ] == ( ’ ∗ ’ , ’ ∗ ’ ) or\
187 checkF ea tu r e In t e r s e c t i on ( r u l e [ ’ r ’ ] [ 2 ] [ 1 ] , new rule [ ’ r
’ ] [ 2 ] [ 1 ] ) ) ) :
188 # Equiva lence c l a s s e s
189 i f r u l e [ ’n ’ ] in e q c l a s s e s and new rule [ ’ r ’ ] [ 0 ] [ 0 ] not in
e q c l a s s e s [ r u l e [ ’n ’ ] ] :
190 e q c l a s s e s [ r u l e [ ’ n ’ ] ] . append ( new rule [ ’ r ’ ] [ 0 ] [ 0 ] )
191 d e b u g f i l e . wr i t e ( ’ [\ ’ ’+r u l e [ ’ n ’ ]+ ’ \ ’ :\ ’ ’+s t r ( new rule [ ’n
’ ] )+ ’ \ ’ ] Juntou c l a s s e de e q u i v a l eˆ n c i a ( ’ +
eqClassMembers ( e q c l a s s e s [ r u l e [ ’ n ’ ] ] ) + ’ ) \n\n ’ )
192
193 # Now see i f curren t g e n e r a l i z e d r u l e i s i t s e l f s u b j e c t to
f u r t h e r g e n e r a l i z a t i o n
194 i f new rule in r u l e s l i s t :
195 # This was a known r u l e t h a t found out to be redundant
196 r u l e s l i s t . remove ( new rule )
197 replaceRuleNameInRulesList ( new rule [ ’n ’ ] , r u l e [ ’n ’ ] )
198 i f new rule [ ’n ’ ] in e q c l a s s e s :
199 for e l in e q c l a s s e s [ new rule [ ’n ’ ] ] :
200 i f e l not in e q c l a s s e s [ r u l e [ ’ n ’ ] ] :
201 e q c l a s s e s [ r u l e [ ’ n ’ ] ] . append ( e l )
202 del e q c l a s s e s [ new rule [ ’n ’ ] ]
203 d e b u g f i l e . wr i t e (u ’ ( i i i ) Excluiu ( ’ + new rule [ ’n ’ ] + ’ )
\n\n ’ )
204 new rule = r u l e
205 continue
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206 # Subcase 2b : e i t h e r l e f t or r i g h t i s d i f f e r e n t : s e p a r a t e
207 e l i f r u l e [ ’ a ’ ] not in [ ’INSERT TRACE ’ , ’ INSERT L ITEM ’ ] and\
208 new rule not in r u l e s l i s t and\
209 ( ( ( r u l e [ ’ l ’ ] [ 0 ] i s not None and r u l e [ ’ l ’ ] [ 0 ] [ ’ type ’ ] !=
’ ∗ ’ ) and\
210 ( r u l e [ ’ l ’ ] [ 0 ] != new rule [ ’ l ’ ] [ 0 ] ) and\
211 (not i s i n s t a n c e ( r u l e [ ’ l ’ ] [ 0 ] , d i c t ) or not i s i n s t a n c e (
new rule [ ’ l ’ ] [ 0 ] , d i c t ) or\
212 l en ( r u l e [ ’ l ’ ] [ 0 ] [ ’ type ’ ] ) !=\
213 l en ( i n t e r s e c t ( r u l e [ ’ l ’ ] [ 0 ] [ ’ type ’ ] , new rule [ ’ l ’ ] [ 0 ] [
’ type ’ ] ) ) ) ) or\
214 ( ( r u l e [ ’ r ’ ] [ 1 ] [ 1 ] != ’ ∗ ’ and not
che c kFea tu r e In t e r s e c t i on ( r u l e [ ’ r ’ ] [ 1 ] [ 1 ] , new rule
[ ’ r ’ ] [ 1 ] [ 1 ] ) ) or\
215 ( r u l e [ ’ r ’ ] [ 2 ] [ 1 ] != ’ ∗ ’ and not
che c kFea tu r e In t e r s e c t i on ( r u l e [ ’ r ’ ] [ 2 ] [ 1 ] , new rule
[ ’ r ’ ] [ 2 ] [ 1 ] ) ) ) ) and\
216 r u l e [ ’ n ’ ] in e q c l a s s e s and new rule [ ’ r ’ ] [ 0 ] [ 0 ] in
e q c l a s s e s [ r u l e [ ’ n ’ ] ] :
217 e q c l a s s e s [ r u l e [ ’ n ’ ] ] . remove ( new rule [ ’ r ’ ] [ 0 ] [ 0 ] )
218 d e b u g f i l e . wr i t e ( ’ [\ ’ ’+r u l e [ ’ n ’ ]+ ’ \ ’ :\ ’ ’+s t r ( new rule [ ’n ’ ] )+
’ \ ’ ] Separou c l a s s e de e q u i v a l eˆ n c i a ( ’ + r u l e [ ’ r ’ ] [ 0 ] [ 0 ]
+ ’ : ’ + new rule [ ’ r ’ ] [ 0 ] [ 0 ] + ’ ) \n\n ’ )
219
220 return new rule , ( new rule in r u l e s l i s t )
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