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The variability of sea surface temperatures (SSTs) at multidecadal
and longer timescales is poorly constrained, primarily because
instrumental records are short and proxy records are noisy.
Through applying a new noise filtering technique to a global net-
work of late Holocene SST proxies, we estimate SST variability
between annual and millennial timescales. Filtered estimates of
SST variability obtained from coral, foraminifer, and alkenone
records are shown to be consistent with one another and with
instrumental records in the frequency bands at which they over-
lap. General circulation models, however, simulate SST variability
that is systematically smaller than instrumental and proxy-based
estimates. Discrepancies in variability are largest at low latitudes
and increase with timescale, reaching two orders of magnitude for
tropical variability at millennial timescales. This result implies ma-
jor deficiencies in observational estimates or model simulations, or
both, and has implications for the attribution of past variations
and prediction of future change.
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Variations in sea surface temperature (SSTs) have widespreadimplications for society and are the basis of most regional
decadal prediction efforts (1). Magnitudes of variability in re-
gional SSTs are inferred either using observations or simulations
from general circulation models (GCMs). At synoptic and in-
terannual timescales, there is overall agreement between obser-
vational and GCM estimates of SST variability (2–4). At decadal
timescales, however, instrumental records generally show greater
regional SST variability than found in the Coupled Model In-
tercomparison Project Phase 5 (CMIP5) ensemble of GCM sim-
ulations (4) and in earlier simulations (5–7). Discrepancies are
greatest at low latitudes where model−data mismatches in vari-
ance reach a factor of 2 (Fig. 1).
Estimating regional SST variability at multidecadal and longer
timescales presents a quandary. Discrepancies with instrumentally
observed SST variability at decadal timescales calls into question
the credibility of GCM estimates at longer timescales. At the same
time, instrumental observations covering more than 100 y of SST
variability are sparse. For example, whereas 68% of ocean grid
boxes in the Climate Research Unit’s instrumental compilation of
SSTs have a 30-y interval with an observational density of at least
100 observations per year, only 19% of grid boxes have such
coverage over a 100-y interval (8). Furthermore, SST variability
observed during the last century represents contributions from
natural and anthropogenic sources that are difficult to disentangle
and are not necessarily representative of any other interval (9).
One is inevitably led to using paleoclimate proxies to constrain
multidecadal and longer-term variability. Numerous paleoclimate
reconstructions document low-frequency SST variability (10–15),
but the degree to which these reconstructions afford quantitative
constraints of annual average SST variability is unclear because of
issues including noise, sampling artifacts, and possible proxy-
specific biases. In the following, we apply a recently introduced
procedure for filtering out artifacts from proxy spectral estimates
(16) to a global dataset of high-resolution proxies to estimate SST
variability from interannual to millennial timescales.
We next systematically compare these observational estimates
against results from long GCM simulations. Although foregoing
studies have analyzed proxy−model agreement for global average
temperature (17) and other climate indices (18), to our knowledge,
this is the first proxy−model comparison of regional SST variability.
Proxy Data
Building on an existing compilation (19), we analyze 33 high-
resolution proxy records of marine temperature sampled from
marine sediment cores (Uk37 and planktonic Mg/Ca) and corals
(Sr/Ca, δ18O, and growth rate) (Fig. 2). We use paleo observa-
tions extending back no more than 7,000 y because observations
from earlier in the Holocene may be influenced by transient
adjustments associated with the last deglaciation. Proxy results
are compared against instrumental SSTs (8) and long GCM
simulations (20–23) (SI Appendix, Tables S1 and S2). To facili-
tate intercomparison, all proxy records are recalibrated using
a single temperature relationship for each proxy type (SI Ap-
pendix, Proxy Calibration). The importance of using a consistent
calibration can be seen in that the spatial correlation between
instrumental and coral-derived interannual temperature variance
is 0.84, whereas it would only be 0.26 were individually published
calibrations instead used (SI Appendix, Fig. S4).
The spectra of each proxy record in our collection is estimated
using a multitaper procedure. Results indicate that centennial
and millennial variations are substantially larger than those found
at decadal timescales (Fig. 3A), as has been previously noted (10,
11, 14, 24), but the magnitude and shape of the spectral estimates
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between different proxy types is incommensurate. At overlapping
frequencies, the Mg/Ca records average 2.1 times more variance
than the Uk37 records and proportionately more high- than
low-frequency variability. Mg/Ca estimates also show an order
of magnitude more variability than indicated by coral records
where their resolved frequencies overlap, near 1/200 y−1. These
discrepancies must be resolved if proxies are to provide a plau-
sible estimate of temperature variability or afford a credible test
of GCM simulations of SST variability (25).
One possibility is that regional differences in temperature
variability account for the discrepancies between proxies. Nearby
Mg/Ca and Uk37 records are, however, in no better agreement.
Furthermore, the core site locations associated with Mg/Ca
measurements do not show any greater variability than the Uk37
sites in either instrumental records or GCM simulations (16).
Discrepancies between coral and Mg/Ca or alkenone estimates
are similarly unresolved by spatial variability. Instead, it appears
that differences in variability between proxy types arise from
differential noise influences.
Noise sources can be grouped into three categories involving
errors associated with measurement noise, mixing of sediments
by biological activity that leads to smoothing of measured sig-
nals, called bioturbation (26), and aliasing of high-frequency
variability associated with irregular or infrequent sampling (27,
28). Other sources of uncertainty are also present, but we will
show that the above well-recognized noise sources are sufficient
to resolve interproxy discrepancies. Our approach is to design
a filter for each proxy record to remove the noise effects (or
amplify variability where it has been suppressed by bioturbation)
depending on proxy type, sediment accumulation rates, and
local SST variability. See Materials and Methods and ref. 16.
for details.
There are four indications that the proxy correction tech-
nique gives accurate results. First, the technique recovers true
SST variability in expectation when applied to synthetic re-
cords. Second, the inferred noise values correspond with in-
dependently derived error estimates available for four of the
Mg/Ca records (16). Third, the corrected proxy spectral esti-
mates for corals, Mg/Ca, and Uk37 are consistent among






























Fig. 1. Variance ratio of the observed and simulated sea surface tempera-
ture variance for multidecadal (20−50 y) timescales from ref. 4. Simulated
variance is from the mean variance of all CMIP5 historical simulations. Ob-
served variance is from HadSST3 (8) and is corrected for sampling and in-
strumental errors. Locations of the temperature proxies used in this study
are marked as symbols.
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Fig. 2. Raw proxy data (black) plotted against the corresponding model simulations sampled at the proxy locations (cyan). Both simulations and proxies are
detrended, and the simulations are temporally averaged to the same resolution as the proxies. To provide continuous temporal overlap with the proxy records,
interannual resolution records (A) are compared against a comprehensively forced simulation (20), whereas centennial resolution records (B and C) are compared
against a GCM simulation forced only by orbital variations (21). Differences in variability betweenmodel simulations are small relative to model−data discrepancies.
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themselves in terms of magnitude and relative proportions of
variability (Fig. 3 B and C). Greater reduction in Mg/Ca proxy
variance (−53%) relative to that of Uk37 (−25%) and corals
(−12%) results from the small numbers of individual samples
combined together for each Mg/Ca estimate and the larger ali-
asing correction that is consequently required. Fourth and finally,
records having a frequency resolution that overlaps with the in-
strumental record—corals and the high-resolution Mg/Ca record
from the Cariaco Basin (10)—are consistent to within uncer-
tainties with spectral estimates from local instrumental SST
records (Fig. 3 B and C, Insets).
Model Simulations
Numerous long GCM simulations exist that can be evaluated
against our proxy results (SI Appendix, Table S2). We focus on
a five-member ensemble of simulations from the ECHAM5/
MPIOM Earth system model that extends over the last 1,200 y
and includes forcing associated with variations in solar output,
Earth’s orbital configuration, atmospheric greenhouse gas con-
centrations, volcanic aerosols, and land use changes (20). We also
analyze longer simulations from the same model with no forcing
(20) or only using orbital forcing (21). All ECHAM5/MPIOM
simulations produce similar local SST variability (Fig. 4) and have
essentially constant spectral energy at frequencies below 1/50 y−1.
In addition to ECHAM/MPIOM, we also analyze the 15 long-
term historical simulations from across the 8 models contained in
the CMIP5/Paleoclimate Modelling Intercomparison Project
Phase III (PMIP3) last millenium ensemble (22, 23) (SI Appen-
dix, Figs. S2 and S3). The ECHAM5/MPIOM simulations pro-
duce SST variability in the upper range of the CMIP5/PMIP3
simulations across all timescales. It follows that model−data
differences discussed with respect to ECHAM5/MPIOM, here-
after simply referred to as the model, also hold more generally.
Results
Proxy spectral estimates (Fig. 3) show substantially greater var-
iability than found in model simulations (Fig. 4), with the dis-
crepancy increasing from interannual to millennial timescales (Fig.
5). There is also a clear meridional structure in the model−data
mismatch that persists across timescales (Fig. 5). The tropically
amplified pattern of model−data mismatch found at decadal
timescales using instrumental records (Fig. 1) is also found at
longer timescales (Fig. 5), but with proxy estimates showing sys-
tematically greater variability. At low latitudes (30°S−30°N), the
proxy estimates average 45 times greater variance than is associ-
ated with model SST variability [95% confidence interval (c.i.)
of 22–92] at multicentennial timescales (Fig. 5D), and this
discrepancy grows to more than a factor of 100 (c.i. 118–
1,470) at millennial timescales (Fig. 5E). Although averages
can be sensitive to outliers, similar order-of-magnitude dis-














































A    proxies raw
B   Mg/Ca, Uk37 and corals, corrected
C    Mg/Ca, Uk37 and Cariaco corrected
Fig. 3. Spectral estimates from proxy and instrumental SSTs. (A) Raw proxy
spectral estimates. (B) Proxy spectral estimates after correction for mea-
surement noise, bioturbational smoothing, and aliasing. (C) Same as B but
showing the Cariaco Mg/Ca based SST spectra instead of corals. The Cariaco
Mg/Ca record is not included in A and B. Insets show high-resolution proxy
spectra and HadSST3 instrumental spectra estimated using the time interval
in which they overlap. All other spectra are calculated over their full dura-
tion for years before 1950. The 95% confidence intervals are indicated by
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Fig. 4. SST spectral estimates from ECHAM5/MPIOM and the CMIP5/PMIP3
collection of simulations. The ECHAM5/MPIOM spectral estimates are from
simulations that are unforced, forced only by changes in Earth’s orbital
configuration, and forced using orbital, solar, volcanic, greenhouse gas, and
land-used changes. The range of spectral estimates from the fully forced
CMIP5/PMIP3 past1000 simulations are also shown. In all cases, spectral en-
ergy is nearly constant at frequencies below 1/50 y−1.


























ratios of 23 (c.i. 8–41) and 120 (c.i. 15–290) at multicentennial
and millennial timescales, respectively.
Discrepancies between model and data SST spectral estimates
are smaller at midlatitudes to high latitudes (>30°N or S). At de-
cadal timescales (Fig. 1), the models have slightly greater variance
than the instrumental observations. At multicentennial timescales
(Fig. 5D), proxy estimates average 10 (c.i. 6–18) times greater
variance, and at millennial timescales, 49 (c.i. 34–151) times greater
variance (Fig. 5E). Medians give 6 times (c.i. 3–8) and 35 times (c.i.
13–50) the variance at multicentennial and millennial timescales,
respectively. Essentially the same results are obtained from either
instrumental or coral records at high frequencies, from either
Mg/Ca or Uk37 records at low frequencies, and using any of the
CMIP5/PMIP3 simulations (SI Appendix, Figs. S2 and S3), in-
dicating that the present results are robust and generalizable.
In considering possible explanations for model−data discrep-
ancies, we begin with the data. One possibility is that model grid
boxes are unrepresentative of the scale of variability sampled by
the proxies, but this seems unlikely because instrumental and
proxy records agree with the models at interannual timescales
(Figs. 3 and 5 A and B). Furthermore, the spatial coherence of
temperature variability generally increases toward longer time-
scales (9) and discrepancies between point and grid box esti-
mates would be expected to correspondingly diminish toward
longer timescales, if gridding were at issue. Another issue is that
proxy sites are disproportionately located in regions near the
ocean margins—where higher sedimentation rates afford higher-
resolution records. However, we find no systematic difference in
model−data discrepancy between coastal and more interior sites,
in agreement with other findings that coastal point observations
and open ocean gridded SSTs have similar variability (29).
Another data issue is for foraminifera and alkenone-producing
species to record specific seasons or dwell in subsurface regions
having different temperature variability, but sampling the vari-
ability within single seasons and at different depth levels fails to
resolve the model−data mismatch (SI Appendix, Fig. S6). Tem-
poral changes in growth seasonality or depth habitat could lead
to spurious proxy variability, and alkenone records may also be
subject to time variable resuspension and transport (30). These
processes are not identifiable in our results, however, in that
estimates agree across the three different classes of proxies (Fig.
3), similar latitudinal model−data discrepancies are found when
considering either the instrumental or proxy records (Fig. 5), and
similar scaling is found in Mg/Ca records from distinct foram
types (i.e., ruber and bulloides). Moreover, studies of foraminifera
generally indicate that, in seeking homeostasis, there is a tendency
toward muting, as opposed to increasing, the magnitude of
recorded temperature variability (31). There are also sources of
uncertainty associated with calibrating coral proxy records of sea
surface temperature variability (32), but comparison between
different coral-based SST proxy types and between coral and in-
strumental data suggests no systematic bias (SI Appendix, Re-
liability of Coral-Based Estimates of Marine Variability, and
Figs. S4 and S5).
A final data issue is that we may have systematically under-
estimated noise contributions. An independent check of noise
variance is available through analyzing the covariance of nearby
records, and we find that these are consistent with the noise levels
inferred from our proxy-correction approach (SI Appendix, Signal-
to-Noise Estimates, and Fig. S1). Under the assumption that noise
is uncorrelated between records, estimated signal-to-noise ratios are
an order of magnitude too great for noise to explain the model−data
mismatch. Although the net effect of the noise correction that we
apply is to decrease proxy and instrumental variance, we find no
evidence that proxy variance should be further reduced.
Discussion
The combined instrumental and proxy evidence indicates that
models systematically underestimate regional temperature vari-
ability and that this mismatch increases toward longer timescales.
This result is consistent with land surface temperatures recon-
structed from tree rings, other terrestrial proxies, and docu-
mentary evidence also indicating greater regional variability than
simulated by models at decadal and longer timescales (33–35).
That the ECHAM5/MPIOM model simulation of the carbon
cycle over the last millenium fails to reproduce the magnitude of
preindustrial atmospheric CO2 variability (20) may also result
from too little natural variability. We also note that models
generally fail to simulate the magnitude of climate variations
indicated by more ancient paleoclimate records (36).
One possible reconciliation for model−data discrepancies in
variability is for the models to have insufficient internal vari-
ability. For instance, ocean−atmosphere coupling may be too
weak (37), or the energy cascade from the mesoscale to larger
spatial scales (38) may be insufficient. These scenarios could also
be related to models being too diffusive, as would be consistent
with model−data discrepancies growing toward longer timescales
and the fact that higher-resolution simulations in the CMIP5
ensemble tend to show greater regional variability (4).
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Fig. 5. Latitudinal dependence of the model−data mismatch at different timescales. Shown is the variance ratio between observed and GCM simulated sea
surface temperature, where simulations are sampled at the data positions and observational estimates are corrected for sampling and measurement errors.
Proxy comparisons (dots) are relative to different versions of the ECHAM5/MPIOM model results: at timescales less than 1,000 y (A−D), comparisons are from
the fully forced results, whereas comparisons at millennial timescales (E) are for the orbital-only results. Ratios derived from the orbital-only simulation are
also shown as small stars in D and demonstrate that results are consistent using either model version. Variance ratios from instrumental observations
(HADSST3) at the proxy positions (cyan square) are shown in A and B. Error bars show 67% confidence intervals, comparable to a SE, and include uncertainties
associated with the correction process (see Materials and Methods).
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Another means of model−data reconciliation is through greater
natural external forcing. For example, regional SST variance
is roughly doubled at multidecadal and centennial timescales
in the GISS-E2-R ensemble of simulations (39) when using
larger-magnitude volcanic forcing estimates (40) relative to
smaller ones (41) (SI Appendix, Fig. S7). As another example,
regional SST variability is twice as large at centennial and mil-
lennial timescales during early Holocene portions of the TraCE-
21ka experiment (42) when ice melt contributes significant
amounts of freshwater, compared with late Holocene variability
when ice melt is set to zero (SI Appendix, Fig. S7). These results
suggest that increased variability in freshwater fluxes, perhaps
associated with shifts in rainfall, would also increase regional
SST variability. A related set of possibilities involves under-
estimating the sensitivity to external forcing. We are not aware of
transient simulations that produce variability as large as that
indicated by the proxy record, including those that represent
volcanic (39), freshwater (42), or solar forcing (43). Notably,
however, ref. 43 demonstrates a similar pattern of response to
solar variability in both proxy data and simulations, and that an
equilibrium simulation of the Maunder Minimum (44) having
a detailed representation of the stratosphere showed strong re-
gional temperature responses to solar forcing, similar in magni-
tude to those reconstructed elsewhere from proxies. Together
these examples illustrate that additional forcing and amplifica-
tion mechanisms readily increase regional SST variability and
may possibly resolve model–data discrepancies.
Of course, it is also possible to generate consistent magnitudes
of variability for the wrong reasons. For example, consistent
variability was found between a simulation and paleoclimate
reconstruction of the El Niño Southern Oscillation, but where
the simulation showed greater volcanic contributions than found
in the reconstruction (18). More detailed study of forcing-
response patterns seems important for identifying plausible
mechanisms by which to reconcile model−proxy discrepancies.
An obstacle, however, is that whereas age-model errors have
little influence on the spectral estimation relied upon in this
study (45), such age-model errors generally corrupt covariance
estimates. Accurate analysis of forcing-response patterns using
proxy data will likely require development of new statistical
approaches that better account for timing errors.
Conclusions
Given the large number of parameterized contributions that
combine to determine regional SST variability, it is not surprising
that models do not reproduce magnitudes of variability out to
arbitrarily long timescales. Similarly, the large number of possi-
ble influences upon the proxy record makes it difficult to rule out
systematic biases in variance. Nonetheless, obtaining accurate
estimates and simulations of regional SST variability is important
in several respects. From a historical perspective, an accurate
reconstruction of the magnitude of past changes is obviously
preferable. There are also implications for attribution and pre-
diction of changes. Testing whether changes in temperature are
attributable to anthropogenic causes requires a null distribution
representing natural variability that is typically obtained from
control runs of a model (5). Insomuch as models underestimate
natural SST variability, tests for anthropogenic effects will tend
to be biased positive. Optimal detection techniques that seek to
rotate the fingerprint of climate change so as to maximize signal-
to-noise ratios in model simulations are likely even more sus-
ceptible to bias (46). Underestimation of internal variability can
also be expected to lead to predicted ranges that are too narrow,
possibly also because of the projection of anthropogenic forcing
onto natural modes of variability (1).
Reconciliation of model−data mismatch in SST variability
requires participation from the modeling, statistics, and paleo-
climate communities. Continued study of the magnitude and
sensitivity to forcing, model representation of SST variability,
and the processes through which proxies record environmental
change all appear important. It may also be relevant to seek a
more complete representation of marine proxies within general
circulation models, including the growth and life cycle of marine
proxies (31) as well as the processes through which paleoclimate
signals are recorded and preserved in sediments.
Materials and Methods
Dataset Selection and Sampling.Only mid to late Holocene proxy records with
a mean resolution of less than 100 y and a length of more than 4,000 y are
included in the analysis. Coral records were chosen on the basis of being at
least 200 y long and reported to mainly record SST. The Cariaco Mg/Ca record
is the only annually resolved sediment record considered in this study. We
limit our collection to records having relatively high resolution to facilitate
skillful correction for the effects of measurement noise, bioturbation, and
sampling (16). All time series are evenly interpolated before analysis. To
minimize aliasing, data are first linearly interpolated to 10 times the target
resolution, low-pass filtered using a finite response filter with a cutoff fre-
quency of 1.2 divided by the target time step, and then resampled at the
target resolution. Note that linear interpolation tends to reduce the vari-
ance near the Nyquist frequencies of a process that has been unevenly
sampled (45), and we have therefore excluded variance estimates at the
highest frequencies. The appropriate resolution for each proxy record is
determined by sampling power-law processes according to the native reso-
lution of a given proxy and empirically determining which frequencies are
unbiased—usually those below about four times the mean sampling fre-
quency (SI Appendix, Table S1).
Proxy Correction. Mg/Ca records are subject to nonnegligible levels of errors
from all three error categories (measurement noise, bioturbation, and aliasing
of high-frequency variability associated with irregular or infrequent sampling),
and we correct for these through an extension of the filtering approach of
Kirchner (27). Measurement noise here includes instrumental error and vital
effects associated with foraminifera that are related to biologically controlled
influences on the calcification process. Our approach is to design synthetic
temperature records whose spectra are consistent with those from the
observations once the appropriate sources of noise have been applied. Syn-
thetic Mg/Ca records are sampled according to seasonal growth times (31),
bioturbated (26) (for unlaminated records), and subsampled according to the
number of individuals combined into each actual proxy measurement. Each
Mg/Ca subsample is then corrupted by independent realizations of normally
distributed noise. Synthetic Uk37 records are similarly bioturbated and sub-
jected to sampling noise, but the effects of aliasing are not included because
Uk37 samples comprise millions of molecules from across many different years.
A filter is estimated for each Mg/Ca or Uk37 record by taking the ratio of the
spectra associated with the synthetic record before and after subjecting it to
the various sources of error. Application of this filter to the actual record then
yields our best estimate of the actual SST variability. See ref. 16 for a complete
description, detailed evaluation, and application of this technique to centen-
nially resolved Mg/Ca and Uk37 records.
Correcting the annually resolved coral, Cariaco (10), and instrumental
records is simpler because bioturbation and aliasing can be ignored, and we
simply subtract the noise contribution following the errors reported in the
original publication (SI Appendix, Table S1). Except for the case of correcting
for bioturbation, all adjustments lead to a decrease in the SST variance
inferred from each indicator. The net result of applying our correction
algorithms is to decrease the average variance associated with each proxy
type as well as that of the instrumental record.
Spectral Estimation. Spectra are estimated using Thomson’s multitaper
method (47) with three windows. Time series are detrended before analysis,
as it is standard for spectral estimation. The multitaper approach introduces
a small bias at the lowest frequencies, and we omit the two lowest fre-
quencies in Figs. 3 and 4. For visual display purposes, power spectra are
smoothed using a Gaussian kernel with constant width in logarithmic fre-
quency space (27) when using logarithmic axes. To avoid biased estimates at
low- and high-frequency boundaries, the kernel is truncated on both sides to
maintain its symmetry. Except for instrumental comparisons (Figs. 3 B and C,
Insets, and Fig. 5 A and B), years after 1950 are not spectrally analyzed, to
omit an interval that likely contains substantial nonstationarity.
The average power spectrum for each proxy type shown in Fig. 3 neces-
sarily contains samples from regions with differing variability and that cover
different frequency intervals. To avoid discontinuities across frequencies


























where the number of available estimates change, proxy spectra are scaled to
an average value in the largest common frequency interval. Error bars in
Fig. 3 account for this weighting. Note that ratio calculations (Fig. 5) neither
require nor contain scaling. Mean regional SST spectral estimates (Fig. 4 and
SI Appendix, Fig. S7) are derived by calculating the spectra for every ocean
grid box between 50°S and 50°N and showing the area-weighted mean of all
regional spectra. Confidence intervals for spectral estimates are obtained
from Monte Carlo simulations, and they account for the effects associated
with corrections to the proxy records, the weighting associated with com-
bining different spectral estimates, the frequency-dependent smoothing
kernel, and the normal uncertainties associated with a spectral estimate.
Specifically, we simulate surrogate time series using the estimated β scaling
relationship (16), then corrupt the records, correct them, and estimate the
resulting spectra. The process is repeated one thousand times, and a χ2
distribution is fit to the ensemble of results at each frequency using moment
matching. Uncertainties in ratio estimates are estimated analogously except
that they are approximated as following an F distribution. For purposes of
averaging, individual proxy spectra are assumed to be independent. Like-
wise, each of the five ensemble members from the fully forced millennial
GCM simulations are assumed independent.
Ratio of Proxy and GCM SST Variance. Timescale-dependent variance ratios (Fig.
5) are derived by summing spectral energy estimates between respective fre-
quencies. The confidence intervals for the mean and median ratios are derived
by drawing realizations of ratios for every proxy from an F distribution, taking
the mean or median, repeating this 100,000 times, and reporting the quantiles.
Comparison With Instrumental SST. Instrumental SST variance estimates that
are used for purposes of comparison come from the corrected HadSST3 var-
iance spectra from ref. 16. Comparisons are made with respect to the grid box
containing a given proxy record. We do not restrict the instrumental SST data
to have at least 10 observations per year because this restriction would leave
large data gaps in the instrumental records at the coral positions. For com-
paring the coral and Cariaco records against instrumental SSTs (Fig. 3 B and C,
Insets), only overlapping years are analyzed for proxy and instrumental data.
For the ratio between observed and model SST variability (Fig. 5), all years for
which model results and each type of data overlap are included.
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SI-1. Overview
The supplementary information is divided into the description
of the proxy calibration (SI-2), a discussion of coral based vari-
ance estimates (SI-3) an independent check of the signal/noise
variance in the proxies (SI-4) and sensitivity tests of our re-
sults relative to choices in habitat depth, seasonality, biotur-
bation depth and our proxy-record selection (SI-5).
SI-2. Proxy calibration
All proxy records of a given type are uniformly calibrated to
facilitate spatial comparison (Fig. 5). Uk
′








and Mg/Ca records, including the Cariaco Basin record [1],
using 9.35% Mg/Ca per ◦C. These choices are the mean of all
author calibrations of the analysed datasets and are similar to
other standard calibrations: 0.033UK
′
37 /
◦C [2] and 9% Mg/Ca
per ◦C [3]. The single exception is a growth rate coral record
[4] for which no independent calibration exists. For Sr/Ca
and δ18O in corals there is evidence that calibrations based
on seasonal relationships lead to an overestimation of inter-
annual and longer temperature variability, possibly because
interannual signals are attenuated by calcification occurring
at some depth into the coral [5]. We therefore recalibrate all
coral estimates to 0.084 (mmol/mol SrCa)/◦C and -0.23permil
δ18O /◦C, which is consistent with interannual calibrations
[5] (see also Section SI-3). The use of common calibrations
that are confirmed by spatial calibrations and lab-experiments
avoids issues associated with local and temporal calibrations
[6]. Note, that the recalibration also affects the reported er-
rors and replicate statistics.
SI-3. Reliability of coral-based estimates of marine
variability
There are several classes of uncertainties associated with coral
proxy records of sea surface temperature variability. For δ18O
proxies, the δ18O of coral skeletons are temperature sensi-
tive but are also influenced by the δ18O of ambient seawater.
Thus, changes in lateral and horizontal advection in the near
surface ocean and changes in the balance of precipitation and
evaporation will affect the signal. Our selection of δ18O prox-
ies reported to be mainly sensitive to temperature reduces
but cannot wholly exclude this effect, perhaps especially on
longer timescales [7]. The mechanistic relationship between
Sr/Ca uptake and temperature involves numerous uncertain-
ties. Sr/Ca uptake in corals may be affected by symbionts
[8], growth rate [9], changes in the sea-water Sr/Ca, and the
sampling process because of heterogeneity in coral ratios. See
refs. [10] and [11] for more details.
Observational studies [5] indicate that seasonal signals in
coral records can be attenuated because calcification occurs
over a depth range that partially integrates across more than
a single season. This attenuation appears to be limited to
less-than-decadal timescales, however, and we use the calibi-
ration proporsed by Gagan et al. [5] as appropriate for decadal
and longer timescales. In particular, for Sr/Ca we use 0.084
(mmol/mol SrCa)/◦C and for δ18O we use -0.23permil/◦C.
The implication is that we may somewhat underestimate in-
terannual temperature variability using this calibration, which
appears to be the case in comparisons between coral and in-
strumental SST spectral estimates (Fig. 3B, inset, Fig. S4).
The approach of a single calibration for each coral proxy type
is confirmed by comparing the spatial variance pattern of the
coral records and instrumental SST. The recalibrated records
correlate better to the instrumental SST variance pattern
(R=0.84 recalibrated) than when using the individual cali-
brations published along with each record (R=0.26).
To further examine the calibration and the skill of the
corals in recording SST variability, we compare the variabil-
ity of coral SSTs against instrumental SSTs across different
sites on interannual and interdecadal timescales (Fig. S4).
There is a good correspondence between these independent
estimates of temperature variance, showing a correlation of
0.93 on interannual and 0.53 on interdecadal timescales, but
it is also useful to discuss those records for which there are
disagreements in more detail. One outlier is the Sr/Ca record
of Kilbourne et al. (2008) [12] that shows significantly more
variability than the instruments. Another outlier is the proxy
record reported by Dunbar et al. (1994) [13] that shows lower
than instrumental variance, possibly reflecting the sparse in-
strumental measurements available in the earlier part of the
century.
To test the sensitivity of our results to uncertainties in
coral-based proxy estimates of marine temperature variabil-
ity, we recalculate the spectra using only Sr/Ca coral records
as well as only using the five corals most consistent with the
instrumental variability at interdecadal timescales (Fig. S5).
The SST variability reconstructed only from Sr/Ca (6 records)
is very close to the SST variability using all records. The vari-
ability reconstructed from the five records that are closer to
the decadal instrumental SST variance (Fig. S4) shows some-
what less variability but a similar scaling behavior and these
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estimates remain much greater than the GCM estimates at
the corresponding locations.
SI-4. Signal-to-noise estimates
One class of explanations for the model-data mismatch dis-
cussed in the main manuscript has to do with proxy noise,
though this appears an unsatisfactory explanation. Such an
explanation would require that proxy noise have an order of
magnitude or more the variance in the proxy records as does
the actual marine temperature variability signal. Below, two
approaches are offered for estimating the ratio of temperature-
to-noise variance, referred to as signal-to-noise ratios (SNR),
and both show that the SNR is close to one.
SI-4.1 Forward model approach.The forward model of the
signal and noise component described in [14] can be used to
obtain an estimate of signal-to-noise ratios (SNR) for Mg/Ca
and Uk37 based on our knowledge of the sampling process and
instrumental temperature variability. The procedure that we
use is to generate random timeseries following the spectral
model with β = 1, corrupt them using the sampling regime
found in the individual cores [14], and then apply the core-
specific noise level, σ, and bioturbation with δ = 10cm. Com-
paring the corrupted time-series and the original time-series
after resampling both to a 250yr resolution results in a SNR
estimate. An SNR of 0.5 is found as an average across all
Mg/Ca records and 1.6 for Uk37. The lower proportion of
signal relative to noise found for Mg/Ca records is in keeping
with the greater variance correction that is applied to these
records (Fig. 3).
SI-4.2 Correlation approach. An independent estimate of the
SNR can be obtained from a comparison of nearby cores.
Given a pair of cores with perfect time control and a signal
shared entirely in common and each containing noise indepen-
dent of the other, the SNR is simply R/(1−R) where R is the
correlation coefficient between both time series [15]. A com-
plication, however, is that in our dataset most pairs of cores
are separated in space such that the signal component cannot
be expected to be closely correlated. To account for this effect
we use climate model simulations to estimate the covariance
of the signal component at each pair of core site locations as
described further below. It is also possible that errors would
be correlated, tending to bias the SNR high, but we have no
evidence that this is the case. Further, temperature time se-
ries derived from sediment cores have a relative timing that
is uncertain, tending to decrease the sample correlation coef-
ficient and bias the SNR estimate low, but we do not account
for either timing error or correlated noise in our estimates.
All pairs of cores that are less than 5000 km apart are
examined. 5000 km approximates the centennial timescale
decorrelation decay length, chosen as being somewhat larger
than the 3800km decay length estimated at decadal timescales
[16] under the expectation that longer timescales of variability
also have larger spatial scales and because this affords suffi-
cient samples for the statistical analysis. Note that we also
include records with a mean temporal resolution of less than
150 years (Table S3) because restricting the analysis to cores
with less than 100 year average sample resolution would give
only three pairs of Mg/Ca separated by less that 5000 km.
Every timeseries is resampled to a 250 year resolution and
linearly detrended, thereby giving a consistent treatment with
respect to the spectral analysis procedure.
The mean correlation of all pairs of each proxy type are
computed. The null hypothesis of no relationship between
records can be rejected for both Uk37 (p=0.01) and Mg/Ca
records (p=0.02), which then strongly indicates that a com-
mon signal is present. To examine whether the forward mod-
eling results presented earlier are consistent with the observed
proxy correlation, we sample the 6000 year GCM simulation
(orbital only) at the position of the cores using 250 year block
averages. We add white noise to every model time series in
order to obtain SNR between 0.1 and 10. Repeating this pro-
cedure 1000 times gives a distribution of mean correlations for
the chosen SNR. An estimate of the SNR is then obtained by
matching the correlation obtained from the model plus noise
timeseries and the sample proxy correlation. This procedure
results in a best estimate of 1.2 SNR for Mg/Ca and 1.4 SNR
for Uk37. The difference between the Mg/Ca and Uk37 SNRs
is qualitatively in the same direction as in the previous esti-
mate from the forward model, though the Mg/Ca estimate is
higher and the Uk37 estimate lower.
It is also possible to evaluate the uncertainty in the SNR
estimates from correlation. We find that the proxy correlation
is well inside the 95% range of the model plus noise correla-
tion distribution when choosing the noise level to match an
SNR of 0.5 for Mg/Ca and 1.6 for Uk37 (Fig. S1). This
demonstrates consistency between our independent estimates
of SNR derived variously from correlations and the forward
spectral correction algorithm.
A number of choices are made in the foregoing estimates
of SNR including those associated with bioturbation intervals,
model derived estimates of covariance, and interpolation in-
tervals. Although a full discussion of the robustness of these
result could be provided, it suffices to say that values of SNR
having a magnitude near one are consistently arrived at. SNR
magnitudes of less than 0.1 would be needed to bring the
proxy-observed and GCM-simulated marine variability into
consistency with one another. Therefore, we conclude that
both independent methodologies for estimating SNR indicate
that the model-data mismatch in variance is not ascribable to
noise.
SI-5. Sensitivity tests
The analysis presented here necessitates the selection of cer-
tain parameters and models. Here we discuss how the sensi-
tivity of our results to these selections are small relative to
the model-data discrepancy that is identified and that the
consistency between the various proxy estimates of marine
temperature variability is robust.
SI-5.1 Depth and seasonality. Foraminifera and alkenone pro-
ducers do not evenly record the seasonal cycle nor do they
monitor conditions exactly at the sea surface. For a more
detailed discussion regarding seasonal and habitat influence
on the recording of temperature see ref. [17] and references
therein. To examine the influence of recording specific seasons
or depths we additionally analysed GCM-produced variabil-
ity in summer (JJA in the Northern Hemisphere, DJF in the
Southern Hemisphere) and winter (DJF in NH, JJA in SH) as
well as at 27m depth. Results show a small increase in vari-
ability at all timescales when considering seasonal tempera-
ture or considering subsurface temperature (Fig. S6). The
latter is caused by the greater vertical advection of tempera-
ture anomalies. However, the scaling behavior of the variabil-
ity is not affected and the magnitude of the increase is small
relative to the model-proxy mismatch.
SI-5.2 Bioturbation depth assumption. Assuming no biotur-
bation leads to a small decrease in the estimated proxy SST
variability of -18% for Uk37 and -19% for Mg/Ca. Assum-
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ing that bioturbation acts over a 20cm vertical scale increases
the estimated SST variability by 32% for Uk37 and 49% for
Mg/Ca. Again, these changes are small relative to the order-
of-magnitude discrepancies between models and data. For
both Uk37 and Mg/Ca, the misfit between observed and esti-
mated spectra in the spectral correction process [14] is small-
est when assuming a 10cm bioturbation width.
SI-5.3 Inclusion of more records. Only those records having
an average sampling interval of less than 100 years were in-
cluded. As discussed in [14], it is difficult to correct for
sampling and measurement noise in more coarsely resolved
records. Nonetheless, accepting records that have a 150 year
average sampling interval (Table S3) gives 4 more Mg/Ca and
5 more Uk37 records and does not change the main results
(Fig. S8) but does lead to more scatter in variance ratios
(i.e. those shown in Fig. 5), as expected from the Monte
Carlo experiments [14].
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Caledonia [18] -22.5 166.5 1 1 333 δ18O 0.22
Galapagos [13] -0.4 -91.2 1 1 346 δ18O 0.29
Guam [19] 13.6 144.8 1 1 208 δ18O 0.10
Gr.Barrier Reef [20] -18.0 146.5 5 5 415 Sr/Ca 0.06
Rarotonga 2R [21] -21.5 -159.5 1 1 268 Sr/Ca 0.17
Bermuda [9] 32.0 296.0 1 1 216 Sr/Ca 0.11
Flinders reef [22] -17.5 148.3 5 5 280 Sr/Ca 0.11
Turrumote [12] 17.9 293.0 1 1 253 Sr/Ca 0.30
Fiji 1F [23] -16.8 179.2 1 1 215 Sr/Ca 0.17
Bahamas [4] 25.8 -78.6 1 5 439 growth rate 0.07
Cariaco Mg/Ca [1] 10.8 295.2 1.4 2 769 Mg/Ca G.bulloides 0.17
MD03-2707 [24] 2.5 9.4 55 36 100 6600 Mg/Ca G.ruber
(pink)
MD98-2176 [25] -5.0 133.4 50 43 100 6818 Mg/Ca G.ruber
(white)
MD99-2155 [26] 57.4 -27.9 166 52 100 6440 Mg/Ca G.bulloides
MD99-2203 [27] 35.0 -75.2 53 19 100 6374 Mg/Ca G.ruber
(white)




[28] 25.2 247.3 79 90 150 6091 Mg/Ca G.bulloides
SO90-39KG/56KA [29] 24.8 65.9 123 20 100 4880 Uk’37
GeoB6007 [30] 30.9 -10.3 65 31 100 6750 Uk’37
MD97-2151 [31] 8.7 109.9 39 49 100 6020 Uk’37
SSDP-102 [32] 35.0 128.9 216 61 150 6870 Uk’37
IOW 225514 [33] 57.8 8.7 66 72 150 5980 Uk’37
CH07-98-GGC19 [34] 36.9 -74.6 27 68 150 6470 Uk’37
OCE326-GGC30 [34] 43.9 -62.8 30 72 150 6940 Uk’37
KR02-06 [35] 36.0 141.8 30 51 150 7013 Uk’37
MD952011 [36] 67.0 7.6 74 58 200 6450 UK37
MD01-2412 [37] 44.5 145.0 95 73 200 6920 Uk’37
D13882 [38] 38.6 -9.5 55 53 200 6530 Uk’37
IOW 225517 [33] 57.7 7.1 52 94 200 5170 Uk’37
JR51-GC35 [39] 67.0 -18.0 48 98 200 6880 UK37
GeoB 3313-1 [40] -41.0 -74.5 107 90 200 6930 Uk’37
GeoB 5901-2 [30] 36.4 -7.1 13 80 200 5840 Uk’37
SO139-74KL [41] -6.5 103.8 106 78 200 5870 Uk’37
Errors reported above are relative to the interpolated resolution and are converted to (◦C) using the calibrations described in (Sec. SI-2). For the Guam coral,
only the variability from an internal standard was reported and the mean replicate variability from the two other δ18O coral studies (0.0835 permil) is assumed.
For Flinders Reef a 0.1% error is assumed because the reported 0.02% only represent the analytical error. For Fiji 1F and Rarotonga 2R we understood that
uncertainty rates were of 0.48% (personnel communication, Braddock Linsley 05 Jun 2012) and later that they were 0.15%, in accord with values published in
Linsley et al. (2000) and Linsley et al. (2004) (personnel communication, Braddock Linsley 18 Oct 2014). We have assumed the larger uncertainty rate in all
calculations, though have also calculated results for the smaller 0.15% rate, which would lead to less than a 1% change in the overall coral variance estimate,
being thus unimportant for our particular results. Sedimentation rates are mean values over the last 7kyr or over the duration of the record, whichever is
shorter. Duration is the length of the record inside the 7kyr BP to present day interval used in this study where BP is with respect to 1950 AD.
Table S2. Model simulations
Name No. Model components Forcing Resolution Time Ref.




























CMIP5/PMIP3 past1000 15 coupled ocean atmosphere
models
full forcing [44] varies 850-1850CE [45, 46]
TraCE-21ka 1 CCSM3 GHG, orbital, ice
sheets,paleogeography,
meltwater
T31gx3v5 last 21kyr [47]
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Table S3. Proxy data ∆t ≥100yr, used in Sec. SI4.2 and SI5.3










ODP1084B [48] -25.5 13.3 9 126 200 6916 Mg/Ca G. bulloides
A7 [49] 27.8 127.0 11 125 200 5866 Mg/Ca G. ruber
MD01-2378 [50] -13.1 121.8 22 131 200 6300 Mg/Ca G. ruber
RAPID-12-1K [51] 62.1 -17.8 21 100 200 6909 Mg/Ca G. bulloides
MD952015 [52] 58.8 -26.0 50 101 200 6260 UK’37
ODP 658C [53,
54]
20.8 -18.6 21 100 200 6900 UK’37
ODP 1019C [55] 41.7 -124.9 40 132 200 6840 UK’37
MD95-2043 [56] 36.1 -2.6 37 133 200 5980 UK’37
OCE326-GGC26 [34] 43.5 -54.9 30 128 200 6770 UK’37






























Fig. S1. Check of consistency between the forward model and correlation based approaches for estimating signal-to-noise ratios (SNRs). To obtain SNRs equivalent to those
estimated from the forward model for Mg/Ca and Uk37, white noise is added to GCM temperature simulations at the proxy positions. The observed average proxy correlations,
indicated by a vertical red line, are inside the distribution of the simulated correlations, showing consistency between the two different estimates of SNR. The 2.5 and 97.5
quantiles of the simulated correlations are indicated by green vertical lines.
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Fig. S2. Latitudinal dependence of the model-data mismatch at different timescales for the CMIP5/PMIP3 past1000 simulations. See Fig. 5 for the full caption. In the
first row, ECHAM5/MPIOM is shown as a reference. As the past1000 simulations contain only the last millenium, the millenial variance ratio could not be estimated.
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Fig. S3. Latitudinal dependence of the model-data mismatch at different timescales for the CMIP5/PMIP3 past1000 simulations, continuation
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2-10yr corrected and recalibrated



















































10-50yr corrected and recalibrated
























Fig. S4. Comparison of instrumental (HadSST3) and coral based SST variance for interannual (left column) and interdecadal (right column) timescales. Top row:
uncorrected instrumental and proxy data using the authors calibration; lower row: variances corrected for sampling and measurement error using the common calibration.
Using the common calibration increases the correlation between instrumental and coral SST variance. On interannual timescales coral proxies tend to underestimate variability,
as expected from the selected calibration [5]. At interdecadal timescales some corals tend to overestimate variability, possibly because the biological-smoothing effect was
underestimated or because proxy noise has been underestimated or measurement noise was overestimated. The records most consistent with the instrumental data regarding
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proxy SST
model SST
Fig. S5. Sensitivity of spectral results to the choice of coral proxies. As main Fig. 3B but only using Sr/Ca records or only using the five records that are closest in variability
to their instrumental counterparts (Fig. S4). In addition, the GCM SST spectrum, sampled at the coral position is shown. In either case, the corals show a scaling similar to
that of the entire collection and much greater variability than the GCM results.
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Fig. S6. Dependence of marine temperature variability on season and water depth in the ECHAM5/MPIOM unforced control simulation. Shown is variability for annual,
summer, and winter surface conditions as well as annual conditions at 27m depth at the Mg/Ca core site positions (left panel) and the Uk37 core sites (right panel). A small
increase in variability is observed in each case relative to the annual average surface conditions that is largely frequency independent. Depth has a greater influence at the
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full range hist1000 ensemble
ECHAM5/MPIOM orbital only
Fig. S7. Dependence of simulated marine temperature variability on the forcing. Volcanic forcing (left panel): GISS-E2-R [57] ensemble members p122,p125,p128,p1221
using the stronger Gao et al., volcanic forcing [58] are on the upper end of the CMIP5/PMIP3 model envelope (grey) whereas the ensemble members from the same model
but using the Crowley et al, [59] forcing are on the lower side of the envelope. Freshwater forcing (right panel): The 7-5kyr BP section of the TraCE-21ka model simulation
[47], which includes freshwater forcing, shows more variability on multicentennial and millenial timescales than later time periods without freshwater forcing
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model
Fig. S8. Sensitivity of average spectra to inclusion of lower-resolution proxy records. Proxy spectra are after filtering for measurement and sampling errors and GCM spectra
are at the proxy positions for records with a mean resolution less than 100 years and including records with an average resolution of up to 150 years (Table S3). There is little
difference when these additional records are included.
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