Abstract-Large scale realistic simulations of malware on mobile wireless networks have recently become an increasingly important application of high-performance computing. We propose EpiCure -an individual-based, scalable high performance computing oriented modeling environment to study malware propagation over realistic mobile networks. It is designed specifically to work on commodity cluster architectures. EpiCure runs extremely fast for realistic instances that involve: (i) large time-varying networks consisting of millions of heterogeneous individuals with time varying interaction neighborhoods, (ii) dynamic interactions between disease propagation, device behavior, and the exogenous interventions, and (iii) large number of replicated runs necessary for statistically sound estimates about the stochastic epidemic evolution. We find that EpiCure runs several orders of magnitude faster than another comparable simulation tool while delivering similar results. Beyond simple compute speed, EpiCure has been designed so that analysts can easily represent a range of interventions leading to improved human productivity and ease of use. This is an increasingly important metric in high performance computing. We illustrate EpiCure using three case studies that bring out the novel features of EpiCure.
I. INTRODUCTION
Malware, also known as malicious code, malicious software or worm, refers to a program that is covertly inserted into a system with intent to compromise the confidentiality, integrity, or availability of the victim's data, applications, or operating system [1] . Mobile malware, although a mere nuisance so far, is starting to become a significant external threat to individuals and organizations [2] . Current and next generation smart phones come equipped with wireless technologies for short range communications, e.g., Bluetooth. While these are useful to form dynamic, ad-hoc networks (also called MANETs), they provide a new avenue for increasing the device-to-device spread of such malware. Recent articles [3] - [5] discuss this issue further.
Following the analogy with human epidemics, researchers have defined Internet epidemiology (e.g., [6] ) as the study of the spatio-temporal spread of malware on communication networks. Here, we are interested in wireless epidemiology -the study of malware spread over digital devices using primarily short range contacts. A number of mathematical and simulation based approaches have been proposed to study epidemiological problems in wireless networks. A promising approach that has evolved in the last few years is best termed as a "network-based approach", in which a detailed representation of the underlying communication network is used along with parameterized models of infection progression and transmission. A recent perspective article by Kleinberg [5] makes three important technical points in the context of wireless epidemiology that motivate our work: (i) malware on short-range wireless communication networks bridges the phenomena of human epidemics and worms on the Internet, (ii) network structure has a significant impact on the spread and control mechanism, (iii) biological models can be used to model wireless epidemics. This paper addresses each of these issues by developing a novel high performance network-based modeling approach. Developing HPC-models for wireless epidemiology poses a number of challenges, including: 1) Scale, heterogeneity and time varying nature of shortrange communication networks, which make optimizing inter-process communications and load balancing nontrivial. 2) The highly dynamic nature of these networks and changes resulting from individual actions as well as interventions, which implies that non-adaptive schemes for efficient computations are usually not applicable.
3) The need for a large number of replicates, in order to use these simulations in practical settings (which involves searching an extremely large parameter space).
A. Summary of Contributions
In this paper we introduce EpiCure -a new modeling environment to study wireless epidemiology. EpiCure can be used to understand malware diffusion processes in realistic networks, to study the impact of the network structure on the dynamics of malware spread, to identify individuals who are influential and vulnerable, and as a tool for analysts and network planners for building a more resilient infrastructure. We build on our previous work, a tool called EpiNet [8] , and enhance it significantly with the contributions summarized below. 1. Scalability to very large networks. EpiCure scales to highly unstructured realistic dynamic networks with 3-5 million No reference to compare with, ns-2 and EpiNet do not scale nodes; to the best of our knowledge, this is the only modeling environment for malware spread that scales to device networks with well over 100,000 nodes. These networks capture the human mobility in an urban region and the resulting time varying interactions of a digital device. As discussed earlier, the time varying nature and the lack of symmetry in such networks makes mapping on parallel machines non-trivial; in general, determining basic dynamical properties in such stochastic systems, such as whether the system will reach configurations with many infections, can be PSPACE-complete 1 [9] . As discussed in [10] , network structure has a significant impact on the dynamics and the conclusions that can be drawn from such simulations -this makes scaling to large unstructured networks very important for practical use of these techniques. Additionally, we find that there are a number of parameters with high variance which requires a large number of simulation runs for a particular study. In these cases, it is necessary to improve the overall time to complete the execution of such studies. From a HPC stand-point, this means that we need techniques that can allow scaling and effective use of a large number of processing elements (PEs) to conduct such extensive, high resolution simulations. EpiCure achieves this scaling using a lower resolution mobility and within-device malware model that enable both sequential and parallel performance improvements. In addition, EpiCure also employs a hybrid MPI-threads implementation for better utilization of multi-core processing elements. Table I illustrates the scaling results and compares existing simulationbased platforms. These ideas lead to a 300 fold improvement in the overall performance for some networks, compared to other simulations. Note that although the problem size increases by 300X the runtime changes only by 3X. This dramatic reduction in runtime is achieved by the approximation techniques we propose in this paper while, keeping the error within acceptable limits. The % error we report in Table I is determined 1 Informally, this corresponds to the class of problems that can be solved in polynomial space using the difference in the final infection size between the simulator and the golden model. Specifically, the % error in column 3 and 4 are measured with respect to the final infection size with ns-2 and EpiNet as a reference, respectively.
An Expressive Framework with support for complex in-
terventions. An integrated modeling environment to support wireless epidemiology should allow policy makers and analysts an environment in which they can undertake various what-if studies; most modeling environments simply do not have this capability and users implement this in an adhoc manner. A novel aspect of EpiCure is that it has been designed specifically for analysts to be able to represent and study various dynamic counter-measures to control the spread of the malware. This requires two new capabilities, which pose further challenges for high performance computing: (i) one needs to measure the state of the simulation at regular intervals and perform situational assessment. (ii) the network and individual states have to be changed dynamically, as a result of behavioral changes, which have important consequences for the dynamics. 3. Case studies. We illustrate the capabilities of EpiCure through a case study (other case studies can be found in [11] ). Table II shows the characteristics of the networks used in this study and the rest of the paper. The study illustrates the importance of fast simulations and dynamic measures. Specifically, we study static intervention strategies based a dynamical measure called vulnerability, which is defined as the probability that the node gets infected, starting from a random initial infection (note that this is a temporal graph measure, unlike static measures, such as the degree). Computing vulnerability is #P-hard, 2 but tight bounds can be obtained by Monte-Carlo sampling using EpiCure. We show that vulnerability based interventions outperform simple degree based and other centrality based interventions. The construction of realistic networks is an important part of such studies but has been discussed in our earlier work [8] .
II. DEFINITIONS AND MODELS
The wireless epidemiology simulation problem involves: 1) a population carrying digital devices with detailed daily schedules of each person, that describe instantaneous position of the person (and, therefore, his device); this is represented using a time varying bipartite graph, described later. In addition we are given a model of device activity; 2) a description of the malware, i.e., how it is transmitted and how it evolves, this describes how an infected device can infect a susceptible device, the time it stays infected and when the malware is activated, 3) interventions, which involve putting software patches on selected devices, or changing their behavior, which may change their infectivity; and, 4) initial conditions, which describe how and where the outbreak starts.
A. Dynamic Interaction Network
We consider two networks: a network of device-device interactions and another network depicting the way individuals move from one location to another. The construction of the network is beyond the scope of this paper; we refer the reader to [8] for details. Abstractly, though, the movement patterns are best captured by a device-location dynamic bipartite graph . It consists of two kinds of vertices: a set of devices and a set of location . Devices move from one location to another as the individuals carrying them move. There is labeled edge ( , ) from a device to a location with label [ 1 , 2 ] if device visits location from time 1 to time 2 . Multi-edges are naturally allowed. Thus, we naturally get a representation of a dynamic bipartite graph. The structure of the graph is inherited from mobility patterns displayed by individuals. We use the term dynamic to capture temporal variations resulting from human mobility [10] , [12] as well as changes caused by interventions as discussed in Section II-C. We use the network constructed as described in [13] ; nevertheless any network conforming to this specification can be used just as well.
Devices interact with other devices causing malware to spread via these interactions and short range radio communications. The dynamic device-device interaction graph is derived from in a natural manner: two devices have an edge ( 1 , 2 ) if the devices are in spatial proximity for a radio transmission to occur. Time labels on edges capture the length of interaction and the time when this interaction happens is easily derived from . For reasons that have to do with computational efficiency, we find it convenient to use the representation. Essentially, it turns out that the bipartite graph is significantly more sparse than the devicedevice interaction graph due to the fact that each device is likely to meet approximately 50-100 other devices during the day.
B. Model of Malware
For the purpose of studying Bluetooth proximity malware, we have developed an abstract description for the protocols of first generation Bluetooth malware like Cabir [14] and CommWarrior [15] as a probabilistic timed transition system (PTTS). The model itself was presented in [8] and is shown in Figure 5 for completeness. The model is calibrated using detailed packet-level simulation using ns-2 [7] and the Bluetooth stack implementation in [16] . The model incorporates effects of the Bluetooth stack, malware model and the underlying network conditions that exist while establishing Bluetooth connections. The infectious state has a significant number of sub-states that results in added computation for each device in the simulation.
In this paper, we propose two model approximation techniques, (i) state-space compaction -multiple states are collapsed into a smaller set of states, and (ii) prediction of the next event -skip states altogether and represent only events when infections occur. State-space compaction is implemented by combining multiple sub-states in the infectious state into one state. Consequently, the dwell time in each sub-state is greater than 1 and the probability of infection changes. Preprocessing the model in Figure 5 and performing discrete time simulation is used to predict the next infection event. Section IV-B shows the scaling performance and error contributed by both abstractions.
C. Interventions
Interventions are defined as the methods or response strategies used to control the spread of the malware and are broadly classified as: (i) adaptive/non-adaptive and (ii) local (individualized) versus policy oriented.
Non-adaptive interventions occur before the start of the malware epidemic. The non-adaptive interventions unrealistically assume people's behaviors do not change during the course of an epidemic. They are limited to studying treatments that have a permanent effect, like applying a patch or fixing the known vulnerability permanently. Adaptive strategies on the other hand, incorporate changes in real-time for example, movement of the people, treatments that only have temporary effects (such as, switching devices off for a brief period, disallowing the use of devices in certain locations, etc.). We can differentiate various strategies by how frequently interventions are applied and triggering conditions are checked. This can be viewed as degree of adaptation.
At an implementation level, an intervention is specified as either changing the vulnerability of a device to contract the malware, or changing the behaviors of the intervened devices. In the former case, the intervention does not change the devicedevice interactions, so the disease may transmit through the contact network via the same edges. But, the transmissions are hindered at the intervened nodes. This class of interventions include software patching, updating signatures for malware detection, or disabling communication sub-systems if anomalous activity is detected. A device that has been patched still goes to the same places, interacts with the same devices as before. But now the malware cannot propagate via this device.
Policy oriented interventions are patches or fixes that are propagated by the service provider or the application developer (through the software vendor or service provider). They include over-the-air (OTA) delivery of important updates from time to time without user monitoring. Individualized interventions, on the other hand, are the responsibility of the user. Depending on the users' awareness about latest vulnerabilities, the user patches the device regularly or uses a malware detection software (either signature-based or signature-less) to guide patching. Some individualized interventions may be simple, but temporary, for example, switching off devices in case of malicious behavior, or disabling or uninstalling the vulnerable software.
D. Problem Statement
Let be the base network and denote the initial set of infected devices. As the epidemic evolves, we get time indexed graph 0 , . . . that denotes the instantaneous interaction network. Let 0 , . . . denote the state of the devices at each instant in time. Let = { 1 , . . . } denote the set of interventions; they are either adaptive that is interventions +1 depend on the history 0 , . . . , 0 , . . . or, are specified at the start of the simulation process. The output of this process is best represented as a transmission network -it is a DAG in which the root is the initial infection (assuming a single index case starts it) and the incoming edges to a node depict the devices that transmitted and infected the device. The outgoing edges (to other devices) denote devices that this device infects. The level of a node in this DAG tells the time when the device was infected. This is one realization of the simulation and is a random instance depending on the probability of this transmission network occurring. The wireless epidemic simulation problem is to generate these transmissions given the input parameters and the initial conditions. Figure 1 shows the architecture of the EpiCure simulation environment. The environment brings together several aspects that contribute to the spread and control of mobile malware and provides a methodology to study them. EpiNet proposed in [8] includes all the modules shown except for responses module. In EpiCure the malware model and the contact network resolution has been changed to make the framework scalable to large networks. The improved scalability of EpiCure provides the ability to specify and study advanced response and control mechanisms to limit the spread of the malware on large networks. Hence the name EpiCure. Figure I shows the comparison of EpiNet and ns-2. We point the reader to [8] for a more detailed presentation of the construction of the network and simulation studies.
E. EpiCure Environment
The infection spread over is simulated through a simple parallel discrete-event simulator (PDES) with a basic round-robin load balancing scheme. The instantaneous networks 0 , . . . are created by "moving" devices to locations by creating arrival/departure events. This allows the construction of the instantaneous networks over which the malware spread takes place. A DES is conducted in parallel at each location in time units (or, TU where 1 TU = 30 sec.). The malware spread we consider in this paper are based on a probabilistic interactions between two mobile devices that are within range to communicate. The new infections are propagated through a synchronization mechanism and updated after each TU. The outcome of the simulation is the profile of the malware spread and total number of infections.
III. ILLUSTRATIVE CASE STUDY: CONTROLLING THE SPREAD OF MALWARE
We now discuss how simulations such as EpiCure can be used to solve the optimal control problem (OCP): Given an instance of the wireless epidemic problem, and a budget on the total number of devices that can be patched (e.g., due to time restrictions), find the optimal set of devices to apply patch so as to reduce the final attack size. The general problem is computationally hard [17] and this motivates the use of simulation based methods.
Here we concentrate only on non-adaptive methods. We compare the selection of nodes based on static structural measures (e.g., degree in the underlying contact graph , betweenness, age of device owner) with a new dynamical measure we call vulnerability; the vulnerability of node (denoted by ( )) is defined as the probability that it gets infected (under specific initial conditions) -this is a dynamical measure, which depends on both the temporal network and the dynamics. The synthetic populations we study here have several individual attributes of the device owners, such as the age, as discussed in [8] (see also dynamic graph) , vulnerability, the age group the device owner belongs to, and owner's belongs to, and a combination of the age and degree. The strategy based on vulnerability outperforms the other strategies, for this network; (b) Plot showing the variation in the vulnerability vector with the number of replicates in the NRV1 and NRV2 networks; (c) Cumulative fraction of devices' vulnerability for NRV1 network as the number of replicates used to determine vulnerability is increased. There is a high variation in vulnerability and a large number of replicates are required to correctly estimate it.
deciding which nodes to patch for the NRV1 network, and we find that the vulnerability order outperforms other strategies for the OCP problem. Figure 2b and Figure 2c examine the number of replicates needed to obtain good estimates of the vulnerability vector. These results show that there is a high variance, which motivates the need for efficient simulation tools such as EpiCure.
IV. SCALING IMPROVEMENTS FOR EPICURE
Computing dynamic measures on large, realistic urban networks motivates the scaling of EpiCure. Our work builds on EpiNet [8] , which does not scale to large dynamic networks, and estimating dynamic metrics (as shown in Section III) is not possible. We propose three approaches to obtain significant improvements in runtime for EpiCure: device-device interaction network approximation, approximations to the withinhost malware representation, and system level improvements to make use of multi-core cluster environments. In this section, we look at each technique in isolation and measure the gain in implementing them, and the increase in error as a result of it. We then combine all of them in the scaling studies we present in Section V.
A. Approximating the host-to-host interaction network
The main goal of performing this approximation is to extract the maximum scaling one can obtain without adversely impacting the results. The host-to-host interaction in EpiCure arises from human mobility patterns and the intralocation model of the wireless network. Since, work-load of the simulator is divided among the PEs, each PE is allotted with a set of locations and devices. When devices (or people) move from one location to another this requires transmitting the device information between them. In EpiNet [8] , the mobility information is transmitted at 1 resolution requiring overhead in communication even when there is no actual movement of devices (from one location to another). In EpiCure to reduce the communication volume the frequency of updating the devices' mobility is reduced, i.e., the mobility updates have a lower resolution. The obvious side-effect of this is an alteration of the device-device interaction network leading to error in propagation estimates. In this section, we evaluate the effect of the change in update interval of the mobility patterns of individuals. Specifically, we measure the change in the communication and computation overheads resulting from this approximation. We also measure the error in the instantaneous and final infection sizes and the growth of the infection. Figure 3 and Figure 4 show the results obtained by changing the mobility update interval from 1 second to 20 minutes. We measure the change in computation, communication overhead in addition to the instantaneous % error in the propagation. Computation time is not affected by this process and the plot is omitted to save space. Nevertheless, the communication overhead is significantly lower. Figure 3 shows the reduction in the total number of mobility messages exchanged between the PEs as the resolution is changed from 1 sec. to 5 minutes, and so on. In Figure 3 , the update intervals are indicated along the x-axis -'1 sec' indicates that update occurs every second as provided by the activity-based mobility data. '5 min,' '10 min,' etc, indicate the time intervals for which the activity start and end times are rounded to. We observe a dramatic reduction in message volume when mobility update interval is increased to 5 minutes and the total # messages reduces by 100X. The change is not dramatic for higher update intervals. The reduction in message volume will be higher when more PEs or nodes are used for the simulation.
It is important to note that we plot the actual number of messages that are being exchanged and not the message sizes. In order to identify that a certain node has no more messages to send, we use a 0 byte 'end message.' The message volume we plot include these end messages as they incur the MPI communication overhead irrespective of the actual message size. For the case when update interval is according to the actual activity, we have to exchange messages every second and if there are no changes in the mobility, for PEs, ( − 1) end messages are sent by each PE. This is the reason for the message complexity in using an 1 sec. update interval. Thus, increasing the update interval clearly leads to better communication performance, although the scale of the improvements do not extend to higher update intervals.
As Figure 4 shows, there is a penalty to be paid by increasing the update interval above 5 minutes and the % error (in comparison with the actual activity times) increases. The errors are higher at instances where the propagation is faster. If a study requires higher accuracy of instantaneous infections, the mobility resolution cannot be decreased beyond 5 minutes, the mobility resolution errors can be significant enough to alter the conclusions of the study. On the other hand, the final infection size has at most 4.5% error for mobility information updated at 20 minute intervals. For example, a 4.5% error in the NRV1 network corresponds to a difference of 1,389 (1.7% of the total devices) infections. Note that this error is different for each network. For the Miami2 network (not reported here) the % error between 20 minute and 1 sec mobility resolution is 1.7% (i.e., 11,793 infections; 0.7% of the total devices). Although, we plot the % error in Figure 4 for different mobility resolution intervals, the goal is not to compare them directly as the networks simulated are different. The goal of this plot is to choose a particular resolution time that provides the best approximation from among different resolution times.
Key Findings:
Mobility resolution leads to a 100X reduction in the # messages exchanged. The update interval of 5 minutes contributes less than 1% error in both instantaneous and final infection sizes. We use this mobility resolution in all the simulations in later sections, unless stated otherwise. 
B. Approximating the Within-host model
The Bluetooth malware model we proposed in [8] is shown in Figure 5 . The model is based on the 1 generation Bluetooth malware Cabir [14] and CommWarrior [15] . The infectious state consists of several sub-states arranged in branches with probability of transition into a particular branch. Each branch depicts a possible path an infected node takes and determines the infection probability and the duration of the infectiousness. Every state in these branches has a corresponding probability of infection . The parameters in the model are calibrated from simulation studies (on a network with 500 devices) conducted using Bluetooth protocol stack [16] and our malware protocol implementation in ns-2. Due to lack of real data on malware outbreaks and spreading patterns of mobile worms, we use ns-2 studies as the gold standard. The detailed model has been validated with ns-2 in the same settings for smaller network sizes and found to be very accurate. We refer the interested reader to [8] for more details regarding the model and its calibration.
In this paper, we are interested in abstracting the model further so that large networks can be studied. In order to reduce the complexity of the model we perform two kinds of approximations: 1) State-space compaction by collapsing states (or ). Here, we perform an abstraction in which multiple substates in infectious state of Figure 5 are combined into one. Since each sub-state represents a probability of infection ( ) at every second, this probability is recalculated after compacting the states.
2) State elimination (or ).
We use a method motivated by Gillespie's algorithm to perform this abstraction, resulting in the simplified model shown in Figure 6b . As a result of this abstraction, the infectious state is represented as single state. We need to derive both inf (note that inf in the reduced model is different from the of each sub-state) and time the device spends in the infectious state, inf . As we will show, results in better gains both in terms of computation and communication time and helps us achieve the level of scalability required to study a million device network. We also look at the % error of the two model approximations. The comparisons in this section are with mobility resolution of 5 minutes.
1) State space compaction by collapsing states:
The substates in the infectious state is derived from a histogram of the probability of infection in the calibration experiments [8] . The state-space compaction is performed by pre-processing this histogram and increasing the bin width. We use bin width of 2 , 4 and 8 to reduce the number of sub-states in the infectious state. The results obtained from on the infectious state are shown in Figure 7 .
achieves only modest reductions in the compute times (plot available in [11] ) and shows that simple state compaction does not improve runtime. However, the % error (measured from instantaneous infections) is somewhat higher than the original model and is shown in Figure 7b . Moreover, we observe that the % error in the final infection size of the two are comparable.
2) Eliminating the states from the original model: The model in Figure 5 requires the simulation to proceed in time steps of 1 . Such a situation arises in stochastic simulations, where repeated monte-carlo sampling slows the simulation down. The approach by Gillespie [18] uses a technique for determining the time interval before the "next event," thereby skipping redundant sampling. Our method is motivated by Gillespie's algorithm to reduce the resolution of the simulation, to achieve speedup and call it . This could introduce errors, and we need to construct a simplified model to minimize their impact.
The Bluetooth malware approximation is achieved by with a certain time unit (TU). For example, consider 1 = 10 . This means that the simulation progresses in 10 second increments and no events occur within this interval. An offline simulation of the state space determines the state traversals for this TU; instead of considering single state transitions in Figure 5 , we consider sequences of transitions that correspond to a duration of a TU. As shown in Figure 6a , a large number of such sequences (we use 10,000 trials) can be used to determine the average probability of infection, inf , and infectious duration, inf . In addition, we also determine the probability of traversing to the timeout state, . An low resolution model obtained as a result of this procedure is shown in Figure 6b . Performing simulation in terms of TUs provides an improvement in the computation times and makes the study of large million device networks. As Figure 7a shows we obtain a 10X improvement in computation time over the detailed model. We now evaluate the accuracy of such an approximation in terms of instantaneous and final infection sizes.
In the above sections, we have verified the cumulative and time series growth of the infection and computed the error introduced by
. What about the effect of the at individual locations? Next, we determine its effect of on the spatio-temporal impact on the infections, i.e., how the model behaves spatially? Here, we look at the individual locations and determine the number of infected devices at different times -8AM, 12 Noon, 4PM and end of simulation -and compare the detailed model to model after . Figure 7c shows the difference between the models. The xaxis represents the number of infections in the detailed model and the y-axis represents infections after . Other than a few locations where the infection numbers do not match, this number is very small in comparison to the number of locations. Further, the infections at these locations also match temporally, showing that maintains the infection count. Note that the approximate model in some cases predicts higher infections in some locations indicated by points lying on the y-axis in Figure 7c . Key Findings: Of the two model approximation techniques, and , provides 10X improvement in computation time and contributes 2-3% error in the final infection size. In later sections, we use EpiCure with the mobility and model approximations enabled and the system-level implementation optimizes EpiCure further for multi-core clusters. 
C. System-level optimizations using hybrid MPI-Threads
In today's high performance computing environments hierarchical hardware designs are employed -shared memory nodes with several multi-core CPUs. So, it is important to be able to take advantage of this and explore options to implement a hybrid approach with a single MPI process per node and multiple threads performing specific tasks. In this paper, we employ the Intel R ⃝ Threading Building Blocks (TBB) for creating the multi-threaded implementation of the MPI-based parallel implementation of EpiCure.
We use a simple form of loop parallelism through the parallel_for construct provided in TBB. The task for each thread is infection computation (Line 1). We alter the implementation to optimize the infection computation part of the algorithm which accounts for 50% of the total simulation runtime. Further, since the infection computation at locations are independent (devices do not simultaneously exist in multiple locations), we can process them in parallel. We implement the infection computation in the original parallel implementation of EpiCure in parallel. The is defined as shown here. TBB uses the grainsize parameter to determine the number of tasks allocated to each thread. We design each task to consist of processing a set of locations in grainsize at a time. Aspects of notifying the new infections and receiving infection notifications are moved outside the loop.
In the rest of the paper, we refer to this implementation as EpiCure-TBB. Section V-C describes the experiments we perform, presents and analyzes the results. 96 nodes, each consisting of two quad-core 3 GHz Xeon processors with 16 GB of RAM. The system uses InfiniBand interconnections. The networks we consider for this study include the NRV1 and Miami1 networks. Figure 8 shows the details of these networks and the other parameters used for the study. We model a basic infection spread scenario using the approximate model similar to that described in the case study (Section III). We evaluate the following areas: strong scaling (constant problem size with an increasing number of PEs), weak scaling (scaling problem size and number of PEs proportionally), effects on performance by varying the ratio of number of MPI processes to the number of cores on multi-core PEs and the scaling improvements of the hybrid MPI-threads implementation. Finally, we evaluate EpiCure's basic partitioning scheme against a static, graph-partitioning based approach.
With our proposed enhancements, we are successfully able to simulate a network with 1.2 million devices for a 24 hour simulation time with a runtime of 30 min with 40 PEs. This is a significant improvement over a previous implementation which could simulate ≈60000 device network in the same time -a 20X improvement. The following sub-sections elaborate on each of our results. Figure 9 illustrates the strong scaling using the approximate model for a fixed network size and structure. We observe that the total simulation time scales well as more PEs are added. The reasons for this include: (1) reduced memory footprint within each PE since it needs to maintain only a subset of devices and locations where interactions take place, and (2) independent, parallel processing of the locations at each PE. We use the runtime with 5 nodes as reference for the NRV model and with 15 nodes for the Miami model to compute the scaling as number of PEs are increased. Table III shows the weak scaling results which indicate the scalability of the approximate model with problem size. The Miami network is roughly 16 times larger than NRV. The runtime for perfect weak scaling is shown in row 6.
A. Scaling Behavior of EpiCure
The number within parenthesis shows the scaling factor to the observed runtime (row 4). As we increase the problem size and the number of PEs, we see that simulation time scales accordingly. This confirms that EpiCure has good weak scaling properties and can be used to study larger networks simply by adding more PEs.
B. Scaling MPI processes on multiple cores of same node
In this sub-section, we evaluate the impact of multicore architectures on the scaling behavior of EpiCure. Figure 10 shows the effects on runtime when using various number of MPI processes spawned on each node using the Miami1 network (note that the x-axis in these plots is the number of PEs). We use the default OS scheduling algorithm and do not modify the affinity of any MPI process.
We observe that adding more MPI processes per node and utilizing the available cores provides diminishing returns as more and more PEs are used. Specifically, runtime improved proportionally to the number of nodes for the 2 ('Cores=2') and 4 ('Cores=4') MPI processes per node cases, but only by about 33% for 8 ('Cores=8') MPI processes per node case. On a single node, the possible reasons for the slowdown include cache poisoning, network contention, memory contention and lack of core affinity. More analysis of the execution characteristics of EpiCureis required to determine the contribution of each of these candidates. Across multiple nodes, as more PEs and MPI processes per PE are added, communication costs eventually start dominating. Runtime scaling stops or reverses beyond about 35-40 nodes due to communication costs of this particular network model. One way of amortizing the performance degradation due to multiple MPI processes on a single node is to employ a hybrid MPI-threads implementation which can potentially improve per-node utilization. These results are presented next.
C. Scaling with a hybrid MPI-Threads Implementation
This section presents the scaling results for a EpiCure-MPI implementation of EpiCure using Intel's TBB framework. To recap, the TBB implementation parallelizes the infection computation using TBB tasks (or threads) and groups all communication of new infections at the end of the computation step. In our implementation, a single MPI process is used on each node and the computation is distributed across 8 TBB tasks. We use the default TBB task scheduler. We have also experimented with different number of TBB tasks, but present representative results with 8 tasks. EpiCure-TBB still maintains the strong scaling behavior of EpiCure-MPI as shown in Figure 12a . However, we do not see a marked improvement in the overall performance ( Figure  12b ). Digging deeper, we found that while the infection computation time in EpiCure-TBB decreased noticeably ( Figure  11b ) as compared to EpiCure-MPI, this gain was offset by an increase in the communication time (Figure 11a ). This is an artifact of our implementation choice of separating out infection computation and communication in EpiCure-TBB. We are currently investigating a technique to better overlap computation and communication to improve the runtime for the hybrid implementation. Summary: Our performance results indicate that in addition to its expressiveness, EpiCure is also a highly scalable framework to study mobile malware diffusion over large, dynamic networks. By using a relatively simple partitioning technique, EpiCure is able to partition and distribute the work evenly across available PEs and scale up to a large number of PEs. Our results show that the current implementation has two main performance impediments: communication costs and optimization related to multicore architectures. We are addressing the former by looking at better partitioning strategies and the latter through improved EpiCure-TBB implementations.
VI. RELATED WORK
Mobile worms have been extensively studied in literature. An analytical model of the Bluetooth protocol has been proposed and studied in [19] . [20] attempts to study the nature, characteristics and spreading dynamics of such worms through ns-2 simulations and effect of several parameters on worm spreading was observed. [21] studies the effects of different mobility models such as Random Waypoint, Random walk, Random direction, and Random landmark on the spreading characteristics of the Bluetooth worm. A social network obtained from traces is used for studying worms in [22] . An event based simulator is developed in [23] to study malware that spread through VoIP and MMS applications using address book entries on the infected devices. The approaches outlined above do not provide a flexible and scalable computational framework to specify, evaluate and analyze a large scale wireless epidemic. Wang et al. in [4] model mobile malware using SI model and study spreading patterns of both Bluetooth and MMS worms. Mobile phone data is processed to obtain mobility of devices at a cell-tower resolution. The compartmental model studied here does not represent the heterogeneity that is required to represent realistic network characteristics. Further, the mobility granularity is at the level of cell towers.
In addition to the network simulators [7] , [24] , [25] that can be augmented to study malware, custom simulators and emulators to study wired and wireless malware have been proposed. The cyber-DEfense Technology Experimental Research (DETER) is one experimental infrastructure to conduct Cyber-defense research on Internet-scale [26] . The PArallel Worm Simulator (PAWS) and the WE emulator for analysis of worm spread and defense strategies in local area networks for the DETER [26] testbed is proposed in [27] . Mobile Agent Malware Simulator (or MAlSim) is a distributed, mobile agent framework developed in [28] to simulate attacks against information systems. The MalSim toolkit provides standard patterns that can be used to emulates a malware, study the spread and control mechanisms. [29] proposes a queue based model to emulate the connectivity in mobile environments to model mobile malware. EpiNet [8] provides an abstract simulation environment to study mobile malware. Although, it performs much faster than ns-2 (on small networks), it does not scale well on large networks. This limits its utility in estimating dynamic metrics and conducting studies with large experiment design.
VII. CONCLUSION
In this paper we have described EpiCure, a highly expressive and scalable HPC-based wireless epidemiology framework and its parallel implementation. To our knowledge, this is the only framework for malware spread that can scale to device networks of over 100K nodes and has the capabilities to use realistic device contact & mobility models, detailed diffusion processes and intervention strategies. We have proposed three approaches to improve the scalability of EpiCure: (1) a lower mobility resolution to reduce communication overhead; (2) a model reduction technique to simplify the malware model; (3) use a hybrid MPI-TBB implementation, EpiCure-TBB. The reduced mobility resolution provides a 100X improvement in communication (with respect to 1 sec. resolution) and contributes to < 1% error. The model reduction approach provides a speedup of 20X (with respect to the detailed model) and suffers a loss in accuracy of ≈ 5%. We observed that EpiCure algorithm scales well both with respect to problem size and number of PEs. We evaluated a static load balancing technique and find that it does not help in improving the scalability. Our current EpiCure-TBB implementation does not provide a noticeable speed-up due to dominating communication costs, but we have identified potential solutions.
EpiCure can be extended to study diffusion problems arising in the study of mobile social networks (e.g. opportunistic off loading of messages for viral information propagation) and also used to study malware propagation in hybrid networks with infrastructure support. These topics will be discussed in subsequent papers.
