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Introduction
1 This dissertation is devoted to the study of certain analytic problems inspired by recent results
in the theory of Toeplitz operators on the Bergman spaces. We attack the problem of commuting
Toeplitz operators with quasi-homogeneous symbols on the Segal-Bargmann space over C. For
a fixed monomial zlzk we characterize the functions Ψ of polynomial growth at infinity such
that the Toeplitz operators TΨ and Tzlzk commute on the space of all holomorphic polynomials
over C. Moreover, we construct commutative Banach and C?-algebras generated by Toeplitz
operators acting on the Segal-Bargmann spaces over Cn. We show that the class of symbols
which generate the commutative Toeplitz C?-algebra generates also a commutative C?-algebra
of operators acting on the true-k-Fock spaces. Furthermore, we use Toeplitz operator theory
techniques to construct the heat kernel of a class of positive sub-elliptic differential operators.
As an application, we obtain the heat kernel of the Grusin operator on Rn+1 as well as that of
the sub-Laplace operator on the (2n + 1)-dimensional Heisenberg group (n ∈ N is arbitrary).
Finally, we switch our attention to a compactness criteria for Toeplitz operators T νg acting on the
standard weighted Bergman spaces over bounded symmetric domains. We obtain an estimate
for the Berezin tansform g˜ν0 in terms of the operator norm of T
ν
g whenever ν and ν0 are suitable
weights. As a consequence, we prove that for a bounded function g on a bounded symmetric
domain the compactness of T νg is independent of the weight parameter ν, for ν large enough.
For tackling these problems we use functional analytic methods as well as tools from op-
erator and measure theory. Integral transforms such as Bargmann, Berezin, Fourier and Mellin
transform are frequently used in our approach. Methods from differential equations and matrix
analysis occur in our study of the ,,heat kernel” for Toeplitz operators. Rudiments of the alge-
braic classification of bounded symmetric domains appear in the investigation of the uniform
compactness for Toeplitz operators acting on such domains.
We start by introducing and motivating the above mentioned problems in more details. In
order to facilitate our explanation of these problems we briefly indicate some basic facts in the
theory of Toeplitz operators (c.f. Chapter 1).
Let Ω ⊂ Cn be an open connected domain. For a suitable finite measure µ (c.f. Sec-
tion 1.2) the Hilbert space of all holomorphic µ-square integrable functions on Ω is called the
Bergman space over Ω and is denoted by H2(Ω, dµ). Moreover, each pointwise evaluation map
is continuous on H2(Ω, dµ) which turns the Bergman space into a reproducing kernel Hilbert
1The project has been supported by an ”Emmy-Noether scholarship” of DFG (Deutsche Forschungsgemein-
schaft).
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space (c.f. Section 1.1). For a measurable function g on Ω and via the orthogonal projection
P from L2(Ω, dµ) onto H2(Ω, dµ), the Toeplitz operator Tg is defined on a suitable domain in
H2(Ω, dµ) by Tgf := PMg where Mg is the multiplication by g. The set of Toeplitz operators
acting on the Bergman space over a certain domain is neither commutative nor closed under
multiplication (composition of operators). In the analysis of Toeplitz operators two natural
questions arise:
(I) Let f and g be two symbols belonging to a certain subclass of functions. What is the
relation between f and g so that Tf and Tg commute?
(II) How to obtain a symbol class for which the algebra generated by Toeplitz operators with
symbols in this class is commutative?
In recent years, there has been a considerable interest in the problem of characterizing the
symbols of commuting Toeplitz operators over various domains [8, 9, 16, 17, 60, 61, 66, 126,
129, 130]. In particular, the problem of commuting Toeplitz operators with bounded symbols
on the Bergman space over the unit disc is not fully understood until now. Such a problem has
been completely solved for the case of Toeplitz operators acting on the Hardy spaceH2(S1) (c.f.
[186]). In [54], A. Brown and P. R. Halmos proved that two Toeplitz operators with bounded
symbols commute on H2(S1) if and only if both symbols are analytic, or both are conjugate
analytic, or one of them is a linear function of the other. In the case of the (un-weighted)
Bergman space A(D) over the unit disc D (where the measure µ is the normalized Lebesgue
measure c.f. Section 1.4) the above mentioned result fails. In particular, if f ∈ L∞(D) is radial
then Tf is diagonal w.r.t. the usual orthonormal basis of A(D) so that Toeplitz operators with
bounded radial symbols commute on A(D). However, under an additional assumption on the
symbols S. Axler and Z. C˘uc˘kovic´ showed that for a pair of commuting Toeplitz operators on
A(D) with bounded harmonic symbols, Brown and Halmos result is still valid [8].
A special case for the problem of commuting Toeplitz operators on A(D) with bounded
(non-harmonic) symbols has been considered by Z. C˘uc˘kovic´ and N. V. Rao in [66] and by I.
Louhichi and L. Zakariasy in [130]. Roughly speaking, let f be a monomial or more generally
a bounded quasi-homogeneous function on D. In [66, 130], sufficient and necessary conditions
for a symbol ψ ∈ L∞(D) have been obtained so that Tf and Tψ commute on A(D). The
technique used is to express ψ in an L2-convergent series ψ(reiθ) =
∑∞
j=−∞ ψj(r)e
ijθ of quasi-
homogeneous symbols (r and θ denote the polar coordinates in C) and then investigate the
commuting problem between Tf and each Tψj(r)eijθ . The authors of [66] noticed that for each
j ∈ Z there is at most one ψj (up to a multiplication by a constant) such that the operators
Tf and Tψj(r)eijθ commute on A(D). They obtained the radial part ψj in terms of the inverse
Mellin transform of an expression formed of a product of Gamma functions. Moreover, using
this approach they proved that for any Φ0,Φ ∈ L∞(D), where Φ0 is non-constant and radial,
the operators TΦ0 and TΦ commute on A(D) if and only if Φ is radial.
The above description motivates an analogous problem in the case of the Segal-Bargmann
space over C (c.f. Section 1.3). First investigated by V. Bargmann [12, 13] and I.E. Segal
5[152], the Segal-Bargmann space over Cn (denoted by H2(Cn, dµ)) is a Bergman space w.r.t.
a Gaussian measure µ and is naturally isomorphic to the Fock space. The choice of µ allows
the multiplication operator by the coordinate zj (the Toeplitz operator with symbol zj) to be
the adjoint of the differential operator ∂zj (Toeplitz operator with symbol zj). Such operators
are important in quantum mechanics because they satisfy the canonical commutational relations
(CCR) [12, 13, 62, 160]. Toeplitz operators on the Segal-Bargmann space have been studied by
several authors [15–17, 34, 35, 94, 95] and the map g −→ T tg has been considered in [29, 31–
33, 62, 98].
The commuting problem of Toeplitz operators acting on H2(Cn, dµ) has been recently con-
sidered in the works of W. Bauer, T. Le and Y.J. Lee [16, 17]. It has been noticed that the
growth of the symbol near infinity influences the results. For example, in [16] W. Bauer and T.
Le proved that if f and g are two measurable functions having a linear exponential growth at
infinity and f is radial and non-constant then a sufficient and a necessary condition for Tf and
Tg to commute is that g is radial in each component. The case n = 1 was treated in [17] where
the implications ,,g is radial” holds true. However, Example 5.6 in [17] shows that if we allow
the operator symbol g to have a higher growth at infinity then this result is no longer true even
in the case where f is bounded.
Inspired by these results and analogous to the case of the Bergman space overDwe are inter-
ested in the following commuting problem of Toeplitz operators acting on the Segal-Bargmann
space H2 := H2(C, dµ) over the complex plane
(P0) Let fm,δ(reiθ) = rmeiδθ = zlzk be a monomial. Determine the operator symbols Ψ
having polynomial growth at infinity so that the Toeplitz operators Tfm,δ and TΨ commute
on the space of all holomorphic polynomials P[z] in H2.
Chapter 2 is devoted to the problem (P0). As a first step, we will reduce the above problem
to the case δ ∈ N0 and Ψ is a quasi-homogeneous symbol. On the one hand, dealing i.g.
with unbounded Toeplitz operators Tfm,δ and TΨ we prove the existence of a densely embedded
Hilbert space H ↪→ H2 containing P[z] on which the operator products TΨTfm,δ and Tfm,δTΨ
are well defined and continuous (c.f. Proposition 2.2.1 for a more general statement). As a
consequence of this and the fact that the Berezin transform is injective on the set of bounded
operators acting on H, we will show that TΨ and Tfm,δ commute if and only if TΨ and Tfm,−δ
commute. This shows that it is sufficient to consider (P0) for the case δ ∈ N0. On the other hand,
we represent Ψ as an L2-convergent series Ψ(reiθ) =
∑∞
j=−∞Ψj(r)e
ijθ of quasi-homogeneous
symbols. Upon applying the products TΨTfm,δ and Tfm,δTΨ to the monomials it turns out that
TΨ and Tfm,δ commute on P[z] if and only if for each j ∈ Z the operators Tfm,δ and TΨj(r)eijθ
commute on P[z] (c.f. Proposition 2.3.1 for a more general case). This result allows us to
replace (P0) by the following new problem
(P1) Let fm,δ(reiθ) = zlzk = rmeiδθ be a monomial. For each j ∈ Z determine the functions
Ψj defined a.e. on R+ with at most polynomial growth at infinity such that the Toeplitz
operators Tfm,δ and TΨj(r)eijθ on P[z] commute.
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In our investigation of (P1), we fix j ∈ Z and we start by assuming that Tfm,δTΨjeijθ(zk) =
TΨjeijθTfm,δ(z
k) for all k ∈ N0. From these relations we obtain a certain distribution of zeros
of the Mellin transform of a radial function involving Ψj(r)e−r
2 . Using a result in [17], which
replaces the Blaschke condition in the analysis on the unit disc, we derive from the previously
obtained relations a functional equation for the Mellin transform of Ψj(r)e−r
2 on some right
half plane (Propositions 2.4.1, 2.5.1 and 2.6.1). In order to construct all possible solutions of
the functional equation we have to distinguish between the cases j > δ, j < 0 and 0 6 j 6 δ.
By studying each case separately and under the assumption that Ψj is at most of polynomial
growth at infinity we obtain all possible solutions (Propositions 2.4.3 and 2.5.2 ). In all the
cases, the radial function Ψj is expressed as an inverse Mellin transform of an expression which
is a product of Gamma functions and a trigonometric polynomial (Theorems 2.4.1, 2.5.2 and
2.6.1). From this collection of candidates obtained we search for those who produce reasonable
symbols for Toeplitz operators so that the commutator [Tfm,δ , TΨjeijθ ] vanishes on P[z]. On the
one hand, it turns out that for j ∈ Z sufficiently small there is no non-zero radial function Ψj
of polynomial growth at infinity such that [Tfm,δ , TΨjeijθ ] = 0 (Theorem 2.5.1). On the other
hand, if j is large enough then there is at least one Ψj of polynomial growth at infinity with
this property (Corollaries 2.4.1 and 2.6.1). As it is indicated by Corollary 2.4.2 and Example
2.6.1 when fm,δ is a monomial, there is an infinite number of indices j ∈ Z where the existence
as well as the uniqueness (up to a constant factor) of a non-zero Ψj is obtained. If we allow
operator symbols of higher growth at infinity, and for a fixed j we point out that in some of the
cases there are more than one Toeplitz operator TΨj(r)eijθ commuting with Tfm,δ .
Chapter 2 contains many applications of the above mentioned results. Roughly speaking,
we prove that for any j ∈ Z the radial component Ψj can be extended to a complex analytic
function on a neighborhood ofR+ (Corollary 2.7.1). In particular, they are uniquely determined
by their restrictions to any open sub-interval of R+. In Example 2.4.1 we show that in the case
where m 6= 0 the condition [Tfm,0 , TΨ] = 0 is equivalent to Ψ being radial (c.f. [17] for a
more general result). Moreover, we recover the examples in [17] of radial functions u such
that Tu commutes with another Toeplitz operator having a non-radial symbol (Example 2.7.1).
Furthermore, we note that I. Louhichi and N. V. Rao conjectured that if two Toeplitz operators
with bounded symbols acting on A(D) commute with a third one, none of them being the
identity, then they commute with each other [129]. Motivated by this conjecture, our results
in this chapter allow us to construct a triple (Tf , Tg, Th) of Toeplitz operators with unbounded
symbols such that [Tf , Tg] = [Tf , Th] = 0 but [Tg, Th] 6= 0 (Examples 2.7.2 and 2.7.3).
One can also consider a family of Segal-Bargmann spaces H2s(Cn) := H2(Cn, dµ(s))
parametrized w.r.t. the time parameter s > 0 and the measure µs is a Gaussian measure (c.f.
Section 1.3). These spaces are mapped to each other unitarly by a simple composition operator
(c.f. (1.3.4)). For a measurable function g on Cn we write T sg for the Toeplitz operator with
symbol g acting onH2s(Cn). We remark that with the notation used above and in the case of the
complex plane we have H2 = H21(C) and T 1g = Tg.
In connection with problem (P1) one may ask whether the commuting problem is uniform
7w.r.t. the time parameter s. Roughly speaking, let fm,δ be a monomial and suppose that for some
j ∈ Z there is a function Ψj(r)eijθ of polynomial growth at infinity such that Tfm,δ and TΨj(r)eijθ
commute on P[z] ⊂ H2. Does it follow that T sfm,δ and T sΨj(r)eijθ commute on P[z] ⊂ H2s(C) for
some s 6= 1? The answer to this question is i.g. negative as it is indicated by the example given
in Remark 2.4.2. However, when Ψj(r)eijθ is a polynomial, then by a composition formula
for the product of Toeplitz operators with polynomial symbols (c.f. [63] and [14] for a more
general result) the operators T sfm,δ and T sΨj(r)eijθ commute on P[z] for all s > 0 if and only if
Tfm,δ and TΨj(r)eijθ commute on P[z].
Motivated by this observation and addressing Question (II), we will consider two classes
of specific symbols and prove that the algebra generated by Toeplitz operators with symbols
in each class is commutative on each Segal-Bargmann space H2s(Cn) (the commuting result is
uniform in s). The first is a Banach algebra and refers to symbols of the form ϕξpξ
q
where ϕ is
invariant under a certain action of a product of spheres on Cn, ξ ∈ S2n−1 ⊂ Cn and p, q ∈ Nn0
satisfying some conditions. The second is a C?-algebra and corresponds to symbols g where
g(z) depends on the real and on the imaginary part of z in a certain sense. Chapter 3 contains
the construction of these algebras together with some other related results that are explained
below.
There is an extensive study concerning the commutative algebras generated by Toeplitz
operators acting on the (weighted) Bergman spaces A2λ(Bn) (λ > −1 c.f. Section 1.4) over the
unit ballBn ⊂ Cn [22, 23, 93–97, 144, 145, 168–172]. A well known example of a commutative
C?-algebra generated by Toeplitz operators is induced by the class of bounded measurable
radial symbols over Bn. This is due to the fact that Toeplitz operators with such symbols are
diagonal w.r.t. the standard orthonormal basis of A2λ(Bn). Note that separately radial symbols
are precisely those functions which are invariant under a group action of a maximal commutative
subgroup of automorphismsAut(Bn) of the unit ball (the rotational action of the n-torus on Bn).
However, there is a general method for classifying C?-algebras generated by Toeplitz operators
which are commmutative on each Bergmann space A2λ(Bn). More precisely, due to a result by
R. Quiroga-Barranco and N. Vasilevski [144], the C?-algebra generated by Toeplitz operators
with measurable bounded symbols which are invariant under the group action of a maximal
commutative subgroup of Aut(Bn) is commutative on A2λ(Bn) for any λ > −1. As maximal
commutative subgroups of Aut(Bn) are completely classified [145] in to five classes: quasi-
elliptic, quasi-parabolic, quasi-hyperbolic, nilpotent, and quasi-nilpotent, this gives rise to n+2
different cases of commutative C?-algebras. The authors in [144] showed that in each of these
cases the corresponding Toeplitz operators are unitary equivalent to a certain multiplication
operator and the commutativity result then follows. In the case where n > 1, it turns out that
there are non-geometrically defined symbols which generate commutative Banach algebras of
Toeplitz operators. This appears for example for the commutative Banach algebras generated by
a class of measurable symbols subordinated to the quasi-elliptic group (c.f. [172]). For the case
n = 1, this commutative algebra is the C?-algebra of Toeplitz operators with bounded radial
symbols (note that the commutative Banach algebras of Toeplitz operators on A2λ(D) related to
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the quasi-parabolic and to the quasi-hyperbolic groups are also C?-algebras [22, 171]).
Analogous to the commutative Banach algebras constructed in [172], we will obtain a sim-
ilar result in the case of the Segal-Bargmann space H2s(Cn) (c.f. Section 3.3). Each Banach
algebra is generated by Toeplitz operators with symbols in a sub-class of the so-called k-quasi
homogeneous functions (here m ∈ N and k ∈ Nm are fixed with |k| = n). The notion of
k-quasi homogeneous functions is a natural generalization of the quasi-homogeneous functions
considered in Chapter 2 in the case of the complex plane (c.f. [130, 172, 181]). More precisely,
for each tuple k = (k1, · · · , km) the space of k-quasi homogeneous functions Hk contains
measurable functions of the form ϕξpξ
q
where ϕ is invariant under the rotational action of
S2k1−1× · · · × S2km−1 on Cn (ϕ is k-quasi radial c.f. (3.1.2)), ξ ∈ S2n−1 and p, q are orthogonal
multi-indices. For two measurable functions ϕξpξ
q
, ψξuξ
v ∈ Hk with reasonable growth at
infinity, we show that under certain conditions on the indices p, q, u and v the Toeplitz opera-
tors T s
ϕξpξ
q and T s
ψξuξ
v commute on P[z] for any s > 0 (Theorem 3.3.1). With these conditions
and following the ideas in [172] we are able to construct subspaces Rk(h) ⊂ Hk ∩ L∞(Cn)
parametrized by tuples h ∈ Nm0 in which the Toeplitz operators with symbols in each Rk(h)
commute on H2s(Cn) for all s > 0. We should remark that each symbol space Rk(h) con-
tains the bounded measurable radial symbols and in the case where n > 2 and k 6= (1, · · · , 1)
the commutative algebras obtained are only Banach and not C?-algebras. When n = 1 and
analogous to the case of the unit ball all these algebras collapse to the C?-algebra generated
by Toeplitz operators with bounded radial symbols. We note that in our investigation of these
kinds of Banach algebras on the Segal-Bargmann space all the results obtained are analogous
to those in [172] for the case of the Bergman space over the unit ball.
There is a more general notion of Toeplitz operators acting on a domain in H2s(Cn) with
symbols having a suitable growth at infinity as introduced in [14, 16, 117, 118]. In Section 3.2,
we employ a natural extension of the notion of Toeplitz operators acting on P[z] with symbols
in a reasonable sub-class of k-quasi radial functions containing all µ(s)-square integrable radial
functions. We should note that in our generalized notion of Toeplitz operators with k-quasi
radial symbols the operators are still diagonal w.r.t the standard orthonormal basis. We aim to
construct a C?-algebra formed only by Toeplitz operators with radial symbols in this general
notion (note that the product of two Toeplitz operators is rarely a Toeplitz operator again).
For this reason we will consider a suitable C?-algebra A1(Cn) of bounded diagonal operators
on P[z]. By studying some Stieltjes moment problems we show that for any s > 0 and any
T ∈ A1(Cn) there is a radial function so that the Toeplitz operator with this symbol acting
on H2s(Cn) coincide with T on P[z]. Consequently, we obtain a C?-algebra containing only
Toeplitz operators and which is commutative on each H2s(Cn) for any s > 0 (Corollary 3.2.1).
We want to remark that this result is a generalization of the particular case n = s = 1 considered
in [95]. Moreover, in our investigation for the general case of k-quasi radial functions (not
necessarily radial), we are able to find a subclass of k-quasi radial functions for which the
C?-algebra generated by Toeplitz operators with symbols in this class is commutative on each
H2s(Cn) and contains only Toeplitz operators (c.f. Corollary 3.2.2).
9In [167], N. Vasilevski proved that there is an infinite direct sum decomposition of
L2(Cn) := L2(Cn, dµ(1)) into spaces F 2(k)(Cn) of entire (holomorphic) type functions. These
spaces are parametrized through all multi-indices k = (k1, · · · , kn) ∈ Nn and they are called the
true-k-Fock spaces (c.f. Section 3.4). We will construct an isomorphism between each F 2(k)(Cn)
and the Lebesgue space L2(Rn) := L2(Rn, dv) over Rn where v is the usual Lebesgue measure
(c.f. [167] for the case n = 1, and Theorem 3.4.2 for arbitrary n ∈ N). For each fixed tuple k and
via the orthogonal projection P(k) from L2(Cn) onto F 2(k)(Cn) we introduce the notion of true-
k-Toeplitz operators T (k)g with bounded measurable symbols g as T
(k)
g = P(k)Mg. We note that
for k = (1, · · · , 1) ∈ Nn the space F 2(k)(Cn) is the Segal-Bargmann space H2(Cn) := H21(Cn)
and T (k)g = T 1g is the usual Toeplitz operator with symbol g acting on H2(Cn). This shows
that true-k-Toeplitz operators acting on the true-k-Fock spaces are generalizations of Toeplitz
operators acting on H2(Cn).
We are interested in a symbol class for which the C?-algebra generated by true-k-Toeplitz
operators is commutative on F 2(k)(Cn) for any k ∈ Nn. For this reason, we consider bounded
symbols of the form Ψ(z) = a(A(x))eiu·y where x, y ∈ Rn with z = x + iy, A is an endo-
morphism of Rn and u ∈ kerA = H. Similar to a result in [167] we prove that T (k)Ψ is unitary
equivalent to an operator on L2(Rn) which is a composition of a shift and a multiplication op-
erator. Using this fact we show that for a fixed subspace H ⊆ Rn the C?-algebra generated by
true-k-Toeplitz operators (respectively Toeplitz operators) with symbols of the above form is
commutative on F 2(k)(Cn) (respectively on each Segal-Bargmann spaceH2s(Cn)).
At the end of Chapter 3, we use the fact that the Segal-Bargmann space H2s(Cn) over Cn is
a tensor product of Segal-Bargmann spaces over lower dimensional complex spaces to combine
our results for the commutative Banach and C?-algebras indicated above. As a consequence,
we will obtain a more general type of Banach algebras generated by Toeplitz operators which
is commutative on eachH2s(Cn) for any s > 0.
In Chapter 4 we apply Toeplitz operator theory techniques to the computation of heat kernels
for a class of elliptic and sub-elliptic differential operators. For this reason, we introduce (via the
Bargmann transform from L2(Rn) onto the Segal-Bargmann space H2(Cn)) the notion of the
,,heat kernel of a Toeplitz operator” (c.f. Definition 4.3.3 for a precise statement for the notion
of the heat kernel of a Toeplitz operator). Introduced by V. Bargmann in [12], the Bargmann
transform β√2 maps L
2(Rn) isometrically onto H2(Cn). Via the push-forwards under β√2 each
operator on L2(Rn) can be regarded as an operator acting on H2(Cn). In the case where the
operator symbol g is a polynomial overCn in the complex variables z and z the Toeplitz operator
Tg corresponds to a partial differential operator with polynomial coefficient acting on a suitable
dense domain in L2(Rn). The Bargmann transform also gives a one-to-one correspondence
between a subclass of integral operators acting on H2(Cn) and another subclass of integral
operators on L2(Rn). The kernels on both sides are related via an application of the Bargmann
transform (c.f. Proposition 4.2.2).
Assume that we are given a differential operator L with polynomial coefficients on L2(Rn)
corresponding to a Toeplitz operator Tg on H2(Cn) such that the ,,heat kernel” of Tg (c.f. Def-
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inition 4.3.3) exists and defines an integral operator in the above mentioned subclass. Then
the heat kernel of L is given by an application of the inverse Bargmann transform to the ,,heat
kernel” of Tg. Motivated by this observation, in Chapter 4 we are interested in investigating
the ,,heat kernel” of a certain type of Toeplitz operators with polynomial symbols acting on
H2(Cn). Using the Bargmann transform we deduce the heat kernel of a class of elliptic oper-
ators acting on L2(Rn). As the simplest example we obtain the well-known heat kernel of the
Hermite operator on Rn as well as that of the isotropic twisted Laplacian on R2n (c.f. for ex-
ample [56, 161, 162]). As an application and using the partial Fourier transformation we obtain
the heat kernel of the Grusin operator on Rn+1 as well as that of the sub-Laplace operator on
the (2n+ 1)-dimensional Heisenberg group.
In Chapter 4 we combine results due to F.A. Berezin [29] and J. Janas [118] to obtain the
,,heat kernel” of a certain class of Toeplitz operators acting on a dense domain of H2(Cn).
On the one hand, Berezin’s result states that if Tf is a selfadjoint operator with a positive
measurable symbol f then the exponential operator e−sTf on H2(Cn) is given by e−sTf =
limN−→∞(Te− sN f )
N where convergence is understood in the strong sense. On the other hand, J.
Janas proved that if f is a t-radially symmetric function (c.f. Section 4.3 for the definition) such
that the space of holomorphic polynomial P[z] over Cn is contained in the domain of Tf then
Tf is essentially selfadjoint as an operator on the dense domain P[z]. In this case we will not
distinguish between Tf and its unique self adjoint extension. Combining these two results we
can therefore apply Berezin’s result for Toeplitz operators with positive t-radially symmetric
polynomial symbols. Note that Berezin’s result expresses the kernel of the exponential operator
e−sTf as an infinite limit of multiple integrals over CnN (N −→ ∞). However, in some cases
each multiple integral can be reduced to a simple integral over Cn. In particular, this is the case
when the higher products of Toeplitz operators (T
e−
s
N
f )N is again a Toeplitz operator. The core
part of Chapter 4 is devoted to the following problem
(P2) Consider a positive semidefinite matrix A ∈Mn(C) such that (A+A) is positive definite
and define f(z) = zAz, where z, z ∈ Cn. Let L1 be the partial differential operator
acting on a suitable dense domain in L2(Rn) with polynomial coefficients corresponding
to the Toeplitz operator Tf . Then
(a) What is the ,,heat kernel” of Tf on H2(Cn)?
(b) Let A ∈Mn(C) denotes the matrix whose entries are the conjugate entries of A i.e.
A := Re(A)− iIm(A) whereRe(A) and Im(A) denotes the real and the imaginary
part of A, respectively. Assume that A and A commute. What is the heat kernel of
L1 on L2(Rn)?
As a first step we check that f is t-radially symmetric and we employ Berezin’s result stated
above. We will show that e−sTf is also a Toeplitz operator acting on a dense domain in H2(Cn).
We then obtain the ,,heat kernel” of Tf by a simple expression involving the exponential operator
e−sTf and the reproducing kernel of H2(Cn) (c.f. Theorem 4.3.5). Moreover, we show that the
operator L1 is elliptic, semibounded below and in the case where A and A commute its heat
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kernel is obtained explicitly by a suitable application of the inverse Bargmann transform to the
,,heat kernel” of Tf (c.f. Corollary 4.3.2).
In our investigation of the ,,heat kernel” for Toeplitz operators, we were able in some cases
to use the method of partial Fourier transform to obtain the heat kernel of certain sub-elliptic
positive essentially selfadjoint differential operators with polynomial coefficients on L2(Rm)
where m ≥ 2. We write m = n + 1 and apply the partial Fourier transform w.r.t. the last
variable in order to eliminate this variable and to obtain a one parameter family of elliptic
operators corresponding to the previously mentioned situation on L2(Rn). For this reason, we
start Chapter 4 by introducing a family of Bargmann transforms βt parametrized by t > 0.
This is essential as this parameter will play the role of the eliminated variable. In fact, we will
consider a certain type of differential operators having a specific form (4.3.7) with polynomial
coefficients involving the entries of the above matrix A. Even in the case where A is complex,
we will express each examined operator L as a sum of squares of real valued vector fields. It
turns out that these vector fields together with their higher commutators span the tangent space
of Rm at every point i.e. they satisfy the ,,bracket generating condition” turning L into a sub-
elliptic operator [107]. Moreover, we will prove that L is symmetric, positive and essentially
selfadjoint on the Schwartz space S(Rn+1) (c.f. Theorems 4.3.1 and 4.3.7). In order to obtain
the heat kernel of L, we apply the partial Fourier transformation at each fixed point ξ 6= 0 to
obtain an elliptic partial differential operator Lξ on L2(Rn). Via the Bargmann transform βt
with t =
√
2|ξ|, the operator Lξ is unitary equivalent to a Toeplitz operator αTzAz where α is
a constant depending on ξ and A is a matrix satisfying the conditions in (P2) and whose entries
are independent of ξ. Therefore, the heat kernel kξ(x, y) ∈ C∞(Rn × Rn) of Lξ is obtained by
the method explained above. It turns out that k(ξ, x, y) := kξ(x, y) is also smooth in ξ. Under
certain assumptions on k(ξ, x, y), the heat kernel of L is then obtained by an application of the
inverse partial Fourier transform to the function k(ξ, x, y). To illustrate the importance of our
results we will recover the well-known integral formula for the heat kernel of the sub-Laplace
operator on the (2n + 1)-dimensional Heisenberg group as well as that of the Grusin operator
on Rn+1 [56].
Chapter 5 of this thesis is devoted to study the uniform compactness (w.r.t. the standard
weight parameter) of a Toeplitz operator with a fixed symbol acting on the standard weighted
Bergman spaces over a bounded symmetric domain. Such a problem has been considered by W.
Bauer, L.A. Coburn and J. Isralowitz in [15] for the case of Toeplitz operators with symbols of
bounded mean oscillation acting on the Segal-Bargmann spaces. The case of Toeplitz operators
(also with symbol of bounded mean oscillation on the unit ball) acting on the standard weighted
Bergman spaces over the unit ball was also investigated in [15]. The authors of [15] proved that
if g ∈ BMO1(Cn) the Toeplitz operator T t0g is compact onH2t0(Cn) for some t0 > 0 if and only
if T tg is compact on H2t (Cn) for all t > 0. This result remains valid for Toeplitz operators T λg
acting on the weighted Bergman space A2λ(Bn) (here λ ∈ (−1,∞)) whenever g ∈ BMO1(Bn).
We refer the reader to Sections 1.3 and 1.4 were a detailed description for the methods used in
[15] is given.
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Bounded symmetric domains are the natural generalization of the unit ball Bn ⊂ Cn, and
are Hermitian symmetric spaces when endowed with the Bergman metric. Irreducible bounded
symmetric domains have been completely classified by E. Cartan [57] into four classical do-
mains and two exceptional ones. Up to a biholomorphic equivalence each irreducible bounded
symmetric domain Ω ⊂ Cn is uniquely determined by a triple of non-negative integers (r, a, b)
called the type of Ω. It is well known that to each Ω there is attached a unique polynomial
h(z, w) (z, w ∈ Cn) called the Jordan triple determinant. The real valued function h(z, z) de-
fines standard normalized weights µν on Ω parametrized by ν ∈ R such that ν > p− 1, where
p is the genus of Ω depending on (r, a, b) and given by (5.2.1). For each ν > p − 1 and for a
measurable function g on Ω we denote by T νg the Toeplitz operator with symbol g acting on the
Bergman space H2ν := H
2(Ω, dµν). A natural question in the study of the Toeplitz operators is
whether the compactness of T νg is uniform w.r.t. the weight parameter ν. Under the assump-
tion that g ∈ L∞(Ω) we will show that the compactness of T νg is independent of ν, for ν large
enough. On the one hand, under the above assumption our result is a generalization to that in
[15] since we deal with a wider class of domains. On the other hand, our result is somewhat
limited since only bounded symbols are considered. The main ingredients in our investigation
for the uniform compactness of the Toeplitz operator T νg where g ∈ L∞(Ω) are the following
(a) An upper estimate for the sup-norm of the Berezin transform g˜ν0 in terms of the operator
norm of T νg whenever ν and ν0 are suitable weights.
(b) A density result for a class of Toeplitz operators in the space of all compact operators on
H2ν .
(c) Englisˇ’s result [77] for the equivalence between the compactness of Toeplitz operators
with bounded symbols and the vanishing of the Berezin transform of the symbol near the
boundary of Ω.
For each pair (ν, ν0) of weights we construct a trace class operator on H2ν such that g˜ν0 is given
as the operator trace. We use then a standard estimate for the trace norm to obtain (a). This
result is valid not only for bounded functions but also for wider class of functions. As for (b),
we will prove the density result for all Bergman spaces. Namely, we show that the space of
Toeplitz operators with symbols that are continuous with compact support on the domain is
norm dense in the space of all compact operators acting on the Bergman space over the domain.
In particular, this holds true for the case of the Bergman space H2ν . We also use a result in [77]
which states that T νg is compact on H
2
ν if and only if g˜ν vanishes on ∂Ω, for ν large enough.
By combining these results we prove that the compactness of T νg is independent of the weight
parameter ν, for ν large enough. Finally, we want to remark that it is still not clear whether our
result can be extended to the case of Toeplitz operators with symbols having a bounded mean
oscillation on Ω where such a result has been obtained for the case Ω = Bn [15]. This is due
to the fact that the equivalence between the vanishing of the Berezin transform on ∂Ω and the
compactness of Toeplitz operators is not clear for such a space of symbols on a general bounded
symmetric domain.
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We will now state some of our main results obtained in this thesis. In the following we only
provide two results addressed to each of the above mentioned problems.
Main results:
For the commuting problem (P1) of Toeplitz operators with quasi-homogeneous symbols
acting on the Segal-Bargmann space over the complex plane we indicate the following results
Theorem 1. Let Ψ be a measurable complex valued function on C of polynomial growth at
infinity and write Ψ(reiθ) =
∑∞
j=−∞Ψj(r)e
ijθ as an expansion in L2(C, dµ). Let fm,δ(reiθ) =
zlzk = rmeiδθ be a monomial where m = l + k ∈ N and δ = l − k ∈ N0. For each j > δ, we
define a holomorphic function Gj(z) for Re(z) > −j − 1 by
Gj(z) :=
j∏
l=1
Γ(
z + p+ l
δ
)
j−δ∏
l=1
[
Γ(
z + δ + l
δ
)
]−1
δz,
where p := δ+m
2
. Suppose that Tfm,δTΨ = TΨTfm,δ . Then for each j > δ there exists a
trigonometric polynomial p(z) =
∑
|l|< δ
4
ale
2piilz
δ such that
Ψj(r) = 2M
−1 [Gj(z)p(z)] (r2)r−j−2er
2
,
where M−1 denotes the inverse Mellin transform.
Theorem 2. Let fm,δ(reiθ) = rmeiδθ be a monomial, and let l ∈ Z such that |l| < δ2pi arccos 34 .
Then for each j > δ the function
ϕj(r)e
ijθ := M−1
[
Gj(z)e
2piilz
δ
]
(r2)r−j−2er
2
eijθ,
defines an operator symbol such that the commutator [Tfm,δ , Tϕjeijθ ] is well defined and vanish-
ing on the space of holomorphic polynomials. Moreover, ϕj(r)eijθ is of polynomial growth at
infinity in case l = 0.
For the commutative algebras generated by Toeplitz operators acting on Segal-Bargmann
spaceH2s(Cn) we have
Theorem 3. Let k = (k1, · · · , km) be a tuple of positive integers such that k1 + · · ·+ km = n.
Without loss of generality assume that k1 6 k2 6 · · · 6 km. Consider a tuple h = (h1, · · · , hm)
with hj = 0 if kj = 1 and 1 6 hj 6 kj − 1. In the case kj0 = kj1 with j0 < j1 put hj0 6 hj1 .
LetRk(h) be the space of all bounded k-quasi-homogeneous symbols
ϕ(r1, · · · , rm)ξpξq,
where p, q are multi-indices of the form (3.3.6) and satisfying (3.3.7). Then the Toeplitz opera-
tors with symbols in Rk(h) generate a commutative Banach algebra in L(H2s) for any s > 0.
Moreover, for n > 2 and k 6= (1, · · · , 1) these algebras are not C?-algebras.
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Theorem 4. IfH is a linear subspace of Rn then the C?-algebra generated by the set
{T sa(A(x))eiu·y | a ∈ L∞(Rn), A is an endomorphism Rn with kerA = H and u ∈ H}
is commutative on H2s . Moreover, for each k ∈ Nn this result holds true for the C?-algebra
generated by true-k-Toeplitz operators T (k)
a(A(x))eiu·y acting on the true-k-Fock space F
2
(k)(Cn).
Addressing the Problem (P2) for the ,,heat kernel” of Toeplitz operators we mention the
following results
Theorem 5. LetA be a n×n positive semidefinite matrix. Then the ,,heat kernel” of the Toeplitz
operator TzAz on H2(Cn) is given by
KA(s, z, w) = e
−str(A)eze
−sAw, (s, z, w) ∈ R+ × Cn × Cn.
Theorem 6. Let A = (ajk) be an n × n positive semidefinite matrix. For each ξ 6= 0 consider
the differential operator Lξ on Rn defined by
Lξ =
∑
ajj(ξ
2x2j −
∂2
∂x2j
) +
∑
j 6=k
ajk(ξxk +
∂
∂xk
)(ξxj − ∂
∂xj
).
Then Lξ is essentially selfadjoint and semibounded below. Moreover, if (A + A) is positive
definite then Lξ is elliptic. If we assume further that the matrices A and A commute then the
heat kernel of Lξ denoted by kξ(s, x, y) and defined on R+ × Rn × Rn is given by
kξ(s, x, y) =e
−s|ξ|tr(A)(
|ξ|
pi
)
n
2
√
det(Id− e−2s|ξ|(A+A))−1
× exp
{
− |ξ|
2
y(Id− e−2s|ξ|(A+A))−1(Id+ e−2s|ξ|(A+A))y
− |ξ|
2
x(Id− e−2s|ξ|(A+A))−1(Id+ e−2s|ξ|(A+A))x
+ 2|ξ|y(Id− e−2s|ξ|(A+A))−1e−2s|ξ|Ax
}
.
As for the problem of the uniform compactness of Toeplitz operators with bounded symbols
we fix an irreducible bounded symmetric domain Ω ⊂ Cd of multiplicities a and b, rank r and
genus p. For ν > p− 1 we consider the space of symbols
τν(Ω) :=
{
g : Ω −→ C | gKν,[a] ∈ L2(Ω, dµν) for all a ∈ Ω
}
,
where Kν,[a] is the reproducing kernel of H2ν at the point a ∈ Ω.
Theorem 7. Let ν > p−1, ν0 > d with |ν − ν0| > r−12 a and write ν˜ = min{ν, ν0}. Then there
exists C(ν, ν0) > 0 such that for all g ∈ τν(Ω) ∩ L1(Ω, dµν˜) (c.f. (5.2.5)) we have
‖g˜ν0‖∞ ≤ C(ν, ν0)
∥∥T νg ∥∥ .
Theorem 8. Let Ω ⊂ Cd be an irreducible bounded symmetric domain and suppose that
ν, ν0 > max
{
d, p− 1 + r − 1
4
a+
√(
r − 1
4
a
)2
+
r − 1
2
a
(
r − 1
2
a+ p− 1
)}
.
Then for any g ∈ L∞(Ω) we have the equivalence:
T ν0g is compact on H
2
ν0
if and only if T νg is compact on H
2
ν .
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Organization of the text:
CHAPTER 1: This is an introductory chapter and most of the results here can be found
in the literature. In this chapter we set notation and terminology and we collect some basic
tools which will be used later in our analysis. We also explain some recent results in the area of
the analysis of Toeplitz operators which motivate our work. As Bergman spaces are examples
of reproducing kernel Hilbert spaces we prefer to start this chapter by introducing the general
theory of reproducing kernel Hilbert spaces. We show that the Berezin transform is one-to-
one on a class of bounded operators, which will be used in Chapter 2 for reducing problem
(P0) to (P1). In Section 1.2 we consider Bergman spaces (w.r.t. a suitable finite measure)
over a domain Ω ⊆ Cn and indicate some useful properties of Toeplitz operators acting on
these spaces. We generalize the density result in [35] from the case of the Segal-Bargmann
space to all Bergman spaces. This compactness criteria is essential in our investigation for
the uniform compactness of Toeplitz operators with bounded symbols acting on the standard
weighted Bergman spaces over a bounded symmetric domain (c.f. Chapter 5). Sections 1.3
and 1.4 are devoted to introduce the Segal-Bargmann and the (weighted) Bergman spaces over
the unit ball, respectively. We explain some properties of Toeplitz operators acting on such
spaces and their connection to the Berezin transform of the symbol. In particular, we give a
detailed explanation of the method used in [15] for investigating of the uniform compactness
of a Toeplitz operator with symbols having a bounded mean oscillation acting on the Segal-
Bargmann spaces or the weighted Bergman spaces over the unit ball. The results collected in
Section 1.4 will help us later in comparing our results to those in [15, 35, 66, 95, 129, 172]
CHAPTER 2: We investigate the commuting problem of Toeplitz operators with quasi-
homogeneous symbols (P0). Section 2.1 is devoted to a detailed description of (P0) as well as a
brief explanation of the methods used for solving it. We also state the main result in [66] for the
problem which motivated (P0). This enables us throughout the chapter to compare our results
for the case of the Segal-Bargmann space to those in [66] for the case of the Bergman space
over the unit disc. In Section 2.2, we construct a space of functions E ⊂ L2 for which Toeplitz
operators with symbols in E are densely defined on a domain in H2 containing P[z]. Moreover,
we represent each function in Ψ ∈ E as an L2-series expansion of quasi-homogeneous functions
Ψ(reiθ) =
∑∞
j=−∞Ψj(r)e
ijθ. The problem (P0) is then reduced to the case δ ≥ 0. Finally, we
introduce the concept of the Mellin transform of a function which will be a useful tool in our
investigation. We start Section 2.3 by proving that if f is a measurable function with at most
polynomial growth at infinity and Ψ ∈ E then Tf and TΨ commute on P[z] if and only if for
each j ∈ Z the Toeplitz operators Tf and TΨjeijθ commute on P[z]. As a consequence (P0) is
reduced to (P1). Furthermore, for each fixed j ∈ Z we show that the commuting problem in
(P1) can be described by certain equivalent conditions involving the Mellin transform of Ψj at
specific points. In order to characterize the functions {Ψj}j∈Z we decompose the problem into
three parts: (1) case j > δ (2), case j < 0, (3) 0 6 j 6 δ. Section 2.4 treats case (1) and
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Theorems 1 and 2 are proved. We show that for an infinite number of indices j there is only
one (up to a constant factor) function Ψj of polynomial growth solving (P1). Example 2.4.1
treats the case δ = 0 showing that if the monomial is non-constant then Ψ is radial. Sections
2.5 and 2.6 deals with the case (2) and (3), respectively. In these two sections results analogous
to Theorems 1 and 2 are obtained. In Section 2.7 some applications of our results are indicated
(c.f. the explanation above). Finally, we state two conjectures which are inspired by the results
obtained in this chapter.
CHAPTER 3: This chapter is devoted to the construction of the above mentioned types
of commutative algebras generated by Toeplitz operators. In Section 3.1 we introduce the con-
cept of k-quasi-radial and k-quasi-homogeneous functions. We then explain the contents and
the main results in this chapter. In Section 3.2 we give a more general notion of Toeplitz opera-
tors with k-quasi-radial symbols. By studying suitable Stieltjes moment problems we construct
commutative C?-algebras containing only Toeplitz operators with radial symbols in the previ-
ously mentioned sense. Moreover, for the case of arbitrary k-quasi-radial functions we are able
to obtain commutative C?-algebras of Toeplitz operators whose symbols are in a sub-class of
the k-quasi-radial functions. Section 3.3 deals with the commutative Banach algebras generated
by Toeplitz operators with k-quasi-homogeneous symbols. We search for sufficient conditions
on two k-quasi-homogeneous functions so that the Toeplitz operators with the these symbols
commute on each Segal-Bargmann space H2s . This enables us to give a proof of Theorem 3. In
Section 3.4 we are interested in obtaining the commutativeC?-algebras as described in Theorem
4. We start by introducing the true-k-Fock spaces as well as the notion of the true-k-Toeplitz
operators, with suitable symbols, acting on these spaces. We show that each true-k-Toeplitz
operator, with symbols of the form considered in Theorem 4, is unitary equivalent to an oper-
ator on L2(Rn) which is a composition of a shift and a multiplication operator. This leads to
a construction of commutative C?-algebras generated by true-k-Toeplitz operators. Using this
fact together with Remark 3.4.1 for the case of Toeplitz operators acting on the Segal-Bargmann
spaces, Theorem 4 then follows. Finally, we combine the commutative algebras obtained in the
last two sections to form a more general type of commutative Banach algebras of Toeplitz oper-
ators. Motivated by the results obtained, we end this chapter by indicating some open problems.
CHAPTER 4: We use Toeplitz operator theory techniques to obtain the heat kernel of
a class of elliptic bounded below essentially self-adjoint differential operators. Together with
the partial Fourier transformation method we give an explicit integral kernel for a sub-class of
sub-elliptic partial differential operators. In Section 4.1 we explain how we will combine the
Bargmann transform, Berezin’s result [29], and the partial Fourier transformation method to
obtain the heat kernel of these operators. Section 4.2 is devoted to the concept of the Bargmann
transform. Namely, we will introduce a family of Bargmann transforms βt parametrized by
t > 0. Via the push-forward under βt we consider a class of integral operators acting on a
dense domain of H2(Cn) and exhibit their corresponding operators acting on a dense domain
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of L2(Rn). We also calculate the ,,inverse Bargmann transform” of ezAw where z, w ∈ Cn and
A ∈ Mn(C) is Hermitian satisfying some conditions. This result will be used later to obtain
the heat kernel of the considered elliptic operators. Section 4.3 is the core part of Chapter 4.
We start by explaining the method of the partial Fourier transform for obtaining the heat kernel
of a certain class of differential operators. Next, we consider a class of differential operators
with polynomial coefficient and show that they are sub-elliptic positive and essentially self-
adjoint. Applying the partial Fourier transform on these operators we obtain a class of elliptic
essentially self-adjoint bounded below differential operators. We then investigate the ,,heat
kernel” of the corresponding Toeplitz operators on H2(Cn) and Theorems 5 and 6 are proved.
Using the Bargmann transform and the result in the previous section we obtain the heat kernel
of the above mentioned elliptic operators. Under certain condition on the heat kernel of these
operators we are able to obtain the heat kernel for a class of sub-elliptic operators. Moreover,
several examples which illustrate the importance of the considered class of differential operators
are indicated in this section.
CHAPTER 5: In this chapter we switch our attention to Toeplitz operators acting on the
standard weighted Bergman spaces over a bounded symmetric domain. For a fixed measur-
able bounded symbol we investigate the uniform compactness (w.r.t. the standards weights) of
Toeplitz operators with bounded symbols acting on these Bergman spaces. In Section 5.1 we
motivate this problem by discussing some of the results in [15] and we state some of our main
results. Section 5.2 is devoted to some preliminaries on bounded symmetric domains as well as
the standard weighted Bergman spaces over such domains. In Section 5.3 we will construct a
trace class operator (c.f. above) and we will indicate some generalized Forelli-Rudin inequal-
ities. Together with a standard estimate for the trace norm, this enables us to obtain Theorem
7. In Section 5.4 we prove the equivalence in Theorem 8 by using the density theorem obtained
in Chapter 1 and another result in [77] . Finally, we mention some open problems which are
inspired by our results
Appendix: We collect several calculations which are essential throughout the thesis. As
the proof of these calculations are not needed somewhere else we provide them in the Appendix.
We remark that the results in Chapters 2 and 5 originally appeared as an articles in [21, 113]
with minor modifications.
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Chapter 1
Preliminaries
1.1 Reproducing kernel Hilbert spaces
In this section, we present some fundamental properties of reproducing kernel Hilbert spaces
and we show that the Berezin transform acting on bounded operators is one-to-one. We start by
some preliminaries.
Definition 1.1.1. Let H be a Hilbert space (over C) of complex valued functions on a set
Ω ⊂ Cn. H is called a reproducing kernel Hilbert space (abbreviated by RKHS) if for every
z ∈ Ω the linear evaluation map, δz : H −→ C, defined by δz(f) = f(z) is continuous.
For a Hilbert space H we denote by 〈·, ·〉 the inner product on H and by ‖·‖ the correspond-
ing norm. We remark that H is a RKHS if and only if for every z ∈ Ω there exists a unique
function Kz ∈ H such that
f(z) = 〈f,Kz〉, for all f ∈ H. (1.1.1)
Indeed, the necessity follows from the Riesz Representation Theorem and the sufficiency is
direct:
|δz(f)| = |〈f,Kz〉| ≤ ‖f‖‖Kz‖.
Definition 1.1.2. The 2-variable function on Ω× Ω defined by
K(w, z) = Kz(w)
is called the reproducing kernel of H .
Note that, there are many Hilbert spaces of functions which are not RKHS. Indeed, when Ω
is an open connected subset of Cn then the ordinary Lebesgue space L2(Ω) is not a RKHS. In
fact, for any z0 ∈ Ω we can construct a sequence {fn} ⊂ C∞c (Ω) such that ‖fn‖L2(Ω) = 1 and
fn(z0) = n for all n ∈ N and thus the evaluation map is not continuous.
19
20 CHAPTER 1. PRELIMINARIES
The general theory of reproducing kernel Hilbert spaces was systematized in [6, 7] by N.
Aronszajn around 1948 and developed by L. Schwartz [150]. However, before N. Aronszajn
there have been two trends in consideration of reproducing kernels. The first trend considered
positive definite kernels, which were discovered by J. Mercer [133, 134] and E. H. Moore [135],
and study the kernel itself. The kernels considered by J. Mercer were ,,continuous kernels of
positive definite integral operators” [7]. They arose in the theory of integral equations as de-
veloped by Hilbert and they were positive definite in the sense of E. H. Moore. Later on, E.
H. Moore [135, 136] considered such kernels on an abstract set and he discovered that to each
positive definite kernel there corresponds a Hilbert space of functions to which these kernels
has the reproducing kernel property (1.1.1). The second trend considered a Hilbert space of
functions and the corresponding kernel is used as a tool in the study of these functions. In the
investigation of S. Zaremba on boundary value problems for harmonic and biharmonic func-
tions, he was the first to go through this trend and to find a reproducing kernel for the classes
of these functions (c.f. [180]). Then the idea of reproducing kernels appeared in the work done
by S. Bergman [36, 37]. He introduced reproducing kernels for the classes of harmonic and
analytic functions and he called them kernel functions. In [44–46], S. Bergman and M. Schiffer
used the original idea of Zaremba in applying the kernels to the solutions of boundary value
problems. It turned out that these kernels are useful tools for solving boundary value problems
of partial differential equations of elliptic type. Finally, N. Aronszajn [6] found that any repro-
ducing kernel on a Hilbert space of functions is positive definite in the sense of E. H. Moore
and thus formed the second link between these two trends. This link led to important results
in the study of conformal mappings [38, 39, 41], integral equations [133], partial differential
equations [40], invariant Riemannian metrics [42], in probability theory [121, 141, 142] and in
other subjects in physics. For instant, in [70] J. Duchon formulated generalized smooth surface
spline functions using the reproducing kernel Hilbert space technique in Sobolev space [1]. To-
gether with the work of Loe´ve the theory of reproducing kernel Hilbert space has been used for
a variety of applications, especially in data interpolation, signal processing, and smoothing (c.f.
[48, 140, 173]). Meanwhile, the notion of RKHS is quite used in numerous fields especially
in solving boundary value problems [89–91], Tikhonov regularization [105, 159], image and
video colorization [100].
In our study there are several reasons for introducing the abstract theory of reproducing
kernel Hilbert spaces. The two main tasks in the thesis the Segal-Bargmann space and the
Bergman spaces over bounded symmetric domains are special types of a RKHS. The corre-
sponding kernels of these spaces share some fundamental properties. In particular, they can be
calculated explicitly by finding an orthonormal system of functions in the corresponding space
(c.f. Proposition 1.1.3 below). Moreover, the fact that the Berezin transform is one-to-one on
bounded Toeplitz operators acting on a Bergman space follows from the fact that this transform
is one-to-one on bounded operators acting on any RKHS of analytic functions whose kernel
does not vanish on the diagonal of Ω× Ω (c.f. Proposition 1.1.4 below).
Let us now present some basic properties of the reproducing kernelK in a RKHS. Applying
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(1.1.1) to the function Kz at w, we get
K(w, z) = Kz(w) = 〈Kz, Kw〉 for z, w ∈ Ω.
Therefore, the reproducing kernel satisfies:
K(w, z) = K(z, w), ‖Kz‖ =
√
K(z, z), and |K(w, z)| ≤
√
K(z, z)
√
K(w,w).
Furthermore, for a fixed z0 ∈ Ω it follows that K(z0, z0) = 0 if and only if f(z0) = 0 for all
f ∈ H . Again by the reproducing kernel property (1.1.1) it is easy to check that span {Kz}z∈Ω
is dense in H .
It is important to notice that if the RKHS H with kernel K is a subspace of a larger Hilbert
space then K determines the orthogonal projection to H .
Proposition 1.1.1. [151] Let (L, 〈·, ·〉) be a Hilbert space of complex valued functions defined
on Ω. Equipped with the norm inhereted from L, suppose there is a reproducing kernel Hilbert
space H ⊂ L. Then the orthogonal projection P : L −→ H is given by
[Pf ](z) = 〈f,Kz〉, f ∈ L, z ∈ Ω. (1.1.2)
Proof. Let f ∈ L, then [Pf ](z) = 〈Pf,Kz〉 = 〈f, PKz〉 = 〈f,Kz〉.
The next proposition shows that the reproducing kernel of a separable RKHS can be de-
scribed explicitly in terms of an orthonormal basis for the space.
Proposition 1.1.2. [151] Let H be a separable RKHS. Then for any complete orthonormal
system {en}n∈N we have
K(w, z) =
∑
n∈N
en(w)en(z), (1.1.3)
where the series converges absolutely on Ω× Ω.
Proof. Since {en}n∈N is a complete orthonormal system then for any z ∈ Ω we have Kz =∑
n∈N〈Kz, en〉en, where the series converges in H . Hence
Kz(w) = 〈Kz, Kw〉 =
∑
n∈N
〈Kz, en〉〈en, Kw〉 =
∑
n∈N
en(z)en(w).
The absolute convergence follows by Cauchy-Schwartz inequality and Parseval identity:∑
n∈N
|en(z)en(w)| ≤ (
∑
n∈N
|〈Kz, en〉|2) 12 (
∑
n∈N
|〈en, Kw〉|2) 12 = ‖Kz‖‖Kw‖. (1.1.4)
Hereafter, we confine our discussion to the case where Ω is an open connected domain in
Cn.
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Proposition 1.1.3. Let H be a RKHS of analytic functions on Ω. Then the kernel K(w, z) is
analytic in w and anti-analytic in z. Moreover, H is separable and the convergence in (1.1.3)
is uniform on compact sets of Ω× Ω.
Proof. The first part of the proposition follows since Kz ∈ H is analytic and K(w, z) =
K(z, w). Note that, for any dense sequence {zm} in Ω the corresponding sequence of functions
{Kzm} is a total set inH thereforeH is separable. Moreover, if S ⊂ Ω is compact we know that
for any f ∈ H the complex valued function z 7−→ f(z) = 〈f,Kz〉 is analytic hence continuous
on Ω. Therefore, the Hilbert space-valued function z 7−→ Kz is weakly continuous. So that,
{Kz, z ∈ S} is weakly compact hence strongly bounded. This means that sup{‖Kz‖, z ∈ S}
is finite and the uniform convergence follows from (1.1.4).
The bounded operators on a RKHS admit an interesting representation via the so-called
Berezin transform. This transform plays an important role in the theory of Bergman spaces
as well as in the solution of the heat equation (c.f. Section 3). Let us start by recalling the
definition of this transform.
Definition 1.1.3. Let H be a RKHS such that K(z, z) > 0 for all z ∈ Ω. Let T be a linear
operator acting on the linear space
LH := span {kz := 1√
K(z, z)
Kz}z∈Ω,
of the normalized reproducing kernel functions with values in H . Then the Berezin transform of
T , denoted by T˜ , is the complex valued function defined on Ω by:
T˜ (z) = 〈Tkz, kz〉.
The fact that the Berezin transform acting on the bounded operators of a RKHS forms a
representation of these operators is a special case of a more general statement given in the next
proposition. It is sufficient to find a Hilbert subspace H0 in H such that LH ⊂ H0 is dense then
for any T ∈ L(H0, H) one has T˜ = 0 if and only if T = 0. This idea was used in [14] for
the case of the Segal-Bargmann space to prove that the Berezin transform acting on Toeplitz
operators with symbols having a certain growth at infinity is one-to-one. In the next chapter,
we use a similar argument to that in [14] to prove that two Toeplitz operators with reasonable
symbol growth at infinity commute on the space of holomorphic polynomials if and only if the
Berezin transform of their commutator vanishes (c.f. Corollary 2.2.1).
Proposition 1.1.4. Let H be a RKHS of analytic functions on Ω. Suppose there is a Hilbert
space H0 of analytic functions on Ω such that LH ⊂ H0 is dense in H0. Then the mapping
T −→ T˜ is an injective linear operator from L(H0, H) into the real-analytic functions in
L∞(Ω).
Proof. Using the continuity of T we have
|T˜ (z)| = |〈Tkz, kz〉| ≤ ‖Tkz‖ ≤ ‖T‖,
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hence T˜ ∈ L∞(Ω). Moreover, since K(w, z) is analytic in w conjugate-analytic in z then kz is
real-analytic but T is continuous hence T˜ (z) is real-analytic too. To prove the injectivity, we
define the two-variable function on Ω× Ω
KT (z, w) := 〈TKw, Kz〉 = (TKw)(z).
Since TKw ∈ H for all w ∈ Ω the kernel KT is analytic in z but
KT (z, w) = 〈Kw, T ?Kz〉 = 〈T ?Kz, Kw〉 = (T ?Kz)(w),
hence KT is anti-analytic in w. By assumption KT vanishes on the diagonal of Ω × Ω. As a
consequence (c.f. p. 371 in [124]), the map KT is identically zero on Ω × Ω hence TKw ≡ 0
for all w ∈ Ω. Since LH ⊂ H0 is dense and T is continuous on H0, it follows that T = 0.
At the end of this section we give some classical examples of reproducing kernel Hilbert
spaces.
Example 1.1.1. It is well known that the Peter-Wiener space PWr which consists of square
integrable functions on R such that their Fourier transformation vanishes outside the band
[−r, r] is a RKHS (c.f. [179]). We generalize this fact to arbitrary dimensions and calculate
the reproducing kernel of the corresponding space. For each r > 0, we define the generalized
Peter-Wiener space PWr on Rn to be (c.f. [178])
PWr(Rn) :=
{
ϕ : Cn −→ C | ϕ is entire, ϕ|Rn ∈ L2(Rn), s. t. for any  > 0,
∃ C with |ϕ(z)| ≤ Ce(1+)|z|,∀z ∈ Cn
}
.
According to the generalized Paley-Wiener theorem (c.f. [156, 178]) we know that
F(L2(B(0, r))) = PWr(Rn),
where B(0, r) is the closed ball in Rn with radius r centered at the origin, and F is the n-
dimensional Fourier transformation. Since F is an isometry, we can endow the space PWr
with the following inner product
〈f, g〉PWr = 〈F−1f,F−1g〉L2(B(0,r)).
It follows directly that PWr is a Hilbert space and for every z ∈ Cn
|ϕ(z)| = (2pi)−n
∫
B(0,r)
e−izξ(F−1ϕ)(ξ)dξ
≤ (2pi)−n
√
|B(0, r)|er|z|‖F−1ϕ‖L2(B(0,r)) = C‖ϕ‖PWr ,
which shows that PWr is a RKHS. Moreover, for any ϕ ∈ PWr and any z ∈ Cn the identity
ϕ(z) = 〈F−1ϕ, eiz(·)〉L2(B(0,r)) = 〈ϕ,Feiz(·)〉PWr ,
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shows that the reproducing kernel of PWr is K(w, z) = F(eiz(·))(w). Using induction on n,
one can prove that (c.f. [65])
F(eiz(·))(w) = ( r
2pi
)
n
2
Jn
2
(r|z − w|)
|z − w|n2 ,
where Jv is the Bessel function of the first kind of order v.
Other examples of RKHS are the Bergman spaces, the Sobolev spaces Hs(Rd) for all s > d
2
[47], the Szego¨ spaces Al2(∂Ω) and many others [151]. In the next section we discuss briefly
the Bergman spaces over an open domain.
1.2 Bergman spaces
In the book [43], S. Bergman developed an elegant theory of the Hilbert spaces of analytic
square-integrable (with respect to the volume measure) functions over a bounded domain Ω ⊂
Cn. These spaces turned out to be reproducing kernel Hilbert spaces. They are now called
Bergman spaces and the corresponding kernels are the so-called Bergman kernels. However, for
an arbitrary (not necessarily bounded) open connected domain Ω one can choose an appropriate
weight function w on Ω and then consider the analytic functions which are square integrable
with respect to the weight function. It was natural to call these spaces ,,weighted Bergman
spaces”. We start this section, by introducing these spaces and proving that they possess a
reproducing kernel.
We will identify Ω (not necessarily bounded) as subset of R2n and we write zk = xk + iyk
for any z = (z1, · · · , zn) ∈ Ω ⊆ Cn. We also write z = rξ for the representation of z in polar
coordinates, i.e. r ∈ [0,∞) and ξ is in the real (2n − 1)-dimensional unit sphere S2n−1 ⊂ Cn.
We denote by dv(z) the ordinary Lebesgue measure on Ω
dv(z) =
n∏
k=1
dxkdyk.
Let w : Ω −→ R be a positive integrable function that is locally bounded below by a strictly
positive constant, i.e. for every z ∈ Ω there exists a neighborhood Nz ⊂ Ω and a contant Mz
such that w(u) ≥Mz > 0 for all u ∈ Nz. We denote by L2w := L2(Ω, dµw) the Hilbert space of
functions on Ω which are square integrable with respect to the finite measure
dµw(z) := w(z)dv(z).
Definition 1.2.1. The weighted Bergman space over Ω (with respect to the weight w), denoted
by H2w(Ω), is the space of all holomorphic functions f on Ω such that
‖f‖2H2w(Ω) :=
∫
Ω
|f(z)|2w(z)dv(z) <∞.
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Note that when Ω is bounded and w ≡ vol(Ω)−1 then H2w(Ω) is the standard ,,unweighted”
Bergman space. The following lemma is a generalization of Lemma 1.4.1 in [124] from the
,,unweighted” to the weighted case of Bergman spaces. It shows that the convergence in the
norm of H2w(Ω) implies the uniform convergence on compact sets.
Lemma 1.2.1. [124] Let K ⊂ Ω be a compact set. Then there exists a constant CK depending
on K and w, such that
sup
z∈K
|f(z)| ≤ CK‖f‖H2w(Ω), for all f ∈ H2w(Ω). (1.2.1)
In particular, the pointwise evaluation map is continuous on H2w(Ω).
Proof. Since K is compact and w is locally bounded below, there exist r,M > 0 depending
on K and w such that the closed ball B(z, r) ⊂ Ω for any z ∈ K and w(u) ≥ M for all
u ∈ B(z, r). By the mean-value property of harmonic functions (c.f. p. 313 in [157] for
example), we know that for any f ∈ H2w(Ω) and any 0 < ρ ≤ r we have:
f(z) =
1
σ(S2n−1)
∫
S2n−1
f(z + ρξ)dσ(ξ), (1.2.2)
where dσ is the area measure on S2n−1. Multiplying both sides of (1.2.2) by a factor of ρ2n−1
and integrating, we obtain
f(z)
r2n
2n
=
1
σ(S2n−1)
∫ r
0
∫
S2n−1
f(z + ρξ)ρ2n−1dρdσ(ξ)
=
1
σ(S2n−1)
∫
B(z,r)
f(u)dv(u).
Hence by Cauchy-Schwartz inequality we have
|f(z)| ≤ 1|B(z, r)|
[∫
B(z,r)
|f(u)|2dv(u)
] 1
2
[∫
B(z,r)
dv(u)
] 1
2
=
1√|B(z, r)|
[∫
B(z,r)
|f(u)|2dv(u)
] 1
2
≤ M
− 1
2√|B(z, r)|
[∫
B(z,r)
|f(u)|2w(u)dv(u)
] 1
2
= CK‖f‖H2w(Ω).
Remark 1.2.1. The proof of the above lemma shows that the inequality (1.2.1) is still true for
any harmonic function f in L2w.
We use Lemma 1.2.1 to prove that H2w(Ω) is a RKHS.
26 CHAPTER 1. PRELIMINARIES
Theorem 1.2.1. [124] Let Ω be an open domain in Cn, and w be a positive locally bounded
below measurable function. Then the Bergman space H2w(Ω) is a reproducing kernel Hilbert
space. Moreover, for any orthonormal basis {en}n∈N of H2w(Ω) the reproducing kernel is given
by
K(w, z) =
∑
n∈N
en(w)en(z), (1.2.3)
where the series converges uniformly on compact sets of Ω× Ω.
Proof. ForH2w(Ω) to be a RKHS we only need to prove the completeness. Let {fn} be a Cauchy
sequence in H2w(Ω). By the previous lemma, fn convergence uniformly to some function g(z)
on every compact set of Ω. Hence, by Montel´s Theorem, g is holomorphic on Ω. Since L2w
is complete, there exists f ∈ L2(Ω, dµw) such that fn converges to f in the norm. Therefore,
there is a subsequence fnk which converges to f pointwisely a.e. on Ω. This shows that f =
g ∈ H2w(Ω) hence H2w(Ω) is complete. Since L2(Ω, dµw) is separable, the second part of the
theorem follows directly from Proposition 1.1.3.
Note that, if w is an integrable positive function then f(z) ≡ 1 ∈ H2w(Ω) hence K(z, z) > 0
for all z ∈ Ω. Furthermore, by Proposition (1.1.1) the orthogonal projection P from L2w onto
H2w(Ω) is an integral operator given by:
[Ph](z) = 〈h,K(·, z)〉 =
∫
Ω
h(u)K(z, u)dµw(u), ∀z ∈ Ω. (1.2.4)
Now, we introduce the so-called Toeplitz operators on the weighted Bergman spaces. We
note that the notion of Toeplitz operators goes back to the work of Otto Toeplitz [163] on the
Hardy space H2(S1). This space consists of all square integrable functions on the unit circle
whose discrete Fourier transform vanishes for all negative integers. As a consequence, these
functions admit a holomorphic extension to the unit disc. Moreover, it turned out that H2(S1)
is a RKHS with the topology induced from the norm of L2(S1, 1
2pi
dθ) (dθ denotes the ordinary
measure on S1). For a bounded function a ∈ L∞(S1), O. Toeplitz defined the operator Ta :
H2(S1) −→ H2(S1), by the rule Ta(f) = Ph(af) where Ph is the orthogonal projection form
L2(S1, 1
2pi
dθ) onto H2(S1). These operators have several remarkable properties. For example,
a necessary and a sufficient condition that an operator on H2(S1) is a Toeplitz operator is that
its matrix (with respect to the monomials) is a Toeplitz matrix [54]. It is also well known that
there are no non-zero compact Toeplitz operators on the Hardy space (c.f. Ch. 10 in [186]) and
that the spectrum of these operators is always connected (see [69]). However, it was important
to extend the theory of Toeplitz operators to the case of analytic square integrable functions on
an open domain. That is replacing the Hardy space by the Bergman space so it was natural to
call these operators Toeplitz operators on the Bergman space. The study of these operators is
,,a core part of the so-called ,,quantization” of symplectic manifolds” [166] . In fact, the use
of Toeplitz operators in geometric quantization has its origin in the work of F. Berezin [29–32]
and L. Boutet de Monvel [50–52]. The idea of quantization is that of assigning to functions
on a symplectic manifold operators on a separable Hilbert space (state space) satisfying certain
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commutation relations (c.f. [99]). The quantization also consists in deforming the pointwise
product of functions into a new product depending on a positive parameter (Planck´s constant)
[49, 62, 76, 99]. It was noticed that there are many differences between the theory of Toeplitz
operators on the Bergman space and that on the Hardy space. For example, it is easy to construct
a Toeplitz operator on the Bergman space whose spectrum is discrete (see [78] for example).
In the following we will prove that the space of Toeplitz operators with continuous symbols of
compact support is norm dense in the space of all compact operators on the weighted Bergman
space. This fact, appeared for the first time in the work of M. Englisˇ [74] for the case of the
Bergman space over the unit disc and in the work of L. Coburn and C. Berger [35] for the case
of the Segal-Bargmann space. We will show that this property is still true for any weighted
Bergman space over any open domain. We start by defining the Toeplitz operators and recalling
some basic properties.
Definition 1.2.2. For a measurable symbol g : Ω −→ C we define the operator Tg on:
D(Tg) :=
{
h ∈ H2w(Ω) | gh ∈ L2(Ω, dµw)
}
by
Tgh = P (gh) ∈ H2w, h ∈ D(Tg) ⊂ H2w(Ω).
Tg is called the Toeplitz operator on the weighted Bergman space H2w(Ω) with symbol g.
Since (Ω, µw) is a finite measure space, for each measurable function g ∈ L∞(Ω) the
Toeplitz operator Tg is defined on H2w(Ω). Moreover, Tg ∈ L(H2w(Ω)) with ‖Tg‖ ≤ ‖g‖∞.
If we suppose further that g has a compact support in Ω then Tg is of trace class on H2w(Ω). To
make this clear, recall the well known result for operators on any measurable space (Theorem
3.5 in [186]):
Lemma 1.2.2. [186] Let (X,µ) be a measure space, and T a linear operator on L2(X, dµ).
Then T is a Hilbert-Schmidt operator if and only if there is a functionK ∈ L2(X×X, dµ×dµ)
such that:
Tf(x) =
∫
X
K(x, y)f(y)dµ(y), for all f ∈ L2(X, dµ).
Now suppose g is a bounded measurable function with a compact support Sg ⊂ Ω. Let χ be
the characteristic function of Sg. We will prove that Tg is of trace class on H2w(Ω). On the one
hand, the operator PMχ, where Mχ is the multiplication operator by χ, is a Hilbert-Schmidt
operator on L2(Ω, dµw). Indeed, by (1.2.4) we know that for any h ∈ L2(Ω, dµw) and any
z ∈ Ω
PMχh(z) = 〈χh,K(·, z)〉 =
∫
Ω
χ(u)h(u)K(z, u)dµw(u).
Applying the above lemma to T = PMχ, X = Ω, and dµ = dµw we need to show that
χ(u)K(z, u) ∈ L2(Ω×Ω, dµw× dµw). But this is clear since the mapping Ω 3 u −→ K(u, u)
is continuous and∫
Ω
|χ(u)|2
∫
Ω
K(z, u)K(z, u)dµw(z)dµw(u) =
∫
Sg
K(u, u)dµw(u).
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On the other hand, since g is bounded the multiplication operator Mg is also bounded on
L2(Ω, dµw). Hence (PMχ)Mg(PMχ)∗ is of trace class on L2(Ω, dµw) (c.f. Lemma 1.36 in
[186]). But the Toeplitz operator Tg coincides with (PMχ)Mg(PMχ)∗ on H2w(Ω). Indeed, for
f, h ∈ H2w(Ω) we have
〈Tgf, h〉 = 〈PMgf, h〉 = 〈PMgM∗χPf, h〉 = 〈PMχMgM∗χPf, h〉 = 〈PMχMg(PMχ)∗f, h〉.
Similar to a corresponding result in [35] on Toeplitz operators acting on the Segal-Bargmann
space, and by purely functional analytic methods one can prove the following density criteria
for Bergman spaces over any open domain (c.f. Appendix A.1 for a complete proof):
Theorem 1.2.2. For any open domain Ω ⊆ Cn the space
C ≡ {Tg | g continuous with compact support in Ω}
is norm dense in the space of all compact operators acting on H2w(Ω).
Note that, Theorem 17 in [35] shows that the bounded Toeplitz operators are in general not
norm-dense in the algebra of all bounded operators on H2w(Ω).
In the next two sections, we consider two examples of Bergman spaces the Segal-Bargmann
space (Ω = Cn with natural Gaussian measures) and the standard weighted Bergman spaces
over the unit ball of Cn.
1.3 Segal-Bargmann space
The Segal-Bargmann space on Cn ,,dates back to the work of Fischer in mathematics [82]
and Fock in physics [83]” [155]. For this reason it is sometimes called the Fischer or the
Fock space. In quantum mechanics it is a sort of ,,phase space” that incorporates the states
of a dynamical system. [99]. Recall that in classical mechanics the motion of a system of n
particles is described by their corresponding position (x1, · · · , xn) and momentum (p1 · · · , pn).
The energy of the system is given by the Hamiltonian function H(x, p) defined on the phase
space R2n. It is well known that if f is a smooth function on R2n and (x(t), p(t)) is a solution
of Hamilton´s equations then df
dt
= {f,H} on (x(t), p(t)) where {·, ·} is the Poisson bracket
(c.f. [99]). In quantum mechanics, the phase space is replaced by an infinite-dimensional
separable complex Hilbert space H and points (x, p) ∈ R2n are replaced by unit vectors in H
called the states. The real valued functions which were defined in the phase space in classical
mechanics are now replaced by self-adjoint operators on H. In particular, we have the position
and momentum operators Pj , Qj where j = 1, · · · , n (c.f. p. 83 in [160] for explicit definition
of these operators). According to Dirac the relations between these operators are given by the
canonical commutation relations (CCR) for n degrees of freedom which is a classical analogue
to the Poisson bracket in classical mechanics (p. 82 in [160])
[Pj, Pk] = [Qj, Qk] = 0 and [Qj, Pk] = i~δj,k, (1.3.1)
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where 1 ≤ j, k ≤ n, [·, ·] denotes the commutator and ~ is the Planck´s constant. The annihila-
tion and creation operators {µj, µj}j=1···n (together are called the ladder operators) are defined
by
µj =
1√
2
(Pj + iQj) and µj =
1√
2
(Pj − iQj).
Using the CCR (1.3.1) one can easily check that the ladder operators satisfy
[µj, µk] = [µj, µk] = 0 and [µj, µk] = ~δj,k. (1.3.2)
In 1928 Fock introduced the operator solution µj = ~ ∂∂µj of the commutation relations
(1.3.2) and applied it to quantum field theory [83]. In [12], V. Bargmann studied the Hilbert
space on which Fock´s solution is realized i.e. the Hilbert space of holomorphic functions, say
in z = (z1, · · · , zn), so that if µj is the multiplication operator by zj then ~ ∂∂zj is the adjoint
operator. It is often named afterafter the investigation of Bargmann [12, 13] and Segal [152,
153]. In this section, we introduce the Segal-Bargmann space as well as the Toeplitz operators
acting on it. We also study the Berezin transform of suitable functions and the connection
of its analytic properties to the behavior of the corresponding Toeplitz operator on the Segal-
Bargmann space.
It will be convenient to use the standard notation and to write zξ =
∑n
k=1 zkξk, |z| =
√
zz,
zα = zα11 · · · zαnn where z, ξ ∈ Cn, α = (α1, α2, · · · , αn) ∈ Nn0 is a multi-index of non-negative
integers. We shall also write |α| = α1 + α2 + · · ·+ αn and α! = α1!α2! · · ·αn!.
For each t > 0, consider the Gauss-Weierstrass function wt on Cn defined by:
wt(z) = wt(|z|) = ( 1
4pit
)ne
−|z|2
4t . (1.3.3)
The function wt is also called the heat kernel since it satisfies the heat equation (Fourier law of
heat conductivity)
∂wt
∂t
= ∆wt,
where ∆ is the the Laplace operator in R2n u Cn and t is the time. We introduce the one-
parameter family of normalized Gaussian measures on Cn
dµt(z) = wt(z)dv(z).
Denote by L2(Cn, dµt) the space of all µt-square integrable functions on Cn. For f, g ∈
L2(Cn, dµt), we write 〈f, g〉t =
∫
Cn f(z)g(z)dµt(z) for the inner product and ‖f‖t =
√〈f, f〉t
for the corresponding norm.
For each t > 0, the subspace of all entire functions in L2(Cn, dµt), denoted by H2t , is called
the Segal-Bargmann space. By Theorem 1.2.1 we know that H2t is a reproducing kernel Hilbert
space. We should note that for any s, t > 0 the operator
[Us,tf ] (z) := f
(
z
√
st−1
)
(1.3.4)
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unitary maps L2(Cn, dµs) onto L2(Cn, dµt) and H2s onto H2t .
Returning back to the Segal-Bargmann space H2t , we want to calculate its reproducing ker-
nel which we denote it by Kt(w, z). For this, we recall that for any positive integer n and for
any α, β ∈ Nn0 (c.f. Prop. 1.4.9 in [149]):
∫
S2n−1
ξαξ
β
dσ(ξ) =

2pinα!
(n− 1 + |α|)! α = β;
0 α 6= β.
(1.3.5)
Since wt is radial, integration by polar coordinates shows that 〈zα, zβ〉t = 0 whenever α 6=
β. Moreover, using (1.3.5) and the integral formula of the Gamma function one can easily
check that ‖zα‖t = 2|α|
√
α!t|α|. Each element f ∈ H2t has a power series expansion f(z) =∑
α∈N0 aαz
α, aα ∈ C, with ‖f‖2t =
∑
α∈N0|aα|2‖zα‖2t . In particular, the polynomials are dense
in H2t and {
etα(z) :=
zα
2|α|
√
α!t|α|
}
α∈N0
(1.3.6)
forms an orthonormal basis of H2t . Therefore, by (1.2.3) the reproducing kernel K
t(w, z) of H2t
is given by:
Kt(w, z) =
∑
α∈N0
1
α!
wαzα
(4t)|α|
= e
1
4t
wz, (1.3.7)
and according to (1.2.4) the orthogonal projection Pt from L2(Cn, dµt) onto H2t can be written
as an integral operator of the form:
[Pth](z) = 〈h,Kt(·, z)〉t =
∫
Cn
h(w)e
1
4t
zwdµt(w), ∀h ∈ L2(Cn, dµt), z ∈ Cn. (1.3.8)
Note that, by choosing the weight function wt as defined in (1.3.3) we obtain a relation between
the kernel on the diagonal and this weight wt(z) = ( 14pit)
n(Kt(z, z))
−1 which is in general not
true for a RKHS. Moreover, using the reproducing kernel property of the Segal-Bargmann space
(1.3.8) one can easily check that for any s, t > 0 the convolution product satisfies the semigroup
identity
wt ? ws = wt+s. (1.3.9)
(Throughout the thesis the convolution product is given by f ?g(z) =
∫
Cn f(w)g(z−w)dv(w)).
Historically, the reason for choosing the Gauss-Weierstrass function as a weight is that it satis-
fies the following condition on the inner product imposed by Fock (c.f. [12] and the discussion
at the beginning of this section):
Lemma 1.3.1. The Gauss-Weierstrass function wt is the unique continuous radial weight such
that ‖1‖t = 1 and for each j = 1, · · · , n the operator of multiplication by zj and the differential
operator 1
4t
∂zj are adjoint on the Bergman space of Cn (here 14t plays the role of Planck´s
constant).
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For convenience and throughout the thesis we write H2t for the Segal-Bargmann space H21
4t
and we use the following notation
dµ(t)(z) := dµ 1
4t
(z), K(t)(w, z) := K
1
4t (w, z), 〈·, ·〉(t) := 〈·, ·〉 1
4t
.
Let us describe next the Toeplitz operators acting on the Segal-Bargmann space. Fix t > 0, then
for a measurable function g : Cn −→ C the Toeplitz operator with symbol g, denoted by T tg , is
defined on the maximal domain D(T tg) = {f ∈ H2t | gf ∈ L2(Cn, dµt)} ⊂ H2t and given by:
T tgf(z) = [Ptgf ](z) =
∫
Cn
g(w)f(w)e
1
4t
zwdµt(w), ∀z ∈ Cn. (1.3.10)
Throughout the thesis we write T tg := T
1
4t
g for the Toeplitz operator with symbol g on the Segal-
Bargmann space H2t = H21
4t
. Moreover, in the case t = 1
4
we simply denote by Tg the Toeplitz
operator T 1g .
Toeplitz operators on the Segal-Bargmann space have been studied by several authors [15–
17, 34, 35, 94, 95] and the map g −→ T tg has been considered by Berezin [29, 31, 32] and
others [33, 62, 98, 106] as a natural ,,quantization”. In particular, one can easily check that
the operators T tzj and T
t
zk
are densely defined on H2t . They satisfy the canonical commutation
relations (1.3.2) ( the factor 1
4t
will play the role of the Planck´s constant ). Now let us introduce
a class of symbols g where the correspondence g −→ T tg is one-to-one.
Definition 1.3.1. For each t > 0, we define the class of symbols Et to be
Et :=
{
g : Cn −→ C | g is measurable and ∃c, d > 0 s.t. c < 1
8t
and |g(z)| 6 dec|z|2
}
.
(1.3.11)
Proposition 1.3.1. For every g ∈ Et the Toeplitz operator T tg is densely defined on H2t and its
domain of definition D(T tg) contains the space of holomorphic polynomials P[z] as well as the
linear space of the normalized kernels
LH2t = span {ktz(w) := e
1
4t
wze−
1
8t
|z|2}z∈Cn .
Moreover, the correspondence Et 3 g −→ T tg is one-to-one.
Proof. For f ∈ P[z] ∪ L(H2t ) the multiplication operator Mf by f maps Et into itself. Hence
for any g ∈ Et we have Mfg = fg ∈ Et ⊂ L2(Cn, dµt) which means f ∈ D(T tg). Now suppose
T tg = 0 then for any α, β ∈ Nn we have
〈g, zαzβ〉t = 〈gzβ, zα〉t = 〈P tgzβ, zα〉t = 〈T tgzβ, zα〉t = 0.
However, the polynomials in z and z are dense in L2(Cn, dµt) (c.f. [84, 119]) and therefore
g = 0 a.e. on Cn.
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Remark 1.3.1. A more general notion of Toeplitz operators on the Segal-Bargmann space
H2 := H21
4
was introduced by J. Janas in [117, 118] (c.f. also Section 3.2). For a measur-
able function g, J. Janas defined the operator T˜g on the maximal domain D(T˜g) := {f ∈ H2 |
gf = h + r, h ∈ H2 and ∫Cn rpdµ 14 = 0,∀p ∈ P[z]} by T˜gf = h. It turned out that this
operator is well defined with D(Tg) ⊂ D(T˜g) and Tg = T˜g on D(Tg). In [95], S. Grudsky and
N. Vasilevski characterized a class of non-zero radial symbols g on which T˜g is identically zero
on the Segal-Bargmann space of the complex plane. According to Proposition 1.3.1, this class
contains only symbols of high growth order at infinity. Explicit examples of such symbols where
constructed by W. Bauer and T. Le in [16].
We also remark that if g ∈ Et is radial in each component, g(z) = g(|z1|, · · · , |zn|),
then by the rotation-invariant property of µt the Toeplitz operator T tg is diagonal with re-
spect to the standard orthonormal basis (1.3.6). Indeed, if we represent each component of
u = (u1, · · · , un) ∈ Cn in its polar coordinates by uj = rjξj , where rj = |uj| and ξj ∈ S1 then
we obtain
T tgz
α =
∫
Cn
g(u)uαe
1
4t
zudµt(u)
=
∑
β∈N0
zβ
(4t)|β|β!
∫
Cn
g(u)uαuβdµt(u)
=
∑
β∈N0
zβ
(4t)|β|β!
1
(4pit)n
∫ ∞
0
g(r1, · · · , rn)
n∏
j=1
r
αj+βj+1
j e
− r
2
j
4t drj
∫
S1
ξ
αj
j ξj
βj
dσ(ξj)
=
zα
(4t)|α|α!
1
(2t)n
∫ ∞
0
g(r1, · · · , rn)
n∏
j=1
r
αj+βj+1
j wt(rj)drj.
Conversely, in [16] W. Bauer and T. Le proved that if g ∈ Et is such that T tg is diagonal
with respect to the standard orthonormal basis then g is radial in each component. Now let us
consider two radial symbols f, g ∈ Et.
On the one hand, since T tf and T
t
g are diagonal operators their product T
t
gT
t
f and T
t
fT
t
g are
well defined and commute on the space of holomorphic polynomials P[z]. In Chapter 3, we
will prove a wider result namely if f, g ∈ Et are k-quasi-homogeneous symbols (having a
specific form) then the Toeplitz operators T tg and T
t
f also commute on P[z]. For example, put
f(z) = ϕ(r)ξpξ
q
and g(z) = ψ(r)ξpξ
q
where ϕ, ψ ∈ Et and p, q are orthogonal multi indices
s.t. |p| = |q| then T tf and T tg commute.
On the other hand, one may ask whether for a non-constant radial symbol f ∈ Et and for
an arbitrary g ∈ Et the commuting condition between T tf and T tg implies that g is radial in its
components. In [16], it was proved that this is not true in general for f, g ∈ Et. However, if we
assume f and g to be in the space Sym>0(Cn) := ∩t>0Et and f is non-trivial and radial then T tf
and T tg commute if and only if g(e
iθz) = g(z) for a.e. θ ∈ R and a.e. z ∈ Cn. This generalize
the previously known result in [17] for the case n = 1. If we allow the operator symbol g to
grow by high order at infinity and even in the case where f is bounded then the implication ,,g
is radial” is no longer true (c.f. [17]). In Chapter 2, by studying commuting Toeplitz operators
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with quasi-homogeneous symbols we recover the examples in [17] of radial functions whose
Toeplitz operators commute with another Toeplitz operator having a non-radial symbol.
In connection with the analysis of T tg the heat semigroup:
g˜t(z) := g ? wt(z) =
1
(4pit)n
∫
Cn
g(u)e−
|z−u|2
4t dv(u) (1.3.12)
plays an important role and is called the ,,heat transform” of g at time t or the Berezin symbol
of T tg . The use of the Berezin transform as a determining factor of the behavior of the Toeplitz
operators on the Segal-Bargmann space has generated an extensive list of results [14–17, 35,
64, 111, 112]. It should be noted that whenever g is in the class of symbols:
Tt :=
{
g : Cn −→ C | gktz ∈ L2(Cn, dµt) for all z ∈ Cn
}
, (1.3.13)
the Berezin transform of g coincide with the Berezin transform of the Toeplitz operator T tg :
g˜t(z) = 〈T tgktz, ktz〉t = T˜ tg(z). (1.3.14)
Therefore, by the Propositions 1.1.4 and 1.3.1 for any g ∈ Et ⊂ Tt such that T tg is bounded on
H2t the Berezin transform g˜
t is real analytic and bounded by ‖T tg‖ and satisfies g˜t = 0 if and
only if g = 0 a.e. on Cn. More general, in [14] it has been proved that the Berezin transform
on the space Sym>0(Cn) = ∩t>0Et is one-to-one. In the next chapter, we shall use a similar
argument to that in [14] together with Proposition 1.1.4 to prove this result on every space Et
(c.f. Remark 2.2.2). Note that, since ktz converges to zero weakly on H
2
t as z −→ ∞ equation
(1.3.14) shows that the Berezin transform of g vanishes at infinity (g˜t ∈ C0(Cn)) whenever the
Toeplitz operator T tg is compact on H
2
t .
Let us now study some properties of the Berezin transform and then apply it to study the
behavior of the Toeplitz operator. First we remark that the convolution product g ? wt(z) may
not exists for particular z and t. However, if g ∈ L2(Cn, dµs) for some s > 0 then the integral
in (1.3.12) converges absolutely for every t such that t < 2s. Indeed, for every z ∈ Cn the
function ψz,t,s(u) := (4pis)nwt(z − u)e |u|
2
4s ∈ L2(Cn, dµs) hence
|g ? wt(z)| ≤
∫
Cn
|g(u)|wt(z − u)dv(u) =
∫
Cn
|g(u)|ψz,t,s(u)dµs(u) <∞.
Moreover, for every t < s the Berezin transform g˜t ∈ L2(Cn, dµs−t) with ‖g˜t‖s−t ≤ ‖g‖s. In
fact, using Cauchy-Schwartz inequality
|g ? wt(z)|2 ≤
[∫
Cn
|g(u)|w22t(z − u)dv(u)
]2
≤
∫
Cn
wt(z − u)dv(u)
∫
Cn
|g(u)|2wt(z − u)dv(u) =
∫
Cn
|g(u)|2wt(z − u)dv(u).
(1.3.15)
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Hence, by (1.3.9) we obtain
‖g˜t‖2s−t =
∫
Cn
|g˜t(z)|2dµs−t(z)
≤
∫
Cn
|g(u)|2wt(z − u)dv(u)ws−t(z)dv(z)
=
∫
Cn
|g(u)|2wt ? ws−t(u)dv(u)
=
∫
Cn
|g(u)|2ws(u)dv(u) = ‖g‖2s.
From (1.3.9) again it follows that the Berezin transform of g ∈ L2(Cn, dµs) fulfills the semi-
group identity:
g˜(t+ν)(z) = g ? wt+ν(z) = g ? (wt ? wν) = (g ? wt) ? wν = {g˜t}˜ν , (1.3.16)
for every t, ν > 0 such that t + ν < s. This is not surprising since by direct calculations one
can show that if g ∈ L∞(Cn) then the Berezin transform u(x, t) := g˜t is the solution of the heat
equation u(x, t) = e−t∆g at any time t.
On the one hand, using (1.3.16) it is easy to see that if g ∈ L2(Cn, dµs) then
‖g˜t‖∞ ≤ ‖g˜ν‖∞ (1.3.17)
for every 0 < ν < t < 2s (|g˜t(z)| = |g˜ν ? wt−ν(z)| ≤ ‖g˜ν‖). On the other hand, it is easily
checked that |g˜ν | ≤ ( t
ν
)n|˜g|t for every 0 < ν < t < 2s. This shows that, for g ∈ L2(Cn, dµs),
‖|˜g|t0‖∞ <∞ for some fixed 0 < t0 < 2s then ‖g˜t‖∞ <∞ for all 0 < t < 2s (c.f. Proposition
2 in [35]).
Let us now collect some interesting results which relates the Berezin transform of a function
and its corresponding Toeplitz operator. Using (1.3.14) and (1.3.17) we see that if T νg is bounded
(respectively compact) for some 0 < ν < 2s then g˜t is bounded (respectively g˜t ∈ C0(Cn)
where C0(Cn) is the space of functions vanishing at infinity) for every 0 < ν ≤ t. Moreover, in
[35] and later on in [15] it has been proved that the norm of the Berezin transform is dominated
by that of the corresponding Toeplitz operator in the following sense.
Theorem 1.3.1. [15, 35] For g ∈ Tt and every s such that t2 < s < 2t there is a universal
constant c(t, s) > 0, independent of g, such that
‖g˜s‖∞ ≤ c(t, s)‖T tg‖. (1.3.18)
Therefore, g˜s is bounded for all t
2
< s < 2t whenever T tg is bounded. Furthermore, the
above theorem was used in [15] to prove an interesting property relating the compactness of the
Toeplitz operator and the vanishing of the Berezin transform at infinity. For completeness we
state the result and give the proof (c.f. Theorem 4 in [15]).
Theorem 1.3.2. [15] Let g ∈ Tt. If T tg is compact on H2t for some t > 0 then g˜s ∈ C0(Cn) for
all t
2
< s < 2t.
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Proof. Suppose T tg is compact then by Theorem 1.2.2 there is a sequence of compactly sup-
ported continuous functions (gj)j such that ‖T tg − T tgj‖
j→∞−−−→ 0. Therefore, by (1.3.18) for any
fixed s such that t
2
< s < 2t we obtain ‖g˜s − g˜js‖∞ ≤ c(t, s)‖T tg − T tgj‖
j→∞−−−→ 0. Since each
g˜j
s ∈ C0(Cn) and is of compact support, then g˜s ∈ C0(Cn).
A converse implication to the above theorem was also proved in [15]. Roughly speaking, if
g ∈ Tt such that g˜s ∈ C0(Cn) for some 0 < s < t2 then T tg is compact. The proof uses some
known pseudo-differential estimates. More clearly, it is well known [12, 84, 98] that via the
Bargmann transform,
β : L2(Rn, dx) −→ H2t
defined by [βf ](z) = 2
n
4
∫
Rn f(x)e
√
pi
t
xz−pix2− z2
8t dx, every Toeplitz operator T tg onH
2
t is unitary
equivalent to the Weyl-pseudodifferential operator W
g˜
t
2
acting on L2(Rn, dx). Since g˜ t2 ∈
C0(Cn) an application of Pool´s theorem [143] together with the Calderon-Vaillancourt theorem
[84] proves that W
g˜
t
2
is compact on L2(Rn, dx).
These results together with the equivalence between the compactness of T tg and the vanish-
ing at infinity of g˜t whenever g is of bounded mean oscillation (c.f. [64]) were used in [15] to
show the independence of the compactness of T tg with respect to the time t. In Chapter 5, we
will use similar techniques to prove that the compactness of Toeplitz operator (with bounded
symbols) acting on the Bergman space over a bounded symmetric domain is independent of the
standard weights and results similar to Theorems 1.3.1 and 1.3.2 are obtained.
1.4 Bergman spaces over the unit ball of Cn
The weighted and the ,,unweighted” Bergman spaces over the unit ball of Cn and related oper-
ators have been studied intensively by several authors [3, 4, 10, 11, 72, 101, 125, 185–187]. In
this section, we introduce some properties of these RKHS and compare the situation to the case
of the Segal-Bargmann space.
Let Ω = Bn be the open unit ball in Cn and for any λ > −1 consider the radial weight
wλ(z) := cλ(1− |z|2)λ,
where the normalizing constant cλ :=
(n+λ)!
pinλ!
is chosen so that dµλ(z) := wλ(z)dv(z) is a
probability measure on Bn. Theses weights {wλ}λ>−1 are the standard weights on Bn. In
fact, they arise from the Jordan triple determinant polynomial h(z, w) = 1 − zw associated to
symmetric domain Bn (c.f. Chapter 5).
Denote by A2λ(Bn) the weighted Bergman space in L2λ := L2(Bn, dµλ). When the weight
λ = 0, we simply write A2(Bn) instead of A20(Bn) and refer to A2(Bn) as the ,, unweighted”
Bergman space over the unit ball. The inner product and the norm on L2λ or A
2
λ(Bn) is denoted
by 〈·, ·〉λ and ‖·‖λ, respectively.
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By Theorem 1.2.1 we know that A2λ(Bn) is a reproducing kernel Hilbert space. Moreover,
by integration in polar coordinates and using (1.3.5) it is easy to check that the set{
eα(z) :=
√
Γ(n+ |α|+ λ+ 1)
α!Γ(n+ λ+ 1)
zα
}
α∈Nn
,
where Γ stands for the Gamma function, forms an orthonormal basis of A2λ(Bn). Therefore, by
(1.2.3) the reproducing kernel of A2λ, denoted by K
λ, is given by the series
Kλ(u, z) =
∑
α∈Nn
Γ(n+ |α|+ λ+ 1)
α!Γ(n+ λ+ 1)
uαzα =
1
(1− uz)n+1+λ .
According to (1.2.4) the orthogonal projection P λ from L2λ onto A
2
λ(Bn) is given by the integral
formula
[P λh](z) = 〈h,Kλ(·, z)〉λ =
∫
Bn
h(u)
(1− zu)n+λ+1dµλ(u), h ∈ L
2
λ, z ∈ Bn. (1.4.1)
Note that, for fixed z ∈ Bn the reproducing kernel K(u, z) is bounded in u and therefore P λ
can be extended to L1λ := L
1(Bn, dµλ) by its integral representation in (1.4.1). Therefore, for a
function g ∈ L1λ the Toeplitz operator T λg , given by
T λg h(z) = [P
λgh](z) =
∫
Bn
h(u)g(u)
(1− zu)n+λ+1dµλ(u),
is densely defined on A2λ and its domain of definition D(T
λ
g ) contains all bounded holomorphic
functions on Bn. Since P λ is not bounded on L1λ the operator T λg is unbounded in general.
The Berezin transform of a function g ∈ L1λ, denoted g˜λ, is defined to be the Berezin
transform of the Toeplitz operator T λg :
g˜λ(z) := 〈T λg kλz , kλz 〉 = 〈gkλz , kλz 〉 = (1− |z|2)n+λ+1
∫
Bn
g(u)
|1− uz|2(n+λ+1)dµλ(u), (1.4.2)
where kλz is the normalizing kernel function given by k
λ
z (u) = (1−|z|2)
1
2
(n+λ+1) 1
(1− uz)n+1+λ .
Note that, by the above definition the Berezin transform g˜λ replaces the heat transform in the
case of the Segal-Bargmann space. Since the mapping g −→ T λg is bounded on L∞(Bn) it
follows that the Berezin transform Bλ : g −→ g˜λ is bounded on L∞(Bn) with ‖g˜λ‖∞ ≤ ‖g‖∞.
Moreover, in [125] it has been shown that the mapping Bλ is bounded on Lp(Bn, dµλ) if and
only if p > 1. Note that Bλ is one-to-one on L1λ (c.f. p. 32 in [101] for the case n = 1). Indeed,
suppose g˜λ = 0 for some g ∈ L1λ then the function
G(z) :=
g˜λ(z)
(1− |z|2)n+λ+1 =
∫
Bn
g(u)
(1− uz)(n+λ+1) (1− uz)
(n+λ+1)dµλ(u) = 0.
Therefore, for any α, β ∈ Nn0 we have (∂αz ∂βzG)(0) = 0 , where ∂αz := ∂α1z1 ∂α2z2 · · · ∂αnzn . Dif-
ferentiation under the integral sign shows that
∫
Bn u
αuβg(u)dµλ(u) = 0 hence g = 0 a.e. on
Bn.
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There is another useful way to write the Berezin transform as an integral involving the
involutive automorphisms ϕz of the ball. For each z ∈ Bn the function ϕz is the automorphism
Bn which exchanges 0 and z and is given by
ϕz(u) =
z − Pz(u)−
√
1− |z|2Q(u)
1− uz u ∈ B
n,
where Pz is the orthogonal projection from Cn on to the one-dimensional subspace generated
by z and Q(u) = u − Pz(u). Remark that the automorphism group of the ball Aut(Bn) is
generated by the unitary operators on Cn and the involutions {ϕz}z∈Bn (c.f. Theorem 2.2.5 in
[149]). Moreover, we have
1− |ϕz(u)|2 = (1− |z|
2)(1− |z|2)
|1− uz|2) , (1.4.3)
and
JRϕz(u) =
(
1− |z|2
|1− uz|2
)n+1
, where JRϕz is the real Jacobian of ϕz. (1.4.4)
Therefore, by the change of variable u −→ ϕz(u) together with (1.4.3) and (1.4.4) we obtain:
g˜λ(z) =
∫
Bn
g(u)(1− |z|2)n+λ+1
|1− uz|2(n+λ+1) dµλ(u)
=
∫
Bn
g ◦ ϕz(u)dµλ(u). (1.4.5)
Let us choose a function g ∈ L1λ for all−1 < λ ≤ 0 such that the Berezin transform satisfies
the semigroup property ( ˜˜gνs = g˜ν+s). Then by (1.4.5) we have
˜˜gλ0(z) = ∫
Bn
g˜λ ◦ ϕz(u)dµλ(u) = g˜λ(z) =
∫
Bn
g ◦ ϕz(u)dµλ(u).
Since the Berezin transform map is one-to-one on L1λ we see that ˜˜gλ0 = g˜λ if and only if g = g˜λ
(compare the situation to the Segal-Bargmann case). Therefore, it is natural to study the fix
points of the Berezin transform. In fact, the problem of characterizing the functions invariant
under the Berezin transform has been encountered by several authors [2, 8, 75, 137]. In the case
n = 1, and under the assumption that g is continuous up to the boundary g is a fix point of the
Berezin transform if and only if it is a harmonic function (c.f. Prop. 6.20 in [186]). This result
is still true if we assume only that g is bounded on the open unit disc [75].
We aim now to prove that the M-harmonic functions on Bn are fixed points of the Berezin
transform. Recall that a twice differentiable function g is called M-harmonic if (∆˜g)(z) :=
∆(g ◦ ϕz)(0) = 0 for all z ∈ Bn. In case n = 1, they are precisely the harmonic functions and
this fails to be true for n > 1 (c.f. Remark 4.1.4 in [149]).
Let g be M-harmonic function then by the mean value property of the M-harmonic functions
(Theorem 4.1.3 in [149]) we can write
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g(ϕz(0)) =
1
σ(S2n−1)
∫
S2n−1
g(ϕz(rξ))dσ(ξ), for every 0 < r < 1.
Multiplying both sides of the above equation by a factor of 2nr2n−1(1 − r2)λ and integrating
over [0, 1) we obtain
2ng(z)
∫ 1
0
r2n−1(1− r2)λdr = 1
σ(S2n−1)
∫
Bn
g ◦ ϕz(u)(1− |u|2)dv(u).
Therefore,
g(z) =
∫
Bn
g ◦ ϕz(u)dµλ(u) = g˜λ(z).
By the above calculations it should be noted that any function g ∈ L1λ is a fix point for the
Berezin transform Bλ if and only if g satisfies the mean value property . In case of λ = 0, it has
been proved in [2] that functions in L10 which satisfy the mean value property are exactly those
M-harmonic in case n ≤ 11 and this fails for higher dimensions. Therefore there are fix points
of the Berezin transform B0 which are not M-harmonic, and according to Proposition 13.4.4 in
[149] these functions do not admit continuous extension to the closed ball Bn.
Similar to the case of the Segal-Bargmann space it is clear that if g ∈ L1λ then ‖g˜λ0‖∞ ≤
‖g˜λ‖∞ ≤ ‖T λg ‖ for all λ0 ≥ λ. Therefore, if T λg is bounded then the Berezin transform g˜λ0
is bounded for all λ0 ≥ λ. Moreover, since kλz z→∂B
n−−−−→ 0 weakly g˜λ0 ∈ C0(Bn) whenever T λg
is compact for some λ ≤ λ0. Furthermore, if we suppose that g is M-harmonic then T λg is
bounded (respectively compact) if and only if g is bounded (respectively g = 0). Indeed, since
the M-harmonic functions are fix points of the Berezin transform T λg is bounded if and only if
g = g˜λ is bounded. Now, if we suppose that T λg is compact then g = g˜
λ z→∂Bn−−−−→ 0 and therefore
by the maximum principle of the M-harmonic functions (c.f. Theorem 4.3.2 in [149]) it follows
that g = 0.
The connection between the vanishing of the Berezin transform of the function near the
boundary and the compactness of its corresponding Toeplitz operator has been studied fre-
quently [10, 158, 183, 187]. In [187] it was proved that for symbols g of bounded mean oscilla-
tion g˜0 ∈ C0(Bn) if and only if T 0g is compact onA2(Bn). Later on in [15] and as an analogue to
the Segal-Bargmann space case, the existence of a universal constant c(λ, λ0) was shown such
that
‖g˜λ‖∞ ≤ c(λ, λ0)‖T λg ‖,
for g in a suitable class of symbols. This estimation together with the result [187] were used in
[15] to prove that the compactness of the Toeplitz operator T λg is independent of the weight λ
whenever g is of bounded mean oscillation.
Chapter 2
Commuting Toeplitz operators with
quasi-homogeneous symbols
on the Segal-Bargmann space
For the Gaussian measure µ on the complex plane C given by the density dµ := dµ 1
4
=
1
pi
e−|·|
2
dv, where v is the usual Lebesgue measure, we denote by H2 := H21
4
= H2(C, dµ)
the Segal-Bargmann space over C. As introduced in the previous chapter H2 is a closed sub-
space of L2 := L2(C, dµ) consisting of all µ-square integrable entire functions on C. We know
that H2 is a RKHS with the reproducing kernel K(w, z) = ewz. In particular, if P denotes the
orthogonal projection of L2 onto H2 then
[Ph](z) = 〈h,K(·, z)〉 =
∫
C
h(w)ezwdµ(w), ∀z ∈ C,
where 〈·, ·〉 denotes the usual inner product on L2.
For a function g ∈ E := E 1
2
⊂ E 1
4
(c.f. Definition 1.3.1), the Toeplitz operator Tg := T
1
4
g is
given by
Tg : D(Tg) :=
{
h ∈ H2 | gh ∈ L2(C, dµ)
}
⊂ H2 −→ H2 : h 7→ P (gh).
According to Proposition 1.3.1 the operator Tg is densely defined and D(Tg) contains the space
of holomorphic polynomials P[z] as well as the linear space
L := LH2 = span {kz(w) := K(w, z)e− 12 |z|
2}z∈C.
In this chapter we are motivated by the following problem: Let T = Tzlzk with l, k ∈
N0 be a Toeplitz operator with monomial symbol acting on H2. Determine the symbols Ψ
of polynomial growth at infinity such that TΨ and Tzlzk commute on the space of all holo-
morphic polynomials in H2. By using polar coordinates we represent Ψ as an infinite sum
Ψ(reiθ) =
∑∞
j=−∞Ψj(r)e
ijθ. Then we are able to reduce the above problem to the case of
quasi-homogeneous symbols Ψ = Ψjeijθ. We obtain the radial part Ψj(r) in terms of the inverse
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Mellin transform of an expression which is a product of Gamma functions and a trigonometric
polynomial. If we allow operator symbols of higher growth at infinity (but remaining in E), we
point out that in some of the cases more than one Toeplitz operator TΨjeijθ exists commuting
with T .
The following section describes this problem in details as well as the steps used for solving
it. We also state two of our main results which we prove throughout the chapter.
2.1 Introduction
The problem of characterizing the symbols of commuting Toeplitz operators on (weighted)
Bergman spaces over various domains as well as the study of algebras of commuting Toeplitz
operators, has attracted the interest of several authors [8, 9, 16, 17, 60, 61, 66, 126, 129, 130,
144, 168, 169, 172]. The analysis often is restricted to the case where at least one of the symbols
belongs to a certain subclass of functions.
On the Hardy space H2(S1), Brown and Halmos [54] were the first to obtain a complete de-
scription of bounded symbols so that the corresponding Toeplitz operators commute onH2(S1).
In fact, they proved that two Toeplitz operators with bounded symbols commute on H2(S1) if
and only if both symbols are analytic, or both are conjugate analytic, or one of them is a linear
function of the other. An analogous problem in the case of the Bergman space A(D) over the
unit disc D was considered by S. Axler and Z. C˘uc˘kovic´ in [8]. Roughly speaking, they showed
that for a pair of commuting Toeplitz operators on A(D) with bounded harmonic symbols the
result obtained by Brown and Halmos in [54] is still true. Of course, harmonicity is essential
since any two Toeplitz operators with radial symbols commute on A(D). Later on, with Rao
[9], they proved that if two Toeplitz operators on A(D) commute and ,, the symbol of one of
them is non constant and analytic then the other is analytic too” [9].
Let ϕ be a monomial or more generally a bounded quasi-homogeneous function on D. In
[66, 130] a complete characterization of the Toeplitz operator Tψ onA(D) with bounded symbol
ψ was given such that Tψ commutes with Tϕ. More precisely, every bounded function ψ can
be represented by an L2(D, dv)-convergent series ψ(reiθ) =
∑∞
j=−∞ ψj(r)e
ijθ where ψj(r) are
bounded functions defined on the interval [0, 1) ( here r and θ represent the polar coordinated
in C). Using this fact, Z. C˘uc˘kovic´ and N. V. Rao deduced that Tψ commutes with Tϕ commute
if and only if for each j ∈ Z the Toeplitz operator Tψj(r)eijθ commutes with Tϕ. Then they
were able to describe each function ψj as the inverse Mellin transform of a product of Gamma
functions (c.f. Theorem A0).
An analogous problem in the case of the Segal-Bargmann space and considering ψ to be
of polynomial growth at infinity is investigated in this chapter (for a detailed description of the
problem c.f. below). In order to compare our results to those in the case of the Bergman space
over the unit disc and for the sake of completeness we state the main result in [66].
Theorem A0. [66] Let ψ(reiθ) =
∑∞
j=−∞ ψj(r)e
ijθ and ϕ(reiθ) = rmeiδθ be bounded func-
tions on D, where ψj are bounded, m ∈ N0 and δ ∈ N. Then TϕTψ = TψTϕ on A(D) if and
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only if for each j ∈ Z there is a constant aj such that
ψj(r) = ajM
−1
[
Γ( z+j
2δ
)Γ( z+m+δ−j
2δ
)
Γ( z+2δ−j
2δ
)Γ( z+m+δ+j
2δ
)
]
(r), (2.1.1)
where M−1 denotes the inverse Mellin transform.
Moreover, it was shown in [66] that for bounded functions Φ0 and Φ, where Φ0 is non-
constant and radial (i.e. ϕ(reiθ) = ϕ(r)), the operators TΦ0 and TΦ commute if and only if Φ is
radial.
In the case of the Segal-Bargmann space it was recently shown in [16, 17] that the growth
of symbols near infinity essentially influences the results. On the one hand, if Tϕ1 and Tϕ2
commute such that both symbols are of polynomial growth and one of them is radial non-
constant, then the other symbol must be radial, too. On the other hand, examples of commuting
operators Tϕ1 and Tϕ2 exist where ϕ1 is radial of exponential growth at infinity and ϕ2 is non-
radial and bounded, c.f. Example 2.7.3 of Section 7 and Example 5.6 in [17].
In this chapter, we fix a monomial fm,δ(reiθ) = rmeiδθ, where m = l+k and δ = l−k with
l, k ∈ N0. We search for functions Ψ of polynomial growth at infinity such that Tfm,δ and TΨ
commute as operators on the space of holomorphic polynomials. Analogous to the case of the
Bergman space over the unit disc, we express Ψ in a form of an L2-convergent series of quasi-
homogeneous functions Ψ(reiθ) =
∑∞
j=−∞Ψj(r)e
ijθ. It turns out, as in the case considered by
Z. C˘uc˘kovic´ and N. V. Rao in [66], that it is sufficient to consider this problem for the operators
Tfm,δ and TΨjeijθ . More precisely:
(1) Under the assumption [Tfm,δ , TΨjeijθ ] := Tfm,δTΨjeijθ − TΨjeijθTfm,δ = 0, we characterize
the functions Ψj as the inverse Mellin transform of an expression formed up of Gamma
functions and a trigonometric polynomial.
(2) For each fixed j ∈ Z, we give a collection of quasi-homogeneous symbols Ψjeijθ such
that the commutator [Tfm,δ , TΨjeijθ ] vanishes.
The main idea in (1) is to derive a functional equation for the Mellin transform of Ψje−r
2
on some right half plane together with additional conditions starting from the relations
[Tfm,δ , TΨjeijθ ](z
k) = 0, for all k ∈ N0.
We then, construct all possible solutions under the assumption that Ψ has polynomial growth at
infinity. Finally, we obtain Ψj via the inverse Mellin transform.
In (2) we use the symbols obtained in (1) and study their growth behavior, to find the can-
didates of quasi-homogeneous symbols Ψjeijθ such that [Tfm,δ , TΨjeijθ ] = 0. We prove that,
for j ∈ Z sufficiently large, there exists at least one symbol Ψj with this property having at
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most polynomial growth at infinity. Moreover, we point out that in general there are additional
symbols Ψj of exponential growth such that Tfm,δ and TΨjeijθ commute.
We show that it is sufficient to treat only the case δ > 0. Then we decompose the problem
into three parts: (1) case j > δ (2) case j < 0, (3) 0 6 j 6 δ.
Now we state two of our main results. The first one addresses the problem (1)
Theorem A1. Let Ψ be a measurable complex valued function on C of polynomial growth at
infinity. We write Ψ(reiθ) =
∑∞
j=−∞Ψj(r)e
ijθ as an expansion in L2(C, dµ). For each j > δ,
we define a holomorphic function Gj(z) for Re(z) > −j − 1 by
Gj(z) :=
j∏
l=1
Γ(
z + p+ l
δ
)
j−δ∏
l=1
[
Γ(
z + δ + l
δ
)
]−1
δz,
where p := δ+m
2
. Suppose that Tfm,δTΨ = TΨTfm,δ . Then for each j > δ there exists a
trigonometric polynomial p(z) =
∑
|l|< δ
4
ale
2piilz
δ such that
Ψj(r) = 2M
−1 [Gj(z)p(z)] (r2)r−j−2er
2
,
where M−1 denotes the inverse Mellin transform.
On the other hand we have:
Theorem A2. Let fm,δ(reiθ) = rmeiδθ be a monomial, and let l ∈ Z such that |l| < δ2pi arccos 34 .
Then for each j > δ the function
ϕj(r)e
ijθ := M−1
[
Gj(z)e
2piilz
δ
]
(r2)r−j−2er
2
eijθ,
defines an operator symbol such that the commutator [Tfm,δ , Tϕjeijθ ] is well defined and vanish-
ing on the space of holomorphic polynomials. Moreover, ϕj(r)eijθ is of polynomial growth at
infinity in case l = 0.
Results analogous to Theorems A1 and A2 and in the cases j < 0 and 0 6 j 6 δ are also
obtained (c.f. Theorems 2.5.1-2.6.1 and Corollary 2.6.1).
The chapter is organized as follows. In Section 2.2 we setup the notations and give some
standard results used in our work. In particular, we make clear that the operator products
Tfm,δTΨjeijθ and TΨjeijθTfm,δ are well defined on a dense subset of H
2 containing the holo-
morphic polynomials and we reduce the problem to the case δ ≥ 0. Section 2.3 is devoted to
the proof that [Tfm,δ , TΨ] = 0 if and only if [Tfm,δ , TΨjeijθ ] = 0 for all j ∈ Z. Moreover, we
give further equivalent conditions involving the Mellin transform of each {Ψj}j∈Z at specific
points. In Section 2.4 we consider the case j > δ and under the assumption that Ψ is of at
most polynomial growth at infinity and [Tfm,δ , TΨjeijθ ] = 0, we derive a functional equation
for the Mellin transform of Ψje−r
2 on some right half plane. Moreover, for an infinite number
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of indices j ∈ Z we prove that there is exactly one function Ψj(r) (up to multiplication by a
constant) of polynomial growth such that [Tfm,δ , TΨjeijθ ] = 0. As an application we show that
in case m 6= 0 the condition [Tfm,0 , TΨ] = 0 is equivalent to Ψ being radial. Section 2.5 deals
with the case j < 0, and we prove that there is no non-zero function Ψj of polynomial growth
satisfying [Tfm,δ , TΨjeijθ ] = 0 for j < −2[ δ4 ]. By using similar techniques, Section 2.6 treats
the case 0 ≤ j ≤ δ. In Section 2.7, some applications of our results are indicated. We show
that the radial components Ψj can be extended to a complex analytic function on the right half
plane. Moreover, by our method we recover the examples in [17] of radial functions u such
that Tu commutes with another Toeplitz operator having a non-radial symbol. Motivated by a
conjecture of Louhichi and Rao in [129] and using our results, we give a triple (Tf , Tg, Th) of
Toeplitz operators with Tf 6= Id such that [Tf , Tg] = [Tf , Th] = 0 but [Tg, Th] 6= 0. Finally, we
ask if for every j ∈ Z there is exactly one function Ψj such that [Tfm,δ , TΨjeijθ ] = 0.
2.2 Preliminaries
Let us start by defining the space of measurable functions of at most polynomialgrowth at
infinity to be
S :=
{
g : C −→ C | ∃C, c > 0 s.t. |g(z)| 6 C(1 + |z|)c
}
.
For a given c > 0, we also define a function space:
Dc :=
{
Ψ : C −→ C | Ψ measurable and ∃d > 0 s.t. |Ψ(z)| 6 dec|z|2
}
equipped with the norm ‖Ψ‖Dc := ‖Ψe−c|·|
2‖∞. We write Fc := (Dc ∩ H2, ‖·‖Dc) for the
intersection with H2 and we note that E := ⋃c< 1
4
Dc.
Throughout the chapter, r and θ denote the polar coordinates of z ∈ C i.e. z = reiθ. We
fix a symbol fm,δ(reiθ) = rmeiδθ, where m ∈ R+, δ ∈ Z, and we write [·] for the greatest
integer function. Note that each function Ψ ∈ S can be expanded to an L2-convergent series
Ψ(reiθ) =
∑∞
j=−∞Ψj(r)e
ijθ (c.f. Lemma 2.2.1).
For a fixed symbol fm,δ we aim to characterize Ψ ∈ S such that the commutator [Tfm,δ , TΨ]
vanishes as an operator on the space of holomorphic polynomials P[z]. It turns out that it is
sufficient to characterize the coefficient functions {Ψj}j∈Z in the series expansion above. We
express {Ψj}j∈Z in terms of the inverse Mellin transform of a function formed up of Gamma
functions and a trigonometric polynomial. Moreover, if fm,δ is a monomial (i.e. m± δ ∈ 2N0),
then for each j ∈ Z such that j > −2[ |δ|
4
] we find a collection of quasi-homogeneous functions
{ϕjeijθ} ⊂ E such that [Tfm,δ , Tϕjeεijθ ] = 0 on P[z] where ε := sign(δ).
First it is essential to make clear that the commutator [Tfm,δ , TΨ] is well defined on P[z], and
that it is sufficient to solve the above problem when δ ∈ N0.
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Let f ∈ S, Ψ ∈ E and pick up 0 <  < 1
4
such that Ψ ∈ D. We define a dense subspace
H ⊂ H2 containing P[z] such that the operator products TfTΨ and TΨTf are well defined on
H. Moreover, we prove the equivalence: [Tf , TΨ] = 0 onH if and only if [Tf , TΨ] = 0 onH.
In order to construct the spaceH we need to introduce a scale of subspaces (c.f. [14] ):
D ⊂ Dc1 ⊂ Dc2 ⊂ · · · ⊂
⋃
j∈N
Dcj ⊂ L2,
where (cj)j∈N is the increasing sequence of real numbers cj := 1/2 − 1/(2j + 2) such that
cj ∈ [1/4, 1/2) for all j ∈ N and
cj+1 =
1
4(1− cj) .
It is known that the orthogonal projection P is continuous from Dcj to Dcj+1 for all j ∈ N (c.f.
Lemma 10 in [14]). Using this fact, we can prove the following:
Proposition 2.2.1. Let f ∈ S and fix  < 1
4
. Then there exists a densely embedded Hilbert
spaceH ↪→ H2 containing P[z] as well as the linear space
L = span
{
kz(w) := K(w, z)e
− 1
2
|z|2 : z ∈ C
}
,
such that for all Ψ ∈ D ⊂ E the operator products TΨTf and TfTΨ are well defined and
continuous fromH to H2.
Proof. The first step in the proof is to find a positive number ς = ς() such that the operator
products TΨTf and TfTΨ are well defined and continuous from Fς to H2 for all Ψ ∈ D. Pick
a real number γ with 0 < γ < 1− 1
2(1−2) . Then there exists j0 ∈ N such that 14(1−γ) +  < cj0 ,
and one can find j1 > j0 with ς := cj1+1 − cj1 < γ. Let Mf and MΨ denote the operators of
multiplication by f and Ψ, respectively. The assertion then follows by noting that TΨTf is the
composition of the following well defined and continuous operators:
Fς Mf−−→ Dγ P−→ F 1
4(1−γ)
MΨ−−→ Dcj0
P−→ Fcj0+1 ↪→ H2.
Since ς +  < cj0 + cj1+1 − cj1 6 cj1+1, the operator product TfTΨ is the composition of the
continuous operators:
Fς MΨ−−→ Dcj1+1
P−→ Fcj1+2
Mf−−→ Dcj1+3
P−→ Fcj1+4 ↪→ H2.
Next, we modify Fς to obtain a densely embedded Hilbert spaceH ↪→ Fς such that L∪P[z] ⊂
H and the inclusion L ⊂ H is dense. In particular, the restriction [Tf , TΨ] : H −→ H2
defines a continuous operator.
In order to construct the space H we fix a positive number λ = λ() such that λ2 < ς , and
we denote by µλ the probability Gaussian measure on C given by
dµλ(z) :=
λ
pi
e−λ|z|
2
dv(z).
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Moreover, let 〈·, ·〉λ be the usual inner product on L2(C, dµλ) and define
H := H2(C, dµλ)
to be the subspace of all entire µλ-square integrable functions on C equipped with the usual
topology inherited from L2(C, dµλ) (with the notation used in Section 1.3, H is the Segal-
Bargmann space H2
( 1
4λ
)
over C). Then it is easy to check that H has the above mentioned
properties.
Remark 2.2.1. In comparison to the case of the Bergman space over the unit disc considered
in [66] and using the notation of Theorem A0 the Toeplitz operators Tψ and Tϕ are bounded
on A(D). Hence Tψ and Tϕ commute on A(D) if and only if they commute on the holomorphic
polynomials defined on D.
Remark 2.2.2. According to the above proposition, for a fixed  < 1
4
the Toeplitz operator TΨ
is continuous on H for any Ψ ∈ D ⊂ E . Since L ⊂ H, by Proposition 1.1.4 it follows that
the Berezin transform is one-to-one on the space of Toeplitz operators with symbols in D for
any  < 1
4
. Moreover, since D1 ⊂ D2 for 1 < 2 and E =
⋃
< 1
4
D the Berezin transform is
one-to-one on the space of Toeplitz operators with symbols in E .
Another consequence of Proposition 1.1.4 we have:
Corollary 2.2.1. Let f ∈ S and  < 1
4
such that Ψ ∈ D ⊂ E . Then [Tf , TΨ] and [Tf , TΨ] are
well defined and continuous onH and satisfies
[Tf , TΨ] = 0⇐⇒ [Tf , TΨ] = 0.
Proof. By a direct calculation, we obtain
˜[Tf , TΨ] = ˜[Tf , TΨ], (2.2.1)
where [˜·, ·] denotes the Berezin transform of the corresponding commutator. Since the operator
[Tf , TΨ] : H −→ H2 is continuous, it follows from (2.2.1) and Proposition 1.1.4 that
[Tf , TΨ] = 0⇐⇒ ˜[Tf , TΨ] = 0⇐⇒ ˜[Tf , TΨ] = 0⇐⇒ [Tf , TΨ] = 0.
The following L2-series expansion is essential in our proofs:
Lemma 2.2.1. Let  < 1
2
and Ψ ∈ D, then Ψ has the series expansion:
Ψ(reiθ) =
∞∑
j=−∞
Ψj(r)e
ijθ z
with |Ψj(r)| 6 Cer2 for some constant C > 0 and almost all r > 0. The above convergence
holds in L2(C, dµ). Moreover, if Ψ ∈ S then Ψj(r) is defined a.e. on R+ and is of polynomial
growth at infinity for all j ∈ Z.
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Proof. If Ψ ∈ S, then by Lemma 4.2 in [17], Ψ has an L2-convergent expansionz where each
Ψj(r) is of polynomial growth at infinity. Now, if Ψ ∈ D \ S then z is obtained from the
expansion of the bounded function Ψ(z)e−|z|
2
.
Remark 2.2.3. Let Ψ ∈ E and fm,δ = rmeiδθ be the function defined earlier. Assume that
[Tfm,δ , TΨ] = 0 on P[z]. Then by Corollary 2.2.1 and due to the dense inclusion P[z] ⊂ H
it follows that [Tfm,δ , TΨ] = [Tfm,−δ , TΨ] = 0 on P[z]. Since (Ψ)j = Ψ−j for all j ∈ Z, it is
sufficient to consider only the case δ ∈ N0 in the following.
Remark 2.2.4. In [66], it has been shown that any ψ ∈ L2(D, dv) can be written as an
L2(D, 1
pi
dv)-series expansion ψ(reiθ) =
∑∞
j=−∞ ψj(r)e
ijθ. Indeed, if R denotes the space
of complex valued functions defined on [0, 1) which are integrable with respect to the rdr mea-
sure (r varies in [0, 1)) then the spaces {eijθR}j∈Z are mutually orthogonal in L2(D, 1pidv).
Moreover, every polynomial can be written as a finite sum in ⊕jeijθR. But the polynomials
are dense in L2(D, dv) hence L2(D, dv) = ⊕j∈ZeijθR. As in the case of the Segal-Bargmann
space considered in the above remark, Theorem A0 treats also the case δ < 0. In fact, if ψ
and ϕ(reiθ) = rmeiδθ are the bounded functions considered in Theorem A0 then Tϕ and Tψ
commute if and only if the adjoint operators T ?ϕ = Trme−iδθ and T
?
ψ = Tψ commute.
Now we recall some properties of the Mellin transform, which forms an important tool
throughout this chapter. Let g be a (suitable) complex valued function defined on the interval
(0,∞). We write M [g] for the Mellin transform of g:
M [g](z) =
∫ ∞
0
xz−1g(x)dx.
Recall that M [g] is complex analytic on a strip in the complex plane parallel to the imaginary
axis. For a suitable function ϕ(z) which is complex analytic in a strip a < Re(z) < b, the
inverse Mellin transform M−1[ϕ] is the function on (0,∞) given by:
M−1[ϕ](x) =
1
2pii
∫ c+i∞
c−i∞
x−zϕ(z)dz,
where c is any number between a and b. Let Γ(z) denote the Gamma function, and write
H(x) =

0 if x < 0;
1 if x > 0;
1
2
if x = 0;
for the Heaviside step function. Then one has the following well known identities:
(1) For Re(z) > 0,Γ(z) = M [e−x](z), and 1
2
Γ( z
2
) = M [e−x
2
](z).
(2) For Re(z) > 0,
1
z
= M [H(1− x)](z).
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The relation (2) can be generalized as follows: Let j ∈ Z, n ∈ N with n > j, then for
Re(z) > −j we have:
Qjn(x) := M
−1[
n∏
l=j
(z + l)−1](x) =
1
(n− j)!x
j(1− x)n−jH(1− x). (2.2.2)
Indeed, let B(z, w) be the Beta function defined for Re(z),Re(w) > 0 by:
B(z, w) :=
∫ 1
0
xz−1(1− x)w−1dx = Γ(z)Γ(w)
Γ(z + w)
.
Note that
M
[
xj(1− x)n−jH(1− x)] (z) = ∫ 1
0
xz+j−1(1− x)n−jdx = B(z + j, n− j + 1)
=
Γ(z + j)Γ(n− j + 1)
Γ(z + n+ 1)
=
Γ(z)Γ(n− j + 1)∏j−1l=0 (z + l)
Γ(z)
∏n
l=0(z + l)
=
(n− j)!∏n
l=j(z + l)
.
We shortly write Qn(x) := Q1n(x). If φ ∈ Dc is a radial function on C, i.e. φ(z) = φ(|z|) =
φ(r), with c < 1 then M [φ(r)e−r2 ](z) exists for all z ∈ C such that Re(z) > 0.
In order to relate the Mellin transform of a function to Toeplitz operators, we need the
following simple observation:
Proposition 2.2.2. Let φ ∈ E be a radial function on C, and let k ∈ N0. Then:
(1) For l ∈ N0, we have:
P (φrkeilθ) = 2M [φe−r
2
](l + k + 2)
zl
l!
.
(2) For l ∈ {· · · ,−2,−1}, it holds P (φrkeilθ) = 0.
Proof. (1) : For l ∈ N0
P (φrkeilθ) = 〈φrkeilθ, K(·, z)〉
=
∑
n>0
〈
φrkeilθ,
znrneinθ
n!
〉
=
1
pi
∑
n>0
∫ 2pi
0
ei(l−n)θdθ
∫ ∞
0
rk+n+1φ(r)e−r
2
dr
zn
n!
= 2M [φe−r
2
](l + k + 2)
zl
l!
.
(2) : The second assertion follows by a similar calculation.
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2.3 Necessary and sufficient conditions for the commuting
problem
For each µ ∈ N0, we define Sµ ⊂ S to be the subspace of quasi-homogeneous symbols of
degree µ:
Sµ :=
{
f ∈ C −→ C | f(reiθ) = g(r)eiµθ for some radial function g ∈ S} .
Note that, by an application of the previous proposition, for any f ∈ Sµ we have Tfzk ∈ Sµ+k ⊂
S for all k ∈ N0.
Remark 2.3.1. In general, and even in the case of a bounded symbol g the function Tgzk needs
not to be in S. In fact, if we put g(z) := eiRe(z), then
[Pg](z) =
∫
g(w)e
i
2
(w+w)ezwdµ(w) =
∫
g(w)e
i
2
wew(
i
2
+z)dµ(w) = [Pe
i
2
(·)](
i
2
+z) = e
−1
4
+ i
2
z.
Proposition 2.3.1. Let f ∈ Sµ, and fix Ψ ∈ E having the expansion z. Then (1), (2) and (3)
below are equivalent:
(1) TfTΨ = TΨTf .
(2) TfTΨjeijθ = TΨjeijθTf , for all j ∈ Z.
(3) For each j ∈ Z, the relations (a) and (b) hold:
(a) For all k ∈ N0 such that k > −j:
M [ge−r
2
](2k + µ+ 2) ·M [Ψje−r2 ](2k + 2µ+ j + 2) (j + k)!
(µ+ k)!
= M [ge−r
2
](2k + 2j + µ+ 2) ·M [Ψje−r2 ](2k + j + 2).
(b) For all k ∈ N0 such that −µ− j 6 k 6 −j − 1:
M [ge−r
2
](2k + µ+ 2) ·M [Ψje−r2 ](2k + 2µ+ j + 2) = 0.
Proof. For each k ∈ N0, and using the previous proposition we know that:
TΨjeijθz
k = P (Ψjr
kei(j+k)θ) =
2M [Ψje
−r2 ](2k + j + 2)
zj+k
(j + k)!
if k > −j;
0 if k < −j.
Since f = geiµθ ∈ Sµ and µ ∈ N0 we have:
Tfz
k = P (gei(µ+k)θrk) = 2M [ge−r
2
](2k + µ+ 2)
zµ+k
(µ+ k)!
.
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Combining these relations gives:
TfTΨjeijθz
k = c1(j, k)z
µ+j+k
=
4M [Ψje
−r2 ](2k + j + 2) 1
(j+k)!
M [ge−r
2
](2k + 2j + µ+ 2)
zµ+j+k
(µ+ j + k)!
if k > −j;
0 if k < −j,
and:
TΨjeijθTfz
k = c2(j, k)z
µ+j+k
=

4M [Ψje
−r2 ](2k + 2µ+ j + 2) 1
(µ+k)!
M [ge−r
2
](2k + µ+ 2)
zµ+j+k
(µ+ j + k)!
,
if k > −µ− j;
0 if k < −µ− j.
Note that, TfTΨjeijθz
k = TΨjeijθTfz
k ≡ 0 for all k such that k < −µ− j.
The next step now, is to prove the uniformly compact convergence on C of:
(i)
∑∞
j=−∞ TΨjeijθz
k = TΨz
k,
(ii)
∑∞
j=−∞ TfTΨjeijθz
k = TfTΨz
k,
(iii)
∑∞
j=−∞ TΨjeijθTfz
k = TΨTfz
k,
which follows from Lemma 2 and the following estimates (we only prove (i) and (ii)). Let
N ∈ N then
(i): ∣∣∣P ( N∑
j=−N
Ψj(r)e
ijθzk −Ψzk)(z)
∣∣∣ = ∣∣∣〈 N∑
j=−N
Ψj(r)e
ijθwk −Ψ(w)wk, ezw〉
∣∣∣
6
∥∥∥ N∑
j=−N
Ψj(r)e
ijθ −Ψ(w)
∥∥∥∥∥∥wkezw∥∥∥.
(ii): ∣∣∣P (fP ( N∑
j=−N
Ψj(r)e
ijθzk)− fP (Ψzk))(z)
∣∣∣ =
∣∣∣〈P ( N∑
j=−N
Ψj(r)e
ijθwk −Ψ(w)wk, fezw〉
∣∣∣ 6 ∥∥∥ N∑
j=−N
Ψj(r)e
ijθ −Ψ(w)
∥∥∥∥∥∥fwkezw∥∥∥.
Therefore:
TfTΨz
k =
∞∑
j=−∞
TfTΨjeijθz
k =
∞∑
j=−k
c1(j, k)z
µ+j+k
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and
TΨTfz
k =
∞∑
j=−∞
TΨjeijθTfz
k =
∞∑
j=−µ−k
c2(j, k)z
µ+j+k
.
The proposition then follows from the identity of the two power series and the last two condi-
tions.
Now, we apply the above proposition to f = fm,δ (as we remarked before, we can assume
that δ > 0) to obtain the following theorem:
Theorem 2.3.1. Let Ψ ∈ E , then the following are equivalent:
(1) Tfm,δTΨ = TΨTfm,δ .
(2) Tfm,δTΨjeijθ = TΨjeijθTfm,δ for all j ∈ Z.
(3) For each j ∈ Z , we have:
(a) For every k ∈ N0 with k > −j the following equation holds
Γ(k + 1 +
δ +m
2
)
Γ(k + j + 1 +
δ +m
2
)
M [Ψje
−r2 ](2k + 2δ + j + 2) =
Γ(k + δ + 1)
Γ(k + j + 1)
M [Ψje
−r2 ](2k + j + 2). (2.3.1)
(b) For each k ∈ N0 such that −δ − j 6 k 6 −j − 1, we have
M [Ψje
−r2 ](2k + 2δ + j + 2) = 0. (2.3.2)
Proof. The equivalence of (1), (2) and (3) directly follows from an application of the previous
proposition and the fact that:
1. M [rme−r2 ](2k + δ + 2) = 1
2
Γ(k + 1 +
δ +m
2
) 6= 0.
2. M [rme−r2 ](2k + 2j + δ + 2) = 1
2
Γ(k + j + 1 +
δ +m
2
) 6= 0.
Remark 2.3.2. For the case considered in Theorem A0 and by Remark 2.2.1 the Toeplitz oper-
ators Tϕ and Tψ commute on A(D) if and only if for each k ∈ N0 we have TϕTψzk = TψTϕzk.
By direct calculation (c.f. p. 201 in [66]) and similar to the above theorem, this is equivalent
to say that for each fixed j ∈ Z and for every k ∈ N0 such that k ≥ −j the following equation
holds
M [ψj](2k + 2δ + j + 2) = M [ψj](2k + j + 2)
(2k + 2j + 2)(2k + δ +m+ 2)
(2k + 2δ + 2)(2k + 2j + δ +m+ 2)
. (2.3.3)
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Analogous to condition (2) in Theorem 2.3.1, Equation (2.3.3) shows that TϕTψ = TψTϕ if and
only if for each j ∈ Z we have TϕTψj(r)eijθ = Tψj(r)eijθTϕ. Moreover, since ψj is supported in
[0, 1] and bounded (since ψ is bounded) it follows that M [ψj](z) is bounded as function of z on
the right half-plane Re(z) ≥ 1. This shows that the function
M [ψj](z + 2δ)−M [ψj](z) (z + j)(z − j + δ +m)
(z − j + 2δ)(z + j + δ +m)
is bounded, analytic and vanishing at the integers in some right half-plane. However by the
Blaschke condition a bounded analytic function can not have zeros that form an arithmetic
sequence unless it is the zero function. Therefore the Toeplitz operators Tϕ and Tψ commute on
A(D) if and only if for each j ∈ Z the following equation
M [ψj](z + 2δ) = M [ψj](z)
(z + j)(z − j + δ +m)
(z − j + 2δ)(z + j + δ +m) (2.3.4)
holds true on some right half-plane.
Now suppose that Ψ ∈ S and we fix j ∈ Z. Similar to the above remark, we aim to prove
that the relation (2.3.1) extends from all z = k ∈ N0 to all z ∈ C such that Re(z) > −j − 1.
For this purpose, we need to define the following space of functions:
A =
{
u : R+ −→ C | ∃ C, c, p, γ > 0 s.t. |u(x)| 6 C
xp
for x ∈ (0, 1]
and |u(x)| 6 cxγ for x ∈ [1,∞)
}
.
The following two lemmas are found in [17]:
Lemma 2.3.1. For u, v ∈ A, set fu(x) := u(x)e−x2 and fv(x) := v(x)e−x2 . Then the Mellin
convolution product fu ∗ fv exists on R+, and there is h ∈ A such that:
(fu ∗ fv)(x) = h(x)e−x.
The following lemma replaces the Blaschke condition in the unit disc (c.f. Remark 2.3.2).
Lemma 2.3.2. Let u ∈ A, and fix a number a ∈ (0, 2]. Suppose there is m0 ∈ N0 with the
property:
M [ue−x](ak + 1) =
∫ ∞
0
u(x)e−xxakdx = 0
for all k > m0. Then u = 0 a.e. on R+.
In order to determine the components Ψj of Ψ in the expansionzwhenever [Tfm,δ , TΨ] ≡ 0,
we need to distinguish three cases:
• Case j > δ.
• Case j < 0.
• Case 0 6 j 6 δ.
A detailed analysis is done in the following three sections.
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2.4 Case j > δ
Since j > 0 and δ > 0 the case −δ − j 6 k 6 −j − 1 in Theorem 2.3.1, (3)(b) does not occur
for any k ∈ N0 and henceTfm,δTΨjeijθ = TΨjeijθTfm,δ holds if and only if the Equation (2.3.1) is
fulfilled for all k ∈ N0.
Proposition 2.4.1. Let Ψ ∈ S and j > δ, then Tfm,δTΨjeijθ = TΨjeijθTfm,δ holds if and only if
the following functional equation:
M [Ψje
−r2 ](2z + 2δ + j + 2) = M [Ψje−r
2
](2z + j + 2)
j∏
l=1
(z +
δ +m
2
+ l)
j−δ∏
l=1
(z + δ + l)−1
(2.4.1)
is fulfilled in the half plane Re(z) > − j
2
− 1.
Proof. First we note that M [Ψje−r
2
](2z + j + 2) exists for Re(z) > − j
2
− 1. Now, by the
functional equation of the Gamma function one obtains for each j > δ and for Re(z) > −j−1:
• Γ(z + δ + 1)
Γ(z + j + 1)
=
∏j−δ
l=1 (z + δ + l)
−1,
• Γ(z +
δ+m
2
+ 1)
Γ(z + δ+m
2
+ j + 1)
=
∏j
l=1 (z +
δ+m
2
+ l)
−1
and (2.3.1) takes the form:
M [Ψje
−r2 ](2k+2δ+ j+2)
j∏
l=1
(k+
δ +m
2
+ l)−1 = M [Ψje−r
2
](2k+ j+2)
j−δ∏
l=1
(k + δ + l)−1.
(2.4.2)
Recall that the Mellin transform of a function g satisfies the transformation rule:
M [g(xa)](z) =
1
a
M [g](
z
a
),
for all a > 0 such that M [g] is defined for z
a
. Together with (2.2.2) we get
j−δ∏
l=1
(z + δ + l)−1 = M [rδQj−δ(r)](z) = 2M [r2δQj−δ(r2)](2z),
and
j∏
l=1
(z +
δ +m
2
+ l)−1 = M [r
δ+m
2 Qj(r)](z) = 2M [r
δ+mQj(r
2)](2z).
By substituting these quantities into (2.4.2) we obtain for all k ∈ N0 and for all j > δ:
M [rj+2δ+2Ψje
−r2 ](2k) ·M [rδ+mQj(r2)](2k) = M [rj+2Ψje−r2 ](2k) ·M [r2δQj−δ(r2)](2k).
(2.4.3)
Now consider
vj(r) := r
δ+mQj(r
2)er
2
, and uj(r) := rj+2δ+2Ψj(r).
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Since Qj is supported in [0, 1] and Ψj ∈ A we conclude that uj, vj ∈ A. Therefore, by Lemma
2.3.1 the convolution product (fuj ∗ fvj)(r) exists for all r > 0, and there is hj ∈ A such that(
rδ+mQj(r
2)
) ∗ (rj+2δ+2Ψj(r)e−r2) (r) = hj(r)e−r.
The same argument can be used on the right-hand side of (2.4.3) to show that there is nj ∈ A
such that (
rj+2Ψj(r)e
−r2
)
∗ (r2δQj−δ(r2)) (r) = nj(r)e−r.
By substituting these relations into (2.4.3) and applying the convolution theorem for the Mellin
transform, we obtain for any k ∈ N0:
M [(hj − nj)e−r](2k) = M [hj − nj
r
e−r](2k + 1) = 0.
According to Lemma 2.3.2 we have hj = nj a.e. on R+, i.e M [(hj − nj)e−r](2z) = 0, so that
for Re(z) > − j
2
− 1 the functional equation (2.4.1) holds.
Example 2.4.1. (c.f. [17]) Put δ = 0 and consider the symbol f(z) = fm,0 = rm with m ∈ R+.
Assume that Ψ ∈ S with [Tf , TΨ] ≡ 0 on P[z]. Then by Theorem 2.3.1, for each j ∈ N and for
every k ∈ N0 we have
Γ(k + 1 + m
2
)
Γ(k + j + 1 + m
2
)
M [Ψje
−r2 ](2k + j + 2) =
Γ(k + 1)
Γ(k + j + 1)
M [Ψje
−r2 ](2k + j + 2). (2.4.4)
Let m 6= 0 , then we want to prove that Ψj = 0 for all j 6= 0. For this, suppose there is j > 0,
such that Ψj 6= 0. Then by Lemma 2.3.2 there is k0 ∈ N0 with
M [Ψje
−r2 ](2k0 + j + 2) 6= 0.
According to (2.4.4) we get
Γ(k0 +
m
2
+ 1)
Γ(k0 + j +
m
2
+ 1)
=
Γ(k0 + 1)
Γ(k0 + j + 1)
and therefore
j∏
l=1
(k0 +
m
2
+ l) =
j∏
l=1
(k0 + l),
which contradicts our assumption m 6= 0. Hence, for m 6= 0 we have Ψj = 0 for all j > 0.
By Corollary 2.2.1 it holds TΨTf = TfTΨ, and the same argument shows that Ψj = 0 for all
j < 0, i.e. Ψ = Ψ0 is radial.
In this part of the chapter, we aim to find functions{Ψj}j>δ such that M [Ψje−r2 ] satisfy the
functional equation (2.4.1). For this purpose, and for each j > δ we define the meromorphic
function:
Gj(z) :=
j∏
l=1
Γ(
z + p+ l
δ
)
j−δ∏
l=1
[
Γ(
z + δ + l
δ
)
]−1
δz,
where p :=
δ +m
2
∈ R+.
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Proposition 2.4.2. Let Ψ ∈ S and suppose that Tfm,δTΨ = TΨTfm,δ . Then for each j > δ:
Fj(z) := M [Ψje
−r2 ](2z + j + 2)
Gj(z)
defines a δ-periodic entire function.
Proof. Recall that Gj(z) is defined on {z ∈ C | z+ p+ l 6= −kδ, l = 1, · · · , j and k ∈ N0}. In
the case Re(z) sufficiently large, and by using the functional equation of the Gamma function
we have:
Gj(z + δ) =
j∏
l=1
Γ(
z + p+ l
δ
+ 1)
j−δ∏
l=1
[
Γ(
z + δ + l
δ
+ 1)
]−1
δz+δ
=
j∏
l=1
[
z + p+ l
δ
Γ(
z + p+ l
δ
)
] j−δ∏
l=1
[
z + δ + l
δ
Γ(
z + δ + l
δ
)
]−1
δz+δ
= Gj(z)
j∏
l=1
(z + p+ l)
j−δ∏
l=1
(z + δ + l)−1.
Since by Theorem 2.3.1 and Proposition 2.4.1 the Mellin transform M [Ψje−r
2
](z) is a solution
of the functional equation (2.4.1) we obtain
Fj(z + δ) = M [Ψje
−r2 ](2z + 2δ + j + 2)
Gj(z + δ)
=
M [Ψje
−r2 ](2z + 2δ + j + 2)
Gj(z)
j∏
l=1
(z + p+ l)−1
j−δ∏
l=1
(z + δ + l)
=
M [Ψje
−r2 ](2z + j + 2)
Gj(z)
= Fj(z).
Therefore, Fj(z) is a δ-periodic holomorphic function in some right half plane. Hence it can be
extended to an entire function on the complex plane.
In the rest of this section, we assume that Ψ ∈ S and Tfm,δTΨ = TΨTfm,δ . Now, we want to
prove that for each j > δ, the entire function Fj(z) is a trigonometric polynomial. For this we
need Stirling′s formula together with the following well known result (c.f. [132]):
Lemma 2.4.1. Let g be an entire function on C with period δ ∈ N. Suppose, there areA,B > 0
such that |g(z)| 6 AeB|z|. Then g is a trigonometric polynomial of the form:
g(z) =
n∑
l=−n
ale
2piilz
δ , al ∈ C, n ∈ N.
Applying Lemma 2.4.1 to the periodic function Fj(z), we can prove:
Proposition 2.4.3. For each j > δ, there exists a trigonometric polynomial
∑
|l|< δ
4
ale
2piilz
δ such
that
M [Ψje
−r2 ](2z + j + 2) = Gj(z)
∑
|l|< δ
4
ale
2piilz
δ . (2.4.5)
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Proof. For Re(z) > 0, it is well known that the Gamma function has the following asymptotic
behavior as |z| → ∞, (c.f. [175]):
Γ(z) = e(z−
1
2
) log(z)−z+ log(2pi)
2 ×
{
1 + o(
1
z
)
}
.
It follows that
j∏
l=1
Γ(
z + p+ l
δ
) =
j∏
l=1
e(
z+p+l
δ
− 1
2
) log( z+p+lδ )− z+p+lδ +
log(2pi)
2 ×
{
1 + o(
1
z
)
}
. (2.4.6)
Using
log(
z + p+ l
δ
) = log(
z
δ
) + log(1 +
p+ l
z
),
the exponent can be decomposed in the form:
(
z + p+ l
δ
− 1
2
) log
(
z + p+ l
δ
)
= (
z + p+ l
δ
− 1
2
) log(
z
δ
)
+ (
z + p+ l
δ
− 1
2
) log(1 +
p+ l
z
)
= (
z + p+ l
δ
− 1
2
) log(
z
δ
) +O(1), |z| → ∞.
We insert this relation into (2.4.6):
j∏
l=1
Γ(
z + p+ l
δ
) = exp
{
j∑
l=1
[
(
z + p+ l
δ
− 1
2
) log(
z
δ
) +O(1)− z + p+ l
δ
]}
×
{
1 + o(
1
z
)
}
= exp
{[
(
z + p
δ
− 1
2
) log(
z
δ
)− z
δ
]
j +
j(j + 1)
2δ
log(
z
δ
) +O(1)
}
×
{
1 + o(
1
z
)
}
.
Similarly, one has as |z| → ∞
j−δ∏
l=1
[
Γ(
z + δ + l
δ
)
]−1
= exp
{
j−δ∑
l=1
[
(
1
2
− z + δ + l
δ
) log(
z
δ
) +O(1) +
z + δ + l
δ
]}
×
{
1 + o(
1
z
)
}
= exp
{[z
δ
log(
z
δ
) +
1
2
log(
z
δ
)− z
δ
]
(δ − j)
− (j − δ)(j − δ + 1)
2δ
log(
z
δ
) +O(1)
}
×
{
1 + o(
1
z
)
}
.
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Hence
j∏
l=1
Γ(
z + p+ l
δ
)
j−δ∏
l=1
[
Γ(
z + δ + l
δ
)
]−1
= exp
{
z log(
z
δ
) + (
pj
δ
+
1
2
) log(
z
δ
)− z +O(1)
}{
1 + o(
1
z
)
}
.
We choose a branch of log(z) such that log(δz) = z log(δ). Then we can write
Gj(z) = exp
{
z log(z) + s log(
z
δ
)− z +O(1)
}
×
{
1 + o(
1
z
)
}
,
where s := (pj
δ
+ 1
2
). If we write z = σ + it, then we obtain the following asymptotic behavior
of |Gj(z)| as |z| −→ ∞:
|Gj(z)| = exp {(σ + s) log(|z|)− σ − t · arg(z) +O(1)} ×
{
1 + o(
1
|z|)
}
. (2.4.7)
Since Ψj ∈ A, there is some c > 0 such that∣∣∣M [Ψje−r2 ](2z + j + 2)∣∣∣ = ∣∣∣∣∫ ∞
0
Ψj(x)e
−x2x2z+j+1dx
∣∣∣∣
6 c
∫ 1
0
e−x
2
x2σ−c+j+1dx+ c
∫ ∞
1
e−x
2
x2σ+c+j+1dx
6 2cΓ(σ + j
2
+
c
2
+ 1), (2.4.8)
where the above inequality holds for σ > 0 sufficiently large. From this we obtain
|Fj(z)| 6
2cΓ(σ + j
2
+ c
2
+ 1)
exp {(σ + s) log(|z|)− σ − t · arg(z) +O(1)} ×
{
1 + o( 1|z|)
} . (2.4.9)
By Proposition 2.4.2, we know that Fj(z) is a δ-periodic entire function. In order to estimate
the growth of |Fj(z)| as |z| −→ ∞, we therefore can assume that in the above estimate σ is
large and varying in an interval of length δ. According to (2.4.9), there is a constant C > 0 such
that
|Fj(z)| 6 C
1 + t2
et arg(z) <
C
1 + t2
e
pi
2
|z|.
Now, by applying Lemma 2.4.1, it follows that there are al ∈ C such that
M [Ψje
−r2 ](2z + j + 2) = Gj(z)
∑
|l|< δ
4
ale
2piilz
δ .
Theorem 2.4.1. Let Ψ ∈ S and suppose that Tfm,δTΨ = TΨTfm,δ . Then for each j > δ there
exists a trigonometric polynomial
∑
|l|< δ
4
ale
2piilz
δ such that:
Ψj(r) = 2M
−1
Gj(z) ∑
|l|< δ
4
ale
2piilz
δ
 (r2)r−j−2er2 . (2.4.10)
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Proof. According to (2.4.5) the transformation rule for the Mellin transform gives:
M [rj+2Ψje
−r2 ](2z) =
1
2
M [r
j
2
+1Ψj(
√
r)e−r](z) = Gj(z)
∑
|l|< δ
4
ale
2piilz
δ .
Applying the inverse Mellin transform to both sides of the equation shows:
Ψj(
√
r) = 2M−1
Gj(z) ∑
|l|< δ
4
e
2piilz
δ
 (r)r− j2−1er
and replacing
√
r by r proves the assertion.
Remark 2.4.1. Arguments analogous to Propositions 2.4.1, 2.4.2, 2.4.3, 2.4.5 and Theorem
2.4.1 were used in [66] to prove Theorem A0. Roughly speaking, in [66] and under the as-
sumption that Tϕ and Tψ commute on A(D), for each fixed j ∈ Z the author introduced the
function
Fj(z) :=
Γ( z+j
2δ
)Γ( z+m+δ−j
2δ
)
Γ( z+2δ−j
2δ
)Γ( z+m+δ+j
2δ
)
.
Using Equation (2.3.4) it follows that the function M [ψj ](z)
Fj(z)
is 2δ-periodic on some some right
half-plane and hence can be extended to the whole complex plane forming an entire 2δ-periodic
function. Moreover, by a similar argument to that in Proposition 2.4.3 it was shown that
M [ψj ](z)
Fj(z)
= o(|z|) which means there is a constant a0 such that equation M [ψj] = a0Fj(z)
and Equation 2.1.1 follows. Furthermore, by studying estimating the growth of the inverse
Mellin transform M−1[Fj] at infinity it follows that the function ψj given by (2.1.1) is bounded
and Theorem A0 then follows.
Compared to the problem considered in this chapter, we are not able to prove in general
that the functions given by (2.4.10) are of polynomial growth. However, the function φj(r) :=
M−1[Gj](r2)r−j−2er
2 ∈ S and satisfies [Tφjeijθ , Tfm,δ ] = 0. In some cases we are able to show
that there is one and only one function namely ϕj ∈ S such that [Tφjeijθ , Tfm,δ ] = 0. If we allow
operator symbols of higher growth at infinity it turns out that there is more than one function
ψj with [Tψjeijθ , Tfm,δ ] = 0.
Fix fm,δ, m ∈ R+, δ > 0, and for j > δ, consider Gj(z) which clearly defines a holomorphic
function on Re(z) > 0. Suppose for a moment we found some trigonometric polynomials∑
|l|< δ
4
ale
2piilz
δ such that
ϕj(r)e
ijθ := M−1
Gj(z) ∑
|l|< δ
4
ale
2piilz
δ
 (r2)r−j−2er2eijθ,
defines an element in E . Then the equality (2.3.1) is satisfied if we replace Ψj by ϕj , and so we
find a collection of symbols {ϕj(r)eijθ}j>δ ⊂ E such that [Tfm,δ , Tϕjeijθ ] = 0.
In this part of the chapter, we determine such a collection whenever fm,δ is a monomial i.e.
p := m+δ
2
, m−δ
2
∈ N0. Moreover, we prove that there is an infinite number of j ∈ Z such that
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{ϕj(r)eijθ} ⊂ S if and only if the trigonometricpolynomial in (2.4.10) is a constant. More
precisely, for infinitely many j ∈ Z and up to a constant factor there is one functionΨj(r)eijθ ∈
S such that [Tfm,δ , TΨjeijθ ] = 0.
First we need to simplify the expression
Rj(z) :=
j∏
l=1
Γ(
z + p+ l
δ
)
j−δ∏
`=1
[
Γ(
z + δ + `
δ
)
]−1
= Gj(z)δ
−z.
to a product of holomorphic polynomials and Gamma functions.
The case p = δ means that fδ,δ = zp is holomorphic and Rj(z) takes the form:
Rj(z) =
j∏
l=j−δ+1
Γ(
z + p+ l
δ
) =
δ−1∏
l=0
Γ(
z + j + 1
δ
+
l
δ
). (2.4.11)
Now, assume that p ∈ N0 and consider the cases:
1. Case j > p: Choose q, n ∈ N with 1 6 q 6 δ such that j = nδ + q. Therefore:
(a) For each ` such that 1 6 ` 6 p−δ, choose l = `+j−p+δ−q. Then 1+j−p+δ−q 6
l 6 j − q, and
Γ( z+p+l
δ
)
Γ( z+δ+`
δ
)
=
Γ( z+`
δ
+ 1 + n)
Γ( z+`
δ
+ 1)
=
n∏
r=1
(
z + `
δ
+ r).
(b) In the case p− δ < ` 6 j − δ put l = `− p+ δ. Then 1 6 l 6 j − p and
Γ( z+p+l
δ
)
Γ( z+δ+`
δ
)
= 1.
Therefore:
Rj(z) =
p−δ∏
`=1
n∏
r=1
(
z + `
δ
+ r)
j−p+δ−q∏
l=j−p+1
Γ(
z + p+ l
δ
)
j∏
l=j−q+1
Γ(
z + p+ l
δ
). (2.4.12)
2. Case j 6 p: Let p = nδ + q with q, n ∈ N and 1 6 q 6 δ. Then for each 1 6 ` 6 j − δ,
let l = `+ δ − q. Hence 1 + δ − q 6 l 6 j − q and
Γ( z+p+l
δ
)
Γ( z+δ+`
δ
)
=
Γ( z+`
δ
+ n+ 1)
Γ( z+`
δ
+ 1)
=
n∏
r=1
(
z + `
δ
+ r),
which implies that
Rj(z) =
j−δ∏
`=1
n∏
r=1
(
z + `
δ
+ r)
δ−q∏
l=1
Γ(
z + p+ l
δ
)
j∏
l=j−q+1
Γ(
z + p+ l
δ
). (2.4.13)
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Proposition 2.4.4. Let fm,δ be a monomial with δ > 0, and let l ∈ Z be fixed such that |l| < δ4 .
For each j ∈ N such that j > δ consider Gj(z) = Rj(z)δz. Then:
(1) Gj(z) is holomorphic on Re(z) > −j − 1.
(2) The inverse Mellin transform M−1
[
Gj(z)e
2piilz
δ
]
(x) exists for all x > 0.
(3) M−1
[
Gj(z)e
2piilz
δ
]
(x2)x−j−2 = o(xj−) as x −→ 0.
Proof. (1) It follows directly by calculating the largest pole of Rj(z) from (2.4.11), (2.4.12)
and (2.4.13). In particular, if p = δ or j > p then the largest pole is −j − 1. If j < p then
it is located at −p− 1 < −j − 1.
(2) For z = σ + it with σ fixed and using (2.4.7) we see that there are constants B and s
independent of t such that
|Gj(z)| ≤ B exp
{
(σ + s) log(|z|)− |t| · pi
2
}
.
Now, let σ > −j − 1 be fixed, then it follows for |l| < δ
4
:∣∣∣M−1 [Gj(z)e 2piilzδ ] (x)∣∣∣ = ∣∣∣∣ 12pii
∫ σ+i∞
σ−i∞
x−zGj(z)e
2piilz
δ dz
∣∣∣∣
6 B
2pi
x−σe−σ
∫ ∞
−∞
(σ2 + t2)
σ+s
2 e−|t|·
pi
2
− 2pilt
δ dt <∞.
(3) For a positive number  we put σ = −j − 1 + 
2
. Then:∣∣∣M−1 [Gj(z)e 2piilzδ ] (x2)∣∣∣x−j−2 ≤ 1
2pi
x−2σ−j−2
∫
R
|Gj(σ + it)| e−2piltδ dt.
Now, we give a global estimate for the inverse of the Mellin transform:
Proposition 2.4.5. Let l ∈ Z be fixed with |l| < δ
4
. Then for each j > δ there exists a constant
c such that: ∣∣∣M−1 [Gj(z)e 2piilzδ ] (r2)r−j−2er2∣∣∣ 6 cr2s−j+3er2(1−cos( 2pilδ )).
Proof. Throughout the proof c denotes some constant which may change from line to line. For
each n ∈ N we have∣∣∣M−1 [Gj(z)e 2piilzδ ] (x)∣∣∣ = ∣∣∣∣ 12pii
∫ n+i∞
n−i∞
x−zGj(z)e
2piilz
δ dz
∣∣∣∣ .
Together with (2.4.7) it follows that∣∣∣xnM−1 [Gj(z)e 2piilzδ ] (x)∣∣∣ 6 1
2pi
∫
R
|Gj(n+ it)| e− 2piltδ dt
6 c
∫
R
en log
√
n2+t2−t·arctan t
n
+s log
√
n2+t2−n− 2pilt
δ dt
= cen logn−nns
∫
R
en log
q
1+ t
2
n2
−t·arctan t
n
+s log
q
1+ t
2
n2
− 2pilt
δ dt
= cen logn−nns+1
∫
R
en[log
√
1+u2−u arctanu− 2pilu
δ
]+s log
√
1+u2du,
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where we have used the change of variable u = t
n
. Let Hl(u) be the function on R defined by
Hl(u) := log
√
1 + u2 − u arctanu− 2pilu
δ
.
Then Hl(u) attains its maximum at u0 = − tan 2pilδ with Hl(u0) = − log cos 2pilδ . Moreover, it
is easy to check that limu→+∞Hl(u) = limu→−∞Hl(u) = −∞.
Now, let r > 0 be such that Hl(u) 6 −1 for |u| > r. Then we have for all n ∈ N:
(1)
∫ −r
−∞ e
nHl(u)+s log
√
1+u2du 6
∫ −r
−∞ exp{Hl(u) + s log
√
1 + u2}du 6 c,
(2)
∫∞
r
enHl(u)+s log
√
1+u2du 6
∫∞
r
exp{Hl(u) + s log
√
1 + u2}du 6 c,
(3)
∫ r
−r e
nHl(u)+s log
√
1+u2du 6 ce−n log cos 2pilδ .
By substituting (1)-(3) into the above inequality, we obtain∣∣∣xnM−1 [Gj(z)e 2piilzδ ] (x)∣∣∣ 6 cns+1 en logn−n[
cos(2pil
δ
)
]n .
According to Stirling′s formula we know that
en logn−n ∼ n!√
2pin
, as n −→∞,
and it follows that
n−s−
5
2
xn cosn (2pil
δ
)
n!
∣∣∣M−1 [Gj(z)e 2piilzδ ] (x)∣∣∣ 6 c
n2
. (2.4.14)
Note that for each q > 0 there exists d > 0 such that for all x > d we have
x−qex 6
∑
n∈N
1
nq
xn
n!
.
Using this estimate and summing up the inequalities (2.4.14) over n ∈ N we get
x−s−
5
2 ex cos
2pil
δ
∣∣∣M−1 [Gj(z)e 2piilzδ ] (x)∣∣∣ 6∑
n∈N
n−s−
5
2xn cosn (
2pil
δ
)
∣∣∣M−1 [Gj(z)e 2piilzδ ] (x)∣∣∣
6
∑
n∈N
c
n2
<∞.
Finally, the assertion follows by replacing x with r2.
As a consequence of the above proposition, we obtain:
Corollary 2.4.1. Let fm,δ(reiθ) = rmeiδθ be a monomial, and let l ∈ Z such that |l| <
δ
2pi
arccos 3
4
. Then for each j > δ the function
ϕj(r)e
ijθ := M−1
[
Gj(z)e
2piilz
δ
]
(r2)r−j−2er
2
eijθ,
defines an element in E and satisfies [Tfm,δ , Tϕjeijθ ] = 0. Moreover, ϕj(r)eijθ ∈ S in case l = 0.
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By applying the duplication formula for the Gamma function for k ∈ N:
k−1∏
l=0
Γ(z +
l
k
) = (2pi)
k−1
2 k
1
2
−kzΓ(kz)
we give several examples where Gj(z) takes the form Gj(z) = ℘(z)Γ(z) with ℘(z) ∈ P[z].
Example 2.4.2. (1): Suppose that fm,δ is holomorphic i.e. m = δ. Then applying the above
duplication formula to Equation (2.4.11) we obtain
Rj(z) =
δ−1∏
l=0
Γ(
z + j + 1
δ
+
l
δ
)
= (2pi)
δ−1
2 δ−z−j−
1
2 Γ(z + j + 1)
= (2pi)
δ−1
2 δ−z−j−
1
2
j∏
l=0
(z + l)Γ(z). (2.4.15)
(2): As before we write p := m+δ
2
. Now, let j > p > δ with j = nδ for some n ∈ N. Then
using (2.4.12) we get
Rj(z) =
p−δ∏
`=1
n−1∏
r=1
(
z + `
δ
+ r)
j∏
l=j−δ+1
Γ(
z + p+ l
δ
)
=
p−δ∏
`=1
n−1∏
r=1
(
z + `
δ
+ r)
δ−1∏
l=0
Γ(
z + p+ j − δ + 1
δ
+
l
δ
)
= (2pi)
δ−1
2 δ−z−p−j+δ−
1
2 Γ(z + p+ j − δ + 1)
p−δ∏
`=1
n−1∏
r=1
(
z + `
δ
+ r)
= (2pi)
δ−1
2 δ−z−p−j+δ−
1
2
[
p−δ∏
`=1
n−1∏
r=1
(
z + `
δ
+ r)
][
p+j−δ∏
l=0
(z + l)
]
Γ(z). (2.4.16)
(3): Suppose that p = nδ for some n ∈ N with n > 1, which is equivalent to m = (2n− 1)δ.
Then for each j such that δ < j ≤ p and using (2.4.13) we have
Rj(z) =
j−δ∏
`=1
n−1∏
r=1
(
z + `
δ
+ r)
j∏
l=j−δ+1
Γ(
z + p+ l
δ
)
=
j−δ∏
`=1
n−1∏
r=1
(
z + `
δ
+ r)
δ−1∏
l=0
Γ(
z + p+ j − δ + 1
δ
+
l
δ
)
= (2pi)
δ−1
2 δ−z−p−j+δ−
1
2
[
j−δ∏
`=1
n−1∏
r=1
(
z + `
δ
+ r)
][
p+j−δ∏
l=0
(z + l)
]
Γ(z). (2.4.17)
Corollary 2.4.2. Let Ψ ∈ S and let fm,δ = rmeiδθ be a monomial. Suppose that Tfm,δTΨ =
TΨTfm,δ and that one of the following cases holds:
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(1) fm,δ is holomorphic,
(2) j > p, and j = nδ for some n ∈ N,
(3) δ < j < p, and p = nδ.
Then there is a constant a0 ∈ C such that
Ψj(r) = a0M
−1 [Gj(z)] (r2)r−j−2er
2 ∈ S.
Proof. The above cases occur in the equations (2.4.15), (2.4.16) and (2.4.17). Therefore, we
haveGj(z) = ℘(z)Γ(z) where ℘(z) is a polynomial in z. According to Theorem 2.4.1 we know
that
Ψj(r) = 2M
−1
Gj(z) ∑
|l|< δ
4
ale
2piilz
δ
 (r2)r−j−2er2 .
For each l such that |l| < δ
4
we have (c.f. [154], and (2.7.2) below):
M−1
[
Γ(z)e
2piilz
δ
]
(r) = e−re
− 2piil
δ
and therefore
M−1
[
Gj(z)e
2piilz
δ
]
(r) = ℘l1(r)e
−re− 2piilδ
where ℘l1(r) is a non-zero polynomial in r and having values in C. This means that
1
2
Ψj(r) = r
−j−2a0℘l0(r
2) + r−j−2er
2
∑
|l|6=0
al℘
l
1(r
2)e−r
2e−
2piil
δ . (2.4.18)
Now we want to prove that
Ψj(r) ∈ S ⇐⇒ al = 0 for all l 6= 0.
Let 0 < k < δ
4
be the greatest positive integer such that ak 6= 0 or a−k 6= 0. Then (2.4.18)
can be written in the form
rj+2
2
Ψj(r) = a0℘
l
0(r
2) +
k∑
|l|=1
(
al℘
l
1(r
2)e−ir
2 sin 2pil
δ + a−l℘−l1 (r
2)eir
2 sin 2pil
δ
)
er
2(1−cos 2pil
δ
).
Note that given positive numbers α1 < α2 < · · · < αm and radial functions ϕ1, · · · , ϕm it is
easy to see that if
∑m
`=1 ϕ`(r)e
α`r
2 ∈ S then ϕm(r) −→ 0 as r −→ ∞. Since Ψj ∈ S by
assumption this shows that
lim
r−→∞
(
ak℘
k
1(r
2)e−ir
2 sin 2pik
δ + a−k℘−k1 (r
2)eir
2 sin 2pik
δ
)
= 0. (2.4.19)
In particular, this holds true for the sequence rn :=
√
2npi
sin 2pik
δ
so that
lim
n−→∞
(
ak℘
k
1(r
2
n) + a−k℘
−k
1 (r
2
n)
)
= 0.
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This shows that ak℘k1(r
2) + a−k℘−k1 (r
2) ≡ 0. By substituting this relation into (2.4.19) we
obtain as r −→∞
ak℘
k
1(r
2)[e−ir
2 sin 2pik
δ − eir2 sin 2pikδ ] = −2iak℘k1(r2) sin(r2 sin
2pik
δ
) −→ 0.
In particular, if we choose the sequence rq =
√
(4q+1)pi
2 sin 2pik
δ
where q is any positive integer, then
lim
q−→∞
ak℘
k
1(r
2
q) = 0.
Therefore, ak℘k1(r
2) ≡ 0 i.e. ak = a−k = 0 which is a contradiction.
Remark 2.4.2. For s > 0 consider the Segal-Bargmann space H2s over C with respect to the
Gaussian measure dµ(s)(z) := spie
−s|z|2dv(z). The Toeplitz operator on H2s with symbol h is
denoted by T sh . Note that for every g ∈ H2s s.t. hg ∈ L2(C, dµ(s)) we have
T sh g(z) = [Th( ·√s )g(
·√
s
)](
√
sz), (2.4.20)
where Th( ·√
s
) corresponds to the Toeplitz operator on H2 with symbol h( ·√s). Now let us con-
sider two monomials f and g. It is well known (c.f. [14, 63]) that the product operator
T sf T sg = T sf]sg, for any two monomials f and g, (2.4.21)
where f]sg is the polynomial given by
f]sg(z) =
∑
k∈N
1
(−s)kk! (d
k
zf)(z)(d
k
zg)(z).
Note that Equation (2.4.21) holds true for more general symbols (c.f. Lemma 16 in [14]).
Suppose that the Toeplitz operators Tf and Tg commute on the space of holomorphic poly-
nomials in H2. Then by (2.4.20) and (2.4.21) one can easily verify that the operators T sf and
T sg commute on the holomorphic polynomials inH2s for all s > 0.
If we fix f = fm,δ as a monomial and g = ψj(r)eijθ of polynomial growth at infinity (not
necessarily monomial) for some j > δ, one may ask wether the condition [Tfm,δ , Tψj(r)eijθ ] = 0
on P[z] still implies that [T sfm,δ , T sψj(r)eijθ ] = 0 on P[z] for all s > 0 . This is in general not true.
In particular, the Toeplitz operators T sf and T sg with symbols
f(z) = fm,δ(z) = z
2z = r3eiθ, and g(z) = ψ2(r)eiθ = (r6 − 2r4)e2iθ
commute on P[z] ⊂ H2s if and only if s = 1 (c.f. Appendix A.2.1 for the proof).
2.5 Case j < 0
In this section we consider operator symbols Ψ ∈ S and fm,δ = rmeiδθ with m ∈ R+, δ ∈ N.
Under the assumption Tfm,δTΨ = TΨTfm,δ , we aim to determine the functions Ψj(r) of the
expansion z in Lemma 2.2.1 whenever j < 0. An important result here is that Ψj ≡ 0 in the
case j < −2[ δ
4
] where [·] is the greatest integer function. Similar to Proposition 4 (c.f. Appendix
A.2.2 for a proof), we have:
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Proposition 2.5.1. Let Ψ ∈ S and suppose that Tfm,δTΨ = TΨTfm,δ . Then for each j < 0 the
following functional equations:
M [Ψje
−r2 ](2z+2δ+j+2) = M [Ψje−r
2
](2z+j+2)
δ−j∏
l=1
(z+j+ l)
−j∏
l=1
(z + j +
δ +m
2
+ l)
−1
(2.5.1)
hold in the half plane Re(z) > −j − 1.
Fix j < 0 and consider the meromorphic function:
Hj(z) =
δ−j∏
l=1
Γ(
z + j + l
δ
)
−j∏
l=1
[
Γ(
z + j + δ+m
2
+ l
δ
)
]−1
δz. (2.5.2)
Note that the quotient
τj(z) :=
M [Ψje
−r2 ](2z + j + 2)
Hj(z)
(2.5.3)
is holomorphic and well defined on the half plane Re(z) > −j − 1. By (2.5.1) it is easy
to check that τj(z) is δ-periodic (c.f. the proof of Proposition 2.4.2). Therefore, it can be
extended to an entire function on the whole complex plane. As an analog to Proposition 2.4.3
(c.f. Appendix A.2.3for a proof), we conclude
Proposition 2.5.2. Let Ψ ∈ S and suppose that Tfm,δTΨ = TΨTfm,δ . Then for each j < 0 there
exists a trigonometric polynomial
∑
|l|< δ
4
ale
2piilz
δ such that for Re(z) > −j − 1 we have
M [Ψje
−r2 ](2z + j + 2) = Hj(z)
∑
|l|< δ
4
ale
2piilz
δ . (2.5.4)
Assume that Ψ ∈ S with (2.5.4). We know from Theorem 2.3.1 that for a fixed j < 0 the
assumption M [Ψje−r
2
](2k + 2δ + j + 2) = 0 for all k ∈ N0 with −δ − j 6 k 6 −j − 1 is
necessary and sufficient for the operators Tfm,δ and TΨjeijθ to commute.
Theorem 2.5.1. Let Ψ ∈ S and suppose that Tfm,δTΨ = TΨTfm,δ , then for each j ∈ Z with
j < −2[ δ
4
] we have Ψj ≡ 0.
Proof. Fix j < −2[ δ
4
] and for convenience write
τj(z) :=
M [Ψje
−r2 ](2z + j + 2)
Hj(z)
=
∑
|l|6[ δ
4
]
ale
2piilz
δ ,
where a δ
4
= a− δ
4
= 0 whenever δ ∈ 4N. Taking condition (2.3.2) into account we have to
consider two cases:
1. If j 6 −δ, then according to (2.3.2) the Mellin transformM [Ψje−r2 ](2z+j+2) vanishes
at the points
{−j,−j + 1, · · · ,−j + δ − 1}.
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Since Hj(z) is well defined and nowhere zero on this set, condition (2.3.2) is equivalent
to say that τj(z) vanishes exactly on
{−j,−j + 1, · · · ,−j + δ − 1}.
This in turn, is equivalent to say that the trigonometric polynomial
τj(
δ
2pi
z) =
∑
|l|6[ δ
4
]
ale
ilz
vanishes at the δ points{2pi
δ
(−j), 2pi
δ
(−j + 1), · · · , 2pi
δ
(−j + δ − 1)
}
.
From 2pi
δ
(δ − 1) < 2pi and 2[ δ
4
] < δ we obtain τj ≡ 0. (If τj( δ2piz) 6= 0, then it can have at
most 2[ δ
4
] roots in any interval of length less than 2pi).
2. In the case of−δ < j < −2[ δ
4
] condition (2.3.2) implies that M [Ψje−r
2
](2k+2δ+ j+2)
vanishes for all k ∈ {0, 1, · · · ,−j − 1}. That is, M [Ψje−r2 ](2z + j + 2) vanishes at the
(−j)-points
{δ, δ + 1, · · · , δ − j − 1}.
Again, note that Hj(z) is well defined and nowhere zero on this set. We conclude that
τj(z) vanishes at the points {δ, δ + 1, · · · , δ − j − 1}, which implies that
τj(
δ
2pi
z) = 0 for all z ∈
{
2pi,
2pi
δ
(δ + 1), · · · , 2pi
δ
(δ − j − 1)
}
.
By assumption we have 2pi
δ
(−j − 1) < 2pi and 2[ δ
4
] < −j, which proves that τj(z) ≡ 0.
Remark 2.5.1. In comparison to the case of the Bergman space over unit disc and with as-
sumption considered in Theorem A0, I. Louhichi and L. Zakariasy proved that the condition
TϕTψ = TψTϕ on A(D) implies that ψj = 0 for all j < 0 (c.f. Theorem 11 in [130]). Hence
there is no non-zero quasi-homogeneous symbol ψjeijθ such that [Tϕ, Tψjeijθ ] = 0 on A(D).
However, we are not able to prove this fact in our problem but we point out that if we allow
operator symbol of higher growth then there are non-zero symbols in E whose corresponding
Toeplitz operator commmute with Tfm,δ whenever δ >
2pi
arccos 3
4
(c.f. Theorem 2.5.3 below).
Condition (2.3.2) and Proposition 2.5.2 lead to the following fact:
Theorem 2.5.2. Let Ψ ∈ S and suppose that Tfm,δTΨ = TΨTfm,δ . Then for each j < 0 with
2[ δ
4
] + j > 0 there exists a trigonometric polynomial
∑[ δ
4
]+j
l=−[ δ
4
]
a˜le
2piilz
δ such that for Re(z) >
−j − 1:
M [Ψje
−r2 ](2z + j + 2) = Hj(z)
−j−1∏
n=0
(e
2piiz
δ − e 2piinδ )
[ δ
4
]+j∑
l=−[ δ
4
]
a˜le
2piilz
δ ,
where a˜− δ
4
= a˜ δ
4
+j = 0 whenever δ ∈ 4N.
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Proof. By (2.3.2) we know that M [Ψje−r
2
](2z + j + 2) vanishes for
z ∈ {δ, δ + 1, · · · , δ − j − 1}.
According to (2.5.4), and since Hj(z) is well defined and nowhere zero on the above set, we
conclude that {δ, δ + 1, · · · , δ − j − 1} are zeros of the trigonometric polynomial τj(z) =∑
|l|6[ δ
4
] ale
2piilz
δ where a δ
4
= a− δ
4
= 0 whenever δ ∈ 4N. Note that
τj(z) =
∑
|l|6[ δ
4
]
ale
2piilz
δ = exp
{
− 2piiz
δ
[
δ
4
]
} 2[ δ4 ]∑
l=0
al−[ δ
4
]e
2piilz
δ
= exp
{
− 2piiz
δ
[
δ
4
]
}
P (e
2piiz
δ ),
where P (w) is the following polynomial in the complex variable w:
P (w) =
2[ δ
4
]∑
l=0
al−[ δ
4
]w
l.
Now, τj(z) vanishes at the (−j)-points {δ, δ + 1, · · · , δ − j − 1} if and only if the polynomial
P (w) vanishes at
{
1, e
2pii
δ , · · · , e 2piiδ (−j−1)
}
⊂ S1. This means P (w) has the form
P (w) =
−j−1∏
n=0
(w − e 2piinδ )P˜ (w),
where P˜ (w) is a polynomial of maximal degree 2[ δ
4
] + j ∈ N0. Therefore
M [Ψje
−r2 ](2z + j + 2) = Hj(z)P˜ (e
2piiz
δ )e−
2piiz
δ
[ δ
4
]
−j−1∏
n=0
(e
2piiz
δ − e 2piinδ ).
Proposition 2.5.3. Fix δ > 0, and let j < 0 be such that 2[ δ
4
] + j > 0. Then for each l ∈ Z
such that − δ
4
< l < δ
4
+ j, we have:
(1) Hj(z)
∏−j−1
n=0 (e
2piiz
δ − e 2piinδ ) is holomorphic on Re(z) > −1.
(2) The inverse Mellin transform M−1
[
Hj(z)e
2piilz
δ
∏−j−1
n=0 (e
2piiz
δ − e 2piinδ )
]
(x) exists for all
x > 0.
(3) M−1
[
Hj(z)e
2piilz
δ
∏−j−1
n=0 (e
2piiz
δ − e 2piinδ )
]
(x2)x−j−2 = o(x−j−) for all  > 0 and as
x→ 0.
Proof. (1): It is clear that Hj(z) is holomorphic on Re(z) > −j − 1 and admits the simple
poles {0, 1, · · · ,−j − 1} in the region Re(z) > −1. However, {0, 1, · · · ,−j − 1} are
roots of the trigonometric polynomial
∏−j−1
n=0 (e
2piiz
δ − e 2piinδ ).
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(2): The expansion ofHj(z)e
2piilz
δ
∏−j−1
n=0 (e
2piiz
δ −e 2piinδ ) can be written as a linear combination
of functions of the form Hj(z)e
2piiνz
δ where − δ
4
< ν < δ
4
. Now, the assertion follows in a
way similar to the proof of Proposition 2.4.4, (2).
(3): This follows by an argument similar to the one in Proposition 2.4.4, (3) together with (1)
and (2) above.
Theorem 2.5.3. Let fm,δ(reiθ) = rmeiδθ with δ > 2piarccos 3
4
. Then for each j < 0 such that
j + δ
2pi
arccos 3
4
> 0 and for each l ∈ Z such that − δ
4
< l < δ
4
+ j with |l − j| < δ
2pi
arccos 3
4
the function
ϕj(r)e
ijθ := M−1
[
Hj(z)
−j−1∏
n=0
(e
2piiz
δ − e 2piinδ )e 2piilzδ
]
(r2)r−j−2er
2
eijθ,
defines an element in E and satisfies [Tfm,δ , Tϕjeijθ ] = 0.
Proof. Under the condition δ > 2pi
arccos 3
4
there exist j and l satisfying the corresponding condi-
tion in the previous theorem. Moreover, M
[
ϕj(r)e
−r2
]
(z) satisfies (2.3.1) and (2.3.2). Now,
by a similar estimation to that given in Proposition 2.4.5 the assertion follows.
2.6 Case 0 6 j 6 δ
Assume that Ψ ∈ S has the series-representation z, and let fm,δ = rmeiδθ where m ∈ R+ and
δ ∈ N. Under the condition Tfm,δTΨ = TΨTfm,δ , we aim to find the functions Ψj(r) whenever
0 6 j 6 δ. Conversely, we want to determine symbols in Sj ⊂ S such that the corresponding
Toeplitz operators commute with Tfm,δ .
Proposition 2.6.1. Let Ψ ∈ S and suppose that Tfm,δTΨ = TΨTfm,δ . Then for each j ∈ N0 such
that 0 6 j 6 δ the functional equation:
M [Ψje
−r2 ](2z+2δ+j+2) = M [Ψje−r
2
](2z+j+2)
j∏
l=1
(z +
δ +m
2
+ l)
δ−j∏
l=1
(z+j+l) (2.6.1)
holds in the half plane Re(z) > − j
2
− 1.
Proof. Similar to the proof of Proposition 2.4.1.
For each j such that 0 6 j 6 δ we consider the meromorphic function:
Ij(z) :=
j∏
l=1
Γ(
z + δ+m
2
+ l
δ
)
δ−j∏
l=1
Γ(
z + j + l
δ
)δz.
We know that
κj(z) :=
M [Ψje
−r2 ](2z + j + 2)
Ij(z)
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is holomorphic on the right half plane Re(z) > max{− j
2
− 1,− δ+m
2
− 1}. By using (2.6.1) to-
gether with the functional equation of the Gamma function we conclude that κj(z) is δ-periodic.
Therefore, it can be extended to the whole complex plane. Similar to the proof of Proposition
2.4.3 and Theorem 2.4.1, we can show:
Theorem 2.6.1. Let Ψ ∈ S and suppose that Tfm,δTΨ = TΨTfm,δ . Then for each j such that
0 6 j 6 δ there exists a trigonometric polynomial
∑
|l|< δ
4
ale
2piilz
δ such that
Ψj(r) = 2M
−1
Ij(z) ∑
|l|< δ
4
ale
2piilz
δ
 (r2)r−j−2er2 .
Now let fm,δ be a monomial and set p := m+δ2 ∈ N. Then for each j ∈ N0 such that
0 6 j 6 δ, one can prove that Ij(z) satisfies (1), (2) and (3) in Proposition 2.4.4. Analogous to
Corollary 2.4.1 we have:
Corollary 2.6.1. Let fm,δ(reiθ) = rmeiδθ be a monomial, and let l ∈ Z such that |l| <
δ
2pi
arccos 3
4
. Then for each j ∈ N0 such that 0 6 j 6 δ the function
ϕj(r)e
ijθ := M−1
[
Ij(z)e
2piilz
δ
]
(r2)r−j−2er
2
eijθ,
defines an element in E and satisfies [Tfm,δ , Tϕjeijθ ] = 0. Moreover, ϕj(r)eijθ ∈ S in the case
l = 0.
We give several examples where there exists one and only one Ψj ∈ S (up to multiplication
by a constant) such that [Tfm,δ , TΨjeijθ ] = 0.
Example 2.6.1. (1): Suppose that p = nδ for some n ∈ N , then for each j such that 0 < j <
δ we have
Ij(z) =
j∏
l=1
Γ(
z + l
δ
+ n)
δ−j∏
l=1
Γ(
z + j + l
δ
)δz
=
j∏
l=1
n−1∏
`=0
(
z + l
δ
+ `)
δ∏
r=1
Γ(
z + r
δ
)δz
= (2pi)
δ−1
2 δ−
1
2
j∏
l=1
n−1∏
`=0
(
z + l
δ
+ `)zΓ(z).
(2): Iδ(z) =
∏δ
l=1 Γ(
z+p+l
δ
)δz = (2pi)
δ−1
2 δ−p−
1
2
∏p
l=0(z + l)Γ(z).
(3): I0(z) = (2pi)
δ−1
2 δ−
1
2 zΓ(z).
Now, applying the same technique as in Corollary 2.4.2, we obtain that there is only one
radial symbol g ∈ Sj (up to multiplication by constant ) such that [Tfm,δ , Tgeijθ ] = 0.
Remark 2.6.1. We would like to mention that Corollary 2.4.1 is valid not only for monomials
fm,δ, but also under the weaker condition p := m+δ2 ∈ N. We also note that Corollary 2.6.1 is
still valid for all j ∈ Z such that 0 6 j 6 min{δ, δ+m
2
} even in the case where fm,δ = rmeiδθ is
not a monomial.
2.7. EXAMPLES AND APPLICATIONS 69
2.7 Examples and applications
In this section, several applications of our results are indicated.
(a) Let fm,δ be a monomial and suppose that [Tfm,δ , TΨjeijθ ] = 0 with j ∈ Z such that
j + 2[
δ
4
] > 0. We would like to investigate the analytic behavior of Ψj on R+.
For each j > δ we extend the inverse Mellin transform of Gj(z) which is defined on R+
to a holomorphic function on the right half plane.
Fix σ > 0 and define the function Λj(x) for x ∈ C with Re(x) > 0 by:
Λj(x) = M
−1 [Gj(z)] (x) :=
1
2pii
∫ σ+i∞
σ−i∞
x−zGj(z)dz.
Note that the function Λj is well defined and holomorphic. Indeed, fix x ∈ C with
Re(x) > 0 and write x = reiθ where r = |x| and |θ| < pi
2
. Following the proof of
Proposition 2.4.4, (2) we obtain∣∣∣∣ 12pii
∫ σ+i∞
σ−i∞
x−zGj(z)dz
∣∣∣∣ = ∣∣∣∣ 12pii
∫ σ+i∞
σ−i∞
r−zGj(z)e−izθdz
∣∣∣∣
6 B
2pi
r−σe−σ
∫ ∞
−∞
(σ2 + t2)
σ+s
2 e−|t|·
pi
2
+tθdt <∞,
where z = σ + it , B and s are real numbers independent of z. One can easily check that
Λj fulfills the Cauchy-Riemann equations and therefore it defines a holomorphic function
on the right half plane. Note that for all λ ∈ R+ we have
Gj(z)λ
−z = λ−z
∫
R+
Λj(x)x
z−1dx =
∫
R+
Λj(x)(λ
−1x)z
dx
x
=
∫
R+
Λj(λx)x
z−1dx.
Therefore, the relation
Λj(λx) = M
−1 [Gj(z)λ−z] (x) (2.7.1)
holds for all λ ∈ C with Re(λ) > 0 and all x ∈ C such that Re(λx) > 0. In particular,
for λ = eiθ ∈ S1 with −pi
2
< θ < pi
2
, (2.7.1) holds in the half space arg(x) ∈ (−pi
2
−
θ, pi
2
− θ). Therefore, the inverse Mellin transform M−1 [Gj(z)λ−z] (r2) is the restriction
of a holomorphic function defined in the neighborhood arg(x) ∈ (−pi
4
− θ
2
, pi
4
− θ
2
) of R+.
Now, for each l ∈ Z such that |l| < δ
4
we put λl = e−
2piil
δ and
Ψj,λl(r) = M
−1 [Gj(z)λ−zl ] (r2)r−j−2er2 .
According to Theorem 2.4.1 and using the notations there we can write
Ψj(r) =
∑
|l|< δ
4
alΨj,λl(r), with al ∈ C.
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Since each Ψj,λl(r) can be extended to a holomorphic map on (−pi4 − pilδ , pi4 − pilδ ), we
conclude that Ψj can be extended holomorphically on a neighborhood of R+ . Moreover,
we have
Ψj,λl(r) = Λj(λlr
2)r−j−2er
2
= M−1 [Gj(z)] (λlr2)r−j−2er
2
= Ψj,λ0(
√
λlr)λ
j+2
2
l e
(1−λl)r2 , (2.7.2)
where
√
λl := exp(
1
2
log λl).
Note that, since Hj(z) and Ij(z) have a growth similar to that of Gj(z) we can apply the
above arguments also in the cases j < 0 and 0 6 j 6 δ.
Corollary 2.7.1. Let fm,δ be a monomial and let Ψ ∈ S such that [Tfm,δ , TΨ] = 0. Then
for each j ∈ Z, Ψj can be extended to a holomorphic function on a neighborhood of R+.
In particular for j 6= 0, Ψj is non-constant on any interval unless it is the zero function.
Proof. By Theorem 2.5.1 we can assume that j + 2[
δ
4
] > 0. Now, suppose that Ψj is
constant on some interval. By the above argument we know that Ψj can be extended
to a holomorphic function on a neighborhood of R+. Therefore, Ψj is constant on R+.
However, by Propositions 2.4.4 (3) and 2.5.3 (3) we have Ψj(r) = o(r|j|−) as r −→ 0
for all  > 0. Hence Ψj = 0.
Note that by Example 2.6.1, (3) we have Ψ0(r) is a constant function.
(b) In [17] Theorem B, it was shown that for u, v ∈ S such that u is radial and non constant
the Toeplitz operators Tu and Tv commute if and only if v is radial. A counterexample
was established in the case of a symbol of exponential growth at infinity. In particular,
the operators with symbols u(reiθ) = e(1−e
−i pi4 )r2 and v(reiθ) = ei8θ commute. By our
results we are able to obtain such examples whenever we fix v = f0,δ with δ > 2piarccos 3
4
.
Example 2.7.1. Let δ ∈ N such that δ > 2pi
arccos 3
4
. According to Corollary 2.6.1 and
Remark 2.6.1 we know that for any l ∈ Z such that 0 < |l| < δ
2pi
arccos 3
4
, the operator
Tfm,δ commutes with Tul,δ where ul,δ is the non-constant radial function:
ul,δ(re
iθ) = ϕ0(r) = M
−1
[
I0(z)e
2piilz
δ
]
(r2)r−2er
2
= cl,δr
2e−r
2e−
2piil
δ r−2er
2
= cl,δe
(1−e− 2piilδ )r2 ∈ E .
Here cl,δ is a constant depending on l and δ. In particular, this true when m = 0, so
that the radial symbol ul,δ commutes with a non-radial bounded symbol f0,δ. Another
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approach to prove that Tul,δ and Tfm,δ commute is to introduce the following unitary
composition operator Ul on H2:
Ul : H
2 −→ H2 : f −→ f(e− 2piilδ z).
It is shown in [63] that Tul,δ = e
2piil
δ Ul. Moreover, we note that for any symbol f ∈ E we
have
U−lTfUl = TU−lf on a dense domain D ⊂ H2.
In the case f = fm,δ we have U−lf = f , hence
Tul,δTfm,δ = e
2piil
δ UlU−lTfm,δUl = Tfm,δTul,δ .
(c) In [129] I. Louhichi and N.V. Rao conjectured the following: If two Toeplitz operators
with bounded symbols acting on the Bergman space over the unit disc commute with
a third one, none of them being the identity, then they commute with each other. In
[172], N. Vasilevski gave a counterexample in the case of Toeplitz operators acting on the
Bergman space over the unit ball Bn with n > 1.
The next two examples show that a corresponding conjecture is wrong for Toeplitz oper-
ators on the Segal-Bargmann space. However, in our counterexamples at least one of the
symbols is an unbounded function.
Example 2.7.2. Fix a monomial fm,δ with δ > 2piarccos 3
4
, and let fn,δ be a monomial such
that m 6= n. According to Example 2.7.1, there is u1 ∈ E such that
[Tu1 , Tfm,δ ] ≡ 0 ≡ [Tu1 , Tfn,δ ].
However, Tfm,δ and Tfn,δ do not commute as operators on P[z]. In fact, suppose the
contrary then according to condition (2.3.1) we have
M [rne−r
2
](2k + 2δ + δ + 2) = M [rne−r
2
](2k + δ + 2)
δ∏
l=1
(k +
δ +m
2
+ l),
i.e.
δ∏
l=1
(k +
δ + n
2
+ l) =
δ∏
l=1
(k +
δ +m
2
+ l).
The relation holds if and only if m = n.
Example 2.7.3. Let δ0 be an integer such that δ0 > 2piarccos 3
4
and put δ = 2δ0. According
to Example 2.7.1 the operators Tf0,δ0 and Tf0,δ commute with Tu1 where u1 = u1(re
iθ) =
e(1−e
− 2pii
δ0 )r2 . According to condition (2.3.1) the commutator
[
Tf0,δ0 , Tf0,δ
]
vanishes if and
only if
Γ(k + 1 +
δ0
2
)
Γ(k + 2δ0 + 1 +
δ0
2
)
M [e−r
2
](2k+2δ0+2δ0+2) =
Γ(k + δ0 + 1)
Γ(k + 2δ0 + 1)
M [e−r
2
](2k+2δ0+2),
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which is equivalent to ∏δ0
l=1(k + δ0 + l)∏2δ0
l=1(k +
δ0
2
+ l)
δ0∏
l=1
(k + δ0 + l) = 1 (2.7.3)
and would imply that
∏δ0
l=1(z+ δ0 + l)
2 =
∏2δ0
l=1(z+
δ0
2
+ l) for all z ∈ C. However, this
cannot be true since z = −5δ0
2
is a root of the right hand side and not a root of the left
hand side. Therefore (2.7.3) cannot hold for all k ∈ N0.
In the case of the Bergman space over the unit disc D considered in Theorem A0, Z. C˘uc˘kovic´
and N.V. Rao proved, in [66], the following: Let zlzk be a monomial on D and let j ∈ Z. Then
there is at most one function Ψj ∈ L∞(R+) such that [Tzlzk , TΨjeijθ ] = 0 (c.f. Theorem A0).
In the case of the Segal-Bargmann space we know that if δ < 4 then Ψj is unique with the
above property among the functions of polynomial growth at infinity. Moreover, in Corollary
2.4.2 and Example 2.6.1 we proved for an infinite number of indices j ∈ Z the uniqueness of
Ψj as well. So one may conjecture the following:
Conjecture. Let fm,δ be a fixed monomial. Then for each j ∈ Z, there is at most one function
g(r) defined on the positive real line and of polynomial growth such that [Tfm,δ , Tgeijθ ] = 0 on
the holomorphic polynomials.
Conjecture. Let fm,δ be a fixed monomial. Then for each j ∈ Z\{0}, there is no bounded
non-zero function g(r) such that [Tfm,δ , Tgeijθ ] = 0 on the holomorphic polynomials.
Chapter 3
Commutative algebras of Toeplitz
operators on the Segal-Bargmann space
We construct two types of commutative algebras generated by Toeplitz operators acting on the
Segal-Bargmann space H2s(Cn). The first is a Banach algebra and refers to bounded symbols
in the classRnk(h) (or simply denoted byRk(h)) which is a subspace of k-quasi-homogeneous
symbols (here k ∈ Nm with |k| = n). The second is a C?-algebra and is generated by symbols
of the form Ψ(z) = Ψ(x, y) = a(A(x))eiuy where z = x + iy ∈ Cn, A is an endomorphism
of Rn with kerA = H ⊆ Rn is fixed, u ∈ H and a ∈ L∞(Rn) are arbitrary. In this case, the
result is generalized from the Segal-Bargmann space to all true-k-Fock spaces (c.f. Section 3.4
for the definition). Finally, and in the case of the Segal-Bargmann space we are able to combine
the two situations forming a more general type of commutative Banach algebras of Toeplitz
operators. Roughly speaking, for each fixed l ∈ {0, 1, · · · , n}, k ∈ Nm0 with |k| = l and any
linear subspaceH ⊆ Rn−l the Banach algebra generated by the Toeplitz operators{T s
ϕξpξ
q
a(A(x))eiu·y | ϕξpξ
q ∈ Rlk(h), a ∈ L∞(Rn−l), u ∈ H, A ∈ L(Rn−l) s.t. kerA = H
}
(3.0.1)
is commutative on each Segal-Bargmann space H2s(Cn) when s > 0. In the case of l = n
(respectively l = 0) we recover the commutative Banach algebra (respectively C?-algebra) of
the first (respectively the second) type mentioned above.
3.1 Introduction
Commutative Toeplitz algebras acting on the standard weighted Bergman space A2λ(Bn) of the
unit ball Bn ⊂ Cn have been widely studied by several authors [93–97, 144, 145, 168–172].
In [122], and in the case of n = 1 it was noted that Toeplitz operators with radial symbols are
diagonal with respect to the standard orthonormal basis of A2λ(D) (c.f. Section 1.4). Hence, the
C?-algebra generated by Toeplitz operators of bounded radial symbols is obviously commuta-
tive on each weighted Bergman space A2λ(D) with λ > −1. This space of symbols is actually
the space of bounded measurable functions which are invariant under the group action
73
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S1 × D −→ D
(ξ, z) −→ ξz.
This was the first example which shows that the bounded symbols which are invariant un-
der the group action of a maximal commutative subgroup of the automorphisms of the unit
disc (in this case it is the group of rotations) generates commutative C?-algebras of Toeplitz
operators on each weighted Bergman space. Later on in [144], R. Quiroga-Barranco and N.
Vasilevski gave a general way for constructing commutative C?-algebras of Toeplitz operators
from a maximal commutative subgroup of the automorphisms of Bn. Namely, for any maximal
commutative subgroup in Aut(Bn) the C?-algebras generated by Toeplitz operators with mea-
surable bounded symbols which are invariant under the action of this subgroup is commutative
on each weighted Bergman space A2λ(Bn) of the unit ball. It was noted that there are five differ-
ent classes of such subgroups: quasi-elliptic, quasi-parabolic, quasi-hyperbolic, nilpotent, and
quasi-nilpotent. These classes give rise for n + 2 different cases of commutative C?-algebra
generated by Toeplitz operator acting on the weighted Bergman spaces A2λ(Bn). In the case of
the unit disc, n = 1, and assuming some technical conditions on the ,,richness” of the symbol
classes it was shown in [93] that any C?-algebra generated by Toeplitz operators is commutative
on each A2λ(D) if and only if the symbols of the corresponding Toeplitz operators are invariant
under the group action of a maximal commutative subgroup in Aut(D).
In the case of the Segal-Bargmann space it remained open how to describe the symbol
classes of bounded functions whose corresponding Toeplitz operators generate commutative
C?-algebras. However, examples of (non-commutative) C?-algebras generated by Toeplitz op-
erators have been studied in [33]. In this chapter, we aim to give examples of commutative
algebras generated by Toeplitz operators acting on each Segal-Bargmann space. Analogous
to the case of the unit ball and following the ideas in [172], we show that the Banach alge-
bra generated by Toeplitz operators whose symbols are in a suitable subclass of the k-quasi-
homogeneous functions is commutative on each Segal-Bargmann space H2s(Cn). We also con-
struct a commutative C?-algebra generated by the true-k-Toeplitz operators whose symbols
depend on x = Re(z) and y = Im(z) in a suitable way (c.f. Section 3.4).
In the study of Toeplitz operators with k-quasi-homogeneous symbols, it is interesting for
us to investigate the case where the symbols are only k-quasi-radial but unbounded in general.
In this situation, we employ a natural extension of the usual notion of Toeplitz operators similar
to the one in [16, 117, 118]. Analogous to the case n = s = 1 in [95], it turns out that any
suitable diagonal operator on {zα, α ∈ Nn0}, is a Toeplitz operator with radial symbol in this
general notion for any n ∈ N and any s > 0. Consequently, the C?-algebra generated by such
operators is commutative on each Segal-Bargmann space H2s(Cn) and contains only Toeplitz
operators with radial symbols.
Let us now setup the notation used in this chapter and describe explicitly the steps followed
in our proofs.
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For each s > 0 we denote by H2s := H2s(Cn) the Segal-Bargmann space of entire functions
over Cn square integrable with respect to the Gaussian measure
dµ(s)(z) := dµ 1
4s
(z) = (
s
pi
)ne−s|z|
2
dv(z).
From Section 1.3 we know that H2s is a closed subspace of L2(Cn, dµ(s)) with the reproducing
kernel
K(s)(z, w) = esz·w
and having the set {e(s)α (z) := e
1
4s
α (z) =
√
s|α|
α!
zα}α∈Nn0 as an orthonormal basis . For a mea-
surable function g ∈ E 1
4s
(c.f. Definition 1.3.1) the Toeplitz operator T sg is the densely defined
operator onH2s and given by
(T sg f)(z) =
∫
g(w)f(w)esz·wdµ(s)(w). (3.1.1)
For each tuple k = (k1, · · · , km) of positive integers such that k1 + · · · + km = n we write
Cn = Ck1 × · · · × Ckm and we use the notation
Cn 3 z = (z1, · · · , zn) =
(
(z1, · · · , zk1), (zk1+1, · · · , zk1+k2), · · · , (zn−km+1, · · · , zn)
)
= (z(1), · · · , z(m)) ∈ Ck1 × · · · × Ckm .
For j = 1, · · · ,mwe represent each z(j) = (z1+Pi<j ki , · · · , zPi≤j ki ) ∈ Ckj in polar coordinates:
z(j) = rjξ(j), with rj = |z(j)| and ξ(j) ∈ S2kj−1 ⊂ Ckj .
We start by introducing the notion of k-quasi-radial and k-quasi-homogeneous functions on Cn.
Let us consider the following action of the product of the spheres S2k1−1 × · · · × S2km−1 on Cn
Cn = Ck1 × · · · × Ckm −→ Cn
z = (z(1), · · · , z(m)) −→ (ξ(1)z(1), · · · , ξ(m)z(m)), (3.1.2)
for each (ξ(1), · · · , ξ(m)) ∈ S2k1−1 × · · · × S2km−1.
A measurable function ϕ defined a.e. on Cn is called k-quasi-radial if it is invariant under
the above action. Equivalently, a measurable function ϕ is k-quasi-radial if it depends only on
the radial components r1, · · · , rm i.e. ϕ(z) = ϕ(r1, · · · , rm). The space of all k-quasi-radial
functions will be denoted byRk. It is clear that for any tuple k we haveR(n) ⊆ Rk ⊆ R(1,··· ,1),
i.e. the space of radial functionR(n) (respectively the space of separately radial) is the minimal
(respectively the maximal) among these spaces.
For a k-quasi-radial function ϕ with a high growth at infinity the Toeplitz operator T sϕ may
not be defined on the holomorphic polynomials P[z] (for example when ϕ /∈ L2(Cn, dµ(s))).
However, in some cases we may still define a ,,Toeplitz operator” on P[z] with such symbols
extending (3.1.1) (c.f. [16, 117, 118]). In Section 3.2, we consider a more general notion of
Toeplitz operators T˜ sϕ acting on P[z] whenever ϕ is in a suitable subclass Lsk ⊂ Rk containing
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the µ(s)-square integrable k-quasi-radial functions. Since every function in H2s can be approx-
imated by holomorphic polynomials it is therefore possible to extend the domain of definition
of T˜ sϕ according to the behavior of the operator on P[z]. For example, if T˜ sϕ is bounded on P[z]
then it can be uniquely extended to a bounded operator onH2s . In this case we do not distinguish
between T˜ sϕ and its unique bounded extension T˜ sϕ ∈ L(H2s).
By studying suitable Stieltjes moment problems we will show that any operator T on P[z]
such that Tzα = δ(α)zα with δ(α1) = δ(α2) whenever |α1| = |α2| is originated from a Toeplitz
operator in the above sense. That is there is a radial function (not unique) ϕ(r) such that
T˜ sϕ(r) = T on P[z]. Consequently, we verify that the set of operators
{T˜ sϕ ∈ L(H2s), ϕ ∈ Ls(n)}
is a C?-algebra. Partial results are also obtained for the case of arbitrary k-quasi-radial symbols.
In particular, the set
{T˜ sϕ ∈ L(H2s), ϕ(r1, · · · , rk) = ϕ1(r1) · · ·ϕk(rk) ∈ Lsk} is also a C?-
algebra.
In Section 3.3, we consider Toeplitz operators with k-quasi-homogeneous symbols which
are unbounded in general. More precisely, these symbols are the measurable functions ψ(z)
which can be written in the form:
ψ(z) = ϕ(r1, · · · , rm)ξpξq
for some ϕ ∈ Rk and some p, q ∈ Nn0 with p · q = 0. We shall denote by Hk the space of all
k-quasi-homogeneous functions. For ψ1, ψ2 ∈ Hk ∩ E 1
4s
, we obtain sufficient conditions that
ensure that the Toeplitz operators T sψ1 and T sψ2 commute on P[z] ⊂ H2s . It turns out that these
conditions are independent of the parameter s. Following the ideas in [172], we show that for
each tuple k there are subspaces Rk(h) ⊂ Hk, parametrized by tuples h ∈ Nm0 , containing the
bounded k-quasi-radial functions such that the Banach algebra generated by Toeplitz operators
with symbols in each Rk(h) is commutative. The subspaces Rk(h) are distinct in the case
k 6= (1, · · · , 1). Furthermore, in the case n 6= 1 these are not C?-algebras and when n = 1 they
all collapse to the C?-algebra generated by Toeplitz operators with bounded radial symbols.
Section 3.4 is devoted to the construction of a C?-algebra generated by the true-k-Toeplitz
operators. We shall start the section by defining such operators. In fact, these operators gen-
eralize the notion of Toeplitz operators acting on the Segal-Bargmann space to the case of the
true-k-Fock spaces (c.f. [167]). The symbols we deal with are bounded functions of the form
Ψ(z) = a(A(x))eiu·y where x, y ∈ Rn with z = x + iy, A is an endomorphism of Rn and
t ∈ kerA = H. We prove that each true-k-Toeplitz operator with such symbol is unitary
equivalent to an operator on L2(Rn, dx) which is a composition of a shift and a multiplica-
tion operator. Consequently, for a fixed linear subspace H ⊆ Rn we show that the C?-algebra
generated by true-k-Toeplitz operators with symbol of the previously mentioned form is com-
mutative. In particular, this holds true for Toeplitz operators acting on the Segal-Bargmann
space. Finally, we are able to combine the two situations considered in Sections 3.3 and 3.4 to
form a more general type of commutative Banach-algebra generated by Toeplitz operators of
the form (3.0.1).
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3.2 Commutative C?-algebras of Toeplitz operator
We start by introducing the Toeplitz operator T˜ sϕ on P[z] with symbol ϕ in a suitable class. Let
us consider the following space of measurable functions
Lsk :=
{
ϕ ∈ Rk | ϕzα ∈ L1(Cn, dµ(s)) for all α ∈ Nn0
}
.
Note that for ϕ ∈ Lsk the complex number δϕ,k,s(α)
δϕ,k,s(α) := 〈ϕe(s)α , e(s)α 〉(s) (3.2.1)
can be expressed as an integration over Rm. Indeed, by (1.3.5) and using integration by polar
coordinates rjξ(j) on each complex space Ckj we obtain
〈ϕe(s)α , e(s)α 〉(s) =
sn+|α|
pinα!
∫
Cn
ϕ(w)|wα|2e−s|w|2dv(w)
=
sn+|α|
α!pin
∫
Rm
ϕ(r1, · · · , rm)
m∏
j=1
r
2|α(j)|+2kj−1
j e
−sr2j drj
×
∫
S2kj−1
ξ
α(j)
(j) ξ(j)
α(j)dσ(ξ(j))
=
2msn+|α|∏m
j=1(kj − 1 + |α(j)|)!
∫
Rm
ϕ(r1, · · · , rm)
m∏
j=1
r
2|α(j)|+2kj−1
j e
−sr2j drj. (3.2.2)
Remark 3.2.1. The above equation shows that the multi-sequence {δϕ,k,s(α)}α∈Nn0 satisfies
δϕ,k,s(α) = δϕ,k,s(β) whenever α, β ∈ Nn0 are such that |α(j)| = |β(j)| for all j = 1, · · · ,m.
Moreover, if ϕ ∈ Lsk can be written in the form
ϕ(r1, · · · , rm) =
m∏
j=1
ϕj(rj) (3.2.3)
where ϕj are functions in Ls(kj) then by Fubini´s theorem
δϕ,k,s(α) =
m∏
j=1
δϕj ,kj ,s(α(j)) =
m∏
j=1
δϕ,k,s(0, · · · , α(j), 0, · · · , 0). (3.2.4)
For each ϕ ∈ Lsk we define the Toeplitz operator T˜ sϕ on the holomorphic polynomials by
T˜ sϕ zα := δϕ,k,s(α)zα. (3.2.5)
This notion of Toeplitz operators is a natural extension to the usual definition. Indeed, if
ϕ ∈ Rk is such that P[z] ⊆ D(T sϕ ) := {f ∈ H2s | fϕ ∈ L2(Cn, dµ(s))} then T˜ sϕ = T sϕ on P[z].
In fact, for each α ∈ Nn0 we have ϕzα ∈ L2(Cn, dµ(s)) hence by the monotone convergence
theorem we can write
[T sϕwα](z) = 〈ϕwα, K(s)z 〉(s) = 〈ϕwα,
∑
β∈Nn0
e
(s)
β (w)e
(s)
β (z)〉(s) =
∑
β∈Nn0
〈ϕe(s)α (w), e(s)β (w)〉(s)zβ
= 〈ϕe(s)α , e(s)α 〉(s)zα = [T˜ sϕwα](z).
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Note that, the operator T˜ sϕ uniquely extends to a bounded operator on H2s if and only if
{δϕ,k,s(α)}α∈Nn0 ∈ l∞(Nn0 ). In this case we write T˜ sϕ ∈ L(H2s). Moreover, if ϕ ∈ Lsk is of the
form (3.2.3) then by the above remark
T˜ sϕ zα =
m∏
j=1
T˜ sϕjzα(j) , (3.2.6)
where each T˜ sϕj is the Toeplitz operator defined on the holomorphic polynomials over Ckj .
Furthermore, if ϕ ∈ Ls(n) then T˜ sϕ is a diagonal operator on the monomials and the multi-
sequence of the eigenvalues {δϕ,k,s(α)}α∈Nn0 belongs to the space
l(n)(Nn0 ) :=
{{δα}α∈Nn0 ⊂ C | δα = δβ whenever |α| = |β|}.
Conversely, we will show that for any diagonal operator acting on the monomials by Tzα =
δαz
α with {δα}α∈Nn0 ∈ l(n)(Nn0 ) there is ϕ ∈ Ls(n) (not unique) such that T = T˜ sϕ on P[z]. For
this reason we have to introduce some results on the so-called Stieltjes moment problem.
Theorem 3.2.1. [71] Let {µl}l∈N0 be any sequence of complex numbers. Then there exists a
function g in the space
S+ := {f ∈ S(R) | f(r) = 0 for r < 0}, where S(R) is the Schwartz space over R
such that the moments of g satisfies∫ ∞
0
g(r)rldr = µl for all l ∈ N0. (3.2.7)
The following example shows that there exists a non-zero function g0 ∈ S+ such that∫∞
0
g0(r)r
ldr = 0 for all l ∈ N. Hence the solutions of (3.2.7) in the space S+ are not unique
for any complex sequence {µl}l∈N0 .
Example 3.2.1. [176] Let g0(r) = e−r
1
4 sin(r
1
4 ) then by the change of the variable r
1
4 = t we
have
∫ ∞
0
g0(r)r
ldr = 4
∫ ∞
0
e−tt4l+3 sin(t)dt
= −2i
∫ ∞
0
[e−(1−i)t − e−(1+i)t]t4l+3dt
= −2i(4l + 3)!4−(l+1)[eipi(l+1) − e−ipi(l+1)]
= 4−l(4l + 3)! sin(l + 1)pi = 0.
More generally, in [71] A. J. Duran characterized the functions g ∈ S+ whose moments
(3.2.7) are identically zero. Roughly speaking, if g ∈ S+ then ∫∞
0
g(r)rldr = 0 if and only
if there is a function φ ∈ S+ such that g(r) = 1
2
∫∞
0
φ(x)J0(
√
xr)dx where J0 is the Bessel
function of the first kind.
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Let {δα}α∈Nn0 ∈ l(n)(Nn0 ) be a fixed sequence of complex numbers and consider the operator
T on P[z] defined by Tzα = δαzα . We aim to find a function ϕ ∈ Ls(n) such that T˜ sϕ = T on
P[z]. For this reason, we define the sequence {µl}l∈N0 by
µl := δ(l,0,··· ,0)
(n− 1 + l)!
2sn+l
.
According to Theorem 3.2.1 there exists a function g ∈ S+ such that µl =
∫∞
0
g(r)rldr for
all l ∈ N0. Now let
ϕ(r) :=
2
r2(n−1)
g(r2)esr
2
be defined on (0,∞). We claim that ϕ ∈ Ls(n) and δϕ,k,s(α) = δα for all α ∈ Nn0 . Indeed, since
g is in the Schwartz space then g(r2)r|α|+1 ∈ S(0,∞) ⊂ L1((0,∞), dr) but∫
Cn
|ϕ(z)||zα|e−sr2dv(z) = 2
∫ ∞
0
|g(r2)|r|α|+1dr
∫
S2n−1
1dσ(ξ) <∞.
Moreover, using (3.2.2) and by the change of variables u = r2 we obtain
T˜ sϕ z(l,0,··· ,0) = δϕ,k,s((l, 0, · · · , 0))z(l,0,··· ,0) =
[ 2sn+l
(n− 1 + l)!
∫ ∞
0
ϕ(r)r2n−1r2le−sr
2
dr
]
z(l,0,··· ,0)
=
[ 2sn+l
(n− 1 + l)!
∫ ∞
0
g(u)uldu
]
z(l,0,··· ,0)
= δ(l,0,··· ,0)z(l,0,··· ,0) = Tz(l,0,··· ,0).
Furthermore, for any α ∈ Nn0 we know that
T˜ sϕ zα = δϕ,k,s(α)zα = δϕ,k,s((|α|, 0, · · · , 0))zα = δ(|α|,0,··· ,0)zα = δαzα = Tzα.
We arrive now to the description of the C?-algebra of the bounded Toeplitz operators with
symbols in Ls(n).
Corollary 3.2.1. The set
As(n)(Cn) :=
{T˜ sϕ | ϕ ∈ Ls(n) such that T˜ sϕ ∈ L(H2s)}
is a commutative C?-algebra.
Proof. One can easily check that the set
A(Cn) = {T ∈ L(H2s) | Tzα = δαzα where {δα}α∈Nn0 ∈ l(n)(Nn0 )}
is a commutative C?-algebra. But the above calculation shows thatA(Cn) = As(n)(Cn).
We generalize the above result to the case of bounded Toeplitz operators with symbols of
the form (3.2.3).
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Corollary 3.2.2. The set
Ask,0(Cn) :=
{T˜ sϕ ∈ L(H2s) | ϕ ∈ Lsk s.t. ϕ(r1, · · · , rm) = m∏
j=1
ϕj(rj) where ϕj ∈ Ls(kj)
}
is a commutative C?-algebra.
Proof. Consider the following commutative C?-algebra
A0(Cn) =
{
T ∈ L(H2s) | Tzα = δαzα where δα =
m∏
j=1
δ(0,··· ,α(j),0,··· ,0) and
δα = δβ whenever |α(j)| = |β(j)| for all j = 1, · · · ,m and all α, β ∈ Nn0
}
.
On the one hand, Equations (3.2.2) and (3.2.4) shows thatAsk,0(Cn) ⊂ A0(Cn). On the other
hand, if T ∈ A0(Cn) then for each j = 1 · · · ,m the operator Tj defined on the holomorphic
polynomials over Ckj by
Tjz
αj := Tz(0,··· ,α(j),0,··· ,0)
is bounded on H2s(Ckj). Therefore by the Corollary 3.2.1 there is ϕj(rj) ∈ Ls(kj) such that
T˜ sϕj = Tj onH2s(Ckj). Now let ϕ(r1, · · · , rm) =
∏m
j=1 ϕj(rj) then by (3.2.6) we obtain
T˜ sϕ zα =
m∏
j=1
T˜ sϕjzα(j) =
m∏
j=1
Tjz
αj =
m∏
j=1
δ(0,··· ,α(j),0,··· ,0)z
(0,··· ,α(j),0,··· ,0) = δαzα = Tzα.
Hence A0(Cn) ⊂ Ask,0(Cn) and the corollary follows.
3.3 Commutative Banach algebras generated by Toeplitz op-
erators with k-quasi-homogeneous symbols
Starting from a tuple k = (k1, · · · , km) of positive integers with |k| = nwe construct subspaces
Rk(h) ⊂ Hk∩L∞(Cn) parametrized by tuples h ∈ Nm0 . For each fixed tuple hwe show that the
Toeplitz operators with symbols in Rk(h) commute on each Segal-Bargmann space H2s(Cn).
Consequently, the Banach algebra generated by the Toeplitz operators with symbols in Rk(h)
is commutative.
In [172], N. Vasilevski obtained a similar result for the construction of commutative Ba-
nach algebras generated by Toeplitz operators with k-quasi-homogeneous symbols acting on
the Bergman space of the unit ball A2λ(Bn). As it turns out analogously the result stated in [172]
holds for Toeplitz operators onH2s(Cn).
Let us start by considering a function g ∈ E 1
4s
(i.e. |g(z)| ≤ dec|z|2 for all z ∈ Cn where
d, c > 0 s.t. c < s
2
). From Section 1.3 we know that the Toeplitz operator T sg is well defined on
P[z]. In the following we consider ϕξpξq, ψξuξv ∈ Hk ∩ E 1
4s
with
|p(j)| = |q(j)|, |u(j)| = |v(j)| for all j = 1, · · · ,m
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and apply T s
ϕξpξ
q and T s
ψξuξ
v to the monomials in order to find a class Rk(h) for which Toeplitz
operators with symbols ϕξpξ
q
, ψξuξ
v ∈ Rk(h) commute on P[z].
By direct calculation, the following lemma shows how Toeplitz operators with k-quasi-
homogeneous symbols behave on P[z].
Lemma 3.3.1. Let ϕξpξq ∈ Hk be a k-quasi-homogeneous function i.e. ϕ ∈ Rk and p · q = 0.
Moreover, suppose ϕ ∈ E 1
4s
then for each α ∈ Nn the Toeplitz operator T s
ϕξpξ
q fulfills:
T s
ϕξpξ
qzα =
δ˜ϕ,k,p,q,s(α)zα+p−q αl + pl − ql > 0 for all l = 1, · · · , n0 else, (3.3.1)
where
δ˜ϕ,k,p,q,s(α) =
2msn+|α+p−q|(α + p)!
(α + p− q)!∏mj=1(kj − 1 + |α(j) + p(j)|)!
×
∫
Rm
ϕ(r1, · · · , rm)
m∏
j=1
r
|2α(j)+p(j)−q(j)|+2kj−1
j e
−sr2j drj. (3.3.2)
Proof. Since ϕ ∈ E 1
4s
then by the monotone convergence theorem we can write
T s
ϕξpξ
qzα =
∫
Cn
ϕ(w)ξpξ
q
wαeszw(
s
pi
)ne−s|w|
2
dv(w)
=
∑
β∈Nn
zβs|β|+n
β!pin
∫
Rm
ϕ(r1, · · · , rm)
m∏
j=1
r
|α(j)|+|β(j)|+2kj−1
j e
−sr2j drj
×
∫
S2kj−1
ξ
α(j)+p(j)
(j) ξ(j)
β(j)+q(j)dσ(ξ(j)).
The above terms are all zero except when α(j) + p(j) = β(j) + q(j) for all j = 1 · · · ,m. So that
β = α + p − q which means αl + pl − ql should be non-negative for all l = 1, · · · , n. Using
(1.3.5) we obtain
T s
ϕξpξ
qzα =
2ms|α+p−q|+n
(α + p− q)!
∏m
j=1(α(j) + p(j))!∏m
j=1(kj − 1 + |α(j) + p(j)|)!
×
∫
Rm
ϕ(r1, · · · , rm)
m∏
j=1
r
|2α(j)+p(j)−q(j)|+2kj−1
j e
−sr2j drjzα+p−q.
Let us now consider two Toeplitz operators one with k-quasi-radial symbol and the second
with k-quasi-homogeneous symbol.
Proposition 3.3.1. Let k = (k1, · · · , km) be a tuple of positive integers with k1 + · · ·+ km = n
and consider two functions ϕ1, ϕ2 ∈ Rk ∩E 1
4s
. Then for any couple of orthogonal multi-indices
p, q ∈ Nn0 such that |p(j)| = |q(j)| for all j = 1, · · · ,m the Toeplitz operators T sϕ1 and T sϕ2ξpξq
commute on P[z].
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Proof. Let α ∈ Nn0 be such that αl + pl − ql > 0 for all l = 1, · · · , n then by (3.2.5) and (3.3.1)
we have
• T sϕ1T sϕ2ξpξqz
α = δ˜ϕ2,k,p,q,s(α)T sϕ1zα+p−q = δ˜ϕ2,k,p,q,s(α)δϕ1,k,s(α + p− q)zα+p−q
• T s
ϕ2ξpξ
qT sϕ1zα = δϕ1,k,s(α)T sϕ2ξpξqz
α = δϕ1,k,s(α)δ˜ϕ2,k,p,q,s(α)z
α+p−q.
Hence the operators T sϕ1 and T sϕ2ξpξq commute on P[z] if and only if
δ˜ϕ2,k,p,q,s(α)δϕ1,k,s(α + p− q) = δϕ1,k,s(α)δ˜ϕ2,k,p,q,s(α). (3.3.3)
From Remark 3.2.1 we know that δϕ1,k,s(α) = δϕ1,k,s(β) whenever |α(j)| = |β(j)| for all j =
1, · · · ,m. Since |p(j)| = |q(j)| for all j = 1, · · · ,m we get δϕ1,k,s(α) = δϕ1,k,s(α + p − q) and
(3.3.3) holds.
As a consequence, we obtain the following corollaries
Corollary 3.3.1. For a given tuple k = (k1, · · · , km) let p, q ∈ Nn0 be a pair of orthogonal
multi-indicies such that |p(j)| = |q(j)| for all j = 1, · · · ,m. Then for any ϕ ∈ Rk ∩E 1
4s
we have
T sϕT sξpξq = T sξpξqT sϕ = T sϕξpξq , (3.3.4)
where the above equality holds on P[z].
Proof. First we remark that for any p, q ∈ Nn0 such that |p(j)| = |q(j)| for all j = 1, · · · ,m and
any ϕ ∈ Rk ∩ E 1
4s
the following equality holds
δ˜ϕ,k,p,q,s(α) =
2msn+|α|(α + p)!
(α + p− q)!∏mj=1(kj − 1 + |α(j) + p(j)|)!
×
∫
Rm
ϕ(r1, · · · , rm)
m∏
j=1
r
|2α(j)|+2kj−1
j e
−sr2j drj
=δϕ,k,s(α)
m∏
j=1
(kj − 1 + |α(j)|)!(α(j) + p(j))!
(α(j) + p(j) − q(j))!(kj − 1 + |α(j) + p(j)|)! = δϕ,k,s(α)ηk,p,q(α).
(3.3.5)
The first equality of (3.3.4) follows from Proposition 3.3.1. In order to prove the second
equality we note that δ1,k,s(α) = 〈e(s)α , e(s)α 〉(s) = 1. Now by Lemma 3.3.1 we know that for any
α such that αl + pl − ql > 0:
T s
ϕξpξ
qzα = δ˜ϕ,k,p,q,s(α)z
α+p−q = δϕ,k,s(α)ηk,p,q(α)zα+p−q
= δϕ,k,s(α)δ1,k,s(α)ηk,p,q(α)z
α+p−q = δϕ,k,s(α)δ˜1,k,p,q,s(α)zα+p−q
= T s
ξpξ
qδϕ,k,s(α)z
α = T s
ξpξ
qT sϕ zα.
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Corollary 3.3.2. Given a tuple k = (k1, · · · , km) and a pair of orthogonal multi-indicies p, q ∈
Nn0 such that |p(j)| = |q(j)| for all j = 1, · · · ,m, consider
p˜(j) = (0, · · · , 0, p(j), 0, · · · , 0) and q˜(j) = (0, · · · , 0, q(j), 0, · · · , 0)
then
T s
ξ
p˜(j1)ξ
q˜(j1)
T s
ξ
p˜(j2)ξ
q˜(j2)
= T s
ξ
p˜(j1)
+p˜(j2)ξ
q˜(j1)
+q˜(j2)
.
In particular, the operators T s
ξ
p˜(j)ξ
q˜(j)
mutually commute for j = 1, · · · ,m and
m∏
j=1
T s
ξ
p˜(j)ξ
q˜(j)
= T s
ξpξ
q .
Proof. It is easy to see that
ηk,p˜(j1),q˜(j1)(α)ηk,p˜(j2),q˜(j2)(α) = ηk,p˜(j1)+p˜(j2),q˜(j1)+q˜(j2)(α),
where ηk,p,q(α) is given by (3.3.5). Therefore
T s
ξ
p˜(j1)ξ
q˜(j1)
T s
ξ
p˜(j2)ξ
q˜(j2)
zα = ηk,p˜(j2),q˜(j2)(α)T sξp˜(j1)ξq˜(j1)z
α+p˜(j2)−q˜(j2)
= ηk,p˜(j2),q˜(j2)(α)ηk,p˜(j1),q˜(j1)(α)z
α+p˜(j1)+p˜(j2)−q˜(j1)−q˜(j2)
= ηk,p˜(j1)+p˜(j2),q˜(j1)+q˜(j2)(α)z
α+p˜(j1)+p˜(j2)−q˜(j1)−q˜(j2)
= T s
ξ
p˜(j1)
+p˜(j2)ξ
q˜(j1)
+q˜(j2)
zα.
We are ready now to consider two Toeplitz operators with k-quasi-homogeneous symbols.
Theorem 3.3.1. Given a tuple k = (k1, · · · , km) of positive integers with k1 + · · · + km = n.
Let p, q, u, v ∈ Nn0 such that p · q = 0, u · v = 0 and
|p(j)| = |q(j)|, |u(j)| = |v(j)| for all j = 1, · · · ,m.
Moreover, suppose that for each l = 1, · · · , n one of the following conditions holds:
• pl = ql = 0,
• ul = vl = 0,
• pl = ul = 0,
• ql = vl = 0.
Then for any functions ϕ, ψ ∈ Rk ∩ E 1
4s
the Toeplitz operators T s
ϕξpξ
q and T s
ψξuξ
v commute on
P[z].
Proof. Let α ∈ Nn0 be such that αl + pl − ql + ul − vl > 0 for all l = 1, · · · , n. Then by (3.3.1)
we know that:
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• T s
ϕξpξ
qT s
ψξuξ
vzα = δ˜ψ,k,u,v,s(α)T sϕξpξqzα+u−v = δ˜ψ,k,u,v,s(α)δ˜ϕ,k,p,q,s(α+u−v)zα+u−v+p−q,
• T s
ψξuξ
vT s
ϕξpξ
qzα = δ˜ϕ,k,p,q,s(α)T sψξuξvzα+p−q = δ˜ϕ,k,p,q,s(α)δ˜ψ,k,u,v,s(α+p−q)zα+u−v+p−q.
Then T s
ϕξpξ
q and T s
ψξuξ
v commute on P[z] if and only if for every α ∈ Nn0 with αl + pl − ql +
ul − vl > 0 we have
δ˜ψ,k,u,v,s(α)δ˜ϕ,k,p,q,s(α + u− v) = δ˜ϕ,k,p,q,s(α)δ˜ψ,k,u,v,s(α + p− q).
Since |p(j)| = |q(j)| and |u(j)| = |v(j)| for all j = 1, · · · ,m the above equation takes the form
2msn+|α|(α + u)!
(α + u− v)!∏mj=1(kj − 1 + |α(j) + u(j)|)!
∫
Rm
ψ(r1, · · · , rm)
m∏
j=1
r
2|α(j)|+2kj−1
j e
−sr2drj
× 2
msn+|α|(α + u− v + p)!
(α + u− v + p− q)!∏mj=1(kj − 1 + |α(j) + p(j)|)!
×
∫
Rm
ϕ(r1, · · · , rm)
m∏
j=1
r
2|α(j)|+2kj−1
j e
−sr2drj
=
2msn+|α|(α + p)!
(α + p− q)!∏mj=1(kj − 1 + |α(j) + p(j)|)!
∫
Rm
ϕ(r1, · · · , rm)
m∏
j=1
r
2|α(j)|+2kj−1
j e
−sr2drj
× 2
msn+|α|(α + p− q + u)!
(α + p− q + u− v)!∏mj=1(kj − 1 + |α(j) + u(j)|)!
×
∫
Rm
ψ(r1, · · · , rm)
m∏
j=1
r
2|α(j)|+2kj−1
j e
−sr2drj.
Therefore the Toeplitz operators T s
ϕξpξ
q and T s
ψξuξ
v commute on P[z] if
(α + u− v + p)!(α + u)!
(α + u− v)! =
(α + p− q + u)!(α + p)!
(α + p− q)! .
The equality holds for all α ∈ Nn0 if for each l = 1, · · · , n one of the above conditions holds.
By the above theorem we are now able to construct commutative Banach algebras gener-
ated by Toeplitz operators with k-quasi-homogeneous symbols. Let us start by a tuple k =
(k1, · · · , km) of positive integers with k1 + · · ·+ km = n. Since the perturbation of the coordi-
nates is a biholomorphism of Cn and gives an unitary equivalence of the Toeplitz operator (via
the biholomorphic map), we can assume k1 6 k2 6 · · · 6 km.
Now consider a tuple h = (h1, · · · , hm) with hj = 0 if kj = 1 and 1 6 hj 6 kj − 1 and if
kj0 = kj1 with j0 < j1 put hj0 6 hj1 . Put
p(j) = (pj,1, · · · , pj,hj , 0 · · · , 0), q(j) = (0, · · · , 0, qj,hj+1, · · · , qj,kj) (3.3.6)
where p1,1, · · · , pm,hm , q1,h1+1, · · · , qm,km ∈ Nn0 satisfies
|p(j)| = |q(j)|. (3.3.7)
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Now letRk(h) be the space of all bounded k-quasi-homogeneous symbols of the form
ϕ(r1, · · · , rm)ξpξq,
where p, q are multi-indices of the form (3.3.6) and satisfying (3.3.7) then by Theorem
(3.3.1) we obtain
Corollary 3.3.3. The Toeplitz operators with symbols in Rk(h) generates a commutative Ba-
nach algebra in L(H2s). Moreover, for n > 2 and k 6= (1, · · · , 1) these algebras are not
C?-algebras.
3.4 Commutative C?-algebras generated by true-k-Toeplitz
operators
In this section, for each multi-index k = (k1, · · · , kn) ∈ Nn we consider the true-k-Fock space
F 2(k)(Cn) as was defined in [167]. Via the orthogonal projection P(k) from L2(Cn, dµ := dµ(1))
onto F 2(k)(Cn) we define the true-k-Toeplitz operator T
(k)
ϕ , with suitable symbol ϕ, on F 2(k)(Cn)
as P(k)Mϕ where Mϕ is the multiplication operator by ϕ. Consider two bounded functions θ
and γ on Cn such that
θ(z) = θ(x, y) = a(A(x))eiu·y, γ(z) = δ(x, y) = b(B(x))eit·y
where z = x + iy, x, y ∈ Rn, and a, b are functions on Rn. Moreover, A and B are linear
maps on Rn and u, t ∈ Rn. We show that the operator T (k)θ on F 2(k)(Cn) is unitary equivalent
to an operator on L2(Rn, dx) which is a composition of a shift and a multiplication operator.
The point here is that the equivalence arise from an isometric isomorphism from F 2(k)(Cn) onto
L2(Rn, dx). This isomorphism was introduced by N. Vasilevski in [167]. As a consequence,
we show that the two true-k-Toeplitz operator T (k)θ and T
(k)
γ commute whenever u ∈ kerB and
t ∈ kerA. In particular, for any subspaceH ⊂ Rn the C?-algebra generated by the set
{T (k)
a(A(x))eiu·y , a ∈ L∞(Rn), A is an endomorphism of Rn with kerA = H and u ∈ H}
is commutative. We would like then to mention that our results still hold true for the case of the
Segal-Bargmann space. Finally, we combine the algebras obtained here with those given in the
previous section to form a more general type of commutative Banach algebra generated by the
operators in (3.0.1).
For k ∈ N the k-Fock space F 2k (C) is defined to be the closure of the set of all smooth
functions in L2(C, dµ) satisfying the equation
∂k
∂zk
ϕ = 0.
The true-k-Fock space is defined as follows:
F 2(k)(C) = F 2k (C)	 F 2k−1(C), for k > 1
F 2(1)(C) = H21(C).
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Now for each multi-index k = (k1, · · · , kn) ∈ Nn the true-k-Fock space F 2(k)(Cn) on Cn is
defined as the tensor product of the true-poly-Fock spaces on C
F 2(k)(Cn) :=
n⊗
j=1
F 2(kj)(C),
with the induced norm from L2(Cn, dµ). We denote by P(k) the orthogonal projection from
L2(Cn, dµ) onto F 2(k). Moreover, we introduce on Rn the function
h˜k(y) :=
n∏
j=1
hkj(yj),
where hkj(u) is the function defined on R by
hkj(u) = (2
kjkj!
√
pi)−
1
2Hkj(u)e
−u2
2 ,
andHkj(u) := (−1)kjeu2 d
kj
dukj
e−u
2 is the Hermite polynomial of degree kj . By direct calculation
it is easy to see that ‖h˜k(y)‖L2(Rn,dy) = 1.
We now collect some of the results which were obtained in [167] and which we shall use
later. In [167] N. Vasilevski introduced the following unitary operators:
•
U1 : L
2(Cn, dµ) −→ L2(Rn, dx)⊗ L2(Rn, dy)
ϕ −→ (U1ϕ)(x, y) := pi−n2 e−
|x|2+|y|2
2 ϕ(x+ iy),
• U2 := I ⊗F : L2(Rn, dx)⊗ L2(Rn, dy) −→ L2(Rn, dx)⊗ L2(Rn, dy),
•
U3 = U
−1
3 = U
?
3 : L
2(Rn, dx)⊗ L2(Rn, dy) −→ L2(Rn, dx)⊗ L2(Rn, dy)
ϕ −→ (U3ϕ)(x, y) :=
ϕ(
1√
2
(x+ y),
1√
2
(x− y))
where I is the identity map and F is the Fourier transformation on L2(Rn). The following
theorem was established in [167].
Theorem 3.4.1. [167] The unitary operator U = U3U2U1 provides an isometric isomorphism
of the space L2(Cn, dµ) onto L2(Rn, dx) ⊗ L2(Rn, dy) under which the true-k-Fock space is
mapped onto L2(Rn, dx)h˜k−1(y) where 1 = (1, 1, · · · , 1).
By Generalizing from the case n = 1 (as proved in [167]) to an arbitrary dimension n and
by using the above theorem one can verify that the mapping
R(k) : L
2(Rn, dx) −→ L2(Rn, dx)⊗ L2(Rn, dy)
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defined by R(k)f := f(x)h˜k−1(y) is an isometric embedding and the adjoint operator
R?(k) : L
2(Rn, dx)⊗ L2(Rn, dy) −→ L2(Rn, dx)
is given by
(R?(k)ϕ)(x) =
∫
Rn
ϕ(x, y)h˜k−1(y)dy.
We define the operator R˜(k) := R?(k)U on L
2(Cn, dµ), and use the same techniques as in [167]
for the case n = 1 to prove the following theorem.
Theorem 3.4.2. The restriction
R˜(k)|F 2(k)(Cn) : F 2(k)(Cn) −→ L2(Rn, dx)
and the adjoint operator
R˜?(k) = U
?R(k) : L
2(Rn, dx) −→ F 2(k)(Cn)
are isometric isomorphisms. Furthermore, it holds
R˜(k)R˜
?
(k) = I : L
2(Rn, dx) −→ L2(Rn, dx),
and
R˜?(k)R˜(k) = P(k) : L
2(Cn, dµ) −→ F 2(k)(Cn).
Let us introduce the notion of true-k-Toeplitz operators on the true-k-Fock space F 2(k)(Cn).
Definition 3.4.1. Let h be a bounded function on Cn then the true-k-Toeplitz operator T (k)h is
defined on F 2(k)(Cn) as
T
(k)
h := P(k)Mh,
where Mh is the multiplication operator by h.
Note that for k = 1 = (1, 1, · · · , 1) we have F 2(1)(Cn) = ⊗nj=1H21(C) = H21(Cn) and
T
(1)
h := P(1)Mh is the usual Toeplitz operator onH21(Cn).
Using Theorem 3.4.2 it is easy to see that the true-k-Toeplitz operator T (k)h on F
2
(k)(Cn) is
unitary equivalent to the operator
R˜(k)T
(k)
h R˜
?
(k) = R˜(k)P(k)MhR˜
?
(k) = R˜(k)R˜
?
(k)R˜(k)MhR˜
?
(k)
= R˜(k)MhR˜
?
(k)
= R?(k)UMhU
?R(k) := Sh.
For a special kind of bounded symbols θ we prove that the above operator Sθ is a composi-
tion of a shift and a multiplication operator on L2(Rn).
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Theorem 3.4.3. Let k = (k1, k2, · · · , kn) be a tuple of positive integers and consider a bounded
function θ on Cn of the following form
θ(z) = θ(x, y) = a(A(x))eiu·y,
where u ∈ Rn and A is an endomorphism of Rn. Then the true-k-Toeplitz operator T (k)θ on
F 2(k)(Cn) is unitary equivalent to the operator Sθ on L2(Rn, dx) which is given by:
(Sθψ)(x) = ψ(x− u√
2
)
∫
Rn
a
(
A(
x+ y√
2
)
)
h˜k−1(y +
u√
2
)h˜k−1(y)dy,
for all ψ ∈ L2(Rn, dx).
Proof. We want to calculate (Sθψ)(x) := R?(k)(UMθU
?R(k)ψ)(x). First we calculate the op-
erator UMθU?. It is easy to check U1MθU?1 = Mθ. Now let φ = U2(f ⊗ g) = f ⊗ F(g) ∈
L2(Rn, dx)⊗ L2(Rn, dy) then
U2MθU
?
2φ = [I ⊗F ]a(A(x))eiu·yf ⊗ g
= a(A(x))f ⊗F(g(·)eiu(·))(y)
= a(A(x))f ⊗F(g)(y − u) = a(A(x))φ(x, y − u).
For convenience we write (τφ)(x, y) := φ(x, y − u). We shall now apply the operator
UMθU
? on an arbitrary element ϕ ∈ L2(Rn, dx)⊗ L2(Rn, dy):
(UMθU
?ϕ)(x, y) = U3a(A(x))τU
?
3ϕ = U3a(A(x))τϕ(
x+ y√
2
,
x− y√
2
)
= U3a(A(x))ϕ(
x+ y − u√
2
,
x− y + u√
2
)
= a(A(
x+ y√
2
))ϕ(x− u√
2
, y +
u√
2
).
Therefore, for any ψ ∈ L2(Rn, dx) we obtain
(Sθψ)(x) = R
?
(k)(UMθU
?R(k)ψ)(x)
=
∫
Rn
UMθU
?(R(k)ψ)(x, y)h˜k−1(y)dy
=
∫
Rn
a(A(
x+ y√
2
))(R(k)ψ)(x− u√
2
, y +
u√
2
)h˜k−1(y)dy
= ψ(x− u√
2
)
∫
Rn
a(A(
x+ y√
2
))h˜k−1(y +
u√
2
)h˜k−1(y)dy.
We are able now to construct commutative true-k-Toeplitz operators.
Theorem 3.4.4. Consider two bounded functions on Cn
θ(z) = θ(x, y) = a
(
A(x)
)
eiu·y and γ(z) = γ(x, y) = b
(
B(x)
)
eit·y,
where A and B are endomorphisms of Rn, t ∈ kerA and u ∈ kerB. Then for any tuple k =
(k1, k2, · · · , kn) of positive integers the two true-k-Toeplitz operators T (k)θ and T (k)γ commute
on the true-k-Fock space F 2(k)(Cn).
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Proof. By Theorem 3.4.3 we know that T (k)θ T
(k)
γ is unitary equivalent to the operator SθSγ on
L2(Rn, dx) which is given by:
(SθSγϕ)(x) = Sθ(Sγϕ)(x) = (Sγϕ)(x− u√
2
)
∫
Rn
a(A(
x+ y√
2
))h˜k−1(y +
u√
2
)h˜k−1(y)dy
= ϕ(x− u√
2
− t√
2
)
∫
Rn
b(B(
x− u√
2
+ v√
2
))h˜k−1(v +
t√
2
)h˜k−1(v)dv
×
∫
Rn
a(A(
x+ y√
2
))h˜k−1(y +
u√
2
)h˜k−1(y)dy. (3.4.1)
On the other hand T (k)γ T
(k)
θ is unitary equivalent to the operator SγSθ on L
2(Rn, dx):
(SγSθϕ)(x) = Sγ(Sθϕ)(x) = (Sθϕ)(x− t√
2
)
∫
Rn
b(B(
x+ v√
2
))h˜k−1(v +
t√
2
)h˜k−1(v)dv
= ϕ(x− t√
2
− u√
2
)
∫
Rn
a(A(
x− t√
2
+ y√
2
))h˜k−1(y +
u√
2
)h˜k−1(y)dy
×
∫
Rn
b(B(
x+ v√
2
))h˜k−1(v +
t√
2
)h˜k−1(v)dv. (3.4.2)
It is easy now to see that the two equations (3.4.1) and (3.4.2) are equal whenever t ∈ kerA and
u ∈ kerB.
Remark 3.4.1. Let θ and γ be the two functions defined in the above theorem. Then the Toeplitz
operators T sθ and T sγ commute on each Segal-Bargmann spaceH2s(Cn). Indeed, the above the-
orem shows that the Toeplitz operators Tθ and Tγ commute onH21(Cn) as well as the operators
Tθ( ·√
s
) and Tγ( ·√
s
) for any s > 0. Now by a slight generalization of Eq. (2.4.20) for the case of
an arbitrary dimension n one can easily verify that for any measurable function h we have
T sh g(z) = [Th( ·√s )g(
·√
s
)](
√
sz), for all g s. t. hg ∈ L2(C, dµ(s)). (3.4.3)
Applying the above equation to the product operator T sθ T sγ one obtains
T sθ T sγ g(z) =
[
Tθ( ·√
s
)
[
[Tγ( ·√
s
)g(
·√
s
)](·)]](√sz)
= [Tγ( ·√
s
)
[
[Tθ( ·√
s
)g(
·√
s
)](·)]](√sz)
= T sγ T sθ g(z) for all g ∈ H2s(Cn)
Theorem 3.4.4 (respectively Remark 3.4.1 ) allows us to generate commutative C?-algebras
of true-k-Toeplitz operators (respectively of Toeplitz operators).
Corollary 3.4.1. Let H be a linear subspace of Rn then for each tuple k = (k1, k2, · · · , kn) of
positive integers the C?-algebra generated by the set
{T (k)
a(A(x))eiu·y | a ∈ L∞(Rn), A is an endomorphism of Rn with kerA = H and u ∈ H}
is commutative.
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Corollary 3.4.2. LetH be a linear subspace of Rn then the C?-algebra generated by the set
{T sa(A(x))eiu·y | a ∈ L∞(Rn), A is an endomorphism Rn with kerA = H and u ∈ H}
is commutative.
Now we combine the above result of commutative C?-algebra with the result in Section 3.3
to form a more general types of commutative Banach algebras genrated by Toeplitz operators.
Let s > 0 be arbitrary and consider the Segal-Bargmann space H2s(Cn). Fix a number
l ∈ {0, 1, · · · , n} and a tuple k = (k1, · · · , km) ∈ Nm such that |k| = l. Consider a tuple
h = (h1, · · · , hm) with hj = 0 if kj = 1 and 1 ≤ hj ≤ kj − 1 and when kj0 = kj1 for
certain j0 < j1 put hj0 ≤ hj1 . Moreover, for each j = 1, · · · ,m let p(j), q(j) ∈ Nkj0 to be of the
following form
p(j) = (pj,1, · · · , pj,hj , 0, · · · , 0) q(j) = (0, · · · , 0, qj,hj+1, · · · , qj,kj), with |p(j)| = |q(j)|.
Note that the numbers pj,1, · · · , pj,hj , qj,hj+1, · · · , qj,kj are arbitrary in N0. Now with those
p(j), q(j) as defined above put
p = (p(1), · · · , p(m)), q = (q(1), · · · , q(m)) ∈ Nl.
Let us decompose the complex spaceCn as the productCn = Cl×Cn−l and write z = (z′, z′′) ∈
Cl×Cn−l. Moreover, we represent z′ ∈ Cl in the polar coordinates rjξ(j) with rj = |z′(j)|, ξ(j) ∈
S2kj−1 and we write ξ = (ξ(1), · · · , ξ(m)). We denote by Rlk(h) the space of bounded k-quasi-
homogeneous symbols
ϕ(r1, · · · , rm)ξpξq,
where p, q are given by the above form. Furthermore, for z′′ ∈ Cn−l we decompose z′′ in its
real and imaginary part z′′ = x+ iy.
With the notation used above, we are now able to construct new commutative Banach alge-
bras generated by Toeplitz operators.
Corollary 3.4.3. Let l ∈ {0, 1, · · · , n} be fixed. Then for each linear subspace H ⊆ Rn−l and
each tuple k = (k1, · · · , km) ∈ Nm such that |k| = l and each tuple h as described above the
Banach algebra generated by the set{T s
ϕξpξ
q
a(A(x))eiu·y | ϕξpξ
q ∈ Rlk(h), a ∈ L∞(Rn−l), u ∈ H, A ∈ L(Rn−l) s.t. kerA = H
}
is commutative.
Proof. Let g = g1 ⊗ g2 ∈ H2s(Cn) = H2s(Cl) ⊗ H2s(Cn−l). Then for any Toeplitz operator of
the above form one can easily check that
[T s
ϕξpξ
q
a(A(x))eiu·yg](z) = [T sϕξpξqg1](z′) · [T sa(A(x))eiuyg2](z′),
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where T s
ϕξpξ
q and T sa(A(x))eiuy are the Toeplitz operators on H2s(Cl) and H2s(Cn−l), respectively.
The corollary follows by an application of Corollary 3.3.3 to the case of the Segal-Bargmann
space H2s(Cl) and another application of Corollary 3.4.2 to the case of the Segal-Bargmann
spaceH2s(Cn−l).
Note that, in the above corollary, when l = n (respectively l = 0) this is the commutative
Banach-algebra (respectively C?-algebra) obtained in Corollary 3.3.3 (respectively in Corollary
3.4.2).
Finally, we would like to mention some open problems which are inspired by our results.
1. With the notation used in Section 3.2, it is clear that for any tuple k = (k1, · · · , km) ∈ Nm
with |k| = n the set
Ask(Cn) :=
{T˜ sϕ , ϕ ∈ Lsk such that T˜ sϕ ∈ L(H2s)}
is contained in the commutative C?-algebra
Ak =
{
T ∈ L(H2s) | Tzα = δαzα where δα = δβ
whenever |α(j)| = |β(j)| for all j = 1, · · · ,m and all α, β ∈ Nn0
}
.
Analogous to the case k = (n) as considered in Corollary 3.2.1, one may ask wether it is
still true that Csk(Cn) ≡ Ck thus being also a commutative C?-algebra. In fact, it is easy
to see that such a problem reduces to the following higher dimensional moment problem:
Let {δα}α∈Nn0 be such that δα = δ(|α(1)|,··· ,|α(m)|). Find a function g(r1, · · · , rm) such that
δα =
∫
Rm+
g(r1, · · · , rm)
m∏
j=1
r
|α(j)|
j drj for all α ∈ Nn0
and that
g(r21, · · · , r2m)esr2∏m
j=1 r
2kj−|β(j)|
j
∈ L1(Rm+ , dr) for all β = (β(1), · · · , β(m)) ∈ Nn0 .
2. As mentioned in Section 2.1, in [66] Z. C˘uc˘kovic´ and N. Rao proved that if ϕ1, ϕ2 ∈
L∞(D) such that ϕ1 is non-constant and radial then the Toeplitz operators Tϕ1 and Tϕ2
commute on A2(D) if and only if ϕ2 is radial. Later on, in [181] Ze-Hua Zhou and Xing-
Tang Dong showed that if p, q ∈ Nn0 are orthogonal multi-indices and ϕ1, ϕ2 ∈ L∞(Bn)
are radial such that ϕ1 is non-constant and ϕ2 6= 0 then Tϕ1 and Tϕ2ξpξq commute on
the un-weighted Bergman space A2(Bn) if and only if |p| = |q|. Finally, in [172] N.
Vasilevski generalized the previously result to the case of k-quasi-radial functions and
standard weighted Bergman spaces A2λ(Bn) over the unit ball. Roughly speaking, given a
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tuple k = (k1, · · · , km) ∈ Nm with |k| = n, a pair of orthogonal multi-indices p, q ∈ Nn0 ,
and two k-quasi-radial functions ϕ1, ϕ2 ∈ L∞(Bn) such that ϕ1 is non-constant and
ϕ2 6= 0, then Tϕ1 and Tϕ2ξpξq commute on each weighted Bergman space A2λ(Bn) if and
only if |p(j)| = |q(j)| for each j = 1, · · · ,m.
As for such a problems in the case of the Segal-Bargmann space the growth of the symbol
near infinity plays an essential role. As explained in Section 1.3, W. Bauer and T. Le
proved that if ϕ1, ϕ2 ∈ Sym>0(Cn) := ∩s>0Es such that ϕ1 is non-trivial and radial then
T sϕ1 and T sϕ2 commute if and only if ϕ2(eiθz) = ϕ2(z) for a.e. θ ∈ R and a.e. z ∈ Cn
[16]. In particular, if ϕ2(z) = ϕ3(r)ξpξ
q
for some orthogonal multi-indices p, q ∈ Nn0 and
some radial function ϕ3 then T sϕ1 and T sϕ2 commute if and only if |p| = |q|. Analogous to
this case, one may ask if the following is till true:
Let k = (k1, · · · , km) ∈ Nm with |k| = n and fix a pair of orthogonal multi-indices
p, q ∈ Nn0 . Consider two k-quasi-radial functions ϕ1, ϕ2 ∈ Sym>0(Cn) such that ϕ1 is
non-constant and ϕ2 6= 0 then T sϕ1 and T sϕ2ξpξq commute on each Segal-Bargmann space
H2s(Cn) if and only if |p(j)| = |q(j)| for each j = 1, · · · ,m. The sufficient condition
is proved by Proposition 3.3.1, however the necessary condition is still open for further
research.
Chapter 4
,,Heat kernel” for Toeplitz operators
We employ Berezin’s result in [29] to calculate the heat kernel of a certain class of elliptic
and sub-elliptic partial differential operators. Via the Bargmann transform which maps L2(Rn)
isometrically onto H2(Cn) := H21(Cn) every partial differential operator L on L2(Rn) with
polynomial coefficients is unitary equivalent to a Toeplitz operator Tf on H2(Cn) where f is
a polynomial over Cn in the complex variables z and z. We show that when f(z, z) = zAz
and A is a n × n positive semidefinite matrix then the one parameter semi-group e−tTf can be
calculated explicitly by Berezin’s formula (4.1.1). In this case, it turns out that the operator
e−tTf is also a Toeplitz operator on H2(Cn) and the ,,heat kernel” of Tf defined on R+ × C2n
is simply obtained (c.f. Theorem 4.3.5). Finally, the heat kernel of the operator L defined
on R+ × R2n is deduced via an application of the inverse Bargmann transform. We illustrate
our method by obtaining the heat kernel of the Hermite operator on Rn as well as that of the
isotropic twisted Laplacian on Rn (here n = 2N with N ∈ N is arbitrary). Moreover, using
this approach together with the partial Fourier transformation we calculate the heat kernel of the
Grusin operator onRn+1 as well as that of the sub-Laplace operator on the (2N+1)-dimensional
Heisenberg group H(2N+1).
4.1 Introduction
Several attempts for expressing the heat kernel for the sub-Laplace operator ∆sub on nilpotent
Lie groups appeared in many papers [24–27, 58, 59, 67, 85, 86, 110, 116, 148]. In [88],
B. Gaveau constructed the heat kernel for ∆sub on free 2-step nilpotent Lie groups using the
complex Hamilton-Jacobi method (see also [25–27, 55]). By the left invariance of ∆sub on a
nilpotent Lie group (M, ?) the heat kernel k(t, x, y) can be described by a smooth function kt(x)
onR+×M in the form k(t, x, y) = kt(y−1?x). The complex Hamilton-Jacobi method assumes
that the kernel kt(x) has a certain integral form which reflects the physical phenomena. More
precisely, the value of kt(x) at a point x and time t is equal to the integral of the heat flowing
over a certain class of geodesics starting from the identity element of the group and arriving
at x at the time t. By solving a certain Hamiltonian system (c.f. Chapter 10 in [56]) the class
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of the geodesics is determined. Another method for calculating the heat kernel for ∆sub on
free 2-step nilpotent Lie groups uses the symbolic calculus of pseudo-differential operators (c.f.
[115, 116]). This method is also applicable to strongly elliptic operators and some sub-elliptic
operators (c.f. Chapter 15 in [56]). The heat kernel of ∆sub is usually given in an integral
form (c.f. Theorem 15.4.8 in [56]). In the case of connected and simply connected free 2-
step nilpotent Lie groups the integral runs over Rn+
n(n−1)
2 where n is the dimension of the Lie
algebra. Several other methods for calculating the kernel of ∆sub are explained in [56].
The easiest example of a 2-step nilpotent Lie group is the (2N + 1)-dimensional Heisen-
berg group H(2N+1). In [110], A. Hulanicki was the first to give an explicit integral formula for
the heat kernel of the sub-Laplacian on H(2N+1) using a probabilistic argument. The argument
involves some harmonic analysis techniques especially Mehler’s formula for the Hermite func-
tions (c.f. [84, 164]). In this chapter, we investigate the heat kernel for a class of elliptic and
sub-elliptic differential operators using Toeplitz operator theory techniques. Our method can be
used for finding the heat kernel of the sub-Laplacian onH(2N+1) but it is also applicable for other
differential operators (c.f. Examples 4.3.1, 4.3.2 and 4.3.3, Corollary 4.3.2 and Theorem 4.3.7)
with polynomial coefficients. However, it is still not clear how to characterize completely the
class of partial differential operators for which their heat kernel can be obtained by this method.
In fact, our approach is somewhat limited since it is heavily based on the symbol of the Toeplitz
operator associated to the differential operator via the Bargmann transform. The method we use
relies on the partial Fourier transform, Bargmann transform and on Berezin’s method for the
construction of the exponential of an essentially selfadjoint Toeplitz operator having a positive
symbol [29]. Let us explain these tools in more details.
Consider a partial differential operator L on L2(Rn+1) whose function coefficients are in-
dependent of the last variable. The partial Fourier transform with respect to the last variable is
used to eliminate this variable in the operator L. This transform in some of the examples is used
to reduce a sub-elliptic operator to an elliptic one (c.f. Chapter 5 in [56]). The problem is then
reduced to find the heat kernel of this elliptic operator having fewer variables. Under certain
conditions (c.f. Proposition 4.3.1) the heat kernel of the sub-elliptic operator can be obtained by
an application of the inverse partial Fourier transform to the heat kernel of the elliptic operator.
Suppose that the operator obtained by applying the partial Fourier transform on L is a partial
differential operator with polynomial coefficients and let us denote it by L1. Via the Bargmann
transform L1 is unitary equivalent to a Toeplitz operator Tf on H2(Cn) where f is a polynomial
over Cn. The problem of finding the heat kernel of L1 on L2(Rn) is then transformed to a
similar problem of finding the ,,heat kernel” of Tf on H2(Cn) (c.f. Definition 4.3.3 for the
notion of the ,,heat kernel” of Toeplitz operators). In fact, the heat kernel of L1 on L2(Rn) can
be easily related to the heat kernel of Tf via an application of the inverse Bargmann transform.
There is no general method to calculate the ,,heat kernel” of the Toeplitz operator Tf explic-
itly. However, in the case where f is positive and Tf is selfadjoint the operator e−sTf exists for
all s > 0 and is given by Berezin’s formula (c.f. [29])
e−sTf = lim
N−→∞
(T
e−
s
N
f )N , (4.1.1)
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where the above limit is understood in the strong sense. In this case the ,,heat kernel” of the
operator Tf on H2(Cn) is obtained by a simple expression involving the exponential operator
e−sTf and the reproducing kernel of the Segal-Bargmann space (c.f. Theorem 4.3.5). Therefore,
the main point is to compute the higher product of Toeplitz operators (T
e−
s
N
f )N where s > 0
and N ∈ N. This product is in general expressed as a multiple integral over CnN (c.f. [29])
and in some cases it can be reduced to a simple integral over Cn. In particular, if we consider
f(z) = zAz, where z, z ∈ Cn and I + s
N
A are positive definite Hermitian matrices for all
s > 0 and N ∈ N , then each product (T
e−
s
N
f )N is simply a Toeplitz operator whose symbol
involves s and N . Moreover, using Eq. (4.1.1) the exponential operator e−sTf is also a Toeplitz
operator with an explicitly given symbol involving the time parameter s. In this case, the ,,heat
kernel” of the Toeplitz operator Tf is easily computed and via the inverse Bargmann transform
and the inverse partial Fourier transform the heat kernel of the partial differential operator L on
L2(Rn+1) is obtained.
In this chapter, we aim to give a proof of the above approach for calculating the heat kernel
of a class of elliptic and sub-elliptic partial differential operators . We illustrate the method
by calculating the heat kernel for the Hermite operator on Rn and for the isotropic twisted
Laplacian on Rn (here n = 2N with N ∈ N is arbitrary). We also give an explicit integral
expression for the heat kernel of the Grusin operator on Rn+1 and the sub-Laplace operator on
H(2N+1). We note that the exact form of these kernels have been known since some time but our
method works for other cases too.
Chapter 4 is organized as follows: In Section 4.2, we start by introducing a family of
Bargmann transforms {βt}t>0 for which each βt maps L2(Rn) isometrically onto H2(Cn).
The parameter t > 0 is essential and will be used later to replace the variable which was
eliminated through the application of the partial Fourier transform to the operator L. Via the
Bargmann transform βt we represent each suitable integral operator acting on the Schwartz
space S(Rn) ⊂ L2(Rn) by an integral operator on H2(Cn) and express its kernel in terms of
the Bargmann transform applied to the kernel of the initial operator. We then give an explicit
formula for the ,,inverse Bargmann transform” of ezAw where (z, w) ∈ C2n andA is a Hermitian
matrix satisfying some conditions (c.f. Proposition 4.2.4). This calculation will be used later
to obtain the heat kernel of the sub-Laplacian from the ,,heat kernel” of the associated Toeplitz
operator obtained via the inverse Bargmann transform. We end the section by introducing the
(2N + 1)-dimensional Heisenberg group and the sub-Laplacian ∆sub acting on it. In Section
4.3, we use the partial Fourier transform to reduce the problem of finding the heat kernel of
a partial differential operator to a simpler problem involving fewer variables. Berezin’s result
is then stated and is applied to Toeplitz operators with symbols of the above mentioned type.
The ,,heat kernels” of these Toeplitz operators are then calculated and the heat kernel of the
Hermite and the isotropic twisted Laplace operators are deduced. Finally, with the help of the
partial Fourier transformation we apply these techniques to the Grusin operator and to ∆sub and
provide the explicit expression of their heat kernels.
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4.2 The Bargmann transform
In this section, we introduce a family of Bargmann transform {βt}t>0 parametrized by the pa-
rameter t > 0. Using Bargmann’s result [12], we show that each βt maps L2(Rn) isometrically
onto H2(Cn). For an integral operator D acting on a dense domain of H2(Cn) we find its
corresponding (via the push-forward under β−1t Dβt) integral operator on L2(Rn). We shall
also calculate the ,,inverse Bargmann transform” of ezAw whenever A is a Hermitian matrix
satisfying some conditions. This result will be used in Section 4.3 to calculate the heat ker-
nel of a certain type of sub-elliptic operators. Finally, we introduce the sub-Laplacian on the
(2N + 1)-dimensional Heisenberg group.
Throughout this chapter and to simplify the notation used here we simply write 〈·, ·〉 (re-
spectively dµ) for the inner product 〈·, ·〉(1) (respectively for the Gaussian measure dµ(1)) on the
Segal-Bargmann space H2(Cn) := H21(Cn). For a matrix A = (ajk) ∈ Mn(C) with complex
entries we denote by A := (ajk), AT := (akj) ∈ Mn(C) the complex conjugate and the trans-
pose of A, respectively. Moreover, we write A? := A
T
= (akj) for the conjugate transpose of
A. For z, w ∈ Cn we will sometimes denote by z ·w the usual product zw = ∑ zjwj . For each
z ∈ Cn we write Kz(u) := euz for the reproducing kernel K(1)(u, z) at the point z and for a
fixed t > 0 we put
Φtz(x) := t
n
2 (2pi)−
n
4 exp{txz − t2x
2
4
− z
2
2
}.
For each t > 0 one can check that the linear span of {Φtz}z∈Cn is norm dense in L2(Rn) (c.f.
Chapter 1 in [84]) and that for any z, u ∈ Cn the following equality holds:
〈Φtz,Φtu〉L2(Rn) = 〈Kz, Ku〉 = euz. (4.2.1)
Let us now introduce the Bargmann transform on L2(Rn).
Definition 4.2.1. For each fixed t > 0, the Bargmann transform of f ∈ L2(Rn) denoted by βtf
is the entire function defined on Cn by:
βtf(z) := 〈f,Φtz〉L2(Rn) =
∫
Rn
f(x)Φtz(x)dx.
The Bargmann transform β√2 was first introduced by S. Bargmann in his paper [12] on the
structure of the Segal-Bargmann space. Bargmann proved that β√2 maps L
2(Rn) isometrically
onto H2(Cn) (c.f. also [84]). However, for any s, t > 0 on can easily check that
βs = βt ◦ U t
s
, (4.2.2)
where U t
s
is the unitary operator defined on L2(Rn) by [U t
s
f ](x) := ( t
s
)
n
2 f( t
s
x). This shows
that for any t > 0 the Bargmann transform βt maps L2(Rn) isometrically onto H2(Cn). Using
Equation (4.2.2) together with Equation (2.11) in [12] for the inverse Bargmann transform β−1√
2
one can easily calculate β−1t for all t > 0. In the next theorem, we summarize the above facts
and give the explicit expression for the inverse Bargmann transform β−1t .
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Theorem 4.2.1. For each t > 0 the Bargmann transform βt is an isometry from L2(Rn) onto
H2(Cn) and the inverse Bargmann transform is given by:
[β−1t F ](x) =
∫
Cn
F (z)Φtz(x)dµ(z) for all F ∈ H2(Cn). (4.2.3)
Denote by S(Rn) ⊂ L2(Rn) the Schwartz space over Rn. In the following we characterize
the entire functions over Cn which are in the range of the Bargmann transform βt
[S(Rn)].
Proposition 4.2.1. Let f(z) =
∑
α∈Nn0 cαz
α be an entire function over Cn. Then for every t > 0
we have
f ∈ βt
[S(Rn)]⇐⇒ for every M > 0, sup
α∈Nn0
(
|cα|
n∏
j=1
αMj
√
αj!
)
<∞. (4.2.4)
Moreover, the space βt
[S(Rn)] is invariant under the change of variable z 7−→ Pz for any
unitary matrix P .
Proof. We refer the reader to Chapter 4 in [139] for the case t =
√
2. Now for any s, t > 0 it
is easy to see that the operator U t
s
is bijective on S(Rn). Using (4.2.2) we obtain βt
[S(Rn)] =
βs
[S(Rn)]. This shows that (4.2.4) holds true for all t > 0.
Remark 4.2.1. The above proposition shows that if f ∈ βt
[S(Rn)] then z2j f(z) ∈ βt[S(Rn)]
for all j = 1, · · · , n. Hence by the reproducing kernel property of H2(Cn) the following esti-
mate holds true
|f(z)|
n∏
j=1
(1 + |zj|2) =
∣∣∣〈f n∏
j=1
(1 + w2j ), Kz〉
∣∣∣ ≤ ∥∥∥f n∏
j=1
(1 + w2j )
∥∥∥
H2(Cn)
e
|z|2
2 . (4.2.5)
Via the push-forward under βt each operator D on H2(Cn) corresponds to the operator
β−1t Dβt on L2(Rn). The next proposition exhibit the push-forward under βt of a family of
integral operators acting on βt
[S(Rn)] ⊂ H2(Cn).
Proposition 4.2.2. Let (As)s≥0 be a family of integral operators acting on βt
[S(Rn)]. For each
s ≥ 0 we write K(s, z, w) for the integral kernel of As i.e.
(AsF )(z) =
∫
Cn
K(s, z, w)F (w)dµ(w), for all F ∈ βt
[S(Rn)].
Let (x, y), (z, w) denote the coordinates in Rn × Rn, Cn × Cn respectively. For a fixed t > 0
we write βt,x→z and βt,y→w for the Bargmann transform on L2(Rn) w.r.t the variables x and y
respectively. Assume that K(0, z, w) = ezw and for each s > 0 we have
1. K(s, z, w) ∈ βt,x→z
[S(Rn)], for all w ∈ Cn,
2.
[
β−1t,x→zK(s, z, w)
]
(x) ∈ H2(Cnw) for all x ∈ Rn.
98 CHAPTER 4. ,,HEAT KERNEL” FOR TOEPLITZ OPERATORS
Furthermore, we suppose that for each x ∈ Rn there is a constant Cx depending on x such that∫
Cn
∣∣∣Φtz(x)K(s, z, w)∣∣∣dµ(z) ≤ Cxe |w|22 , for all s > 0, w ∈ Cn. (4.2.6)
Then for each s > 0 the corresponding operator β−1t Asβt on S(Rn) is an integral operator
given by: [
β−1t Asβtf
]
(x) =
∫
Rn
k(s, x, y)f(y)dy,
where
k(s, x, y) = β−1t,y→w
[
β−1t,x→z
[
K(s, z, w)
]
(x)
]
(y). (4.2.7)
Moreover, for each x ∈ Rn we have
lim
s→0
∫
Rn
k(s, x, y)f(y)dy =
[
β−1t A0βtf
]
(x) = f(x), for all f ∈ S(Rn). (4.2.8)
Proof. Let f ∈ S(Rn) and fix t > 0. For each s ≥ 0 we have
As
[
βtf
]
(z) =
∫
Cn
K(s, z, w)
[
βtf
]
(w)dµ(w).
Hence for each x ∈ Rn we can write[
β−1t Asβtf
]
(x) =
∫
Cn
Φtz(x)As
[
βtf
]
(z)dµ(z)
=
∫
Cn
Φtz(x)
[∫
Cn
K(s, z, w)
[
βtf
]
(w)dµ(w)
]
dµ(z).
Equations (4.2.5) and (4.2.6) allow us to apply Fubini theorem to the above integral. Indeed,∫
Cn
∣∣∣[βtf](w)∣∣∣[ ∫
Cn
∣∣∣Φtz(x)K(s, z, w)∣∣∣dµ(z)
]
dµ(w) ≤ Cx
∫
Cn
∣∣∣[βtf](w)∣∣∣e |w|22 dµ(w)
≤ Cx
∥∥∥[βtf ] n∏
j=1
(1 + w2j )
∥∥∥
H2(Cn)
pi−n
∫
Cn
n∏
j=1
(
1 + |wj|2
)−1
dv(w) <∞.
(4.2.9)
This shows that
[
β−1t Asβtf
]
(x) =
∫
Cn
[
βtf
]
(w)
[∫
Cn
K(s, z, w)Φtz(x)dµ(z)
]
dµ(w)
=
∫
Cn
[
βtf
]
(w)
[
β−1t,x→zK(s, z, w)
]
(x)dµ(w)
=
∫
Rn
f(y)β−1t,y→w
[
β−1t,x→z
[
K(s, z, w)
]
(x)
]
(y)dy.
Equation (4.2.8) follows from (4.2.9) by an application of the Lebesgue dominated convergence
theorem together with the fact that K(0, z, w) = ezw.
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Remark 4.2.2. With the notation used in the above proposition we remark that if f(x, y) ∈
L2(Rn × Rn) and βt,2n denotes the 2n-dimensional Bargmann transform (i.e. on L2(R2n) then
[βt,2nf ](z, w) =
∫
Rn×Rn
f(x, y)Φt(z,w)(x, y)dxdy =
∫
Rn×Rn
f(x, y)Φtz(x)Φ
t
w(y)dxdy
=
∫
Rn
Φtw(y)
∫
Rn
f(x, y)Φtz(x)dxdy =
∫
Rn
Φtw(y)
[
βt,x→zf(x, y)
]
(z)dy
= βt,y→w
[
βt,x→z
[
f(x, y)
]
(z)
]
(w) = βt,x→z
[
βt,y→w
[
f(x, y)
]
(w)
]
(z).
In the above equality we applied Fubini’s theorem using the fact that Φt(z,w)(x, y) ∈ L2(R2n).
Hence for any function F ∈ H2(C2n) we have
[
β−1t,2nF (z, w)
]
(x, y) =
[
β−1t,x→z
[
β−1t,y→wF (z, w)
]
(y)
]
(x) =
[
β−1t,y→w
[
β−1t,x→zF (z, w)
]
(x)
]
(y).
Using this observation together with above proposition one can easily show that if T is an
integral operator on L2(Rn) with a kernel k(x, y) ∈ L2(R2n) then the corresponding operator
βtTβ
−1
t on H2(Cn) is an integral operator given by:
βtTβ
−1
t F (z) =
∫
Cn
K(z, u)F (u)dµ(u),
where K is the (2n-dimensional) Bargmann transform of k (c.f. Chapter 1 in [84] for the case
t =
√
2).
For each i ∈ {1, · · · , n} let xi (respectively ∂∂xi ) be the operators of multiplication (respec-
tively differentiation) with respect to the i-th coordinate of Rn. Under the Bargmann transform
βt these differential operators correspond to the following Toeplitz operators densely defined
on H2(Cn):
xi ←→ 1
t
Tzi+zi , (4.2.10)
∂
∂xi
←→ t
2
Tzi−zi , (4.2.11)
or equivalently
Tzi ←→
t
2
xi − 1
t
∂
∂xi
, (4.2.12)
Tzi ←→
t
2
xi +
1
t
∂
∂xi
. (4.2.13)
We only prove (4.2.13). Let C∞0 (Rn) denotes the space of all smooth functions with compact
support in Rn. Then for any f ∈ C∞0 (Rn) we have
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βt(
t
2
xi +
1
t
∂
∂xi
)f(z) =
∫
Rn
(
t
2
xi +
1
t
∂
∂xi
)f(x)Φtz(x)dx
=
∫
Rn
t
2
xif(x)Φ
t
z(x)dx−
∫
Rn
(zi − t
2
xi)f(x)Φ
t
z(x)dx
=
∫
Rn
(txi − zi)Φtz(x)f(x)dx =
∂
∂zi
∫
Rn
Φtz(x)f(x)dx
=
∂
∂zi
[βtf ](z) = [Tziβtf ](z).
In the following we aim to calculate
[
β−1t,y→w
[
β−1t,x→ze
zAw
]
(x)
]
(y), (4.2.14)
where A ∈ Mn(C) is a Hermitian such that AA = AA, ‖AA‖ < 1 and the matrix (Id +
AA)(Id − AA)−1 is positive definite. The reason for this calculation is motivated by the fol-
lowing observation: let N ∈ N be fixed and put n = 2N . If L is the operator defined on
L2(Rn) obtained by applying the partial Fourier transform to the sub-Laplacian on the (2N+1)-
dimensional Heisenberg group then the ,,heat kernel” of its corresponding Toeplitz on H2(Cn)
(c.f. Definition 4.3.3) is of the form ezAw where (z, w) ∈ Cn × Cn and A has the previously
mentioned properties. Hence by Proposition 4.2.2 we get the heat kernel of L by (4.2.14). The
next proposition is essential in calculating (4.2.14) and its proof is given in Appendix A.3.
Proposition 4.2.3. Let E ∈ Mn(C) be a Hermitian n× n complex matrix such that ‖E‖ < 12 .
Denote by F the real matrix F := E + E and assume that (Id − F )(Id + F )−1 is positive
definite. We write β−1t,x→z for the n-dimensional inverse Bargmann transform on H2(Cn). Then
for fixed vector u ∈ Cn we have
β−1t,x→z exp{u · z+ zEz}(x) = c exp
{
u(Id+F )−1tx− t
2
4
x(Id−F )(Id+F )−1x
}
, (4.2.15)
where c is the constant given by:
c =t
n
2 (2pi)−
n
4
(det(Id− F )(Id+ F )−1
det(Id− 4EE)
) 1
4
× exp 1
2
{
uE(Id− 4EE)−1u+ u(Id− 4EE)−1u+ uE(Id− 4EE)−1u
− u(Id+ F )−1(Id− F )−1u− u(Id− F )−1(Id+ F )−1u
}
.
(4.2.16)
The next proposition gives the explicit expression of (4.2.14).
Proposition 4.2.4. Denote by (x, y), (z, w) the coordinates in Rn × Rn, Cn × Cn respectively.
Let A ∈ Mn(C) be a Hermitian matrix and write F := −AA. Suppose that AA = AA,
‖AA‖ < 1 and the matrix (Id− F )(Id+ F )−1 is positive definite then
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[
β−1t,x→z
[
β−1t,y→we
zAw
]
(y)
]
(x) =
[
β−1t,y→w
[
β−1t,x→ze
zAw
]
(x)
]
(y)
=tn(2pi)−
n
2
√
det(Id+ F )−1
× exp
{−t2
4
{
y(Id+ F )−1(Id− F )y
+ x(Id+ F )−1(Id− F )x}+ t2y(Id+ F )−1Ax}.
(4.2.17)
Proof. Using Equation (4.2.1) we obtain:[
β−1t,x→z
[
β−1t,y→we
zAw
]
(y)
]
(x) =
[
β−1t,x→z
[
ΦtAz(y)
]]
(x)
= t
n
2 (2pi)−
n
4 e−
t2
4
y2
[
β−1t,x→z exp{tyAT z −
1
2
(zTA)(AT z)}
]
(x)
= t
n
2 (2pi)−
n
4 e−
t2
4
y2
[
β−1t,x→z exp{t(Ay) · z − z
AA
2
z}
]
(x). (4.2.18)
Applying Equations (4.2.15) and (4.2.16) for u = tAy, E = E = −AA
2
and F = −AA we get:
[
β−1t,x→z exp{tyAz − z
AA
2
z}
]
(x) = c exp{t2y(Id+ F )−1Ax− t
2
4
x(Id+ F )−1(Id− F )x},
(4.2.19)
where
c =t
n
2 (2pi)−
n
4 (
det(Id− F )(Id+ F )−1
det(Id− 4EE) )
1
4 (4.2.20)
× exp 1
2
{
uE(Id− 4EE)−1uT + u(Id− 4EE)−1uT + uE(Id− 4EE)−1u?
− u(Id+ F )−1(Id− F )−1uT − u(Id− F )−1(Id+ F )−1u?
}
=t
n
2 (2pi)−
n
4
√
det(Id+ F )−1 exp
−t2
4
{
y(Id− A2A2)−1(2A2A2 + 2AA)y
}
. (4.2.21)
Substituting (4.2.19) and (4.2.20) into (4.2.18) we then obtain:[
β−1t,x→z
[
β−1t,y→we
zAw
]
(y)
]
(x)
= tn(2pi)−
n
2
√
det(Id+ F )−1 exp
{−t2
4
{
y(Id− A2A2)−1(2A2A2 + 2AA+ Id− A2A2)y}
+ t2y(Id+ F )−1Ax− t
2
4
x(Id+ F )−1(Id− F )x
}
= tn(2pi)−
n
2
√
det(Id+ F )−1 exp
{−t2
4
{
y(Id+ F )−1(Id− F )y
− x(Id+ F )−1(Id− F )x}+ t2y(Id+ F )−1Ax}.
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Using a similar calculation together with the fact that y(Id + F )−1Ax = yA(Id + F )−1x for
all (x, y) ∈ Rn × Rn one can show that[
β−1t,y→w
[
β−1t,x→ze
zAw
]
(x)
]
(y)
is also given by (4.2.17).
Remark 4.2.3. Let A ∈ Mn(C) be a Hermitian matrix and denote by ρ(A) ≥ 0 its spectral
radius. Then the function ezAw ∈ H2(C2n) if and only if ρ(A) < 1. Indeed, sinceA is Hermitian
there is a unitary matrix P such that
A = PD(λ1, · · · , λn)P−1,
where D(λ1, · · · , λn) is the diagonal matrix whose entries λj are the eigenvalues of A (λj are
real). Since the Segal-Bargmann space is invariant under a unitary transformation of coordi-
nates it follows that ezAw ∈ H2(C2n) if and only if ePλjzjwj ∈ H2(C2n) (here we used the
transformation (z, w) 7−→ (Pz, Pw)). This is equivalent to say that for each j = 1, · · · , n
eλjzjwj =
∑
α∈N0
λαj
(zjwj)
α
α!
∈ H2(C2)⇐⇒
∑
α∈N0
|λj|2α <∞⇐⇒ |λj| < 1.
Hence by Remark 4.2.2 it follows that if A ∈ Mn(C) is such that ρ(A) < 1 and satisfies
the conditions in the above proposition then the 2n-dimensional inverse Bargmann transform
β−1t,2ne
zAw ∈ L2(R2n) exists and is given by (4.2.17).
The next example is an application of Proposition 4.2.2 for a certain class of integral opera-
tors. This example will be essential for obtaining the heat kernel of a class of elliptic operators
from the ,,heat kernel” of their corresponding Toeplitz operators (c.f. Corollary 4.3.2).
Example 4.2.1. Let A ∈ Mn(C) be a positive semidefinite matrix such that (A + A) is pos-
itive definite and AA = AA. We consider a family (Ts)s≥0 of integral operators acting on
βt
[S(Rn)] ⊂ H2(Cn) defined by
(TsF )(z) :=
∫
Cn
eze
−sAwF (w)dµ(w), for all F ∈ βt
[S(Rn)].
Then for each fixed couple s, t > 0 the corresponding operator β−1t Tsβt on S(Rn) is an integral
operator given by: [
β−1t Tsβtf
]
(x) =
∫
Rn
k(s, x, y)f(y)dy,
where k(s, x, y) is given by an application of (4.2.17) to the matrix e−sA. Moreover, for each
x ∈ Rn we have
lim
s→0
∫
Rn
k(s, x, y)f(y)dy =
[
β−1t T0βtf
]
(x) = f(x), for all f ∈ S(Rn).
Indeed, this is an application of Proposition 4.2.2 to the operators defined by the kernels
K(s, z, w) = eze
−sAw together with another application of Proposition 4.2.4 to the matrix e−sA.
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First we check condition (4.2.6) in Proposition 4.2.2. Since (A + A) is positive definite we
obtain the following estimate∫
Cn
|Φtz(x)eze
−sAw|dµ(z) =tn2 (2pi)−n4 e−t2 x
2
4
×
∫
Cn
exp
{1
2
(
txz + txz − Rez2 + ze−sAw + ze−sAw)}dµ(z)
≤Cx
∫
Cn
e(e
−sAw+tx)· z
2 e(e
−sAw+tx)· z
2 e−
|z|2
2 dv(z)
=(2pi)nCx exp
{1
2
(
e−sAw + tx
) · (e−sAw + tx)} ≤ C ′xe |w|22 ,
where Cx and C ′x are constants depending on x. It remains to check the conditions in Propo-
sition 4.2.4 for the matrix e−sA. In fact, since A and A commute it follows that e−sAe−sA =
e−s(A+A). Moreover, since (A + A) is positive definite we have ‖e−s(A+A)‖ < 1 and (Id −
e−s(A+A)) is positive definite.
At the end of this section we introduce the sub-Laplacian on the (2N+1)-dimension Heisen-
berg group.
For a fixed N ∈ N, let H(2N+1) ∼= R2N × R then H(2N+1) becomes a non-commutative Lie
group when equipped with the product ◦ : R2N+1 × R2N+1 −→ R2N+1 given by the formula:
(x, u) ◦ (y, u˜) := (x+ y, u+ u˜+ N∑
j=1
(xjyN+j − xN+jyj)
)
,
where (x, u) = (x1, · · · , x2N , u), (y, u˜) = (y1, · · · , y2N , u˜) ∈ R2N+1. This Lie group is called
the (2N + 1)-dimensional Heisenberg group. If we denote by h2N+1 the corresponding Lie
algebra of left invariant vector fields on H(2N+1) then a basis for h2N+1 is given by
Xl =
∂
∂xl
− xl+N ∂
∂u
, Xl+N =
∂
∂xl+N
+ xl
∂
∂u
and U =
∂
∂u
where l = 1, · · · , N.
An easy computation shows that the above vector fields obey the relations [Xl, Xl+N ] = 2U
and [Xl, U ] = [Xl+N , U ] = 0 turning H(2N+1) into a 2-step nilpotent Lie group [174]. The
vector fields Xl and Xl+N are called the Heisenberg vector fields and the sub-elliptic operator
(c.f. [107])
∆sub := −1
2
N∑
l=1
(
X2l +X
2
l+N
)
(4.2.22)
is called the sub-Laplacian or the Heisenberg sub-Laplacian on H(2N+1). For more details on
the analysis of the sub-Laplacian on the Heisenberg group we refere the reader to the book of
S. Thangavelu ([165]).
4.3 Heat kernel by Toeplitz operator theory techniques
In this section, we give a new method for calculating the heat kernel of a certain type of subel-
liptic positive essentially selfadjoint differential operators by using Toeplitz operator theory
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techniques. Our approach relies on transforming (via the Bargmann transform) a differential
operator with polynomial coefficients into a Toeplitz operator with a polynomial symbol acting
on the Segal-Bargmann space. For suitable symbols, we are able to obtain the ,,heat kernel” of
the Toeplitz operator using Berezin’s result on the exponential of a selfadjoint Toeplitz operator.
The heat kernel of the differential operator is then obtained explicitly via an application of the
inverse Bargmann transform to the ,,heat kernel” of the corresponding Toeplitz operator. As an
application, we determine the heat kernel of the Hermite operator on Rn as well as that of the
isotropic twisted Laplacian on Rn (here n = 2N with N ∈ N is arbitrary). We use the Fourier
transform method to reduce the problem of finding the heat kernel of a certain family of sub-
elliptic operators to a family of elliptic operators depending on a smaller number of variables
and then apply the above mentioned technique. As a consequence, we obtain an explicit integral
formula for the heat kernel of the Grusin operator on Rn+1 as well as that of the sub-Laplace
operator on H(2N+1). We shall start by recalling some basic definitions and introducing the
method of Fourier transform.
Definition 4.3.1. Let L be a differential operator defined on Rn then the operator
P := ∂
∂t
+ L
defined on C∞(R+ × Rn) is called the heat operator with respect to L on Rn.
Definition 4.3.2. A fundamental solution K(t, x, y) ∈ C∞(R+ × Rn × Rn) of the operator P
(in case of existence) is called the heat kernel i.e. it satisfies the heat equation:P(K(t, ·, y)) = 0, ∀t > 0, y ∈ Rn;limt↓0K(t, x, ·) = δx, ∀x ∈ Rn,
where δx is the Dirac distribution and the above limit is considered in the distributional sense
i.e.
lim
t↓0
∫
Rn
K(t, x, y)f(y)dy = f(x) for all f ∈ C∞0 (Rn).
Let us explain now the method of the Fourier transform. Denote by (x, u) ∈ Rn × R the
coordinates on Rn+1. We are interested in second order differential operators with coefficient
that are independent of the u-variable. Consider the partial Fourier transformation in the u-
variable Fu : L2(Rn+1) −→ L2(Rn+1) given by
(Fuf)(x, ξ) := 1√
2pi
∫
R
f(x, u)e−iuξdu, for any f ∈ L2(Rn+1).
The importance of the partial Fourier transform in reducing the problem of obtaining the heat
kernel for some differential operators is given in the following proposition.
Proposition 4.3.1. Let L be a differential operator acting on the Schwartz space S(Rn+1) and
having the following form:
L =
n∑
k=1
{
ak
∂2
∂x2k
+
n∑
j=1
bk,j
∂2
∂xk∂xj
+ ck
∂
∂xk
+ dk
∂2
∂xk∂u
}
+ e
∂
∂u
+ f
∂2
∂u2
, (4.3.1)
where ak, bk,j, ck, dk, e, f are (smooth) functions of x ∈ Rn. Then the following holds:
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1. Applying the inverse Fourier transformation on S(Rn+1) we get:
Lξ : = FuLFu−1|(·,ξ)
=
∑
k
{
ak
∂2
∂x2k
+
∑
j
bk,j
∂2
∂xk∂xj
+ (ck + iξdk)
∂
∂xk
}
+ iξe− fξ2. (4.3.2)
2. For each ξ ∈ R assume that the heat kernel of the operator Lξ on Rn exists and denote
it by Kξ(t, x, x˜). Suppose that for every t > 0 the function K(t, x, x˜, ξ) := Kξ(t, x, x˜) ∈
C∞(Rnx×Rnx˜×Rξ) such that K(t, x, x˜, ·) ∈ L1(R) and satisfies the following conditions
(i) For each fixed pair (t, x˜), multi-index α ∈ Nn0 with |α| ∈ {1, 2} and each j =
1, · · · , n there are integrable functions g0,g1 and g2 on R such that∣∣∣ ∂|α|
∂xα
K(t, x, x˜, ξ)
∣∣∣ ≤ g0(ξ) ∈ L1(R),∣∣∣ξ|α|K(t, x, x˜, ξ)∣∣∣ ≤ g1(ξ) ∈ L1(R), and∣∣∣ξ ∂
∂xj
K(t, x, x˜, ξ)
∣∣∣ ≤ g2(ξ) ∈ L1(R), for all x ∈ Rn.
(ii) For each fixed triple (t0, x, x˜) there exist a positive number  < t0 and an integrable
function g3 depending on  such that
| ∂
∂t
K(t, x, x˜, ξ)| ≤ g3(ξ) ∈ L1(R), for all t ∈ [t0 − , t0 + ].
(iii) For every fixed x ∈ Rn and each function h ∈ S(Rn+1) there is a function g ∈
L1(R) depending on x and h only such that
∣∣∣ ∫
Rn
Kξ(t, x, x˜)h(x˜, ξ)dx˜
∣∣∣ ≤ g(ξ) for all t > 0.
Then the heat kernel of the operator L on Rn+1 is given by:
K(t, x, u, x˜, u˜) =
1
2pi
∫
R
eiξ(u−u˜)Kξ(t, x, x˜)dξ. (4.3.3)
Proof. 1. Eq. (4.3.2) follows from the following well known identities on S(Rn+1)
Fu→ξ
( ∂l
∂ul
h
)
(x, ξ) = (iξ)lFu→ξh(x, ξ), and Fu→ξ
( ∂γ
∂xγ
h
)
(x, ξ) =
∂γ
∂xγ
(Fu→ξh)(x, ξ)
(4.3.4)
for all h ∈ S(Rn+1), l ∈ N0 and all multi-indices γ ∈ Nn0 .
2. As for the second assertion we have:
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(a) The conditions (i) and (ii) on the heat kernel Kξ(t, x, x˜) stated above allows us to
use the Lebesgue theorem and apply the operator ( ∂
∂t
+L) under the integral sign as
follows( ∂
∂t
+ L
)∫
eiξ(u−u˜)Kξ(t, x, x˜)dξ =
∫
eiξ(u−u˜)
∂Kξ(t, x, x˜)
∂t
dξ
+
∫
Leiξ(u−u˜)Kξ(t, x, x˜)dξ =
∫
eiξ(u−u˜)
∂Kξ(t, x, x˜)
∂t
dξ
+
∫
eiξ(u−u˜)
(∑
k
ak
∂2
∂x2k
+
∑
j
bk,j
∂2
∂xk∂xj
+ ck
∂
∂xk
)
Kξ(t, x, x˜)dξ
+
∫ {∑
k
dk
∂2
∂u∂xk
+ e
∂
∂u
+ f
∂2
∂u2
}
eiξ(u−u˜)Kξ(t, x, x˜)dξ
=
∫
eiξ(u−u˜)
( ∂
∂t
+ Lξ
)
Kξ(t, x, x˜)dξ = 0.
(b) First let us note that for any h ∈ C∞0 (Rn+1) and any fixed (x, ξ) ∈ Rn ×R we have
lim
t↓0
∫
Rn
Kξ(t, x, x˜)(Fu→ξh)(x˜, ξ)dx˜ = (Fu→ξh)(x, ξ) for all h ∈ C∞0 (Rn+1).
(4.3.5)
The above equation holds true since (Fu→ξh)(x˜, ξ) ∈ C∞0 (Rn). Now let (x, u) ∈
Rn × R be fixed. Using (iii) and by the Lebesgue dominated convergence theorem
we can write
lim
t↓0
∫
Rn+1
h(x˜, u˜)
∫
R
eiξ(u−u˜)Kξ(t, x, x˜)dξdx˜du˜
= lim
t↓0
∫
h(x˜, u˜)e−iξu˜du˜ · eiξuKξ(t, x, x˜)dξdx˜
= lim
t↓0
√
2pi
∫
eiξu
∫
Kξ(t, x, x˜)(Fu→ξh)(x˜, ξ)dx˜dξ
=
√
2pi
∫
eiξu(Fu→ξh)(x, ξ)dξ = (2pi)h(x, u).
LetA = (ajk) ∈Mn(C) be a n×n positive semidefinite matrix such that (A+A) is positive
definite and AA = AA (here A is the complex conjugate of A, i.e. A = (ajk) ∈ Mn(C)). We
consider the following differential operator on Rn+1
L := −
∑
ajj
( ∂2
∂x2j
+ x2j
∂2
∂u2
)
− 2Re
∑
j>k
ajkxjxk
∂2
∂u2
−2Im
∑
j>k
ajk
(
xk
∂2
∂xj∂u
− xj ∂
2
∂xk∂u
)
− 2Re
∑
j>k
ajk
∂2
∂xk∂xj
. (4.3.6)
It turns out that the above operator is subelliptic positive and essentially selfadjoint as an
operator on the Schwartz space S(Rn+1) (c.f. Theorems 4.3.1 and 4.3.7). Our goal is to give
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an explicit integral formula for the heat kernel of this operator under certain conditions. As an
application, we obtain the heat kernel of the Grusin and sub-Laplace operators.
In his famous paper [107], L. Ho¨rmander proved that if {X1, · · · , Xm} are first order real
vector fields over Rn with smooth coefficients such that the Lie algebra generated by these
vector fields generates the tangent space of Rn in each point then the operator E =
∑m
j=1X
2
j
satisfies a classical subelliptic estimate. This generating condition on the vector fields is usually
known as the ,,bracket generating condition” or ,,Ho¨rmander condition for hypo-ellipticity”
(recall that every sub-elliptic operator is hypoelliptic [73]). The next theorem shows that the
operator (4.3.6) is written as the sum of squares of first order real vector fields that satisfy the
bracket generating condition and hence ensure the sub-ellipticity of the operator L.
Theorem 4.3.1. Let A ∈ Mn(C) be a n × n positive semidefinite matrix such that (A + A) is
positive definite. Consider the differential operator L on Rn+1 defined by
L = −
∑
ajj
( ∂2
∂x2j
+ x2j
∂2
∂u2
)
− 2Re
∑
j>k
ajkxjxk
∂2
∂u2
−2Im
∑
j>k
ajk
(
xk
∂2
∂xj∂u
− xj ∂
2
∂xk∂u
)
− 2Re
∑
j>k
ajk
∂2
∂xk∂xj
, (4.3.7)
where (x, u) = (x1, · · · , xn, u) ∈ Rn × R. Then L is a sub-elliptic, symmetric and positive
operator on the Schwartz space S(Rn+1).
Proof. We start by expressing −L as a sum of squares of real valued vector fields. We then
investigate the bracket generating condition for the sub-ellipticity condition of the operator.
Since A is Hermitian it is easy to check that (4.3.7) can be written in the following form
L = −
∑
ajj
( ∂2
∂x2j
+ x2j
∂2
∂u2
)
−
∑
j 6=k
ajkxjxk
∂2
∂u2
− i
∑
j 6=k
ajk
(
xj
∂2
∂xk∂u
− xk ∂
2
∂xj∂u
)
−
∑
j 6=k
ajk
∂2
∂xk∂xj
.
For each j = 1, · · · , n consider the complex valued vector field Zj := ∂∂xj + ixj ∂∂u and put
Z =
(
Z1, · · · , Zn
)
. Denote by Z? the conjugate transpose of the row matrix Z then
ZAZ? =
∑
ajjZjZj +
∑
j 6=k
ajkZjZk
=
∑
ajj(
∂2
∂x2j
+ x2j
∂2
∂u2
− i ∂
∂u
+ ixj
∂2
∂xj∂u
− ixj ∂
2
∂xj∂u
)
+
∑
j 6=k
ajk(
∂2
∂xk∂xj
− ixk ∂
2
∂xj∂u
+ ixj
∂2
∂xk∂u
+ xjxk
∂2
∂u2
).
Which shows that
L = −ZAZ? − i tr(A) ∂
∂u
. (4.3.8)
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We use the above equation together with the fact that A is positive semidefinite to write −L
as a sum of squares of real valued vector fields. Since A is positive semidefinite there exists a
unique Hermitian positive semidefinite matrix C = (cjk) such that A = C2 (c.f. Theorem 7.2.6
in [109]). Let us write C = α + iβ where α = (αjk) (respectively β = (βjk)) denotes the real
symmetric (respectively antisymmetric) part of C. According to (4.3.8) we can write
L+ i tr(A) ∂
∂u
= −ZAZ? = −ZCC?Z? = −ZC(ZC)? = −
∑
k
(ZC)k(ZC)k. (4.3.9)
We calculate each candidate (ZC)k(ZC)k explicitly
(ZC)k =
∑
j
(αjk+iβjk)(
∂
∂xj
+ixj
∂
∂u
) =
∑
j
(αjk
∂
∂xj
−βjkxj ∂
∂u
)+i
∑
j
(αjkxj
∂
∂u
+βjk
∂
∂xj
).
Therefore
(ZC)k(ZC)k =
[∑
j
(αjk
∂
∂xj
− βjkxj ∂
∂u
) + i
∑
j
(αjkxj
∂
∂u
+ βjk
∂
∂xj
)
]
×
[∑
j
(αjk
∂
∂xj
− βjkxj ∂
∂u
)− i
∑
j
(αjkxj
∂
∂u
+ βjk
∂
∂xj
)
]
=
[∑
j
(αjk
∂
∂xj
− βjkxj ∂
∂u
)
]2
+
[∑
j
(αjkxj
∂
∂u
+ βjk
∂
∂xj
)
]2
+ i
∑
j,l
(αjkxj
∂
∂u
+ βjk
∂
∂xj
)(αlk
∂
∂xl
− βlkxl ∂
∂u
)
− i
∑
j,l
(αjk
∂
∂xj
− βjkxj ∂
∂u
)(αlkxl
∂
∂u
+ βlk
∂
∂xl
).
The imaginary part in the above equation reduces to −akk ∂∂u . Indeed, it is easy to see that∑
j 6=l
(αjkxj
∂
∂u
+ βjk
∂
∂xj
)(αlk
∂
∂xl
− βlkxl ∂
∂u
)
=
∑
j 6=l
(αlk
∂
∂xl
− βlkxl ∂
∂u
)(αjkxj
∂
∂u
+ βjk
∂
∂xj
)
=
∑
j 6=l
(αjk
∂
∂xj
− βjkxj ∂
∂u
)(αlkxl
∂
∂u
+ βlk
∂
∂xl
).
Hence the imaginary part reduces to∑
j
(αjkxj
∂
∂u
+ βjk
∂
∂xj
)(αjk
∂
∂xj
− βjkxj ∂
∂u
)
−
∑
j
(αjk
∂
∂xj
− βjkxj ∂
∂u
)(αjkxj
∂
∂u
+ βjk
∂
∂xj
)
=
∑
j
(−β2jk − α2jk)
∂
∂u
= −
∑
j
|cjk|2 = −akk ∂
∂u
.
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By using (4.3.9) together with the above calculations we obtain
L = −
n∑
k=1
[∑
j
(αjk
∂
∂xj
− βjkxj ∂
∂u
)
]2
+
[∑
j
(αjkxj
∂
∂u
+ βjk
∂
∂xj
)
]2
.
For each k = 1, · · · , n consider the real vector fields
Xk :=
∑
j
(αjk
∂
∂xj
− βjkxj ∂
∂u
) and Yk :=
∑
j
(αjkxj
∂
∂u
+ βjk
∂
∂xj
).
It is clear that for each k = 1, · · · , n we have X?k = −Xk and Y ?k = −Yk where X?k and Y ?k
denote the formal adjoint of Xk and Yk, respectively. This shows that the operator
L = −
n∑
k=1
(
X2k + Y
2
k
)
=
n∑
k=1
(
XkX
?
k + YkY
?
k
)
is symmetric and positive. Next, we show that for any fixed integer p ∈ {1, · · · , n} the linear
combinations of elements in {X1, · · · , Xn, Y1, · · · , Yn, [Xp, Yp]} span the tangent space ofRn+1
at each point. Fix a point (x0, u0) = (x1, · · · , xn, u0) ∈ Rn and an integer p ∈ {1, · · · , n}.
Denote by
S = span{X1|(x0,u0), · · · , Xn|(x0,u0), Y1|(x0,u0), · · · , Yn|(x0,u0), [Xp, Yp]|(x0,u0)}
the linear span of the above vector fields at the point (x0, u0). It follows that
[Xp, Yp]|(x0,u0) =
∑
j,l
[
αjp
∂
∂xj
− βjpxj ∂
∂u
, αlpxl
∂
∂u
+ βlp
∂
∂xl
]∣∣(x0,u0)
=
∑
j
[
αjp
∂
∂xj
− βjpxj ∂
∂u
, αjpxj
∂
∂u
+ βjp
∂
∂xj
]∣∣(x0,u0)
=
∑
j
(α2jp + β
2
jp)
∂
∂u |u0
=
∑
j
|cjp|2 ∂
∂u |u0
= app
∂
∂u |u0
.
Since A + A is positive definite this shows that ∂
∂u |u0 ∈ S and thus for any k = 1, · · · , n the
vector fields
X ′k := Xk |(x0,u0) +
∑
j
βjkxj
∂
∂u |u0
=
∑
j
αjk
∂
∂xj |x0
and
Y ′k := Yk |(x0,u0) −
∑
j
αjkxj
∂
∂u |u0
=
∑
j
βjk
∂
∂xj |x0
are elements of S. It is sufficient to prove that the vector fields {X ′1, · · · , X ′n, Y ′1 , · · · , Y ′n} span
the tangent space of Rn at x0. It is clear that the matrix of {X ′1, · · · , X ′n} (respectively of
{Y ′1 , · · · , Y ′n}) in the canonical basis { ∂∂x1 |x0 , · · · ,
∂
∂xn |x0} is α (respectively β). Note that the
real part of the matrix A denoted by Re(A) and given by Re(A) = 1
2
(A + A) = α2 − β2 is
positive definite hence it is nonsingular. Therefore, for any x ∈ Rn there exists v, w ∈ Rn such
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that v ∈ Imα and w ∈ Im β with x = v + w. This shows that Imα + Im β = Rn which
means that there are n linearly independent column vectors formed by the matrices α and β. It
follows that there are n linearly independent vectors in {X ′1, · · · , X ′n, Y ′1 , · · · , Y ′n} ensuring the
sub-ellipticity of L
Remark 4.3.1. With the notation (x, u, η, θ) = (x1, · · · , xn, u, η1, · · · , ηn, θ) ∈ Rn+1 × Rn+1
we write p(x, u, η, θ) for the principle symbol of the operator L given by (4.3.7). Using (4.3.8)
it is easy to see that p(x, u, η, θ) is given by the matrix product
p(x, u, η, θ) = −((η1 + ix1θ), · · · , (ηn + ixnθ))A((η1 − ix1θ), · · · , (ηn − ixnθ))T
= −XTAX.
Recall that the characteristic set of L is defined to be the subset of Rn+1 × Rn+1\0 where the
principle symbol p(x, u, η, θ) vanishes. Assume that p(x, u, η, θ) = 0 = XTAX with X ∈ Cn.
Since A is positive semidefinite there exists a positive semidefinite matrix C such that A = C2
hence
p(x, u, η, θ) = XTAX = (CTX)T (CTX) = ‖CTX‖2 = 0⇐⇒ X ∈ kerCT .
Therefore the characteristic set of L is the kernel of the matrix CT . In particular, the linear
space
{(0, · · · , 0, u, 0, · · · , 0, θ) | u, θ ∈ R}
is in the characteristic set of L. This shows that the operator L is not elliptic in u. Moreover,
L is said to be of principle type if the gradient of the principle symbol (w.r.t. to (η, θ)) does not
vanish on the characteristic set of L (c.f. Section 1 in [73] and Section 2.3 in [147]). These
types of differential operators are important for the local solvability of differential equations
(see for example [108]). In our case the operator L is also not of principle type. Indeed, direct
computation shows that for each l = 1, · · · , n we have
∂p(x, u, η, θ)
∂ηl
= −2allηl +
∑
k 6=l
[
alk(−ηk + ixkθ)− akl(−ηk − ixkθ)
]
and
∂p(x, u, η, θ)
∂θ
= −2θ(xAx).
Hence for any u ∈ R we have p(0, u, 0, 0) = 0 and ∂p(x,u,η,θ)
∂ηl |(0,u,0,0) =
∂p(x,u,η,θ)
∂θ |(0,u,0,0) = 0 for
all l = 1, · · · , n.
From now on L will denote the operator defined in the above theorem satisfying the condi-
tions there.
Since L is of the form (4.3.1) let us conjugate L w.r.t. the partial Fourier transform in the
u-variable in order to eliminate the variable u. By (4.3.2) it follows that for every ξ ∈ R the
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operator Lξ := FuLFu−1|(·,ξ) is given by:
Lξ =−
∑
ajj
∂2
∂x2j
− 2Re
∑
j>k
ajk
∂2
∂xk∂xj
− 2iξIm
∑
j>k
ajk(xk
∂
∂xj
− xj ∂
∂xk
)
+ ξ2(
∑
ajjx
2
j + 2Re
∑
j>k
ajkxjxk)
=
∑
ajj(ξ
2x2j −
∂2
∂x2j
) +
∑
j 6=k
ajk(ξxk +
∂
∂xk
)(ξxj − ∂
∂xj
). (4.3.10)
Let ξ 6= 0 be fixed and put t = √2|ξ|. Since Lξ is a partial differential operator with polyno-
mial coefficients on L2(Rn) it follows that via the Bargmann transform βtLξβ−1t is a Toeplitz
operator with polynomial symbol acting on H2(Cn). In order to calculate the exact symbol of
the corresponding Toeplitz operator we need the following composition formula for the product
of Toeplitz operators with polynomial symbols [63] (see also [14]).
Theorem 4.3.2. [63] Let f an g be two polynomials on Cn. Then the operator product TfTg is
well defined on the dense domain
span{p(z)eza | a ∈ Cn and p is a holomorphic polynomial on Cn}.
Moreover, on this domain the following composition formula holds
TfTg = Tf]g, (4.3.11)
where f]g is the polynomial given by
f]g(z) =
∑
γ∈Nn0
(−1)|γ|
γ!
(
∂|γ|
∂zγ
f)(z)(
∂|γ|
∂zγ
g)(z). (4.3.12)
Using the above theorem together with Equations (4.2.10) and (4.2.11) we obtain the corre-
sponding Toeplitz operator of Lξ via the Bargmann transform β√2|ξ|.
Proposition 4.3.2. Let ξ 6= 0 be fixed and put t = √2|ξ| then βtLξβ−1t is the Toeplitz operator
on H2(Cn) given by
βtLξβ−1t = 2|ξ|TzAz − |ξ|tr(A). (4.3.13)
Proof. By Equations (4.2.10), (4.2.11) and (4.3.11) we obtain
1. For each j = 1, · · · , n the following correspondence holds
(ξ2x2j −
∂2
∂x2j
)←→ξ
2
t2
Tzj+zjTzj+zj −
t2
4
Tzj−zjTzj−zj
=
|ξ|
2
[T(zj+zj)](zj+zj) − T(zj−zj)](zj−zj)]
=
|ξ|
2
[T(zj+zj)2−1 − T(zj−zj)2+1] = 2|ξ|T|zj |2− 12 . (4.3.14)
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2. For each j 6= k we have
(ξxk +
∂
∂xk
)(ξxj − ∂
∂xj
)←→|ξ|
2
[Tzk+zk + Tzk−zk ][Tzj+zj − Tzj−zj ]
= 2|ξ|Tzk]zj = 2|ξ|Tzkzj . (4.3.15)
Substituting (4.3.14) and (4.3.15) into (4.3.10) we get
βtLξβ−1t = 2|ξ|
[∑
ajjT|zj |2− 12 +
∑
j 6=k
ajkTzkzj
]
= 2|ξ|[TzAz − 1
2
tr(A)].
Let us now introduce the notion of the heat kernel of a Toeplitz operator.
Definition 4.3.3. For a measurable function Φ on Cn denote by D(TΦ) ⊂ H2(Cn) the maximal
domain of the Toeplitz operator TΦ. Assume that there is a function K(s, z, w) defined on
R+ × Cn × Cn such that K(0, z, w) = ezw and K(s, ·, w) ∈ D(TΦ) for all s ≥ 0, w ∈ Cn.
Moreover, suppose that
(
∂
∂s
+ TΦ)K(s, ·, w) = 0 for all s ≥ 0, w ∈ Cn.
Then the function K is called the heat kernel of the Toeplitz operator TΦ.
In the following, we aim to calculate the ,,heat kernel” of the essentially selfadjoint semi-
bounded operator βtLξβ−1t given by (4.3.13) on the Segal-Bargmann space H2(Cn). The main
point is obviously to calculate the ,,heat kernel” of the Toeplitz operator TzAz on H2(Cn).
For this reason, we introduce Berezin’s result on the exponential of an essentially selfadjoint
Toeplitz operators with positive symbols.
Theorem 4.3.3. [29] Let f be a positive function a.e. on Cn and suppose that the Toeplitz
operator Tf is essentially selfadjoint on a dense subset of H2(Cn) then for any s > 0 we have:
e−sTf = lim
N−→∞
(T
e−
s
N
f )N , (4.3.16)
where the limit is in the strong sense.
The above theorem expresses the kernel of the exponential of the Toeplitz operator (−sTf )
as the limit of a multiple integral over CnN obtained by the higher product of Toeplitz operators
(T
e−
s
N
f )N . However, in some cases this multiple integral can be reduced to an integral over Cn.
For example, this holds true if the higher products (T
e−
s
N
f )N are also Toeplitz operators. Now
let us apply the above theorem to the case f(z) = zAz.
In order to show that the Toeplitz operator TzAz is essentially selfadjoint we recall the notion
of a t-radially symmetric function which was first introduced by E. Fischer in [82].
Let t = (t1, · · · , tn) ∈ Rn+. A measurable function ϕ on Cn is said to be t-radially symmet-
ric if for each θ ∈ R we have
ϕ(eit1θz1, · · · , eitnθzn) = ϕ(z), a.e. z = (z1, · · · , zn) ∈ Cn.
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The next theorem shows the essentially selfadjointness of Toeplitz operators with t-radially
symmetric real valued symbols. This theorem is a consequence of Theorem 4.1 and Proposition
5.2 in [118].
Theorem 4.3.4. [118] Let ϕ : Cn −→ R be a t-radially symmetric function and suppose that
the space of the holomorphic polynomials P[z] is contained in D(Tϕ). Denote by Tϕ |P the
restriction of the Toeplitz operator Tϕ to P[z]. Then the closure (Tϕ |P)− is selfadjoint and
consequently Tϕ is essentially selfadjoint as an operator on P[z] ⊂ H2(Cn).
Note that the matrix A is positive semidefinite i.e. zAz ≥ 0. Moreover, it is obvious that
the function f(z) := zAz satisfies f(eiθz) = f(z) for all z ∈ Cn showing that f is (1, · · · , 1)-
radially symmetric. Therefore, by the above theorem we know that TzAz is essentially self-
adjoint as an operator on P[z] ⊂ H2(Cn). This shows that Equation (4.3.16) holds true for
f(z) := zAz. Moreover, by calculating the higher products (T
e−
s
N
f )N for all N ∈ N we prove
that the operator e−sTzAz is also a Toeplitz operator on H2(Cn). In the next theorem, we obtain
a composition formula (TezBz)N whenever Id − B is a positive definite Hermitian matrix. We
then apply the result to the case B = − s
N
A proving that (T
e−
s
N
f )N is a Toeplitz operator on
H2(Cn).
Proposition 4.3.3. Let B ∈ Mn(C) be a n × n matrix such that Id − B is a positive definite
Hermitian matrix. Then for any N ∈ N the product (TezBz)N is well defined on the dense
domain
D := span
{
p(z)eza | a ∈ Cn and p is a holomorphic polynomial on Cn
}
⊂ H2(Cn)
and is given by
(TezBz)
N = T
ez{−(Id−B)N+Id}z . (4.3.17)
Proof. Let us first check that TezBz is well defined on D. For any g ∈ D we have∫
Cn
|g(w)|2e2wBwe−|w|2dv(w) =
∫
Cn
|g(w)|2e−w2 (2Id−B)wdv(w)
= det(2Id−B)−1
∫
Cn
|g(
√
(2Id−B)−1u)|2e− |u|
2
2 dv(u) <∞,
where in the last equality we used the change of variable u =
√
(2Id−B)w which is well
defined since 2Id−B is positive definite. Now fix z ∈ Cn and let us calculate TezBzg(z). Using
the change of variable u =
√
(Id−B)w we have
TezBzg(z) = pi
−n
∫
g(w)ewBwezwe−|w|
2
dv(w)
= pi−n
∫
g(w)e−w(Id−B)wezwdv(w)
= pi−n
∫
g(
√
(Id−B)−1u)ez
√
(Id−B)−1ue−|u|
2
dv
(√
(Id−B)−1u
)
= det(Id−B)−1g((Id−B)−1z). (4.3.18)
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This shows thatD is invariant under TezBz and thus (TezBz)N is well defined onD for allN ∈ N.
Moreover, using (4.3.18) we prove by induction Eq. (4.3.17). Fix N ∈ N and suppose that
(4.3.17) holds true for all integers less than or equal N − 1. Then for any g ∈ D we have
[(TezBz)
Ng](z) = TezBz [Tez{−(Id−B)N−1+Id}zg](z)
= (det(Id−B)−1)N−1
[
TezBzg
(
{Id+ (Id−B)N−1 − Id}−1(·)
)]
(z)
= (det(Id−B)−1)Ng
(
[(Id−B)N ]−1z
)
= T
ez{−(Id−B)N+Id}zg(z).
As a consequence we prove that for every s > 0 the operator e−sTzAz is a Toeplitz operator
densely defined on D ⊂ H2(Cn). Indeed, since A is positive semidefinite then Id + s
N
A is a
positive definite matrix for all s > 0 and all N ∈ N. Therefore, applying Proposition 4.3.3 for
B = − s
N
A we obtain
e−sTzAz = lim
N−→∞
(T
e−z
s
N
Az)N
= lim
N−→∞
T
ez[−(Id+
s
N
A)N+Id]z
= T
ez(−esA+Id)z , (4.3.19)
where the limit is in the strong sense. In fact, the above equation holds true by applying the
Lebesgue dominated convergence theorem twice. More precisely, denote by {gN}N∈N the se-
quence of functions in L2(Cn, dµ) defined by
gN(w) := e
w[−(Id+ s
N
A)N+Id]w.
Then gN converges pointwisely to g(w) := ew(−e
sA+Id)w ∈ L2(Cn, dµ). Moreover, since A
is positive semidefinite it follows that gN ≤ g1 for all N ∈ N. Hence, for every f ∈ D the
sequence of functions TgNf converges to Tgf pointwisely on Cn. Furthermore, for each N ∈ N
it is easy to check that
∣∣∣TgNf(z)∣∣∣ =
∣∣∣∣∣
∫
Cn
f(w)gN(w)Kz(w)dµ(w)
∣∣∣∣∣ ≤
∫
Cn
∣∣∣f(w)g1(w)Kz(w)∣∣∣dµ(w) ∈ L2(Cnz , dµ).
Which shows that TgNf
N→∞−−−→ Tgf in H2(Cn) for each f ∈ D, i.e. TgN converges to Tg in the
strong sense.
We are able now to obtain the ,,heat kernel” of TzAz on H2(Cn).
Theorem 4.3.5. Let A ∈ Mn(C) be a n× n positive semidefinite matrix. Then the heat kernel
of the Toeplitz operator TzAz defined on D ⊂ H2(Cn) is given by
KA(s, z, w) = e
−str(A)eze
−sAw, (s, z, w) ∈ R+ × Cn × Cn. (4.3.20)
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Proof. Fix s > 0 and let B = −esA + Id. Then by Equations (4.3.18) and (4.3.19) together
with the reproducing kernel property of the Segal-Bargmann space we have
〈e−sTzAzKw, Kz〉 = 〈TezBzKw, Kz〉 = det(Id−B)−1〈e·(Id−B)−1w, e·z〉 = e−str(A)eze−sAw.
To see that the above equation is the heat kernel of TzAz inD ⊂ H2(C2n). One can easily check
that KA(0, z, w) = ez·w and that
(
∂
∂s
+ TzAz)〈e−sTzAzKw, Kz〉 = 0 for all w ∈ Cn.
In the next proposition for a fixed s > 0 we investigate if the entire function KA(s, z, w) is
in the range of the Bargmann transform when restricted to the Schwartz space. It turns out that
such a property holds independent of the time variable s.
Theorem 4.3.6. Let A be a positive semidefinite matrix and KA(s, z, w) be the heat kernel of
the Toeplitz operator TzAz obtained in the above theorem. Then there exists a unitary matrix P
such that
KA(s, z, w) = e
−str(A) ∑
α∈Nn0
e−sλ·α
α!
(P T z)α(P−1w)α, (4.3.21)
where λ · α = ∑nj=1 λjαj and each λj is an eigenvalue of A repeated according to its multi-
plicity. Moreover, for every s, t > 0 the entire function KA(s, z, w) ∈ βt
[S(R2n)] if and only if
A is positive definite.
Proof. Since A is positive semidefinite there is a unitary matrix P such that
A = PD(λ1, · · · , λn)P−1,
where D(λ1, · · · , λn) is the diagonal matrix whose entries λj ≥ 0 are the eigenvalues of A.
Using the change of variables z 7−→ Pz and w 7−→ Pw we can write
estr(A)KA(s, Pz, Pw) = e
zP−1PD(e−sλ1 ,··· ,e−sλn )P−1Pw = ezD(e
−sλ1 ,··· ,e−sλn )w
=
n∏
j=1
ee
−sλj zjwj =
n∏
j=1
∑
αj∈N0
1
αj!
e−sλjαj(zjwj)αj
=
∑
α∈Nn0
e−sλ·α
α!
zαwα.
On the one hand, replacing z by P T z and w by P−1w in the above equation we obtain (4.3.21).
On the other hand, since z ⊗ w 7−→ Pz ⊗ Pw is a unitary operator on Cn ⊗ Cn it follows that
for every t > 0
β−1t
[
KA(s, z, w)
]
∈ S(R2n)⇐⇒ β−1t
[ ∑
α∈Nn0
e−sλ·α
α!
zαwα
]
∈ S(R2n).
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For every j = 1, · · · , n denote by β−1t,j the inverse Bargmann transform at t > 0 on the Segal-
Bargmann space over C2 w.r.t. the coordinates (zj, wj) ∈ C2 then
β−1t
[ ∑
α∈Nn0
e−sλ·α
α!
zαwα
]
= β−1t
[ n∏
j=1
∑
αj∈N0
1
αj!
e−sλjαj(zjwj)αj
]
=
n∏
j=1
β−1t,j
[ ∑
αj∈N0
1
αj!
e−sλjαj(zjwj)αj
]
.
This shows that β−1t
[
KA(s, z, w)
]
∈ S(R2n) if and only if for every j = 1, · · · , n
∑
αj∈N0
1
αj!
e−sλjαj(zjwj)αj ∈ βt
[S(R2)].
Using Proposition 4.2.1, this is equivalent to
sup
α∈N0
(
e−sλjαα2M
)
<∞ for all M > 0⇐⇒ λj > 0.
Remark 4.3.2. Similar to Proposition 4.2.1, there is a characterization for the image of the
space of tempered distributions under the Bargmann transform (c.f. Proposition 2.6 of Chapter
4 in [139]). We note that under the assumption that A is positive semidefinite one can show that
KA(s, z, w) ∈ βt
[S ′(R2n)] where S ′(R2n) denotes the space of tempered distributions. In fact,
this follows from the fact that sup(e−sλjαα−2M) <∞ for all M > 0.
Note that the above results are valid for any positive semidefinite matrix without the as-
sumptions (A + A) is positive definite or AA = AA. However, we will need these conditions
in order to obtain the heat kernel of Lξ (c.f. the proof of Corollary 4.3.2).
Remark 4.3.3. We show that the Toeplitz operator TzAz is diagonalizable. Moreover, we prove
that in the case where A is positive definite TzAz has a discrete spectrum and each eigenvalue
has a finite multiplicity. Indeed, with the notation used in Theorem 4.3.6 define the unitary
operator UP on H2(Cn) by
[UPf ](z) := f ◦ P T (z).
Therefore, for any f ∈ D ⊂ H2(Cn) we can write
TzAzf(z) =
∫
Cn
wAwf(w)ezwdµ(w) =
∫
Cn
wPD(λ1, · · · , λn)P−1wf(w)ezwdµ(w)
=
∫
Cn
(P Tw)TD(λ1, · · · , λn)(P Tw)f(w)ezwdµ(w)
=
n∑
j=1
λj
∫
Cn
|(P Tw)j|2f(w)ezwdµ(w) =
n∑
j=1
λj
∫
Cn
|uj|2f(Pu)ezPwdµ(u)
=
n∑
j=1
λj
[
T|zj |2
(
U?Pf
)]
(P T z) =
n∑
j=1
λjUP
[
T|zj |2U
?
Pf
]
(z),
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where we used the change of variable u = P Tw. This shows that TzAz can be written in the
following form
TzAz =
n∑
j=1
λjUPT|zj |2U
?
P .
The last expression can be used to obtain the eigenfunctions and eigenvalues of TzAz. In fact,
for each j = 1, · · · , n and each α ∈ Nn0 we have
T|zj |2z
α = (zj
∂
∂zj
+ I)zα = (αj + 1)z
α.
This shows that the Toeplitz operator TzAz has eigenfunctions {UP zα = (P T z)α}α∈Nn0 with the
corresponding eigenvalues
λα =
n∑
j=1
λj(αj + 1).
(Note that since TzAz is a symmetric operator it follows by Lemma 1.2.2 in [68] that TzAz is
essentially selfadjoint). Hence in case where A is positive definite it follows that lim|α|→∞ λα =
∞ and each eigenvalue has finite multiplicity showing that the spectrum of TzAz is discrete (c.f.
Theorem C.2.4 in [131]). Note that if A is singular then the eigenvalues of TzAz are of infinite
multiplicity (Example 4.3.2).
Theorem 4.3.5 together with an easy computation gives the ,,heat kernel” of the Toeplitz
operator (4.3.13).
Corollary 4.3.1. Let A ∈ Mn(C) be a n × n positive semidefinite matrix. Then for any ξ 6= 0
the ,,heat kernel” of the Toeplitz operator [2|ξ|TzAz − |ξ|tr(A)] denoted by Kξ(s, z, w)is given
by
Kξ(s, z, w) = e
−s|ξ|tr(A)eze
−2s|ξ|Aw, (s, z, w) ∈ R+ × Cn × Cn. (4.3.22)
By the above corollary and using the inverse Bargmann transform we are able now to calcu-
late the heat kernel of the partial differential operator Lξ on L2(Rn) whenever AA = AA and
the matrix (A+ A) is positive definite.
Corollary 4.3.2. Let A = (ajk) ∈ Mn(C) be an n × n positive semidefinite matrix. For each
ξ 6= 0 consider the differential operator Lξ on Rn defined by
Lξ =
∑
ajj(ξ
2x2j −
∂2
∂x2j
) +
∑
j 6=k
ajk(ξxk +
∂
∂xk
)(ξxj − ∂
∂xj
). (4.3.23)
Then Lξ is essentially selfadjoint as an operator on the following dense domain of L2(Rn)
Dξ := {p(x)e−|ξ|x
2
2 | p is a polynomial over Rn}.
Moreover, 〈Lξϕ, ϕ〉L2(Rn) ≥ −|ξ|‖ϕ‖2 for all ϕ ∈ Dξ. Furthermore, if A and A commute and
(A + A) is positive definite then the heat kernel of Lξ denoted by kξ(s, x, y) and defined on
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R+ × Rn × Rn is given by
kξ(s, x, y) =e
−s|ξ|tr(A)(
|ξ|
pi
)
n
2
√
det(Id− e−2s|ξ|(A+A))−1
× exp
{
− |ξ|
2
y(Id− e−2s|ξ|(A+A))−1(Id+ e−2s|ξ|(A+A))y
− |ξ|
2
x(Id− e−2s|ξ|(A+A))−1(Id+ e−2s|ξ|(A+A))x
+ 2|ξ|y(Id− e−2s|ξ|(A+A))−1e−2s|ξ|Ax
}
. (4.3.24)
Proof. Let ξ 6= 0, s > 0 be fixed and put t = √2|ξ|. Since TzAz is essentially selfadjoint as an
operator on P[z] the differential operator Lξ is essentially selfadjoint on the space of functions
D′ξ := span{hα := β−1t zα, α ∈ Nn0}.
Since the space of holomorphic polynomials is dense in H2(Cn) it follows that D′ξ is dense in
L2(Rn). However, one can easily check that Dξ = D′ξ. Indeed, using Equation (4.2.1) we know
that h0(x) = t
n
2 (2pi)−
n
4 e−t
2 x2
4 . Hence, by (4.2.12) we obtain
hα(x) = β
−1
t z
α = β−1t [Tzα1](x) = β
−1
t Tzαβth0(x)
= t
n
2 (2pi)−
n
4 (
t
2
x1 − 1
t
∂
∂x1
)α1 · · · ( t
2
xn − 1
t
∂
∂xn
)αne−t
2 x2
4 ∈ Dξ.
The other inclusion Dξ ⊂ D′ξ holds true by a similar argument. We conclude that Lξ is essen-
tially selfadjoint on Dξ. Moreover, since A is positive semidefinite the Toeplitz operator TzAz is
non-negative on its maximal domain D(TzAz). Consequently, and via the Bargmann transform
it follows that Lξ + |ξ|tr(A) is a non-negative operator on {β−1t (g), g ∈ D(TzAz)} ⊃ Dξ.
Let us now calculate the heat kernel of Lξ. By Corollary 4.3.1 the heat kernel Kξ(s, z, w) of
the operator βtLξβ−1t = 2|ξ|TzAz − |ξ|tr(A) on H2(Cn) is given by (4.3.22) where (s, z, w) ∈
R+×Cn×Cn. However, Example 4.2.1 shows that the heat kernel of the operator Lξ on L2(Rn)
denoted by kξ(s, x, y) is given by
kξ(s, x, y) =
[
β−1t,y→w
[
β−1t,x→zKξ(s, z, w)](x)
]
(y) = e−s|ξ|tr(A)
[
β−1t,y→w
[
β−1t,x→ze
ze−2s|ξ|w](x)](y),
(4.3.25)
where (s, z, w) ∈ R+ × Cn × Cn and t =
√
2|ξ|. Direct application of Proposition 4.2.4 to
the matrix e−2s|ξ|A gives the exact expression of (4.3.25) and shows that kξ(s, x, y) is given by
(4.3.24).
Remark 4.3.4. Using (4.3.23) one can easily check that the principle symbol p(x, η) of the
operator Lξ is given by
p(x, η) = −1
2
η(A+ A)η, (x, η) ∈ Rn × Rn.
So that in the case where (A+ A) is positive definite the operator Lξ is elliptic.
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Remark 4.3.5. It is easy to see that the heat kernel (4.3.24) satisfies kξ(s, x, y) = k−ξ(s, x, y).
Moreover, the function k(s, x, y, ξ) := kξ(s, x, y) ∈ C∞
(
(0,∞)× R2n × R). Indeed, fix s > 0
and x, y ∈ R2n where we write
k(s, x, y, ξ) = f(|ξ|)e−g(x,y,|ξ|),
and f is the function defined (0,∞) by
f(v) :=
1
pi
n
2
e−svtr(A)v
n
2
√
det(Id− e−2sv(A+A))−1.
Moreover, e−g(x,y,|ξ|) is the exponential part in (4.3.24). The function f can be extended to the
real line R and is a Schwartz function. In fact, since the matrix (A+A) is positive definite and
real then it is diagonalizable by a real unitary matrix Q i.e.
A+ A = Q−1D(λ1, · · · , λn)Q,
where λ1, · · · , λn are the eigenvalues of the matrix A+ A. This shows that
(Id− e−2sv(A+A)−1 = QD( 1
1− e−2svλ1 , · · · ,
1
1− e−2svλn )Q
−1.
Note that e−svtr(A) =
∏n
j=1 e
−sv λj
2 . It is now easy to check that
f(v) =
1
(2pi)
n
2
( n∏
j=1
v
sinh(svλj)
) 1
2 ∈ S(R).
The smoothness of k(s, x, y, ξ) then follows by the smoothness of the function g. Eventhough,
in all our examples the function k(s, ·, y, ·) ∈ S(Rn ×R) for every fixed pair (s, y) ∈ R+ ×Rn
it is not clear if this property always holds true for the heat kernel obtained in (4.3.24).
We illustrate the above technique by calculating the (well-known) heat kernels of the Her-
mite operator on Rn (c.f. Section 5.7 in [56]) and the isotropic twisted Laplacian on R2N (c.f.
[161, 164]). In the case of the Hermite operator (respectively the isotropic Laplace operator) the
corresponding matrix A is real (respectively Hermitian) satisfying the conditions of the above
corollary.
Example 4.3.1. Let ξ 6= 0 be fixed and consider the Hermite operator Gξ on L2(Rn) defined by
Gξ :=
n∑
j=1
(ξ2x2j −
∂2
∂x2j
). (4.3.26)
Note that the operator Gξ is of the form (4.3.23). Hence its heat kernel which is denoted by
kGξ(s, x, y) is given by (4.3.24) with A = Id i.e.
kGξ(s, x, y)
= e−s|ξ|n
( |ξ|
pi
)n
2
( 1
1− e−4s|ξ|
)n
2
exp
{−|ξ|
2
1 + e−4s|ξ|
1− e−4s|ξ| (|x|
2 + |y|2) + 2|ξ| e
−2s|ξ|
1− e−4s|ξ|y · x
}
=
( ξ
2pi sinh(2sξ)
)n
2
e−
ξ coth(2sξ)
2
(|x|2+|y|2)+ ξ
sinh(2sξ)
y·x. (4.3.27)
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Remark that when replacing ξ by 0 in Equation (4.3.26) we obtain the Laplacian
∆ = −
n∑
j=1
∂2
∂x2j
on Rn. Making ξ → 0 in (4.3.27) provides the heat kernel of ∆. Indeed, using the fact that
limξ→0
ξ
sinh(2sξ)
= 1
2s
we have
lim
ξ→0
kGξ(s, x, y) =
( 1
4spi
)n
2
e−
1
4s
|x−y|2 ,
which is the heat kernel for the Laplacian ∆.
Example 4.3.2. For ξ 6= 0 the isotropic twisted Laplacian on R2N is the elliptic operator given
by
Lξ = −1
2
( N∑
l=1
(
∂
∂xl
− iξxl+N)2 + ( ∂
∂xl+N
+ iξxl)
2
)
. (4.3.28)
We write the above operator in the form (4.3.10)
Lξ = −
n∑
j=1
1
2
(
∂2
∂x2j
− ξ2x2j)− iξ
N∑
l=1
(
xl
∂
∂xl+N
− xl+N ∂
∂xl
)
=
n∑
j=1
ajj(ξ
2x2j −
∂2
∂x2j
)− 2iξIm
∑
j>k
ajk(xk
∂
∂xj
− xj ∂
∂xk
)
where n = 2N and A = (ajk) is the n× n Hermitian matrix given by
ajj =
1
2
for all j = 1, · · · , n and ajk = i
2
δj,k+N for all j > k. (4.3.29)
Hence A = 1
2
Id + i Im(A) where Im(A) is the antisymmetric real matrix defined by ajk =
1
2
δj,k+N for all j > k. It is now obvious that AA = AA and A + A = Id is positive definite.
Moreover sinceA is diagonally dominant this ensures thatA is positive semidefinite. Therefore,
the heat kernel of Lξ is given by (4.3.24) with the above defined matrix A. Let us simplify the
ingredients in (4.3.24) for the matrix A associated to Lξ. On the one hand, it is easy to check
that A2 = A therefore the exponential matrix e−2s|ξ|A is given by
e−2s|ξ|A = Id+ (e−2s|ξ| − 1)A.
This shows that the Hermitian matrix M := 2(Id− e−2s|ξ|(A+A))−1e−2s|ξ|A = (mjk) is given by
mjj =
2
1− e−2s|ξ| (e
−2s|ξ| − 1)ajj = coth(s|ξ|) for all j = 1, · · · , n, and
mjk =
2
1− e−2s|ξ| (e
−2s|ξ| − 1)ajk = −iδj,k+N for all j > k.
Therefore, for any y = (y1, · · · , yn), x = (x1, · · · , xn) ∈ Rn we have
yMx = y · x[ coth(s|ξ|)− i N∑
k=1
(xkyk+N − xk+Nyk)
]
.
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On the other hand, since A+ A = Id we obtain
(Id− e−2s|ξ|(A+A))−1(Id+ e−2s|ξ|(A+A)) = coth(s|ξ|)Id.
Hence, the heat kernel of Lξ denoted by kLξ(s, x, y) is given by
kLξ(s, x, y) =
1
piN
( |ξ|e−s|ξ|
1− e−2s|ξ|
)N
e−
|ξ|
2
coth(s|ξ|)(|x|2+|y|2e|ξ|yMx
T
=
1
(2pi)N
( ξ
sinh(sξ)
)N
e−
ξ
2
coth(sξ)[
Pn
j=1(xj−yj)2]e−iξ
PN
k=1(xkyk+N−ykxk+N ). (4.3.30)
As in Example (4.3.1) we remark that replacing ξ by 0 in Equation (4.3.28) yields to the
Laplacian
∆1 = −1
2
n∑
j=1
∂2
∂x2j
.
Taking the limit as ξ → 0 in (4.3.30) provides the heat kernel K∆1(s, x, y) of ∆1
lim
ξ→0
kGξ(s, x, y) =
( 1
2spi
)n
2
e−
1
2s
|x−y|2 = K∆1(s, x, y).
Finally we obtain the heat kernel of the operator (4.3.6) in the following theorem.
Theorem 4.3.7. Let A ∈ Mn(C) to be a n × n positive semidefinite matrix such that (A + A)
is positive definite. Consider the differential operator L on Rn+1 defined by
L = −
∑
ajj(
∂2
∂x2j
+ x2j
∂2
∂u2
)− 2Re
∑
j>k
ajkxjxk
∂2
∂u2
− 2Im
∑
j>k
ajk(xk
∂2
∂xj∂u
− xj ∂
2
∂xk∂u
)
− 2Re
∑
j>k
ajk
∂2
∂xk∂xj
, (4.3.31)
where (x, u) = (x1, · · · , xn, u) ∈ Rn × R. Then L is subelliptic positive and essentially
selfadjoint as an operator on S(Rn+1). Suppose that AA = AA and for every s > 0 the
function k(s, x, y, ξ) := kξ(s, x, y) ∈ C∞(R2n) (c.f. Remark 4.3.5), where kξ(s, x, y) is given
by (4.3.24), satisfies the conditions in Proposition 4.3.1 (2). Then the heat kernel of L denoted
by kL(s, x, u, y, u˜) is given by
kL(s, x, u, y, u˜) =
1
2pi
∫
R
e−s|ξ|tr(A)(
|ξ|
pi
)
n
2
√
det(Id− e−2s|ξ|(A+A))−1 (4.3.32)
exp
{−|ξ|
2
y(Id− e−2s|ξ|(A+A))−1(Id+ e−2s|ξ|(A+A))y
−|ξ|
2
x(Id− e−2s|ξ|(A+A))−1(Id+ e−2s|ξ|(A+A))x
+ 2|ξ|y(Id− e−2s|ξ|(A+A))−1e−2s|ξ|Ax
}
eiξ(u−u˜)dξ.
(4.3.33)
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Proof. The positivity and the sub-ellipticity of L was proved in Theorem 4.3.1. Let us check
that L is essentially self adjoint as an operator on S(Rn+1). Since L is symmetric on S(Rn+1)
the operator L can be extended to a selfadjoint operator (for example the Friedrich’s extension).
We will prove that L has a unique self adjoint extension i.e. L is essentially self adjoint. Let
L1 and L2 be two selfadjoint extensions of L. By Corollary 4.3.2 we know that for each ξ 6= 0
the operator Lξ := FuLFu−1|(·,ξ) is essentially selfadjoint on Dξ ⊂ S(Rn) which shows that Lξ is
again essentially selfadjoint on S(Rn). Note that FuL1Fu−1|(·,ξ) and FuL2Fu
−1
|(·,ξ) are selfadjoint
extensions of Lξ |S(Rn). Therefore, for any ξ 6= 0 we have FuL1Fu−1|(·,ξ) = FuL2Fu
−1
|(·,ξ) which
shows that L1Fu−1 = L2Fu−1 i.e. L1 = L2. Finally, we calculate the heat kernel of the
operator L. Again by Corollary 4.3.2 we know that the heat kernel kξ(s, x, y) of the operator Lξ
is given by (4.3.24) for all ξ 6= 0. However, by Proposition 4.3.1 the heat kernel of the operator
L on Rn+1 is given by
kL(s, x, u, y, u˜) =
1
2pi
∫
R
kξ(s, x, y)e
iξ(u−u˜)dξ.
We apply the above theorem to calculate the heat kernel of the Grusin operator on Rn+1 and
that of the sub-Laplacian ∆sub on the (2N + 1)-dimensional Heisenberg group H(2N+1).
Example 4.3.3. The subelliptic operator
G := −
n∑
j=1
(
∂2
∂x2j
+ x2j
∂2
∂u2
), (x, u) ∈ Rn × R
is called the Grusin operator. It is easy to check that for each ξ 6= 0 the operator Gξ :=
FuGFu−1|(·,ξ) is the Hermite operator on Rn considered in Example (4.3.1) and thus its heat
kernel kGξ(s, x, y) is given by (4.3.27). Therefore, the heat kernel of the Grusin operator is
obtained via the inverse Fourier transform
KG(s, x, u, y, u˜) =
1
2pi
∫
R
kGξ(s, x, y)e
iξ(u−u˜)dξ
=
1
(2pi)1+
n
2
∫
R
( ξ
sinh(2sξ)
)n
2 e−
ξ coth(2sξ)
2
(|x|2+|y|2)+ ξ
sinh(2sξ)
y·xeiξ(u−u˜)dξ
=
1
(2spi)1+
n
2
∫
R
( τ
sinh(2τ)
)n
2 e−
τ
2s
coth(2τ)(|x|2+|y|2)+ τ
s sinh(2τ)
y·xei
τ
s
(u−u˜)dτ,
where the last equality is obtained by using the change of variable τ = sξ.
Example 4.3.4. For the sub-Laplace operator ∆sub on H(2N+1) given by (4.2.22) we apply the
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above theorem to obtain its heat kernel. A simple computation shows that ∆sub takes the form
∆sub = −1
2
( N∑
l=1
∂2
∂x2l
+ x2l+N
∂2
∂u2
+
∂2
∂x2l+N
+ x2l
∂2
∂u2
+ 2
(
xl
∂2
∂xl+N∂u
− xl+N ∂
2
∂xl∂u
))
= −
n∑
j=1
1
2
(
∂2
∂x2j
+ x2j
∂2
∂u2
)−
N∑
l=1
(
xl
∂2
∂xl+N∂u
− xl+N ∂
2
∂xl∂u
)
= −
n∑
j=1
ajj(
∂2
∂x2j
+ x2j
∂2
∂u2
)− 2Im
∑
j>k
ajk(xk
∂2
∂xj∂u
− xj ∂
2
∂xk∂u
),
where n = 2N and A = (ajk) is the n × n Hermitian matrix defined by (4.3.29) in Example
(4.3.2). In fact, for any ξ 6= 0 the operator Lξ := Fu∆subFu−1|(·,ξ) is the isotropic twisted Laplace
operator on R2N given by (4.3.28). The heat kernel of Lξ denoted by kLξ(s, x, y) is given by
Equation (4.3.30). This shows that the heat kernel of ∆sub is given by
k∆sub(s, x, u, y, u˜) =
1
2pi
∫
R
kLξ(s, x, y)e
iξ(u−u˜)dξ
=
1
(2pi)N+1
∫
R
( ξ
sinh(sξ)
)N
e−
ξ
2
coth(sξ)[
Pn
j=1(xj−yj)2]e−iξ(u˜−u+
PN
k=1(xkyk+N−ykxk+N ))dξ
=
1
(2spi)N+1
∫
R
( τ
sinh τ
)N
e−
τ
2s
coth τ [
Pn
j=1(xj−yj)2]e−i
τ
s
(u˜−u+PNk=1(xkyk+N−ykxk+N ))dτ,
where in the last equality we used the change of variable τ = sξ.
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Chapter 5
Compact Toeplitz operators for weighted
Bergman spaces on bounded symmetric
domains
Let Ω ⊂ Cd be an irreducible bounded symmetric domain of multiplicities a and b, rank
r and genus p. For each ν > p − 1, we consider on Ω the normalized weighted measure
dµν := cνh(z, z)
ν−pdv where h(z, w) (z, w ∈ Cd) is the Jordan triple determinant polynomial
associated to Ω. In this chapter, we study Toeplitz operators T νg with symbol g acting on the
standard weighted Bergman space H2ν := H
2
ν (Ω, dµν) over Ω with weight ν. Under some con-
ditions on the weights ν and ν0 we show that there exists C(ν, ν0) > 0 , such that the Berezin
transform g˜ν0 of g with respect to H
2
ν0
satisfies:
‖g˜ν0‖∞ ≤ C(ν, ν0)
∥∥T νg ∥∥ ,
for all g in a suitable class of symbols containing L∞(Ω). As a consequence we apply a result in
[77], to prove that the compactness of T νg is independent of the weight ν, whenever g ∈ L∞(Ω)
and ν > C where C is a constant depending on (r, a, b).
5.1 Introduction
In this chapter we switch our attention to weighted Bergman spaces over bounded symmet-
ric domains. For an irreducible bounded symmetric domain Ω ⊂ Cd of type (r, a, b) in its
Harish-Chandra realization we write 〈·, ·〉ν for the usual inner product on L2ν := L2(Ω, dµν)
whenever ν > 1 + (r − 1)a + b. From Section 1.2 we know that the weighted Bergman space
H2ν := H
2
ν (Ω, dµν) ⊂ L2ν is closed in L2ν and forms a reproducing kernel Hilbert space. Via
the orthogonal projection Pν from L2ν onto H
2
ν and for a measurable symbol f , the Toeplitz
operator T νf is defined on a suitable domain in H
2
ν as the product T
ν
f := PνMf where Mf is the
multiplication by f . Moreover, for a suitable function g : Ω −→ C the weighted Berezin trans-
form g˜ν is the real analytic map on Ω given by g˜ν(z) = 〈T νg kν,[z], kν,[z]〉ν where kν,[z] denotes the
normalized Bergman kernel.
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As it was mentioned in Sections 1.3 and 1.4 the Berezin transform is an important tool in
the analysis of Toeplitz operators giving rise to various results in operator theory (c.f. [10, 15,
18, 35, 64, 77, 187]). For example, it was shown in [77] that under some condition on the
weight ν the Toeplitz operator T νg with bounded symbol g is compact on H
2
ν if and only if
g˜ν ∈ C0(Ω). In case of the unit disc Ω = D in the complex plane, this result was generalized
from bounded symbols to symbols of bounded mean oscillation BMO1(D) (c.f. [187]). The
corresponding compactness characterization also holds true for weighted Bergman spaces over
the n-dimensional unit ball Ω = Bn and g ∈ BMO1(Bn) (c.f. [15]). Theorems of the previously
mentioned type have been obtained for unbounded domains, as well. In case of the Segal-
Bargmann space H2(Cn, dµt), it was proved in [15] that for symbols f ∈ BMO1(Cn) the
Toeplitz operator T tf is bounded (respectively compact) if and only if the heat transform f˜
( t
2
)
(c.f. (1.3.12) for the definition) at time t
2
is bounded (respectively vanishing at infinity) (c.f.
[15, 64]).
A natural question which arises in the study of Toeplitz operators with a fixed symbol acting
on a family of weighted Bergman spaces is wether their compactness is independent of the
weight parameter. By essentially using the previously mentioned results it was shown in [15]
that an independence in fact holds in case of the Segal-Bargmann space H2(Cn, dµt) and the
weighted Bergman spaces A2λ over the unit ball Bn under the assumption that g ∈ BMO1(Cn)
and g ∈ BMO1(Bn), respectively. However, there are counter examples for general symbols
(c.f. Section 6 in [15]). As an application it follows that for functions g ∈ BMO1(Cn) the heat
transform g˜(t) ∈ C(Cn) of g vanishes at infinity for a certain time t0 > 0 if and only if g˜(t)
vanishes at infinity for each time t > 0. This, roughly speaking, gives some information on the
heat flow “backwards in time”.
In the case of a bounded symmetric domain, the weight parameter ν replaces the time pa-
rameter t in the Segal-Bargmann space construction and the Berezin transform g˜ν replaces the
heat transform (1.3.12). Thus it is natural to ask whether the compactness of the Toeplitz op-
erator T νg on the standard weighted Bergman space corresponding to the weight parameter ν
on a bounded symmetric domain depends on ν. The aim of this chapter is to prove that the
compactness of T νg is uniform with respect to the weight ν, whenever g ∈ L∞(Ω) and ν > C
where C is a constant depending on (r, a, b).
The first attempt to solve such a problem was given in [15] for the case of the Segal-
Bargmann space. One important ingredient was to obtain an estimation between the sup-norm
of the heat transform of the symbol and the norm of the Toeplitz operator (c.f. Theorem 11 [35],
Proposition 1 and Theorem 10 in [15]) and to use the above mentioned result in [187]. In this
chapter, we employ a similar technique to investigate the case of a general bounded symmetric
domain. In particular, for suitable weights ν and ν0 we give an upper estimate for the ν0-Berezin
transform in terms of the operator norm of the Toeplitz operator T νg (c.f. Theorem A below).
We then use a compactness characterization in [77] which holds for bounded symbols proving
the uniform compactness of T νg w.r.t. the weight ν (c.f. Theorem B below). We point out that
under the assumption of boundedness our result is a generalization to that in [15] since we deal
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with a wider class of domains. However, we are not able to generalize the statement to functions
of bounded mean oscillation. This is due to the fact that the equivalence between the vanishing
of the Berezin transform at the boundary of Ω and the compactness of Toeplitz operators is not
clear for such a space of symbols.
Here we state two of our main results:
Theorem A. Let ν > p − 1, ν0 > d with |ν − ν0| > r−12 a and write ν˜ = min{ν, ν0}. Then
there exists C(ν, ν0) > 0 such that for all g ∈ τν(Ω) ∩ L1(Ω, dµν˜) (c.f. (5.2.5)) we have
‖g˜ν0‖∞ ≤ C(ν, ν0)
∥∥T νg ∥∥ . (5.1.1)
Theorem B. Let Ω ⊂ Cd be an irreducible bounded symmetric domain and suppose that
ν, ν0 > max
{
d, p− 1 + r − 1
4
a+
√(
r − 1
4
a
)2
+
r − 1
2
a
(
r − 1
2
a+ p− 1
)}
.
Then for any g ∈ L∞(Ω) we have the equivalence:
T ν0g is compact on H
2
ν0
if and only if T νg is compact on H
2
ν .
Chapter 5 is organized as follows: In Section 5.2 we set up notation and present some of
the standard results concerning irreducible bounded symmetric domains. In Section 5.3 we
prove the inequality in Theorem A by a technique similar to that in [35]. An essential idea is
to construct for each pair (ν, ν0) of weights a certain trace class operator on H2ν and represent
the Berezin transform of a function as an operator trace. Section 5.4 is devoted to the proof of
Theorem B, where we use a result in [77]. Finally, we present some open problems which are
motivated by our results.
5.2 Preliminaries
The objective of this section is to provide some basic facts on bounded symmetric domains as
well as the weighted Bergman spaces over such domains. As bounded symmetric domains are
Hermitian symmetric spaces (w.r.t. the Bergman metric) we refer the reader to Helgason’s book
[102] for a general theory of symmetric spaces. For an algebraic description and characteriza-
tion (using Jordan triple systems) of bounded symmetric domain c.f. [123, 128, 166]. A full
account for the theory of Bergman spaces over bounded symmetric domains can be found in
[166] and Part III of [79].
A bounded domain Ω ⊂ Cd is said to be symmetric if for every point w ∈ Ω there exists
an involutive automorphism of Ω for which w is an isolated fixed point of the automorphism
function. Since Ω is bounded we can consider the ,,un-weighted” Bergman space H2vol(Ω)−1 (c.f.
Section 1.2). Let us denote by K(z, w) (z, w ∈ Ω) the reproducing kernel of H2vol(Ω)−1 . It is
well known (c.f. [79] p. 190) that the d× d matrix
gjk(z) =
∂2
∂zj∂zk
logK(z, z), z ∈ Ω
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defines a Hermitian metric on Ω. This metric is called the Bergman metric and gives the usual
topology on Ω [28, 124]. Therefore, when Ω is symmetric (Ω, g) becomes a Hermitian globally
symmetric space. Hence, the set of all isometries (w.r.t g) on Ω denoted by I(Ω) acts transitively
on Ω i.e. Ω is homogeneous space (c.f. Lemma 3.1 of Chapter IV in [102]). Moreover, I(Ω)
is a separable locally compact transformation Lie group w.r.t. the compact open topology on
I(Ω) (c.f. Lemma 3.2 of Chapter IV in [102] ). Furthermore, for any z ∈ Ω the isotropy group
(stabilizer of z) of isometries k˜z is a compact subgroup of I(Ω) such that the coset I(Ω)/k˜z is
homeomorphic to Ω (c.f. Theorem 3.2 of Chapter II in [102]). Let us denote by Aut(Ω) the
group of all biholomorphic automorphisms on Ω. One can easily check that every biholomor-
phic function on Ω is an isometry w.r.t. the Hermitian metric g. Hence, Aut(Ω) ⊂ I(Ω) and
by Montel’s theorem the automorphism group has the structure of a transformation Lie group.
By a theorem of E. Cartan Aut(Ω) acts transitively on Ω (c.f. [57]). Again by Theorem 3.2 of
Chapter II in [102] the coset Aut(Ω)/kz is homeomorphic to Ω where kz is the isotropy group
in Aut(Ω) fixing z. Moreover, if G is the connected component of Aut(Ω) containing the iden-
tity then by Proposition 4.3 of Chapter II in [102] G is a semi-simple Lie group. Furthermore,
if K is the isotropy subgroup of G fixing z then K is a maximal compact subgroup of G and
G/K ∼= Ω (c.f. [102, 138]).
Let us consider an irreducible bounded symmetric domain Ω ⊂ Cd i.e. Ω is not a Cartesian
product of lower dimensional symmetric spaces. In [57], E. Cartan proved that there exist only
six types of irreducible bounded symmetric domains, the so called four classical domains and
two exceptional domains of dimensions 16 and 27, respectively (see also Chapter IX in [102] for
the classification of irreducible globally symmetric spaces). There is also a complete algebraic
classification of bounded symmetric domains using Jordan systems (c.f. Chapter I in [166]).
More precisely, we consider Ω ⊂ Cd in its (Harish-Chandra) realization with multiplicities a
and b and with rank r. In particular, Ω contains the origin and it is invariant under the natural
S1-action (circular). The triple (r, a, b) is called the type of Ω and it determines the domain up
to biholomorphic equivalence (c.f. [57, 128]). Moreover, the genus p of Ω and the complex
dimension d are given by:
p = 2 + (r − 1)a+ b; d := dim Ω = r + ar(r − 1)
2
+ rb. (5.2.1)
To each such Ω there is attached a unique function h(z, w) (z, w ∈ Cd) which is a polyno-
mial in z and w¯, called the Jordan triple determinant and satisfies the following properties (c.f.
[128, 166]):
1. h(z, 0) = 1 and h(z, w) = h(w, z), ∀z, w ∈ Cd.
2. h(z, z) > 0, ∀z ∈ Ω and h(z, z) = 0, ∀z ∈ ∂Ω.
Thus for any λ ∈ R , we fix a branch of h(z, w)λ for z, w ∈ Ω. It is well known that for any
ν ∈ R (c.f. [166]): ∫
Ω
h(z, z)ν−pdv(z) <∞⇐⇒ ν > p− 1, (5.2.2)
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where dv(z) is the Euclidean measure on Ω. In this case, we consider the normalized weighted
measure:
dµν = cνh(z, z)
ν−pdv.
The weighted Bergman space H2ν is the space of holomorphic functions in L
2
ν . We write Kν :
Ω× Ω −→ C for the reproducing kernel of H2ν , i.e. for any f ∈ H2ν , w ∈ Ω we have:
f(w) = [Pνf ](w) = 〈f,Kν(·, w)〉ν = 〈f,Kν,[w]〉ν ,
where Pν denotes the projection of L2ν onto H
2
ν and Kν,[w] := Kν(·, w). The kernel Kν(z, w) is
related to the Jordan triple determinant h(z, w) via (c.f. [80]):
Kν(z, w) = h(z, w)
−ν , ∀ν > p− 1. (5.2.3)
For a measurable symbol g : Ω −→ C the Toeplitz operator T νg is given by:
T νg : D(T
ν
g ) :=
{
h ∈ H2ν | gh ∈ L2ν
} ⊂ H2ν −→ H2ν : h 7→ Pν(gh). (5.2.4)
The Berezin transform T˜ of an operator T on H2ν with the domain of T containing all the
normalized kernels kν,[z] := Kν,[z]/
∥∥Kν,[z]∥∥ν where z runs through Ω, is the complex valued
map defined on Ω by:
T˜ (z) = 〈Tkν,[z], kν,[z]〉ν , z ∈ Ω.
In the rest of the chapter we will frequently use the symbol space:
τν(Ω) :=
{
g : Ω −→ C | gKν,[a] ∈ L2(Ω, dµν) for all a ∈ Ω
}
. (5.2.5)
Note that for g ∈ τv(Ω) the operator T νg is densely defined on H2ν and its Berezin transform is
defined to be:
g˜ν := T˜ νg .
Let P be the space of all holomorphic polynomials onCd. For f, g ∈ P we define g∗(z) := g(z)
and ∂f := f( ∂∂z ). Let dv(z) denote the Lebesgue volume measure, and equip P with the Fischer
inner product:
〈f, g〉F := ∂f (g∗)(0) = pi−d
∫
Cd
f(z)g(z)e−|z|
2
dv(z).
Due to the action of K (the isotropy group fixing the origin) on P which is given by: pi(k)f :=
f ◦ k (each k ∈ K can be extended to a linear map on Cd (c.f. [138])) , P admits a Peter Weyl
decomposition:
P = ⊕Pm
where m = (m1, · · · ,mr) ∈ Nr0 with m1 ≥ · · · ≥ mr ≥ 0 (in all what follows the multi-
indices m will always have this ordering). Note that each Pm is a subspace of P|m|, the space
all homogeneous polynomials on Cd of degree |m| (c.f. [80]).
The importance of this decomposition is given by the following theorem:
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Theorem 5.2.1 ([5]). The spaces Pm are K-invariant irreducible and orthogonal under 〈·, ·〉F .
Moreover, if H is a Hilbert space of analytic functions on Ω with K-invariant inner product
〈·, ·〉, then Pm is orthogonal to Pn under 〈·, ·〉 whenever m 6= n. Moreover, 〈·, ·〉 is proportional
to 〈·, ·〉F on each Pm.
In particular, this holds for the space H2ν and the constant of proportionality was calculated
in [80]:
〈f, g〉F = (ν)m〈f, g〉ν ,
where (ν)m is the generalized Pochhammer symbol:
(ν)m :=
r∏
j=1
Γ(mj + ν − j−12 a)
Γ(ν − j−1
2
a)
.
Since each Pm is closed in P (Pm is finite dimensional), it admits a reproducing kernel
Km(z, w), i.e.
f(w) = 〈f,Km(·, w)〉F , ∀f ∈ Pm.
The relation between these reproducing kernels and the Bergman kernel was given in [80]:
Theorem 5.2.2 ([80]). For all ν ∈ C and all z, w ∈ Ω, we have:
h(z, w)−ν =
∑
m1≥···≥mr≥0
(ν)mK
m(z, w). (5.2.6)
The series converges uniformly and absolutely on compact subsets of Ω× Ω.
Finally, we relate the orthonormal basis of the Fischer norm to the orthonormal basis of H2ν :
Proposition 5.2.1. Let ν > p − 1, dm = dimPm, and {ψmj }j=1,··· ,dm be an orthonormal basis
of (Pm, 〈·, ·〉F ). Then
B :=
{
emj := (ν)
1
2
mψ
m
j | m and j = 1, · · · , dm
}
(5.2.7)
is an orthonormal basis of (H2ν , 〈·, ·〉ν). Here m runs through the previously mentioned order-
ing.
Proof. Let j 6= k then 〈ψmj , ψmk 〉ν = 1(ν)m 〈ψmj , ψmk 〉F = 0. Moreover, for m 6= n (c.f. Theorem
5.2.1)
〈ψmj , ψni 〉ν = 0; ∀j ≤ dm, i ≤ dn.
Also, note that: 〈
(ν)
1
2
mψ
m
j , (ν)
1
2
mψ
m
j
〉
ν
= (ν)m〈ψmj , ψmj 〉ν = 〈ψmj , ψmj 〉F = 1.
Now, since the polynomials are dense in H2ν it follows that the functions in B form a complete
orthonormal system of H2ν .
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5.3 Upper estimation of the Berezin transform
In this section we prove Theorem A using a similar technique to that in [35]. Under the as-
sumptions on the weights ν and ν0 and for each z ∈ Ω, we find a trace class operator T ν,ν0z on
H2ν where ‖T ν,ν0z ‖tr is independent of z and one has tr(T νg T ν,ν0z ) = cνcν0 g˜ν0(z). We then apply a
standard estimate for the trace norm to obtain the inequality (5.1.1).
For X ∈ L(H2ν ) define the function KXν (z, w) := (X∗Kν(·, w))(z) on Ω × Ω. We write
Proposition A.1.3 for the case of the weighted Bergman space H2ν using the notation followed
in this chapter.
Proposition 5.3.1. Let g ∈ τν(Ω) and X ∈ L(H2ν ) with ν > p − 1. Suppose the following
conditions hold:
1. T νg ∈ L(H2ν ).
2. T νgX is of trace class on H
2
ν .
3.
∫
Ω
∫
Ω
|g(z)| |Kν(w, z)|
∣∣KXν (w, z)∣∣ dµν(z)dµν(w) <∞.
Then
tr(T νgX) =
∫
Ω
g(z)KXν (z, z)dµν(z). (5.3.1)
The basic idea in the proof of Theorem A is to construct a trace class operator X = T ν,ν00
on H2ν satisfying K
X
ν (z, w) = h(z, w)
ν0−ν . In order to do that, we fix {ψmj }j=1,··· ,dm as an
orthonormal basis of (Pm, 〈·, ·〉F ). Then, the reproducing kernel Km(z, w) of Pm is given by:
Km(z, w) =
dm∑
j=1
ψmj (z)ψ
m
j (w). (5.3.2)
Now, for each m ∈ Nr0 such that m1 ≥ · · · ≥ mr ≥ 0 and each j = 1, · · · , dm, we denote by
Pmj the orthogonal projection from H
2
ν to the one-dimensional space spanned by e
m
j :
Pmj f := 〈f, emj 〉νemj f ∈ H2ν .
Hence:
K
Pmj
ν (z, w) = [P
m
j Kν(·, z)](w) = 〈Kν(·, z), emj 〉νemj (w)
= (ν)mψmj (z)ψ
m
j (w). (5.3.3)
Now, define the operator T ν,ν00 on H
2
ν as the infinite sum:
T ν,ν00 :=
∑
m1≥···≥mr≥0
(ν − ν0)m
(ν)m
dm∑
j=1
Pmj .
Theorem 5.3.1. For ν > p− 1 and ν0 > d the operator T ν,ν00 is of trace class on H2ν and
KT
ν,ν0
0
ν (z, w) = h(z, w)
ν0−ν . (5.3.4)
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Proof. For each l ∈ N, consider the operator
Sν,ν0l :=
∑
m1≥···≥mr≥0,|m|≤l
(ν − ν0)m
(ν)m
dm∑
j=1
Pmj .
We write :
(ν − ν0)m
(ν)m
=
r∏
j=1
Γ(mj + ν − ν0 − j−12 a)
Γ(ν − ν0 − j−12 a)
Γ(ν − j−1
2
a)
Γ(mj + ν − j−12 a)
.
Therefore, by Stirling´s and as mj −→∞ we have:
Γ(mj + ν − ν0 − j−12 a)
Γ(mj + ν − j−12 a)
∼ m−ν0j .
Since ν0 > p−1 ≥ 1, it follows that the operators Sν,ν0l converge to T ν,ν00 in the norm of L(H2ν ).
Moreover, by an application of the Cauchy-Schwarz Theorem we know that:
K
S
ν,ν0
l
ν (z, w) −→ KT
ν,ν0
0
ν (z, w),
as l −→ ∞ uniformly on compact subsets of Ω × Ω (c.f. Proposition 3-(7) in [35]). Together
with Theorem 5.2.2 and the equalities (5.2.6), (5.3.2), and (5.3.3) we obtain:
KT
ν,ν0
0
ν (z, w) =
∑
m1≥···≥mr≥0
(ν − ν0)m
(ν)m
dm∑
j=1
K
Pmj
ν (z, w)
=
∑
m1≥···≥mr≥0
(ν − ν0)m
(ν)m
dm∑
j=1
(ν)mψ
m
j (z)ψ
m
j (w)
=
∑
m1≥···≥mr≥0
(ν − ν0)mKm(z, w)
= h(z, w)ν0−ν .
In order to prove that T ν,ν00 is of trace class, note that ‖
∑dm
j=1 P
m
j ‖tr= dm = dimPm. One
has the inclusion Pm ⊂ P|m| and P|m| admits {cαzα | |α| = |m| , α ∈ Nd0} (cα are normalized
constants) as an orthonormal basis with respect to the Fischer inner product. Hence it follows
that
dm ≤ (|m|+ d− 1)!|m|!(d− 1)! .
Therefore,
‖ T ν,ν00 ‖tr =
∣∣∣∣∣ ∑
m1≥···≥mr≥0
dm
r∏
j=1
Γ(mj + ν − ν0 − j−12 a)
Γ(ν − ν0 − j−12 a)
Γ(ν − j−1
2
a)
Γ(mj + ν − j−12 a)
∣∣∣∣∣
≤
∑
m∈Nr
(|m|+ d− 1)!
|m|!(d− 1)!
r∏
j=1
∣∣∣∣∣Γ(mj + ν − ν0 − j−12 a)Γ(ν − ν0 − j−12 a) Γ(ν −
j−1
2
a)
Γ(mj + ν − j−12 a)
∣∣∣∣∣ .
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Now, as |m| → ∞, and by Stirling’s formula again we have:
(|m|+ d− 1)!
|m|!(d− 1)! ∼
|m|d−1
(d− 1)! =
1
(d− 1)!
( r∑
j=1
mj
)d−1
=
∑
|γ|=d−1
1
γ!
mγ ≤ c
r∏
i=1
(1 +mi)
d−1,
where c > 0 is a suitable constant independent of m. Therefore, as mj →∞ it follows that:
r∏
j=1
Γ(mj + ν − ν0 − j−12 a)
Γ(mj + ν − j−12 a)
(|m|+ d− 1)!
(|m|)!(d− 1)!
6 c
r∏
j=1
Γ(mj + ν − ν0 − j−12 a)
Γ(mj + ν − j−12 a)
(1 +mj)
d−1 ∼ c
r∏
j=1
(1 +mj)
−ν0+d−1.
Since ν0 > d this shows that T
ν,ν0
0 is of trace class.
We want to apply Proposition 5.3.1 toX = T ν,ν00 and in order to check condition (3) therein,
we need the generalized Forelli-Rudin inequalities which can be found in [77, 80]:
Lemma 5.3.1. Consider the integral
Jλ,γ(z) =
∫
Ω
|h(z, w)|−(λ+γ)h(w,w)λ−pdv(w),
where z ∈ Ω, γ ∈ R and λ > p− 1. Let
Aλ,γ =
{
α ∈ R | ∃C > 0 s.t. |Jλ,γ(z)| ≤ Ch(z, z)−α, for all z ∈ Ω
}
,
then:
1. Aλ,γ = [γ,∞), if γ > r−12 a.
2. Aλ,γ = [0,∞), if γ < − r−12 a.
According to Theorem 5.3.1 and to the above lemma, we are able now to establish the
following theorem:
Theorem 5.3.2. Let ν > p − 1, ν0 > d with |ν − ν0| > r−12 a, and write ν˜ = min{ν, ν0}.
Moreover, suppose that g ∈ τν(Ω) ∩ L1(Ω, dµν˜) and that T νg is bounded. Then
tr(T νg T
ν,ν0
0 ) =
cν
cν0
g˜ν0(0). (5.3.5)
Proof. The first step is to verify condition (3) of Proposition 5.3.1 i.e. to prove the convergence
of the following integral∫
Ω
∫
Ω
|g(z)| |Kν(w, z)|
∣∣∣KT ν,ν00ν (w, z)∣∣∣ dµν(z)dµν(w).
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Using (5.2.3) and (5.3.4) we obtain:∫
Ω
∫
Ω
|g(z)| |Kν(w, z)|
∣∣∣KT ν,ν00ν (w, z)∣∣∣ dµν(z)dµν(w)
= cν,ν0
∫
Ω
∫
Ω
|h(w, z)|−(ν+(ν−ν0)) h(w,w)ν−pdv(w) |g(z)|h(z, z)ν−pdv(z).
Now, we apply Lemma 5.3.1 for λ = ν and γ = ν − ν0. Since |γ| > r−12 a, we have two case:
(a) In case ν > ν0, Lemma 5.3.1 (1) implies that ν − ν0 ∈ Aλ,γ , which means that:∫
Ω
|h(w, z)|−(ν+(ν−ν0)) h(w,w)ν−pdv(w) ≤ Ch(z, z)ν0−ν .
So, we have to check if∫
Ω
h(z, z)ν0−νh(z, z)ν−p |g(z)| dv(z) = 1
cν0
∫
Ω
|g(z)| dµν0(z) <∞.
This is true since g ∈ L1(Ω, dµν0).
(b) In case of ν0 > ν, we have γ < − r−12 a. By Lemma 5.3.1 (2), we know that 0 ∈ Aλ,γ i.e.∫
Ω
|h(w, z)|−(ν+(ν−ν0)) h(w,w)ν−pdv(w) ≤ C.
Therefore, we have to investigate∫
Ω
|g(z)|h(z, z)ν−pdv(z) <∞.
But this is also true since in this case we have g ∈ L1(Ω, dµν).
Hence, we can apply Proposition 5.3.1 with X = T ν,ν00 to obtain:
tr(T νg T
ν,ν0
0 ) =
∫
Ω
g(z)K
T
ν,ν0
0
ν (z, z)dµν(z)
= cν
∫
Ω
g(z)h(z, z)ν0−νh(z, z)ν−pdv(z)
=
cν
cν0
∫
Ω
g(z)dµν0(z) =
cν
cν0
g˜ν0(0).
Our aim now is to extend the above Theorem from z = 0 to an arbitrary z ∈ Ω. More
precisely, under the assumptions of Theorem 5.3.2 and for each z ∈ Ω we find a trace class
operator T ν,ν0z such that tr(T
ν
g T
ν,ν0
z ) =
cν
cν0
g˜ν0(z) and the trace norm ‖T ν,ν0z ‖tr = ‖T ν,ν00 ‖tr is
independent of z ∈ Ω.
For each z ∈ Ω we consider the automorphism φz which interchanges z and zero. We define
the linear operator Uν,z on H2ν by
Uν,zf := (f ◦ φz) · Jφz
ν
p , ∀f ∈ H2ν ,
where Jφz denotes the complex Jacobian of φz.
Using the transformation formula of the unweighted Bergman kernel, one can prove:
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Proposition 5.3.2. For all z ∈ Ω, the operator Uν,z is self-adjoint and unitary i.e.
U−1ν,z = U
∗
ν,z = Uν,z. (5.3.6)
For each S ∈ L(H2ν ), and each z ∈ Ω we define Sν,z ∈ L(H2ν ) by:
Sν,z := Uν,zSUν,z.
The following lemma is found in ([77], Lemma 4):
Lemma 5.3.2. For all a, z ∈ Ω, the Berezin transform S˜ν,a of Sν,a is given by:
S˜ν,a(z) = S˜(φa(z)). (5.3.7)
One can easily check a slightly more general version of Lemma 6 in [77]:
Lemma 5.3.3. Let ν > p− 1 then for any g ∈ τν(Ω) and any a ∈ Ω we have:
Uν,aT
ν
g Uν,a = T
ν
g◦φa , (5.3.8)
where both sides are interpreted as operators with domain D(T νg◦φa) (c.f. (5.2.4)).
According to (5.3.6), we know that for any z ∈ Ω the operator
T ν,ν0z := Uν,zT
ν,ν0
0 Uν,z (5.3.9)
is of trace class and satisfies ‖T ν,ν0z ‖tr = ‖T ν,ν00 ‖tr. Moreover, according to Theorem 5.3.2
together with (5.3.7) and (5.3.8) we obtain:
Corollary 5.3.1. Let ν > p − 1 and ν0 > d with |ν − ν0| > r−12 a . Moreover, suppose that
g ∈ τν(Ω) ∩ L1(Ω, dµν˜), where ν˜ = min {ν, ν0}, and that T νg is bounded. Then we have:
tr(T νg T
ν,ν0
z ) =
cν
cν0
g˜ν0(z) ∀z ∈ Ω. (5.3.10)
Proof. We apply Theorem 5.3.2:
tr(T νg T
ν,ν0
z ) = tr(T
ν
g Uν,zT
ν,ν0
0 Uν,z) = tr(Uν,zT
ν
g Uν,zT
ν,ν0
0 )
= tr(T νg◦φzT
ν,ν0
0 ) =
cν
cν0
˜(g ◦ φz)ν0(0)
=
cν
cν0
g˜ν0(φz(0)) =
cν
cν0
g˜ν0(z).
Proof of Theorem A: Let T νg be bounded, then by Corollary 5.3.1 and by a standard estimate
for the trace norm we have for all z ∈ Ω:
|g˜ν0(z)| ≤ C1(ν, ν0)
∣∣tr(T νg T ν,ν0z )∣∣
≤ C1(ν, ν0)
∥∥T νg ∥∥ ‖T ν,ν0z ‖tr
= C1(ν, ν0)
∥∥T νg ∥∥ ‖T ν,ν00 ‖tr
≤ C(ν, ν0)
∥∥T νg ∥∥ ,
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where C1(ν, ν0) and C(ν, ν0) are suitable constants independent of g and z. Therefore:
‖g˜ν0‖∞ ≤ C(ν, ν0)
∥∥T νg ∥∥ .
Clearly, the trace norm ‖T ν,ν00 ‖tr also depends on r and a. However, we omit indicating this
fact in the constant C(ν, ν0).
5.4 Compactness criteria
In the following, we establish the equivalence stated in Theorem B. For this, we need a density
result for a class of Toeplitz operators together with Theorem A and the main result in [77].
Let us write Theorem 1.2.2 for the case of the weighted Bergman space H2(Ω, dµν) using
the notation followed in this chapter.
Theorem 5.4.1. Let ν > p− 1, then{
T νg | g continuous with compact support in Ω
}
is norm dense in the space of all compact operators acting on H2(Ω, dµν).
In order to prove Theorem B, we use the equivalence between the compactness of the
Toeplitz operator and the vanishing of the Berezin transform at the boundary of a bounded
symmetric domain (c.f. Theorem A in [77]):
Theorem 5.4.2 ([77]). Let
ν > p− 1 + r − 1
4
a+
√(
r − 1
4
a
)2
+
r − 1
2
a
(
r − 1
2
a+ p− 1
)
. (5.4.1)
Denote byC0(Ω) the space of functions vanishing on ∂Ω. Then for any g ∈ L∞(Ω) the following
two conditions are equivalent:
1. T νg is compact on H
2
ν .
2. g˜ν ∈ C0(Ω).
In fact, the above theorem can be generalized to all finite sums of Toeplitz operators with
bounded symbols and other equivalent conditions can be given. In our proof, the conditions on
the weights ν and ν0 in Theorem B is owned to an application of Theorem 5.4.2.
The key of proving Theorem B is the following:
Theorem 5.4.3. Let Ω ⊂ Cd be an irreducible bounded symmetric domain and suppose that
ν, ν0 > max
{
d, p− 1 + r − 1
4
a+
√(
r − 1
4
a
)2
+
r − 1
2
a
(
r − 1
2
a+ p− 1
)}
. (5.4.2)
Then for any g ∈ L∞(Ω) the following are equivalent:
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(1) g˜ν0 ∈ C0(Ω).
(2) g˜ν ∈ C0(Ω), for all ν such that |ν − ν0| > r−12 a.
(3) T ν0g is compact on H
2
ν0
.
(4) T νg is compact on H
2
ν , for all ν such that |ν − ν0| > r−12 a .
(5) g˜ν ∈ C0(Ω), for some ν such that |ν − ν0| > r−12 a.
(6) T νg is compact on H
2
ν , for some ν such that |ν − ν0| > r−12 a.
Proof. (i) We prove the implication (6 =⇒ 1): Suppose that T νg is compact for some ν such
that |ν − ν0| > r−12 a. Then by Theorem A there exists C(ν, ν0) > 0 independent of g
such that:
‖g˜ν0‖∞ ≤ C(ν, ν0)
∥∥T νg ∥∥ .
Since T νg is compact, Theorem 5.4.1 tells us that there is a sequence (gk)k∈N of continuous
functions with compact support such that:
∥∥T νgk − T νg ∥∥ k→∞−−−→ 0,
which shows that ∥∥∥g˜ν0 − (˜gk)ν0∥∥∥∞ k→∞−−−→ 0.
But each (˜gk)ν0 ∈ C0(Ω), hence g˜ν0 ∈ C0(Ω).
(ii) By the same argument it is easy to show the implication (3 =⇒ 2) using the inequality
‖g˜ν‖∞ ≤ C(ν0, ν)
∥∥T ν0g ∥∥ν .
Finally, we remark that by Theorem 5.4.2 we have (1 ⇐⇒ 3), (2 ⇐⇒ 4), and (5 ⇐⇒ 6).
The implications (4 =⇒ 6) and (2 =⇒ 5) are trivial and we obtain the proof.
Proof of Theorem B: Let (ν, ν0) be two weights satisfying (5.4.2) and suppose that T ν0g is
compact. Then by the previous theorem it is sufficient to prove that T νg is compact for |ν − ν0| ≤
r−1
2
a. Set γ := max {ν0, ν} and let ν1 = γ + 1 + r−12 a. Then we have
min {ν1 − ν0, ν1 − ν} > r − 1
2
a =⇒ T ν1g is compact =⇒ T νg is compact.
Remark 5.4.1. In [15], the authors proved that for a measurable function g defined on the
unit ball Bn ⊂ Cn and having a bounded mean oscillation the compactness of the Toeplitz
operator T λg on A
2
λ(Bn) (c.f. Section 1.4) is uniform w.r.t. weight λ whenever λ > −1. We
should remark here that our result is a generalization to that in [15] under the assumption of
boundedness since we cover the case of all bounded symmetric domains. Indeed, for the case
where Ω = Bn ⊂ Cn we know that r = 1, b = n−1 and p = n+1. Substituting these quantities
in Theorem B we conclude that for any g ∈ L∞(Bn) the Toeplitz operator T λg is compact on
A2λ(Bn) for all λ > −1 if and only if there is λ0 > −1 such that T λ0g is compact on A2λ0(Bn).
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Finally, we would like to collect some open problems which are motivated by our results.
Question 1: Is the obstruction |ν − ν0| > r−12 a in Theorem A necessary to obtain the in-
equality (5.1.1)?
Question 2: As mention in the above remark, it was proved in [15] that for the case of the
unit ball Ω = Bn ⊂ Cn Theorem B holds for symbols g ∈ BMO1(Bn) of bounded mean
oscillation. This class of symbols strictly contains the bounded measurable functions. So one
may ask if it is possible to extend Theorem B to the case of BMO1(Ω) symbols for an arbitrary
bounded symmetric domain Ω ⊂ Cn.
Question 3: Let Sp(H2ν ) denote the Schatten-p-class over H
2
ν and assume that:
ν, ν0 > max
{
d, p− 1 + r − 1
4
a+
√(
r − 1
4
a
)2
+
r − 1
2
a
(
r − 1
2
a+ p− 1
)}
.
For every g ∈ L∞(Ω), and all 1 ≤ p <∞, is it true that:
T ν0g ∈ Sp(H2ν0) if and only if T νg ∈ Sp(H2ν )?
Appendix A
A.1
Density theorem This section is devoted to a detailed proof of the density criteria on compact
operators acting on the Bergman space H2w(Ω) over any open domain Ω ⊂ Cn (Theorem 1.2.2
). This theorem was established by C. Berger and L. Coburn in the case of the Segal-Bargmann
space with the standard weight dµ 1
2
[35]. However using purely functional analytic methods
we generalize this fact to any weighted Bergman space over Ω. We use the same notation as in
Chapter 1.
For X ∈ L(H2w(Ω)) we define the function KX(z, w) = (X?K(·, w))(z) on Ω × Ω. It is
easy to check that the two variable function KX satisfies:
(a) KX(z, w) = (XK(·, z))(w).
(b) KX is holomorphic in z and anti-holomorphic in w.
Since span {Kz}z∈Ω is dense in H2w and X is bounded, by (b) it follows that if KX(z, z) = 0
for all z ∈ Ω then X ≡ 0. Moreover, if X is of trace class we have the following relation
between its trace and KX .
Proposition A.1.1. If X ∈ trace class (H2w(Ω)), then the trace of X is given by:
tr(X) =
∫
Ω
KX(a, a)dµ(a).
Proof. Let {en}n∈N be an orthonormal basis of H2w(Ω), then for any a ∈ Ω we know that ( c.f.
Theorem 1.2.1) K(·, a) = ∑n∈N en(·)en(a). Therefore, by the continuity of X we have
X(K(·, a))(z) = X(
∑
n∈N
enen(a))(z) =
∑
n∈N
X(en)(z)en(a) = 〈XK(·, a), K(·, z)〉.
Integrating both sides of the above equation over Ω we obtain∫
Ω
X(K(·, a))(a)dµ(a) =
∫
Ω
KX(a, a)dµ(a) =
∫
Ω
〈XK(·, a), K(·, a)〉dµ(a)
=
∑
n∈N
∫
Ω
X(en)(a)en(a)dµ(a) =
∑
n∈N
〈X(en), en〉 = tr(X).
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Proposition A.1.2. Let X, Y ∈ L(H2w(Ω)), such that Y X ∈ trace class (H2w(Ω)), then :
tr(Y X) =
∫
Ω
dµ(a)
∫
Ω
KY (z, a)KX(a, z)dµ(z).
Proof. Note that, for all z, w ∈ Ω, we have:
KY X(z, w) = Y X(K(·, z))(w) = 〈Y X(K(·, z)), K(·, w)〉 = 〈X(K(·, z)), Y ∗K(·, w)〉
=
∫
Ω
X(K(·, z))(a)Y ∗K(·, w)(a)dµ(a) =
∫
Ω
KXv (z, a)K
Y
v (a, w)dµv(a).
Now by Proposition A.1.1, we have:
tr(Y X) =
∫
Ω
KY X(a, a)dµ(a) =
∫
Ω
∫
Ω
KX(a, z)KY (z, a)dµ(z)dµ(a).
Remark A.1.1. Suppose g ∈ τw(Ω) := {f : Ω −→ Cn | fKz ∈ L2(Ω, dµw), for all z ∈ Ω}
and Tg ∈ L(H2w(Ω)) then:
gK(·, a)−KTg(·, a) := p(·, a) ∈ (H2w(Ω))⊥ ∀a ∈ Ω, (A.1.1)
where (H2w(Ω))
⊥
:= {f ∈ L2w | 〈f, g〉w = 0, ∀g ∈ H2w(Ω)}.
Proof.
KTg(z, a) = Tg(K(·, z))(a) =
∫
Ω
g(u)K(z, u)K(u, a)dµw(u)
=
∫
Ω
g(u)K(u, a)K(u, z)dµw(u)
= 〈g(·)K(·, a), K(·, z)〉 = P (gK(·, a))(z),
which shows that gK(·, a)−KTg(·, a) ∈ (H2w(Ω))⊥∀a ∈ Ω.
The following proposition is a generalization of Proposition 5.3.1 in Chapter 5.
Proposition A.1.3. Let g ∈ τw(Ω), X ∈ L(H2w(Ω)) and suppose the following conditions hold:
1. Tg ∈ L(H2w(Ω)).
2. TgX ∈ trace class (H2w(Ω)).
3.
∫
Ω
∫
Ω
|g(z)| |K(u, z)| ∣∣KX(u, z)∣∣ dµ(z)dµ(u) <∞.
then
tr(TgX) =
∫
Ω
g(z)KX(z, z)dµ(z).
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Proof. By proposition A.1.2 and the above remark we get
tr(TgX) =
∫
Ω
∫
Ω
KX(a, z)KTg(z, a)dµ(z)dµ(a)
=
∫
Ω
∫
Ω
KX(a, z)
(
p(·, a) + g(z)K(z, a))dµ(z)dµ(a)
=
∫
Ω
g(z)
∫
Ω
KX(a, z)K(a, z)dµ(a)dµ(z) =
∫
Ω
g(z)〈K(·, z), KX(·, z)〉dµ(z)
=
∫
Ω
g(z)〈KX(·, z), K(·, z)〉dµ(z) =
∫
Ω
g(z)P (KX(·, z))(z)dµ(z)
=
∫
Ω
g(z)KX(z, z)dµ(z).
The following proposition is the key to prove the density criteria:
Proposition A.1.4. For g bounded, measurable function of compact support Sg ⊂ Ω . Tg is of
trace class on H2w and for X ∈ L(H2w) we have:
tr(TgX) =
∫
Ω
g(u)KX(u, u)dµw(u). (A.1.2)
Proof. The fact that Tg is of trace class is proved in Section 1.2 of Chapter 1. In order to obtain
(A.1.2) we have only to check condition 3 of Proposition A.1.3:∫
Ω
∫
Ω
|g(z)| |K(u, z)| ∣∣KX(u, z)∣∣ dµw(u)dµw(z)
=
∫
Ω
|g(z)| dµ(z)
∫
Ω
|K(u, z)| |X∗(K(·, z)(u)| dµv(u)
≤
∫
Ω
|g(z)| ‖X∗‖ ‖K(·, z)‖2 dµ(z)
= ‖X∗‖
∫
Sg
|g(z)|K(z, z)dµ(z) ≤ ‖X∗‖ ‖g∞‖
∫
Sg
K(z, z)dµ(z) <∞.
Proof of Theorem 1.2.2: Denote by H(Ω) the space of all compact operators acting on
H2w(Ω). Then the dual spaceH∗ = S1 is the space of all trace class operator on H2w(Ω) and the
duality is given by (c.f. Chapter 1 in [186])
〈Y,X〉H = tr(Y X), ∀Y ∈ S1, X ∈ H.
Suppose C‖·‖ 6= H, then by the Hahn-Banach Theorem ∃X 6= 0X ∈ S1 and X|C = 0. Then by
the above proposition we have
tr(TgX) =
∫
Ω
g(u)KX(u, u)dµw(u) = 0,
for every continuous function with g with compact support, hence KX(w,w) = 0 which is
possible if and only if X = 0.
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A.2
A.2.1 Proof of Remark 2.4.2
Theorem A.2.1. Let
f(z) = fm,δ(z) = z
2z = r3eiθ, and g(z) = ψ2(r)eiθ(r6 − 2r4)e2iθ
be the functions defined in Remark 2.4.2. Then the Toeplitz operators T sf and T sg commute on
P[z] if and only if s = 1.
Proof. We apply the Toeplitz operators Tf and Tg acting on H2 to the monomials {zn}n∈N0 .
Using Proposition 2.2.2 we obtain
1.
Tg(z
n) = P (Ψrneinθ) = P (r6+nei(n+2)θ − 2rn+4ei(n+2)θ)
= {2M [e−r2 ](2n+ 10)− 4M [e−r2 ](2n+ 8)} z
n+2
(n+ 2)!
= {2Γ(n+ 5)− 4Γ(n+ 4)} z
n+2
(n+ 2)!
.
2. Tfzn = Tr3eiθzn = P (rn+3ei(n+1)theta(z) = 2M [e−r
2
](2n+ 6) z
n+1
(n+1)!
= 2Γ(n+ 3) z
n+1
(n+1)!
.
Combining the above equalities we get
1. TgTfzn = 2
Γ(n+3)
(n+1)!
{2Γ(n+ 6)− 4Γ(n+ 5)} zn+3
(n+3)!
.
2. TfTgzn =
2Γ(n+ 5)− 4Γ(n+ 4)
(n+ 2)!
2Γ(n+ 5) z
n+3
(n+3)!
.
Moreover, using Equation (2.4.20) we apply the Toeplitz operator T sf and T sg acting on H2s to
the monomials {zn}n∈N0 and we obtain
1. T sf zn(z) = Tf( ·√s )
√
sz
n
(
√
sz) = s−
3+n
2 Tfz
n(
√
sz) = s−
3
2 2Γ(n+ 3) z
n+1
(n+1)!
.
2. T sg zn(z) = 1sn2 TΨ( ·√s )z
n(
√
sz) = 1
s
n
2
{2Γ(n+5)
s3
− 4Γ(n+4)
s2
}sn2 · s zn+2
(n+2)!
= {2Γ(n+5)
s3
−
4Γ(n+4)
s2
}s zn+2
(n+2)!
.
Therefore
T sf T sg zn(z) = {
2Γ(n+ 5)
s3
− 4Γ(n+ 4)
s2
} s
(n+ 2)!
s−
3
2 2Γ(n+ 5)
zn+3
(n+ 3)!
and
T sg T sf zn(z) = s−
3
2 2Γ(n+ 3)
s
(n+ 1)!
{2Γ(n+ 6)
s3
− 4Γ(n+ 5)
s2
} z
n+3
(n+ 3)!
Hence T sfT
s
Ψ = T
s
ΨT
s
f if and only if for all n ∈ N0 the following equation holds
{2Γ(n+ 5)
s3
− 4Γ(n+ 4)
s2
} 1
(n+ 2)!
Γ(n+ 5) = Γ(n+ 3)
1
(n+ 1)!
{2Γ(n+ 6)
s3
− 4Γ(n+ 5)
s2
}.
By choosing n = 0 the above equation holds true only in the case s = 1.
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A.2.2 Proof of Proposition 2.5.1
Let Ψ ∈ S and suppose that Tfm,δTΨ = TΨTfm,δ . Then for each j < 0 the following functional
equations:
M [Ψje
−r2 ](2z+2δ+j+2) = M [Ψje−r
2
](2z+j+2)
δ−j∏
l=1
(z+j+ l)
−j∏
l=1
(z + j +
δ +m
2
+ l)
−1
(A.2.1)
hold in the half plane Re(z) > −j − 1.
Proof. Fix j < 0, by Equation (2.3.1) and under the assumption Tfm,δTΨ = TΨTfm,δ we know
that for every k ∈ N0 such that k > −j :
M [Ψje
−r2 ](2k + 2δ + j + 2)
Γ(k + j + 1)
Γ(k + δ + 1)
=
Γ(k + j + 1 + δ+m
2
)
Γ(k + 1 + δ+m
2
)
M [Ψje
−r2 ](2k + j + 2).
Using the functional equation of the Gamma function the above equation can written in the
following form
M [Ψje
−r2 ](2k+2δ+j+2) = M [Ψje−r
2
](2k+j+2)
δ−j∏
l=1
(k+j+l)
−j∏
l=1
(k + j +
δ +m
2
+ l)
−1
.
(A.2.2)
According to (2.2.2) we know that for Re(z) > −j − 1
δ−j∏
l=1
(z + j + l)−1 = 2M [r2jQδ−j(r2)](2z), and
−j∏
l=1
(z + j +
δ +m
2
+ l)
−1
= 2M [r2j+δ+mQ−j(r2)](2z).
Substituting these quantities into (A.2.2), we conclude that
M [rj+2δ+2Ψj(r)e
−r2 ](2k) ·M [r2jQδ−j(r2)](2k)
= M [rj+2Ψje
−r2 ](2k) ·M [r2j+δ+mQ−j(r2)](2k), (A.2.3)
for all integers integers k such that k > −j. Now consider
vj(r) := r
2jQδ−j(r2)er
2
, and uj(r) := rj+2δ+2Ψj(r).
Since Qδ−j is supported in [0, 1] and Ψj ∈ A , then uj, vj ∈ A. Therefore, by Lemma 2.3.1
the convolution product fuj ∗ fvj(r) exists for all r > 0, and there is hj ∈ A such that:
[r2jQδ−j(r2) ∗ rj+2δ+2Ψj(r)e−r2 ](r) = hj(r)e−r.
The same technique can be used on the right hand side of (A.2.3) to show that there is nj ∈ A
such that
[rj+2Ψje
−r2 ∗ r2j+δ+mQ−j(r2)](r) = nj(r)e−r.
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By substituting these relations into (A.2.3) and applying the convolution theorem for the Mellin
transform, we obtain for any k ∈ N0 such that k > −j :
M [(hj − nj)e−r](2k) = M [ (hj − nj)
r
e−r](2k + 1) = 0.
By Lemma 2.3.2 we have hj = nj a.e. on R+, i.e the equality (A.2.1) holds on the half plane
Re(z) > −j − 1.
A.2.3 Proof of Proposition 2.5.2
Let Ψ ∈ S and suppose that Tfm,δTΨ = TΨTfm,δ . Then for each j < 0 there exists a trigonomet-
ric polynomial
∑
|l|< δ
4
ale
2piilz
δ such that for Re(z) > −j − 1 we have:
M [Ψje
−r2 ](2z + j + 2) = Hj(z)
∑
|l|< δ
4
ale
2piilz
δ . (A.2.4)
Proof. Using the calculations done in Proposition 2.4.3, we conclude that
δ−j∏
l=1
Γ(
z + j + l
δ
)
= exp
{
δ−j∑
l=1
(
z + j + l
δ
− 1
2
) log(
z
δ
) +O(1)− (z + j + l
δ
) +
log(2pi)
2
}
×
{
1 + o(
1
z
)
}
= exp
{[z
δ
log(
z
δ
)− z
δ
]
(δ − j) + (δ − j)(j + 1)
2δ
log(
z
δ
) +O(1)
}
×
{
1 + o(
1
z
)
}
,
as |z| −→ ∞. Similarly, we have
−j∏
l=1
[
Γ(
z + j + δ+m
2
+ l
δ
)
]−1
= exp
{
−
−j∑
l=1
(
z + j + δ+m
2
+ l
δ
+
1
2
) log(
z
δ
) +O(1) + (
z + j + δ+m
2
+ l
δ
)
}
×
{
1 + o(
1
z
)
}
= exp−
{[z
δ
log(
z
δ
)− z
δ
]
(−j) + (−j)j +m+ 1
2δ
log(
z
δ
) +O(1)
}
×
{
1 + o(
1
z
)
}
,
as |z| −→ ∞
Therefore
δ−j∏
l=1
Γ(
z + j + l
δ
)
−j∏
l=1
[
Γ(
z + j + δ+m
2
+ l
δ
)
]−1
=
exp
{
z log(
z
δ
) + s log(
z
δ
)− z +O(1)
}
×
{
1 + o(
1
z
)
}
,
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where s := j(m−1)+1
2δ
+ j. According to (2.4.8) together the above asymptotic behavior of Hj
we know that the function τj(z) =
M [Ψje
−r2 ](2z + j + 2)
Hj(z)
satisfies
|τj(z)| 6
2cΓ(σ + j
2
+ c
2
+ 1)
exp {(σ + s) log(|z|)− σ − t · arg(z) +O(1)} ×
{
1 +O( 1|z|)
} , (A.2.5)
where z = σ + it, σ > 0 is sufficiently large and c is independent of z. However, Equation
(A.2.4) shows that τj is δ-periodic hence it can be extended to entire function on the complex
plane. Therefore, for studying the growth of τj as |z| −→ ∞, we can suppose that in the
above estimate σ is large and varying in an interval of length δ. According to (A.2.5), there is a
constant C > 0 such that:
|τj(z)| 6 C
1 + t2
et arg(z) <
C
1 + t2
e
pi
2
|z|.
Hence Lemma 2.4.1 shows that there is a trigonometric polynomial
∑
|l|< δ
4
ale
2piilz
δ satisfying
(A.2.4).
A.3
A.3.1 Proof of Proposition 4.2.3
For the proof we need the next Lemma which easily follows from Theorem 3 of Appendix A in
[84].
Lemma A.3.1. [84]
Let A and D be two Hermitian n× n complex matrices such that
‖A‖ ≤ 1
2
, ‖D‖ ≤ 1
2
, and ‖AD‖ < 1
4
.
Then for any u, v ∈ Cn we have:
∫
Cn
exp{zAz + zDz + uz + vz}dµ(z)
=
1√
det(Id− 4AD) exp{uD(Id− 4AD)
−1u+ v(Id− 4AD)−1u+ vA(Id− 4AD)−1v}.
(A.3.1)
For a complex matrix A we denote by A, AT the complex conjugate and the transpose of
the matrix A, respectively. Moreover, we write A? := A
T
for the conjugate transpose of A. We
are able now to give a complete proof of Proposition 4.2.3.
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Proof. We write u = (u1, · · · , un) ∈ Cn and denote by ∂∂z the n-column matrix with differential
operator entries ∂
∂zj
i.e. for any entire function g on Cn we have
∂g
∂z
=
( ∂g
∂z1
· · · ∂g
∂zn
)T
.
Let E = (ekj) ∈ Mn(C) be Hermitian s.t. ‖E‖ < 12 and the matrix (Id − F )(Id + F )−1
is positive definite where F := E + E. In order to obtain (4.2.16) we apply ∂
∂z
to the complex
valued function eu·z+zEz
∂
∂z
eu·z+zEz =
∂
∂z
exp{
∑
l
ulzl +
∑
k,j
zkekjzj}
= eu·z+zEz
(
(u1 +
∑
j 6=1
e1jzj +
∑
k 6=1
zkek1 + 2z1e11), · · · ,
(un +
∑
j 6=n
enjzj +
∑
k 6=n
zkekn + 2znenn)
)T
= (Fz + u)eu·z+zEz
Therefore, eu·z+zEz is in the kernel of the following column matrix with differential operator
entries acting on H2(Cn) solution of the differential operator
L :=
∂
∂z
− Fz − u.
Hence β−1t exp{u · z + zEz} is in the kernel of the corresponding operator χ := β−1t ∆βt on
L2(Rn). By (4.2.12) and (4.2.13) we have:
χ =
t
2
x+
1
t
∂
∂x
− F ( t
2
x− 1
t
∂
∂x
)
=
t
2
(Id− F )x+ 1
t
(Id+ F )
∂
∂x
− u. (A.3.2)
In order to find the general solution of the ,,column matrix differential operator” (A.3.2) we
replace χ by
χ1 :=(Id+ F )
−1χ
=
t
2
(Id+ F )−1(Id− F )x+ 1
t
∂
∂x
− (Id+ F )−1u.
Now let f ∈ L2(Rn) be such that χ1f = 0. Solving the above system of first order differential
equation leads to the existence of a constant c such that:
f(x) = c exp{u(Id+ F )−1tx− t
2
4
x(Id− F )(Id+ F )−1x}. (A.3.3)
Since the Bargmann transform is an isometry we deduce the constant c by calculating the
norm of f and the norm of euz+zEz in the corresponding spaces. Applying Equation (A.3.1)
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to eu·z+zEz with A = E, D = E and v = u we obtain:
‖eu·z+zEz‖2 =
∫
Cn
exp{zEz + zEz + uz + uz}dµ(z)
=
1√
det(Id− 4EE)
exp{uE(Id− 4EE)−1u+ u(Id− 4EE)−1u+ uE(Id− 4EE)−1u}
(A.3.4)
To calculate ‖f‖2 write Equation (A.3.3) in an another way. Put K := (Id−F )(Id+F )−1 and
z :=
√
K−1(Id+ F )−1u ∈ Cn. Using the change of variable y = √Kx it is easy to check that
f(x) = f(
√
K−1y) = c exp{u(Id+ F )−1t
√
K−1y − t
2
4
y2}
= ct
−n
2 (2pi)
n
4 Φtz(y)e
z2
2
= ct
−n
2 (2pi)
n
4 Φtz(
√
Kx) exp{u(Id+ F )
−1K−1(Id+ F )−1u
2
}
= ct
−n
2 (2pi)
n
4 Φtz(
√
Kx) exp{u(Id+ F )
−1(Id− F )−1u
2
}. (A.3.5)
Applying equation (4.2.1) together with (A.3.5) we get:
‖f‖2L2(Rn) = c2t−n(2pi)
n
2 exp{u(Id+ F )−1(Id− F )−1u}‖Φtz(
√
Kx)‖2
= c2t−n(2pi)
n
2 exp{u(Id+ F )−1(Id− F )−1u} e
|z|2
det
√
K
= c2
t−n(2pi)
n
2
det
√
(Id− F )(Id+ F )−1 exp{u(Id+ F )
−1(Id− F )−1u}
× exp{u(Id+ F )−1(Id− F )−1u}. (A.3.6)
Comparing (A.3.4) and (A.3.6) we obtain:
c2 = tn(2pi)−
n
2
√
det(Id− F )(Id+ F )−1
det(Id− 4EE) exp
{
uE(Id− 4EE)−1u+ u(Id− 4EE)−1u
+ uE(Id− 4EE)−1u− u(Id+ F )−1(Id− F )−1u− u(Id+ F )−1(Id− F )−1u
}
.
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