This paper deals with the structure of nicely semiramified valued division algebras. We prove that any defectless finite-dimensional central division algebra over a Henselian field E with an inertial maximal subfield and a totally ramified maximal subfield (not necessarily of radical type) (resp., split by inertial and totally ramified field extensions of E) is nicely semiramified.
Introduction
We recall that a nicely semiramified division algebra is defined to be a defectless finitedimensional valued central division algebra D over a field E with inertial and totally ramified radical-type (TRRT) maximal subfields [7, Definition, page 149] . Equivalent statements to this definition were given in [7, Theorem 4.4] when the field E is Henselian. These division algebras, as claimed in [7, page 128], appeared in [10] as examples of division algebras with nonzero SK 1 . The main purpose of this paper is to prove that over a Henselian field E, any central division algebra with inertial and totally ramified maximal subfields (resp., split by inertial and totally ramified field extensions of E) is nicely semiramified.
We precise that all rings considered in this work are assumed to be associative with a unit and all free modules are assumed to be finite-dimensional. A valued division algebra D over a field E-we adopt the same valuative definitions as in [7] -is called defectless We recall that for any valued central division algebra D over a field E, the center Z(D) ofD is a normal field extension ofĒ and the mapping 
andK is separable overĒ. Now, let F be an associative ring with a unit, and Γ a totally ordered abelian group. We say that F is a graded ring of type Γ if there are subgroups F γ (γ ∈ Γ) of F such that F = γ∈Γ F γ and F γ F δ ⊆ F γ+δ , for all γ,δ ∈ Γ. In this case, the set Γ F = {γ ∈ Γ | F γ = 0} is called the support of F. If x ∈ F γ for some γ ∈ Γ F , we say that x is a homogeneous element of F. In particular, if x is a nonzero element of F γ , we say that x has grade γ and we write gr(x) = γ. We denote by F h (resp., F * ) the set of homogeneous (resp., nonzero homogeneous) elements of F. A graded ring F which is commutative and for which all nonzero homogeneous elements are invertible is called a graded field.
Let F be a commutative graded ring of type Γ. A (left) F-module (resp., F-algebra) A is called a graded F-module (resp., a graded F-algebra) (of type Γ) if A = δ∈Γ A δ and F γ A δ ⊆ A γ+δ , for all γ,δ ∈ Γ (resp., if A is a graded ring of type Γ and F γ ⊆ A γ , for all γ ∈ Γ). In particular, if F is a graded field, then graded F-algebras (resp., commutative graded F-algebras) for which homogeneous elements are invertible are called graded division F-algebras (resp., graded field extensions of F).
A graded F-module (resp., a graded F-algebra) is also called a graded module (resp., a graded algebra) over F.
Let F be a graded field of type Γ. Since Γ is totally ordered, then any graded division algebra A over F is a domain. We may then consider the algebra of central quotients of A that we denote by Cq(A). Remark that if A is a graded field extension of F, then Cq(A) coincides with the fraction field Frac(A) of A.
One can easily see that if F is a graded field, then any graded F-module M is free over F. Indeed, by [1, Theorem 3, page 29] any maximal E-linearly independent subset of homogeneous elements of M is a basis of M over E.
A graded field extension K of a graded field F is called totally ramified over
If F is the center of a graded division algebra D, then D is called a graded central division algebra (GCDA) over F. We recall that in the same way as for (ungraded) fields, we can define the graded Brauer group GBr(F) of F, where GCDAs play the same role as central division algebras (CDAs) over (ungraded) fields (see [2, Section 5] or [6, Section 3] Conversely, for any defectless valued division algebra D with valuation v over a field E,
Obviously, E >γ (resp., D >γ ) is a subgroup of the additive group E γ (resp., D γ ). So, we can define the quotient groups GE γ = E γ /E >γ and
. One can easily check that the additive group GE = γ∈Γ GE γ endowed with the multiplication law defined by x y = xy is a graded field. Analogously, GD = γ∈Γ GD γ is a graded division algebra over GE [2, 
We recall that if E is Henselian, then the tame part TBr(E) of the Brauer group Br(E) of [6, Theorem 5.3] . Also, for any graded field F, GBr(F) is isomorphic to TBr(H Frac(F)) [6, Theorem 5.1]. These isomorphisms are index-preserving. We call them the canonical isomorphisms.
Nicely semiramified division algebras over Henselian fields
Let F be a graded field and K a finite-dimensional graded field extension of F. For an arbitrary abelian group A-namely for A = Γ K /Γ F -and a family a 1 ,a 2 ,...,a r of elements of A, we say that a 1 ,a 2 ,...,a r are independent if the subgroup a 1 ,a 2 ,...,a r of A, generated by a 1 ,a 2 ,...,a r , equals r i=1 a i . We recall that K is called totally ramified of radical type (TRRT) over F if there are homogeneous elements t 1 ,...,t r ∈ F * and nonnegative integers n 1 ,...,n r such that the following conditions are satisfied:
( 
be a family of nonzero homogeneous elements of K such that (gr( 
) is an inertial (resp., a TRRT) maximal subfield of H Cq(D). Conversely, if H Cq(D) is NSR, then it has an inertial (resp., a TRRT) maximal subfield K (resp., L ). So GK (resp., GL ) is an unramified (resp., a totally ramified) maximal graded subfield of D ( ∼ =g GH Cq(D)). Hence D is NSR. Therefore, by the above, Cq(D) is NSR.
The following lemma is analogous to [7, Theorem 4.4] . It gives equivalent statements for a GCDA over a graded field to be NSR. In condition (3)(i) of this lemma, the graded field extensions L (i) are said to be linearly disjoint if the graded ring 
and t i satisfy the following conditions: (i) L (i) are linearly disjoint cyclic unramified graded field extensions of F with dimension [L (i) : F] = n i and with Galois group generated by σ i (1 ≤ i ≤ k), (ii) t i are nonzero homogeneous elements of F such that gr(t n/ni i
) + nΓ F are independent elements of Γ F /nΓ F , with order n i (1 ≤ i ≤ k), respectively.
Proof. (1)⇒(2). Obvious.
(2)⇒(3). Let K (resp., K ) be an unramified (resp., a totally ramified-hence TRRT) graded field extension of F splitting D. It follows from the commutative diagrams
where the horizontal maps are scalar extension homomorphisms and the vertical ones are canonical isomorphisms (see [6, Remark 5.10] 
is an inertial (resp., a TRRT) field extension of H Frac(F) splitting H Cq(D). So, by [7, Theorem 4.4] H Cq(D) is NSR and we can write
* such that, if we denote by v the canonical valuation of H Frac(F), then (n/n i )v(s i ) + nΓ F are independent elements of Γ F /nΓ F , with order n i , respectively. Therefore, 
The conditions of (3) in this lemma are then satisfied. [7, Theorem 4.4] 
Proof. (1)⇒(2). Since D is nicely semiramified-hence tame-over E, then GD is a graded central division algebra over GE (see [2, Corollary 4 
. Let L (resp., M) be an inertial (resp., a TRRT) maximal subfield of D. Then, GL (resp., GM) is an unramified (resp., a totally ramified) maximal graded subfield of GD. Hence, GD is nicely semiramified.
(2)⇒(1). Since GD is nicely semiramified over GE, then by Lemma 2. 
Proof. (1)⇒(2). Obvious. (2)⇒(3). Obvious. (3)⇒(1)
. Since D is split by an inertial field extension of E, then D is tame over E (see [6, page 99] ). Hence, GD is a GCDA over GE. Now, let K (resp., K ) be an inertial (resp., a totally ramified) field extension of E splitting D. Then GK (resp., GK ) is an unramified (resp., a totally ramified) graded field extension of GE that splits GD. So, by Lemmas 2.2 and 2.3, D is NSR.
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Call for Papers
As a multidisciplinary field, financial engineering is becoming increasingly important in today's economic and financial world, especially in areas such as portfolio management, asset valuation and prediction, fraud detection, and credit risk management. For example, in a credit risk context, the recently approved Basel II guidelines advise financial institutions to build comprehensible credit risk models in order to optimize their capital allocation policy. Computational methods are being intensively studied and applied to improve the quality of the financial decisions that need to be made. Until now, computational methods and models are central to the analysis of economic and financial decisions.
However, more and more researchers have found that the financial environment is not ruled by mathematical distributions or statistical models. In such situations, some attempts have also been made to develop financial engineering models using intelligent computing approaches. For example, an artificial neural network (ANN) is a nonparametric estimation technique which does not make any distributional assumptions regarding the underlying asset. Instead, ANN approach develops a model using sets of unknown parameters and lets the optimization routine seek the best fitting parameters to obtain the desired results. The main aim of this special issue is not to merely illustrate the superior performance of a new intelligent computational method, but also to demonstrate how it can be used effectively in a financial engineering environment to improve and facilitate financial decision making. In this sense, the submissions should especially address how the results of estimated computational models (e.g., ANN, support vector machines, evolutionary algorithm, and fuzzy models) can be used to develop intelligent, easy-to-use, and/or comprehensible computational systems (e.g., decision support systems, agent-based system, and web-based systems)
This special issue will include (but not be limited to) the following topics:
• Computational methods: artificial intelligence, neural networks, evolutionary algorithms, fuzzy inference, hybrid learning, ensemble learning, cooperative learning, multiagent learning
• Application fields: asset valuation and prediction, asset allocation and portfolio selection, bankruptcy prediction, fraud detection, credit risk management • Implementation aspects: decision support systems, expert systems, information systems, intelligent agents, web service, monitoring, deployment, implementation
