A variety of thermodynamic models have been developed to predict inorganic gas-aerosol equilibrium. To achieve computational efficiency a number of the models rely on a priori specification of the phases present in certain relative humidity regimes. Presented here is a new computational model, named UHAERO, that is both efficient and rigorously computes phase behavior without any a priori specification. The computational implementation is based on minimization of the Gibbs free energy using a primal-dual method, coupled to a Newton iteration. The mathematical details of the solution are given elsewhere. The model computes deliquescence behavior without any a priori specification of the relative humidities of deliquescence. Also included in the model is a formulation based on classical theory of nucleation kinetics that predicts crystallization behavior. Detailed phase diagrams of the sulfate/nitrate/ammonium/water system are presented as a function of relative humidity at 298.15 K over the complete space of composition.
Introduction
The inorganic constituents of atmospheric particles typically consist of electrolytes of ammonium, sodium, calcium, sulfate, nitrate, chloride, carbonate, etc. The phase state of such a mixture at a given temperature and relative humidity will tend to thermodynamic equilibrium with the gas phase. A variety of thermodynamic models have been developed to predict inorganic gas-aerosol equilibrium (Table 1 ; see also Zhang et al., 2000) . The models can be distinguished based on two general features: (1) the method of computing activity coefficients of the aerosol-phase species; and (2) the numeriCorrespondence to: J. H. Seinfeld (seinfeld@caltech.edu) cal technique that is used to determine the equilibrium state. Obtaining the equilibrium composition of the aerosol is challenging because multiple liquid and/or solid phases can exist, depending on the chemical composition, ambient relative humidity (RH ), and temperature.
One may calculate the composition of the aerosol either by solving the set of nonlinear algebraic equations derived from mass balances and chemical equilibrium or by performing a direct minimization of the Gibbs free energy. Direct minimization of the Gibbs free energy has tended to be computationally demanding, making its use in large-scale atmospheric models unattractive, since the thermodynamic model must, in principle, be implemented in each grid cell at each time step. The most challenging aspect of the numerical determination of the equilibrium is the prediction of the partitioning of the inorganic components between aqueous and solid phases in the aerosol. For computational efficiency, a number of the current methods (see Table 1 ) rely on a priori specification of the presence of phases at a certain relative humidity and overall composition; two models that fall into this category are SCAPE2 and ISORROPIA, both of which employ divided RH and composition domains in which only certain equilibria are assumed to hold. While these assumptions greatly facilitate numerical determination of the equilibrium, they lead to approximations in the phase diagram of the system that may be undesirable (Ansari and Pandis, 1999) . What is ultimately needed is an efficient computational model for the equilibrium partitioning of aerosol components between aqueous and solid phases that does not rely on a priori knowledge of the presence of certain phases at a given relative humidity and overall composition. 1 Table adapted from Zaveri et al. (2005b) . 2 SCAPE2 (Kim et al., 1993a,b; Kim and Seinfeld, 1995; Meng et al., 1995) ; ISORROPIA (Nenes et al., 1998) ; EQUISOLV II (Jacobson et al., 1996; Jacobson, 1999) ; GFEMN (Ansari and Pandis, 1999) ; AIM2 (Clegg et al., 1998a,b; Wexler and Clegg, 2002) ; EQSAM (Metzger et al., 2002; Trebs et al., 2005) ; MESA (Zaveri et al., 2005a) ; ADDEM (Topping et al., 2005) 3 Bromley (Bromley, 1973) ; KM (Kusik and Meissner, 1978) ; Pitzer (Pitzer and Mayorga, 1973) ; PSC (Pitzer and Simonson, 1986; Clegg et al., , 1998a Wexler and Clegg, 2002) ; MTEM (Zaveri et al., 2005b) ; ZSR (Stokes and Robinson, 1966) ; ExUNIQAC (Thomsen and Rasmussen, 1999) 4 Binary activity coefficients for the electrolytes in the NH particles spontaneously take up water at the deliquescence RH (DRH) transforming into aqueous droplets containing dissolved ions; as RH decreases from a value above the DRH, aqueous particles do not crystallize (effloresce) until the crystallization RH (CRH) is reached. Between the DRH and the CRH, particles may be either crystalline or aqueous, depending on their RH history. The upper and lower branches of the particle diameter versus RH behavior constitute a hysteresis loop, in which crystalline particles below the DRH follow the lower ascending branch and aqueous particles above the CRH follow the upper descending branch. Current aerosol thermodynamic models account for the deliquescence and efflorescence hysteresis based on a priori knowledge of the presence of solid phases at a certain relative humidity and overall composition. They either assume crystallization of a solid in a multicomponent solution once the RH drops below the DRH of the solid salt, or neglect solidification altogether. What is needed is a model that predicts both deliquescence and crystallization based purely upon the thermodynamics.
The goal of this paper is to present the results of application of a new inorganic gas-aerosol equilibrium model Atmos. Chem. Phys., 6, [975] [976] [977] [978] [979] [980] [981] [982] [983] [984] [985] [986] [987] [988] [989] [990] [991] [992] 2006 www.atmos-chem-phys.net/6/975/2006/ N. R. Amundson et al.: UHAERO 977 (UHAERO) that is based on a computationally efficient minimization of the Gibbs free energy, and in which no a priori assumptions are made about the phases present at any particular relative humidity and temperature. Also included in the model is a formulation based on classical theory of nucleation kinetics that simulates the transformation from a metastable phase into a thermodynamically more favorable phase. This physically consistent theory predicts explicitly the physical state of the particle and the deliquescence and efflorescence hysteresis. The model is capable of representing the phase transition and state of atmospheric aerosols over the full range of relative humidity regimes. The next section summarizes the minimization problem; its mathematical foundation and computational implementation are presented elsewhere (Amundson et al., , 2006 . The third section discusses the determination of phase transitions, such as deliquescence and crystallization. The remainder of the paper is devoted to computation of aerosol phase equilibria in the sulfate/nitrate/ammonium system.
Determination of equilibrium
The multicomponent chemical equilibrium for a closed gasaerosol system at constant temperature and pressure and a specified elemental abundance is the solution to the following problem arising from the minimization of the Gibbs free energy, G,
subject to n g >0, n l >0, n s ≥0, and
where n g , n l , n s are the concentration vectors in gas, liquid, and solid phases, respectively, µ g , µ l , µ s are the corresponding chemical potential vectors, A g , A l , A s are the component-based formula matrices, and b is the componentbased feed vector. Condition (2) expresses the fact, for example, that in calculating the partition of sulfate between aqueous and solid phases the total sulfate concentration is conserved, while maintaining a charge balance in solution.
The chemical potential vectors are given by
where R is the universal gas constant, T is the system temperature, µ 0 g and µ 0 l are the standard chemical potentials of gas and liquid species, respectively, and a g and a l are the activity vectors of the gas and liquid species. For ionic components the elements of the activity vector a i =γ i m i , where γ i and m i are the activity coefficient and molality (mol kg −1 water), respectively, of component i. The water activity is denoted by a w . Equations (1)-(5) represent a constrained nonlinear minimization problem.
Water exists in the atmosphere in an amount on the order of g m −3 of air while in the aerosol phase at less than 1 mg m −3 of air. As a result, the transport of water to and from the aerosol phase does not affect the ambient partial pressure of water in the atmosphere, which is controlled by larger scale meteorological factors. Thus, by neglecting curvature, the equilibrium of water between the gas and aerosol phases is defined by a w =RH , where RH is the relative humidity in the atmosphere, expressed as a fraction. For a curved surface, i.e., that of sub-100 nm particles, the equilibrium partial pressure of a gas component i is greater than that required for a flat surface as described by the Kelvin equation (Seinfeld and Pandis, 1998) . Inclusion of curvature can be readily handled by an extension of the solution methods presented in the paper.
The key parameters in the equilibrium calculation are the activity coefficients. For aqueous inorganic electrolyte solutions, the Pitzer molality-based model (Pitzer, 1973 (Pitzer, , 1975 Pitzer and Mayorga, 1973) had been widely used, but it is restricted to high RH regions where solute molalities are low. These concentration restrictions were relaxed with the Pitzer, Simonson, Clegg (PSC) mole fraction-based model . On a mole fraction scale, the activity of component i is expressed as a i =f i x i , where f i is the mole fraction-based activity coefficient, and x i is the mole fraction of species i. The molality-and mole fraction-based activity coefficients are related by f i x w =γ i . A number of methods exist for calculating the water activity a w . The most widely used is the ZSR mixing rule (Stokes and Robinson, 1966; Clegg et al., 2003) , in which only data on binary solute/water solutions are needed to predict the water content of a multicomponent mixture. A more accurate determination of the water content can be obtained using the solvent activity model of Clegg et al. (1998a,b) , which includes interactions between solutes, in addition to those between the solutes and water; in this case, the water activity is calculated from a w =f w x w .
The numerical algorithm for thermodynamic equilibrium problems related to modeling of atmospheric inorganic aerosols has been implemented in UHAERO as module 1 (inorganic thermo) and incorporated together with two mole fraction based multicomponent activity coefficient models, namely the PSC model and the Extended UNIQUAC (Ex-UNIQUAC) model (Thomsen and Rasmussen, 1999) . The temperature dependence of the standard state chemical potential is calculated from
where G 0 f is the free energy of formation, H the standard heat of formation, and c p the heat capacity, of component i, all at T 0 , a reference temperature. In conjunction with the N. R. Amundson et al.: UHAERO PSC and ExUNIQUAC models, we use the data sets of tabulated values of G 0 f , H and c p for the components in solid phases, as reported in Clegg et al. (1998a) and Thomsen and Rasmussen (1999) , where one can find analysis of the sensitivity of computed deliquescence behavior to such data sets. It shall be noted that the inclusion of the ExUNIQUAC model in the present paper is to illustrate that the UHAERO framework is applicable to any number of components with any activity coefficient model. The UHAERO code has been prepared so that it may be easily used by the community. The PSC model has been incorporated in the Aerosol Inorganic Model (AIM). The AIM thermodynamic models are considered as the most comprehensive and accurate over the entire range of compositions and relative humidities. To assess the computational performance, UHAERO module 1 using PSC (UHAERO-PSC) will be benchmarked against predictions obtained with AIM. The phase state and chemical composition of ammonium/sulfate/nitrate aerosols at thermodynamic equilibrium will be investigated via the reconstruction of comprehensive phase-diagrams. UHAERO-PSC can be run in two modes: (1) the water content in the system is specified; (2) the system is equilibrated to a fixed relative humidity (RH ). In case (2), the aerosol water content is directly computed from the minimization process, i.e., without using an empirical relationship such as the ZSR equation. The water activity is predicted using PSC in both cases. Also, in both cases, the equilibration of trace gases between the vapor and condensed phases can be enabled or disabled as required, as can the formation of solids, which allows the properties of liquid aerosols supersaturated with respect to solid phases to be investigated.
Traditional optimization algorithms applied (in Table 1 ) for the prediction of inorganic gas-aerosol equilibrium are often related to sequential quadratic programming methods for nonlinear programming, often combined with interiorpoint techniques for the handling of the non-negativity constraints on the concentrations of salts. One major difference that arises when nonlinear programming algorithms are applied as "black boxes" to solve gas-aerosol equilibrium problems is that the former typically employs generic linear algebra routines to solve linear systems arising in the algorithm, whereas for gas-aerosol equilibrium problems, specific sparse direct linear solvers that explore the special algebraic structure of gas-liquid and liquid-solid equilibrium relations have to be used in order to deal with the poor scaling of the concentrations in the computation. It is known that a straight forward application of nonlinear programming algorithms is not effective, and that instead the iterates should be computed based on a primal-dual active set method. The numerical minimization technique of UHAERO is based on a primal-dual active-set algorithm, which is described in detail elsewhere (Amundson et al., , 2006 . The algorithm is elucidated from the analysis of the algebraic structure of the Karush-Kuhn-Tucker (KKT) optimality conditions for the minimization of the Gibbs free energy. The reformulated KKT system is first derived to furnish the mass action laws in addition to the mass balance constraints (2). The mass action laws are in a logarithmic form. An immediate consequence of the logarithmic form is that the mass action laws in the primal-dual form are linear with respect to the dual variables, which represent the logarithmic values of activities for component species at equilibrium. In this primal-dual form, the mass action laws involving solid phases become linear inequality constraints that are enforced via the dual variables so that the solution remains dual feasible with respect to salt saturations. The concentrations of saturated salts are the Lagrange multipliers of the dual linear constraints that are active, thus can be eliminated from the KKT system by applying the so-called null-space method based on an active set of solid phases. Then, the algorithm applies Newton's method to the reduced KKT system of equations that is projected on the active set of solid phases to find the next primal-dual approximation of the solution. The active set method adds a solid salt when the components reach saturation and deletes a solid phase from the active set when its concentration violates the non-negativity constraint. The analysis of linear algebra with matrices of block structure provides information about the inertia of the so-called KKT matrices which arise in the Newton iterations. This information is used, as phase stability criteria, in line-search based methods to detect negative curvature and modify, if necessary, the second order information to ensure that the algorithm converges to a stable equilibrium rather than to any other first-order optimality point, such as a maximum, a saddle point, or an unstable local minimum. The iterates of concentrations follow a path that is infeasible with respect to the mass balance constraints in the first few iterations, then converge quadratically to the minimum of the Gibbs free energy.
Computation of the crystallization of metastable solutions
Transformation from a metastable phase, such as a supersaturated aqueous solution, to a thermodynamically more favorable phase, such as a crystal salt, is initiated by the nucleation and growth of a germ of the new phase. It is reasonable to assume that the overall time over which crystallization occurs is controlled by the time required for nucleation of a single germ, and that the subsequent crystal growth is rapid. The energy required for the formation of a germ of volume V germ and surface area A germ is the difference in the energy cost of creating the two-dimensional interface with the surrounding aqueous medium and the energy released from the three-dimensional association of the germ:
where ρ 0 germ is the molecular density of the germ and σ germ is its surface tension. The free energy barrier G crit that must be surmounted to form a nucleus of critical size is that at the maximum of G germ ; we have
where S (>1) is the saturation ratio of the aqueous phase, which is supersaturated with respect to the salt that forms a nucleus. Thus, G crit is the energy required for the formation of a critical nucleus for which the energy released from its formation exceeds the energy cost of creating the interface with the medium. It shall be noted that Eq. (7) models only homogeneous nucleation, and can be extended straightforwardly to treat heterogeneous nucleation via the relation
, where ψ(θ ) describes the efficacy of the heterogeneous nucleus in terms of θ , the contact angle formed between the germ and the substrate. However, the mire of details in modeling ψ(θ ) according to classical heterogeneous nucleation theory is often difficult. Thus, we limit the scope of the theory in the present paper to the treatment of homogeneous nucleation. In Eq. (7), the constant factor c geom is a geometrical parameter defined as
In general, c geom ≥1, where c geom =1 holds for a spherical nucleus. For a cubic nucleus, c geom ≥ 6 π ≈1.909. When the classical nucleation theory is used, the thermodynamic properties of the nucleus are assumed to be those of the bulk substance in question. For most salts of interest here, c geom ≈2. In the present calculation, we employ the approximation c geom,(NH 4 ) 3 H(SO 4 ) 2 =c geom,(NH 4 ) 2 SO 4 and take c geom,(NH 4 ) 2 SO 4 =2.072 as in Table 3 of Cohen et al. (1987) , where the value of c geom for (NH 4 ) 2 SO 4 as 2.072 was obtained by assuming shape based upon bulk crystallography. The molecular density of the germ ρ 0 germ can be obtained via ρ 0 germ : = Tang and Munkelwitz (1994) .
According to classical nucleation theory, the nucleation rate J nucl (cm −3 s −1 ), describing the number of nuclei (i.e., a critical germ) formed per volume per time, is given by:
where k is the Boltzmann constant, and J 0 (cm −3 s −1 ) is a pre-exponential factor that is related to the efficiency with which collisions between supernatant ions and the crystal interface produce crystal growth. J 0 usually is approximated by J 0 ≈N kT h , where N is the molecular concentration in the liquid phase and h is Planck's constant. J 0 has a value of order 10 24 -10 36 . The results do not depend strongly on the pre-exponential factor and we follow Cohen et al. (1987) and choose J 0 =10 30 . For salt nucleation from an aqueous supersaturated droplet, the nucleation rate J nucl depends on the mole fraction composition of the aqueous particle and, consequently, ambient relative humidity when water activity is maintained in equilibrium with the gas-phase. Nucleation is a stochastic process, that can be approximated by the Poisson distribution. After a time, t, the probability of an individual particle having produced a critical nucleus is given by P nucl (t)=1− exp(−J nucl V p t), where V p (cm 3 ) is the particle volume. This probability also describes complete crystallization when crystal growth is rapid compared to the nucleation time. The expectation time τ nucl after which a particle of volume V p forms a single nucleus is given by
In order to apply the classical nucleation theory (CNT) in the computation of crystallization of salts on the metastable branch of the hysteresis curve, one needs surface tension data for the supersaturated aqueous salts solutions. Although a number of methods for calculating surface tension of dilute aqueous solutions of single electrolytes exist, there are few theoretical models available for the surface tension of aqueous solutions of highly concentrated and mixed electrolytes (Chen, 1994; Li et al., 1999; Li and Lu, 2001; Hu and Lee, 2004 Li and Lu's (Li and Lu, 2001) formula for the surface tension of single electrolyte aqueous solutions,
where σ w is the pure water surface tension at the system temperature and a MX is the activity of the electrolyte MX. The two parameters of Eq. (11), w 0 MX and K MX are obtained from correlating the surface tension σ against the measurements of Martin et al. (2000) and Korhonen et al. (1998) for MX=H 2 SO 4 and MX=(NH 4 ) 2 SO 4 , respectively. Without introducing any additional parameters or empirical coefficients, the fitted parameters are capable of predicting surface tensions of mixed-electrolyte aqueous solutions. The calculation is based on the formula for the surface tension of mixed electrolyte aqueous solutions (Li and Lu, 2001) ,
where, for the binary system (NH 4 ) 2 SO 4 /H 2 SO 4 , we have n=2, i ∈ {1, 2}={(NH 4 ) 2 SO 4 , H 2 SO 4 }, and are determined from Eq. (11). Note that, for the predicted surface tension of this binary aqueous electrolyte system, the acid and its salt have opposite effects on surface tension as their concentrations increase. We employ Antonoff's rule to obtain the surface tension of crystalline germs in aqueous electrolyte solutions, σ germ (i.e., between the crystal and the liquid), as the absolute value of the difference between σ crystal/air and σ liquid/air ; that is
In Eq. (13), the surface tension of aqueous electrolyte solutions σ liquid/air can be obtained from Eq. (12), whereas σ crystal/air is assumed to be a constant for a given crystal and is to be determined as a parameter based on one value of σ germ , which, in turn, can be computed from one measurement of the efflorescence RH of the corresponding crystalline salt. Cohen et al. (1987) correlated, based on classical nucleation theory, the value for the surface tension of salt (NH 4 ) 2 SO 4 in the solute mixture of ASR=2 (ASR: ammonium-sulfate-ratio) with measured efflorescence RH . The computed value σ (NH 4 ) 2 SO 4 (ASR=2)=0.0368 kg s −2 , reported in Cohen et al. (1987) , is used to determine the parameter σ crystal/air in Eq. (13) for the calculation of the surface tension of crystalline germs of (NH 4 ) 2 SO 4 in aqueous electrolyte solutions of 0<ASR<2. Since there are apparently no data reported in the literature for the surface tension of the salt (NH 4 ) 3 H(SO 4 ) 2 , the parameter σ crystal/air in Eq. (13) for (NH 4 ) 3 H(SO 4 ) 2 is computed from the measured efflorescence RH of the corresponding crystalline salt in the solute mixture of ASR=1.5, reported by Martin et al. (2003) . More precisely, the surface tension of crystalline germs (NH 4 ) 3 H(SO 4 ) 2 in aqueous electrolyte solutions of 0<ASR<2 is determined by adjusting the parameter σ crystal/air in Eq. (13) so that the computed efflorescence RH at ASR=1.5 matches the lower bound of the measured efflorescence RH =22%. The major advantage of classical nucleation theory is that the expectation time of the crystallization of metastable solutions is conveniently related to the thermodynamic properties of the nucleus such as the shape c geom , molecular volume v 0 germ and surface tension σ germ . However, major conceptual shortcomings also exist in assuming bulk values of c geom , v 0 germ and σ germ are relevant at the cluster level, where the nucleus consists of a statistically small number of molecules. In fact, we consider here classical nucleation theory as a semiempirical correlation, and we calibrate the values of c geom , v 0 germ and σ crystal/air , as parameters for the calculation of the crystallization time τ nucl in Eq. (10), so that the computed efflorescence RH matches the measured value. Any extrapolations beyond the domain of calibration needs be done with caution. The application of classical nucleation theory to predict efflorescence has yet to be rigorously tested and the current model combined with measurements such as the data reported in Schlenker et al. (2004) provides an opportunity to do so.
The active-set numerical solution strategy described above has been extended to the computation of crystallization, the details of which are given elsewhere. In short, the supersaturated aqueous salts that are expected to crystallize in a given time interval are converted into crystalline components. Then the matrix algebra is updated to reflect the new set of crystal components, and the minimization problem is solved by Newton iteration.
Simulation of inorganic phase equilibria and deliquescence/crystallization
The inorganic system that is arguably the most important with respect to atmospheric gas-aerosol equilibrium and aerosol state is that of sulfate, nitrate, ammonium, and water. Particles consisting of such species can be fully aqueous, fully crystalline, or consist of liquid-solid mixtures, depending on the relative concentrations of the components, RH , and temperature (Martin, 2000) . In the present work we focus on this system and present results of application of UHAERO to the computation of its phase diagrams. Potukuchi and Wexler (1995) and define:
where the system feeds b SO , and b H + are subject to electro-neutrality. It is more convenient to use the feeds in term of (NH 4 ) 2 SO 4 /H 2 SO 4 /NH 4 NO 3 /HNO 3 /H 2 O and re-define the X and Y coordinates:
Thus, for a fixed (X, Y ) coordinate, we can define a non-unique feed composition for the system
For Case (1) where the water content of the system needs to be specified, we introduce an additional coordinate Z that has values between 0 and 1 and define the water content b H 2 O to be b
The coordinate Z is actually a water fraction in the sense that it can be interpreted as To facilitate the computation of the boundaries in phase diagrams, we also introduce the fractions
which actually are the barycentric coordinates of the unit triangle with vertices (1 + Y )H 2 O, NH + 4 and H + . For a fixed Y , the (X, Z) coordinate is interchangeable with the fraction coordinate (f NH
+ f H + ). Therefore, the two dimensional (2-D) phase diagrams for fixed Y values can be generated in three coordinate systems: (X, RH ), (X, Z) and (f H + , f NH + 4 ), which can be chosen on the basis of computational or graphic convenience. Figure 1 shows the ammonium/sulfate/nitrate phase diagram at 298.15 K computed with UHAERO-PSC. Abscissa X is the cation mole fraction arising from NH + 4 , with the remainder coming from H + . This can be considered as the degree of neutralization of the particle. Ordinate Y is the anion mole fraction arising from SO 2− 4 , with the balance being made up of NO 3− . The four corners of Fig. 1 thus represent sulfuric acid (top left), ammonium sulfate (top right), ammonium nitrate (bottom right), and nitric acid (bottom left). Coordinate Z is the third dimension, which is relative humidity. Figure 1 is identical to Fig. 1a of Martin et al. (2004) , which was computed using the same activity coefficient model as that employed here. Seven possible solid phases exist in this system at 298.15 K; these are labeled as A through G. A denotes ammonium sulfate, (NH 4 ) 2 SO 4 (AS); B denotes letovicite, (NH 4 ) 3 H(SO 4 ) 2 (LET); C denotes ammonium bisulfate, NH 4 HSO 4 (AHS); D denotes ammonium nitrate, NH 4 NO 3 (AN); E denotes the mixed salt, 2NH 4 NO 3 ·(NH 4 ) 2 SO 4 (2AN·AS); F denotes the mixed salt, 3NH 4 NO 3 ·(NH 4 ) 2 SO 4 (3AN·AS); and G denotes the mixed salt of ammonium nitrate and ammonium bisulfate, NH 4 NO 3 ·NH 4 HSO 4 (AN·AHS). Regions outlined by heavy black lines show the first solid that reaches saturation with decreasing RH . The thin labeled solid lines are deliquescence relative humidity contours, and the dotted lines give the aqueous-phase X-Y composition variation with decreasing relative humidity as more solid crystallizes. These so-called liquidus lines were introduced by Potukuchi and Wexler (1995) . spectively. For each region of space whose boundaries are marked with bold lines, the existing phases at equilibrium are represented, where the liquid phase is labeled by L, and where, as in Fig. 1 , the seven possible solid phases are labeled by A though G. Labels on the contours (-) present the aqueous phase pH values (defined as pH=− log 10 a H + ) as a function of X and RH . Accordingly, Figs. 2b, 4b, 6b, 8b and 10b show relative particle mass contours (-) as a function of X and RH for the system (NH 4 ) 2 SO 4 /H 2 SO 4 /NH 4 NO 3 /HNO 3 /H 2 O at 298.15 K and fixed sulfate fraction Y =1, 0.85, 0.5, 0.3 and 0.2, respectively. The relative particle mass, also called particle mass growth factor, is defined as the ratio W p W dry of the particle mass W p at a specific RH and (X,Y ) composition with respect to the particle mass W dry of the same (X, Y ) composition at the "dry-state". Since W =W dry + W water , where W water is the water content in the particle system, by subtracting by 1, the relative particle mass gives the relative water content .7, (6) X=0.6. Curves (1) to (6) represent the relative particle mass on the vertical cuts at the corresponding X-values in Fig. 4b. are determined from Eq. (11) by correlating the surface tension of the corresponding single electrolyte aqueous solutions against the measurements of Martin et al. (2000) and Korhonen et al. (1998) . The original values of w 0 i and K i as reported in Li and Lu (2001) are not suitable for the present calculation, as they were calibrated mostly with measurements of low concentrated electrolyte solutions and were obtained based on a different activity coefficient model. The accuracy of the surface tension calibration based on Li and Lu's formula, e.g., Eq. (12) of activity coefficient models to supersaturated aqueous solutions of highly concentrated and mixed electrolytes. Most of the models that predict the activity coefficients of multicomponent aqueous solutions are empirical, or semi-empirical, and typically calibrated with activity measurements for multicomponent systems that are mostly available for relatively low ionic activities. As such, any application of current activity coefficient models to supersaturated aqueous solutions of highly concentrated and mixed electrolytes is an extrapolation beyond the domain of calibration, thus should be viewed with caution. In fact, as one specific example of such extrapolation, we were unable to calibrate model parameters in Eq. (12) 
X=0.7, (7) X=0.6, (8) X=0.3. Curves (1) to (8) represent the relative particle mass on the vertical cuts at the corresponding X-values in Fig. 10b .
measurements of Martin et al. (2000) occur at supersaturated solutions that are nitrate rich. Thus, in order to apply the current model to predict crystallization behavior in a multicomponent solution, there is a need to develop/calibrate activity coefficient models that are capable to predict accurately activity coefficients of supersaturated multicomponent aqueous solutions. model. The labeled solid lines are the efflorescence RH curves that are reconstructed based on the expectation time contours of efflorescence. Labels on the contours (-) present the expectation time (min) of efflorescence in the nature logarithmic scale, ln τ nucl , for AS and LET. The dotted line and dashed line are the crystallization RH observations of initial crystal formation and complete crystallization, respectively, reported in Martin et al. (2003) , where laboratory data of the crystallization RH of particles at 293 K throughout the entire sulfate-nitrate-ammonium composition space are expressed as an empirical polynomial. It shall be noted that the good agreement of the predicted and observed efflorescence RH in Fig. 13 is in part due to the AS and LET curves are forced, respectively, to intersect with the observation curve at ASR=2 and 1.5. This is a result of the fact that the parameter values σ crystal/air for AS and LET in the homogeneous nucleation theory have been determined based on a measurement of the efflorescence RH at these two ASR points.
It shall be also noted that the present model treats only homogeneous nucleation and, as a result, there is no possibility to predict the crystallization of ammonium bisulfate and ammonium nitrate. In contrast, the measurements of Schlenker et al. (2004) show that these salts do crystallize by heterogeneous nucleation once another crystal has formed by homogeneous nucleation. Thus, a rigorous validation of the UHAERO framework through comparisons to the experimental data of Martin et al. (2003) and Schlenker et al. (2004) in the ammonium-sulfate-nitrate space would require the treatment of heterogeneous nucleation, a topic that is be- The dotted line and dashed line are, respectively, the crystallization RH observations at 293 K of initial crystal formation and complete crystallization (Martin et al., 2003) .
yond the scope of the present paper and that will be a subject of the future research.
Computational efficiency
The initialization of UHAERO has two modes depending on the circumstance of its application: (a) a so-called cold start, in which no a priori information is available and the system is initialized as an infinitely dilute solution, or (b) a warmstart, in which a convergent solution of a neighbor state is available to initialize the system; this is the case when applying it in conjunction with a 3-D chemical transport model. The computational cost for Case (1) (i.e., the water content is specified) is estimated with the model runs for generating phase diagrams. For the contour plots (for Y =0.85) shown in Fig. 14 , a uniform grid with 1 2 n(n − 1) (n=100) (interior) points on the unit triangle is used. When the warm start strategy is applied for the liquid-solid equilibrium calculations where the model run for the (i,j) point is initialized with the solution of the (i,j-1) point, the elapsed time is 0.52 s (or 0.20 s) for 4950 UHAERO-PSC (or UHAEROExUNIQUAC) runs on a Linux PC equipped with Intel(R) Pentium(R) 4 3.20 GHz processor. It requires an average 3.45 (or 3.37) Newton iterations per grid point for UHAERO-PSC (or UHAERO-ExUNIQUAC) runs with a stopping criterion for convergence being that Euclidean norm of the residuals does not exceed 10 −8 . If a cold start is used for generating contours, the average number of Newton iterations 
