We propose practical solutions for the determination of optimal retentions in a stop-loss reinsurance. We develop two new optimization criteria for deriving the optimal retentions by, respectively, minimizing the value-at-risk (VaR) and the conditional tail expectation (CTE) of the total risks of an insurer. We establish necessary and sufficient conditions for the existence of the optimal retentions for two risk models: individual risk model and collective risk model. The resulting optimal solution of our optimization criterion has several important characteristics: (i) the optimal retention has a very simple analytic form; (ii) the optimal retention depends only on the assumed loss distribution and the reinsurer's safety loading factor; (iii) the CTE criterion is more applicable than the VaR criterion in the sense that the optimal conditions for the CTE criterion is less restrictive than the corresponding VaR criterion; (iv) if optimal solutions exist, then both VaR-and CTE-based optimization criteria yield the same optimal retentions; (v) there exists a threshold risk tolerance level beyond which the insurer optimally should not reinsure her risk.
Introduction
Reinsurance is a mechanism of transferring risk from an insurer to a second insurance carrier.
The former party is referred to as the cedent while the latter is known as the reinsurer.
Reinsurance provides an opportunity for the insurer to reduce the underwriting risk and hence leads to more effective management of risk. The stop-loss, the excess-of-loss, and the quota-share are some examples of reinsurance contracts. For a fixed reinsurance premium, it is well-known that the stop-loss contract is the optimal solution among a wide arrays of reinsurance in the sense that it gives the smallest variance of the insurer's retained risk. See, for example, Bowers, et al. (1997) , Daykin, et al. (1994) , and Kaas, et al. (2001) . This paper contributes to the area of research on optimal reinsurance by proposing new optimization criteria using the recently proposed risk measures. Analytical and explicit solutions to the retention limit of a stop-loss reinsurance are derived.
We now introduce the notation and provide the necessary background. Let X be the (aggregate) loss for an insurance portfolio or an insurer. We assume that X is a nonnegative random variable with cumulative distribution function F X (x) = Pr{X ≤ x}, survival function S X (x) = Pr{X > x}, and mean E[X] > 0. Furthermore, let X I and X R be, respectively, the loss random variables of the cedent and the reinsurer in the presence of a stop-loss reinsurance. Then X I and X R are related to X as follows:
where the parameter d > 0 is known as the retention, a ∧ b = min{a, b}, and (a) + = max{a, 0}. Under the stop-loss agreement, the reinsurer pays the part of X that exceeds the retention limit. This implies the reinsurer absorbs the risk that exceeds the retention limit while the insurer is effectively protected from a potential large loss by limiting the liability to the retention level.
In exchange of undertaking the risk, the reinsurer charges a reinsurance premium to the cedent. A number of premium principles have been proposed for determining the appropriate level of the premium. One of the commonly used principles is the expected value principle in which the reinsurance premium, δ(d), is determined by
where ρ > 0 is known as the relative safety loading and
is the (net) stop-loss premium. See, for example, Cai (2004) and Klugman et al. (2004) .
Naturally, the reinsurance premium δ(d) is a decreasing function of d. By T we denote the total risk or the total cost of the insurer in the presence of the stop-loss reinsurance. The total risk T is captured by two components: the retained loss and the reinsurance premium;
that is,
2)
The relation above demonstrates the classic trade-off between the risk assumed by the insurer and the risk transferred to the reinsurer. If the retention d is small, then the retained liability to the cedent is expected to be low but at the expense of the higher premium payable to the reinsurer. On the other hand, if the cedent were to reduce the cost of the reinsurance premium by raising d, then the cedent is exposed to a potentially large liability. Consequently, determining the optimal level of retention d is important to the cedent. There are many ways of determining the optimal retention d depending on the chosen criterion. For example, we can select d that optimally minimizes the ruin probability of an insurer or optimally maximizes the utility of an insurer. See, for instance, Genteno (2002a, 2002b, 2005) and references therein. In this paper, we demonstrate how we could exploit the recently introduced value-at-risk (VaR) and conditional tail expectation (CTE) risk measures to obtain the optimal retention limit of the stop-loss reinsurance.
Risk measures such as VaR and CTE have generated tremendous amount of interests among practitioners and academicians. They are used extensively within banking and insurance sectors for quantifying market risks, portfolio optimization, setting capital adequacy, Formally, the VaR of a random variable X at a confidence level 1 − α, 0 < α < 1, is defined as
Equivalently, it corresponds to the 100(1−α)th percentile of X. Hence, Pr{X > VaR X (α)} ≤ α while for any x < VaR X (α), Pr{X > x} > α.
If X has a continuous one-to-one distribution function on [0, ∞), then VaR X (α) is the unique solution to either of the following two equations 4) or more compactly as VaR X (α) = S −1
X are the inverse functions of S X and F X , respectively.
The VaR measure has the advantage of its simplicity. If we know the corresponding VaR of a risk, then we are assured that the probability of the risk exceeding such a value is no greater than α. In this regard, the parameter α can be interpreted as the risk tolerance probability. In practice, α is often selected to be a small value such as less than 5%. The downside of this measure is that it provides no information on the severity of the shortfall for the risk beyond the threshold. Furthermore, some researchers advocate the importance of a coherent risk measure and the VaR is one that fails to satisfy the axiomatic properties of coherence.
We now turn to another risk measure known as conditional tail expectation (CTE).
According to Artzner et al. (1999) and Wirch and Hardy (1999) , the CTE of a random variable X at its VaR X (α) is formally defined as
Note that when X is a continuous random variable, both (1.5) and (1.6) are identical.
Furthermore, it is easy to see that the relation CTE X (α) ≥ VaR X (α) holds for either (1.5) and (1.6). The CTE is intuitively appealing in that it captures the expected magnitude of the loss given that the risk exceeds or equal to its VaR (for a given risk tolerance probability).
More importantly under suitable conditions, say that risks are continuous, CTE is a coherent risk measure.
Analogously, we can define VaR and CTE in terms of the insurer's retained loss X I and the insurer's total risk T . For VaR, we have
Similarly for CTE, we have
and
Note that we have explicitly introduced an argument d to the VaR and CTE notations to emphasize that these risk measures are functions of the retention limit d. Also, we use only (1.6) to define the CTE counterparts for X I and T for d > 0. As we will argue later that (1.5) will not be appropriate for T and X I for some values of d.
From an insurer's point of view, a prudent risk management is to ensure that the risk measures associated with T are as small as possible. This motivates us to consider the following two optimization criteria for seeking the optimal level of retention. The first approach determines the optimal retention d by minimizing the corresponding VaR; i.e.,
VaR-optimization:
The resulting optimal retention d * ensures that the VaR of the total risk is minimized for a given risk tolerance level. We refer to this optimization as the VaR-optimization. The second approach is to minimize the CTE as shown below:
The optimal retentiond from the above optimization again has the appealing feature that focuses on the right tail risk by minimizing the expected loss of the extreme events. We denote this optimization as the CTE-optimization.
We now provide an alternate justification of VaR-based optimization from the point of view of a minimum reserve or capital requirement. By assuming risk X, the insurer charges an insurance premium of p X to the insured and at the same time sets aside a minimum reserve or capital of r X so that the insurer's probability of insolvency is at most α. In other words, given α and p X , the minimum reserve or capital r X is the solution to the following inequality:
Pr{T > r X + p X } ≤ α. 
The linear relation between r X and VaR T (d, α) implies that if d * is the optimal solution to (1.9), then the reserve or capital requirement is also minimized at the insolvency constraint.
To study the optimization pertaining to the VaR and CTE criteria, we consider two classes of risk models: the individual risk models and the collective risk models. In an individual risk model, the aggregate loss is given by 13) where X j corresponds to the loss in subportfolio j or event j, for j = 1, ..., n. In a collective risk model, the aggregate loss is denoted by 14) where the random variable N denotes the number of losses and X j is the severity of the jth loss, for j = 1, 2, . . . .
To encompass these two models, we assume throughout this paper that X has a continuous one-to-one distribution function on (0, ∞) with a possible jump at 0 and S
−1
X (x) exists for 0 < x < S X (0). Furthermore, we denote S −1
We also enforce the condition 0 < α < S X (0); otherwise for α ≥ S X (0), we have a trivial case as VaR X (α) = 0 and VaR X I (d, α) = 0. Note that S X (0) = 1 when the distribution function of X is continuous at 0.
The rest of the paper is organized as follows. Sections 2 and 3 present, respectively, the optimal solutions as well as the conditions for which the optimal retention exists for the VaR-optimization and CTE-optimization. Section 4 applies the general results of Sections 2 and 3 to individual risk models with dependent risks. The optimal retentions and the effect of dependence on the optimal retentions are analyzed by examining two special cases: a multivariate phase-type distribution and a multivariate Pareto distributions. Section 5 applies the general results to a collective risk model by considering two special cases: compound Poisson and compound negative binomial distributions. Section 6 concludes the paper.
Optimal retention: VaR-optimization
In this section, we analyze the optimal solution to the VaR-optimization (1.9). First note that the survival function of the retained loss X I is given by
Hence, the VaR of the retained loss X I can be represented as
is a bounded random variable with 0 ≤ X I ≤ d.
we establish a simple relationship between the VaR of the total risk and the VaR of the retained risk as 
Remark 2.1 Similar to the VaR of X I , the VaR of T , for a given d > 0, is the same for
Hence from a risk management point of view, the VaR of the total risk is the same regardless of the insolvency requirement as long as the insolvency probability or the risk tolerance probability α lies in the interval (0, S X (d)]. See (1.11). We can also infer from (1.12) that the minimum capital reserve remains unchanged for the considered levels of risk tolerance. As we shall see shortly, this property has an interesting implication on the solutions to our optimization problems.
We now present the key result of this section. The following theorem states the necessary and sufficient conditions for the existence of the optimal retention of the VaR-based optimization (1.9). Throughout this paper, we denote
which plays a critical role in the solutions to our optimization criteria.
Theorem 2.1 (a) The optimal retention d * > 0 in (1.9) exists if and only if both
hold.
(b) When the optimal retention d * in (1.9) exists, then d * is given by
and the minimum VaR of T is given by 
hence the optimal retention d * does not exist; if (2.5) holds but (2.6) does not hold, then
X (α). Therefore, both (2.5) and (2.6) are necessary for the optimal retention d * > 0 to exist. Remark 2.2 We emphasize some practical significance of the above results. First, conditions (2.5) and (2.6) are relatively easy to verify. Second, the optimal retention is explicit and easy to compute. Third, it is of interest to note that the optimal retention, if it exists, depends only on the assumed loss distribution and the reinsurer's loading factor. Fourth, by defining the critical value α * as
then the optimal solution exists for any α ∈ (0, α * ) provided that ρ * < S X (0). Thus α * can be interpreted as the threshold risk tolerance probability, beyond which the optimal solution does not exist and it will not be optimal for the insurer to reinsure her risk. In practice α is typically small so that the probability insolvency is low; this suggests that the optimal reinsurance is likely to exist between the cedent and the reinsurer. Fifth, if optimal solution exists, then both the optimal retention and the minimum VaR are invariant with respective to α. This is a consequence of Remark 2.1. This has an interesting implication on risk management. If it is optimal to reinsure the risk, the result above implies that regardless of how we set the risk tolerance probability α, whether at 5% or 10%, say, an insurer will reinsure with the same optimal level of retention (and attain identical level of minimum VaR) provided the risk tolerance probabilities are less than the threshold level.
The following corollary gives the sufficient condition for the existence of the optimal retention in (1.9). This result provides a simple way of checking if the optimal retention in (1.9) exists.
Corollary 2.1
The optimal retention d * > 0 in (1.9) exists if both (2.5) and
hold; and the optimal retention d * and the minimum VaR are given by (2.7) and (2.8),
respectively.
Proof. It is sufficient to verify that (2.10) implies (2.6). It follows from (2.10) that
Hence (2.6) is satisfied. 2
We now provide two examples to illustrate the results we just established. It is easy to verify that for this example, the threshold risk tolerance probability α * in (2.9) is 0.307 so that for any α ∈ (0, 0.307) optimal retention exists and equals to 182.32. 
Optimal retention: CTE-optimization
We now consider the optimal retention for the CTE-optimization (1.10). It follows from (1.2), (1.8) and (2.3) that the CTE of the total risk T can be decomposed as:
Furthermore, (1.7) implies that
and is the same for all α ∈ (0, S X (d)].
We also remark that if 0
Therefore, (1.5) is not appropriate for T and X I in this case. This is why we adopt (1.6) for T and X I in this paper. Note that for 0
. Now, we are ready to discuss the existence of the optimal retention for the optimization problem (1.10) based on the CTE of the total cost. The following theorem states the necessary and sufficient conditions for the optimal retention to exist in the CTE-optimization (1.10). 
Consequently, (3.6) implies that 0
X (α) and that the function S −1 
S X (x)dx. The optimal retention in (1.9), therefore, does not exist; if (3.6) does not hold with ρ * ≥ S X (0), then d 0 = 0, there is nod > 0 so that the optimal retention in (1.10) exists. This completes the proof of Theorem 3.1(a).
(b) When the optimal retentiond in (1.10) exists, it follows from the proof of (a) that
Because the total risk T is also bounded from above by d + δ(d) (see Remark 3.1), the observations that we made in Remark 2.2 for the VaR-optimization are equally applicable to the present optimization model. For example, ρ * can analogously be interpreted as the threshold risk tolerance probability. The optimal reinsurance is likely to exist since α is typically small in practice.
Comparing to the VaR-optimization, the optimality condition for the optimization based on CTE is less restrictive. However, both optimization criteria yield the same optimal retentions. This provides an added advantage of adopting the CTE criterion over the VaR criterion for determining the optimal retention. This point is further elaborated in the examples below.
Note also that as the reinsurer begins to charge excessively by increasing the loading factor ρ, transferring risk to the reinsurer also becomes progressively more expensive for the cedent. This discourages reinsurance and causes the cedent to undertake more and more risk by raising the retention level. In the limit as ρ → ∞, we haved = S −1 X (ρ * ) → ∞ so that the insurer will not reinsure her risk.
We now use the following two examples to illustrate the results we just established.
Example 3.1 Assume α = 0.1, ρ = 2.7 and X has the same exponential distribution as in Example 2.1. Then,
Hence, the optimal retention d * does not exist since the condition (2.6) is not satisfied.
However, the optimal retentiond exists since ρ * = 0.27 > α = 0.1. Consequently by 
Again, the optimal retention d * does not exist since the condition (2.6) is violated. However, the optimal retentiond exists since ρ * = 0.27 > α = 0.1. Consequently by Theorem 3.1,
X (ρ * ) = 1093.36, which is smaller than corresponding value in Example 3.1, as to be expected.
Individual risk model with dependent risks
We now consider an individual risk model consists of n dependent losses (risks) X 1 , ..., X n .
The aggregate loss of the portfolio is the sum of these losses, i.e., X = X 1 + · · · + X n . A stop loss reinsurance with retention d can similarly be written on the aggregated loss. If the distribution of X is known, then the results established in the previous two sections can be used to determine the optimal retention limit.
There are several dependent models in which the distribution X = X 1 + · · · + X n can be expressed analytically. We consider two particular types: a multivariate phase type distribution and a multivariate Pareto (II) distribution. The effect of dependence on the optimal retentions is also analyzed.
Dependent risks with multivariate phase type distributions
Let {X(t), t ≥ 0} be a continuous-time and finite-state Markov chain with a finite state space E, initial distribution vector β = (0, α), and sub-generator
where the first state in E denotes the absorbing state and e is a column vector of 1's.
Let X = inf{t ≥ 0 : X(t) = 0} be the time to the absorbing state in the Markov chain. Then the distribution of the random variable X is said to be of phase type (PH) with representation (α, A, |E| − 1). Denote the survival function of X by S X (x) = Pr{X > x}. Then X is of phase type with representation (α, A, |E| − 1) if and only if S X (x) = α e xA e, x ≥ 0.
A subset of the state space is said to be a closed or absorbing subset if once the process {X(t), t ≥ 0} enters the subset, {X(t), t ≥ 0} never leaves. Let E i , i = 1, . . . , n, be n closed or absorbing subsets of E and X i be the time to the absorbing subset E i , i.e. X i = inf{t ≥ 0 : 
where
Example 4.1 Consider a two-dimensional phase type distribution with the state space E = {12, 2, 1}, the absorbing subsets E j = {12, j}, j = 1, 2, the initial probability vector α = (0, 0, 1), and the sub-generator A
From Lemma 4.1, the matrix B is given by
Let X 1 and X 2 be the times to the absorbing subset E 1 and E 2 , respectively. Thus, (X 1 , X 2 ) is a phase type random vector and the survival function of X 1 + X 2 is given by S X (x) = αe xB e, where α = (0, 0, 1) and e = (1, 1, 1 ) .
This two-dimensional phase type distribution is also refereed as to a two-dimensional Marshall-Olkin distribution (Marshall and Olkin 1967) or the distribution of the joint-life status in a common shock model (Bowers et al. 1997 ).
To discuss the effect of the dependence on the optimal retentions, as in Examples 2.1-2.2, we assume that α = 0.1 and ρ = 0.2 and consider the following three cases.
Case 1: λ 12 = 0, λ 1 = λ 2 = 0.002. In this case, X 1 and X 2 are independent, and S X (x) =
(1 + 0.002x)e −0.002x , x ≥ 0 is a gamma distribution. The optimal retention limit is d = 365.53.
Case 2: λ 12 = 0.001, λ 1 = λ 2 = 0.001. In this case, X 1 and X 2 are positively dependent, and S X (x) = 3e −0.0015x − 2e −0.002x , x ≥ 0 is a hyperexponential survival function. The optimal retention limit isd = 273.13.
and X 2 have the strongest positive dependence. In this case, S X (x) = e −0.001x , x ≥ 0 is an exponential survival function as that in Example 2.1. The optimal retention limit isd = 182.32.
Remark 4.1 In all three cases, (X 1 , X 2 ) has the same marginal exponential distribution each with mean 500. The only difference among them is the magnitude of the correlation between X 1 and X 2 . It can be verified that the correlation coefficient between X 1 and X 2 in Case 1 is the smallest while in Case 3 is the largest. Table 1 illustrates the effect of dependence on the optimal limitd. As correlation increases; i.e. the portfolio becomes more risky, the insurer is protected by reinsuring the risk with a lower optimal retention level. 
Dependent risks with multivariate Pareto distributions
Let (X 1 , ..., X n ) be a nonnegative random vector with the following joint survival function
where λ > 0 and σ > 0 are constants. This distribution is known as the multivariate Pareto (II) distribution. See, for example, Arnold (1983) . It is easy to verify that the density function X = X 1 + · · · + X n has the following representation: . Equation (6.1.29) of Arnold (1983) yields
Consequently, the correlation coefficient between X 1 and X 2 simplifies to Note also that the optimal retentions in this example are larger than that in Example 2.2.
To understand this, let us first point out that the ratio of the density function in Example 2.2 to the density function in any of the three cases in this example goes to infinity as x goes to infinity. This implies that the Pareto distribution in Example 2.2 asymptotically has a heavier tail than any of the three cases in this example. This again is consistent with the earlier observations that the more dangerous the risk is, the smaller the optimal retention in a stop-loss reinsurance.
Optimal retention in a collective risk model
In this section, we illustrate the results of Sections 2 and 3 by considering a collective risk model. In this case, the aggregate loss of an insurer is modeled by (1.14). We assume that N, X 1 , X 2 , ... are independent and X 1 , X 2 , ... have an identical distribution function. The 
where {p n = Pr{N = n}, n = 0, 1, 2, ...} is the probability function of N;
In practice, simple analytical formula for (5.1) often does not exist. Hence, we need to resort to numerical procedure for inverting the survival function in order to determine the optimal retention, as we illustrate in the following compound Poisson and compound binomial examples. X (ρ * ) = 549.02. Note that the optimal retention value in this case is smaller than that in the compound Poisson model. This is again to be expected since both models have the same expected number of losses and the same expected aggregated loss, which implies that the compound negative binomial is "more risky" than the compound Poisson in the sense that the former has a larger variance that the latter. 
Conclusions
This paper addressed the important question of determining the optimal level of retention in a stop-loss reinsurance. The proposed optimization is simple and intuitive. More importantly, the optimal retention is explicit, and can easily be calculated. If the solution exists, both CTE-optimization and VaR-optimization yield the same optimal solution. However, we argued that, in general, the CTE criterion is preferred to that based on VaR since the optimality condition is less restrictive in the former optimization framework.
We also pointed out that the safety loading and the assumed loss model are critical factors for determining the optimal retentions. In fact, we established that there exists a threshold risk tolerance level beyond which optimal retention does not exist. If the optimal solution exists, the optimal retention as well as the minimum risk measure are the same regardless of the risk tolerance probability. We applied the results to the individual risk models with dependent risks and classical collective risk models. The effect of correlation on optimal retention was assessed. In general, the more risky the underlying risk, the lower the optimal retention.
While we have primarily focused on the expected value premium principle, the methodology developed in this paper can be applied to more general premium principles. For example, Theorem 2.1 is still valid provided δ(d) is a decreasing reinsurance premium in d so that d + δ(d) attains its minimum value at a point d 0 ∈ (0, S X (α)) and the minimum value is less than the limiting value of lim d→∞ (d + δ(d)).
In addition, the VaR-and CTE-based optimal criteria can also be applied to other reinsurance contacts such as the optimal retention in the excess-of-loss reinsurance, the optimal quota in the quota-share reinsurance, the optimal retention and optimal quota in the combination of the quota-share and stop-loss reinsurance/excess-of-loss reinsurance, and the optimal quantities in many other reinsurance contacts. We leave this for future areas of research.
