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Abstract During the last decades, focused electron beam
induced deposition (FEBID) has become a successful
approach for direct-write fabrication of nanodevices. Such
a deposition technique relies on the precursor supply to the
sample surface which is typically accomplished by a gas
injection system using a tube-shaped injector nozzle. This
precursor injection strategy implies a position-dependent
concentration gradient on the surface, which affects the
geometry and chemistry of the final nanodeposit. Although
simulations already proposed the local distribution of
nozzle-borne gas molecules impinging on the surface, this
isolated step in the FEBID process has never been exper-
imentally measured yet. This work experimentally inves-
tigates the local distribution of impinging gas molecules on
the sample plane, isolating the direct impingement com-
ponent from surface diffusion or precursor depletion by
deposition. The experimental setup used in this work maps
and quantifies the local impinging rate of argon gas over
the sample plane. This setup simulates the identical con-
ditions for a precursor molecule during FEBID. Argon gas
was locally collected with a sniffer tube, which is directly
connected to a residual gas analyzer for quantification. The
measured distribution of impinging gas molecules showed
a strong position dependence. Indeed, a 300-lm shift of
the deposition area to a position further away from the
impingement center spot resulted in a 50 % decrease in the
precursor impinging rate on the surface area. With the
same parameters, the precursor distribution was also sim-
ulated by a Monte Carlo software by Friedli and Utke and
showed a good correlation between the empirical and the
simulated precursor distribution. The results hereby pre-
sented underline the importance of controlling the local
precursor flux conditions in order to obtain reproducible
and comparable deposition results in FEBID.
1 Introduction
As a maskless and resistless direct-write method, focused
electron beam induced deposition (FEBID) has attracted
increasing interest over the last decade [1, 2], especially as
it allows to directly deposit three-dimensional structures on
arbitrary surfaces [3–5]. In spite of the versatility of this
method, the progress of FEBID suffers from a lack in
reproducibility among the results of individual researchers.
This has two main reasons: (1) the high complexity of the
deposition mechanism itself and (2) the different instru-
mentation used.
The high complexity of the entire mechanism is due to
the electron–substrate interaction (finally leading to depo-
sition) and the surface precursor dynamics [6, 7]. The
precursor’s surface coverage on a specific deposition
location results from the dynamic equilibrium between
addition and depletion of precursor, i.e., between increase
and decrease of the local precursor coverage. During FE-
BID, the surface coverage can increase (1) by adsorption
from the gas phase and (2) by incoming surface diffusion
from neighboring locations. The surface coverage can
decrease (1) by outgoing surface diffusion, (2) by desorp-
tion into gas phase, or (3) by intentional precursor
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consumption during the deposition reaction. In this work,
we focus exclusively on the experimental investigation of
the adsorption step isolated from the other process steps. In
FEBID, the adsorption is mainly governed by the precursor
supply via the nozzle of a gas injection system (GIS). As
stated previously, the wide variety of different GIS
instrumentation implicating different precursor supply
conditions is the second source for the low comparability
among FEBID results.
Most FEBID systems use microtube-based GISs [8] that
lead to a gradient in the precursor distribution in depen-
dence on the different distance of the surface position from
the injection nozzle. The local precursor coverage on the
deposition spot determines whether the process is con-
ducted in the electron-limited regime or in the precursor-
limited regime [9, 10]. This way the precursor coverage
determines the deposits minimum dimensions and geome-
try [11], the deposition rate [12, 13], and its chemical
composition [13, 14]. Not only for fundamental insights but
also for practical reproducibility of each deposition one
must know and reproduce the same precursor density at the
electron exposed deposition areas. One of the difficulties in
comparing FEBID results is the fact that the different
precursor injection systems come with a different spatial
distribution of the precursor. Unfortunately, it has become
a common deficit not to the describe nozzle geometries and
precursor injection conditions in publications. In this work
we will experimentally demonstrate that—as already
expected—dissimilar impinging geometries indeed have a
massive impact on the local precursor coverage on the
sample, so that a detailed GIS description is essential for
meaningful interpretation of results.
To shine some light on this issue of precursor supply
from the GIS, the precursor flux and the precursor distri-
bution on the sample surface have been topic of several
studies with particular focus on simulation. The geometry
of the deposited material has been simulated assuming a
homogenous localized gas pressure [10], supposing a
Langmuir adsorption model [15] and even considering the
contributions of surface diffusion [16, 17]. In addition,
Rack et al. [2, 10] have implemented gas-handling algo-
rithms on their 3D Monte Carlo based simulation of FE-
BID. However, unless simulations do not pay tribute to the
change in local precursor coverage their ability to simulate
the real deposition from any nozzle-based GIS can only
remain limited.
Driven by the need for a deeper understanding on the
inhomogeneous precursor surface coverage Friedli and
Utke [18] have developed a GIS simulator program which
predicts the gas flux distribution from a circular microtube
on a substrate. This GIS simulator uses a three-dimensional
Monte Carlo method for rarefied gas flow to model the
number of precursor molecules impinging on a sample
position. These simulations of the local precursor imping-
ing rates showed also a good correlation to the deposited
volume of FEBID-synthesized materials (using the same
impinging geometry). However, an experimental confir-
mation based exclusively on the flux of impinging gas
molecules (and not based on the deposition volume) would
be beneficial since the validation via the deposited volume
may be compromised by (1) the electron-interaction cross
section during the deposition step and (2) by surface dif-
fusion of the precursor.
In this work we present an experimental approach to
map and to quantify the flux of precursor molecules
impinging on different positions of a virtual sample plane.
As substitute for a metallorganic precursor we used the
noble gas argon, which is known for its extremely low
sticking coefficient on inorganic surfaces [19]. Instead of a
real sample we use a 0.15 lm2 collection tube that is
Fig. 1 Schematic illustration of experimental setup a experimental
setup for the gas flux distribution measurement. The GIS nozzle is
mounted on a linear extender and connected to the gas supply line
outside of the SEM chamber. The collection nozzle of the sniffer
probe is vertically mounted on the movable xyz stage. The RGA is
directly connected to a collection nozzle acting as sniffer probe
b RGA attached to the SEM chamber. The two separate pumping
systems allow independent operation of the SEM and the RGA
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movable in the exact plane, where usually the sample
would be located (Fig. 1). The argon gas was injected
through a microtube nozzle of a GIS used also in previous
works [20, 21]. The local gas distribution is measured with
a sniffer probe attached to a movable x–y stage, allowing a
full mapping of a virtual sample plane. The sniffer probe
collecting the argon gas was directly connected to the
residual gas analyzer (RGA). Calibration of the quadrupole
mass spectrometer was necessary for the quantification of
the real argon flow. The distribution of the impinging gas
molecules—without interference by surface diffusion or
reaction yield—is presented. Furthermore, we performed a
comparison between experimental results and simulations
executed with the GIS software developed by Friedli and
Utke [18, 22].
2 Experimental
The gas flux measurements were performed in an LEO
1530 VP scanning electron microscope with a 3-stage
differentially pumped electronoptical column operating at
an acceleration voltage between 0.5 and 30 kV and a beam
current between 20 pA and 5 nA. The vacuum system of
the SEM is based on a Varian Navigator 301 turbomolec-
ular pump with a N2 pumping rate of 280 l/s in the pressure
range between 10-6 and 10-3 mbar and an oil-free BOC
Edwards XDS10 scroll pump. Samples and the sniffer
probe were mounted on a mechanical stage with a nominal
positioning accuracy of 1 lm. The sample stage movement
could also be computer-controlled so that also automatic
scripts could be run. The precursor was injected via a
custom-built proprietary GIS.
The GIS used in this study consists of a reservoir part
outside of the vacuum chamber and a nozzle part inside of
the vacuum chamber; the parts were connected by a vacuum
feed-through. The main components of the outside part are a
MKS stainless steel mass flow controller (5 sccm, calibrated
for Ar), a stainless steel precursor reservoir with 460 cm3
reference volume, a MKS capacitive pressure gauge (Bara-
tron), a Swagelok dosing valve, a Swagelok shut off cock,
and Swagelok connectors for a 00 tube system. The inside
part of the GIS consists of a stainless steel nozzle with an
outside diameter of 600 lm and an inner diameter of
350 lm, an adaptable nozzle holder mounted at a tilt angle
of 35, an x–y–z movable positioning setup for the nozzle
and a vacuum-proven, chemically inert Teflon tube con-
necting the nozzle to the outside part of the GIS via a
commercial vacuum feed-through. In this study instead of
injecting e.g. a metal organic precursor into the chamber we
used argon 9.5 (Linde, grade 5.0). The position of the GIS
nozzle under the electron beam was adjusted manually and
controlled in the SEM image.
For detection of injected gas a residual gas analyzer
(RGA) SRS 300 from Stanford Research Systems (SRS)
was attached to the SEM chamber (Fig. 1). The RGA is
equipped with a faraday cup detector as well as with an
electron multiplier detector and the quadrupole mass filter
allows for separation of the detected mass up to 300 amu.
The RGA is evacuated to a base pressure below
2E-7 mbar by its own, independent Varian turbo-molec-
ular pump station with a pumping rate of 60 l/s. For the gas
distribution measurement the RGA port was connected to a
sniffer probe with a Teflon tube. The sniffer tube itself was
mounted on a stage position where usually the sample is
mounted. Hence, the sniffer probe could move in the vir-
tual sample plane. The RGA spectra were recorded auto-
mated by a LabView program and evaluated with software
from Stanford Research Systems. The RGA could be
operated in analog scan mode (full mass spectra recorded)
or in faster table scan mode (only selected masses
recorded).
For gas flux distribution measurement the gas was col-
lected on numerous local positions in the virtual sample
plane using a sniffer probe with its collection nozzle
mounted on the specimen stage perpendicular to the sub-
strate plane; i.e. the aperture of the probe was exactly in the
sample plane. The sniffer probe consisted of a tube with an
inner diameter of 1 mm capped by a 300 lm thin aperture
with an orifice (diameter 430 lm) on top of the tube. This
smaller orifice reduces the probability of collected pre-
cursor to reflow out from the sniffer probe back into the
SEM chamber.
A simulation of the gas distribution was performed with
a freeware GIS simulator program by Friedli and Utke [22].
The simulator is based on the three-dimensional test-par-
ticle Monte Carlo method for rarefied gas flow exiting a
circular microtube and predicts the gas flux distribution
impinging on a substrate.
3 Results
In this study, we experimentally measure the gas-imping-
ing rates on the sample surface. The local gradient of the
gas-impinging rate is an important parameter for FEBID
processes. For this empirical study, a defined flux of argon
was injected into a SEM’s vacuum chamber, and the argon
impinging on the virtual sample plane was collected by a
movable sniffer probe. The local amount of argon was
measured by the mass spectrometer of an RGA on up to
1,400 virtual sample positions. The inert monoatomic
noble gas argon with 39.95 amu results in a peak at the m/z
value of 40 amu in the mass spectrum. As chemically inert
and non-polar, noble gas argon has a small sticking coef-
ficient on most surfaces at room temperature. Due to the
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low residence time of argon, the surface diffusion becomes
a negligible factor in the following experiments. Due to its
low sticking, coefficient can be quickly removed again
from the processing chamber by pumping, which makes
argon suitable for a time-resolved study of the flow
behavior.
Argon acts as indicator species; so, any systematic errors
due to residual argon in the background pressure had to be
excluded first. With a mass spectrum of the chamber gas at
background pressure, we first confirmed the absence of
argon in the residual gas. The graph in Fig. 2 displays the
RGA spectrum of the residual gas in the SEM chamber at
the base pressure of 2 9 10-6 mbar. The mass spectrum
shows no detectable peak at the m/z = 40 but reveals
strong peaks at m/z = 18 and m/z = 17, indicating a high
partial pressure of water. As the used SEM is not equipped
with a load-lock system, the residual moisture is the main
component of the residual gas. The ratio between N2 and
O2 in the SEM chamber is identical to the ratio in air. As
argon is absent in the residual gas, this species proved to be
suitable as probe for measuring the precursor distribution.
The other components in the residual gas provide a stable
background which will not interfere with the argon mea-
surements (Fig. 2).
The RGA enables to locally identify the exact compo-
sition of the gas collected from the SEM via the actual
position of the sniffer probe. However, signal losses by
incomplete collection of the gas by the sniffer probe and by
incomplete ionization in the RGA do not allow to directly
use the signal for quantifying the flow rate. In order to
enable the quantification of the absolute rates of molecules
impinging on the sample position, the RGA was calibrated
(Fig. 3) so that the exact number of argon atoms per second
being detected with the collection nozzle (at each measured
position of the sample plane) could be measured. This
calibration of the flow was performed by correlation of the
exactly known amount of gas molecules with the corre-
spondingly collected RGA signal. For calibration, the
argon flow passing the injection nozzle was exactly
determined by measuring the pressure loss in the reference
volume of 460 cm3 using a capacitive pressure gauge
(Baratron) (Fig. 3). For the calibration procedure, the
injection nozzle was directly linked to the sniffer inlet of
the RGA. This setup ensured that the entire amount of
argon exiting the GIS was quantitatively injected in the
RGA.
Before filling the 460 cm3 reference volume, it was
evacuated through the sniffer probe until a base pressure
lower than 1E-3 mbar was reached. Afterward the volume
was filled with argon gas to an exact pressure of 1 mbar
while the valve V1 to the SEM chamber with the RGA was
still closed preventing any outflow. At stationary condi-
tions for an almost ideal gas such as argon, the number of
atoms in the constant volume can be directly calculated
from the ideal gas law. When opening the valve V1 to the
system vacuum chamber, the reference volume of 460 cm3
was evacuated through the injection nozzle, which had a
lossless connection to the collection nozzle of the RGA.
The used flow rates and the corresponding Knudsen-num-
bers are listed in Table 1.
Simultaneously to the RGA measurement, the absolute
flow of argon atoms per second was calculated from the
rate of pressure decrease using Eq. 1. The pressure
decrease per time period is proportional to the number of
molecules effusing from the reference volume through the
injection nozzle into RGA. The flow rate R of the effusing
molecules is described by dN/dt in molecules per second,
Fig. 2 RGA spectrum of the SEM chamber at base pressure
(2 9 10-6 mbar) measured through the collection nozzle system.
The argon signal at 40 amu was below the detection limit of the RGA
Fig. 3 Calibration curve for the RGA measuring argon atoms. A
good fit can be achieved in the range of 5 9 10-9 mbar to
2 9 10-5 mbar partial pressure with a sum of two exponential
functions as displayed in the graph
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in Eq. 1 (p stands for the current pressure in the reference









The evaluated flow rate at 1.0 mbar argon supply line
pressure was 3.98 9 10?16 molecules per second corre-
sponding to a flow of 0.0884 sccm. Initially, the full cali-
bration curve for the argon flux as a function of the RGA
signal has been measured. The derivative function over the
corresponding measured RGA signal is displayed in Fig. 3
and reveals an approximately linear correlation between
the RGA signal and the gas flow rate of molecules in the
range of 2 9 10-8–1 9 10-6 mbar. The signal was fitted
by an additive function of two exponential functions
showing an excellent correlation with experimental data in
the range of 5 9 10-9–2 9 10-5mbar partial pressure.
This fitting function was used for the quantification of the
gas flux as measured by the RGA.
In the next step, the lateral distribution of argon in the
virtual sample plane was determined. The direct adsorption
from the gas phase is an important mechanism for the
replenishment of precursor during the deposition process.
Small variations in the gas-impinging rate due to a different
lateral position may significantly influence the deposition
rate. The sniffer probe, which was mounted in the sample
plane of a movable stage, collected the argon at different
positions under the fixed injection nozzle. So the RGA
could quantify the collected argon in dependence on the
position of the stage and hence with regard to the nozzle
distance. This setup simulates the identical precursor
impinging rate as would be experienced on the sample
surface during FEBID. With the calibration curve in Fig. 3,
the number of locally impinging gas molecules can be
directly determined from the number of gas molecules
detected by the RGA.
The sniffer probe mounted on the stage was moved
around position in close vicinity of the nozzle exit in
semicircles with increasing radius in the range of
0.0–2.25 mm. Following this programmed path, the stage
moved along different positions in the xy plane of the
virtual sample. The relative position of the extractor nozzle
with regard to the injection nozzle as well as the horizontal
orientation of the injection nozzle was counterchecked by
the SEM image. Whenever the stage was moved to a new
position, a delay time of 2 s was permitted before each
measurement to allow for stabilization of the stage position
and of the argon flux conditions. Subsequently, four mea-
surements were performed with the RGA, and the average
value was recorded. The measured distribution of the gas
flux of argon corresponds to the position-dependent pre-
cursor impinging rates on a virtual sample during a FEBID
process.
The gas distribution on the virtual sample was measured
for a total argon flow of 3.98 9 10?16 atoms s-1 passing
through the injection nozzle. For 350 lm inner diameter of
the cylindrical nozzle tube, this corresponds to an average
flux of 1.034 9 10?11 atoms s-1 lm-2. The GIS nozzle
was directly touching the virtual sample plane
(height = 0 lm) and had a tilt angle of a 35 with regard to
the virtual sample plane. The result of gas flux distribution
is shown in Fig. 4 where each dot represents the impinging
gas flux on one measured position; the gas flux impinging
on the sample surface is normalized to the highest
flux measured by the RGA, which was 3.4 x 10?9
atoms s-1 lm-2 at the impingement center spot. The
image shows a smooth surface curve of the gas distribution.
Location-dependent quantification of the argon flux
Table 1 The calculated flow rates in molecules per second, the mean free path, and the Knudsen number are listed for the reference gas Ar
Flow rate (sccm) Flow rate (molecules/s) Molecule Molecule diameter r (m) Mean free path r (m) Knudsen number Kn
0.0884 3.98 9 10?16 Ar 3.76 9 10-10 3.79 9 1004 1.08
These flow rates were used during the gas flux distribution experiments
Fig. 4 The measured gas flux distribution is displayed in the figure.
Each black dot corresponds to one of the more than 1,400 measured
positions. The Ar-intensities were normalized to the maximum flux of
3.4 9 10?9 atoms s-1 lm-2 recorded. Also a projection of the
measured fluxes in the x-plan and in the y-plane is given
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showed that a slight change of the extractor nozzle position
immediately resulted in a significant change of the detected
RGA signal. With increasing distance from the impinge-
ment center spot, the gas flux quickly decays to 50 %
within *300 lm. This underlines the importance of
choosing the proper impingement geometry for consistent
FEBID results. This observation also plausibly illustrates
why data from different authors using different GIS hard-
ware and undisclosed sample-nozzle geometries can hardly
be compared in literature. Our results prove the importance
of a better documentation of these experimental parameters
in future publications of the FEBID community.
It has to be noted that, in this gas distribution study,
the described RGA quantification was selective for the
reference species argon and had no cross-sensitivities to
other residual gas species. For real FEBID with a pre-
cursor gas, also parasitic location-independent adsorption
from the residual gas is an additional component, which
unintentionally adds to the deliberate precursor adsorption
originating from the nozzle. This adsorption of residual
gas originating from the SEM background pressure may
also influence the precursor coverage and also lead to
parasitic deposition of contaminants. Taking into account
a base pressure of 1.2 9 10-5 mbar in the SEM chamber
(as experienced in this experiment), this contribution of
the residual gas leads to an additional, location-indepen-
dent impinging rate of only 1.32 9 10?7 mol s-1 lm-2.
In the central impinging area featuring the highest
impinging rate, the contribution of the residual gas is
\0.4 % of the nozzle-borne impinging rate, while in
peripheral areas the contribution from the residual gas
will become dominant.
The presented data prove the importance to know and to
control the gas flux rates, and researchers may wish to
retrieve this information for their own GIS geometry. As
our experimental approach would require a complex
expansion of the SEM to determine the gas flux distribu-
tion, as alternative also simulations of physical processes
are highly regarded, for example, a gas flux simulation
model has already been developed by Friedli et al. [23] and
was indirectly validated by the local distribution of the
deposited volumes of FEBID cobalt structures. However, it
has to be considered that the deposited volume does not
exclusively reflect the flux of impinging molecules—which
is the output of the simulation—but at the same time, the
material volume is simultaneously influenced by surface
diffusion and the electron-dissociation cross section. Con-
sequently, in a final step, we compare our experimental
data—which exclusively represents the flux of impinging
molecules—with the simulation results of the gas-imping-
ing rates. The gas flux simulation model by Friedli and
Utke [22] was exactly adapted to our GIS geometry and
used to calculate the gas distribution based on molecule
collisions. Both our experiment and the GIS simulation
provide comparable data: Both only consider the gas
molecules impinging on the sample and do neither involve
contributions by surface diffusion nor by the electron-dis-
sociation yield (which influences the deposition reaction).
The measured gas flux distribution results (Fig. 5a) and the
simulated gas flux distribution (Fig. 5b) are displayed in an
iso-contour line graph. Figure 5a represents the same data
set as already displayed in Fig. 4.
The simulation result in Fig. 5b states the impinging gas
flow for an incrementally small collection area, while the
real measurement uses a sniffer probe with a collection
aperture of 430 lm diameter. Due to the convolution with
the finite nozzle geometry in the experiment, the measured
flux values average over the collection area and conse-
quently cannot be directly compared with the simulated gas
flux distribution. Only the convolution of the simulated gas
Fig. 5 Normalized iso-contour lines of the gas flux distribution are
displayed in the graph. a The evaluated gas flux distribution measured
with argon gas and the collection nozzle with the 430 lm sized
aperture is shown. b The simulated gas flux distribution for the same
nozzle and flux parameters as used for the measurement in (a) is
denoted. c The result on the convolution of the simulated gas flux
distribution and a circular low pass filter (representing the finite
dimension of the collection nozzle) is illustrated
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flux with a circular low pass filter (simulating the circular
geometry of the collection aperture with a 430 lm diam-
eter) facilitates a meaningful comparison. With a self-
written MatLab program (see supplement), such a convo-
lution calculation was performed using a Fast Fourier
Transformation (FFT) procedure to simulate the conditions
of the real physical collection setup. The resulting distri-
bution after the FFT operation is shown in Fig. 5c. In
contrast to the mere simulation result (Fig. 5b), this con-
volution-corrected result (Fig. 5c) matches the experi-
mentally measured gas distribution (Fig. 5a) very well.
For better comparison between the experimental data
(Fig. 5a) and the convoluted simulation data (Fig. 5c), a
2D representation of cross sections along the x-axis (y = 0)
and parallel to the y-axis (x at maximum impingement
position) is displayed in Fig. 6. Along the x-axis, the
deviation between measurement and convoluted simulation
is\2 %, while in the y-direction the differences are\5 %.
The experimentally measured signal appears to be slightly
broader than predicted by the simulation. A potential rea-
son may be the surface roughness and microscopic defor-
mations and non-idealities of real injection tubes in
contrast to the ideally smooth perfect cylinder tubes
assumed in the simulation. Overall, the experimentally
observed and the theoretically modeled distribution of
precursor impinging rates showed a highly satisfactory
correlation. Our experimental results fully validate the gas
flux simulation model of Friedli et al. [22]. Researchers
may model their real precursor flux distribution for their
GIS geometry and—based on our experimental evidence—
may determine the local precursor flux rates of their
experiments a posteriori to make FEBID results compara-
ble within the scientific community.
4 Conclusion
In this work, the issue of reproducible precursors supply in
a SEM chamber for FEBID applications was experimen-
tally addressed. The experimental setup consisted of a GIS
injector nozzle and a collection aperture directly con-
nected to an RGA for gas quantification. Using the inert
gas argon as indicator species, the RGA was first cali-
brated to yield absolute flux rates in atoms s-1 lm-2.
Subsequently, the distribution of gas atoms impinging on
the surface was measured. The gas flux distribution on the
surface indicated a strong dependency of the gas
impingement rate on the position of the collection aper-
ture. For FEBID, this result also implies a strong gradient
of the deposition rate in dependence on the nozzle posi-
tion. The precise examination of the gas flux-dependent
gas impingement rates was accessible due to the precise
quantification of the gas flux distribution proven by our
experimental approach. The empirical data were con-
firmed by simulation results gained with a GIS simulator
software. The gained know-how on the precursor supply
mechanisms to the surface provided a valuable bias for the
further interpretation of the deposition experiments.
Indeed, the precursor supply contribution from surface
diffusion could be successfully distinguished. With the
measurement of the deposited volume, also surface dif-
fusion of the precursor and precursor consumption by the
electron initiated decomposition are additional factors
influencing the resulting deposition geometry.
The results of our work underline the importance of the
knowledge of the precise gas flux distribution on top of the
surface. For a high reproducibility of all deposition
experiments, it is recommended to position the nozzle exit
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Fig. 6 Cross sections of the measured gas flux distribution (red), the
simulated distribution (black), and the convoluted simulated distri-
bution with a circular low pass filter are displayed in the graph along
the a x-axis (at y = 0) and b parallel to the y-axis (x at maximum
impingement position)
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in an identical position with regard to the deposition area
and to restrict the deposition zone to an area granting a
quasi-homogeneous precursor supply. For a straight-cut
tube-shaped nozzle (600 lm outer diameter, 350 lm inner
diameter, 35 incidence angle, and 0 lm up to 600 lm
vertical height from lowest point over sample), all struc-
tures deposited within an area of 50 lm diameter have
experienced an almost homogeneous precursor supply. The
diameter of this recommended sweet spot is in the same
range as the vertical distance between the sample plane and
the lowest point of the nozzle opening, and its area
accounts only for little more than 2 % of the opening area
of the injection nozzle.
We encourage all researchers in the field of FEBID to
include a close description of the nozzle geometry as this is
a precondition for readers to understand the process regime
during deposition. As minimum parameter set for tube-
shaped nozzles, we suggest to include at least the 4 most
important parameters: (1) the tube inner diameter, (2) the
tube outer diameter, (3) the tube incidence angle, and (4)
the vertical height of the lowest tube point above the
sample plane (or alternatively the distance from the center
of the tube exit to the surface in direction of the nozzles
length axis). Additional description should be provided for
non-straight-cut nozzles, or nozzles with side-wall access
holes, or short large-bore nozzles where length is not one
magnitude larger than the inner diameter. Furthermore, the
flow regime and the position of the deposition area with
regard to the center of the tube exit should be stated to
allow for assessment of the surface conditions. Describing
these parameters will not only provide researchers a better
understanding of own experiments but will be a step
toward the long-desired comparability of experimental
results of the FEBID community.
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