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Automated Generation of Datasets of Framed Video Content
ABSTRACT
An important objective of video hosting and sharing platforms is to ensure that content is
uploaded by the true owner or with due permission of the true owner. To ensure that
unauthorized content is not uploaded, such platforms match uploaded videos against a database
of original videos. A frequently encountered type of match-avoiding transform, known as framed
video (or content), shrinks the original and valuable content into a small area of the video and
covers the remaining portions of the video with unrelated or irrelevant patterns. This disclosure
describes techniques to automatically generate large, labeled volumes of training data for
framed-content types of match-avoidance strategies. The training data can be utilized to train
machine learning models to more reliably detect content transforms that utilize framed content.
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BACKGROUND
An important objective of video hosting and sharing platforms is to ensure that content
that is made available on the platform is provided by the true owner or with due permission of
the true owner. Unauthorized copies of original video content are disallowed. To ensure that
unauthorized content is not uploaded, such platforms match uploaded videos against a database
of known videos. The matching procedure returns a set of reference videos, if any, whose content
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(audio and/or video) matches portions of the uploaded video. The matching procedure enables
genuine owners of video and audio content to retain control of their content on such platforms.
Malicious users use constantly evolving new content transformation strategies to avoid
their content being detected by the platform, e.g., to upload unauthorized or copied content.
Thus, matching procedures in such platforms operate in an adversarial setting, and require that
the platform improve the matching procedures continuously such that newer variations of content
transformations are detected and unauthorized content that includes such transformations is
disallowed.

(a)

(b)

Fig. 1: (a) Original content; (b) Transformed content designed to bypass matching procedures

One example of a match-avoiding transform, illustrated in Fig. 1, shrinks the original and
valuable content, shown in Fig. 1(a), into a smaller area of the video and covers the remaining
portions of the video with unrelated or irrelevant patterns as shown in Fig 1(b). Such patterns are
known as distractors. This match-avoiding transform, known as framed video (or content) can be
detected by a specialized object detection component known as a frame detector. The frame
detector may be a machine learning model, e.g., a neural network that is trained on large volumes
of training data to achieve sufficient precision-recall performance. Upon detection, content
fingerprints are created for the detected region to enable matching of content present in the
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framed region in the database of reference videos. However, it is infeasible to obtain large
volumes of training data with manual labeling.
DESCRIPTION
This disclosure describes techniques to automatically generate large, labeled volumes of
training data for framed-content types of match-avoidance strategies. If an uploaded video with
framed content matches a piece of content in a database, then the following are logged: content
identifiers of the uploaded and the indexed matching video and the fact that the upload included
framed content. The matching information is utilized to load the video originals, align them in
time, and run a heuristic to generate labels on the frames of the uploaded video. Frames of the
indexed video are utilized for validation, e.g., by fingerprinting and by comparing the similarities
of the fingerprints.

(a)

(b)

Fig. 2: (a) Transformed content designed to bypass matching procedures at a video-sharing site (b)
Bounding boxes drawn around the valuable content (green) and the distractor (red)

A typical training example input-output pair generated by the techniques is illustrated in
Fig. 2. Fig. 2(a) illustrates an image, mined from a received video that is designed to bypass
matching procedures. This is provided as input to the frame detector. The output of the detector,

Published by Technical Disclosure Commons, 2021

4

Defensive Publications Series, Art. 4154 [2021]

illustrated in Fig. 2(b), includes labeled bounding boxes around the valuable content (green
rectangle) and optionally, around a distractor (red rectangle).
The input image (Fig. 2(a)) to the frame detector is mined from real world video uploads,
although it can also be simulated. The techniques automatically generate large volumes of
labeled training data from real-world uploads as follows. An upload is subjected to a relatively
crude detector that is computationally inexpensive but may only be able to perform crude
matching, e.g., in a two-hour, framed-content video, detect one minute of framed content. The
one detected minute of framed content is used to identify the corresponding original video from a
database from which the framed content was derived. The framed content and original content
are temporally aligned to determine corresponding video frames. A heuristic is utilized to expand
the initially determined one-minute match to the full two hours of video, or a substantial portion
thereof. In this manner, videos with a relatively small portion (e.g., one-minute) that matched
authentic content, are utilized to automatically obtain a multi-hour corpus of training data.

Fig. 3: Detecting an initial set of training images from uploads
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Fig. 3 illustrates detecting an initial set of training images from uploads. A database of
logs (302) includes known original videos. An uploaded video, also known as a probe (304a), is
detected by a crude frame detector to have at least short durations of framed content. Images of
the probe that comprise framed content (304b) are subjected to frame detection to determine
bounding boxes for original content (306a,b) and distractor (308a,b). A probe-reference
matching segment (310) is a data structure that includes identifiers of the matching original and
framed videos and the start and end times of the matching sections.

Fig. 4: Time alignment of framed and original content

Fig. 4 illustrates the time alignment of framed and original content. As explained earlier,
a probe (402), which comprises a relatively low number of detected framed-content images (e.g.,
one minute worth of video), is compared to a reference (404), which is a matching original
obtained from a database of original videos. The reference is selected such that it covers the
probe fully (or almost so) and is most similar in embedding (fingerprint) space.
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A relatively crude frame detector (406) is utilized to establish candidate ground-truth
rectangles within the images of the probe by generating separate bounding boxes for valuable
and for distracting content within the probe. A time-alignment procedure is performed to
generate a time alignment graph (408), in which time segments of the probe are plotted against
matching time segments of the reference. It is possible that matching segments are disjoint in
time; for example, the segment between 0 and 2 minutes of the probe may match a segment
between 10 and 12 minutes of the reference, while the segment between 2 and 4 minutes of the
probe may match the segment between 20 and 22 minutes of the reference.

Fig. 5: Expanding the training corpus by traveling along the time-alignment graph

Fig. 5 illustrates expanding the training corpus, e.g., from one minute of detected framed
content to the entire duration of the probe video. As illustrated, a single point on the timealignment graph corresponds to an image on the reference video and one on the probe video.
These two images are used as a training example pair. Each point on the time-alignment graph
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being a training example pair, a large corpus of training examples can be generated by moving
along the time-alignment graph. In this manner, a large corpus of training data can be obtained
from real-world examples of framed data.
Once trained on the large corpus of training data generated as described herein, the
framed-content detector can be integrated into the match detection procedures of the platform.
CONCLUSION
An important objective of video hosting and sharing platforms is to ensure that content is
uploaded by the true owner or with due permission of the true owner. To ensure that
unauthorized content is not uploaded, such platforms match uploaded videos against a database
of original videos. A frequently encountered type of match-avoiding transform, known as framed
video (or content), shrinks the original and valuable content into a small area of the video and
covers the remaining portions of the video with unrelated or irrelevant patterns. This disclosure
describes techniques to automatically generate large, labeled volumes of training data for
framed-content types of match-avoidance strategies. The training data can be utilized to train
machine learning models to more reliably detect content transforms that utilize framed content.
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