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Empirical Likelihood for Long-Memory Time Series Models 
Abstract 
This paper extends the empirical likelihood method to long-memory time series 
models. By virtue of the Whittle likelihood estimation method, one obtains the 
score function that can be viewd as an estimating equation of the parameter of 
a fractional integrated autoregressive moving average (ARFIMA) model and a 
fractional integrated autoregressive moving average model with general autore-
gressive conditional heteroscedasticity (ARFIMA-GARCH). This score function 
is used to obtain an empirical likelihood ratio which is shown to be asymptotically 
Chi-Square distributed. Confidence regions for the parameters are constructed 
based on the asymptotic distribution of the empirical likelihood ratio. Bartlett 






滑動平均模型 A R F I M A m o d e l 與含廣義自回歸條件異方差的自回歸分數求和 
滑動平均模型 A R F I M A - G A R C H m o d e l ，由於運用 W h i t t l e 似然估計方法所 
得出的得分函數可被視為模型參數的估計方程，此得分函數可被用來計算出經 
驗似然比。本論文將證明此經驗似然比是漸進卡方分布的。根據經驗似然比的 
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1.1 Fractional Integration 
Box-Jenkins methodology is a widely used method for analyzing times series. 
ARIMA models were first introduced by Box and Jenkins (1970). They then 
became popular in applied time series analysis because of the models' simplicity 
and flexibility. 
An ARIMA (p, d, q) model is defined to be the stationary solution of 
^ B ) { l - B ) ' X t = QiB)€t, (1.1) 
where B is the lag operator defined by B^Xt = Xt—k. ^{B) = l — (f)iB — ... — OpB^ 
and Q(B) = 1 +化5 + .. are lag polynomials of degree p and q respectively. 
All roots of ^{B) and Q{B) are distinct and lie outside the unit circle. Moreover, 
et are i.i.d. random variables with zero mean and variance a^. 
In an ARIMA(p, d, q) process, the order of difference, d, is a non-negative 
interger. It corresponds to the number of times of self-differencing, - Xt 
for the series Xt. If d equals zero, the process is stationary and is called an 
ARMA(p, q) process. If d is larger than or equal to 1, then the original series 
1 
Xt is non-stationary. In an ARIMA model, a stationary process is obtained by 
differencing a non-stationary Xt d times. 
Granger and Joyeux (1980) and Hosking (1981) generalized the ARIMA 
model to the case when d is any real number and introduced the concept of 
fractional differencing in terms of the infinite series expansion of (1 — B ) � . 
n Ryi f - d) .. 
(1 —召） - ^ [ ( -释 + 1)召’ 
where r (a ) = /o°° dt is the gamma function. When Xt satisifies 
^ B ) { l - B ) ' X t = e(B)et , (1.2) 
for some —| < c/ < ej are i.i.d. random variables with zero mean and variance 
crj, then Xt is called a ARFIMA(p, d, q) process. The memory parameter d is 
restricted to — | < d < | to ensure the process is stationary. 
We now discuss properties of ARFIMA processes. For simplicity, we illus-
trate these properties by an ARFIMA(0,d, 0) process. For a general fractional 
ARFIMA(p, d, q) process, the results can be established by passing the fractional 
AR,FIMA(0, d, 0) process through the linear filter accordingly. 
Infinite expansion 
The ARFIMA(0, d’ 0) process {l — BYXt = e, can be expressed as an infinite 
moving average represenation by a direct expansion of (1 — B)_d: 
Xt = 
= ^ T{k + d) 
CO 
= ^ k ^ t - k , (1.3) 
k=0 
2 
where ^jt := r f f f f � • Applying Stirling's formula 
r ( : c ) � x / ^ e - 奸 广 0 . 5 ’ 
we have 
+ d) k^-' , … � 
= “ ' 他 （1.4) 
From the above equation, we see that the summability of the coefficients of the 
infinite expansion of an ARFIMA process depends on the memory parameter d. 
In particular, when 0 < rf < then —1 < d — 1 < Although each coefficient 
ipk decays to zero, they are not summable, i.e., 
oo oo 
X吻k O^Y^k “ =oo. (1.5) 
A.-1 A.-1 
Spectral density 
As an ARFIMA process involves infinite series with slowly decaying co-
efficients, it becomes tricky to analyze the process. For example, if we want to 
recover the residual (e^) by passing an ARFIMA(p, d, q) process to the linear filter 
(f){B){l — we have to evaluate the convolution of three functions in 
the filter, which is computationally intensive. To save computational resources, 
it may be natural to adopt a frequency domain approach. It is well known that 
Fourier transform offers an alternative approach to the standard time-domain 
analysis of random processes. The application of fast Fourier transform leads to 
considerable computational savings. The computational advantage stems from 
the relative ease of multiplying two Fourier transforms, compared with evaluat-
ing the convolution of two time-domain functions. One of the most important 
applications of frequency domain analysis is the Fourier transform of the autocor-
3 
relation functions of stationary random processes. Here we disscuss the spectral 
density of an ARFIMA(p, d, q) process. 
The spectral density function /(A) for a stationary random process Xt is 
defined by the discrete Fourier transform of its autocovariance function ^(k) 
1 
/(A) ^ E 偷 - 拟 . (1.6) 
k 二一oo 
Using inverse Fourier transform, we can back out the autocovariance function by 
7 � : = ( 1 . 7 ) 
J —w 
It can be shown that (Beran 1994, p.63) the spectral density of the ARFIMA(p, d, q) 
process satisifying (1.2) is given by 
Note that for d> 0, unlike an ARMA process, the spectral density has a pole at 
zero and the spectral density is uiiboimded. To be precises, the spectral density 
should be written as /(A, 9). But we usually write it as /(A) to simplify notations. 
We now introduce the periodogram, which is an estimator of the spectral 
density, defined by 
T 2 
n入)••= ^ - ( 1 . 9 ) 
= ^ + | g ( X , - X ) c o s ( A t ) | “ .10) 
where A'2, . . . , AV are T observations of a process and X is its sample mean. 
Autocorrleat ion function 
4 
With the aid of equation (1.7), the autocovariance function of an ARFIMA 
process can be found by inverting the Fourier transform of its spectral density. 
The form of the autocovariance of ARFIMA(0, c/, 0) process is shown to be (see 
Brockwell and Davis, 1991) 
or 
_ ( - 舞 - 2 " ) (1 12) 
By Stirling's formula,忠二)) is approximately equal to A : “ for sufficient large k, 
and as3''mptotically 
p{k) = n ^ l ^ f ' " ^ {k-,oo). (1.13) 
The range that is interesting in the context of long-memory processes is 
0 < d < 0.5. Since — 1 < 2d — 1 < 0，the decay of the correlations is slow. Note 
that the autocorrelation function is not summable, i.e., 
oo 
E = (1.14) 
k=-oo 
Time series with such an autocorrelation structure are called long-memory pro-
cesses. 
For < c? < 0, - 2 < 2d - 1 < - 1 and < � . T h e process is 
also characterized by the slow decay of autocorrelation, but it does not possess 
the long-memory property. The process is said to have intermediate memory. 
For c? > the process is nonstationary since the correlation is unbounded. 
On the other hand, the process can be reduced to the case — ^  < d < | by taking 
5 
appropriate differences. For example, if d=lA, the differenced process Xt 一 Xt-\ 
is the stationary solution of (1.3) with d二0.4. 
1.2 Fractionally Intergrated Autoregressive Moving-
Average Models With Conditional Heteroscedas-
ticity 
Time series models with a time-varying conditional variance was studied in En-
gle (1982). The generalized autoregressive conditional heteroscedastic (GARCH) 
Model was proposed by Bollerslev (1986). Specifically, a GARCH(r, s) model can 
be expressed in the form 
Xt = Vty/ht, ru � m o , l )， (1.15) 
r s 
ht = + ^ + Y^ Piht-i , (1.16) 
where r, s are positive intergers, cvo > 0, cki, 0:2, • • •, cvr, Pi, P2, • • •, Pq > 0 
Directly from the defintion, the process Xt is serially uncorrelated. But 
they are dependent since (1.16) indicates a recurrence relation for the process 
Xf . The heteroskedastic effect is captured by the autoregressive time dependent 
nature of the variance of the process. This class of models has many important 
applications, particular in the modelling of varying volatility in economic and 
financial time series. Bollerslev, Chou and Kroner (1992) gave a complete review 
on the subject. 
Given the extensive literature on ARFIMA and GARCH models, the ARFIMA-
GARCH model is a natural extension. This model can provide a useful way of 
analysing processes exhibiting long-memory and slow decay in its level, yet with 
time-varying volatility. An ARFIMA(p, d, q) - GARCH(r, s) model is defined by 
6 
satisfying the equation 
_ ( 1 - B y % = e(B)et , (1.17) 
et = Vts/ht, rn �N(0,1) , (1.18) 
r s 
hi = (^o + Y ^ o^i^U + 仗 知 — ， （ 1 . 1 9 ) 
i=l i=l 
where p, q, r, s are positive integers,龟(B), 0(B), d, B, o；。，cv!，...，o；”，...，(3q 
are defined as above. 
ARFIMA(p, d, q) - GARCH(r, s) model captures both properties of 
ARFIMA(p, d, q) model and GARCH(r, s) model. A comprehensive investigation 
of the model is provided by (Ling and Li, 1997). Here we restate some properties 
of the model (Ling and Li, 1997, Theorem 2.3). 
Let { A � } be generated by (1.17)-(1.19). Suppose that all roots of and 
Q(B) lie outside the unit circle and + < 1， 
(a) If of < then is strictly stationary and has the following representation: 
Xt = f ： ( : ! 二 ! . (1.20) 
(b) If d > 一 t h e n {Xt} is invertible. ct has the following representation: 
“ （1.21) 
Aj—0 
(c) If |d| < I，that is, { A � } is stationary and invertible, then 
p(k) = cov(A)，-fe) ^ 丨到2C/-1 as k-^oo. (1.22) 
var(At) 
7 
1.3 Empirical Likelihood 
Let Xi , A'2，...，Xn be independent and identically distributed (i.i.d) random vari-
ables. The distribution F of Xi is usually estimated by the empirical distribution 
function Fn{x) = J^ILiPihxi<x]-： which maximizes the empirical likelihood func-
tion 
n 
L{F) = l[P{X = Xi) 
i=l 
n 
= ( 1 - 2 3 ) 
i=l 
subject to the constraints X]二iPi = 1 and pi > 0. Here the pi can be interpreted 
as the weight assigned to each data point, i.e. the probability pi = = X j ) = 
FniXi) - Fn{Xi- ) under 
It is easy to see that Pi = •，i = 1，2，…，n maximizes the empirical like-
lihood function unconditionally over all distribution F. Since the arithematic 
mean of PiS is always greater than their geometric mean, we have 
i 二 El=iPi 
n n 
n 
> (n 灼)L 
i=l 
The inequality holds if and only if pi = p2 = .. • = Pn = which means that the 
empirical likelihood function is attaining its maximum. 
8 
Owen (1988 and 1990) defined the empirical likelihood ratio as 
寧 ) = 蒜 
= Y Y L i P i 
— r r 丄 
n 
= ] n p i . (1.24) 
1=1 
If the distribution function F is parametrized by an unknown parameter A in the 
parameter space A, then the probabilities Pi should be subject to some restrictions 
on the parameter A. For example, when F is characterized by the mean "” then PI 
needs to satisfy the first order restriction: PiXi = or X]二！ p人Xi — jj,) = 0. 
In general, if a r-dimension parameter A is estimated by an M-estimator A„, 
defined as the solution of a p-dimensional vector equation A) = 0， 
then the restrictions on pi are 
n 
� = (1.25) 
i=i 
n 
(ii) E a = 1’ (1.26) 
i=l 
(m) Pi>0. (1.27) 
For this restriction, the profile empirical likelihoood ratio is given by 
f n n n 
ReW = sup lllnpi.p^ > = l,J^pig(Xi,X) 二 0 卜 （1.28) 
Li=l 1=1 i=l ) 
As noted by Owen (1988 and 1990), for a given A, a unique maximum exists if 0 
is inside the convex hull of the points g{Xi, A), z = 1, 2 , . . . , The maximization 
9 
in R{X) can be found via a Lagrange multiplier argument. Let 
n n n 
h W ••= E log Pi + a(l - — n b T j y i g � X “ X ) , (1.29) 
i = l i=l i—1 
where a and b are Lagrange multipliers. Setting ^ ^ = 0，one obtains 
^ = - - a - A ) 二 0 . (1.30) 
OPi Pi 
Since Pi > 0，we can write 
1 - api - nb^pig{Xi, A) 二 0. 
Summing over all i and using restriction (i) and (ii), we have a = n. Substitute 
a = n into (1.30) yields 
沾= + 足’ A)}， CL31) 
where 6 is a A: x 1 vector given as a solution to the following equation (from 
restriction (i)) 
( 1 . 3 2 ) 
As shown in Qin and Lawless (1994), if X]�=i["(A〜，A)^ /T(A〜，A)] is positive def-
inite, by the inverse function theorem, there exists a continuous difFerentiable 
function 6(A) of A such that 
10 
The profile log-empirical likelihood function is defined as 
n 
LeW = - J ] ^ log Pi 
i=l 
n 
= J 2 ^ o g [ l + b{Xfg(Xi,X)]. (1.34) 
i=l 
Its minimizer A^ with respect to restrictions (i) to (iii) is called the maximum 
empirical likelihood estimator (MELE). In practice, one is mainly interested in 
the MELE A: and the corresponding empirical likelihood ratio statistics defined 
by: 
I'^e(A) = -2\og RE{X) 
n 
=2j2^og{l+ b{Xfg{Xi,X)}. (1.35) 
1=1 
For the case r=p, Owen (1988) showed that the leading term of We{X) is asymp-
totically distributed as Xr- Consequently, an approximate 1 — cv confidence set, 
with asymptotically coverage level a , is given by 
{AG A: \VE{X) < XU-A}， (1-36) 
which has a coverage error of 0(n一i). Owen (1988) demonstrated that the empir-
ical likelihood approach provides an accurate confidence region for the parameter 
in finite sample cases. 
Empirical likelihood for the mean, that is 双(A; A) 二 was considered by 
Owen (1988, 1990, and 1991). Kolaczyk (1992) extended this methodology to 
general regression problems including linear, generalized linear and projection 
pursuit models. Qin and Lawless (1994) extended the idea to general independent 
unbiased estimating functions, Monti (1997) to times series models with indepen-
11 
dent periodogram ordinates, Cliuang and Chan (2002) to unstable autoregressive 
models, and more recently Chan and Ling (2006) to GARCH models. 
12 
Chapter 2 
Whittle Likelihood Estimation in 
Long-Memory Time Series 
The main focus of this thesis is to study the empirical likelihood estimation of 
ARFIMA(p, d, q) models, by using the score function of the Whittle likelihood as 
the underlying constraint. In this chapter we give a brief reveiew on the Whittle 
likelihood estimation. 
The remaining of this chapter is structured as follows. Since Whittle likeli-
hood stems from the approximation of exact-maximum likelihood method, exact 
Gaussian maximum likelihood method is first reviewed in Section 1. Section 2 
discusses the Whittle's approximate maximum likelihood estimation. 
2.1 Exact Gaussian Maximum likelihood Esti-
mation 
Suppose that {JVJ is a stationary process satisifying 
- By% = e(B)et , (2.1) 
13 
for some —| < d < | and €t are i.i.d. normal variables with zero mean and 
variance cr .^ Under this assumption, the process {A '^J is Gaussian with zero 
mean, and the joint distribution of X = {Xi,X2,…，X t)^ is 
h(X- 0。）= ^ — — ( 2 . 2 ) 
( 2 7 r ) ?丨剩 I* 
Here X = (A、，X2,…A't)了’ … 二 (仏，�…，� +什 2 ) G 况叶计2 jg the model 
parameter vector, = [ j ( j — /)]j，,=i’...’r is the covariance matrix of X. The 
log-likelihood function is given by 
L{X-e) := \ogh(X-e) 
= l o g 2 7 r —去 log 剛 I - . (2.3) 
The maximum likelihood estimate of 沪，denoted by 6, is obtained by maximizing 
L{X\ 0) with respect to the {p + q + 2)-dimensional parameter vector 6. Under 
mild regularity assumptions, this maximization problem can be reformulated in 
terms of the first partial derivatives. The MLE 9 is the solution of the system of 
p + (? + 2 equations 
§) = {), i = l , 2 , . . . , p + g + 2. (2.4) 
Define 
L'{x-e) = 長 , (2.5) 
L"{x;e) = \-^L{x-,9)\ . (2.6) 
�(£’j=l’2”..’p+计2) 
The asymptotic distribution of 9 can be derived by examining the Taylor expan-
sion of L'{x] 6) around the point 9°. Since 9 is the solution of L'(x\ 0) = 0, we 
14 
have 
0 = L'(x- 9) = L'{x; + L"(x- _ 一 q + r ’ (2.7) 
where r is the remainder of Taylor expansion. From (2.7), we have 
“ — 一 L"{x;eo) . (2-8) 
If one can show that r is asymptotically negligible, then the asymptotic distribu-
tion oi § — is equal to the asymptotic distribution of 
L ' ( 工 . 2 9 ) 
Yajima (1985) and Dahlhaus (1989) proved (2.9) and the following theorem. 
T h e o r e m 2.1 Let {A'(} be a Gaussian process with the properties given above 
and let 0 he defined by (2.4). Under a few additional regularity conditions 071 the 
spectral density /(A) of { X j , the following holds as T oo ： 
(1) 9 ——> almost surely, 
(2) THO-0") —dC， 
where is an (p+q+2)-dimensional normal random, vector with mean zero 
and covariance matrix , with 
[ • 厂 备 I � g / W | " l � g / ( A ) dx] . (2.10) 
[477 C/6/, dOj 0=0� Ji，j=i，2’...，p+<7+2 
Dahlhaus (1989) showed that, for Gaussian processes with long-memory 
behavior, the exact MLE is efficient, in the sense that the Fisher information 
15 
matrix 
r{e^) = E{iL ' (x ;e) ] [L '{xJ) r} . (2.11) 
converges to the inverse of the asypmptotic covariance matrix of 9. 
Theorem 2.2 Under the assumption of Theorem 2.1, 
lim T{d'') = C - \ d ° ) . (2.12) 
T->oo 
Exact MLE poses computational problems, however. To maximize the like-
lihood function L(x; 9), (2.3) has to be evaluated for many trial values of 9. This 
involves the calculation of the determinant and the inverse of covariance matrix 
E(^). In particular, for a long-memory time series, storing the covariance matrix 
E(0) requires excessive computer memory since covariances at large lags are not 
negligible. The maximization scheme requires substantial CPU times. Moreover, 
evaluation of the inverse of the covariance matrix may be numerically unstable: If 
d is close to 0.5, the covariances change very slowly because of their slowly decay-
ing property. As a result, E(^) can be almost singular. To avoid the computation 
problems, an alternative is to maximize an approximation to the likelihood func-
tion. Ill the next section, we discuss an approach to approximating the Gaussian 
likelihood function. 
2.2 Whittle's approximate MLE 
Whittle approximation is based on the calculation of the sprectral density, /(A, 6), 
by means of the Fast Fourier Transform (FFT) to approximate the covariance 
16 
matrix Recall that in the likelihood function 
L ( A � 没 ) = - | l o g 2 7 r - i l o g | E W | 一 - 义 了 ” - 丄 ⑷ 入 、 (2.13) 
the two terms causing computation problems are the logarithm of the determinant 
of the covariance matrix, log and the quadratic form X^'S—丄�A: 
(1) Approximation of log 111(0)I: 
By the result by Grenander and Szego (1958), 
lim = i r k ) g | / ( A ; � | d A . (2.14) 
T^co T ZTT 
Therefore, we can have approximately 
log |S � I = log |/(A; e)\dX. (2.15) 
2 Approximation of 
From p.109 of Beran (1994), the matrix is approximated by the 
matrix 
= (2 .16) 
where 
从H = 丄 丽 严 (2.17) 
The matrix .4 is easier to calculate and is asymptotically the inverse of 
17 
in the sense that 
lim AE{9) = lim = lim It, (2.18) 
T->oo ^ ‘ T-^oo \ ‘ r-400 ‘ \ ) 
where It is the T xT identity matrix. 
Thus the approximation becomes 
= 丄 r E L z u A W 心 
=丄厂[Ej.iAy^f 
= M 器严 (2.19) 
where / ( A ) = 击 | —文)e叫2 jg the periodogram of the series {A�}. 
Combining the two approximations, the exact log-likelihood function is approxi-
mated by the Whittle likelihood 
z 一 ) 二 去 ’ (2.20) 
Evaluating of Lw requires the calculation of integrals for each trial value of B. To 
simplify this computation, the integrals can be substituted by Riemann sums as 
follows, 
/
TT OTT “ 
\0gf{X-9)dX ^ and (2.21) 
.冗 几j=i 
R 了 ⑶ 心 ^ " 約 ） （2 22、 
L M E / ' � ； 知 ( 2 . 2 2 ) 
18 
where u j = j = 1 , 2 , . . . , n = ^ ^ are the Fourier frequencies. Thus a 
discrete version of the log-Whittle likelihood function is 
L 一 ) 一 I g l o g / ( 一 ) — 畠 . (2.23) 
Because the periodogram can be calculated by the fast Fourier transform, L\v{9) 
can be evaluated efficiently. 
19 
Chapter 3 
Empirical Likelihood For 
ARFIMA models 
In this chapter we develop an estimation method for ARFIMA models using 
empirical likelihood. Consider the ARFIMA(p, d, q) process 
HB){1 - B f X t 二 Q(B)et , (3.1) 
for some —全 < c?〈金.Suppose we have the observation (Xi’ A � ’ . • •，Xt^ )’ ac-
cording to the preceding chapter, the log-Whittle likelihood is given by 
\og{L,vm = -全 E 織 ， （3.2) 
j=l j=l J八‘ 
where (5 is the parameter of the model lying in the parameter space B, gj((5) is the 
spectral density of the process { X j evaluated at Uj =爭,j = 1,2,...，n = 
and I{ujj)=由 I J{Xj — X)e^^^\^ is the periodogram of the process. Whittle's 
estimation maximises (3.2) over the parameter space B to obtain the Whittle 
20 
estimate Define xjj to be the score function 
._ dlogjUviP)} 1 d\og{g,m 
_ - " " " " ^ - 法 to — ” dp 
n 
= ( 3 . 3 ) 
where 
囊 ) ’ " } : = 職 ] } ， . 
Observed that the score function equals zero when the Whittle's likelihood is 
maximized. This implies 
n 
HM = = 0. (3.5) 
Note that the MLE pn can be regarded as an M-estimator, that is, the solution 
to the equation 也 約 ) ， / ^ } = 0, which is similar to (1.25) (viewing I{ujj) 
as Xj and ipj as g). So we may proceed with the empirical likelihood method. 
However, the function ipj{I{ujj), p ] used here differs from the constraint function 
g{Xj, A) ill two ways. First, unlike g, 'ipj is a function varying with j. Second, 
g(Xj , A) is independent as X j are independent. In the present case, by the result of 
Yajinia (1989)，we only have {/(Aj, ,8),j = 1，...，/j} asymptotically independent 
for finite k and fixed distinct frequencies Xj. We will prove later oii that the 
empirical likelihood method still works well. To simplify notation we denote 
'ipj{I{ujj),,d} by ip{I(ujj),,d} thereafter. 
The empirical likelihood ratio for ARFIMA models is defined by 
_ = i ^ r , 丄 = s u p [丄 n p j , (3.6) 
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where the maximization is subject to the following constraints: 
(i) 释 j ) 應 二 0’ 
(ii) EJ=i Pj = 1， 
(iii) p j > 0. 
The numerator of R{/3) in (3.6) is the empirical likelihood function under the 
hypothesis that the value of the parameter is ,6, while the denominator gives the 
unconstrained maximum of the same function. A Lagrangian argument similar 
to (1.31) gives 
Pi = ^ ， （J. = 1，...，71) (3.7) 
where 之(/?) is chosen so that the above restrictions are satifised. 
The profile log-empirical likelihood function is defined as 
n 
Le(P) 二 — I l l o g P i 
i=l 
n 
= + (3.8) 
i=l 
Its rninimizer ^n with respect to the restrictions is called the maximum empirical 
likelihood estimator (MELE) for the ARFIMA process. Comparing MLE and 
MELE estimators, we have the following theorem. 
Theorem 3.1 The MELE pn is equal to the MLE 
Proof . Since Pn is the rninimizer of Le{P) subject to constraints (i) to (i i i) , 
the theorem is proved by showing that Le(P) attains its global minimum value 
at j3 = ,dn. Note that the unconditional minimum of = — EC: i log Pi 
is attained if and only if Pi = ^ for all i. On the other hand, the empirical 
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likelihood estimation minimizes Le{P) under constraints (i) to (iii). Obviously, 
unconstrained minimization gives a smaller value than the constrained minimiza-
tion, so any minimizer pn cannot yield a smaller Le{P) than that obtained when 
Pi = Thus, if there exists a p such that all of its corresponding piS equal • 
and the restrictions (i) to (iii) are satisified, then it must be the MELE Since 
Pi = obviously satisifies the restriction (ii) and (iii), it remains to check if there 
is a ,6 satisifying restirction (i) with Pi = that is 
n 
[叫),P) = Q. (3.9) 
j=i 
Obviously, the MLE uniquely satisifies equation (3.9), so 知 is the minimizer 
of LEiPn) and must be equal to the MELE pn- • 
Although MLE and MELE give the same estimate, empirical likelihood is 
still interesting for inferences because it is nonpararnetic in nature. We now focus 
on the statistical inference of empirical likelihood of ARFIMA processes. The 
empirical likelihood ratio statistics is defined by 
n 
i h的= - 2 i o g { i ? ( / ? ) } = (3.10) 
j=i 
where 之(/?) satisfies 
by virtue of restriction (i) and (3.7). 
To apply empirical likelihood, we study the strongly dependent ARFIMA 
process {A'<}, t = 1, 2 , . . . , T by analysing the nearly asymptotic independent 
perioclograni ordinates I(ujj), j 二 1, 2,…，== To understand the notion of 
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"nearly asymptotic independent"，consider the following two theorems by Yajima 
(1989) and Hurvich and Beltrao (1991) respectively. 
T h e o r e m 3.2 (Yajima 1989) Let Xt be a stationary process with spectral density 
f . Assume the followings, 
(a) There is a positive continuous function f* : [—tt, tt] —R+ such that the 
spectral density of Xt can be written as 
/(A) = n A ) | l - e ’ —气 
with 0 < f/ < 5. 
(b) Xt has a one-sided infinite moving average representation 
oo 








\cl(ti,t2,...,tk-i)\ < oo, 
t i ’ < 2 ’ “ . ’ t f c - i = - o o 
where cl{ti,t2, • • • ’ t^-i) is the joint k"�order cumulant ofet, et+ti,^t+t2i. • •, ^t+tk-i • 
Then, for a finite number of frequencies Ai, A2,..., Xk with Xj 土 * 
27rm, 771 G Z for j + j'，the following holds: 
[/(Ai)，...，/(A,)] —(i [/(Ai)^i,... ’/(A,)^] , (3.12) 
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where are independent standard exponential random variables, /(A) is the 
periodogram with sample size n and ——>(1 stands for convergece in distribution. 
T h e o r e m 3.3 (Hurvich and Beltrao 1991) Let Xt be a stationary process with 
long-memory behavior and spectral density f as in Theorem 3.2. For a fixed 
integer j，let ujj = ^^ be the Fourier frequency. Also, define the normalized 
periodogram 
‘ � - 7 R -
Then the following results hold, 
(i) The asymptotic bias of I*{ojj) is equal to 
\in^E[r{ujj)] = 2Lj{d,-l), 
where 
(ii) For j / j', the normalized periodogram ordinates I*{u)j), I*(ujj') are asymp-
totically correlated. 
(iii) If Xt is Gaussian, then 
厂(約）>d Vj， 
where r]j is defined by 
Vj ：二 [lljid. —1) - L抓 l)]Z't + - 1 ) + Lj(d, ， 
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with independent standard normal random variables and Z^. 
At first glance the two theorem seems to be contradicting. The peri-
odogram ordinates are asymptotically independent from Theorem 3.2 while they 
are asymptotically correlated from Theorem 3.3. Besides, the periodogram ordi-
nates are converging to different limits. This paradoxical result stem from the 
difference in frequencies concerned in each theorem. In Theorem 3.2, all fre-
quencies are fixed and do not converge to zero. In contrast, in Theorem 3.3, 
the Fourier frequency ujj for fixed j tends to zero as n increases. Thus the two 
theorems just handle the different behaviour of periodogram ordinates under dif-
ferent forms of frequencies without contradicting each other. Clearly, ARFIMA 
processes satisify assumptions (a) and (b) in Theorem 3.2. Thus if we impose 
assumption (c), Theorem 3.2 and 3.3 can be used for ARFIMA process. In the 
present case, the empirical likelihood ratio W{p) in (3.10) depends on I{ujj)， 
j = 1,2,..., n. Although they are Fourier frequencies, only a portion of them 
tends to zero since we are considering not only Fourier frequencies of fixed j but 
also Fourier frequencies of j = 1, 2 , . . . , .n, i.e. all Fourier frequencies in the inter-
val [0, tt]. Therefore we anticipate Theorem 3.2 still holds for those frequencies 
lying outside a small neighbourhood of zero. Therefore, it would be interesting 
to investigate whether the result of empirical likelihood inference can be applied 
in the ARFIMA case. 
Ill view of that the likelihood ratio statistics follows xl distribution for i.i.d. 
variables with p parameters, we expect the following theorem. 
Theorem 3.4 Let Xt be a ARFIMA process defined in (1.3), with (5 belonging 
to a k-dimensional parameter space B C 况久，cmd satisifying Assumption (c) of 
Theorem 3.2. Then W(l3) ~ x l -
Proof . 
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To show that W{I5) is asymptotically distributed as xl , we first study the 
asymptotic behavior of ^{,8) and xi){I{uj), p). 
For note that by the consistency of Whittle MLE of ARFIMA model 
in (2.10), we can write ,8 = pn + where < +oo. Writing (3.11) as a 
function F of ^ and p, we have 
F � 0 • y- 侦 ( 補 
Here F , and are 3 x 1 vectors. Following the result of Theorem 3.1, we see 
that (I, (5) = (0，j3n) is a root of F = 0. Thus by the implicit function theorem, 
we can show that = Since (1 - = 1 + x - + . . w e have 
the expansion 
1+〜;/(吟二 1- • 柳 
f L 
Thus (3.11) becomes 
= (3.13) 
� = 1 
Using Taylor expansion in a neighbourhood of pn, 
= A{,6r^)(p-^3n) + 0 ( n - ' ) , (3.14) 
.几 i=l 
丄 亡 也 { / ⑷ ， � ’ “ 广 = S � + 0(n-”， （3.15) 
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where 
= i E ^ ^ ^ ， （ 3 . 1 6 ) 
S(/3n) = . (3.17) 
n i=l 
Replacing (3.14) and (3.15) in (3.13) yields 
m = t ( J 3 n r M P n W - M + O(n-I) . (3.18) 
Knowing the asymptotic behaviour of we expand the logarithm in (3.10) to 
obtain 
_ ) = 2 亡 [ c W ^ . i ^ K ) , , ^ } - I W f ' M l M ^ P } ? ] +0(n -” .（3 .19) 
j= 1 L � 
Using (3.14)，(3.15) and (3.18), (3.19) becomes 
i H 的 = M P - f^nf^ap 一 Pn) + ， (3.20) 
where 
V = A(PnV{2t{Pn)}-'A(,dn). (3.21) 
Recall that T is the length of the observed series {A�} and n = By the 
consistency of Whittle MLE, we have {2n)Hp - A x ) � T ^ p - P n ) � N { 0 , V'—” 
where 
= 丄 厂 a i o g f f K t ) Idjogg^-} T (3.22) 




Therefore, if V is a consistent estimator of the covariance matrix V，then 
follows a x \ distribution. 
We now establish the consistency of V. We will proceed by showing that 
A{dn) 二 -V and 2{S(,/?n)} - A V, so that F A (-V')V-'(-V) = V. Here 
•p 
——>• means convergence in probability as n —> oo. 
Since Whittle's estimator is consistent for by an application of the Slutsky 
theorem we have 
A ‘0j{J(a;)),,外 （3.23) 
and 
Wt dt . ( ) 
Thus A{(3n) has the same asymptotic behaviour as 
= . (3.25) 
n j=l 饥 0 
Also, has the same asymptotic behaviour as 
t{!5) = (3.26) 
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By the definition of in (3.3), we write A(I5) as 
_ 二 注 柳 广 } 
=•基E‘秘⑷，力} 
13 
= i 备 购 
J—1 
By Tlieoreni 2.1(ii) of (Dahlhaus, 1989) and the asymptotic behavior between 
the discrete and the continuous version of Whittle likelihood, we have 
Since A{l3) has the same behaviour as A{Pn), 
A -p 
What remains is to prove ~ > First we want to show that 
lim„_^oo 五{2E(/?)} = V. We need the follwing lemmas: 
Lemma 3.1 Let {A'J be an ARFIMA(p,d,q) process defined by equation (1.3). 
Let /(A) denote the periodogram of {JVi’..., AV}, n 二 and let /(A) be the 
spectral density of {A'J. For A G {S, tt) with a. positive S, 
lim E{I{X)) = / (A). (3.28) 
n—oo 
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Assume E{e\) < oo, 
lim Var{I(X)) = f(Xf. (3.29) 
n->oo 
L e m m a 3.2 For any Fourier frequency Uj =爭，j = 1,2,.., = 
器 ) =。⑴ . 
The proof of Lemma 3.1 is just an extension of Theorem 10.3.1 of Brockwell 
and Davis (1991) to the case when the coefficients of the AR representation are 
non-suminable. We defer the proof of these Lemmas to the end of this chapter. 
We now show £"{2E(/3)} = V. Observe the following facts, 
(1) Let 
d\og{g,m fd\og{g,mY 
• J ) = ^ ( ^ ~ J • 
By the definition of Riemann sum, we have for all c > 0, there exists an ni 
such that for all n > ni 
“ 广T  
Y , -D{uJj) - / D{uj)duj < ( 3 . 3 0 ) 
3=1几 3 
(2) For Uj e (S,7r), from Lemma 3.1 
and V a r M ) - . ! . 
Thus, for all c > 0, there exists n2 such that for all n > n-i and all Uj G {S, tt), 
〈 • ， （3.31) 
3 1 
where V' is defined in (3.22) and can be written as 
V , = 去 f D�u�duj. (3.32) 
(3) For Uj G (0,(5)，from Lemma 3.2 
E ( 二il�and Var 二力 are bounded uniformly in w；. 
Then there exists some constant B such that for all cuj G ((5, tt), 
4 譜 - 1 ) 2 ] - l | < B . (3.33) 
(4) Since the spectral density gj{p) is an even function, we have 
[D{uj) duj = - [ D{uj) du = 27rV • (3.34) 
Jo 2 7-7r 
By the integrability of J^ D(uj) duj, for any c > 0, there exists a <5 > 0 such 
that 
[D{uj)du- [ D{u) duj < (3.35) 
Jd Jo 3 
and 
D{u)dw < 盖. (3.36) 
Therefore, for all e, we can find a ^ > 0 arid N ：二 maxj/i i , 712} such that for all 
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n > N, 
E{2t{[5)} -
二 ^ y p / ^ t ^ i ) .I'^iogfaC^)} (d\og{g,my y 
~ \ g j i d ) I dp V ^ ) 
= ^ - j ： y ^ - i V - i i E [ 五 { 幣 - i V - � 
TT “ r 
+ - V D[ujj) - / D{ijj)du 
< 去 E + E + f D{u)duj 
. j,半 >S j,.毕 <6 J=i 
- j二 1 -
< 丄（i + i + i ) 
- 2 7 r \ 3 3 3 / 
e 
= 
Therefore, we liave established that E{2f]{p)} V. Finally, we need to show 
that 2E(,5) converges in probability to its mean. Let S/„i and Dim(uj) be the 
(/, m) element of and D{ujj) respectively. Then 
= 丨 陶 、 麵 補 = i } � t _ ' 1 f ) } . 
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By Chebyshev's inequality, we have 
> 1 -
= i - ‘ | ; § …我“ - M ( S I - i ) ’ ( g | - i ) ) 
+ ^ 加孤⑷Cov ( ( ^ — 1 ) ， — 1 ) ) 1 ， 
where Ai={j < n : - < or < S} and 
Bi={j < 71 : 宰 一 爭 � 6 and ^ > S}. By the asymptotic independence 
of distinct non-zero fixed frequencies from Lemma 3.1, we have the summation 
over the sets BjS are negligible. Thus S(,/3) tends in probability to its asymptotic 
mean. This completes the proof of Theorem 3.1. • 
P r o o f of L e m m a 3.1. 
It suffices to prove the ARFIMA(0, d, 0) case. The general ARFIMA(p, d, q) 
process can be handled by passing an ARFIM A (0, c/, 0) process through a linear 
filter with siiniiiiable coefficients so that the result follows directly from Theorem 
10.3.2 of Brockwell and Davis (1991). 
For the ARFIMA(0, d, 0) process defined by equation (1.3)，let Ja-(A) and 




V�k=o \t=i / 
oo / T-k \ 
= " i E 也 叫 E m 叫 
� 1 Jt=0 \t.= l-k / 
VJ k=0 \t=i / 
= 功 ( e - ’ J e � + )"T(A), (3.37) 
where 
T-k T 




rT(A) := . (3.39) 
Substitute (3.30) into (3.29) and rearrange terms yield 
, f 7 / oo \ oo / t+T \ 1 
> H A ) = 去 E E 机 + E E • 
V ^ I t=i \k=t J t=i \k-t+i ) J 
Since €t are i.i.d. random variables with zero mean and variance of, 
2 f r oo 2 OQ t+T 
卯 � = 字 5 ： E . 机 e 一 从 ， + E (3.40) 
y t=l k=t t = l k=t+\ J 
= � + � ' t ’ 2 ( A )， ( s a y ) . (3.41) 
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We will show that E\YT{X)\'^ 0 by showing YT,I{X) 0 and � , t ’2(A) — 0. For 
y^j(A), note that il)^  = r(fc+i")r(<i) a decreasing function in k, therefore 
oo oo 
ipk sin (A A;) and ^ -ipk cos{Xk) converge uniformly in A G (0, 27r)，(3.42) 
k=i k=i 
see P.4 of Zygmund (1968). Since 
oo 2 oo oo 
.也 二（E 机 sin(从力尸 + .Ik cos(AA;))2， ( 3 . 4 3 ) 
fc=l k=l Jfc=l 
(3.42) implies that as n —> oo, 
oo 2 
机e—xk _ ^ 0 uniformly in A 6 (0’ 27r). 
k=n 
Thus for any c > 0 we can find a N such that for all n > N, 一说P < 
So 
2 ( N oo T oo 2 飞 
刷 = 争 EE.也e-- + E 
I k=t t=N + l k=t J 
2 ( N oo 2 T � 
< 争 + E ^ 
I t=i k 二 t «=yv+i ‘ ‘ 
^ . T-N + 1 
t=l k=t 
< c , 
for sufficient large T. Thus V't.iIA) — 0 uniformly. For �,t，2(A)’ from Lemma 1 
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of Izumi and Izumi (1968), for any positive integers t and T and A G tt), 
t+T ‘2 2 
Y^ 说 < -4 {•iPt+i + XIH+2 + ... + 也 + 1 + � ) 
k=t+l 
� 1 1 2 
^ .0? 
< 丄 
where A is some constant. Thus 
2 oo t+T 2 
Vr.2(A) = 说 
2 r 1 12 oo 1 
< i V — 
- T 6 乙 0 卜(0 • ‘- t=i 
For stationary ARFIMA process, 2(1 — d) > 1 and i一 (^卜“）converges and 
the bound of �.:r’2(A) does not depend on A, which gives (A) 0 uniformly 
in A, and as a result, E\Y'T{X)\'^ converge to 0 uniformly in A. 
Let /e(/\) denote the periodograms of {ci, 62, . . . , c t} and /(A) denote the 
periodograms of { J V 、， J V 2 , … F r o m (3.28) and the relation that / ( A ) = 
we have 
/(A) = h K e - ’ r / e ( A ) + iMA)， (3.44) 
where 
RtW = •0(e-^^)J.(A)yT(-A) + + |1 t (A) | ' . 
Now I 树 = |1 - e — � “ = ( 2 — 2cos(A))" < 00 and E\J,(X)\^ = E(I,{X))= 
cjf. Moreover the convergence of E\Yt{X)\'^ is uniform in A G ((5,tt). By means of 
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the Cauchy-Schwarz inequality, E\RT{X)\ 0 as T OO. AS a result, 
E{I{X)) = me-'')\'E(I,(X)) + E{RT(X)) 
— / ( A ) , 
uniformly in A, proving (3.28). 
To prove (3.29), note that 
iTf 4\ ( T oo oo t+T 
I t=l k=t t=l k=t+l J 
4 T oo 2 oo 2 
+3务I： E . 仇 一 E 吻 , 说 
k=T-ti + l k=T-t2 + l 
� r T oo oo t+T M 
y t=i k 二t t=i k=t+i j 
Similar to (i), it can be proved that 
{ T oo oo t+T \ 
«=1 k=t <=1 k=t+l J 
Since E\YT{X)\'^ — 0’ it follows that 五 0 . Again, applying the Caucliy 
Schwarz inequality to each of the terms in 辟(A), we obtain 
— 0 as T - ^ o o , (3.45) 
uniformly in A G ((5,tt). Therefore 
Var(/(A)) = |.0(e-'A)|4Vai-(/e(A)) + Var(i?T(A)) + RR(X))). 
Since Var(i?T(A)) < E\Rt(X)\'^ which converges to 0 and /“A) is bounded, the 
Cauchy-Schwarz inequality implies that Cov(/j(A), RT{X))) converges uniformly 
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to 0. Together with the well-known fact that Var(/^(A))=(兹尸，we have 
lim Var(/(A)) = /(A)^, (3.46) 
n - > o o 
uniformly in A, completing the proof of Lemma 3.1. • 
Proof of Lemma 3.2. 
From Theorem 3.8 (ii) of (Reran 1994), 
Var(/(a;,)) = . (3.47) 
Oil the other hand, from (1.8)， 
= � 2 |e(e—)丨2 
= a ' l |e(e—)|2 
= 冗 )丨2|2sin(a;j/2)严 
= 0 ( | s i n ( a ; j / 2 ) | - 2 � 
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= 0 ( N 2 力 . ( 3 . 4 8 ) 
Thus, 
Var ( f ^ ) 二 丄 V a r ( / ⑷ ） 
= 
= 0 ( n 2 � 
= • ⑴ ， 
completing the proof of Lemma 3.2. • 
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Chapter 4 
Empirical Likelihood For 
ARFIMA-GARCH models 
4.1 Empirical likelihood for GARCH models 
Consider the GARCH(r, s) model, 
= VtVhu m � , (4.1) 
r s 
hi = + ""i'^t-i + Y . , (4.2) 
1=1 1=1 
where r, s are positive iiitergers, a � > 0，cii, 0；2，…，<^ r，/^ i, "2，…，Aj > 0. It 
is well known that the squared GARCH (r, s) model can be re-written as an 
ARMA(/j, s) model, where k = max(r’s)，in the following way. Starting with 
equation (4.1), we add Xf — ht to both sides and introduce ^ i^ l - i — 
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Yli=i Pi^ t - i to the right-hand side of (4.2)，giving 
r / s s \ s 
xf = Co + {Xf + E 如 + E A A t , 一 ^  A A t , + Y^ 胁t-i 
1=1 \ 1=1 1=1 / i=l 
k q 
=ao + {Xf - ht) + ^ ( a , + A ) A t i — E ^ ( A t i 一 h[i) 
z=l i=l 
k q 
=cvo + Vt + Y..中iX'Li - '汰約—， (4-3) 
1 = 1 1 = 1 
where 
vt ：= Xf - ht = h i i i - 1) (4.4) 
for all t and := a,- + A for all i. Clearly, if r < s = k, then a,： 二 0 for i G (r, s]. 
On the other hand, if s < r = k, then (3i — 0 for i 6 (s, r]. 
Under the assumption that the sequence (ht) is strictly stationary and 
var(A'^) < oo, the sequence constitutes a white noise sequence (i.e. has 
mean zero, constant variance and is uncorrelated). Introducing the polynomials 
= 1 — IpiZ — 1p2Z^  — . . . — ‘Ipkzk 
and 
p{z) = 1 - d,Z - - . . . - I 5 s z ' , 
we see that (4.3) can be written as an ARMA(A;, s) equation for X � w i t h white 
noise sequence t't: 
= ao + . (4.5) 
This analogy between GARCH models and ARMA models leads one to consider 
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the Whittle estimator of the squared GARCH process with (k + s)-dimension 
model parameter 
没=(功 1’ 也 ， . . . ， 如 , . . . ’ /3s) = (cn + A , a,2 + ,高，…，ftfc + Pk, A,爲，…，Ps). 
Provided that the variance of Vi is finite, we conclude from (1.8) and (4.5) that 
the proces {A?} has spectral density 
删 = Va—i 爹 ) | : . (4.6) 
� “ 27r | " ( e � | 2 � ) 
Thus, log-Whittle likelihood for squared GARCH model is defined by 
l og{Lu' (m = 4 E l o g { / # ) } - I E 错 ， （4.7) 
jrri j=l ^ ^ ‘ 
where Uj is the Fourier frequency 爭,j = 1 , 2 , . . . , n = I{ujj) is the pe-
riodograin of Xf and fj(9) = f(uj;0). The Whittle MLE estimate is defined 
by 
On = aig mm log{L;y {9)}， （4.8) 
where the parameter space 9 is a compact subset of 况“®. Giraitis and Robinson 
(2001) ancl Mikosch and Straumann (2002) studied the Whittle estimation of 
ARCH models and Whittle estiamtion of GARCH(1,1) model respectively. From 
their results, we expect that if the process {A'(} is strictly stationary, has tail 
index k > 4, rjt has finite 8th moment, and under some regular conditions, Whittle 
estimation is strongly consistent and asymptotically normal. Here the tail index 
K is defined by a constant such that 
/^(iJVil〉：!：）�c�:r—K 
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for a; — o o and some c � > 0. Therefore, empirical likelihood can be applied to 
GARCH models as if an ARMA model. Let 
- 腳 1 } 字 （4.9) 
The profile log-empirical likelihood function and the empirical likelihood ratio 
statistics are defined respectively by 
71 




= = 2 [ l o g { l + <^>)� ( / ( a ; j ) , 0 )} ’ (4.11) 
where < (^0) satisfies 
y M l M i ^ _ _ = 0. (4.12) 
The minimizer §n of Le{0) is called the maximum empirical likelihood estimator 
(MELE) of GARCH model. Similar to Chapter 3，we have the following results. 
Theorem 4.1 (i) The MELE §n is equal to the MLE On . 
(ii) ir(6') x L " where e e S c . 
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4.2 Empirical likelihood for ARFIMA-GARCH 
models 
Recall the ARFIMA(p, ri, q) - GARCH(r,s) model 
一 By% = e{B)€t ’ (4.13) 
et = m V h u m ~ 1) , (4.14) 
r s 
ht = fto + + 汰 - (4.15) 
i = l 1 = 1 
The parameter of interest is d = (i?i， ?^2)，where 
以 I = (©1,©2, • • . ,(pp,d,0i,02, and = (cVo, a i , CV2, • • •, «r, A , • • •, • 
Here the parameter sets and correspond to the parameters in the ARFIMA 
process (4.14) and GARCH process (4.15) respectively. In view of the last section, 
it would be most desirable if we can find a variable K that can be expressed in 
terms of A't and Ct such that the spectral density of Y involves all the parameters. 
If tha t can be clone, one Whittle estimation can be used to find all the parameters. 
However, such an expression is clifFcult to find as discussed below. 
Since the residual q follows a GARCH(/', s) process, the spectral density of 
the square of residual ef is defined by 
f M m V a r � I . 納 
where vi, and are defined as in the last section, with A't being replaced by 
Ct. To find a variable 1' with a spectral density involving all the parameters of an 
ARFIMA-GARCH model, that expression must be derived from (4.14) such that 
€t exists only in tlie form ef. However, obtaining ef by squaring (4.14) becomes 
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too tedious and the spectral density cannot be written down in a simple form. 
Fortunately, when considering the spectral density of e ,^ empirical likelihood can 
still be applied to ARFIMA-GARCH models. 
Since a GARCH process is a stationary time series and is unconditionally 
serially iincorrelatecl, €t can be viewed as a white noise with variance 
cr? = Qo/(l - E 二 1 叫 - E ? = s A)- Thus the spectral density of a GARCH(r�s ) 
process €t is given by 
则 = 去 l - I ： 二 (4.16) 
From (4.14), the spectral density of Xt is 
/• n � - f r M 丨 
".(A) = • ^ ㈧ 
= 2 ^ ( 1 - E : = , i - E L s M l(�(e力 |2|1 - e z � “ • (4.17) 
Thus, the spectral density of Xt captures the "ARFIMA" part (parameter t^i) 
with the effect of "GARCH" part (parameter coming only through the con-
stant o;o/(l — Qi — Since the white noise nature of a GARCH 
process implies that the periodogram 7(A) of Xt is an unbiased estimator of the 
spectral density /a-(A), the Whittle estimation can be used to estimate the pa-
rameter i)i by equating /(A) and /a-(A) through the minimizion of the log-Whittle 
likelihood 
二 - - E 激 ， (4.18) 
j=\ j=i J 八 1 乂 
where uj is the Fourier frequency j = 1 , 2 , . . . ,72 = I{uj) is the peri-
oclograin of Xt and /^(i^i) = ^i)- Thus the Whittle estimation of minimzing 
log{Z/vr(.t^i)} can estimate the ARFIMA-part parameters i)i without being iiiflii-
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enced by the GARCH-part parameter d). 
For an ARFIMA-GARCH process {A'J, the residuals {et} is a GARCH 
process. In fact, the white noise nature of the GARCH process allows us to 
extend all the procedures in the previous chapter to an ARFIMA-GARCH model 
as if an ARFIMA model. Therefore, we propose a two-step procedure to estimate 
all the parameters of an ARFIMA-GARCH process. Given an ARFIMA(p, d, (/)-
GARCH(r, s) process {A^J satisifying (4.14)-(4.16) with parameter d = (•J^ i， 
we can apply the empirical likelihood method according to the following steps: 
S t e p 1 By viewing {A'J as an ARFIMA model, the profile log-empirical likeli-
hood function and the empirical likelihood ratio statistics are defined re-
spectively by 
n 




n , ( 礼 ） = + (4.20) 
where 
炉,•{/(%)’"] 2 17；^ - ^ ’ （4.21) 
and satisfies 
y _ 刚 ， 以 i } — = 0 . (4.22) 
The mininizer di^ of L£;('j9i) is called the maximum empirical likelihood esti-
mate (MELE) of the ARFIMA-part parameter iD^  of the ARFIMA-GARCH 
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model. Moreover, from Theorem 3.4，we have 
X P + , + 2 - ( 4 . 2 3 ) 
The empirical likelihoood ratio statistics can be used to construct 
confidence region for 
Step 2 After estimating di, we can filter out the GARCH process Ct from Xt by 
(4.14). Thus the procedures described in last section can be used on the 




III this chapter, several Monte Carlo experiments are performed to demonstrate 
the applications and to examine the acciiacy of empirical likelihood. We focus 
on simple models such as ARFIMA(0,d, 0) and ARFIMA(1, d, 0) models with 
(lifTerent series lengths T. All the programs are written in MATLAB. 
The ARFIMA(0, d，0) process {.Y；} with length T is generated by the trun-
cated moving average expansion, 
X： = (1 - B)- 'e t 
^ r(A： + d) 
“ h nk+md)''-' 
as in (1.3), where in is taken as 6,000. Here e^ s are innovation with different 
distributions including noriiial, x^, exponential and GARCH(1,1) process. The 
iiiiiovatioii is generated by MATLAB build-in functions randn, chi2rnd, exprnd 
and ugarchsim respectively. 
For the siimilation of ARFIMA(1, d, 0) or AR.FIMA(0, fi, 1) models, we ap-
ply the simulation method of ordinary ARM A process, using {A^} as innova-
tions. Ill particular, the series can be generated from recurrent relation of the 
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corresponding ARMA models. 
5.1 Test of independece for periodogram ordi-
nates 
When we apply empirical likelihood to estimate parameters or construct confi-
dence sets for parameters of long-memory time series models, one of the key as-
sumptions is the independence of the periodogram ordinates. For short-memory 
stationary process, it is well known that (for example, §10.3 of Brockwell and 
Davis (1990)) the periodogram ordinates are independent for any Fourier fre-
quency ujj = ^ if follows a normal distribution. If €t does not follow a normal 
distribution, then the periodogram ordinates are only asymptotically indepen-
dent. For long-memory time series, Theorem 3.3 shows that the normalized 
periodogram ordinates I*{ujj), I*{uJk) are asymptotically correlated for Fourier 
frequencies ujj = 孕 and Uk = 字 where j and k are fixed and distinct. On 
the other hand, Theorem 3.2 implies that the normalized periodogram ordinates 
I*{Xj), /*(Ajt) are asymptotically uncorrelated for fixed and distinct frequencies Xj 
and Xk. Thus, a test for independence is conducted to study the independence 
for finite sample data. 
We first state a standard x^ test for independence and then we describe 
how to apply this test to periodogram ordinates. 
X'2 test for independence (for example, §17.5.2 of Gourieroux and Monfort, 
1995) 
Let {Y'i, Zi), i = 1,2,... he n observations on a pair {Y, Z) of random 
variable. Assume that Y] takes its values in {ai, 0:2,..., Oj , . . . , a,/}, and that Z,： 
takes its values in {61, 62,...，6^ ；，…，6/(}. Among n observations, let Njk denote 
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the number of observations i for which Y] = cij and Zj = b^. The numbers Njk 
are random and satisfy J2k=i Njk = n. Define 
K J 
Nj. = Njk and N.k = ^ Njk . 
Then the Chi-square statistics for testing the null hypothesis that Y and Z are 
independent is given by 
The corresponding Chi-square tests of independence of size a is defined by the 
critical region 
= { x L t > X ? - «， ( J - I ) ( K - I ) } , ( 5 - 2 ) 
where (J-I)(K-I) IS the 1—a. percentile of a x^ distribution with (J —l)(/i —1) 
degrees of freedom. 
Since periodogram ordinates are continuous random variable, we apply the 
test of independence by discretizing the periodogram ordinates into discrete ran-
dom variables. For example, for any nonnegative continuous random variable X, 
we may assign A' = 1 if 0 < X < 1，X 二 2 if 1 < � 2 and X = 3 if X � 2 . 
Thus X becomes a discrete random variable taking 3 values. When discretizing 
a continuous random variable X into a discrete random variable X, we should 
be cautious that the probability pi = = x^) should not be too large or too 
small. If Pi is too large, then most observations will concentrate in Xi and the 
test will fail. If pi is too small, then there may be no obseravtioii equals xi. In 
this case, Ni. = 0 and the test statistics Xstat cannot be evaluated. 
For exponential distribution with mean 1, Table 5.1 shows a satisifactory 
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partition in the sense that given two independent exponential distributions, the 
percentage of times the independence is rejected under the test of size 0.05 is 
approximately 5%. 
Table 5.1: Discretizing an exponential distribution with mean 1. 
� X Pi 
~ 0.0 < X < 0.2 0.1813 
2 0.2 < X < 0.4 0.1484 
3 0.4 < X < 0.6 0.1215 
‘1 0.6 < X < 0.8 0.0995 
5 0.8 < X < 1.0 0.0814 
6 1.0 < X < 1.2 0.0667 
7 1.2 < X < 1.4 0.0546 
8 1.1 < X < 1.6 0.0447 
9 1.6 < X < 1.8 0.0366 
10 1.8 < X 0.1653 
To test for independence of periodogram ordinates, we first simulate 1,000 
series with length T. For each series, we calculate the periodogram {/(wj)}, 
j = 1 , 2 , . . . , [ ^ ^ J . Each I(ujj) is a random variable (with 1,000 observations). 
Since the normalized periodogram ordinates are nonegative and approximately 
asymptotically distributed as exponential distribution with mean 1 (subject to 
some biases and distortion by Theorem 3.3)，we discretize the normalized pe-
riodogram ordinates into discrete random variable I*{uJj) using Table 5.1. A 
X^ test for independence is then carried out for any couple {I*(uJi), 
= 1 , 2 ， … ， T a b l e 5.2 gives the percentages the hypothesis of inde-
pendence is rejected when the significance level is 0.05. The series is simulated 
under clifTerent simple ARFIMA(l ,d , 1) models with parameter sets d, 0). 
For each model, the white noise process follows seven distributions: normal, 
Student 's distributions with 5 and 10 degrees of freedom, x^ distribution, ex-
lK)iieiitial distribution with mean 1，and GARCH(1,1) process with parameter 
(«o’cvi，/^)=(0.1，0.2，0.6) and (0.1，0.4’ 0.4) respectively. The test is carried out 
under three series length: T = 100’ 500 and 1,000. For r=100, despite the small 
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sample size, the percentages of rejections are reasonably close to the nomial level. 
Exceptions are observed when the white noise follows exponential distribution 
and GARCH processes. But the percentage of rejections of such processes are 
much closer to 5 % for large T. This result empirically shows that the assumption 
of asymptotically independence of periodogram ordinates of long-memory time 
series models works well. 
Table 5.2: Percentage of times the independence of the ordinates of the periodogram 
is rejected at 5% level. 
"White noise N(0,1) h iio xi Exp{l) GARCH GARCH 
(0.1,0.4,0.4) (0.1,0.2,0-6) 
T = 100 
{<l>,d,9) 
(0’ 0.1, 0) 0.0476 0.0536 0.0578 0.0536 0.0706 0.3597 0.068 
(0, 0.2, 0) 0.0176 0.0502 0.0383 0.0519 0.0808 0.3495 0.0672 
(0, 0.3’ 0) 0.0536 0.0553 0.0519 0.0425 0.0748 0.3563 0.0884 
(0, 0.4, 0) 0.051 0.0774 0.0578 0.0493 0.0612 0.3469 0.0714 
(0, 0.5, 0) 0.0655 0.0706 0.0553 0.0442 0.0646 0.3342 0.0689 
(0, 0.3, 0.2) 0.0442 0.0G21 0.0527 0.0527 0.0816 0.3240 0.0689 
(0.3, 0.2, 0) 0.0431 0.0663 0.0434 0.0527 0.0757 0.2968 0.0825 
(0.1, 0.3, 0.6) 0.0514 0.0561 0.051 0.051 0.0680 0.2891 0.0816 
(0.2, 0.3，0.1) 0.0536 0.0655 0.0485 0.0663 0.0782 0.3146 0.0757 
(0.4, 0.1, 0.2) 0.0185 0.0578 0.0578 0.051 0.0697 0.2968 0.0799 
T = 500 
OM，没） 
(0, 0.1, 0) 0.0502 0.0524 0.0191 0.0517 0.0525 0.0679 0.0515 
(0, 0.2，0) 0.0501 0.0507 0.0491 0.0500 0.0500 0.0692 0.0502 
(0’ 0.3, 0) 0.0513 0.0-195 0.0493 0.0514 0.0507 0.0696 0.0509 
(0, 0,1, 0) 0.0489 0.0496 0.0481 0.0498 0.0517 0.0681 0.0510 
(0, 0.5, 0) 0.0513 0.0502 0.0484 0.0496 0.0508 0.0673 0.0505 
(0，0.3, 0.2) 0.0489 0.0508 0.0493 0.0484 0.0496 0.0692 0.0504 
(0.3, 0.2, 0) 0.0497 0.0494 0.0518 0.0495 0.0490 0.0710 0.0499 
(0.1, 0.3, 0.6) 0.0485 0.0486 0.0511 0.0505 0.0501 0.0729 0.0492 
(0.2, 0.3, 0.4) 0.0197 0.0500 0.0499 0.0507 0.0496 0.0708 0.0513 
(0.4, 0.1, 0.2) 0.0503 0.0484 0.0510 0.0505 0.0498 0.0711 0.0501 
T = 1,000 
(0，0.1, 0) 0.051 0.0197 0.0489 0.0503 0.0487 0.0563 0.0498 
(0, 0.2, 0) 0.0508 0.0501 0.0488 0.0504 0.0497 0.0557 0.05 
(0, 0.3, 0) 0.05 0.0502 0.0494 0.0501 0.0493 0.0565 0.0496 
(0, 0.1, 0) 0.0498 0.0505 0.0495 0.0504 0.0493 0.0561 0.0496 
(0, 0.5, 0) 0.0189 0.0499 0.0498 0.0504 0.0504 0.056 0.0497 
(0，0.3，0.2) 0.0501 0.0505 0.0508 0.0502 0.0487 0.0568 0.0496 
(0.3, 0.2, 0) 0.0508 0.0511 0.0498 0.0492 0.0509 0.0566 0.051 
(0.1, 0.3, 0.6) 0.0193 0.0498 0.0498 0.0495 0.0495 0.056 0.0495 
(0.2, 0.3, 0.4) 0.0498 0.0501 0.0497 0.0497 0.0497 0.0561 0.0514 
(0.4，0.1，0.2丨 0.0507 0.0199 0.0498 0.0503 0.0503 0.0561 0.05 
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5.2 Confidence Region 
We see from Chapter 3 that the empirical likelihood ratio statistic W{,d) is asymp-
totically distributed as x h where ,d belongs to a parameter space B with dimen-
sion k. Consequently, an approximate 1 — o; confidence set, with asymptotically 
exact coverage level, is given by 
{/? G B : Wid) < x U - a ) , (0.3) 
where xl,i-a is the 1 — a, percentile of a x^ distribution with k degrees of freedom. 
In practice, we calculate W{(3) at different points over the parameter space and 
compare them with the threshold value xl,i-a to construct the confidence region. 
Bart le t t Correction 
Since empirical likelihood ratio statistics is only asymptotically x^ dis-
tributed, there should be some discrepancies bettween the empirical likelihood 
ratio and the asymptotic distribution in the finite sample case. Bartlett Cor-
rection is a method that improves the approximation of the distribution of the 
empirical likelihood ratio statistics. As proposed in the independent and identi-
cally distributed data context by Hall and Scala (丄990), the Bartlett correction of 
the empirical likelihood ratio statistics can also be computed by means of boot-
strap ill a time series framework. For this purpose, one needs a sample of, at least 
approximately, independent and identically distributed observations. Since the 
pair , (z, j = 1, 2 , . . . , n) are asymptotically independent and identi-
cally distributed with unit mean (at least for which are reasonably far away), 
one can apply the Bartlett correction method as follows. 
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Let 
仏 9 A M / n ^ g ^ m ( J 口 ， … ’ 几 ） ’ 
where is the maximum likelihood estimate of (5. Let Fn be the empirical 
distribution function which attaches equal mass n一i to each yj. The quantities 
are divided by their sample mean to make the mean of yj, under Fn, equal to 
one. A bootstrap sample • • • .Vn) can be obtained by resampling from Fn 
with replacement (see Franke and Hardle, 1992). Then a sample of periodogram 
ordinates 
广 ( 0 ； 1 ) , / > 2 ) ， . . . ， / ' ( 0 ， 
can be found, where, for each j � 
= . (5.4) 
Now each set {/''(wi), 1^102),…，I^{uJn)} provides a replication of W{') 
at pn- The resampling procedure is repeated B times and the Bartlett correction 
is then 
1 A - ( 1 A 
6=1 \ z 
It yields the confidence region 
G B : n ^ ) < + (5.5) 
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From Monti (1997), the coverage error of the confidence sets should not be equal 
to the theoretical value of 0{n~^) since the periodogram ordinates are only asymp-
totically independent. But the correction is still expected to improve upon the 
approximation of the distribution of the empirical likelihood ratio. 
Example 1 
In this example, we demonstrate how to construct confidence regions and 
compare the confidence regions obtained from empirical likelihood and asymptotic 
distribution of Whittle MLE. Consider the ARFIMA(1, (i, 0) model 
{l-0B){l-BYXt = et, 
where e^'s are i.i.d. random variables with variance cr .^ We set (p = 0.3, d = 0.25 
and the length of observation T — 1,500. Taking et � i V ( 0 , ( j ^ ) with cr = 1， 
we compare empirical likelihood confidence region with the confidence region of 
Whittle likelihoood estimator. For the empirical confidence region, we simulate 
a series and calculate in (3.10) at different points over the parameter space 
(0, d) G {[0,1] X [0,0.5]} and produce a contour plot using the threshold value 
X•’0.95 to construct a 95 % confidence region. Let (5° be the true value of the 
parameter and p be the quasi maximum likelihood estimator of (3�G 况& that 
minimizes the log-Whittle likelihood \og{L\.v(p)) in (3.2). It is well known that 
V f 0 - m — d N ( o ’ c r i ) ’ 
where 
C= ‘厂‘他f(久)‘10认入) 似 • (5.6) 
.^TT J - ^ dpi d p j 归沪� i j = i ’ 2， . . .’九 . 
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Note that the asymptotic distribution of Whittle likelihood is the same as that 
of exact maximum likelihood in (2.11). Now = ((p.d) is the quasi maximum 
likelihood estimator of ( 0 � d ) and it can be shown that 
^ ^ ( 1 / ( 1 - 約 一办 ( 3 0 + 泰 ) l o g ( l _ 0 ) � 
( 念 ) l o g ( l — 诊） TrVe , 
Thus we can construct a confidence region by 
f 1 / ( 1 - 诊 2 ) 一 $ ( 3 诊 + * ) l o g ( l — 诊 ） ) � 
V d - d ) “ ( ， ( - 办 念 ） i o g ( i - 诊 ） Trve y , 
Figure 5.1 shows the 95 % empirical likelihood confidence rigion (dash-
dotted line), Bartlett corrected empirical likelihood confidence region (solid line) 
and the traditional confidence region based on the Whittle type maximum likeli-
hood estimator (dotted line) for d). B = 1000 replications (,/?„) are drawn 
in the resampling procedure of Bartlett correction. Empirical likelihood method 
gives a larger confidence region than the traditional asymptotic confidence region. 
After Bartlett correction, the empirical likelihood confidence region is comparable 
to the asymptotic confidence region. The traditional method needs to specify the 
underlying parametric family as a priori assumption. In practice, if the parametric 
form is misspecified, the condience region can become irrelevant. The empirical 
likelihood method therefore provides a viable nonparametric alternative in this 
situation. 
E x a m p l e 2 
In this example, we study the behaviour of empirical likelihood confidence 
regions for an ARFIMA model under different iincleiiying white noise processes. 
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Recall the ARFIMA(1, d, 0) model, 
where c^'s are i.i.d. random variables with variance cr^ , cp = 0.3, d = 0.25 and the 
length of observation is T = 1,500. We demonstrate the nonparametric nature 
of empirical likelihood by constructing empirical likelihood confidence regions for 
different choices for the distribution of e,. 
Figure 5.2 shows the 95 % empirical likelihood confidence regions under 
four distributions for the { e j : two Student's distributions with 5 (ts) and 10 
(,10) degreees of freedom respectively, a Chi-Square distribution with 5 degrees 
of freedom (xi) and an exponential distribution with mean 1 (Bxp(l)). In each 
case, the location of the distributions are removed so that the mean of the white 
noise process is zero. From the figure, we see that the confidence regions for 
a model under different underlying white noise distributions are similar. This 
shows that empirical likelihood method works without being much influenced by 
the underlying distribution of white noise process. 
5.3 Coverage error of empirical likelihood con-
fidence intervals 
A Monte Carlo experiment is conducted to explore the accuracy of the empirical 
likelihood confidence regions. We also study the usefulness of Bartlett correction 
on improving the accuracy of the empirical likelihood confidence region. 
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We use the ARFIMA(0, c/, 0) model 
(1-By% = et. 
The simulations are carried out under different distributions for the white noise 
process et. : Standard normal distribution, Student's distributions with 5 and 10 
degrees of freedom, x^ distribution, exponential distribution with mean 1, and 
GARCH(1,1) process with parameter (cv。，a!，")=(0.1’ 0.2，0.6) and (0.1,0.4,0.4) 
respectively. In all cases, the white noise processes are relocated so that they 
are centred at zero. The simulations are conducted for different values of d: 0.1， 
0.2, 0.3，0.4 and 0.5. In each case, 1,000 series with length 1,000 observations 
are drawn and the confidence intervals are computed as in Section 5.2. In each 
cases, empirical likelihood and Bartlett corrected empirical likelhood confidence 
intervals are computed. B = 500 replications are drawn in the resampling 
procedure of Bartlett correction. Moreover, in the case of normal white noise, 
the empirical likelihood confidence intervals are also compared with confidence 
intervals based on the asymptotic distribution of the Whittle likelihood estimator. 
The coverage error is used to evaluate the performances of the confidence 
intervals. Let [ 号 ] a n d "[i-号]be the lower and upper endpoints of the 100(1-a )% 
confidence interval respectively. Let (5 be the true value of the parameter. The 
coverage error is given by 
P {(,5 < % ] ) U j ) } - a | . (5.7) 
Table 5.3 shows the results when the confidence level is 0.95, i.e. o； = 0.05. The 
empirical likelihood are accurate in general with errors around only 5 %. The only 
exception is ARFIMA-GARCH process, which gives about 20% coverage errors. 
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But it is not unexpected since an ARFIMA-GARCH process is much more com-
plicated comparing to an ARFIMA process. We also find that Bartlett correction 
substantially decrease the coverage errors for each white noise distribution and 
ARFIMA-GARCH model. For the normal white noise case, the coverage errors of 
Bartlett corrected empirical likelihood is comparable to that of asymptotic con-
fidence region of Whittle likelihood. We conclude that while empirical likelihood 
confidence regions are fairly acccurate, Bartlett correction successfully improve 
the coverage accuracy of empirical likelihood confidence regions. 
Table 5.3: Coverage errors of confidence sets for ARFIMA{0, d, 0) models 
Model et � 聊 ， 1 ) 
d=0.1 d=0.2 d=0.3 d=0.4 d=0.5 
Empirical likelihood 0.039 0.073 0.077 0.046 0.028 
Bart, empirical likelihood 0.013 0.004 0.028 0.041 0.033 
Whittle, lik. 0.014 0.015 0.012 0.001 0.022 
Model €t � t s 
d=0.1 d=0.2 d=0.3 d=OA d=0.5 
Empirical likelihood 0.0510 0.0830 0.0810 0.0370 0.0400 
Bart, empirical likelihood 0.0370 0.0100 0.0170 0.0340 0.0350 
Model et 〜亡 10 
d=0.1 d=0.2 d=0.3 d=0.4 d=0.o 
Empirical likelihood 0.0570 0.0860 0.0850 0.0460 0.0510 
Bart, empirical likelihood 0.0370 0.0080 0.0290 0.0360 0.0420 
Model et � E x p { l ) 
d=0.1 d=0.2 d=0.3 d=OA cl=0.o 
Empirical likelihood 0.0460 0.0910 0.0890 0.0440 0.0500 
Bart, empirical likelihood 0.0210 0.0030 0.0230 0.0370 0.0430 
Model et � x i 
d=0.1 d=0.2 d=0.3 f/=0.4 d=0.o 
Empirical likelihood 0.0340 0.0970 0.0920 0.0450 0.0470 
Bart, empirical likelihood 0.0160 0.0150 0.0230 0.0430 0.0450 
Model et ~ GARCH{0.1,0A,0A) 
d=0.1 d=0.2 rf=0.3 rf=0.4 d=0.o 
Empirical likelihood 0.2280 0.2660 0.2660 0.2220 0.2340 
Bart, empirical likelihood 0.1870 0.1600 0.0800 0.0360 0.0250 
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Figure 5.1: 95% Bartlett corrected empirical likelihood (solid line) , empirical like-
lihood confidence region (dash-dot line) and asymptotic (dotted line) 
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Conclusions and Further 
Research 
Motivated by the empirical likelihood in standard time series models, which is 
a iionparametric method for constructing confidence regions, this thesis aims at 
extending the result to long-memory time series models. The difficulty is that 
empirical likelihood in standard time series models depends on the asymptotically 
independence of periodogram ordinates, which does not holds in long-memory 
time series models. Fortunately, by adopting the idea from Yajima (1989) that the 
periodogram ordinates are asymptotically independent for nonzero fixed distinct 
Fourier frequencies and the fact that empirical likelihood ratio statistics involves 
the periodogram ordinates for all Fourier frequencies in the interval [0,TT], we 
show that the empirical likelihood ratio statistics for stationary ARFIMA models 
is asymptotically x^ distributed. 
We further extend empirical likelihood to long-memory times series mod-
els with heteroscedastic errors, namely the ARFIMA-GARCH models. By the 
white noise nature of GARCH process and the nonparametric nature of empirical 
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likelihood, we view ARFIMA-GARCH models as an ARFIMA model with white 
noise residuals to apply empirical likelihood. A two-step procedure is proposed 
to handle the parameters from ARFIMA part and GARCH part respectively. 
Three finite sample experiments are conducted in this thesis. First, a 
independence test is conducted to verify the asymptotically independence of peri-
odogram ordinates. Then we demonstrate the construction of confidence regions 
using the empirical likelihood ratio statistics and proposed a procedure of Bartlett 
correction which can modify the coverage accuacy of empirical likelihood confi-
dence region. Third, A Monte Carlo experiment is conducted to explore the 
accuracy of empirical likelihood confidence regions. We find that empirical like-
lihood ill general gives accurate confidence regions for ARFIMA models. The 
results also reveal that when the noise is normally distributed, the Bartlett cor-
rected empirical likelihood confidence region is comparable to the asymptotic 
confidence region of Whittle likelihood, in the sense of both region size and cov-
erage accuracy. Since empirical likelihood is nonparametric, we expect in general 
Bartlett corrected empirical likelihood confidence region outperforms the para-
metric Whittle likelihood confidence region. 
To conclude, we have successfully extended empirical likelihood to long-
memory time series. Finally we want to mention an area of further research 
about ARFIMA-GARCH models. As we have discussed in Section 4.1, empirical 
likelihood can be applied to GARCH model by transforming a GARCH process 
to an ARMA process. If this result can be extended to the ARFIMA-GARCH 
process, all the parameters in an ARFIMA-GARCH process could be found in 
one estimation and it would be better than the two-step procedure proposed in 
Section 4.2. Further research can be pursued on developing methods to con-
duct Whittle esimation on both the ARFIMA-part and GARCH-part parameters 
simultaneously. 
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