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Abstract
Navier-Stokes equations in infinite cylindrical domains have been attracting great
attention due to its theoretical and practical significance. However, in most cases,
stationary Navier-Stokes problems were dealt with whereas instationary Navier-
Stokes problems have been less studied. The Lq-approach to instationary Navier-
Stokes problems is very important and convenient to analyze existence, uniqueness
as well as strong energy inequality and partial regularity for solutions; to this end,
the study of the Stokes operator is fundamental.
The aim of this dissertation is to get resolvent estimates, maximal regularity and
boundedness of H∞-calculus of Stokes operators in infinite cylindrical domains and
to apply them to the stability of stationary Navier-Stokes flows in infinite cylindrical
domains.
We start with a Stokes resolvent system in an infinite straight cylinder.
The Stokes resolvent system on an infinite straight cylinder is reduced by the
(one-dimensional) partial Fourier transform along the axis of the cylinder to a
parametrized Stokes system with the Fourier variable as a parameter. Using the
Fourier multiplier theory in weighted spaces we get estimates for the parametrized
Stokes system with bound constants independent of parameters. Based on these es-
timates resolvent estimate and maximal regularity of the Stokes operator in weighted
Lebesgue spaces on an infinite straight cylinder are shown using the techniques of
operator-valued Fourier multiplier theory and Schauder decomposition in Banach
spaces with UMD property.
Next we consider the Stokes operator in general infinite cylinders with several
exits to infinity. A resolvent estimate of the Stokes operator in Lq-space is obtained
using cut-off techniques based on the result of generalized Stokes resolvent system in
an infinite straight cylinder. In particular, the Stokes operator is shown to generate
a bounded and exponentially decaying analytic semigroup in any Lq-space on a
general infinite cylinder. Moreover, it is proved that the Stokes operator admits a
bounded H∞-calculus in any Lq-space on an infinite cylinder with several exits to
infinity.
As an application of the obtained properties of the Stokes operator we study
stability of stationary Navier-Stokes flows in infinite cylindrical domains. First,
existence and uniqueness for stationary Navier-Stokes systems in infinite cylinders
are shown. Then the exponential stability of the stationary Navier-Stokes flow is
proved based on Lr − Lq estimates of the perturbed Stokes semigroup.
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Zusammenfassung
Die Navier-Stokes Gleichungen in unendlichen zylindrischen Gebieten haben auf-
grund ihrer theoretischen und praktischen Bedeutung großes Interesse geweckt. Je-
doch wurden in den meisten Fa¨llen stationa¨re Navier-Stokes Probleme betrachtet,
wa¨hrend instationa¨re Navier-Stokes Probleme weniger behandelt wurden. Der Lq-
Zugang zu instationa¨ren Navier-Stokes Problemen ist sehr wichtig und geeignet zur
Analyse von Existenz, Eindeutigkeit sowie starken Energieabscha¨tzungen und par-
tieller Regularita¨t von Lo¨sungen. Hierfu¨r ist die Untersuchung des Stokes Operators
fundamental.
Das Ziel dieser Dissertation ist es, Resolventenabscha¨tzungen, maximale Regu-
larita¨t und Beschra¨nktheit des H∞-Kalku¨ls fu¨r den Stokes Operator zu beweisen
und dies auf die Stabilita¨t des stationa¨ren Navier-Stokes Flusses in unendlichen
zylindrischen Gebieten anzuwenden.
Wir beginnen mit dem Stokes-Resolventen System in einem unendlichen ger-
aden Zylinder. Das Stokes-Resolventen System in einem unendlichen geraden
Zylinder wird durch (eindimensionale) partielle Fouriertransformation entlang der
Achse des Zylinders zu einem parametrisierten Stokes System mit der Fouriervari-
ablen als Parameter reduziert. Mit Hilfe von Fourier-Multiplikatoren Theorie in
gewichteten Ra¨umen erhalten wir Abscha¨tzungen fu¨r das parametrisierte Stokes
System mit Konstanten, die nicht von den Parametern abha¨ngen. Auf der Basis
dieser Abscha¨tzungen werden Resolventenabscha¨tzungen und maximale Regularita¨t
des Stokes Operators in gewichteten Lebesgue Ra¨umen auf einem unendlichen zylin-
drischen Gebiet gezeigt. Hierfu¨r werden Techniken aus der operatorwertigen Fourier-
Multiplikatoren Theorie und Schauder Zerlegung in Banachra¨umen mit der UMD-
Eigenschaft verwendet.
Als na¨chstes betrachten wir den Stokes Operator in allgemeinen Zylindern mit
mehreren Ausga¨ngen nach Unendlich. Man erha¨lt eine Resolventenabschtzung fu¨r
den Stokes Operator in Lq-Ra¨umen unter Verwendung von Abschneidetechniken
basierend auf dem Resultat fu¨r das verallgemeinerte Stokes Resolventensystem in
einem unendlichen geraden Zylinder. Insbesondere wird gezeigt, dass der Stokes Op-
erator eine beschra¨nkte und exponentiell fallende analytische Halbgruppe in jedem
Lq-Raum auf einem allgemeinen unendlichen Zylinder erzeugt. Auerdem wird be-
wiesen, dass der Stokes Operator einen beschra¨nkten H∞-Kalku¨l in jedem Lq-Raum
auf einem unendlichen Zylinder mit mehreren Ausga¨ngen nach Unendlich erlaubt.
Als Anwendung der bewiesenen Eigenschaften behandeln wir die Stabilita¨t von
stationa¨ren Navier-Stokes Flu¨ssen in unendlichen zylindrischen Gebieten. Zuerst
werden Existenz und Eindeutigkeit fu¨r stationa¨re Navier-Stokes Systeme gezeigt.
Anschlieend werden exponentielle Stabilita¨t des stationa¨ren Navier-Stokes Flusses
mit Hilfe von Lr-Lq Abscha¨tzungen der gesto¨rten Stokes Halbgruppe bewiesen.
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1 Introduction
The equations describing the motion of incompressible, Newtonian fluid are usually
called Navier-Stokes equations. They were proposed by the French engineer C. L.
M. H. Navier in 1822 and rederived by G. H. Stokes later in 1845. In the case where
a fluid fills a domain Ω the instationary Navier-Stokes equations can be described
by the following system of partial differential equations:
ut −∆u+ (u · ∇)u+∇p = f in Ω× (0, T )
div u = 0 in Ω× (0, T )
u(x, t) = 0 on ∂Ω× (0, T )
u(x, 0) = u0 in Ω,
(1.1)
where the unknowns u = u(x, t), p = p(x, t) are the velocity, pressure of the fluid
field, respectively, f = f(x, t) is the body force and u0 = u0(x) is the initial velocity
field; for simplicity we put the coefficient of kinematical viscosity and the density of
the fluid equal to be 1.
Starting with the famous works of Leray [53] and Hopf [45], the existence and
uniqueness of solutions to the problem (1.1) have been studied by many people
with tremendous efforts. However, the uniqueness of Leray-Hopf weak solutions and
the existence of global strong solutions to (1.1) still remain unsolved for the space
dimension n ≥ 3, which is a prominent open problem in the theory of Navier-Stokes
equations. The Leray-Hopf solution is of significance since this solution is, up to now,
the only solution to (1.1) for which global existence is proven without any restriction
on the size of the data. The Serrin’s class Lp,q ≡ Lp(0, T ;Lq(Ω)), 2/p+n/q = 1, p >
n, is a very crucial functional class since Leray-Hopf weak solutions are unique in
Lp,q and any Leray-Hopf weak solution belonging to this class is regular. We refer
to [35], [42], [74] for more details. Note that for a Leray-Hopf weak solution the
initial value u0 must be necessarily in L
2(Ω). Consideration of (1.1) by an Lq-space
approach is known to be very convenient to study a suitable solution belonging to
Lp,q without imposing any smoothness of data. There are many papers dealing with
(1.1) in Lq-spaces on domains with compact boundaries as well as with noncompact
boundaries. However, in the case of unbounded cylindrical domains, there seems
to be no result known yet for Lq-approach to the instationary problem (1.1). We
would like to mention that there is only a few papers, so far as we know, dealing
with instationary problems (1.1) in unbounded cylindrical domains in contrast to
fairly many papers for stationary problems (e.g. [12], [51], [52], [60], [64], [65], [71]).
In this respect we refer to [67] and [66] for recent results of instationary linear and
nonlinear problems in L2-space.
As is well known, the analytic semigroup approach to the instationary Stokes
and Navier-Stokes equation is a very convenient tool; to this end, resolvent estimate
of the Stokes operator must be obtained. The Stokes operator Aq, 1 < q <∞, in Ω
is defined by
Aq = −Pq∆, D(Aq) =W 2,q(Ω)n ∩W 1,q0 (Ω)n ∩ Lqσ(Ω),
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where Pq is the Helmholtz projection in L
q(Ω) and Lqσ(Ω) := PqL
q(Ω), see Section
2.1 for details of notations. Moreover, to analyze further properties of the Stokes
operator such as maximal regularity, boundedness of imaginary powers is very im-
portant and useful for estimates of the nonlinear term of the Navier-Stokes equation
which causes main difficulties in the study of stationary and instationary Navier-
Stokes equations. Maximal Lp-regularity of the Stokes operator is a crucial property
for the study of the strong energy inequality and partial regularity for Navier-Stokes
equations. Boundedness of imaginary powers of sectorial operators is an impor-
tant property which enables us to apply easily techniques of interpolation spaces to
estimates for nonlinear problems and, moreover, this property yields, in a partic-
ular case, maximal regularity. We also mention that boundedness of H∞-calculus
of sectorial operators implies boundedness of imaginary powers, and moreover, the
property of admitting a bounded H∞-calculus is stable by small perturbation.
In the present contribution we consider an infinite cylindrical domain
Ω =
m⋃
i=0
Ωi (1.2)
of Rn, n ≥ 3, of C1,1-class, where Ω0 is a bounded domain and Ωi, i = 1, . . . ,m, are
disjoint semi-infinite straight cylinders, that is, in possibly different coordinates,
Ωi = {xi = (xi1, . . . , xin) ∈ Rn : xin > 0, x′i = (xi1, . . . , xin−1) ∈ Σi},
with Σi ⊂ Rn−1, i = 1, . . . ,m, a bounded domain and Ωi ∩ Ωj = ∅ for i 6= j.
The main purpose of the present thesis is to study the resolvent estimate, maxi-
mal regularity and H∞-calculus of the Stokes operator in the domain Ω. Moreover,
we apply the obtained properties of the Stokes operator in Ω to prove the exponential
stability of the stationary Navier-Stokes equations (SNS), see below.
First we study the Stokes resolvent system
λu−∆u+∇p = f in Ω
(Rλ) div u = 0 in Ω
u = 0 on ∂Ω.
We start with the consideration of the system (Rλ) with prescribed divergence
div u = g
on an infinite straight cylinder Ω =Σ × R,Σ ⊂ Rn−1. Then, by the application of
the partial Fourier transform F = ˆ along the axis of the cylinder Ω the system (Rλ)
is reduced to the parametrized Stokes system in the cross-section Σ
(λ+ ξ2 −∆′)uˆ′ +∇′pˆ = fˆ ′ in Σ
(λ+ ξ2 −∆′)uˆn + iξpˆ = fˆn in Σ
(Rλ,ξ) div
′uˆ′ + iξuˆn = gˆ in Σ
uˆ′ = 0, uˆn = 0 on ∂Σ,
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which is elliptic in the sense of Agmon, Douglis and Nirenberg [9] and involves
the Fourier phase variable ξ ∈ R as a parameter. We get parameter-independent
estimates of solutions to (Rλ,ξ), ξ ∈ R∗ := R \ {0}, in Lr-spaces with Muckenhoupt
weights. To this end, we start with the case Σ = Rn−1; using Fourier multiplier
theory, we get weighted estimates of solutions to (Rλ,ξ) in Rn−1 (Theorem 3.1).
Next, for (Rλ,ξ) on the half space Σ = Rn−1+ (Theorem 3.4), we first consider an
estimate for pˆ; for this a result on Fourier multipliers in trace spaces of Sobolev
spaces with Muckenhoupt weights is crucial, see Lemma 3.2. Then the estimate for
uˆ is obtained using the Laplace resolvent equation. The result for the case of bent
half spaces Σ = Hσ (Theorem 3.5; see (3.2) for the definition of Hσ) is obtained by
Kato’s perturbation argument. For bounded domains Σ, we start with the Hilbert
space setting of (Rλ,ξ) when ω ≡ 1 (Lemma 3.7); for general r ∈ (1,∞), cut-off
techniques are used based on results for the whole, half and bent half spaces to get a
preliminary a priori estimate in weighted spaces (Lemma 3.9). Finally we are led to
the main estimate of the solution to (Rλ,ξ) using a contradiction argument (Lemma
3.10, Theorem 3.11).
From the parameter-independent estimate for (Rλ,ξ) we get the resolvent esti-
mate and maximal regularity of the Stokes operator, in particular, in weighted spaces
on an infinite straight cylinder. Due to an extrapolation property of operators de-
fined on Lr-spaces with Muckenhoupt weights, see Theorem 2.14, it follows that the
family of solution operators a1(ξ) for (Rλ,ξ) with gˆ = 0 is R-bounded. Since the
solution u to (Rλ) in the whole cylinder Ω is represented by u = F−1(a1(ξ)fˆ(ξ)),
an operator-valued Fourier multiplier theorem (Theorem 2.12) implies the resolvent
estimate of the Stokes operator in weighted spaces on an infinite straight cylinder,
see Theorem 4.1. In order to prove maximal regularity in weighted spaces on an
infinite straight cylinder, we use that maximal regularity of an operator A in a UMD
space X is implied by the R-boundedness of the operator family
{λ(λ+ A)−1 : λ ∈ iR} (1.3)
in L(X), see Theorem 2.18. We show theR-boundedness of the family in (1.3) for the
Stokes operator A := Aq,r;ω in L
q(R : Lrω(Σ)) by virtue of Schauder decomposition
techniques; to be more precise, we use the dyadic Schauder decomposition {∆j}j∈Z
where ∆j = F−1χ[2j ,2j+1)F and again the R-boundedness of the family of solution
operators for (Rλ,ξ).
Next we consider the general unbounded cylinders Ω, see (1.2). In order to
get the Lq-resolvent estimate of the Stokes operator in Ω using the technique of
cut-off functions we need to consider the generalized Stokes resolvent system (Rλ)
with prescribed divergence div u = g 6= 0 on an infinite straight cylinder. With the
solution operator a2(ξ) for (Rλ,ξ) with fˆ = 0 the solution to (Rλ) with f = 0, div u =
g 6= 0 is represented by u = F−1(a2(ξ)gˆ(ξ)). However, in this case, the application
of Fourier multiplier theorems is not straightforward since the estimate for (Rλ,ξ)
with gˆ 6= 0 involves a complicated parameter-dependent norm. We use techniques of
unconditional Schauder decompositions of UMD spaces combined with a property
of Muckenhoupt weights (see Lemma 5.5) to get estimates for the generalized Stokes
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system in an infinite straight cylinder (Theorem 5.7). The resolvent estimate of the
Stokes operator in the general cylinder Ω is obtained by using standard techniques
of cut-off functions as in [27] based on the result for the generalized Stokes system
on infinite straight cylinders. In particular, we get that the Stokes operator in Ω
generates a bounded and exponentially decaying analytic semigroup in Lqσ(Ω) for
1 < q <∞ (Theorem 5.9).
An important application of our resolvent estimate concerns the H∞-calculus
of the Stokes operator in the general unbounded cylinder Ω in (1.2). A general
theory for unbounded domains for which the shifted Stokes operator c+Aq for some
c > 0 admits a bounded H∞-calculus was studied in [7], Theorem 1.3. We check
that the unbounded cylindrical domain Ω satisfies the assumptions on the domain
in that theory (see Assumption (A1) - (A3) in Section 5.4 for details). Then, since
our resolvent estimate includes the case λ = 0, it follows that the Stokes operator
admits a bounded H∞-calculus in Lqσ(Ω), see Theorem 5.13.
Up to now the Stokes resolvent system has been analyzed e.g. in [1] - [8], [15],
[22], [25] - [29], [31], [33], [34] and [39]. Resolvent estimates for the Stokes operator
in Lq-spaces in the case of div u = 0 or div u 6= 0 in (Rλ) were obtained for bounded
and exterior domains as well as for bent, perturbed half spaces and aperture domains
in [15], [26] - [28] and [39]; corresponding results in weighted Lq-spaces can be found
in [29], [33], [34]. In [2], [3] and [8], Lq-resolvent estimates of the Stokes operator in
an infinite layer Rn−1 × (0, 1) were considered. Recently Stokes resolvent estimates
in layer-like domains were obtained in [4] using the theory of pseudo-differential
operators. General unbounded domains are considered in [31] by replacing the space
Lq by Lq ∩ L2 or Lq + L2. For infinite cylindrical domains one can find a result in
the Bloch space of locally square integrable functions in [69].
We refer to e.g. [32], [34] for the maximal regularity of Stokes operators in bent
half spaces, bounded and aperture domains.
Concerning the H∞-calculus we mention that the Stokes operator admits a
bounded H∞-calculus for domains with compact boundaries [61], for half spaces
[21], perturbed half spaces [61], aperture domains [7] and layer-like domains [5].
The next objective of this thesis is to apply the obtained properties of the Stokes
operator in the unbounded cylindrical domain Ω to the study of stability of a strong
solution to the stationary Navier-Stokes system (SNS) (see below) with prescribed
flux Φi, i = 1, . . . ,m, in the i-th exit of Ω. Let us consider the stationary Navier-
Stokes system
−∆w + (w,∇)w +∇z = f in Ω
(SNS) divw = 0 in Ω
w = 0 on ∂Ω
w = u∞ at infinity,
where u∞ coincides with the Poiseuille solution corresponding to the given flux in
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each exit. Due to the solenoidalness of the fluid, a flux condition
m∑
i=1
Φi = 0
must necessarily be satisfied.
In order to prove existence and uniqueness to (SNS), first, a carrier a on Ω of the
Poiseuille flows vi, corresponding to the given fluxes Φi, i = 1, . . . ,m, in each exit
of the domain Ω is constructed. The original system (SNS) is reduced to a modified
stationary Navier-Stokes system with respect to the new unknown v = w − a, see
the system (SNS′) in (6.21), with zero flux. Then a standard fixed point argument
via a linearization of (SNS′) yields the existence and uniqueness of a solution to the
system (SNS′) in Lr-spaces if the external force f and the total flux Φ are sufficiently
small, see Theorem 6.4 for details.
If the stationary Navier-Stokes flow {w,∇q} subject to (SNS) is perturbed by a
velocity field u0 at time t = 0, then the corresponding perturbed instationary flow
{u(t) + w,∇(p(t) + q)} is governed by the following system;
ut −∆u+ (u · ∇)w + (w · ∇)u+ (u · ∇)u+∇p = 0 in Ω× (0,∞)
div u = 0 in Ω× (0,∞)
u = 0 on ∂Ω× (0,∞)
u(0) = u0 in Ω.
(1.4)
The study of stability for (SNS) is reduced to the investigation of the behavior of
solutions to (1.4) at infinity. We consider the abstract version of (1.4), i.e.,
ut + Sru+ Pr(u · ∇)u = 0, u(0) = u0 in Lrσ(Ω),
where Sru = Aru+Pr((u · ∇)w+(w · ∇)u) with w the solution to (SNS); here Pr is
the Helmholtz projection in Lr(Ω). We show using a perturbation technique that, if
‖f‖r and total flux Φ :=
∑m
i=1 |Φi| is small enough, then the operator −Sr generates
a bounded analytic semigroup {e−tSr}t≥0 and, moreover, admits a bounded H∞-
calculus in Lrσ(Ω) for r >
n
3
(Theorem 6.9). Then, based on Lr − Lq estimates for
{e−tSr}t≥0 and {e−tS∗r′}t≥0 where S∗r′ is the adjoint operator of Sr (Lemma 6.13), we
get by a fixed point argument the existence of a global mild solution in the sense of
Definition 6.16 to (1.4) which decays exponentially as t→∞ (Theorem 6.19).
Moreover, the Lr − Lq estimates of {e−tSr}t≥0 and {e−tS∗r′}t≥0 yield that the
global mild solution has, at least, a certain regularity depending on r ≥ n. Then,
sharp estimates for the nonlinear term (u · ∇)u (Lemma 6.1 (3)) combined with the
theory of abstract parabolic equations yield that this global mild solution is actually
a strong solution to (1.4) in the sense of Definition 6.14 (Theorem 6.21). Finally, we
consider the uniqueness of strong solutions to (1.4) (Theorem 6.22). Summarizing
these results we proved exponential stability of the stationary solution w. We note
that, when w = 0, we get a result about existence and uniqueness of a global in time
strong solution with zero flux to the instationary Navier-Stokes system in Lr(Ω) for
r ≥ n.
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The existence of solutions to stationary Navier-Stokes systems in infinite cylin-
drical domains of Rn, n = 2, 3, with ball cross-sections was considered in [52] for
weak solution with arbitrary flux. It should be noted that the existence for large
data were obtained without imposing a priori that the flow at infinity behaves like
a Poiseuille flow and that it is not known whether the solutions obtained will tend
to a Poiseuille flow as |x| → ∞, see [65], §2.6 or [37], Ch. XI, Remark 3.1. In [64]
the existence of a strong solution to the system (SNS) in cylindrical domains with
ball cross-sections was obtained under a smallness condition on the flux; it is not
clear if the technique in [64] is applicable to our domain with arbitrary cross-section.
In the case of our domain, the existence of weak solutions was shown in [12] under
the smallness condition for the flux, and the existence of so-called quiet flows to
the stationary Navier-Stokes system was obtained in [60]. We refer to Introduction
in [64] and [36], Ch. VI for more details of solvability of stationary Navier-Stokes
systems in domains with noncompact boundaries.
There is a number of papers dealing with stability of stationary Navier-Stokes
flows on various domains; we refer to [48], [57] for the whole space, [55] for half
space, [50] for bounded domain and [47], [49], [70] for exterior domains and the
references therein. In the case of our domain Ω the instationary Navier-Stokes
system with time-dependent prescribed flux has been considered in Hilbert spaces
using the Galerkin approximation method in [66].
The thesis is organized as follows:
In Chapter 2 we introduce preliminaries concerning notations, function spaces,
definitions and theorems required for the forthcoming chapters.
Chapter 3 is devoted to the parametrized Stokes system on the cross-section of
an infinite cylinder.
Chapter 4 concerns the resolvent estimate and maximal Lp-regularity of the
Stokes operator in weighted spaces on an infinite straight cylinder.
In Chapter 5 we consider the resolvent problem and H∞-calculus of the Stokes
operator in general unbounded cylinders with several exits to infinity.
Finally, in Chapter 6 we study stability of solutions to a stationary Stokes system
in a general unbounded cylinder Ω.
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2 Preliminary
2.1 Notation, function spaces
In the following N denotes the set of all natural numbers, N0 = N ∪ {0}, Z the set
of all integers, R the set of real numbers and R∗ = R \ {0}, and C denotes the set
of all complex numbers.
If α = (α1, . . . , αk) ∈ Nk0, is a multi-index, |α| = α1 + . . . + αk and ∇α =
Dαkx1 . . . D
αk
xk
, where ∇ = (Dx1 , . . . , Dxk) and Dxj = ∂∂xj , j = 1, . . . , k.
For ε ∈ (0, pi] the sector of the complex plane with angle 2ε around the positive
real axis is denoted by
Σε = {λ ∈ C : λ 6= 0, |argλ| < ε}.
For a locally convex space X we denote usually by X∗ the dual space of X and
by 〈·, ·〉X∗,X or 〈·, ·〉X,X∗ the duality pairing between X and X∗. The closure of a
subset M of X is denoted by M .
Let X, Y be linear normed spaces. For a linear operator A from X to Y its
domain, range and kernel are denoted by D(A), R(A) and KerA, respectively.
Let A be a linear operator whose domain and range both lie in the same complex
linear normed space. Then ρ(A), σ(A) denote the resolvent set and the spectrum of
A, respectively.
Let X,Y be Banach spaces. Then X ↪→ Y means that X is continuously
embedded into Y . The Banach space of all linear bounded operators from X to
Y endowed with the uniform convergence topology is denoted by L(X, Y ), and
L(X) := L(X,X).
Let G be a domain of Rk, k ∈ N. Then, C∞0 (G) is the set of all functions
f ∈ C∞(Rk) such that supp f ⊂ G is compact, and
C∞0 (G) = {f
∣∣
G
: f ∈ C∞0 (Rk)},
where f
∣∣
G
is the restriction of f onto G. The space C∞0 (G) topologized via an induc-
tive limit argument ([77]) is denoted by D(G) and its dual, the space of distributions
on G, by D′(G). The space Lr(G;X) for 1 < r ≤ ∞ and a Banach space X denotes
the vector space of all X-valued strongly measurable functions such that
‖u‖Lr(G;X) :=
(∫
G
‖u(x)‖rX dx
)1/r
<∞ for 1 < r <∞
‖u‖L∞(G;X) := ess supx∈G ‖u(x)‖X <∞ for r =∞,
and Lr(G) := Lr(G;K) with K = R or C, ‖ · ‖r := ‖ · ‖Lr(G;K). Moreover, W l,r(G;X)
for 1 < r < ∞, l ∈ N, denotes the vector-valued Sobolev space of all strongly
measurable X-valued functions on G whose derivatives of order up to l exist in X
and whose norm
‖u‖W l,r(G;X) :=
∫
G
∑
α∈Nm0 ,|α|≤l
‖∇αu(x)‖rX dx
1/r
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is finite. As usual, W l,r(G) := W l,r(G;K) with K = R or C, W l,r0 (G) is the closure
of the set C∞0 (G) in W
l,r(G) and W−l,r
′
(G) := (W l,r0 (G))
∗, r′ = r/(r − 1).
We define the vector-valued homogeneous Sobolev space Ŵ 1,q(G;X) by
Ŵ 1,q(G;X) := {u ∈ L1loc(G;X);∇u ∈ Lq(G;X)}
endowed with the (semi–)norm
‖u‖Ŵ 1,q(G;X) = ‖∇u‖Lq(G;X),
here we neglect the technicality that Ŵ 1,q(G;X) should be defined as a quotient
space (of functions modulo constants). Let Ŵ 1,r(G) := Ŵ 1,q(G;K) with K = R or
C and Ŵ−1,r(G) := (Ŵ 1,r′(G))∗.
Moreover, S(Rk;X) is the Schwartz space of all rapidly decreasing X-valued
functions, that is,
S(Rk;X) = {f ∈ C∞(Rk;X) : sup
x∈Rk
|x|α|∇βf(x)| <∞ for all α, β ∈ Nk0},
and S ′(Rk;X) is the space of tempered distributions with values in X. In particular,
S(Rk) := S(Rk;C) and S ′(Rk) := S ′(Rk;C).
The k-dimensional Fourier transform Ff of f ∈ S(Rk;X) is defined by
(Ff)(ξ) = 1
(2pi)k/2
∫
Rk
f(x)e−ixξ dx,
and the inverse Fourier transform F−1g of g ∈ S(Rk;X) by
(F−1g)(x) = 1
(2pi)k/2
∫
Rk
g(ξ)eixξ dx.
For f ∈ S ′(Rk) the Fourier transform F : S ′(Rk)→ S ′(Rk) is defined by
〈Ff, ϕ〉S′,S = 〈f,Fϕ〉S′,S , ϕ ∈ S(Rk).
For s ≥ 0 and 1 < r <∞ we denote by Hs,r(Rk) the Bessel potential space
Hs,r(Rk) := {f ∈ S ′(Rk) : F−1(1 + |ξ|2) s2Ff ∈ Lr(Rk)},
‖f‖Hs,r(Rk) = ‖F−1(1 + |ξ|2) s2Ff‖r;Rk ,
where F is the k-dimensional Fourier transform, and for a domain G ⊂ Rk
Hs,r(G) := {f = f˜ ∣∣
G
: f˜ ∈ Hs,r(Rk)}, ‖f‖Hs,r(G) = inf
f˜∈Hs,r(Rk),f˜ |G=f
‖f˜‖Hs,r(Rk).
For an interval J ⊂ R let BC(J,X) denote the space of all bounded and contin-
uous X-valued functions defined on J with norm
‖u‖BC(J,X) = sup
s∈J
‖u(s)‖X .
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Throughout the thesis Ω ⊂ Rn, n ≥ 3, is an infinite straight cylinder Σ×R with
Σ ⊂ Rn−1 a bounded domain of C1,1-class or a general unbounded cylinder given
by (1.2). Let a generic point x ∈ Ω be written in the form x = (x′, xn) ∈ Ω, where
x′ ∈ Rn−1 and xn ∈ R. Similarly, differential operators in Rn are split, in particular,
∇ = (∇′, ∂n), ∆ = ∆′ + ∂2n. Let
C∞0,σ(Ω) := {u ∈ C∞0 (Ω)n : div u = 0}.
Then Lrσ(Ω) denotes the closure of the set C
∞
0,σ(Ω) in L
r(Ω).
Let Σ be a domain of Rn−1. Given a Muckenhoupt weight ω ∈ L1loc(Rn−1) (see
Definition 2.1), the space Lrω(Σ), 1 < r <∞, denotes the Lebesgue space with weight
ω endowed with norm
‖u‖r,ω;Σ :=
(∫
Σ
|u(x′)|rω(x′) dx′
)1/r
<∞;
we write shortly ‖u‖r,ω for ‖u‖r,ω;Σ as long as no confusion arises. We introduce, if
Σ is bounded, the subspace of functions of mean value 0 on Σ, namely
Lr(m),ω(Σ) :=
{
u ∈ Lrω(Σ) :
∫
Σ
u(x′) dx′ = 0
}
,
and Lr(m)(Σ) := L
r
(m),ω(Σ) for ω ≡ 1 on Σ. Moreover, W k,rω (Σ) for k ∈ N denotes the
Sobolev space with Muckenhoupt weight ω endowed with norm
‖u‖k,r,ω =
( ∑
|α|≤k
‖∇′αu‖rr,ω
)1/r
;
moreover, W k,r0,ω(Σ) := C
∞
0 (Σ)
‖·‖k,r,ω
and W−k,r0,ω (Σ) := (W
k,r′
0,ω′ (Σ))
∗, where ω′ =
ω−1/(r−1). We introduce the homogeneous Sobolev space with Muckenhoupt weight
Ŵ 1,rω (Σ) =
{
u ∈ L1loc(Σ¯)/R;∇′u ∈ Lrω(Σ)
}
with norm ‖∇′u‖r,ω and its dual space Ŵ−1,r′ω′ := (Ŵ 1,rω )∗ with norm ‖ · ‖−1,r′,ω′ =
‖ · ‖−1,r′,ω′;Σ.
Let q, r ∈ (1,∞), and let Ω be an infinite cylinder Σ×R, where Σ is a bounded
C1,1-domain of Rn−1. We introduce the function space Lq(Lrω) := Lq(R;Lrω(Σ)) with
norm
‖u‖Lq(Lrω) =
(∫
R
(∫
Σ
|u(x′, xn)|rω(x′) dx′
)q/r
dxn
)1/q
.
Furthermore, W k;q,rω (Ω), k ∈ N, denotes the Banach space of all functions in Ω
whose derivatives of order up to k belong to Lq(Lrω) with norm ‖u‖Wk;q,rω =
(
∑
|α|≤k ‖Dαu‖2Lq(Lrω))1/2, where α ∈ Nn0 , and let W
1;q,r
0,ω (Ω) be the completion of
the set C∞0 (Ω) in W
1;q,r
ω (Ω). The weighted homogeneous Sobolev space Ŵ
1;q,r
ω (Ω) is
defined by
Ŵ 1;q,rω (Ω) = {u ∈ L1loc(Ω)/R : ∇u ∈ Lq(Lrω)}
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with norm ‖∇u‖Lq(Lrω). Finally, Lq(Lrω)σ is the completion in the space Lq(Lrω) of
the set C∞0,σ(Ω).
The duality pairing between Lr(G) and Lr
′
(G) is denoted by 〈·, ·〉 or (·, ·). For
θ ∈ (0, 1), p ∈ [1,∞] we denote by [·, ·]θ the complex interpolation functor and (·, ·)θ,p
the real interpolation functor.
For notational convenience we do not distinguish spaces of vector functions from
ones of scalar functions, for example, Lr(Ω) may mean a Lebesgue space of scalar
functions or the one of vector functions, which will depend on the context. We
use the short notation ‖u, v‖X for ‖u‖X + ‖v‖X , even if u and v are tensors of
different order. For notational convenience, as long as no confusion arises, we denote
constants appearing in the proofs by the same symbol, say c or C, even though they
may be different from line to line.
2.2 Muckenhoupt weights
Definition 2.1 (Muckenhoupt Weight) Let 1 < r < ∞. A function 0 ≤ ω ∈
L1loc(Rn−1) is called Ar-weight (Muckenhoupt weight) on Rn−1 iff
Ar(ω) := sup
Q
(
1
|Q|
∫
Q
ω dx′
)
·
(
1
|Q|
∫
Q
ω−1/(r−1) dx′
)r−1
<∞, (2.1)
where the supremum is taken over all cubes of Rn−1 and |Q| denotes the (n − 1)-
dimensional Lebesgue measure of Q. We call Ar(ω) the Ar-constant of ω and denote
the set of all Ar-weights on Rn−1 by Ar = Ar(Rn−1).
Note that
ω ∈ Ar iff ω′ := ω−1/(r−1) ∈ Ar′ , r′ = r/(r − 1) (2.2)
and Ar′(ω
′) = Ar(ω)r
′/r. A constant C = C(ω) is called Ar-consistent if for every
d > 0
sup {C(ω) : ω ∈ Ar,Ar(ω) < d} <∞. (2.3)
We write ω(Q) for
∫
Q
ω dx′.
It is well-known that Lrω(Σ) for any domain Σ ⊂ Rn−1 is a separable reflexive
Banach space with dense subspace C∞0 (Σ). In particular (L
r
ω(Σ))
∗ = Lr
′
ω′(Σ).
Proposition 2.2 ([30], Lemma 2.4) Let 1 < r <∞ and ω ∈ Ar(Rn−1).
(1) Let T : Rn−1 → Rn−1 be a bijective, bi-Lipschitz vector field. Then also
ω ◦ T ∈ Ar(Rn−1) and Ar(ω ◦ T ) ≤ cAr(ω) with a constant c = c(T, r) > 0
independent of ω.
(2) Define the weight ω˜(x′) = ω(|x1|, x′′) for x′ = (x1, x′′) ∈ Rn−1. Then ω˜ ∈ Ar
and Ar(ω˜) ≤ 2rAr(ω).
(3) Let Σ ⊂ Rn−1 be a bounded domain. Then there exist s˜, s ∈ (1,∞) satisfying
Ls˜(Σ) ↪→ Lrω(Σ) ↪→ Ls(Σ).
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Here s˜ and 1
s
are Ar-consistent. Moreover, the embedding constants can be chosen
uniformly on a set W ⊂ Ar provided that
sup
ω∈W
Ar(ω) <∞,
∫
Q
ω dx′ = 1 for all ω ∈ W, (2.4)
for a cube Q ⊂ Rn−1 with Σ¯ ⊂ Q.
Proposition 2.3 ([30], Proposition 2.5) Let Σ ⊂ Rn−1 be a bounded Lipschitz do-
main and let 1 < r <∞.
(1) For every ω ∈ Ar the continuous embedding W 1,rω (Σ) ↪→ Lrω(Σ) is compact.
(2) Consider a sequence of weights (ωj) ⊂ Ar satisfying (2.4) for W = {ωj :
j ∈ N} and a fixed cube Q ⊂ Rn−1 with Σ¯ ⊂ Q. Further let (uj) be a sequence of
functions on Σ satisfying
sup
j
‖uj‖1,r,ωj <∞ and uj ⇀ 0 in W 1,s(Σ)
for j →∞ where s is given by Proposition 2.2 (3). Then
‖uj‖r,ωj → 0 as j →∞.
(3) Under the same assumptions on (ωj) ⊂ Ar as in (2) consider a sequence of
functions (vj) on Σ satisfying
sup
j
‖vj‖r,ωj <∞ and vj ⇀ 0 in Ls(Σ)
for j →∞. Then considering vj as functionals on W 1,r′ω′j (Σ)
‖vj‖(W 1,r′
ω′
j
(Σ))∗ → 0 as j →∞.
Proposition 2.4 (Poincare´’s inequality) Let r ∈ (1,∞), ω ∈ Ar and Σ be
a bounded Lipschitz domain. Then there exists an Ar-consistent constant c =
c(r,Σ,Ar(ω)) > 0 such that
‖u‖r,ω ≤ c‖∇′u‖r,ω
for all u ∈ W 1,rω (Σ) with vanishing integral mean
∫
Σ
u dx′ = 0.
Proof: See the proof of [34], Corollary 2.1 and its conclusions; checking the proof,
one can claim that the constant c = c(r,Σ,Ar(ω)) is Ar-consistent.
Finally we recall the Fourier multiplier theorem in weighted spaces, cf. [38], Ch.
IV, Theorem 3.9.
Theorem 2.5 (Fourier multiplier theorem) Let m ∈ Ck(Rk\{0}), k ∈ N, admit
a constant M ∈ R such that the Ho¨rmander-Michlin condition
|η|γ|Dγm(η)| ≤ K ∀η ∈ Rk \ {0} ∀γ ∈ Nk0 with |γ| ≤ k.
Then for all 1 < r < ∞ and ω ∈ Ar(Rk) the multiplier operator Tf = F−1m(·)F
defined for all rapidly decreasing functions f ∈ S(Rk) can uniquely be extended to
a bounded linear operator from Lrω(Rk) to Lrω(Rk). Moreover, there exists an Ar-
consistent constant C = C(r,Ar(ω)) such that
‖Tf‖r,ω ≤ CK‖f‖r,ω , f ∈ Lrω(Rk) .
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2.3 R-boundedness, Schauder decomposition
Definition 2.6 (UMD space) A Banach space X is called a UMD space if the
Hilbert transform
Hf(t) = − 1
pi
PV
∫
f(s)
t− s ds for f ∈ S(R;X)
extends to a bounded linear operator in Lq(R;X) for some q ∈ (1,∞).
Thus UMD spaces are those spaces such that the function m(t) = sign (t)IX is a
Fourier multiplier in L(X), in particular, the Riesz projection R0 := F−1χ[0,∞)F ,
where F is the one-dimensional Fourier transform, is bounded in L(X). It is well
known that, if X is a UMD space, the Hilbert transform is bounded in Lq(R;X) for
all q ∈ (1,∞) (see e.g. [68], Theorem 1.3). The dual space and closed subspaces of
a UMD space are UMD spaces as well and for any open set Σ of Rn−1, 1 < r <∞,
the weighted spaces Lrω(Σ),W
1,r
ω (Σ) and Ŵ
1,r
ω (Σ) are UMD spaces.
Definition 2.7 (R-boundedness of operator families) Let X,Y be Banach
spaces. An operator family T ⊂ L(X;Y ) is called R-bounded if there is a constant
c > 0 such that for all T1, · · · , TN ∈ T , x1, · · · , xN ∈ X and N ∈ N∥∥∥ N∑
j=1
εj(·)Tjuj
∥∥∥
Lq(0,1;Y )
≤ c
∥∥∥ N∑
j=1
εj(·)uj
∥∥∥
Lq(0,1;X)
(2.5)
for some q ∈ [1,∞), where (εj(·)) is any sequence of independent, symmetric
{−1, 1}-valued random variables on [0, 1]. The smallest constant c for which (2.5)
holds is called R-bound of T and denoted by Rq(T ).
Remark 2.8 (1) Due to Kahane’s inequality ([23])
∥∥ N∑
j=1
εj(s)xj
∥∥
Lq1 (0,1;X)
≤ c(q1, q2, X)
∥∥ N∑
j=1
εj(s)xj
∥∥
Lq2 (0,1;X)
, 1 ≤ q1, q2 <∞, (2.6)
the inequality (2.5) holds for all q ∈ [1,∞) if it holds for some q ∈ [1,∞).
(2) If an operator family T ⊂ L(Lrω(Σ)), 1 < r < ∞, ω ∈ Ar(Rn−1), is R-
bounded, then Rq1(T ) ≤ CRq2(T ) for all q1, q2 ∈ [1,∞) with a constant C =
C(q1, q2,Σ) > 0 independent of ω. In fact, introducing the isometric isomorphism
Iω : L
r
ω(Σ)→ Lr(Σ), Iωf = fω1/r,
for all T ∈ L(Lrω(Σ)) we have T˜ω = IωTI−1ω ∈ L(Lr(Σ)) and ‖T‖L(Lrω(Σ)) =
‖T˜ω‖L(Lr(Σ)). Then it is easily seen that T˜ω := {IωTI−1ω : T ∈ T } ⊂ L(Lr(Σ))
is R-bounded and Rq(T˜ω) = Rq(T ) for all q ∈ (1,∞). Thus the assertion follows.
Definition 2.9 Let X be a Banach space and (xn)
∞
n=1 ⊂ X. The series
∑∞
n=1 xn
is called unconditionally convergent if
∑∞
n=1 xσ(n) is convergent in norm for every
permutation σ : N→ N.
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Definition 2.10 (Schauder decomposition) Let X be a Banach space. A se-
quence of projections (∆j)j∈N ⊂ L(X) is called a Schauder decomposition of X if
∆i∆j = 0 for all i 6= j
and ∞∑
j=1
∆jx = x for each x ∈ X.
A Schauder decomposition (∆j)j∈N of X is called unconditional if the series∑∞
j=1∆jx converges unconditionally for each x ∈ X.
Note that if
∑∞
n=1 xn is unconditionally convergent, then the sum
∑∞
n=1 xσ(n) is
independent of the permutation σ, see e.g. [19], §3.2.
Remark 2.11 (1) If (∆j)j∈N is an unconditional Schauder decomposition of a Ba-
nach space X, then for each p ∈ [1,∞) there is a constant c∆ = c∆(p,X) > 0 such
that for all xj in the range R(∆j) of ∆j the inequalities
c−1∆
∥∥∥ k∑
j=l
xj
∥∥∥
X
≤
∥∥∥ k∑
j=l
εj(s)xj
∥∥∥
Lp(0,1;X)
≤ c∆
∥∥∥ k∑
j=l
xj
∥∥∥
X
(2.7)
are valid for any sequence (εj(s)) of independent, symmetric {−1, 1}-valued random
variables defined on (0, 1) and for all l ≤ k ∈ Z, see e.g. [19], (3.8).
(2) If (∆j)j∈N is a Schauder decomposition of a Banach space X, then the family
{∑kj=l∆j}l,k∈Z is uniform bounded in X due to the Banach-Steinhaus theorem.
Moreover, if (∆j)j∈N is unconditional, then there is a constant c > 0 such that∥∥∥ N∑
j=1
εj∆jx
∥∥∥
X
≤ c
∥∥∥ N∑
j=1
∆jx
∥∥∥
X
for all N ∈ N, x ∈ X, εj ∈ {−1, 1},
see e.g. [19], Proposition 3.14.
(3) Let X = Lq(R;Lrω(Σ)) and let (∆j)j∈N be an unconditional Schauder de-
composition of X such that each ∆j commutes with the isomorphism introduced in
Remark 2.8 (2). Then the constant c∆ in (2.7) depends only on q, r and is indepen-
dent of ω,Σ. In fact the constant c∆ is easily seen to be independent of the weight
ω. Moreover we can show that this constant is independent of Σ, by extending
functions on Σ by 0 onto Rn−1.
(4) In the previous definitions and results the set of indices N may be replaced
by Z without any further changes.
(5) Given an interpolation couple X1, X2 of Banach spaces, it is easily seen that
a Schauder decomposition of both X1 and X2 is a Schauder decomposition of X1∩X2
and X1 + X2 as well.
(6) Let X be a UMD space, and let χ[a,b) denote the characteristic function for
the interval [a, b). Let
Ra := F−1χ[a,∞)F for a ∈ R, and Ra,b := Ra −Rb for a, b ∈ R. (2.8)
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It is well known that the Riesz projection R0 is bounded in L
q(R;X), and moreover,
{Ra,b : a, b ∈ R} is R-bounded in L(Lq(R;X)) for each q ∈ (1,∞). In particular,
defining
∆j = R2j ,2j+1 , j ∈ Z, (2.9)
the family {∆j : j ∈ Z} is R-bounded in L(Lq(R;X)) and defines an unconditional
Schauder decomposition of R0L
q(R;X), the image of Lq(R;X) by R0, see [19], proof
of Theorem 3.19.
Now we recall an operator-valued Fourier multiplier theorem in Banach spaces,
cf. [19], Theorem 3.19, [76], Theorem 3.4. Let D0(R;X) denote the set of all C∞-
functions f : R→ X with compact support in R∗.
Theorem 2.12 (Operator-valued Fourier multiplier theorem) Let X and Y
be UMD spaces and 1 < q <∞. Let M : R∗ → L(X, Y ) be a differentiable function
such that
Rq
({M(t), tM ′(t) : t ∈ R∗}) ≤ A.
Then the operator
Tf =
(
M(·)fˆ(·))∨, f ∈ D0(R;X),
extends to a bounded operator T : Lq(R;X) → Lq(R;Y ) with operator norm
‖T‖L(Lq(R;X);Lq(R;Y )) ≤ CA where C > 0 depends only on q,X and Y .
Remark 2.13 Checking the proof of [19], Theorem 3.19, one can see that the con-
stant C in Theorem 2.12 satisfies
C ≤ R(P) · (c∆)2
where R(P) is the R-bound of the operator family P = {Ra,b : a, b ∈ R} in
L(Lq(R;X)) and c∆ is the unconditional constant in (2.7) corresponding to the
family {∆j}j∈Z in (2.9). In particular, for X = Lrω(Σ), 1 < r < ∞, ω ∈ Ar, using
the isometry Iω of Remark 2.8 (2), we get that the constants R(P), see Remark 2.8
(2), and c∆ do not depend on the weight ω; note that each ∆j, j ∈ Z, commutes
with the isometry Iω.
Theorem 2.14 (Extrapolation Theorem) Let 1 < r, s <∞, ω ∈ Ar(Rn−1) and
Σ ⊂ Rn−1 be an open set. Moreover let T ⊂ L(Lrω(Σ)) be a family of linear operators
with the property that there exists an As-consistent constant CT = CT (As(ν)) > 0
such that for all ν ∈ As
‖Tf‖s,ν ≤ CT ‖f‖s,ν
for all T ∈ T and all f ∈ Lrω(Σ) ∩ Lsν(Σ). Then T is R-bounded in L(Lrω(Σ)) with
an Ar-consistent R-bound cT (q, r,Ar(ω)), i.e.,
Rq(T ) ≤ cT (q, r,Ar(ω)) for all q ∈ (1,∞). (2.10)
Proof: From the proof of [34], Theorem 4.3, it can be deduced that T is R-bounded
in L(Lrω(Σ)) and that (2.10) is satisfied for q = r. Then Remark 2.8 yields (2.10)
for every 1 < q <∞.
22
2.4 H∞-calculus, maximal regularity
In this section we introduce the H∞-calculus and maximal regularity for sectorial
operators in a Banach space X.
Definition 2.15 Let an operator A be closed, injective and densely defined in a
Banach space X. The operator A is called sectorial if there is some ω ∈ (0, pi) such
that
(1) σ(A) ⊂ Σω
(2) For all ω′ ∈ (ω, pi) there exists Mω′ > 0 satisfying
‖λ(λ− A)−1‖L(X) ≤Mω′ ∀λ ∈ C \ Σω′ . (2.11)
The spectral angle ωA of A is defined by the infimum of the angles ω
′ for which the
assertions (1), (2) hold.
Obviously ωA ∈ [0, pi). As is well known, if ωA < pi/2, then −A generates a bounded
analytic semigroup e−tA in X, see e.g. [63].
For a sectorial operator A in a Banach space X it is known that the set D(Ak)∩
R(Ak), k ∈ N, is dense in X, see e.g. [19].
For θ ∈ (0, pi) let H∞(Σθ) be the algebra of all holomorphic and bounded func-
tions on the sector Σθ and let
H∞0 (Σθ) :=
{
h ∈ H∞(Σθ) : ∃ k, s > 0 : |h(z)| < k |z|
s
1 + |z|2s ∀z ∈ Σθ
}
.
For a sectorial operator A and h ∈ H∞0 (Σθ) with θ ∈ (ωA, pi) we define the functional
calculus h(A) via the Dunford integral
h(A) =
1
2pii
∫
Γ
h(λ)(λ− A)−1 dλ ∈ L(X), (2.12)
where the integral curve Γ is the oriented boundary of Σθ′ for any θ
′ ∈ (ωA, θ), i.e.
Γ = (∞, 0)eiθ′∪{0}∪(0,∞)e−iθ′ ; note here that the integral in (2.12) is independent
of the choice of θ′. Moreover, it is shown that h(A) ∈ L(X), cf. [19], Theorem 1.7.
Definition 2.16 (Boundedness of H∞-calculus) Let A be a sectorial operator
on a Banach space X and let θ ∈ (ωA, pi). The operator A is said to admit a bounded
H∞-calculus (or H∞(Σθ)-calculus in X) if there is a constant Cθ > 0 such that for
all h ∈ H∞0 (Σθ) the operator h(A) satisfies the estimate
‖h(A)‖L(X) ≤ Cθ‖h‖∞. (2.13)
The H∞-angle φ∞A ∈ [ωA, pi) of A is defined by
φ∞A := inf{θ ∈ (ωA, pi) : (2.13) holds for all h ∈ H∞0 (Σθ)}.
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Remark 2.17 We may define even for h ∈ H∞(Σθ) the operator h(A) with domain
D(A) ∩R(A) in X by
h(A) =
1
2pii
∫
Γ
h(λ)λ(1 + λ)−2(λ− A)−1 dλ (1 + A)2A−1. (2.14)
Note that h ∈ H∞(Σθ) implies h(λ)λ(1 + λ)−2 ∈ H∞0 (Σθ). Then the definition
of h(A) by (2.14) is consistent with the definition by (2.12) in the sense that, if
h ∈ H∞0 (Σθ), then∫
Γ
h(λ)λ(1 + λ)−2(λ− A)−1 dλ =
∫
Γ
h(λ)(λ− A)−1 dλA(I + A)−2,
and hence, h(A) defined by (2.14) can be extended uniquely to the bounded operator
h(A) defined by (2.12), cf. [19], Theorem 2.1.
Moreover, if the operator A admits a bounded H∞-calculus in X, then for h ∈
H∞(Σθ) the operator h(A) in (2.14) is bounded in X and (2.13) holds as well, cf.
[19], p. 23.
We denote by H∞(X) the set of all sectorial operators admitting a bounded
H∞-calculus in Banach space X.
One of the most important properties of A ∈ H∞(X) is the boundedness of its
imaginary powers. More precisely, if A ∈ H∞(X), then it has bounded imaginary
powers, that is, Ait ∈ L(X) and
‖Ait‖L(X) ≤ Ceµ|t| (2.15)
with some C > 0, µ > 0 for all t ∈ R; one can check (2.15) by putting h(λ) = λit in
(2.13) since |h(λ)| ≤ e−t argλ. The infimum of the numbers µ for which (2.15) holds
is called power angle of A and will be denoted by θA. Obviously,
ωA ≤ θA ≤ φ∞A .
It is well known that if a sectorial operatorA has bounded imaginary powers inX,
then the domains of its fractional powers are represented by complex interpolation
of the spaces D(A) and X, i.e.,
D(Aθ) = [X,D(A)]θ ∀θ ∈ (0, 1), (2.16)
([19] or [75], Theorem 1.15.3).
An important result for operators having bounded imaginary powers is maximal
Lp-regularity. We say that the operator A has maximal Lp-regularity in X if the
linear instationary problem
ut + Au = f, t ≥ 0, u(0) = 0 (2.17)
for a given f ∈ Lp(R+;X) has a unique solution u such that
‖ut‖Lp(R+;X) + ‖Au‖Lp(R+;X) ≤ C‖f‖Lp(R+;X). (2.18)
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It is known that if the power angle θA < pi/2 and X has the UMD property (see
Definition 2.6), then A has maximal Lp-regularity for 1 < p < ∞, ([19], Theorem
4.4, Theorem 4.5; see also [18] and [24], Theorem 3.2). Evidently, if 0 ∈ ρ(−A), then
(2.18) is equivalent to the inequality obtained by replacing ‖ut‖Lp(R+;X) in (2.18) by
‖u‖W 1,p(R+;X).
Theorem 2.18 ([76], [19]) Let X be a UMD space, 1 < p < ∞, and let A be a
sectorial operator with spectral angle ωA < pi/2 in X. Then the following statements
(1) - (3) are equivalent.
(1) A has maximal Lp-regularity.
(2) The operator family
{λ(λ+ A)−1; λ ∈ Σθ}
for some θ ∈ (pi/2, pi) is R-bounded in L(X).
(3) The operator family
{λ(λ+ A)−1; λ ∈ iR}
is R-bounded in L(X).
Finally, we recall a perturbation result for operators in H∞(X).
Theorem 2.19 ([20], Theorem 3.2) Let X be a UMD space and let A admit a
bounded H∞-calculus in X. Let B be a linear operator such that D(B) ⊃ D(A).
(1) Assume that there exists κ > 0 such that
‖Bu‖X ≤ κ‖Au‖X , u ∈ D(A).
(2) Suppose that there exist γ ∈ (0, 1) and C > 0 such that
B(D(A1+γ) ⊂ D(Aγ) and ‖AγBu‖X ≤ C‖A1+γu‖X ∀u ∈ D(A1+γ).
Then A+B admits a bounded H∞-calculus provided κ is sufficiently small. More-
over, for each φ > φ∞A there is κ0(φ) > 0 such that φ
∞
A+B ≤ φ if κ < κ0(φ).
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3 Parametrized Stokes System in Cross-sections
In this chapter we study the parametrized Stokes system
(λ+ ξ2 −∆′)u′ +∇′p = f ′ in Σ
(λ+ ξ2 −∆′)un + iξp = fn in Σ
(Rλ,ξ) div
′u′ + iξun = g in Σ
u′ = 0, un = 0 on ∂Σ,
where Σ is a C1,1-domain of Rn−1, n ≥ 3. We obtain parameter-independent es-
timates of solutions to (Rλ,ξ) for all ξ ∈ R∗ = R \ {0} and λ ∈ Σε, pi2 < ε < pi
in Lr-spaces with Muckenhoupt weights. For notational convenience we omit the
symbol ˆ for the one-dimensional Fourier transform; thus
u = (u′, un), p, f, g stand for uˆ = (uˆ′, uˆn), pˆ, fˆ , gˆ.
3.1 Whole and half Spaces
In this section Σ denotes either Rn−1 or the half space
Σ = Rn−1+ = {x′ = (x1, x′′);x′′ ∈ Rn−2, x1 > 0}, (3.1)
or a bent half space
Hσ = {x′ = (x1, x′′);x1 > σ(x′′), x′′ ∈ Rn−2}, (3.2)
where σ is a C1,1-function.
Let ω ∈ Ar(Rn−1) be an arbitrary Muckenhoupt weight. For the divergence g
(=ˆgˆ) we need for r ∈ (1,∞), ω ∈ Ar(Rn−1) the definition of Ŵ−1,rω (Σ) + Lrω,1/ξ(Σ)
parametrized by ξ ∈ R∗. Consider the direct sum Lrω(Σ)⊕R and its quotient space
Lˆrω := L
r
ω(Σ)⊕ R/R.
Since Σ has unbounded measure, the space Lˆrω equipped with ‖ · ‖r,ω is isometric
to Lrω(Σ). This isomorphism allows to define the intersection of the Banach spaces
Ŵ 1,rω (Σ) and L
r
ω(Σ), namely,
Ŵ 1,rω (Σ) ∩ Lrω,ξ(Σ) ∼= W 1,rω (Σ) with norm max{‖∇′u, ξu‖r,ω}.
Moreover, since C∞0 (Σ) is dense in Ŵ
1,r
ω (Σ) and in L
r
ω,ξ(Σ) ([33], Corollary 4.1), we
may define the sum
Ŵ−1,rω + L
r
ω,1/ξ := (Ŵ
1,r′
ω′ ∩ Lr
′
ω′,ξ)
∗ ∼= (W 1,r′ω′ )∗, r′ = r/(r − 1), ω′ = ω−1/(r−1)
with ξ−dependent norm
‖h; Ŵ−1,rω + Lrω,1/ξ‖ = inf{‖h0‖−1,r,ω + ‖h1/ξ‖r,ω;h = h0 + h1, h0 ∈ Ŵ−1,rω , h1 ∈ Lrω}.
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Assume that
f ∈ Lrω(Σ), g ∈ W 1,rω (Σ).
Note that W 1,rω (Σ) is obviously contained in the sum Ŵ
−1,r
ω (Σ) + L
r
ω,1/ξ(Σ).
Now we start with the case Σ = Rn−1. Since C∞0 (Rn−1) is dense in Ŵ
1,r′
ω′ (Rn−1),
if g = g0 + g1, g0 ∈ Ŵ−1,rω and g1 ∈ Lrω,1/ξ, is any splitting of g, Hahn-Banach’s
theorem implies the existence of a vector field h ∈ Lrω such that
g0 = div
′h, ‖g0‖−1,r,ω = ‖h‖r,ω.
An elementary calculation shows that p in (Rλ,ξ) satisfies the equation
(ξ2 −∆′)p = (λ+ ξ2 −∆′)g − (div ′f ′ + iξfn). (3.3)
Introducing the (n−1)-dimensional Fourier transform ˜ with respect to x′ and with
phase variable s ∈ Rn−1 we get
p˜ = g˜ +
λ
ξ2 + |s|2 g˜ −
is
ξ2 + |s|2 · f˜
′ − iξ
ξ2 + |s|2 f˜n
= g˜ +
λis
ξ2 + |s|2 · h˜+
λξ
ξ2 + |s|2 (g˜1/ξ)−
is
ξ2 + |s|2 · f˜
′ − iξ
ξ2 + |s|2 f˜n.
Obviously the functions
mξ(s) =
sjsk
ξ2 + |s|2 ,
sjξ
ξ2 + |s|2 ,
ξ2
ξ2 + |s|2 , 1 ≤ j, k ≤ n− 1,
are classical multiplier functions satisfying the pointwise Ho¨rmander-Michlin condi-
tion
|s|α|∇αsmξ(s)| ≤ cα, 0 6= s ∈ Rn−1, α ∈ Nn−10 , |α| ≤ n− 1, (3.4)
uniformly with respect to ξ ∈ R∗. Then Theorem 2.5 applied to ∇′p and to ξp yields
the estimate
‖∇′p, ξp‖r,ω ≤ c(‖f,∇′g, ξg‖r,ω + ‖λh, λg1/ξ‖r,ω)
≤ c(‖f,∇′g, ξg‖r,ω + ‖λg0‖−1,r,ω + ‖λg1/ξ‖r,ω).
(3.5)
Next consider the Laplace resolvent equations for u′ and un, i.e.,
(λ+ ξ2 −∆′)u′ = F ′ in Rn−1,
(λ+ ξ2 −∆′)un = Fn in Rn−1
(3.6)
with resolvent parameters λ+ ξ2, where F ′ := f ′ −∇′p, Fn := fn − iξp and p is the
solution to (3.3) satisfying (3.5). Again applying the (n − 1)-dimensional Fourier
transform with respect to x′ ∈ Rn−1 to (3.6), we get
u˜′ =
F˜ ′
λ+ ξ2 + |s|2 , u˜n =
F˜n
λ+ ξ2 + |s|2 .
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Therefore, using the fact that
λ+ ξ2
λ+ ξ2 + |s|2 ,
√
λ+ ξ2sj
λ+ ξ2 + |s|2 ,
sjsk
λ+ ξ2 + |s|2 , j, k = 1, · · · , n− 1,
are Fourier multipliers satisfying (3.4), we get the existence of a solution u = (u′, un)
to (3.6) satisfying
‖(λ+ ξ2)u,√λ+ ξ2∇′u,∇′2u‖r,ω ≤ c‖f,∇′p, ξp‖r,ω
≤ c(‖f,∇′g, ξg‖r,ω + ‖λg0‖−1,r,ω + ‖λg1/ξ‖r,ω)
(3.7)
with Ar-consistent constants c = c(ε, r,Ar(ω)).
Let µ = |λ+ ξ2|1/2. We can prove the following theorem.
Theorem 3.1 Let Σ = Rn−1, 1 < r < ∞ and ω ∈ Ar(Rn−1). If f ∈ Lrω(Σ) and
g ∈ W 1,rω (Σ), then for every λ ∈ Σε, pi2 < ε < pi, and ξ ∈ R∗ (Rλ,ξ) has a unique
solution (u, p) ∈ W 2,rω (Σ)×W 1,rω (Σ) satisfying
‖µ2u, µ∇′u,∇′2u,∇′p, ξp‖r,ω ≤ c
(‖f,∇′g, ξg‖r,ω + ‖λg; Ŵ−1,rω + Lrω,1/ξ‖) (3.8)
with an Ar-consistent constant c = c(ε, r,Ar(ω)).
Proof: Let u be a solution to (3.6) where p is a solution to (3.3). We have already
seen that (u, p) ∈ W 2,rω (Σ)×W 1,rω (Σ) satisfies the estimate (3.8) since g = g0+ g1 in
the estimate (3.5), (3.7) is an arbitrary splitting of g ∈ Ŵ−1,rω + Lrω,1/ξ. Therefore,
for the proof of the existence of a solution, it is enough to show that (u, p) solves
the divergence equation of (Rλ,ξ). A simple calculation with (3.3) and (3.6) yields
(λ+ ξ2 −∆′)(div ′u′ + iξun − g) = 0 in Rn−1.
Hence standard arguments from Fourier analysis show that div ′u′ + iξun = g. The
uniqueness of the solution is obvious from the above Fourier multiplier technique,
i.e., if (u, p) is a solution to (Rλ,ξ) with f = 0, g = 0, then u satisfies (3.6) with
f = 0 and (ξ2 −∆′)p = 0 yielding p = 0, and hence u = 0.
In the next main step we consider the case Σ = Rn−1+ , see (3.1). Just as for
x′ = (x1, x′′) we write u′ = (u1, u′′), f ′ = (f1, f ′′). For a function h : Σ → R define
the even extension he by
he(x1, x
′′) =
{
h(x1, x
′′) for x1 > 0
h(−x1, x′′) for x1 < 0,
while the odd extension ho of h is defined by
ho(x1, x
′′) = −h(−x1, x′′) for x1 < 0.
Given (Rλ,ξ) in (Σ), take the even extension f
′′
e of f
′′, fne of fn and ge of g, but the
odd extension f1o of f1. Then obviously
(f1o, f
′′
e , fne) ∈ Lrω˜(Rn−1), ge ∈ W 1,rω˜ (Rn−1),
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where ω˜(x1, x
′′) = ω(|x1|, x′′). Note that Ar(ω˜) ≤ 2rAr(ω), see Proposition 2.2 (2).
It is clear that
‖ho, he‖r,ω˜;Rn−1 ≤ c(r) ‖h‖r,ω;Σ; (3.9)
moreover, for a function h ∈ Lrω(Rn−1+ ) ∩ Ŵ−1,rω (Rn−1+ ) we get
‖he‖Ŵ−1,rω˜ (Rn−1) = supϕ
∣∣ ∫
Rn−1
he ϕdx
′∣∣
= sup
ϕ
∣∣ ∫
Σ
hϕ dx′ +
∫
Σ
hϕ(−x1, x′′) dx′
∣∣
≤ 2‖h‖Ŵ−1,rω (Σ),
(3.10)
where the supremum is taken over all ϕ ∈ C∞0 (Rn−1) with ‖∇′ϕ‖r′,ω′;Rn−1 ≤ 1.
Now we will solve (Rλ,ξ) in the whole space Rn−1 with right-hand side
(f1o, f
′′
e , fne), ge. By the uniqueness assertion it is easily seen that the solution (U, P )
of this extended problem is even with respect to x1 except for the component U1
which is odd with respect to x1. In particular U1 = 0 for x1 = 0 and, due to (3.8),
‖µ2U, µ∇′U,∇′2U,∇′P, ξP‖r,ω;Σ
≤ c(‖f1o, f ′′e , fne,∇′ge, ξge‖r,ω˜;Rn−1 + ‖λge; Ŵ−1,rω˜ (Rn−1) + Lrω˜,1/ξ(Rn−1)‖) (3.11)
where µ = |λ + ξ2|1/2 and the constant c is Ar-consistent due to Proposition 2.2.
Thus, from (3.9)–(3.11) we get
‖µ2U, µ∇′U,∇′2U,∇′P, ξP‖r,ω;Σ
≤ c(‖f,∇′g, ξg‖r,ω;Σ + ‖λg; Ŵ−1,rω + Lrω,1/ξ‖) (3.12)
with an Ar-consistent constant c = c(ε, r,Ar(ω)).
Subtracting (U, P ) in (Rλ,ξ), the parametrized resolvent problem (Rλ,ξ) is re-
duced to the homogeneous system
(λ+ ξ2 −∆′)u′ +∇′p = 0 in Σ = Rn−1+
(λ+ ξ2 −∆′)un + iξp = 0 in Σ
div ′u′ + iξun = 0 in Σ
(3.13)
with inhomogeneous boundary values
u = Φ := U |∂Σ on ∂Σ. (3.14)
With the splittings ∆′ = ∂21 +∆
′′, div ′u′ = ∂1u1+div ′′u′′ and ∇′ = (∂1,∇′′) elemen-
tary operations with (3.13), (3.14) yield the fourth order equation
(λ+ ξ2 −∆′)(ξ2 −∆′)u1 = 0 in Σ
u1 = 0 on ∂Σ
∂1u1 = −div ′′Φ′′ − iξΦn on ∂Σ.
(3.15)
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Let us introduce the additional partial Fourier transform Fσ =˜ with respect to
the variable x′′ ∈ Rn−2 and with phase variable σ ∈ Rn−2. Applying ˜ to (3.15), we
get the fourth order ordinary differential equation (s = |σ|)
(λ+ ξ2 + s2 − ∂21)(ξ2 + s2 − ∂21)u˜1 = 0 for x1 > 0
u˜1 = 0 at x1 = 0
∂1u˜1 = −iσ · Φ˜′′ − iξΦ˜n at x1 = 0.
(3.16)
For fixed λ ∈ Σε, ξ ∈ R∗ and σ ∈ Rn−2 (3.16) has a unique bounded solution u˜1 in
(0,∞), namely
u˜1(x1, σ, ξ) =
e−
√
λ+ξ2+s2x1 − e−
√
ξ2+s2x1√
λ+ ξ2 + s2 −√ξ2 + s2 (iσ · Φ˜′′ + iξΦ˜n)|∂Σ. (3.17)
Furthermore (3.13), (3.17) yield after some elementary calculations
p(x′, ξ) = −F−1σ ( 1ξ2+s2 (λ+ ξ2 + s2 − ∂21)∂1u˜1)
= −F−1σ
(√
λ+ξ2+s2+
√
ξ2+s2√
ξ2+s2
e−
√
ξ2+s2x1(iσ · Φ˜′′ + iξΦ˜n)
)
= F−1σ
(
(1 +
√
λ+ξ2+s2√
ξ2+s2
)v˜
)
,
(3.18)
where
v = F−1σ
(− e−√ξ2+s2x1(iσ · Φ˜′′ + iξΦ˜n)). (3.19)
For every nonzero complex number µ and k = 1, 2 let W k,rω,µ(Rn−1) denote the
weighted Sobolev space W k,rω (Rn−1) endowed with the norm
‖u‖Wk,rω,µ(Rn−1) = ‖∇′ku, µu‖r,ω;Rn−1 , k = 1, 2.
Similarly we define the space W k,rω,µ(Rn−1+ ), k = 1, 2, on the half space Rn−1+ . Using
the trace operator γ, well-defined for functions from W k,rloc (R
n−1
+ ), we may define the
trace space T k,rω,µ(Rn−2), k = 1, 2, by
T k,rω,µ(Rn−2) := γW k,rω,µ(Rn−1+ ), ‖φ‖Tk,rω,µ(Rn−2) = infγu=φ ‖u‖Wk,rω,µ(Rn−1+ ).
Obviously the set C∞0 (Rn−1) is dense in the Banach space T k,rω,µ(Rn−2), k = 1, 2. We
note that for φ ∈ T 2,rω,µ(Rn−2) and µ ∈ Σε the function Rµφ := F−1σ (e−
√
µ+s2x1φ˜) ∈
W 2,rω (Rn−1+ ) is the unique solution to the Laplace resolvent equation
(µ−∆′)q = 0 in Rn−1+ , q|Rn−2 = φ (3.20)
(see [33], Theorem 4.5). Furthermore, by standard techniques using Fourier multi-
plier theory one can easily see that Rµφ satisfies the estimates
‖Rµφ‖W 2,rω,µ(Rn−1+ ) ≤ c(r, ε,Ar(ω))‖φ‖T 2,rω,µ(Rn−2), (3.21)
‖Rµφ‖W 1,r
ω,
√
µ
(Rn−1+ )
≤ c(r, ε,Ar(ω))‖φ‖T 1,r
ω,
√
µ
(Rn−2). (3.22)
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Lemma 3.2 Let m(·, ξ) ∈ Cn−2(Rn−2 \ {0}) with a paramter ξ ∈ R∗. If m(σ, ξ) as
well as
√
ξ2+s2
s
m(σ, ξ), ξ ∈ R∗, are (n−2)-dimensional classical multiplier functions
with respect to σ satisfying the pointwise Ho¨rmander-Michlin condition, see Theorem
2.5, with a constant K > 0 independent of ξ ∈ R∗, then the operator M : S(Rn−2)→
S ′(Rn−2) defined by
Mφ = F−1σ (m(σ, ξ)φ˜)
is a bounded operator in L(T 1,rω,ξ(Rn−2)) with ‖M‖L(T 1,rω,ξ(Rn−2)) ≤ c(r, ε,Ar(ω))K.
Proof: Let φ ∈ S(Rn−2), let τ be the Fourier phase variable for the partial Fourier
transform with respect to x1, and let η = (τ, σ). Note that
Fx1
(
e−
√
ξ2+s2|x1|) = 2√ξ2 + s2
ξ2 + s2 + τ 2
and
F−1τ
(√ξ2 + s2 + s
s
s2
s2 + τ 2
Fx1e−
√
ξ2+s2|x1|)∣∣
x1=0
= 1.
Hence, by the definition of the space T 1,rω,ξ(Rn−2), we get
‖Mφ‖T 1,rω,ξ(Rn−2)
≤ ∥∥F−1σ (m(σ, ξ)F−1τ (√ξ2+s2+ss s2s2+τ2Fx1e−√ξ2+s2|x1|)φ˜)∥∥W 1,rω,ξ(Rn−1+ )
≤
∥∥∥F−1η (m(σ, ξ)(√ξ2+s2+ss s2s2+τ2Fx1e−√ξ2+s2|x1|)φ˜)∥∥∥
W 1,rω,ξ(Rn−1)
.
(3.23)
Since m(σ, ξ)
√
ξ2+s2+s
s
s2
s2+τ2
is easily seen to be an (n − 1)-dimensional Fourier
multiplier by the assumptions on m, we get from (3.23), (3.22) that
‖Mφ‖T 1,rω,ξ(Rn−2) ≤ c(Ar(ω))K‖F
−1
σ (e
−
√
ξ2+s2|x1|φ˜)‖W 1,rω,ξ(Rn−1)
≤ c(Ar(ω))K‖F−1σ (e−
√
ξ2+s2x1φ˜)‖W 1,rω,ξ(Rn−1+ )
≤ c(r, ε,Ar(ω))K‖φ‖T 1,rω,ξ(Rn−2).
The proof of the lemma is complete.
Lemma 3.3 For the function p defined by (3.18) we have
‖∇′p, ξp‖r,ω;Σ ≤ c
(‖f,∇′g, ξg‖r,ω;Σ + ‖λg; Ŵ−1,rω (Σ) + Lrω,1/ξ(Σ)‖)
with an Ar-consistent constant c = c(r, ε,Ar(ω)).
Proof: First we shall show for the function v in (3.19) the estimate
‖∇′v, ξv‖r,ω;Σ ≤ c
(‖f,∇′g, ξg‖r,ω;Σ + ‖λg; Ŵ−1,rω (Σ) + Lrω,1/ξ(Σ)‖), (3.24)
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with an Ar-consistent constant c = c(r, ε,Ar(ω)). Since v solves the equation
(ξ2 − ∆′)v = 0 in Rn−1+ with boundary condition v|∂Σ = −div ′′Φ′′ − iξΦn, stan-
dard techniques (see [33], Theorem 4.4) and a scaling argument yield a constant
c = c(r,Ar(ω)) > 0 independent of ξ ∈ R∗ such that
‖∇′v, ξv‖r,ω;Σ ≤ c‖∇′(div ′′U ′′ + iξUn), ξ(div ′′U ′′ + iξUn)‖r,ω;Σ.
Hence (3.12) yields (3.24).
Now let µ = λ+ ξ2. We shall show the auxiliary estimate
‖F−1σ
(√
µ+ s2e−
√
ξ2+s2x1(σ · Φ˜′′ + ξΦ˜n)
)‖r,ω;Σ
≤ c(r, ε,Ar(ω))
(‖f,∇′g, ξg‖r,ω;Σ + ‖λg; Ŵ−1,rω (Σ) + Lrω,1/ξ(Σ)‖). (3.25)
By (3.22) we get∥∥F−1σ (√µ+ s2e−√ξ2+s2x1(σ · Φ˜′′ + ξΦ˜n))∥∥r,ω;Σ
=
∥∥∂1F−1σ (e−√ξ2+s2x1√µ+ s2( σ√ξ2+s2 · Φ˜′′ + ξ√ξ2+s2 Φ˜n))∥∥r,ω;Σ
≤ c∥∥F−1σ (√µ+ s2( σ√ξ2+s2 · Φ˜′′ + ξ√ξ2+s2 Φ˜n))∥∥T 1,rω,ξ
(3.26)
where c = c(r, ε,Ar(ω)) > 0. Note that σk√
ξ2+s2
, k = 2, . . . , n − 1, and 1 − ξ√
ξ2+s2
satisfy the assumption of Lemma 3.2 with a constant K > 0 independent of ξ ∈ R∗.
Hence Lemma 3.2 and the fact that ‖ϕ‖T 1,rω,ξ ≤ c(ε)‖ϕ‖T 1,rω,√µ for ϕ ∈ T
1,r
ω,ξ(R
n−2
+ ) yield∥∥F−1σ (√µ+ s2e−√ξ2+s2x1(σ · Φ˜′′ + ξΦ˜n))∥∥r,ω;Σ
≤ c∥∥F−1σ (( σ√ξ2+s2 ·√µ+ s2 Φ˜′′ + (1− ξ√ξ2+s2 )√µ+ s2 Φ˜n))∥∥T 1,rω,ξ
+‖F−1σ (
√
µ+ s2 Φ˜n)‖T 1,rω,ξ
≤ c‖F−1σ (
√
µ+ s2 Φ˜)‖T 1,rω,ξ ≤ c‖F
−1
σ (
√
µ+ s2 Φ˜)‖T 1,r
ω,
√
µ
≤ c‖F−1σ (
√
µ+ s2e−
√
µ+s2x1 Φ˜)‖W 1,r
ω,
√
µ
= c‖∂1RµΦ‖W 1,r
ω,
√
µ
(3.27)
where c = c(r, ε,Ar(ω)) > 0. Then, by interpolation and (3.21), we get
‖∂1RµΦ‖W 1,r
ω,
√
µ
≤ c‖RµΦ‖W 2,rω,µ ≤ c‖Φ‖T 2,rω,µ ≤ c‖µU,∇′2U‖r,ω;Σ
where c = c(r, ε,Ar(ω)) > 0. Hence, from (3.12), (3.27) we get (3.25).
To complete the proof, we must obtain an estimate for h := F−1σ
(√µ+s2√
ξ2+s2
v˜
)
;
see (3.18), (3.19). Note that ∂1h is just the left-hand side of (3.25). More-
over, ∇′′h, ξh are represented by the left-hand side of (3.25) with Φ replaced
by F−1σ ( σΦ˜√ξ2+s2 ),F
−1
σ (
ξΦ˜√
ξ2+s2
), respectively. Therefore, using that
σjσk
ξ2+s2
, j, k =
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2, . . . , n − 1, σkξ
ξ2+s2
, and 1 − ξ2
ξ2+s2
satisfy the assumptions of Lemma 3.2, we get
by the same technique as before that
‖∇′′h, ξh‖r,ω;Σ ≤ c
(‖f,∇′g, ξg‖r,ω;Σ + ‖λg; Ŵ−1,rω (Σ) + Lrω,1/ξ(Σ)‖)
with an Ar-consistent constant c = c(r, ε,Ar(ω)).
The proof of the lemma is complete.
Now we can prove the following theorem.
Theorem 3.4 With Σ = Rn−1+ the assertions of Theorem 3.1 remain true. In
particular the a priori estimate (3.8) holds.
Proof: It is enough to show the existence of a unique solution to (3.13), (3.14)
which satisfies (3.8). Consider the system
(µ−∆′)u′ = −∇′p in Σ
(µ−∆′)un = −iξp in Σ
u = Φ on ∂Σ
(3.28)
for (u′, un) where p is defined by (3.18). By standard techniques, cf. [33], §4.2,
and the scaling argument x′ → µ−1/2y′ we get that (3.28) has a unique solution
u := (u′, un) ∈ W 2,rω (Σ) ∩W 1,r0,ω(Σ) satisfying
‖µu,√µ∇′u,∇′2u‖r,ω;Σ ≤ c‖∇′p, ξp, µU,∇′2U‖r,ω;Σ
with an Ar-consistent constant c = c(r,Ar(ω)). Thus, by Lemma 3.3 it follows that
the functions u, p satisfy (3.8) with Σ = Rn−1+ .
Now, for the proof of existence it remains to show that u satisfies the divergence
equation. From the expression for p one can infer that
(−∆′ + ξ2)p = 0. (3.29)
Hence, from (3.28) we get
(µ−∆′)(div ′u′ + iξun) = 0 in Σ.
Furthermore (3.28), (3.29) imply (3.17), (3.18) with (iσ · U˜ ′′ + iξU˜n)|∂Σ replaced by
(−∂1u˜1)|∂Σ. Therefore we have (iσ·U˜ ′′+iξU˜n)|∂Σ = (−∂1u˜1)|∂Σ, i.e., div ′u′+iξun = 0
on ∂Σ. Thus div ′u′ + iξun = 0 in Σ.
For the proof of uniqueness let (u, p) ∈ (W 2,rω (Rn−1+ )∩W 1,r0,ω(Rn−1+ ))×W 1,rω (Rn−1+ )
be a solution to (3.13), (3.14) with Φ ≡ 0. Then, by (3.18) it follows that p = 0,
and consequently, u = 0 due to the uniqueness result for Laplace resolvent equation
in the half space, see e.g. [33], Theorem 4.3.
Now the proof of this theorem is complete.
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3.2 Bent half spaces
In this section we consider (Rλ,ξ) in a bent half space Σ = Hσ, see (3.2).
Theorem 3.5 Let n ≥ 3, 1 < r <∞, ω ∈ Ar(Rn−1), pi/2 < ε < pi and
Σ = Hσ = {x′ = (x1, x′′); x1 > σ(x′′), x′′ ∈ Rn−2}
for a given function σ ∈ C1,1(Rn−2). Then there are Ar-consistent constants K0 =
K0(r, ε,Ar(ω)) > 0 and λ0 = λ0(r, ε,Ar(ω)) > 0 such that, provided ‖∇′σ‖∞ ≤ K0,
for every λ ∈ Σε, |λ| ≥ λ0, every ξ ∈ R∗ and
f ∈ Lrω(Σ), g ∈ W 1,rω (Σ), (3.30)
the parametrized resolvent problem (Rλ,ξ) has a unique solution
(u, p) ∈ (W 2,rω (Σ) ∩W 1,r0,ω(Σ))×W 1,rω (Σ).
This solution satisfies the estimate (µ = |λ+ ξ2|1/2)
‖µ2u, µ∇′u,∇′2u,∇′p, ξp‖r,ω
≤ c(‖f,∇′g, ξg‖r,ω + ‖λg; Ŵ−1,rω (Σ) + Lrω,1/ξ(Σ)‖) (3.31)
with an Ar-consistent constant c = c(r, ε,Ar(ω)). If (3.30) is satisfied for an addi-
tional exponent s ∈ (1,∞) and weight ν ∈ Ar(Rn−1) and if ‖∇′σ‖∞ ≤ K0 for some
constant K0 = K0(r, s, ε,Ar(ω),As(ν)) > 0, then the assertion (3.31) holds true
with Lsν-norms for all λ ∈ Σε, |λ| ≥ λ0, for some λ0 = λ0(r, s, ε,Ar(ω),As(ν)) > 0
as well.
Proof: By the transformation
Φ : Hσ → Rn−1+ , x′ 7→ x˜′ = (x˜1, x˜′′) = Φ(x′) = (x1 − σ(x′′), x′′),
the problem (Rλ,ξ) in Hσ is reduced to a modified version of (Rλ,ξ) in the half space
H = Rn−1+ . Note that Φ is a bijection with Jacobian equal to 1. For a function u on
Hσ define u˜ on H by
u˜(x˜′) = u(Φ−1(x˜′) = u(x′).
Further let ∂˜i = ∂/∂x˜i, i = 1, · · · , n − 1, ∇˜′ = (∂˜1, ∇˜′′) etc. denote the standard
differential operators acting on the variable x˜ ∈ H.
Since ∂iu = (∂˜i − (∂iσ)∂˜1)u˜ for i = 1, · · · , n− 1, we easily get
∆′u(x′, ξ) =
(
∆˜′ + |∇′σ|2∂˜21 − 2∇′σ · (∇˜′∂˜1)− (∆′′σ)∂˜1
)
u˜(x˜′, ξ)
∇′p(x′, ξ) = (∇˜′ − (∇′σ)∂˜1)p˜(x˜′, ξ)
div ′u′(x′, ξ) =
(
d˜iv ′ −∇′σ · ∂˜1
)
u˜′(x˜′, ξ)
(3.32)
and a similar formula for ∇′2u(x′, ξ). Note that by the change of variable x˜′ =
Φ(x′), x′ ∈ Rn−1, the Muckenhoupt weight ω ∈ Ar(Rn−1) is mapped to ω˜ ∈ Ar(Rn−1)
satisfying
c−1Ar(ω˜) ≤ Ar(ω) ≤ cAr(ω˜) (3.33)
34
with c independent of ω, cf. Proposition 2.2 (1). Therefore, it follows from (3.32)
that for u ∈ W 2,r(Σ)
‖u‖r,ω;Hσ = ‖u˜‖r,ω˜;H
‖∇′u‖r,ω;Hσ ≤ c(1 +K)‖∇˜′u˜‖r,ω˜;H
‖∇′2u‖r,ω;Hσ ≤ c(1 +K2)‖∇˜′2u˜‖r,ω˜;H + cL‖∂˜1u˜‖r,ω˜;H ,
(3.34)
where K = ‖∇′σ‖∞, L = ‖∇′2σ‖∞ and c is independent of the weight ω. Further-
more, ‖f, ξg‖r,ω;Hσ = ‖f˜ , ξg˜‖r,ω˜;H and ‖∇′g‖r,ω;Hσ ≤ c(1 +K)‖∇˜′g˜‖r,ω˜;H with c > 0
independent of ω. Concerning the norm of g in Ŵ−1,rω (Hσ) + L
r
ω,1/ξ(Hσ) note that
for a function g0 ∈ Ŵ−1,rω (Hσ) ∩ Lrω(Hσ) and all test functions ϕ ∈ C∞0 (H¯σ)∫
Hσ
g0ϕdx
′ =
∫
H
g˜0ϕ˜ dx˜
′
≤ ‖g˜0‖−1,r,ω˜;H‖∇˜′ϕ˜‖r′,(ω˜)′;H
≤ c(1 + ‖∇′σ‖∞)‖g˜0‖−1,r,ω˜;H‖∇′ϕ‖r′,ω′;Hσ
with a constant c independent of ω; here we used that (ω˜)′ = (˜ω′), ω′ = ω−
1
r−1 .
Since C∞0 (H¯σ) is dense in Ŵ
1,r′
ω˜′ (Hσ) (see e.g. [33], Corollary 4.1), we get
‖g0‖−1,r,ω;Hσ ≤ c(1 +K)‖g˜0‖−1,r,ω˜;H .
Then for every ξ ∈ R∗ and every decomposition of g into g = g0 + g1 with g0 ∈
Ŵ−1,rω (Hσ), g1 ∈ Lrω(Hσ)
‖g0‖−1,r,ω;Hσ + ‖g1/ξ‖r,ω;Hσ ≤ c(1 +K)(‖g˜0‖−1,r,ω˜;H + ‖g˜1/ξ‖r,ω˜;H),
where c > 0 is independent of ω; note that g˜ = g˜0 + g˜1 gives all admissible decom-
positions of g˜ ∈ Ŵ−1,rω˜ (H) + Lrω˜,1/ξ(H). Consequently
‖g; Ŵ−1,rω (Hσ) + Lrω,1/ξ(Hσ)‖ ≤ c(1 +K) ‖g˜; Ŵ−1,rω˜ (H) + Lrω˜,1/ξ(H)‖. (3.35)
To apply Kato’s perturbation theorem we introduce for every ξ ∈ R∗ on Hσ the
ξ-dependent Banach spaces (µ = |λ+ ξ2|1/2)
X = (W 2,rω ∩W 1,r0,ω)n ×W 1,rω , ‖u, p‖X = ‖µ2u, µ∇′u,∇′2u,∇′p, ξp‖r,ω;Hσ ,
Y = (Lrω)n ×W 1,rω , ‖f, g‖Y = ‖f,∇′g, ξg‖r,ω;Hσ + ‖λg; Ŵ−1,rω (Hσ) + Lrω,1/ξ(Hσ)‖,
and on H similar spaces (X˜ , ‖ · ‖X˜ ), (Y˜ , ‖ · ‖Y˜) with the weight ω˜ instead of ω. Then
it follows from (3.34), (3.35) that
‖(u, p)‖X ≤ c(1+K+K2+L/µ)‖(u˜, p˜)‖X˜ , ‖(f, g)‖Y ≤ c(1+K)‖(f˜ , g˜)‖Y˜ , (3.36)
and exchanging the role of the variables x′ and x˜′, we get
‖(u˜, p˜)‖X˜ ≤ c(1+K+K2+L/µ)‖(u, p)‖X , ‖(f˜ , g˜)‖Y˜ ≤ c(1+K)‖(f, g)‖Y , (3.37)
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with constants c > 0 not depending on ω, λ and ξ. Further define the operators
S : X → Y , S(u, p) =
 (λ+ ξ2 −∆′)u′ +∇′p(λ+ ξ2 −∆′)un + iξp
div ′u′ + iξun
 ,
and analogously S˜ : X˜ → Y˜ . By (3.32) we get the decomposition
S(u, p) = S˜(u˜, p˜) +R(u˜, p˜)
with a remainder term R : X˜ → Y˜ ,
R(u˜, p˜)(x˜′, ξ) =
 −(∇′σ)∂˜1p˜0
−(∇′σ) · ∂˜1u˜′

+
( −|∇′σ|2∂˜21 u˜+ 2∇′σ · ∇˜′∂˜1u˜+ (∆′′σ)∂˜1u˜
0
)
not depending explicitly on λ and ξ. Since u˜|∂H = 0 and ∂˜1(∇′σ) = 0, we have∫
H
−(∇′σ) · ∂˜1u˜′ ϕdx˜′ =
∫
H
(∇′σ) · u˜′ ∂˜1ϕdx˜′
for all ϕ ∈ C∞0 (H¯); consequently
‖ − (∇′σ) · ∂˜1u˜′; Ŵ−1,rω˜ (H) + Lrω˜,1/ξ(H)‖ ≤ ‖ − (∇′σ) · ∂˜1u˜′‖−1,r,ω˜;H ≤ K‖u˜‖r,ω˜;H .
Hence
‖R(u˜, p˜)‖Y˜ ≤ c(K +K2)‖λu˜, ξ∇˜′u˜, ∇˜′2u˜, ∇˜′p˜‖r,ω˜;H + L‖∇˜′u˜‖r,ω˜;H
≤ cε(K +K2 + Lµ )‖(u˜, p˜)‖X˜
≤ cε(K +K2 + L√|λ|)‖(u˜, p˜)‖X˜ ,
(3.38)
where c, cε > 0 are independent of ω, ω˜; note that |λ| < µ2cos ε and |ξ| < µ(1+ 1cos ε)1/2
for all λ ∈ Σε.
Due to Theorem 3.4 and (3.33) S˜ : X˜ → Y˜ is an isomorphism such that
‖(u˜, p˜)‖X˜ ≤ C1‖S˜(u˜, p˜)‖Y˜ with an Ar-consistent constant C1 = C1(r, ε,Ar(ω)) in-
dependent of λ ∈ Σε, ξ ∈ R∗. Therefore, it follows from (3.38) that there exist
Ar-consistent constants δ0 = δ(ε, r,Ar(ω)), λ0 = λ(ε, r,Ar(ω)) such that, if K ≤ δ0
and λ ∈ Σε, |λ| ≥ λ0, then
‖R(u˜, p˜)‖Y˜ ≤
1
2
‖S(u˜, p˜)‖Y˜ for all (u˜, p˜) ∈ X˜ .
Hence S˜ +R is an isomorphism from X˜ to Y˜ satisfying
‖(u˜, p˜)‖X˜ ≤ 2C1‖(S˜ +R)(u˜, p˜)‖Y˜ .
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Thus, considering (3.32), (3.36) and (3.37), if ‖∇′′σ‖∞ ≤ δ0 and λ ∈ Σε, |λ| ≥ λ0,
we get
‖(u, p)‖X ≤ C2‖(u˜, p˜)‖X˜
≤ 2C1C2‖S˜(u˜, p˜)‖Y˜
≤ C3‖S(u, p)‖Y ,
where the constants Ci = Ci(ε, r,Ar(ω)), i = 1, 2, 3, are Ar-consistent and indepen-
dent of λ ∈ Σε, |λ| ≥ λ0 and ξ ∈ R∗. Thus, existence of a unique solution to (Rλ,ξ)
in Hσ has been proved.
Assume that (3.30) is satisfied for an additional exponent s 6= r and weight
ν ∈ As(Rn−1). Repeating the above argument for the index s, we see S to be an
isomorphism from Xs ∩ Xr to Ys ∩ Yr for |λ| ≥ λ0 = λ0(r, s, ε,Ar(ω),As(ν)) under
the given smallness condition ‖∇′′σ‖∞ ≤ δ0(r, s, ε,Ar(ω),As(ν)). Now the proof of
Theorem 3.5 is complete.
3.3 Bounded domains
Let us consider the system (Rλ,ξ) in a bounded domain. For a bounded domain the
definition of the space for the divergence g has to be modified since it is impossible
to think of the sum of Ŵ−1,rω (Σ) and L
r
ω(Σ) for any ω ∈ Ar. On the bounded domain
Σ ⊂ Rn−1 of C1,1-class let α0 denote the smallest eigenvalue of the Laplacian, i.e.
0 < α0 = inf{‖∇u‖22; u ∈ W 1,20 (Σ), ‖u‖2 = 1}.
For fixed λ ∈ C \ (−∞,−α0], ξ ∈ R∗ and ω ∈ Ar we introduce the parametrized
Stokes operator S = Sωr,λ,ξ by
S(u, p) =
 (λ+ ξ2 −∆′)u′ +∇′p(λ+ ξ2 −∆′)un + iξp
− divξu

defined on D(S) = D(∆′r,ω)×W 1,rω (Σ), where D(∆′r,ω) =W 2,rω (Σ) ∩W 1,r0,ω(Σ) and
divξu = div
′u′ + iξun.
For ω ≡ 1 the operator Sωr,λ,ξ will be denoted by Sr,λ,ξ. Note that the image of D(S)
by divξ is included in W
1,r
ω (Σ) and W
1,r
ω (Σ) ⊂ Lr(m),ω(Σ) + Lrω(Σ), we recall that
Lr(m),ω(Σ) :=
{
u ∈ Lrω(Σ);
∫
Σ
u dx′ = 0
}
.
Using Poincare´’s inequality in weighted spaces, see Proposition 2.4, one can easily
check the continuous embedding Lr(m),ω(Σ) ↪→ Ŵ−1,rω (Σ), more precisely
‖u‖−1,r,ω ≤ c‖u‖r,ω , u ∈ Lr(m),ω(Σ),
with an Ar-consistent constant c > 0. For convenience we use the notation
‖g;Lr(m),ω + Lrω,1/ξ‖0 := inf{‖g0‖−1,r,ω + ‖g1/ξ‖r,ω; g = g0 + g1, g0 ∈ Lr(m),ω, g1 ∈ Lrω};
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note that this norm is equivalent to the norm ‖ · ‖
(W 1,r
′
ω′,ξ)
∗ where W
1,r′
ω′,ξ is the usual
weighted Sobolev space on Σ with norm ‖∇′u, ξu‖r′,ω′ .
First, we deal with the Hilbert space setting of (Rλ,ξ). For ξ ∈ R∗ define the
closed subspace Vξ of W
1,2
0 (Σ) by
Vξ = {u ∈ W 1,20 (Σ); divξu = 0}.
Lemma 3.6 Suppose that ϕ = (ϕ′, ϕn) ∈ W−1,2(Σ) := (W 1,20 (Σ))∗ satisfies (ϕ, v) =
0 for all v ∈ Vξ. Then there is some p ∈ L2(Σ) such that
ϕ = (∇′p, iξp).
Proof: It follows from the assumption that < ϕ′, v′ >W−1,2,W 1,20 = 0 for all v
′ ∈
W 1,20 (Σ) satisfying div
′v′ = 0. Therefore, by [36], Corollary III 5.1, we get
ϕ′ = ∇′p with some p ∈ L2(Σ). (3.39)
Then, for all v = (v′, vn) ∈ Vξ := {u ∈ C∞0 (Σ)n; divξu = 0}, by assumption
0 = 〈∇′p, v′〉W−1,2,W 1,20 + 〈ϕn, vn〉W−1,2,W 1,20
= 〈∇′p, v′〉W−1,2,W 1,20 + 〈ϕn,−
div ′v′
iξ
〉W−1,2,W 1,20
= 〈∇′(p− ϕn
iξ
), v′〉D′(Σ),D(Σ).
(3.40)
Since v′ ∈ C∞0 (Σ) in (3.40) can be chosen arbitrarily due to the structure of Vξ,
we get ∇′(p − ϕn
iξ
) = 0 in the sense of distributions yielding p − ϕn
iξ
= const and
ϕn ∈ L2(Σ). Thus, choosing p in (3.39) such that
∫
Σ
(p − ϕn
iξ
) dx′ = 0, we get
p− ϕn
iξ
= 0. The proof of this lemma is complete.
Lemma 3.7 (1) For every g ∈ W 1,2(Σ) and ξ ∈ R∗ the divergence problem divξu =
g has at least one solution u ∈ W 2,2(Σ) ∩W 1,20 (Σ) such that
‖u‖W 2,2 ≤ c
(
‖g‖W 1,2 + 1|ξ|
∣∣∣∣∫
Σ
g dx′
∣∣∣∣) . (3.41)
Here c > 0 is a constant independent of ξ and g.
(2) Let f ∈ L2(Σ) and g ∈ W 1,2(Σ). For every λ ∈ −α0 + Σε, ε ∈ (pi/2, pi), and
ξ ∈ R∗ there exists a unique solution (u, p) of (Rλ,ξ) such that (u, p) ∈ (W 2,2(Σ) ∩
W 1,20 (Σ))×W 1,2(Σ).
Proof: (1) Choose an arbitrary, but fixed w = (0, · · · , 0, wn) ∈ C∞0 (Σ) with∫
Σ
wn dx
′ = 1. Given g ∈ W 1,2(Σ) with α = ∫
Σ
g dx′ such that consequently
g − αwn ∈ W 1,2(Σ) ∩ L2(m)(Σ), there exists by [27], Theorem 1.2, a velocity field
u = (u′, 0) ∈ W 2,2(Σ) ∩W 1,20 (Σ) satisfying div u = g − αwn and
‖u‖W 2,2 ≤ c‖∇′(g − αwn)‖2 ≤ c‖g‖W 1,2 .
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Then v = u+ α
iξ
w solves the divergence problem and satisfies the estimate (3.41).
(2) In consideration of (1) we may assume without loss of generality that g = 0.
Define, for λ ∈ −α0 + Σε and ξ ∈ R∗, the bilinear form a(·, ·) : Vξ × Vξ → C by
a(u, v) =
∫
Σ
((λ+ ξ2)u · v¯ +∇′u · ∇′v¯) dx′.
Obviously a is continuous and elliptic in the sense that |a(u, u)| ≥ α‖u‖21,2 for all
λ ∈ −α0 + Sε, ξ ∈ R∗ and u ∈ Vξ with a constant α = α(λ, ξ) > 0. By the Lemma
of Lax-Milgram the variational problem
a(u, v) =
∫
Σ
f · v¯ dx′ ∀v ∈ Vξ
has a unique solution u ∈ Vξ, that is,
〈(λ+ ξ2 −∆′)u− f, v〉W−1,2,W 1,20 = 0 ∀v ∈ Vξ.
Moreover, by Lemma 3.6 there is some p ∈ L2(Σ) such that
(λ+ ξ2 −∆′)u′ +∇′p = f ′, (λ+ ξ2 −∆′)un + iξp = fn.
Then standard regularity results for the Stokes and Poisson equation applied to the
problems
−∆′u′ +∇′p = f ′ − (λ+ ξ2)u′, div ′u′ = −iξun in Σ, u′|∂Σ = 0,
and −∆′un = fn − (λ + ξ2)un − iξp in Σ, un|∂Σ = 0, yield (u, p) ∈
(W 2,2(Σ) ∩ W 1,20 (Σ)) × W 1,2(Σ). Since the uniqueness of (u, p) is obvious,
the proof of the lemma is complete.
In the following we consider the resolvent problem (Rλ,ξ) for arbitrary λ ∈ −α0+
Σε, pi/2 < ε < pi.
Lemma 3.8 For every λ ∈ −α0+Σε, pi/2 < ε < pi, ξ ∈ R∗ and ω ∈ Ar the operator
S = Sωr,λ,ξ is injective and the range R(S) of S is dense in L
r
ω(Σ)×W 1,rω (Σ).
Proof: First we shall prove this lemma for ω ≡ 1.
Let Sr,λ,ξ := S
ω
r,λ,ξ for ω ≡ 1, λ ∈ −α0 + Σε, pi/2 < ε < pi, ξ ∈ R∗. In order
to prove the injectivity of Sr,λ,ξ let Sr,λ,ξ(u, p) = 0. By the regularity assertions in
Theorem 3.1 and Theorem 3.5 for the case ω ≡ 1 it can be proved in a finite number
of steps using Sobolev’s embedding theorem that (u, p) ∈ D(S2,λ,ξ). We note that in
order to apply Theorem 3.5 the partition of unity of Σ has to be refined, if necessary,
such that all crucial smallness assumptions on ‖∇′ωj‖∞ are fulfilled. Thus by Lemma
3.7 (2), (u, p) = 0.
Let us show that R(Sr,λ,ξ) is dense in L
r ×W 1,r. Note that C∞0 (Σ) × C∞(Σ¯)
is dense in Lr × W 1,r. By Lemma 3.7 (2), there is a unique solution (u, p) of
S2,λ,ξ(u, p) = (f,−g) with (f, g) ∈ C∞0 (Σ)×C∞(Σ¯). Moreover, this solution can be
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shown to be in D(Sr,λ,ξ) for every r ∈ (1,∞) thus proving the denseness of R(S) in
Lr ×W 1,r.
Next we consider the general case of ω. Since, by Proposition 2.2 (3), there is
an s ∈ (1, r) such that Lrω(Σ) ⊂ Ls(Σ), one sees immediately that
D(Sωr,λ,ξ) ⊂ D(Ss,λ,ξ).
Therefore, Sωr,λ,ξ(u, p) = 0 for some (u, p) ∈ D(Sωr,λ,ξ) yields (u, p) ∈ D(Ss,λ,ξ) and
Ss,λ,ξ(u, p) = 0. Hence, the result already proved for ω ≡ 1 implies that u = 0, p = 0.
On the other hand, by Proposition 2.2 (3), there is an s˜ ∈ (r,∞) such that
Ss˜,λ,ξ ⊂ Sωr,λ,ξ, and consequently
R(Ss˜,λ,ξ) ⊂ R(Sωr,λ,ξ).
Therefore, the denseness result for the case ω ≡ 1 implies the denseness of R(Sωr,λ,ξ)
in the space Ls˜(Σ)×W 1,s˜(Σ) which is dense in Lrω(Σ)×W 1,rω (Σ). Thus the assertion
on the denseness of R(S) follows.
The proof of this lemma is complete.
The following lemma gives a preliminary a priori estimate for a solution (u, p)
of S(u, p) = (f,−g).
Lemma 3.9 Let 1 < r < ∞, ω ∈ Ar and ε ∈ (pi/2, pi). Then there exists an Ar-
consistent constant c = c(ε, r,Σ,Ar(ω)) > 0 such that for every λ ∈ −α0+Σε, ξ ∈ R∗
and every (u, p) ∈ D(Sωr,λ,ξ),
‖µ2+u, µ+∇′u,∇′2u,∇′p, ξp‖r,ω ≤ c
(‖f,∇′g, g, ξg‖r,ω + |λ|‖g;Lr(m),ω + Lrω,1/ξ‖0
+‖∇′u, ξu, p‖r,ω + |λ|‖u‖(W 1,r′
ω′ )
∗
)
,
(3.42)
where µ+ = |λ + α0 + ξ2|1/2, (f,−g) = S(u, p) and (W 1,r′ω′ )∗ denotes the dual space
of W 1,r
′
ω′ (Σ).
Proof: The proof is based on a partition of unity in Σ and on the localization
procedure reducing the problem to a finite number of problems of type (Rλ,ξ) in bent
half spaces and in the whole space Rn−1. Since ∂Σ ∈ C1,1, we can cover ∂Σ by a finite
number of balls Bj, j ≥ 1, such that, after a translation and rotation of coordinates,
Σ∩Bj locally coincides with a bent half space Hj = Hσj where σj ∈ C1,1(Rn−1) has
a compact support, σj(0) = 0 and ∇′′σj(0) = 0. Choosing the balls Bj small enough
(and its number large enough) we may assume that ‖∇′′σj‖∞ ≤ K0(ε, r,Σ,Ar(ω))
for all j ≥ 1 where K0 was introduced in Theorem 3.5. According to the covering
∂Σ ⊂ ⋃j≥1Bj there are cut-off functions 0 ≤ ϕ0, ϕj ∈ C∞(Rn−1) such that
ϕ0 +
∑
j≥1
ϕj ≡ 1 in Σ, suppϕj ⊂ Bj and supp ϕ0 ⊂ Σ.
Given (u, p) ∈ D(S) and (f,−g) = S(u, p), we get for each ϕj, j ≥ 0, the local
(Rλ,ξ)-problems
(λ+ ξ2 −∆′)(ϕju′) +∇′(ϕjp) = f ′j
(λ+ ξ2 −∆′)(ϕjun) + iξ(ϕjp) = fjn
divξ(ϕju) = gj
(3.43)
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for (ϕju, ϕjp), j ≥ 0, in Rn−1 or Hj; here
f ′j = ϕjf
′ − 2∇′ϕj · ∇′u′ − (∆′ϕj)u′ + (∇′ϕj)p
fjn = ϕjfn − 2∇′ϕj · ∇′un − (∆′ϕj)un
gj = ϕjg +∇′ϕj · u′.
(3.44)
To control fj and gj note that u = 0 on ∂Σ; hence Poincare´’s inequality for
Muckenhoupt weighted space (Proposition 2.4) yields for all j ≥ 0 the estimate
‖fj,∇′gj, ξgj‖r,ω;Hj ≤ c(‖f,∇′g, g, ξg‖r,ω;Σ + ‖∇′u, ξu, p‖r,ω;Σ), (3.45)
where H0 ≡ Rn−1 and c > 0 is Ar-consistent. Moreover, let g = g0 + g1 denote any
splitting of g ∈ Lr(m),ω + Lrω,1/ξ. Defining the characteristic function χj of Σ ∩ Hj
and the scalar
mj =
1
|Σ ∩Hj|
∫
Σ∩Hj
(ϕjg0 + u
′ · ∇′ϕj)dx′
=
1
|Σ ∩Hj|
∫
Σ∩Hj
(iξun − g1)ϕjdx′,
we split gj in the form
gj = gj0 + gj1 := (ϕjg0 + u
′ · ∇′ϕj −mjχj) + (ϕjg1 +mjχj).
Concerning gj1 we get
‖gj1‖rr,ω;Hj =
∫
Σ∩Hj
|ϕjg1 +mj|rω dx′
≤ c(r)(‖g1‖rr,ω;Σ + |mj|rω(Σ ∩Hj))
≤ c(r)
(
‖g1‖rr,ω;Σ +
ω(Σ ∩Hj) · ω′(Σ ∩Hj)r/r′
|Σ ∩Hj|r (‖ξun‖
r
(W 1,r
′
ω′ )
∗ + ‖g1‖rr,ω;Σ)
)
with c(r) > 0 independent of ω. Since we chose the balls Bj for j ≥ 1 small enough,
for each j ≥ 0 there is a cube Qj with Σ ∩Hj ⊂ Qj and |Qj| < c(n)|Σ ∩Hj| where
the constant c(n) > 0 is independent of j. Therefore
‖gj1‖r,ω;Hj ≤ c(r)
(
‖g1‖r,ω + c(n)ω(Qj)
1/r·ω′(Qj)1/r′
|Qj | (‖ξun‖(W 1,r′
ω′ )
∗ + ‖g1‖r,ω)
)
≤ c(r)(1 +Ar(ω)1/r)
(‖ξun‖(W 1,r′
ω′ )
∗ + ‖g1‖r,ω;Σ
) (3.46)
for j ≥ 0. Furthermore, for every test function Ψ ∈ C∞0 (H¯j) let
Ψ˜ = Ψ− 1|Σ ∩Hj|
∫
Σ∩Hj
Ψdx′.
By the definition of mj, χj we have
∫
Hj
gj0 dx
′ = 0; hence by Poincare´’s inequality
(see Proposition 2.4)∫
Hj
gj0Ψdx
′ =
∫
Hj
gj0Ψ˜dx
′
=
∫
Σ
g0(ϕjΨ˜)dx
′ +
∫
Σ
u′ · (∇′ϕj)Ψ˜dx′
≤ ‖g0‖−1,r,ω‖∇′(ϕjΨ˜)‖r′,ω′ + ‖u′‖(W 1,r′
ω′ )
∗‖(∇′ϕj)Ψ˜‖1,r′,ω′
≤ c(‖g0‖−1,r,ω + ‖u′‖(W 1,r′
ω′ )
∗)‖∇′Ψ‖r′,ω′;Hj ,
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where c > 0 is Ar-consistent. Thus
‖gj0‖−1,r,ω;Hj ≤ c
(‖g0‖−1,r,ω + ‖u′‖(W 1,r′
ω′ )
∗
)
for j ≥ 0. (3.47)
Summarizing (3.46) and (3.47), we get for j ≥ 0
‖gj; Ŵ−1,rω (Hj) + Lrω,1/ξ(Hj)‖ ≤ c
(‖u′‖
(W 1,r
′
ω′ )
∗ + ‖g;Lr(m),ω + Lrω,1/ξ‖0
)
(3.48)
with an Ar-consistent c = c(r,Ar(ω)) > 0.
To complete the proof, apply Theorem 3.1 to (3.43), (3.44) when j = 0. Further
use Theorem 3.5 in (3.43), (3.44) for j ≥ 1, but with λ replaced by λ +M with
M = λ0 + α0, where λ0 = λ0(ε, r,Ar(ω)) is the Ar-consistent constant indicated in
Theorem 3.5. This shift in λ implies that fj has to be replaced by fj +Mϕju and
that (3.31) will be used with λ replaced by λ +M . Summarizing (3.8), (3.31) as
well as (3.45), (3.48) and summing over all j we arrive at (3.42) with the additional
terms
I = ‖Mu‖r,ω + ‖Mu′‖(W 1,r′
ω′ )
∗ + ‖Mg;Lr(m),ω + Lrω,1/ξ‖0
on the right-hand side of the inequality. Note that M = M(ε, r,Ar(ω)) is Ar-
consistent and that g = div ′u′ + iξun defines a natural splitting of g ∈ Lr(m),ω(Σ) +
Lrω(Σ). Hence Poincare´’s inequality yields
I ≤M(‖u‖r,ω;Σ + ‖div ′u′‖−1,r,ω + ‖un‖r,ω;Σ)
≤ c1‖u‖r,ω;Σ ≤ c2‖∇′u‖r,ω;Σ
with Ar-consistent constants ci = ci(ε, r,Σ,Ar(ω)) > 0, i = 1, 2. Thus (3.42) is
proved.
Lemma 3.10 Let 1 < r <∞, ω ∈ Ar and λ ∈ −α+Σε, ε ∈ (pi2 , pi) with α ∈ (0, α0).
Then there is an Ar-consistent constant c = c(α, ε, r,Ar(ω)) such that for every
(u, p) ∈ D(S) and (f,−g) = S(u, p) the estimate
‖µ2+u, µ+∇′u,∇′2u,∇′p, ξp‖r,ω
≤ c(‖f,∇′g, g, ξg‖r,ω + (|λ|+ 1)‖g;Lr(m),ω + Lrω,1/ξ‖0) (3.49)
holds; here µ+ = |λ+ α+ ξ2|1/2.
Proof: Assume that this lemma is wrong. Then there is a constant c0 > 0, a
sequence {ωj}∞j=1 ⊂ Ar with Ar(ωj) ≤ c0 for all j, sequences {λj}∞j=1 ⊂ −α +
Σε, {ξj}∞j=1 ⊂ R∗ and (uj, pj) ∈ D(Sωjr,λj ,ξj) for all j ∈ N such that
‖(λj + α+ ξ2j )uj, (λj + α+ ξ2j )1/2∇′uj,∇′2uj,∇′pj, ξjpj‖r,ωj
≥ j(‖fj,∇′gj, gj, ξjgj‖r,ωj + (|λj|+ 1)‖gj;Lr(m),ωj + Lrωj ,1/ξj‖0 (3.50)
where (fj,−gj) = Sωjr,λj ,ξj(uj, pj). Fix an arbitrary cube Q containing Σ. We may
assume without loss of generality that
Ar(ωj) ≤ c0, ωj(Q) = 1 ∀j ∈ N, (3.51)
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by using the Ar-weight ω˜j := ωj(Q)
−1ωj instead of ωj if necessary. Note that (3.51)
also holds for r′, {ω′j} in the following form: Ar(ωj) ≤ cr
′/r
0 , ω
′
j(Q) ≤ cr
′/r
0 |Q|r′ .
Therefore, by a minor modification of Proposition 2.2 (3), there exist numbers s, s1
such that
Lrωj(Σ) ↪→ Ls(Σ), Ls1(Σ) ↪→ Lr
′
ω′j
, j ∈ N, (3.52)
with embedding constants independent of j ∈ N. Furthermore, we may assume
without loss of generality that
‖(λj + α+ ξ2j )uj, (λj + α+ ξ2j )1/2∇′uj,∇′2uj,∇′pj, ξjpj‖r,ωj = 1 (3.53)
and consequently that
‖fj,∇′gj, gj, ξjgj‖r,ωj + (|λj|+ 1)‖gj;Lr(m),ωj + Lrωj ,1/ξj‖0 → 0 as j →∞. (3.54)
From (3.52), (3.53) we have
‖(λj + α+ ξ2j )uj, (λj + α+ ξ2j )1/2∇′uj,∇′2uj,∇′pj, ξjpj‖s ≤ K, (3.55)
with some K > 0 for all j ∈ N and
‖fj,∇′gj, gj, ξjgj‖s → 0 as j →∞. (3.56)
Without loss of generality let us suppose that as j →∞,
λj → λ ∈ −α+ Σ¯ε or |λj| → ∞
ξj → 0 or ξj → ξ 6= 0 or |ξj| → ∞.
Thus we have to consider six possibilities.
(i) The case λj → λ ∈ −α+ Σ¯ε, ξj → ξ 6= 0.
Due to (3.55) {uj} ⊂ W 2,s and {pj} ⊂ W 1,s are bounded sequences. In virtue of
the compactness of the embedding W 1,s(Σ) ↪→ Ls(Σ) for the bounded domain Σ,
we may assume (suppressing indices for subsequences) that
uj → u,∇′uj → ∇′u in Ls (strong convergence)
∇′2uj ⇀ ∇′2u in Ls (weak convergence)
pj → p in Ls (strong convergence)
∇′pj ⇀ ∇′p in Ls (weak convergence)
(3.57)
for some (u, p) ∈ D(Ss,λ,ξ) as j → ∞. Therefore, Ss,λ,ξ(u, p) = 0 and, conse-
quently, u = 0, p = 0 by Lemma 3.8. On the other hand we get from (3.53) that
supj∈N ‖uj‖2,r,ωj < ∞ and supj∈N ‖pj‖1,r,ωj < ∞ which, together with the weak
convergences uj ⇀ 0 in W
2,s(Σ), pj ⇀ 0 in W
1,s(Σ), yields
‖uj‖1,r,ωj → 0, ‖pj‖r,ωj → 0
due to Proposition 2.3 (2). Moreover, since
sup
j∈N
‖λjuj‖r,ωj <∞ and λjuj ⇀ λu = 0 in Ls(Σ),
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Proposition 2.3 (3) implies that
‖λjuj‖(W 1,r′
ω′
j
)∗ → 0. (3.58)
Thus (3.42), (3.53) and (3.54) yield the contradiction 1 ≤ 0.
(ii) The case λj → λ ∈ −α+ Σ¯ε, ξj → 0.
Since uj|∂Σ = 0, ‖∇′2uj‖s ≤ K, we have the convergence (3.57) for some u ∈
W 2,s(Σ) ∩W 1,s0 (Σ), but concerning p we get the existence of p ∈ Ŵ 1,s and q ∈ Ls
such that
∇′pj ⇀ ∇′p, ξjpj ⇀ q in Ls
as j →∞. Looking at (Rλj ,ξj), the convergence of {uj}, {pj} yields
(λ−∆′)u′ +∇′p = 0
(λ−∆′)un + iq = 0
div ′u′ = 0
(u′, un)
∣∣
Σ
= 0
in Σ. Thus, the uniqueness result for the Stokes system on Σ yields (u′,∇′p) =
(0, 0), see [27]. Moreover, since ξj∇′pj → 0 in Ls and ξj∇′pj ⇀ ∇′q in W−1,s as
j → ∞, it is seen that q is a constant. Hence elliptic regularity theory implies
un ∈ W 2,2(Σ) ∩W 1,20 (Σ).
By (3.54), for all j ∈ N there is a splitting gj = gj0 + gj1 such that
gj0 ∈ Lr(m),ωj , gj1 ∈ Lrωj and (|λj|+ 1)
(‖gj0‖−1,r,ωj + ‖gj1/ξj‖r,ωj)→ 0. (3.59)
Therefore, from the divergence equation divξjuj = gj we get
(|λj|+ 1)
∣∣∣ ∫
Σ
ujn dx
′
∣∣∣ = |λj|+ 1|ξj|
∣∣∣ ∫
Σ
gj1 dx
′
∣∣∣→ 0 as j →∞,
and consequently
∫
Σ
un dx
′ = 0. Now, testing the equation (λ − ∆′)un + iq = 0 in
Σ with un, we see that λ
∫
Σ
|un|2 dx′ +
∫
Σ
|∇′un|2 dx′ = 0 yielding un = 0 and also
q = 0. Thus uj ⇀ 0 in W
2,s(Σ) which, together with supj∈N ‖uj‖2,r,ωj <∞, yields
‖uj‖1,r,ωj → 0 as j →∞ (3.60)
due to Proposition 2.3 (2).
To come to a contradiction consider the equivalent equation S
ωj
r,λj ,ξj
(uj, pj−pjm) =
(fj − iξjpjmen,−gj) with pjm = 1|Σ|
∫
Σ
pj dx
′. Due to Lemma 3.9
‖(λj + α+ ξ2j )uj, (λj + α+ ξ2j )1/2∇′uj,∇′2uj,∇′pj, ξj(pj − pjm)‖r,ωj
≤ c(‖fj,∇′gj, gj, ξjgj‖r,ωj + (|λj|+ 1)‖gj;Lr(m),ωj + Lrωj ,1/ξ‖0
+‖ξjpjm‖r,ωj + ‖∇′uj, ξjuj, pj − pjm‖r,ωj + ‖λjuj‖(W 1,r′
ω′
j
)∗
) (3.61)
44
where c > 0 is independent of j ∈ N due to Ar(ωj) ≤ c0, j ∈ N. Since ξjpj ⇀ q = 0
in Ls, we have ξjpjm → 0 and, considering (3.51),
‖ξjpjm‖r,ωj = |ξjpjm|ωj(Σ)1/r ≤ |ξjpjm| → 0. (3.62)
From Poincare´’s inequality (Proposition 2.4) and (3.53), we conclude that
sup
j
‖pj − pjm‖1,r,ωj <∞,
which, together with pj − pjm ⇀ 0 in W 1,s(Σ), yields
‖pj − pjm‖r,ωj → 0 as j →∞, (3.63)
cf. Proposition 2.4 (2). Now, (3.53), (3.54), (3.58), (3.60), (3.62) and (3.63) lead in
(3.61) to the contradiction 1 ≤ 0.
(iii) The case λj → λ ∈ −α+ Σ¯ε, |ξj| → ∞.
From (3.53) we get ‖∇′uj, ξjuj, pj‖r,ωj → 0. On the other hand, since
‖uj‖r,ωj → 0 and uj → 0 in Ls as j →∞,
Proposition 2.3 (3) implies (3.58). Thus, from (3.42), (3.53) and (3.54) we get the
contradiction 1 ≤ 0.
(iv) The case |λj| → ∞, ξj → ξ 6= 0.
By (3.53)
‖∇′uj, ξjuj‖r,ωj → 0 as j →∞. (3.64)
Further, (3.55) yields the convergence
uj → 0,∇′uj → 0 and ∇′2uj ⇀ 0, λjuj ⇀ v,
pj → p and ∇′pj ⇀ ∇′p,
in Ls, which, together with (3.56), leads to
v′ +∇′p = 0, vn + iξp = 0. (3.65)
From (3.52), (3.59) we see that
|〈λjgj, ϕ〉| = |〈λjgj0, ϕ〉+ 〈λjgj1, ϕ〉|
≤ ‖λjgj0‖−1,r,ωj‖∇′ϕ‖r′,ω′j + ‖λjgj1‖r,ωj‖ϕ‖r′,ω′j
≤ c(‖λjgj0‖−1,r,ωj‖+ ‖λjgj1‖r,ωj)‖ϕ‖W 1,s1 (Σ).
Consequently,
λjgj ∈ (W 1,s1(Σ))∗ and ‖λjgj‖(W 1,s1 (Σ))∗ → 0 as j →∞. (3.66)
Therefore, it follows from the divergence equation div ′ξjuj = gj that for all ϕ ∈
C∞(Σ¯)
〈v′,−∇′ϕ〉+ 〈iξvn, ϕ〉 = limj→∞〈div ′λju′j + iλjξjujn, ϕ〉
= limj→∞〈λjgj, ϕ〉 = 0,
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yielding div ′v′ = −iξvn, v′ · N ′|∂Σ = 0, where N ′ is the outward normal vector on
∂Σ. Therefore (3.65) implies
−∆′p+ ξ2p = 0 in Σ, ∂p
∂N ′
= 0 on ∂Σ;
hence p ≡ 0 and also v ≡ 0. Now, due to Proposition 2.3 (2), (3), we get (3.58)
and the convergence ‖pj‖r,ωj → 0, since λjuj ⇀ 0 in Ls, pj ⇀ 0 in W 1,s and
supj∈N ‖λjuj‖r,ωj <∞, supj∈N ‖pj‖1,r,ωj <∞. Thus (3.42), (3.53), (3.54) and (3.64)
lead to the contradiction 1 ≤ 0.
(v) The case |λj| → ∞, ξj → 0.
It follows from (3.53) that in Ls
uj → 0,∇′uj → 0 and ∇′2uj ⇀ 0, λjuj ⇀ v,
∇′pj ⇀ ∇′p, ξjpj ⇀ q,
which, looking at (Rλ,ξ), yields in the weak limit
v′ +∇′p = 0, vn + iq = 0;
moreover, q is a constant. Note that (3.66) holds true in this case as well. Therefore,
using (3.66), for any function ϕ in C∞(Σ¯)
0 = − lim
j→∞
〈λjgj, ϕ〉 = lim
j→∞
(〈λju′j,∇′ϕ〉 − 〈iλjξjujn, ϕ〉) = ∫
Σ
v′ · ∇′ϕdx′
yielding div ′v′ = 0, v′ · N ′|∂Σ = 0. Thus the equation v′ + ∇′p = 0 is just the
Helmholtz decomposition of the null vector field; therefore, v′ ≡ 0,∇′p ≡ 0.
On the other hand, looking at (3.59) we get from the divergence equation and
(3.52) that∫
Σ
λjujn dx
′ =
∫
Σ
λj
ξj
(gj0 + gj1 − div ′u′j) dx′ =
∫
Σ
λjgj1
ξj
dx′ → 0.
Consequently, the weak convergence λjujn ⇀ vn in L
s yields
∫
Σ
vn dx
′ = 0; since q
is a constant, we get vn = 0, q = 0. Then Proposition 2.3 (3) implies (3.58).
Now we repeat the argument as in the case (ii) to get (3.61), (3.62) and (3.63),
and are finally led to the contradiction 1 ≤ 0.
(vi) The case |λj| → ∞, |ξj| → ∞.
To come to a contradiction, it is enough to prove (3.58) since ‖∇′uj, ξjuj, pj‖r,ωj → 0
as j →∞. From (3.53) we get the convergence
uj → 0,∇′uj → 0 and ∇′2uj ⇀ 0, (λj + ξ2j )uj ⇀ v,
pj → 0 and ∇′pj ⇀ 0, ξjpj ⇀ q
in Ls with some v, q ∈ Ls. Therefore, (3.56) and (Rλj ,ξj) yield
v′ = 0, vn + iq = 0.
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Since ‖λjuj‖s ≤ cε‖(λj + ξ2j )uj‖s, there exists w = (w′, wn) ∈ Ls such that, for
a suitable subsequence, λjuj ⇀ w. Let gj = gj0 + gj1, j ∈ N, be a sequence of
splittings satisfying (3.59). By (3.52) we get for all ϕ ∈ C∞(Σ¯)
|〈λjgj0, ϕ〉|+
∣∣∣〈λjgj1
ξj
, ϕ〉
∣∣∣→ 0 as j →∞,
cf. (3.66) and (3.66). Hence, the divergence equation implies that for j →∞
〈λjujn, ϕ〉 = 1
iξj
〈λjgj0, ϕ〉+ 〈λjgj1
iξj
, ϕ〉+ 1
iξj
〈λju′j,∇′ϕ〉 → 0
for all ϕ ∈ C∞(Σ¯) yielding 〈wn, ϕ〉 = 0 and consequently wn = 0.
Obviously, ξjuj → 0 in Ls as j →∞. Therefore, by (3.56) and the boundedness
of the sequence
{‖ξj∇uj‖r,ωj}, we get from the identity div ′(ξju′j) + iξ2jujn = ξjgj
that
ξ2jujn ⇀ 0 in L
s as j →∞.
Thus we proved vn = 0. Now v = 0 together with the estimate ‖(λj + ξ2j )uj‖r,ωj ≤ 1
imply due to Proposition 2.3 (3) that ‖(λj + ξ2j )uj‖ → 0 in (W 1,r
′
ω′j
)∗ as j → ∞.
Hence also (3.58) is proved.
Now the proof of this lemma is complete.
Theorem 3.11 Let Σ ⊂ Rn−1 be a bounded domain of C1,1-class, 1 < r <∞, ω ∈
Ar(Rn−1) and α ∈ (0, α0), pi2 < ε < pi. Then for every λ ∈ −α + Σε, ξ ∈ R∗ and
f ∈ Lrω(Σ), g ∈ W 1,rω (Σ) the parametrized resolvent problem (Rλ,ξ) has a unique
solution (u, p) ∈ (W 2,rω (Σ) ∩W 1,r0,ω(Σ)) ×W 1,rω (Σ). Moreover, this solution satisfies
the estimate (3.49) with an Ar-consistent constant c = c(α, ε, r,Σ,Ar(ω)) > 0.
Proof: The existence is obvious since, for every λ ∈ −α + Σε, ξ ∈ R∗ and ω ∈
Ar(Rn−1), the range R(Sωr,λ,ξ) is closed and dense in Lrω(Σ) ×W 1,rω (Σ) by Lemma
3.10 and by Lemma 3.8, respectively. Here note that for fixed λ ∈ C, ξ ∈ R∗
the norm ‖∇′g, g, ξg‖r,ω + (1 + |λ|)‖g;Lr(m),ω + Lrω,1/ξ‖0 is equivalent to the norm of
W 1,rω (Σ). The uniqueness of solutions is obvious from Lemma 3.8.
Now, for fixed ω ∈ Ar, 1 < r <∞, define the operator-valued functions
a1 : R∗ → L(Lrω(Σ);W 2,r0,ω(Σ) ∩W 1,rω (Σ)),
b1 : R∗ → L(Lrω(Σ);W 1,rω (Σ))
by
a1(ξ)f := u1(ξ), b1(ξ)f := p1(ξ), (3.67)
where (u1(ξ), p1(ξ)) is the solution to (Rλ,ξ) corresponding to f ∈ Lrω(Σ) and g = 0.
Further, define
a2 : R∗ → L(W 1,rω (Σ);W 2,r0,ω(Σ) ∩W 1,rω (Σ)),
b2 : R∗ → L(W 1,rω (Σ);W 1,rω (Σ))
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by
a2(ξ)g := u2(ξ), b2(ξ)g := p2(ξ). (3.68)
with (u2(ξ), p2(ξ)) the solution to (Rλ,ξ) corresponding to f = 0 and g ∈ W 1,rω (Σ).
Corollary 3.12 For every α ∈ (0, α0) and λ ∈ −α + Σε the operator-valued func-
tions a1, b1 and a2, b2 defined by (3.67), (3.68) are Fre´chet differentiable in ξ ∈ R∗.
Furthermore, their derivatives w1 =
d
dξ
a1(ξ)f, q1 =
d
dξ
b1(ξ)f for fixed f ∈ Lrω(Σ)
and w2 =
d
dξ
a2(ξ)g, q2 =
d
dξ
b2(ξ)g for fixed g ∈ W 1,rω (Σ) satisfy the estimates
‖(λ+ α)ξw1, ξ∇′2w1, ξ3w1, ξ∇′q1, ξ2q1‖r,ω ≤ c‖f‖r,ω (3.69)
and
‖(λ+ α)ξw2, ξ∇′2w2, ξ3w2, ξ∇′q2, ξ2q2‖r,ω
≤ c(‖∇′g, g, ξg‖r,ω + (|λ|+ 1)‖g;Lr(m),ω + Lrω,1/ξ‖0), (3.70)
with an Ar-consistent constant c = c(α, r, ε,Σ,Ar(ω)) independent of λ ∈ −α + Σε
and ξ ∈ R∗.
Proof: Since ξ enters in (Rλ,ξ) in a polynomial way, it is easy to prove that
aj(ξ), bj(ξ), j = 1, 2, are Fre´chet differentiable and their derivatives wj, qj solve the
system
(λ+ ξ2 −∆′)w′j +∇′qj = −2ξu′j
(λ+ ξ2 −∆′)wjn + iξqj = −2ξujn − ipj
div ′w′j + iξwjn = −iujn,
(3.71)
where (u1, p1), (u2, p2) are the solutions to (Rλ,ξ) for f ∈ Lrω(Σ), g = 0 and f =
0, g ∈ W 1,rω (Σ), respectively.
We get from (3.71) and Theorem 3.11 for j = 1, 2,
‖(λ+ α)ξwj, ξ∇′2wj, ξ3wj, ξ∇′qj, ξ2qj‖r,ω
≤ c(‖ξ2u′j, ξpj,∇′ξujn, ξ2ujn‖r,ω + (|λ|+ 1)‖iξujn;Lr(m),ω + Lrω,1/ξ‖0)
≤ c(‖ξ2uj, ξpj,∇′ξuj‖r,ω + (|λ|+ 1)‖uj‖r,ω)
≤ c‖uj, (λ+ α+ ξ2)uj,
√
λ+ α+ ξ2∇′uj, ξpj‖r,ω
≤ c‖(λ+ α+ ξ2)uj,
√
λ+ α+ ξ2∇′uj,∇′2uj, ξpj‖r,ω,
(3.72)
with an Ar-consistent constant c = c(α, r, ε,Σ,Ar(ω)); here we used the fact that
ξ2 + |λ + α| ≤ c(ε, α)|λ + α + ξ2| for all λ ∈ −α + Σε, ξ ∈ R and ‖uj‖r,ω ≤
c(Ar(ω))‖∇′2uj‖r,ω (see [34], Corollary 2.2). Thus Theorem 3.11 and (3.72) prove
(3.69), (3.70).
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4 Resolvent Estimate and Maximal Regularity in Weighted
Spaces; Infinite Straight Cylinders
In this chapter Ω is an infinite straight cylinder Σ × R with cross-section Σ ⊂
Rn−1, n ≥ 3, a bounded domain of C1,1-class. We study the resolvent estimate
and maximal regularity of the Stokes operator in weighted Lq-spaces on Ω. The
proofs use the operator-valued Fourier multiplier theorem, Schauder decomposition
techniques and R-boundedness of operator families based on results of Chapter 3.
4.1 Resolvent estimate
Let us consider the Stokes resolvent system
λu−∆u+∇p = f in Ω
(Rλ) div u = 0 in Ω
u = 0 on ∂Ω.
Based on the estimate for the parametrized Stokes system (Rλ,ξ) in Chapter 3 we
can prove the following theorem.
Theorem 4.1 (Weighted Resolvent Estimates) Let Σ be a bounded domain of
C1,1-class with α0 > 0 being the least eigenvalue of the Dirichlet Laplacian in Σ, and
let pi/2 < ε < pi, 1 < q, r <∞ and ω ∈ Ar. Then for every f ∈ Lq(R;Lrω(Σ)), every
α ∈ (0, α0) and λ ∈ −α+ Σε there exists a unique solution
(u, p) ∈ (W 2;q,rω (Ω) ∩W 1;q,r0,ω (Ω))× Ŵ 1;q,rω (Ω)
to (Rλ) satisfying the estimate
‖(λ+ α)u,∇2u,∇p‖Lq(Lrω) ≤ C‖f‖Lq(Lrω) (4.1)
with an Ar-consistent constant C = C(q, r, α, ε,Σ,Ar(ω)) independent of λ.
Proof: Let a1, b1 be the operator-valued functions defined in (3.67) and let us define
u, p in the cylinder Ω = Σ× R by
u(x) = F−1(a1fˆ)(x), p(x) = F−1(b1fˆ)(x). (4.2)
We will show that (u, p) is the unique solution to (Rλ) satisfying
(u, p) ∈ (W 2;q,rω (Ω) ∩W 1;q,r0,ω (Ω))× Ŵ 1;q,rω (Ω) (4.3)
and the estimate (4.1). Obviously, (u, p) solves the resolvent problem (Rλ). For
ξ ∈ R∗ define mλ(ξ) : Lrω(Σ)→ Lrω(Σ) by
mλ(ξ)f :=
(
(λ+α)a1(ξ)fˆ , ξ∇′a1(ξ)fˆ ,∇′2a1(ξ)fˆ , ξ2a1(ξ)fˆ ,∇′b1(ξ)fˆ , ξb1(ξ)fˆ
)
. (4.4)
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Theorem 3.11 and Corollary 3.12 show that the operator family {mλ(ξ), ξm′λ(ξ) :
ξ ∈ R∗} satisfies the assumptions of Theorem 2.14, e.g., with s = r. Therefore, this
operator family is R-bounded in L(Lrω(Σ)); to be more precise,
Rq
({mλ(ξ), ξm′λ(ξ) : ξ ∈ R∗}) ≤ c(q, r, α, ε,Σ,Ar(ω)) <∞. (4.5)
Hence Theorem 2.12 and Remark 2.13 imply that
‖(mλfˆ)∨‖Lq(Lrω) ≤ C‖f‖Lq(Lrω)
with an Ar-consistent constant C = C(q, r, α, ε,Σ,Ar(ω)) > 0 independent of the
resolvent parameter λ ∈ −α+Σε. Note that, due to the definition of the multiplier
mλ(ξ), we have (λ+ α)u,∇2u,∇p ∈ Lq(Lrω) and
‖(λ+ α)u,∇2u,∇p‖Lq(Lrω) ≤ ‖(mfˆ)∨‖Lq(Lrω).
Thus the existence of a solution satisfying (4.1) is proved.
For the uniqueness of solutions let (u, p) ∈ (W 2;q,rω (Ω) ∩W 1;q,r0,ω (Ω)) × Ŵ 1;q,rω (Ω)
satisfy (Rλ) with f = 0. Fix h ∈ Lq′(Lr′ω′) arbitrarily and let (v, z) ∈
(
W 2;q
′,r′
ω′ (Ω) ∩
W 1;q
′,r′
0,ω′ (Ω) ∩ Lq
′
(Lr
′
ω′)σ
) × Ŵ 1;q′,r′ω′ (Ω) be a solution to (Rλ¯) with right-hand side h.
Then using the denseness of C∞0,σ(Ω) in W
1;q′,r′
0,ω (Ω) ∩ Lq′(Lr′ω′)σ we get
0 = 〈λu−∆u+∇p, v〉 = 〈u, λ¯v −∆v +∇z〉 = 〈u, h〉Lq(Lrω),Lq′ (Lr′ω′ )
yielding u = 0, and consequently, ∇p = 0. Now the proof of Theorem 4.1 is
complete.
Corollary 4.2 (Stokes’ Operator and Stokes’ Semigroup) Let 1 < q, r <∞,
ω ∈ Ar(Rn−1) and define the Stokes operator A = Aq,r;ω on Ω by
D(A) =W 2;q,rω (Ω) ∩W 1;q,r0,ω (Ω) ∩ Lq(Lrω)σ ⊂ Lq(Lrω)σ, Au = −Pq,r;ω∆u, (4.6)
where Pq,r;ω is the Helmholtz projection in L
q(R;Lrω(Σ)) (see [30]). Then, for every
ε ∈ (pi
2
, pi) and α ∈ (0, α0), −α+Σε is contained in the resolvent set of −A, and the
estimate
‖(λ+ A)−1‖L(Lq(Lrω)σ) ≤
C
|λ+ α| ∀λ ∈ −α+ Σε (4.7)
holds with an Ar-consistent constant C = C(Σ, q, r, α, ε,Ar(ω)).
As a consequence, the Stokes operator generates a bounded analytic semigroup
{e−tAq,r;ω ; t ≥ 0} on Lq(Lrω)σ satisfying the estimate
‖e−tAq,r;ω‖L(Lq(Lrω)σ) ≤ C e−αt ∀α ∈ (0, α0),∀t > 0 (4.8)
with a constant C = C(q, r, α, ε,Σ,Ar(ω)).
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Proof: Defining the Stokes operator A = Aq,r;ω by (4.6), due to the Helmholtz
decomposition of the space Lq(Lrω) on the cylinder Ω (see [30]), we see that for
F ∈ Lq(Lrω)σ the solvability of the equation
(λ+ A)u = F in Lq(Lrω)σ (4.9)
is equivalent to the solvability of (Rλ). By virtue of Theorem 4.1 for every λ ∈
−α + Σε there exists a unique solution u = (λ + A)−1F ∈ D(A) to (4.9) satisfying
the estimate
‖(λ+ α)u‖Lq(Lrω)σ ≤ C‖F‖Lq(Lrω)σ
with C = C(q, r, α, ε,Σ,Ar(ω)) independent of λ; hence (4.7) is proved. Then (4.8)
is a direct consequence of (4.7) using semigroup theory.
4.2 Maximal regularity
In this section we prove maximal Lp-regularity of the Stokes operator in weighted
spaces Lq(Lrω).
Theorem 4.3 (Maximal Regularity) Let 1 < p, q, r < ∞ and ω ∈ Ar(Rn−1).
Then the Stokes operator A = Aq,r;ω has maximal L
p-regularity in Lq(Lrω)σ. To be
more precise, for each f ∈ Lp(R+;Lq(Lrω)σ) the instationary system
ut + Au = f, u(0) = 0 (4.10)
has a unique solution u ∈ W 1,p(R+;Lq(Lrω)σ) ∩ Lp(R+;D(A)) such that
‖u, ut, Au‖Lp(R+;Lq(Lrω)σ) ≤ C‖f‖Lp(R+;Lq(Lrω)σ). (4.11)
Analogously, for every f ∈ Lp(R+;Lq(Lrω)), the instationary system
ut −∆u+∇p = f, div u = 0, u(0) = 0
has a unique solution (u,∇p) ∈ (W 1,p(R+;Lq(Lrω)σ) ∩ Lp(R+;D(A))) ×
Lp(R+;Lq(Lrω)) satisfying the a priori estimate
‖ut, u,∇u,∇2u,∇p‖Lp(R+;Lq(Lrω)) ≤ C‖f‖Lp(R+;Lq(Lrω)). (4.12)
Moreover, if eαtf ∈ Lp(R+;Lq(Lrω)σ) for some α ∈ (0, α0), then the solution u
satisfies the estimate
‖eαtu, eαtut, eαtAu‖Lp(R+;Lq(Lrω)σ) ≤ C‖eαtf‖Lp(R+;Lq(Lrω)σ). (4.13)
In each estimate C = C(Σ, q, r,Ar(ω)) and C = C(Σ, q, r,Ar(ω), α), respectively.
Remark 4.4 (1) We note that in (4.10) we may take nonzero initial values u(0) =
u0 in the real interpolation space (L
q(Lrω)σ, D(Aq,r;ω))1−1/p,p.
(2) By [7], Theorem 1.3, maximal regularity in Lq(Ω) of cI+Aq with some c > 0,
where Aq is the Stokes operator in L
q(Ω), will follow; this result is weaker than the
particular case q = r and ω ≡ 1 in Theorem 4.3.
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Proof of Theorem 4.3: Based on Theorem 2.18 we shall show that the operator
family
T = {λ(λ+ Aq,r;ω)−1 : λ ∈ iR}
is R-bounded in L(Lq(Lrω)). To this end, for ξ ∈ R∗ and λ ∈ Σε, ε ∈ (pi/2, pi), let
mλ(ξ) := λa1(ξ) where a1(ξ) is the solution operator for (Rλ,ξ) with g = 0 defined
by (3.67). Then λ(λ + Aq,r;ω)
−1f = (mλ(ξ)fˆ)∨ for f ∈ S(R : Lrω(Σ)σ). In view
of Definition 2.7 and the denseness of S(R;Lrω(Σ)σ) in Lq(R;Lrω(Σ)σ) we will prove
that there is a constant C > 0 such that
∥∥ N∑
i=1
εi(mλi fˆi)
∨∥∥
Lq(0,1;Lq(R:Lrω(Σ)))
≤ C∥∥ N∑
i=1
εifi
∥∥
Lq(0,1;Lq(R:Lrω(Σ)))
(4.14)
for any independent, symmetric and {−1, 1}-valued random variables (εi(s)) defined
on (0, 1), for all (λi) ⊂ iR and (fi) ⊂ S(R;Lrω(Σ)σ). Without loss of generality we
may assume that (fi) ⊂ Y := R0Lq(R : Lrω(Σ)σ), since the Riesz projection R0 is
continuous in Lq(R;Lrω(Σ)σ), see Section 2.3, and
fi(x
′, xn) = (χ[0,∞)fˆi(ξ))∨(x′, xn) + (χ[0,∞)fˆi(−ξ))∨(x′,−xn).
Therefore, we shall show that T isR-bounded in L(Y ); note that, if supp fˆ ⊂ [0,∞),
then supp (mλfˆ) ⊂ [0,∞) as well.
Obviously mλ(ξ) = mλ(2
j) +
∫ ξ
2j
m′λ(τ) dτ for ξ ∈ [2j, 2j+1), j ∈ Z, and(
mλ(2
j)∆̂jf
)∨
= mλ(2
j)∆jf for f ∈ S(R;Lrω(Σ)σ). Furthermore,(∫ ξ
2j
m′λ(τ) dτ ∆̂jf(ξ)
)∨
=
(∫ 2j+1
2j
m′λ(τ)χ[2j ,ξ)(τ)∆̂jf(ξ) dτ
)∨
=
(∫ 1
0
2jm′λ(2
j(1 + t))χ[2j ,ξ)(2
j(1 + t))χ[2j ,2j+1)(ξ)fˆ(ξ) dt
)∨
=
∫ 1
0
2jm′λ(2
j(1 + t))Bj,t∆jf dt,
where
Bj,t = R2j(1+t),2j+1 , t ∈ (0, 1); (4.15)
we recall the notation Ra,b = Ra − Rb and Ra = F−1χ[a,∞)F for a, b ∈ R, see (2.8).
Thus we get
(
mλ(ξ)fˆ(ξ)
)∨
=
∑
j∈Z
((
mλ(2
j) +
∫ ξ
2j
m′λ(τ) dτ
)
∆̂jf
)∨
=
∑
j∈Z
(
mλ(2
j)∆̂jf
)∨
+
∑
j∈Z
(∫ ξ
2j
m′λ(τ) dτ ∆̂jf
)∨
=
∑
j∈Z
mλ(2
j)∆jf +
∑
j∈Z
∫ 1
0
2jm′λ(2
j(1 + t))Bj,t∆jf dt.
(4.16)
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First let us prove
∥∥ N∑
i=1
εi(s)
∑
j∈Z
mλi(2
j)∆jfi
∥∥
Lq(0,1;Y )
≤ C∥∥ N∑
i=1
εi(s)fi
∥∥
Lq(0,1;Y )
. (4.17)
Note that the operator mλi(2
j) commutes with ∆j, j ∈ Z; hence, for almost all
s ∈ (0, 1), the sum∑Ni=1 εi(s)mλi(2j)∆jfi belongs to the range of ∆j. Therefore, for
any l, k ∈ Z we get by (2.7) that
∥∥ N∑
i=1
εi
k∑
j=l
mλi(2
j)∆jfi
∥∥
Lq(0,1;Y )
=
(∫ 1
0
∥∥ k∑
j=l
N∑
i=1
εi(s)mλi(2
j)∆jfi
∥∥q
Y
ds
)1/q
≤ c∆
(∫ 1
0
∫ 1
0
∥∥ k∑
j=l
εj(τ)
N∑
i=1
εi(s)mλi(2
j)∆jfi
∥∥q
Y
dτ ds
)1/q
= c∆
∥∥ N∑
i=1
k∑
j=l
εij(s, τ)mλi(2
j)∆jfi
∥∥
Lq((0,1)2;Y )
(4.18)
where εij(s, τ) = εi(s)εj(τ); note that (εij)i,j∈Z is a sequence of independent, sym-
metric and {−1, 1}-valued random variables defined on (0, 1)× (0, 1). Furthermore,
due to Theorem 3.11, the operator family {mλ(ξ) : λ ∈ iR, ξ ∈ R∗} ⊂ L(Lrω(Σ))
is uniformly bounded by an Ar-consistent constant, and hence it is R-bounded by
Theorem 2.14. Therefore, using Fubini’s theorem and (2.7), we proceed in (4.18) as
follows:
= c∆
∥∥ N∑
i=1
k∑
j=l
εij(s, τ)mλi(2
j)∆jfi
∥∥
Lq(R;Lq((0,1)2;Lrω(Σ)))
≤ Cc∆
∥∥ N∑
i=1
k∑
j=l
εij(s, τ)∆jfi
∥∥
Lq(R;Lq((0,1)2;Lrω(Σ)))
= Cc∆
∥∥ N∑
i=1
k∑
j=l
εij(s, τ)∆jfi
∥∥
Lq((0,1)2;Y )
≤ Cc2∆
∥∥ N∑
i=1
εi
k∑
j=l
∆jfi
∥∥
Lq(0,1;Y )
.
(4.19)
Since {∑kj=l∆j : l, k ∈ Z} is R-bounded in L(Y ) and (∆j) is a Schauder de-
composition of Y , we see by Lebesgue’s theorem that the right-hand side of (4.19)
converges to 0 as either l, k →∞ or l, k → −∞. Thus, by (4.18), (4.19), the series∑N
i=1 εi(s)
∑
j∈Zmλi(2
j)∆jfi converges in L
q(0, 1;Y ), and (4.17) holds.
Next let us show that
∥∥ N∑
i=1
εi(s)
∑
j∈Z
∫ 1
0
2jm′λi(2
j(1 + t))Bj,t∆jfi dt
∥∥
Lq(0,1;Y )
≤ C∥∥ N∑
i=1
εi(s)fi
∥∥
Lq(0,1;Y )
.
(4.20)
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Using the same argument as in the proof of (4.17) and the R-boundedness of the
operator families {Bj,t : j ∈ Z, t ∈ (0, 1)} ⊂ L(Y ) and {2j(1+ t)m′λ(2j(1+ t)) : λ ∈
iR, j ∈ Z, t ∈ (0, 1)} ⊂ L(Lrω(Σ)), see Corollary 3.12, we have
∥∥ N∑
i=1
εi(s)
k∑
j=l
∫ 1
0
2jm′λi(2
j(1 + t))Bj,t∆jfi dt
∥∥
Lq(0,1;Y )
≤
∫ 1
0
∥∥ N∑
i=1
εi(s)
k∑
j=l
2jm′λi(2
j(1 + t))Bj,t∆jfi
∥∥
Lq(0,1;Y )
dt
≤ c∆
∫ 1
0
∥∥ N∑
i=1
k∑
j=l
εij(s, τ)2
jm′λi(2
j(1 + t))Bj,t∆jfi
∥∥
Lq((0,1)2;Y )
dt
≤ c∆
∫ 1
0
∥∥ N∑
i=1
k∑
j=l
εij(s, τ)2
j(1 + t)m′λi(2
j(1 + t))∆jfi
∥∥
Lq((0,1)2;Y )
dt
≤ Cc2∆
∥∥ N∑
i=1
εi(s)
k∑
j=l
∆jfi
∥∥
Lq((0,1);Y )
for all l, k ∈ Z. Thus (4.20) is proved.
By (4.17), (4.20) we conclude that the operator family T = {λ(λ + Aq,r;ω)−1 :
λ ∈ iR} is R-bounded in L(Lq(Lrω)). Then, by Theorem 2.18, for each f ∈
Lp(R+;Lq(Lrω)σ), 1 < p <∞, the mild solution u to the system
ut + Aq,r;ωu = f, u(0) = 0 (4.21)
belongs to Lp(R+;Lq(Lrω)σ) ∩ Lp(R+;D(Aq,r;ω)) and satisfies the estimate
‖ut, Aq,r;ωu‖Lp(R+;Lq(Lrω)σ) ≤ C‖f‖Lp(R+;Lq(Lrω)σ).
Furthermore, (4.7) with λ = 0 implies that even u satisfies this inequality. If f ∈
Lp(R+;Lq(Lrω)), let u be the solution of (4.21) with f replaced by Pf , where P =
Pq,r;ω denotes the Helmholtz projection in L
p(R+;Lq(Lrω)), and define p by ∇p =
(I − P )(f − ut + ∆u). By (4.1) with λ = 0 and the boundedness of P we get
(4.12). Finally, assume eαtf ∈ Lp(R+;Lq(Lrω)σ) for some α ∈ (0, α0) and let v be
the solution of the system vt + (A − α)v = eαtf, v(0) = 0. Obviously, replacing
A by A − α in the previous arguments, v is easily seen to satisfy estimate (4.11).
Then u(t) = e−αtv(t) solves (4.21) and satisfies (4.13). In each case the constant C
depends only on Ar(ω) due to Remark 2.13.
The proof of Theorem 4.3 is complete.
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5 Resolvent Estimate and H∞-calculus; General Cylinders
In this chapter we consider the resolvent problem and H∞-calculus of the Stokes
operator Aq in the general unbounded cylinder Ω, see (1.2). Section 5.1 includes
the investigation of dyadic Schauder decompositions of vector-valued homogeneous
Sobolev spaces, in particular, in Lq(R;Lrω(Σ)) for 1 < q, r < ∞ and Muckenhoupt
weights ω. In Section 5.2 the generalized Stokes resolvent system with a prescribed
divergence in an infinite straight cylinder with bounded cross-section is studied.
Stokes resolvent estimates for general unbounded cylinders are considered in Section
5.3. In Section 5.4 we prove that the the Stokes operator Aq has a bounded H
∞-
calculus.
5.1 Dyadic Schauder decompositions
Let X be a reflexive Banach space and 1 < q < ∞. First let us consider vector-
valued homogeneous Sobolev spaces Ŵ 1,q(R;X). Using the one-dimensional Fourier
transform F ≡ ˆ the space Ŵ 1,q(R;X) may be rewritten as
Ŵ 1,q(R;X) = {u ∈ L1loc(R;X);F−1(ξuˆ) ∈ Lq(R;X)}
with norm
‖u‖Ŵ 1,q(R;X) = ‖F−1(ξuˆ)‖Lq(R;X),
where ξ is the phase variable of the Fourier transform F . It is easy to see that
Ŵ 1,q(R;X), 1 < q <∞, is a reflexive Banach space.
Let D(R;X) be the space of all compactly supported and infinitely differentiable
X-valued functions and D′(R;X∗) the space of X∗-valued distributions.
Lemma 5.1 D(R;X) is dense in Ŵ 1,q(R;X) for each q ∈ (1,∞).
Proof: Let f ∈ (Ŵ 1,q(R;X))∗ vanish on D(R;X). Then, due to the Hahn-Banach
theorem, there exists h ∈ Lq′(R;X∗), q′ = q/(q − 1), such that
0 = 〈f, φ〉 = 〈h,Dφ〉 ∀φ ∈ D(R;X).
In particular, for all ϕ ∈ D(R) and x ∈ X, we have
0 = 〈h,Dϕ · x〉 = 〈 〈h(·), x〉X∗,X , Dϕ〉D′(R),D(R)
which together with 〈h(·), x〉X∗,X ∈ Lq′(R) yields
〈h(·), x〉X∗,X = const = 0 for all x ∈ X.
Hence h = 0, and f = 0.
By the Hahn-Banach theorem, for every f ∈ (Ŵ 1,q(R;X))∗ there is some h ∈
Lq
′
(R;X∗) such that
f = Dh and ‖f‖(Ŵ 1,q(R;X))∗ = ‖h‖Lq′ (R;X∗),
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cf. Lemma 5.1. Conversely, it is obvious from Lemma 5.1 that, if h ∈ Lq′(R;X∗),
then Dh ∈ (Ŵ 1,q(R;X))∗. Thus we conclude that
(Ŵ 1,q(R;X))∗ = {f ∈ S ′(R;X∗); F−1(1
ξ
fˆ) ∈ Lq′(R;X∗)},
‖f‖(Ŵ 1,q(R;X))∗ = ‖F−1(1ξ fˆ)‖Lq′ (R;X∗).
(5.1)
In consideration of (5.1) we shall denote the space (Ŵ 1,q(R;X))∗ by Ŵ−1,q′(R;X∗)
for 1 < q <∞.
Let us recall the notation Ra := F−1χ[a,∞)F , Ra,b = Ra − Rb for a, b ∈ R in
(2.8) and the family of dyadic decompositions {∆j : j ∈ Z} in (2.9). We note
that {∆j : j ∈ Z} is R-bounded in L(Lq(R;X)) and an unconditional Schauder
decomposition of R0L
q(R;X), the image of Lq(R;X) by the Riesz projection R0,
see Remark 2.11 (6). Furthermore, {∆j : j ∈ Z} is an unconditional Schauder
decomposition of both R0Ŵ
1,q(R;X) and R0Ŵ−1,q(R;X) for each q ∈ (1,∞) since
for every permutation σ of N, every l < k ∈ Z and any u ∈ R0Ŵ 1,q(R;X)∥∥∥u− k∑
j=l
∆σ(j)u
∥∥∥
Ŵ 1,q(R;X)
=
∥∥∥Du− k∑
j=l
∆σ(j)Du
∥∥∥
Lq(R;X)
,
as well as for any v ∈ R0Ŵ−1,q(R;X)∥∥∥v − k∑
j=l
∆σ(j)v
∥∥∥
Ŵ−1,q(R;X)
=
∥∥∥F−1(ξ−1vˆ)− k∑
j=l
∆σ(j)F−1(ξ−1vˆ)
∥∥∥
Lq(R;X)
.
Lemma 5.2 Let X be a UMD space, 1 < q <∞, and let −∞ < a < b <∞.
(1) If g ∈ Ŵ−1,q(R;X), then Ra,bg ∈ Lq(R;X) and there exists a constant
c(q,X) > 0 such that
‖Ra,bg‖Lq(R;X) ≤ c(q,X)max{|a|, |b|}‖Ra,bg‖Ŵ−1,q(R;X).
In particular, if a > 0, then
1
b c(q,X)
‖Ra,bg‖Lq(R;X) ≤ ‖Ra,bg‖Ŵ−1,q(R;X) ≤
c(q,X)
a
‖Ra,bg‖Lq(R;X).
(2) There is a constant c > 0 such that for all g ∈ Lq(R;X) and for any l ≤ k ∈ Z
the following two formulae hold:
c−1
∥∥∥ k∑
j=l
2j∆jg
∥∥∥
Lq(R;X)
≤
∥∥∥ k∑
j=l
∆jg
∥∥∥
Ŵ 1,q(R;X)
≤ c
∥∥∥ k∑
j=l
2j∆jg
∥∥∥
Lq(R;X)
(5.2)
c−1
∥∥∥ k∑
j=l
2−j∆jg
∥∥∥
Lq(R;X)
≤
∥∥∥ k∑
j=l
∆jg
∥∥∥
Ŵ−1,q(R;X)
≤ c
∥∥∥ k∑
j=l
2−j∆jg
∥∥∥
Lq(R;X)
. (5.3)
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Proof: (1) Let m1(ξ) be a continuously differentiable function on R such that
m1(ξ) = ξ in (a, b) and
sup
ξ∈R
{|m1(ξ)|, |ξm′1(ξ)|} ≤ 2max{|a|, |b|}.
Then, by [78], Proposition 3, m1 is a Fourier multiplier in L
q(R;X), and we get
‖Ra,bg‖Lq(R;X) = ‖F−1(m1(ξ)ξ−1χ[a,b)gˆ)‖Lq(R;X)
≤ c(q,X)max{|a|, |b|}‖Ra,bg‖Ŵ−1,q(R;X).
If a > 0, we define a C1−function m2(ξ) on R such that m2(ξ) = 1ξ in (a, b) and
sup
ξ∈R
{|m2(ξ)|, |ξm′2(ξ)|} ≤
2
a
.
Then we get for g ∈ Lq(R;X)
‖Ra,bg‖Ŵ−1,q(R;X) = ‖F−1(ξ−1χ[a,b)gˆ)‖Lq(R;X)
= ‖F−1(m2(ξ)χ[a,b)gˆ)‖Lq(R;X)
≤ c(q,X)
a
‖Ra,bg‖Lq(R;X).
Thus (1) is proved.
(2) Define the functions m1,m2 by
m1(ξ) =
∑
j∈Z
2j
ξ
χ[2j ,2j+1)(ξ), m2(ξ) =
∑
j∈Z
ξ
2j
χ[2j ,2j+1)(ξ).
Obviously supj∈ZVar(χ[2j ,2j+1)mi) < ∞ for i = 1, 2, where ’Var’ means the total
variation on R. Note that for i = 1, 2,
mi(ξ) =
∑
j∈Z
χ[2j ,2j+1)(ξ)mi(ξ) ∀ξ ∈ R and mi(ξ) = 0 for ξ < 0.
Then by [76], Theorem 3.2, mi, i = 1, 2, is a Marcinkiewicz type multiplier in
Lq(R;X), that is, there is a constant c > 0 satisfying
‖F−1(mifˆ)‖Lq(R;X) ≤ c‖f‖Lq(R;X) for all f ∈ Lq(R;X).
Consequently, we get for each g ∈ Lq(R;X)
‖∑kj=l 2j∆jg‖Lq(R;X) = ‖F−1(∑kj=l 2jξ χ[2j ,2j+1)(ξ)D̂g(ξ))‖Lq(R;X)
= ‖F−1(m1F(D(∑kj=l∆jg)))‖Lq(R;X)
≤ c‖∑kj=l∆jg‖Ŵ 1,q(R;X).
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The second inequality of (5.8) is proved using the multiplier m2, that is, we have
‖∑kj=l∆jg‖Ŵ 1,q(R;X) = ‖∑kj=l F−1(ξ χ[2j ,2j+1)(ξ)gˆ(ξ))‖Lq(R;X)
= ‖F−1(m2F(∑kj=l 2j∆jg))‖Lq(R;X)
≤ c‖∑kj=l 2j∆jg‖Lq(R;X).
The formula (5.9) is proved similarly.
Lemma 5.3 Let (H, (·, ·), ‖ · ‖H) be a Hilbert space and let 1 < q <∞. Then there
is a constant c > 0 such that for all uj = ∆juj ∈ Lq(R;H) the inequalities
1
c
∥∥∥( k∑
j=l
‖uj‖2H
)1/2∥∥∥
q;R
≤
∥∥∥ k∑
j=l
uj
∥∥∥
Lq(R;H)
≤ c
∥∥∥( k∑
j=l
‖uj‖2H
)1/2∥∥∥
q;R
(5.4)
hold for all l < k ∈ Z.
Proof: Choose a sequence (εj(s)) of {−1, 1}−valued symmetric, independent ran-
dom variables on [0, 1]. Then by (2.7), Fubini’s Theorem and Kahane’s inequality
(5.3) ∥∥ k∑
j=l
xj
∥∥
Lq(R;H) ≤ c∆
∥∥ k∑
j=l
εj(s)xj
∥∥
Lq(0,1;Lq(R;H))
= c∆
∥∥ k∑
j=l
εj(s)xj
∥∥
Lq(R;Lq(0,1;H))
≤ c∆ · c
∥∥ k∑
j=l
εj(s)xj
∥∥
Lq(R;L2(0,1;H)).
(5.5)
Since
∫ 1
0
εj(s)εi(s) ds = δji by the assumption on (εj(s)), we get due to the Hilbert
space structure of H
∥∥ k∑
j=l
εj(s)xj
∥∥
L2(0,1;H)
=
( k∑
j=l
‖xj‖2H
)1/2
.
Therefore (5.5) leads to the estimate
∥∥ k∑
j=l
xj
∥∥
Lq(R;H) ≤ c
∥∥( k∑
j=l
‖xj‖2H
)1/2‖q;R. (5.6)
Since in (5.5) the reversed inequality holds as well, (5.4) is proved.
To generalize Lemma 5.3 to Lr-spaces, r 6= 2, we recall a crucial technical lemma
from harmonic analysis ([38]).
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Lemma 5.4 Let 1 < p < r < ∞, 1
s
= 1 − p
r
and ω ∈ Ar. Then for every
nonnegative function u ∈ Lsω(Σ) there is a nonnegative function v ∈ Lsω(Rn−1) such
that
(1) u(x′) ≤ v(x′) for a.a. x′ ∈ Σ.
(2) ‖v‖s,ω;Rn−1 ≤ 2‖u‖s,ω;Σ.
(3) ωv ∈ Ap and Ap(ωv) ≤ c with c = c(Ar(ω)) > 0 depending only on the
Ar-constant of ω and independent of u, v.
If the function u above has a parameter τ running in a Lebesgue measurable set
E of Rk, k ∈ N, and is Lebesgue measurable with respect to (x′, τ) ∈ Σ×E, then the
function v is also Lebesgue measurable with respect to (x′, τ) ∈ Rn−1 × E.
Proof: We extend u onto Rn−1 by 0 and again denote it by u. Then the assertion
is a particular case of [38], Ch. IV, Lemma 5.18. Checking details of its proof, one
can see that the constant in (2) may be taken as 2, cf. (5.7) below.
Let u have a parameter τ ∈ E. By the proof of [38], Ch. IV, Lemma 5.18 the
function v may be taken as
v(·, τ) =
∞∑
j=0
(2‖S‖)−jSju(·, τ), (5.7)
where Su =M(|u|ω) ·ω−1 with M(|u|ω) the Hardy-Littlewood maximal function of
|u|ω on Rn−1 and ‖S‖ is the norm of the sublinear operator S in Lsω(Rn−1). Looking
into the structure of the Hardy-Littlewood maximal function, it is seen that Su(·, τ)
is Lebesgue measurable with respect to (x′, τ) ∈ Rn−1×E, and hence each summand
of the series in (5.7) is Lebesgue measurable with respect to (x′, τ) as well. Then the
function v as a limit of an increasing sequence of nonnegative measurable functions
on Rn−1 × E is Lebesgue measurable on Rn−1 × E.
The proof of the lemma is complete.
Lemma 5.5 Let 1 < q < ∞, 2 < r < ∞, 1
s
= 1− 2
r
and ω ∈ Ar. Then there exist
constants C1 = C1(Ar(ω)) > 0 and C2 = C2(q, r) > 0 independent of ω such that for
l, k ∈ Z, l ≤ k, and for each finite sequence uj = ∆juj ∈ Lq(R;Lrω(Σ)), j = l, . . . , k,
there is some measurable function v on Rn satisfying v(·, xn) ∈ Lsω(Rn−1) for a.a.
xn ∈ R and
‖v(·, xn)‖s,ω ≤ 2, ωv(·, xn) ∈ A2(Rn−1) and A2(ωv(·, xn)) ≤ C1,∥∥∥ k∑
j=l
uj
∥∥∥
Lq(R;Lrω(Σ))
≤ C2c∆
∥∥∥( k∑
j=l
‖uj(·, xn)‖22,ωv(xn)
)1/2∥∥∥
Lq(R)
.
(5.8)
Moreover, for all sequences vj = ∆jvj ∈ Lq(R;Lrω(Σ)), j = l, . . . , k,∥∥∥( k∑
j=l
‖vj(·, xn)‖22,ωv(xn)
)1/2∥∥∥
Lq(R)
≤ C2c∆
∥∥∥ k∑
j=l
vj
∥∥∥
Lq(R;Lrω(Σ))
, (5.9)
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where c∆ = c∆(q, r) > 0 is the constant in (2.7) for X = L
q(R;Lrω(Σ)). In particular,
(5.9) holds for (uj)
k
j=l as well.
Proof: Choose a sequence (εj(s)) of {−1, 1}−valued symmetric, independent ran-
dom variables on [0, 1]. By (2.7), Fubini’s theorem and Kahane’s inequality (2.6)
∥∥∥ k∑
j=l
uj
∥∥∥
Lq(R;Lrω(Σ))
≤ c∆
∥∥∥ k∑
j=l
εjuj
∥∥∥
Lq(0,1;Lq(R;Lrω(Σ)))
= c∆
∥∥∥ k∑
j=l
εjuj
∥∥∥
Lq(R;Lq(0,1;Lrω(Σ)))
≤ c
∥∥∥ k∑
j=l
εjuj
∥∥∥
Lq(R;Lr(0,1;Lrω(Σ)))
,
(5.10)
where c∆ = c∆(q, r), c = c(q, r) > 0; note that for X = L
q(R;Lrω(Σ) the constants
c∆ in (2.7) and c in (2.6) are independent of the weight ω, see Remark 2.11 (3),
Remark 2.8 (2). Let us recall Khintchine’s inequality for complex numbers aj, i.e.,
K−1
∥∥∥ N∑
j=1
εjaj
∥∥∥
Lp(0,1)
≤
( N∑
j=1
|aj|2
)1/2
≤ K
∥∥∥ N∑
j=1
εjaj
∥∥∥
Lp(0,1)
, p ∈ [1,∞), (5.11)
where the constant K = K(p) does not depend on the choice of the sequence of
independent, symmetric and {−1, 1}-valued random variables (εj(·)) on [0, 1] and
on (aj). By Fubini’s theorem and (5.11), for a.a. xn ∈ R we get
∥∥∥ k∑
j=l
εjuj(·, xn)
∥∥∥
Lr(0,1;Lrω(Σ))
=
(∫
Σ
∫ 1
0
∣∣∣ k∑
j=l
εj(s)uj(x
′, xn)
∣∣∣r ds ω dx′)1/r
≤ K(r)
(∫
Σ
( k∑
j=l
|uj(·, xn)|2
)r/2
ω(x′) dx′
)1/r
= K(r)
∥∥∥( k∑
j=l
|uj(·, xn)|2
)1/2∥∥∥
r,ω
= K(r)
∥∥∥ k∑
j=l
|uj(·, xn)|2ω1/s′
∥∥∥1/2
s′
.
(5.12)
For a.a. xn ∈ R we have∥∥∥ k∑
j=l
|uj(·, xn)|2ω1/s′
∥∥∥1/2
s′
=
(∫
Σ
k∑
j=l
|uj(·, xn)|2ω1/s′u˜(·, xn) dx′
)1/2
=
(∫
Σ
k∑
j=l
|uj(·, xn)|2ωu(·, xn) dx′
)1/2
,
(5.13)
where u(xn) := u˜(·, xn)ω−1/s and, if
∑k
j=l |uj(·, xn)|2 6= 0,
u˜(·, xn) :=
(∑k
j=l |uj(·, xn)|2ω1/s
′)s′−1∥∥∑k
j=l |uj(·, xn)|2ω1/s′
∥∥s′−1
s′
,
60
or if
∑k
j=l |uj(·, xn)|2 = 0, then
u˜(·, xn) := |Σ|−1/s.
Note that u˜(x′, xn) ≥ 0 and u˜(·, xn) ∈ Ls(Σ) with ‖u˜(·, xn)‖s;Σ = 1, and hence, for
a.a. xn ∈ R we get that u(xn) ∈ Lsω(Σ), ‖u(xn)‖s,ω = 1. Moreover the function
u is Lebesgue measurable with respect to (x′, xn) ∈ Σ × R. Therefore, by Lemma
5.4 there is a Lebesgue measurable function v on Rn such that v(xn) = v(·, xn) ∈
Lsω(Rn−1) and
u(x′, xn) ≤ v(x′, xn) for a.a x′ ∈ Σ, ‖v(xn)‖s,ω ≤ 2,
ωv(xn) ∈ A2(Rn−1) and A2(ωv(xn)) ≤ C,
(5.14)
where the constant C in (5.14) depends only on the Ar-constant of ω and is indepen-
dent of u, v; see Lemma 5.4. Therefore, by (5.10), (5.12) and (5.13) it follows that
(5.8) holds with the function v chosen above and some constant C = C(q, r) > 0.
Let vj = ∆jvj ∈ Lq(R;Lrω(Σ)), j = l, . . . , k, be an arbitrary sequence. Then, by
Ho¨lder’s inequality, (5.14), (5.11) and (2.6) we get for almost all xn ∈ R that( k∑
j=l
‖vj(·, xn)‖22,ωv(xn)
)1/2
=
(∫
Σ
k∑
j=l
|vj(x′, xn)|2ω(x′)1/s′ · v(x′, xn)ω(x′)1/s dx′
)1/2
≤
∥∥∥ k∑
j=l
|vj(·, xn)|2
∥∥∥1/2
s′,ω
‖v(xn)‖1/2s,ω ≤
√
2
∥∥∥( k∑
j=l
|vj(·, xn)|2
)1/2∥∥∥
r,ω
≤ K(r)
√
2
∥∥∥ k∑
j=l
εjvj(·, xn)
∥∥∥
Lr(0,1;Lrω(Σ))
≤ c(q, r)
∥∥∥ k∑
j=l
εjvj(·, xn)
∥∥∥
Lq(0,1;Lrω(Σ))
.
Therefore, using a similar technique as in (5.10), and by Fubini’s theorem we get
(5.9).
5.2 Generalized Stokes resolvent system in a straight cylinder
In this section Ω is an infinite cylinder Σ × R ⊂ Rn, n ≥ 3, with a bounded cross-
section Σ ⊂ Rn−1 of C1,1-class. We consider the generalized Stokes resolvent system
with prescribed divergence in Ω:
λu−∆u+∇p = f in Ω
div u = g in Ω
u = 0 on ∂Ω.
(5.15)
Let 1 < q, r <∞ and ω ∈ Ar(Rn−1). In Section 4.1 the estimate for the system
(5.15) for g = 0 was obtained in Lq(R;Lrω(Σ)). In this section we analyze (5.15) in
Lq(R;Lrω(Σ)) for general g 6= 0. For an infinite cylinder Ω = Σ×R let us recall the
notation for the weighted spaces W l;q,rω (Ω), l ∈ N, W 1;q,r0,ω (Ω), Ŵ 1;q,rω (Ω), Ŵ−1;q,rω (Ω),
see Section 2.1. By the Hahn-Banach theorem it is seen that
Ŵ−1;q,rω (Ω) = Ŵ
−1,q(R;Lrω(Σ)) + Lq(R; Ŵ−1,qω (Σ)). (5.16)
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Lemma 5.6 Let 1 < q, r <∞ and ω ∈ Ar(Rn−1).
(1) For d > 1 let
Ωd = {(x′, xn) ∈ Ω : |xn| < d}.
Then Poincare´’s inequality
‖ϕ‖Lq(−d,d;Lrω(Σ)) ≤ C d‖∇ϕ‖Lq(−d,d;Lrω(Σ)) (5.17)
holds with an Ar-consistent constant C = C(Ar(ω),Σ) > 0 for all ϕ ∈ C∞(Ω¯d) with∫
Ωd
ϕdx = 0.
(2) The set C∞0 (Ω¯) is dense in Ŵ
1;q,r
ω (Ω).
(3) The set C∞0 (R;W 1,rω (Σ)) ∩ Ŵ−1;q,rω (Ω) is dense in the space W 1;q,rω (Ω) ∩
Ŵ−1;q,rω (Ω).
Proof: (1) Let
ζ(xn) =
1
|Σ|
∫
Σ
ϕ(x′, xn) dx′, xn ∈ (−d, d),
and define
ψ(x′, xn) = ϕ(x′, xn)− ζ(xn).
Obviously,
∫ d
−d ζ(xn) dxn = 0 and
∫
Σ
ψ(x′, xn) dx′ = 0 for all xn ∈ (−d, d). Therefore,
by Poincare’s inequalities on Σ and on (−d, d) we get
‖ϕ‖Lq(−d,d;Lrω(Σ)) ≤ ‖ψ‖Lq(−d,d;Lrω(Σ)) + ‖ζ‖Lq(−d,d;Lrω(Σ))
≤
(∫ d
−d
‖ψ(·, xn)‖qr,ω;Σ dxn
)1/q
+ ω(Σ)1/r‖ζ‖Lq(−d,d)
≤ C(Ar(ω),Σ)
(∫ d
−d
‖∇′ψ(·, xn)‖qr,ω;Σ dxn
)1/q
+ dc1ω(Σ)
1/r‖∂nζ‖Lq(−d,d).
Note that ∇′ψ = ∇′ϕ and, due to Ho¨lder’s inequality and ω(x)1/rω′(x)1/r′ = 1 for
x′ ∈ Σ,
ω(Σ)1/r‖∂nζ‖Lq(−d,d) = ω(Σ)
1/r
|Σ|
∥∥∥∫
Σ
∂nϕ(x
′, xn) dx′
∥∥∥
Lq(−d,d)
≤ ω(Σ)
1/rω′(Σ)1/r
′
|Σ| ‖∂nϕ‖Lq(−d,d;Lrω(Σ))
≤ c(Σ)Ar(ω)‖∂nϕ‖Lq(−d,d;Lrω(Σ)).
Thus (5.17) is proved.
(2) Given u ∈ Ŵ 1;q,rω (Ω) define u0(xn) = 1|Σ|
∫
Σ
u(x′, xn)dx′ where |Σ| denotes the
(n − 1)-dimensional Lebesgue measure of Σ. Since u0 ∈ Ŵ 1,q(R;R), we may apply
Lemma 5.1 and assume that u ∈ Ŵ 1;q,rω (Ω) has vanishing means on Σ for almost
all xn ∈ R. Then by Poincare´’s inequality applied to u(·, xn) on Σ it is seen that
u belongs to W 1;q,rω (Ω). Hence u may be approximated in Ŵ
1;q,r
ω (Ω) by elements of
the space
{v ∈ Ŵ 1;q,r(Ω); supp v is compact in Ω};
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for example, we may choose an approximate sequence uj(x
′, xn) = h(xnj )u(x
′, xn), j ∈
N, where h ∈ C∞0 (R) satisfies supph ⊂ [−2, 2] and h(xn) = 1 for |xn| ≤ 1. Then
by a standard argument using mollifiers each uj, j ∈ N, can be approximated by
elements of C∞0 (Ω) with respect to the norm ‖ · ‖Ŵ 1;q,r(Ω).
(3) Let {ρε}ε>0 be a one-dimensional mollifier defined by ρε(xn) = 1ερ(xnε ), ε > 0,
with ρ ∈ C∞0 (R) satisfying supp ρ ⊂ [−1, 1] and
∫
R ρ(xn) dxn = 1. In the subsequent
proof, for a function f defined on Ω let ρε ∗ f denote the convolution with respect
to xn, that is,
ρε ∗ f(x′, xn) :=
∫
R
f(x′, xn − yn)ρε(yn) dyn.
Further choose η ∈ C∞0 (R) such that
η(xn) :=
{
1 for |xn| < 1
0 for |xn| ≥ 2,
and let ηj(xn) := η(
xn
j
) for j ∈ N.
Now, for g ∈ W 1;q,rω (Ω)∩Ŵ−1;q,rω (Ω), define the functions gj, g¯j, j ∈ N, by gj(x) :=
ηj(xn)g(x), x ∈ Ω, and
g¯j(x) :=

gj(x)− 1|Ω2j|
∫
Ω2j
gj dx for x ∈ Ω2j
0 otherwise,
respectively. Further let gjε := g¯j ∗ ρε for ε > 0.
Evidently, gjε ∈ C∞0 (R;W 1,rω (Σ)) ⊂ W 1;q,rω (Ω). To prove gjε ∈ Ŵ−1;q,rω (Ω) note
that supp gjε ⊂ Ω2j+ε and that
∫
Ω
gjε dx = 0 since
∫
Ω
gj dx = 0. Therefore, by
(5.17), for ϕ ∈ C∞0 (Ω¯)∫
Ω
gjεϕdx =
∫
Ω2j+ε
gjεϕdx =
∫
Ω2j+ε
gjεϕ¯ dx
≤ ‖gjε‖Lq(Lrω)‖ϕ¯‖Lq′ (−2j−ε,2j+ε;Lr′
ω′ (Σ))
≤ c(2j + ε)‖gjε‖Lq(Lrω)‖∇ϕ‖Lq′ (Lr′
ω′ )
,
where ϕ¯ = ϕ− 1|Ω2j+ε|
∫
Ω2j+ε
ϕdx and c = c(Ar(ω),Σ) > 0. Thus gjε ∈ Ŵ−1;q,rω (Ω).
Now we will show that the sequence {gjε} with carefully chosen ε = ε(j) con-
verges to g in W 1;q,rω (Ω) ∩ Ŵ−1;q,rω (Ω) as j →∞. First let us prove the convergence
in W 1;q,rω (Ω). Since supp gj ⊂ Ω2j, we obtain
gjε− g = (g ∗ ρε− g)+ (gj− g) ∗ ρε−
( 1
|Ω2j|
∫
Ω2j
gj dx
)∫ 2j
−2j
ρε(xn− yn) dyn . (5.18)
Since g ∈ Ŵ−1;q,rω (Ω), by Hahn-Banach’s theorem there is some u ∈ Lq(Lrω) such
that
g = div u, u ·N |∂Ω = 0 and ‖u‖Lq(Lrω) = ‖g‖Ŵ−1;q,rω (Ω),
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where N is the outward normal vector to ∂Ω. By elementary calculations we have∣∣∣ ∫
Ω2j
gj dx
∣∣∣ = ∣∣∣ ∫
Ω2j
ηjdiv u dx
∣∣∣ = ∣∣∣ ∫
Ω2j
∇ηj · u dx
∣∣∣
≤ 1
j
∥∥∥(∂nη)(xn
j
)
∥∥∥
Lq
′
(Lr
′
ω′ )
‖χj,2ju‖Lq(Lrω)
= c1(q)j
−1/qω′(Σ)1/r
′‖χj,2ju‖Lq(Lrω),
(5.19)
where χj,2j is the characteristic function of the set [−2j,−j] ∪ [j, 2j] and c1(q) =( ∫ 2
−2 |∂nη(yn)|q
′
dyn
)1/q′
. Further we get∥∥∥∫ 2j
−2j
ρε(xn − yn) dyn
∥∥∥
W 1;q,rω (Ω)
= ω(Σ)1/r
∥∥∥∫ 2j
−2j
ρε(xn − yn) dyn
∥∥∥
W 1,q(R)
. (5.20)
Note that, if 0 < ε < 2j,∥∥∥∫ 2j
−2j
ρε(xn − yn) dyn
∥∥∥
Lq(−2j−ε,2j+ε)
≤ (4j + 2ε)1/q ≤ 81/qj1/q
and that ∥∥∥ ∂
∂xn
∫ 2j
−2j
ρε(xn − yn) dyn
∥∥∥
Lq(−2j−ε,2j+ε)
= ‖ρε(xn + 2j)− ρε(xn − 2j)‖Lq(−2j−ε,2j+ε)
≤ 2‖ρε‖Lq(R) = c2(q)ε−1/q′ ,
where c2(q) = 2‖ρ‖Lq(−1,1). Therefore, taking ε = ε(j) := j−q′/q, it follows from
(5.19), (5.20) that the W 1;q,rω (Ω)-norm of the third term of (5.18) is estimated by
c(q)ω(Σ)1/rω′(Σ)1/r
′
|Ω2j| ‖χj,2j u‖L
q(Lrω) ≤
c(q,Σ)Ar(ω)
j
‖χj,2j u‖Lq(Lrω)
which tends to 0 as j →∞.
Obviously ‖g ∗ρε(j)−g‖W 1;q,rω (Ω) → 0 and ‖(gj−g)∗ρε(j)‖W 1;q,rω (Ω) → 0 as j →∞.
Summarizing the previous results we get that ‖gjε(j) − g‖W 1;q,rω (Ω) → 0 as j →∞.
Next we will prove ‖gjε(j) − g‖Ŵ−1;q,rω (Ω) → 0 as j → ∞. For j ∈ N define fj on
Ω by
fj(x
′, xn) =
{
un ∂nηj +
1
|Ω2j |
∫
Ω2j
gj dx, |xn| < 2j
0, |xn| ≥ 2j.
Then g¯j = div (ηju)− fj and, using (5.19), we have
‖fj‖Lq(Lrω) ≤ ‖un ∂nηj‖Lq(−2j,2j;Lrω) +
∥∥∥ 1|Ω2j|
∫
Ω2j
gj dx
∥∥∥
Lq(−2j,2j;Lrω)
≤ ‖∂nηj‖∞‖χj,2j u‖Lq(Lrω) +
(4j)1/qω(Σ)1/r
|Ω2j|
∣∣∣ ∫
Ω2j
gj dx
∣∣∣
≤
(c
j
+
c(q)ω(Σ)1/rω′(Σ)1/r
′
j|Σ|
)
‖χj,2ju‖Lq(Lrω)
≤ c(q)
j
(1 +Ar(ω))‖χj,2j u‖Lq(Lrω).
(5.21)
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Note that
∫
Ω2j
fj dx = 0. Therefore, defining 〈fj, ϕ〉 :=
∫
Ω
fjϕdx for ϕ ∈ C∞(Ω¯),
we get by (5.17), (5.21) that
|〈fj, ϕ〉| =
∣∣∣ ∫
Ω2j
fjϕdx
∣∣∣ = ∣∣∣ ∫
Ω2j
fjϕ¯ dx
∣∣∣
≤ ‖fj‖Lq(Lrω) ‖ϕ¯‖Lq′ (−2j,2j;Lr′
ω′ )
≤ C(Ar(ω),Σ)‖χj,2j u‖Lq(Lrω) ‖∇ϕ‖Lq′ (Lr′
ω′ )
,
where ϕ¯ = ϕ− 1|Ω2j |
∫
Ω2j
ϕdx. Hence 〈fj, ·〉 ∈ Ŵ−1;q,rω (Ω) and
‖〈fj, ·〉‖Ŵ−1;q,rω (Ω) ≤ C(Ar(ω),Σ)‖χj,2j u‖Lq(Lrω).
By Hahn-Banach’s theorem there exists some wj ∈ Lq(Lrω) such that
divwj = fj, wj ·N |∂Ω = 0, and ‖wj‖Lq(Lrω) = ‖〈fj, ·〉‖Ŵ−1;q,rω (Ω).
Therefore, with uj := ηju− wj, we get g¯j = div uj and
‖gjε(j) − g‖Ŵ−1;q,rω (Ω) = ‖div (u− uj ∗ ρε(j))‖Ŵ−1;q,rω (Ω)
≤ ‖u− uj ∗ ρε(j)‖Lq(Lrω)
≤ ‖u− u ∗ ρε(j)‖Lq(Lrω) + ‖u− ηju‖Lq(Lrω) + ‖wj‖Lq(Lrω) → 0
as j →∞.
The proof of this lemma is complete.
Now we are in a position to prove the main theorem of this section.
Theorem 5.7 Let Σ ⊂ Rn−1 be a bounded domain of C1,1-class and let α0 > 0 be
the smallest eigenvalue of the Dirichlet Laplacian in Σ. Moreover, let 1 < q < ∞,
2 ≤ r <∞, ω ∈ Ar(Rn−1), α ∈ (0, α0) and let λ ∈ −α+Σε, ε ∈ (pi/2, pi). Then, for
every f ∈ Lq(R;Lrω(Σ))n, g ∈ W 1;q,rω (Ω) ∩ Ŵ−1;q,rω (Ω) there exists a unique solution
(u, p) ∈ (W 2;q,rω (Ω)n ∩W 1;q,r0,ω (Ω)n)× Ŵ 1;q,rω (Ω)
to (5.15) satisfying the estimate
‖(λ+ α)u,∇2u,∇p‖Lq(Lrω)
≤ C(‖f‖Lq(Lrω) + ‖g‖W 1;q,rω (Ω) + (|λ|+ 1)‖g‖Ŵ−1;q,rω (Ω)) (5.22)
with an Ar-consistent constant C = C(q, r, α, ε,Σ,Ar(ω)) independent of λ.
Proof: For the special case g = 0 this theorem was treated in Theorem 4.1. There-
fore, we shall consider only the case f = 0 and assume, due to Lemma 5.6 (3), that
g ∈ C∞0 (R;W 1,rω (Σ)) ∩ Ŵ−1;q,rω (Ω).
Let a2, b2 be the operator-valued functions defined by (3.68). Then, by Theorem
3.11 and Corollary 3.12, the operator M(ξ) : W 1,rω (Σ)→ Lrω(Σ), ξ ∈ R∗, defined by
M(ξ)g :=
(
(λ+ α)a2(ξ)g, ξ
2a2(ξ)g, ξ∇′a2(ξ)g,∇′2a2(ξ)g, ξb2(ξ)g,∇′b2(ξ)g
)
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is Freche´t differentiable and, for all λ ∈ −α+ Σε, ε ∈ (pi/2, pi) and ξ ∈ R∗,
‖M(ξ)g, ξM ′(ξ)g‖r,ω,Σ ≤ c
(‖∇′g, g, ξg‖r,ω;Σ+ (|λ|+1)‖g;Lr(m),ω +Lrω,1/ξ‖0), (5.23)
where c = c(r, α, ε,Σ,Ar(ω)) > 0.
Obviously (u, p) =
(
(a2(ξ)gˆ(ξ))
∨, (b2(ξ)gˆ(ξ))∨
)
solves (5.15) with right-hand side
(0, g) in the sense of distributions. Therefore, to prove (5.22) it is enough to show
that
‖(M(ξ)gˆ(ξ))∨‖Lq(R;Lrω(Σ)) ≤ C(‖g‖W 1;q,rω (Ω) + (|λ|+ 1)‖g‖Ŵ−1;q,rω (Ω)) (5.24)
with an Ar-consistent constant C = C(q, r, α, ε,Σ,Ar(ω)) independent of λ. We
may assume without loss of generality that supp gˆ ⊂ [0,∞) due to the relation
g(x′, xn) = (χ[0,∞)gˆ(ξ))∨(x′, xn) + (χ(−∞,0]gˆ(ξ))∨(x′, xn)
= (χ[0,∞)gˆ(ξ))∨(x′, xn) + (χ[0,∞)gˆ(−ξ))∨(x′,−xn)
and due to the linearity of the problem (5.15). For notational convenience, we
introduce the space
X = W 1;q,rω (Ω) ∩ Ŵ−1;q,rω (Ω)
=
(
W 1,q(R;Lrω(Σ)) ∩ Lq(R;W 1,rω (Σ))
) ∩ (Ŵ−1,q(R;Lrω(Σ)) + Lq(R; Ŵ−1,rω (Σ))).
As mentioned in Section 5.1 the operator family {∆j : j ∈ Z} defined by (2.9)
is an unconditional Schauder decomposition of R0X , the image of X by the Riesz
projection R0; hence g =
∑
j∈Z∆jg in X .
Note that M(ξ) = M(2j) +
∫ ξ
2j
M ′(τ) dτ for ξ ∈ [2j, 2j+1), j ∈ Z, and that
obviously (M(2j)∆̂jg)
∨ =M(2j)∆jg; furthermore,(∫ ξ
2j
M ′(τ) dτ ∆̂jg(ξ)
)∨
=
(∫ 2j+1
2j
M ′(τ)χ[2j ,ξ)(τ)∆̂jg(ξ) dτ
)∨
=
(∫ 1
0
2jM ′(2j(1 + t))χ[2j ,ξ)(2
j(1 + t))χ[2j ,2j+1)(ξ)gˆ(ξ) dt
)∨
=
∫ 1
0
2jM ′(2j(1 + t))Bj,t∆jg dt,
where Bj,t := R2j(1+t),2j+1 , see (4.15). Thus we get(
M(ξ)gˆ(ξ)
)∨
=
(∑
j∈Z
χ[2j ,2j+1)(ξ)M(ξ)∆̂jg
)∨
=
∑
j∈Z
(
(M(2j) +
∫ ξ
2j
M ′(τ) dτ) ∆̂jg
)∨
=
∑
j∈Z
M(2j)∆jg +
∑
j∈Z
∫ 1
0
2jM ′(2j(1 + t))Bj,t∆jg dt.
(5.25)
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First let 2 < r <∞. To estimate the first term on the right-hand side of (5.25)
in the norm of Lq(R;Lrω(Σ)), note that for each j ∈ Z the operatorM(2j) commutes
with ∆j and that {∆j; j ∈ Z} is a Schauder decomposition of R0Lq(R;Lrω(Σ)). Then,
by Lemma 5.5, for a.a. xn ∈ R and for any l, k ∈ Z there is some v(xn) ∈ Lsω(Rn−1)
depending on uj = M(2
j)∆jg, j = l, . . . , k, such that (5.8), (5.9) are satisfied with
(uj)
k
j=l. Therefore, in view of (5.23), we get
∥∥∥ k∑
j=l
M(2j)∆jg
∥∥∥
Lq(R;Lrω(Σ))
≤ c
∥∥∥( k∑
j=l
‖M(2j)∆jg‖22;ωv(xn)
)1/2∥∥∥
q;R
≤ c
{∥∥∥( k∑
j=l
‖∆jg‖2W 1,2
ωv(xn)
(Σ)
)1/2∥∥∥
q,R
+
∥∥∥( k∑
j=l
22j‖∆jg‖22;ωv(xn)
)1/2∥∥∥
q,R
+(|λ|+ 1)
∥∥∥( k∑
j=l
‖∆jg;L2(m),ωv(xn) + L2ωv(xn),1/2j‖20
)1/2∥∥∥
q,R
}
(5.26)
with c = c(q, r, α, ε,Σ,Ar(ω)) > 0 independent of l, k ∈ Z.
Now let us estimate each term on the right-hand side of (5.26). By (5.9) we get
∥∥∥( k∑
j=l
‖∆jg‖2W 1,2
ωv(xn)
(Σ)
)1/2∥∥∥
q,R
≤ c(q, r)
∥∥∥ k∑
j=l
∆jg
∥∥∥
Lq(R;W 1,rω (Σ))
; (5.27)
note that ∆j is an operator with respect to the variable xn. By analogy, exploiting
Lemma 5.2 (2),∥∥(∑k
j=l 2
2j‖∆jg‖22,ωv(xn)
)1/2∥∥
q,R ≤ c(q, r)
∥∥∑k
j=l 2
j∆jg
∥∥
Lq(R;Lrω(Σ))
≤ c(q, r)∥∥∑kj=l∆jg∥∥Ŵ 1,q(R;Lrω(Σ)). (5.28)
In order to get an estimate of the last term on the right-hand side of (5.26), let
k∑
j=l
∆jg = g0 + g1, g0 ∈ Lq(R; Ŵ−1,rω (Σ)), g1 ∈ Ŵ−1,q(R;Lrω(Σ)),
be any splitting of
∑k
j=l∆jg. Due to the properties of ∆j we see that ∆jg =
∆jg0 +∆jg1 for all j = l, . . . , k, and that, by Lemma 5.2 (1), ∆jg1 ∈ Lq(R;Lrω(Σ))
and consequently even ∆jg0 ∈ Lq(R; Ŵ−1,rω (Σ) ∩ Lrω(Σ)) = Lq(R;Lr(m),ω(Σ)). Fur-
thermore, by (5.8) and Ho¨lder’s inequality it is easily proved that for a.a xn ∈ R
Lrω(Σ) ↪→ L2ωv(xn)(Σ), ‖ϕ‖2,ωv(xn) ≤ ‖ϕ‖r,ω‖v(xn)‖1/2s,ω ≤
√
2‖ϕ‖r,ω (5.29)
for all ϕ ∈ Lrω(Σ), and hence
Ŵ−1,rω (Σ) ↪→ Ŵ−1,2ωv(xn)(Σ), ‖h‖−1,2,ωv(xn) ≤
√
2‖h‖−1,r,ω (5.30)
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for all h ∈ Ŵ−1,rω (Σ). By the triangle inequality,∥∥∥( k∑
j=l
‖∆jg;L2(m),ωv(xn) + L2ωv(xn),1/2j‖20
)1/2∥∥∥
q,R
≤
∥∥∥( k∑
j=l
‖∆jg0‖2−1,2,ωv(xn)
)1/2∥∥∥
q,R
+
∥∥∥( k∑
j=l
2−2j‖∆jg1‖22,ωv(xn)
)1/2∥∥∥
q,R
Then using the Hilbert space structure of Ŵ−1,2ωv(xn)(Σ) and the properties of any
independent symmetric {−1, 1}-valued random variables (εj(·)) on (0, 1) as well as
(5.30), Kahane’s inequality (2.6), Fubini’s theorem and (2.7) we get that
∥∥∥( k∑
j=l
‖∆jg0‖2−1,2,ωv(xn)
)1/2∥∥∥
q,R
=
∥∥∥∥∥ k∑
j=l
εj(s)∆jg0
∥∥
L2(0,1;Ŵ−1,2
ωv(xn)
(Σ))
∥∥∥
q,R
≤
√
2
∥∥∥∥∥ k∑
j=l
εj(s)∆jg0
∥∥
L2(0,1;Ŵ−1,rω (Σ))
∥∥∥
q,R
≤ c(q, r)
∥∥∥∥∥ k∑
j=l
εj(s)∆jg0
∥∥
Lq(0,1;Ŵ−1,rω (Σ))
∥∥∥
q,R
≤ c(q, r)
∥∥∥ k∑
j=l
∆jg0
∥∥∥
Lq(R;Ŵ−1,rω (Σ))
.
Similarly, using (5.29) and (5.3), we get that∥∥(∑k
j=l 2
−2j‖∆jg1‖22,ωv(xn)
)1/2∥∥
q,R ≤ c(q, r)
∥∥∑k
j=l 2
−j∆jg1
∥∥
Lq(R;Lrω(Σ))
≤ c(q, r)∥∥∑kj=l∆jg1∥∥Ŵ−1,q(R;Lrω(Σ)).
Then the uniform boundedness of {∑kj=l∆j}l,k∈Z in L(Lq(R; Ŵ−1,rω (Σ))) and in
L(Ŵ−1,q(R;Lrω(Σ))) implies the estimate∥∥∥( k∑
j=l
‖∆jg;L2(m),ωv(xn) + L2ωv(xn),1/2j‖20
)1/2∥∥∥
q,R
≤ c
(∥∥∥ k∑
j=l
∆jg0
∥∥∥
Lq(R;Ŵ−1,rω (Σ))
+
∥∥∥ k∑
j=l
∆jg1
∥∥∥
Ŵ−1,q(R;Lrω(Σ))
)
≤ c(‖g0‖Lq(R;Ŵ−1,rω (Σ)) + ‖g1‖Ŵ−1,q(R;Lrω(Σ)))
with c = c(q, r) > 0 independent of l, k ∈ Z. Now (5.16) implies the estimate
∥∥∥( k∑
j=l
‖∆jg;L2(m),ωv(xn)+L2ωv(xn),1/2j‖20
)1/2∥∥∥
q,R
≤ c(q, r)
∥∥∥ k∑
j=l
∆jg
∥∥∥
Ŵ−1;q,rω (Ω)
. (5.31)
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Summarizing (5.26)-(5.28) and (5.31) we get that∥∥∑k
j=lM(2
j)∆jg
∥∥
Lq(R;Lrω(Σ))
≤ c(∥∥∑kj=l∆jg∥∥W 1;q,rω (Ω) + (|λ|+ 1)∥∥∑kj=l∆jg∥∥Ŵ−1;q,rω (Ω)) (5.32)
with c = c(q, r, α, ε,Σ,Ar(ω)) > 0 for all l, k ∈ Z and for all λ ∈ −α + Σε.
Since (∆j)j∈Z defines unconditional Schauder decompositions of R0W 1;q,rω (Ω) and
of R0Ŵ
−1;q,r
ω (Ω), (5.32) implies that the series
∑
j∈ZM(2
j)∆jg converges in
Lq(R;Lrω(Σ)) and∥∥∥∑
j∈Z
M(2j)∆jg
∥∥∥
Lq(R;Lrω(Σ))
≤ c(‖g‖W 1;q,rω (Ω) + (|λ|+ 1)‖g‖Ŵ−1;q,rω (Ω))
with c = c(q, r, α, ε,Σ,Ar(ω)) > 0. This is the desired estimate of the first term on
the right-hand side of (5.25).
Next let us estimate the second term on the right-hand side of (5.25). Note that
the operator family
{Bj,t : j ∈ N, t ∈ (0, 1)} ⊂ L(Lq(R;Lrω(Σ)))
is R-bounded, see Remark 2.11 (6). Moreover, for t ∈ (0, 1), the operatorM ′(2j(1+
t)) commutes with the operator Bj,t and the range of Bj,t is contained in the range of
∆j. Hence it follows from (2.7), (2.5) that for any independent symmetric {−1, 1}-
valued random variables {εj(·)} on (0, 1)
∥∥∥ k∑
j=l
∫ 1
0
2jM ′(2j(1 + t))Bj,t∆jg dt
∥∥∥
Lq(R;Lrω(Σ))
≤
∫ 1
0
∥∥∥ k∑
j=l
2j(1 + t)Bj,tM
′(2j(1 + t))∆jg
∥∥∥
Lq(R;Lrω(Σ))
dt
≤ c∆
∫ 1
0
∥∥∥ k∑
j=l
εjBj,t2
j(1 + t)M ′(2j(1 + t))∆jg
∥∥∥
Lq(0,1;Lq(R;Lrω(Σ)))
dt
≤ c
∫ 1
0
∥∥∥ k∑
j=l
εj2
j(1 + t)M ′(2j(1 + t))∆jg
∥∥∥
Lq(0,1;Lq(R;Lrω(Σ)))
dt
≤ c
∫ 1
0
∥∥∥ k∑
j=l
2j(1 + t)M ′(2j(1 + t))∆jg
∥∥∥
Lq(R;Lrω(Σ))
dt.
(5.33)
By Lemma 5.5 (5.8) holds with uj = uj(t) := 2
j(1 + t)M ′(2j(1 + t))∆jg and with
corresponding functions v = v(·, xn, t) ∈ Lsω(Rn−1) for (xn, t) ∈ R × (0, 1), where v
is Lebesgue measurable with respect to (x′, xn, t) ∈ Rn × (0, 1) by Lemma 5.4, see
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the proof of Lemma 5.5. Therefore, using (5.23) we get that
the r.h.s. of (5.33)
≤ c
∫ 1
0
∥∥∥( k∑
j=l
∥∥2j(1 + t)M ′(2j(1 + t))∆jg(·, xn)∥∥22,ωv(·,xn,t))1/2∥∥∥q,R dt
≤ c
(∫ 1
0
∥∥∥{ k∑
j=l
[‖∆jg‖2W 1,2
ωv(·,xn,t)(Σ)
+ 22j(1 + t)2‖∆jg‖22,ωv(·,xn,t)
+|λ+ 1|2 ‖∆jg;L2(m),ωv(·,xn,t) + L2ωv(·,xn,t),2−j(1+t)−1‖20
]}1/2∥∥∥
q,R
dt
)
≤ c
(∫ 1
0
∥∥∥( k∑
j=l
‖∆jg‖2W 1,2
ωv(·,xn,t)(Σ)
)1/2∥∥∥
q,R
+
∥∥∥( k∑
j=l
22j‖∆jg‖22,ωv(·,xn,t)
)1/2∥∥∥
q,R
+|λ+ 1|
∥∥∥( k∑
j=l
‖∆jg;L2(m),ωv(·,xn,t) + L2ωv(·,xn,t),2−j‖20
)1/2∥∥∥
q,R
dt
)
,
where c = c(q, r, α, ε,Σ,Ar(ω)). Thus, by the same argument leading from (5.26)
to (5.32) we get the estimate∥∥∥ k∑
j=l
∫ 1
0
2jM ′(2j(1 + t))Bj,t∆jg dt
∥∥∥
Lq(R;Lrω(Σ))
≤ c
(∥∥∥ k∑
j=l
∆jg
∥∥∥
W 1;q,rω (Ω)
+ (|λ|+ 1)
∥∥∥ k∑
j=l
∆jg
∥∥∥
Ŵ−1;q,rω (Ω)
)
with c = c(q, r, α, ε,Σ,Ar(ω)) > 0. Summarizing, we proved in the case r > 2 the
existence of a solution to (Rλ) satisfying the estimate (5.22).
In the case r = 2 the same proof as before, but with v ≡ 1, may be used.
The uniqueness of solution is obvious from the uniqueness result for f 6= 0, g = 0,
see Theorem 4.1. Now the proof of the theorem is complete.
5.3 Stokes resolvent system for general cylinders
In this section Ω ⊂ Rn, n ≥ 3, is the cylindrical domain Ω = ⋃mi=0Ωi in (1.2). We
consider the Stokes resolvent system
λu−∆u+∇p = f in Ω
div u = 0 in Ω
u = 0 on ∂Ω.
(5.34)
Let α¯ = min{α(i) : i = 0, . . . ,m} where α(0) > 0 and α(i) > 0, i = 1, . . . ,m, are
the smallest eigenvalues of the Dirichlet Laplacians in Ω0 and in Σ
i, i = 1, . . . ,m,
respectively.
For fixed λ ∈ C \ (−∞,−α¯] let us define the operator Sq,λ by
D(Sq,λ) =
(
W 2,q(Ω)n ∩W 1,q0 (Ω)n ∩ Lqσ(Ω)
)× Ŵ 1,q(Ω),
Sq,λ(u, p) = λu−∆u+∇p.
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Obviously the range R(Sq,λ) of Sq,λ is contained in L
q(Ω)n.
Lemma 5.8 Let 2 ≤ q <∞, ε ∈ (pi/2, pi) and λ ∈ −α+ Σε, where α ∈ (0, α¯).
(1) If (u, p) ∈ (W 2,q(Ω)n ∩W 1,q0 (Ω)n) × Ŵ 1,q(Ω) is a solution to the resolvent
problem (5.34) with f ∈ Lq(Ω)n, then (u, p) satisfies the estimate
‖(λ+ α)u,∇2u,∇p‖Lq(Ω)
≤ C(‖f‖Lq(Ω) + ‖∇u, u, p‖Lq(Ω0) + (|λ|+ 1)‖u‖(W 1,q′ (Ω0))∗), (5.35)
with a constant C = C(q, α, ε,Ω0,Σ
1, . . . ,Σm) > 0 independent of λ ∈ −α + Σε;
here q′ = q/(q − 1).
(2) The operator Sq,λ is injective.
(3) The range R(Sq,λ) of Sq,λ is dense in L
q(Ω)n.
Proof: The proof uses a cut-off technique and, in principle, follows the same ar-
gument as in the proof of Lemma 4.1 of [27]. Without loss of generality we may
assume that there exist cut-off functions {ϕi}mi=0 such that∑m
i=0 ϕi(x) = 1, 0 ≤ ϕi(x) ≤ 1 for x ∈ Ω,
ϕi ∈ C∞(Ω¯i), dist (suppϕi, ∂Ωi ∩ Ω) ≥ δ > 0, i = 0, . . . ,m,
(5.36)
where ’dist’ means the distance. For i = 1, . . . ,m let Ω˜i be the infinite straight
cylinder extending the semi-infinite cylinder Ωi, and denote the zero extension of v
to Ω˜i by v˜. Then {ϕ0u, ϕ0p} on Ω0 satisfies
λ(ϕ0u)−∆(ϕ0u) +∇(ϕ0p) = f 0 in Ω0
(Rλ)0 div (ϕ0u) = g
0 in Ω0
ϕ0u = 0 on ∂Ω0,
and {ϕ˜iu, ϕ˜ip} on Ω˜i, i = 1, . . . ,m, satisfy
λ(ϕ˜iu)−∆(ϕ˜iu) +∇(ϕ˜ip) = f˜ i in Ω˜i
(Rλ)i div (ϕ˜iu) = g˜
i in Ω˜i
ϕ˜iu = 0 on ∂Ω˜i,
where
f i := ϕif + (∇ϕi)p− (∆ϕi)u− 2∇ϕi · ∇u, gi := ∇ϕi · u, i = 0, . . . ,m.
Note that supp gi ⊂ Ω0 and
∫
Ω0
gi dx = 0 for i = 0, . . . ,m. Therefore,∫
Ω0
g0ψ dx =
∫
Ω0
u · (ψ∇ϕ0) dx for all ψ ∈ C∞(Ω0)
where ψ = ψ − 1|Ω0|
∫
Ω0
ψ dx. Hence, using Poincare´’s inequality, we get that g0 ∈
Ŵ−1,q(Ω0) and
‖g0‖Ŵ−1,q(Ω0) ≤ c(Ω0)‖∇2ϕ0,∇ϕ0‖L∞(Ω0)‖u‖(W 1,q′ (Ω0))∗ .
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In the same way it follows that g˜i ∈ Ŵ−1,q(Ω˜i) and
‖g˜i‖Ŵ−1,q(Ω˜i) ≤ c‖u‖(W 1,q′ (Ω0))∗ for i = 1, . . . ,m.
Therefore, by [27], Theorem 1.2, for all λ ∈ −α+ Σε
‖(λ+ α)(ϕ0u),∇2(ϕ0u),∇(ϕ0p)‖Lq(Ω0)
≤ c(‖f 0,∇g0, g0‖Lq(Ω0) + |λ|‖g0‖Ŵ−1,q(Ω0))
≤ c(‖f‖Lq(Ω) + ‖∇u, u, p‖Lq(Ω0) + |λ|‖u‖(W 1,q′ (Ω0))∗)
(5.37)
with c = c(q, α, ε,Ω0) > 0. Furthermore, by Theorem 5.7, for i = 1, . . . ,m
‖(λ+ α)(ϕiu),∇2(ϕiu),∇(ϕip)‖Lq(Ωi)
= ‖(λ+ α)(ϕ˜iu),∇2(ϕ˜iu),∇(ϕ˜ip)‖Lq(Ω˜i)
≤ c(‖f˜ i,∇g˜i, g˜i‖Lq(Ω˜i) + (|λ|+ 1)‖g˜i‖Ŵ−1,q(Ω˜i))
≤ c(‖f‖Lq(Ω) + ‖∇u, u, p‖Lq(Ω0) + (|λ|+ 1)‖u‖(W 1,q′ (Ω0))∗),
(5.38)
with c = c(q, α, ε,Σi) > 0. Finally, summing (5.37) and (5.38) for i = 1, . . . ,m, we
get the estimate (5.35) for u =
∑m
i=0 ϕiu and p =
∑m
i=0 ϕip. Thus (1) is proved.
To prove the injectivity of Sq,λ let Sq,λ(u, p) = 0 with (u, p) ∈ D(Sq,λ). If q = 2,
one directly gets (u,∇p) = 0 by testing with u.
Let 2 < q <∞. Looking at (Rλ)0 and (Rλ)i, i = 1, . . . ,m, it is obvious that f 0 ∈
L2(Ω0), g
0 ∈ W 1,2(Ω0)∩Ŵ−1,2(Ω0) and f˜ i ∈ L2(Ω˜i), g˜i ∈ W 1,2(Ω˜i)∩Ŵ−1,2(Ω˜i); note
that f = 0 and that f i, gi, i = 0, . . . ,m are compactly supported in Ω0. Therefore,
by [27], Theorem 1.2 and Theorem 5.7 with q = r = 2 and ω ≡ 1, we get that
(ϕiu, ϕip) ∈
(
W 2,2(Ωi)
n ∩W 1,20 (Ωi)n
)× Ŵ 1,2(Ωi), i = 0, . . . ,m.
Thus (u, p) ∈ D(S2,λ) yielding (u, p) = 0, and (2) is proved .
Next let us show that R(Sq,λ) is dense in L
q(Ω)n. By the lemma of Lax-Milgram
and regularity theory of the Stokes system we conclude that R(S2,λ) = L
2(Ω)n. For
q > 2 and f ∈ C∞0 (Ω)n which is dense in Lq(Ω)n, there is (u, p) ∈ D(S2,λ) such that
S2,λ(u, p) = f . Looking at (Rλ)0 and (Rλ)i and using regularity results for Stokes
resolvent systems on bounded domains and on infinite cylinders (Theorem 5.7), one
can see that
(ϕiu, ϕip) ∈
(
W 2;q˜,rω (Ω˜i)
n ∩W 1;q˜,r0,ω (Ω˜i)n
)× Ŵ 1;q˜,rω (Ωi), i = 1, . . . ,m,
with ω ≡ 1 for all q˜ ∈ (1,∞), r ∈ [2,∞), in particular,
(ϕiu, ϕip) ∈
(
W 2,q(Ωi)
n ∩W 1,q0 (Ωi)n
)× Ŵ 1,q(Ωi), i = 0, . . . ,m,
yielding the denseness of R(Sq,λ) in L
q(Ω)n.
The proof of this lemma is complete.
Now we can prove the main theorem of this section.
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Theorem 5.9 Let 1 < q < ∞ and λ ∈ −α + Σε, where α ∈ (0, α¯), and let ε ∈
(pi/2, pi). If f ∈ Lq(Ω)n, then the resolvent problem (5.34) has a unique solution
(u, p) ∈ (W 2,q(Ω)n ∩W 1,q0 (Ω)n ∩ Lqσ(Ω))× Ŵ 1,q(Ω)
satisfying the estimate
‖(λ+ α)u,∇2u,∇p‖Lq(Ω) ≤ C‖f‖Lq(Ω) (5.39)
with a constant C = C(q, α, ε,Ω0,Σ
1, . . . ,Σm) independent of λ ∈ −α+ Σε.
As a consequence, for every ε ∈ (pi/2, pi) and α ∈ (0, α¯) the set −α + Σε is
contained in ρ(−Aq) and the resolvent estimate
‖(λ+ Aq)−1‖L(Lqσ(Ω)) ≤
C
|λ+ α| ∀λ ∈ −α+ Σε. (5.40)
with C = C(q, α, ε,Ω0,Σ
1, . . . ,Σm) holds. In particular, −Aq generates a bounded
analytic semigroup e−tAq in Lqσ(Ω) satisfying
‖e−tAq‖L(Lqσ(Ω)) ≤ Ce−αt for all t ≥ 0 (5.41)
with a constant C = C(q, α, ε,Ω0,Σ
1, . . . ,Σm) independent of t ≥ 0.
Proof: First let 2 ≤ q < ∞. Let us prove the a priori estimate (5.39) which
will imply by Lemma 5.8 that the operator Sq,λ is an isomorphism from D(Sq,λ) to
Lq(Ω)n. Instead of proving (5.39) we shall show a slightly stronger estimate
‖(λ+ β)u,∇2u,∇p‖Lq(Ω) ≤ C‖f‖Lq(Ω) ∀λ ∈ −α+ Σε (5.42)
with a constant C = C(q, α, ε,Ω) independent of λ where β = 1
2
(α + α¯); note that
|λ+ α| ≤ c(ε, α)|λ+ β| for all λ ∈ −α+ Σε.
Assume that (5.42) does not hold. Then there are sequences {λj} ⊂ −α + Σε,
{(uj, pj)} ⊂ D(Sq,λj) such that
‖(λj + β)uj,∇2uj,∇pj‖Lq(Ω) = 1, ‖fj‖Lq(Ω) → 0 as j →∞, (5.43)
where fj = Sq,λj(uj, pj). Without loss of generality we may assume that
(λj + β)uj ⇀ v, ∇2uj ⇀ ∇2u, ∇pj ⇀ ∇p as j →∞ (5.44)
with some v ∈ Lq(Ω), u ∈ Ŵ 2,q(Ω) and p ∈ Ŵ 1,q(Ω). Moreover, we may assume∫
Ω0
pj dx = 0,
∫
Ω0
p dx = 0 and that λj → λ ∈ {−α+ S¯ε} ∪ {∞}.
(i) Let λj → λ ∈ −α+ S¯ε.
Note that λ + β 6= 0. Then by (5.44) v = (λ + β)u, uj ⇀ u in W 2,q(Ω) and
u ∈ D(Sq,λ). It follows from (5.34), (5.43) that Sq,λ(u, p) = 0 yielding (u, p) = 0 by
Lemma 5.8 (2). On the other hand, we have the strong convergences
uj → 0 in W 1,q(Ω0), pj → 0 in Lq(Ω0), (|λj|+ 1)uj → 0 in (W 1,q′(Ω0))∗ (5.45)
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due to the compact embeddings W 2,q(Ω0) ⊂⊂ W 1,q(Ω0) ⊂⊂ Lq(Ω0) ⊂⊂
(W 1,q
′
(Ω0))
∗, Poincare´’s inequality on Ω0 and (5.44). Thus Lemma 5.8 (1) together
with (5.43) yields the contradiction 1 ≤ 0.
(ii) Let |λj| → ∞. Then, besides (5.44), we conclude that ∇2u = 0, and conse-
quently v+∇p = 0 where v ∈ Lqσ(Ω). Note that this is the Lq-Helmholtz decompo-
sition of the null vector field on Ω. Therefore, v = 0, ∇p = 0. Again we get (5.45)
and finally the contradiction 1 ≤ 0.
Thus (5.42) holds true proving existence of a unique solution to (Rλ) in the case
2 ≤ q <∞.
The case 1 < q < 2 can be proved by a duality argument. As is well known,
(5.34) is equivalent to
(λ+ Aq)u = Pqf
with the Stokes operator Aq and the Helmholtz decomposition Pq of L
q(Ω). More-
over, if 0 ∈ ρ(Aq), then the resolvent estimate of type (5.40) implies by the open
mapping theorem the estimate (5.39) as well as the uniqueness and existence of a
solution to (Rλ). If we show
A∗q = Aq′ , (5.46)
where A∗q is the dual of Aq in L
q
σ(Ω), then λ ∈ −α+Σε ⊂ ρ(−Aq′) and the estimate
(5.40) for 2 < q′ <∞ implies, by [77], Ch. 8, Theorem 1, that λ¯ ∈ −α+Σε ⊂ ρ(−Aq)
and the estimate (5.40) for 1 < q < 2.
Since P ∗q = Pq′ , it is easily seen that Aq′ ⊂ A∗q. Let v ∈ D(A∗q) and let w ∈ D(Aq′)
satisfy Aq′w = A
∗
qv; note that 0 ∈ ρ(Aq′) due to the result already proved for q′ > 2.
Then for all u ∈ D(Aq)
〈Aqu, v〉 = 〈u,A∗qv〉 = 〈u,Aq′w〉 = 〈Aqu,w〉.
Since R(Aq) is dense in L
q
σ(Ω), see the last paragraph of the proof of Lemma 5.8,
we conclude that v = w ∈ D(Aq′), and (5.46) is proved.
Finally, (5.41) follows from (5.40) by the well-known theory of analytic semi-
groups.
5.4 H∞-calculus of the Stokes operator
Let the domain Ω be given as in Section 5.3. In this section we consider the H∞-
calculus of the Stokes operator Aq in Ω. An approach to the H
∞-calculus of the
Stokes operator in general unbounded domains has been considered in [7] and some
partial results have been obtained. Based on the result of [7] and combined with
our result on resolvent estimates we prove that the Stokes operator Aq in Ω admits
a bounded H∞-calculus with H∞-angle φ∞Aq = 0.
In [7] it is proved that for any θ ∈ (0, pi) there is a constant cθ > 0 such that
the shifted Stokes operator cθ + Aq on L
q
σ(G) admits a bounded H
∞(Σθ)-calculus
provided the domain G ⊂ Rn, n ≥ 2, satisfies the following assumptions (A1)-(A3):
(A1) There is a finite covering of G¯ with relatively open sets Uj, j = 1, . . . , l,
such that Uj coincides (after rotation) with a relatively open set of Rnγj , where
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Rnγj := {(x1, x˜) ∈ Rn : x1 > γj(x˜)}, γj ∈ C1,1, j = 1, . . . , l. Moreover, suppose that
there are cut-off functions ϕj, ψj ∈ C∞b (G¯), j = 1, . . . , l, such that {ϕj} is a partition
of unity subordinated to {Uj}lj=1, ψj ≡ 1 on suppϕj and suppψj ⊂ Uj, j = 1, . . . , l;
here C∞b (G¯) means the space of all infinitely differentiable and bounded functions
on G¯.
(A2) The Helmholtz decomposition is valid for Lr(G)n with r = q and r = q′, i.e.,
for every f ∈ Lr(G)n there is a unique decomposition f = f0+∇p with f0 ∈ Lrσ(G)
and p ∈ Ŵ 1,r(G). Moreover,
Lqσ(G) = {f ∈ Lq(G)n : div f = 0, f ·N |∂G = 0}. (5.47)
(A3) For every p ∈ Ŵ 1,r(G), r = q, q′, there is a decomposition p = p1+ p2 such
that p1 ∈ W 1,r(G), p2 ∈ Lrloc(G) with ∇p2 ∈ W 1,r(G) and
‖p1,∇p2‖W 1,r(G) ≤ C‖∇p‖r.
It is easily seen that the domain Ω satisfies the assumption (A1). Furthermore the
Helmholtz decomposition of Lq(Ω)n was proved in [14], Theorem 4(c). Through the
following lemmata we shall see that the remaining assumptions are satisfied as well.
Lemma 5.10 The set C∞0 (Ω¯) is dense in Ŵ
1,q(Ω) for 1 < q <∞.
Proof: Fix u ∈ Ŵ 1,q(Ω). Using the same notation as in the proof of Lemma 5.8 and
the cut-off functions ϕj, j = 0, . . . ,m, see (5.36), we have u =
∑m
j=0 ϕju. Without
loss of generality assume that
∫
Ω0
u dx = 0. Thus, by Poincare´’s inequality on the
bounded domain Ω0,
ϕ0u ∈ W 1,q(Ω0) and ϕju ∈ Ŵ 1,q(Ωj), ϕ˜ju ∈ Ŵ 1,q(Ω˜j), j = 1, . . . ,m.
Then there are sequences {v(0)k } ⊂ C∞0 (Ω¯0), {v(j)k } ⊂ C∞0 (Ω˜j), j = 1, . . . ,m, such
that
‖v(0)k − ϕ0u‖W 1,q(Ω0) → 0, ‖v(j)k − ϕ˜ju‖Ŵ 1,q(Ω˜j) → 0 (5.48)
as k →∞ due to the denseness of C∞0 (Ω¯0) in W 1,q(Ω0) and Lemma 5.6 (2). Let
Ωδj := {x ∈ Ωj : dist (x,Ω ∩ ∂Ωj) ≥ δ} for j = 0, . . . ,m.
Note that
suppϕju ⊂ Ωδj , j = 0, . . . ,m, (5.49)
due to the construction of {ϕj}mj=0. Without loss of generality we may assume that∫
Ωj\Ωδj
v
(j)
k dx = 0 for j = 1, . . . ,m. (5.50)
Let us choose functions η0 ∈ C∞0 (Ω¯) and ηj ∈ C∞0 (Ω˜j), j = 1, . . . ,m such that
η0(x) ≡ 1 for x ∈ Ωδ0 and η0(x) ≡ 0 for x ∈ Ω \ Ωδ/20 ,
ηj(x) ≡ 1, x ∈ Ωδj , and ηj(x) ≡ 0, x ∈ Ω˜j \ Ωj, j = 1, . . . ,m.
(5.51)
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For k ∈ N let w(0)k = η0v(0)k and let w(j)k be the zero extension of ηjv(j)k onto Ω.
Now let wk :=
∑m
j=0w
(j)
k . Obviously wk ∈ C∞0 (Ω¯), k ∈ N, and
‖∇(u− wk)‖Lq(Ω) ≤
m∑
j=0
‖∇(ϕju− w(j)k )‖Lq(Ω). (5.52)
Due to (5.49) and (5.51) we get for each j = 0, . . . ,m that
‖∇(ϕju− w(j)k )‖Lq(Ω) ≤ ‖∇(ϕju− v(j)k )‖Lq(Ωδj ) + ‖∇(ηjv
(j)
k )‖Lq(Ωj\Ωδj )
≤ ‖∇(ϕju− v(j)k )‖Lq(Ωδj ) + cj‖v
(j)
k ,∇v(j)k ‖Lq(Ωj\Ωδj ).
(5.53)
Note that for j = 1, . . . ,m, using (5.50) and Poincare´’s inequality, ‖v(j)k ‖Lq(Ωj\Ωδj ) ≤
c(q,Ω0)‖∇v(j)k ‖Lq(Ωj\Ωδj ). Therefore, by (5.48), (5.49) the right-hand side of (5.53) for
j = 0, . . . ,m tends to 0 as k →∞, and so does the right-hand side of (5.52).
The proof of the lemma is complete.
Corollary 5.11 For the domain Ω the assertion (5.47) holds.
Proof: Obviously,
Lqσ(Ω) ⊂ {f ∈ Lq(Ω)n : div f = 0, f ·N |∂Ω = 0}.
Since the right-hand side of (5.47) is ’orthogonal’ to {∇h : h ∈ C∞0 (Ω¯)}, the same
result holds for {∇h : h ∈ Ŵ 1,q′(Ω)} by Lemma 5.10. Therefore, [36], Ch. III,
Lemma 2.1, accomplishes the proof.
Lemma 5.12 The assumption (A3) is satisfied for the domain Ω.
Proof: First consider the case of Ω being an infinite straight cylinder Σ × R with
Σ ⊂ Rn−1, a bounded domain of C1,1-class. For p ∈ Ŵ 1,q(Ω) let p0(x′, xn) ≡
p0(xn) :=
1
|Σ|
∫
Σ
p(x′, xn) dx′ and p˜ := p− p0. Then it follows that
p0 ∈ Ŵ 1,q(Σ× R), ‖p0‖Ŵ 1,q(Σ×R) ≤ c(Σ, q)‖p‖Ŵ 1,q(Σ×R),
p˜ ∈ W 1,q(Σ× R), ‖p˜‖W 1,q(Σ×R) ≤ c(Σ, q)‖p‖Ŵ 1,q(Σ×R);
(5.54)
here we used Poincare´’s inequality for p˜(·, xn) on Σ. On the other hand the whole
space Rk, k ∈ N, was proved to satisfy assumption (A3), see [6], Remark 2.7. There-
fore, as a function on R, p0 is decomposed by
p0 = p01 + p02, ‖p01, ∂1p02‖W 1,q(R) ≤ c‖p0‖Ŵ 1,q(R).
Then p1 := p˜+ p01, p2 := p02 satisfy assumption (A3) due to (5.54).
Next let Ω be the general unbounded cylinder introduced in the beginning of
this section. We use the same notation for {ϕj}mj=0,Ωj, Ω˜j and Ωδj as in the proof of
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Lemma 5.10. Fix p ∈ Ŵ 1,q(Ω) and write it in the form p =∑mj=0 ϕjp. Without loss
of generality we assume that
∫
Ω0
p dx = 0; therefore, by Poincare´’s inequality
‖p‖W 1,q(Ω0) ≤ c‖p‖Ŵ 1,q(Ω). (5.55)
By the fact already proved for infinite straight cylinders, we have for j = 1, . . . ,m,
a decomposition ϕ˜jp = pj1 + pj2 such that pj1,∇pj2 ∈ W 1,q(Ω˜j) and
‖pj1,∇pj2‖W 1,q(Ωj) ≤ ‖pj1,∇pj2‖W 1,q(Ω˜j) ≤ c‖ϕ˜jp‖Ŵ 1,q(Ω˜j) ≤ c‖p‖Ŵ 1,q(Ω); (5.56)
here we used
∫
Ω0
p dx = 0. Now define the functions η ∈ C∞(Ω) by
η(x) =
{
1, x ∈ Ω2δj , j = 1, . . . ,m
0, x ∈ Ω \⋃mj=1Ωδj ,
with δ > 0 as in (5.36), and wi, i = 1, 2, on Ω by
wi(x) =
{
pji(x), x ∈ Ωj, j = 1, . . . ,m
0, otherwise.
Then we get the decomposition
p = p1 + p2 with p1 = ψp+ ηw1, p2 = ηw2, (5.57)
where ψ = (1 − η)∑mj=1 ϕj + ϕ0; note that ψ ∈ C∞(Ω) and suppψ ∈ Ω¯0. Hence,
in view of (5.55), ψp ∈ W 1,q(Ω) and ‖ψp‖W 1,q(Ω) ≤ c‖p‖Ŵ 1,q(Ω). Moreover, ηw1 ∈
W 1,q(Ω) and, due to (5.56), ‖ηw1‖W 1,q(Ω) ≤ c‖p‖Ŵ 1,q(Ω). Thus we conclude that
p1 ∈ W 1,q(Ω), ‖p1‖W 1,q(Ω) ≤ c‖p‖Ŵ 1,q(Ω). (5.58)
On the other hand, we have ∇p2 = ∇(ηw2) = η∇w2 + w2∇η and, due to (5.56),
‖η∇w2‖W 1,q(Ω) = ‖η∇w2‖W 1,q(∪mj=1Ωδj ) ≤ c
m∑
j=1
‖∇pj2‖W 1,q(Ωδj ) ≤ c‖p‖Ŵ 1,q(Ω);
moreover, supp∇η ⊂ ⋃mj=1 (Ωδj \ Ω2δj ) ⊂ Ω0 and obviously w2 = p − ϕ0p − w1 ∈
W 1,q
(⋃m
j=1
(
Ωδj \ Ω2δj
))
implying that
‖w2∇η‖W 1,q(Ω) ≤ c
m∑
j=1
‖p, pj1‖W 1,q(Ωδj\Ω2δj ) ≤ c‖p‖Ŵ 1,q(Ω),
due to (5.56). Therefore we get that
∇p2 ∈ W 1,q(Ω), ‖∇p2‖W 1,q(Ω) ≤ c‖p‖Ŵ 1,q(Ω),
which together with (5.57), (5.58) completes the proof of this lemma.
Now we are in a position to formulate the main theorem of this section.
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Theorem 5.13 For 1 < q <∞ the Stokes operator Aq admits a bounded H∞(Σθ)-
calculus in Lqσ(Ω) for any θ ∈ (0, pi), i.e., the H∞-angle φ∞Aq = 0. In particular, the
Stokes operator Aq has maximal regularity in L
q
σ(Ω).
Proof: By Theorem 5.9 the spectral angle ωAq of Aq is 0. Fix θ ∈ (0, pi)
arbitrarily. We must show that there is a constant C > 0 depending on θ such that
for all h ∈ H∞(Σθ) the operator
h(Aq) =
∫
Γ
h(λ)(λ− Aq)−1 dλ ∈ L(Lqσ(Ω))
satisfies the estimate
‖h(Aq)‖L(Lqσ(Ω)) ≤ Cθ‖h‖∞, (5.59)
where Γ is the oriented boundary of the sector Σθ′ for any fixed θ
′ ∈ (0, θ).
Since the domain Ω has been shown to satisfy the assumptions (A1)-(A3), by
[1], Theorem 1.3, there are constant R = R(q, θ) > 0 and C = C(q, θ) > 0 such that∥∥∥∥∫
ΓR,∞
h(λ)(λ− Aq)−1 dλ
∥∥∥∥
L(Lqσ(Ω))
≤ C‖h‖∞,
where ΓR,∞ = {λ ∈ Γ : |λ| > R}. On the other hand, due to Theorem 5.9, we get∥∥∥∥∫
Γ\ΓR,∞
h(λ)(λ− Aq)−1 dλ
∥∥∥∥
L(Lqσ(Ω))
≤ Cq,θ‖h‖∞.
Thus we proved (5.59).
Maximal regularity of Aq in L
q
σ(Ω) follows directly, since Aq admits a bounded
H∞(Σθ)-calculus for θ ∈ (0, pi/2) and Lqσ(Ω) is a UMD space, see Section 2.4.
Now the proof is complete.
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6 Stability of Stationary Navier-Stokes Flows
Let Ω =
⋃m
i=0Ωi be the general unbounded cylinder given in (1.2) and
α¯ = min{α(i) : i = 0, . . . ,m}, (6.1)
where α(0) > 0 and α(i) > 0, i = 1, . . . ,m, are the smallest eigenvalues of Dirichlet
Laplacians in Ω0 and in Σ
i, the bounded cross-section of the semi-infinite cylinder
Ωi, i = 1, . . . ,m, respectively. In this chapter we consider the existence, uniqueness
and stability of a stationary Navier-Stokes flow with prescribed flux in Ω. In Section
6.1 we deal with the existence and uniqueness of a stationary Navier-Stokes flow in
Ω. Section 6.2 is devoted to the analysis of a perturbed Stokes operator related with
stationary Navier-Stokes flows in Ω. Finally, in Section 6.3 we study the exponential
stability of stationary Navier-Stokes flows.
6.1 Existence of stationary Navier-Stokes flows
Let us consider the stationary Navier-Stokes system
−∆w + (w · ∇)w +∇q = f in Ω
(SNS) divw = 0 in Ω
w = 0 on ∂Ω
w = u∞ at infinity,
(6.2)
where u∞ is a function depending on the variables x′i = (xi1, . . . , x
i
n−1) in the cross
section Σi of Ωi, i = 1, . . . ,m.
It is well known that for the existence of a unique solution to (6.2) some additional
conditions, e.g. a flux condition in each exit, must be given, i.e.,
Φi =
∫
Σi
u · ni ds, i = 1, . . . ,m, (6.3)
where ni is the unit vector along the positive axial direction of Ωi, is prescribed.
Note that, due to the solenoidalness of the fluid, Φi ≡ const, i = 1 . . . ,m, and
m∑
i=1
Φi = 0. (6.4)
Let us assume that the velocity at infinity u∞ in each Ωi, i = 1, . . . ,m, equals the
Poiseuille flow vi corresponding to the flux Φi.
The Poiseuille flow (v0, p0) corresponding to a given flux Φ0 in an infinite straight
cylinder Σ × R with Σ ⊂ Rn−1 a bounded domain is the solution to the stationary
Stokes system in Σ×R such that v0 = v0(x′)n,∇p0 = −kn with constant k = k(Φ0)
and ∫
Σ
v0 · n ds = Φ0,
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where n is the unit vector along the positive direction of the cylinder Σ× R. Then
it is easily seen that
−∆v0 = k, v0|∂Σ = 0;
in particular, if Σ is a Lipschitz domain, one gets the explicit representation
v0 =
Φ0
k0
w0(x
′), k = Φ0
k0
, where w0 is the (unique) solution to the Dirichlet prob-
lem −∆′w0 = 1, w0|∂Σ = 0 and k0 =
∫
Σ
|∇′w0|2 dx′. Moreover, if Σ is of C1,1-class,
then
v0 ∈ H2,s(Σ) ∩H1,s0 (Σ), ‖v0‖H2,s(Σ) ≤ c(s,Σ)|Φ0| ∀s ∈ (1,∞), (6.5)
in particular,
v0 ∈ L∞(Σ), ‖v0‖L∞(Σ) ≤ c(n,Σ)|Φ0|
due to the Sobolev embedding theorem. Note that the Poiseuille solution (v0, p0)
also solves the stationary Navier-Stokes system in Σ× R.
We consider the system (SNS), see (6.2), with
u∞ = vi,
in each exit Ωi, i = 1, . . . ,m, where vi is the Poiseuille flow corresponding to the flux
Φi through the cross section Σ
i of Ωi and (6.4) is assumed. Note that vi, i = 1, . . . ,m,
depends only on the variable x′i ∈ Σi.
First of all, we construct a carrier a of the Poiseuille flows vi, i = 1, . . . ,m. Let
1 < r <∞. A carrier a is defined as a function on Ω such that
a ∈ H2,rloc (Ω), div a = 0 in Ω, a = 0 on ∂Ω, a = vi in Ωi \ Ω0, i = 1, . . . ,m.
In [36], Ch. 6, §1, a carrier a for the case r = 2 is constructed. The idea used there
can be applied to the general case r ∈ (1,∞). Without loss of generality we may
assume that there exist cut-off functions {ϕi}mi=0 such that∑m
i=0 ϕi(x) = 1, 0 ≤ ϕi(x) ≤ 1 for x ∈ Ω,
ϕi ∈ C∞(Ω¯i), dist (suppϕi, ∂Ωi ∩ Ω) ≥ d > 0, i = 0, . . . ,m.
For i = 1, . . . ,m let v˜i = χivi, where the function χi on Ω is the characteristic
function of Ωi, and set
v(x) :=
m∑
i=1
ϕi(x)v˜i(x) for x ∈ Ω. (6.6)
Then, from the construction of {ϕi} and (6.5) we get
v|Ω0 ∈ H2,r(Ω0), ‖v|Ω0‖H2,r(Ω0) ≤ c(r,Ω)Φ ∀r ∈ (1,∞), (6.7)
where and in what follows we use the notation
Φ :=
m∑
i=1
|Φi|
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for the total flux. Note that div v|Ω0 ∈ H1,r0 (Ω0) for all r ∈ (1,∞) and by (6.4)∫
Ω0
div v dx =
m∑
i=1
∫
Σi
vi(x
′i) · ni dx′i =
m∑
i=1
Φi = 0.
Then, by [36], Ch. III, Theorem 3.2, Remark 3.6, (cf. [16], Theorem 2.4) there is a
vector field z such that
z ∈ H2,r0 (Ω0) and div z = −div v|Ω0 for all r ∈ (1,∞)
and
‖z‖H2,r0 (Ω0) ≤ c(r,Ω0)‖div v|Ω0‖H1,r0 (Ω0) ≤ c(r,Ω)Φ ∀r ∈ (1,∞), (6.8)
where we used (6.7). Hence we get
z ∈ L∞(Ω0), ‖z‖L∞(Ω0) ≤ c(n,Ω0)Φ
due to the Sobolev embedding theorem. Now extend the function z from Ω0 to Ω
by 0 and denote it again by z. Then
a := z+ v (6.9)
is a carrier of the Poiseuille flows vi, i = 1, . . . ,m, and, by (6.7), (6.8) satisfies the
estimate
‖a‖H2,r(Ω0) ≤ C0(r,Ω)Φ ∀r ∈ (1,∞). (6.10)
In particular,
a ∈ L∞(Ω), ‖a‖L∞(Ω) ≤ c(n,Ω)Φ. (6.11)
Lemma 6.1 Let n ≥ 3, 1 < r <∞ and let
δ =

n
r
− 2 for 1 < r < n
2
δ′ for r = n
2
0 for r > n
2
,
(6.12)
with δ′ > 0 arbitrarily small.
(1) For all u ∈ H1+δ,r(Ω) and v ∈ H2,r(Ω) we have (u · ∇)v, (v · ∇)u ∈ Lr(Ω)
and
‖(u · ∇)v, (v · ∇)u‖r ≤ c‖u‖H1+δ,r(Ω)‖v‖H2,r(Ω) (6.13)
where c = c(r,Ω) > 0 is independent of δ unless r = n
2
.
(2) Let r ∈ (1,∞) and r ≥ n
3
. Then for all u, v ∈ H2,r(Ω) we have (u · ∇)v ∈
H1−δ,r(Ω) and
‖(v · ∇)u‖H1−δ,r(Ω) ≤ c‖u‖H2,r(Ω)‖v‖H2,r(Ω). (6.14)
(3) Let
η =

n+r
2r
, r < n
1 + δ′, r = n
1, r > n
(6.15)
81
with δ′ > 0 arbitrarily small. Then for r ∈ (1,∞), r ≥ n
3
, and ξ ∈ [η, 2]
‖(v · ∇)u‖
H
(1−δ) ξ−η2−η ,r(Ω)
≤ c‖u‖Hξ,r(Ω)‖v‖Hξ,r(Ω), (6.16)
where c = c(r, ξ,Ω) > 0 is independent of δ (δ′) unless r = n
2
(r = n).
Proof: First of all, we note that for the unbounded cylinder Ω the usual Sobolev
embedding theorems hold since Ω has a minimally smooth boundary and hence,
extension theorems for Sobolev spaces hold for Ω, cf. [10], Ch. V, Theorem 2.4.5
(cf. [73], Theorem 3.21). In the proof we shall write shortly Hs,r, Lq in place of
Hs,r(Ω), Lq(Ω), respectively.
(1) First let 1 < r < n
2
. Observe that for δ = n
r
− 2 the Sobolev embeddings
H1+δ,r ↪→ Ln and H1,r ↪→ Lnr/(n−r) hold. Hence we get for all u ∈ H1+δ,r, v ∈ H2,r
that
‖(u · ∇)v‖r ≤ ‖u‖n‖∇v‖ nr
n−r ≤ c‖u‖H1+δ,r‖v‖H2,r
with c = c(r,Ω) > 0. Moreover, by the embeddings H2,r ↪→ Lnr/(n−2r), Hδ,r =
H
n
r
−2,r ↪→ Ln/2, we get
‖(v · ∇)u‖r ≤ ‖v‖ nr
n−2r ‖∇u‖n/2 ≤ c(r,Ω)‖v‖H2,r‖u‖H1+δ,r .
Now let n
2
< r <∞. Then
‖(u · ∇)v‖r ≤ ‖u‖2r‖∇v‖2r ≤ c‖u‖H1+δ,r‖v‖H2,r
with δ = 0. Note that the embedding H2,r ↪→ L∞ holds for r > n
2
. Hence,
‖(v · ∇)u‖r ≤ c‖v‖∞‖∇u‖r ≤ c‖v‖H2,r‖u‖H1+δ,r
with δ = 0.
In the limit case r = n
2
note that H2,r ↪→ Lp for all p ∈ [r,∞) and that for
all δ ∈ (0, 1) there exists an ε = ε(r, δ,Ω) > 0 such that Hδ,r ↪→ Lr+ε. Hence for
u ∈ H1+δ,r, v ∈ H2,r
‖(u · ∇)v‖r ≤ c‖u‖2r‖v‖2r ≤ c‖u‖H1,r‖v‖H2,r ,
and there exists pε > r such that
‖(v · ∇)u‖r ≤ ‖∇u‖r+ε‖v‖pε ≤ cδ‖u‖H1+δ,r‖v‖H2,r .
(2) Observe that for all u ∈ H2+δ,r, v ∈ H2,r
‖(v · ∇)u‖H1,r ≤ c‖u‖H2+δ,r‖v‖H2,r . (6.17)
Actually D(v · ∇)u = (Dv · ∇)u+ (v · ∇)Du, where D is any first order derivative.
By (6.13) we get that
‖(Dv · ∇)u‖r ≤ c‖∇u‖H1+δ,r‖v‖H2,r ≤ c‖u‖H2+δ,r‖v‖H2,r ,
‖(v · ∇)Du‖r ≤ c‖∇u‖H1+δ,r‖v‖H2,r ≤ c‖u‖H2+δ,r‖v‖H2,r ,
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proving (6.17). Note that 1− δ ∈ (0, 1] for r ≥ n
3
and that by complex interpolation
[H1+δ,r, H2+δ,r]1−δ = H2,r and [Lr, H1,r]1−δ = H1−δ,r, cf. [13], [75]. Therefore, by
complex interpolation of (6.13), (6.17) with the index 1−δ, we get for all u, v ∈ H2,r
that (v · ∇)u ∈ H1−δ,r and
‖(v · ∇)Du‖H1−δ,r ≤ c‖u‖H2,r‖v‖H2,r ,
where c = c(r, δ,Ω) for r = n
2
and arbitrarily small δ. Thus (6.14) is proved.
(3) First let us prove for η given by (6.15) and for u, v ∈ Hη,r that
‖(v · ∇)u‖r ≤ c‖u‖Hη,r‖v‖Hη,r , (6.18)
with c = c(r,Ω) > 0 (c = c(r, δ′,Ω) > 0 for r = n). Actually, for 1 < r < n we get
with α = 1
2
(1− r
n
) ∈ (0, 1) that
‖(v · ∇)u‖r ≤ ‖v‖ r
α
‖∇u‖ r
1−α ≤ c‖v‖Hη,r‖u‖Hη,r ,
where we used that Hη,r ↪→ Lr/α and Hη−1,r ↪→ Lr/(1−α). For r = n
‖(v · ∇)u‖r ≤ ‖v‖∞‖∇u‖r ≤ c‖v‖H1+δ′,r‖u‖H1,r ,
and finally, for r > n
2
we get
‖(v · ∇)u‖r ≤ ‖v‖∞‖∇u‖r ≤ c‖v‖H1,r‖u‖H1,r ,
thus proving (6.18). Now bilinear complex interpolation of (6.14) and (6.18) (see
[75], 1.19.5) yields
‖(v · ∇)u‖H(1−δ)θ,r ≤ c‖u‖Hη(1−θ)+2θ,r‖v‖Hη(1−θ)+2θ,r , θ ∈ [0, 1],
which coincides with (6.16) for θ = ξ−η
2−η .
The proof of the lemma is complete.
Lemma 6.2 Let 1 < r < ∞, let the constant δ be given as in Lemma 6.1, and let
a be defined by (6.9).
(1) For all u ∈ H1+δ,r(Ω) we have (a · ∇)u, (u · ∇)a ∈ Lr(Ω) and
‖(a · ∇)u, (u · ∇)a‖r ≤ c(r,Ω)Φ‖u‖H1+δ,r .
(2) Let 1 < r < ∞, r ≥ n
3
. For all u ∈ H2,r(Ω) we have (a · ∇)u, (u · ∇)a ∈
H1−δ,r(Ω) and
‖(a · ∇)u, (u · ∇)a‖H1−δ,r ≤ c(r,Ω)Φ‖u‖H2,r .
Proof: Since Lemma 6.1 (1) holds for Ω0 as well in place of Ω, we get by (6.10)
that
(u · ∇)a ∈ Lr(Ω0), (a · ∇)u ∈ Lr(Ω0)
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and
‖(u · ∇)a, (a · ∇)u‖Lr(Ω0) ≤ c(r,Ω0)‖u‖H1+δ,r(Ω)‖a‖H2,r(Ω0)
≤ c(r,Ω)Φ‖u‖H1+δ,r(Ω).
(6.19)
Now it remains to show that (a · ∇)u, (u · ∇)a ∈ Lr(Ω \ Ω0) and
‖(a · ∇)u, (u · ∇)a‖Lr(Ω\Ω0) ≤ c(r,Ω)Φ‖u‖H1+δ,r(Ω), (6.20)
which is obvious since a|Ωi\Ω0 = vi, i = 1, . . . ,m, due to the construction of a and
vi|Ωi\Ω0 ,∇vi|Ωi\Ω0 ∈ L∞(Ωi \ Ω0), i = 1, . . . ,m (see (6.5)). Hence (1) is proved.
The proof of (2) can be done similarly to the proof of Lemma 6.1 (2) using
complex interpolation and will be omitted.
Let 1 < r <∞. By the transform v := w − a the system (SNS) is reduced to
−∆v + (v · ∇)a+ (a · ∇)v + (v · ∇)v +∇q = F in Ω
(SNS)′ div v = 0 in Ω
v = 0 on ∂Ω
v(x) = 0 at infinity,
(6.21)
where F = f − (a · ∇)a.
It is easily seen that the reduced system (SNS)′ is equivalent to
Grv + Pr(v · ∇)v = PrF ; (6.22)
for Pr see the Introduction, the operator Gr is defined by
D(Gr) = D(Ar) = H
2,r(Ω) ∩H1,r0 (Ω) ∩ Lrσ(Ω),
Grv := Arv + Pr
(
(v · ∇)a+ (a · ∇)v)
with the Stokes operator Ar = −Pr∆ in Lrσ(Ω).
First we consider the linearization of (6.22):
Grv + Pr(y · ∇)v = PrF, (6.23)
for a fixed y ∈ D(Ar).
Lemma 6.3 Let 1 < r < ∞, r ≥ n
3
. There exists a constant K0 = K0(r,Ω) > 0
such that, if Φ ≤ K0 and ‖y‖H2,r(Ω) ≤ K0, then problem (6.23) has a unique solution
vy ∈ H2,r(Ω) satisfying the estimate
‖vy‖H2,r(Ω) ≤M
(‖f‖r + Φ2) (6.24)
with a constant M =M(r,Ω) > 0.
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Proof: For v ∈ H2,r(Ω) let
Eyv := Pr
(
(v · ∇)a+ (a · ∇)v + (y · ∇)v).
Then (6.23) is represented by
(Ar + Ey)v = PrF.
By Lemma 6.1 (1) and Lemma 6.2 (1)
‖Eyv‖Lrσ(Ω) ≤ C1(r,Ω)(Φ + ‖y‖H2,r(Ω))‖v‖H2,r(Ω)
≤ C1(r,Ω)‖A−1r ‖L(Lrσ ,H2,r)(Φ + ‖y‖H2,r(Ω))‖Arv‖r
≤ C2(r,Ω)(Φ + ‖y‖H2,r(Ω))‖A−1r ‖L(Lrσ ,H2,r)‖v‖H2,r(Ω);
note that, by Theorem 5.9, A−1r ∈ L(Lrσ(Ω), H2,r(Ω)) and
‖v‖H2,r(Ω) ≤ c(r,Ω)‖Arv‖Lrσ(Ω)
for all v ∈ D(Ar). Therefore, if
Φ ≤ K0 := 1
4C2
, ‖y‖H2,r(Ω) ≤ K0, (6.25)
then ‖Ey‖L(H2,r,Lrσ) ≤ 12‖A−1r ‖L(Lrσ ,H2,r), and consequently, we get
‖(Ar + Ey)v‖r = ‖(I + EyA−1r )Arv‖r ≥
1
2
‖Arv‖r ≥ c(r,Ω)‖v‖H2,r
for all v ∈ D(Ar). Note that R(Ar +Ey) = Lrσ(Ω) due to R(I +EyA−1r ) = R(Ar) =
Lrσ(Ω). Hence
(Ar + Ey)
−1 ∈ L(Lrσ(Ω), H2,r(Ω)) and ‖(Ar + Ey)−1‖L(Lrσ ,H2,r) ≤M0 (6.26)
with some M0 = M0(r,Ω). Thus the equation (6.23) has a unique solution vy =
(Ar + Ey)
−1F ∈ H2,r(Ω) satisfying
‖vy‖H2,r(Ω)) ≤ c‖F‖r ≤ c(‖f‖r + ‖(a · ∇)a‖Lr(Ω0))
≤ c(‖f‖r + ‖a‖2H2,r(Ω0)) ≤ c(‖f‖r + Φ2)
with c = c(r,Ω) > 0, where we used (a · ∇)a = 0 in Ω \ Ω0, Lemma 6.2 (1) for Ω0
and (6.10).
Now we state the theorem on the existence of solutions for (SNS).
Theorem 6.4 Let 1 < r < ∞, r ≥ n
3
and let f ∈ Lr(Ω). Furthermore, let the
velocity u∞ at infinity for each exit Ωi, i = 1, . . . ,m, be the Poiseuille flow corre-
sponding to the given flux Φi, i = 1, . . . ,m, satisfying (6.4). Then there is a constant
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K1 = K1(r,Ω) > 0 such that, if ‖f‖r+Φ2 < K1, then (SNS) has a solution w = a+v
satisfying v ∈ H2,r(Ω) and
‖v‖H2,r(Ω) ≤ c(r,Ω)(‖f‖r + Φ2).
This solution w is the only solution to (SNS) in the class{
w ∈ H2,rloc (Ω) :
m∑
i=1
‖w − vi‖H2,r(Ωi\Ω0) + ‖w‖H2,r(Ω0) ≤ K¯0
}
(6.27)
with some K¯0 = K¯0(r,Ω) > 0.
Proof: It is enough to show the unique solvability of (SNS)′ in a ball of H2,r(Ω).
Let K0 be the number given by Lemma 6.3 and let
UK0 = {v ∈ H2,r(Ω); ‖v‖H2,r ≤ K0}.
Assuming Φ < K0, let us define the mapping
Ψ : UK0 → H2,r(Ω), Ψy = vy,
where vy is the unique solution to the linearized problem (6.23). Then, for y1, y2 ∈
UK0
Grvyj + Pr(yj · ∇)vyj = Pr(f − (a · ∇)a), j = 1, 2,
which, by subtraction, yields
Gr(vy1 − vy2) + Pr(y1 · ∇)(vy1 − vy2) = −Pr((y1 − y2) · ∇)vy2 ,
i.e.,
(Ar + Ey1)(vy1 − vy2) = −Pr((y1 − y2) · ∇)vy2 .
Hence, (6.26), Lemma 6.1 (1) and (6.24) yield
‖vy1 − vy2‖H2,r ≤ M0‖Pr((y1 − y2) · ∇)vy2‖r
≤ M0C˜‖vy2‖H2,r‖y1 − y2‖H2,r
≤ M0MC˜(‖f‖r + Φ2)‖y1 − y2‖H2,r
where C˜ = C˜(r,Ω) > 0. Therefore, if
‖f‖r + Φ2 < K1 := min
{
1
M0MC˜
,
K0
4M
,
K20
16C20 + 1
}
(6.28)
where C0 is the constant in (6.10), then Ψ(UK0) ⊂ UK0 due to Lemma 6.3 and
Ψ : UK0 → UK0 is a contraction mapping. Thus, by Banach fixed point theorem,
there is a unique fixed point y˜ ∈ UK0 of Ψ, which implies that, if (6.28) is satisfied,
(SNS)′ has a solution v = vy˜ ∈ H2,r(Ω) which is unique in UK0 . Moreover, this
solution satisfies
‖v‖H2,r(Ω) ≤M(‖f‖r + Φ2) (< K0
4
)
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by Lemma 6.3. In consideration of (6.28), one can easily check that w = v + a
belongs to the class given in (6.27) with K¯0 :=
K0
2
.
In order to consider the uniqueness of solutions, let w˜ be a solution to (SNS) in
the class given in (6.27) with K¯0 =
K0
2
. Obviously, v˜ := w˜ − a ∈ H2,r(Ω) solves
(SNS′) and, due to (6.10),
‖v˜‖H2,r(Ω) ≤
∑m
i=1 ‖w˜ − vi‖H2,r(Ωi\Ω0) + ‖w˜‖H2,r(Ω0) + ‖a‖H2,r(Ω0)
≤ K¯0 + C0|Φ| ≤ 32K¯0 < K0
Therefore, v˜ is in UK0 and, hence, is the (unique) fixed point of the mapping Ψ, i.e.
v = v˜ yielding w˜ = w.
6.2 Perturbed Stokes operator
Let us introduce the operator
Sr := Ar +Br (6.29)
with
Bru := Pr((u · ∇)w + (w · ∇)u), (6.30)
where δ is given by (6.12) and w is the unique solution to (SNS) given by Theorem
6.4. It is easily seen that Br with domain
D(Br) = {u ∈ Lrσ(Ω) : (u · ∇)w + (w · ∇)u ∈ Lr(Ω)}
is closed. We will call the operator Sr perturbed Stokes operator.
First we need a result on the domain of fractional power of the Stokes operator.
Lemma 6.5 Let 1 < r <∞ and
D(∆r) = H
2,r(Ω) ∩H1,r0 (Ω), ∆ru = ∆u.
Then there is a continuous projection Qr such that
Qr ∈ L(D(∆r), D(Ar)) ∩ L(Lr(Ω), Lrσ(Ω)).
Proof: This lemma can be proved in the same way as [40], Lemma 6 using that
P ∗r = Pr′ , A
∗
r = Ar′ (see e.g. the proof of Theorem 5.9) and ∆
∗
r = ∆r′ , r
′ = r/(r − 1),
for all r ∈ (1,∞).
Corollary 6.6 Let 1 < r <∞, 0 < θ < 1. Then
D(Aθr) = [L
r
σ(Ω), D(Ar)]θ = [L
r(Ω), H2,r(Ω) ∩H1,r0 (Ω)]θ ∩ Lrσ(Ω).
In particular, if θ < 1
2r
, then
D(Aθr) = H
2θ,r(Ω) ∩ Lrσ(Ω). (6.31)
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Proof: Since Ar admits a bounded H
∞-calculus in Lrσ(Ω) for r ∈ (1,∞), see Theo-
rem 5.13, we get that D(Aθr) = [L
r
σ(Ω), D(Ar)]θ for θ ∈ (0, 1), see Section 2.4, (2.16).
On the other hand, due to Lemma 6.5 we can apply [75], Theorem 1.17.1/1, that is,
[Lrσ(Ω), D(Ar)]θ = [L
r(Ω) ∩ Lrσ(Ω), H2,r(Ω) ∩H1,r0 (Ω) ∩ Lrσ(Ω)]θ
= [Lr(Ω), H2,r(Ω) ∩H1,r0 (Ω)]θ ∩ Lrσ(Ω).
It is well known that, if θ < 1
2r
, then
H2θ,r(Ω) = [Lr(Ω), H2,r0 (Ω)]θ = [L
r(Ω), H2,r(Ω)]θ
yielding H2θ,r(Ω) = [Lr(Ω), H2,r(Ω) ∩H1,r0 (Ω)]θ, cf. [75], 4.3.2.
Lemma 6.7 Let 1 < r < ∞ and let the assumption of Theorem 6.4 be satisfied.
Then, for all u ∈ H1+δ,r(Ω) ∩ Lrσ(Ω)) and
‖Bru‖r ≤ c(r,Ω)(‖f‖r + Φ+ Φ2)‖u‖H1+δ,r(Ω).
Proof: Since w = v + a, Lemma 6.1 (1), Lemma 6.2 (1) and Theorem 6.4 yields
that
‖Bru‖Lrσ ≤ ‖(v · ∇)u‖r + ‖(u · ∇)v‖r + ‖(a · ∇)u‖r + ‖(u · ∇)a‖r
≤ c(r,Ω)(‖v‖H2,r(Ω) + Φ)‖u‖H1+δ,r(Ω)
≤ c(r,Ω)(‖f‖r + Φ+ Φ2)‖u‖H1+δ,r(Ω)
for all u ∈ H1+δ,r(Ω) ∩ Lrσ(Ω).
Remark 6.8 By Theorem 5.9, for any r ∈ (1,∞), α ∈ (0, α¯) (see (6.1) for α¯) and
ε ∈ (pi/2, pi)
‖u‖H2,r(Ω) ≤ c(r,Ω, α, ε)‖(λ+ Ar)u‖Lrσ(Ω) ∀u ∈ D(Ar) ∀λ ∈ −α+ Σε.
Note that r ≥ n
3
implies δ ≤ 1. Hence, from Lemma 6.7 we get that if r ≥ n
3
and
‖f‖r + Φ+ Φ2 is small enough, then −α+ Σε ⊂ ρ(−Sr) and
‖(λ+ Sr)−1‖L(Lrσ(Ω)) ≤
C
|λ+ α| (6.32)
with some constant C = C(r,Ω, α, ε) > 0. In particular, for r ∈ (1,∞), r ≥ n
3
the
analytic semigroup {e−tSr}t≥0 generated by −Sr satisfies the estimate
‖e−tSr‖L(Lrσ(Ω)) ≤ Ce−αt ∀t > 0 ∀α ∈ (0, α¯) (6.33)
with some constant C = C(r,Ω, α) > 0. Moreover, for r ≥ n
3
, under the same
smallness condition for f and Φ as above, the adjoint operator S∗r′ = Ar′ +Br′ , r
′ =
r/(r − 1), generates a bounded analytic semigroup e−tS∗r′ in Lr′σ (Ω) with the same
estimate as in (6.33) due to [63], Ch. 1, Corollary 10.6 and 0 ∈ ρ(S∗r′).
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In the next theorem we shall show that the operator Sr, r ∈ (n3 ,∞), n ≥ 3,
admits a bounded H∞-calculus in Lrσ(Ω) under smallness conditions on f and Φ.
Note that Lr(Ω), Lrσ(Ω) are UMD spaces, see e.g. [10].
Theorem 6.9 Let r ∈ (n
3
,∞), and let w = v + a be the solution to (SNS) given
by Theorem 6.4. Then there is a constant K2 = K2(r,Ω) > 0 such that, if ‖f‖r +
Φ+Φ2 < K2, then the operator Sr defined by (6.29) admits a bounded H
∞-calculus
with H∞-angle less than pi/2 in Lrσ(Ω). Moreover, the adjoint operator S
∗
r′ of Sr in
Lr
′
σ (Ω) has a bounded H
∞-calculus with H∞-angle less than pi/2 as well.
Proof: Based on the fact that the Stokes operator Ar admits a bounded H
∞-
calculus with H∞-angle 0 in Lrσ(Ω), see Theorem 5.9, we shall use the perturbation
theorem 2.19 for H∞-calculus. Hence, let us show that the operator Br given by
(6.30) satisfies the assumptions (1), (2) of Theorem 2.19 with A = A,B = Br. By
Lemma 6.7, for all u ∈ D(Ar), r ∈ (1,∞),
‖Bru‖Lrσ(Ω) ≤ c(r,Ω)(‖f‖r + Φ+ Φ2)‖u‖H1+δ,r(Ω)
≤ c(r,Ω)(‖f‖r + Φ+ Φ2)‖u‖H2,r(Ω)
(6.34)
proving (1) of Theorem 2.19.
In view of w = v + a, Lemma 6.1 (2), Lemma 6.2 (2) and Theorem 6.4 yield
‖Bru‖H1−δ,r(Ω) = ‖(u · ∇)w + (w · ∇)u‖H1−δ,r(Ω)
≤ c(r,Ω)(‖v‖H2,r(Ω) + Φ)‖u‖H2,r(Ω)
≤ c(r,Ω)(‖f‖r + Φ+ Φ2)‖u‖H2,r(Ω)
(6.35)
for all u ∈ D(Ar). Note that for γ ∈ (0, 1) the complex interpolation space
[Lrσ(Ω), D(Ar)]γ coincides with the domain D(A
γ
r ) of A
γ
r since Ar has bounded imag-
inary powers, cf. [75], Theorem 1.15.3. Therefore, by (6.31), (6.35) we get that if
0 < γ < min{1−δ
2
, 1
2r
}, then Bru ∈ D(Aγr ) for all u ∈ D(Ar) and
‖AγrBru‖Lrσ(Ω) ≤ c(δ, γ, r,Ω)‖Bru‖H1−δ,r(Ω) ≤ c(δ, γ, r,Ω)(‖f‖r + Φ+ Φ2)‖Aru‖Lrσ(Ω)
which is a stronger estimate than the one in Theorem 2.19 (2). Now fix δ, γ suitably
depending on r, n. Thus Theorem 2.19 implies that, there is a sufficiently small
numberK2 depending only on r,Ω such that, if ‖f‖r+Φ+Φ2 < K2, then Sr = Ar+Br
admits a bounded H∞-calculus in Lrσ(Ω) with H
∞-angle less than pi/2.
Finally [19], Proposition 2.11, proves the assertion on the adjoint operator S∗r′ .
As an important corollary of Theorem 6.9 we have the following maximal regu-
larity result for the linearization of (6.43), cf. [19].
Proposition 6.10 Let 1 < p < ∞, n
3
< r < ∞, n ≥ 3. Furthermore, let h ∈
Lp(0,∞;Lr(Ω)) and u0 ∈ D(Ar). Then the linear system
ut −∆u+ (u · ∇)w + (w · ∇)u+∇p = h in Ω× (0,∞)
div u = 0 in Ω× (0,∞)
u = 0 on ∂Ω× (0,∞)
u(0) = u0 in Ω,
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where w ∈ H2,r(Ω) is the solution to (SNS) given by Theorem 6.4, has a unique
solution
u ∈ Lp(0,∞;H2,r(Ω)), ut ∈ Lp(0,∞;Lrσ(Ω))
satisfying
‖u‖Lp(0,∞;H2,r(Ω)) + ‖ut‖Lp(0,∞;Lrσ(Ω)) ≤ c(‖h‖Lp(0,∞;Lrσ(Ω)) + ‖u0‖D(Ar)).
Proposition 6.11 Let n
3
< r < ∞, n ≥ 3. If ‖f‖r + Φ + Φ2 is small enough
depending on r, δ,Ω, for θ ∈ (0, 1) we have D(Sθr ) = D(Aθr). In particular,
D(Sθr ) = [L
r(Ω), H2,r(Ω) ∩H1,r0 (Ω)]θ ∩ Lrσ(Ω) (6.36)
with equivalent norms, and
‖u‖H2θ,r(Ω) ≤ C‖Sθru‖Lrσ(Ω) ∀u ∈ D(Sθr ) (6.37)
with C = C(r, θ,Ω) > 0. Moreover, for θ < 1
2r
, the norms ‖ · ‖D(Sθr ) = ‖ · ‖H2θ,r(Ω)
are equivalent.
Proof: Due to Theorem 6.9, we get that D(Sθr ) = [L
r
σ(Ω), D(Sr)]θ for all θ ∈ (0, 1),
see (2.16). Note that D(Sr) = D(Ar). Then Corollary 6.6 implies the assertions.
Let us have a closer look at the adjoint operator S∗r′ of Sr in L
r
σ(Ω) and charac-
terize the domains of its fractional powers. Note that for all ϕ ∈ C∞0,σ(Ω)
(Bru, ϕ)Lr,Lr′ =
∫
Ω
(
(w · ∇)u+ (u · ∇)w) · ϕdx
= −
∫
Ω
(
(w · ∇)ϕ+
n∑
j=1
wj∇ϕj
) · u dx,
where we used that divw = div v+div a = 0. Let us prove that, if r > max{n
3
, 2n
n+2
},
then (w · ∇)ϕ+∑nj=1wj∇ϕj ∈ Lr′(Ω) and
‖(w · ∇)ϕ+∑nj=1wj∇ϕj‖r′ ≤ c(‖v‖H2,r(Ω) + ‖a‖L∞(Ω))‖ϕ‖H1+δ,r′ (Ω), (6.38)
where δ ∈ [0, 1) is given by (6.12). In fact, if max{n
3
, 2n
n+2
} < r < n
2
, then H2,r(Ω) ↪→
L
nr
n−2r (Ω), nr
n−2r > r
′ and n−2r
nr
+ 1
s
= 1
r′ , H
δ,r′Ω) = H
n
r
−2,r′(Ω) ↪→ Ls(Ω). Hence
‖(v · ∇)ϕ‖r′ ≤ ‖v‖ nr
n−2r ‖∇ϕ‖s ≤ c‖v‖H2,r‖∇ϕ‖Hδ,r′ ;
in the case r ≥ n
2
the inequality ‖(v · ∇)ϕ‖r′ ≤ c‖v‖H2,r‖∇ϕ‖Hδ,r′ can be proved in
a similar way as in the proof Lemma 6.1 (1). The remaining estimate for (a · ∇)ϕ
is trivial since a ∈ L∞(Ω) (see (6.11)).
Let B∗r′ denote the adjoint of the operator Br in L
r
σ(Ω). Then (6.38) and the
embedding D(A
(1+δ)/2
r′ ) ↪→ H1+δ,r
′
(Ω) imply that
D(A
1+δ
2
r′ ) ↪→ D(B∗r′) (6.39)
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with B∗r′ϕ = −(w · ∇)ϕ−
∑n
j=1wj∇ϕj for ϕ ∈ D(A
1+δ
2
r′ ) and
‖B∗r′ϕ‖Lr′σ (Ω) ≤ c(r, δ,Ω)
(‖v‖H2,r(Ω) + ‖a‖L∞(Ω))‖ϕ‖H1+δ,r′ (Ω)
≤ c(r, δ,Ω)(‖f‖r + Φ+ Φ2)‖ϕ‖
D(A
1+δ
2
r′ )
. (6.40)
Since Lrσ(Ω) is reflexive, also S
∗
r′ = Ar′ + B
∗
r′ generates a bounded analytic
semigroup in Lr
′
σ (Ω), see [63], Ch. 1, Corollary 10.6. Note that (6.40) and an
interpolation inequality ([63], Ch. 2, Theorem 6.10) imply the Ar′-boundedness of
B∗r′ with Ar′-bound less than 1. Hence Ar′+B
∗
r′ is closed and D(Ar′+B
∗
r′) = D(Ar′),
see [46], Ch. IV, Theorem 1.1. Moreover, (6.40) shows that Ar′ +B
∗
r′ is invertible if
‖f‖r and Φ are sufficiently small. Since it is easily seen that Ar′+B∗r′ ⊂ S∗r′ and since
both operators Ar′ + B
∗
r′ and S
∗
r′ are invertible, we conclude that D(Ar′) = D(S
∗
r′).
Now Theorem 6.9 and (2.16) imply for all θ ∈ [0, 1] that
D((S∗r′)
θ) = [Lr
′
σ (Ω), D(S
∗
r′)]θ = [L
r′
σ (Ω), D(Ar′)]θ = D(A
θ
r′). (6.41)
In particular, for all r > max
{
n
3
, 2n
n+2
}
and θ ∈ (0, 1)
‖u‖H2θ,r′ (Ω) ≤ c(r, θ,Ω)‖(S∗r′)θu‖Lr′σ (Ω) ∀u ∈ D((S∗r′)θ) = D(Aθr′). (6.42)
In the remainder of this paper we shall assume that the constant K2 in Theorem
6.9 is so small that (6.41), (6.42) hold as well.
Remark 6.12 If max{n
3
, 2n
n+2
} < r < q <∞, then obviously
e−tS
∗
r′ϕ = e
−tS∗
q′ϕ ∀ϕ ∈ C∞0,σ(Ω) ∀t > 0.
Therefore, we shall write e−tS
∗
ϕ for e−tS
∗
r′ϕ in the following.
The following lemma is crucial for the study of the stability of a solution to (SNS).
Lemma 6.13 (Lr-Lq estimates) Let n
2
< r < q < ∞, n ≥ 3 and let α ∈ (0, α¯) be
fixed, where α¯ is given by (6.1). Then the following estimates hold for all u ∈ Lrσ(Ω)
and t > 0:
(1) ‖e−tSru‖q ≤ c(r, q, α, n,Ω) t−
n
2
( 1
r
− 1
q
) e−αt‖u‖r.
(2) ‖∇Sβr e−tSru‖q ≤ c(r, q, α, β,Ω) t−
n
2
( 1
r
− 1
q
)− 1
2
−β e−αt‖u‖r ∀β ∈ (0, 12).
Moreover, for all ϕ ∈ Lr′σ (Ω) and ξ > r′:
(1′) ‖e−tS∗r′ϕ‖ξ ≤ c(r, ξ, α, n,Ω) t−
n
2
( 1
r′− 1ξ ) e−αt‖ϕ‖r′.
(2′) ‖∇(S∗r′)βe−tS
∗
r′ϕ‖ξ ≤ c(r, ξ, α, β,Ω) t−
n
2
( 1
r′− 1ξ )− 12−β e−αt‖ϕ‖r′ ∀β ∈ (0, 12).
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Proof: First let us prove (1). Let γ = n
2
(1
r
− 1
q
). Obviously, γ ∈ (0, 1). By the
embedding H2γ,r(Ω) ↪→ Lq(Ω) and (6.37) we get for all u ∈ Lrσ(Ω) that
‖e−tSru‖q ≤ c1(r, q,Ω)‖e−tSru‖H2γ,r
≤ c2(r, q,Ω)‖Sγr e−tSru‖Lrσ
= c2(r, q,Ω)‖Sγr e−
α¯−α
α¯+α
tSr e−
2α
α¯+α
tSru‖Lr
≤ c3(r, α, q,Ω) t−γ ‖e− 2αα¯+α tSru‖Lr ,
where we used the well-known estimate ‖Sθre−tSr‖L(Lrσ(Ω)) ≤ c(r, θ,Ω)t−θ for θ ∈
(0, 1), t > 0, for analytic semigroups. Thus by (6.33) with α replaced by α¯+α
2
we get
(1).
The assertion (2) can be proved in a similar way as (1) using additionally that
‖∇u‖q ≤ c‖u‖H1,q ≤ c‖S1/2r u‖q for all u ∈ C∞0,σ(Ω).
The proofs of (1′) and (2′) are similar and are omitted.
6.3 Exponential stability of stationary Navier Stokes flows
In this section we consider the exponential stability of stationary Navier Stokes flows
in Ω. If the stationary solution {w,∇q} is perturbed by a velocity field u0 at time
t = 0, then the corresponding perturbed instationary flow {u(t) +w,∇(p(t) + q)} is
governed by the system
ut −∆u+ (u · ∇)w + (w · ∇)u+ (u · ∇)u+∇p = 0 in Ω× (0, T )
div u = 0 in Ω× (0, T )
u = 0 on ∂Ω× (0, T )
u(0) = u0 in Ω.
(6.43)
Note that (6.43) is equivalent to the abstract problem
ut + Sru+ Pr(u · ∇)u = 0,
u(0) = u0,
(6.44)
where Sr is the perturbed Stokes operator defined by (6.29) with w the solution to
(SNS) given by Theorem 6.4. Hence the study of stability for (SNS) is reduced to
the investigation of the behavior of solutions to (6.43) for t→∞.
In the following we fix r ∈ [n,∞) and an initial value u0 ∈ Lrσ(Ω).
Definition 6.14 A function u is called a strong solution to (6.43) on [0, T ), 0 <
T ≤ ∞, if
u ∈ BC([0, T ), Lrσ(Ω)) ∩ C1((0, T ), Lrσ(Ω)) ∩ C((0, T ), D(Ar)) (6.45)
and u satisfies (6.43) pointwise in t ∈ (0, T ).
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Remark 6.15 Due to the Sobolev embedding H2,r(Ω) ↪→ Lq(Ω) for q ≥ r, any
strong solution to (6.43) on (0, T ) belongs to C((0, T ), Lq(Ω)) for any q ≥ r.
If u is a strong solution to (6.43), then u satisfies the integral equation
u(t) = e−tSru0 −
∫ t
0
e−(t−s)SrPr(u · ∇)u(s) ds, t ∈ (0, T ), (6.46)
hence, in consideration of Remark 6.12, for all ϕ ∈ C∞0,σ(Ω) and t ∈ (0, T )
(u(t), ϕ) = (e−tSru0, ϕ) +
∫ t
0
(
(u · ∇)e−(t−s)S∗ϕ, u(s)) ds. (6.47)
For r < q <∞ and α ∈ [ α¯
2
, α¯) let
Xq(α) := {u : eαtu ∈ BC([0,∞), Lrσ(Ω)),
t
n
2
( 1
r
− 1
q
)eαtu ∈ BC((0,∞), Lqσ(Ω)), limt→+0 t
n
2
( 1
r
− 1
q
)‖u(t)‖q = 0},
‖u‖Xq(α) = ‖eαtu‖BC([0,∞),Lrσ(Ω)) + ‖t
n
2
( 1
r
− 1
q
)eαtu‖BC((0,∞),Lqσ(Ω)).
Obviously, Xq(α) is a Banach space. Moreover, Xq1(α) ↪→ Xq2(α) for q1 ≥ q2 and
Xq(α1) ↪→ Xq(α2) for α1 > α2. (6.48)
Definition 6.16 A function u belonging to Xq for any q > r, α ∈ [ α¯2 , α¯) and satis-
fying (6.47) for all t ∈ (0,∞) is called a global mild solution to (6.43).
For each u, z ∈ Xq define the functional F (u, z)(t), t ≥ 0, on C∞0,σ(Ω) by
〈F (u, z)(t), ϕ〉 =
∫ t
0
(
(u(s) · ∇)e−(t−s)S∗ϕ, z(s)) ds. (6.49)
Then (6.47) can be rewritten formally as
u(t) = e−tSru0 + F (u, u)(t), t > 0. (6.50)
Lemma 6.17 Let n ≤ r < q <∞ and α ∈ [α¯/2, α¯).
(1) The operator F (·, ·) is a bilinear continuous mapping from Xq(α)×Xq(α) to
Xq(α), i.e.,
‖F (u, z)‖Xq(α) ≤ c‖u‖Xq(α)‖z‖Xq(α) ∀u, z ∈ Xq(α)
with c = c(r, q, α,Ω) > 0.
(2) For all q ∈ (r,∞) the operator F (·, ·) is a bilinear continuous mapping from
X2r(α)×X2r(α) to Xq(α), i.e.,
‖F (u, z)‖Xq(α) ≤ c‖u‖X2r(α)‖z‖X2r(α)
with c = c(r, q, α,Ω) > 0 for all u, z ∈ X2r(α).
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Proof: (1) For simplicity we write Xq = Xq(α) and γ =
n
2
(
1
r
− 1
q
) ∈ (0, 1
2
)
. For
u, z ∈ Xq and ϕ ∈ C∞0,σ(Ω)
|〈F (u, z)(t), ϕ〉| ≤
∫ t
0
‖u(s)‖r‖∇e−(t−s)S∗ϕ‖ξ‖z(s)‖q ds
≤ sup
0<s<t
{
eαs‖u(s)‖r
} · sup
0<s<t
{
sγeαs‖z(s)‖q
}
×
∫ t
0
s−γe−2αs‖∇e−(t−s)S∗ϕ‖ξ ds,
(6.51)
for all t > 0, where 1
ξ
= 1− 1
r
− 1
q
. By Lemma 6.13 (2′) with α replaced by α¯+α
2
‖∇e−(t−s)S∗ϕ‖ξ ≤ c(t− s)−
n
2
( 1
r′− 1ξ )− 12 e−
α¯+α
2
(t−s)‖ϕ‖r′ = c(t− s)−
n
2q
− 1
2 e−
α¯+α
2
(t−s)‖ϕ‖r′
with c = c(r, q, α,Ω) > 0. Hence (6.51) yields for all t > 0 that
|〈F (u, z)(t), ϕ〉| ≤ c sup
0<s<t
{
eαs‖u(s)‖r
} · sup
0<s<t
{
sγeαs‖z(s)‖q
}
e−αt · I1(t)‖ϕ‖r′ ,
where
I1(t) = e
− α¯−α
2
t
∫ t
0
s−γ(t− s)− n2q− 12 e−2α+ α¯+α2 s ds
= e−
α¯−α
2
tt
1
2
− n
2r
∫ 1
0
τ−γ(1− τ)− n2q− 12 dτ
≤ cB(1− γ, 1
2
− n
2q
)
and B(·, ·) denotes the Beta function; note here that −2α + α¯+α
2
< 0 for all α ∈
[α¯/2, α¯). Therefore, for u, z ∈ Xq we have F (u, z)(t) ∈ Lrσ(Ω) for all t > 0 and
eαt‖F (u, z)(t)‖r ≤ c sup
0≤s≤t
{
eαs‖u(s)‖r
} · sup
0<s≤t
{
sγeαs‖z(s)‖q
}
, (6.52)
where c = c(r, q, α,Ω) > 0.
Furthermore, for u, z ∈ Xq we have
F (u, z) ∈ BC([0,∞), Lrσ(Ω)), (6.53)
since t → F (u, z)(t) is continuous from [0,∞) to Lrσ(Ω). In fact, t → F (u, z)(t) is
continuous at t = 0 in Lrσ(Ω) due to (6.52). Moreover, for t1, t2 ∈ (0,∞), t1 > t2,
|〈F (u, z)(t1)− F (u, z)(t2), ϕ〉| =
∣∣∣ ∫ t1
t2
(
(u(s) · ∇)e−(t1−s)S∗ϕ, z(s)) ds
+
∫ t2
0
(
(u(s) · ∇)(e−(t1−t2)S∗ − I)e−(t2−s)S∗)ϕ, z(s)) ds∣∣∣ (6.54)
Then, by the same technique as in the proof of (6.52)∣∣∣ ∫ t1
t2
(
(u(s) · ∇)e−(t1−s)S∗ϕ, z(s)) ds∣∣∣
≤ c‖u‖Xq‖z‖Xq
∫ t1
t2
s−γ(t1 − s)−
n
2q
− 1
2 ds ‖ϕ‖r′
(6.55)
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where ∫ t1
t2
s−γ(t1 − s)−
n
2q
− 1
2 ds ≤ c t−γ2 (t1 − t2)
1
2
− n
2q → 0
as t1 → t2 or t2 → t1. Moreover, we have∣∣∣ ∫ t2
0
(
(u(s) · ∇)(e−(t1−t2)S∗ − I)e−(t2−s)S∗ϕ, z(s)) ds∣∣∣
≤ ‖u‖Xq‖z‖Xq
∫ t2
0
s−γ‖∇(e−(t1−t2)S∗ − I)e−(t2−s)S∗ϕ‖ξ ds
(6.56)
where 1
ξ
= 1 − 1
r
− 1
q
. Note that 0 ∈ ρ(S∗r′), and by [63], Ch. 2, Theorem 6.13 (d),
and Lemma 6.13 (2′)
‖∇(e−(t1−t2)S∗ − I)e−(t2−s)S∗ϕ‖ξ = ‖∇e−
t2−s
2
S∗(e−(t1−t2)S
∗ − I)e− t2−s2 S∗ϕ‖ξ
≤ c(t2 − s)−
n
2q
− 1
2‖(e−(t1−t2)S∗ − I)e− t2−s2 S∗ϕ‖r′
≤ cζ(t2 − s)−
n
2q
− 1
2 (t1 − t2)ζ‖(S∗)ζe−
t2−s
2
S∗ϕ‖r′
≤ cζ(t2 − s)−
n
2q
− 1
2
−ζ(t1 − t2)ζ‖ϕ‖r′ ,
where ζ is arbitrarily fixed in (0, 1
2
− n
2q
). Thus, from (6.56) we get∣∣∣ ∫ t2
0
(
(u(s) · ∇)(e−(t1−t2)S∗ − I)e−(t2−s)S∗ϕ, z(s)) ds∣∣∣
≤ cζ(t1 − t2)ζ‖u‖Xq‖z‖Xq
∫ t2
0
s−γ(t2 − s)−
n
2q
− 1
2
−ζ ds ‖ϕ‖r′
≤ c˜ζ(t2)(t1 − t2)ζ‖u‖Xq‖z‖Xq‖ϕ‖r′ ,
which together with (6.54), (6.55) and (6.56) implies that the function t→ F (u, z)(t)
is continuous from (0,∞) to Lrσ(Ω).
By a similar technique as in the proof of (6.52) we get for all t > 0 that
|〈F (u, z)(t), ϕ〉| ≤
∫ t
0
‖u(s)‖q‖∇e−(t−s)S∗ϕ‖q/(q−2)‖z(s)‖q ds
≤ c sup
0<s≤t
{
sγeαs‖u(s)‖q
} · sup
0<s≤t
{
sγeαs‖z(s)‖q
}
· e− α¯+α2 t
∫ t
0
s−2γ(t− s)− n2q− 12 ds‖ϕ‖q′ .
Hence for all t > 0 we have F (u, z)(t) ∈ Lqσ(Ω) and
‖F (u, z)(t)‖q ≤ c sup
0<s≤t
{
sγeαs‖u(s)‖q
} · sup
0<s≤t
{
sγeαs‖z(s)‖q
}
· t−nr+ n2q+ 12 e− α¯+α2 t
∫ 1
0
τ−2γ(1− τ)− n2q− 12 dτ,
yielding
tγeαt‖F (u, z)(t)‖q ≤ c1 sup
0<s≤t
{
sγeαs‖u(s)‖q
} · sup
0<s≤t
{
sγeαs‖z(s)‖q
}
· t 12− n2r e− α¯−α2 t
∫ 1
0
τ−2γ(1− τ)− n2q− 12 dτ
≤ c2 sup
0<s≤t
{
sγeαs‖u(s)‖q
} · sup
0<s≤t
{
sγeαs‖z(s)‖q
}
,
(6.57)
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where ci = ci(r, q, α,Ω) > 0, i = 1, 2. In particular, (6.57) implies that
lim
t→0
tγ‖F (u, z)(t)‖q = 0.
Moreover, by a similar argument as in the proof of (6.53) we get that
tγeαtF (u, z)(t) ∈ BC((0,∞), Lq(Ω)).
Thus we proved (1).
(2) For u, z ∈ X2r and ϕ ∈ C∞0,σ(Ω) we get
|〈F (u, z)(t), ϕ〉| ≤
∫ t
0
‖u(s)‖2r‖z(s)‖2r‖∇e−(t−s)S∗ϕ‖ r
r−1 ds ∀t > 0. (6.58)
By Lemma 6.13 (2′)
‖∇e−(t−s)S∗ϕ‖ r
r−1 ≤ c(r, q, α,Ω) (t− s)−γ−
1
2 e−
α¯+α
2
(t−s)‖ϕ‖q′ .
Hence (6.58) yields for all t > 0 that
|〈F (u, z)(t), ϕ〉| ≤ c sup
0<s≤t
{
s
n
4r eαs‖u(s)‖2r
} · sup
0<s≤t
{
s
n
4r eαs‖z(s)‖2r
}
· e− α¯+α2 t
∫ t
0
s−
n
2r (t− s)−γ− 12 ds ‖ϕ‖q′
≤ c sup
0<s≤t
{
s
n
4r eαs‖u(s)‖2r
} · sup
0<s≤t
{
s
n
4r eαs‖z(s)‖2r
}
t−γe−αtI2(t)‖ϕ‖q′ ,
where
I2(t) = t
1
2
− n
2r e−
α¯−α
2
t
∫ 1
0
τ−
n
2r (1− τ)−γ− 12 dτ ≤ cB(1− n
2r
,
1
2
− γ)
for all t > 0. Therefore, for all t > 0 we have F (u, z)(t) ∈ Lqσ(Ω) and
t
n
2
( 1
r
− 1
q
)eαt‖F (u, z)(t)‖q ≤ c sup
0<s≤t
{
s
n
4r eαs‖u(s)‖2r
} · sup
0<s≤t
{
s
n
4r eαs‖z(s)‖2r
}
, (6.59)
where c = c(r, q, α,Ω) > 0. It follows directly from (6.59) that
lim
t→+0
t
n
2
( 1
r
− 1
q
)‖F (u, z)(t)‖q = 0.
Moreover, as in the proof of (6.53), it is easily seen that the mapping t 7→
t
n
2
( 1
r
− 1
q
)F (u, z)(t) is continuous from (0,∞) to Lqσ(Ω). Therefore, from (6.52) with
q = 2r and (6.59) we get F (u, z) ∈ X2r and the inequality in (2).
The proof of this lemma is complete.
Remark 6.18 Due to Lemma 6.17 (2) and Lemma 6.13 (1), it follows that, if a
function u satisfying u ∈ X2r(α) for all α ∈ [α¯/2, α¯) solves the equation (6.50), then
it is a global mild solution to the system (6.43).
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Theorem 6.19 (Existence of Global Mild Solutions) Let n ≤ r < ∞, f ∈ Lr(Ω)
and let the fluxes Φ1, . . . ,Φm ∈ R satisfy
‖f‖r + Φ+ Φ2 < min{K1, K2},
where Φ =
∑m
i=1 |Φi| and Ki = Ki(r,Ω), i = 1, 2, are the constants in Theorem
6.4, Theorem 6.9, respectively. Then there exists a constant δ0 = δ0(r,Ω) > 0 such
that for all u0 ∈ Lrσ(Ω) satisfying ‖u0‖r < δ0 the system (6.43) – with the unique
solution w to (SNS) corresponding to f,Φ1, . . . ,Φm given by Theorem 6.4 – has a
global mild solution u which is unique in a small ball of X2r(α¯/2). This solution u
has the following properties for all α ∈ (0, α¯) and θ ∈ (0, 1
2
+ n
2r
):
lim
t→∞
eαt‖u(t)‖q = 0 for all q ≥ r, (6.60)
lim
t→+0
t
n
2
( 1
r
− 1
q
)‖u(t)‖q = 0 for all q > r, (6.61)
tθeαtu ∈ BC((0,∞), D(Sθr )), (6.62)
lim
t→∞
eαt‖u(t)‖D(Sθr ) = 0, (6.63)
lim
t→+0
tθ‖u(t)‖D(Sθr ) = 0. (6.64)
Remark 6.20 It follows from (6.62) that the global mild solution given by Theorem
6.19 solves the integral equation (6.46).
Proof of Theorem 6.19: First we note that
lim
t→+0
t
n
2
( 1
r
− 1
q
)‖e−tSru0‖q = 0 for all q > r. (6.65)
In fact, for γ = n
2
(1
r
− 1
q
) ∈ (0, 1
2
)
and with the embedding H2γ,r(Ω) ↪→ Lq(Ω),
Proposition 6.11 yields
tγ‖e−tSru0‖q ≤ ctγ‖e−tSru0‖H2γ,r(Ω)
≤ ctγ‖Sγr e−tSru0‖r
≤ c‖e−tSru0‖1−γr ‖tSr e−tSru0‖γr ,
(6.66)
where c = c(r, q,Ω) > 0. Since ‖tSre−tSru0‖r → 0 as t→ 0, the denseness of D(Sr)
in Lrσ(Ω) and the boundedness of the operator family {tSr e−tSr}t≥0 in L(Lrσ(Ω))
imply (6.65).
By Theorem 5.9, Lemma 3.10 (1) and (6.65) we get for all α ∈ [α¯/2, α¯) that
e−tSru0 ∈ Xq(α), ∀q > r (6.67)
and, in particular,
‖e−tSru0‖X2r(α) ≤ sup
t>0
eαt‖e−tSru0‖r + sup
t>0
t
n
4r eαt‖e−tSru0‖2r < C∗‖u0‖r (6.68)
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with some constant C∗ = C∗(r, α,Ω) > 0.
Now let us define the mapping Ψα,u0 : X2r(α)→ X2r(α) by
Ψα,u0u = e
−tSru0 + F (u, u)
for a fixed α ∈ [α¯/2, α¯). Let C∗∗ = C∗∗(r, α,Ω) denote the constant in the inequality
of Lemma 6.17 (1) with q = 2r. Then
‖Ψα,u0u‖X2r(α) ≤ ‖e−tSru0‖X2r(α)+‖F (u, u)‖X2r(α) ≤ C∗‖u0‖r+C∗∗‖u‖2X2r(α). (6.69)
Note that, if
‖u0‖r < C0(r, α,Ω) := 1
8C∗C∗∗
, (6.70)
then
K = K(α, ‖u0‖r) := 1−
√
1− 4C∗C∗∗‖u0‖r
2C∗∗
<
1
2C∗∗
(6.71)
and the inequality C∗‖u0‖r +C∗∗K2 ≤ K holds. Therefore, we get from (6.69) that
Ψα,u0(UK,α) ⊂ UK,α := {u ∈ X2r(α) : ‖u‖X2r(α) ≤ K}.
For any u, z ∈ UK,α
‖Ψα,u0u−Ψα,u0z‖X2r(α) = ‖F (u, u− z)− F (u− z, z)‖X2r(α)
≤ C∗∗(‖u‖X2r(α) + ‖z‖X2r(α))‖u− z‖X2r(α)
≤ 2C∗∗K‖u− z‖X2r(α).
Hence, in view of 2C∗∗K < 1, see (6.71), Ψα : UK,α → UK,α is a contraction mapping,
and by the Banach fixed point theorem it has a unique fixed point u in UK,α.
Now let u ∈ X2r(α¯/2) be the unique fixed point of Ψα¯/2 in UK(α¯/2,‖u0‖r). We shall
show that u ∈ X2r(α) for all α ∈ [α¯/2, α¯). Since ‖u(t)‖r decays as time tends to
infinity, for any α ∈ (α¯/2, α¯) there is a (sufficiently large) t1(α) > 0 such that
‖u(t1)‖r ≤ min{C0(r, α¯/2,Ω), C0(r, α,Ω)}, (6.72)
see (6.70), and
UK(α,‖u(t1)‖r),α ⊂ UK(α¯/2,‖u0‖r),α¯/2 (6.73)
due to (6.48) and the fact that K(α, ‖u0‖r)→ 0 as ‖u0‖r → 0, see (6.71). Then, due
to (6.72), there is a fixed point u˜ ∈ UK(α,‖u(t1)‖r),α ⊂ X2r(α) of Ψα,u(t1). Note that
u˜ is also a fixed point of Ψα¯/2,u(t1) in UK(α¯/2,‖u0‖r),α¯/2 due to (6.73). We shall show
that u˜(t), t ≥ 0, coincides with u(t+ t1), t ≥ 0. Obviously, u(·+ t1) ∈ X2r(α¯/2) and
‖u(· + t1)‖X2r(α¯/2) ≤ K(α¯/2, ‖u0‖r). Moreover, we can check that u(· + t1) solves
(6.47), hence (6.50), since for all t > t1 and ϕ ∈ C∞0,σ(Ω)
(u(t), ϕ) = (e−tHru0, ϕ) +
∫ t
0
(
(u(s) · ∇)e−(t−s)H∗ϕ, u(s)) ds
= (e−(t−t1)Hru(t1), ϕ) +
∫ t
t1
(
(u(s) · ∇)e−(t−s)H∗ϕ, u(s)) ds.
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and limt→+t1(t−t1)
n
4r ‖u(t)‖2r = 0. Therefore, in view of (6.72), u(·+t1) is the unique
fixed point of Ψα¯/2,u(t1) in UK(α¯/2,‖u0‖r),α¯/2. Consequently, we get u˜(·) = u(· + t1)
yielding u ∈ X2r(α).
Formulae (6.60) and (6.61) are direct consequences of u ∈ Xq(α) for all q ∈ (r,∞)
and α ∈ [α¯/2, α¯).
Now let θ ∈ (0, 1
2
+ n
2r
) and fix p ∈ (r,∞) such that
n
p
<
n
2r
+
1
2
− θ.
It is enough to prove (6.62)-(6.64) for α ∈ [α¯/2, α¯). By Lemma 6.13 (2′) with α
replaced by α¯+α
2
we get for all ϕ ∈ D(S∗θr′ ) that∣∣〈F (u, u)(t), (S∗r′)θϕ〉Lr,Lr′ ∣∣ = ∣∣∣ ∫ t
0
(
(u(s) · ∇)(S∗)θe−(t−s)S∗r′ϕ, u(s)) ds∣∣∣
≤
∫ t
0
‖u(s)‖2p‖∇(S∗r′)θe−(t−s)S
∗
r′ϕ‖p/(p−2) ds
≤ c sup
0<s≤t
{
sγeαs‖u(s)‖p
}2 ∫ t
0
s−2γ(t− s)−np+ n2r− 12−θe−2αse−α+α¯2 (t−s) ds ‖ϕ‖r′
≤ c sup
0<s≤t
{
sγeαs‖u(s)‖p
}2
t−θe−αtI3(t)‖ϕ‖r′
for all t > 0, where γ = n
2
(1
r
− 1
p
) and
I3(t) ≡ t 12− n2r e− α¯−α2 t
∫ 1
0
s−2γ(1− s)−np+ n2r− 12−θ ds ≤ c ∀t > 0.
Therefore, in view of (S∗r′)
θ = (Sθr )
∗, we get F (u, u)(t) ∈ D(Sθr ) for all t > 0 and
tθeαt‖SθrF (u, u)(t)‖r ≤ c
{
sup
0<s≤t
s
n
2
( 1
r
− 1
p
)eαs‖u(s)‖p
}2
. (6.74)
On the other hand, by the same technique to prove (6.53) it can be seen that the
function t→ SθrF (u, u)(t) is continuous from (0,∞) to Lrσ(Ω), which together with
(6.74) yields (6.62), (6.63). Moreover, (6.74) implies (6.64) due to u ∈ Xp(α).
Finally let us prove that this fixed point is unique in the whole space X2r(α)
rather than only in UK(α,‖u0‖r),α. Given fixed points u1, u2 ∈ X2r(α) of Ψα we get
from (6.59) with q = 2r that for all t > 0
sup0<s≤t
{
s
n
4r eαs‖u1(s)− u2(s)‖2r
}
≤ c sup
0<s≤t
{
s
n
4r eαs
(‖u1(s)‖2r + ‖u2(s)‖2r)} · sup
0<s≤t
{
s
n
4r eαs‖u1(s)− u2(s)‖2r
}
.
Since s
n
4r
(‖u1(s)‖2r + ‖u2(s)‖2r)→ 0 as s→ 0, there exists t1 = t1(u1, u2) > 0 such
that u1 ≡ u2 in [0, t1]. Defining T = sup{t1 > 0 : u1 ≡ u2 on [0, t1]}, a continuity
argument yields u1 ≡ u2 on [0, T ]. If T < ∞, we repeat the above argument by
starting at T and conclude that u1 ≡ u2 on [0, T + t2] for some t2 = t2(u1, u2) > 0
in contradiction with the definition of T .
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The proof of this theorem is complete.
We shall see in the next theorem that the global mild solution given by Theorem
6.19 is actually a strong solution to system (6.43). More precisely we have the
following theorem.
Theorem 6.21 (Existence of Global Strong Solution) The global weak solution
given by Theorem 6.19 is a strong solution to (6.43).
Proof: Let u be the global mild solution to (6.43) given by Theorem 6.19. We shall
prove that for all ε > 0 and T > ε
Pr(u · ∇)u ∈ C([ε, T ], D(Sζr )) (6.75)
with some ζ ∈ (0, 1). Then by well-known results on analytic semigroups (see e.g.
[63], Ch. 4, Theorem 3.6 or [10], Ch. II, Theorem 1.2.2)
u(t) = e−tSru0 −
∫ t
0
e−(t−s)SrPr(u · ∇)u(s) ds
is a strong solution on (ε, T ] to (6.43) for any 0 < ε < T <∞, i.e.,
u ∈ C([ε, T ], Lrσ(Ω)) ∩ C1((ε, T ], Lrσ(Ω)) ∩ C((ε, T ], D(Sr)) ∀t ∈ (ε, T ].
NoteD(Sr) = D(Ar), see (6.29). Therefore u ∈ C1((0,∞), Lrσ(Ω))∩C((0, T ];D(Ar))
and consequently, u is a global strong solution to (6.43) since u belongs to
BC([0,∞), Lrσ(Ω)) as a global mild solution.
Fix θ ∈ (1
2
, 1
2
+ 1
2r
), and let ξ = 2θ and ζ = 1
2
ξ−η
2−η where η ≥ 1 is defined by (6.15)
(with δ′ > 0 arbitrarily small when r = n) so that 2ζ ≤ ξ − 1 < 1
r
. Then by Lemma
6.1 (3) (with δ = 0) and Proposition 6.11
‖Pr(u · ∇)v‖H2ζ,r(Ω) ≤ c‖u‖Hξ,r(Ω)‖v‖Hξ,r(Ω) ≤ c‖u‖D(Sθr )‖v‖D(Sθr ).
Since ‖ · ‖D(Sζr ) is equivalent to ‖ · ‖H2ζ,r(Ω), see Proposition 6.11, we conclude that
Pr(u(t) · ∇)u(t) ∈ D(Sζr ) for all t ∈ [ε, T ] and
‖Pr((u(t1) · ∇)u(t1)− (u(t2) · ∇)u(t2))‖D(Sζr )
≤ c(‖u(t1)‖D(Sθr ) + ‖u(t2)‖D(Sθr ))‖u(t1)− u(t2)‖D(Sθr ).
Hence (6.62) yields (6.75).
Theorem 6.22 (Uniqueness of Strong Solution)
(1) Let r ∈ (n,∞). If u0 ∈ Lrσ(Ω), then the strong solution to (6.43) is unique.
(2) If u0 ∈ Hs,n(Ω)∩Lnσ(Ω) for some s > 0, then the strong solution to (6.43) is
unique.
(3) Let u0 ∈ Lnσ(Ω) and let u1, u2 be strong solutions to (6.43) on [0, T ) satisfying
lim
t→+0
t
1
2
− n
2qui(t) = 0 in L
q(Ω), i = 1, 2, (6.76)
for some q > n. Then u1 ≡ u2.
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Proof: (1) Let r > n. If u1, u2 are strong solutions on [0, T ), 0 < T <∞, to (6.43),
we have by Lemma 6.13 (2′) for all ϕ ∈ C∞0,σ(Ω) and t ∈ (0, T ) that∣∣〈u1(t)− u2(t), ϕ〉∣∣ = ∣∣∣ ∫ t
0
(
e−(t−s)SrPr((u1(s) · ∇)u1(s)− (u2(s) · ∇)u2(s)), ϕ
)
ds
∣∣∣
≤
∣∣∣ ∫ t
0
(
(u1(s)− u2(s) · ∇)e−(t−s)S∗ϕ, u1(s)
)
ds
∣∣∣
+
∣∣∣ ∫ t
0
(
(u2(s) · ∇)e−(t−s)S∗ϕ, u1(s)− u2(s)
)
ds
∣∣∣
≤ ‖u1, u2‖BC([0,T ),Lrσ(Ω))
∫ t
0
‖∇e−(t−s)S∗ϕ‖ r
r−2‖u1(s)− u2(s)‖r ds
≤ c‖u1, u2‖BC([0,T ),Lrσ(Ω))
∫ t
0
(t− s)− n2r− 12‖u1(s)− u2(s)‖r ds‖ϕ‖r′ .
Hence we get
‖u1(t)− u2(t)‖r ≤ c
∫ t
0
(t− s)− n2r− 12‖u1(s)− u2(s)‖r ds ∀t ∈ (0, T ),
which implies after a finite number of integrations and due to Gronwall’s lemma
that u1(t) = u2(t) on (0, T ).
(2) Due to the Sobolev embedding Hs,n(Ω) ↪→ Lr(Ω) for some r > n, the asser-
tion (2) follows from the assertion (1).
(3) Next let u0 ∈ Lnσ(Ω). Let u1, u2 be strong solutions to (6.43) satisfying (6.76).
In view of the above proved uniqueness result (1), (2) and the fact that any strong
solution belongs to C([ε, T ], Lr(Ω)) for any 0 < ε < T and some r > n, it is enough
to show u1(t) = u2(t) for some δ > 0. This can be done in the same way as in [49],
Lemma 3.2. By the same technique as above, see also (6.51), (6.52), we get for all
t > 0 and ϕ ∈ C∞0,σ(Ω) that
|〈u1(t)− u2(t), ϕ〉| ≤
∫ t
0
‖∇e−(t−s)S∗ϕ‖ξ‖u1(s)− u2(s)‖n(‖u1(s)‖q + ‖u2(s)‖q) ds
≤ D(t)K(t)
∫ t
0
s−
n
2
( 1
n
− 1
q
)‖∇e−(t−s)H∗ϕ‖ξ ds
≤ cD(t)K(t) ∫ t
0
s−
n
2
( 1
n
− 1
q
)(t− s)− n2q− 12‖ϕ‖n′ ,
where
D(t) = sup
0<s≤t
‖u1(s)− u2(s)‖n, K(t) =
2∑
i=1
sup
0<s≤t
s
n
2
( 1
n
− 1
q
)‖ui(s)‖q
and 1
ξ
= 1 − 1
n
− 1
q
. Therefore we get ‖u1(t) − u2(t)‖n ≤ C0K(t)D(t), with some
C0 > 0 and even
D(t) ≤ C0K(t)D(t)
for all t > 0. By assumption, we have limt→0K(t) = 0; hence, there is some δ > 0
such that C0K(t) < 1 for all t ∈ (0, δ). Thus D(t) = 0, i.e., u1(t) = u2(t) for
t ∈ (0, δ).
The proof of the theorem is complete.
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