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Introduction and summary
In this thesis we perform an analytic study of the gauged Nambu–Jona-Lasinio
(GNJL) model. The GNJL model is a “toy-model” of dynamical chiral symmetry
breaking (DχSB). The famous Nambu–Jona-Lasinio (NJL) model [1] is one of the
first models exhibiting DχSB in relativistic quantum field theory and was inspired
by models of superconductivity.
DχSB is based on the phenomenon that strongly attractive interactions between
massless fermions give rise to the formation of fermion–anti-fermion bound states
and generation of a fermion mass. In this way dynamical symmetry breaking is a
special case of spontaneous symmetry breaking where a symmetry of a particular
model is broken by the appearance of a vacuum expectation value (VEV) of a
composite operator (e.g. 〈ψ¯ψ〉) instead of the VEV of a fundamental field (e.g.
the VEV of the Higgs field in the standard model). If the broken symmetry is
continuous, such as the chiral symmetry, dynamical symmetry breaking gives rise
to the Goldstone mechanism, e.g. see Refs. [2, 3].
Probably the most well-known realization of DχSB and the Goldstone mech-
anism is provided by the low-energy dynamics of hadrons. Even long before the
formulation of QCD (the microscopic theory of the strong interactions) the NJL
model formed a basis for the phenomenological description of the chiral dynamics
of hadrons.
Chiral symmetry is a symmetry of models with massless fermions. In such
models “left-handed” spinors and “right-handed” spinors1 do not interact and con-
sequently their corresponding quantum numbers are conserved. To be more precise,
chiral symmetry is the invariance of a model under independent unitary transfor-
mations of left-handed and right-handed spinors, for example UL × UR.
Whenever a mass term is added to the Lagrangian of the model an interaction
between left-handed and right-handed spinors is introduced, giving fermions a mass,
and the chiral symmetry is lost. This is called explicit chiral symmetry breaking.
However, in the case of strong interactions between the fermions it is possible that
a mass is generated dynamically and a chiral condensate, 〈ψ¯ψ〉, is formed.
1Left-handedness, respectively right-handedness, refers to the helicity properties of the
fermions.
1
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The chiral condensate is the “order parameter” of chiral symmetry breaking
and plays a quite similar role as the total magnetization in models of magnets in
statistical mechanics. In this context, the presence of an explicit mass parameter is
analogous to the presence of an external magnetic field in e.g. certain Ising models.
Due to the existence of chiral (axial) Ward–Takahashi identities the generation of
a fermion mass (i.e. the appearance of a gap in the fermion spectrum) coincides with
the appearance of spinless bound states. This, then, is the dynamical realization of
the Goldstone mechanism.
Suppose that the space of fermion mass operators is spanned by the “orthogo-
nal” operators ψ¯ψ and ψ¯iγ5ψ. Then we choose the chiral symmetry breaking (the
long range ordering) to be in the direction of ψ¯ψ. The massless bound states or
Nambu–Goldstone (NG) bosons are given by correlations “transverse” to the di-
rection of ordering. These states are called the pseudoscalar composites or the π
bosons. The massive spinless scalar bound states (i.e. the “Higgs” bosons) describe
correlations “longitudinal” to the direction of ordering and are referred to as the
scalar composites or the σ bosons.
Moreover, in analogy with statistical mechanics, the generated mass mσ of the
σ should be considered as the inverse of the correlation length, i.e. mσ ∼ 1/ξ. The
correlation length describes the spatial extent of fluctuations of a physical quantity
(e.g. see Refs. [4, 5, 6]). In quantum field theories (QFTs) the correlation length
describes the range of forces (interactions). Of course a well-known example is given
by QED. The Coulomb interaction has “infinite” range, which is reflected by the
fact that the photon, the carrier of the electromagnetic interaction, is massless. The
range of the electroweak force is given in terms the masses of the W and Z gauge
bosons, ξ ∼ 1/MW , respectively ξ ∼ 1/MZ .
The equation for the fermion mass is called the gap equation and describes
the self-interaction (self-energy) of the fermion fields. The gap equation is a non-
linear eigenvalue equation. For values of the coupling constants above some critical
coupling the gap equation has a nonzero solution for the fermion mass even in
the absence of an explicit external mass. This solution leads to a nonvanishing
chiral condensate and consequently the chiral symmetry is broken. For values of
the coupling below the critical value the gap equation only has the trivial solution
with zero fermion mass and the chiral symmetry is unbroken. Exactly at the critical
coupling the fermion mass is zero and the condensate vanishes; the gap equation
describes a continuous phase transition. This is reflected by the non-analyticity
of the gap equation in the coupling constant which causes the change of phase.
The chiral condensate continuously changes from zero in the symmetric phase to
nonzero values in the broken phase. As was pointed out by Yang and Lee [7] this
non-analyticity is characteristic for phase transitions and can only occur in systems
describing an infinite number of degrees of freedom.2
The realization of DχSB is inherently nonperturbative and typically requires
2Relativistic quantum field theories are systems with an infinite number of degrees of freedom.
3that coupling constants describing the “fundamental” interactions between fermions
are of order one.
In the NJL model dynamical chiral symmetry breaking was realized by strong
attractive four-fermion interactions (think of (ψ¯ψ)2) which were incorporated in
a mean-field approach known as the Hartree–Fock approximation. In mean-field
approximations the composite operators such as ψ¯ψ are replaced by their VEVs
(ψ¯ψ → 〈ψ¯ψ〉) and fluctuations about that value are ignored. However the NJL
model turned out to be “in the language of the sixties” a nonrenormalizable model.
It has a limited range of applicability because of the explicit dependence on the
ultra-violet cutoff Λ.3
It was realized by the Kiev group in Refs. [8, 9] that QED in the quenched-
ladder approximation also exhibits dynamical chiral symmetry breaking for values
of the bare gauge coupling α0 > αc ∼ 1, where α0 = e20/4π. This was argued to be
intimately connected with the “fall into the center” phenomenon. By considering
the Dirac equation describing a light fermion in a static Coulomb potential, it
was shown that, when the Coulomb attraction dominates the centrifugal barrier
for α0 ≥ αc, the system “collapses” (i.e. a drastic rearrangement of the ground
state (vacuum) occurs). Later it was pointed out in Refs. [10, 11] that the critical
coupling αc above which the chiral symmetry is broken should be considered as an
ultra-violet (UV) fixed point.
An important step was performed by Bardeen, Leung, and Love in Refs. [12, 13].
These authors realized that, in quenched-ladder QED, four-fermion interactions
have a so-called scaling dimension 4 instead of 6 at the critical gauge coupling
α0 = αc. Consequently these operators mix with the gauge interaction which also
has dimension 4 in four space-time dimensions; this means that QED is not a
closed theory at the chiral phase transition. The scaling dimension of an operator
is important since it determines the possible range of the interaction which the
operator describes. Their model is referred to as the gauged Nambu–Jona-Lasinio
(GNJL) model.
The origin and physical significance of scaling dimensions is undoubtedly best
explained by the renormalization-group methods of Wilson [14, 15]. Wilson stressed
the importance of defining a low-energy effective action or microscopic action from
which a generating functional can be constructed. The Wilsonian effective action is
an action describing local interactions defined at some microscopic length scale a ∼
1/Λ. The interactions between the degrees of freedom corresponding to distances
shorter than 1/Λ are not defined and such dynamics are “effectively” described
by the coupling constants of the microscopic action. In this way the high energy
frequencies of the fields with E ≥ Λ are “coarse grained” or “integrated out” into
the coupling constants and the coupling constants implicitly depend on the cutoff
Λ.
The interesting question is what type of macroscopic physics characterized by
3The cutoff is required to render the theory finite.
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an “infra-red (IR)” energy scale E with E ≪ Λ can be realized from the microscopic
action. The transformation of the microscopic action to the macroscopic action is
governed by the renormalization-group (RG) transformation of the coupling con-
stants of the model. If a macroscopic model can be derived from a microscopic
model in such a way that the macroscopic dynamics can be formulated indepen-
dently of the scale Λ and only depend on the coupling constants of the microscopic
model, the microscopic model is said to be renormalizable.
Wilson pointed out that such a macroscopic theory can only be formulated if
the RG transformation exhibits UV fixed points. UV fixed points are “singular”
points4 of the RG transformation at which the model becomes scale (i.e. conformal)
invariant. Wilson pointed out that natural candidates for UV fixed points are
critical points governing a continuous phase transition. Since, at a continuous phase
transition, the correlation length ξ is infinite, the model is scale invariant and the
dynamics is extremely sensitive to external perturbations.
A mathematical formulation of the RG transformation and UV fixed points
for QED was already given by Gell-Mann and Low in Ref. [16]. But the physical
significance of such fixed points and the interpretation of infinities appearing in
Feynman diagrams were not fully understood in the fifties and sixties.
The most crucial observation of Wilson is that in the RG transformation, i.e.
the “coarse graining” process, new types of local interactions are generated and that
the new interactions can be classified as either irrelevant or relevant interactions. In
this way the RG transformation is a nontrivial improvement of the coarse graining
methods of Kadanoff [17]. By definition, the effect of an irrelevant interaction5 of
a microscopic action is suppressed by positive powers of E/Λ in the macroscopic
action. This is closely related to the Appelquist–Carazzone decoupling theorem
[18]. Hence only relevant interactions are important in determining what kind of
macroscopic dynamics emerges from microscopic models. The effect of irrelevant
interactions can always be absorbed by adapting the coupling constants of relevant
and marginal interactions. Marginal interactions are in between irrelevant and rele-
vant and are considered the most interesting ones; in four dimensions they comprise
the gauge interactions.
In analogy with statistical mechanics, the continuous chiral phase transition can
be classified in terms of critical exponents which describe the scaling of various
macroscopic quantities (e.g. the chiral condensate, correlation length, effective po-
tential, chiral susceptibility) close to or at the critical point. It is considered a strong
indication of the existence of a nontrivial continuum limit (Λ→∞), if so-called hy-
perscaling relations between these various critical exponents are satisfied. The RG
of Wilson provides the framework for explanation and computation of the critical
exponents and makes an intimate connection between critical phenomena (in partic-
ular continuous phase transitions) in statistical mechanics and the renormalization
4 UV fixed points are specific roots of the β functions.
5 Irrelevant interactions are also referred to as nonrenormalizable.
5and existence of the continuum limit in quantum field theories.
Especially, close to a phase transition, the RG methods of Wilson show that
it is not possible, a priori (without solving the equations of motion), to determine
which interactions are relevant or irrelevant; particular interactions can acquire
anomalous dimensions and interactions which are irrelevant in a certain region of
coupling constant space might become relevant in another region.
The coupling constants which govern the chiral phase transition are similar to
the inverse of the temperature in models of statistical mechanics.
Perturbatively the four-fermion interaction is irrelevant, which is supposedly due
to the fact that the four-fermion coupling constant has negative dimension (in mass
units). However, as was shown by Bardeen, Love, and Leung [12, 13] the solutions
to the gap equation in the GNJL model suggest that the four-fermion interactions
acquire a large anomalous dimension. The anomalous dimension γm of the mass
operator ψ¯ψ equals one (γm = 1) at α0 = αc.
The GNJL model literally is the gauged version of the NJL model. It is based on
induced chiral invariant and gauge invariant four-fermion interactions. The gauge
group can be either a U(1) gauge symmetry or some non-Abelian gauge symmetry.
In case of GNJL model there are two attractive interactions: an attractive four-
fermion interaction and a gauge interaction (with gauge coupling α0). In this thesis
we will consider the GNJL model with U(1) gauge symmetry, in that case the GNJL
model is a generalization of of quantum electrodynamics (QED). The microscopic
Lagrangian for a single fermion flavor reads
L = −1
4
F 2µν + ψ¯(iγ
µDµ −m0)ψ + G0
2
[
(ψ¯ψ)2 + (ψ¯iγ5ψ)
2
]
, (1)
where Dµ = ∂µ − ie0Aµ, and where G0 is the positive four-fermion coupling. The
Lagrangian is determined by the following three dimensionless coupling constants:
µ0 = m0/Λ, α0 = e
2
0/4π, g0 = G0Λ
2/4π2, (2)
where Λ is the ultraviolet cutoff. The GNJL model can be conveniently analyzed
in terms of so called auxiliary fields (σ = −G0ψ¯ψ and π = −G0ψ¯iγ5ψ) describing
scalar and pseudoscalar degrees of freedom. In such a formulation, the four-fermion
interactions are described by the interactions of the auxiliary fields with the fermion
fields. Then the connected two-point Green function of the π field describes the
NG-boson and the connected two-point Green function of the σ field describes the
“Higgs” boson.
In the quenched-ladder (quenched-planar) approximation the chiral phase struc-
ture was computed in Refs. [19, 20]. There is a critical curve in the coupling constant
plane (α0, g0) which separates a chiral symmetric phase from a phase in which the
chiral symmetry is dynamically broken.
In Ref. [21] the anomalous dimension γm along the critical curve was computed
(in the broken phase) and it was found that 1 ≤ γm ≤ 2, where γm = 1 at α0 = αc
and γm = 2 at α0 = 0.
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The particle spectrum consists of pseudoscalar (π) and scalar (σ) bound states
which become relevant degrees of freedom (their masses are light) in the vicinity
of the critical curve. In the DχSB phase there is a massless pseudoscalar (NG-
boson) and a massive scalar. Since the phase transition is second order along the
critical curve there are scalar and pseudoscalar resonances on the symmetric side
of the curve whose masses also vanish as the critical curve is approached [22]. The
phase transition at NJL point (α0 = 0) is believed to be of the mean field type (up
to logarithmic corrections) and to correspond to that of a trivial theory, e.g. see
Ref. [3].
In the intermediate region (0 < α0 < αc), the phase transition is quite similar
to the pure NJL case except that the critical exponents satisfy nonmean-field hy-
perscaling relations which supports the view that the quenched approximation has
a nontrivial continuum limit [23, 24].
At, what is referred to as the QED point, α0 = αc, the phase transition is
rather special and is characterized by a scaling law with an essential singularity
(instead of a power law) for the fermion dynamical mass. There is an abrupt
change in the particle spectrum when the phase boundary is crossed. This peculiar
phase transition has properties similar to the Berezinsky-Kosterlitz-Thouless phase
transition [25, 26] and is referred to as the conformal phase transition (CPT) [27].
The crucial point is that the symmetry is broken by marginal operators instead of
by relevant operators.
Whereas from the “perturbative” point of view the correlation length of a four-
fermion interaction is typically the inverse of the cutoff ξ ∼ 1/Λ, close to a critical
point in the GNJL model we find that
ξ ∼ 1/mσ, mσ = (∆g0)ν , (3)
where ∆g0 = |g0 − gc| measures the distance of g0 to critical point gc and ν is
a (positive) critical exponent. Thus, when ∆g0 → 0, the correlation length goes
to infinity. This is interpreted as a dimensional transmutation of the four-fermion
operator (ψ¯ψ)2 which has a canonical dimension of 6 to a nonperturbatively induced
dynamical dimension ddyn ≤ 4 (hence relevant (marginal)) at the critical point:
dim(ψ¯ψ)2 = 6− 2γm ≤ 4, dim(ψ¯ψ) = 3− γm. (4)
The factorization property dim(ψ¯ψ)2 = 2dim(ψ¯ψ) is implicit in the quenched-
ladder approximation and is crucial for the nonperturbative renormalizability of the
GNJL model [23]; it leads to the requirement that the critical exponent γ of the
so-called chiral susceptibility equals one, γ = 1.
The interest in the GNJL has been stimulated by its importance for constructing
new scenarios of dynamical realization of electroweak symmetry breaking. Exam-
ples are strong extended technicolor models (e.g. see Refs. [28, 29, 30, 21]) and
the top-quark condensate model (e.g. see Refs. [31, 32, 33]). It was argued in
Refs. [34, 35, 36, 37] that large anomalous dimensions could solve the problem of
7flavor changing neutral currents in technicolor and extended technicolor models.
For a general introduction into these models and their predecessors we refer to the
book by Miransky [3].
Since these models are based on strong interactions, giving rise to the appear-
ance of a large anomalous dimension for the mass operator ψ¯ψ, these models are
inherently nonperturbative. The origin of the four-fermion interactions is assumed
to be given by physics at or above some high energy scale Λ. Two natural candi-
dates for the high energy scale or ultra-violet cutoff Λ are the scale of grand unified
theories (GUTs), i.e. Λ ∼ 1015 − 1016 GeV, and the Planck scale Λ ∼ 1019 GeV.
The relevant physics at these scales should somehow be given by GUTs, sypersym-
metric field theories, supergravity, string theory, or perhaps M -theory. However,
the main point is that as long as the model is close to criticality the low-energy
effective dynamics is rather insensitive to the details of the interactions at Λ. This
is known as universality. For instance the exchange of a heavy gauge boson with a
mass of the order of the cutoff Λ could induce such a local four-fermion interacting
for energies E ≤ Λ.
The GNJL model in the quenched approximation has been studied extensively
on the lattice (in so-called noncompact formulation, e.g. see Ref. [38]), by means
of nonperturbative renormalization group (NPRG) methods, and with Schwinger–
Dyson (SD) techniques. In the quenched approximation fermion-loops are omitted,
and consequently the gauge coupling α0 does not run. In addition to the quenched
approximation, the SDEs are studied by taking the gauge interaction in the ladder or
planar approximation; this means that crossed photon graphs and vertex corrections
are omitted.
A very useful and popular method is the computation of the low-energy effective
action for the composite fields which is obtained after integrating out the fermion
and photon fields in the generating functional. Such methods are capable of com-
puting macroscopic quantities such as the effective Yukawa coupling, λY , the mass
of the σ boson, mσ, and the “pion” decay constant, fπ.
The comparison of the lattice simulations and NPRGmethods show that qualita-
tively the ladder approximation is reliable, and rather small quantitative differences
arise because of the neglect of vertex corrections and crossed photon exchange dia-
grams. The advantage however of the quenched-ladder SD formalism with respect
to the numerical methods is that results can be obtained analytically.
The first three chapters of this thesis cover most of the important achievements
and results on dynamical chiral symmetry breaking in the GNJL model and QED,
which we feel are necessary to understand the results of chapters 4 and 5.
In chapter 1 we review the path-integral formalism for the generating functional
and the Schwinger–Dyson equation (SDE). We briefly discuss the basic features
governing phase transitions and critical phenomena in statistical mechanics and
discuss the RG of Wilson, the Goldstone mechanism, and the auxiliary field method
for the GNJL model. In chapter 2 we derive both the Schwinger–Dyson equations
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and the so-called partial conserved axial currents (PCAC). Chapter 3 is devoted to
the gap equation, scaling laws, the critical curve etcetera. Moreover in chapter 3 we
compare the SD quenched-ladder approach with other nonperturbative techniques.
The results and conclusions of this thesis are the following.
In chapter 4: in quenched-ladder approximation, treating the four-fermion inter-
action in the mean-field setting, we have computed analytically the scalar Yukawa
vertex in specific kinematical regimes. The Yukawa vertex describes the interaction
between fermions and the composite states, i.e. the spinless σ and π bosons. By
making use of Chebyshev expansions we are able to derive asymptotic expressions
for the Yukawa vertex as functions of the in-going momentum of the fermions and
out-going momentum of the σ boson. This allows us to derive an analytic expression
for the scalar propagator (the σ boson propagator), which is valid along the entire
critical curve.
Our results are in agreement with previous work of Appelquist et al. [22], and re-
lated work [39], who used a resummation technique which applies only for relatively
small values of α0. Near the critical gauge coupling α0 = αc the light resonances
in the symmetric phase disappear from the particle spectrum, and the scaling law
with an essential singularity, which is characteristic for the CPT of Miransky and
Yamawaki ([27]), is recovered by analytic continuation of the σ boson propagator
across the critical curve. The results of chapter 4 were published in Ref. [40].
In chapter 5 we study the “unquenched” GNJL model6 and reinvestigate the
screening of the gauge coupling α0 by computing the vacuum polarization. We
consider the GNJL model with global UL(N) × UR(N) chiral symmetry, where N
is the number of fermion flavors.7 The interesting question is whether the GNJL
model exhibits ultra-violet fixed points or the gauge coupling α0,
βα(α0) = 0, β
′
α(α0) < 0, βα(α0) ≡ Λ
dα0
dΛ
. (5)
The function βα describes the renormalization group flow of α0. If such an UV fixed
point exists the model has a nontrivial (interacting) continuum limit.
Many works on QED conclude, following Landau and Pomeranchuk [42], that
QED is trivial (non-interacting) in four dimensions; the continuum limit describes
a free-field theory (there is no root of the β function satisfying Eq. (5)). This is a
result of the total screening of the gauge coupling by virtual fermion pairs (fermion
loops) from the vacuum. However we think that the main ingredient for settling
the charge screening problem is missing, namely the contribution of the composite
σ and π bosons and their effective interactions with fermions.
The observation that hyperscaling relations are satisfied ([23, 24]) clearly indi-
cates that the correlations corresponding to the four-fermion interactions are not of
6That means we turn back on fermion loops.
7The global UL(N) × UR(N) chiral symmetry comprises the largest set of relevant chiral in-
variant four-fermion operators (e.g. see Ref. [41]).
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field exponents can describe the scaling near the critical point. Therefore any de-
viation from the mean-field exponents signals the inconsistency of the mean-field
approach and suggests that fluctuations of the composite σ and π fields about their
mean value cannot be ignored.
We argue that in case of the GNJL model close to the chiral phase transition
the virtual fermion loops causing charge screening are suppressed due to the ap-
pearance of attractive relevant four-fermion interactions, where we recall that the
four-fermion interactions are represented by the exchange of σ and π bosons. The
standard picture of the QED-vacuum as a medium of virtual electric dipoles formed
by virtual fermion–anti-fermion pairs breaks down due to the strong self-interactions
of the fermions. Moreover the problem is flavor dependent; the larger the number of
fermion flavors, the more the charge is screened. On the other hand with N fermion
flavors there are 2N2 chiral invariant four-fermion interactions. Thus increase of N
increases the role of four-fermion interactions. The four-fermion interactions induce
a nontrivial Yukawa interaction, this is also referred to as the nondecoupling of the
composites, see Ref. [43]. The spinless composites states are relevant degrees of
freedom for a large range of momenta mσ ≤ p ≤ Λ.
We incorporate the σ and π exchanges using the skeleton expansion [44] for
the irreducible Bethe–Salpeter kernel and the 1/N expansion of ’t Hooft [45]. The
skeleton expansion is formulated in terms of “fully dressed” vertices and propagators
for which we substitute the asymptotic expressions for the scalar Yukawa vertex and
σ boson propagator derived in chapter 4. The basic idea of the 1/N expansion is
that for N large only the planar (i.e. ladder) exchanges of σ and π bosons are
dominant. Then by making use of a resummation technique of Johnson et al. [46]
we can compute the β function of the gauge coupling α0 defined by Eq. (5) and
search for ultra-violet fixed points. We find that UV fixed points exist for values of
N above a critical value Nc ≈ 54. The largest UV fixed point is α0 ≈ 0.14.
Assuming that our results are qualitatively correct, we have realized, in an
inherently nonperturbative manner8, a nontrivial (i.e. interacting) continuum limit
for a nonasymptotically free gauge field theory in four dimensions. This means
that the low-energy dynamics characterized by an energy scale E (E ≪ Λ) can be
formulated independent of the ultra-violet cutoff Λ by tuning the bare couplings to
their critical values. Thus the trade-off is that bare couplings have to be fine-tuned
to their critical values (the UV fixed points).
This fine-tuning, which is also known in the literature as the gauge hierarchy
problem (mσ ≪ Λ), is not (yet) explained by the model itself. Studies of dynamical
symmetry breaking in supersymmetric models provide a promising solution, e.g.
see Ref. [47]. The crucial question is; why is the system close to criticality? An
interesting resolution is that of self-organizing criticality, see Ref. [48].
The realization of such a nontrivial theory requires a large number of fermion
8Perturbatively the GNJL model is a trivial theory.
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flavors N > Nc ≈ 54 and the fine-tuning of the four-fermion coupling g0 and gauge
coupling α0 to their UV fixed points. Clearly our claims should be verified in the
future by quantitatively more reliable techniques such as lattice simulations and
nonperturbative renormalization group methods. Especially we believe that the de-
termination of the critical value Nc is rather sensitive to the various approximations
used, hence Nc is a so-called nonuniversal quantity.
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Chapter 1
Phase transitions and
quantum field theory
This chapter provides the basic framework of this thesis. After introducing the
path-integral formalism for relativistic quantum field theory, we discuss the feature
of critical phenomena (such as continuous phase transitions) and scaling in sta-
tistical mechanics. We review the renormalization group methods of Wilson and
the Goldstone mechanism. This chapter is concluded with the introduction of the
GNJL model and the auxiliary field method.
1.1 Review of the path-integral formalism
Relativistic quantum field theory (QFT) is governed by expectation values of opera-
tor-valued fields on Minkowski space-time. The field at each space-time point is
referred to as a degree of freedom, thus any particular finite region of space-time
deals with an infinite number of degrees of freedom. The “vacuum” expectation
values are particular expectation values of the fields. These so-called Green func-
tions (“or correlation functions”) describe the behavior of elementary particles. The
interactions are given by an action S, and the dynamics is derived from a generat-
ing functional Z. From this generating functional the entire (infinite) set of Green
functions can be constructed. The generating functional is analogous to the parti-
tion function or Gibbs integral in statistical mechanics. The generating functional
is given as a functional path-integral over all field configurations weighted by the
“classical” action times i/h¯, henceforth we will use units in which h¯ = 1. This
so-called path-integral formalism was introduced by Feynman [49, 50] for quantum
mechanics and quantum field theory.
In what follows only one scalar field is considered for simplicity. The generating
functional Z as the function of some arbitrary “external” source J(x) can be written
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as
Z[K, J ] = N
∫
Dφ exp{iS[K,φ, J ]}, (1.1)
where N is some normalization constant such that Z[K, J = 0] = 1, and where the
action (or weight) S[K,φ, J ] is the sum of some particular fundamental action Sf ,
and the source action SJ describing the coupling to the arbitrary source J :
S[K,φ, J ] = Sf [K,φ] + SJ [J, φ]. (1.2)
The source action, SJ , is of the form
SJ [J, φ] ∼
∫
ddxJ(x)φ(x), (1.3)
in d dimensions. We consider actions of local operators Oi of φ:
Sf [K,φ] =
∫
ddx
∑
i
KiOi [φ(x)] , (1.4)
where an example of a local (Euclidean) operator O is
O [φ(x)] = −φ(x)∆φ(x), (1.5)
with ∆ the Laplacian. The generating functional Z is a functional of the external
sources J(x) and couplings K; Z is by construction analytic in the sources J , see
Refs. [51, 6], and Eq. (1.7). Green functions are defined as time-ordered vacuum
expectation values (VEV) of a specific number of fields, e.g.,
iG(n)(x1, x2, · · · , xn) ≡ 〈0|T (φ(x1)φ(x2) · · ·φ(xn)) |0〉
=
δ
iδJ(xn)
· · · δ
iδJ(x2)
δ
iδJ(x1)
Z[K, J ]
∣∣∣∣
J=0
, (1.6)
i.e. the generating functional generates VEVs of time-ordered products of fields.
Hence the Green functions can be constructed by functionally differentiating Z
with respect to sources. Since the generating functional is analytic in J(x), the
generating functional can be expressed as a Taylor series in sources,
Z[K, J ] =
∞∑
n=0
in
n!
∫
ddx1 · · ·ddxn iG(n)(x1, · · · , xn)J(x1) · · · J(xn), (1.7)
where the Green function depend implicitly on the couplings K. However, although
the above construction of functional integration might appear to be rather straight-
forward and intuitive, this is deceptive. It is a highly nontrivial mathematical
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problem how to define the functional integration measure, Dφ, and functional inte-
gration properly. In Ref. [52] the problem of functional integration is addressed, and
a new perspective on functional integration is presented. The idea of de Mirleau is
to define such functional integration just as one would define integration, i.e., as a
solution of a differential equation, with appropriate boundary conditions.
For a fixed Euclidean action S, consider the following linear functional
〈f〉 ≡ N
∫
Dφ f exp{−S [φ]}, (1.8)
where f and S belong to the same algebra, and N is a number. The functional
integration is defined by the following properties:
1. The Schwinger–Dyson equation (SDE): 〈(δS)f〉 − 〈δf〉 = 0,
2. Positivity: f ≥ 0 =⇒ 〈f〉 ≥ 0,
3. Normalization: 〈1〉 = N ∫ Dφ exp{−S [φ]},
where the δ represent derivatives (mutually commuting (bosons) or anti-commuting
(fermions)) of the particular functional space or algebra, (e.g. δ ∼ δ/δφ(x)). The
normalization condition 3 is straightforward for finite dimensional integration, but
is not always applicable to the infinite dimensional case. We refer to [52] for an
extensive discussion of this point. The Schwinger–Dyson equation (SDE) was inde-
pendently formulated by Dyson [53] and Schwinger [54].
Let us consider the Euclidean version of generating functional Z of Eq. (1.1)
which is defined as
Z[K, J ] ≡ 〈exp{−
∫
ddxJ(x)φ(x)}〉Sf , (1.9)
〈f [φ]〉Sf ≡ N
∫
Dφ f [φ] exp{−Sf [K,φ, J ]}. (1.10)
Then, the SDE for Z can be written as{
δSf [K,φ]
δφ(x)
∣∣∣∣
φ(x)=δ/δJ(x)
+ J(x)
}
Z [K, J ] = 0. (1.11)
Such an equation was in fact formulated already by Feynman in Ref. [49]. The SDE
for any Green function corresponding to this particular model (1.9) can be obtained
by first differentiating Eq. (1.11) with respect to appropriate combinations of sources
(J(x), J(y), . . .) and then putting all sources equal to zero.
From the generating functional one can construct the following functional (in
Euclidean formulation):
W [K, J ] ≡ logZ[K, J ]
=
∞∑
n=1
1
n!
∫
ddx1 · · ·ddxnG(n)C (x1, · · · , xn)J(x1) · · · J(xn), (1.12)
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which is the generating functional for connected Green functions, G
(n)
C , i.e. Green
functions which satisfy the cluster property, see Ref. [6]1. The functional W is
now convex in the couplings K, and analytic in the sources J ; W is extensive, i.e.
proportional to the total volume, and is analogous to the free energy in statistical
mechanics.
The Green functions given by Eq. (1.7) and the connected Green functions of
Eq. (1.12) are not defined on the entire space-time manifold, because of the existence
of so called short distance singularities, e.g. the limit
lim
x1→x2
iG(n)(x1, x2, x3, · · · , xn) (1.13)
is ill defined. Regularization (e.g. Pauli–Villars), which we will discuss in sec-
tion 1.3, permits a setting for the treatment of Eq. (1.13).
1.2 Continuous phase transitions
Phase transitions can occur in systems containing an infinite number of degrees of
freedom exhibiting nonanalytic behavior (e.g. in certain VEVs) in one (or more) of
its parameters such as the temperature. A model in statistical mechanics, e.g. the
Ising model, is given in terms of a partition function
ZΩ [K] ≡ Tr exp{−βHΩ}, (1.14)
where β ≡ 1/kBT (kB is Boltzman’s constant). The partition function is defined
over a finite region Ω with a volume V (Ω) ∼ Ld, surface S(Ω) ∼ Ld−1, and with
N(Ω) degrees of freedom, where L is characteristic length scale, and d the dimension
of the system. The Hamiltonian for the system is written as
βHΩ =
n∑
i
KiOi [S] , (1.15)
where K = (K1,K2, . . . ,Kn) ∼ (T, h, . . .) (with T the temperature, h the external
magnetic field etc.) are coupling constants and the (local) operators O are func-
tionals of the dynamical degrees of freedom, which in case of the Ising model are
spins Sj (1 ≤ j ≤ N(Ω) ∼ (L/a)d) on lattice sites with a lattice spacing a. The lat-
tice spacing a is then referred to as the microscopic length scale, since interactions
on a scale smaller than a are not defined. The trace, Tr, in Eq. (1.14) represents
the sum over all possible configurations of spins, and is analogous to the functional
integration in Eq. (1.1).
The free energy is defined by
FΩ [K] = −kBT logZΩ [K] . (1.16)
1In short, the cluster property states that the vacuum expectation value of a product of local
operators factorizes when their space-like separations become large [2].
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Assuming that the thermodynamic limit,
V (Ω), S(Ω), N(Ω) −→ ∞, N(Ω)/V (Ω) = constant, (1.17)
for the free energy exists, we can define the bulk free energy density fb (the free
energy per lattice site):
fb[K] = lim
N(Ω)→∞
FΩ [K]
N(Ω)
. (1.18)
The so-called extensive thermodynamic behavior is now described by fb[K], and its
derivatives with respect to coupling parameters such as the temperature T or ex-
ternal magnetic field h. An example of a macroscopic quantity is the magnetization
M ,
M ≡ ∂fb[K]
∂h
∝ 〈S〉. (1.19)
The bulk free energy fb is a convex function of the coupling parameters.
A phase of a system is defined by regions of analyticity of fb[K]. Possible non-
analyticities of fb[K] occur at points, lines or hyperplanes in parameter space. We
define DS as the dimension of a particular non-analyticity region of fb[K]. Suppose
that fb[K] is given in terms of D coupling constants. If the dimension D of the
space of coupling constants, and the dimension DS of the non-analyticity is such
that the co-dimension
C = D −DS = 1, (1.20)
then this non-analyticity is referred to as a phase-boundary. Thus, a phase bound-
ary is defined by non-analyticities of fb[K] which separate phases. Whenever, by
changing the coupling constants K, the phase boundary is crossed, the model is
said to undergo a phase transition.
The bulk free energy fb[K], because it is convex, is continuous everywhere. Phase
transitions are classified into first order, respectively, continuous phase transitions
depending on whether the first derivatives of fb with respect to K are continuous
or not.
1. We speak of a first order phase transition, if one (or more) of the first deriva-
tives ∂fb/∂Ki of the bulk free energy is discontinuous at the phase boundary
(critical point). It means that an order parameter changes discontinuously
across the phase boundary.
2. We speak of a continuous phase transition, if all first derivatives of the bulk
free energy are continuous at the phase boundary, meaning that an order pa-
rameter changes continuously across the phase boundary. The non-analyticity
of the phase boundary is reflected by discontinuities of certain higher order
(than one) derivatives of the order parameter at the phase boundary.
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In case of the Ising model the order parameter is the magnetization M , which
in absence of an external magnetic field is zero for temperatures T ≥ Tc, and M
is nonzero for T < Tc (long range order), where Tc is the critical temperature.
Although (for specific Ising models) the magnetization M changes continuously
from zero (T ≥ Tc) to nonzero values for T < Tc (thus the phase transition is
continuous, since M is a first derivative of fb), the magnetization M as function of
T is nonanalytic at T = Tc, i.e. the left and right derivatives of M with respect to
T differ at T = Tc.
For quantum field theories the analogue of the free energy is the generating func-
tional W (e.g. Eq. (1.12)) of connected Green functions. The above classification
of phase transitions applies to QFTs too. An order parameter can usually be given
in terms of a first derivative of W , and we speak of a continuous phase transition
whenever the order parameter changes continuously across the phase boundary.
The phase boundary is then characterized by the non-analyticities of W in certain
couplings.
An important quantity in the study of continuous phase transitions is the correla-
tion length. The correlation length ξ is the characteristic length scale of fluctuations
of a physical quantity such as the local magnetization Si around its average 〈Si〉.
Let us consider the “connected” two-point correlation function defined by
GC(~ri − ~rj) = 〈SiSj〉 − 〈Si〉〈Sj〉, (1.21)
which can be obtained by differentiating the free energy with respect to external
fields (or sources). The correlation function GC describes local fluctuations parallel
to the long range ordering in the system, and the properties of GC are:
GC(~r) ∼ e
−r/ξ
r(d−1)/2ξ(d−3)/2
, r ≡ |~r| ≫ ξ,
GC(~r) ∼ 1
rd−2+η
, r ≡ |~r| ≪ ξ, (1.22)
where ξ is called the correlation length, and η is the anomalous dimension.
1.2.1 The scaling hypothesis
A very useful mathematical tool in the study of continuous phase transitions and
critical phenomena is provided by the existence of scaling laws. For a system close to
a critical point separating different phases, a set of critical exponents is introduced to
describe both the scaling of thermodynamic quantities, such as a the magnetization
M , specific heat, etc., as well as local ordering, correlations, and fluctuations given
in terms of correlation functions and a correlation length ξ.
The scaling laws are motivated by assuming that the only relevant length scale
near criticality is the correlation length ξ. The renormalization group (RG) methods
of Kadanoff and Wilson, which will be discussed later on, show that this assumption
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is incorrect. Apart from the correlation length another length scale is crucial for
understanding critical phenomena, namely the microscopic length scale, e.g. the
lattice spacing a.
There is a threefold way of considering the phenomenon of scaling, namely, the
scaling form for the so-called equation of state (EOS), the scaling form for the
singular part of the free energy, and the scaling form for the correlation function.
1.2.2 The scaling hypothesis for the equation of state
The “equation of state” for an order parameter (which characterizes a certain phase
of the system) can be obtained by differentiating the free energy of the system with
respect to some external local source or external field, to which the order parameter
is coupled. In the context of magnetic systems, the EOS of a magnet is written as
h = fe(M,T ), (1.23)
where h is the external magnetic field, M the spontaneous magnetization, and T
the temperature (fe follows from the thermodynamics of some microscopic model).
It is implicitly assumed that there is some microscopic model, e.g. an Ising model
with spins Si on a lattice (with lattice spacing a), producing the function fe of
Eq. (1.23) relating the macroscopic quantities M , T and h in the thermodynamic
limit. The magnet undergoes a phase transition at T = Tc, where for temperatures
T < Tc the system exhibits long range order, i.e. the spins degrees of freedom
become highly correlated and align to form a nonzero magnetization M , even in
absence of an external magnetic field h = 0. For temperatures T > Tc thermal
fluctuations dominate the free-energy and spins are randomly oriented giving a zero
magnetization M = 0 at h = 0. This is a typical example of a continuous phase
transition in a thermodynamic system; the order parameterM changes continuously
from zero for T ≥ Tc to nonzero values at temperatures T < Tc, in the limit h→ +0.
Based on experimental results, Widom [55] discovered that the EOS can be
written as a function of a single variable near a critical point T = Tc:
h =M δFe
(
tM−1/β
)
, (1.24)
where t = T − Tc is the temperature relative to the critical point. Thus Eq. (1.24)
is a relation between the scaled variables hM−δ and tM−1/β. The function Fe is
regular at t = 0, thus we can write
h = Fe (0)M δ + F ′e± (0) tM δ−1/β, (t = T − Tc) (1.25)
where the minus sign in F ′e± corresponds to t = T − Tc < 0, and the plus sign
to t > 0. This notation is used to reflect the fact that the function Fe though
continuous is not analytic at t = 0 (T = Tc). The critical exponent δ follows from
Eq. (1.25) at t = 0:
M ∼ h1/δ, t = 0. (1.26)
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The critical exponent β follows from Eq. (1.25) at zero external field h = 0:
M ∼ tβ, h = 0. (1.27)
The critical exponent γ describes the scaling of the magnetic susceptibility χ, which
is defined as
χ ≡ ∂M
∂h
∣∣∣∣
h=0
, (1.28)
close to the critical point:
χ ∼ t−γ . (h = 0) (1.29)
Differentiating Eq. (1.25) with respect to h and putting h = 0 yields the scaling
relation
γ = β(δ − 1). (1.30)
Thus the critical exponent γ is not really a new critical exponent.
1.2.3 The scaling hypothesis for the free energy
The scaling laws for the “singular part” fs of the free energy fb is written as
fs(t, h) = t
2−αFf
(
ht−∆
)
, (1.31)
near criticality, where Ff is regular at h = 0. The critical exponent α is related
to the specific heat. The magnetization M is obtained by differentiation of fs with
respect to the external field h:
M ≡ − 1
kBT
∂fs
∂h
∼ t2−α−∆F ′f
(
ht−∆
)
. (1.32)
Since the scaling of M near criticality is given by the exponent β Eq. (1.27), we
find the scaling law
β = 2− α−∆. (1.33)
Subsequently the magnetic susceptibility χ, Eq. (1.28), follows from one more dif-
ferentiation of fs with respect to h:
χ ∼ t2−α−2∆F ′′f
(
ht−∆
)
. (1.34)
Close to criticality χ should tend towards t−γ as h → 0, see Eq. (1.29). Hence we
find another scaling law
2− α− 2∆ = −γ. (1.35)
After eliminating ∆ in Eqs. (1.33) and (1.35) we obtain the Rushbrooke scaling law
α+ 2β + γ = 2. (1.36)
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1.2.4 The scaling hypothesis for the two-point correlation
functions
The connected two-point correlation function GC longitudinal (i.e. parallel) to
the direction of ordering is defined in Eq. (1.22). The scaling hypothesis for the
two-point correlation function reads
GC(r, t, h) =
1
rd−2+η
FG
(
rtν , ht−∆
)
, (1.37)
which, in momentum space, after a Fourier transformation, has the following form
at zero external field h = 0
GˆC(p, t) ∼
∫
ddr eiprGC(r, t, 0) =
1
p2−η
FˆG (tν/p) . (1.38)
In analogy with Eq. (1.22), the quantity
ξ ∼ t−ν , h = 0, (1.39)
is defined as the correlation length. One can derive that the magnetic susceptibil-
ity should be proportional to the (longitudinal) two-point correlation function in
momentum space
GˆC(p = 0, t) ∼ χ, (1.40)
thus p≪ tν . Then the limit
lim
p→0
1
p2−η
FˆG (tν/p) ∼ t−γ , (1.41)
gives the scaling law
γ = ν(2 − η). (1.42)
The Josephson scaling law follows from the requirement that the singular part
of the free energy fs is independent of microscopic length scales in the limit t → 0
and at zero external field h = 0, thus the only length scale is then given by the
correlation length ξ ∼ t−ν , thus
fs(t, 0) ∼ ξ−d ∼ tνd ∼ t2−α, (1.43)
where the last step follows from the definition of the critical exponent α in Eq. (1.31)
Hence
dν = 2− α. (1.44)
20 Phase transitions and quantum field theory
Since it involves the dimension d of the system explicitly, Eq. (1.44) is referred to
as a hyperscaling law.
The six critical exponents α, β, γ, δ, η and ν are related by the four (hyper)-
scaling laws (1.30), (1.36), (1.42), and (1.44), thus only two of the critical exponents
are independent.
The critical exponents are referred to as universal quantities; they don’t de-
pend much on microscopic details of the underlying theory describing macroscopic
quantities. Universality means that the critical exponents are determined by only
a few global features of system; the symmetries of the Hamiltonian or action, the
dimensionality, and whether or not the forces are short-ranged.
The above mentioned scaling hypothesis for the EOS, the singular part of the
free energy and the correlation function, were for a long time predominantly ex-
perimentally motivated, and only Landau theory or mean field theory was capable
of computing explicitly critical exponents. However in Landau’s mean field theory,
only one set of critical exponents could be accounted for. These are referred to as
mean field exponents:
α = 0, β = 1/2, γ = 1,
δ = 3, η = 0, ν = 1/2, (1.45)
and the hyperscaling laws are only satisfied at the critical dimension d = 4. Any
other set of critical exponents satisfying the hyperscaling laws would certainly be
inconsistent with mean field theory. But it is known experimentally that certain fer-
romagnetic systems could be consistently described by critical exponents satisfying
hyperscaling laws, which were clearly incompatible with the mean field exponents.
The problem of mean field theory is that it is based on the assumption that the
only relevant length scale near criticality is the correlation length ξ. This appears to
be wrong. In order to account for nonmean field critical exponents, and anomalous
scaling laws (i.e. the critical exponent η 6= 0), the microscopic length scale a ∼ 1/Λ
plays a crucial role in the dimensional analysis2 even when the correlation length is
much larger than the microscopic scale or lattice spacing a.
Kadanoff [17] presented an intuitive picture by “coarse graining” degrees of
freedom, and invented block spin transformations, in which a particular set of spin
degrees of freedom is described by a single spin degrees of freedom. His crucial
assumption is that the Hamiltonian for the new coarse grained degrees of freedom
is of the same form as the Hamiltonian for the original degrees of freedom, except
that the couplings constants of the Hamiltonian now run as functions of a “new”
larger microscopic length scale corresponding to the coarse grained degrees of free-
dom. Kadanoff’s block spin transformations, and the concept of running coupling
constants provided a clear motivation for the scaling hypothesis of Widom et al..
However Kadanoff’s method could neither give rise to the critical exponents nor
2 Dimensional analysis, in this context, means the analysis of scale transformations.
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the so-called non-universal quantities, such as Fe(0) and F ′e(0) of Eq. (1.25). The
flaw in Kadanoff’s picture is the assumption that the course grained Hamiltonian
is of the same form as the original Hamiltonian; he assumed that if the funda-
mental Hamiltonian described only nearest neighbour spin-interactions, the coarse
grained Hamiltonian would also have only nearest neighbour spin interactions. This
assumption is in general not valid. Wilson refined the concept of block spin trans-
formation and coarse graining, and his theory “the renormalization group” (RG)
provides a constructive method to derive the course grained Hamiltonian, which he
realized was not necessarily of the same form as the fundamental Hamiltonian. In
course graining degrees of freedom new types of interactions can appear, and need
therefore to be taken into account. In this way, Wilson’s RG methods are capa-
ble of explicitly computing the critical exponents, and non-universal quantities. In
the next section, we will discuss the RG of Wilson in the context of quantum field
theory.
1.3 Wilson’s renormalization group
This section is an introduction to the essential concepts of the renormalization group
methods of K.G. Wilson, Refs. [14, 15]. Large parts of this section are derived
and compiled from the following references. Excellent reviews on the principles of
Wilson’s RG in statistical mechanics are given in Refs. [4, 15], and for quantum field
theories, in Refs. [3, 6, 56, 5], see also [18]. For literature on the fundamental axioms
of Euclidean and Minkowskian quantum field theory, and functional integration
techniques we refer to Ref. [51], and for a modern view of functional integration see
Ref. [52].
Wilson elaborated and completed Kadanoff’s argument, and his RG method
provides the constructive framework in which to understand critical phenomena,
universality and renormalization. Wilson’s RG allows for explicit computation of
the relationship between coupling constants at different length scales, at least ap-
proximately. The basic meaning of a RG transformation is the redefinition or the
change (running) of the coupling constants under a change of scale, and a rescaling
of the fields, and to allow for the possibility that new local operators are generated
during the RG transformation.
We will present the renormalization group (RG) in three steps. The first step is
a concrete realization of the coarse-graining transformations, and in the language of
QFT it means that we have to construct a low-energy effective action or regulated
action defining a particular generating functional from which the RG transforma-
tions can be derived (in principle). The second step is the identification of the origin
of critical phenomena and singular behavior with the existence of fixed points of
the RG transformations. Also we discuss the concept of relevant, marginal, and
irrelevant interactions (operators), and the flow of coupling constants close to a
particular fixed point. Finally, in step three we discuss renormalization, and the
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continuum limit of QFTs.
1.3.1 Step 1. Regularization and coarse graining
Let us consider the following generating functional described by some “fundamen-
tal” action Sf in d dimensional Euclidean space time, which is obtained after a
standard Wick rotation [57]
Z [K, J ] = N
∫
Dφ exp{−Sf [K,φ]− SJ [J, φ]}, (1.46)
Sf [K,φ] =
∫
ddx
nf∑
i=1
KiOi [φ(x)] , (1.47)
where the K = (K1,K2, . . . ,Knf ) are a set of nf coupling constants (some of which
have a dimension), and where the Oi are some local operators of the elementary
fields φ = (φ1, φ2, . . . , φa), thus
Dφ =
a∏
i=1
Dφi. (1.48)
In the Euclidean formulation, we suppose that the Oi are positive operators, and
that the couplings Ki take only nonnegative values, so that the action is positive
and the generating functional “well-defined”, see also the discussion in section 1.1
and [52]. The source action SJ is of the form Eq. (1.3).
The initial step in Wilson’s approach is to introduce a cutoff Λ in the action. A
convenient way to do that is by using the generalized Pauli–Villars regularization
(see Ref. [58, 6] and e.g. [59] and references therein). We define the “regularized
action”,
SregΛ [K,φ] = Npv(Λ)
∫
Dφpv exp{−SpvΛ [K,φ, φpv ]}, (1.49)
where the fields φpv are a set of Pauli–Villars fields. An example of such an action
SpvΛ for scalar field theory is
SpvΛ [K,φ, φpv] =
∫
ddx
[
1
2
φ(−∆+m2)φ− 1
2
φpv(−∆+Λ2)φpv
+ V (φ + φpv)
]
, (1.50)
where the initial action Sf was
Sf [K,φ] =
∫
ddx
[
1
2
φ(−∆+m2)φ + V (φ)
]
. (1.51)
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The mass m and the potential V are defined in terms of the coupling constants K,
and yet unspecified local operators.
The basic principle of Pauli-Villars regularization methods is that any internal
propagator of φ is replaced after the regularization by the sum of the φ and φpv
propagators:
1
p2 +m2
−→ 1
p2 +m2
− 1
p2 + Λ2
. (1.52)
For modes of φ corresponding to energies p2 ≪ Λ2 the propagator is of the form
1
p2 +m2
− 1
Λ2
+
1
Λ2
O(p2/Λ2), (1.53)
whereas for modes of φ corresponding to energies p2 ≫ Λ2 the propagator vanishes
as fast as Λ2/p4 making Feynman diagrams finite. In the continuum limit Λ→∞
the original propagator is recovered. The Pauli–Villars field φpv does not corre-
spond to a “physical” particle, since the action cannot be based on a Hermitian
Hamiltonian, see Chapt. 7 of Zinn–Justin [6].
In the abstract example given above, we introduced only a single Pauli–Villars
field; in general more Pauli–Villars fields are needed to render all Feynman diagrams
finite. The Pauli–Villars regularization seems to work very well for Abelian gauge
theories describing the interaction between fermions such as QED, since it is possible
to regularize in a gauge invariant manner keeping the Lorentz covariance. More-
over the Pauli–Villars regularization is supposed to work also nonperturbatively.
A problem turns up when considering symmetries of an initial action Sf . After
regularization it might be the case that a continuous symmetry of the initial action
is lost in the regularization process by the appearance of operators, which violate
that particular symmetry. Such a violation of the symmetry is called an anomaly.
An example in fermionic gauge field theories is the well-know Adler–Bell–Jackiw
U(1)-axial anomaly, Refs. [60, 61], see also section 2.2.
Let us consider the regularized action Eq. (1.49) in more detail. The functional
integral over Pauli–Villars field φpv introduces a smearing of interactions at modes
of φ with energy scale E ∼ Λ. Due to such smearing effects the action SregΛ is
nonlocal in the fields φ. Suppose we split the fields φ into high- and low-energy
parts:
φ = φh + φl, (1.54)
where the energy E = |p| > Λ for φh and E ≤ Λ for φl. Then, since the Pauli–
Villars construction is such that the high energy modes φh are canceled by the
Pauli–Villars fields, the action is independent of φh. The remaining fields φl are
of energy E < Λ, and the action SregΛ is approximately local in low energy modes
with E ≪ Λ. The idea is that the nonlocal action SregΛ can be expanded in terms
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of local operators Oi:
SregΛ [K,φ] = S
eff
Λ [κ(Λ), φl] =
∫
ddx
∞∑
i=1
κi(Λ)Λ
d−dciOi [φl(x)] , (1.55)
where we have introduced the dimensionless running coupling constants
κ(Λ) = (κ1(Λ), κ2(Λ), . . . , κ∞(Λ)), (1.56)
and new local interactions Oi [φl(x)], i = nf , . . . ,∞. Since the action is dimension-
less, dci is the canonical dimension (in units of mass) of the operator Oi,
dim [Oi] = d
c
i . (1.57)
Now that we have an action spanned by a space of an infinite number of couplings
and operators Oi, the question arises: how can this be useful?
The crucial observation is that operators and corresponding coupling constants
can be classified as relevant or irrelevant. It will turn out that it is sufficient to con-
sider only the (in practice) finite set of operators Oi (1 < i ≤ n) and corresponding
coupling constants, which are relevant with respect to a particular fixed point, (see
later discussion in this section), so we write
SeffΛ [κ(Λ), φl] ≈
∫
ddx
{ n∑
i=1
κi(Λ)Λ
d−dciOi [φl(x)] + irrelevant
}
, (1.58)
and the property of the“irrelevant” part describing the irrelevant operators and
couplings is that it gives rise to corrections to Green functions in terms of posi-
tive powers of E/Λ, and the “irrelevant” part becomes negligible for E sufficiently
smaller than Λ (E ≪ Λ).
The apparent straightforward decomposition of φ’s into φl and φh, Eq. (1.54),
is in practice nontrivial and rather technical. The functional space of fields φ is
chosen such that the φ(x) have Fourier transforms:
φ(x) ∼
∫
ddp eipxφˆ(p). (1.59)
Then think of φl in terms of Fourier modes φˆ(p) with E = |p| ≤ Λ, and φh as modes
φˆ(p) with E = |p| > Λ:
φl ∼
∫
|p|≤Λ
ddp eipxφˆ(p), φh ∼
∫
|p|>Λ
ddp eipxφˆ(p). (1.60)
In this way, the measure N(Λ)
∫ Dφl introduces a momentum cutoff Λ in the SDEs
for the momentum space Green functions. For technicalities involved in the “pro-
jection” leading to Eq. (1.54), and the cutoff Λ, we refer to [51] (Chap. 8).
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If we compare this local “low-energy effective” action SeffΛ , Eq. (1.58), with the
fundamental or initial action Sf of (1.47), we see that new coupling constants κi(Λ)
and new operators Oi with n ≥ i > nf have been introduced, and that the couplings
are now defined as functions of Λ. In principle the couplings κi(Λ)Λ
d−dci can and
will differ from the initial coupling constants Ki (i = 1, . . . , nf) of Sf . These new
couplings or new interactions are a results of the nonlocality of the regularized
action SregΛ .
The fundamental notion introduced by Wilson is that, through coarse graining
the degrees of freedom, new local operators appear with corresponding couplings
constants, and the coupling constants “run” as a function of the cutoff Λ (the
cutoff is analogous to the microscopic length scale in lattice models a ∼ 1/Λ). The
high energy modes φh are integrated out thereby introducing new interactions and
running coupling constants.
From the local low energy effective action SeffΛ , Eq. (1.55), we construct a
generating functional
ZΛ [κ(Λ), JΛ] ≡ N(Λ)
∫
Dφl exp{−SeffΛ [κ(Λ), φl]− SJ [JΛ, φl]}, (1.61)
where the external sources JΛ are introduced to generate the low-energy Green
functions (E ≪ Λ). The sources JΛ explicitly depend on Λ, and in momentum
space we suppose that the sources JΛ(p) vanish for momenta p > Λ. We only probe
physics at a scale E < Λ. The generating functional ZΛ should be defined via the
implementation of the SD scheme as discussed in section 1.1, with a normalization
N(Λ) so that ZΛ [κ(Λ), JΛ = 0] = 1.
We can repeat the above coarse graining and consider now an effective action
at a cutoff Λ′ < Λ. Split the fields φl into:
φl = φl′ + φh′ , (1.62)
where the energy E is Λ > E > Λ′ for φh′ and E ≤ Λ′ for φl′ . Then we define a
coarse grained local effective action at scale Λ′ as follows:
N(Λ′) exp{−SeffΛ′ [κ(Λ′), φl′ ]} = N(Λ)
∫
Dφh′ exp{−SeffΛ [κ(Λ), φl]}, (1.63)
where
SeffΛ′ [κ(Λ
′), φl′ ] ≈
∫
ddx
n∑
i=1
κi(Λ
′)Λ′
d−dciOi [φl′(x)] . (1.64)
In principle the right-hand side of Eq. (1.63) corresponds to a nonlocal action for
energy scales scales E ∼ Λ′, however again we assume it is well approximated for
energies E < Λ′ by the local action SeffΛ′ . Furthermore, by definition, the coarse
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grained effective action SeffΛ′ should yield the same generating functional, thus we
have the identity
ZΛ′ [κ(Λ
′), JΛ′ ] = ZΛ [κ(Λ), JΛ] , (1.65)
since
N(Λ′)
∫
Dφl′ exp{−SeffΛ′ [κ(Λ′), φl′ ]} = N(Λ)
∫
Dφl exp{−SeffΛ [κ(Λ), φl]}.(1.66)
Hence the generating functional ZΛ is independent of Λ, i.e.
Λ
dZΛ
dΛ
= 0. (1.67)
The identities (1.65) and (1.67) define a RG transformation R in the space
of coupling constants (thus in the space of actions) mapping couplings κ(Λ) to
couplings κ(Λ′):
κ(Λ′) = R [Λ′/Λ, κ(Λ)] . (1.68)
The RG transformation R can be derived from the generating functional ZΛ given
in terms of an low energy effective action SeffΛ . Since ZΛ is defined via the SDE,
positivity, and normalization (section 1.1), the solutions (or approximate solutions)
of SDEs for the Green function of φl ultimately provide us with the RG transfor-
mation R. In what follows we discuss the properties of R.
1.3.2 Step 2. The origin of singular behavior and anomalous
scaling
The RG transformation R maps couplings κ(Λ) to κ(Λ′),
κ(Λ′) = R [Λ′/Λ, κ(Λ)] , Λ′ ≤ Λ ≤ 1, (1.69)
where the cutoff’s Λ′ and Λ have been redefined as dimensionless quantities related
to the unit energy scale. The transformation R for different Λ ≤ 1 form a semi-
group. Two successive transformations with Λ1 and Λ2 should be equivalent to a
combined scale change of Λ1Λ2:
κ(Λ0) = R [1, κ(Λ0)] , Λ0 ≤ 1, (1.70)
κ(Λ1) = R [Λ1/Λ0, κ(Λ0)] , Λ1 ≤ Λ0, (1.71)
κ(Λ1Λ2) = R [Λ2, κ(Λ1)]
= R [Λ2,R [Λ1/Λ0, κ(Λ0)]] , Λ2 ≤ 1, (1.72)
and thus (taking Λ0 = 1)
R [Λ1Λ2, κ0] = R [Λ2,R [Λ1, κ0]] , κ0 ≡ κ(1). (1.73)
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By construction the R satisfies the above group properties, where we recall that
the transformation R follows from Eq. (1.65).
The differential form of the RGE can be obtained by taking Λ2 = (1 − ǫ) in
Eq. (1.72) and taking the limit ǫ→ +0:
Λ1
dκi(Λ1)
dΛ1
=
∂Ri [Λ2, κ(Λ1)]
∂Λ2
∣∣∣∣
Λ2=1
≡ βi(κ(Λ1)), (1.74)
where the βi function is defined with respect to the particular coupling κi of the set
of couplings κ = (κ1, κ2, . . .). The differential RG equation (1.74) follows from the
differential identity, Eq. (1.67), for the generating functional.
A crucial step, in understanding anomalous scaling behavior and critical phe-
nomena, is the recognition of the importance of fixed points of the RG transfor-
mation. A fixed point of the RG transformation is a point κc in coupling constant
space satisfying
κc = R [σ, κc] =⇒ β(κc) = 0, (1.75)
for any σ < 1. A fixed point is a property of the transformation R, that, in general,
corresponds to nonanalytic behavior, hence it can only appear in a system with
infinitely many degrees of freedom [7]. Fixed points are not necessarily isolated
points. It is possible to have lines or hypersurfaces of fixed points, in fact in a large
part of this thesis we consider a critical line or curve. Moreover, a RG transformation
can have several isolated fixed points.
The fixed points are either classified as critical fixed points, or as Gaussian fixed
points. In the context of quantum field theory, we refer to a critical fixed point or an
ultraviolet (UV) fixed point, if the continuum limit (i.e. taking the cutoff Λ→∞)
corresponds to an interacting theory, in which a macroscopic quantity such as a
correlation length ξ ∼ 1/m (where m is a mass) can be defined. An UV fixed point
of a β function of coupling κi is a point κc with the properties:
β(κc) = 0,
∂βi(κ)
∂κi
∣∣∣∣
κ=κc
< 0. (1.76)
We speak of a trivial or Gaussian fixed point if in the continuum limit the interac-
tions between fields (and thus particles) vanish, and the theory reduces effectively
to a free field or Gaussian theory. In general a Gaussian fixed point can be classified
as being an IR fixed point, i.e.,
β(κc) = 0,
∂βi(κ)
∂κi
∣∣∣∣
κ=κc
≥ 0. (1.77)
Thus close to a trivial or Gaussian fixed point (corresponding to noninteracting the-
ories), a macroscopic quantity such as a correlation length is not defined (there are
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no correlations at all). An UV fixed point corresponds to interacting theories, and
a correlation length ξ can be defined; right at the critical fixed point the correlation
length diverges ξ =∞ (m = 0), see section 1.3.3.
The critical fixed points will describe singular critical behavior, such as phase
transitions, and can correspond to phase boundaries, separating two distinct phases
of a model (whether or not a phase boundary exists depends on the so-called co-
dimensions of the fixed point (see Ref. [4]).) Thus knowledge of the location of
and nature of fixed points of a RG transformation enables the phase diagram to be
determined, and vice versa. We will show now that the critical exponents follow
from the RG transformation in the neighbourhood of a critical fixed point.
Let us consider the RG transformation close to a critical point κc,
κi(Λ) = κci + δκi(Λ), (1.78)
since
κn(Λ
′) = Rn [Λ′/Λ, κ(Λ)]
= κcn +
∑
m
δκm(Λ)
∂Rn [Λ′/Λ, κ]
∂κm
∣∣∣∣
κ=κc
+O ((δκ)2)
≈ κcn + δκn(Λ′), Λ′ < Λ. (1.79)
Hence3
δκn(Λ
′) =Mnm(Λ
′/Λ)δκm(Λ), (1.80)
where the matrix M is defined as
Mnm(Λ
′/Λ) ≡ ∂Rn [Λ
′/Λ, κ]
∂κm
∣∣∣∣
κ=κc
. (1.81)
The semi-group property of Eq. (1.73) implies that
Mnl(Λ
′′/Λ′)Mlm(Λ
′/Λ) =Mnm(Λ
′′/Λ). (1.82)
The equation (1.80) is called the linearized RG transformation in the vicinity of
the fixed point. The matrix M is real, but in general not symmetric. However, we
assume that M is diagonalizable, with real eigenvalues. Therefore, for simplicity,
we assume that for a particular set of couplings κ˜ the matrix M˜ is diagonal:
M˜nm(Λ
′/Λ) = λ(n)(Λ′/Λ)δmn, (1.83)
so that
δκ˜n(σΛ) = λ
(n)(σ)δκ˜(Λ), σ = Λ′/Λ. (1.84)
3Using the Einstein summation convention.
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With Eq. (1.83) this implies that
λ(n)(Λ′′/Λ′)λ(n)(Λ′/Λ) = λ(n)(Λ′′/Λ). (1.85)
Thus, the solution to the eigenvalue λ(n) is
λ(n)(σ) = σηn , (1.86)
where the exponent ηn is independent of σ, in general the exponent is a function
of the critical point, i.e. ηn → ηn(κc). Now we can distinguish three cases, since
σ < 1:
(1) λ(n)(σ) > 1, i.e. ηn < 0, which corresponds to an eigenvalue of a “relevant”
coupling κ˜n.
(2) λ(n)(σ) = 1, i.e. ηn = 0, which corresponds to an eigenvalue of a “marginal”
coupling κ˜n.
(3) λ(n)(σ) < 1, i.e. ηn > 0, which corresponds to an eigenvalue of an “irrelevant”
coupling κ˜n.
The marginal eigenvalues usually correspond to logarithmic corrections to scaling.
Eq. (1.84) implies then that for a relevant coupling δκ˜(σΛ) increases as σ decreases;
for a marginal coupling δκ˜(σΛ) stays fixed (up to logarithmic corrections); and for
an irrelevant coupling δκ˜(σΛ) shrinks. Thus the irrelevant couplings flow towards
the fixed point for σ ≪ 1, whereas the relevant couplings flow from the fixed point.
The terms relevant, marginal, and irrelevant couplings (eigenvalues) are always
defined with respect to a particular fixed point.
So we have seen that from the RG transformation R we obtain the fixed points
κc, the RG flows near a particular fixed point can be decomposed into relevant,
marginal, and irrelevant couplings, and from the eigenvalues λ(n) close to the fixed
point we can derive the “critical exponents” ηn. The critical exponents ηn, for
many practical explicit cases, can be shown to be related to the critical exponents
defined in section 1.2. Thus the RG transformation R enables us to calculate the
critical points and critical exponents. In a mean field approach the exponents have
rational values, whereas in general they can have irrational values. In a case where
critical exponents differ from the canonical (i.e. mean field) values we speak of
anomalous scalings, or anomalous dimensions. The dynamics (which determine R)
of the system under consideration are such that fluctuations around some mean-
value of operators cannot be neglected.
Let us discuss some examples. Close to a fixed point, it follows straightforwardly
from Eq. (1.84) that the β function for a coupling κn of a set of couplings κ(Λ)
4,
can be written as
βn(κ) ≡ Λdκn
dΛ
≈ ηn(κc)δκn +O
(
(δκ)2
)
, δκn = κn − κcn, (1.87)
4For which the matrix M (Eq. (1.81)) is diagonal.
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where ηn(κc) < 0 implies that κn is a relevant coupling, and ηn(κc) > 0 implies
that κn is irrelevant. Now differentiating βn with respect to κn,
∂βn(κ)
∂κn
∣∣∣∣
κ=κc
≈ ηn, (1.88)
leads, with Eqs. (1.76) and (1.77), to the conclusion that κc is an UV fixed point
for a relevant coupling, and κc is an IR fixed point in case of an irrelevant coupling.
More complicated are in general the marginal couplings. Consider the following
RG of a single marginal coupling κ:
κ(Λ′) = R [Λ′/Λ, κ(Λ)] , (1.89)
R [Λ′/Λ, κ(Λ)] = κ(Λ)
1 + κ(Λ) (κc − κ(Λ)) log Λ/Λ′ . (1.90)
Then, when κ(Λ) is “fine-tuned” sufficiently close to κc so that we can write
δκ(Λ′) =
(
1 + κ(Λ)2 log Λ/Λ′
)
δκ(Λ), (1.91)
clearly the eigenvalue of this equation is not of the form Eq. (1.86) due to the
logarithmic correction, which is typical for marginal couplings. The β function can
be obtained from Eq. (1.74) and (1.90), and reads
β(κ) = κ2(κc − κ). (1.92)
Thus the β function has two fixed points, κ = 0, respectively, κ = κc. According
to the definitions given by Eqs. (1.76) and (1.77) κ = κc is an UV fixed point, and
κ = 0 an IR fixed point.
In practical applications of the RGmethod to quantum field theories, it turns out
that the actual computation of critical fixed points is highly complicated, even more
so when more than one coupling is relevant or marginal, therefore it is sometimes
useful to address the problem in the following manner. Consider a model with two
coupling constants κ1 and κ2, then the fixed point κc = (κc1, κc2) is a solution of
β1(κ1, κ2) = 0, (1.93)
β2(κ1, κ2) = 0. (1.94)
Suppose we first solve β1 for κ1, and we assume that the solution can be expressed
in terms of a function f with the property
κ1 = f(κ2) → β1(f(κ2), κ2) = 0. (1.95)
Then κc2, provided that it exists, follows from the solution(s) of
β2(f(κ2), κ2) = 0, (1.96)
and κc1 = f(κc2). The above sketched method is particularly useful when the
function β1 has a much simpler structure than the function β2, i.e. the function f
is rather easy to determine from Eq. (1.93).
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1.3.3 Step 3. Renormalization and fine-tuning
The renormalization of a QFT can be considered as the RG transformation of a
set of so-called bare couplings κ(Λ) defined at an UV cutoff Λ to a set of couplings
κ(µ), where µ≪ Λ is some energy scale related to the resolution of an experimental
apparatus (think of particle accelerators). Thus the couplings κ(µ) are assumed
to be related to experimentally measurable quantities (of course only interacting
particles are measurable). Then if the limit
κ(µ) = lim
Λ→∞
R [µ/Λ, κ(Λ)] , (1.97)
(with µ fixed) exists and can be arranged in such a way that the set of couplings κ(µ)
describe an interacting theory5, then this particular QFT is said to have a nontrivial
continuum limit. That is, the set of couplings κ(µ) (“macroscopic quantities”)
obtained from experiments are independent of any microscopic length scale 1/Λ.
When a nontrivial continuum limit does not exists, it does not necessarily imply
that the corresponding QFT is useless, such a model can still be used as a low
energy effective field theory for physics corresponding to energies E ≤ Λ, where the
cutoff Λ now has physical implications. For gauge theories, the Ward-Takahashi
identities (or Slavnov–Taylor identities for non-Abelian gauge theories) reflecting
the local gauge symmetry are crucial for a non-trivial continuum limit to exist.
The “arrangement” of the continuum limit, as mentioned previously depends on
the so-called fine-tuning of relevant and marginal interactions. In order that the
couplings κ(µ) coincide with e.g. experimental values, one has to choose partic-
ular values for the relevant and marginal “bare” couplings κ(Λ) which lie in the
neighbourhood of a critical fixed point. This is referred to as fine-tuning.
Now that we have a method to identify couplings κ and, consequently, the
corresponding operators O as relevant, marginal and irrelevant, the question arises;
why are irrelevant interactions irrelevant? The answer is: irrelevant interactions or
couplings do not have to be fine-tuned, and their effect can completely be absorbed
by suitable modifications of the fine-tuning of relevant and marginal couplings. As
a result, the effect of irrelevant interactions in the infrared region is suppressed by
factors (µ/Λ)
η
with η > 0. From Eqs. (1.84) and (1.86), and assuming κi(Λ) is
sufficiently close to κci we obtain that
βi(κ) ≈ ηi(κi − κci) =⇒ κi(µ) ≈ κci + (µ/Λ)ηi (κi(Λ)− κci). (1.98)
Thus, if ηi > 0 (i.e. κi is irrelevant) the value of κi(µ) is insensitive to the bare value
κi(Λ) for µ ≪ Λ, and κi(µ) approaches the IR fixed point κci; the effect of κi(Λ)
is suppressed by a factor (µ/Λ)ηi . This also means that the IR fixed point of an
irrelevant coupling is determined in terms of the relevant and marginal couplings.
However, if ηi < 0 (i.e. κi is relevant) the second term on the right-hand side
of Eq. (1.98) dominates, for µ≪ Λ, and the only way to get a small value for κ(µ)
5At least one κi of the set of couplings κ(µ) should have a non-Gaussian value.
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in the infrared is to fine-tune κi(Λ) precisely to the UV fixed point κci. Marginal
couplings (ηi = 0), because they usually are described by logarithmic scaling, are
less restricted in the fine-tuning process.
The relevant and marginal couplings with UV fixed points correspond to in-
teracting theories, and a correlation length ξ = 1/m can be defined; right at the
critical fixed point the correlation length diverges ξ = ∞ (thus zero mass m = 0).
Usually the correlation length can be identified with a physical observable, and in
order to get a finite nonzero value for m, this requires fine-tuning of bare couplings.
Suppose we have a model with one coupling κ describing interactions, then
Λ
dκ
dΛ
= β(κ) =⇒ log Λ/m =
κ(Λ)∫
κ(m)
dκ
β(κ)
, m = 1/ξ. (1.99)
Thus, keeping the correlation length ξ = 1/m fixed, in the continuum limit Λ→∞
the integral on the left-hand side diverges to +∞. Hence, in order that the right-
hand side diverges too, κ(Λ) has to be fine-tuned to κc for an UV fixed point
(provided that β has a first order zero (or higher) at κc).
In order to pin-point whether a coupling is irrelevant or not, the critical exponent
ηi is usually written as
ηi = d
c
i − d− γi, (1.100)
where dci is the canonical dimension defined in Eq. (1.57), d dimension of the space-
time manifold, and γi defined as the anomalous dimension of the corresponding
operator Oi. The existence of an anomalous dimension is a result of (non-trivial)
dynamics near a critical point, and therefore the quantity
ddyni ≡ dci − γi (1.101)
is called the “dynamical” dimension of the operator Oi. By neglecting the effect of
dynamics, thus neglecting γi, ηi is determined by the canonical dimension d
c
i of the
operator Oi (this is referred to as naive dimensional analysis). By so comparing the
effective actions (1.55) and (1.64), we expect the couplings κ to have the scaling
relations
κ(Λ′) ∼ κ(Λ) (Λ/Λ′)d−d
c
=⇒ β(κ(Λ)) = (dc − d)κ(Λ). (1.102)
In this context, operators with dc > d are labeled naively irrelevant, and the anoma-
lous dimension γ, Eq. (1.100), can turn naively irrelevant operators into relevant
(or marginal) ones, and vice versa.
Since the generating functional is functional integral of the field degrees of free-
dom, we can rescale the fundamental fields φ = (φ1, φ2, . . .). This is equivalent
to a redefinition of couplings and sources, see Zinn-Justin Chapt. 8 [6]. The cou-
plings which correspond to a rescaling of the fundamental degrees of freedom (i.e.
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the fields) are called Z factors, and the remaining couplings g are “physical” cou-
pling constants. For instance, suppose for a theory with two fundamental fields
φ = (φ1, φ2), the action S
eff
Λ Eq. (1.55) contains a term ∝ κiOi [φ1, φ2], then we
define:
gi(Λ)Z
n/2
φ1
(Λ, g(Λ))Z
m/2
φ2
(Λ, g(Λ)) ≡ κi(Λ), (1.103)
where the operator Oi contains n powers φ1, and m powers of φ2, and where g =
(g1, g2, . . .) is the set of “physical” coupling constants. With such a redefinition
of coupling constants, the connected Green functions now implicitly depend on
couplings g only. Renormalizability is now the statement that a connected Green
function6
G
(n,m)
C [x1, . . . , xn, y1, . . . , ym,Λ, g(Λ)]
∼ 〈0|T (φ1l(x1) · · ·φ1l(xn)φ2l(y1) · · ·φ2l(ym)) |0〉connected, (1.104)
satisfies the identity
Z
n/2
φ1
(Λ′, g′)Z
m/2
φ2
(Λ′, g′)G
(n,m)
C [x1, . . . , xn, y1, . . . , ym,Λ
′, g′]
= Z
n/2
φ1
(Λ, g)Z
m/2
φ2
(Λ, g)G
(n,m)
C [x1, . . . , xn, y1, . . . , ym,Λ, g], (1.105)
where g′ = g(Λ′), and g = g(Λ). Thus
0 = Λ
d
dΛ
{
Z
n/2
φ1
(Λ, g)Z
m/2
φ2
(Λ, g)G
(n,m)
C [x1, . . . , xn, y1, . . . , ym,Λ, g]
}
. (1.106)
The identities Eq.(1.105) and (1.106) follow in theory from the RG invariance of the
generating functional, Eq. (1.65), and the SDE (1.11). They are supposedly exact7,
if the generating functional is spanned by the entire (infinite) set of operators Oi.
However, the RG method tells us we only need to take into account the relevant and
marginal operators, and then the identity is an approximate one, with corrections
of the irrelevant type (e.g. (E/Λ)n, n ≥ 0, and E ≪ Λ in momentum space). As
an example consider a connected two-point Green function (see Eq. (1.12)):
G
(2)
C (x, y) = G
(2)
C [x, y,Λ, g] ∼
δ2 logZΛ [Zφ, g, JΛ]
δJΛ(y)δJΛ(x)
∼
∫
p≤Λ
d4p e−ip(x−y)G
(2)
C [p,Λ, g], (1.107)
where G
(2)
C [p,Λ, g] is the Fourier transform of G
(2)
C [x, y,Λ, g].
6We introduce the notation 〈〉connected for connected time-ordered vacuum expectation values.
7Though a proof of the indentities Eq.(1.105) and (1.106) is highly nontrivial, and cannot be
given for most practical applications of QFT beyond perturbation theory.
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Analogous to Eq. (1.105), we have the identity
Zφ(Λ
′, g′)G
(2)
C [p,Λ
′, g′] = Zφ(Λ, g)G
(2)
C [p,Λ, g], p ≤ Λ′ < Λ. (1.108)
Thus
0 = Λ
d
dΛ
{
Zφ(Λ, g)G
(2)
C [p,Λ, g]
}
=⇒ (1.109)
0 =
[
η(g) +
∑
i
βi(g)
∂
∂gi(Λ)
+ Λ
∂
∂Λ
]
G
(2)
C [p,Λ, g], (1.110)
where we have defined
βi(g) ≡ Λdgi
dΛ
, η(g)Zφ ≡ ΛdZφ
dΛ
. (1.111)
Equation (1.110) is an example of a Callan–Symanzik equation, see Ref. [62, 63]. If
we consider the asymptotic behavior, or short distance behavior, i.e.
ξ−1 ≪ p≪ Λ, (1.112)
of the connected two-point function G
(2)
C :
G
(2)
C [p,Λ, g] ≈
1
Λ2
(
Λ
p
)2−η(g) [
1 + a
(
m
p
)2−η
+ b
( p
Λ
)σ1
+ · · ·
]
, (1.113)
where a, b, are nonuniversal constants, the exponent σ1 is positive (σ1 > 0), and
m = 1/ξ. Then such an asymptotic behavior approximately satisfies the Callan-
Symanzik Eq. (1.110) (i.e. up to corrections of the irrelevant type) provided the
physical couplings are close to their critical values, i.e. βi(g) ≈ 0.
Naive dimensional analysis implies that Zφ is of the marginal type, η = 0, hence
η is referred to as twice the anomalous dimension of the field φ, or in fact the anoma-
lous dimension of the kinetic term. The above derivation of the Callan–Symanzik
equation for a two-point Green function can straightforwardly be generalized for
arbitrary n-point Green functions.
In the context of renormalizability, we conclude this section by mentioning some
properties of gauge theories. As mentioned previously, gauge symmetries are con-
tinuous local symmetries of the classical action, and give rise to Ward–Takahashi
identities. These so-called WTIs follow in principle from the SDEs, and are crucial
in determining whether or not a nontrivial continuum limit exists.
A problem connected with the gauge symmetry is the gauge fixing procedure.
The problem occurs in the functional integration, where the integration of paths,
which are mutually connected by gauge transformations, and hence have the same
functional weight, give rise to uncontrollable infinities. To control these infinities,
one has to gauge fix the generating functional. The BRST formalism, see for an
introduction Ref. [64], takes care of this gauge fixing mechanism, and for QED (and
thus the GNJL model) it is similar to the Gupta–Bleuler formalism.
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1.4 The Goldstone mechanism
The Goldstone theorem was first suggested by Goldstone [65] and later proved
by Goldstone, Salam, and Weinberg [66]. Many textbooks on QFT discuss the
Goldstone mechanism extensively; we refer to Refs. [3, 2]. The first example of the
Goldstone mechanism in relativistic particle physics is given by the Nambu–Jona-
Lasinio model, [1], where the chiral symmetry is spontaneously broken.
Spontaneous symmetry breaking is the phenomenon that an invariance of the
action of a model (i.e. a symmetry on the dynamical level) is not an invariance of its
vacuum. If the broken symmetry is a continuous one, it gives rise to the Goldstone
mechanism.
In classical field theory, a continuous symmetry described by a Lie group G of
an action implies, according to Noether’s theorem, the existence of conserved local
currents jaµ(x)
∂µjaµ(x) = 0, (1.114)
with a = 1, 2, . . . , n, where n is the number of the group generators. Then the space
integrals of the time component of the currents jµa define conserved charges Q
a
corresponding to continuous symmetry (by implementation of the Stokes theorem
neglecting surface terms):
Qa ≡
∫
d3x ja0 (x) −→
d
dt
Qa(t) = 0. (1.115)
The charges Qa can be considered as the generators of the Lie group G, i.e. the
action or Lagrangian is invariant under unitary transformations of the fundamental
field φ
U(θ) ∈ G, φ→ φ′ = U †(θ)φU(θ), U(θ) = exp{iθaQa}. (1.116)
The infinitesimal transformations θa ≪ 1 of operators Oi of fields φ are generated
by Qa:
δOi [φ] = −iθa{Qa, Oi [φ]}, (1.117)
where { , } is the Poisson bracket. In quantum field theory the Poisson bracket is
replaced by a commutator if Q is a bosonic operator or by an anti-commutator if
Q is fermionic .
In a quantum field model with a conserved current operator jaµ(x), spontaneous
symmetry breaking is now characterized by the condition that there exist an oper-
ator Oi for which
〈0|δOi [φ] |0〉 6= 0, (1.118)
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thus at least one of the charges Qa of Eq. (1.117) does not annihilate the vacuum;
the vacuum is not invariant under the continuous symmetry transformation. If
the operator Oi [φ] breaking the invariance of the vacuum is a composite operator,
instead of being a single field, we speak of a dynamically broken symmetry.
The Goldstone theorem states the following. Consider a Lorentz and transla-
tional invariant local field theory, with conserved currents jµa relating to a Lie group
G. Assume that this symmetry is spontaneously broken so that Eq. (1.118) holds.
Then there are massless particles (The Nambu–Goldstone (NG) bosons) with the
same quantum numbers as the operators Oi[φ], which couple both to the currents
jaµ and operators Oi[φ]. The NG–bosons are indeed bosons if the Oi[φ] is a bosonic
operator, however in general this need not be the case.
The degeneracy of the vacuum in a theory with a spontaneously broken symme-
try is connected with existence of a phase transition in the model, hence vacuum
degeneracy can only occur in systems with infinitely many degrees of freedom.
In the framework of SDEs a particular continuous symmetry gives rise to so-
called Green-Ward–Takahashi or Ward–Takahashi identities, and the existence of a
massless particle follows from the low-energy limits (p→ 0) of corresponding Ward–
Takahashi identities. These low-energy relations are very useful when a symmetry
is not completely exact, but explicitly broken by a small external field (think of the
external field h in magnetic systems, or a bare particle massm0 in case of chiral sym-
metry). If the spontaneous symmetry breaking mechanism is much stronger than
the explicit symmetry breaking, then one can derive, in case of chiral symmetries
(see next section), the partial-conserved-axial-current (PCAC) relations.
Let us discus now the specific case of dynamical chiral symmetry breaking.
1.4.1 Chiral symmetry
Chiral symmetry is a special continuous symmetry of massless fermions. In nature,
most fermions that we know of do have masses (even neutrinos are not (anymore)
believed to be completely massless), hence the chiral symmetry is a broken symme-
try. Consider the following Lagrangian in 4 dimensions,
L = ψ¯(x)Dˆψ(x), (1.119)
where Dˆ = γµDµ is a covariant derivative supposedly containing gauge interactions.
Then, the Lagrangian is invariant under the chiral transformations
ψ → ψ′ = eiθγ5ψ, ψ¯ → ψ¯′ = ψ¯ eiθγ5 , (1.120)
where θ is some arbitrary parameter, and the γ5 matrix is defined as
γ5 = iγ
0γ1γ2γ3 = γ†5 , {γµ, γ5} = 0, γ25 = 1. (1.121)
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The chiral symmetry implies that the Lagrangian can be written in terms of “left-
handed’, and “right-handed” spinors,
ψL =
(
1 + γ5
2
)
ψ, ψR =
(
1− γ5
2
)
ψ, (1.122)
so that
L = ψ¯LDˆψL + ψ¯RDˆψR. (1.123)
A mass term m0ψ¯ψ is not invariant under the chiral transformations, and the La-
grangian with mass term would read
L = ψ¯LDˆψL + ψ¯RDˆψR −m0ψ¯LψR −m0ψ¯RψL. (1.124)
Thus a mass term mixes the left-handed and right-handed spinors. The chiral
symmetry gives rise to a conserved axial current:
j5µ = ψ¯γ5γµψ, ∂µj
5µ = 0. (1.125)
With a bare mass term, the chiral symmetry is explicitly broken and the current is
not conserved
∂µj
5µ = m0ψ¯iγ
5ψ. (1.126)
The current j5µ defines a charge Q5 as the generator of the chiral symmetry.
In the framework of spontaneous symmetry breaking given by Eq. (1.118), let
us consider a composite pseudoscalar operator O
[
ψ¯, ψ
]
= ψ¯(x)iγ5ψ(x). Under the
infinitesimal chiral transformations (1.120) (i.e. θ ≪ 1), the operator transforms as
δ
(
ψ¯iγ5ψ
)
= −2θψ¯ψ. (1.127)
If now, in absence of bare masses in the Lagrangian (1.119),
〈0|δ (ψ¯iγ5ψ) |0〉 6= 0 =⇒ 〈0|ψ¯ψ|0〉 6= 0, (1.128)
we conclude that the chiral symmetry is dynamically broken (i.e. spontaneously
broken by a composite operator). The Goldstone theorem implies the existence of
a massless pseudoscalar particle (a pion).
By using the chiral symmetry, we can always rotate in such a way that the
spontaneous symmetry breaking or “long range order” is in the same direction
(in the space spanned by the operators ψ¯ψ and ψ¯iγ5ψ) as the explicit symmetry
breaking caused by a bare mass term m0ψ¯ψ term, i.e.
〈0|ψ¯iγ5ψ|0〉 = 0, 〈0|ψ¯ψ|0〉 6= 0. (1.129)
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Thus the “long-range order” is in the direction of the bare mass operator ψ¯ψ. Then
correlations
〈0|T (ψ¯ψ(x)ψ¯ψ(0)) |0〉connected (1.130)
of the operator ψ¯ψ are referred to as longitudinal, and correlations
〈0|T (ψ¯iγ5ψ(x)ψ¯iγ5ψ(0)) |0〉connected (1.131)
of the operator ψ¯iγ5ψ are transverse to ψ¯ψ. The massless NG–boson is described by
the correlations transverse to the direction of ordering. It means that it costs a small
amount of energy to change the direction of ordering in the transverse direction.
1.5 The gauged Nambu–Jona-Lasinio model
Let us introduce the gauged Nambu–Jona-Lasinio (GNJL) model. The GNJL model
is the gauged version of the first model describing dynamical breaking of chiral
symmetry in particles physics, i.e. the Nambu–Jona-Lasinio model [1]. If the gauge
symmetry is U(1), the GNJL model can also be consider as QED with additional
four-fermion interactions. Bardeen, Leung, and Love proposed to study the GNJL
model in Refs. [12, 13]. They argued that, due to the appearance of large anomalous
dimension for the four-fermion operators, the formally irrelevant operators become
marginal at the critical gauge coupling α0 = αc of QED.
The interest in the GNJL model has been stimulated by its importance for con-
structing extended technicolour models (ETC) and top-quark condensate models.
For an extensive introduction to such models see [3].
The gauged NJL model is described by the Lagrangian
L1 = ψ¯(iγµDµ −m0)ψ − 1
4
FµνF
µν +
G0
2
[
(ψ¯ψ)2 + (ψ¯iγ5ψ)
2
]
, (1.132)
where Dµ = ∂µ + ie0Aµ is the covariant derivative, and where G0 is the dimen-
sionful coupling constant8 of the chirally invariant four-fermion interaction. Since
the canonical dimension of fermion fields is 3/2, the dimension of G0 is negative in
terms of energy units,
dim(G0) = −2. (1.133)
In other words, the canonical dimension dc, Eq. (1.57), of the local operator (ψ¯ψ)2
is six, and naively it corresponds to an irrelevant operator. In the absence of a
fermion mass term m0 which breaks the chiral symmetry explicitly, the Lagrangian
(1.132) possesses a U(1) gauge symmetry and a global UL(1) × UR(1) chiral sym-
metry. It is straightforward to extend and consider the GNJL model describing N
8G0 is commonly referred to as the Fermi coupling constant.
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fermion flavors with a UL(N)×UR(N) (or UV (N)×UA(N)) chiral symmetry. The
Lagrangian of the GNJL model with N fermion flavors is described in appendix A,
and the SDEs of this model will be given in chapter 2. In chapter 5 the large N
limit of the GNJL model will be analyzed.
1.6 The auxiliary field method
The four-fermion interaction of (1.132) is quartic in the fermion fields, which is
rather inconvenient for the description of the quantum field model in terms of
Feynman graphs and Schwinger-Dyson equations. The quartic terms give rise to
two-loop SDEs for even the two-point Green functions such as the fermion propa-
gator. The problem can be circumvented elegantly by introducing auxiliary chiral
fields σ and π, which are (real) spinless scalar fields. We can rewrite the Lagrangian
Eq. (1.132) as follows
L2 = ψ¯iγµDµψ − 1
4
FµνF
µν − ψ¯(σ + iγ5π)ψ − 1
2G0
[
(σ −m0)2 + π2
]
. (1.134)
The Euler-Lagrange equations for the auxiliary fields σ, π are
σ = m0 −G0ψ¯ψ, π = −G0ψ¯iγ5ψ, (1.135)
which ensure the equivalence of the LagrangiansL1 and L2 on-shell. The Lagrangian
L2 is now only quadratic in the fermion fields. The constraints (1.135) represent the
fact that the auxiliary fields σ and π describe the scalar and pseudoscalar fermion-
anti-fermion degrees of freedom given by the composite operators ψ¯ψ and ψ¯iγ5ψ.
In terms of the path integral formalism the equivalence of the Lagrangians
(1.132) and (1.134) emerges from the following equality for the generating func-
tional Z:
Z = N
∫
DψDψ¯DA exp
[
i
∫
d4xL1(ψ, ψ¯, A)
]
= N ′
∫
DψDψ¯DADσDπ exp
[
i
∫
d4xL2(ψ, ψ¯, A, σ, π)
]
, (1.136)
where N and N ′ are some normalization constants, and it is implicitly understood
that the integration measure of the gauge field A includes factors connected with
the gauge fixing. The equality in Eq. (1.136) is the so-called Hubbard-Stratonovich
trick or the auxiliary field method, reintroduced into quantum field theory by Gross
and Neveu [67].
The model described by L2 is invariant under the combined chiral transforma-
tions Eq. (1.120), and(
σ
π
)
→
(
σ′
π′
)
=
(
cos 2θ sin 2θ
− sin 2θ cos 2θ
)(
σ
π
)
, (1.137)
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for the auxiliary or composite fields. If m0 = 0, the chiral symmetry gives rise to
the conserved axial current j5µ:
j5µ = ψ¯γ5γµψ, ∂µj
5µ = 0. (1.138)
with a bare mass the chiral symmetry is explicitly broken as given by Eq. (1.126).
After performing a regularization of the generating functional, Eq. (1.136), and
introducing the ultra-violet cutoff Λ, we have three “physical” bare running coupling
constants, m0, g0, α0:
m0 ≡ m(Λ), g0 = G0Λ2/4π2 ≡ g(Λ), α0 = e20/4π ≡ α(Λ), (1.139)
and four Z factors or renormalization constants Z2, Z3, Zσ, and Zπ:
Z
1/2
2 (Λ
′/Λ)ψ(Λ′)(x) = ψ(x), Z
1/2
3 (Λ
′/Λ)Aµ(Λ′)(x) = A
µ(x), (1.140)
Zσ(Λ
′/Λ)σ(Λ′)(x) = σ(x), Zπ(Λ
′/Λ)π(Λ′)(x) = π(x), (1.141)
where Λ′/Λ ≤ 1, and the fields ψ, Aµ, π, σ are the bare fields defined at the UV
cutoff Λ, e.g. compare with φl of Eq. (1.54), and the fields ψ(Λ′) are “renormalized
fields” defined at the scale Λ′, e.g. compare with φl′ of Eq. (1.62).
Chapter 2
SDEs of the GNJL model
In this chapter we introduce the Schwinger–Dyson (SDE) equations, and the Ward
identities for the GNJL model. In section 2.1 after introducing the generating
functional, we present a derivation of SDEs for the Green functions in momentum
space. In section 2.2 we review the vector and axial Ward identities, and derive
the SDE for the axial-vector vertex. In addition the partial conserved axial current
(PCAC) relation are discussed briefly. Finally some basic properties of particles,
resonances and tachyons are mentioned in section 2.3.
2.1 The generating functional
Suppose that we have some fundamental action Sf analogous to Eq. (1.47) (e.g the
action of QED) for which the Wilsonian effective action (1.58) given at some cutoff
Λ is the GNJL model. We assume that the GNJL model action can be hypotheti-
cally obtained from Sf after a suitable Pauli–Villars regularization as described in
subsection 1.3.1. Thus we write in Minkowski space
SeffΛ [κ(Λ), φl] =
∫
d4x [LGNJL + LGF] , (2.1)
where we omit the infinite sum of irrelevant interactions. The GNJL model La-
grangian LGNJL describes the local interactions of the fields, and for the GNJL
model with N fermion flavors we have
LGNJL = −1
4
FµνF
µν +
N∑
i=1
ψ¯iiγ
µDµψi −
N∑
i,j=1
N2−1∑
α=0
ψ¯iτ
α
ij(σ
α + iγ5π
α)ψj
− 1
2G0
N2−1∑
α=0
[
(σα)2 + (πα)2)− 2cασα] , (2.2)
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where τα are the generators of U(N), cα = Tr [Mτα], and Mij = m
(i)δij is the
diagonal mass matrix, see also appendix A. The term LGF in Eq. (2.1) represents the
gauge fixing part of the Lagrangian. An additional condition is needed, the Gupta–
Bleuler gauge fixing. We use a standard covariant gauge fixing with a constant
gauge parameter ξ, i.e.
LGF = −1/2ξ (∂µAµ)2 . (2.3)
In case of the GNJL model the coupling constants and fields are
κ(Λ) = (m0, g0, α0, ξ, Z2, Z3, Zσ, Zπ), (2.4)
φl =
(
A, ψ¯, ψ, σ, π
)
, (2.5)
The set of bare coupling constants (except ξ) and renormalization constants are
given by Eqs. (1.139)–(1.141), and the set of fields φl are the “low” energy modes
analogous to φl of Eqs. (1.54) and (1.60).
From Eq. (2.1) we construct the generating functional analogous to Eq. (1.61),
Z[J] = N(Λ)
∫
Dφl exp
{
iSeffΛ [κ(Λ), φl] + iSJ [J, φl]
}
, (2.6)
where the dependence of Z on the cutoff Λ and the couplings κ(Λ) is taken implicitly.
The functional “measure” is defined as
Dφl ≡ DADψ¯DψDσDπ. (2.7)
We implicitly take the product of measures over all flavor, Dirac, and Lorentz indices
of the fields. The “source” action SJ is given by
SJ [J, φl] =
∫
d4x

JµAµ + N∑
i=1
[
η¯iψi + ψ¯iηi
]
+
N2−1∑
α=0
[Jασ σ
α + Jαπ π
α]

 , (2.8)
where
J = (J, η, η¯, Jσ, Jπ). (2.9)
The sources J are defined in a similar manner as the sources JΛ of Eq. (1.61). The
source action defines the response of the system to arbitrary perturbations for which
the sources form a suitable basis. J , η and η¯ are the usual sources of QED, and Jσ
and Jπ are the sources which couple to the auxiliary fields, σ and π.
As was discussed in section 1.1, the starting point to derive the Schwinger-Dyson
equations (SDE) is the following formal identity for the generating functional (2.6):∫
Dφl exp
{
iSeffΛ + iSJ
} δ
δφl(x)
(
SeffΛ + SJ
)
= 0, (2.10)
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where φl is either one of the five fields of the model φl = A,ψ, ψ¯, σ, π. From
Eq. (2.10) the SDE for the propagators and vertices in momentum space can be
obtained.
Taking into account that the fields ψ¯, ψ and the sources η and η¯ are Grassman
variables, we obtain five functional differential equations for the generating func-
tional Z. The functional derivates in Eq. (2.10) follow from Eqs. (2.2), (2.3), and
(2.8). If we then replace the functional integrand by differentiations with respect
to source terms the equation (2.10) is equivalent to the following set of functional
differential equations:
0 =
{[
∂λ∂
λgµν − (ξ − 1)
ξ
∂µ∂ν
]
δ
iδJν(x)
−e0γµba
δ
iδη¯ai(x)
δ
iδηbi(x)
+ Jµ(x)
}
Z[J], (2.11)
0 =
{
(i∂ˆ)be
δ
iδηbj(x)
+ e0γ
µ
be
δ
iδJµ(x)
δ
iδηbj(x)
+ταij
[
δ
iδJασ (x)
+ iγ5
δ
iδJαπ (x)
]
be
δ
iδηbi(x)
+ η¯ej(x)
}
Z[J], (2.12)
0 =
{
(i∂ˆ)ea
δ
iδη¯ai(x)
− e0γµea
δ
iδJµ(x)
δ
iδη¯ai(x)
−ταij
δ
iδη¯aj(x)
[
δ
iδJασ (x)
+ iγ5
δ
iδJαπ (x)
]
ea
+ ηei(x)
}
Z[J], (2.13)
0 =
{
− 1
G0
δ
iδJασ (x)
− ταij1cd
δ
iδη¯dj(x)
δ
iδηci(x)
+
cα
G0
+ Jασ (x)
}
Z[J], (2.14)
0 =
{
− 1
G0
δ
iδJαπ (x)
− ταijiγ5cd
δ
iδη¯dj(x)
δ
iδηci(x)
+ Jαπ (x)
}
Z[J]. (2.15)
We use the standard summation convention, i.e. a respective sum over double
indices (flavor, Lorentz, Dirac indices).
SDEs for time-order vacuum expectation values can be obtained by differentiat-
ing the above expression with respect to various source terms. The above set of five
functional differential equations determine the entire structure of our model and
should be considered as the equations of motion.
As was pointed out in subsection 1.3.1, the low energy modes φl of Eq. (2.5)
give rise to a momentum cutoff Λ in the Fourier transforms of these modes, see
Eq. (1.60). Consequently the cutoff Λ enters the expressions for the momentum
space Green functions. Therefore we introduce the notation∫
Λ
d4p =
∫
|p|≤Λ
d4p . (2.16)
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This is referred to as the “hard” cutoff regularization.
2.1.1 Condensates
Condensates are described as nonzero vacuum expectation values of local operators
at a single space time point, e.g. 〈0|φ(x)|0〉. Because of the translational invariance
of the vacuum, a condensate is independent of the space-time point x, 〈φ(x)〉 =
〈φ(0)〉.
Most condensates are zero, for instance the vacuum expectation value of a single
vector field Aµ will be zero due to charge conjugation. The SDEs for the chiral
condensates can be derived from SDE (2.14) by putting the sources to zero. The
chiral symmetry is used in such a way that all pseudoscalar condensates are zero,
〈0|πα|0〉 = 0. (2.17)
For the scalar condensates we then find
〈0|σα|0〉 = cα +G0
N∑
i=1
ταii Tr
[
iS(i)(0)
]
, (2.18)
where iS(i)(0) the fermion propagator in coordinate space and Tr
[
iS(i)(0)
]
is the
fermionic chiral condensate of a specific flavor i
− 〈0|ψ¯iψi|0〉 ≡ Tr
[
iS(i)(0)
]
=
∫
Λ
d4k
(2π)4
Tr
[
iS(i)(k)
]
. (2.19)
One should note that when the bare masses of the fermions are identical (the N
fermions are degenerate) the mass matrix M is proportional to the identity matrix
and all condensates vanish except 〈0|σ0|0〉.
2.1.2 The SDE for the photon propagator
The SDE for the gauge boson, the photon, is derived from Eq. (2.11) by differenti-
ating with respect to Jµ(y), and in momentum space reads
− iDµν−1(q) = −i
[
−q2gµν + (ξ − 1)
ξ
qµqν
]
− iΠµν(q), (2.20)
where Πµν(q) is the vacuum polarization defined as
iΠµν(q) ≡ (−1)
N∑
i=1
∫
Λ
d4k
(2π)4
× Tr
[
(−ie0)γµiS(i)(k)(−ie0)Γ(i)ν(k, k − q)iS(i)(k − q)
]
. (2.21)
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The vector Ward-Takahashi, which will be introduced in the next section, ensures
that the vacuum polarization tensor is transverse, qµΠ
µν(q) = 0, hence we write
Πµν(q) = (−q2gµν + qµqν)Π(q2), (2.22)
in terms of the vacuum polarization Π(p2). The SDE for the photon propagator is
depicted in Fig. 2.1. For the “Feynman rules” we refer to appendix C.
−1
=
−1
−
Figure 2.1: The SDE for the photon propagator.
2.1.3 The SDE for the fermion propagator
The SDE for the fermion propagator (see definition in appendix B, Eq. (B.21)) in
momentum space follows from Eq. (2.13) by differentiating with respect to ηbj(y)
and setting sources to zero.1 After Fourier transforming the SDE in coordinate
space to momentum space, we obtain the SDE for the fermion propagator
− iS(i)−1(p) = −i(pˆ−m(i))− (−i1)G0
∫
Λ
d4k
(2π)4
Tr
[
iS(i)(k)
]
−
∫
Λ
d4k
(2π)4
(−ie0)γµiS(i)(k)(−ie0)Γ(i)ν(k, p)iDνµ(k − p)
−
N∑
j=1
N2−1∑
β=0
∫
Λ
d4k
(2π)4
(−i1)τβijiS(j)(k)(−i)ΓβSji(k, p)i∆(β)S (k − p)
−
N∑
j=1
N2−1∑
β=0
∫
Λ
d4k
(2π)4
(γ5)τ
β
ij iS
(j)(k)(−i)ΓβPji(k, p)i∆(β)P (k − p),
(2.23)
where Dirac indices have been omitted. In the derivation of the above equation we
have used Eqs. (2.17) and (2.18) and the Fierz identity (see for instance [3] and
appendix A).
The general structure of the fermion propagator of flavor (f) is
S(f)−1(p) =
pˆ− Σ(f)(p2))
Z(f)(p2)
, (2.24)
1Or, equivalently, from Eq. (2.12) by differentiation with respect to η¯
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since we have rotated all parts proportional to iγ5 to zero. The scalar function Z
is called the fermion wave function, and Σ the fermion mass function.2 The SDE
for the fermion propagator is depicted in Fig. 2.2.
−1
=
−1
− −
B
B
Figure 2.2: The SDE for the fermion propagator.
2.1.4 SDEs for the scalar and pseudoscalar propagators
SDEs for the scalar and pseudoscalar follow from Eqs.(2.14) and (2.15) by differen-
tiating with respect to appropriate sources. Inverting the equations subsequently to
momentum space by using the definitions given in appendix B, we find the following
SDEs. The SDE for the scalar propagator is
− i∆(α)−1S (q) = (−iG0)−1 − iΠ(α)S (q2), (2.25)
where the scalar vacuum polarization is defined as
iΠ
(α)
S (q
2) ≡ (−1)
N∑
i=1
N∑
j=1
∫
Λ
d4k
(2π)4
× Tr
[
(−i1)ταijiS(j)(k)(−i)ΓαSji(k, k − q)iS(i)(k − q)
]
, (2.26)
where the factor (-1) is a consequence of the fermion loop.
The SDE for the pseudoscalar propagator is
− i∆(α)−1P (q) = (−iG0)−1 − iΠ(α)P (q2). (2.27)
The pseudoscalar vacuum polarization is defined as
iΠ
(α)
P (q
2) ≡ (−1)
N∑
i=1
N∑
j=1
∫
Λ
d4k
(2π)4
× Tr
[
(γ5)τ
α
ij iS
(j)(k)(−i)ΓαPji(k, k − q)iS(i)(k − q)
]
. (2.28)
These SDEs for scalar respectively pseudoscalar propagator ar depicted in Fig. 2.3
and Fig. 2.4.
2Another decomposition is quite common, namely S−1(p) = pˆA(p2)− B(p2).
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S
−1
=
−1
− S
Figure 2.3: The SDE for the scalar propagator.
P
−1
=
−1
− P
Figure 2.4: The SDE for the pseudoscalar propagator.
2.1.5 SDEs of the vertices
In this subsection the SDEs of the proper vertices of the GNJL model are intro-
duced. Important in the derivation of the SDE is the four-point function K(0). In
appendix B we define the 1-boson irreducible four-point function K(1) in Eq. (B.29)
and the 2-fermion 1-boson irreducible Bethe–Salpeter kernel K(2) in Eq. (B.28).
The photon-fermion vertex: The SDE for the photon-fermion vertex is ob-
tained from Eq. (2.11) by differentiation with respect to η and η¯, and transforming
the equation to momentum space.3 Using the definition of K(2) and the SDE for
the photon propagator, Eq. (2.20), we obtain
(−ie0)Γ(i)µab (k + q, k) = (−ie0)γµab +
N∑
f=1
∫
Λ
d4k1
(2π)4
×
[
iS(f)(k1 + q)(−ie0)Γ(f)µ(k1 + q, k1)iS(f)(k1)
]
dc
× (−ie20)K(2)cd,ab
ff,ii
(k1, k1 + q, k + q), (2.29)
where we have used that for i 6= j,
0 =
N∑
f=1
∫
d4k1
(2π)4
[
(−ie0)γµiS(f)(k1)iS(f)(k1 + q)
]
dc
3An alternative way is to differentiate Eq. (2.12) with respect to η¯ and Jµ. In this way the
SDE for the vertex is given in term of the two-photon two-fermion scattering kernel or compton
kernel, see Ref. [68].
48 SDEs of the GNJL model
× (−ie20)K(1)cd,ab
ff,ij
(k1, k1 + q, k + q). (2.30)
The SDE for the photon-fermion vertex is depicted in Fig. 2.5.
= + 2
Figure 2.5: The SDE for the photon-fermion vertex.
The photon-fermion vertex has a rich tensor structure; it is both a spinor matrix
and a four-vector, and therefore it can be decomposed into 12 spin-vector amplitudes
and 12 coefficients. The photon fermion vertex is written as a sum of a longitudinal
and transverse part
Γµ(k, p) = ΓµL(k, p) + Γ
µ
T (k, p), (2.31)
where the longitudinal part satisfies a Ward–Takahashi identity
qµΓ
µ
L(k + q, k) = S
−1(k + q)− S−1(k). (2.32)
This vector-Ward–Takahashi (which will be reviewed in the next section) fixes four
of the coefficients constituting the longitudinal part. The eight remaining ampli-
tudes are referred to as transverse, since they vanish after projection with in-going
photon momentum
qµΓ
µ
T (k + q, k) = 0. (2.33)
The transverse part is written as a product of eight Ball–Chiu tensors [69], T µi , and
eight scalar coefficient functions, τi((k + q)
2, k2, q2),
ΓµT (k + q, k) =
8∑
i=1
T µi (k + q, k) τi(k + q, k), (2.34)
where we write for notational convenience the scalar functions as τi(k + q, k) ≡
τi((k + q)
2, k2, q2). A modification of the T µ4 was proposed in [70]. The tensors are
listed below
T µ1 (k + q, k) = k
µq2 − qµ(k · q),
T µ2 (k + q, k) = (2kˆ + qˆ)T
µ
1 (k + q, k),
T µ3 (k + q, k) = q
2γµ − qµqˆ,
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T µ4 (k + q, k) = q
2
[
γµ(2kˆ + qˆ)− 2kµ − qµ
]
+ 2qµσνρk
νqρ,
T µ5 (k + q, k) = σ
µρqρ, (2.35)
T µ6 (k + q, k) = γ
µ((k + q)2 − k2)− (2kµ + qµ)qˆ,
T µ7 (k + q, k) =
(k + q)2 − k2
2
[
γµ(2kˆ + qˆ)− 2kµ − qµ
]
+ (2kµ + qµ)σνρk
νqρ,
T µ8 (k + q, k) = −γµσνρkνqρ + kµqˆ − qµkˆ,
where
σµν =
1
2
[γµ, γν ] . (2.36)
In the Feynman gauge, ξ = 1, the transverse scalar functions, τi have been computed
to one-loop order by Ball and Chiu in [69], the extension to a general covariant gauge
ξ was done by Kizilersu¨ et al. [70].
A general constraint on the eight τi’s comes from C-parity transformations. The
full vertex must transform under charge conjugation C in the same way as the bare
vertex, so that
CΓµ(k, p)C
−1 = −ΓTµ (−p,−k). (2.37)
Thus Eq. (2.37) together with
CγµC
−1 = −γTµ (2.38)
gives, using Eqs. (2.34) and (2.35),
τi(k
2, p2, q2) = τi(p
2, k2, q2), for i = 1, 2, 3, 4, 5, 7, 8,
τ6(k
2, p2, q2) = −τ6(p2, k2, q2). (2.39)
The scalar and pseudoscalar vertex: The SDE for scalar vertex is obtained
from Eq. (2.14) by differentiation with respect to η and η¯, and Fourier transforming
the equation to momentum space. Using the definition of K(2) and the SDE for the
scalar propagator, Eq. (2.25), we find
(−i)ΓαSab
ij
(k + q, k) = (−i1)abταij +
N∑
k=1
N∑
l=1
∫
Λ
d4k1
(2π)4
×
[
iS(k)(k1 + q)(−i)ΓαSkl(k1 + q, k1)iS(l)(k1)
]
dc
× (−ie20)K(2)cd,ab
lk,ij
(k1, k1 + q, k + q), (2.40)
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S = + 2S
Figure 2.6: The SDE for the scalar vertex.
P = + 2P
Figure 2.7: The SDE for the pseudoscalar vertex.
and in a similar manner the SDE for the pseudoscalar vertex is obtained,
(−i)ΓαPab
ij
(k + q, k) = (γ5)abτ
α
ij +
N∑
k=1
N∑
l=1
∫
Λ
d4k1
(2π)4
×
[
iS(k)(k1 + q)(−i)ΓαPkl(k1 + q, k1)iS(l)(k1)
]
dc
× (−ie20)K(2)cd,ab
lk,ij
(k1, k1 + q, k + q). (2.41)
These SDEs are depicted in Fig. 2.6 and Fig. 2.7.
If we consider for simplicity one fermion flavor, then, in momentum space, the
scalar and pseudoscalar vertices can be decomposed over four spinor structures4
with scalar functions in the following way
ΓS(k + q, k) = F
(s)
1 (k + q, k) + (qˆkˆ − kˆqˆ)F (s)2 (k + q, k)
+ (kˆ + qˆ)F
(s)
3 (k + q, k) + kˆF
(s)
4 (k + q, k), (2.42)
ΓP(k + q, k) = (iγ5)
[
F
(p)
1 (k + q, k) + (qˆkˆ − kˆqˆ)F (p)2 (k + q, k)
+ (kˆ + qˆ)F
(p)
3 (k + q, k) + kˆF
(p)
4 (k + q, k)
]
, (2.43)
where the scalar functions F
(s)
i and F
(p)
i depends on the squares of the Minkowski
momenta, (k + q)2, k2, q2, i.e., F (k + q, k) ≡ F ((k + q)2, k2, q2).
4This follows from Lorentz covariance.
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Now C invariance
CΓS(k, p)C
−1 = ΓTS (−p,−k), CΓP(k, p)C−1 = ΓTP(−p,−k). (2.44)
implies that the functions F
(s)
1 , F
(p)
1 , and F
(s)
2 and F
(p)
2 are symmetric under inter-
change of fermion momenta
F
(s)
i (k
2, p2, q2) = F
(s)
i (p
2, k2, q2), F
(p)
i (k
2, p2, q2) = F
(p)
i (p
2, k2, q2), (2.45)
with i = 1, 2.
2.2 Ward–Takahashi identities
In this section we review the vector and chiral Ward-Takahashi identities (WTIs),
which reflect the gauge invariance and the chiral symmetry of the GNJL model.
WTIs represent the symmetry structure of the model in terms of relations between
Green functions.
The WTIs follow from the SDEs Eq. (2.11)–Eq. (2.15) provided the model is
properly regularized.5 But usually the Ward identities are derived in a more heuris-
tic way by performing a change of the functional integration variable in the gen-
erating functional. It is then assumed that local unitary transformations leave the
path-integral measure invariant. The invariance of the measure under unitary ax-
ial and vector symmetry transformations gives rise to the vector WTIs and chiral
WTIs.
2.2.1 Vector Ward-Takahashi identities
In Abelian gauge field theories the U(1) WTI corresponding to the local symmetry
plays an essential role in the renormalizability of the model. The WTIs constrain
the independent scalings of the model and are crucial for renormalizability.
The U(1) part of the vector symmetry is local, and we assume that the functional
measure Dφl of Eq. (2.7) is invariant under local UV (1) transformations. This state-
ment gives a functional differential equation for the generating functional consistent
with the SDEs as mentioned previously. Hence we get for UV (1) transformations
the following functional differential equation:
0 =
{
1
ξ
∂ν∂
ν∂µ
δ
iδJµ
+ ∂µJ
µ + e0iη¯bj
δ
iδη¯bj
− e0iηai δ
iδηai
}
x
Z [J] , (2.46)
5This is similar to the derivation of Noether currents from Euler–Lagrange equations in classical
field theory. Contrary to what sometimes is believed, WTIs are not additional constraints imposed
on the Green functions other than already imposed by the SDEs.
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from which the Ward–Takahashi identities for Green functions can be generated.
The above expression is to be evaluated at space-time point x. Differentiation of
Eq. (2.46) with respect to Jν gives the well-known identity for photon propagator
qµD
µν(q) = −ξ q
ν
q2
. (2.47)
This condition for the photon propagator implies that the vacuum polarization
defined in Eq. (2.21) is transverse
qµΠ
µν(q) = 0. (2.48)
Hence we can write the photon propagator as
Dµν(q) = − 1
q2
(
gµν − qµqν
q2
)
1
1 + Π(q2)
− ξ qµqν
q4
, (2.49)
where Π(q2) is the vacuum polarization defined in Eq. (2.22).
Differentiating Eq. (2.46) with respect to η and η¯ and Fourier transforming the
equation to momentum space yields the WTI for the photon-fermion vertex,
(k − p)µΓ(i)µ(k, p) = S(i)−1(k)− S(i)−1(p). (2.50)
This identity relates the longitudinal part, Eq (2.31), of the vertex to the fermion
propagator.
Other vector symmetries: For the sake of completeness we also mention here
the SUV (N) WTI. This WTI follows from SUV (N) symmetry of the GNJL model
with N fermion flavors, see appendix A, and the functional differential equation
reads
0 =
{
− ∂µ(iγµ)baταji
δ2
iδη¯aiiδηbj
+ ταji
[
η¯bj
δ
iδη¯bi
− ηai δ
iδηaj
]
+
fαβγcγ
G0
δ
iδJβσ
+ fαβγJγσ
δ
iδJβσ
+ fαβγJγπ
δ
iδJβπ
}
x
Z [J] . (2.51)
2.2.2 Chiral Ward–Takahashi identities
Of great importance for the study of dynamical chiral symmetry breaking are the
chiral WTIs. These identities are similar to the vector WTIs, and can be derived
accordingly. The functional differential equation which generates chiral WTIs is
0 =
{
δα0A+ ∂µ(γ
µγ5)baτ
α
ji
δ2
iδη¯aiiδηbj
+ (iγ5)baτ
α
ji
[
η¯bj
δ
iδη¯ai
+ ηai
δ
iδηbj
]
+
gαβγcγ
G0
δ
iδJβπ
+ gαβγJγσ
δ
iδJβπ
− gαβγJγπ
δ
iδJβσ
}
x
Z [J] , (2.52)
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where α = 0, . . . , N2−1. The first term on the right-hand side, A, is the anomaly op-
erator which is only present in the UA(1) Ward identity (α = 0), it is the well known
Adler–Bell–Jackiw axial-anomaly [60, 61] and can be derived from Eqs. (2.12),
(2.13), once these equations are properly regularized by Pauli–Villars fields. The
naive assumption is that the functional measure is invariant under local unitary
transformations, however it was shown by Fujikawa [71, 72] that this is not the
case, proper regularization of the functional measure shows that the under UA(1)
transformations
ψ(x) → ψ′(x) = eiθ(x)γ5ψ(x), (2.53)
ψ¯(x) → ψ¯′(x) = ψ¯(x) eiθ(x)γ5, (2.54)
the measure (2.7) transforms as
Dφl → Dφl exp
[
−2i
∫
ddx θ(x)A(x)
]
, (2.55)
where A is the defined as the anomaly. It was shown by Hams [73] that when the
generating functional is regularized with Pauli–Villars fields, the SDEs do indeed
generate the anomaly.
In four dimensions, the anomaly term is of the form:
A(x) ∼ α0
4π
ǫµνρσFµνFρσ, (2.56)
where F is the field strength tensor and ǫ the totally antisymmetric Levi-Civita
tensor. The anomaly terms represents the explicit breakdown of UA(1) symmetry
due to quantum corrections.
In this thesis we completely neglect the role of the axial-anomaly, since at the
moment it is not clear how to implement it properly in nonperturbative studies
of chiral symmetry breaking. Secondly the dynamical breakdown of the UA(1)
symmetry, with neglect of anomaly, serves as a very useful model for the breakdown
of the more (complicated) involved SUA(N) symmetries, which are free of anomalies.
2.2.3 The axial vector vertex and PCAC
In this subsection some interesting relations following from the chiral WTI (2.52)
are reviewed. From Eq. (2.52) we can derive the identity for the axial-vector vertex.
For simplicity the case with a single fermion flavor case (N = 1) is considered with
the neglect of the ABJ-anomaly and the axial-vector vertex is defined as
[iS(k)(−i)Γµ5 (k, p)iS(p)]ab ≡
∫
d4xd4y eikx−ipy
× 〈0|T (ψ¯(0)(−iγµγ5)ψ(0)ψa(x)ψ¯b(y)) |0〉
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Γµ5 = + 0
Figure 2.8: The SDE for the axial-vector vertex.
=
∫
d4xd4y eikx−ipy(−iγµγ5)dciD(4)cd,ab(0, 0, x, y).
(2.57)
and the axial vertex as
[iS(k)(−i)Γ5(k, p)iS(p)]ab ≡
∫
d4xd4y eikx−ipy
× 〈0|T (ψ¯(0)γ5ψ(0)ψa(x)ψ¯b(y)) |0〉
=
∫
d4xd4y eikx−ipy(γ5)dciD
(4)
cd,ab(0, 0, x, y).
(2.58)
Using the definitions given in appendix B the following SDE for the axial-vector
vertex can be derived:
(−i)Γµ5ab(k + q, k) = (−iγµγ5)ab +
∫
Λ
d4k1
(2π)4
[iS(k1 + q)(−iγµγ5)iS(k1)]dc
× (−ie20)K(0)cd,ab(k1, k1 + q, k + q), (2.59)
which is depicted in Fig. 2.8, with the Feynman rules given in appendix C. The
SDE for the axial vertex is
(−i)Γ5ab(k + q, k) = (γ5)ab +
∫
Λ
d4k1
(2π)4
[iS(k1 + q)(γ5)iS(k1)]dc
× (−ie20)K(0)cd,ab(k1, k1 + q, k + q). (2.60)
The combination of the previous equation with the SDE for the pseudoscalar vertex
Eq. (2.41) yields the following relation between the pseudoscalar vertex and axial
vertex6:
(−i)Γ5(k + q, k) = (−iG0)−1i∆P(q)(−i)ΓP(k + q, k). (2.61)
6Rewrite Eq. (2.41) in terms of the scattering kernel K(0).
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~Γµ5 = + 2
~Γµ5
Figure 2.9: The SDE for the regular axial-vector vertex.
From this relation it is clear that when the pseudoscalar propagator i∆P describes
a particle with a physical mass pole at q2 = m2π, the axial vertex Γ5 also has a pole
at q2 = m2π.
If we now differentiate Eq. (2.52) with respect to η¯(y) and η(z) and transform
the equation to momentum space we find the chiral WTI for the axial-vector vertex:
(k − p)µΓµ5 (k, p) = S−1(k)(γ5) + (γ5)S−1(p)
− 2im0(−iG0)−1i∆P(k − p)ΓP(k, p) (2.62)
= S−1(k)(γ5) + (γ5)S
−1(p)− 2im0Γ5(k, p).
Hence the axial-vector vertex is related to the fermion propagator and the pseu-
doscalar vertex via the chiral WTI. Also we can show that the axial-vector vertex
contains a pole at the physical mass of the pseudoscalar by rewriting the SDE
(2.59). Using the definitions of the kernels K(1) and K(2), Eqs. (B.29) and (B.28),
we obtain from Eq. (2.59)
(−i)Γ˜µ5ab(k + q, k) = (−iγµγ5)ab +
∫
Λ
d4k1
(2π)4
×
[
iS(k1 + q)(−i)Γ˜µ5 (k + q, k)iS(k1)
]
dc
× (−ie20)K(2)cd,ab(k1, k1 + q, k + q), (2.63)
see Fig. 2.9. Since the Bethe–Salpeter kernel K(2) is defined to contains no four-
fermion poles, i.e., all scalar and pseudoscalars have been subtracted in Eq. (B.29),
this “regular” axial-vertex Γ˜µ5 now contains no poles at scalar or pseudoscalar masses
and is defined as
(−i)Γ˜µ5ab(p+ q, p) = (−i)Γµ5ab(p+ q, p)−Πµ5 (q)i∆P(q)(−i)ΓP(p+ q, p), (2.64)
where the pseudovector polarization Πµ5 is
Πµ5 (q) ≡ (−1)
∫
Λ
d4k
(2π)4
Tr [(−i)ΓP(k, k + q)iS(k + q)(−iγµγ5)iS(k)]
=
∫
Λ
d4k
(2π)4
Tr [(−iγµγ5)iS(k + q)(−i)ΓP(k + q, k)iS(k)]
= qµΠ5(q
2), (2.65)
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~Γµ5 Γµ5= − P PP
Figure 2.10: Definition of the regular axial-vector vertex.
since the expression can only be proportional to qµ times a scalar function Π5 of q
2.
The change of sign results from reversing the fermion-loop or in fact from reversing
direction of q. The definition of (−i)Γ˜µ5 is depicted in Fig. 2.10. The last term on the
right-hand side of (2.64) contains a pole at the pseudoscalar mass and is subtracted.
The residue of the pole is thus directly related to the pseudoscalar vertex and the
pseudovector polarization (2.65).
A chiral WTI exists for this pseudovector polarization which can be obtained
directly from (2.52) by differentiation with respect to source Jπ(y) of π and a
transformation to momentum space. The chiral WTI reads
qµΠ
µ
5 (q) = q
2Π5(q
2) =
2m0
G0
+ 2〈σ〉∆−1P (q). (2.66)
Since the pseudovector polarization contains no “pseudoscalar” pole it will be finite
at q2 = 0. Hence at q2 = 0 we have
∆P(q
2 = 0) = −G0〈σ〉
m0
. (2.67)
Using now the fact that
lim
q→0
qµΓ˜
µ
5 (p+ q, p) = 0, (2.68)
since possible mass pole terms have been subtracted, and using the chiral WTI
(2.62), we obtain a relation between the pseudoscalar vertex at zero boson momen-
tum and the fermion mass function,
ΓP(p, p) = (iγ5)
Σ(p2)
〈σ〉 , (2.69)
with Σ defined in Eq. (2.24). In the above derivation it was assumed that the
fermion wave function is one, Z(p2) = 1 7.
7This assumption is believed to be reliable for the quenched-ladder approximation in the Landau
gauge, ξ = 0
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The identities (2.67) and (2.69) are usually mentioned, in the literature, together
with the zero boson momentum expressions for the scalar propagator and scalar
vertex
∆S(q
2 = 0) = −G0 ∂〈σ〉
∂m0
, (2.70)
ΓS(p, p) = (1)
∂Σ(p2)
∂〈σ〉 , (2.71)
were againZ(p2) = 1 is assumed. However, these identities are not a straightforward
consequence of the chiral Ward identity (2.52), but follow from the (presummed)
analyticity of the generating functional Z[J], Eq. (2.6), in the sources J, and the
normalization Z[0] = 1.8 The analyticity in sources requires that differentiations
with respect to bare parameters (b0) of Z are zero at vanishing sources, i.e.,
∂nZ[J]
∂bn0
∣∣∣∣
J=0
= 0, b0 = m0, α0, ξ , . . . . (2.72)
Eq. (2.70) can be derived from the identity
∂2Z[J]
∂m20
∣∣∣∣
J=0
= 0, (2.73)
and, by making use of Eqs. (2.18), (2.19) and (2.25), Eq. (2.71) is obtained.
The relations given in this subsection are very important for the low-energy
effective dynamics or the PCAC dynamics. Suppose that scalar and pseudoscalar
propagators have the following low-energy or infra-red structure:
∆S(q) =
τσ
q2 −m2σ
, ∆P(q) =
τπ
q2 −m2π
. (2.74)
Then the mass-pole of the pseudoscalar at mπ also appears as a pole in the axial-
vector vertex, Γµ5 , and the residue Π5(q
2) of Eq. (2.65) is related to the pion decay
constant fπ in the following way, see e.g. Refs. [3, 74, 75, 76]:
Π5(0) =
f2π
2〈σ〉 , (2.75)
The chiral WTI (2.66) using Eq. (2.74) at q2 = 0 implies that
Π5(0) =
2〈σ〉
τπ
=⇒ fπ = 2〈σ〉
τ
1/2
π
, τπ ∼ Z2π(0), (2.76)
8This analyticity in the sources J should not be confused with analyticity in bare parameters
such as the gauge coupling α0, since the chiral phase transition is a consequence of nonanalyticity
of Z in for instance α0.
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where Zπ is the renormalization constant of the pseudoscalar field, Eq. (1.141). An
approximation to fπ can be obtained by assuming that, for small q, ΓP(k + q, k) ≈
ΓP(k, k) in Eq. (2.65), this reproduces the well-known Pagels–Stokar’s [77] formula
for f2π ,
f2π =
(
− i
2π2
)∫
d4k
π2
Σ(k2)
[k2 − Σ2(k2)]2
[
Σ(k2)− k
2
2
Σ′(k2)
]
. (2.77)
In the DχSB phase, in the chiral limit m0 → 0, Eq. (2.69) together with
Eq. (2.66) relates the pion decay constant fπ, the fermion dynamical mass Σ and the
vertex ΓP, and can be considered as the generalization of the Goldenberger–Treiman
relation in the GNJL, see for instance [3, 78]. Eq. (2.69) relates the pseudoscalar
vertex to the dynamical mass function. Moreover Eq. (2.67) tells us that if we
take the chiral limit, i.e., the bare mass m0 → 0, the pseudoscalar propagator will
describe a massless particle, mπ = 0, i.e. a Goldstone boson.
From the chiral WTI one can also derive the relation between UV behavior of
the scalar and pseudoscalar propagators and the scalar and pseudoscalar vertices.
Is to be expected that such Green functions are asymptotically degenerate, since
the UV off-shell behavior of Green functions is not determined by the low-energy
potential describing the dynamically broken chiral symmetry; it is determined by
the behavior of the “potential” far above the minimum (q ≫ mσ), where it still is
chirally symmetric (there, ∆S and ∆P are degenerate).
2.3 Particles
In the GNJL model the particle spectrum contains in addition to the usual spin-1/2
fermions, and spin-1 gauge-bosons also the spinless composite states of fermion and
anti-fermion, the scalars and pseudoscalars. Such particles or states are classified
either as massive respectively massless stable particles, unstable particles (reso-
nances), or as unphysical states called tachyons. Suppose we can write a particle
propagator phenomenologically as
∆(p) ∼ 1
p2 − µ2 , (2.78)
where for the time being we ignore spin-structure. The expression is valid for
momenta close to the singularity p2 ∼ |µ|2. Stable particles are characterized by
a real positive mass singularity µ2 ≥ 0, resonances by a complex singularity µ2 is
complex, and tachyons by an imaginary pole µ2 < 0.
Masses and decay widths play an important role in the analytic structure of
Green functions in the infra-red region. Where, by infra-red region, we refer to
momenta close to being on-shell, i.e. p2 ∼ |µ|2. Intermediate and ultra-violet
regions correspond to momenta which are highly off-shell or virtual, −p2 ≫ |µ|2. In
2.3 Particles 59
coordinate space, this means correlations are considered at distances much shorter
than the correlation length ξ ∼ 1/µ.
It is believed that analysis of SDEs in Euclidean formulation gives reliable re-
sults in the ultra-violet regions and intermediate regions, i.e., regions where the only
relevant scale is the ultra-violet cutoff Λ. However to obtain results describing a
correct analytic structure (from the physical point of view) of Green functions in the
infra-red region requires in general a more delicate analysis, and, generally speak-
ing, results are much more sensitive to the various approximations used, see, for a
thorough discussion of complex branch-point singularities of fermion propagators in
the framework of SDEs in QED and QCD, the thesis by Maris [79].
Below, a short overview is given of the various particles states that we will
encounter throughout this thesis.
Stable particles: A stable physically observable particle, is believed to have an
asymptotic in and out state and a Ka¨llen–Lehmann representation9, see [44]. A
stable particle such as a fermion or a gauge boson in an Abelian theory is described
by a particle propagator with a Lorentz structure defined by their spin, and has a
real mass singularity p2 = µ2 ≥ 0 The mass singularity is a branch point on the
positive real axis of the complex p2-plane.
Resonances: A resonance is an unstable particle or bound state with a lifetime
τ ∼ 1/Γ, where Γ is the width (or decay rate) of the resonance. A resonance of
the Breit–Wigner type [80, 81, 79] is described by a complex pole in the particle or
bound state propagator:
∆(p) ∼ 1
p2 − [M − (i/2)Γ]2 , (2.79)
which is supposed to be valid for p2 close to the resonance pole, p2 ∼ M2. The
resonance massM and width Γ are defined to be real and positive. Unitarity of the
S-matrix requires that the complex pole of the propagator lies on a second Riemann
sheet of the complex plane of p2, for an explanation of this point see for instance
[81]. When we parametrize the resonance pole with a radius R and angle θ
p2 = [M − (i/2)Γ]2 ≡ R exp(−iθ), (2.80)
then the condition
0 ≤ θ < π (2.81)
9Contrary to QCD where there is no such thing as an asymptotic in or out quark propagator,
and hence there is no Ka¨llen–Lehmann representation due to color confinement (breakdown of the
cluster property), see [78].
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ensures that the pole lies on the second Riemann sheet of p2, where we have used
that the width over mass ratio is positive,
Γ
M
=
2 sin θ
1 + cos θ
≥ 0. (2.82)
Tachyons: Tachyons are described by an imaginary mass pole, and are called un-
physical states, they in fact correspond to particles moving faster than the speed
of light. Although such tachyonic particle propagators sometimes occur as solu-
tions of the SDEs, they usually correspond to unstable vacuum configurations, i.e.,
they correspond to a local maximum instead of a local minimum of the action, and
rearrangement of the vacuum will remove the tachyonic states from the physical par-
ticle spectrum. For a thorough discussion of tachyonic solutions of Bethe–Salpeter
equations, see [3] and references therein.
2.3.1 The Wick rotation
The Schwinger–Dyson equation are formulated in Minkowski space, given by the in-
definite metric gµν . A four-momentum p2Mink = p
2
0−~p2 can either be positive or neg-
ative. However actual calculations of SDEs are preferably performed in Euclidean
formulation, which has a definite positive metric, p2Eucl ≥ 0. The formulation in
Euclidean space considerably simplifies the actual computation of Feynman graphs
and henceforth the analysis of SDEs. Once Green functions have been obtained
in Euclidean space (for space-like Minkowski momenta), they are rotated back to
Minkowski space, after which they can be analytically continued into the time-like
(physical) momentum region.
The transformation from Minkowski space to Euclidean space is called the Wick
rotation, see Ref. [57], and rotates the zero-component or energy component of the
four-momentum to the imaginary axis, p0 → ip0. We then replace all Minkowski
four-momenta with definite positive Euclidean momenta
− p2Mink = p20 + ~p2 ≡ p2Eucl. (2.83)
The Wick rotation is allowed only if the Green functions do not have singularities
in the second and fourth quadrant of the appropriate complex momentum plane. It
is assumed for all practical purposes that this is the case in this thesis.
Chapter 3
Dynamical chiral symmetry
breaking
Dynamical symmetry breaking is a special case of spontaneous symmetry breaking,
where a continuous symmetry is broken through the appearance of a non-vanishing
vacuum expectation value of a composite operator. Dynamical symmetry breaking
is governed by the formation of bound states. As was mentioned in the introduction,
the Bardeen-Cooper-Schrieffer (BCS) theory of superconductivity is one of earliest
models of dynamical symmetry breaking and the first model with dynamical chiral
symmetry breaking (DχSB) in high energy particle physics is the Nambu–Jona-
Lasinio model [1].
In this chapter we will discuss the chiral phase transition corresponding to the
dynamical breakdown of the chiral symmetry in the GNJL model in the quenched
ladder approximation treating the four-fermion interaction in the Hartree-Fock or
mean field approximation. The quenched ladder approximation will be discussed in
the next section. A combination of strong attractive four-fermion interaction and
gauge interaction will turn out to break the chiral symmetry dynamically by the for-
mation of a chiral condensate, where the chiral condensate Eq. (2.19) provides the
order parameter of the DCSB. Since the chiral symmetry is a continuous symmetry,
the DCSB gives rise to the Goldstone mechanism (see section 1.4), and PCAC dy-
namics through the formation of spinless bound states, see subsection 2.2.3. DCSB
leads to a nonzero fermion dynamical mass mdyn and to the appearance of pseu-
doscalar massless Nambu–Goldstone bosons composed of a massive fermion and a
massive antifermion. Following Ref. [3], the massless NG bosons are characterized
by a large binding energy, and it is argued that the dynamics producing such bound
states should be rather strong.
The setup of this chapter is the following. First, the quenched ladder approxi-
mation is discussed, subsequently the gap equation for the fermion dynamical mass
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mdyn following from the SDE for the fermion propagator is reviewed. In section 3.3,
we derive the EOS for the GNJL model in analogy with Eq. (1.23). We discuss the
solutions to the gap equation and the EOS, obtain the critical fixed point, and de-
rive the scaling laws along with the critical exponents. In section 3.6, the concept
of the conformal phase transition is introduced. Finally we discuss the RG flow and
fine-tuning of the four-fermion coupling g0, and compare the results obtained in the
quenched ladder approximation with various lattice results.
3.1 The quenched ladder approximation
In the SD approach, the gap equation has been studied extensively in the so-called
quenched-ladder, i.e. the quenched-planar approximation. In a quenched approxi-
mation only diagrams without fermion loops are taken into account, i.e. the fermion
loops in the vacuum polarization of the photon propagator are neglected1. The
quenched approximation can be considered as an approximation to a theory with
an UV fixed point; at such a point the gauge coupling does not run, and the β-
function of α0 vanishes:
βα(µ0, g0, α0) ≡ Λdα0
dΛ
= 0. (3.1)
This is a rather crucial assumption, and the possible existence of an UV fixed point
of Eq. (3.1) will be investigated in chapter 5.
The ladder or planar approximation is a replacement of the full photon-fermion
vertex Γµ of Eq. (2.29) by the bare vertex γµ (photon lines don’t cross), the re-
placement of the BS kernel K(2), Eq. (B.28), by a single photon exchange graph.
Thus the ladder approximation is based on the following assumptions
Γµab(k, p) ≈ γµab, (3.2)
K
(2)
cd,ab(p, p+ q, k + q) ≈ Dµν(k − p)γµadγνcb. (3.3)
The ladder or planar approximation is assumed to be valid in the Landau gauge
only (ξ = 0) where Z(f) = 1, since then the vector WTI (2.50) and chiral WTI
(2.62) are satisfied asymptotically.
In addition to the quenched ladder approximation, the four-fermion interactions
are treated in the Hartree-Fock approximation.2 This means that quantum correc-
tions corresponding to four-fermion interactions are neglected beyond tree level in
Feynman diagrams, and only the coupling to the chiral condensate represented by
the tadpole graphs of Fig. 2.2 is taken into account. Hence, on the level of SDE
for the fermion propagator, in the mean field approach contributions corresponding
1The quenched approximation can be considered as the limit of zero fermion flavors, N = 0, in
the SDE for the photon propagator.
2The Hartree-Fock approximation is a specific mean field approach.
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to exchanges of virtual scalars and pseudoscalars composites (σ and π bosons) are
neglected.
3.2 The Gap equation
The SDE (2.23) for the fermion mass function Σ defined by Eq. (2.24) is commonly
referred to as the gap equation in analogy with the equation for the energy gap
near the Fermi surface of one-fermion excitations in the Bardeen–Cooper–Schrieffer
(BCS) theory of superconductivity. Pioneering studies on the gap-equation in gauge
theories were performed in Refs. [82, 8, 9]. These studies find a critical coupling
αc ∼ 1 above which a nontrivial solution for the fermion dynamical mass exists in
the chiral limit, i.e. zero bare mass m0 = 0. As was shown in Refs. [83, 84, 85],
the solution for the fermion propagator has moving branch-point singularities in the
complex p2-plane, instead of a real singularity (on physical grounds a real singularity
is required). It is generally believed that the complex branch-points are an artifact
of the ladder approximation. Extensive discussion of the gap equation in QED,
QCD and the GNJL are given in e.g. [10, 19, 86, 3, 74, 39, 79]. In quenched QED,
a nontrivial continuum limit can be reached [87, 88, 10, 11, 89].
After taking the trace of the SDE (2.23), performing a Wick rotation to Eu-
clidean momentum x = p2 ≥ 0, and using Eq. (2.18), we obtain the well-known gap
equation for the fermion mass function Σ
Σ(x) = 〈σ〉+ λ0
x
x∫
0
dy
yΣ(y)
y +Σ2(y)
+ λ0
Λ2∫
x
dy
Σ(y)
y +Σ2(y)
, (3.4)
〈σ〉 = m0 + g0
Λ2
Λ2∫
0
dy
yΣ(y)
y +Σ2(y)
, (3.5)
where we recall that the dimensionless four-fermion coupling g0 is defined as
g0
Λ2
≡ G0
4π2
, λ0 =
3α0
4π
, (3.6)
with Λ the ultraviolet cutoff. The gap equation (3.4) can be written as a nonlinear
second-order differential equation
x
d2
dx2
Σ(x) + 2
d
dx
Σ(x) +
λ0Σ(x)
x+Σ2(x)
= 0, (3.7)
with an infrared boundary condition (IRBC),
0 =
[
x2
d
dx
Σ(x)
]
x=0
, (3.8)
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and an ultraviolet boundary condition (UVBC),
m0 =
[(
1 +
g0
λ0
)
x
d
dx
Σ(x) + Σ(x)
]
x=Λ2
. (3.9)
At vanishing gauge coupling (λ0 = 0), the only possible solution to the gap equation
is a constant Σ(x) = Σ0. Hence, at λ0 = 0, the gap equation reads
m0
Λ
= −(g0 − 1)Σ0
Λ
+ g0
Σ30
Λ3
ln
(
Λ2 +Σ20
Σ20
)
. (3.10)
This is the famous gap equation of Nambu and Jona-Lasinio [1].
For λ0 > 0, the four-fermion coupling g0 comes into play via the UVBC, since
Eq. (3.7) does not depend on g0. At present no (nontrivial) analytic solution to the
nonlinear second order differential equation Eq. (3.7) is known, except for the case
of zero gauge coupling, λ0 = 0, Eq. (3.10).
3.2.1 The linearized approximation
After approximating Σ2(x) by Σ2(0) in the denominator of Eq. (3.7), the gap equa-
tion becomes linear (though with a nonlinear UVBC) and can be solved straight-
forwardly [87, 10, 90]. In this so-called linearized approximation, the gap equation
reads
x
d2
dx2
Σ(x) + 2
d
dx
Σ(x) +
λ0Σ(x)
x+Σ20
= 0, (3.11)
where
Σ0 ≡ Σ(0). (3.12)
Clearly the linearized approximation is a good approximation in both the infrared
(x≪ Σ20) and the ultraviolet (x≫ Σ20) regions. Moreover numerical analysis of e.g.
Maris [79] shows that the linearized approximation is valid for the entire range of
momenta, even for momenta close to the branch points (x ∼ Σ20).
In terms of the variable u = −x/Σ20, the equation can be written as a hyperge-
ometric differential equation
u(1− u) d
2
du2
Σ(u) + 2(1− u) d
du
Σ(u)− λ0Σ(u) = 0. (3.13)
The hypergeometric differential equation is usually written as
z(1− z)w′′(z) + (c− (1 + a+ b)z)w′(z)− abw(z) = 0, (3.14)
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which has the general solution in terms of hypergeometric functions
w(z) = C1w1(z) + C2w2(z),
w1(z) = 2F1(a, b, c; z), (3.15)
w2(z) = z
1−c
2F1(a− c+ 1, b− c+ 1, 2− c; z),
for c not integer ≥ 2.
For the linearized gap equation, the values of a, b, and c are
a = (1 + ω)/2, b = (1− ω)/2, c = 2, (α0 ≤ αc)
a = (1 + iν)/2, b = (1− iν)/2, c = 2, (α0 > αc) (3.16)
where
αc ≡ π/3, (3.17)
ω ≡
√
1− α0/αc =
√
1− 4λ0, (3.18)
ν ≡
√
α0/αc − 1 =
√
4λ0 − 1. (3.19)
Thus, the point α0 = αc (λ0 = 1/4) is rather special, since at that point a and b
change from real (α0 < αc) to complex values (α0 > αc). Therefore, we distinguish
between four specific regimes of gauge coupling:
A The pure Nambu–Jona-Lasinio (NJL) point: α0 = 0,
B The intermediate region: 0 < α0 < αc,
C The QED critical point: α0 = αc,
D The strong QED region: α0 > αc.
For any (real positive) value of α0, the solution w2(u) is irregular at u = 0
(x = 0), and does not satisfy the IRBC (3.8). Therefore the solution of the linearized
gap-equation is
Σ(x)
Σ0
=
{
2F1
(
(1 + ω)/2, (1− ω)/2, 2;−x/Σ20
)
, (α0 ≤ αc)
2F1
(
(1 + iν)/2, (1− iν)/2, 2;−x/Σ20
)
, (α0 > αc)
(3.20)
where Σ0 has to be determined from the UVBC. Thus the IRBC (3.8) determines
uniquely the solution of the Eq. (3.11), leaving the value Σ0 = Σ(0) as a free
parameter. The UVBC (3.9) then gives a relation between Σ0, m0, g0, α0, and the
ultraviolet cutoff Λ.
By making use of the identity
2F1(a, b, c; z)
Γ(c)
=
Γ(b − a)
Γ(b)Γ(c− a) (−z)
−a
2F1
(
a, 1− c+ a, 1− b+ a; 1
z
)
+
Γ(a− b)
Γ(a)Γ(c− b) (−z)
−b
2F1
(
b, 1− c+ b, 1− a+ b; 1
z
)
,(3.21)
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a− b not integer, and | arg(−z)| < π, we get for |z| ≫ 1
2F1(a, b, c;−z)
Γ(c)
≈ Γ(b− a)
Γ(b)Γ(c− a) z
−a +
Γ(a− b)
Γ(a)Γ(c− b) z
−b, |z| ≫ 1. (3.22)
For large momenta, x/Σ20 ≫ 1, and α0 < αc the fermion mass function is expressed
as
Σ(x)
Σ0
≈ c(ω)
(
x
Σ20
)−(1−ω)/2
− d(ω)
(
x
Σ20
)−(1+ω)/2
+ O
((
x/Σ20
)(ω−3)/2)
. (3.23)
with
c(ω) =
Γ(ω)
Γ
(
1+ω
2
)
Γ
(
3+ω
2
) , d(ω) = −c(−ω) > 0. (3.24)
An analogous expression which is valid for α0 > αc is obtained by replacing ω in
Eq. (3.23) by iν. Special care should be taken at α0 = αc (ω = 0); at that point,
we should expand Eq. (3.23) around ω = 0.
To summarize, in the limit x/Σ20 ≫ 1, Eq. (3.20) can be written in the following
form:
Σ(x)
Σ0
≈


A(α0)
(
Σ20/x
)1/2
sinh
[
ω
2 ln
x
Σ2
0
+ ωδ(α0)
]
/ω, (α0 < αc)
A(αc)
(
Σ20/x
)1/2 [1
2 ln
x
Σ2
0
+ δ(αc)
]
, (α0 = αc)
A(α0)
(
Σ20/x
)1/2
sin
[
ν
2 ln
x
Σ2
0
+ νδ(α0)
]
/ν, (α0 > αc)
(3.25)
with ω and ν given in Eqs. (3.18) and (3.19), and where
A(α0) = 2ω
√
c(ω)d(ω) =
√
8ω cot(πω/2)
π(1 − ω2) , A(αc) =
4
π
(3.26)
δ(α0) =
1
2ω
ln
c(ω)
d(ω)
, δ(αc) = 2 ln 2− 1. (3.27)
Here the real valued functions A and δ are the “amplitude and the phase” of the
solution, while Σ0 is the mass-scale, which depends on the bare mass m0. Since the
functions A and δ are symmetric in ω, they can be analytically continued to values
α0 > αc, i.e. ω is replaced by iν.
3.3 The equation of state
The relation between Σ0 and the chiral condensate 〈σ〉 can be obtained from the
gap equation (3.4)[
x
d
dx
Σ(x)
]
x=Λ2
=
λ0
g0
(m0 − 〈σ〉) = 3πα0
Λ2
〈ψ¯ψ〉, (3.28)
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see Eqs. (2.18) and (2.19). From the equation (3.28) for the order parameter 〈ψ¯ψ〉
and the UVBC (3.9), the fermion mass scale Σ0 can be eliminated. This yields a
single equation between the order parameter 〈ψ¯ψ〉, and the bare couplings g0, α0
and the bare mass m0, and the ultraviolet cutoff Λ. In analogy with statistical
mechanics, such an equation is referred to as “the equation of state” (EOS).
For the intermediate region α0 < αc, with the assumption Σ0 ≪ Λ, the equation
for the condensate 〈ψ¯ψ〉 can be obtained by substituting Eq. (3.23) in Eq. (3.28).
Similarly, the UVBC can be solved by substituting Eq. (3.23) in Eq. (3.9). This
gives the following EOS for α0 < αc:
m0
Λ
=
Σ20
Λ2
[
−∆g0 C(ω)
(
Σ0
Λ
)−ω
+ (∆g0 + ω)D(ω)
(
Σ0
Λ
)ω]
, (3.29)
〈ψ¯ψ〉
Λ3
=
Σ20
Λ2
1
4π2
[
−C(ω)
(
Σ0
Λ
)−ω
+D(ω)
(
Σ0
Λ
)ω]
, (α0 < αc) (3.30)
where we have used that λ0 = (1− ω2)/4, and where
∆g0 ≡ g0 − (1 + ω)
2
4
, (3.31)
and
C(ω) =
2
1 + ω
c(ω), D(ω) = −C(−ω). (3.32)
At the critical gauge coupling α0 = αc, the EOS is obtained by substituting
Eq. (3.25) in Eqs. (3.9) and (3.28). This gives
m0
Λ
=
Σ20
Λ2
A(αc)
[
−∆g0
[
ln
Λ2
Σ20
+ 2δ(αc)
]
+ 1 + 2∆g0
]
, (3.33)
〈ψ¯ψ〉
Λ3
=
Σ20
Λ2
A(αc)
4π2
[
− ln Λ
2
Σ20
− 2δ(αc) + 2
]
, (α0 = αc) (3.34)
where ∆g0 = g0 − 1/4 (at α0 = αc).
For values of the gauge coupling larger than the critical value it is also convenient
to use Eq. (3.25) to express the UVBC (3.9) and Eq. (3.28) as goniometric equations,
m0
Λ
=
Σ20
Λ2
2A(α0)
(1 + ν2)ν
[(λ0 − g0) sin θ + ν (λ0 + g0) cos θ] , (3.35)
〈ψ¯ψ〉
Λ3
=
Σ20
Λ2
A(α0)
2π2(1 + ν2)ν
[− sin θ + ν cos θ] , (α0 > αc) (3.36)
where λ0 = (1 + ν
2)/4, and where
θ =
ν
2
ln
Λ2
Σ20
+ νδ(α0), ν =
√
α0/αc − 1. (3.37)
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The EOS for the pure NJL model (α0 = 0) is given by Eq. (3.10), and the equation
for the condensate follows from Eq. (3.5). Thus
m0
Λ
=
Σ20
Λ2
[
−∆g0 Λ
Σ0
+ (∆g0 + 1)
Σ0
Λ
ln
Λ2
Σ20
]
, (3.38)
〈ψ¯ψ〉
Λ3
=
Σ20
Λ2
1
4π2
[
− Λ
Σ0
+
Σ0
Λ
ln
Λ2
Σ20
]
, (α0 = 0) (3.39)
where ∆g0 = g0 − 1 (at α0 = 0).
3.4 Scaling laws in the chiral limit
The UVBC (3.9) is an eigenvalue equation for Σ0, and depends on the bare parame-
ters α0, g0, m0 and the UV cutoff. In the chiral limit we replace Σ0 by mdyn, where
mdyn is called the dynamical mass, i.e., mdyn is generated purely by the dynamics
(which is rather strong, since α0, g0 are of order one).
Let us now consider the chiral limit m0 → 0, and look for a nontrivial solution to
the UVBC. For the case of the pure NJL model (α0 = 0), Eq. (3.10) has a nontrivial
solution for g0 > 1, for g0 ≤ 1 Σ0 = 0 is the solution. In the chiral limit we find the
scaling law
(∆g0 ≤ 0) mdyn
Λ
= 0,
(∆g0 > 0)
mdyn
Λ
=
[
∆g0
g0 ln(g0/∆g0)
]1/2
, (3.40)
where we assumed that ∆g0 = g0−1≪ 1. For the intermediate region (0 < α0 < αc)
we have nontrivial solution for Σ0 from Eq. (3.29) for values of the four-fermion
coupling such that ∆g0 > 0. Since C(ω) and D(ω) are both positive in this region
the solution to Σ0 = mdyn is
(∆g0 ≤ 0) mdyn
Λ
= 0,
(∆g0 > 0)
mdyn
Λ
=
[
C(ω)
D(ω)
∆g0
∆g0 + ω
]1/2ω
, (3.41)
this scaling law has been obtained in ref. [91].
The sign of ∆g0 determines whether there is a nontrivial solution or not. At the
critical gauge coupling α0 = αc, we get the scaling law
(∆g0 ≤ 0) mdyn
Λ
= 0,
(∆g0 > 0)
mdyn
Λ
= exp
(
1/4 + g0
1/4− g0 + δ(αc)
)
, (3.42)
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where ∆g0 = g0 − 1/4. Thus there is only a nontrivial solution at αc for g0 > 1/4.
For values of α0 > αc the gauge coupling is strong enough by itself to give a
nontrivial solution, so even for zero four-fermion coupling g0 we obtain a nontrivial
solution. By putting m0 = 0 in Eq. (3.35) we find the following solutions:
mdyn
Λ
= exp
(
−nπ
ν
− β
ν
+ δ(α0)
)
, ν =
√
4λ0 − 1, (3.43)
with
β = tan−1
[
ν(λ0 + g0)
(g0 − λ0)
]
, (3.44)
and where n is a positive integer (n = 1, 2, . . .), since we have the physical constraint
that Σ0 < Λ. It is explained in [10, 3] and references therein that the largest
value of mdyn (i.e., n = 1) leads to the stable vacuum. By analysis of the BS
equations for the bound state spectrum (in quenched-ladder QED) it is shown that
the solutions with n ≥ 2 correspond to tachyonic bound states, whereas the n =
1 solution describes a physical particle spectrum containing massless NG-bosons
(pseudoscalars), and massive scalar particles.
Hence, when ν → 0 (α0 → αc) we get
mdyn
Λ
= exp
(
1/4 + g0
1/4− g0 + δ(αc)
)
exp
(
− π√
4λ0 − 1
)
. (3.45)
This is the famous scaling law with the essential singularity, sometimes referred
to as “Miransky” scaling. We will discuss this non-power-like scaling law more
thoroughly in section 3.6.
The critical line in the GNJL model. From the considerations above it is clear
that the GNJL model has a nontrivial chiral phase structure. The chiral symmetry
is dynamically broken for values ∆g0 > 0 or α0 > αc. We can now draw a critical
line in the coupling constant plane (g0, α0) separating the chiral symmetric phase
from the chiral broken phase, see Fig. 3.1. The critical line is
gc(α0) ≡ 1
4
(
1 +
√
1− α0
αc
)2
, 0 ≤ α0 < αc = π
3
(3.46)
at g0 > 1/4, and
α0 = αc (3.47)
at g0 ≤ 1/4, above which the gap equation for the fermion self-energy Σ(p) has a
nontrivial solution. In the continuum formulation using the quenched-ladder ap-
proximation, the critical line was first obtained by Kondo et al. [19] and Appelquist
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et al. [20]. More recently, a phase plot has been obtained in [92] using lattice simula-
tions of the so-called noncompact GNJL model in a mean field approximation. The
critical line obtained in the continuum formulation and the corresponding phase
diagram obtained by the lattice simulations are in good qualitative agreement.
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Figure 3.1: The critical curve in the (α0, g0) plane seperating a chiral symmet-
ric phase (χSym) from a spontaneous (dynamical) chiral symmetry broken phase
(SχSB).
3.5 The critical exponents and scaling
An interesting one-to-one correspondence between the EOS of a magnet Eq. (1.24),
and the EOS of the order parameter of chiral symmetry breaking in the GNJL
model, i.e. Eqs. (3.29) and (3.30), was made independently in Refs. [24, 23], and
later in Ref. [93].
Following Refs. [24, 23], we introduce the following correspondence:
• The analog of the magnetization M of Eq. (1.24) is the chiral condensate,
M ≡ −4π2〈ψ¯ψ〉/Λ3, (3.48)
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which is the order parameter.
• The analog of the external magnetic field h is the bare mass m0.
• The analog of the temperature t = T − Tc is ∆g0 = g0 − gc.
• The analog of the magnetic susceptibility χ, Eq. (1.28), is the chiral suscepti-
bility
χ ≡ ∂M
∂m0
∣∣∣∣
m0=0
. (3.49)
The critical exponents β, γ, δ, ν near the phase transition in a magnetic system
were defined in Eqs. (1.27), (1.29), (1.26), and (1.39). Correspondingly, in the GNJL
model, the critical exponents β, γ, δ, and ν are the defined by the scalings:
M ∼ (∆g0)β at m0 = 0, (3.50)
χ ∼ (∆g0)−γ , (3.51)
M ∼ m1/δ0 at ∆g0 = 0, (3.52)
mdyn ∼ (∆g0)ν at m0 = 0, (3.53)
where the dynamical mass mdyn can be considered as the inverse correlation length,
mdyn ∼ ξ−1, and χ is defined by Eq. (3.49). Again we mention that the mass mσ
of the σ boson is the natural candidate for the inverse correlation length, since the
σ boson propagator is the connected correlation function of the field σ describing
correlations parallel to direction of symmetry breaking (i.e. parallel to the direction
of long-range ordering given by the order parameter 〈σ〉).
However it can be shown that in the broken phase mσ scales in the same way
as mdyn. The symmetric phase will be analyzed more thoroughly in chapter 4.
Substituting Eq. (3.30) in (3.29), we can eliminate Σ0 and rewrite the EOS, in
terms of M (Eq. (3.48), as
m0
Λ
= F(0)M(2+ω)/(2−ω) + F ′(0)∆g0M+ · · ·
= Mδ
[
F(0) + F ′(0)∆g0M−1/β + · · ·
]
∼MδF(∆g0M−1/β), (3.54)
from which the critical exponents β and δ can be obtained (compare with Eq. (1.25))
δ =
2 + ω
2− ω , β =
2− ω
2ω
, (3.55)
F(0) = ωD(ω) [C(ω)](2−ω)/(2+ω) , F ′(0) = −1. (3.56)
The dots in Eq. (3.54) represent subleading corrections under the assumption that
∆g0 ≪ ω. (3.57)
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The critical exponent γ can also be obtained from Eq. (3.54) by differentiation
with respect to m0,
χ−1 ∝ δMδ−1F(0) + F ′(0)∆g0. (3.58)
Using that
Mδ−1 ∼ (∆g0)β(δ−1) = ∆g0. (3.59)
We obtain
γ = 1. (3.60)
Hence the hyperscaling equation (1.30)
γ = β(δ − 1), (3.61)
is satisfied.
The critical exponent ν can be read off directly from the scaling law (3.41),
ν = 1/2ω. (3.62)
Thus the hyperscaling equation
dν = 2β + γ, (3.63)
is also satisfied in d = 4 dimensions. This scaling law follows from scaling laws
(1.36) and (1.44) after elimination of the critical exponent α.
The four critical exponents γ, β, δ and ν satisfy the hyperscaling relations (3.61)
and (3.63) in the intermediate region 0 < α0 < αc (0 < ω < 1), hence only two of
them are independent. In the intermediate region the critical exponents have non-
mean field values, and the observation that the exponents satisfy the hyperscaling
relations, suggest that the theory has a nontrivial continuum limit.
The situation changes at the NJL point (α0 = 0). In the limit ω → 1, the
expressions for the critical exponents Eqs. (3.55), (3.60), and (3.62) yield mean
field (or gaussian) exponents (γ = 1, β = 1/2, δ = 3, ν = 1/2)3.
However this result is not completely correct, since we should derive these ex-
ponents from Eqs. (3.38) and (3.39). Doing so, we obtain
γ = 1, β =
1
2
+
1
4
1
ln(1/M) ,
δ = 3− 1
ln(1/M) , ν =
1
2
+
1
4
1
ln(1/M) , (3.64)
3 Mean field exponents follow from the mean field approach (or Landau’s theory); an operator
such as ψ¯ψ is replaced by its average value, and fluctuations about that value are ignored, see [4].
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whereM is the order parameter defined in Eq. (3.48). Hence the mean field critical
exponents get logarithmic corrections. This result is well-known.
Due to the logarithmic corrections, the hyperscaling relations are violated, and
we have the following inequalities:
4ν > 2β + γ, γ > β(δ − 1). (3.65)
This violation of hyperscaling is believed to be a sign of triviality meaning that
the effective Yukawa-coupling (which couples Goldstone bosons to the fermions)
vanishes in the continuum limit. The continuum limit is non-interacting, hence
trivial. This can be seen in the following way. Assuming that in the low energy
region the correlation length ξ is the only relevant length scale, we define an effective
Yukawa-coupling gY by the zero-momentum limit of the scattering amplitude of two
fermions exchanging a scalar bound state in the DχSB phase
g2Y
m2σ
∼ ξ2g2Y ∼ ΓS(0, 0)∆S(0)ΓS(0, 0), (3.66)
where ΓS(0, 0) and ∆S(0) are given by the PCAC relations Eqs. (2.70) and (2.71).
Using the definition of the critical exponents (3.50)–(3.53), ξ ∼ 1/mdyn ∼ 1/mσ,
〈σ〉 ∼ M, we find that
g2Y ∼
1
ξ2
(
∂Σ0
∂〈σ〉
)2
∂〈σ〉
∂m0
∣∣∣∣
m0=0
∼ ξ(2β+γ−4ν)/ν . (3.67)
This expression is related to the definition of gR ∼ g2Y given in [94], and it is clear
that the scaling inequalities (3.65) imply that g2Y → 0 when ξ → ∞. Thus, only
if the hyperscaling relations are satisfied, a nonzero gY might be realized in the
continuum limit (ξ → ∞), thereby giving rise to a nontrivial interacting theory.
The Goldenberger–Treiman relation reads
gY ∼ mdyn
fπ
, (3.68)
with fπ given by Eq. (2.76). The scaling form for τσ ∼ Z2σ(0) of Eq. (2.74) can be
derived from Eq. (2.70),
τσ ∼ ξ−η, (3.69)
thus τσ → 0 for ξ →∞, which is referred to as the “compositeness” condition. Due
to the chiral WTI, τπ of Eq. (2.74) scales, close to criticality, in the same manner
as τσ, i.e. τπ ∼ ξ−η. Then, with Eq. (2.76) and Eq. (1.42), we obtain that
fπ ∼ ξη/2−β/ν = ξ−1ξ(4ν−γ−2β)/2ν, (3.70)
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and thus Eq. (3.68) agrees with Eq. (3.67). Moreover Eq. (3.70) implies the existence
of a scaling form for Π5(q
2) of Eq. (2.65),
Π5(q
2) ∼ Λ(m2σ/Λ2)ǫF(q2/m2σ), (3.71)
where the critical exponent ǫ should satisfy ǫ = β/2ν − η/2, and F is assumed to
be finite at q2 = 0.
Although the violations of the scaling laws for both fermions and magnets (fun-
damental scalars) is given by the inequalities (3.65), it is said [94] that the triviality
of fermions and magnets are realized in a different manner. For instance, the loga-
rithmic corrections to the critical exponent δ have opposite sign; for fermions δ < 3
and for magnets δ > 3.
The important difference is that the NG-bosons (pions etc) are composites of
fermions, whereas the NG-bosons are fundamental in scalar fields theory. This issue
is at the basis of determining whether the Higgs boson is a “fundamental” scalar
field or some fermion composite.
If one takes the limit of α0 → αc, ω vanishes, and the critical exponents β and
ν blow up. This can also be seen from the scaling law (3.42) which cannot be
expressed as a power-law dependence Eq. (3.53). The phase transition at α0 = αc
is rather special and we will discuss it more extensively in the next section.
3.6 The conformal phase transition
In the previous section we found that the critical exponents satisfy hyperscaling
relations in the intermediate region 0 < α0 < αc. Moreover, the Cornwall-Jackiw-
Tomboulis (CJT)4 effective potential V of the GNJL model in the intermediate
region has been obtained by [24, 96, 97, 98, 39], and it can be shown that the effec-
tive potential for this range of gauge coupling constant is analogous to the“mexican
hat” potential of the σ-model (the prototype potential for second-order phase tran-
sitions). However the phase transition at α0 = αc cannot be described by a σ-model
type of effective potential. Although the chiral phase transition is continuous (not
first order) it cannot be classified as a second order (or higher) phase transition
([99, 27]). The phase transition at α0 = αc is an example of a conformal phase
transition (CPT).
The concept of the CPT was introduced and discussed in Ref. [27]. It embodies
the classification of specific types of phase transitions. The main feature of the CPT
is an abrupt change of the spectrum of light excitations (composites)5 as the critical
point is crossed, though the phase transition itself is continuous. This is connected
with the nonperturbative breakdown of the conformal symmetry (scale invariance)
4See Ref. [95].
5By light excitations we mean excitations which have a small mass m compared with the cutoff
Λ, |m|/Λ≪ 1. In other words, the correlation lengths are large.
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by marginal operators (e.g., (ψ¯ψ)2 + (ψ¯iγ5ψ)
2 in the GNJL model), which was
illustrated in Ref. [27] by a study of the effective potentials in Gross-Neveu and
GNJL models.
The concept of the CPT can be considered as an extension of the Berezinsky–
Kosterlitz–Thouless (BKT) [25, 26] phase transition (taking place in two dimen-
sions) to higher dimensions. Witten [100] has shown that the phase transition in the
Gross–Neveu model6 in d = 2 is analogous to the BKT phase transition. Although
due to the Mermin–Wagner theorem [101, 102] spontaneous symmetry breaking or
long range order is not possible in d = 2, there is a generation of a fermion mass and
“almost long range order”. The correlations below the critical temperature in the
BKT type of models decrease with a (non-universal) power-law behavior instead of
exponentially, hence there is a phase transition though the ground state is unique.
Instead of a genuine NG-boson a BKT gapless mode appears. The correlation length
ξ ∼ 1/m in the Gross—Neveu model and in the models with BKT phase transition
have a scaling law with essential singularity, similar to that of Eq. (3.45). This is
the crucial property of the CPT; the presence of an essential singularity in the mass
(energy) gap at the critical point.
In theories with chiral symmetry breaking in d > 2, the particle-spectrum con-
sists of massless NG-bosons (π), their chiral partners (σ bosons), and light7 fermions
(and massless gauge bosons) in the chiral symmetry broken phase. In case of a σ-
model like phase transition, the particle spectrum would contain amongst massless
fermions (and massless gauge bosons), also light π and σ resonances8 in the symmet-
ric phase. In case of the CPT, the spectrum in the symmetric phase only consists
of massless fermions; light fermion-anti-fermion states are absent.
The absolute value of the mass mσ of the σ boson is analogous to the inverse
correlation length 1/ξ, and the π boson plays the role of the Nambu–Goldstone-
boson. In the symmetric phase, the π and σ bosons are degenerate, (i.e., mπ = mσ).
From the PCAC relations (see section 2.2.3) it follows that the π boson mass mπ
vanishes in the non-symmetric phase (with zero bare mass m0 = 0). Thus we write,
around a critical point z = zc,
mπ = 0, mσ/Λ = C+(z)(z − zc)ν , z ≥ zc broken phase, (3.72)
mπ = mσ, mσ/Λ = C−(z)(zc − z)ν , z < zc symmetric phase, (3.73)
where z is a generic notation for the parameters of the theory, e.g. the coupling
constant α0 or g0, the number of fermion flavors N or temperature T . Moreover
the factors C+(z) and C−(z) are functions of such parameters. Furthermore C+ is
real (stable bound states) and C− is complex valued (resonances). Since in general
lim
z↓zc
|C+(z)| 6= lim
z↑zc
|C−(z)|, (3.74)
6The Gross-Neveu model or the Thirring model can be consider as the NJL model in two
dimensions with N fermion flavors, see [67].
7By light particles we mean particles with masses much less than the cutoff Λ.
8The pi and σ bosons can decay to massless fermions and anti-fermions.
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the mass mσ, although continuous, is nonanalytic in z = zc. The explanation
(see [27]) is that while in the symmetric phase, the π and σ bosons are described
by BS equations with a zero fermion mass, in the non-symmetric phase they are
described by BS equations with mdyn 6= 0. Because of that, BS equations in the
non-symmetric phase are not obtained by an analytic continuation of the equations
in the symmetric phase. Again, this is reflection of the fact that a phase transition
is described by non-analytic behavior in one (or more) of the parameters of the
generating functional. Consequently the Green functions (or at least some of them)
exhibit non-analyticity around the critical point.
It is clear from Eqs. (3.72) and (3.73) that close to criticality, i.e. z ∼ zc, the
spectrum comprises of light bound states, |mπ|, |mσ| ≪ Λ. Moreover, the fermion
dynamical mass mdyn, which is given via the order parameterM∼ 〈ψ¯ψ〉, vanishes
in the symmetric phase. In the non-symmetric phase, the PCAC relations show that
mdyn scales in the same way as mσ. We recall that, in the chiral limit (m0 → 0),
we have the scaling laws
mdyn ∼ mσ, M ∼ (z − zc)β , z ≥ zc broken phase, (3.75)
mdyn = 0, M = 0, z < zc symmetric phase. (3.76)
for models with d > 2. Thus close to criticality we can represent the mass spectrum
of excitations by a universal scaling function f
mdyn,mσ,mπ ∼ Λf(z), (3.77)
around z = zc. If the scaling function f is of the form f(z) ∼ |z−zc|ν , the spectrum
consists of “light excitations” on both sides of the critical point.
The CPT is characterized by a scaling function f(z) which has an essential
singularity at z = zc and satisfies
lim
z↓zc
f(z) = 0, z ≥ zc broken phase, (3.78)
lim
z↑zc
f(z) 6= 0, z < zc symmetric phase. (3.79)
The scaling law at α0 = αc of mdyn in the GNJL model, see Eq. (3.45), is an
example of a scaling law with such an essential singularity. Let us follow [27],
and argue that the scaling law with essential singularity implies an abrupt change
in the spectrum consisting of light excitations. The story is as follows. In the
nonsymmetric phase, besides the solutions with mdyn 6= 0, there are solutions with
mdyn = 0, which can be obtained by analytically continuing the solutions in the
symmetric phase to the nonsymmetric phase. The solutions with mdyn = 0 in
the broken phase are unstable or unphysical, in that case the π and σ bosons are
tachyons: m2tach ≡ m2π = m2σ < 0. It is shown in [3] that scaling law for the
tachyonic masses has the same form as the scaling law for the dynamical fermion
mass mdyn in the broken phase: |mdyn| ∼ |mtach|. The crucial point is that the
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replacement of mdyn 6= 0 by mdyn = 0 does not change the ultraviolet properties of
the theory. The analytic continuation of the scaling law for mσ Eq. (3.73) from the
symmetric phase (z < zc) to the broken phase (z > zc) gives the scaling law for the
tachyonic mass
mσ/Λ = C−(z)(zc − z)ν ∼ f(z), z < zc, (3.80)
mtach/Λ = C−(z)(zc − z)ν ∼ f(z), z > zc, (3.81)
where m2tach < 0, mdyn ∼ |mtach| = |mσ|. Since the scaling law f(z) of the σ-model
type approaches zero from both sides of the critical point zc, it follows straightfor-
wardly that the spectrum comprises of light excitations (|mσ| = |mπ| ≪ Λ) in the
symmetric phase. However in case of the CPT, when f(z) has an essential singu-
larity (Eq. (3.79)) f(z) does not approach zero from the symmetric side and the
mass of the σ and π resonances will not be small (mσ/Λ ∼ O(1)). Thus the CPT
is characterized by an abrupt change in the spectrum of light excitations across the
critical point z = zc.
What is the origin of the CPT? In case of the GNJL model with nonzero g0 and
α0 < αc the model contains formally irrelevant four-fermion operators d(ψ¯ψ)2 > 4
which become relevant operators d(ψ¯ψ)2 < 4 near the critical curve due to the ap-
pearance of a large anomalous dimension for these operators. The relevant operators
break the conformal symmetry (scale invariance) explicitly in the symmetric phase
(close to criticality), and give rise to light π and σ resonances (which introduce a
conformal symmetry breaking mass-scale into the theory). However at α0 = αc
and g0 < 1/4 the four-fermion operators are marginal operators, and the theory
is supposedly conformal invariant. Therefore in the symmetric phase it is consis-
tent that we would expect only massless fermions and anti-fermions, and absence
of light unstable π and σ bound states. In the symmetric phase the divergence of
the dilatation current Dµ (see [6, 3] for exact definitions) vanishes, i.e., ∂µDµ = 0.
However dynamical breaking of the chiral symmetry introduces a new mass-scale,
and introduces a conformal anomaly (∂µDµ 6= 0)9. Hence, the origin of the CPT
lies in the nonperturbative breakdown of conformal invariance.
Up till now, the CPT has been found in 2-dimensional Gross-Neveu model [100,
27], the GNJL model and quenched QED4 at α0 = αc, see for instance [11, 104].
More recently, the CPT was considered in SU(Nc) gauge theories (with Nc the
number of colors) with N number of flavors [105, 106] by concluding the absence of
light excitations in the symmetric phase. In QED3 without Chern-Simons term a
CPT like transition was found by [99] and [107], where Appelquist et al. considered
the spectrum of excitations, and Gusynin et al. constructed the (CJT) effective
potential. We will return to the concept of the CPT, when we discuss the propagator
of the σ boson in section 4.6.
9It is said ([27]) that the specific form of the conformal anomaly implies a realization of the
partial conservation of dilation current (PCDC) hypothesis, see for instance [103].
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3.7 RG equations and fine-tuning
As was discussed in section 1.3, the concept of fine-tuning of relevant and marginal
interactions is required for determining whether a nontrivial continuum limit exists.
According to the renormalization group methods the bare couplings of a quantum
field model run with the UV cutoff Λ. Referring to subsection 1.3.3, we recall that
the bare relevant and marginal couplings (e.g. m0, α0, g0) have to be fine-tuned
sufficiently close to the critical point in order for scaling behavior to set in.
Near the critical point a new scale is generated, namely the correlation length
which exist in case of for instance the σ-model type of phase transition on both sides
(both phases) of the system. In the broken phase the inverse correlation length is
real and can be considered as a physical mass of particles, for instance the mass
of the scalar bound state (the σ boson) mσ, or the mass of fermion mdyn, whereas
in the symmetric phase the correlation length is complex giving rise to resonances
(scalar and pseudoscalar resonances), given by a mass and a width. It turns out
that if hyperscaling relations are satisfied the absolute value of the mass of the
resonance can be considered as the inverse correlation length, and the mass over
width ratio (i.e., the complex phase) will only depend on the critical exponents. In
case of a CPT there are no resonances in the symmetric phase, and no new mass
scale is introduced, hence there is absence of fine-tuning.
The fine-tuning depends on the eigenvalues of the couplings close to the critical
point (see Eq. (1.84) and hence on the critical exponents (see Eq. (1.86)). These
critical exponents follow in principle from the β functions for the coupling param-
eters µ0, g0 and α0, which are defined by
Λ
dµ0
dΛ
= βµ(µ0, g0, α0), (3.82)
Λ
dg0
dΛ
= βg(µ0, g0, α0), (3.83)
Λ
dα0
dΛ
= βα(µ0, g0, α0), (3.84)
where µ0 is the dimensionless bare mass
µ0 = m0/Λ. (3.85)
The first step is determine the fixed points (µ⋆, g⋆, α⋆) of the RG equations (3.82),
(3.83), and (3.84), i.e.
βµ(µ
⋆, g⋆, α⋆) = 0, βg(µ
⋆, g⋆, α⋆) = 0, βα(µ
⋆, g⋆, α⋆) = 0. (3.86)
In principle these RG equations follow from the regularized SDEs derived in chap-
ter 2. As is well-known, the fixed point for βµ is µ
⋆ = 0, hence we can write
Λ
dµ0
dΛ
≈ − (1 + γm)µ0, (3.87)
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where γm is the anomalous dimension of the mass operator ψ¯ψ evaluated at the fixed
point (µ⋆, g⋆, α⋆), see again subsection 1.3.3. Equation (3.87) is in correspondence
with Eqs. (1.98) and (1.100), since the canonical dimension of ψ¯ψ is dc = 3 at d = 4.
The critical exponent η (see Eq. (1.100)) of µ0 is negative (for γm > −1), thus the
dimensionless bare mass µ is a relevant coupling, and requires fine-tuning.
After setting µ0 = µ
⋆ = 0, the problem reduces to the determination of the UV
fixed points for the subset
βg(g0, α0) = 0, (3.88)
βα(g0, α0) = 0, (3.89)
of the β functions. The quenched ladder approximation simplifies the solutions
of Eqs. (3.88), and (3.89) considerably since the quenched hypothesis Eq. (3.1)
explicitly sets βα = 0. In this way, as we will show in a moment, the critical fixed
point of Eq. (3.88) is given by Eq. (3.46):
g⋆ = gc(α0), βg(gc(α0), α0) = 0. (3.90)
Therefore we can address the problem of finding critical fixed points beyond the
quenched approximation as was proposed at the end of subsection 1.3.2. Thus the
analysis of solutions (g⋆, α⋆) of Eqs. (3.88) and (3.89) is performed by first assuming
that a solution of
βg(g0, α0) = 0 (3.91)
exists and can be expressed as g⋆ = gc(α0). Then the equation (3.89) should be
reconsidered. In chapter 5 the equation (3.89) will be analyzed beyond the quenched
approximation, and we will indeed try to solve
βα(gc(α0), α0) = 0. (3.92)
In what follows, we derive the expression for the anomalous dimension γm of ψ¯ψ
and find an expression for the β function, βg, of g0.
3.7.1 RG flow in the broken phase
In the broken phase the mass of the scalar mσ scales in the same way as the
dynamical fermion mass. Hence we assume that in the chiral limit (m0 → 0)
the dynamical mass mdyn ∼ Σ0 is related to some physical mass scale and thus
independent of the UV cutoff Λ. The dynamical mass is given by the scaling law
(3.41), so we assume that
Λ
dmdyn
dΛ
= 0. (3.93)
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Since in the broken phase mdyn 6= 0, we get
Λ
dmdyn
dΛ
= mdyn
[
1 +
βg(g0, α0)
2∆g0(∆g0 + ω)
]
, (3.94)
where the β-function of g0 is defined in Eq. (3.83). The left-hand side is zero, so
this gives the following condition for the β-function in the broken phase (∆g0 > 0):
βg(g0, α0) = −2∆g0(∆g0 + ω). (3.95)
An additional fine-tuning condition is that the bare mass m0 is supposed to be
much smaller than the dynamically generated mass mdyn,
m0 ≪ mdyn ∼ Σ0 ≪ Λ. (3.96)
An expression for the anomalous dimension γm of the mass operator ψ¯ψ which
is defined in Eq. (3.87), can be obtained by differentiating Eq. (3.29) with respect
to Λ and assuming the fine-tuning condition (3.96). We obtain
dm0
dΛ
= −∆g0C(ω)
(
Σ0
Λ
)2−ω [
βg(g0, α0)
∆g0
− (1− ω)
]
+ (∆g0 + ω)D(ω)
(
Σ0
Λ
)2+ω [
βg(g0, α0)
∆g0 + ω
− (1 + ω)
]
. (3.97)
Using now the equation for the β-function Eq. (3.95) we get, for the anomalous
dimension in the broken phase,
γm = 1 + ω + 2∆g0, (3.98)
near the critical curve.
3.7.2 RG flow in the symmetric phase
In the symmetric phase (∆g0 < 0), the only scale besides the UV cutoff and the
bare mass m0 is the scale set by the mass and width of the scalar and pseudoscalar
resonances, i.e. |mσ| = |mπ| the absolute value of the complex mass pole of ∆S.
The mass and the width of the scalar and pseudoscalar resonances (analogous of
the correlation length in the symmetric phase) should be considered as the physical
mass scales which in principle can be obtained from experiment. We set µ ∼ |mσ|.
The fine-tuning condition or RG flow of the bare four-fermion coupling g0 in the
symmetric phase is obtained from the condition
0 = Λ
d
dΛ
[(
Λ
µ
)2ω (
1
g0
− 1
gc
)]
= −Λ d
dΛ
[
∆g0
g0gc
(
Λ
µ
)2ω]
, (3.99)
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where µ is some infrared renormalization scale related to mσ (by definition inde-
pendent of Λ). We assume also that the scale of the bare mass is much smaller than
the physical infrared scale µ, thus in the chiral limit, µ≫ m0. At the moment the
fine-tuning condition seems a bit arbitrary, however in the next chapter when we
explicitly renormalize the scalar propagator in the symmetric phase, the fine-tuning
condition (3.99) turns out to be quite natural.
Thus Eq. (3.99) gives the RG flow or the β-function in the symmetric phase
βg(g0, α0) = −2ωg0
gc
∆g0. (3.100)
The anomalous dimension follows from Eq. (3.29) under the assumption that
−∆g0 ∼ (µ/Λ)2ω ≫ (Σ0/Λ)2ω , (3.101)
since Σ0 is the fermion mass in the symmetric phase which vanishes in the chiral
limit, thus Σ0 → 0 when m0 → 0. We get
m0
Λ
≈ −∆g0C(ω) (Σ0/Λ)2−ω . (3.102)
Differentiating with respect to Λ and using Eq. (3.100) gives
γm = 1− ω + 2ωg0
gc
. (3.103)
At the critical line g0 = gc = (1 + ω)
2/4 the anomalous dimension is
γm = 1 + ω, ∆g0 = 0. (3.104)
The expression for γm in the broken phase were firstly obtained by Miransky and
Yamawaki [21]. Later it was shown by Kikukawa and Yamawaki [108] in d < 4
dimensional NJL models and by Kondo et al. [39] that the anomalous dimension
is continuous (but in fact non-analytic) across the critical curve, by identifying the
fine tuning of g0.
3.8 Lattice simulations of strong coupling QED
Lattice simulations of strong coupling QED and the GNJL models are usually per-
formed in the noncompact formulation, (i.e., the gauge fields are noncompact). In
such a formulation the pure gauge sector is free of topological excitations. The
main reason for using the noncompact formulation of the gauge group is the obser-
vation that it appears to have a second order chiral phase transition [38], whereas
the compact formulation exhibits a first order chiral phase transition [109]. The
latter, therefore, is not a realistic candidate for a relativistic continuum quantum
field theory.
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The scaling law with essential singularity (Miransky scaling) at the critical cou-
pling α0 = αc has been studied by Kogut et al. [110, 111]. However later simula-
tions questioned the existence of Miransky scaling on the lattice, see for instance
the discussion in [23] and [92].
Early studies of strong QED with four-fermion coupling on the lattice were done
by [23, 112]. The conclusions of [23] are in agreement with [24]; the critical expo-
nents have nonmean field values and satisfy hyperscaling in the intermediate region
(0 < α0 < αc) (in quenched approximation). Furthermore it was argued in [23]
that from the RG point of view it is essential that the critical exponent γ = 1. It
means one has the factorization η(ψ¯ψ)2 = 2η(ψ¯ψ). Hence the anomalous dimension
of the operator (ψ¯ψ)2 is twice the anomalous dimension of the mass operator ψ¯ψ.
A renormalization of the chiral condensate simultaneously renormalizes the prop-
agators ∆S and ∆P. Indeed the lattice computations of the critical exponent γ
reported in [23, 112] showed strong evidence for γ = 1.
Moreover is was argued that it is natural for the lattice-regulated form of QED
to incorporate four-fermion interactions. The Illinois group ([23, 112]) obtained a
critical point (0.44αc, 0.76) in the (α0, g0) plane, which fits nicely on the critical
line Eq. (3.46). However it was not possible at that time to investigate with lattice
simulations the phase transition along the critical line.
Later, the GNJL model was studied on the lattice in noncompact formulation
using some mean field approach for the fermions, by Azcoiti et al. [92]. They
obtained a critical line qualitatively similar to the SDE approach Eq. (3.46), and
nonmean field critical exponents.
Studies of the compact GNJL model [113] (with torus topology) showed to have
both a first order transition as well a second oder phase transition similar to the
continuous transition in the noncompact formulation [92, 113]. Also in these studies
([92]) it was shown that the critical exponents have nonmean field values and satisfy
hyperscaling.
Simulations of noncompact full (unquenched) QED on the lattice (with flavors,
N = 2 and N = 4) are controversial [114]. The Illinois group [115, 116] (see also
[117, 118]) and the Zaragosa group [119, 120], find power-law scaling and nonmean
field critical exponents, signaling a possible nontrivial continuum limit for the strong
coupling broken phase, whereas [121, 122, 114] obtain mean field behavior (mean
field critical exponents with logarithmic corrections). Thus Go¨ckeler et al. find a
vanishing renormalized gauge coupling and a vanishing effective Yukawa coupling
(defined by the Goldberger–Treiman relation), and they conclude that lattice QED
is trivial, see for their most recent result Ref. [123].
The authors of [124, 115, 116] found indications that monopole condensation and
chiral symmetry transitions were coincident. These results suggested that theories
of fundamental charges and monopoles provide a natural scenario for nontrivial
ultraviolet behavior. However later analysis of [125] and the discussion in [126] put
in doubt the initial ideas on the role of monopole condensation driving the chiral
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phase transition.
In [94] it was argued that the triviality of λφ4 theory cannot be a good guide
to understanding the possible triviality of the pure NJL or spinor QED. The main
reason is that the Nambu-Goldstone bosons in models with fundamental fermions
which undergo (dynamical) chiral symmetry breaking are composite, and their prop-
agators have a large anomalous dimension, whereas they are fundamental in theories
with scalars that exhibit a magnetic type of phase transition, and the anomalous
dimension is small. The consequence is the following. Although both the NJL
model and λφ4 theory violate hyperscaling due to the appearance of logarithmic
corrections, and hence are trivial, the bounds on the critical exponents are differ-
ent. In NJL type of models the logarithmic violations reduce the critical exponent
δ below its mean field value δ < 3, whereas in scalar models the critical exponent
exceeds its mean field value δ > 3. Such logarithmic violations10 of scaling and the
direction of violation were tested in [127], and [128].
Studies of unquenched QED or GNJL model in the continuum (both analytic
and numerical studies), see Refs. [129, 130, 131], commonly use a one-loop vacuum
polarization in the SDE for the fermion propagator and gap equation. The effect of
the inclusion of screening effects on the phase transition is that instead of the scaling
law with essential singularity, the scaling appears to be of the mean field type,
as one would expected for a trivial theory (With a one-loop vacuum polarization
incorporated QED is shown to be explicitly trivial).
3.9 Beyond the ladder approximation
In the previous section we have pointed out the qualitative agreement of the SD
quenched-ladder approximation with the quenched lattice simulations. But we
would like to mention other attempts to study the gap equation beyond the ladder
approximation in framework of the SD approach. In Refs.[132, 133] the validity of
the ladder approximation is analyzed by including the effects of e.g. crossed photon
exchange graphs. Moreover, Holdom [133] gives strong arguments that the scaling
law for the fermion dynamical mass mdyn in the quenched theory (including also
crossed photon graphs, and vertex corrections) is of the same form as the scaling law
obtained in the quenched-ladder approximation given by Eq. (3.45). This is analo-
gous to the statement that the anomalous dimension is one (γm = 1) in quenched
QED.
In addition, the nonperturbative renormalization group methods (NPRG) of
Refs. [41, 132] provide a way to check the quenched-ladder approximation in the
GNJL model by including the effect of crossed photon exchange graphs, and four-
fermion interactions in the RG flow of coupling constants. The basic principle
of the NPRG methods is to write down the equation for the so-called shell-mode
10Logarithmic scaling is rather complicated to investigate on the lattice due to the finiteness of
the system.
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effective action, which follows from varying the cutoff of the Wilsonian effective
action, see e.g. Eq. (1.55). In principle the NPRG method is exact, but unsolvable
in practice, since it involves the computation of the RG flows of an infinite set
of operators and couplings. The systematic approximation is to write down the
NPRG equations for a suitable finite set of local operators, which is called the local
potential approximation (LPA). The next step is that the solutions obtained in
the LPA have to be checked for stability with respect to enlargement of the set of
operators.
In Ref. [134] the critical line in the full quenched GNJL model is obtained in
a particular LPA, which incorporates besides crossed photon exchange graphs also
four-fermion exchanges beyond the mean field approach. The equation for the
critical line obtained by Aoki et al. reads
gc(α0) =
1
3
(
1 +
√
1− α0
αc
)2
, (3.105)
and in comparison with Eq. (3.46) the difference is just an overall factor 3/4. Thus
these studies support the reliability of the ladder approximation. Moreover in
Ref. [134] it is shown that the critical exponents agree rather well with the quenched-
ladder results for small values of α0. However, for values of the gauge coupling α0
close to the CPT point α0 = αc, a small quantitative difference in the values of the
critical exponents emerges.
Let us mention some other attempts to study DχSB in quenched QED beyond
the ladder approximation. In Refs. [135, 136, 137, 138, 139, 140] various Ansa¨tze for
the photon-fermion vertex have been constructed and analyzed. The main motiva-
tion for the construction of such Ansa¨tze is the formulation of a gauge independent
approach to DχSB. In the ladder approximation the full photon-fermion vertex is
approximated by the bare vertex and the approximation is believed to be reliable
only in Landau gauge ξ = 0. Since, there, the gauge-dependent anomalous dimen-
sion of the fermion wave function Z (Eq. (2.24)) vanishes, and Z = 1. Consequently
the WTI for the photon-fermion vertex, Eq. (2.50), is satisfied asymptotically, i.e.
for momenta |p| ≫ |mdyn|. Two crucial constraints on the vertex Ansa¨tze are the
WTI and power-law behavior for the fermion wave function. The power-law be-
havior for Z is motivated and derived from the multiplicative renormalizability of
perturbation theory for arbitrary gauge-parameters ξ.
Chapter 4
Scalar composites in the
symmetric phase
4.1 Introduction
In the ladder approximation, and using the Hartree-Fock (mean field) approxima-
tion for the four-fermion coupling it has been shown [96, 97, 104, 39] that the
GNJL model in four dimensions is indeed renormalizable, and that the anomalous
dimension of ψ¯ψ is large, turning the formally irrelevant four-fermion operators
into relevant operators. Fine-tuning the coupling g0 to gc in SχSB phase in such
a way that md/Λ ≪ 1, where md ≡ Σ(0) is the dynamical mass of a fermion, a
nontrivial continuum limit (md/Λ → 0) can be reached just as in pure quenched
QED [87, 10, 11, 89]. The spectrum of such a theory contains pseudoscalar (π) and
scalar (σ) bound states which become light and dynamically active in the vicinity of
the critical line. Since the phase transition is second order along the part Eq. (3.46)
of the critical curve, scalar and pseudoscalar resonances have been shown to be
produced on the symmetric side of the curve, whose masses approach zero as the
critical curve is approached [22]. The resonances are of the Breit-Wigner type (see
section 2.3) and described by a complex pole (on a second Riemann sheet) in their
respective propagators.
The part of the critical curve, Eq. (3.47), with α0 = αc is rather special. For
example, an abrupt change of the spectrum of light excitations occurs when the line
α0 = αc, g0 < 1/4 is crossed: while light scalar and pseudoscalar excitations still
persist in the broken phase, there are no such light excitations in the symmetric
phase [104, 105]. A similar behavior has been revealed also in QED3 [99]. This
peculiar phase transition was referred to as a conformal phase transition (CPT)
[27].
In this chapter we study scalar composites (σ and π bosons) in the symmetric
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Figure 4.1: The SDE for the scalar propagator ∆S(p).
S = + 2S
Figure 4.2: The SDE for the scalar vertex ΓS(p+q, p). The shaded circle with the 2
represents the two-fermion one-boson irreducible fermion-fermion scattering kernel.
phase of the GNJL model. Computing the scalar propagator, see Eqs. (2.25)–
(2.26) and Fig. 4.1, requires knowledge of the full scalar-fermion-antifermion vertex
ΓS(p + q, p) (the Yukawa vertex) which in turn satisfies the Bethe-Salpeter (BS)
equation 2.40 and is displayed in Fig. 4.2. We solve this BS equation in the ladder
approximation (Fig. 4.3) but differ from the corresponding studies in Refs. [39,
22] who used an approximation for ΓS(p + q, p) with zero boson momentum (q =
0). A technique of expansion in Chebyshev polynomials is introduced for solving
the Yukawa vertex with nonzero boson momentum and consequently an explicit
analytical expression is derived for the propagator of the σ boson valid along the
entire critical curve. Our main physical conclusions are the same as in Refs. [104, 22,
105]: in the region α0 < αc, g0 > 1/4, in the symmetric phase, a spectrum of light
resonances exists while at α0 < αc, g0 < 1/4 there are no light resonances. Having
S = + S
Figure 4.3: The SDE for the scalar vertex in the quenched-ladder approximation.
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obtained an analytical expression for the scalar propagator, we can analytically
continue it into the region α0 > αc and find light tachyons there, signaling the
instability of the symmetric solution.
The plan of the present chapter is as follows. First we solve the equation for the
Yukawa vertex with nonzero boson momentum in section 4.2 keeping only the zero
order Chebyshev harmonics. In section 4.3 we obtain an analytical expression for
the σ boson propagator valid along the entire critical line and analyze its behavior in
different asymptotical regimes. Section 4.4 is devoted to comparing our results for
the Yukawa vertex and boson propagator with the corresponding ones in Refs. [39,
22]. In section 4.5 we discuss the behavior of the scalar propagator near the critical
line (3.46) in the symmetric phase and, in particular, the mass and the width of
resonances. The analysis of the scalar composites near the critical line (3.47) is given
in section 4.6, where we show the absence of light excitations at α0 ≤ αc while
analytically continuing the symmetric phase propagator into the region α0 ≥ αc
leads to the appearance of tachyonic states. We discuss this behavior from the
viewpoint of the CPT conception proposed in Ref. [27] and section 4.6. A summary
is given in section 4.8 and in appendix D we give an analysis of the contribution
of higher order Chebyshev harmonics into the Yukawa vertex equation and scalar
vacuum polarization. The results of this chapter were published in Ref. [40].
4.2 Scalar vertex in quenched-ladder approxima-
tion
In this section we discuss the SDEs for the scalar propagator and the scalar vertex
in the well-known quenched-ladder approximation and introduce an approximation
scheme for solving the SDE for the scalar vertex. For the time being we consider
one flavor of fermions, N = 1. Then the SDE for σ boson reads
∆−1S (p) = −
1
G0
+ΠS(p
2), (4.1)
where the scalar vacuum polarization ΠS(q
2) is given by
ΠS(p
2) = i
∫
Λ
d4k
(2π)4
Tr [S(k + p)ΓS(k + p, k)S(k)] , (4.2)
and for the Yukawa vertex ΓS we have
− iΓSab(p+ q, p) = (−i1)ab +
∫
Λ
d4r
(2π)4
[iS(r + q)(−i)ΓS(r + q, r)iS(r)]dc
× (−ie20)K(2)cd,ab(r, r + q, p+ q) (4.3)
88 Scalar composites in the symmetric phase
(see Fig. 4.2), and where Λ is the UV cutoff. We recall that in the symmetric phase
of the GNJL the pseudoscalar and scalar propagators are degenerate, so are the
pseudoscalar vertex and scalar vertex.
The ladder approximation is obtained by replacing the Bethe-Salpeter kernel
K(2) of Eq. (B.28) by the one photon exchange graph,
(−ie20)K(2)ab,cd(k, p, p+ q) = (−ie0)γλcbiDλσ(q)(−ie0)γσad. (4.4)
Furthermore the photon propagator is considered as quenched, i.e., vacuum polar-
ization effects are turned off, and thus the gauge coupling does not run (as explained
earlier), we again assume
βα(α0) ≈ 0. (4.5)
In principle the Bethe-Salpeter kernel also contains scalar and pseudoscalar ex-
changes. One question is whether such exchanges can be neglected, this question
will be addressed in the next chapter. The answer not only depends on the short-
distance behavior of the full scalar propagators and Yukawa vertex which we will try
to solve in this chapter, but also on the representation of the chiral symmetry. In
the next chapter we will argue that, provided scalars and pseudoscalars are consid-
ered both in the adjoint representation of the chiral symmetry, the neglect of scalar
and pseudoscalar exchanges in the kernel K(2) seems reasonable for the SDE for the
Yukawa vertices ΓS and ΓP. Hence we will treat the four-fermion interactions again
in the Hartree–Fock approximation, a sort of mean field approach, and postpone
discussions of validity and self-consistence to the chapter 5.
The SDE equation for the scalar vertex in the ladder approximation can be
written as
ΓS(p+ q, p) = 1+ ie
2
0
∫
Λ
d4r
(2π)4
× γλS(r + q)ΓS(r + q, r)S(r)γσDλσ(r − p) (4.6)
(see Fig. 4.3). The SDE for the scalar propagator, Eq. (4.2), is left unchanged.
In the symmetric phase, the equation for the scalar vertex, Eq. (4.6), is a self-
contained equation, if we note that in the Landau gauge the fermion propagator is
S(p) = 1/pˆ. We recall that in the Landau gauge the ladder approximation respects
the chiral and vector Ward-Takahashi identities. The SDEs in ladder approximation
for scalar propagator and vertex, Eqs. (4.2) and (4.6), have been studied extensively
in the literature [39, 22, 141, 142, 98], but mainly for the case of zero-transfer boson
momentum (q = 0).
In what follows, we present a method for solving the scalar vertex with nonzero
boson momentum. The starting point is a general structure of the scalar vertex and
pseudoscalar vertex. The scalar and pseudoscalar vertices in momentum space can
be decomposed over four spinor structures with dimensionless scalar functions as
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given in Eqs. (2.42) and (2.43). In the symmetric phase, the scalar and pseudoscalar
vertex functions coincide, i.e., we set Fi ≡ F (s)i = F (p)i , i = 1, 2. The straightfor-
ward consequence is that the scalar and pseudoscalar propagators are also identical
(degenerate) in the symmetric phase, just a reflection of the chiral symmetry. Thus
we have the structure
ΓS(p+ q, p) = 1 [F1 + (qˆpˆ− pˆqˆ)F2 + (pˆ+ qˆ)F3 + pˆF4] . (4.7)
Furthermore, because of the absence of a dynamical mass in the symmetric phase,
the equations for the scalar functions F3 and F4 decouple from the equations for F1
and F2. Moreover, F3 and F4 do not contribute in scalar and pseudoscalar vacuum
polarizations. In fact the integral equations for these functions are homogeneous
ones and in the symmetric phase we can always take the solution F3 = F4 = 0
which is a consistent one.
So the problem is reduced to solving a coupled set of integral equations for two
scalar functions F1, F2, which has the form (after making a standard Wick rotation
[143])
Fi(p+ q, p) = δi1 + λ0
2∑
j=1
∫
Λ
dr2
∫
dΩr
2π2
Kij(p, q, r)Fj(r + q, r), i = 1, 2, (4.8)
where λ0 = 3α0/4π, and
K11(p, q, r) =
(r2 + q · r)
(r + q)2(r − p)2 , (4.9)
K12(p, q, r) =
2[(q · r)2 − r2q2]
(r + q)2(r − p)2 , (4.10)
K21(p, q, r) =
1
6
κ(p, q, r)
(r + q)2(r − p)4[(p · q)2 − p2q2] , (4.11)
K22(p, q, r) =
1
3
κ(p, q, r)(r2 + q · r)
(r + q)2(r − p)4[(p · q)2 − p2q2] , (4.12)
with
κ(p, q, r) = p2p · rq2 − p2p · qq · r − 2p · qp · rq · r + 2p2(q · r)2
+ 2(p · q)2r2 − 2p2q2r2 + p · rq2r2 − p · qq · rr2, (4.13)
and
∫
dΩr denotes the usual angular part of the four-dimensional integration.
The SDE for Yukawa vertex is quite similar to a Bethe-Salpeter equation (BSE)
for bound state wave function χ (χ ∼ SΓSS). The essential difference of course is
that the SDE for ΓS is an inhomogeneous equation, whereas the homogeneous BSE
describing bound states is an eigenvalue equation.
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The equations (4.8) are still very complicated due to the fact that the angular
part of the integration cannot be performed in explicit form, since the angular
dependence of the Yukawa vertex is unknown. Without any further approximations
it seems impossible to solve the equations analytically. Our primary interest is the
scalar propagator defined by the vacuum polarization Eq. (4.2). The equation for
the scalar vacuum polarization is
ΠS(q
2) =
1
4π2
Λ2∫
0
dk2
∫
dΩk
2π2
[
A1(k, q)F1(k + q, k) +A2(k, q)F2(k + q, k)
]
, (4.14)
where
A1(k, q) ≡ k
2 + k · q
(k + q)2
, A2(k, q) ≡ 2[(k · q)
2 − k2q2]
(k + q)2
. (4.15)
The method to tackle the angular dependence is to expand in terms of Chebyshev
polynomials of the second kind Un(x), a method which was used before, for instance
in Ref [10].
We define the following Chebyshev expansions. For the vertex function F1 and
F2 we define
F1(p+ q, p) =
∞∑
n=0
fn(p
2, q2)Un(cosα), (4.16)
F2(p+ q, p) =
∞∑
n=0
gn(p
2, q2)Un(cosα), (4.17)
for the kernels of the ΠS, Eq. (4.15)
A1(p, q) =
∞∑
n=0
an(p
2, q2)Un(cosα), (4.18)
A2(p, q) =
∞∑
n=0
bn(p
2, q2)Un(cosα), (4.19)
and for the kernels, Eqs. (4.9)–(4.12)
K(p, q, r) =
∞∑
n,m,l=0
Knml(p
2, q2, r2)Un(cosα)Um(cosβ)Ul(cos γ), (4.20)
where
cosα =
p · q
pq
, cosβ =
p · r
pr
, cos γ =
q · r
qr
(4.21)
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(for the coefficients Knml(p
2, q2, r2) see appendix D). After that the angular inte-
gration can be done explicitly leading to an infinite chain of equations for harmonics
fn(p
2, q2) and gn(p
2, q2). The important thing is that only the harmonics f0 con-
tains an inhomogeneous term in the equation for it (the constant 1 in Eq. (4.8)),
while other harmonics can be found iteratively once f0 is computed. In other words,
for the vertex function F1 the scale is set by the bare vertex, i.e., such a function
has nonhomogeneous ultraviolet boundary conditions. For the vertex function F2
there is no such inhomogeneous term other than given indirectly by the coupling to
vertex function F1.
We assume that the scalar vertex function F1(p+ q, p) depends only weakly on
the angle between fermion and scalar-boson momentum p·q, so that an infinite set of
equations for fn and gn is replaced by the equation for the zeroth-order Chebyshev
coefficient function f0 which we shall solve exactly. The main approximation is to
replace the Yukawa vertex by the angular average of the vertex function F1,
ΓS(p+ q, p) ≈ 1
∫
dΩp
2π2
F1(p+ q, p) = 1f0(p
2, q2), (4.22)
since Chebyshev polynomials of the second kind are precisely orthogonal with re-
spect to such integration. Then we write
f0(p
2, q2) ≡ FIR(p2, q2)θ(q2 − p2) + FUV(p2, q2)θ(p2 − q2). (4.23)
The functions FIR and FUV are respectively referred to as the IR channel (infrared),
and the UV channel (ultraviolet).
If the scalar vertex indeed weakly depends on angle between scalar-boson and
fermion momentum p flowing through the Yukawa vertex, these channel functions
should have the limits
lim
p2≫q2
ΓS(p+ q, p) = 1 lim
p2≫q2
FUV(p
2, q2), (4.24)
lim
q2≫p2
ΓS(p+ q, p) = 1 lim
q2≫p2
FIR(p
2, q2), (4.25)
i.e., the asymptotics of the scalar vertex are independent of the angle between p
and q. Hence the UV channel contains a limit of the Yukawa vertex with the boson
momentum q that is much smaller than both fermion momenta (q ≪ p), and the IR
channel contains a limit of the vertex with the fermion momentum p that is much
smaller than the boson momentum (q ≫ p). The connection between the Yukawa
vertex ΓS and these two channel functions is illustrated in Fig. 4.4.
The expansion in Chebyshev polynomials is discussed in detail in appendix D.
Moreover, the error, due to our approximation, Eq. (4.22), in the computation of
the scalar vacuum polarization, is estimated in that appendix.
The zeroth-order Chebyshev or the two channel approximation of Eq. (4.23)
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Figure 4.4: The two-channel approximation.
gives the following equation for the vertex function f0(p
2, q2):
f0(p
2, q2) = 1 + λ0
Λ2∫
0
dr2N0(r
2, p2)a0(r
2, q2)f0(r
2, q2), (4.26)
where
N0(r
2, p2) =
θ(r2 − p2)
r2
+
θ(p2 − r2)
p2
(4.27)
and
a0(r
2, q2) =
1
2
[(
2− q
2
r2
)
θ(r2 − q2) + r
2
q2
θ(q2 − r2)
]
(4.28)
(see also appendix D). The equation for the scalar vacuum polarization in this
approximation Eq. (4.14) takes the form
ΠS(q
2) =
1
4π2
Λ2∫
0
dk2 a0(k
2, q2)f0(k
2, q2). (4.29)
With the Eqs. (4.27) and (4.28) for N0 and a0, respectively, and the definition
of the channel functions Eq. (4.23), we get two coupled integral equations for the
IR-UV channels:
(s < t) FIR(s, t) = 1 + λ0
s∫
0
du
u
2st
FIR(u, t) + λ0
t∫
s
du
1
2t
FIR(u, t)
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+ λ0
Λ2∫
t
du
2u− t
2u2
FUV(u, t), (4.30)
(s > t) FUV(s, t) = 1 + λ0
t∫
0
du
u
2st
FIR(u, t) + λ0
s∫
t
du
2u− t
2su
FUV(u, t)
+ λ0
Λ2∫
s
du
2u− t
2u2
FUV(u, t), (4.31)
where s = p2, t = q2, and u = r2. For the vacuum polarization, Eq. (4.29), we
obtain the equation
ΠS(t) =
1
4π2


t∫
0
du
u
2t
FIR(u, t) +
Λ2∫
t
du
2u− t
2u
FUV(u, t)

 , t = q2. (4.32)
Using Eq. (4.31) with s = Λ2 provides a simple relation between the vacuum polar-
ization and the UV-channel function
ΠS(q
2) =
Λ2
4π2
1
λ0
[
FUV(Λ
2, q2)− 1] , (4.33)
which is different from the functional form proposed in Ref. [39].
The integrals equations for FIR and FUV are equivalent to two second order
differential equations with four appropriate boundary conditions. We get for the IR
channel:
s2
d2
ds2
FIR(s, t) + 2s
d
ds
FIR(s, t) +
λ0
2t
sFIR(s, t) = 0, (4.34)
and for the UV channel
s2
d2
ds2
FUV(s, t) + 2s
d
ds
FUV(s, t) + λ0
2s− t
2s
FUV(s, t) = 0. (4.35)
The infrared and ultraviolet boundary conditions (IRBC), respectively, (UVBC) are
[
s2
d
ds
FIR(s, t)
]∣∣∣∣∣
s=0
= 0,
[
FUV + s
d
ds
FUV
]∣∣∣∣∣
s=Λ2
= 1. (4.36)
Moreover we get a continuity and differentiability equation at s = t
FIR(t, t) = FUV(t, t),
d
ds
FIR(s, t)
∣∣∣∣∣
s=t
=
d
ds
FUV(s, t)
∣∣∣∣∣
s=t
. (4.37)
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The differential equations can be solved straightforwardly. The equation for FIR
can be written as a Bessel equation, and the equation for FUV as a modified Bessel
equation (see Ref. [144] for mathematical details). The general solutions of the
differential equations are
FIR(s, t) = c3(t/Λ
2, ω)
(
t
s
)1/2
J1
(√
2λ0s/t
)
+ c4(t/Λ
2, ω)
(
t
s
)1/2
Y1
(√
2λ0s/t
)
, (4.38)
FUV(s, t) = c1(t/Λ
2, ω)
(
t
s
)1/2
I−ω
(√
2λ0t/s
)
+ c2(t/Λ
2, ω)
(
t
s
)1/2
Iω
(√
2λ0t/s
)
, (4.39)
with J1 and Y1 the Bessel functions of first and second kind, respectively, and where
I±ω are modified Bessel functions and ω =
√
1− 4λ0, see also Eq. (3.18). We note
that since Eqs. (4.34), (4.35) are scale invariant their solutions are functions of the
ratio s/t and the scale invariance is violated by the UV boundary condition (4.36)
only.
The IRBC for the IR channel requires c4(t/Λ
2, ω) = 0, since the Bessel function
Yn(z) is irregular at z = 0, the other coefficients are fixed by the remaining three
boundary conditions and the solutions are
c1(t/Λ
2, ω) =
πγ(ω)
2 sinωπ
Z−1(t/Λ2, ω), (4.40)
c2(t/Λ
2, ω) = c1(t/Λ
2,−ω), (4.41)
c3(t/Λ
2, ω) = Z−1(t/Λ2, ω), (4.42)
where
Z(q2/Λ2, ω) ≡ π
2 sinωπ
[
γ(ω)G(q2/Λ2,−ω)− γ(−ω)G(q2/Λ2, ω)] , (4.43)
and
γ(ω) ≡
√
2λ0
[
J1(
√
2λ0)I
′
ω(
√
2λ0) + J
′
1(
√
2λ0)Iω(
√
2λ0)
]
, (4.44)
G(q2/Λ2, ω) ≡ 1
2
√
q2
Λ2
[
Iω
(√
2λ0q2
Λ2
)
−
√
2λ0q2
Λ2
I ′ω
(√
2λ0q2
Λ2
)]
. (4.45)
Summarizing, the solution of scalar vertex in terms of channel functions is
FIR(p
2, q2) = Z−1
(
q2
Λ2
, ω
)(
q2
p2
)1/2
J1
(√
2λ0p2
q2
)
, (4.46)
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FUV(p
2, q2) =
π
2 sinωπ
Z−1
(
q2
Λ2
, ω
)(
q2
p2
)1/2
×
[
γ(ω)I−ω
(√
2λ0q2
p2
)
− γ(−ω)Iω
(√
2λ0q2
p2
)]
. (4.47)
It is easy to verify that at zero boson momentum one gets
ΓS(p, p) ≡ FUV(p2, q2 = 0) = 2
1 + ω
(
p2
Λ2
)−(1−ω)/2
, (4.48)
which coincides with the zero transfer vertex of Refs. [39, 22]. In the limit of
pure NJL model, α0 → 0 (ω → 1), the vertex is equal, of course, to the bare
vertex, ΓS = 1 = FUV = FIR. To study the vertex at critical gauge coupling
α0 = αc (ω = 0) we expand the Bessel functions in small ω using the following
property of the modified Bessel functions:
Iω(x(ω)) ≈ I0(x(0))− ωK0(x(0)) +O(ω2), (4.49)
where x(ω) ∝ √1− ω2. Then the expressions for FIR, FUV, Eqs. (4.46), (4.47), take
the following form at α0 → αc:
FIR(p
2, q2) = Z−1
(
q2
Λ2
, 0
)(
q2
p2
)1/2
J1
(√
p2
2q2
)
, (4.50)
FUV(p
2, q2) = Z−1
(
q2
Λ2
, 0
)(
q2
p2
)1/2
×
[
ǫ1K0
(√
q2
2p2
)
− ǫ2I0
(√
q2
2p2
)]
, (4.51)
where
Z−1
(
q2
Λ2
, 0
)
=
1
2
(
q2
Λ2
)1/2 [
ǫ1K0(x) + ǫ1xK1(x)
−ǫ2I0(x)− ǫ2xI ′0(x)
]
, (4.52)
x =
√
q2/2Λ2,
and where
ǫ1 =
√
1/2(J1(
√
1/2)I ′0(
√
1/2) + J ′1(
√
1/2)I0(
√
1/2)), (4.53)
ǫ2 =
√
1/2(J1(
√
1/2)K ′0(
√
1/2) + J ′1(
√
1/2)K0(
√
1/2)), (4.54)
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and Ki is the modified Bessel function of the third kind. Note that when we expand
the UV channel function, (p2 ≫ q2), Eq. (4.51), we get
FUV(p
2, q2) = 2
(
p2
Λ2
)−1/2 [
ǫ3 − 2 + ln(p2/q2)
ǫ3 − ln(q2/Λ2) +O
(
q2/p2 ln(q2/p2)
)]
, (4.55)
where
ǫ3 = 2(1− γ) + 3 ln 2− 2 ǫ2
ǫ1
≈ 3.2 (4.56)
and γ is the Euler gamma. The expression (4.55) is of the same form as obtained
in Ref. [39] (their formula (2.88)).
4.3 Analytic structure of the scalar propagator
In the previous section we obtained an analytical expression for the scalar vertex by
assuming that the vertex only weakly depends on the angle between boson momen-
tum and fermion momentum. The expression for the scalar vacuum polarization
in such an approximation takes the form of Eq. (4.32). The main object of inves-
tigation is scalar compositeness near the critical line. In the neighborhood of the
critical line, the tendency of fermion-antifermion pairs to form bound states under
the influence of strong attractive four-fermion forces becomes apparent.
Since we are in the symmetric phase of the GNJL model (there is no dynami-
cal mass), the only important variable is the scalar boson momentum over cutoff
t = q2/Λ2. Equation (4.32) shows that the vacuum polarization depends only on
the UV channel with fermion momentum at Λ2, Eq. (4.33). Substituting the ex-
pressions obtained for the vertex function Eq. (4.39) in the equation for the vacuum
polarization Eq. (4.33), we obtain
ΠS(q
2) =
Λ2
4π2
1
λ0
[
γ(ω)H(q2/Λ2,−ω)− γ(−ω)H(q2/Λ2, ω)
γ(ω)G(q2/Λ2,−ω)− γ(−ω)G(q2/Λ2, ω)
]
, (4.57)
where γ and G are given by Eqs. (4.44) and (4.45), and where
H(q2/Λ2, ω) ≡ 1
2
√
q2
Λ2
[
Iω
(√
2λ0q2
Λ2
)
+
√
2λ0q2
Λ2
I ′ω
(√
2λ0q2
Λ2
)]
. (4.58)
This expression is valid along the entire critical curve in the symmetric phase.
Note that the vacuum polarization is symmetric in ω which means that we can
analytically continue it to values α0 > αc.
Equation (4.57) is a rather complicated expression, and we will first investigate
some specific limits:
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(A) The pure NJL limit, where the gauge interaction is turned off, i.e., the case
where α0 = 0, thus ω = 1.
(B) Asymptotic behavior of ΠS, the infrared behavior q
2/Λ2 ≪ 1 in such a manner,
so that (q2/Λ2)ω ≫ q2/Λ2.
(C) The behavior at the critical gauge coupling α0 = αc, thus ω = 0.
(D) The behavior of ΠS for α0 > αc, ω = iν, ν =
√
α0/αc − 1, i.e., analytic
continuation across the critical curve at α0 = αc.
4.3.1 The pure NJL limit
The pure Nambu–Jona-Lasinio limit is the case where the gauge interaction is com-
pletely turned off, possible bound states in such a model are purely due to the
four-fermion interaction. So α0 → 0, and therefore ω → 1. The scalar vertex at
α0 = 0 is just equal to the bare vertex, ΓS = 1 = FUV = FIR. The pure NJL
limit can be correctly obtained from Eq. (4.57) by making expansions of the Bessel
functions keeping sufficient number of terms, and then performing an expansion in
(1 − ω) to zeroth order. Hence with α0 = 0, ω = 1 in Eq. (4.57), we get
ΠS(q
2) =
Λ2
4π2
[
1 +
q2
2Λ2
ln
(
q2
Λ2
)
− 3q
2
4Λ2
]
. (4.59)
The log term is a consequence of the “hard” fermion loop which also ruins the
renormalizability of the pure NJL model.
4.3.2 Asymptotic behavior of the σ boson vacuum polariza-
tion
The asymptotic behavior 0 < ω < 1 so that (q2/Λ2)ω ≫ q2/Λ2 can be obtained by
considering first the q2 ≪ Λ2 limit of Z, Eq. (4.43):
Z ≈ π
2 sinωπ
√
h(ω)h(−ω)(1− ω2)
(
q2
Λ2
)1/2
sinh
[
ω
2
ln
(
Λ2
q2
)
+ δ(ω)
]
, (4.60)
where
δ(ω) ≡ 1
2
ln
h(ω)(1 + ω)
h(−ω)(1− ω) − ω ln
√
2λ0, h(ω) ≡ γ(ω)2
ω
Γ(1− ω) . (4.61)
Then the UV-channel function with fermion momentum p2 = Λ2 can be expressed,
in this limit, as
FUV(Λ
2, q2) ≈ 2
1 + ω
+
2ω
1− ω2 (1− coth y), y =
ω
2
ln
(
Λ2
q2
)
+ δ(ω). (4.62)
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Hence
ΠS(q
2) ≈ Λ
2
4π2
[
1
gc(ω)
+
8ω
(1− ω2)2 (1− coth y)
]
, q2 ≪ Λ2. (4.63)
However, the above expression does not reproduce the correct leading term of the
NJL limit (ω → 1), for that we should use the expression (4.57). In order to obtain
such an expression which contains properly the pure NJL limit, we have to keep
more terms in the expansion of Z. We then get for the scalar vacuum polarization
ΠS(q
2) ≈ Λ
2
4π2
[
1
gc(ω)
−B(ω)
(
q2
Λ2
)ω
+A(ω)
q2
Λ2
+O ((q2/Λ2)2ω)+O ((q2/Λ2)1+ω)], (4.64)
where
A(ω) ≡ 1
2gc(ω)(1 − ω) , B(ω) =
16ω
(1− ω2)2
γ(−ω)
γ(ω)
Γ(2− ω)
Γ(2 + ω)
(
λ0
2
)ω
. (4.65)
For Eq. (4.64) to be valid, it is assumed that ω > 1/2. It is straightforward to check
that this expression satisfies the NJL limit (ω → 1).
This is a suitable point to refer to appendix D for an analysis of the reliability
of Eq. (4.64), where it is shown that the leading and next-to-leading terms in q2/Λ2
of ΠS (i.e., the first two terms on the right-hand side of Eq. (4.64)) are indeed
correctly obtained by our approximation, see Eq. (D.36).
4.3.3 The σ boson at critical gauge coupling
At critical gauge coupling α0 = αc (ω = 0) is the onset of the scalar compositeness
originating purely from electromagnetic forces. The expression for FUV, Eq. (4.51),
has the form at α0 = αc
FUV(p
2, q2) = 2
(
p2
Λ2
)−1/2
×
[
ǫ2I0(y)− ǫ1K0(y)
ǫ2I0(x)− ǫ2xI1(x) − ǫ1K0(x) − ǫ1xK1(x)
]
, (4.66)
where x =
√
q2/2Λ2 and y =
√
q2/2p2. This gives
ΠS(q
2) =
Λ2
4π2
[
4 +
8 [ǫ2xI1(x) + ǫ1xK1(x)]
ǫ2I0(x)− ǫ2xI1(x) − ǫ1K0(x)− ǫ1xK1(x)
]
. (4.67)
4.4 Comparison with earlier work 99
4.3.4 Analytic continuation across the critical curve
Since the expression for the scalar vacuum polarization is symmetric in ω, Eq. (4.57),
it can be analytically continued to the values α0 > αc. This holds in replacing ω
by iν in Eq. (4.57), where
ν =
√
α0/αc − 1. (4.68)
The four specific limits of the scalar vacuum polarization described above are
very useful for studying the resonance structure of the bound states which will be
done in section 4.5, and for the study of the CPT which will be done in section 4.6.
But first we shall compare our result for ∆S with that one obtained by other authors
in the next section.
4.4 Comparison with earlier work
In this section we discuss the earlier work of Appelquist, Terning, andWijewardhana
[22] and related work based on that by Kondo, Tanabashi, and Yamawaki [39] on
the scalar composites in the GNJL model. The method used by these authors
to solve the coupled set of scalar vertex and scalar vacuum polarization is the
following. They consider a Taylor-series expansion about q = 0 of the scalar vacuum
polarization ΠS(q
2). In the ladder approximation, such a series has the property
that the nth derivative can be written as(
∂
∂q
)n
ΠS(q
2) ∼
∫
Λ
d4k
(2π)4
n−1∑
m=0
CmTr
[(
∂m
∂qm
ΓS(k + q, k)
)
× 1
kˆ
ΓS(k, k + q)
∂n−m
∂qn−m
1
kˆ − qˆ
]
. (4.69)
Their basic assumption is then that derivatives of the scalar vertex ΓS can be
neglected with respect to ΓS for small α0,
∂nΓS(k + q, k)
∂qn
∣∣∣∣∣
q=0
∼ 1
kn
α0
4αc
ΓS(k, k). (4.70)
Subsequently the Taylor series is resummed using the assumption stated above to
obtain
ΠS(q
2) ∼
∫
Λ
d4k
(2π)4
Tr
[
ΓS(k, k)
1
kˆ
ΓS(k, k)
1
kˆ − qˆ
]
, (4.71)
which yields in terms of Euclidean momentum,
ΠS(q
2) =
Λ2
4π2
[
1
gc(ω)
− b(ω)
(
q2
Λ2
)ω
+ a(ω)
q2
Λ2
]
, (4.72)
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where
a(ω) =
1
2gc(ω)(1 − ω) , b(ω) =
1
gc(ω)ω(1 − ω2) , gc =
(1 + ω)2
4
. (4.73)
How does their result compare to ours? From our expression for the asymptotic
behavior of ΠS, Eq. (4.64), and the result obtained in Refs. [22] and [39], Eq. (4.72),
the leading power of momentum is the same, namely, (q2/Λ2)ω. However, the ω-
dependent factors in front of the leading and next-to-leading powers are different.
At the same time the pure NJL limit is obtained correctly in Refs. [22] and [39].
The differences are rather small for values of ω close to 1, i.e. the coefficients are
A(ω) = a(ω), B(ω) = b(ω)
[
1 +O((1 − ω)2)] . (4.74)
Hence the approach to the NJL point ω = 1 of both approximations is equal.
However, for smaller values of ω the coefficient B obtained in the present chapter
starts to deviate from the one obtained in Ref. [22]. Then for such values of ω,
b(ω) > B(ω).
What is the origin of this difference? The first point is that the expression
derived in Refs. [22] and [39] is valid for α0 not too large. Secondly, from their
answer Eq. (4.72) it is clear that a Taylor series of the scalar propagator about q = 0
is not well defined due to the noninteger power behavior for values 0 < ω < 1. This
is reflected also in their assumption regarding the derivatives of the scalar vertex at
q = 0, Eq. (4.70). The expression for the scalar vertex obtained in section 4.2 shows
that in general, for 0 < ω < 1, the assumption (4.70) is not true. Such derivatives
of ΓS are singular at q = 0 due to the fact that they depend on noninteger powers
of q, which can be seen from Eq. (4.39).
The scalar vertex for small q ≪ p is of the form ΓS(p+ q, p) ∼ FUV(p2, q2), and
FUV(p
2, q2) ≈
(
p2
Λ2
)−1/2+ω/2{
2
(1 + ω)
+
q2
p2
[
1
4
+
(1− ω)
4(1 + ω)
p2
Λ2
]
− 2
(
q2
p2
)ω
γ(−ω)
γ(ω)
Γ(1− ω)
Γ(2 + ω)
[
1− (1− ω)
(1 + ω)
(
p2
Λ2
)ω](
λ0
2
)ω
+ O ((q2/p2)ω(q2/Λ2)ω)+O ((q2/p2)1+ω)+ · · ·
}
, (4.75)
which is consistent with Eq. (4.64) for p2 = Λ2, because of Eq. (4.33). Of course
at q = 0 our result coincides with that of the other authors. But for nonzero q this
expression clearly shows that for 0 < ω < 1 the vertex contains noninteger powers
of q. Hence the assumption made in Refs. [39, 22] is not true in general, since higher
derivatives of the scalar vertex with respect to q are singular at q = 0.
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4.5 Light scalar resonances near criticality
In this section we discuss the behavior of the scalar propagator near the critical
line in the symmetric phase g0 ≤ gc. In the symmetric phase the scalar and pseu-
doscalar composites, the σ and π bosons are degenerate. Near the critical curve, a
combination of strong four-fermion coupling and gauge coupling will tend to bind
fermions and antifermions into these scalar composites. Since the chiral symme-
try is unbroken the σ and π bosons decay to massless fermions and antifermions.
Hence the scalar composites are resonances which are described by a complex pole
in their propagators. The complex pole determines the mass and the width of the
resonances.
In what follows, we redo the computation of the complex poles of the σ boson
which was performed by Appelquist et al. in Ref. [22] using the expression for ∆S,
Eq. (4.57), obtained with the two-channel approximation of the Yukawa vertex. The
expressions obtained in section 4.3 for ΠS(p
2) in various regimes are rotated back
to Minkowski momentum p2 → p2M exp(−iπ). Then the complex poles are given by
p2M = p
2
0 exp (−iθ), ∆−1S (pM ) = −
Λ2
4π2g0
+ΠS(p
2
0 exp (−iθ)) = 0. (4.76)
We can also parametrize the location of a pole by a mass and a width, i.e.,
p20 exp (−iθ) = [Mσ − (i/2)Γσ]2, which yields
Mσ = p0
[
1 + cos θ
2
]1/2
,
Γσ
Mσ
=
2 sin θ
1 + cos θ
. (4.77)
If θ is small, then Γσ/Mσ ≈ θ.
Near the Nambu–Jona-Lasinio point (α0 = 0) our expression for the vacuum
polarization coincides with that obtained by Appelquist et al., Eq. (4.59), and we
get the following equations for the resonances:
cΛ2
p20
= cos θ
[
ln(Λ2/p20) + 3/2
]
, c =
2(1− g0)
g0
, (4.78)
and
π + θ =
[
ln(Λ2/p20) +
3
2
]
tan θ. (4.79)
If now g0 is tuned close enough to the critical value gc = 1, so that ln 1/c≫ 1, the
solution is approximately
p20 ≈
2(1− g0)
g0 ln [g0/2(1− g0)]Λ
2 (4.80)
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and we find a narrow width
θ ≈ π
ln [g0/2(1− g0)] . (4.81)
These results are nothing else than the familiar NJL results. For intermediate values
of the gauge coupling, 0 < α0 < αc (0 < ω < 1), we assume the poles of ∆S are
small, p0/Λ≪ 1, so that
(p0/Λ)
ω ≪ 1. (4.82)
Then, from Eq. (4.64) we get the following equation for the real part of the pole:
0 ≈ − 1
g0
+
1
gc
−B(ω)
(
p20
Λ2
)ω
cosω(θ + π). (4.83)
The equation for the imaginary part reads
0 ≈ sinω(θ + π), (4.84)
where B(ω) is given by Eq. (4.65).
The solution is
θ =
π(n− ω)
ω
, (4.85)
and n is odd integer, so that cosω(θ + π) = −1, thus
p0 ≈ Λ
[
(1− g0/gc)
g0B(ω)
]1/2ω
. (4.86)
Hence θ is only small if ω ∼ 1 for n = 1. The result obtained in Ref. [22], see
Eq. (4.73), gives a mass
p0 ≈ Λ
[
(1− g0/gc)
g0b(ω)
]1/2ω
, b(ω) =
1
gcω(1− ω2) . (4.87)
The pole obtained in Ref. [22] is of the same order as Eq. (4.86) for values of ω close
to 1 (see also discussion in the previous section). For more intermediate values of
ω the poles obtained in our approximation are somewhat bigger, since b(ω) > B(ω)
for 0 < ω < 1. The quantitative difference between the result of Ref. [22] and
that obtained in this chapter for resonance structures are visualized in Fig. 4.5.
In Fig. 4.5 the imaginary part of ∆S given by Eq. (4.57) and Eq. (4.1) is plotted
versus p/M where the tuning of the four-fermion to the critical line is g0/gc = 0.999,
and M/Λ = (1 − g0/gc)1/2. From Fig. 4.5 it is clear that the position of the peak
of the resonant curve is slightly shifted to the right in our case at a fixed ratio
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Our result
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Figure 4.5: A comparison of our result with Appelquist et al. Graphs of Im(∆S(p))
for different values of α0/αc. The curves are normalized so that the peak of the
α0/αc = 0.01 curve equals 1.
α0/αc ∼ O(1) (intermediate or small values of ω), while the width over mass ratio
remains comparable. Near the pure NJL point ω ∼ 1 both results coincide.
As was pointed out in the previous section, and following from the restriction
Eq. (4.82), these results are only valid for α0/αc small. For larger values of the
gauge coupling, ω → +0, the widths become larger, and Eq. (4.82) is no longer
satisfied. This can also be seen in Fig. 4.5. As the ratio α0/αc increases the width
increases too, and the position of the peak becomes more difficult to define.
4.6 Again: the conformal phase transition
In this section we analyze the scalar composites near the critical gauge coupling
α0 = αc, with the purpose of investigating the conformal phase transition, which
was introduced in section 3.6. We recall that the main feature of the CPT is an
abrupt change of the spectrum of light excitations (composites) as the critical point
is crossed, though the phase transition itself is continuous.
In the previous section we encountered a no-CPT, σ-model-like phase transition
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for values of α0 < αc. The masses of light excitations
1 are continuous functions
across the critical curve (though non-analytic); there is no abrupt change in the
spectrum of light excitations. In the broken phase the π boson becomes a massless
Nambu-Goldstone boson, while the fermion and σ boson acquire a dynamical mass
which is small with respect to the cutoff Λ near criticality.
The pole at the critical gauge coupling α0 = αc is determined by Eq. (4.67),
which is rather complicated but we only need to study the IR limit, so we assume
that the pole is small p20 ≪ Λ2. The infrared limit obtained from Eq. (4.67) is
ΠS(q
2) ≈ Λ
2
4π2
[
4 +
16
ln(q2/Λ2)− ǫ3 +O
(
q2/Λ2 ln(q2/Λ2)
)]
. (4.88)
We then find zeros of ∆−1S (p) at
0 ≈
(
1
g0
− 4
)
+
16(ln(Λ2/p20) + ǫ3)
(ln(Λ2/p20) + ǫ3)
2
+ (θ + π)2
, (4.89)
0 ≈ θ + π. (4.90)
Thus θ ≈ −π, and from Eq. (4.89) it is clear that if g0 ≤ gc = 1/4 both terms on the
right-hand side are positive, and there is no solution for the pole with p0/Λ ≪ 1.
Hence if there is a pole it will be heavy, i.e., p0/Λ = O(1). Therefore at α0 = αc no
light resonances are present in the spectrum for g0 ≤ gc = 1/4. The imaginary phase
θ approaches −π which means the heavy pole occurs at “Euclidean” momentum, a
sign of tachyonic states.
The statement above can be made more explicit. If we analytically continue
the scalar propagator to the values of α0 > αc, then we end up in the “wrong
vacuum” and we should get tachynonic states. In the broken phase (α0 > αc),
a chiral symmetric solution still exists, but it is unstable. The π and σ bosons
are tachyons for such a solution. The unstable symmetric solution is obtained by
analytic continuation of the solution in the symmetric phase across the critical
curve (at αc). The scaling law is determined by the UV properties of the theory
and therefore the scaling law of the tachyonic masses is the same as that of the
fermion and σ-boson mass in the broken phase.
Tachyons are described by an imaginary mass m2 < 0. This means the scalar
propagator must have a real pole for Euclidean momentum. If the pole p0 is small,
p0 ≪ Λ, we analytically continue Eq. (4.63) to α0 > αc by replacing ω by iν,
ω → iν ≡ i
√
4λ0 − 1. (4.91)
We then obtain
ΠS(q
2) =
Λ2
π2
1− ν2 − 2ν cot y
(1 + ν2)2
, y =
ν
2
ln
(
Λ2
q2
)
+ νφ(ν2), (4.92)
1 The scalar composites, i.e., the pi and σ bosons are light resonances, |mpi| = |mσ| ≪ Λ.
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where
φ(ν2) ≡ 1
2iν
ln
h(iν)(1 + iν)
h(−iν)(1− iν) − ln
√
2λ0. (4.93)
The tachyonic pole is then given by the root of the equation
− Λ
2
4π2g0
+ΠS(p
2
0) = 0, (4.94)
which gives
p0
Λ
= exp
(
−nπ
ν
− β
ν
+ φ(ν2)
)
, (4.95)
where n is a positive integer and
β = tan−1
νg0
g0 − 2λ0(g0 + λ0) . (4.96)
The tachyon with largest p0 in the physical region p0 < Λ corresponds to n = 1. If
we now consider the limit ν → 0 (λ0 → 1/4), we get
β ≈ 2νg0
g0 − 1/4 , φ(ν
2) ≈ 1− γ − 1
2
ln 2− ǫ2
ǫ1
+O(ν2). (4.97)
In this case,
p0
Λ
≈ exp
(
2g0
1/4− g0 + φ(0)
)
exp
(
− π√
4λ0 − 1
)
, (4.98)
which is proportional to the well-know scaling law of quenched QED. Thus the scalar
propagator giving the tachyon pole equation, Eq. (4.98), reproduces the scaling law
with essential singularity (compare with Eq. (3.45)), which is another confirmation
of the CPT.
4.7 Renormalization and the scaling hypothesis
In what follows, we discuss the results from the viewpoint of the renormalizability
of the GNJL model. The renormalization is performed by a suitable redefinition of
the composite or auxiliary fields σ and π (see Eq. (1.141)):
σR ≡
[
Z(µ)σ
]−1
σ, πR ≡
[
Z(µ)π
]−1
π, (4.99)
where µ is related to some physical scale, which should be independent of Λ. The
renormalization factors of the scalar and pseudoscalar fields Z
(µ)
σ , respectively, Z
(µ)
π
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can be chosen to coincide both in the symmetric and broken phase, and the renor-
malized auxiliary fields σR and πR define the renormalized scalar propagator
∆RS (q) =
[
Z(µ)σ
]−2
∆S(q) (4.100)
and the renormalized scalar vertex
ΓRS (p+ q, p) = Z
(µ)
σ ΓS(p+ q, p). (4.101)
In order to renormalize the scalar propagator and Yukawa vertex simultaneously
(see also Eqs. (4.64) and (4.75)), the wave function renormalization factor at some
renormalization scale µ should be of the form
Z(µ)σ ∝
(
µ2
Λ2
)(1−ω)/2
. (4.102)
Freedom in the choice of renormalization scheme allows us to take the factor Z
defined in Eq. (4.43) as the wave function renormalization factor, since
Z(µ)σ = Z(µ
2/Λ2, ω) ≈ π
2 sinωπ
γ(ω)
2
(1 + ω)
Γ(1− ω)
(
λ0
2
)−ω/2(
µ2
Λ2
)(1−ω)/2
. (4.103)
Hence it follows that four-fermion scattering amplitudes, for instance one-scalar
exchange amplitudes are renormalization group (RG) invariant, i.e.
ΓRS (p1 + q, p1)∆
R
S (q)Γ
R
S (p2, p2 + q) ∼ ΓS(p1 + q, p1)∆S(q)ΓS(p2, p2 + q), (4.104)
(e.g. see again [22]). Consider the case where p21, p
2
2 ≫ q2, so that the scalar vertices
are described by the UV channels, and suppose that we are sufficiently close to the
critical line (the fine-tuning condition Eq. (3.99))
− ∆g0
g0gc
≡ 1
g0
− 1
gc
≪
(
q2
Λ2
)ω
=⇒ −∆g0
g0gc
∼
(
µ2
Λ2
)ω
, µ2 ≪ q2, (4.105)
where ∆g0 ≡ g0− gc, then from Eqs. (4.1) and (4.64) the scalar propagator has the
asymptotic behavior
∆S(q) ≈ −4π
2
Λ2
1
B(ω)
(
Λ2
q2
)ω
. (4.106)
Such a specific power-law behavior for the scalar propagator is essential for the
renormalizability of the GNJL model as is shown in Refs. [96, 22, 97, 104, 39].
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Thus, from Eq. (4.102) and Eq. (4.75), we get
∆RS (q) ∝ −
1
µ2
(
µ2
q2
)ω
, (4.107)
FRUV
(
p2, q2
) ∝ 2
(1 + ω)
(
p2
µ2
)−(1−ω)/2
×
[
1− 2
(
q2
p2
)ω
γ(−ω)
γ(ω)
Γ(1− ω)
Γ(2 + ω)
(
λ0
2
)ω]
. (4.108)
With these expressions, it is straightforward to check that Eq. (4.104) is indeed
independent of Λ and µ. Hence the renormalization of the auxiliary fields σ and π,
Eq. (4.99), simultaneously renormalizes the Yukawa vertex and the scalar propaga-
tor.
The above considerations can be made more explicit by writing the scalar prop-
agator according to the scaling hypothesis Eq. (1.37) (in Euclidean formulation).
The scaling hypothesis states that the propagator should have the following form:
∆S(q) =
1
Λ2
(
Λ2
q2
)1−η/2
F∆(|mσ|2/q2), (4.109)
where η is by definition the anomalous dimension. We write |mσ| = p0, with p0 given
by Eq. (4.86), where |mσ| is the analog of the inverse correlation length |mσ| = 1/ξ,
and ξ ∼ (∆g0)−ν . Then
∆S(q) = −4π
2
Λ2
1
B(ω)
(
Λ2
q2
)ω [
1 +
( |mσ|2
q2
)ω
− A(ω)
B(ω)
(
q2
Λ2
)σ1
+ . . .
]−1
(4.110)
where the exponent σ1 > 0 for 0 < ω < 1. From this we read of that the anomalous
dimension η is given by
2ω = 2− η =⇒ η = 2(1− ω), (4.111)
and that the scaling function is (provided |mσ|2, q2 ≪ Λ2)
F∆(x) ≈ − 4π
2
B(ω)
1
1 + xω
. (4.112)
Thus indeed if q2 ≫ |mσ|2 we obtain Eq. (4.106), and when q2 ≪ |mσ|2 we get
∆S(0) =
4π2
Λ2
g0gc
∆g0
∼ (∆g0)−γ ∼ χ = ∂M
∂m0
∣∣∣∣
m0=0
, (4.113)
supporting the fact that the critical exponent γ = 1. Within the quenched-ladder
approximation, Eq. (4.113) agrees with the PCAC relation (2.67) and the analyticity
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condition (2.70). The PCAC relation for the pseudoscalar propagator is
− 〈σ〉
m0
=
∆P(0)
G0
. (4.114)
Using the EOS Eqs. (3.29) and (3.30) and the fact that in the symmetric phase (in
the chiral limit)
−∆g0 ≫ (Σ0/Λ)2ω , (4.115)
see Eq. (3.101), we get that
∆P(0)
G0
=
gc
∆g0
. (4.116)
Same can be done for ∆S(0) (of course ∆S = ∆P in the symmetric phase), thus
∆S(0)
G0
=
∆P(0)
G0
=
gc
∆g0
. (4.117)
Hence, with G0 = 4π
2g0/Λ
2, Eq. (4.113) is obtained.
Since the absolute value of the resonance i.e., |mσ| is now the new scale (besides
the UV cutoff) generated close to the critical curve, it is natural to take it to be a
physical scale, which by definition should be independent of Λ. Using Eq. (4.86),
we get the fine-tuning condition
0 = Λ
d|mσ|
dΛ
∼ Λ d
dΛ
[
Λ
(−∆g0
g0
)1/2ω]
=⇒ βg(g0) = −2ωg0
gc
(g0 − gc), (4.118)
which is equivalent to the fine-tuning condition given in [39], and Eq. (3.99).2 Hence
the critical curve g0 = gc is an UV fixed point βg(gc) = 0 (β
′
g(gc) < 0) of the
renormalization group flow.
4.8 Summary of results
In this chapter we studied the scalar composites near criticality in the GNJL model.
We obtained an analytic expression for the scalar propagator describing the com-
posite states which is valid along the entire critical curve of the GNJL model. We
presented a method for solving the Yukawa vertex in the GNJL in the quenched-
ladder approximation. The crucial assumption was that such a vertex depends only
weakly on the angle between σ-boson momentum and fermion momentum. The
method presented here incorporated the infrared boundary condition in a more
2Again it is assumed that βα(α0) ≈ 0.
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natural way than previous attempts in this direction. Also the observation that
derivatives of the Yukawa vertex are singular at zero σ-boson momentum transfer
is a warning that derivative expansions and Taylor series could fail. Moreover this
is reflected by the property of the scalar composites having noninteger power-law
behavior, which means that, although these states are tightly bound, they are not
pointlike.
The conclusion of the comparison of the method presented here and work done
previously on the σ-boson propagator is the following. Qualitatively the results
obtained by Appelquist et al., Kondo et al. and by our approximation are in agree-
ment. Both methods yield a renormalizable σ-boson propagator and Yukawa vertex
near criticality and find light resonances for gauge coupling 0 < α0 < αc. Quanti-
tatively, at a fixed value of the gauge coupling, the scalar composites computed in
our case are slightly heavier with comparable width, as is illustrated in Fig. 4.5.
In addition, the scalar composites propagator were examined for values of the
coupling near the critical gauge coupling αc. Near the critical line α0 = αc, g0 <
1
4
the conformal phase transition is encountered and the spectrum of light excitations
(resonances) in the symmetric phase disappears. Moreover the well-known scaling
law with essential singularity, which is characteristic for the CPT, was recovered by
analytic continuation of the σ-boson propagator across the critical curve at α0 = αc.
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Chapter 5
On the existence of
ultra-violet fixed points
5.1 Beyond the quenched approximation
The general consensus on U(1) gauge theories such as the GNJL model is that
they are trivial. Once fermion-loops are present the electromagnetic charge will
be screened completely in the continuum limit (Λ → ∞). But we argue that
(pseudo)scalar degrees of freedom play an important role, and in case of the GNJL
model, provided the number of fermion flavors N exceeds some critical value, ultra-
violet (UV) fixed points can be realized. The existence of UV fixed points gives rise
to a non-trivial theory.
The crucial mechanism responsible for the realization of such a nontrivial root
of the β function of the gauge coupling is given by the formation of tight scalar
and pseudoscalar resonances in the symmetric phase or bound states in the broken
phase near the critical line. In other words, the formation, due to the strong coupling
chiral symmetry breaking dynamics, of neutral scalars and pseudoscalar composites
reduces the screening of charge.
As a perturbation theory, QED has been proven to be a successful gauge field
theory, tested at extremely high precision. However, in the language of the renor-
malization group, perturbative QED appears to be a trivial theory in four dimen-
sions (see Ref. [42]). In the continuum limit, taking the cutoff Λ to infinity, the
effective or running gauge coupling vanishes, and the theory becomes a free field
(i.e. trivial) theory.
In the renormalized theory, triviality represents itself in the form of the so-
called Landau ghost, which is a singularity in the RG transformation for the gauge
coupling α0 at Λ = ΛLG, see Refs. [42, 145, 146]. The renormalized theory should
then be considered as an effective theory, which is not defined for distances shorter
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than 1/ΛLG, see Ref. [2]. In QED the Landau ghost ΛLG lies far beyond the Planck
scale, and is not of practical importance.
The triviality of QED originates from the screening of charged particles by their
interactions with virtual fermion anti-fermion pairs from the vacuum. Such charge
screening is described by the vacuum polarization Π, Eq. (2.22), and the implications
of the one-loop leading contribution were discussed in Refs. [147, 148, 149]:
Π(q2) =
Nα0
3π
log
Λ2
q2
, (5.1)
where N is the number of fermion flavors. The QED vacuum is not a perfect insu-
lator and can be considered as a medium of dipoles, where the dipoles represent the
virtual fermion anti-fermion pairs (i.e. the fermion loops in the vacuum polariza-
tion). This logarithmic screening effect is sufficient to cause the complete screening
of charge in the continuum limit.
The charge screening and charge renormalization give rise to a running gauge
coupling, i.e. α0 depends on the cut-off Λ, and the roots α0 of the β function,
βα(α0) ≡ Λdα0
dΛ
= 0, (5.2)
are essential in the renormalization group analysis. Such a root is either a Gaussian
fixed point corresponding to a trivial theory or an UV fixed point (i.e critical fixed
point) corresponding to a nontrivial continuum limit. In case of perturbative QED,
the only zero of βα is the origin α0 = 0, the Gaussian fixed point. In case of
asymptotic free theories such as QCD the origin is an UV fixed point. A nontrivial
(interacting) theory arises whenever βα has a root which is an UV fixed point. The
first formulation of the renormalization group for the gauge coupling α0 of QED
and speculations about the existence of a fixed point was given in Ref. [16].
Although the conclusions concerning QED are usually drawn from the one-
loop results, the two-loop computations of Ref. [150] and the three-loop (quenched)
computations of Refs. [151, 152] are consistent with the view that QED is trivial.
In this context we should mention that the effort of Johnson, Baker, Willey, and
Adler [46, 153, 154, 155] to find a finite nontrivial continuum limit of QED was
inspired by the simplicity and the negative sign of the three-loop result of Rosner.
No realization of the scenario presented by Johnson et al. has been found, mainly
because they were looking for a perturbative resolution. The problem is that for
a possible nontrivial continuum limit of QED, critical and hence nonperturbative
dynamics is required.
Therefore, the discovery of dynamical chiral symmetry breaking in the strong
coupling phase of QED and the existence of an UV fixed point in the quenched-
ladder approximation sheds new light on the nonperturbative nature of QED. The
fundamental notion is that composite degrees of freedom play an important role in
resolving the scaling behavior of the theory near criticality. The GNJL model is the
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generalization of strong coupling QED analysis taking into account the composite
degrees of freedom.
An interesting attempt to incorporate the dynamics of chiral symmetry breaking
(e.g. the formation of bound states) was made in Ref. [156]. Kocic´ et al. argued
that magnetic effects described by parts of the transverse vertex (the vertex function
τ5) could prevent the total screening of charge. However, we think that the analysis
of Kocic´ et al. lacks an inhomogeneous term in the equation for the transverse
vertex function. It is precisely the inhomogeneous term that introduces boundary
conditions which eliminate the nontrivial solution for the transverse vertex function
obtained by Kocic´ et al., henceforth, their scenario is not suitable to resolve the
triviality problem.
Magnetic effects described by the transverse vertex can only be proportional to
the fermion dynamical mass; singular solutions of the type proposed by Kocic´ et
al. are eliminated by ultraviolet boundary conditions. Since the fermion dynam-
ical mass vanishes close to criticality (large correlation length), it is unlikely that
magnetic effects are important for the study of charge screening.
We speculate therefore that some other mechanism is responsible for the pos-
sible realization of an UV fixed point, and the absence of charge screening, in the
unquenched GNJL model. Formally irrelevant four-fermion interactions become
relevant near the critical line of the chiral phase transition,
gc(ω) = (1 + ω)
2/4, ω =
√
1− α0/αc, (5.3)
and the dynamics of the composite states described by the four-fermion interactions
might play a crucial role in the phenomenon of charge screening.
Dynamical symmetry breaking is an inherently nonperturbative phenomenon,
and, due to the lack of other solvable approximations, has been predominantly stud-
ied in the framework of SDEs in the quenched-ladder approximation. As was men-
tioned in chapter 3, the physical implications and the consistency of the quenched-
ladder results with many quenched lattice simulations, and with the nonperturba-
tive RG techniques, support the view that the qualitative features of the approach
might be realistic and describe properties of the full theory. Moreover the ladder
approach respects the vector and axial Ward–Takahashi identities.
The quenched approximation is analogous to the assumption that the full gauge
boson propagatorDµν(k) can be approximated by the bare or canonical propagator
(for large momenta),
Dµν(k) =
(
−gµν + kµkν
k2
)
1
k2
, (5.4)
in the Landau gauge. The quenched approximation is only consistent when the
vacuum polarization is finite in the continuum limit, i.e. the logarithmic running
of the coupling is absent. This is the case at an UV fixed point of the β function
Eq. (5.2) of α0. The assumption that such a critical fixed point exists, and that
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it lies somewhere on the critical curve (5.3) is the starting point for many studies
of dynamical chiral symmetry breaking in context of the GNJL model. In fact the
quenched hypothesis is only consistent when the bare gauge coupling α0 is the UV
fixed point of the theory, βα(α0) = 0.
Attempts to include a logarithmic running of the coupling drastically changes
the chiral phase transition and the critical line, see Refs. [129, 130, 131, 157]. It was
shown in Refs. [131, 93, 158, 159] that γm = 2, which is analogous to the vanishing
of the anomalous dimension of the scalar propagator, η = 2(2 − γm) = 0 (e.g.
see Eq. (4.109)). Consequently, the critical exponents turn out to be of the mean
field type. The quenched theory and the theory with the logarithmically running
coupling seem to be two different theories.
It is essential to incorporate the composite degrees of freedom and their effec-
tive interactions to properly understand the scaling structure of the full unquenched
GNJL model. In case of the GNJL model, the four-fermion interactions are treated
in a mean field approach known as the Hartree–Fock approximation, see also sec-
tion 3.1. We recall that by mean field approach, we refer to approximations which
neglect quantum corrections corresponding to four-fermion interactions beyond tree
level.
The merit of the mean field approximation is the decoupling of SDEs. Clearly it
is necessary to check the consistency between the initial assumptions and the final
result. As long as four-fermion interactions are irrelevant the mean-field approach
for these operators is justified. However the conclusions of Refs.[24, 23] are that the
quenched-ladder approximations with four-fermion interactions in the mean field
approach satisfy the hyperscaling equations for the critical exponents, suggesting
that the four-fermion operators become relevant due to the appearance of large
anomalous dimensions. In other words, the mean field approach yields nonmean-
field exponents, thereby being inconsistent (e.g. see Refs.[4, 92]).
The fluctuations of the gauge field for the composite degrees of freedom are
essential and cannot be neglected; they give rise to a large anomalous dimension
turning irrelevant four-fermion interaction into relevant ones implying that such
interactions give nontrivial quantum corrections (they cannot be neglected beyond
tree level.) This is supported by the computations of the anomalous scaling laws for
the Yukawa vertices and the propagators of the scalar and pseudoscalar composite
states, i.e. the σ and π bosons of chapter 4. In fact, as was discussed in section 3.5,
the hyperscaling relations imply the existence of a nontrivial Yukawa interaction
describing the interaction between fermions and σ and π composites in the GNJL
model.
The question is; how to modify the mean field approach? An appropriate answer
depends on the following three concepts: skeleton expansions, the 1/N expansion
(withN the number of fermion flavors), and the specific form of the chiral symmetry.
Clearly going beyond the quenched approximation seems only interesting once four-
fermion interactions are treated beyond the mean field approach.
5.2 Beyond the mean field approach 115
5.2 Beyond the mean field approach
Let us first review the concept of the so-called skeleton expansions. The anomalous
dimensions follow from the scaling structure of the fully dressed Yukawa vertices and
σ and π propagators, hence it is necessary to incorporate the full Green functions
corresponding to the four-fermionic composite degrees of freedom (or at least the
leading or asymptotic parts of these functions). Therefore it is crucial to study such
issues in a renormalization group (RG) invariant manner. This can be done on the
level of the Bethe-Salpeter fermion–anti-fermion scattering kernels in the skeleton
expansion (see e.g. Bjorken and Drell [44]).
Analogous to the pure QED kernels we define the one-boson irreducible kernel
K(1), and the two-fermion one-boson irreducible kernel K(2), where these kernels
now also include the σ and π composites. For both type of kernels a skeleton
expansion exists, and the integral equation between K(1) and K(2) is known as the
Bethe-Salpeter equation. The skeleton expansion is a series in topologically distinct
Feynman diagrams with all vertices and propagators fully dressed. Each term in the
skeleton expansion of the BS kernel is RG invariant, up to fermion wave function
factors, i.e. the expansion is independent of the renormalization factors Z3 and
Z = Zσ = Zπ (see Eqs. (1.140) and (1.141)) of, respectively, the gauge field and
the composite fields σ and π. The two Z−1 factors with anomalous dimensions of
each Yukawa vertex cancel with the Z2 factors of the σ and π propagators. Since
in the quenched approximation the renormalization constant of the gauge field is
one (Z3 = 1), the quenched-ladder approximation is consistent from the RG point
of view.
The GNJL model, with N number of fermion flavors, is taken to be invariant
under global UL(N) × UR(N) chiral transformations, so that both the scalar and
pseudoscalar four-fermion interactions are in the adjoint representation, and, con-
sequently, the number of scalar composites (N2) equals the number of pseudoscalar
composites (N2). In this way, when N is large we can use the 1/N expansion intro-
duced by ’t Hooft [45]. The 1/N expansion states that planar, i.e. ladder, graphs
describe the dominant contribution to Green functions. The 1/N expansion will be
discussed in the next section.
With the gauge interaction treated in the ladder approximation each full Yukawa
vertex and σ, π boson propagator can be written as
ΓαSab
ij
(k, p) = ταijΓSab(k, p), ∆
(α)
S (q) = ∆S(q). (5.5)
So that
N2−1∑
α=0
ΓαSab
ij
(k + q, k)∆
(α)
S (q)Γ
α
Scd
kl
(p, p+ q)
= δilδkjΓSab(k + q, k)∆S(q)ΓScd(p, p+ q), (5.6)
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where we have used the Fierz identity
N2−1∑
α=0
ταijτ
α
kl = δilδkj , (5.7)
with τ the generators of the U(N) symmetry. Then the first term of the skeleton
expansion for K(2) is the following single boson exchange term:
(−ie20)K(2)ab,cd
i1j1,i2j2
(k, p, p+ q) =
δi2j1δi1j2(−ie0)Γλcb(p+ q, p)iDλσ(q)(−ie0)Γσad(k, k + q)
+δi1j1δi2j2(−i)ΓScb(p+ q, p)i∆S(q)(−i)ΓSad(k, k + q)
+δi1j1δi2j2(−i)ΓPcb(p+ q, p)i∆P(q)(−i)ΓPad(k, k + q), (5.8)
where the labels is and js are flavor labels.
As a result of the chiral symmetry the contributions of four-fermion interactions,
which are represented by σ and π exchanges, exhibit two distinct features depending
on whether they are incorporated in SDEs describing quantities connected with so-
called zero-spin structures1 (e.g. the dynamical mass Σ, the Yukawa vertices ΓS,
ΓP, and the σ and π propagators ∆S, ∆P), or whether the exchanges are included in
SDEs describing nonzero-spin structures (anti-commuting with γ5) (e.g. the vacuum
polarization Π, the photon-fermion vertex Γµ, and the fermion wave function Z).
Henceforth, we refer to (non)zero-spin functions, and their equations as (non)zero-
spin channels.
The chiral symmetry gives rise to the following properties:
1. In spin-zero-channels, the contribution of planar diagrams (i.e. planar in σ
and π exchanges) vanishes due to the fact that the exchange of a σ has an
opposite sign with respect to a π exchange. Why? Let us consider a planar
contribution to the scalar vacuum polarization which contains (amongst oth-
ers) a π exchange. Both γ5 matrices corresponding to this particular planar π
exchange can be eliminated from the fermion trace of the scalar vacuum polar-
ization by moving them to right-hand side of the trace. For planar diagrams
such a process involves the interchange of the γ5 matrix with an even number
of fermion propagators, and an arbitrary number of Yukawa vertices. Since
the Yukawa vertices commute with the γ5 matrix, and γ5 anti-commutes with
the fermion propagator2 S, the process of moving the γ5 to the right does not
introduce an overall minus sign. Now using that (iγ5)(iγ5) = −(1)(1), we see
that such a specific π exchange is identical to minus the same diagram with
the π exchange replaced by a σ exchange. Since each diagram containing a π
exchange has a scalar counter part (i.e. an analogous diagram with a σ instead
1Such structures are characterized by spinor matrices which commute with the γ5 matrix.
2In the symmetric phase γ5S = −Sγ5.
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of a π exchange), the sum of all planar diagrams, with a particular number of
exchanges, vanishes. Thus in channels with spin-zero matrix structures (i.e.
channels which correspond to vertices which commute with γ5) scalar forces
appear to be opposite to pseudoscalar forces.
2. In nonzero-spin channels (think of Π, Γµ, etc.) containing vertices which
anti-commute with the γ5 matrix, the situation is different: planar σ and
π exchanges contribute with identical sign. Let us now consider a planar
contribution to the (photon) vacuum polarization containing a π exchange.
If we again move the γ5 matrices to the right-hand side of the trace, we
get an overall minus sign due to the anti-commutation of γ5 with γ
µ. This
means that any planar diagram in the vacuum polarization containing a π
exchange is identical to the same diagram with the π exchange replaced by a σ
exchange. Hence, in channels connected with spin structures anti-commuting
with γ5, σ and π exchanges behave identical. In other words, in such channels,
pseudoscalar and scalar forces act in the same direction (instead of canceling).
The properties described above are, strictly speaking, only valid in the symmetric
(massless) phase, where the σ and π bosons are degenerate. However, in the broken
phase, the properties are valid whenever momenta larger than the dynamical mass Σ
or inverse correlation length ξ−1 ∼ mσ are considered, because then the degeneracy
emerges too.
These properties also provide us with a general argument why the mean field
approach for four-fermion operators for Green functions corresponding to spin-zero
channels (e.g. ΓS and ∆S of chapter 4) is reliable. For such channels planar con-
tributions vanish and the next non-vanishing contributions (such as contributions
containing crossed σ and π exchanges) are proportional to 1/N , thus small for large
N . This suggests that quantities such as the critical curve, dynamical mass, anoma-
lous dimensions etc., are nearly independent of N , and are described rather well by
the mean field approach.
However, such a cancellation of scalars against pseudoscalars degrees of freedom
does not occur in nonzero-spin channels, such as the vacuum polarization Π. In the
vacuum polarization it turns out that σ and π exchanges are attractive and virtual
fermion anti-fermion pairs from vacuum fluctuations are constrained by these forces,
reducing their capability to screen.
5.3 The 1/N expansion
The 1/N expansion of ’t Hooft (see Refs. [45, 160]) provides us with a useful non-
perturbative tool to incorporate four-fermion interactions beyond the mean field
approach. As mentioned previously, the 1/N expansion states that the planar (i.e.
ladder) diagrams, with fermions at the edges, describe the leading or dominant
contributions to Green functions. The interesting feature of the 1/N expansion
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is that Feynman diagrams can be classified in terms of two-dimensional surfaces
with specific topology. Diagrams with other (than planar) topological structures
are multiplied by factors of 1/N , and in the limit of large N , their contribution can
be neglected with respect to planar graphs.
In the formulation of the 1/N expansion of ’t Hooft, the planar graphs coincide
with ladder graphs in case of the GNJL model. One important rule is to draw
Feynman graphs with fermion loops forming the boundary of the graph (if possible).
In this way, vertex corrections are not necessarily classified as being planar, e.g. see
Fig. 9 of section 3.1 of the book by Coleman [160].
In the context of the paper by ’t Hooft which deals mainly with QCD, we should
consider internal or virtual σ and π exchanges analogous to gluon exchanges, with
the important difference that due to the chiral symmetry we have two types of par-
ticles both being in the adjoint representation (N2 scalars and N2 pseudoscalars).
Suppose we can define an “effective” Yukawa coupling gY describing the in-
teraction of scalars and pseudoscalar with fermions. For the time being we leave
unspecified such a coupling. Let us consider N large with g2YN is fixed and of order
one
g2YN ∼ O(1). (5.9)
If the theory under consideration is rewritten in terms of the coupling constant
g2N ≡ g2YN , a 1/N expansion can be formulated straightforwardly.
Then, by keeping track of the flavor indices within a particular Feynman dia-
gram, we can count factors of 1/N . Each fermion carries a flavor index (i), which
runs from 1 to N . A virtual σ, π exchange carries two flavor indices. This fol-
lows from Eq. (5.6) and the Fierz identity (5.7). Each virtual σ, π exchange is
associated with two Yukawa vertices, therefore giving rise to a pair of Kronecker
delta functions connecting the flavor indices of the scattered fermions. In the con-
text of flavor indices, either a σ or π boson can be considered as a propagating
fermion–anti-fermion pair carrying double flavor indices.
Whenever a trace over a flavor Kronecker delta function enters into the expres-
sion for a particular Feynman diagram, we speak of an index loop. An index loop
is easily identified by using the double-line representation of ’t Hooft. A fermion
propagator is represented by a single index-line (i.e. fermion line), whereas each
internal scalar, respectively, pseudoscalar propagator is represented by a double
index-line. Consequently, whenever, after drawing a particular Feynman diagram,
an index-line closes, it forms an index loop giving rise to a factor
N = Tr δ =
N∑
i=1
δii. (5.10)
A particular Feynman diagram containing a number of virtual σ and π exchanges
is associated with a factor
r = gVY N
I , (5.11)
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where V is the number of Yukawa vertices, and I the number of index loops. The
factor r can be written as
r = (g2YN)
V/2Nχ = gVNN
χ, (5.12)
where the Euler characteristic χ is given by
χ = 2− 2H − B, (5.13)
with H the number of “handles”, and B the number of “holes” of the two di-
mensional surface to which the Feynman diagram can be associated. The Euler
characteristic χ is a topological invariant. For instance, the vacuum polarization
has the topology of a sphere with a single hole (i.e. a disk), where the fermion-loop
forms the boundary (i.e. hole) of the graph. Thus planar diagrams in the vacuum
polarization with n exchanges of σ’s and π’s are associated with a factor
r = N(g2YN)
n. (5.14)
Other types of diagrams, e.g. diagrams with one crossed σ, respectively, π exchange
have the topology of a disk with a handle, hence giving rise to a factor
r = N−1(g2YN)
2. (5.15)
However, the sum of such type of vacuum polarization diagrams is zero due to the
chiral symmetry.
Since planar diagrams vanish in spin-zero channels such as the SDE for the
dynamical mass, the first nonzero contribution is given by diagrams with crossed
σ and π exchanges, and vertex corrections. Those type of diagrams have one extra
handle as compared with planar graphs. Therefore in zero-spin channels, we should
compare e.g. graphs with a single handle with the gauge interaction in the planar
(ladder) approximation. Furthermore, each handle correspond to a factor g4Y , and
since gY is small because of the assumption (5.9), g
4
Y should be compared with the
gauge coupling α0. Then, if the following inequality holds
α0 ≫ λ2Y /π, λY = g2Y /4π, (5.16)
the gauge interaction dominates over four-fermion interactions, and we have an
argument supporting the validity of the mean field approach in such channels.
5.4 Regularization and the fermion wave function
The inclusion of relevant four-fermion interactions beyond the mean field approach
requires a reinvestigation of the SDE for the fermion wave function Z. In QED
in the quenched approximation, the fermion wave function has a gauge dependent
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anomalous dimension. In the Landau gauge, this anomalous dimension vanishes and
the fermion wave function equals one (Z = 1). We conjecture that the inclusion of
relevant four-fermion interactions does not introduce an anomalous dimension for
the fermion wave function other than already introduced by the gauge interactions.
Thus, in the Landau gauge, the wave function Z is finite though it might deviate
from unity. The argument in support of the conjecture stated above is that only one
full Yukawa vertex appears in the self-energy part, which means that anomalous
dimensions of four-fermion interactions are not canceled. Only two fully dressed
Yukawa vertices and a fully dressed scalar composite are renormalization group
invariant (anomalous dimensions cancel!).
The consequence is that a remnant power of the cutoff (related to anomalous
dimension of a Yukawa vertex) lowers the degree of divergence of the self-energy
part from a logarithmic divergence to a finite integral. The question is how to
compute the finite correction to Z.
The problem of the self-energy SDEs lies in regulating it. In case of the fermion-
loops appearing in vacuum polarizations it is possible to introduce Pauli-Villars
fields which will regulate the fermion loops. However an additional regularization
and fields are needed in order to regulate self-energy parts of the fermion, especially
the wave function, since the SDE is naively linearly divergent, and shifts in momen-
tum integration variables are tricky. A momentum shift invariant regularization is
by no means trivial to implement. At the moment we do not know how to properly
regularize the SDE for Z, and how to compute a possible deviation of Z from unity
in the Landau gauge.
We believe that the conjecture holds irrespectively of the regularization method.
Therefore throughout this chapter we assume Z = 1. Eventually, a deviation from
unity might change the results presented here quantitatively, although this is not ex-
pected, since we will use a nonperturbative method introduced by Johnson, Willey,
and Baker [46], which is independent of Z. The nice feature of the assumption that
Z = 1 is that with the gauge interaction treated in the quenched-ladder approach
the chiral and vector Ward–Takahashi identities are preserved, since in channels
with spin-zero the planar σ and π exchanges cancel each other.
5.5 Scalars, pseudoscalars, and charge screening
Since, in the GNJL model, the scalars and pseudoscalars are neutral states which
therefore do not couple to the photon field, their contribution to the vacuum po-
larization is described indirectly in terms of photon-fermion vertex corrections, and
fermion self-energy corrections. Hence, in order to gain some intuition for the role
of scalar degrees of freedom on the mechanism of charge screening, we analyze the
two-loop contribution arising from σ and π exchanges to the vacuum polarization.
Let us consider a gauge–Higgs–Yukawa type of interaction described by the
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Lagrangian
LGHY = −1
4
FµνF
µν + ψ¯iγµ∂µψ +
1
2
(∂µσ)
2 +
1
2
(∂µπ)
2
− e0ψ¯γµAµψ − gY ψ¯(σ + iγ5π)ψ − V (σ, π), (5.17)
where the potential V contains e.g. mass terms, and a σ4 type of interaction (i.e. a
quartic scalar interaction). For simplicity, we take N = 1, and we ignore the effect
of the potential V .
The Lagrangian LGHY gives rise to the following bare or free propagators for
the scalar and pseudoscalar bosons:
∆P(p) = ∆S(p) =
1
p2
. (5.18)
In appendix E, the two-loop contribution has been computed for the special
case of N = 1 and is given by Eq. (E.49). If the scalar and pseudoscalar fields in
Eq. (5.17) are both in the adjoint representation of U(N), the result, for arbitrary
N , reads
Π(q2) ≈ Nα0
2π
(
2
3
+
α0
2π
− NλY
2π
)
log
(
Λ2
q2
)
+ (α0/π)O(1), (5.19)
with λY = g
2
Y /4π. The β function corresponding to such a vacuum polarization is
βα(α0, λY ) =
Nα20
π
[
2
3
+
α0
2π
− NλY
2π
]
. (5.20)
The interesting result of this computation is difference in sign between terms cor-
responding to photon exchanges, and terms corresponding to (pseudo)scalar ex-
changes. Furthermore, we might be tempted to conclude that a nontrivial root of
Eq. (5.20) could be realized whenever NλY /2π ∼ 2/3. However, the complete situ-
ation is more involved. The RG equation for e.g. λY should be considered too, i.e.
we should compute the β functions of λY , and of any quartic scalar coupling. If
and only if a nontrivial (nonzero) UV fixed point for λY exists, the realization of a
zero of Eq. (5.20) becomes a realistic option. In other words, such a scenario is only
possible if the Yukawa interaction λY is nontrivial. The discussion in section 3.5
suggests that in order to obtain a nontrivial Yukawa coupling, the hyperscaling laws
should be obeyed.
In this context, we mention that the renormalization of Gauge-Higgs-Yukawa
models, with a non-Abelian gauge interaction, has been considered extensively in
Ref. [161]. In that paper, it was shown that special nontrivial cases of gauge-Higgs-
Yukawa models are equivalent to GNJL models with non-Abelian (asymptotically
free) gauge interaction (see also Ref. [162]), hence proving the renormalizability of
non-Abelian GNJL models.
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Moreover, in appendix E it is shown explicitly that when gauge-invariant four-
fermion interactions are treated perturbatively (thus their anomalous dimensions
are small), they do not contribute to the vacuum polarization, and consequently
βα. In fact, the conclusion can be drawn beforehand, since the RG of Wilson states
that irrelevant interactions cannot affect low-energy effective quantities.
Summarizing, we have illustrated that fundamental scalars and pseudoscalars
in a gauge-Higgs-Yukawa system tend to decrease charge screening. On the other-
hand, perturbatively irrelevant four-fermion interaction do not contribute to the
vacuum polarization. The idea is that, nonperturbatively, close to the critical curve
in the GNJL model, the scalar and pseudoscalar Yukawa interactions are nontrivial,
and kinetic terms for the scalar and pseudoscalar composites are effectively induced
via the appearance of a large anomalous dimension.
5.6 The vacuum polarization in the 1/N expansion
In studying the vacuum polarization, the usual assumption is to neglect vacuum
polarization corrections to internal photon propagators. As explained earlier, such
a quenching of internal photon propagators is supposed to be valid close to a fixed
point. Thus, following Ref. [46], with the replacement of full photon propagators
by the bare ones (e.g. Eq. (5.4)), the vacuum polarization should be of the form:
Π(µ2) = Π[µ/Λ, α0] ≈ f(α0) log Λ
2
µ2
+O(1). (5.21)
The vacuum polarization contains only a single power of log Λ. Higher powers of
log Λ, which correspond to a higher number of fermion-loops, are absent. Further-
more, the constant term and other small corrections to Π are irrelevant for the
question of screening. The vacuum polarization defines a running coupling α(µ),
α(µ) =
α0
1 + Π[µ/Λ, α0]
, (5.22)
where we define α0 = α(Λ), and the β function Eq. (5.2) at α(µ) is
βα(α(µ)) ≡ µdα(µ)
dµ
. (5.23)
Since the bare coupling is independent of µ, we have the identity
βα(α0) = lim
µ→Λ
µ
dα(µ)
dµ
= 2α0f(α0). (5.24)
Thus the function f(α0) is proportional to the β function, and since it is a non-
singular function in α0 clearly the β function has a Gaussian or trivial fixed point
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at α0 = 0, i.e., βα(0) = 0. To obtain an UV fixed point it is essential that, for
α < αz (where αz is a root of βα), the β function is positive. Hence, the equation
(see Eq. (1.76))
βα(αz) = 0, β
′
α(αz) < 0, (5.25)
determines an UV fixed point αz.
The function f(α0) has been studied thoroughly by Johnson et al. in Refs. [46,
153, 155] and by Adler [154] in the context of massless QED, these authors write
(according to Johnson et al. [46])
f(α0) =
Nα0
2π
[
2
3
+ Φ(α0)
]
, (5.26)
where the term with the 2/3 is the one-loop vacuum polarization. Johnson et al.
derived an expression for Φ(α0) in terms of the Bethe-Salpeter (BS) kernel K
(2)
as the single unknown Green function. In defining the BS kernels we follow the
definitions of Bjo¨rken and Drell [44]. We mention that, although the strong belief
of Johnson et al. in the possible existence of an UV fixed point for α0, might seem
poorly motivated from the point of view of Wilson’s RG methods (see Ref [15])3,
their methods and techniques are still valid and directly applicable to the GNJL
model.
The BS kernelK(1) is defined as the one-boson irreducible fermion-fermion scat-
tering kernel, and the BS kernel K(2) as the two-fermion one-boson irreducible
fermion-fermion scattering kernel. The integral equation between K(1) and K(2) is
the Bethe–Salpeter equation, which is depicted in Fig. B.2. In appendix F we give
a derivation of the Johnson–Willey–Baker (JWB) equation for Φ, their result is
Φ(α0) =
φ1 + φ2(2 + φ2)
1− φ1 + φ3, (5.27)
where the functions φj are identical to the functions fj defined by JWB, with
φ1(α0) ≡
∑
flavors
− ie
2
0
48
∫
d4p
(2π)4
× Tr
[
(γµpˆγα − γαpˆγµ)
2p4
K(2)(p, k)(γµkˆγα − γαkˆγµ)
]
, (5.28)
φ2(α0) ≡
∑
flavors
− ie
2
0
48
∫
d4p
(2π)4
Tr
[
pˆγµpˆ
p4
K(2)α(p, k)(γµkˆγα − γαkˆγµ)
]
,(5.29)
φ3(α0) ≡
∑
flavors
ie20
48
∫
d4p
(2π)4
Tr
[
pˆγµpˆ
p4
K(2)αα (p, k)kˆγµkˆ
]
. (5.30)
3Johnson et al. don’t explain the dynamical origin of the singular critical behavior, which
would be required for the realization of an UV fixed point in QED.
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Figure 5.1: Skeleton expansion for K(1).
The derivatives of the BS kernels K(2) are defined in appendix F. Furthermore,
Eqs. (5.24), (5.26), and (5.27) give rise to the following β function:
βα(α0) =
Nα20
π
[
2
3
+
φ1 + φ2(2 + φ2)
1− φ1 + φ3
]
. (5.31)
For the BS kernels there exists a so-called skeleton expansion (see also [44]),
which is an expansion in topologically distinct Feynman diagrams with all vertices
and propagators fully dressed. The skeleton expansion is a special way of resum-
ming the entire set of Feynman diagrams in a consistent manner, i.e., without
double counting. The lowest order terms (“lowest” in terms of loops) of the skele-
ton expansions for K(1), respectively, K(2) are illustrated in Fig. 5.1, respectively,
Fig. 5.2.
As was pointed out in section 5.3, the 1/N expansion states that the planar
diagrams for the σ and π exchanges are dominant. The approximation for the
BS kernel K(2), which generates the entire set of planar scalar and pseudoscalar
skeleton diagrams for the vacuum polarization is the following: the BS kernel K(2)
is approximated by its “lowest” order skeleton graph, i.e.,
K
(2)
cd,ab
kl,ij
(p, p+ q, k + q) =
δilδkj
e20
[
ΓScb(k + q, p+ q)∆S(k − p)ΓSad(p, k)
+ ΓPcb(k + q, p+ q)∆P(k − p)ΓPad(p, k)
]
+ δijδklγ
µ
adγ
ν
cbDµν(k − p). (5.32)
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The decomposition of the Yukawa vertices in terms of scalar functions is given by
Eqs. (2.42) and (2.43). First of all, as was explained in chapter 4, in the symmetric
phase the Yukawa vertex structure function F3 and F4 are zero, and the scalar and
pseudoscalar vertex functions are identical
F
(s)
1 = F
(p)
1 = F1, F
(s)
2 = F
(p)
2 = F2, (5.33)
and so are the σ and π propagators, ∆S = ∆P. Secondly, it was shown in appendix D
that the structure function F2 is rather small compared to the leading structure
function F1. (it is assumed that F1 describes the leading asymptotic behavior of the
Yukawa vertices). Therefore, we neglect contributions related to the scalar structure
function F2. Although it might be possible that the contribution coming from gauge
interactions is smaller, than corrections resulting from this structure function F2,
we keep the gauge interaction in order to compare with results mentioned in the
literature. Thus, we take for K(2)
K
(2)
cd,ab
kl,ij
(p, p+ q, k + q) ≈ δilδkj
e20
F1(k + q, p+ q)F1(p, k)∆S(k − p)
× [1ad1cb + iγ5adiγ5cb]
+ δijδklDµν(k − p)γµadγνcb, (5.34)
where F1 is given by the ladder SDE (4.8), and ∆S by Eq. (4.1) and (4.14).
With this truncation for the BS kernel K(2), we can actually compute the φj
functions (5.28)–(5.30), and subsequently analyze the β function (5.31). We recall
that, in the vacuum polarization, the scalars and pseudoscalars give the same con-
tribution in the functions φj . Moreover the sum over flavor indices yields a factor of
N in the expressions for φj for contributions corresponding to σ and π exchanges.
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Figure 5.2: Skeleton expansion for K(2).
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5.7 Analysis of the Johnson–Willey–Baker func-
tions
In computing the functions φj , we initially neglect the ladder photon exchange in
Eq. (5.34). Since such contributions were already computed by Johnson et al. [46],
it will be rather easy to include them later on in the analysis.
It is straightforward to show that, within the proposed approximations, φ2 van-
ishes. Using Eq. (5.34), we obtain that
Tr
[
pˆγµpˆKα(p, k)(γµkˆγα − γαkˆγµ)
]
∝ Tr
[
pˆγµpˆ(γµkˆγα − γαkˆγµ)
]
= 0. (5.35)
Thus,
φ2(α0) = 0. (5.36)
What remains is the evaluation of φ1 and φ3. With
Tr
[
(γµpˆγα − γαpˆγµ)(γµkˆγα − γαkˆγµ)
]
= −96p · k, (5.37)
the equation for φ1 Eq. (5.28) reads
φ1(α0) = 2Ni
∫
Λ
d4p
(2π)4
p · k
p4
[F1(p, k)]
2∆S(p− k)
= 2Ni
∫
Λ
d4p
(2π)4
(p+ k) · k
(p+ k)4
[F1(k + p, k)]
2∆S(p), (5.38)
where in last step, we have performed a supposedly “harmless”4 shift of integration,
and used the fact that F1 is symmetric in the fermion momenta, F1(p, k) = F1(k, p),
because of charge conjugation properties, see Eq. (2.44). The factor N results from
the trace of the flavor Kronecker δ function, i.e. an index line which closes. After
a usual Wick rotation
φ1(α0) =
N
8π2
Λ2∫
0
dp2
∫
dΩp
2π2
p2(p · k + k2)
(p+ k)4
[F1(k + p, k)]
2∆S(p). (5.39)
Since the integrals for the functions φj are finite, the cutoff can be taken to infinity
(the continuum limit). This can be written as
lim
Λ→∞
φ1(α0) ≈ −N
∞∫
0
duG1(u) +O ((k/Λ)σ1 ) , (5.40)
4The integral is naively logarithmically divergent, therefore translationally invariant.
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where σ1 is (again) some positive power, u = p
2/k2, and
G1(p
2/k2) ≡ − lim
Λ→∞
1
8π2
∫
dΩp
2π2
k2p2(k · p+ k2)
(k + p)4
[F1(k + p, k)]
2∆S(p). (5.41)
The function G1 is defined with a minus sign to make it a positive function, as will
be shown to be the case later. The angular integral can be performed if we define
the following Chebyshev expansion
k2(k · p+ k2)
(k + p)4
=
∞∑
n=0
cn(k
2, p2)Un(cosα), cosα =
k · p
kp
, (5.42)
where
cn(k
2, p2) =
2
π
π∫
0
dα sin2 αUn(cosα)
k2(k · p+ k2)
(k + p)4
, (5.43)
cn(k
2, p2) =
(−1)n
2
[
(2 + n)θ(k2 − p2)
(p
k
)n
− nθ(p2 − k2)
(
k
p
)n+2]
.(5.44)
The Chebyshev expansion for the function F1 was already introduced in Eq. (4.16)
(and [40]), and reads
F1(k + p, k) =
∞∑
n=0
fn(k
2, p2)Un(cosα). (5.45)
Thus, following analogous derivations in appendix D, the function G1 can be ex-
pressed as
G1(p
2/k2) = − lim
Λ→∞
p2∆S(p)
8π2
∞∑
l,m,n=0
Clmn cl(k
2, p2)fm(k
2, p2)fn(k
2, p2), (5.46)
where the constants Clmn are given in Eq. (D.17). We approximate G1 by keeping
only the lowest order term in the Chebyshev expansion,
G1(p
2/k2) ≈ − lim
Λ→∞
p2∆S(p)
8π2
c0(k
2, p2)
[
f0(k
2, p2)
]2
, (5.47)
where f0 is decomposed into the two channel functions FUV and FIR, see Eq. (4.23).
Then, the asymptotics, k2 ≫ p2, respectively, p2 ≫ k2, of G1 are well approximated
by the lowest order Chebyshev term (5.47). Again, this is the two channel approx-
imation for the Yukawa vertices of chapter 4. However for momenta k2 ∼ p2 the
channel approximation is not necessarily valid. So, how about G1(1)? Since, from
the appendix D, Eq. (D.32), it follows that
f2n(k
2, p2) ≥ 0, f2n+1(k2, p2) ≤ 0, (5.48)
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from Eq. (D.17) that
C(2l+1)(2m+1)(2n+1) = C(2l+1)(2m)(2n) = 0, ∀ l, m, n, (5.49)
and from Eq. (D.9) that
cn(k
2, k2) =
(−1)n
2
−→ c2n(k2, k2) ≥ 0, c2n+1(k2, k2) ≤ 0. (5.50)
Hence, we conclude that all terms of the series
∞∑
l,m,n=0
Clmn cl(k
2, k2)fm(k
2, k2)fn(k
2, k2), (5.51)
of G1 are positive, and the lowest order term gives a lower bound on the series,
c0(k
2, k2)
[
f0(k
2, k2)
]2 ≤ ∞∑
l,m,n=0
Clmncl(k
2, k2)fm(k
2, k2)fn(k
2, k2). (5.52)
Therefore, the approximation Eq. (5.47) is reliable for the asymptotics k2 ≫ p2,
and p2 ≫ k2. Moreover, Eq. (5.47) is a lower bound on Eq. (5.46) at k2 = p2,
so that at least we won’t overestimate the contribution of scalar and pseudoscalar
composites to the vacuum polarization.
The function G1 can now be computed, since f0 is expressed in terms of the
channel functions FUV and FIR of chapter 4. Furthermore, from Eq. (5.44) we see
that
c0(k
2, p2) = θ(k2 − p2). (5.53)
and the only nonzero contribution to G1 of Eq. (5.47) comes from the momenta
k2 ≥ p2. Thus, using Eqs. (5.47), (5.53), and (4.23), we find
G1(p
2/k2) ≈ − lim
Λ→∞
p2∆S(p)
8π2
[FUV(k
2, p2)]2θ(k2 − p2). (5.54)
The ultraviolet channel function FUV is proportional to the factor Z
−1(p2/Λ2, ω),
Eq. (4.43), and the scalar propagator is proportional to Z2. Thus the Z factors in
Eq. (5.54) cancel as was expected and the angular integral Eq. (5.41) can indeed be
written in terms of a function which depends only on the ratio of p2/k2.
Recall that the scaling form for the scalar propagator is
p2∆S(p)
8π2
≈ − 1
2B(ω)
(
p2
Λ2
)1−ω
, (5.55)
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where B(ω) is given by Eq. (4.65), and p2/Λ2 ≪ 1. The channel function FUV
is given by Eq. (4.47), and using the asymptotic form for Z(p2/Λ2, ω) given in
Eq. (4.103), the scaling form for FUV is
FUV(k
2, p2) ≈ 2
γ(ω)
Γ(1− ω)
(1 + ω)
(
λ0
2
)ω/2(
p2
Λ2
)−(1−ω)/2
×
(
p2
k2
)1/2 [
γ(ω)I−ω
(√
2λ0p2
k2
)
− γ(−ω)Iω
(√
2λ0p2
k2
)]
,
(5.56)
with p2 ≤ k2 ≪ Λ2. Inserting Eqs. (5.55) and (5.56) in (5.54), we obtain for G1
G1(u) =
Γ(2− ω)Γ(2 + ω)
8ωγ(ω)γ(−ω)
× u
[
γ(ω)I−ω
(√
2λ0u
)
− γ(−ω)Iω
(√
2λ0u
)]2
θ(1− u), (5.57)
where u = p2/k2. Thus Eq. (5.40) is
lim
Λ→∞
φ1(α0) ≈ −Nζ1(α0), (5.58)
where
ζ1(α0) =
1∫
0
duG1(u) ≥ 0. (5.59)
The function G1 is positive, hence φ1 is negative. The integral over the function G1
can be done explicitly by making use of the integral identity 2.15.19.1 in Volume 2
of Prudnikov et al. [163]. The result is
ζ1(α0) =
1
ω
λ0
2
{
1
(2 + ω)
Γ(1− ω)γ(−ω)
Γ(1 + ω)γ(ω)
(
λ0
2
)ω
× 2F3 (2 + ω, 1/2 + ω; 3 + ω, 1 + 2ω, 1 + ω; 2λ0)
− 2F3 (2, 1/2; 3, 1+ ω, 1− ω; 2λ0)
+
1
(2− ω)
Γ(1 + ω)γ(ω)
Γ(1− ω)γ(−ω)
(
λ0
2
)−ω
× 2F3 (2− ω, 1/2− ω; 3− ω, 1− 2ω, 1− ω; 2λ0)
}
. (5.60)
The above analysis of the function φ1 is repeated for the function φ3. The second
derivative of the BS kernel, Kαα (p, k) of Eq. (5.34), is
Kαα (p, k) ∝ lim
q→0
∂2
∂qα∂qα
F1(k + q, p+ q). (5.61)
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The SDE for F1 (in quenched-ladder approximation) is given by Eq. (4.8)
F1(k + q, p+ q) = 1− iλ0
∫
Λ
d4r
π2
(r2 + (k − p) · r)
r2(r + k − p)2(r − p− q)2
× F1(r + k − p, r), (5.62)
where we neglect the vertex function F2. Thus
lim
q→0
∂2
∂qα∂qα
F1(k + q, p+ q) = −iλ0
∫
Λ
d4r
π2
(r2 + (k − p) · r)
r2(r + k − p)2 F1(r + k − p, r)
× lim
q→0
∂2
∂qα∂qα
1
(r − p− q)2 . (5.63)
By making use of the identity
∂
∂qα
∂
∂qα
1
q2
= −4π2iδ4(q), (5.64)
we obtain
Kαα (p, k) =
δδ
e20
[
−4λ0 p · k
p2k2
]
[F1(p, k)]
2
∆S(p− k)
× [1ad1cb + iγ5adiγ5cb] , (5.65)
in Minkowsky formulation. Inserting the above expression in Eq. (5.30) the equation
φ3(α0) takes the form
φ3(α0) = −α0
π
N
8π2
Λ2∫
0
dp2
∫
dΩp
2π2
p2
k2
(p · k + k2)3
(p+ k)6
[F1(k + p, k)]
2∆S(p). (5.66)
Then
lim
Λ→∞
φ3(α0) ≈ N
∞∫
0
duG3(u) +O ((k/Λ)σ) , (5.67)
where u = p2/k2, and
G3(p
2/k2) ≡ lim
Λ→∞
−α0
π
1
8π2
∫
dΩp
2π2
p2(k · p+ k2)3
(k + p)6
[F1(k + p, k)]
2∆S(p). (5.68)
We define the following Chebyshev expansion
(k · p+ k2)3
(k + p)6
=
∞∑
n=0
dn(k
2, p2)Un(cosα), cosα =
k · p
kp
, (5.69)
5.7 Analysis of the Johnson–Willey–Baker functions 131
where
dn(k
2, p2) =
2
π
π∫
0
dα sin2 αUn(cosα)
(p · k + k2)3
(p+ k)6
, (5.70)
d0(k
2, p2) =
(
1− 3p
2
4k2
)
θ(k2 − p2), (5.71)
dn(k
2, p2) =
(−1)n
8
{
n+ 1 +
[
6 +
n−1∑
l=0
(4 + l)
](
1− p
2
k2
)}
θ(k2 − p2)
(p
k
)n
− (−1)
n
8
{
n+ 1−
[
n−1∑
l=0
(2− l)
](
1− k
2
p2
)}
θ(p2 − k2)
(
k
p
)n
,
n ≥ 1. (5.72)
The function G3 can be expressed as
G3(p
2/k2) = lim
Λ→∞
−α0
π
p2∆S(p)
8π2
∞∑
l,m,n=0
Clmn dl(k
2, p2)fm(k
2, p2)fn(k
2, p2). (5.73)
We also approximate G3 by keeping only the lowest order term in the Chebyshev
expansion,
G3(p
2/k2) ≈ lim
Λ→∞
−α0
π
p2∆S(p)
8π2
d0(k
2, p2)
[
f0(k
2, p2)
]2
. (5.74)
Then, again the asymptotics, k2 ≫ p2, respectively, p2 ≫ k2, of G3 are well approx-
imated by the lowest order Chebyshev term (5.47). Moreover, for momenta k2 = p2
the approximation Eq. (5.74) is exact, since
dn(k
2, k2) = 0, ∀ n ≥ 1. (5.75)
Therefore, the approximation Eq. (5.74) is even better than the analogous approx-
imation, Eq. (5.47), to G1. Furthermore, from Eq. (5.71) we see that the only
nonzero contributions to G3 of Eq. (5.74) are given by momenta k
2 ≥ p2. Thus,
using Eqs. (5.74), (5.71), and (4.23), we find
G3(p
2/k2) ≈ lim
Λ→∞
−α0
π
(
1− 3p
2
4k2
)
p2∆S(p)
8π2
[FUV(k
2, p2)]2θ(k2 − p2).(5.76)
Substituting Eqs. (5.55) and (5.56) in Eq. (5.76), we obtain for G3
G3(u) =
α0
π
(
1− 3u
4
)
Γ(2− ω)Γ(2 + ω)
8ωγ(ω)γ(−ω)
× u
[
γ(ω)I−ω
(√
2λ0u
)
− γ(−ω)Iω
(√
2λ0u
)]2
θ(1− u), (5.77)
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where u = p2/k2. Thus Eq. (5.67) is
lim
Λ→∞
φ3(α0) ≈ Nζ3(α0), (5.78)
where
ζ3(α0) =
1∫
0
duG3(u) ≥ 0. (5.79)
The function φ3 is positive, and can be computed in the same way as φ1. The result
is
ζ3(α0) =
α0
π
[ζ1(α0)− τ(α0)] , (5.80)
where
τ(α0) =
3
4ω
λ0
2
{
1
(3 + ω)
Γ(1− ω)γ(−ω)
Γ(1 + ω)γ(ω)
(
λ0
2
)ω
× 2F3 (3 + ω, 1/2 + ω; 4 + ω, 1 + 2ω, 1 + ω; 2λ0)
− 2
3
2F3 (3, 1/2; 4, 1+ ω, 1− ω; 2λ0)
+
1
(3 − ω)
Γ(1 + ω)γ(ω)
Γ(1− ω)γ(−ω)
(
λ0
2
)−ω
× 2F3 (3− ω, 1/2− ω; 4− ω, 1− 2ω, 1− ω; 2λ0)
}
. (5.81)
5.8 UV fixed points
In the computation of the functions φ1, φ2, and φ3 the ladder (planar) photon
exchanges have been neglected. After reinstating the ladder photon exchange term
in Eq. (5.34), we obtain, together with Eqs. (5.58) and (5.78), that
φ1(α0) =
α0
2π
−Nζ1(α0), φ2(α0) = 0, φ3(α0) = Nζ3(α0). (5.82)
The ladder photon exchange only contributes to φ1, see again [46]. After substitu-
tion of Eq. (5.82) in Eq. (5.31), the β function reads
βα(α0) =
Nα20
π
[
2
3
+
α0/2π −Nζ1(α0)
1− α0/2π +Nζ1(α0) +Nζ3(α0)
]
, (5.83)
where explicit expressions for ζ1 and ζ3 are given by Eq. (5.60) and Eq. (5.80).
Let us start analyzing Eq. (5.83) by first considering the properties of the func-
tions ζ1(α0) and ζ3(α0). These functions have been plotted versus α0/αc in Fig. 5.3.
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Figure 5.3: The functions ζ1 and ζ3 plotted versus α0/αc.
Firstly, it is clear that the ζ1 and ζ3, are positive, and have a maximum at some
intermediate value of 0 < α0 < π/3. For instance, ζ1 has a maximum ζ1 ≈ 0.123 at
α0/αc ≈ 0.58 (ω ≈ 0.65). Secondly, the functions ζ1 and ζ3 vanish at the pure NJL
point α0 = 0, and at the CPT point α0 = αc = π/3. At α0 = 0, we can consider
this is as a reflection of the fact that hyperscaling breaks down due to logarithmic
corrections; the “effective” Yukawa coupling is trivial, therefore vanishes, see again
the discussion in section 3.5. At α0 = αc, where the critical exponents become
singular, the vanishing of ζ1 and ζ3 is related to the dynamics of the CPT, see
sections 3.6 and 4.6. There are no light σ and π exchanges in the symmetric phase
which consequently implies the absence of effective Yukawa interactions.5
Let us illustrate this by comparing the β function (5.83) with the β function of
the gauge-Higgs-Yukawa model (5.17) in the 1/N expansion. Then, the entire set
of planar σ and π exchanges is generated by the kernel
K
(2)
cd,ab
kl,ij
(p, p+ q, k + q) ≈ δilδkj g
2
Y
e20
∆S(k − p) [1ad1cb + iγ5adiγ5cb] , (5.84)
5Moreover at the CPT point four-fermion interaction are marginal instead of relevant, and start
to mix with the gauge interaction, hence the analysis becomes considerably more complicated.
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∆S(k − p) = 1
(k − p)2 .
With such a kernel, φ2 and φ3 are zero, because the right-hand side of Eq. (5.84)
does not depend on the momentum q. The equation for φ1 reads
φ1 = 2Ng
2
Y i
∫
Λ
d4p
(2π)4
p · k
p4
1
(p− k)2 . (5.85)
After a standard Wick rotation, the integral can be performed in the standard way:
φ1 = −NλY
2π
Λ2∫
0
dp2
∫
dΩp
2π2
p · k
p2
1
(p− k)2
= −NλY
4π


k2∫
0
dp2
1
k2
+
Λ2∫
k2
dp2
k2
p4

 = −NλY
4π
[
2− k
2
Λ2
]
. (5.86)
Then, taking the cutoff to infinity, we obtain
φ1(λY ) = −NλY
2π
. (5.87)
Again we introduce the ladder photon exchanges by the replacement
φ1(λY ) −→ φ1(α0, λY ) = α0
2π
− NλY
2π
. (5.88)
Hence, in this case, the β function is
βα(α0, λY ) =
Nα20
π
[
2
3
+
α0/2π −NλY /2π
1− α0/2π +NλY /2π
]
. (5.89)
Comparing the β functions (5.83) and (5.89) leads to the suggestion that ζ1(α0) is
analogous to the Yukawa coupling λY in a gauge-Higgs-Yukawa model,
ζ1(α0) ∼ λY
2π
. (5.90)
This is a crucial point. The general consensus is that for a gauge-Higgs-Yukawa
model the Yukawa interaction λY is trivial, thus λY → 0 in Eq. (5.89). However,
the situation is essentially different for ζ1 in the GNJL model. There the “effective”
coupling ζ1 is formed by the exchange of σ and π bosons, with the Yukawa vertices,
and (pseudo)scalar propagators fully dressed (i.e. the skeleton expansion). The
cancellation of the Z factors, see Eq. (4.104), which is related to the fact that
the hyperscaling equations are satisfied, gives rise to a finite nonzero ζ1(α0) at the
5.8 UV fixed points 135
critical curve for 0 < α0 < αc. The other nonzero function ζ3 results from taking
into account fully dressed Yukawa vertices.
Let us now the discuss the possible existence of UV fixed points. A necessary
but not a sufficient condition for the realization of an UV fixed point is that Nζ1
has to be larger than both Nζ3 and α0/2π, and Nζ1 ∼ O(1). For large N , the
contribution of the planar photon exchanges (represented by the α0/2π terms) is
negligible with respect to Nζ1 and Nζ3. Moreover Fig. 5.3 shows, for α0 small, that
ζ1 is considerably larger than ζ3. This suggests that only for flavors N larger than
some critical value Nc UV fixed points can be obtained.
By substituting the expressions (5.60) and (5.80) for ζ1 and ζ3 in Eq. (5.83), we
can straightforwardly analyze the β function graphically. In Fig. 5.4 the β function
is plotted for various values of N . Fig. 5.4 shows that for values of N > Nc, with
55 > Nc > 54, UV fixed points exists, the largest being α0 ≈ 0.14,
N = 55 : βα(0.14) ≈ 0, (5.91)
N = 60 : βα(0.1) ≈ 0. (5.92)
The general pattern is clear; the larger N , with N > Nc, the smaller will be the
N=60
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Figure 5.4: Plot of the function βα versus the gauge coupling α0 for various values
of the fermion flavor number N .
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UV fixed point. Moreover, Fig. 5.4 suggests that the UV fixed points are first order
zeros of β, and clearly satisfy Eq. (5.25).
Since we have made use of results obtained in the quenched approximation, we
mention that the plots of the β function are (at the most) reliable at or in the
vicinity of the UV fixed points at which the quenched approach is self consistent.
In Fig. 5.5, the case of N = 60 fermion flavors is compared with the one-loop
β function of QED. For very small values of α0 < 1/100 indeed the one-loop QED
result coincides with that of the GNJL model, however for larger values of α0 the β
function (5.83) deviates from the one-loop expression, and eventually an UV fixed
point is realized at α0 ≈ 0.1.
The analysis shows that a rather large number of flavors,
N > Nc ≈ 54, (5.93)
is required to obtain UV fixed points. From the point of view of the 1/N expansion
this seems a consistent result, since other than planar contributions are suppressed
by at least factors of (say) 1/Nc. However, from the phenomenological point of
view, the result is unsatisfactory, since it implies that the unquenched GNJL model
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Figure 5.5: The one-loop β function for N = 60 compared with the β function
including four-fermion interactions.
5.8 UV fixed points 137
(exhibiting UV fixed points) is only practically applicable for models which have
at least Nc fermion flavors (fractions rounded up). Therefore, it is appropriate to
discuss how Nc depends on the approximation.
Firstly, we stress that the second term on the right-hand side in Eq. (5.83) con-
taining the ζ1 function causes the suppression of charge screening and is responsible
for the possible realization of an UV fixed point. The denominator in the second
term is a direct consequence of the resummation of the infinite ladder σ and π ex-
changes, and it is mainly due to this denominator 1+Nζ1 that the critical number
of fermion flavors Nc is large.
Secondly, the existence of an UV fixed point for a specific number of fermion
flavors N depends on the interplay between the functions ζ1 and ζ3, which are given
in terms of integrals of the functions G1 and G3. Let us recall that the lowest order
Chebyshev expansion for G1, Eq. (5.47) is a lower bound on G1 of Eq. (5.46), since
all terms of the Chebyshev expansion are positive at k2 = p2, the same cannot be
said about G3 of Eq. (5.74). Thus keeping more terms in the Chebyshev expansion
leads to an increase of ζ1, whereas the effect on ζ3 is less clear, because of the
alternating Chebyshev series for ζ3. Therefore, an improvement of the computation
of ζ1 will most likely lead to a decrease of the critical flavor number Nc.
Moreover in computation of the functions ζ1 and ζ3 we have used Yukawa ver-
tices (ΓS) and σ and π propagators (∆S) which were obtained in the quenched-
ladder approximation. It is an interesting question, whether the improvement of
the ladder approximation for the gauge interaction (e.g. by including crossed photon
exchanges) leads to a increase of ζ1, and thus a decrease of Nc.
Finally, we recall that we have neglected the effect of the Yukawa vertex function
F2 (Eq. (4.7)), but clearly the inclusion of F2 in the analysis could change the results
quantitatively. Whether such an improvement will tend to increase or decrease Nc
remains unclear at this stage.
5.8.1 Close to the NJL point
Let us analyze the interplay between ζ1 and ζ3 in more detail close to the pure
NJL point (i.e. for small values of α0) by expanding these functions in α0. The
computation of the lowest order terms in α0 of Eqs. (5.60) and (5.80) is laborious
but straightforward, therefore we mention just the final results:
ζ1(α0) ≈ 3α0
2π
+O(α20), (5.94)
ζ3(α0) ≈ 15
16
α20
π2
+O(α30). (5.95)
With these expansions in α0, the β function Eq. (5.83) reads
βα(α0) =
Nα20
π
[
2
3
− (3N − 1)α0/2π
1 + (3N − 1)α0/2π +N
15
16
α20
π2
]
.
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Let us write the β function in terms of the variable
x ≡ Nα0/αc, αc = π/3, (5.97)
then
βα(α0) =
Nα20
π
[
2
3
− (1− 1/3N)x
2 + (1− 1/3N)x +
5
48
x2
N
]
. (5.98)
The equation for the zero of βα is a third order equation, and a UV fixed point is
given by the lowest positive root satisfying Eq. (1.76). The equation is
4− (1− ǫ)x+ 15
8
ǫx2 +
15
16
ǫ(1− ǫ)x3 = 0, ǫ ≡ 1
3N
. (5.99)
The expression for the relevant root is rather ugly. However, in the limit N → ∞
keeping x fixed, the solution is
x =
Nα0
αc
≈
[
4 +
94
3
1
N
]
, N →∞, x = constant. (5.100)
The critical number of flavors Nc, below which no UV fixed point can be realized,
is given by the following expression
1
Nc
=
3
64
[
2209 + 285
√
57−
√
9505410+ 1259130
√
57
]
=⇒
Nc ≈ 45.42. (5.101)
This Nc is slightly smaller than the critical number Nc ≈ 54, which was obtained
graphically from Fig. 5.4. The value of the root x at this critical number Nc is
x ≈ 6.32131 =⇒ α0 ≈ 0.146. (5.102)
Summarizing, we find, that for N > Nc ≈ 45 UV fixed points α0 (α0 < 0.146) are
obtained. Moreover, with the identification Eq. (5.90), λY = g
2
Y /4π and the fact
that ζ1 is of order α0 the inequality (5.16) is satisfied for α0 sufficiently small.
5.9 Discussion
Relevant four-fermion interactions in four dimensions are possible at the chiral phase
transition in the GNJL model. The main objective of this chapter was to study the
effect of such “relevant” four-fermion dynamics on the vacuum polarization and to
reinvestigate the problem of triviality of U(1) gauge theories.
To obtain new results, the four-fermion interactions had to be incorporated
beyond the commonly used Hartree–Fock or mean-field approach. At the chiral
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phase transition (e.g. the critical curve Eq. (3.46)) in the quenched GNJL model,
the appearance of a large anomalous dimension is believed to turn naively irrelevant
interactions into relevant ones.
The crucial feature of the GNJL model is that a nontrivial Yukawa interaction
(i.e. an interaction between (pseudo)scalars and fermions) exists for 0 < α0 < αc.
The existence of such a nontrivial Yukawa interaction requires the cancellation of
Z factors6 in fermion–anti-fermion scattering amplitudes such as the BS kernel
K(2), and is analogous to the requirement of hyperscaling (see section 3.5). If the
hyperscaling equations are satisfied, then only two of the critical exponents are
independent, namely η and γ, with
γ = 1, η = 2(1− ω), ω =
√
1− α0/αc, (5.103)
see Eqs. (3.60) and (4.111). We recall that the anomalous dimension η is defined
at the critical point, whereas γ describes scaling in the neighborhood of the critical
point.7
The skeleton expansion for the BS kernel K(2) provides a natural framework to
take into account the anomalous dimension of Yukawa vertices and σ and π propa-
gators. Within the skeleton expansion, σ and π exchanges are described in terms of
fully dressed Yukawa vertices and σ and π propagators. The actual computation of
the anomalous dimension, and the resolution of the scaling form requires a solution
of the SDEs for Yukawa vertices, and σ and π bosons.
In previous work such fully dressed Yukawa vertices and σ and π propagators
have been analized in the quenched-ladder approximation, see chapter 4, Ref. [40],
and references therein. To make use of these results consistently, we used the
following approximations. Firstly, we assumed that all dynamics takes place in
a region close to an UV fixed point, βα(α0) ≈ 0. In that case, the quenched
approximation is self-consistent. Secondly, the gauge-interaction is considered in
the ladder form, with bare vertices. Thirdly, we used the 1/N expansion (with
N the number of fermion flavors) which states that planar σ and π exchanges
describe the leading contribution to Green functions for large N . Then, due to
the specific form of the chiral symmetry with both scalars and pseudoscalar in
the adjoint representation, we argued that in so-called zero-spin channels (such as
Yukawa vertices and σ and π propagators) the planar σ and π exchanges cancel
each other for momenta larger than the inverse correlation length (in fact in the
symmetric phase this cancellation is exact). The inverse correlation length in the
GNJL model is the mass of the σ boson, ξ−1 = mσ. Moreover, an important
property of the planar (ladder) approximations is that such truncations respect the
vector and chiral Ward–Takahashi identities.
6The Z factor is the wave function renormalization constant of the σ and pi fields.
7These values of the critical exponents are in rather good agreement with lattice simulations,
and results obtained by nonperturbative RG techniques, see the discussions in sections 3.8 and
3.9.
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The so-called JWB method [46], which is a nonperturbative framework indepen-
dent of the fermion wave function Z, allowed us to compute the contributions of the
infinite set of planar σ and π exchanges to the vacuum polarization. The result of
the computations is that the GNJL model exhibits an UV fixed point, βα(α0) = 0,
for any value of N that exceeds some critical value Nc (N > Nc). This critical
number of flavors turned out to be Nc ≈ 54. The larger the number of fermion
flavors, the smaller the UV fixed point α0 will be, provided N > Nc.
The large value for Nc puts questions to the applicability of the GNJL. However,
we have given a few arguments in the previous section suggesting that Nc could be
rather sensitive to approximations, and that an improvement of the approximations
and calculations will probably lead to a smaller value for Nc.
The mechanism responsible for the realization of an UV fixed point is illustrated
by the observation that contributions of planar σ and π exchanges to the vacuum
polarization have identical sign, and tend to reduce screening. The four-fermion
interactions describe attractive forces between virtual fermion–anti-fermion pairs in
the vacuum polarization.
The conventional leading term in the vacuum polarization is the one-loop cor-
rection describing the creation of fermion–anti-fermion pairs. These virtual pairs
can be considered as dipoles causing the screening; the vacuum is a medium of
the insulator type. Such a screening is proportional to the coupling α0 and pro-
portional to the number of fermion flavors N . However, if a particular fraction of
the total amount of fermion–anti-fermion pairs created are correlated by attrac-
tive four-fermion interactions, represented by σ and π exchanges, then clearly these
composite neutral states are not capable of screening. Thus the negative term Nζ1
in the β function (5.83) represents the contributions and the attractive nature of
four-fermion interactions in the vacuum polarization.
It is known that in the quenched approximation, the critical curve and critical
exponents are independent of the number of fermion flavors. In the quenched-ladder
approximation using the mean-field approach for the four-fermion interactions it is
straightforward to derive that this is indeed the case. Clearly, the mechanism of
charge screening is flavor dependent, since the total number of virtual fermion–anti-
fermion pairs is proportional to N and the total number of composite scalars and
pseudoscalars grows as 2N2. The larger the number of flavors, the stronger the
effect of four-fermion interactions. The fixed point appears when the virtual pairs
completely loose the ability to screen.
The existence of an UV fixed point implies a nontrivial continuum limit of the
GNJL model with a U(1) gauge interaction. The analysis presented here suggest
that in the full unquenched GNJL model the critical line is replaced by an UV fixed
point somewhere on the critical line depending on the number of fermion flavors. If
the number of fermion flavors is below some specific value, the critical four-fermion
dynamics are not sufficient to yield an UV fixed point. In that case the unquenched
GNJL model only has a trivial (IR) fixed point.
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Finally, let us briefly compare our results with that obtained by lattice simula-
tions and nonperturbative RG techniques. Although there still is some controversy
between different groups performing lattice computations, the standard conclusion
of the Desy group (Go¨ckeler et al.) is that QED is trivial and that the chiral phase
transition is of the mean field type. Our results agree with these conclusions for
N < Nc.
Using nonperturbative RG techniques, it was found in Refs. [41, 134], that within
a particular local potential approach the gauge coupling α0 in GNJL model is
trivial. Again for N < Nc the results agree. However, for large N , we think that,
in order to compare such type of approaches with our results, the RG flows of
operators corresponding to the dynamical nature of σ and π exchanges should be
taken into account. In the context of NPRG techniques, we think this probably
involves taking into account higher (than 6) dimensional chiral invariant operators
containing derivatives, such as (∂µ(ψ¯γ
µψ))2.
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Appendix A
GNJL model with U(N)
symmetry
The gauged NJL model with a global UV (N) × UA(N) symmetry is described by
the Lagrangian (see [3])
L1 = ψ¯i(iγµDµ −M)ijψj − 1
4
FµνF
µν
+
G0
2
N2−1∑
α=0
[(
ψ¯iτ
α
ijψj
)2
+
(
ψ¯iτ
α
ij(iγ5)ψj
)2]
, (A.1)
where Dµ = ∂µ + ie0Aµ and where the flavor labels i, j run from 1 to N . Of
course the symmetry only applies when the (bare) mass matrix M vanishes. The
generators, τ , of the U(N) Lie algebra have the following properties:
τα† = τα, Tr τατβ = δαβ , (A.2)
N2−1∑
α=0
ταijτ
α
kl = δilδkj . (A.3)
The last identity is called the Fierz identity. The Lagrangian is invariant under
global UV (N) transformations
1:
ψ −→ ψ′i = [exp (iθατα)]ij ψj , (A.4)
ψ¯ −→ ψ¯′i = ψ¯j [exp (−iθατα)]ji . (A.5)
and under global UA(N) transformations:
ψ(x) −→ ψ′i(x) = [exp (iγ5θατα)]ij ψj(x), (A.6)
1We use the standard summation convention, i.e. sum over all double indices.
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ψ¯(x) −→ ψ¯′i(x) = ψ¯j(x) [exp (iγ5θατα)]ji . (A.7)
In terms of auxiliary spinless fields, σα and πα, the Lagrangian Eq. (A.1) is
rewritten as
L2 =
N∑
i=1
ψ¯iiγ
µDµψi − 1
4
FµνF
µν −
N∑
i,j=1
N2−1∑
α=0
ψ¯iτ
α
ij(σ
α + iγ5π
α)ψj
− 1
2G0
N2−1∑
α=0
[
(σα)2 + (πα)2)− 2cασα] , (A.8)
where the Euler–Lagrange equations for the auxiliary fields are constraints
σα = −G0ψ¯iταijψj , (A.9)
πα = −G0ψ¯iταij(iγ5)ψj , (A.10)
and cα = Tr [Mτα].
The infinitesimal UV (N) transformations for the Lagrangian Eq. (A.8) are
δψi(x) = iθ
βτβijψj(x), δψ¯i(x) = −ψ¯j(x)iθβτβji, (A.11)
δσα(x) = fαβγiθβσγ(x), δπα(x) = fαβγiθβπγ(x), (A.12)
where θ is small, and the infinitesimal UA(N) transformations are
δψi(x) = iγ5θ
βτβijψj(x), δψ¯i(x) = ψ¯j(x)iγ5θ
βτβji, (A.13)
δσα(x) = gαβγθβπγ(x), δπα(x) = −gαβγθβσγ(x). (A.14)
The structure constants are defined as[
τα, τβ
]
= fαβγτγ , (A.15)
{τα, τβ} = gαβγτγ . (A.16)
Appendix B
Green functions,
propagators, and proper
vertices
In this appendix we define the Green function, connected Green functions both
in coordinate and momentum space, and we define the propagators and proper
vertices of the GNJL model. The fermion fields are labeled with a Dirac index (first
subscript a, b, c, d) and a flavor index (second subscript f, i, j, l, k). The scalar and
pseudoscalar fields are labeled with flavor indices α and β. Spinor indies run from 1
to 4, fermion flavor indices from 1 to N and scalar resp. pseudoscalar indices from
0 to N2 − 1.
In what follows J represents the set of sources J = (J, η, η¯, Jσ, Jπ).
B.1 Green functions of the GNJL model
The Green function are defined as time order vacuum-to-vacuum expectation values
of the fields. First we define the appropriate one-point Green functions:
iD
(1)
S
α
= 〈0|σα|0〉 = 1
i
δZ[J]
δJασ (x)
∣∣∣∣
J=0
, (B.1)
iD
(1)
P
α
= 〈0|πα|0〉 = 1
i
δZ[J]
δJαπ (x)
∣∣∣∣
J=0
. (B.2)
The one-point function are independent of coordinates x due to invariance under
space-time translation. The two point Green functions are
iD(2)µν (z, z
′) ≡ 〈0|T (Aµ(z)Aν(z′)) |0〉
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=
(
1
i
)2
δ2Z[J]
δJν(z′)δJµ(z)
∣∣∣∣
J=0
, (B.3)
iD
(2)
ab
ij
(x, y) ≡ 〈0|T (ψai(x)ψ¯bj(y)) |0〉
=
(
1
i
)2
δ2Z[J]
δηbj(y)δη¯ai(x)
∣∣∣∣
J=0
, (B.4)
iD
(2)
SS
αβ
(x, y) ≡ 〈0|T (σα(x)σβ(y)) |0〉
=
(
1
i
)2
δ2Z[J]
δJβσ (y)δJασ (x)
∣∣∣∣
J=0
, (B.5)
iD
(2)
PP
αβ
(x, y) ≡ 〈0|T (πα(x)πβ(y)) |0〉
=
(
1
i
)2
δ2Z[J]
δJβπ (y)δJαπ (x)
∣∣∣∣
J=0
, (B.6)
the three-point Green functions are
iD
(3)
ab
ij
µ
(x, y, z) ≡ 〈0|T (ψai(x)ψ¯bj(y)Aµ(z)) |0〉
=
(
1
i
)3
δ3Z[J]
δJµ(z)δηbj(y)δη¯ai(x)
∣∣∣∣
J=0
, (B.7)
iD
(3)
abS
ijα
(x, y, z) ≡ 〈0|T (ψai(x)ψ¯bj(y)σα(z)) |0〉
=
(
1
i
)3
δ3Z[J]
δJασ (z)δηbj(y)δη¯ai(x)
∣∣∣∣
J=0
, (B.8)
iD
(3)
abP
ijα
(x, y, z) ≡ 〈0|T (ψai(x)ψ¯bj(y)πα(z)) |0〉
=
(
1
i
)3
δ3Z[J]
δJαπ (z)δηbj(y)δη¯ai(x)
∣∣∣∣
J=0
, (B.9)
and the four-point Green function is
iD
(4)
ab,cd
i1j1,i2j2
(x1, y1, x2, y2) ≡ 〈0|T
(
ψai1(x1)ψci2(x2)ψ¯bj1 (y1)ψ¯dj2(y2)
) |0〉
=
(
1
i
)4
δ4Z[J]
δηdj2(y2)δηbj1 (y1)δη¯ci2(x2)δη¯ai1 (x1)
∣∣∣∣
J=0
.
(B.10)
B.2 Connected Green functions
By making use of Wick’s theorem, we derive the connected Green functions from
the Green function of the previous section by subtracting all disconnected parts, for
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instance:
〈0|T (σα(x)σβ(y)) |0〉 = 〈0|σα(x)|0〉〈0|σβ(y)|0〉
+〈0|T (σα(x)σβ(y)) |0〉connected. (B.11)
Thus we define
iDµν(z − z′) = iD(2)µν (z, z′), (B.12)
δijiS
(i)
ab (x− y) = iD(2)ab
ij
(x, y), (B.13)
i∆
(α)
S (x− y) = iD(2)SS
αα
(x, y)− 〈0|σα|0〉2, (B.14)
i∆
(α)
P (x− y) = iD(2)PP
αα
(x, y)− 〈0|πα|0〉2, (B.15)
δijiC
(3)(i)
abµ (x, y, z) = iD
(3)
ab
ij
µ
(x, y, z), (B.16)
iC
(3)
abS
ijα
(x, y, z) = iD
(3)
abS
ijα
(x, y, z)− δij iS(i)ab (x− y)〈0|σα|0〉, (B.17)
iC
(3)
abP
ijα
(x, y, z) = iD
(3)
abP
ijα
(x, y, z)− δijiS(i)ab (x− y)〈0|πα|0〉, (B.18)
and the connected four-point function
iC
(4)
ab,cd
i1j1,i2j2
(x1, y1, x2, y2) = iD
(4)
ab,cd
i1j1,i2j2
(x1, y1, x2, y2)
− δi2j1δi1j2 iS(i2)cb (x2 − y1)iS(i1)ad (x1 − y2)
+ δi1j1δi2j2 iS
(i1)
ab (x1 − y1)iS(i2)cd (x2 − y2). (B.19)
B.3 Fourier transforms
For the two-point functions, we have the following Fourier transforms:
iDµν(z − z′) =
∫
d4k
(2π)4
e−ik(z−z
′)iDµν(k), (B.20)
iS
(f)
ab (x− y) =
∫
d4k
(2π)4
e−ik(x−y)iS
(f)
ab (k), (B.21)
i∆
(α)
S (x− y) =
∫
d4k
(2π)4
e−ik(x−y)i∆
(α)
S (k), (B.22)
i∆
(α)
P (x− y) =
∫
d4k
(2π)4
e−ik(x−y)i∆
(α)
P (k). (B.23)
The Fourier transform of the vertices are
iC
(3)(f)
abµ (x, y, z) =
∫
d4kd4p
(2π)8
e−ik(x−z)+ip(y−z)iDνµ(k − p)
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×
[
iS(f)(k)(−ie0)Γ(f)ν(k, p)iS(f)(p)
]
ab
, (B.24)
iC
(3)
abS
ijα
(x, y, z) =
∫
d4kd4p
(2π)8
e−ik(x−z)+ip(y−z)i∆
(α)
S (k − p)
×
[
iS(i)(k)(−i)ΓαSij(k, p)iS(j)(p)
]
ab
, (B.25)
iC
(3)
abS
ijα
(x, y, z) =
∫
d4kd4p
(2π)8
e−ik(x−z)+ip(y−z)i∆
(α)
P (k − p)
×
[
iS(i)(k)(−i)ΓαPij(k, p)iS(j)(p)
]
ab
, (B.26)
where the Γ’s represent the amputated vertices or proper vertices in momentum
space. Finally, the connected four-point function has the Fourier transform
iC
(4)
ab,cd
i1j1,i2j2
(x1, y1, x2, y2) =
∫
d4k1d
4p1d
4k2
(2π)12
e−ik1(x1−y2)+ip1(y1−y2)−ik2(x2−y2)
× iS(i1)aa′ (k1)iS(i2)cc′ (k2)(−ie20)K(0)a′b′,c′d′
i1j1,i2j2
(k1, p1, k2)iS
(j1)
b′b (p1)iS
(j2)
d′d (k1 − p1 + k2).
(B.27)
B.4 The Bethe–Salpeter scattering kernel
The 2-fermion 1-photon-scalar-pseudoscalar irreducible Bethe–Salpeter kernel is de-
fined via the Bethe–Salpeter equation
(−ie20)K(1)ab,cd
i1j1,i2j2
(k1, p1, k2) = (−ie20)K(2)ab,cd
i1j1,i2j2
(k1, p1, k2)
+
N∑
l=1
N∑
m=1
∫
d4r
(2π)4
(−ie20)K(1)ab,c′d′
i1j1,lm
(k1, p1, r + p1)iS
(m)
d′a′(r + k1)
×(−ie20)K(2)a′b′,cd
ml,i2j2
(r + k1, r + p1, k2)iS
(l)
b′c′(r + p1), (B.28)
where K(1) is defined as the 1-particle irreducible part of K(0), and is defined
explicitly as follows:
(−ie20)K(0)ab,cd
i1j1,i2j2
(k1, p1, k2) = (−ie20)K(1)ab,cd
i1j1,i2j2
(k1, p1, k2)
−δi1j1(−ie0)Γ(i1)µab (k1, p1)iDµν(k1 − p1)δi2j2(−ie0)Γ(i2)νcd (k2, k1 − p1 + k2)
−
N2−1∑
α=0
(−i)Γ(α)
Sab
i1j1
(k1, p1)i∆
(α)
S (k1 − p1)(−i)Γ(α)Scd
i2j2
(k2, k1 − p1 + k2)
−
N2−1∑
α=0
(−i)Γ(α)
Pab
i1j1
(k1, p1)i∆
(α)
P (k1 − p1)(−i)Γ(α)Pcd
i2j2
(k2, k1 − p1 + k2). (B.29)
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Note that the minus signs in the three one-particle exchange graphs on the righthand
side come from the fact that such types of diagrams are related to the expectation
value 〈ψaψ¯bψcψ¯d〉 = −〈ψaψcψ¯bψ¯d〉.
Eqs. (B.29) and (B.28) are depicted in Figs. B.1 and B.2.
0 1 BB B= −
Figure B.1: Definition of the 1-boson irreducible scattering kernel, K(1).
1 2 2 1= +
Figure B.2: Definition of the Bethe–Salpeter kernel, K(2).
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Appendix C
Feynman rules
• The bare fermion propagator:
p
a,ib,j = iδij
(pˆ+m(i))ab
p2 −m2(i)
, (C.1)
where Mij = m(i)δij , the diagonal mass matrix.
• The full fermion propagator:
p
a,ib,j = iδijS
(i)
ab (p). (C.2)
• The bare photon propagator:
q
νµ =
i
q2
[
−gµν + qµqν
q2
]
, (C.3)
in the Landau gauge.
• The full photon propagator:
q
νµ = iDµν(q). (C.4)
• The bare scalar and pseudoscalar propagators are identical:
= −iG0. (C.5)
• The full scalar propagator:
q
αα S = i∆
(α)
S (q). (C.6)
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• The full pseudoscalar propagator:
q
αα P = i∆
(α)
P (q). (C.7)
• The bare photon-fermion vertex:
µ
a,i
b,j
= (−ie0)δijγµab. (C.8)
• The full photon-fermion vertex:
k
p
µ
a,i
b,j
= (−ie0)δijΓ(i)µab (k, p). (C.9)
• Either the bare photon-fermion, bare scalar or bare pseudoscalar vertex:
a,i
b,j
= (−ie0)δijγµab, (−i)ταij(1)ab,
or (−i)ταij(iγ5)ab. (C.10)
• The full scalar vertex:
k
p
α
a,i
b,j
S = (−i)ΓαSab
ij
(k, p). (C.11)
• The full pseudoscalar vertex:
k
p
α
a,i
b,j
P = (−i)ΓαPab
ij
(k, p). (C.12)
• The Bethe–Salpeter kernel:
k
p q
a,i
b,j
d,n
c,m
2 = (−ie20)K(2)ab,cd
ij,mn
(k, p, q). (C.13)
153
• A Minkowskian four-momentum integral for each closed loop:∫
Λ
d4k
(2π)4
(C.14)
• An extra minus sign for each closed fermion-loop:
(−1) (C.15)
• For each internal fermion line a sum over all flavors:
N∑
i=1
(C.16)
• For each internal ‘boson’ line a sum over all bosonic propagators:
q
B = iDµν(q) +
N2−1∑
α=0
[
i∆
(α)
S (q) + i∆
(α)
P (q)
]
.(C.17)
• The ‘boson’ vertex, internal or external, represents either one of the vertices:
k
p
a,i
b,j
B = (−ie0)δijΓ(i)µab (k, p), (−i)ΓαSab
ij
(k, p),
or (−i)ΓαPab
ij
(k, p). (C.18)
• The bare axial-vector vertex:
µ
a
b
= (−i)(γµγ5)ab. (C.19)
• The full axial-vector vertex (N = 1):
k
p
µ
a
b
Γµ5 = (−i)Γµ5ab(k, p). (C.20)
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Appendix D
Analysis of the Chebyshev
expansion
In this appendix we discuss the validity of the zeroth-order Chebyshev expansion for
the Yukawa vertex function F1 introduced in section 4.2. The problem of angular
dependence in the SDEs for the Yukawa vertex functions F1 and F2 is replaced by
an infinite set of Chebyshev harmonics. Subsequently this set is truncated to the
lowest order harmonic of F1, which is the only harmonic having nonhomogeneous ul-
traviolet boundary conditions because of the presence of the (angular independent)
inhomogeneous term 1.
As mentioned previously, the method of using expansions in terms of Chebyshev
polynomials Un(x) (of the second kind) was used before [10, 164, 165]. These
polynomials are orthogonal with respect to the angular integration
∫
dΩ. In the
analysis of BSEs in Ref. [10] a CP invariant Chebyshev expansion was used, which
has the nice property of keeping only even terms in the expansion. However, we use a
slightly different expansion (not explicitly CP invariant) which has the disadvantage
of also including odd terms in the Chebyshev expansion, but the advantages that the
integral equation for the zeroth order harmonic is more “friendly” and the zeroth
order harmonic coincides with both the large fermion momentum limit (p2 ≫ q2) as
well the large boson-momentum limit (q2 ≫ p2) of the Yukawa vertex, see Fig. 4.4.
Thus the vertex functions satisfying the SDEs (4.8) are expanded in the angle
between fermion momentum p and scalar boson q, i.e., p · q, in the following way:
F1(p+ q, p) =
∞∑
n=0
fn(p
2, q2)Un(cosα), (D.1)
F2(p+ q, p) =
∞∑
n=0
gn(p
2, q2)Un(cosα), (D.2)
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1
(r − p)2 =
∞∑
n=0
Nn(r
2, p2)Un(cosβ), (D.3)
A1(r, q) =
∞∑
n=0
an(r
2, q2)Un(cos γ), (D.4)
A2(r, q) =
∞∑
n=0
bn(r
2, q2)Un(cos γ), (D.5)
where
cosα =
p · q
pq
, cosβ =
p · r
pr
, cos γ =
q · r
qr
. (D.6)
The vertex functions and kernels A1 and A2 were defined in Eq. (4.7), respectively,
Eq. (4.15). The coefficients Nn, an, and bn are
Nn(r
2, p2) =
θ(r2 − p2)
r2
(p
r
)n
+
θ(p2 − r2)
p2
(
r
p
)n
, (D.7)
and
a0(r
2, q2) =
1
2
[(
2− q
2
r2
)
θ(r2 − q2) + r
2
q2
θ(q2 − r2)
]
, (D.8)
an(r
2, q2) = (−1)n (r
2 − q2)
2
[
θ(r2 − q2)
r2
(q
r
)n
+
θ(q2 − r2)
q2
(
r
q
)n]
,
n ≥ 1, (D.9)
and
b0(r
2, q2) =
1
2
[
q2(q2 − 3r2)
r2
θ(r2 − q2) + r
2(r2 − 3q2)
q2
θ(q2 − r2)
]
, (D.10)
b1(r
2, q2) = −1
2
[
q3(q2 − 2r2)
r3
θ(r2 − q2) + r
3(r2 − 2q2)
q3
θ(q2 − r2)
]
, (D.11)
bn(r
2, q2) = (−1)n (r
2 − q2)2
2
[
θ(r2 − q2)
r2
(q
r
)n
+
θ(q2 − r2)
q2
(
r
q
)n]
,
n ≥ 2. (D.12)
The equations for the scalar vertex functions (4.8) and scalar vacuum polar-
ization (4.14) are expressed in terms of an infinite set of equations between the
harmonics. Hence
ΠS(q
2) =
1
4π2
Λ2∫
0
dk2
∞∑
n=0
[
an(k
2, q2)fn(k
2, q2) + bn(k
2, q2)gn(k
2, q2)
]
, (D.13)
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and with Eqs. (4.9) and (4.10) using Eqs. (D.3) and (D.5), we get for the harmonics
of F1
fl(p
2, q2) = δ0,l +
λ0
(l + 1)
Λ2∫
0
dr2Nl(r
2, p2)
∞∑
m=0
∞∑
n=0
Clmn
× [am(r2, q2)fn(r2, q2) + bm(r2, q2)gn(r2, q2)] , (D.14)
where
Clmn ≡ 2
π
π∫
0
dγ sin2 γ Ul(cos γ)Um(cos γ)Un(cos γ). (D.15)
In the derivation of Eq. (D.14) use has been made of the fact that
1
π sin γ
1∫
−1
d cosα
cos(α−γ)∫
cos(α+γ)
d cosβ Um(cosα)Un(cosβ) = δm,n
Un(cos γ)
n+ 1
. (D.16)
The symmetric index Clmn can be calculated using product properties of the Cheby-
shev polynomials, giving
C(2l)mn =
l∑
k=0
(
δ2k,|m−n| − δ2k,n+m+2
)
,
C(2l+1)mn =
l∑
k=0
(
δ2k+1,|m−n| − δ2k+1,n+m+2
)
, l = 0, 1, 2, . . . . (D.17)
Then the first two equations for the coefficients fn(p
2, q2) of vertex function F1 read
f0(s, t) = 1 + λ0
Λ2∫
0
duN0(u, s)
∞∑
m=0
[
am(u, t)fm(u, t)
+ bm(u, t)gm(u, t)
]
, (D.18)
f1(s, t) =
λ0
2
Λ2∫
0
duN1(u, s)
∞∑
m=0
[
am+1(u, t)fm(u, t) + am(u, t)fm+1(u, t)
+ bm+1(u, t)gm(u, t) + bm(u, t)gm+1(u, t)
]
, (D.19)
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where we have introduced the variables
s = p2, t = q2, u = r2. (D.20)
In principle there is an equivalent set of equations for the coefficients gn of F2.
However we did not succeed in finding explicit expression for these, due to our
inability to compute explicitly the angular integrals given by kernels K21 and K22
of Eqs. (4.11) and(4.12). The problem is to compute the integrals∫
dΩp
2π2
∫
dΩr
2π2
Un(cosα)K21(p, q, r),
∫
dΩp
2π2
∫
dΩq
2π2
Un(cosα)K21(p, q, r).(D.21)
The main approximation used in chapter 4 is Eq. (4.22), i.e. the replacement of
the Yukawa vertex by the zeroth-order harmonic of F1. In what follows we estimate
the error made by such an approximation. We define the error E(q2) in computation
of the scalar vacuum polarization Eq. (D.13) as follows:
ΠS(q
2) =
1
4π2
Λ2∫
0
dk2 a0(k
2, q2)f0(k
2, q2) + E(q2), (D.22)
where
E(q2) ≡ 1
4π2
Λ2∫
0
dk2
[
∞∑
n=1
an(k
2, q2)fn(k
2, q2) +
∞∑
n=0
bn(k
2, q2)gn(k
2, q2)
]
. (D.23)
For an estimation of E(q2) we need to know more about the harmonics fn, n ≥ 1,
and gn, n ≥ 0. The solution to these harmonics is assumed to be governed by
the harmonic f0 only, since the integral over the harmonic f0 acts as the largest
inhomogeneous term in the integral equations for the higher order harmonics. So
the equations for the higher order harmonics are approximated by
gn(p
2, q2) ≈ λ0
Λ2∫
0
dr2
∫
dΩp
2π2
∫
dΩr
2π2
Un(cosα)K21(p, q, r)f0(r
2, q2), (D.24)
fn(p
2, q2) ≈ λ0
(n+ 1)
Λ2∫
0
dr2Nn(r
2, p2)an(r
2, q2)f0(r
2, q2), n ≥ 1. (D.25)
Unfortunately there is no explicit expression for Eq. (D.24) for the reason described
above. However it is possible to approximate the angular average by considering
either one of the three momenta in K21(p, q, r) to be much smaller than the other
two. Then the dependence on one of the three angles between the momenta is lost,
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and the integration can be performed explicitly. The result for the lowest harmonic
of F2, i.e., g0 given by Eq. (D.24), is
(s < t) g0(s, t) ≈ λ0
12
∫ s
0
du
u
s2t
FIR(u, t) +
λ0
12
∫ t
s
du
1
st
FIR(u, t)
+
λ0
12
∫ Λ2
t
du
1
u2
FUV(u, t), (D.26)
(s > t) g0(s, t) ≈ λ0
12
∫ t
0
du
u
s2t
FIR(u, t) +
λ0
12
∫ s
t
du
1
s2
FUV(u, t)
+
λ0
12
∫ Λ2
s
du
1
u2
FUV(u, t), (D.27)
and for Eq. (D.25) with Eqs (D.7) and (D.9)
(s < t) f1(s, t) ≈ −λ0
4
∫ s
0
du
u− t
st
√
u2
st
FIR(u, t)
− λ0
4
∫ t
s
du
u− t
ut
√
s
t
FIR(u, t)
− λ0
4
∫ Λ2
t
du
u− t
u2
√
st
u2
FUV(u, t), (D.28)
(s > t) f1(s, t) ≈ −λ0
4
∫ t
0
du
u− t
st
√
u2
st
FIR(u, t)
− λ0
4
∫ s
t
du
u− t
us
√
t
s
FUV(u, t)
− λ0
4
∫ Λ2
s
du
u− t
u2
√
st
u2
FUV(u, t), (D.29)
where s = p2, t = q2, and we have used Eq. (4.23). These equations can be
analyzed in detail once the solutions for the channel functions, Eqs. (4.46) and
(4.47), are known. But for obtaining the asymptotic behavior of the harmonics g0
and f1 it is sufficient to use the asymptotics of the channels, i.e., take FIR(p
2, q2)→
FIR(0, q
2) ∝ (q2/Λ2)ω/2−1/2, FUV(p2, q2) → FUV(p2, 0) ∝ (p2/Λ2)ω/2−1/2. This
gives for the harmonics
g0(p
2, q2) ∝ λ0 1
p2
FUV(p
2, 0), f1(p
2, q2) ∝ λ0 q
p
FUV(p
2, 0), p2 ≫ q2,(D.30)
g0(p
2, q2) ∝ λ0 1
p2
FIR(0, q
2), f1(p
2, q2) ∝ λ0 p
q
FIR(0, q
2), q2 ≫ p2.(D.31)
The above equations give the leading behavior (in either q/p ≪ 1 or p/q ≪ 1) of
the harmonics g0, f1 in terms of f0 up to some λ0-dependent factor, which is O(1)
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(thus nonsingular in λ0). Furthermore, from Eq. (D.25) we get the relation
fn+1(p
2, q2)
fn(p2, q2)
∝ − q
p
, p2 ≫ q2, fn+1(p
2, q2)
fn(p2, q2)
∝ −p
q
, q2 ≫ p2, (D.32)
and we assume a similar relation to hold between the harmonics gn+1 and gn. Thus
the series
S(p2, q2) ≡
∞∑
m=0
[
am(p
2, q2)fm(p
2, q2) + bm(p
2, q2)gm(p
2, q2)
]
, (D.33)
which occurs both in the equation for f0, Eq. (D.18), and for ΠS, Eq. (D.13), will
be rapidly converging for either p2 ≫ q2 or p2 ≪ q2, since
an+1(p
2, q2)fn+1(p
2, q2)
an(p2, q2)fn(p2, q2)
≈ min(p
2, q2)
max(p2, q2)
≪ 1, (D.34)
and again a similar equation for the part containing the harmonics gn. At p
2 = q2
only three terms of the series S, Eq. (D.33), contribute, since an(p
2, p2) = 0 for
n ≥ 1 and bn(p2, p2) = 0 for n ≥ 2. Hence, a straightforward approximation for the
series S is
S(p2, q2) ≈ a0(p2, q2)f0(p2, q2)
+ O (a1(p2, q2)f1(p2, q2))+O (b0(p2, q2)g0(p2, q2)) , (D.35)
supporting Eq. (4.22). With the expressions obtained for f1 and g0, Eqs. (D.30)
and (D.31), the leading term of the error E defined in Eq. (D.23) can be estimated.
The leading term of the error E(q2) is given by
E(q2) ≈ 1
4π2
Λ2∫
0
dk2
[
a1(k
2, q2)f1(k
2, q2) + b0(k
2, q2)g0(k
2, q2)
]
∼ λ0
Λ2∫
q2
dk2
q2
k2
FUV(k
2, q2 = 0) + next-to-leading
∼ Λ2
[
(1 +O(λ0))
(
q2
Λ2
)ω/2+1/2
− (1 +O(λ0)) q
2
Λ2
]
, (D.36)
where we have kept only leading terms and for FUV(p
2, 0) = F1(p, p) given by
Eq. (4.48). Recall that ω =
√
1− 4λ0. The estimation of Eq. (D.36) can be checked
more explicitly by using the solutions obtained in section 4.2 for the channel func-
tions FIR, FUV, Eqs. (4.46) and (4.47).
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Eq. (D.36) shows that when λ0 = 0, ω = 1, the error E vanishes, and when
ω < 1 clearly the terms in the error can be neglected with respect to the first two
terms on the right-hand side of ΠS(q
2), see Eq. (4.64). Thus this analysis supports
the assumption Eq. (4.22) made in section 4.2 and the error E contributes only to
next-to-next-to-leading order in q2/Λ2. And therefore we may conclude that our
approximation gives correct leading and next-to-leading behavior of ΠS(q
2).
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Appendix E
Two-loop vacuum
polarization
In this appendix we compute two-loop vacuum polarization corrections including σ
and π exchanges.
E.1 Two-loop vacuum polarization
In this section, we compute the two-loop vacuum polarization in QED. We derive
the two-loop contribution by making use of the one-loop computation of the photon-
fermion vertex [69, 70].
The SDE for vacuum polarization tensor reads
Πµν(q2) = ie20
∫
Λ
d4k
(2π)4
Tr [γµS(k + q)Γν(k + q, k)S(k)] . (E.1)
Assuming that the WTIs are respected, the vacuum polarization tensor is trans-
verse:
Πµν(q2) =
[−q2gµν + qµqν]Π(q2) (E.2)
If so, we find that
Π(q2) = − ie
2
0
3q2
∫
Λ
d4k
(2π)4
Tr [γµS(k + q)Γ
µ(k + q, k)S(k)] . (E.3)
Let us write and denote the one-loop vertex and self-energy corrections with a
subscript (1) as follows
Γµ(k, p) = γµ + Γµ(1)(k, p), S(p) =
pˆ
p2
[
1 + Z(1)(p2)
]
. (E.4)
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The vacuum polarization up to two-loop corrections can be expressed as
Π(q2) = Π(1)(q
2) + Π(2a)(q
2) + Π(2b)(q
2), (E.5)
where
Π(1)(q
2) = − ie
2
0
3q2
∫
Λ
d4k
(2π)4
Tr
[
γµ(kˆ + qˆ)γ
µkˆ
]
(k + q)2k2
, (E.6)
Π(2a)(q
2) = − ie
2
0
3q2
∫
Λ
d4k
(2π)4
Tr
[
γµ(kˆ + qˆ)γ
µkˆ
]
(k + q)2k2
× [Z(1)((k + q)2) + Z(1)(k2)] , (E.7)
Π(2b)(q
2) = − ie
2
0
3q2
∫
Λ
d4k
(2π)4
Tr
[
γµ(kˆ + qˆ)Γ
µ
(1)(k + q, k)kˆ
]
(k + q)2k2
. (E.8)
The one-loop vacuum polarization Π(1) can be computed straightforwardly
Π(1)(q
2) =
α0
3π
[
log
(
Λ2
q2
)
− 2Λ
2
q2
+O(1)
]
, (E.9)
where q2 is an Euclidean momentum. The quadratically divergent contribution
Λ2/q2 is a notorious artifact of computing vacuum polarization corrections in the
presence of a hard cutoff (i.e. an explicit cutoff in the momentum integrations
instead of Pauli–Villars regularization, see for a recent discussion Ref. [59]). The
quadratically divergent term is proportional to the gµν tensor in the vacuum polar-
ization tensor, and it ruins the transversality of Πµν . This cutoff problem can be
circumvented by making use of a projector gµν − 4qµqν/q2, which by contraction
with the vacuum polarization tensor eliminates the term in Πµν proportional to the
gµν tensor. With such a projector we obtain
Π(1)(q
2) =
α0
3π
[
log
(
Λ2
q2
)
+O(1)
]
, (E.10)
which is the well-known one-loop vacuum polarization.
We write
Γµ(1)(k, p) = Γ
µ
L(1)(k, p) + Γ
µ
R(1)(k, p) + Γ
µ
I(1)(k, p), (E.11)
where ΓµL(1) is the one-loop longitudinal part of the vertex, and where ΓR(1) and
ΓµI(1) are one-loop transverse parts:
ΓµR(1)(k, p) = T
µ
8 (k, p)τ8(k
2, p2, q2), (E.12)
ΓµI(1)(k, p) = T
µ
2 (k, p)τ2(k
2, p2, q2) + T µ3 (k, p)τ3(k
2, p2, q2)
+ T µ6 (k, p)τ6(k
2, p2, q2), q2 = (k − p)2. (E.13)
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Furthermore, we write
Π(2b)(q
2) = Π(2L)(q
2) + Π(2R)(q
2) + Π(2I)(q
2), (E.14)
where
Π(2j)(q
2) = − ie
2
0
3q2
∫
Λ
d4k
(2π)4
Tr
[
γµ(kˆ + qˆ)Γ
µ
j(1)(k + q, k)kˆ
]
(k + q)2k2
, (E.15)
with j = L, R, I.
As was shown by Ball and Chiu [69], the (one-loop) longitudinal vertex can be
written as
ΓµL(1)(k, p) =
γµ
2
[−Z(1)(k2)−Z(1)(p2)]
+
(k + p)µ(kˆ + pˆ)
2(k2 − p2)
[−Z(1)(k2) + Z(1)(p2)] . (E.16)
By construction, the Ball–Chiu expression for the longitudinal vertex satisfies the
WTI
qµΓ
µ
L(1)(k, p) = −kˆZ(1)(k2) + pˆZ(1)(p2). (E.17)
For QED, the one-loop vertex and self-energy corrections are
Γµ(1)(k, p) = −ie20
∫
Λ
d4w
(2π)4
γλ(kˆ − wˆ)γµ(pˆ− wˆ)γλ
(k − w)2(p− w)2w2 , (E.18)
and
pˆZ(1)(p2) = −ie20
∫
Λ
d4w
(2π)4
γλ(pˆ− wˆ)γλ
(p− w)2w2 , (E.19)
in the Feynman gauge.
How can one compute the contributions given in Eq. (E.15)? Since the one-loop
transverse vertex functions themselves are finite, i.e. these function are independent
of the cut-off Λ, the leading logarithmic contributions to the vacuum polarization
result from integrations over momenta k2 ≫ q2 in Π(2R) and Π(2I). These leading
logarithmic contribution can be found by first deriving the k2 ≫ q2 asymptotic be-
havior of the transverse structure functions, after which the integration over angles
can be performed. In the Feynman gauge ξ = 1, the asymptotic behavior k2 ≫ q2
of the τ ’s is
τ2 ≈ α0
24π
1
k4
, (E.20)
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τ3 ≈ α0
6π
1
k2
log
(
q2
k2
)
− 29
72
α0
π
1
k2
, (E.21)
τ6 ≈ (2k · q + q
2)
2
α0
24π
1
k4
, (E.22)
τ8 ≈ −α0
2π
1
k2
, (E.23)
where k2 is a Minskowskian momentum. Using such asymptotic expressions, the
integration over angles in Π(2R) and Π(2I) can be performed straightforwardly, and
the integrations over momenta k2 ≥ q2 leads to logarithmic corrections. Let us
give an example, and compute, in this way, Π(2R). After evaluating the trace in
Eq. (E.15) (with j = R), and Wick rotating to Euclidean momenta, the expression
for Π(2R) reads
Π(2R)(q
2) =
2α0
3π
Λ2∫
0
dk2
∫
dΩk
2π2
[
k2q2 − (k · q)2
q2(k + q)2
]
τ8(−(k + q)2,−k2,−q2)
≈ 2α0
3π
Λ2∫
q2
dk2
3
4
α0
2π
1
k2
≈ α
2
0
π2
[
1
4
log
(
Λ2
q2
)
+O(1)
]
. (E.24)
The result is that the logarithmic corrections of τ2 and τ6 cancel each other, and
that the contributions of τ3 contain a log
2 term:
Π(2I)(q
2) ≈ α
2
0
π2
[
1
24
log2
(
Λ2
q2
)
+
29
144
log
(
Λ2
q2
)
+O(1)
]
. (E.25)
An analogous computation can be performed for the self-energy and longitudinal
vertex corrections.
Due to the Ball–Chiu expression (E.16) for ΓµL(1), the contributions Π(2a) and
Π(2L) depend on the one-loop computation of the self-energy Z(1). Since we have
chosen w to be the photon momentum in Eq. (E.19), we find that
Z(1)(p2) = −
α0
4π
[
log
(
Λ2
−p2
)
+
3
2
]
. (E.26)
After expanding Z(1)((k + q)2) for k2 ≫ q2,
Z(1)((k + q)2) ≈ Z(1)(k2) + (2k · q + q2)Z ′(1)(k2)
+
1
2
(2k · q + q2)2Z ′′(1)(k2) +
1
6
(2k · q + q2)3Z ′′′(1)(k2), (E.27)
and using that Z(1)((k + q)2) ≈ Z(1)(q2) for q2 ≫ k2, the angular integration can
be performed, and the logarithmic corrections can be computed. The result is
Π(2a)(q
2) + Π(2L)(q
2) ≈ α
2
0
π2
[
− 1
24
log2
(
Λ2
q2
)
− 29
144
log
(
Λ2
q2
)
+O(1)
]
. (E.28)
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Thus, comparing this expression with Eq. (E.25), we see that the “overlapping
divergencies” (i.e. the log2) cancel
Π(2a)(q
2) + Π(2L)(q
2) + Π(2I)(q
2) ≈ (α20/π2)O(1). (E.29)
Such a cancellation occurs in a similar manner in any covariant gauge ξ. Thus,
the two-loop contribution contribution to Π is described solely by the part of the
transverse vertex containing the T µ8 tensor, i.e. Π(2R), and, after adding all the
pieces, we find that
Π(q2) ≈ α0
2π
(
2
3
+
α0
2π
)
log
(
Λ2
q2
)
+ (α0/π)O(1). (E.30)
As was shown in [70], the particular transverse structure function τ8 does not depend
on the gauge parameter ξ. This observation agrees with the JBW computation of
vacuum polarization effects.
E.2 Scalar and pseudoscalar contributions
The two-loop contributions of scalars and pseudoscalars to the vacuum polarization
can be computed rather easily by making use of the results of the previous section.
Besides the photon exchange, we now take into account also scalar and pseudoscalar
exchanges in the one-loop vertex, and self-energy defined in Eq. (E.4), i.e.,
Γµ(1)(k, p) = Λ
µ
(V )(k, p) + Λ
µ
(S)(k, p) + Λ
µ
(P )(k, p), (E.31)
pˆZ(1)(p2) = −Σ(V )(p)− Σ(S)(p)− Σ(P )(p). (E.32)
With one-loop vertex corrections
(−ie0)Λµ(V )(k, p) =
∫
Λ
d4w
(2π)4
(−ie0)γλiS(k − w)
×(−ie0)γµiS(p− w)(−ie0)γσiDλσ(w), (E.33)
(−ie0)Λµ(S)(k, p) =
∫
Λ
d4w
(2π)4
(−igY )1iS(k − w)
×(−ie0)γµiS(p− w)(−igY )1i∆S(w), (E.34)
(−ie0)Λµ(P )(k, p) =
∫
Λ
d4w
(2π)4
(−igY )iγ5iS(k − w)
×(−ie0)γµiS(p− w)(−igY )iγ5i∆P(w), (E.35)
and the self-energies
iΣ(V )(p) =
∫
Λ
d4k
(2π)4
(−ie0)γµiS(k)(−ie0)γνiDµν(k − p), (E.36)
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iΣ(S)(p) =
∫
Λ
d4k
(2π)4
(−igY )1iS(k)(−igY )1i∆S(k − p), (E.37)
iΣ(P )(p) =
∫
Λ
d4k
(2π)4
(−igY )iγ5iS(k)(−igY )iγ5i∆P(k − p), (E.38)
Taking free massless scalar and pseudoscalar propagator, and the photon propagator
in the Feynman gauge,
Dµν(q) = −gµν
q2
, ∆S(q) = ∆P(q) =
1
q2
. (E.39)
the one-loop vertices can be expressed as
Λµ(V )(k, p) = −ie20
∫
Λ
d4w
(2π)4
γλ(kˆ − wˆ)γµ(pˆ− wˆ)γλ
(k − w)2(p− w)2w2 , (E.40)
Λµ(S)(k, p) = ig
2
Y
∫
Λ
d4w
(2π)4
(kˆ − wˆ)γµ(pˆ− wˆ)
(k − w)2(p− w)2w2 , (E.41)
Λµ(P )(k, p) = Λ
µ
(S)(k, p), (E.42)
where the last identity is obtained form Eq. (E.35) by using γ5γ
µ = −γµγ5. Using
Eq. (E.19), the self-energy contributions read
Σ(V )(p) + Σ(S)(p) + Σ(P )(p) = 2(e
2
0 + g
2
Y )
[
−i
∫
Λ
d4w
(2π)4
(pˆ− wˆ)
(p− w)2w2
]
= 2(e20 + g
2
Y )
pˆ
32π2
[
log
(
Λ2
−p2
)
+
3
2
]
, (E.43)
The sum of one-loop vertex corrections can be rewritten as
Λµ(V )(k, p) + 2Λ
µ
(S)(k, p) = 2
[
e20 − g2Y
]
Rµ(k, p) + 2
[
e20 + g
2
Y
]
Sµ(k, p), (E.44)
where
Rµ(k, p) = −i
∫
Λ
d4w
(2π)4
γµ(pˆ− wˆ)(kˆ − wˆ)/2− (kˆ − wˆ)(pˆ− wˆ)γµ/2
(k − w)2(p− w)2w2 , (E.45)
Sµ(k, p) = −i
∫
Λ
d4w
(2π)4
[
(k − w) · (p− w)γµ
(k − w)2(p− w)2w2 −
(k − w)µ(pˆ− wˆ)
(k − w)2(p− w)2w2
− (p− w)
µ(kˆ − wˆ)
(k − w)2(p− w)2w2
]
. (E.46)
The vertex part Rµ is defined so that it is proportional to the transverse vertex
with the T µ8 tensor:
2e20R
µ(k, p) = ΓµR(1)(k, p) = τ8(k
2, p2, q2)T µ8 (k, p), q
2 = (k − p)2. (E.47)
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Thus we see that the part of Eq. (E.44), that is proportional to ΓµR(1), and which
turned out to be responsible for the two-loop contribution to the vacuum polar-
ization, has a difference in sign between terms corresponding to photon exchanges,
and terms corresponding to (pseudo)scalar exchanges.
Clearly the vertex part Sµ must be
2e20S
µ(k, p) = ΓµL(1)(k, p) + Γ
µ
I(1)(k, p), (E.48)
with ΓµL(1) and Γ
µ
I(1) given by Eqs. (E.16) and (E.13). Since we already computed
the contributions of Σ(V ), Γ
µ
L(1), Γ
µ
R(1), and Γ
µ
I(1) to the vacuum polarization in
Eqs. (E.28), (E.25), and (E.24), we deduce that
Π(q2) ≈ α0
2π
(
2
3
+
α0
2π
− λY
2π
)
log
(
Λ2
q2
)
+ (α0/π)O(1), (E.49)
with
λY =
g2Y
4π
. (E.50)
So from the point of view of two-loop correction to the vacuum polarization, the
negative sign of the scalar and pseudoscalar interactions in Eq. (E.49) suggests that
these type of interactions tend to reduce the screening, i.e. represents the attractive
nature of forces between virtual fermion pairs in the vacuum polarization.
E.3 Perturbative four-fermionic contributions
In this section, we compute the two-loop contributions of four-fermion interactions
to the vacuum polarization. The four-fermion interactions are treated in a pertur-
bation expansion in the dimensionless four-fermion coupling g0 defined in Eq. (3.6).
Then in the lowest order approximation, the σ and π exchanges corresponding to
the four-fermion interactions are described by the bare or free propagators
∆S(q) = ∆P(q) = −G0. (E.51)
With such σ and π propagators, the one-loop vertex and self-energy corrections are
given by
Γµ(1)(k, p) = −iG0
∫
Λ
d4w
(2π)4
(kˆ − wˆ)γµ(pˆ− wˆ)
(k − w)2(p− w)2 , (E.52)
pˆZ(1)(p2) = −iG0
∫
Λ
d4w
(2π)4
(pˆ− wˆ)
(p− w)2 . (E.53)
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The one-loop vertex can be decomposed into
Γµ(1)(k, p) =
G0
16π2
[
kˆγµpˆI(k, p)− (γλγµpˆ+ kˆγµγλ)Iλ(k, p) + Iλσ(k, p)
]
, (E.54)
where
I(k, p) = −i
∫
Λ
d4w
π2
1
(k − w)2(p− w)2 , (E.55)
Iλ(k, p) = −i
∫
Λ
d4w
π2
wλ
(k − w)2(p− w)2 , (E.56)
Iλσ(k, p) = −i
∫
Λ
d4w
π2
wλwσ
(k − w)2(p− w)2 . (E.57)
Let us write
I = I0, Iλ = (kλ + pλ)J0, (E.58)
Iλσ = gλσK0 + (kλkσ + pλpσ)K1 + (pλkσ + kλpσ)K2, (E.59)
and with the help of Ref. [166], we find
I0 = log
(
Λ2
−q2
)
+ 1, J0 =
1
2
[
log
(
Λ2
−q2
)
+
1
2
]
, (E.60)
K0 = −Λ
2
4
− q
2
2
log
(
Λ2
−q2
)
+
5q2
72
− (k
2 + p2)
12
, (E.61)
K1 =
1
3
log
(
Λ2
−q2
)
+
1
9
, K2 =
1
6
log
(
Λ2
−q2
)
− 1
36
, (E.62)
Again it is useful to decompose the one-loop vertex into transverse and longitu-
dinal parts, just as in Eq. (E.11). The result is
ΓµR(1)(k, p) =
G0
16π2
[2J0 − I0]T µ8 (k, p) = c8T µ8 (k, p), (E.63)
ΓµI(1)(k, p) =
G0
16π2
[
I0
2
−K1 +K2
]
T µ3 (k, p)
=
G0
16π2
[
1
3
log
(
Λ2
−q2
)
+ c3
]
T µ3 (k, p), (E.64)
where c3 and c8 are constants whose exact values are irrelevant for the computation.
Since the four-fermion interactions are gauge-invariant, we assume that the Ball–
Chiu Ansatz is also valid in this case. We find for the longitudinal vertex part
ΓµL(1)(k, p) =
G0
16π2
[
(k2 + p2)(2J0 − I0
2
−K1 −K2) + q2(K1 − J0)− 2K0
]
γµ
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+
G0
16π2
[
I0
2
− 2J0 +K1 +K2
]
(k + p)µ(kˆ + pˆ)
≈ G0
16π2
{[
Λ2
2
+O
(
q2 log
(
Λ2
−q2
))]
γµ +
1
12
(k + p)µ(kˆ + pˆ)
}
.
(E.65)
The self-energy contribution is
Z(1)(p2) ≈
G0
16π2
[
−Λ
2
2
+O
(
p2 log
(
Λ2
−p2
))]
≈ −g0
8
, (E.66)
where G0 = 4π
2g0/Λ
2. With the one-loop vertex and self-energy corrections given
above, we can proceed in the same manner as in the previous section, and obtain
from Eqs. (E.7), (E.10), (E.15), and (E.66) that:
Π(2a)(q
2) + Π(2L)(q
2) ≈ −g0
8
Π(1)(q
2) =
α0g0
π
[
− 1
24
log
(
Λ2
q2
)
+O(1)
]
. (E.67)
The contributions of the one-loop transverse vertex parts to the vacuum polarization
can be performed exactly, since the angular integral can be done, the result is
Π(2I)(q
2) =
α0g0
π
[
1
24
log
(
Λ2
q2
)
+O(1)
]
, Π(2R)(q
2) = (α0g0/π)O(1). (E.68)
Hence
Π(q2) =
α0
3π
log
(
Λ2
q2
)
+ (α0g0/π)O(1), (E.69)
and the four-fermion interaction treated in a perturbative way do not give contri-
butions to the β function. Thus again in this case too, the contributions of the
longitudinal vertex cancel the contributions of the transverse vertex part which are
proportional to the T µ3 tensor. In this case, however, the transverse part connected
with T µ8 does not give a logarithmic contribution to screening.
The four-fermion interactions treated in a perturbative way are irrelevant, and,
according to the RG of Wilson, these interactions do not contribute to the low-
energy effective dynamics such as charge screening.
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Appendix F
A derivation of the JWB
equation
In this appendix we review the derivation of equation (5.27) for the f function given
by Eq. (5.26) (and thus the β function) of QED introduced by Johnson, Willey, and
Baker [46]. Since their result is formulated in terms of the BS fermion-fermion
scattering kernel K(2) their method is also applicable to the GNJL model.
In order to derive the JWB result, the following is assumed:
• The fermion wave function equals one, Z = 1/A = 1, in the Landau gauge. In
principle, this assumption is redundant since the JWB result is valid in any
gauge, as long as the WTI is satisfied.
• The quenched approximation is assumed to be consistent. Internal photon
propagators are quenched. Only a single fermion loop, thus a single power
of log Λ contributes to the vacuum polarization. Such an approximation is
assumed to be valid close to an ultraviolet fixed point.
• Translational invariance of naively logarithmically divergent and finite mo-
mentum space integrals is assumed. This is an important point, since such
translational invariance is lost in naively linear divergent integrals, such a the
integral in the SDE for the fermion wave function Z.
• Also it is assumed that we are in the scaling region of the theory, where the
only relevant dimensionless variable is q2/Λ2. Thus the momenta are assumed
to be larger than the particle masses or bound states masses in the model.
Hence,
Z(k2) = 1/A(k2) = 1, S(k) = kˆ
k2
, Γµ(k, k) = γµ. (F.1)
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The vacuum polarization tensor is
Πµν(q) =
iNα0
4π3
∫
d4k Tr [S(k + q)Γµ(k + q, k)S(k)γν ] . (F.2)
Since vacuum polarization tensor is transverse, Πµν(q) = (−gµνq2 + qµqν)Π(q2),
and the only relevant momentum variable is q2/Λ2, the equation for the vacuum
polarization can be written as
Π(µ2) = − lim
q2→µ2
1
6
qµqν
q2
∂2
∂qαqα
Πµν(q) +O(1) +O ((µ/Λ)σ) , (F.3)
where µ is some infrared reference scale, µ2 ≪ Λ2, e.g. µ ∼ mσ, and σ is some
positive power. After inserting Eq. (F.2), and setting µ2 = 0 in the integrand, and
using µ2 as the infrared cutoff in the momentum integral, we obtain
Π(µ2) = − lim
q2→µ2
1
6
qµqν
q2
iNα0
4π3
∫
µ
d4k Tr
[
Sαα(k)Γ
µ(k)S(k)γν
+2Sα(k)Γ
µ,α(k)S(k)γν + S(k)Γµ,αα (k)S(k)γ
ν
]
+ O(µ2/Λ2), (F.4)
where the derivatives are defined as follows:
Sα(k) ≡ ∂
∂kα
S(k) = − kˆγαkˆ
k4
, Sαα(k) ≡
∂2
∂kα∂kα
S(k) = −4kˆ
k4
, (F.5)
Γµ,α(k) ≡ ∂
∂qα
Γµ(k + q, k)
∣∣∣∣
q=0
, Γαµ,α(k) ≡
∂2
∂qα∂qα
Γµ(k + q, k)
∣∣∣∣
q=0
,(F.6)
and Γµ(k) ≡ Γµ(k, k). Since the integral Eq. (F.4) can only be proportional to gµν ,
it reduces to
Π(µ2) = − lim
q2→µ2
iNα0
96π3
∫
µ
d4k Tr
[
Sαα(k)Γ
µ(k)S(k)γµ
+2Sα(k)Γ
µ,α(k)S(k)γµ + S(k)Γ
µ,α
α (k)S(k)γµ
]
+ O(µ2/Λ2). (F.7)
The SDE for the vertex Γµ reads, in terms of K(2)
Γµab(k + q, k) = γ
µ
ab +
∑
flavors
(ie20)
∫
Λ
d4p
(2π)4
[S(p+ q)Γµ(p+ q, p)S(p)]dc
× K(2)cd,ab(p, p+ q, k + q). (F.8)
The first derivative of the vertex is anti-symmetric in α and µ, because of the
assumption Eq. (F.1). Furthermore, CP -invariance implies that the only nonzero
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contribution to the first derivative of Γµ must be proportional to the tensor (γµkˆγα−
γαkˆγµ). Thus we write
Γ[µ,α](k) ≡ Γµ,α(k)− Γα,µ(k) =
(γµkˆγα − γαkˆγµ)
k2
Γ′, (F.9)
Γ(µ,α)(k) ≡ Γµ,α(k) + Γα,µ(k) = S−1µα (k). (F.10)
The dimensionless scalar function Γ′ is related to the transverse structure function
τ8(k
2, k2, 0), see ref. [70],
Γ′ = −k2τ8(k2, k2, 0). (F.11)
Since S−1νµ (k) = 0 due to the Ward-Takahashi identity for the vertex, and Eq. (F.1).
We find that
Γµ,α(k) =
1
2
Γ[µ,α](k) +
1
2
Γ(µ,α)(k) =
1
2
Γ[µ,α](k) =
(γµkˆγα − γαkˆγµ)
2k2
Γ′. (F.12)
Differentiating now the SDE (F.8) with respect to q, and setting q = 0, we obtain
Γµ,α(k) =
∑
flavors
(ie20)
∫
Λ
d4p
(2π)4
[
S(p)Γµ,αS(p)K
(2)(p, k)
+ Sα(p)Γµ(p)S(p)K
(2)(p, k) + S(p)Γµ(p)S(p)K
(2)
α (p, k)
]
. (F.13)
This gives
Γµ,α(k) = [φ1(α0) + φ2(α0) + Γ
′φ1(α0)]]
(γµkˆγα − γαkˆγµ)
2k2
. (F.14)
Thus
Γ′ = φ1 + φ2 + Γ
′φ1. (F.15)
The following identities have been used
Tr
[
(γµkˆγα − γαkˆγµ)(γµkˆγα − γαkˆγµ)
]
= −96k2, (F.16)
Sα(p)Γµ(p)S(p) = −S(p)Γµ(p)Sα(p) = (γµpˆγα − γαpˆγµ)
2p4
, (F.17)
S(p)Γµ,α(p)S(p) = Γ
′ (γµpˆγα − γαpˆγµ)
2p4
. (F.18)
Furthermore, the functions φj are defined as follows:
φ1(α0) ≡
∑
flavors
− ie
2
0
48
∫
d4p
(2π)4
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× Tr
[
(γµpˆγα − γαpˆγµ)
2p4
K(2)(p, k)(γµkˆγα − γαkˆγµ)
]
, (F.19)
φ2(α0) ≡
∑
flavors
− ie
2
0
48
∫
d4p
(2π)4
Tr
[
pˆγµpˆ
p4
K(2)α(p, k)(γµkˆγα − γαkˆγµ)
]
,(F.20)
φ3(α0) ≡
∑
flavors
ie20
48
∫
d4p
(2π)4
Tr
[
pˆγµpˆ
p4
K(2)αα (p, k)kˆγµkˆ
]
, (F.21)
where the trace over spinor indices is defined as
Tr [L(p)K(p, k)R(k)] ≡ LdcKcd,ab(p, k)Rba(k), (F.22)
with L and R some projectors. The derivatives of the BS kernel K(2) are
K
(2)
cd,ab(p, k) ≡ K(2)cd,ab(p, p+ q, k + q)
∣∣∣∣
q=0
, (F.23)
K(2)α cd,ab(p, k) ≡
∂
∂qα
K
(2)
cd,ab(p, p+ q, k + q)
∣∣∣∣
q=0
, (F.24)
K(2)αα cd,ab(p, k) ≡
∂2
∂qα∂qα
K
(2)
cd,ab(p, p+ q, k + q)
∣∣∣∣
q=0
. (F.25)
Assuming that K(2) is translationally invariant, we can derive the following prop-
erties: ∫
d4p Tr [L(p)K(p, k)R(k)] =
∫
d4p Tr [R(k)K(k, p)L(p)] , (F.26)∫
d4p Tr [L(p)Kα(p, k)R(k)] = −
∫
d4p Tr [R(k)Kα(k, p)L(p)] , (F.27)∫
d4p Tr [L(p)Kαα (p, k)R(k)] =
∫
d4p Tr [R(k)Kαα (k, p)L(p)] . (F.28)
By making use of the full SDE for the vertex, the second derivate Γµ,αα (k) can
be eliminated in Eq. (F.4). The second derivative of the vertex is
Γµ,αα (k) =
∑
flavors
(ie20)
∫
Λ
d4p
(2π)4
[
S(p)Γµ,αα (p)S(p)K
(2)(p, k)
+ 2Sα(p)Γ
µ,α(p)S(p)K(2)(p, k) + Sαα(p)Γ
µ(p)S(p)K(2)(p, k)
+ 2S(p)Γµ,α(p)S(p)K(2)α (p, k) + 2S
α(p)Γµ(p)S(p)K(2)α (p, k)
+ S(p)Γµ(p)S(p)K(2)αα (p, k)
]
. (F.29)
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Since Γµ(k) = γµ, and using Eq. (F.29) for Γµ,αα (k), the second derivative of Γ
µ,α
α
in Eq. (F.7) can be eliminated. The result is
Π(µ2) =
Nα0
2π
[ 5∑
n=1
In(α0, µ
2/Λ2) +O(µ2/Λ2)], (F.30)
where
I1 ≡ − i
48
∫
µ
d4k
π2
Tr [Sαα(k)γ
µS(k)γµ] , (F.31)
I2 ≡ − i
24
∫
µ
d4k
π2
Tr [Sα(k)Γ
µ,α(k)S(k)γµ] , (F.32)
I3 ≡ e
2
0
24
∫
µ
d4k
π2
∫
µ
d4p
(2π)4
× Tr
[
S(p)Γµ,α(p)S(p)K
(2)α(p, k)S(k)γµS(k)
]
, (F.33)
I4 ≡ e
2
0
24
∫
µ
d4k
π2
∫
µ
d4p
(2π)4
Tr
[
Sα(p)γµS(p)K
(2)α(p, k)S(k)γµS(k)
]
, (F.34)
I5 ≡ e
2
0
48
∫
µ
d4k
π2
∫
µ
d4p
(2π)4
Tr
[
S(p)γµS(p)K
(2)α
α (p, k)S(k)γ
µS(k)
]
. (F.35)
Using Eqs. (F.26)–(F.28), we find
I1 =
2
3
Λ2∫
µ2
dk2
k2
+O(1), I2 = Γ′
Λ2∫
µ2
dk2
k2
+O(1),
I3 = Γ
′φ2
Λ2∫
µ2
dk2
k2
+O(1), I4 = φ2
Λ2∫
µ2
dk2
k2
+O(1), (F.36)
I5 = φ3
Λ2∫
µ2
dk2
k2
+O(1).
Thus
Π(µ2) =
Nα0
2π
[
2
3
+ Φ(α0)
]
log
Λ2
µ2
+ finite, (F.37)
where, inserting Eq. (F.15),
Φ =
φ1 + φ2(2 + φ2)
1− φ1 + φ3. (F.38)
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In fact, Eq. (F.38) is the main result of [46]. The entire derivation did not yet
specify the BS kernel K(2), and the JWB equation is applicable to the GNJL model
as well. The crucial approximation is that internal gauge bosons are taken to be
quenched, i.e., Dµν(p) = (−gµν+pµpν/p2)/p2, which is considered to be reasonable
near a fixed point.
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Samenvatting
In dit proefschrift wordt het Gauged Nambu–Jona-Lasinio (GNJL) model behan-
deld. Het GNJL model is een quantumvelden-theoretisch model voor dynami-
sche chirale symmetriebreking. De begrippen chirale symmetrie en chirale sym-
metriebreking worden gebruikt in de hoge energie fysica. Chirale symmetriebreking
verschaft een mechanisme om massa’s van elementaire deeltjes (zoals bijv. het elek-
tron, quarks, neutrino’s (?)) te genereren.
In de jaren dertig en veertig bleek dat voor het modelleren van het gedrag van een
elementair deeltje, zoals het elektron, zowel een quantummechanische beschrijving
als een relativistische beschrijving nodig was. Dit heeft aanleiding gegeven tot de
quantumvelden-theorie. In de jaren zeventig zijn de quantum-velden-theoretische
modellen van de electromagnetische, de zwakke en de sterke wisselwerking verenigd
in het Standaard Model. Het Standaard Model beschrijft de interacties tussen de
elementaire deeltjes (elementair voor zover we dat experimenteel kunnen testen)
in termen van zogenaamde ijktheoriee¨n. Deze ijktheoriee¨n hebben een bijzondere
eigenschap die renormaliseerbaarheid wordt genoemd en die hen toepasbaar maakt
over een heel groot energiegebied.
Ee´n van de vraagstukken in de natuurkunde is de oorsprong van de massa’s van
de elementaire deeltjes en hun verscheidenheid. Deze massa’s volgen niet uit het
Standaard Model. Hoewel hierover veel ideee¨n zijn, bestaat er nog geen succesvol
model waarmee de massa’s berekend kunnen worden. Het enige dat we nu kunnen is
de massa’s van de elementaire deeltjes meten met behulp van deeltjesversnellers en
de gemeten waarden gebruiken als uitgangspunt in specifieke modellen. Om massa’s
aan elementaire deeltjes toe te kennen gebruiken we in het Standaard Model het
zogenaamde Higgs mechanisme. Dit Higgs mechanisme voorspelt tevens het bestaan
van een Higgs boson, een deeltje dat nog niet is waargenomen.
De wiskundige formulering van quantumvelden-theoriee¨n is erg ingewikkeld, en
niet compleet. De interessantste en fysisch meest relevante modellen leiden tot een
oneindig groot systeem van gekoppelde bewegingsvergelijkingen. Deze worden ook
wel Schwinger–Dyson vergelijkingen genoemd. Dergelijke vergelijkingen zijn prak-
tisch onoplosbaar en dus zijn we gedwongen benaderingen te ontwikkelen waarmee
we iets concreets kunnen uitrekenen.
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Het Standaard Model is erg succesvol. Dat hebben we te danken aan het feit
dat de koppelingsconstanten (die de sterkte van de fundamentele natuurkrachten
weergeven) in de meeste gevallen vrij klein zijn. Daardoor kunnen we gebruik maken
van een expansietechniek die storingstheorie heet.
Een direct gevolg van renormalisatie is dat koppelingsconstanten energie-afhan-
kelijk zijn. Zo hangt de sterkte van een bepaalde interactie tussen deeltjes af van
de afstand tussen die deeltjes. Meestal is het zo dat een interactie vrij zwak is voor
lange afstanden en sterker wordt naarmate de afstand tussen de deeltjes kleiner
wordt (het omgekeerde is ook mogelijk). Een aantal fysische verschijnselen is het
gevolg van een sterke wisselwerking tussen deeltjes, en kan dus niet, i.v.m. grote
koppelingsconstanten, met storingstheorie beschreven worden. Voorbeelden hiervan
zijn massageneratie en de formatie van gebonden toestanden zoals hadronen. Deze
hadronen zijn gebonden toestanden van twee of drie quarks. De sterke wisselwerking
tussen quarks wordt beschreven door QCD (quantumchromodynamica). Hoewel we
denken dat QCD de juiste theorie is voor de dynamica van quarks is het erg moeilijk
om uit QCD de hadronen te herleiden.
Zulke niet-storingsachtige fenomenen gaan vaak samen met het optreden van
een faseovergang in het model als functie van de koppelingsconstante. Als de kop-
pelingsconstante boven een bepaalde critische waarde komt, ontstaan gebonden toe-
standen van fermionen en wordt een massa gegenereerd (dit is dynamische chirale
symmetriebreking). Dergelijke chirale faseovergangen hebben veel overeenkomsten
met faseovergangen in modellen voor bijvoorbeeld ferromagnetisme in de statistis-
che mechanica.
Wat het GNJL model interessant maakt is het feit dat een combinatie van vol-
doend sterke en attractieve vier-fermion interacties en een zogenaamde Abelse ijkin-
teractie1 zo’n chirale faseovergang veroorzaakt. De faseovergang hangt samen met
de formatie van gebonden toestanden en massageneratie. Het blijkt dat de gebonden
toestanden in het GNJL model veel compacter zijn en sterker gebonden dan in QCD.
Dit suggereert dat de gebonden toestanden relevant zijn voor de beschrijving van de
dynamica van de fermionen over een heel groot energiegebied. Technisch gesproken
betekent dit dat de vier-fermion interactie renormaliseerbaar is; de dracht van de
vier-fermion interacties is veel langer dan op grond van storingstheorie berekend
kan worden.
Het GNJL model zegt daarom veel over de mogelijke rol die vier-fermion inter-
acties kunnen spelen voor het modelleren van massa’s van elementaire deeltjes.
Hieronder volgt een korte samenvatting per hoofdstuk.
Hoofdstuk 1. Hierin introduceren we het pad-integraal formalisme en de daaraan
gerelateerde Schwinger–Dyson vergelijking. De renormalisatiegroep-methode wordt
uitvoerig behandeld en de connectie tussen faseovergangen in statische mechanische
modellen en de renormalisatie van quantumvelden theoriee¨n wordt gemaakt. Aan
1Dit in tegenstelling tot QCD dat gebaseerd is op een niet-Abelse ijktheorie.
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het eind introduceren we het Goldstone mechanisme en de Lagrangeaan van het
GNJL model.
Hoofdstuk 2. Dit hoofdstuk is een noodzakelijk kwaad en nogal technisch van
aard. De Schwinger–Dyson vergelijkingen voor een aantal specifieke Green functies
(correlaties functies) worden afgeleid. Ook worden de zogeheten Ward–Takahashi
identiteiten behandeld. Dit zijn vergelijkingen die de symmetriee¨n van het model
representeren en uitermate belangrijk zijn in het bepalen van een geloofwaardige be-
naderingsmethode. De Ward–Takahashi identiteiten zijn het centrale uitgangspunt
voor het formuleren van niet-storingsachtige benaderingen.
Hoofdstuk 3. In hoofdstuk 3 worden een aantal specifieke niet-storingsachtige
benaderingen ge¨ıntroduceerd en onder de loep genomen: de “ladder” benadering,
de “quenched” benadering en de “mean-field” (Hartree–Fock) benadering voor de
Schwinger–Dyson vergelijking (de gap-vergelijking) voor de massa van het fermion
in het GNJL model. De basiseigenschappen van de chirale faseovergang die de
gap-vergelijking beschrijft worden behandeld. De resultaten van deze specifieke
benaderingen worden vergeleken met andere niet-storingsachtige technieken zoals
numerieke roostersimulaties en niet-storingsachtige renormalisatiegroep technieken.
Hoewel dit hoofdstuk geen nieuwe resultaten beschrijft, geeft het een overzicht van
de literatuur en vormt het een raamwerk voor het begrijpen van hoofdstuk 4 en 5.
Hoofdstuk 4. Dit hoofdstuk is gewijd aan het berekenen van de Yukawa vertex
en de scalaire instabiele gebonden toestanden (resonanties) in de quenched ladder
benadering.
We ontwikkelen een methode waarmee we analytische uitdrukkingen kunnen
vinden voor de Yukawa-vertex en de scalaire propagator die deze resonantie repre-
senteert. De scalaire propagator is te beschouwen als een soort Higgs deeltje. De
Yukawa vertex beschrijft de interactie tussen fermionen en gebonden toestanden en
is een functie van de impulsen van de ingaande fermionen en de uitgaande gebonden
toestand.
De resultaten worden uitvoerig vergeleken met resultaten van andere auteurs.
Het nieuwe aan onze berekeningen is dat het impuls gedrag van de Yukawa-vertex
wordt uitgebreid en dat het fasediagram uitvoeriger wordt behandeld dan in eerdere
studies. Een van de conclusies die uit hoofdstuk 4 getrokken kan worden is het feit
dat de Hartree–Fock benadering voor vier-fermion interacties in het GNJL model
in het algemeen inconsistent is.
Hoofdstuk 5. In dit hoofdstuk wordt de continuum limiet behandeld. Dit komt
er kortweg op neer dat we onderzoeken of het GNJL model een niet-triviale renor-
maliseerbare theorie is. De vier-fermion interacties worden nu benaderd in een 1/N
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expansie2 in plaats van de Hartree–Fock benadering.
Gekeken wordt naar de vacuumpolarisatie. Dat is een functie die de effectieve
koppelingscontante oftewel de effectieve lading van de fermionen beschrijft. Uitein-
delijk bepaalt het gedrag van de vacuumpolarisatie of het GNJL model een niet-
triviaal renormaliseerbaar model is. De vacuumpolarisatie is een functie van zowel
de Yukawa-vertex als de scalaire propagator waarvoor we in hoofdstuk 4 expliciete
uitdrukkingen hebben afgeleid.
Conclusie. Het doel van dit proefschrift was om het sterke koppelingsgedrag en
de chirale faseovergang in het GNJL model beter te begrijpen en de conclusie van dit
proefschrift kan als volgt worden samengevat. We hebben aangetoond binnen het
kader van een aantal niet-storingsachtige benaderingen (nl. de ladder benadering en
de 1/N expansie) dat het GNJL model een niet-triviale renormaliseerbare theorie is,
in de buurt van de chirale faseovergang, mits het aantal typen fermionen (aangeduid
met N) groter is dan een critische waarde (Nc).
Deze critische waarde is nogal groot (Nc ≈ 50), en is veel groter dan het aan-
tal typen fermionen dat tot nu toe bekend is. Daarom is er wat dat betreft nog
geen directe toepassing voor het model. Toch is het resultaat belangrijk omdat
de enige tot nu bekende niet-triviale renormaliseerbare theoriee¨n gebaseerd zijn op
niet-Abelse ijktheoriee¨n terwijl het door ons beschouwde GNJL model is gebaseerd
op een Abelse ijktheorie.
2Een andere niet-storingsachtige techniek waar N een getal is dat het aantal verschillende typen
fermionen aangeeft.
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