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Summary
This thesis consists of two parts on the prescribed scalar curvature equation on the
standard sphere Sn.
In the first part, we use the negative gradient flow equation for the prescribed
scalar curvature equation to obtain existence theorems in cases where the prescribed
function K exhibits reflection or rotation symmetry (with fixed point set denoted by
F ) . We also demonstrate that the “one bubble” condition, namely, [ max
Sn
K ]τ <
2 · [ max
F
K ]τ cannot be totally taken away. Here τ = n−2
2
.
In the second part, by using annular domains, we obtain constructive results on
blow - up sequences of infinite number of solutions for the prescribed (and fixed)
scalar curvature equation on Sn (n ≥ 6) , including aggregated and towering blow -
ups. The constructions make use of the Lyapunov - Schmidt reduction method, count
on the hyperbolic structure on the collection of standard bubbles, and apply a degree
theory for the quasi - hyperbolic gradient.
xiii

List of Symbols and Conventions
We list some symbols and conventions which will be used throughout this thesis.
Sn n - sphere of radius 1, i.e.
{
(x1 , · · · , xn+1) ∈ Rn+1 | x21 + · · ·+ x2n+1 = 1
}
g1 Induced metric on S
n
∆1 Laplace - Beltrami operator associated with g1 on S
n
go Euclidean metric on Rn
∆ Laplace - Beltrami operator associated with go on Rn
〈 · , · 〉 Inner product defined via Euclidean metric go on Rn




By(r) Open ball in (Rn, go) with center at y and radius r > 0
∂By(r) Boundary of By(r)
Bx(ρ) Geodesic open ball in (Sn, g1) with center at x and radius ρ ∈ (0, pi)





In this thesis we consider the prescribed scalar curvature problem on the standard
sphere (Sn , g1) , n ≥ 3 . Let K be a fixed smooth function. The question asks if one
can find a conformal metric g such that the scalar curvature becomes the prescribed
function K .
This kind of problem of finding metrics, on closed manifolds, with prescribed scalar
curvature, has been studied ongoing for several decades. When the underlying man-
ifold is the standard sphere Sn , the problem becomes much harder and more in-
teresting. A great deal of mathematical effort has been devoted to the study of
the problem on Sn . Earlier studies may be found in [16, 38, 46, 48] and references
therein. Letting g = u
4
n−2 · g1 on Sn with n ≥ 3 , it is well - known that the prob-
lem is equivalent to finding a positive solution to the following prescribed scalar
curvature equation
∆1 u − c˜n n (n− 1)u + ( c˜nK)u
n+2
n−2 = 0 (1.1)
in Sn ( see [3, 6, 16, 17, 18, 20, 31, 32, 33, 34, 35, 37, 38, 39, 41] ) .
The hallmark of equation (1.1) is the critical Sobolev exponent which is linked to
n+2
n−2 : the injection H
1 , 2(Sn) ↪→ L 2nn−2 (Sn) is not compact, typified by the blow - up
phenomenon. It is systematically studied ( [17, 18, 20, 28, 33, 34, 35, 37, 38] ) ; see
1
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also Lemma A.1 .
When K equals to a positive constant, say K = 4n (n− 1) , i.e. c˜nK = n (n− 2) ,
equation (1.1) has a family of positive solutions
Uλ , ξ (y) =
(
λ










via the stereographic projection P˙ which sends the north pole N to ∞ . Here
y = P˙(x) for x ∈ Sn \ {N} . In particular, any sequence {Uλi , ξi }∞i=1 with λi → 0+
and ξi → ~0 forms a blow - up sequence.
One of the earliest existence results for the prescribing scalar curvature problem is
obtained by J. Moser [41] in the early 1970s. He shows that the problem has a
solution for a function K on S2 which is invariant under the antipodal map
K(x) = K(−x)
for x ∈ S2 ⊂ R3 (K > 0 on S2 ) . Then Escobar and Schoen [23] generalize
this result to dimension 3 . They obtain an existence result for prescribed functions
K > 0 satisfying the symmetry condition
K(γ(x)) = K(x) (1.3)
for γ ∈ Γ and x ∈ S3 ⊂ R4, where Γ is a finite group of isometries acting without
fixed point except the identity on S3. In higher dimensions (n ≥ 4) , they require
the prescribed function K to satisfy also the (n− 2) - flatness condition: there is
a point xM ∈ Sn such that
K(xM) = max
Sn
K and ∇j K(xM) = 0 for j = 1 , . . . , n− 2 . (1.4)
See [23] . In this thesis, we uniformly assume that K > 0 on Sn and is smooth,
although some results can hold with weaker assumption on the sign and regularity.
In [19] , W. - X. Chen deals with the situation when Γ consists non - empty fixed
points. Relevant to the discussion in this thesis, we highlight one of the consequences
3of Chen’s work [19] : in the case ΓM = {R , Id } , where R is a ‘mirror’ reflection
upon a hyperplane H ⊂ Rn+1 passing through the origin [ see (2.1) ] , and there is a
point x¯m ∈ H ∩ Sn so that
K(x¯m) = maxH∩SnK and ∆1K(x¯m) > 0 , (1.5)
then together with the help of the (n − 2) - flatness condition (1.4) , one can find a
smooth positive solution U to the prescribing scalar curvature equation
∆1 U − c˜n n (n− 1)U + (c˜nK) U
n+2
n−2 = 0 (1.6)
on Sn , where K > 0 is smooth, n ≥ 3 , and c˜n = n−24(n−1) . Refer to condition (5) of
the main theorem in [19] (p. 355) .
In recent years, there has been tremendous interest in developing the parabolic
method which has been used as an important tool to study equation (1.1) , yielding
new perspectives and insight into the equation. See [11, 47, 48, 20] and the references
therein.
The scalar curvature flow equation and its initial data are given by
∂u
∂t
(t , x) =
n− 2
4
· [α(t) · K(x) − Rgu ] · u(t , x) ,
u(0 , x) = uo (x)
(1.7)


















K · [u(t , ·)] 2nn−2 dVg1
(1.9)
is included to keep the volume of (Sn , gu) constant along the flow ( see [20] ) . The
right hand side of (1.7) is equal to a positive constant times the negative gradient
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for u ∈ C∞+ (Sn) . That is, for u(t , ·) satisfying (1.7) ,
QK [u(t+ s , ·) ] ≤ QK [u(t , ·) ] for s > 0 (t ≥ 0) . (1.11)
See [20] . We will summarize in Chapter 3 , the main features known so far for the
flow equation.
A significant development comes about when Ambrosetti and Malchiodi apply the
elegant Lyapunov - Schmidt reduction method to find infinite number of so-
lutions to the Yamabe equation (see [10, 12, 28] for further development) . The
technique of Lyapunov - Schmidt reduction method is inspired by Sacks and Uh-
lenbeck’s pioneering work [43] . By considering the perturbed energy functionals,
Sacks and Uhlenbeck have introduced the blow - up analysis of harmonic maps in
dimension 2 and established many existence results of minimizing harmonic maps
in homotopy classes. Another inspiration to Lyapunov - Schmidt reduction method
comes from the famous technique of “gluing an infinite number of instantons” in the
gauge theory to study the Yang - Mills equations. Refer to Taubes’ gauge - theoretic
work on the boundary of the moduli space of solutions to the Yang - Mills equations
[49] .
Ambrosetti and Malchiodi show the (n − 2) - flatness condition is not necessary if
K is sufficiently close to a constant. [ (1.5) is still required; see Theorem 7.7 and
Remark 7.10 in [3] for the full statement. Cf. [2] , also [35] . ] Due to the nature of
the method, the argument does not reveal an estimate on the ‘closeness’. This is in
some sense provided by Main Theorem 2.1 in this thesis. The proof of Theorem 2.1
is represented in Chapter 4 .
5As illustrated by the non - existence example in [8] and [9], the (n− 2) - flatness con-
dition cannot be totally taken away if we allow K > 0 to vary far from a constant.
We will discuss this aspect in chapter 5 .
Lyapunov - Schmidt reduction method also allows us to construct simple blow - up
sequence of positive solutions of equation (1.1) [35] . Using similar finite dimension
reduction method, Wei and Yan consider in their ingenious work [51] the existence
of infinite number of solutions, amounting to the case of cluster blow - up.
In the second part of thesis, we seek to apply the wonderful results of Lyapunov -
Schmidt reduction method [3] to construct non - constant function K such that the
prescribed scalar curvature equation (1.1) has an infinite number of positive so-
lutions {vi}∞i=1 , which comprise an aggregated blow - up sequence of solutions
(Theorem 6.1), or a towering blow - up sequence of solutions (Theorem 6.2) .
Roughly, the technique of Lyapunov - Schmidt reduction method can be summarized
as follows ( see the monograph of Ambrosetti and Malchiodi [3] ): one is interested in
looking for critical points of a real valued smooth functional Iε from infinite dimen-
sional Hilbert space H , knowing that for ε > 0 small enough there exists a finite
dimensional manifold Z ⊂ H made of almost critical points of Iε ( in the sense
that the differential I ′ε is small enough on Z ). If one also knows that the second
differential I ′′ε restricted to the orthogonal complement of the tangent space to Z is
non - degenerate, then one can solve an auxiliary equation ( given by the projection
of the equation I ′ε = 0 onto the orthogonal complement of TZ ) and reduce the prob-
lem of finding critical points of the functional Iε : H → R to finding critical points
of a suitable functional Φε : Z→ R , i.e. a functional of finitely many variables.
More precisely, via the stereographic projection P˙ , equation (1.1) is transformed
into
∆ v + (c˜nK) v
n+2
n−2 = 0 (1.12)
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in Rn . See (7.3) for the relations between u and v , and between K and K . We
write
K = 4n (n− 1) + εH .
Then the Euler functional corresponding to question (1.1) can be expressed as
Iε = Io + εG
where Io plays the role of the unperturbed functional and G is the perturbation.
Refer to S 7.2 for more details.















Here (λ1 , ξ1 ; λ2 , ξ2) ∈ (R+ × Rn) × (R+ × Rn) . We find that Z lies inside the
Hilbert space D1, 2, and the pull - back metric on Z is isometric to the direct product
of the hyperbolic metrics on the upper half space, i.e. (R+ × Rn)× (R+ × Rn) .
In Chapter 7 , our first step is to show that the ‘interaction’ between two standard
bubbles is weak if they are ‘well - separated’ (cf. Lemma 7.5 and Lemma 7.6 ) .
It turns out that the proper notion on ‘well - separation’ is found in the hyperbolic
structure on the set of standard bubbles ( see Remark 7.7 ) . Under assumptions of
these lemmas, the constraint of Z will be called quasi - critical manifold of Io ,
equivalently, any z ∈ Z is a quasi - critical point of Io , i.e. Io(z) is small.












λ22 + |y − ξ2|2
)n]
(1.13)
for z ∈ Z . Here c¯−1 is a negative constant defined in (7.9) .
For ε ∈ R small, the question on finding a critical point of Iε is reducing to finding
a stable critical point of the perturbation GH(z) constrained on Z . Refer to [35] .
Next we introduce annular domains (1.14) , and determine precisely the critical
7points of the reduced functional, and show that the critical points are non -
degenerate, hence a stable critical point. By juxtaposing or superimposing the
annular domains, and estimating the gradient interference, we are able to find infi-
nite number of stable critical points via degree theories for maps.
Let
Oo η = Bη ( t + ∆ ) \ Bη ( t − ∆ ) , (1.14)
where η ∈ Rn, t > ∆ > 0 are given real numbers. In this thesis, very often, either
η = 0 or η → ~0 . Given the standard bubbles
Vλ , ξ =
(
λ




the situation of a single annular domain [ say, η = 0 ] is analyzed in [35] , in which
we show that the restricted ‘functional’






λ , ξ =
∫
Bη ( t+∆ ) \Bη ( t−∆ )
(
λ
λ2 + |y − ξ|2
)n
dy (1.16)
has a stable critical point at (λ , ξ) = (λM , 0) . Here
λM :=
√
( t + ∆ )( t − ∆ ) (1.17)
is the geometric mean of the outer and inner radii.
The gradient changes for the function defined in (1.16) is estimated in [35] . When
there are two annulus domains, the gradient contributions can be symmetric (in
the juxtaposition case) or asymmetric (in the superposition case). To handle the
asymmetric situation, we introduce the quasi - hyperbolic gradient (see S 7.7) ,
which can be observed naturally once we put the hyperbolic structure into the
picture. Unexpectedly, we emphasize that this notation enables us to fuse together
the two cases ( ‘horizontal’ and ‘vertical’ ) for this problem.
To obtain the results, we introduce three stages of separations [ cf. (8.8) and (9.6) ],
and apply a degree theory for the quasi - hyperbolic gradient given in S 7.7 . Finally,
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Description of the main results
In the first part of this thesis, we consider two types of symmetries.
(2.1) K is symmetric for a mirror reflection upon a hyperplane H ⊂ Rn+1 (H passes
through the origin ) . As the situation is invariant under a rotation, without
loss of generality, we assume that H is the hyperplane perpendicular to the
x1 - axis. In this way, the symmetry is expressed as
K(γm(x)) = K(x),
where γm : S
n → Sn is given by γm(x1 , x2 , . . . , xn+1) = (−x1 , x2 , . . . , xn+1)
for x = (x1 , x2 , . . . , xn+1) ∈ Sn . As such F = { (0 , x2 , . . . , xn+1) ∈ Sn} =
H ∩ Sn is the fixed point set.
(2.2) K is invariant under a rotation γθ of angle θ = pi
k
(with the axis being a
straight line in Rn+1 passing through the origin). Here k > 1 is an integer.
Likewise, without loss of generality, we take it that indeed the straight line is
the xn+1 - axis. In this case the fixed point set is F = {N, S}, where N is the
north pole and S is the south pole.
Theorem 2.1. Suppose that K > 0 is a smooth function on Sn which is invariant
11
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under the symmetry described in either (2.1) or (2.2) . Assume that













where τ = n−2
2
. Then equation (1.6) has a smooth positive solution V for K.
Condition (2.3) can be seen as a type of “saddle point behavior” on the restricted
maximum on F . The inequality in (2.4) is not altogether technical. In Chapter 5 ,
we describe examples for K which fulfill symmetry condition (2.1) and Laplacian










so that equation (1.6) does not have a positive solution. However, the construction
in Chapter 5 reveals only a rough estimate (non - sharp) on ε .
In the literature, there are major works done on the prescribed scalar equation
(1.6) via blow - up analysis and Morse theory. We refer the interested readers to
[7, 16, 18, 34, 38, 46], and the references therein. In comparison, one advantage of
Main Theorem 2.1 is that it requires information only on specific critical points in
the fixed point set.
Chapter3
Symmetry and blow-up point for the flow
equation
3.1 Long time existence, uniqueness and symme-
try of flow equation
In the first part of this thesis, we consider only smooth and positive initial data
for equation (1.7) . Thus let uo ∈ C∞+ (Sn) . Via Lemmas 2.7 and 2.11 in [20] and
the proceeding statements, equation (1.7) has a unique smooth solution u(t, x) on




≤ u(t, x) ≤ C(T ) (3.1)
for t ∈ [ 0, T ] and x ∈ Sn . Here C(T ) is a positive number depending on T > 0 and
K > 0 .
Lemma 3.1. Given an isometry γ : (Sn , g1) → (Sn , g1) , assume that
K (γ(x)) = K(x) and uo (γ(x)) = uo(x) (3.2)
for x ∈ Sn . Here K , uo ∈ C∞+ (Sn) . Let u be the solution of equation (1.7) with
initial data uo . Then
u (t, γ(x)) = u(t, x) (3.3)
13
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for all x ∈ Sn and t ∈ [ 0,∞) .
Proof. Let Φ : Ω → Sn be a local chart, with (y1 , . . . , yn) the local coordinates.
Here Ω is an open domain in Rn . For f ∈ C∞(Sn) , by the diagram
f R f R





























for x ∈ Sn . Note that γ is an isometry. Consequently [ cf. (1.8) ] ,
∆1 u(t , x) − c˜n n (n− 1)u(t , x) + c˜nRgu(t , ·)(x) [u(t , x) ]
n+2
n−2 = 0
=⇒ Rgu(t , γ(·))
∣∣∣
x











c˜n · u 4n−2








K · u 2nn−2 dVg1
K · u
 .
It is a non - linear (“quasi” - linear) parabolic equation. From (3.1), (3.2), (3.4)
and (3.5) , we know that u (t, γ(x)) is also a solution of (1.7) with initial value
uo . The Jacobian in the change of variables x = γ (x˜) is equal to one; also,
u (0, γ(x)) = uo (γ(x)) = uo(x) . Conclusion (3.3) follows from the uniqueness
result stated in Proposition 8.3 (p. 390) in [50] .
3.1 Long time existence, uniqueness and symmetry of flow equation 15
The following lemma on convergence is a direct consequence of Lemma 4.5 in [20]
and standard elliptic regularity theory [27] .
Lemma 3.2. Let u be the solution of flow equation (1.7) with K ∈ C∞+ (Sn) and
initial data uo ∈ C∞+ (Sn) . Assume that
‖u(t , ·) ‖H2, p ≤ C (3.6)
for all t ∈ (0,∞) . Here H2, p is the Sobolev space on (Sn, g1) with p > n2 so that
H2, p ↪→ L∞(Sn) . Then (modulo a subsequence) u(t , ·) converges to a smooth
positive function u∞ , and there is a positive constant c so that U = c2 ·u∞ satisfies
the equation (1.6) .
Suppose that (3.6) does not hold. That is, for any p > n
2
, there exists a sequence
ti → ∞ such that
‖u(ti , ·) ‖H2, p → ∞ . (3.7)
We set
ui(·) := u(ti , ·) , gi := u
4
n−2
i · g1 , (3.8)
and Ri the scalar curvature of gi . We have the following information concerning the
blow - up. Refer to [47] and Lemma 4.1 in [20] .
Lemma 3.3. Let u be the solution of flow equation (1.7) with K ∈ C∞+ (Sn) and
initial data uo ∈ C∞+ (Sn) . If case (3.7) happens [ with the help of the notation in
(3.8) ] , there is a finite collection of points {b1 , . . . , bL} ⊂ Sn (L ≥ 1) so that
(modulo a subsequence)














≥ n (n− 1) (1 ≤ j ≤ L) (3.10)
for any ρ > 0 .
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Lemma 3.4. Assume the conditions and situation in Lemma 3.3 . For a point





< 2 · [K(xo) ]τ , (3.11)
where τ = n−2
2
, we suppose that the initial data uo satisfies




+ ε . (3.12)
Then for ε > 0 small enough ( depending on xo and max
Sn
K ) , we have L = 1 . ( Here
L is the integer that appeared in Lemma 3.3 . )
Proof. We proceed as in the proof of Lemma 4.2 in [20] ( see also the erratum in
[20] ):














+ o (1) [ via (3.10) ]









+ o (1) [ for i  1 ]
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+ o (1) [ from (1.9) ]
= L1−
2
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 + o (1)










n , i  1 , ε > 0 small












< 2 · [n (n− 1) ]
 .
Condition (3.11) not only confines the blow - up to one point but also makes the
blow - up ‘simple’ (that is, developing only one bubble) ; cf. the last estimate above
in curly brackets and [34] . The case of exactly one ‘bubble’ is analyzed in [20] .
Specifically, Theorem 4.1, Proposition 6.1 and Lemma 6.11 in [20] lead to the fol-
lowing.
Lemma 3.5. Under the conditions and notation in Lemmas 3.3 and 3.4 ( assuming
ε > 0 is small enough ) , there is a point Q ∈ Sn such that ( modulo a subsequence )
the following statements hold:
(a) Using the statement (ii) in Theorem 4.1 in [20] , the metrics gi ( given in (3.8) )
concentrate at Q as i → ∞ . As a consequence, for any positive number ρ1 ,
max
BQ(ρ1)
ui cannot be uniformly bounded from above for all i  1 . (3.14)
(b) Q is a critical point of K ( that is, ∇1K(Q) = 0 ) .
(c) ∆1K(Q) ≤ 0 .
(d) lim
i→∞





Proof of the Main Theorem 2.1
4.1 Projection from the north pole N
Consider the stereographic projection
P˙ : Sn \ {N} → Rn (4.1)
x 7→ y = P˙(x), where yi = xi
1− xn+1 , 1 ≤ i ≤ n .
Here x = (x1 , . . . , xn+1) ∈ Sn \ {N} and N = (0 , . . . , 0 , 1) . It is known that















· go(y) , (4.2)



















· [∆1 u(x) − c˜n n (n− 1)u(x) ] = ∆ v(y) (4.4)
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for y = P˙(x) and x ∈ Sn \ {N} . See (A.4) . Using (4.3) and (4.4) , one verifies
that the scalar curvature of the conformal metric gv := v
4



































K(y) · [ v(y) ] 2nn−2 )n−2n (4.6)




; u and v follow (4.3) .
4.2 Choosing the initial data uo
Lemma 4.1. For any point xo ∈ Sn and any positive number ε , we can find a
function uo ∈ C∞+ (Sn) so that




+ ε . (4.7)
Moreover, we can choose uo to be invariant under the reflection upon a hyperplane
passing through xo and the origin 0 ∈ Rn+1 , and invariant under rotations with axis
passing through xo and 0 .
Proof. As the situation is clearly unchanged after a rotation of Sn , we may assume










It is known that Rgvo = n (n− 1) ( as in (4.5) , Rgvo denotes the scalar curvature of
the conformal metric v
4
n−2











o = n (n− 1) . (4.8)
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· [K(y) − K(0) ] + K(0) · ‖Sn‖
[ ↑ estimate the integral via y˜ = λ−1 · y ]





+ K(S) · ‖Sn‖
[







By first choosing δ2 > 0 to be small enough so that ε1 > 0 is small, we pick a small
λ > 0 so that
λ
δ2
is close to zero, and obtain
QK [uo] < n (n− 1)
[K(S) ]n−2n
+ ε . (4.10)
Following (4.3) ,





















for y = P˙−1(x) and x ∈ Sn \ {N} . When x = N, uo(N) = λn−22 . From (4.1),
| y |2 = 1 + xn+1
1− xn+1 ,
uo defined in (4.11) depends on xn+1 only. One can verify the claimed symmetries
directly.
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4.3 Proof of Main Theorem 2.1
As the situation is unchanged after a rotation, we assume that
S ∈ F and K(S) = max
F
K [S = (0 , . . . , 0 , −1) ] .
There is a constant δ > 0 such that
K(S) ≥ K(xc) + δ (4.12)
for any point xc ∈ F with ∆1K(xc) ≤ 0 . If this is not the case, then there exists
a sequence of points xci ∈ F with
∆1K (xci) ≤ 0 and lim
i→∞
K (xci) = maxF K .
Modulo a subsequence, xci → xm , and (via continuity)
K(xm) = maxF K with ∆1K (xm) ≤ 0 ,









for xc ∈ F with ∆1K(xc) ≤ 0 , where ε > 0 is small enough. Let uo be the positive
smooth function constructed in (4.11) , with λ > 0 small enough so that
QK [uo] < n (n− 1)
[K(S) ]n−2n
+ ε . (4.14)
We assert that, with this choice of initial data, flow equation (1.7) follows the sit-
uation described in Lemma 3.2 . Assume this is not the case; then the scenario in
Lemma 3.3 occurs. Refer to the notation introduced in (3.8) and (3.9) . Via Lemma
3.4 , we know that
{ui} is uniformly bounded in any compact subset of Sn \ {b1} (4.15)
Hence Q = b1 , where Q is the point that appeared in Lemma 3.3 ( otherwise, using
(4.15) , max
BQ(ρ)
ui ≤ C for all i  1 once ρ is small enough, contradicting (3.14) in
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Lemma 3.5 ) .
Next, we show that Q ∈ F . We proceed again via contradiction. Suppose Q 6∈ F .
Then ( γ is one of the symmetries described in (2.1) or (2.2) )
γ(Q) 6= Q =⇒ γ(Q) 6= b1 =⇒ max
Bγ(Q)(ρ)
ui ≤ C [ using (4.15) ]
for all i  1 once ρ is small enough. But this contradicts (3.14) in Lemma 3.5 , as
ui (γ(x)) = u (ti , γ(x)) = u (ti , x) = ui(x) for all i ≥ 1
via Lemma 3.1 . Hence Q ∈ F . Finally, by (c) and (d) in Lemma 3.5 and (4.13) ,
we have
Q ∈ F with ∆1K(Q) ≤ 0







QK [ui] [ via Lemma 3.5 ]
=⇒ QK [uo] + ε < lim
i→∞
QK [ui] for i  1 [ using (4.14) ] .
This is a contradiction to (1.11) . Hence we know that in this case blow - up does
not occur. That is, we have a positive solution to equation (1.6) via Lemma 3.2 .
This completes the proof of Main Theorem 2.1 .

Chapter5
Examples concerning the bound (2.4)
Here we describe how to modify the construction found in [9] to show that without
the bound (2.4) , just the symmetry condition (2.1) and the Laplacian condition (2.3)

















where r = |y| and δ > 0 . As usual, [φ(y) ]+ = max {φ(y), 0} . Note that when



































P˙ (x1 , . . . , xn , xn+1)
)
. (5.1)
Next, replace Ko by K1 = max {Ko , ε } . It is shown in [8] and [9] that if ε > 0
is small enough and if we regularize K1 (as remarked in [9] , the regularization
depends on δ ), the resulting function, denoted by K2 , when projected back to Sn ,
gives K2 ∈ C∞+ (Sn) , and equation (1.6) has no positive solution. Moreover, one can
perform the modification in such a manner so that K2 depends on xn+1 (that is, r)
only, and the symmetry in (5.1) is preserved for K2 . In addition, we can accept that
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We proceed to modify K2 a little bit around xn+1 = 0 so that Laplacian condition
(2.3) is satisfied along the fixed point set Sn ∩ {xn+1 = 0 } ( i.e. , the equatorial




K2(xn+1) for 12 ≤ | xn+1 | ≤ 1 ,
non - increasing for − 1
2
≤ xn+1 ≤ −14 ,
non - increasing for 1
4





for |xn+1 | ≤ 14 .
(5.2)













One can smooth out the transition in K3 around |xn+1 | = 14 by choosing c > 0 to
be small enough. Note that this smoothing process can be done independently of
the regularization mentioned for K1 . Hence we can reduce the quantity
max
Sn
{ | K3 − K2 | + | ∇1 (K3 − K2) | } .
Thus if c > 0 in (5.2) is small enough, the arguments in [8] and [9] demonstrate that















With regard to condition (1.4) , we observe that
∇j K3 (xM) = 0
for j = 1 , . . . , n− 3 , whereas ∇n−2K3 (xM) 6= 0 (n ≥ 4 ; here xM = N or S ) .
Part II
Construction of blow-up sequences
for the prescribing scalar
curvature on Sn: aggregated




Description of the main results.
6.1 Description of the main result of the case on
aggregated blow - up





, 0 , · · · , 0
)
∈ Rn ( k = 1 , 2 , · · · ) . (6.1)






















































In the above, ϑ is chosen to be small enough, and n−2
4
< τ < n+2
4
. We refer to
S 8.3 on how to smooth out Hc .
Theorem 6.1. For n ≥ 6 , let Hc ∈ C µ , β(Rn) be as described in (6.3) , with the
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and µ ≥ 1 being the largest integer less than or equal to τ . In (6.4) , A and B
are positive numbers. There exist positive constants C , c and ε¯o so that if the
parameters a , ϑ and ε¯ satisfy
a > C2 , 0 < ϑ < c2 and | ε¯ | ≤ ε¯o , (6.5)
then the equation
∆ v + ( c˜nK ) v
n+2
n−2 = 0 in Rn ( v > 0 ) , (6.6)
withK = 4n (n− 1) + ε¯ Hc , has an infinite number of positive solutions {vm}∞m=1 ⊂
C 2 , β¯(Rn). [ In the above, ε¯ is fixed. ] Moreover, vm can be expressed as
vm = Vλ1m , ξ1m + Vλ2m , ξ2m + φm for m = 1 , 2 , · · · , (6.7)
where the following properties (i) – (iv) hold:
(λ1m , ξ1m ; λ2m , ξ2m ) → ( 0 , ~0 ; 0 , ~0 ) as m → ∞ , (i)
C−11 · λ1m ≤ λ2m ≤ C1 · λ1m for m = 1 , 2 , · · · , (ii)
| ξ1m − ξ2m|√
λ1m · λ2m
→ ∞ as m → ∞ , (iii)
‖φm ‖∇ ≤ C2 · | ε¯ | for m = 1 , 2 , · · · . (iv)
As a result of (6.7) and (i) – (iv) , ~0 is the aggregated blow - up point for {vm}∞m=1 .
Here C1 > 1 is a positive constant, and C2 a positive constant independent of m
and ε¯ , as long as | ε¯ | ≤ ε¯o . [ ‖ · ‖∇ represents the L2 - norm on gradient for the
Hilbert space D1, 2. See (7.4) . ]
As in [35] (Part II, S 3.10 ) , one can transfer these solutions {vm}∞m=1 back to Sn as
an aggregated blow - up sequence of solutions for equation (1.1) .
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6.2 Description of the main result of the case on
towering blow - up










n − (1 + $) · τˆ
n − τˆ . (6.8)








n− 2 · τˆ ≥ $ > 0 . (6.9)
Consider the following sequence of superimposed annulus domains
































if y ∈ Oo inj ,



























Here ϑ is a small number, and ϑj → 0+ [ see Chapter 9 , (9.49) for more details ] .
Theorem 6.2. For n ≥ 6 , let Hs ∈ C ν , β(Rn) be as described in (6.11) , with the
parameters τˆ , $ and δ satisfying (6.9) as well as
1 − A2 > δ > B2 > 0 and 1 + δ










< 1 . In (6.12) , A and B are positive
numbers. There exist positive constants C , c and ε¯1 so that if the parameters a ,
ϑ and ε¯ satisfy
a > C2 , 0 < ϑ < c2 and | ε¯ | ≤ ε¯1 , (6.13)
32 Chapter 6. Description of the main results.
then the equation
∆ v + ( c˜nK ) v
n+ 2
n− 2 = 0 in Rn ( v > 0 ) , (6.14)
withK = 4n (n− 1) + ε¯ Hs , has an infinite number of positive solutions {vm}∞m=1 ⊂
C 2 , β¯ (Rn). [ In the above, ε¯ is fixed. ] Moreover, vm can be expressed as
vm = Vλ1m , ξ1m + Vλ2m , ξ2m + ψm for m = 1 , 2 , · · · , (6.15)
where the following properties (i) – (iv) hold:
(λ1m , ξ1m ; λ2m , ξ2m ) → ( 0 , ~0 ; 0 , ~0 ) as m → ∞ , (i)
| ξ1m | ≤ C3 · λ1m and | ξ2m | ≤ C3 · λ1m for m = 1 , 2 , · · · , (ii)
λ2m
λ1m
→ ∞ as m → ∞ , (iii)
‖ψm ‖∇ ≤ C4 · | ε¯ | for m = 1 , 2 , · · · . (iv)
As a result of (6.15) and (i) – (iv) , ~0 is the towering blow - up point for {vm}∞m=1 .
Here C3 is a positive constant, and C4 a positive constant independent of m and ε¯ ,
as long as | ε¯ | ≤ ε¯1 .
The two situations share many similarities, with the case for aggregated blow - up
only requiring some finer adjustments. As such main focus in Chapter 7 will be
devoted to the discussion on the case for towering blow - up. Details regarding the
aggregated blow - up can be found in the Appendix.
Chapter7
The Lyapunov - Schmidt reduction scheme
on the perturbed functional: the case of
two bubbles
In this chapter we lay down the foundation on the Lyapunov - Schmidt reduction
scheme for two bubbles. The results in this chapter should be recognizable to people
working on the area, and can be mostly referred to [3, 6, 15] . For the convenience
of general readers, we include many of the details in the Appendix.
We begin with the stereographic projection P˙ which sends the north pole N to
infinity. Equation
∆1 u − c˜nn(n− 1)u + (c˜nK)u
n+2
n−2 = 0 in Sn (7.1)
is transformed into
∆ v + (c˜nK) v
n+2
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for y = P˙(x) ∈ Rn . In this thesis, we work on the Hilbert space
D1 , 2 = D1 , 2 (Rn) :=
{
f ∈ L 2nn−2 (Rn) ∩W 1,2loc (Rn)
∣∣∣ ∫
Rn
〈∇f, ∇f〉 <∞} .







〈∇f, ∇g〉 and ‖f‖5 := √〈f, f〉5 . (7.4)
7.1 The flow chart
The simplicity of the Lyapunov - Schmidt reduction method is exposed in [3] and
[35] . The following chart is presented the set - up of the Lyapunov - Schmidt reduc-
tion method.
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Equation: ∆v + cnKv
n+2
n−2 = 0










K · f 2nn−2
Perturbation: K = 4n(n− 1) + εH
Iε(f) = Io(f) + εG(f)
Critical Manifold: Z = Ker I ′o (First Order Property)
Tangent Space: TzZ = Ker I
′′
o (Second Order Property)
Orthogonal Complement: Wz = (TzZ)
⊥ ,
and Pσ is orthogonal projection onto Wz = (Tz Z)
⊥
Auxiliary Equation: Pσ ◦ I ′ε(zσ + w) = 0 (Solution wzσ ∈ Wz)
Finite Dimensional Reduction: IR(zσ) = Iε(zσ + wzσ)
If zσ is a critical point of the reduced functional IR(zσ) ,
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Figure 7.5: The flow chart.
7.2 The perturbed functional











K · f 2nn−2 (7.6)
for f ∈ D1 , 2 . Suppose that K is a perturbation of a positive constant, say (after
rescaling),
K = 4n (n − 1) + εH . (7.7)
Then the functional I can be split into two parts





















· c˜n · 4n(n− 1) = −n− 2
2n
· n− 2




c−1 := −n− 2
2n
· c˜n = −n− 2
2n
· n− 2
4(n− 1) = −
(n− 2)2
8n(n− 1) . (7.9)
7.3 Separation inequalities and weak interaction
lemmas
We often use the following lemmas which form a backbone of many estimates in
this thesis. Lemma 7.1 is well recognized {cf. (B.4) in [52] ; see also S A.3 in
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the Appendix}. Lemma 7.3 (Lemma 7.4) can be shown by using the estimates in
[6, 15, 52] . For the convenience of readers, we provide an argument in Chapter B
in the Appendix, with the situation specified by (7.14) and (7.16) .
Lemma 7.1 (Separation Inequalities).
(1) For positive numbers a, b and β with β ≤ 2 , we have∣∣∣ (a+ b)β − (aβ + bβ) ∣∣∣ ≤ Cβ · aβ2 · bβ2 . (7.10)
Here Cβ is a positive constant depending on β, but not on a and b .
(2) For M > 2 and a > b > 0 , we have∣∣∣ (a+ b)M − (aM + bM) ∣∣∣ ≤ CM · (aM−1 · b + bM−1 · a) . (7.11)
Here CM is a positive constant depending on M , but not on a and b .
For a, b > 0 and 0 < τ < 1 , we have
(a + b)τ ≤ aτ + bτ . (7.12)
Remark 7.2. For applications here, we note that
n+ 2
n− 2 ≤ 2 ⇐⇒ n ≥ 6 ;
4
n− 2 ≤ 2 ⇐⇒ n ≥ 4 .
Lemma 7.3 (Weak Interaction Lemma for Juxtaposed Bubbles). For n ≥ 6 , let
P and Q be positive real numbers satisfying
P + Q = n .




≤ λ2 ≤ C · λ1 and d := | ξ1 − ξ2 |√
λ1 · λ2
≥ do , (7.13)
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C¯1 · ln d
dn











Here C¯1 depends on n, “C” and P . In particular, C¯1 does not depend on (λ1, ξ1; λ2, ξ2)
as long as (7.13) is satisfied.
Lemma 7.4 (Weak Interaction Lemma for Superimposed Bubbles). For n ≥ 6 ,
let P and Q be positive real numbers satisfying P + Q = n . There is a positive
number ho such that for all (λ1, ξ1; λ2, ξ2) ∈ (R+ × Rn)× (R+ × Rn) with
|ξ1 − ξ2|
λ1
≤ C and h := λ2
λ1




































The constant C¯2 depends on n, “C” and P . In particular, C¯2 does not depend on
(λ1, ξ1; λ2, ξ2) as long as (7.15) is satisfied.
7.4 First order property – weak interaction be-
tween the two bubbles
For f ∈ D1 , 2 , the Fre´chet derivative of Io at f is given by
I ′o (f) [h] =
∫
Rn
[ 〈∇f , ∇h 〉 − n (n− 2) f n+2n−2 · h ] (7.17)
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for h ∈ D1 , 2 . The kernel of I ′o consists of functions of the type Vλ, ξ , that is,
I ′o (Vλ, ξ) ≡ 0 (7.18)
for λ > 0 and ξ ∈ Rn .
In this thesis, we establish h as a unit of measurement, and show the interaction of
two superimposed bubbles is weak as long as they are well - separated.
Lemma 7.5 (Weak Interaction Lemma for Juxtaposed Bubbles). For n ≥ 6 , let
zσ := Vλ1, ξ1 + Vλ2, ξ2 for (λ1, ξ1; λ2, ξ2) ∈ (R+ × Rn)× (R+ × Rn) , with
λ1
C
≤ λ2 ≤ C · λ1 . (7.19)
There exists a positive constant do such that if
d :=
| ξ1 − ξ2 |√
λ1 · λ2
≥ do , (7.20)





Here the positive constant C is independent on (λ1, ξ1; λ2, ξ2) , and o(1) → 0+ as
d → +∞ .
Proof.








∣∣∣∣ (V n+2n−2λ1, ξ1 + V n+2n−2λ2, ξ2)− (Vλ1, ξ1 + Vλ2, ξ2)n+2n−2 ∣∣∣∣ · ∣∣h∣∣[























· ∣∣h∣∣ [ via Lemma 7.1 ]
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via Lemma 7.3 with P = Q =
n
2
, and the Sobolev inequality
]
.
The result follows from the definition of operator norm.
Lemma 7.6 (Weak Interaction Lemma for Superimposed Bubbles). For n ≥ 6 , let
z∫ := Vλ1, ξ1 + Vλ2, ξ2 for (λ1, ξ1; λ2, ξ2) ∈ (R+ × Rn)× (R+ × Rn) , with
|ξ1 − ξ2| ≤ C · λ1 . (7.22)




≥ ho , (7.23)




− o (1) . (7.24)
Here the positive constant C is independent on (λ1, ξ1; λ2, ξ2) , and o(1) → 0+ as
h → +∞ .
Proof. The proof of the case of towering blow - up is exactly the same, only the last
step using (7.16) instead.
Remark 7.7. The embedding
R+ × Rn (λ , ξ) 7→ Vλ , ξ ∈ D1 , 2




· ( dλ2 ⊕ dξ2 ) on R+ ⊗ Rn , (7.25)
one gets good idea on
d =
| ξ1 − ξ2 |√
λ1 · λ2
(7.26)
7.5 Second order property – solving the equation in the perpendicular
directions 41
which is approximately the hyperbolic distance between the points (λ1 , ξ1) and
(λ2 , ξ2) (here C
−1 · λ1 ≤ λ2 ≤ C · λ1) . Likewise,






is approximately the hyperbolic distance between the points (λ1 , ξ1) and (λ2 , ξ2)
(here | ξ1 − ξ2 | ≤ C · λ2) . From here, one perceives intuitively that aggregated
blow - up develops horizontally (in the ξ direction) , whereas towering blow - up de-
velop vertically (in the λ direction) .













Figure 7.28: The hyperbolic distance between two points (λ1, ξ1) and (λ2, ξ2) .
7.5 Second order property – solving the equation
in the perpendicular directions
The elegant simplicity of the Lyapunov - Schmidt reduction method consists of solv-
ing the equation
I ′ε (u) ≡ 0 for an unknown u ∈ D1 , 2
in two steps, first in the ‘perpendicular’ direction, and then in the ‘horizontal’ direc-
tion. In detail, many parts have to work in harmony with each other to produce a
solution. Here we first consider the ‘perpendicular’ direction. Given zσ as in Lemma
42
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h ∈ D1 , 2
∣∣∣ 〈h , ∂λjVλj , ξj 〉∇ = 〈h , ∂ξj|k Vλj , ξj 〉∇ = 0 } (7.29)
for j = 1 , 2 ; k = 1 , 2 , · · · , n , and
Pσ : D1 , 2 → ⊥σ (7.30)
be the orthogonal projection. Here ξj =
(
ξj|1 , · · · , ξj|n
) ∈ Rn . For a fixed zσ ,
to solve the auxiliary equation ( ‘perpendicular’ direction ) is to find the unknown
wzσ ∈ ⊥σ in the equation
Pσ ◦ I ′ε ( zσ + wzσ) = 0 . (7.31)
In order to apply the implicit function theorem to solve equation (7.31) , we proceed
to the second Fre´chet derivative of Io , in particular, the “diagonal element” at zσ :




〈∇ f ,∇ f 〉 − n(n+ 2) (Vλ1 , ξ1 + Vλ2 , ξ2)
4
n−2 · f 2
]
(7.32)
for f ∈ D1 , 2 . See [3] and [35] . Similarly, one can define (7.29) – (7.32) in terms of
z∫ .
Lemma 7.8 (Non - degeneracy Lemma). Assume that n ≥ 6 .
(A) (the case for aggregated blow - up.) Let
zσ := Vλ1 , ξ1 + Vλ2 , ξ2 for (λ1 , ξ1 ; λ2 , ξ2) ∈
(
R+ × Rn)× (R+ × Rn) , (7.33)
with
C−1 · λ1 ≤ λ2 ≤ C · λ1 . (7.34)
There exists a positive constant d¯1 such that if
d =
| ξ1 − ξ2 |√
λ1 · λ2
≥ d¯1 , (7.35)
then
| ( I ′′o (zσ) [ f ] f ) | ≥ c¯2σ ‖ f ‖2∇ for all f ∈ ⊥σ . (7.36)
7.5 Second order property – solving the equation in the perpendicular
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Here the constant c¯σ is independent on (λ1 , ξ1 ; λ2 , ξ2) as long as (7.34) and the
condition in (7.35) are fulfilled .
(T) (the case for towering blow - up.) Let
z∫ := Vλ1 , ξ1 + Vλ2 , ξ2 for (λ1 , ξ1 ; λ2 , ξ2) ∈ (R+ × Rn)× (R+ × Rn) , (7.37)
with
| ξ1 − ξ2 | ≤ C · λ1 . (7.38)




≥ h¯1 , (7.39)
then
| ( I ′′o (z∫ ) [ f ] f ) | ≥ c¯2∫ ‖ f ‖2∇ for all f ∈ ⊥σ . (7.40)
Again the constant c¯ ∫ is independent on (λ1 , ξ1 ; λ2 , ξ2) as long as (7.38) and the
condition in (7.39) are fulfilled.
We refer to [6] for more general case for the cases specific to Lemma 7.8 . As
⊥σ⊂ D1 , 2 is itself a complete Hilbert space, we consider the restriction




〈∇ f , ∇h 〉 − n (n+ 2) z
4
n−2
σ · f · h
]
. (7.41)
for f , h ∈ ⊥σ . Via the Riesz Representation Theorem, we obtain a linear map
I ′′o (zσ) : ⊥σ → ⊥σ
(




(I ′′o (zσ) [f ] h)
‖h ‖ 2∇
}
· h . (7.42)
Similarly for z∫ . The following result can be seen as a direct consequence of Lemma
7.8 . Refer to Chapter C in the Appendix.
Lemma 7.9. Under the conditions in Lemma 7.8 , the map given in (7.42) is an
isomorphism with uniformly bounded inverse. Similarly for z∫ .
44
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We arrive at finding a ‘small’ solution to auxiliary equation (7.31) . The proof of
the following result follows closely the corresponding results in [3] and [35] . See
Chapter D in the Appendix.
Theorem 7.10. Assume that n ≥ 6 .
(A) (the case for aggregated blow - up). Under the conditions in (7.34) and
(7.35) (with possibly a larger d¯1 ) , there exist positive constants ε¯
+
o and C¯2 so that
if
| ε | ≤ ε¯+o , (7.43)
then the auxiliary equation (7.31) has a unique solution wzσ ∈ ⊥σ with the property
‖wzσ‖∇ ≤ C¯2 ·
(







where o (1) → 0+ as d → ∞ .
(T) (the case for towering blow - up). Under the conditions in (7.38) and (7.39)
(with possibly a larger h¯1 ) , there exist positive constants ε¯
+
o and C¯3 so that if
| ε | ≤ ε¯+o , (7.45)
then the corresponding auxiliary equation [ cf. (7.31) ] has a unique solution wz∫ ∈
⊥σ with the property∥∥wz∫∥∥∇ ≤ C¯3 · ( | ε | + 1hn+24 − o (1)
)
. (7.46)
where o (1) → 0+ as h → ∞ .
Moreover, in both cases, wzσ and wz∫ depend on (λ1 , ξ1 ; λ2 , ξ2) in a C
1 manner.
Here ε¯+o , C¯2 and C¯3 are independent on (λ1 , ξ1 ; λ2 , ξ2) as long as the conditions
in (7.34) , (7.35) , (7.38) and (7.39) are fulfilled.
The presence of d (respectively h) in (7.44) [ respectively (7.46) ] reflects the inter-
action between the two bubbles.
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7.6 Finite dimensional reduction
Consider the reduced functional
IR (zσ) = IR (λ1 , ξ1 ; λ2 , ξ2) := Iε ( zσ + wzσ) , (7.47)
with 2 ·(n + 1) variables . ( As before, zσ := Vλ1 , ξ1 + Vλ2 , ξ2 . ) Likewise, one







for k = 1 , 2 and ` = 1 , · · · , n . (7.48)
Theorem 7.11. Under the conditions in Theorem 7.10 [ with possibly a smaller
ε¯+o ( > 0 ) and a bigger d¯1 ], suppose that IR has a critical point at (λ1 , ξ1 ; λ2 , ξ2) ,
that is,
Dkj IR (λ1 , ξ1 ; λ2 , ξ2) = 0 for k = 1 , 2 ; j = 0 , 1 , · · · , n . (7.49)
Then ( zσ + wzσ ) is a critical point of Iε , that is,
I ′ε ( zσ + wzσ) = 0 . (7.50)
Here zσ = Vλ1 , ξ1 + Vλ2 , ξ2 and wzσ satisfies (7.44) . Similar result holds for
IR (z∫ ) .
The proof of Theorem 7.11 progresses similarly to the corresponding results in [3]
and [35] . See Chapter E in the Appendix.
7.7 Coupled quasi - hyperbolic gradient
The relation between equation (1.1) and the hyperbolic metric is first observed in
[35] . It is of curiosity there. Unexpectedly, this notion unifies the two different cases
(aggregated and towering blow - ups) .




· δij , 0 ≤ i , j ≤ n . (7.51)
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∈ Rn+1 , F ∈ C1 (R+ × Rn) .



































See, for example, [30] . Here, and only in the section, we use ‖ · ‖ δij (with respect
to the Euclidean metric) to emphasize the distinction to ‖ · ‖H . Thus we consider
the coupled quasi - hyperbolic gradient, denoted by (λ · ∇) and defined by
(λ · ∇)F := (7.52)
(λ1 ·D1oF , λ1 ·D11F , · · · , λ1 ·D1nF ; λ2 ·D2oF , λ2 ·D21F , · · · , λ2 ·D2nF )
for F ∈ C1 ( Ω ) , where Ω ⊂ (R+ × Rn) × (R+ × Rn) is a bounded domain with
smooth boundary ∂ Ω . It follows that



























(λ · ∇)F , Ω , ~0
]
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‖ (λ · ∇)F ‖ δij
}




















(λ · ∇)F , Ω , ~0
]
. (7.56)
In particular [ under the conditions (7.54) and (7.55) ] , if deg
[
(λ · ∇)F , Ω , ~0
]
6=
0 , then there is a point p ∈ Ω such that
(λ · ∇) G (p) = ~0 . (7.57)
Theorem 7.12 can be shown by using the homotopy invariance of the degree.
7.8 Estimates of ‖wzσ‖∇ and
∥∥λk ·Dk` wzσ∥∥∇ in con-
crete setting
In Theorem 7.10 , the estimate on ‖wzσ‖∇ does not contain H : it only requires that
|H | ≤ C . In what follows we involve H and introduce [ see the integrals in (7.59)
and (7.62) ] auxiliary ‘ units ’ in many of the following estimates.
Lemma 7.13. (A) Under the conditions in Theorem 7.10 , let wzσ be the unique
solution of the auxiliary equation (7.31) which satisfies (7.44) . For
| ε | ≤ ε¯+o , d =
| ξ1 − ξ2 |√
λ1 · λ2
≥ d¯1 , and
∫
Rn
|H | 2nn+2 · z
2n
n−2
σ ≤ C , (7.58)
we have
‖wzσ‖∇ ≤ C¯4 ·
{
| ε | ·
[ ∫
Rn
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and
‖λk ·Dk` wzσ‖∇ ≤ (7.60)
C¯5 ·
{
| ε | 4n−2 ·
[ ∫
Rn










d 2− o (1)
}
.
Here k = 1 , 2 ; ` = 0 , 1 , · · · , n . In addition, C¯4 and C¯5 are positive constants
independent on (λ1 , ξ1 ; λ2 , ξ2) as long as the conditions in (7.58) are satisfied.
[ Here o (1) → 0 + as d → ∞ . ]
(T) Under the conditions in Theorem 7.10 , let wz∫ be the unique solution of the
auxiliary equation [ cf. (7.31) ] which satisfies (7.46) . For
| ε | ≤ ε¯+o , h =
λ2
λ1
≥ h¯1 , and
∫
Rn
|H | 2nn+2 · z
2n
n−2
∫ ≤ C , (7.61)
we have
∥∥wz∫∥∥∇ ≤ C¯6 ·
{
| ε | ·
[ ∫
Rn















∥∥λk ·Dk` wz∫∥∥∇ ≤ (7.63)
C¯7 ·
{
| ε | 4n−2 ·
[ ∫
Rn










h 1− o (1)
}
.
Here k = 1 , 2 ; ` = 0 , 1 , · · · , n . Moreover, C¯6 and C¯7 are positive constants
independent on (λ1 , ξ1 ; λ2 , ξ2) as long as the conditions in (7.61) are satisfied.
[ Here o (1) → 0 + as h → ∞ . ]
Lemma 7.13 can be shown by using the argument in the proof of Theorem 7.10 ,
paying attention to terms containing H . See S F.3 in the Appendix for the details.
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7.9 Extracting the key term in the reduced func-
tional
Because of the complexity of the reduced functional IR (zσ) [ defined in (7.47) ] we
introduce layers of “ approximations ” to it. Firstly, from (7.8) , we set
IRH (zσ) = Io ( zσ + wzσ) + c¯−1 · ε ·
∫
Rn




ε ·GH (zσ) = ε ·GH (λ1 , ξ1 ; λ2 , ξ2) = c¯−1 ·ε ·
∫
Rn
H ·(Vλ1 , ξ1 + Vλ2 , ξ2 )
2n
n−2 . (7.65)
Here in IRH we highlight the dependence on H . Likewise for z∫ .
Proposition 7.14. (A) For n ≥ 6 , assume the followings (i) – (iii) .
(i) ε and (λ1 , ξ1 ; λ2 , ξ2) ∈ (R+ × Rn)× (R+ × Rn) satisfy the conditions
| ε | ≤ ε¯+1 , C−1 · λ1 ≤ λ2 ≤ C · λ1 , and d =
| ξ1 − ξ2 |√
λ1 · λ2
≥ d¯1 .
(ii) |H | ≤ C¯ in Rn .
(iii)
1












at (λ1 , ξ1 ; λ2 , ξ2) .




− o (1) at (λ1 , ξ1 ; λ2 , ξ2) . (7.66)
Here (as usual) zσ = Vλ1 , ξ1 + Vλ2 , ξ2 . The positive constant C¯ is independent on
H , ε and zσ as long as the conditions in (i) – (iii) are fulfilled. Moreover, in (7.66) ,
o (1) → 0+ when d → ∞ .
(B) For n ≥ 6 , assume the followings (i)B – (iii)B .
(i)B ε and (λ1 , ξ1 ; λ2 , ξ2) ∈ (R+ × Rn)× (R+ × Rn) satisfy the conditions




(ii)B |H | ≤ C¯ in Rn .
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(iii)B
1












at (λ1 , ξ1 ; λ2 , ξ2) .




− o (1) at (λ1 , ξ1 ; λ2 , ξ2) . (7.67)
Here (as usual) z∫ = Vλ1 , ξ1 + Vλ2 , ξ2 . The positive constant C¯ is independent on H ,
ε and z∫ as long as the conditions in (i)B – (iii)B are fulfilled. In (7.67) , o (1) → 0 +
when h → ∞ .
The proof of Proposition 7.14 follows closely the proof of Theorem 4.1 in Part I [35] .
Refer to Proposition F.2 in the Appendix.
The following theorem provides a sufficient condition in terms of (ε ·GH) . Its proof
is via Theorem 7.12 and Proposition 7.14 , and is similar to the proof of Theorem
4.1 in Part I [35] .
Theorem 7.15. Suppose that n ≥ 6 and |H | ≤ C in Rn . Assume also that
p¯ =
(
λ¯1 , ξ¯1 ; λ¯2 , ξ¯2
)
is a critical point for GH [ defined in (7.65) ] with the property that there exists
ρ¯ > 0 such that B p¯ (ρ¯) ⊂ (R+ × Rn) × (R+ × Rn) satisfying the following (A)i –
(A)iv .
(A)i : (λ1 , ξ1 ; λ2 , ξ2) ∈ B p¯ (ρ¯) =⇒
C −1 · λ1 ≤ λ2 ≤ C · λ1 and d = | ξ1 − ξ2 |√
λ1 · λ2
≥ d¯1 .
(A)ii : (λ1 , ξ1 ; λ2 , ξ2) ∈ B p¯ (ρ¯) =⇒
1



















− o (1) .
(A)iv : deg
[
(λ · ∇) GH , B p¯ (ρ¯) , ~0
]
6= 0 .
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Then there exist positive constants C¯5 and ε¯
+
2 (small) so that for any fixed ε and C
[ appeared in (A)iii ] satisfying
| ε | < ε¯+2 and C ≥ C¯5 ,
the full functional Iε has a critical point at
z˜σ + w z˜σ with z˜σ = Vλ˜1 , ξ˜1 + Vλ˜2 , ξ˜2 ,
where (
λ˜1 , ξ˜1 ; λ˜2 , ξ˜2
) ∈ B p¯ (ρ¯) .
Here w z˜σ is the solution of the auxiliary equation (7.31) as described in Theorem
7.10 [ cf. Lemma 7.13 ] . In particular,
‖w z˜σ‖∇ ≤ C¯5 · | ε | ≤ C · ε¯+2 (7.68)
if d˜ is large enough. Moreover, the constants C¯5 and ε¯
+
2 are independent on(
λ˜1 , ξ˜1 ; λ˜2 , ξ˜2
)
as long as (A)i – (A)iv are fulfilled. [ In (A)ii and (A)iii , o (1) → 0 +
when d → ∞ . ]
Similar conclusions hold for z∫ , if we assume the following (T)i – (T)iv .




(T)ii : (λ1 , ξ1 ; λ2 , ξ2) ∈ B p¯ (ρ¯) =⇒
1



















− o (1) .
(T)iv : deg
[







































We introduce several reductions (separations) of GHc , i.e.
GHc = c¯−1 ·
∫
Rn
Hc · (Vλ1 , ξ1 + Vλ2 , ξ2 )
2n
n−2 . (8.1)
We first separate the terms in the power by setting























































Gk00 (λ1 , ξ1 ; λ2 , ξ2) := c¯−1 · h ·
{∫






































For the sake of simplicity, we suppress the subscript k in h . Finally, we consider
the separation of domains as well:
Gk0/0 (λ1 , ξ1 ; λ2 , ξ2) := (8.7)












λ22 + |y − ξ2|2
)n}
.
Apply triangle inequality, we have
‖ (λ · ∇) (ε ·GHc) ‖ ≥
∥∥∥ (λ · ∇) (ε ·Gk0/0) ∥∥∥ (← key term )
↗ −
∥∥∥ (λ · ∇){ (ε ·Gk00) − (ε ·Gk0/0)}∥∥∥ · · (i)
(perturbation terms) → −
∥∥∥ (λ · ∇){ (ε ·G%Hc) − (ε ·Gk00)}∥∥∥ · · (ii)
↘ −
∥∥∥ (λ · ∇){ (ε ·GHc) − (ε ·G%Hc)}∥∥∥ · · (iii) .
(8.8)
8.1 The key term ( ε ·Gk0/0 )
Lemma 8.1. For the annular domains
Oo + = Bη (t + ∆)
∖
Bη (t − ∆) and Oo − = B− η (t + ∆)
∖
B− η (t − ∆) , (8.9)
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with | η | > t + ∆ and t > ∆ > 0 , define
Hco (y) :=





G0/0 (λ1 , ξ1 ; λ2 , ξ2) := (8.11)












λ22 + |y − ξ2|2
)n}
.
Then G0/0 has the unique critical point at
p || :=
(






(t + ∆) (t − ∆) . (8.13)
Moreover, it is a non - degenerate critical point. In addition, assume that
1 − A2 ≥ ∆
t














then there is a positive constant γo [ independent on t and ∆ as long as (8.14) and
(8.15) are fulfilled ] such that
deg
[
(λ · ∇) (ε ·G0/0) , Bp || (γ · λM) , ~0
]
= 1 , (8.16)
and
min
∂Bp || (γ·λM )
∥∥ (λ · ∇) (ε ·G0/0)∥∥ ≥ C¯ · | ε | · γ · h (8.17)
for all γ ∈ (0 , γo) . Here the positive constant C¯ is independent on t and ∆ , as
long as (8.14) and (8.15) are fulfilled.
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Proof. With λM given in (8.13) , we observe that
A · t ≤ λM =
√
(t + ∆) (t − ∆) ≤ t for (1 − A2) · t > ∆ > 0 . (8.18)





λ21 + |y − ξ1|2
)n





λ22 + |y − ξ2|2
)n
=⇒ G0/0 (λ1 , ξ1 ; λ2 , ξ2) = G+ (λ1 , ξ1) + G− (λ2 , ξ2) .
Using Lemma 2.1 and Lemma 2.2 in Part II [35] and a translation 0 → η ,
p+ := (λM , η )
is a non - degenerate critical point for G+ . Moreover, via a rescaling of h, using
Lemma 2.6 in Part II [35] , Lemma 7.1 and Proposition 7.1 in Part I [35] , there
is a positive constant γo [ independent on t and ∆ as long as (8.14) and (8.15) are
fulfilled ] such that
deg
[
∇(ε ·G+) , Bp+ (γ · λM) , ~0
]





∥∥∇(ε ·G+)∥∥ > C¯ · | ε | · γ · h (8.20)
for γ ∈ (0 , γo) . Here Bp+ (γ · λM) ⊂ R+ × Rn . Likewise, p− := (λM , − η ) is a
non - degenerate critical point for G− and
deg
[
∇(ε ·G−) , Bp− (γ · λM) , ~0
]





∥∥∇(ε ·G−)∥∥ > C¯ · | ε | · γ · h (8.22)
for γ ∈ (0 , γo) . It follows that (λM , η ; λM , − η ) is a non - degenerate critical
point for G0/0 . As the Hessian metric for G0/0 at the critical point is diagonal, via
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(8.19) and (8.21) , we obtain (8.16) . Uniqueness of the critical point follows from
Part II [35] ( see the statement after Lemma 2.1 in loc. cite ) . Observe that
a2 + b2 = c2 =⇒ either c2 ≥ a2 ≥ c
2
2




via (8.20) and (8.22) , we have∣∣ (λ · ∇) (ε ·G0/0) ∣∣ = √∣∣ (λ1 · ∇) (ε ·G+) ∣∣2 + ∣∣ (λ2 · ∇) (ε ·G−) ∣∣2 ≥ C · | ε | · γ · h
on ∂Bp || (γ ·λM) ∈ (R+× Rn)×(R+× Rn). This completes the proof of the lemma.
8.2 Estimate of (i) in (8.8)
Consider the symmetrically arranged annular domains defined in (8.9) , namely,
Oo + = Bη (t + ∆)
∖
Bη (t − ∆) and Oo − = B− η (t + ∆)
∖
B− η (t − ∆) .
Let ξ ∈ Rn satisfy
dist
(





















λ2 + |y − ξ|2
)n















for ` = 0 , 1 , · · · , n . Here we use (8.23) . Write
G00 (λ1 , ξ1 ; λ2 , ξ2) :=
c¯−1 · h ·
{∫
Oo + ∪Oo −
(
λ1




Oo + ∪Oo −
(
λ2




| ξ1 − η | ≤ | η |
2





for y ∈ Oo − , (8.25)
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from (8.24) we have
λ1 ·









| ξ2 − (− η) | ≤ | η |
2
=⇒ | y − ξ2 | ≥ | η |
2
for y ∈ Oo + (8.27)
=⇒ λ2 ·












for ` = 0 , 1 , · · · , n . With the notations in Lemma 8.1 , we obtain [ under the
conditions in (8.25) and (8.27) ]








Note that d = 2 | η | .
8.3 Spacing of the annular domains and estima-
tion of (ii) in (8.8)
(i) Thickening the domain and smoothing out the edges. In order to smooth out
the steps in the function Hck as defined in (8.3) , we thicken the annular domain by
bringing in the adjustment factor ϑ > 0 :
BAk
(













, 0 , · · · , 0) . The process
is similar to that in Part II of [35] : let F be a C∞ - function on Rn with the following
properties
F (y) = 1 , for 1 − δ ≤ | y − Ak | ≤ 1 + δ , (8.31)
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F (y) = 0 , for | y − Ak | ≥ 1 + (δ + ϑ) or | y − Ak | ≤ 1 − (δ + ϑ) ,
1 ≥ F (y) ≥ 0 , for 1 − (δ + ϑ) < | y − Ak | < 1 − δ
or 1 + (δ + ϑ) > | y − Ak | > 1 + δ .
For an integer k ≥ 1 , let ς = a−2 k . Then consider the rescaling
S (y) = 1
(a2 k)τ
· F ( ς−1 [ y − Ak ] ) (8.32)
=⇒ sup
Rn






a2 k (τ − `)
=⇒ sup
Rn
∥∥∇(`)S ∥∥ → 0 for ` ≤ τ as k → ∞ .
Perform similar smoothing on each k and denote the smoothen function by Hc ,






















for y ∈ B±Ak
(
























k = 1 , 2 , · · · ; (8.33)
and ∥∥∇(`)Hc (y)∥∥ → 0 for ` ≤ τ as | y − Ak | → 0+ .





. It follows from (8.33) that Hc has ` - th order of flatness at
0 . We can gain a bit of Ho¨lder regularity at the origin, arriving at









(ii) “Outer” interference. We observe that
|Ai − Aj| =
∣∣∣∣ 1ai − 1aj







for i > j . (8.34)
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Fixed an integer k ≥ 2 , consider the effects from the “outside” annular domains
located at Aj with j < k . In (8.36) below, we take up the following conditions

































































































for a  1 . The total of effects from “far away” annular domains ( the annular
domains located at −Aj with j < k ) would be of smaller than the one in (8.36) .
See (8.37) below as well.
(iii) “Inner” interference. Next, we consider the effects from the “inner” annular
domains located at A` where ` > k .
∞∑
`= k+1
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for a  1 , c ≤ λ1
λMk
≤ C , | ξ1 − Ak | ≤ c λMk ( c  a ) .
We observe that as the “strength” at the annular domain with center at Ak weakens
at the pace of a−2kτ , we need the bigger and bigger spacing to reduce the interfer-
ence.
(iv) Estimating the change in gradient. Combining the discussions in S 8.1 , S 8.2






















∥∥∥ (λ1 , ξ1 ; λ2 , ξ2) − pk || ∥∥∥ ≤ c λMk , where
pk || := (λMk , Ak ; λMk , −Ak) . (8.39)
8.4 Estimate of (iii) in (8.8)
We often make use of the estimates:
λ ·
∣∣∣∣ ∂Vλ , ξ∂λ
∣∣∣∣ = n− 22 · λ · λn−42 · |λ2 − |y − ξ| 2|(λ2 + |y − ξ| 2)n2
≤ n− 2
2
· λn−22 · λ
2 + |y − ξ| 2





· Vλ , ξ ;
λ ·
∣∣∣∣ ∂Vλ , ξ∂ ξj
∣∣∣∣ = n− 22 · λ · λn−22 · 2 |ξj − yj|(λ2 + |y − ξ| 2)n2




· λn−22 · 2λ · |ξj − yj|
(λ2 + |y − ξ| 2)n2
≤ n− 2
2
· λn−22 · λ
2 + |y − ξ| 2





· Vλ , ξ . (8.40)







∣∣∣∣ ∂λ1 [ ( ε ·GHc ) − ( ε ·G%Hc ) ] ∣∣∣∣




Hc (V1 + V2)
n+2






1 (λ1 · ∂λ1 V1)
∣∣∣∣

























2 (λ1 · ∂λ1 V1)
∣∣∣∣




[ ∣∣∣∣ (V1 + V2)n+2n−2 − (V n+2n−21 + V n+2n−22 ) ∣∣∣∣ · V1 + V n+2n−22 · V1 ]
≤ C · | ε |
∫
Oo +k ∪Oo −k
Hc
[ ∣∣∣∣ (V1 + V2)n+2n−2 − (V n+2n−21 + V n+2n−22 ) ∣∣∣∣ · V1 + V n+2n−22 · V1 ]








































− o (1) +
1
dn− 2− o (1)
)














n ≥ 6 ) .


















n− 2 + 1
]
= n .
Similarly we estimate other derivatives. Thus we arrive at
∥∥ (λ · ∇){ ( ε ·GHc ) − ( ε ·G%Hc ) } ∥∥ ≤
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Here o (1) → 0+ as d → ∞ .
8.5 Estimate on the integral in (A)ii in Theorem
7.15
Lemma 8.2. Let Hc be given in (6.3) , and zσ = Vλ1 , ξ1 + Vλ2 , ξ2 . For a  1 , we
have [ ∫
Rn


























∥∥∥ (λ1 , ξ1 ; λ2 , ξ2) − pk || ∥∥∥ ≤ c λMk . Here C is a positive constant indepen-
dent on k , and o (1) → 0+ as d → ∞ .
Proof.∫
Rn
























































| ε hj | 2nn+2 ·
(
λ1





| ε hj | 2nn+2 ·
(
λ2





| ε hj | 2nn+2 ·
(
λ1





| ε hj | 2nn+2 ·
(
λ2
λ22 + |y − ξ2|2
)n}
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≤ 2× C | ε hj | 2nn+2 + e1 + e2 + e3
(








Here we use the concentration property. The errors are estimated by the following.
Using (7.11) { similar to inequalities (B.4) in [52] } ,∣∣∣∣ (V1 + V2 ) 2nn−2 − (V 2nn−21 + V 2nn−22 ) ∣∣∣∣ ≤ C (n) · (V n+2n−21 · V2 + V n+2n−22 · V1) .











≤ C · 1
dn− 2− o (1)
=⇒ e1 ≤ C · 1
dn− 2− o (1)
. (8.43)
As in (8.34) – (8.37) with raised power, we obtain



















Note that d ≈ ak for
∥∥∥ (λ1 , ξ1 ; λ2 , ξ2) − pk || ∥∥∥ ≤ c λMk . Using the inequality
(a + b)β ≤ aβ + bβ for 0 < β < 1 ,
we obtain (8.42) .
Note. We check condition (iii) in Proposition 7.14 , namely,
1












for (λ1 , ξ1 ; λ2 , ξ2) ∈ Bpk || (γ ·λMk) .
Via Lemma 8.2 , it is fulfilled if
1
d 2− o (1)
≥ C ·
[















= 2ak in Bpk || (γ · λMk) .
Hence ( for a  1 ) we require
τ · 4
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8.6 Blow - up sequence of solutions with juxta-
posed bubbles



























, 0 , · · · , 0
)




− o (1) ≤ τ ≤ n + 2
4
− o (1) , (8.47)













For simplicity sake, we suppress the subscript k in the notation for I c . In Lemma
8.1 , we take






It follows from Lemma 8.1 that Gk0/0 has the unique critical point at
pk || :=
(
λMk , Ak ; λMk , −Ak
)
, where λMk =
√
(1 + δ) (1− δ)
a2k
. (8.50)
In addition, there is a positive constant γ ∈ (0 , γo) , independent on k , such that
deg
[
(λ · ∇) (ε ·Gk0/0) , Bpk || (γ · λMk) , ~0
]





∥∥ (λ · ∇) (ε ·Gk0/0)∥∥ ≥ C¯ · | ε | · γ · I c . (8.52)
With





and λ1 ≈ λ2 ≈ 1
a2k
,
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we obtain from (8.29) that∥∥∥ (λ · ∇) { (ε ·Gk00) − (ε ·Gk0/0) }∥∥∥ ≤










≤ o (1) · I c . (8.53)
Here o (1) → 0+ as a → ∞ . It follows from S 8.3 that∥∥∥ (λ · ∇) [ (ε ·GHc
/













· I c . (8.54)




− o (1) ≤ o (1) · I
c . (8.55)
In (8.53) – (8.55) , the inequalities hold for










= 2ak in Bpk || (γ · λMk) .





− o (1) ≥ h ( = I




− o (1) . (8.56)
in Bpk || (γ ·λMk) . With (8.56) , condition (iii) in Proposition 7.14 is verified in S 8.5
for a  1 . Thus for
a  1 , | ε | and ϑ small enough ,
using the degree theory as presented in Theorem 7.12 , we arrive at
deg
[
(λ · ∇) (ε ·GHc) , Bpk || (γ · λMk) , ~0
]
= 1 , (8.57)




∥∥ (λ · ∇) (ε ·GHc)∥∥ ≥ C¯ ′ · | ε | · γ · I c . (8.58)
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Applying Theorem 7.12 and Proposition 7.14 , we can find a critical point p¯k || ∈
Bpk || (γ · λMk) of GHc .
Moreover, by choosing a  1 , we can make γ to be small, so that the conditions
in Theorem 7.15 are fulfilled for
p¯ = pk || and ρ¯ = γ · λMk for k  1 .
We conclude that, for a fixed ε with | ε | ≤ ε¯+f (← small and independent on k ) ,
we can take a and k to be large enough, and ϑ > 0 and | ε | to be small enough
( fixed once and for all k  1 ) , so that Iε has a sequence of critical points at
Vλ1k , ξ1k + Vλ2k , ξ2k + wk (8.59)
with ‖ (λ1k , ξ1k ; λ2k , ξ2k) − (λMk , Ak ; λMk , −Ak) ‖ ≤ γ · λMk for all k  1 .
Here wk is the solution of the auxiliary equation with { see (7.31) }
‖wk‖∇ ≤ C ε¯+f for k  1 and
| ξ1k − ξ2k |√
λ1k · λ2k
−→ ∞ . (8.60)
In the above, C is a positive constant independent on (λ1k , ξ1k ; λ2k , ξ2k) and ε .
Thus when ε¯+f is small enough, using (8.59) , (8.60) and the standard blow - up
analysis ( cf. Lemma 5.2 in Part I [35] ) , 0 is an aggregated blow - up point. These
solutions can be transferred back to Sn as solutions of (1.1) via the same argument
found in S 3.10 in [35] . Note that in (8.56)
h → 0+ as k → ∞ =⇒ d = | ξ1 − ξ2|√
λ1 · λ2
→ 0+ as k → ∞ .
Thus one can say that the flatness of Hc causes the two bubbles to be “well -
separated” . This provides a proof of Main Theorem 6.1 .












→ 0 if τ > 1 .
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Thus Hc has C ν - smoothness, where ν is the integer strictly less than n+2
4
. We can
gain a bit of Ho¨lder regularity at the origin, arriving at Hc ∈ C ν , β(Rn) .
Chapter9
Superimposed annular domains
Recall that Oo outj and Oo
in
j are defined by































if y ∈ Oo inj ,



























ε·GHs (z∫ ) = ε·GHs (λ1 , ξ1 ; λ2 , ξ2) = ε· c¯−1 ·
∫
Rn
Hs ·(Vλ1 , ξ1 + Vλ2 , ξ2 )
2n
n−2 . (9.1)
We first separate the terms in the power by setting
GHs
/
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if y ∈ Oo inj ,
0 otherwise
(9.3)







Oo inj ∪Oo outj






Oo inj ∪Oo outj

























Apply triangle inequality, we have
‖ (λ · ∇) ( ε ·GHs) ‖ ≥
∥∥∥ (λ · ∇) ( ε ·GHs
j //
)
∥∥∥ (← key term )
↗ −
∥∥∥ (λ · ∇){ ( ε ·GHs
j /
)− ( ε ·GHs
j //
)
}∥∥∥ · · (i)
(perturbation terms) → −
∥∥∥ (λ · ∇){ ( ε ·GHs
/
)− ( ε ·GHs
j /
)
}∥∥∥ · · (ii)
↘ −
∥∥∥ (λ · ∇){ ( ε ·GHs)− ( ε ·GHs
/
)
}∥∥∥ · · (iii) .
(9.6)
9.1 The key term ( ε ·GHs
j //
)
Lemma 9.1. Consider the superimposed annular domains
Oo out = Bo ( t out + ∆ out )
∖
Bo ( t out − ∆ out ) ,
Oo in = Bo ( t in + ∆ in )
∖
Bo ( t in − ∆ in ) ,
with the geometric conditions
( t out + ∆ out ) > ( t out − ∆ out ) > ( t in + ∆ in ) > ( t in − ∆ in ) > 0 . (9.7)






hout if y ∈ Oo out ,
hin if y ∈ Oo in ,




as in (9.5) . Then GHs
o //
has the unique critical point at
p= :=
(






( t out + ∆ out ) ( t out −∆ out ) and λ in =
√
( t in + ∆ in ) ( t in −∆ in ) .
Moreover, it is a non - degenerate critical point. In addition, assume that the pa-
rameters
( t , ∆ , λ ) = ( t in , ∆ in , λ in ) and ( t , ∆ , λ ) = ( t out , ∆ out , λ out ) (9.10)
satisfy the following proportional conditions:
1 − A2 ≥ ∆
t
≥ B2 > 0 , (9.11)√
5
2





















(λ · ∇) ( ε ·GHs
o //
) , Bp= (γ · λ in) , ~0
]
= 1 , (9.14)
and
min
∂Bp= (γ ·λ in)
∥∥ (λ · ∇) ( ε ·GHs
o //
)
∥∥ ≥ C¯ · | ε | · γ · hin (9.15)
for all γ ∈ (0 , γo) . Here γo and C¯ are independent on the parameters in (9.10) as
long as the conditions in (9.11) and (9.12) are satisfied.
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Proof. With
( t , ∆ , λ ) = ( t in , ∆ in , λ in ) and ( t , ∆ , λ ) = ( t out , ∆ out , λ out ) ,
we observe that
A · t ≤ λ =
√
(t + ∆) (t − ∆) ≤ t (9.16)
for (1 − A2) · t > ∆ > 0 . Let






λ21 + | y − ξ1|2
)n
dy











(λ1 , ξ1 ; λ2 , ξ2) = Gin (λ1 , ξ1) + Gout (λ2 , ξ2) .
Using Lemma 2.1 and Lemma 2.2 in Part II [35] ,
p in := (λ in , 0 ) ∈ R+ × Rn
is a non - degenerate critical point for Gin . Moreover, via a rescaling of h
in, using
Lemma 2.6 in Part II [35] , Lemma 7.1 and Proposition 7.1 in Part I [35] , there is a
positive constant γo [ independent on t in and ∆ in as long as (9.11) and (9.12) are
fulfilled ] such that
deg
[
∇(ε ·Gin) , Bpin (γ · λ in) , ~0
]
= − 1 , (9.17)
and
min
∂Bpin (γ ·λ in)
λ in ·
∥∥∇(ε ·Gin)∥∥ > C¯ · | ε | · γ · hin (9.18)
for γ ∈ (0 , γo) . Here [Bpin (γ · λ in) ⊂ R+ × Rn ] .




∇(ε ·Gout) , Bpout (γ˜ · λ out) , ~0
]
= − 1 , (9.19)
and
min
∂Bpout (γ˜ ·λ out)
λ out ·
∥∥∇(ε ·Gout)∥∥ > C¯ · | ε | · γ˜ · hout (9.20)
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for γ˜ ∈ (0 , γo) . Take
γ˜ = γ · λ in
λ out
[ thus γ ∈ (0 , γo) =⇒ γ˜ ∈ (0 , γo) ] .
It follows from (9.13) and (9.20) that
min
∂Bpout (γ ·λ in)
λ out ·




> C¯ ·| ε |·γ ·hin (9.21)
for γ ∈ (0 , γo) . Together we demonstrate that p= = (λ in , 0 ; λ out , 0 ) is a non -
degenerate critical point for GHs
o //
. As the Hessian metric for GHs
o //
at the critical
point is diagonal, via (9.17) and (9.19) , we have the conclusion in (9.14) . Uniqueness
of the critical point follows from Part II [35] (see the statement after Lemma 2.1 in
loc. cite) . Observe that
a2 + b2 = c2 =⇒ either c2 ≥ a2 ≥ c
2
2




via (9.18) and (9.21) , we have∣∣ (λ · ∇) ( ε ·GHs
o //
)
∣∣ = √∣∣ (λ in · ∇) (ε ·Gin) ∣∣2 + ∣∣ (λ out · ∇) (ε ·Gout) ∣∣2
≥ C · | ε | · γ · hin
on ∂Bp= (γ · λ in) . Here γ ∈ (0 , γo) . This completes the proof of Lemma 9.1.
Following (9.9) , we set
pj// :=
(









(1 + δ) (1 − δ)
aNj
and λ inMj =
√
(1 + δ) (1 − δ)
aNj (1+$)
. (9.23)
9.2 Interference of the other annular domain –
estimate of (i) in (9.6)
∣∣∣GHs
j /
(λ1 , ξ1 ; λ2 , ξ2) − GHs
j //
(λ1 , ξ1 ; λ2 , ξ2)
∣∣∣ (9.24)
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= | c¯−1 | ·
{∫
Oo outj
h outj (y) ·
(
λ1





h inj (y) ·
(
λ2
λ22 + |y − ξ2|2
)n}
.












These can be estimated by the following consideration.
λ ·
∣∣∣∣ ∂Vλ , ξ∂λ
∣∣∣∣ = n− 22 · λ · λn−42 · |λ2 − | y − ξ |2 |(λ2 + | y − ξ |2 )n2
≤ n− 2
2
· λn−22 · λ
2 + | y − ξ |2




· Vλ , ξ ,
λ ·
∣∣∣∣ ∂Vλ , ξ∂ ξj




· λn−22 · 2λ · | ξj − yj |
(λ2 + | y − ξ |2 )n2
≤ n− 2
2
· λn−22 · λ
2 + | y − ξ |2




· Vλ , ξ . (9.25)
(
λ










1 − 2 y · ξ− | ξ |2









1 + n · 2 y · ξ − | ξ |
2
λ2 + | y |2 + O



















2 | y | · | ξ |
λ2 + | y |2 ≤
2 | y | · | ξ |
2λ · | y | ≤
| ξ |
λ
( | y | > 0 ) and | ξ |
2
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Moreover,∫














∫ arctan( ρ+ δλ )
arctan( ρ− δλ )
[ sin θ ]n−1 · [ cos θ ]n−1 dθ ( ρ > δ > 0 are numbers )
≤ C ·
∫ arctan( ρ+ δλ )
arctan( ρ− δλ )



























rn−1 dr ≤ C ·
∫ arctan(R+ δλ )
arctan(R− δλ )
























≈ R − δ
λ






Here R > δ > 0 are numbers. Note that in our case
λ2 ≈ 1
aNj
, λ1 ≈ 1






























It follows that∥∥∥ (λ · ∇){ ( ε ·GHs
j /
) − ( ε ·GHs
j //
)









∥∥∥ (λ1 , ξ1 ; λ2 , ξ2) − pj// ∥∥∥ ≤ γ · λ inMj and j = 1 , 2 , · · · . Here pj// is given
in (9.22) .
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9.3 Inner and outer interferences – estimate of
(ii) in (9.6)
For a fixed positive integer m , consider the superimposed annular domains Oo outm ∪
Oo inm [ see (6.10) ] . We look at the outer annular domains (Oo
out
j with j = 1 , · · · , m−
1 ) . Thus for |λ − λ outMm | ≤ c · λ inMm and | ξ | ≤ c · λ inMm , we have
m− 1∑
j= 1













) Hsj (y) ·
(
λ






















via (9.25) , λ ≈ 1
aNm
]







· [aNj ]n · ( 1
aNj · τˆ
)}
( |λ − λ outMm | ≤ c · λ inMm and | ξ | ≤ c · λ inMm )





















(n > τˆ )





]Nm−1 + 1 − [an− τˆ ][
an− τˆ
] − 1 ≤ Cδ , c · 1aNm ·n · [an− τˆ ]Nm−1(
provided an− τˆ  1 , that is , n > τˆ and a  1 )






aNm · [n− (1 +$) · τˆ ]
· [an− τˆ ]Nm−1
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Here we use (6.8) with j → m . Similarly for the ones with smaller radii. Next we
look at the inner annular domain (Oo outj with j = m+ 1 , · · · ) . For |λ − λ inMm | ≤
c · λ inMm and | ξ | ≤ c · λ inMm , we have
∞∑
j=m+ 1













) Hsj (y) ·
(
λ



















via (9.25) , λ ≈ 1
aNm (1 +$)
]














( |λ − λ inMm | ≤ c · λ inMm and | ξ | ≤ c · λ inMm )











≤ C ′′δ , c ·
aNm · (1 +$) ·n
aNm+1 · (n+ τˆ)





[ via (1.14) with j → m ] . (9.31)
With the change of parameters (1 + δ) → [ 1 + (δ + ϑ) ] , the above estimates can
be generalized to the situation in (6.11) . We now consider the effect on thickening
the domain for smoothing out the edges. The situation is similar to that in [35] (see
S A.6.d in the Appendix for the more detail) . Combining the discussions in (9.30)
and (9.31) [ with the condition in (6.8) ] , we obtain∥∥∥(λ · ∇){( ε ·GHs
/
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∥∥∥ (λ1 , ξ1 ; λ2 , ξ2) − pm// ∥∥∥ ≤ γ · λ inMm and m = 1 , 2 , · · · . Refer to (9.22) for
pm// .
9.4 Weak interaction – estimate of (iii) in (9.6)
That is, we consider the following. For
∥∥∥ (λ1 , ξ1 ; λ2 , ξ2) − pj// ∥∥∥ ≤ γ · λ inMj ,
λ1 ·
∣∣∣∣ ∂λ1 [ ( ε ·GHs ) − ( ε ·GHs/ ) ] ∣∣∣∣




Hs (V1 + V2)
n+2






1 (λ1 · ∂λ1 V1)
∣∣∣∣

























2 (λ1 · ∂λ1 V1)
∣∣∣∣




{ ∣∣∣∣ (V1 + V2)n+2n−2 − (V n+2n−21 + V n+2n−22 ) ∣∣∣∣ · V1 + V n+2n−22 · V1}
≤ C · | ε | ·
∫
Oo outj ∪Oo inj
Hs
{ ∣∣∣∣ (V1 + V2)n+2n−2 − (V n+2n−21 + V n+2n−22 ) ∣∣∣∣ · V1 + V n+2n−22 · V1}





( argue in a similar fashion as in S 9.3 )





























( via Lemma 7.1 and Lemma 7.4 )




























n ≥ 6 ) . (9.33)
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Here we apply the concentration properties of V1 and V2 to bring in h
out








n − 2 +
n + 2








n − 2 + 1
]
= n . (9.34)
Similarly we estimate other derivatives. Thus we arrive at∥∥∥ (λ · ∇){ ( ε ·GHs) − ( ε ·GHs
/
) } ∥∥∥











Here (9.33) and (9.35) hold for
∥∥∥ (λ1 , ξ1 ; λ2 , ξ2) − pj// ∥∥∥ ≤ γ · λ inMj .
9.5 Estimate on the integral in (T)ii in Theorem
7.15
Lemma 9.2. Let Hs be given in (6.11) , and z∫ = Vλ1 , ξ1 + Vλ2 , ξ2 . For a  1 ,
we have[∫
Rn















∥∥∥ (λ1 , ξ1 ; λ2 , ξ2) − pj// ∥∥∥ ≤ γ · λ inMj . Here C is a positive constant inde-






Proof. Denote by V1 = Vλ1 , ξ1 and V2 = Vλ2 , ξ2 . The procedure is similar to S 9.2 ,
S 9.3 and S 9.4 .∫
Rn



























| ε ·Hs | 2nn+2 · V
2n
n−2

















2 + e1 + e2 [ see (9.38) ]







































λ22 + | y − ξ2 |2
)n}
+ e1 + e2
≤ Cn ·
[
| ε · hinm |
2n




+ e1 + e2 + e3 [ see (9.39) ] . (9.36)
Using (7.11) { similar to inequalities (B.4) in [52] } ,∣∣∣∣ (V1 + V2 ) 2nn−2 − (V 2nn−21 + V 2nn−22 ) ∣∣∣∣ ≤ C (n) · (V n+2n−21 · V2 + V n+2n−22 · V1) .

















− o (1) . (9.37)
Arguing as in S 9.2 and S 9.3 , we have
e2 = 2 ·





e3 ≤ C · 1
hn
· ∣∣houtm ∣∣ 2nn+2 =⇒ e2 + e3 = o (1) · ∣∣houtm ∣∣ 2nn+2 . (9.39)
Refer to (9.30) and (9.31) , where we make the changes:
τˆ → 2n
n+ 2
· τˆ , n > 2n
n+ 2
· τˆ ⇐⇒ n+ 2
2
> τˆ . (9.40)
Using the inequality (a + b)β ≤ aβ + bβ for 0 < β < 1 , we obtain the estimate.















n− 2 · τˆ > $ and a  1 . (9.41)
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9.6 Blow - up sequence of solutions with superim-
posed bubbles
Consider the superimposed annular domains Oo outj ∪ Oo inj given in (6.10) . We identify







For simplicity sake, we suppress the subscript j in the notation for I . We do the
same to the other ‘unit’ h . Via Lemma 9.1 , GHs
j //
has the unique critical point at
pj// [ given in (9.22) ] . Moreover, by taking





and hin = hinj = I (9.42)
in (9.8) [ condition (9.13) is fulfilled once τˆ > 1 ] , for a positive constant γ ∈
(0 , γo) , we have
deg
[
(λ · ∇) ( ε ·GHs
j //
) , Bpj// (γ · λ inMj) , ~0
]




(γ ·λ inMj )
∥∥ (λ · ∇) ( ε ·GHs
j //
)
∥∥ ≥ C¯ · | ε | · γ · I . (9.44)
We obtain from (9.29) that∥∥∥ (λ · ∇){( ε ·GHs
j /











≤ C · | ε | · I · 1
aNj ·$ (n− τˆ)
≤ o (1) · I (9.45)
for
∥∥∥ (λ1 , ξ1 ; λ2 , ξ2) − pj// ∥∥∥ ≤ γ · λ inMj , n > τˆ and a  1 . From (9.32) , we
have the following.∥∥∥ (λ · ∇){ ( ε ·GHs
/
) − ( ε ·GHs
j /
)
}∥∥∥ ≤ C · | ε | ·√ϑj · ( 1
aNj
)τˆ
+ o (1) · I (9.46)
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for
∥∥∥ (λ1 , ξ1 ; λ2 , ξ2) − pj// ∥∥∥ ≤ γ · λ inMj . In (9.45) and (9.46) , o (1) → 0+ as













The result in S 9.4 shows that∥∥∥ (λ ·∇){ ( ε ·GHs) − ( ε ·GHs
/




− o (1) + o (1) · I (9.48)
for
∥∥∥ (λ1 , ξ1 ; λ2 , ξ2) − pj// ∥∥∥ ≤ γ · λ inMj . Here 1h ≈ 1aNj ·$ in Bpj// (γ · λ inMj).
Recall that τˆ > n−2
4




















(n ≥ 6 ) , (9.50)














− o (1) . (9.51)
in Bpj// (γ ·λ inMj) . Here houtj and hinj are given in (9.42) , and o (1) → 0+ as h → ∞ .
Applying Theorem 7.12, Proposition 7.14 (B) , and the discussion in S 9.1 – S 9.5 ,
we can find a critical point pj ∈ Bpj// (γ · λ inMj) of GHs . Moreover, by choosing
a  1 , we can make γ to be small, so that [ via (9.45) – (9.51) ] , the conditions in
Theorem 7.15 are fulfilled for
p¯ = pj and ρ¯ = γ · λ inMj for all j  1 .
We conclude that, via Theorem 7.11 , for a fixed ε with | ε | ≤ ε¯+2 , we can take a
and j to be large enough, so that Iε has a sequence of critical points at
Vλ1j , ξ1j + Vλ2j , ξ2j + wj (9.52)
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with
∥∥∥ (λ1j , ξ1j ; λ2j , ξ2j ) − (λ inMj , 0 ; λ outMj , 0 )∥∥∥ ≤ γ · λ inMj for j  1 . Here wj
is the corresponding solution of the auxiliary equation with [ see Theorem 7.10 ]
‖wj ‖∇ ≤ C · ε¯+2 for j  1 . (9.53)
In the above, C is a positive constant independent on (λ1j , ξ1j ; λ2j , ξ2j ) and ε , as
long as the conditions in Theorem 7.15 are satisfied. Thus when ε¯+2 is small enough,
using (9.52) , (9.53) and the standard blow - up analysis ( cf. Lemma 5.2 in Part I
[35] ) , 0 is a towering blow - up point for the equation (7.2) . These solutions can be
transferred back to Sn as solutions of (1.1) via the same argument as in S 3.10 in
[35] . Note that in (9.51)
hinj
houtj
→ 0+ as j → ∞ =⇒ h = λ2j
λ1j
→ ∞ as j → ∞ .
( One can say that the flatness of Hs at zero causes the two bubbles to be “ well -
separated ”. ) This provides a proof of Main Theorem 6.2 .
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A.1 Non - compactness of critical Sobolev embed-
ding
Lemma A.1 (Non - compactness of Critical Sobolev Embedding). The inclusion
W 1,2 (Rn) ↪→ L 2nn−2 (Rn) (A.1)
is not compact.
Proof. Let f be a canonical bubble in Rn . By performing the transformation
f(x) 7→ af(bx) , we find that
1. (L2 - norm)∫
Rn










2. (L2 - norm of the gradient)
∇x (af(bx)) = a∇x (f(bx)) y=bx= a dy
dx
∇y (f(y)) = ab∇y (f(y))∫
Rn
∣∣∇x (af(bx)) ∣∣2 dx y=bx= a2b2 ∫
Rn























∣∣f(y)∣∣ 2nn−2 dy .
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By setting a2 = bn−2 , we have∫
Rn
∣∣∇x (af(bx)) ∣∣2 dx = ∫
Rn
∣∣∇y (f(y)) ∣∣2 dy ,∫
Rn
∣∣af(bx)∣∣ 2nn−2 dx = ∫
Rn
∣∣f(y)∣∣ 2nn−2 dy .
Moreover, if b → ∞ , then∫
Rn




∣∣f(y)∣∣2 dy → 0 .








∞, x = 00, x 6= 0








Thus {af(bx)} does not have a convergent subsequence in L 2nn−2 (Rn) .
A.2 Transformation rule for conformal Laplacian
Let us consider two conformally related metrics g1 and gu = u
4
n−2 g1 on S
n . Here,
and only in this section, we use ∆g1 and ∆gu to denote the Laplace - Beltrami op-
erator associated with g1 and the Laplace - Beltrami operator associated with gu,
respectively. If Rg1 and Rgu denote the scalar curvature functions relating to g1 and
gu respectively, then
∆g1 u − [ c˜n ·Rg1 ]u + [ c˜n ·Rgu ]u
n+2
n−2 = 0 . (A.2)
Here c˜n =
n−2
4(n−1) . Equivalently, Rgu can be calculated from Rg1 by means of the
identity
Rgu =





We introduce the conformal Laplacian operator Lg associated with the metric g :
Lg(u) = ∆g u − [ c˜n ·Rg ]u .
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Lemma A.2. Let gu = u
4
n−2 g1 with the standard metric g1 on S
n . For any













































































































u∆g1 h − h∆g1 u
) − h
u
(−∆g1 u + [ c˜n ·Rg1 ] u)
= ∆g1 h − [ c˜n ·Rg1 ]h
= Lg1(h) .
This completes the proof of the Lemma A.2 .
In general, we have the following transformation rule for conformal Laplacian.









= Lg1(h) . (A.3)
Proof. Let g∗ := v
4
n−2 gu with v :=
h
u
. Since gu = u
4











n−2 g1 = h
4
n−2 g1 .
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Then we have both
Rg∗ =






























This gives us (A.3) .




1 + |y|2 , 1 ≤ j ≤ n ,
xn+1 =
− 1 + |y|2
1 + |y|2 .
for (y1 , . . . , yn) ∈ Rn . It can be seen that the stereographic projection P˙ is confor-
mal with respect to the standard metrics on Sn and Rn . From the previous lemma
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∂2
∂yi2










































We observe that Uo(y) satisfies the partial differential equation
∆Uo(y) + [ c˜n · n(n− 1) ]Uo
n+2







u ◦ P˙−1)] = ∂Uo
∂yi








u ◦ P˙−1)] = ∂2Uo
∂yi2








































































1 0 · · · 0









(1+|y|2)2 0 · · · 0
0 4
































0 0 · · · (1+|y|2)2
4
 .
























































































































We have proven that both sides of the desired equation are equal.
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A.3 Separation inequalities
Lemma A.4 (First Separation Inequality). For positive numbers a, b and β with
β ≤ 2 , we have ∣∣∣ (a+ b)β − (aβ + bβ) ∣∣∣ ≤ Cβ · aβ2 · bβ2 . (A.5)
Here Cβ is a positive constant depending on β, but not on a and b .
Proof. For 0 < β ≤ 2 , we consider the function
f(t) =
















−1 = 0 .












f(s) = 0 . Hence | f(t) | ≤ Cβ for
t ∈ (0, ∞) . That is,
∣∣ (1 + t)β − (1 + tβ) ∣∣ ≤ Cβ · tβ2
for t ∈ (0, ∞) . Via the substitution t = b
a
, we have the result∣∣∣ (a+ b)β − (aβ + bβ) ∣∣∣ ≤ Cβ · aβ2 · bβ2 .
for a, b > 0 and 0 < β ≤ 2 . Here Cβ is a positive constant depending on β , but
not on a and b .
Alternatively, x
β
2 is a concave function, since 0 < β ≤ 2 . By the subadditivity, we
have (a+ b)
β
2 ≤ aβ2 + bβ2 for a, b > 0 . That is, (a+ b)β ≤ (aβ2 + bβ2 )2 . This leads
to (A.5) .
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Lemma A.5 (Second Separation Inequality). For M > 2 and a > b > 0 , we have∣∣∣ (a+ b)M − (aM + bM) ∣∣∣ ≤ CM · (aM−1 · b + bM−1 · a) . (A.6)
Here CM is a positive constant depending on M , but not on a and b .
Proof. For M > 2 , we consider the function
g(t) =
(1 + t)M − (1 + tM)
t










g(t) = 2M − 6 .
Hence | g(t) | ≤ CM for t ∈ (0, 1) . With the substitution t = b
a
, we have∣∣∣ (a+ b)M − (aM + bM) ∣∣∣ ≤ CM · aM−1 · b . (A.7)
Via a symmetric argument, we obtain∣∣∣ (a+ b)M − (aM + bM) ∣∣∣ ≤ CM · (aM−1 · b + bM−1 · a) .
for a > b > 0 . Here CM is a positive constant depending on M , but not on a and
b .
Lemma A.6 (Third Separation Inequality). For a, b > 0 and 0 < τ < 1 , we have
(a + b)τ ≤ aτ + bτ . (A.8)
Proof. We consider the function h(x) = xτ with 0 < τ < 1 . Note that h′′(x) =
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≤ h
(





(a+ b) · b
a+ b
)
= h(a) + h(b) .
That is, (a + b)τ ≤ aτ + bτ for a, b > 0 and 0 < τ < 1 .

AppendixB
Proofs of Weak Interaction Lemmas
B.1 Proof of Weak Interaction Lemma for juxta-
posed bubbles









λ22 + |y − ξ2|2
)Q
dy
where P, Q > 0 and P +Q = n. Here we deal with the case
λ1
C
≤ λ2 ≤ C · λ1, and d := |ξ1 − ξ2|√
λ1 · λ2
≥ do .





















































































































































d 1 =⇒ R 1) .
Note that









= d · √σ and 1
C




· d ≤ |ς| ≤
√
C · d .










Rn \ [Bo(R)∪Bς(R) ]
. (B.1)
For the first integral on the right side of (B.1), we consider the following three cases.
Case 1. P >
n
2


























































tan θ := r
)






[sin θ]n−1 · [cos θ]2(P−1)−(n−1) dθ






[cos θ]2(P−1)−(n−1) · [sin θ] dθ






[cos θ]2(P−1)−(n−1) d[cos θ]












In the above, the constant Cn depends on n.
Case 2. P =
n
2









σ2 + |y − ς|2
)Q
dy





[sin θ]n−1 · [cos θ]2(P−1)−(n−1) dθ









2(P − 1)− (n− 1) = −1 )








= − Cn · σ
Q
R2Q



















− Cn · σ
Q
R2Q




· ln [tan (arctanR)] − Cn · σ
Q
R2Q
· ln [sin (arctanR)]
≤ Cn · C
Q
Rn
· lnR for R  1 .
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Note that in this case P = n
2





as R→∞ =⇒ sin (arctanR)→ 1 as R→∞
=⇒ ln [sin (arctanR)]→ 0 as R→∞ .
Case 3. P <
n
2









σ2 + |y − ς|2
)Q
dy





[sin θ]n−1 · [cos θ]2(P−1)−(n−1) dθ












n− 2P · [tan (arctanR)]
n−2P




As for the second integral on the right side of (B.1), it is almost symmetric to the
first one.
Case 1’. Q >
n
2















































· rn−1 dr (r := |y|)



















Case 2’. Q =
n
2










σ2 + |y − ς|2
)Q
dy








[sin θ]n−1 · [cos θ]2(Q−1)−(n−1) dθ









2(Q− 1)− (n− 1) = −1 )












Case 3’. Q <
n
2










σ2 + |y − ς|2
)Q
dy





[sin θ]n−1 · [cos θ]2(Q−1)−(n−1) dθ

























As for the third integral on the right side of (B.1), we consider the ‘right’ hand side:∫
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≤
∫










































Likewise for the ‘left’ hand side:∫



















































2(P +Q) > n
)













λ22 + |y − ξ2|2
)Q
dy ≤ C · ln d
d]
,
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C¯1 · ln d
dn










Here we simplify the constant C¯1, which depends on n, “C” and P .
This completes the proof of Lemma.
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B.2 Proof of Weak Interaction Lemma for super-
imposed bubbles










































































































































We consider the situation:
λ2
λ1
 1 , and |ς| = |ξ2 − ξ1|
λ2
≤ c2 .


















1 + |y − ς|2
)Q
dy

















|y − ς| ≥ 1
2
|y| , if |y| ≥ 2c2 , |ς| ≤ c2
)




















r := |y| )









· [sec θ]2 dθ ( tan θ := r )

























































· rn−1 dr ( r := |y′| )









tan θ := r
)








We consider the following three cases.
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1 + |y − ς|2
)Q
dy

















































1 + |y − ς|2
)Q
dy





[sin θ]n−1 · [cos θ]2P−n−1 dθ




[cos θ]2P−n−1 · [sin θ] dθ




[cos θ]2P−n−1 d[cos θ]
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1 + |y − ς|2
)Q
dy
























































 − C · σ n2 · ln [sin(arctan(2c2
σ
))]












































The constant C¯2 depends on n, “c
2” and P .
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The proof is completed.
AppendixC
Second order information I ′′o for
juxtaposed bubbles
We treat the second Fre´chet derivative of Io at f ∈ D1 , 2 . The expression is given
by (





[ 〈∇φ, ∇h〉 − n(n+ 2) f 4n−2 · φ · h ]
for φ, h ∈ D1, 2. In particular,(





[ 〈∇φ, ∇h〉 − n(n+ 2) z 4n−2σ · φ · h ]
for zσ = Vλ1, ξ1 + Vλ2, ξ2 . Now we consider the “diagonal element”, say(





[ 〈∇f, ∇f〉 − n(n+ 2) z 4n−2σ · f 2 ]
=
∥∥f∥∥25 − n(n+ 2) ∫
Rn
(
Vλ1, ξ1 + Vλ2, ξ2
) 4
n−2 · f 2
for f ∈ D1, 2.
Lemma C.1. For n ≥ 6 , let zσ := Vλ1 , ξ1 + Vλ2 , ξ2 for (λ1 , ξ1 ; λ2 , ξ2) ∈ (R+ ×
Rn)× (R+ × Rn) with
λ1
C¯
≤ λ2 ≤ C¯ · λ1 . (C.1)




≥ do , (C.2)
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then (
I ′′o (zσ) [f ] f
) ≥ c2∥∥f∥∥25
for all f ∈⊥+2 where
⊥+2=
{
g ∈ D1, 2
∣∣∣ 〈g, Vλj , ξj〉5 = 〈g, ∂λjVλj , ξj〉5 = 〈g, ∂ξj|kVλj , ξj〉5 = 0
for j = 1, 2; k = 1, 2, · · · , n
}
.
Here the constant c is independent on (λ1 , ξ1 ; λ2 , ξ2) as long as (C.1) and (C.2)
are fulfilled.
C.1 Uniform invertibility of I ′′o (Vλ, ξ) revisited
Lemma C.2. For any w ∈⊥1, there exists a positive number c such that the
inequality ∫
Rn









holds uniformly for all Vλ, ξ. Here c does not depend on Vλ, ξ or w, and
⊥1 =
{
g ∈ D1, 2
∣∣∣ 〈g, Vλ, ξ〉5 = 〈g, ∂λVλ, ξ〉5 = 〈g, ∂ξ|kVλ, ξ〉5 = 0 for k = 1, 2, · · · , n} .
Remark C.3. We rewrite (C.3) as(
1− c2) ∫
Rn





λ, ξ · w2 . (C.4)
The inequality above is invariant via a rescaling w˜(y) = a
n−2



















· [w˜(y)]2 dy . (C.5)
This is because
LHS of (C.5) =
(
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=
(
1− c2) · an−2 ∫
Rn











∣∣∇y w(y)∣∣2 dy ;















λ2 + |y˜ − ξ|2
)2






λ2 + |y − ξ|2
)2
· [w(y)]2 dy .
The inequality (C.4) is also invariant under a translation w˜(y) = w(y− η). That is,(
1− c2) ∫
Rn




λ2 + |y − η − ξ|2
)2
· [w˜(y)]2 dy .












5 = 0 if
w ∈⊥1.
Thus via rescaling and translation, we may assume that λ = 1 and ξ = 0 .
We have the following inequality to prove(
1− c2) ∫
Rn






· [w(y)]2 dy . (C.6)
Proof.
Let P˙ be the stereographic projection Sn \ {N} → Rn. It is known that P˙ is a











where y = P˙(x). Define the function u on Sn by






with y = P˙(x) .
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P˙ is an isometry
)
.







































∆u(x)− c˜n n(n− 1)u(x)

















Combining the above equalities, we have∫
Rn






·[w(y)]2 dy = ∫
Sn
∣∣∇g1 u(x)∣∣2 dVg1 .
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O. Rey [42] proves that the eigenvalues of the operator −∆1 are λk = k(n+ k − 1)
with multiplicity nk =
(n+ k − 2)! (n+ 2k − 1)!





u(x) · xi dVg1 = 0 .
Then we have∫
Sn















· [w(y)]2 dy .
That is, ∫
Rn





































· [w(y)]2 dy .
By taking c2 =
4
n+ 4
, we complete the proof.
C.2 Arguments toward Lemma C.1
For n ≥ 6 , we have the separation inequality (Vλ1, ξ1 +Vλ2, ξ2) 4n−2 ≤ V 4n−2λ1, ξ1 + V 4n−2λ2, ξ2 .
Hence we see for f ∈⊥+2, the following inequality(












· f 2 (C.7)
is enough.
Scaling and translation invariance.
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Via a rescaling f˜(y) = a
n−2





















)2 + |y − ξ2
a
|2










1− c2) · an−2 ∫
Rn











∣∣∇y f(y)∣∣2 dy ;

























λ22 + |y˜ − ξ2|2
)2]











λ22 + |y − ξ2|2
)2]
· [f(y)]2 dy .
Likewise, one can check that (C.7) is invariant under translation, and f˜ ∈⊥+2 if








≤ λ2 ≤ C¯. We consider the disjoint balls Bo(R) and
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C.3 Restrictions to the balls and ‘almost’ perpen-
dicularity
Step 1. Restrictions to the balls.
Let f ∈ D1, 2. Intuitively we cut off f outside Bo(R), and preserve as much gradient
of f as possible. Thus we seek to find f1 ∈ D1, 2 such that f1 = 0 in Rn \Bo(R) and
minimizes ∫
Bo(R)
∣∣∇ (f − f1) ∣∣2 .








We define f1 := f − h1 in Bo(R). Then






















] · f1 = ∫
Bo(R)
〈∇f, ∇f1〉 .
There is no boundary term as f1
∣∣
∂Bo(R)




















∣∣∇f ∣∣2 + ∫
Bo(R)






















∣∣∇f ∣∣2 − ∫
Bo(R)
∣∣∇h1∣∣2 ( [∆h1] = 0 ) .
Step 2. ‘Almost’ perpendicularity.
With
∥∥f∥∥5 as the ‘unit’, we show that f1 is ‘almost’ in ⊥1, where
⊥1=
{
g ∈ D1, 2
∣∣∣ 〈g, V1, 0〉5 = 〈g, ∂λVλ, ξ|λ=1, ξ=0〉5 = 〈g, ∂ξ|kVλ, ξ|λ=1, ξ=0〉5 = 0
for k = 1, 2, · · · , n
}
.
In this subsection, we denote V1 = V1, 0 .












































































































































Thus we have∣∣∣∣ ∫
Rn





















Á Next we consider




(1 + |y|2)n2 .
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In what follows, we use the shorthand ∂λV1 for ∂λVλ, ξ|λ=1, ξ=0 .












Applying a similar argument, we have∫
Rn
〈∇f1, ∇ (∂λV1) 〉 = −∫
Rn\Bo(R)
〈∇f, ∇ (∂λV1) 〉 .
Note that




=⇒ ∆ (∂λV1) + n(n+ 2)V
4
n−2




















































1 · (∂λV1)2 + C
∫
∂Bo(R)













(1 + |y|2)2 ·
(1− |y|2)2









· rn−1 dr + C · R
n
(1 +R2)n−1

















As in À, we obtain ∣∣∣∣ ∫
Rn





Â Without loss of generality, we consider




(1 + |y|2)n2 .
In what follows, we use the shorthand ∂ξ|1V1 for ∂ξ|1Vλ, ξ|λ=1, ξ=0. We proceed with a
similar argument∫
Rn




〈∇f, ∇ (∂ξ|1V1) 〉 − ∫
Bo(R)
〈∇h1, ∇ (∂ξ|1V1) 〉 .







































〈∇ (∂ξ|1V1) , ∇ (∂ξ|1V1) 〉




















































(1 + |y|2)2 ·
|y|2
(1 + |y|2)n dy + C ·



















Thus we obtain the bound of the first term in (C.9):∣∣∣∣−∫
Rn\Bo(R)
〈∇f, ∇ (∂ξ|1V1) 〉 ∣∣∣∣ ≤ CRn2 · ∥∥f∥∥5 .
For the second term in (C.9),∫
Bo(R)


































Here we apply the integration by parts formula twice. Note that













∣∣∣ ≤ 1 for y ∈ ∂Bo(R), then we have∣∣∣∣−∫
Bo(R)
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The second last step follows from the estimate of
∫
∂Bo(R)
∣∣f ∣∣ . Therefore we obtain
∣∣∣∣ ∫
Rn
〈∇f1, ∇ (∂ξ|1V1) 〉 ∣∣∣∣ ≤ CRn2 · ∥∥f∥∥5 . Â
Hence































Since ⊥1 is the orthogonal complement of span{V1, ∂λV1, ∂ξ|kV1}, then we see that





Combining the estimates in À, Á, Â, we conclude that
∥∥e1∥∥5 ≤ CRn−22 · ∥∥f∥∥5 .
Furthermore, we make use of the following estate:
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1 · g2 .
It follows that there exists a positive number c¯ such that(
1− c¯ 2) ∫
Rn





1 · (f1 − e1)2 . (C.10)
C.4 Completion of the proof of Lemma C.1


















































∣∣∇ (f1 − e1) ∣∣2 + M ∫
Rn
∣∣∇e1∣∣2
for some suitable M . Here c¯ is given in (C.10). Then we have∫
Rn
















































∣∣∇ (f1 − e1) ∣∣2 − C1 ∫
Rn

















∣∣∇e1∣∣2 ] − C2 ∫
Rn
∣∣∇e1∣∣2













∣∣∇f1∣∣2 + O( 1
Rn−2
)





1 · f 21
when R 1. Likewise, define f2 on Bξ2(R). We denote V2 = Vλ2, ξ2 .




∣∣∇f2∣∣2 + O( 1
Rn−2
)





2 · f 22 .




































. See below for the proof. Together with∫
Rn










∣∣∇f ∣∣2 ≥ (1− c2) ∫
Rn
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for R 1. That is, there exists a positive number c˜ such that(











· f 2 .
At this stage we complete the proof of Lemma C.1 .
Alternative proof of Lemma C.1 .∫
Rn



















∣∣∇f ∣∣2 − ∫
Bo(R)
∣∣∇f1∣∣2 ] + [∫
Bξ2 (R)




















































∣∣∇f ∣∣2 − ∫
Bo(R)
∣∣∇f1∣∣2 ] + [∫
Bξ2 (R)






∣∣∇f1∣∣2 + c¯ 2 ∫
Bξ2 (R)



















∣∣∇f ∣∣2 + inf {c¯ 2, 1}∫
Bξ2 (R)





≥ inf {c¯ 2, 1}∫
Rn
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≥ 1
2
· inf {c¯ 2, 1}∫
Rn
∣∣∇f ∣∣2 .
The step (C.12) holds, as for x > y > 0 ,
x− y + ty ≥

tx, if t < 1;
x, if t ≥ 1.
=⇒ x− y + ty ≥ inf {t, 1}x .
Therefore, we conclude there exists a positive number c such that(
1− c2) ∫
Rn

















∣∣f 2 − f 21 ∣∣















































































∥∥f∥∥5 . As noted in [6] , we can take h1 to be non-negative. Otherwise, replace
f by
∣∣f ∣∣, and let h¯1 solve 
∆ h¯1 = 0 in Bo(R),
h¯1 =
∣∣f ∣∣ on ∂Bo(R).
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Via the maximum principle, we have
∣∣h1∣∣ ≤ h¯1 .
Moreover, ∫
Rn
∣∣∇f ∣∣2 = ∫
Rn
∣∣∇ |f | ∣∣2 .
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Using Ho¨lder’s inequality and Sobolev inequality, we obtain∫
Bo(R)








∣∣f ∣∣ · ∣∣f ∣∣n+2n−2 + ∫
Bo(R)




∣∣f ∣∣ 2nn−2 ] + [ ∫
Bo(R)
∣∣f1∣∣ 2nn−2]n−22n · [ ∫
Bo(R)




∣∣∇f ∣∣2 ] 12 · 2nn−2 + [ ∫
Bo(R)
∣∣∇f1∣∣2] 12 · [ ∫
Bo(R)




∣∣∇f ∣∣2 ] 12 · 2nn−2
≤ C · ∥∥f∥∥ 2nn−25 .







∣∣h1∣∣ · ∣∣f1∣∣n+2n−2 ≤ ∫
Bo(R)






∣∣f ∣∣ 2nn−2]n−22n · [ ∫
Bo(R)






∣∣∇f ∣∣2] 12 · [ ∫
Bo(R)
∣∣∇f1∣∣2 ] 12 ·n+2n−2 + [ ∫
Bo(R)




∣∣∇f ∣∣2 ] 12 · 2nn−2
≤ C · ∥∥f∥∥ 2nn−25 .
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∣∣h1∣∣ ] 4n+2 · [ ∫
Bo(R)








































∣∣h1∣∣ ] 4n+2 · [ ∫
Bo(R)































































∣∣f 2 − f 21 ∣∣





























∣∣f 2 − f 22 ∣∣ ≤ CRτ · ∥∥f∥∥25.
C.6 Estimate of |f | = |h1| on ∂Bo(R)
For f ∈ D1, 2, one has∫
∂Bo(1)
∣∣f ∣∣ ≤ C [(∫
Bo(1)
∣∣∇f ∣∣2) 12 + (∫
Bo(1)
∣∣f ∣∣ 2nn−2)n−22n ] ≤ C ′(∫
Rn
∣∣∇f ∣∣2) 12 .
Refer to (3.44) in [6] for more details.
Rescaling Invariance.
Via a rescaling f˜(y) = c
n−2
2 f(cy) where c > 0 is a constant, we have the following
invariance:∫
Rn





























∣∣∇y f(y)∣∣2 dy .
The last step is changing the name of dummy variable. On the other hand,∫
∂Bo(1)
∣∣f˜(y)∣∣ dSy = cn−22 ∫
∂Bo(1)
∣∣f(cy)∣∣ dSy























∣∣f(y)∣∣ dSy ≤ C ′(∫
Rn
∣∣∇y f(y)∣∣2 dy) 12 .
That is, for R > 0 , ∫
∂Bo(R)
∣∣f(y)∣∣ dSy ≤ C ·Rn2 · ∥∥f∥∥5 .
Here C is a positive constant.
C.7 Improved non - degeneracy
In what follows, we use the shorthand ∂λ1V1 for ∂λVλ, ξ|λ=1, ξ=0. In the expression of










[ 〈∇ (∂λ1V1) , ∇h〉− n(n+ 2) z 4n−2σ · (∂λ1V1) · h ]
















































2 · (∂λ1V1) · h .
The first term disappears, as
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=⇒ ∆ (∂λ1V1) + n(n+ 2)V
4
n−2
1 · (∂λ1V1) = 0 .
The first separation inequality tells us∣∣∣ (V1 + V2) 4n−2 − V 4n−21 − V 4n−22 ∣∣∣ ≤ C · V 2n−21 · V 2n−22 .


















=⇒ ∣∣∂λ1V1∣∣ ≤ C · 1λ1 · V1.










































































































=⇒ P1 + Q1 = n, and P1 > Q1 for n ≥ 6;
=⇒ ]1 = min
{
2P1, 2Q1, n
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=⇒ P2 + Q2 = n, and P2 > Q2 for n ≥ 6;
=⇒ ]2 = min
{
2P2, 2Q2, n
} − o(1) = 8n
n+ 2
− o(1) .
























· ∥∥∂λ1V1∥∥5 · ∥∥h∥∥5 .
The last step follows by
∥∥∂λ1V1∥∥5 = O( 1λ1
)
. Hence the conclusion in Lemma C.1
does not hold for f = ∂λ1V1 when d  1 .
On the other hand, let us look at what happens when φ = V1 in the second Fre´chet

















































2 · V1 · h .
Since ∆V1 + n(n − 2)V
n+2
n−2
1 = 0, then using the integration by parts formula, we
have ∫
Rn



































































2 · V1 ·




































































n − 2 V1
)





‖ e1 ‖5 = O
(
1
d 2− o (1)
)
.
Thus when d  1 ,
‖ I ′′o (zσ) [V1 ] ‖5 ≥
[
4
n − 2 − o (1)
]
· ‖V1 ‖5 .
for n ≥ 6 . Here we apply the Riesz Representation Theorem. Likewise,
( I ′′o (zσ) [V2 ]h) =
〈(
− 4
n − 2 V2
)





‖ e2 ‖5 = O
(
1
d 2− o (1)
)
.
It follows from (C.12) that
〈φ , V1 〉5 = 0 =⇒ | ( I ′′o (zσ) [V1 ]φ) | = o (1) · ‖φ ‖5 ,
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where o (1) → 0+ when d → ∞ . We can take away V1 in ⊥+2 in Lemma C.1 .
Refer to [35] for a rigorous proof.
Lemma C.4. For n ≥ 6 , let zσ := Vλ1 , ξ1 + Vλ2 , ξ2 with
C−1 · λ1 ≤ λ2 ≤ C · λ1 . (C.13)
There exist positive numbers do ( 1 ) and c ( small ) so that if
d :=
| ξ1 − ξ2 |√
λ1 · λ2
≥ do , (C.14)
then
‖ I ′′o (zσ) [ f ] ‖25 ≥ c2 · ‖ f ‖25 ,
| ( I ′′o (zσ) [ f ] f) | ≥ c2 · ‖ f ‖25
for all f ∈⊥+1 , where
⊥+1 =
{










for j = 1 , 2 ; k = 1 , 2 , · · · , n} .
Here the constant c is independent on (λ1 , ξ1 ; λ2 , ξ2) as long as (C.13) and (C.14)
are fulfilled.
Repeat the argument one more time for V2 , we obtain the non - degeneracy lemma
(Lemma 7.8) . The situation of second order information I ′′o for superimposed bub-
bles is quite complicated and so is omitted.
AppendixD
Solving the auxiliary equation
Our goal is to find a “small” solution to auxiliary equation.
Theorem D.1 (the case for aggregated blow - up.). For n ≥ 6 , let zσ := Vλ1 , ξ1 +
Vλ2 , ξ2 for (λ1 , ξ1 ; λ2 , ξ2) ∈ (R+ × Rn)× (R+ × Rn) and
⊥σ =
{
g ∈ D1 , 2




≤ λ2 ≤ C · λ1 , (D.1)
and there exist positive constants ε¯o, d¯o and C¯1 so that if |ε| ≤ ε¯o and
d :=
| ξ1 − ξ2 |√
λ1 · λ2
≥ d¯o , (D.2)
then the auxiliary equation
Pσ ◦ I ′ε (zσ + w) = 0 (D.3)
has a unique solution wzσ ∈⊥σ with the property that









where o (1) → 0+ as d → ∞ . The constants ε¯o and C¯1 are independent on
(λ1 , ξ1 ; λ2 , ξ2) as long as (D.1) and (D.2) are fulfilled.
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Theorem D.2 (the case for towering blow - up.). For n ≥ 6 , let z∫ := Vλ1 , ξ1 +
Vλ2 , ξ2 for (λ1 , ξ1 ; λ2 , ξ2) ∈ (R+ × Rn)× (R+ × Rn) with
| ξ1 − ξ2 |
λ1
≤ C . (D.5)




≥ h¯o , (D.6)
then the auxiliary equation
Pσ ◦ I ′ε (z∫ + w) = 0 (D.7)
has a unique solution wz∫ ∈⊥σ with the property that∥∥wz∫∥∥5 ≤ C¯2 · ( |ε| + 1hn+24 − o (1)
)
(D.8)
where o (1) → 0+ as h → ∞ . The constants ε¯o and C¯2 are independent on
(λ1 , ξ1 ; λ2 , ξ2) as long as (D.5) and (D.6) are fulfilled.
Proof of Theorem D.2 (the case for towering blow - up).
By the Riesz Representation Theorem, we identify
Pσ ◦ I ′ε (z∫ + w) : ⊥σ −→ ⊥σ ,
and












[ ε ·Hc ] (z∫ + w)
n+2
n−2
+ · h .
We write Pσ ◦ I ′ε (z∫ + w) as
Pσ ◦ I ′o (z∫ ) + Pσ ◦ I ′′o (z∫ ) [w] + Pσ ◦ [ε ·G′] (z∫ + w) + Pσ ◦Rz∫ (w) (D.9)
for ‖w‖5 small. The remainder is given by
Rz∫ (w) [h] = I
′
ε (z∫ + w) [h] − I ′o (z∫ ) [h] −
(
I ′′o (z∫ ) [w]h


































[ ε ·Hc ] (z∫ + w)
n+2
n−2
+ · h ,
















〈∇w,∇h〉 − n(n+ 2)z∫ 4n−2 · w · h
]
,
ε ·G′ (z∫ + w) [h] = −c˜n
∫
Rn
[ ε ·Hc ] · (z∫ + w)
n+2
n−2
+ · h .
According to the Weak Interaction Lemma 7.6 , we have









We can find w¯1 ∈⊥σ such that
Pσ ◦ I ′′o (z∫ ) [w¯1] = −Pσ ◦ I ′o (z∫ )
and









Next we seek to find w2 ∈⊥σ such that
Pσ ◦ I ′′o (z∫ ) [w2] = −
[
ε · [Pσ ◦G′] (z∫ + w¯1 + w2) + Pσ ◦Rz∫ (w¯1 + w2)
]
.
Define an operator T by
T(x) = − [Pσ ◦ I ′′o (z∫ )]−1 ·
[
ε · [Pσ ◦G′] (z∫ + w¯1 + x) + Pσ ◦Rz∫ (w¯1 + x)
]
.
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We now turn to a fixed point to T. For h ∈⊥σ, we have
ε ·G′ (z∫ + w¯1 + w) [h] = − c˜n
∫
Rn
[ ε ·Hc ] · (z∫ + w¯1 + w)
n+2
n−2
+ · h .
By applying the Minkowski Inequality and Sobolev Inequality, we obtain
|ε| · ∣∣G′ (z∫ + w¯1 + w) [h] ∣∣ ≤ C · |ε| · [∫
Rn












≤ C · |ε| · ‖h‖5 .
The last inequality follows from ‖w‖5 ≤ c and ‖w¯1‖5 ≤ 1 . Thus
|ε| · ‖G′ (z∫ + w¯1 + w) ‖ ≤ C · |ε| .







Hence by choosing ε to be small, and h to be large, we have
‖T(w) ‖ ≤ c .
Next, in order to obtain a fixed point of T , we need the estimate of
‖T(w1) − T(w2) ‖
for ‖w1‖5 ≤ c and ‖w2‖5 ≤ c . Using the Minkowski Inequality and Sobolev
Inequality again, we have
|ε| ·
∣∣∣G′ (z∫ + w¯1 + w1) [h]−G′ (z∫ + w¯1 + w2) [h] ∣∣∣





(z∫ + w¯1 + w1)
2n
n−2







≤ C · |ε| ·
∫
Rn
|w1 − w2| · (2z∫ + 2|w¯1|+ |w1|+ |w2|)
4
n−2 · |h|
≤ C · |ε| · ‖w1 − w2‖5 · ‖h‖5 .
We do the similar estimate for the remainder. Hence
‖T(w1) − T(w2)‖ ≤ γ ‖w1 − w2‖5 ,
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where 0 < γ < 1 . Via the Contraction Mapping Theorem, the operator T has a
unique fixed point w¯2 with









Thus we find a solution
wz∫ = w¯1 + w¯2
to the auxiliary equation (D.7). Moreover, from ‖wz∫‖5 ≤ ‖w¯1‖5 + ‖w¯2‖5, it
follows that ∥∥wz∫∥∥5 = O(|ε| + 1hn+24 − o (1)
)
.
We have thus proved the theorem.
The proof of Theorem (the case for aggregated blow - up) are almost identical, using




Let wz∫ ∈ ⊥σ be the unique solution to the auxiliary equation
Pσ ◦ I ′ε (z∫ + w) = 0
with ∥∥wz∫∥∥5 ≤ C · ( | ε | + 1hn+24 − o (1)
)
.
Consider the finite dimensional reduction, which depends on (λ1, ξ1; λ2, ξ2),































































· [Dk` (z∫ + wz∫ ) ]
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[ ε ·H ] · (z∫ + wz∫ )n+2n−2+ · [Dk` (z∫ + wz∫ ) ]
for k = 1 , 2 and ` = 0 , 1 , 2 , · · · , n .
Theorem E.1 (Finite Dimensional Reduction). There exist positive numbers ε¯o















for k = 1 , 2 and ` = 1 , 2 , · · · , n . Here the parameters (λ1 , ξ1 ; λ2 , ξ2) satisfy
the conditions
| ε | ≤ ε¯o and h ≥ h¯o .








λk · ∂Vλk, ξk
∂λk∥∥∥∥λk · ∂Vλk, ξk∂λk
∥∥∥∥
5





for k = 1 , 2 , and
q˜k` =
λk · ∂Vλk, ξk
∂ξk|`∥∥∥∥λk · ∂Vλk, ξk∂ξk|`
∥∥∥∥
5










5 = o (1)
for (k′ , `′) 6= (k , `) . Thus the collection { q˜k` | k = 1 , 2 ; ` = 0 , 1 , 2 , · · · , n}
forms an orthonormal basis for the orthogonal complement of ⊥σ ( denoted by ⊥cσ ) .
Via Riesz Representation Theorem,







































































= 0 . (E.1)




=⇒ 〈 Dk` wz∫ , q˜k` 〉5 + 〈wz∫ , Dk` q˜k` 〉5 = 0
=⇒








5 ≤ C ·
∥∥wz∫∥∥5 ≤ C · ( |ε|+ 1hn+24 − o (1)
)










= 0 , (E.2)
where | ♣k′
`′
| = o (1) . Here o (1) → 0 as | ε | → 0 and h → ∞ . Other part of
the proof follows as in the proof of Theorem 2.12 ( pp. 22 in [3] ) . That is, (E.1) is




, which is invertible
when | ε | ≤ ε¯o and h ≥ h¯o ( by choosing ε¯o and h¯o smaller if needed ) . Hence zero
solution (or the trivial solution) is the only option ( that is, Ak` = 0 for k = 1 , 2
and ` = 0 , · · · , n ) .
By using the corresponding conditions and estimates for juxtaposed bubbles, the
argument also works in that situation.

AppendixF
Estimates on the derivatives of the
solution to the auxiliary equation
We often make use of the following estimates in the sequel.∣∣∣∣λ · ∂Vλ, ξ∂λ
∣∣∣∣ ≤ n− 22 · Vλ, ξ ,∣∣∣∣λ · ∂Vλ, ξ∂ξj
∣∣∣∣ ≤ n− 22 · Vλ, ξ .
F.1 Estimates of





Lemma F.1. We assume the followings.
(i) ε and (λ1 , ξ1 ; λ2 , ξ2) ∈ (R+ × Rn)× (R+ × Rn) satisfy the conditions
|ε| ≤ ε¯+o ,
|ξ1 − ξ2|
λ1
≤ C , and h := λ2
λ1
≥ h¯1 .
(ii) |H| ≤ C¯ in Rn .









Chapter F. Estimates on the derivatives of the solution to the auxiliary
equation
and (









h 1− o (1)
)
· ∥∥wz∫∥∥5
for k = 1 , 2 and ` = 0 , 1 , 2 , · · · , n .
Proof of Lemma F.1 (Part I) :











































∣∣λk ·Dk` z∫ ∣∣ .












































































Proof of Lemma F.1 (Part II) :
F.1 Estimates of
∣∣I ′o (z∫ ) [λk ·Dk` z∫]∣∣ and (I ′′o (z∫ ) [λk ·Dk` z∫]wz∫ ) 153
Estimate on
(















−∆[λ1 · ∂V1] · h− n(n+ 2)V 4n−21 · [λ1 · ∂V1] · h} ∣∣∣∣















































































































































































































Thus we have∣∣∣ ( I ′′o (z∫ ) [λ1 · ∂V1]h ) ∣∣∣


























































h 2− o (1)
)]
.
Estimating the derivative in other variables is a similar fashion, we conclude that
(




























∣∣(z + w)τ − zτ − τzτ−1w∣∣·|h| with
τ = n+2n−2
For n ≥ 6 , for the convenience of the readers, we recall the following argument,
which is contained in the Appendix of [35] . We render it for the present situation.
Using the Taylor expansion, we observe that
(1 + a)
n+2
n−2 = 1 +
n+ 2







∣∣∣∣ (1 + a)n+2n−2 − 1− n+ 2n− 2 · a





Rn |(z + w)τ − zτ − τzτ−1w| · |h| with τ = n+2n−2 155
Here C is a positive constant depending on the dimension n. Set a :=
c
b
with b > 0.
Then we have ∣∣∣∣ (1 + cb)n+2n−2 − 1− n+ 2n− 2 · cb







∣∣∣∣ (1 + cb)n+2n−2 − 1− n+ 2n− 2 · cb
∣∣∣∣ ≤ C · bn+2n−2 · (cb)2
=⇒
∣∣∣∣ (b+ c)n+2n−2 − bn+2n−2 − n+ 2n− 2 · b 4n−2 · c





∣∣∣∣ (b+ c)n+2n−2 − bn+2n−2 − n+ 2n− 2 · b 4n−2 · c





∣∣∣∣ (b+ c)n+2n−2 − bn+2n−2 − n+ 2n− 2 · b 4n−2 · c






< γ. Now we let b := z∫ and c := wz∫ . It follows that∣∣∣∣ (z∫ + wz∫ )n+2n−2 − zn+2n−2∫ − n+ 2n− 2 · z 4n−2∫ · wz∫











∣∣∣∣ (z∫ + wz∫ )n+2n−2 − zn+2n−2∫ − n+ 2n− 2 · z 4n−2∫ · wz∫
∣∣∣∣ · |h|
≤ C · γ ·
∫
Ωγ
∣∣wz∫ ∣∣n+2n−2 · |h|
≤ C · γ ·
[∫
Ωγ




≤ C · γ · ∥∥wz∫∥∥n+2n−25 · ‖h‖5 .
On the other hand,∫
Rn\Ωγ
∣∣∣∣ (z∫ + wz∫ )n+2n−2 − zn+2n−2∫ − n+ 2n− 2 · z 4n−2∫ · wz∫
∣∣∣∣ · |h|
156























































· ∣∣wz∫ ∣∣n+2n−2 · |h|
( ∣∣∣∣wz∫z∫





∣∣wz∫ ∣∣n+2n−2 · |h|
≤ C γ−n+2n−6 · ∥∥wz∫∥∥n+2n−25 · ‖h‖5 .
Thus we obtain∫
Rn
∣∣∣∣ (z∫ + wz∫ )n+2n−2 − zn+2n−2∫ − n+ 2n− 2 · z 4n−2∫ · wz∫
∣∣∣∣ · |h| ≤ C · ∥∥wz∫∥∥n+2n−25 · ‖h‖5 .
F.3 Estimates of




Let wz∫ ∈ ⊥σ be the unique solution to the auxiliary equation [cf. (7.31)] . Under
the conditions in the weak interaction lemma 7.4 , for n ≥ 6 , and
|ε| ≤ ε¯o , and h := λ2
λ1
≥ h¯1 ,
we have ∥∥wz∫∥∥5 ≤ C ·
([∫
Rn














Starting with the auxiliary equation
0 = Pσ ◦ I ′ε(z∫ + wz∫ )[h]
F.3 Estimates of








[ ε ·H ] · (z∫ + wz∫ )n+2n−2+ · h .



















































λk ·Dk` z∫ + λk ·Dk` wz∫
]




λk ·Dk` z∫ + λk ·Dk` wz∫
]




λk ·Dk` z∫ + λk ·Dk` wz∫
]
.







































· [λk ·Dk` z∫ + λk ·Dk` wz∫ ] · h .
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equation
When n ≥ 6, the function f(x) = x 4n−2 is concave on [0,∞) as f ′′(x) < 0 for all
x > 0. Then we have
f(a) + f(b) = f
(










· f(a+ b) + b
a+ b
· f(a+ b) = f(a+ b) .
This implies that ∣∣∣∣(z∫ + wz∫ ) 4n−2+ − z 4n−2∫ ∣∣∣∣ ≤ ∣∣wz∫ ∣∣ 4n−2 .
We encounter estimates of the following type. For f, g, h ∈ D1 , 2 ,∫
Rn






















∣∣f ∣∣ 4n−2 · 2nn+2 ·n+24 ] 4n+2 · [ ∫
Rn
∣∣g∣∣ 2nn+2 ·n+2n−2 ]n−2n+2 )n+22n · ∥∥h∥∥5
(










∣∣f ∣∣ 2nn−2 ] 4n+2 ·n+22n · [ ∫
Rn








∣∣f ∣∣ 2nn−2 ]n−22n ) 4n−2 · ∥∥g∥∥5 · ∥∥h∥∥5
≤ C3
∥∥f∥∥ 4n−25 · ∥∥g∥∥5 · ∥∥h∥∥5 (applying Sobolev inequality) .
F.3 Estimates of





















∣∣wz∫ ∣∣ 4n−2 · ∣∣λk ·Dk` z∫ ∣∣ · |h| ]+ [ ∫
Rn












∣∣λk ·Dk` z∫ ∣∣ 2nn+2 ·n+2n−2]n−2n+2 ·n+22n · [∫
Rn




∣∣λk ·Dk` wz∫ ∣∣ 2nn+2 ·n+2n−2]n−2n+2 ·n+22n · [∫
Rn
∣∣wz∫ ∣∣ 4n−2 · 2nn+2 ·n+24 ] 4n+2 ·n+22n · ‖h‖5
=
[ ∥∥λk ·Dk` z∫∥∥5 + ∥∥λk ·Dk` wz∫∥∥5 ] · [∫
Rn
∣∣wz∫ ∣∣ 2nn−2]n−22n · 4n−2 · ‖h‖5
≤




∥∥λk ·Dk` wz∫∥∥5 ] ·
([∫
Rn















Next we consider the term
(

























∣∣λk ·Dk` z∫ ∣∣ · |h| + C ∫
Rn




∣∣λk ·Dk` wz∫ ∣∣ · |h|
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|ε ·H| · z
4
n−2
∫ · z∫ · |h| + C
∫
Rn








|ε ·H| · ∣∣wz∫ ∣∣ 4n−2 · z∫ · |h| + C ∫
Rn






























· ∥∥wz∫∥∥ 4n−25 · ‖h‖5
+ C · |ε| · ∥∥wz∫∥∥ 4n−25 · ‖λk ·Dk` wz∫‖5 · ‖h‖5 .
Since
0 =














· [λk ·Dk` z∫ + λk ·Dk` wz∫ ] · h
+
(









it follows that∣∣∣ (Pσ ◦ I ′′o (z∫ ) [λk ·Dk` wz∫ ]h ) ∣∣∣
≤














· [λk ·Dk` z∫ + λk ·Dk` wz∫ ] · h ∣∣∣∣
+
∣∣∣ ε · [Pσ ◦G′′] (z∫ + wz∫ ) [λk ·Dk` z∫ + λk ·Dk` wz∫ ] ∣∣∣
≤ C · 1
h 1− o (1)
· ‖h‖5




∥∥λk ·Dk` wz∫∥∥5 ] ·
([∫
Rn












































· ∥∥wz∫∥∥ 4n−25 · ‖h‖5
+ C · |ε| · ∥∥wz∫∥∥ 4n−25 · ‖λk ·Dk` wz∫‖5 · ‖h‖5 .
That is,∥∥λk ·Dk` wz∫∥∥5
























































∥∥λk ·Dk` wz∫∥∥5 ≤ C
(
1












F.4 Proof of Proposition F.2
Proposition F.2. For n ≥ 6 , let z∫ = Vλ1, ξ1 + Vλ2, ξ2 . We assume the followings.
(i) ε and (λ1, ξ1; λ2, ξ2) ∈ (R+ × Rn)× (R+ × Rn) satisfy the conditions
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Chapter F. Estimates on the derivatives of the solution to the auxiliary
equation
|ε| ≤ ε¯1, |ξ1 − ξ2|
λ1
≤ C1, and h := λ2
λ1
≥ h¯1 .













at (λ1, ξ1; λ2, ξ2) .




− o (1) .
Here C¯ is independent on H , ε and z∫ . In addition, o(1) → 0+ when h → ∞ .
Proof. We start with the definition of IRH (z∫ ) .




















[ ε ·H ] · (z∫ + wz∫ ) 2nn−2+ .
λk ·Dk` IRH (z∫ ) =
∫
Rn













[ ε ·H ] · (z∫ + wz∫ )n+2n−2+ · (λk ·Dk` z∫ + λk ·Dk` wz∫ ) .
Recall that c¯−1 = −n− 2
2n
· c˜n . That is,
λk ·Dk` IRH (z∫ ) =
∫
Rn
{〈∇z∫ , ∇[λk ·Dk` z∫]〉− n(n− 2) [λk ·Dk` z∫] · zn+2n−2∫ }







〈∇z∫ , ∇[λk ·Dk` wz∫ ]〉 + ∫
Rn




〈∇wz∫ , ∇[λk ·Dk` wz∫ ]〉
















[ ε ·H ] · [λk ·Dk` z∫] · zn+2n−2∫
↑ = λk ·Dk`
[










[ ε ·H ] · [λk ·Dk` wz∫ ] · (z∫ + wz∫ )n+2n−2+ .
It follows that
λk ·Dk` IRH (z∫ )
= λk ·Dk`
[
ε ·GH (z∫ )
]







{〈∇wz∫ , ∇[λk ·Dk` z∫]〉− n(n+ 2) z 4n−2∫ · [λk ·Dk` z∫] · wz∫}















































{〈∇wz∫ , ∇[λk ·Dk` wz∫ ]〉− n(n+ 2) z 4n−2∫ · [λk ·Dk` wz∫ ] · wz∫}
↑ = ( I ′′o (z∫ ) [λk ·Dk` wz∫ ]wz∫ )
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[ ε ·H ] · [λk ·Dk` wz∫ ] · (z∫ + wz∫ )n+2n−2+ .
So we have
λk ·Dk` IRH (z∫ ) = λk ·Dk`
[
ε ·GH (z∫ )
]




















+ I + II + III + IV + V ,
where

































[ ε ·H ] · [λk ·Dk` wz∫ ] · (z∫ + wz∫ )n+2n−2+ ,





] · [zn+2n−2∫ − (V n+2n−2λ1, ξ1 + V n+2n−2λ2, ξ2)] .




− o (1) , (i)
and ∣∣∣ ( I ′′o (z∫ ) [λk ·Dk` z∫]wz∫ ) ∣∣∣ ≤ C · 1h 1− o (1) · ∥∥wz∫∥∥5 . (ii)
Using the uniform bound of the operator I ′′o (z∫ ), one has∣∣∣ ( I ′′o (z∫ ) [λk ·Dk` wz∫ ]wz∫ ) ∣∣∣ ≤ C · ∥∥λk ·Dk` wz∫∥∥5 · ∥∥wz∫∥∥5 . (iii)
In the following, we specify n ≥ 6 ,
|I| ≤ C · ∥∥wz∫∥∥n+2n−25 · ‖λk ·Dk` z∫‖5 ≤ C · ∥∥wz∫∥∥n+2n−25 ; (iv)
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|II| ≤ C · ∥∥wz∫∥∥n+2n−25 · ∥∥λk ·Dk` wz∫∥∥5 . (v)
By (A.7) , we have for a > b > 0 and τ > 0 ,
∣∣(a+ b)τ − (aτ + bτ ) ∣∣ ≤ Cτ · aτ−1 · b .
















∣∣wz∫ ∣∣ + C ∫
Rn











· ∥∥wz∫∥∥5 + C · ‖z∫‖5 · [∫
Rn























∣∣λk ·Dk` wz∫ ∣∣ + C ∫
Rn










· ∥∥λk ·Dk` wz∫∥∥5 (vii)







































∣∣λk ·Dk` wz∫ ∣∣ 2nn−2]n−22n
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· ∥∥λk ·Dk` wz∫∥∥5




− o (1) ·
∥∥λk ·Dk` wz∫∥∥5 . (viii)
The condition
1




























∥∥wz∫∥∥5 ≤ C · 1hn+24 − o (1) ≤ C · 1hn−24 − o (1) , and ∥∥λk ·Dk` wz∫∥∥5 ≤ C · 1h 1− o (1) .












− o (1) ; (iii)




− o (1) ; (iv)




− o (1) ; (v)




− o (1) ; (vi)




− o (1) ; (vii)




− o (1) . (viii)
Hence
λk ·




− o (1) ,
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− o (1) .
Here C¯ is independent on H , ε and z∫ , and o (1) → 0+ when h → ∞ .
We remark that the situation for juxtaposed bubbles is similar.
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