Given a weighted graph G = (V, E), and U ⊆ V , the normalized cut value for U is defined as the sum of the weights of edges exiting U divided by the number of vertices in U . The mean isoperimetry problem for weighted graphs is a generalization of the sparsest cut problem in which, given a parameter k alongside a weighted graph G = (V, E), the objective is to find k disjoint nonempty subsets of V for which the average normalized cut value of the parts is as small as possible.
Introduction
Data clustering is a well-known practical problem about which much research has been done in the past decades. Roughly speaking, given a set of data points, the objective is to partition the points into some k parts, such that the points in each part are as similar to each other as possible, or, alternatively, the points in different parts, when taken as a whole, are as dissimilar as possible. Clustering has numerous applications in image analysis, data compression, machine learning, and bioinformatics, among many others.
A typical incarnation of this problem is where the points lie in a Euclidean or some other metric space D. A standard problem in this setting is to find a set of k points in D to serve as centers for k parts, where each input point is to be assigned to its closest center. The objective is then to choose the centers so that the points on the whole are as close to the center of their parts as possible. Two well-known concretiziations of this objective are the k-median and the k-means problems. In the former, the objective function to be minimized is the sum of the distances of the points to their respective centers, while in the latter it is the sum of the squared distances.
Another classic setting is a graph theoretic one. Here, we are given an undirected graph G with weights on its edges. We are interested in finding a partition of the vertex set of G into k parts A 1 , . . . , A k such that some measure of "coupling" between the A i 's is minimized.
One can take the total weight of the edges exiting a part A i as a measure of the quality of A i , the smaller it is the better. But it seems more reasonable to normalize this value by the size of A i . The objective function then becomes to optimize some function of the k normalized cut values, such as their maximum or their average.
Another leeway to obtain practically more meaningful solutions is obtained by relaxing the condition that the A i 's should comprise a partition of the vertex set of the graph. One can allow for some vertices (or points in the metric clustering setting) to lie outside the k parts; the resulting k disjoint sets are then called a subpartition of the vertices. This also makes much sense practically, as there are typically some outliers in the input data set which don't naturally belong to any clusters.
Outliers can arise from errors in measurement or noise in input data, in which case their presence can negatively affect the quality of the resulting clustering. This is especially true of the k-means problem whose objective function is sensitive to the presence of far-away points. Alternatively, outliers may signify anomalies in the particular real world problem where they come from, such as a land mine in an image, abnormal running conditions of a mechanical system, or fraudulent phone or credit card usage [16] , in which case their detection becomes essential for finding the anomalies.
Isoperimetry on Graphs
Finding a k part subpartition of the vertices of a graph whose parts have low normalized cut value is typically known as the isoperimetry problem. This is due to the analogy of the k = 2 case with the isoperimetry problem in geometry. When the objective is minimizing the maximum normalized cut value of the parts, we have the max isoperimetry problem, and similarly the mean isoperimetry problem is concerned with minimizing the average value of the normalized cut values.
If we also allow the vertices of the input graph to be weighted, then the normalized cut value for a subset U of the vertices of the graph is the total weight of the edges exiting U divided by the total weight of the vertices in U . This is typcially known as the edge expansion of the set U . The case k = 2 in this scenario is typically known as the sparsest cut problem and is a well-studied problem in computer science literature. It has applications in designing divide and conquer algorithms [28] , image segmentation [27] , and clustering [29] , among others. Two of the classic results regarding this problem are Leighton and Rao's O(log n) approximation algorithm [21] , and Arora, Rao, and Vazirani's O( √ log n) approximation algorithm [3] . As for the isoperimetry problem for k > 2, the max version is the one mostly investigated. Lee, Trevisan, and Oveis Gharan [20] prove the relationship between the cost of the optimal solution of the problem and eigenvalues of the Laplacian matrix of the graph, providing an approximation algorithm for the problem in the process (also see [10, 25] ).
Daneshgar and Javadi [9] show that the max isoperimetry problem is NP-Hard even for fixed k. The same authors give an O(n log n) time algorithm for the max isoperimetry problem on weighted trees in [11] . Most relevant to our results, [9] proves that the mean isoperimetry problem is NP-Hard for trees in which both vertices and edges are weighted.
Our Contribution and Technique
In this paper we give an approximation algorithm for the mean isoperimetry problem on weighted graphs. The algorithm works by obtaining a cut sparsifier Hierarchically Structured Tree (HST) for the input graph, which is then fed into an exact algorithm for the mean isoperimetry problem on weighted trees.
In Section 3 we delineate our use of the result of Räcke and Shah [26] to approximate the input graph by an HST cut sparsifier, and prove that this approximation can alter the optimum answer by a factor of at most O(log 1.5 n log log n). Section 2 presents the core theretical apparatus upon which the mean isoperimetry algorithm for weighted graphs is built; that is, an exact algorithm for this problem on weighted trees. The dynamic programming algorithm works its way up the tree, optimizing an extended version of the isoperimetry objective function by fixing some parameters related to the cost of the part containing the root of the current subtree under consideration, thereby letting the recursive computation of the (extended) isoperimetry function to go through. The algorithm works for the case where both the edges and the vertices of the graph are weighted; however, to facilitate presentation, it is described for the case where the vertex weights are all equal to 1. Strightforward modifications are then pointed out that make the algorithm work for the general case. The running time of the algorithm depends on the magnitude of the vertex weights (but not on the edge weights). Hence for polynomially bounded vertex weights the algorithm runs in polynomial time. This includes the case where the weight of each vertex is defined to be its degree in the graph, in which case the normalized cut value for a part equals its edge expansion, which is a well-studied connectivity measure in the literature.
An even more general version of the isoperimetry problem is obtained by taking the objective function to be the ℓ p norm of the vector of normalized cut values. This includes the max isoperimetry problem. In Section 2 we touch upon an approach that can be used to solve this version of the isoperimetry problem on trees; Section 5 contains the details of the resulting algorithm. Contrary to our mean isoperimetry algorithm, the running time of this latter algorithm depends on the actual value of the edge weights, which makes it pseudopolynomial for general weights. In Section 5 we show how one can obtain an approximation algorithm for general isoperimetry on trees by suitably rounding the edge weights. Combined with the approach developed in Section 3, this yields an approximation algorithm for general isoperimetry on general weighted graphs.
Robust k-means
The k-means clustering problem asks for the optimal partitioning of a given set of points in d dimensional Euclidean space into k parts C i 's, for which
is minimized, where c i is the center of C i . Optimizing the k-means cost function is a very well studied problem in the literature; the most widely used algorithm for this problem, by Lloyd [23] , is typically known as the k-means algorithm. Lloyd's algorithm is based on a local search approach, but it is known that it can produce arbitrary bad performance guarantees [18] , and does not terminate in polynomial time in the worst case [4] . The problem has been shown to be NP-Complete [2, 12] , and that it is hard to approximate beyond a certain constant factor [5] .
The good performance of Lloyd's algorithm in practice has led to a number of researchers investigating local search approaches which yield provably good performance guarantees. Kanungo et al. [18] present a 9 + ǫ approximation algorithm, and prove that any algorithm that works by performing a fixed number of swaps at each step cannot get an approximation factor of 9 − ǫ. Cohen-Addad et al. [7] and Friggstad et al. [14] give a local search based PTAS for k-means in any fixed-dimensional Euclidean space. Ahmadian et al. [1] improve upon the result of [18] by giving a 6.357 approximation algorithm for k-means in R d for arbitrary k and d using the primal-dual method.
Many of the papers studying a version of k-means that allows for outliers define their version similar to the standard k-means problem except that there is now an extra input, say z, where the objective is to find a grouping of the input points into k disjoint parts conditioned on that we are allowed to discard up to z points. Gupta et al. [15] give a constant factor approximation algorithm for this problem which may violate the specified upper bound on the number of outliers. Friggstad et al. [13] give a bicriteria PTAS for this problem which uses up to (1 + ǫ)k parts. Recently, Krishnaswamy et al. [19] have given a constant factor approxiamtion algorithm for this problem.
Another general approach is to let the outliers be filtered out automatically by adding a term to the objective function that charges each outlier x i by some penalty g(x i ). The penalty function g can then be taken to be whatever is experimentally seen to produce the best results in the particular application domain in question. This approach was introduced for the k-median and facility location problems in [6] ; see also [22] . As regards k-means, Zhang et al. [30] give a constant factor local search approximation algorithm for the relaxed version of this problem where the input number k is taken to be merely an upper bound on the number of parts.
Many of the works taking the local search approach to k-means rely on a result of Matoušek [24] to compute a fixed set of candidate cluster centers, which can take exponential time in the dimension of the Euclidean space that contains the input points, depending on the desired approximation factor.
Our Contribution and Technique
We take up the latter, penalty function-based, approach for modeling the outlier version of the k-means problem. Our solution method is also completely different from the sources cited above, in that we cast the k-means input as a graph partitioning problem, and use our mean isoperimetry algorithm to solve this problem.
In Section 4 we show that the following objective function, which is defined on k disjoint subsets of input points can be optimized to within a factor of O(log 1.5 n log log n) for any set of n points in
Here m i denotes the center of the points in part i and A * is the set of outliers (see the terminology section for precise definitions). Moreover, in Theorem 9 we show that for any function g on input points, for which g(x) ≤ ||x|| 2 2 for all data points x, a similar result holds for g as the penalty function of the outliers. So, in particular, the effect of the outliers in the objective function above can be tuned using a multiplicative regularizing parameter 0 ≤ λ ≤ 1, which amounts to minimizing the following objective function:
Now, because scaling all input points by a large enough factor would make the ℓ 1 norm smaller than the ℓ 2 norm, and because by scaling the points the relative quality of different solutions does not change, we can also solve the above problem (or rather, a suitably scaled version thereof) with the ℓ 1 norm instead of the ℓ 2 norm for the outliers.
The running time of our algorithm is polynomial in n, k, and d.
Terminology
In this section we introduce some terminology and notation that we use in the remainder of the article. Given a set S, a partition of S is a collection {A 1 , . . . , A k } of disjoint subsets of S such that ∪A i = S. A subpartition of S is a collection A 1 , . . . , A k of nonempty disjoint subsets of S. Given a set S, we use D(S) to denote the set of all subpartitions of S. When dealing with a subpartition A = {A 1 , . . . , A k } of a set S, we typically denote the set S \ ∪A i by A * and call the elements of A * outliers.
For a graph G = (V, E) and subset U ⊆ V , let δ(U ) denote the set of edges of G having exactly one endpoint in U . For a set A and weight function w : A → R let w(A) denote a∈A w(a). So, for instance for a graph G = (V, E), a subset U of V , and a weight function c : E → R, c(δ(U )) denotes the total weight of edges exiting a set U .
In this regard, given a graph G = (V, E, c, w), where c : E → R + and w : V → Z + are edgeand vertex weights, respectively, let ψ
. As we will point out in Remark 4, sometimes we need to talk in an even more general setting where, other than edge weights and possibly vertex weights, a potential function p : V → Z + is given on the vertex set, in which case the normalized cut value for a set U ⊆ V is defined to be
, and the definition of ψ p k (G), and the isoperimetry problem (below) should be modified accordingly. Unless otherwise specified, when we talk about weighted graphs, we assume that some weight function c : E → R + is given together with a graph G = (V, E), and vertex weights are all 1 and vertex potentials are all 0.
A sizeable portion of the remainder of this article is concerned with the following problem.
isoperimetry problem ISO p
Input:
A weighted graph G = (V, E), and an integer k.
The mean isoperimetry problem, and the max isoperimetry problem, refer to versions of the isoperimetry problem where p = 1, and p = ∞, respectively.
Let X be a finite set and f :
where m i is the average of the points in A i , i.e.
and also, µ k,λ (f ) := min
The formal definition of the robust k-means problem appears below.
robust k-means Input:
A set X together with a function f :
The special case of robust k-means where λ = 1 will be referred to as restricted robust k-means.
Outline of the Remainder of the Article
This article is organized as follows. In Section 2 we present our algorithm for the mean isoperimetry problem on weighted trees. Section 3 discusses the mean isoperimetry problem on general weighted graphs. In Section 4 we show how our results of the previous sections can be utilized to derive an approximation algorithm for the Robust k-means problem (defined formally below). Solving the ℓ p version of the isoperimetry problem is discussed in Section 5.
Mean Isoperimetry on Trees
In this section we explain our algorithm for the mean isoperimetry problem on weighted trees, which forms the backbone upon which the rest of the results are built.
The algorithm takes as input a weighted tree T together with parameter k which indicates the number of parts we are supposed to partition T into.
The following proposition is proved in [9] .
Intuitively, if a part consists of severtal components, then the "best" one of them has a normalized cut ratio that is no worse than the part itself; so if we only keep the best component of each part, the objective function cannot increase. Hence, we may concentrate on searching through subpartitions which induce connected parts.
Let a tree T = (V, E) together with a weight function c : E → R + be given. Assume that T is a rooted tree with some ordering (e.g. a DFS ordering) on its vertices, so that given any v ∈ V (T ), v's parent, and the ordered list of v's children are well-defined.
Consider a subtree of the input tree T rooted at vertex r, which we denote by T r . A first attempt at computing ψ 1 k (T ) could be to compute the ψ 1 k (T r ) for each vertex r of T based on the values ψ 1 k ′ (T u ) for each child u of r. This approach faces the obstacle that it is not clear how many of the k parts that T r is supposed to be subpartitioned into is going to lie in the subtree rooted at each of its children in the optimal solution. As there is no bound on the number of r's children, looping over all possibilities takes exponential time.
Another problem is posed by the part that r itself belongs to in an optimal solution. As r might be in the same part as any of its children, it is not clear how solutions to subproblems for r's children can be aggregated to produce a solution for T r . In fact, an optimal solution for T r does not necessarily induce optimal solutions for T v i 's.
To overcome the first hurdle, it makes sense to try to devise a dynamic programming approach where the optimal solution to a subproblem is computed based on the solution to two (or a bounded number of) other subproblems. To this end, again fix some vertex r of T and suppose v 1 , v 2 , . . . , v l are r's children. Let T r,i for 1 ≤ i ≤ l denote the subtree rooted at r which only contains subtrees rooted at v 1 , . . . , v i (i.e. discarding subtrees rooted at v i+1 , . . . , v l from T r ). We now wish to compute the optimal solution for T r,i based on optimal solutions to T r,i−1 and T v i .
To overcome the second difficulty, we need to keep more information for each subproblem. Here again, various natural approaches prove futile. For example computing the optimal solutions excluding the cost of the part containing the root, or fixing the number of vertices in the root's part do not apparantly suffice in letting the recursive computation go through.
One can try to fix the exact cost of the part containing the root of the tree of the subproblem at hand. That is, we can fix parameters C and Ω, and find the optimal cost of the subproblem conditioned on C and Ω being the total weight of the edges exiting r's part, and the total number of vertices in r's part. This approach can actually be made to work. However, its running time dependes on the actual value of the edge weights. As such, it is only weakly polynomial time. On the positive side, this approach can be utilized to compute ψ p k (T ) for any p on a tree T whose edge weights are polynomially bounded by its number of vertices. The algorithm based on this approach is described in Section 5.
Below we will pursue a somewhat different approach that leads to a polynomial time algorithm for the mean isoperimetry problem for any weighted tree in polynomial time. Here, as well as in the rest of the article, we assume that only the edges of the graph are weighted. Straightforward modifications to the algorithm can make it work for the case where the vertices are also weighted, although in this case the running time of the algorithm will be polynomial only if the vertex weights are bounded by a polynomial in the number of the vertices.
Algorithm 1 shows our algorithm as a function named iso. The function receives as input the root r of a subtree, together with the index i of one of r's children (according to a predetermined canonical ordering on all vertices of the original input tree, which is, as noted before, assumed throughout), the number of parts k the subtree should be subpartitioned into, the number of vertices in the part P that r is in, denoted by Ω, and a "normalizing" parameter d which will be explained later. It also receives a boolean parameter, t, which indicates whether r has to be in the same part as its i'th child, which we denote by v i . This function returns the optimum mean isoperimetry cost for the tree T r,i subject to the constraints imposed by the input variables, except that the cost of the part containing the root is computed differently. If the total weight of the edges exiting r's part P and the number of vertices in P are C and Ω, respectively, then the contribution of P to the objective function is taken to be C d (and not C Ω as would have been the case with the other parts). We call this modification of the mean isoperimetry objective the modified isoperimetry objective function. We also make the convention that the edge connecting the root of the current subtree under consideration to its parent in the original input tree is also part of the current subtree, i.e. it contributes to the cost of the edges exiting the root's part. Note that an asterisk superscript in Algorithm 1 indicates that the corresponding parameter ranges over all possible values (for integer parameters this is any number between 0 and n and for booleans it is true and false).
In the iso function, we distinguish two cases: i = 1 (which means only the first child of r is to be included in the subtree under consideration), and i > 1. Each of these two cases is further broken down by the algorithm into two cases: the case of Ω = 0, which we take to mean that that only the solutions where r is an outlier are considered by the function, and the case of Ω > 0. In the latter case, we have two further cases depending on the value of t.
A detailed description of the workings of the iso function follows. Case 1(i = 1, Lines 3 through 14). In this case, if the root r is to be an outlier, we simply need to compute the optimal solution for the subtree rooted at the first child of r (v 1 ), having the same number of parts as the current instance of the problem is supposed to have (k). Also, in this case we have to optimize the original isoperimetry objective function for the subtree rooted at v 1 . Hence, the fourth and fifth parameters are passed to this subproblem have to be equal (denoted by Ω 1 in the algorithm), which is otherwise free (i.e. takes all values between 0 and n).
If the root should not be an outlier (i.e. Ω > 0), then we distinguish between two cases. If r is not to be in the same part as v 1 , then this means that r should be in a part by itself. In this case, we make a consistency check to see whether Ω = 1; if the assert statement fails, the function returns ∞. If the test passes, then we simply need to compute the optimal solution for the subtree rooted at v 1 having one fewer part and the same value for its 4th and 5th parameters (denoting the normalizing constant and the number of vertices in the root's part, respectively). We also need to add the cost of the part containing the root to the objective function. If r is in the same part as v 1 , then the algorithm first ensures Ω ≥ 2, returning ∞ if the assertion fails. Then the algorithm essentially needs to recurse with the same parameters on T v 1 , except that Ω should be decreased by one and the value of t passed to this subproblem is immaterial, i.e. the minimum is taken over both possible values for t. The best solution returned thus has to be "adjusted" because the part containing v 1 in that solution has to be expanded, as it were, to include r; thus the rv 1 edge disappears from the set of edges crossing the part containing the root, and the edge connecting r to its parent is added.
Case 2(i > 1, Lines 15 through 27). Again, the algorithm checks to see whether r itself is to be an outlier or not (i.e. whether Ω = 0 or not). If r is to be an outlier, we spread out the k parts over T v i and T r,i , and we take the minimum value over all cases.
If r is not an outlier, then again we have to distinguish between whether r is going to be in the same part as v i or not (i.e. t = false or t = true). If it is not, then we have to spread the k parts over two subtrees: T r,i−1 , and T v i , and take the minimum sum of them over all possible cases. We also need to readjust the cost of the part P containing the root in the former tree, to which the same parameters d and Ω as the parent function are passed. This is because in T r , part P has one more outgoing edge (rv i ) compared to T r,i−1 . The fourth and fifth parameters passed to the latter function ought to be the same (denoted by Ω 2 in the algorithm), otherwise they are not restricted.
The other scenario is where r should be in the same part as v i . First we need to make sure that Ω is at least two. Then we take the minimum sum of the solutions to subproblems corresponding to T r,i−1 , T v i . The same parameter d as the original problem is passed to the two subproblems, while Ω 1 and Ω 2 have to add up to Ω, and the sum of the parts in the two subproblems has to be one greater than k, because the parts containing the root in the two subproblems are merged to form the part containing the root in the current invocation of the iso function. For the same reason, a readjustment also has to be applied to this part.
To analyze the running time, first note that if we fix an initial tree T , the total number of different combinations of function parameters for the iso function called on subtrees of T is polynomial in the number of the vertices of T . Therefore, if we use a memoization strategy (i.e. store the value returned by an instance of the iso function in a cell of a global table indexed by the parameters of this instance), the total number of function calls during the course of the whole algorithm would be polynomial. As the total work done inside the function is also polynomial, the total running time is polynomial. Hence, we have the following theorem.
Theorem 2. The mean isoperimetry problem is solvable in polynomial time for weighted trees.
Remark 3. By keeping more information in each cell of the global table, Algorithm 1 can be adapted to also compute the optimal subpartition itself. For example, suppose
Then in the cell corresponding to (r, i, k, d, Ω, t) we keep (r 1 , i 1 , k 1 , d 1 , Ω 1 , t 1 , r 2 , i 2 , k 2 , d 2 , Ω 2 , t 2 ). The optimal subpartition itself can then be constructed by running a recursive routine that pastes together the subpartitions corresponding to the minimizing function instances for the current instance, starting from the root of the tree. . Again, it is starightforward to modify Algorithm 1 to solve the isoperimetry problem in the presence of vertex potentials; the quantity p(r) d has to be added to the cost of the part containing the root r of the current subtree. In Section 4 we will need Algorithm 1 in this more general setting.
1 function iso(r, i, k, d, Ω, t) // returns the optimal modified isoperimetry cost // note that an asterisk superscript indicates that the minimization is over all possible values for the corresponding parameter 2 begin if Ω = 0 then // r is an outlier
else // r is not an outlier 7 if t = false then // r is in a part by itself
else // r is in the same part as v1 if Ω = 0 then // r is an outlier
else // r is not an outlier 19 if t = false then // r is not in the same part as vi
else // r is in the same part as vi 
Mean Isoperimetry on General Graphs
In this section we discuss mean isoperimetry problem on general graphs. Our approach is to approximate a given graph by some tree, and then use Algorithm 1 to solve the problem on the tree, thereby obtaining an approximation to the given instance of the problem.
Finding trees that preserve various structural properties of a given graph is a much-used technique for obtaining approximation algorithms for various connectivity, cut, and flow problems on graphs; a tree's simple structure usually allows for dynamic programming or other approaches to lead to polynomial time algorithms.
Räcke and Shah [26] prove that for any weighted graph, there exists a hierarchically structured tree (HST) that approximates the cut weight of the original graph to within a factor of O(log 1.5 n log log n). More formally, given a graph G = (V, E) with weight function c : E → R + , with U 1 , U 2 ⊆ V , let mincut G (U 1 , U 2 ) denote the minimum weight subset of edges of G whose removal disconnects U 1 from U 2 . Räcke and Shah [26] prove that there is a tree T = (V ′ , E ′ ), where the leaves of T correspond to the vertices of G, such that for any U ⊂ V ,
where n = |V |. We shall use this result to devise a method for solving the mean isoperimetry problem on general graphs. Let a weighted graph G = (V, E) be given. Our algorithm for solving the mean isoperimetry problem on G is as follows. First we obtain the HST cut approximation T = (V ′ , E ′ ) of G, guaranteed by [26] (note that V ′ ⊇ V ). We assign weight 1 to the leaves of T (which correspond to the vertices of G), and weight 0 to the internal nodes of T . We then run our algorithm for weighted trees on T .
We want to argue that the optimum solution for T is within a factor of O(log 1.5 n log log n) of the optimum solution for G. Let the optimal solution for G be the subpartition S = {S 1 , S 2 , . . . , S k }. For notational convenience, we define S k+1 = V \ ∪ A∈S A to be the set of outliers.
Theorem 5. There exists a subpartition S
where cost denotes the mean isoperimetry cost of the specified subpartition.
Proof. Without loss of generality, assume w(
Now,
.
Note that any edge e ∈ (δ T (S ′ i ) \ δ T i (S ′ i )) belongs to δ T j (S ′ j ) for some j < i, and hence, as the weights of S i 's (and also S ′ i 's) are nondecreasing, the contribution of c(e) to
is at least as big as its contribution to
. Hence
where that last inequality follows from 1.
Combined with the result of Section 2, Theorem 5 gives and O(log 1.5 n log log n) approximation algorithm for solving the mean isoperimetry problem on general graphs. It is straightforward to see that the proof of Theorem 5 also works for the case where there are potentials on vertices.
Robust k-means
In this section we use the isoperimetry algorithm of the previous section to develop an O(log 1.5 n log log n) approximation algorithm for robust k-means.
Below we show that an instance of restricted robust k-means can be cast as an instance of the mean isoperimetry problem.
The following theorem is claimed in [17] .
Theorem 6. Let V be an n element set. For any function f : V → R d , there is a corresponding graph G = (V, E, c, p), where c : E → R and p : V → R are edge weights and vertex potentials, respectively, such that
Before we prove Theorem 6, we need a technical lemma.
Proof.
Proof of Theorem 6. Assume V = {v 1 , . . . , v n }. Let F be the d × n matrix whose ith column is f (v i ). Define Φ := F T F . We take Φ to be the matrix of edge weights for the graph G, that is, we take c(x, y) := Φ(x, y), for all x, y ∈ V . We also define the potential of each vertex to be the negative of its weighted degree, that is, p(x) := − y∈V c(x, y). Then, for each k part subpartition
Setting C := trace(Φ) and taking minimum over the two sides gives the theorem.
So, given an instance of restricted robust k-means, we can use the transformation mentioned in Theorem 6 to get an instance of the mean isoperimetry problem and run the algorithm of Section 3 on this problem to also solve the restricted robust k-means instance within a factor of O(log 1.5 n log log n). We now turn to the robust k-means problem, where the term corresponding to outliers in the objective function is multiplied by some 0 ≤ λ ≤ 1.
In the proof of Theorem 6 we showed that for any subpartition A = {A 1 , . . . , A k } of the set of points in the restricted robust k-means instance, the objective function value of restricted robust k-means equals the mean isoperimetry objective function value for the same subpartition of the vertices of the graph constructed in the theorem. That is,
Subtracting x∈Q * (1 − λ)||f (x)|| 2 2 from both sides gives
So, solving the robust k-means instance amounts to optimizing
on G, which is similar to the isoperimetry objective function except for the outlier term.
To this end, we show how our machinery for solving restricted robust k-means can be utilized with some tweaks to solve the more general robust k-means.
We need to show that the results of previous sections can be generalized for this new objective function. The following theorem is a generalization of Theorem 5 (refer to Section 3 for the requisite definitions used in the theorem).
Theorem 8. There exists a subpartition S
Proof. Define S ′ similarly to the proof of Theorem 5. Note that the outliers in the thus defined S ′ are a superset of the outliers in the subpartition S. As the cost per outlier in the objective function is nonpositive, the total cost of the outliers in the subpartition S is an upper bound for the cost of outliers in subpartition S ′ . The theorem follows.
Next we show that our algorithm for solving the mean isoperimetry problem on trees can be modified to make it work for this new objective function.
The idea is to account for the extra outlier term by subtracting (1−λ)||f (u)|| 2 from the objective function whenever u is the root of the subtree corresponding to the active instance of the function iso. This means changing lines 5 and 17 in Algorithm 1 to read
respectively.
Verifying the correctness of this modified algorithm boils down to retracing the step by step explanation in Section 2 for Algorithm 1. We omit the details.
Lastly, we need to show that the optimum answer for the new objective function is attained on a subpartition which induces connected parts. Here again, the same reasoning as in Section 2 goes through; the crucial observation is that for each outlier a positive value is subtracted from the objective function. So, having more outliers in this scenario cannot increase the objective function, and hence by taking the best connected component in each part, we end up having an answer which is no worse than the original one. Hence the parts can be assumed to be connected.
In hindsight, the one condition that let the isoperimetry results be adapted to the new objective function was the fact that an outlier contributes a nonpositive number to the objective function. This allowed the HST approximation and the connectivity argument for parts to remain valid. This observation leads to the following theorem.
Theorem 9. Let X be a finite set and f : X → R d be a function on X. For a subpartition
where
is the average of the points in A i . If g(x) ≤ ||f (x)|| 2 2 ∀x ∈ X, then the minimum of C ′ k can be computed within a factor of O(log 1.5 n log log n).
In particular, Theorem 9 implies that if ||f (x)|| 2 2 ≥ C, ∀x ∈ X for some constant C, then
can be approximated with a factor of O(log 1.5 n log log n). This function can be interpreted as an extension of the standard k-means function that allows for a number of outliers to exist, penalizing each outlier by a fixed amount C. 9 Let r's children be v 1 , v 2 , . . . , v k according to ordering σ; also take p(r) to denote r's parent in T , 10 and lastChild (u) to mean the highest indexed child of vertex u (according to σ), so e.g. lastChild(r) = k. Let T ′ be the tree that contains r and subtrees rooted at v 1 , . . . , v i , i.e. T ′ is obtained by taking 11 the subtree of T rooted at r and pruning away subtrees rooted at v i+1 , . . . , v k . 12 output: The optimum cost of partitioning T ′ subject to the constraints imposed by the input variables. 13 Note that the the variables appearing in a min expression should be in their respective ranges; 14 the computation of the min amounts to looping over all the variables using nested For statements. 15 Note also that we assume the master tree T and the ordering σ to be constant for the duration of 16 the algorithm, hence we only mention r, the root of the current subtree, in the argument list. 17 Also, when r is designated to be an outlier (i.e. isRootOutlier = true), the values of C and Ω are immaterial, 18 hence we assume they are zero. 19 function mainIso(r, numParts, numOutliers, isRootOutlier, C, Ω, rtogetherWithv i , i) 20 begin
21
if isRootOutlier = false then // r is not an outlier // by changing the following line, we can make the algorithm work for any norm p The approach just described can be utilized to derive progressively better approximation guarantees for ISO p on trees having progressively worse running times, i.e. we can trade off running time for quality of approximation. For example, we can get a factor 1 + ǫ approximation algorithm for the problem, provided that we are willing to settle for an O(n log 1+ǫ N ) running time. To this end, we take up the same approach as above, except that we take the ratio between the interval endpoint and starting point to be 1 + ǫ depending on the desired approximation factor.
More precisely, let parameter ǫ be given as part of the input. Let N = max e∈E c(e) be defined as before. Divide the interval [1, N ] into log 1+ǫ N intervals, with the ith interval being [(1 + ǫ) i−1 , (1 + ǫ) i ). Now define c ′ from c by rounding each edge's weight to the largest power of 1+ ǫ not exceeding it. As the weights have been modified by at most a factor of 1 + ǫ, it is easy to see that this leads to a 1 + ǫ factor approximation algorithm. Furthermore, as there are only log 1+ǫ N different weight values, we need only consider O(n log 1+ǫ N ) different values of C for our algorithm. Hence we have a quasi-polynomial time algorithm.
By the same reasoning, one can show that there is a factor N p log N quasi-polynomial time approximation algorithm for ISO p on weighted trees.
1 function iso(r, numParts, numOutliers, isRootOutlier, C, Ω, rtogetherWithv i , i) // the actual work is done in this function, which returns the optimal cost minus the cost of r's part 2 begin return min(iso(r, numParts1, numOutliers1, false, C 1 , Ω, rtogetherWithv i ', i − 1) + mainIso(v i , numParts2, numOutliers2, isRootOutlier'', C 2 , Ω 2 , rtogetherWithv i '', lastChild(v i ))), where numParts1 + numParts2 = numParts, numOutliers1 + numOutliers2 = numOutliers, and C 1 = C − c(rv i ).
23
else // r is in the same part as v i 24 return min(iso(r, numParts1, numOutliers1, false, C 1 , Ω 1 , rtogetherWithv i ', i − 1) + iso(v i , numParts2, numOutliers2, false, C 2 , Ω 2 , rtogetherWithv i '', lastChild(v i ))), where numParts1 + numParts2 = numParts + 1, numOutliers1 + numOutliers2 = numOutliers, C 1 + C 2 = C + c(rv i ), and Ω 1 + Ω 2 = Ω. 
