Tunable Valley Splitting due to Topological Orbital Magnetic Moment in
  Bilayer Graphene Quantum Point Contacts by Lee, Yongjin et al.
Tunable Valley Splitting due to Topological Orbital Magnetic Moment in Bilayer
Graphene Quantum Point Contacts
Yongjin Lee,1 A. Knothe,2 Peter Rickhaus,1, ∗ Hiske Overweg,1 Marius Eich,1 Annika Kurzmann,1
Takashi Taniguchi,3 Kenji Wantanabe,3 Vladimir Fal’ko,2 Thomas Ihn,1 and Klaus Ensslin1
1Department of Physics, ETH Zurich, Otto-Stern-Weg 1, 8093 Zurich, Switzerland
2National Graphene Institute, University of Manchester, Manchester, M13 9PL, UK
3National Institute for Material Science, 1-1 Namiki, Tsukuba 305-0044, Japan
(Dated: November 15, 2019)
We experimentally determine the energy spectrum of a quantum point contact realized by a
suitable gate geometry in bilayer graphene. Using finite bias spectroscopy we measure the energy
scales arising from the lateral confinement as well as the Zeeman splitting and find a spin g-factor
gs ∼ 2. The valley g-factor is highly tunable by vertical electric fields, gv ∼ 40 − 120. The
results are quantitatively explained by a calculation considering topological magnetic moment and
its dependence on confinement and the vertical displacement field.
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2INTRODUCTION
Quantum devices rely on the control of a degree of freedom that can often be described by a two level system. A
double quantum dot containing one electron is an ideal prototype of such a concept with the disadvantage that charge
noise, which is ubiquitous in solid-state systems, limits coherence times. The spin degree of freedom offers larger
coherence times, but spins are notoriously difficult to manipulate. For materials with vanishing spin-orbit interaction,
such as Si and C, the g-factor has been shown to be gs ∼ 2 close to the value for free electrons [1–3]. For materials
with large spin orbit interactions,g-factors can get as large as gs ∼ 50 in the case of InSb [4]. However, the tunability
of the g-factor by gate voltages or other parameters is limited.
Charge carriers in graphene offer another degree of freedom, the valley quantum number, which is relevant in
both, single and bilayer graphene. Because of the underlying symmetries, the valley properties can be described as
a two-level system in analogy to the spin degree of freedom [5]. Here, we focus on the experimental characterization
of the energy spectrum of a quantum point contact in bilayer graphene. The confinement potential, the position of
the Fermi energy as well as the nature of the charge carriers are fully controlled by gate voltages. In contrast to
two-dimensional systems, a finite bias applied across a quantum device can directly be converted to energy scales of
the system under certain circumstances. We first demonstrate that we can measure the single particle level spacing in
a bilayer graphene quantum point contact. This allows us to fine tune the theoretical modeling of the device. At finite
magnetic field, spin levels split because of the Zeeman effect. Using finite bias spectroscopy we measure a spin g-factor
gs ∼ 2 as expected. The valley degree of freedom in bilayer graphene have a nontrivial topology that leads to a Berry
curvature and a topological orbital magnetic moment [6]. In our experiment, again using finite bias spectroscopy, we
measure a valley splitting which is linear in perpendicular magnetic field. If compared to the Zeeman splitting we
obtain a valley g-factor which can be tuned from ∼ 40 to ∼ 120 as the vertical displacement field is reduced. Our
calculations of the bandstructure are consistent with this finding. They show that the orbital magnetic moment can
be tuned by the vertical displacement field. The values of the valley g-factor obtained in the experiment agree with
the calculated valley splitting for 2D bilayer graphene as a function of displacement field. Further reduction of the
valley splitting occurs once the lateral confinement due to the constriction is taken into account, in agreement with
our experiment.
DEVICE FABRICATION
The device was fabricated as described in Ref. [7]. Mechanically exfoliated bilayer graphene flakes are encapsulated
in hexagonal boron nitride (hBN) and an additional few layer graphite flake serves as back gate. The sample is
imaged with Atomic Force Microscopy (AFM) (as shown in the SI). Flat and bubble-free regions are chosen for the
fabrication of split top gates (SG) with a gap of 120 nm. A 35 nm-thick layer of Al2O3 serving as a dielectric material
is deposited by atomic layer deposition on top of the SGs . The channel gates (CGs) are fabricated on top of the
insulator and aligned normal to the channel axis. The source and drain edge contacts are realized by a Reactive Ion
Etching process and Cr (10nm)/Au (50nm) deposition [8]. The few-layer graphite at the bottom of the stack plays
the role of a high quality back gate (BG) [9, 10]. Figure 1a shows a sketch of the device structure. There are three
channel gates CG which can generate three quantum point contacts (QPCs) labeled as QPC1, QPC2 and QPC3.
The transport measurement is performed at 1.8K with standard Lock-in techniques. Unless stated otherwise the data
presented in this publication were taken on QPC3.
To characterize the device, we measured the two-terminal conductance as a function of back gate voltage VBG and
split gates voltage VSG while keeping the channel gate grounded. The resulting data is shown in Fig. 1(a). The
horizontal conductance minimum at VBG = −0.3V corresponds to the charge neutrality point reached by tuning the
back gate voltage at the outer regions not covered by the split gate. The diagonal line indicates a conductance minimum
related to charge neutrality underneath the split gate. The vertical electric field tuned by the difference between split
gate and back gate voltage increases in the direction of the arrow (Fig. 1(a)). The two-terminal conductance
saturates at approximately 10 e2/h because the gap of 120 nm between the split gates leads to the formation of a
narrow conducting channel containing few electric modes. The numerical derivative of the two-terminal conductance,
dG/dVSG data shows Fabry-Perot resonances in the pnp (lower left) and npn (upper right) regions confirming ballistic
transport in the narrow channel (see SI).
In order to pinch off the channel formed by the split gates we keep the back gate and split gate voltage at one of
the locations along the diagonal line indicated by the colored dots in Fig. 1(a). Then we sweep the channel gate,
which controls the number of occupied modes in the channel. The insets in Fig. 1(a) (orange/purple curve taken
at SG/BG combination indicated by the respective dot) show the conductance of the QPC after subtracting a series
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FIG. 1. (a) Schematics of the device structure and two-terminal conductance G as a function of split gate voltage VSG and
back gate voltage VBG. The channel gates VCH are grounded. Inset: Conductance G as a function of channel gate voltage
VCH at B = 0T keeping (VBG, VSG ) = (7, -4.1), (4, -2.7)V, on the purple and orange dots, respectively. (b) Conductance G
as a function of channel gate voltage VCH at B = 0T keeping VBG and VSG on the blue dot in (a). (c) Transconductance as
a function of VCH and Vsd at B = 0T. Horizontal axes are the same as in (b). (d) Summary of the extracted energy level
spacings a function of mode quantum number characterized by its value of the quantized conductance at various (VBG, VSG ),
i.e. displacement fields.
resistance which originates from the Ohmic contacts. The contact resistance and the bilayer graphene bulk resistance
show a value between 900 and 920 Ω, independent of the channel gate voltage [11]. For the following data presented
in this manuscript, the QPC conductance is the measured two-terminal conductance with a suitable series resistance
subtracted. The larger the back gate voltage VBG the higher the channel gate voltage VCH required to pinch off the
channel (see SI). As back gate voltage VBG and split gate voltage VSG are increased, the displacement field in the
barriers and also in the channel increases (from purple to blue to orange dot along the arrow in Fig. 1(a)). In general
we observe conductance quantization at values n × 4e2/h, see Fig 1(b). The number 4 accounts for spin and valley
degeneracies [7, 11]. For small back-gate voltage or displacement field, i.e. purple curve in the inset of Fig.1(a), the
first conductance plateau is clearly observed at 4e2/h. For larger back-gate or displacement field, see orange curve
Fig.1(a), the lowest plateau is smeared out while the higher ones occur at the expected conductance values.
In order to extract the relevant energy scales of the system we performed finite bias spectroscopy measurements.
Fig.1 (c) shows the transconductance of the QPC as a function of DC source-drain bias voltage Vsd and the channel
gate voltage VCH. The dark areas correspond to low values of the transconductance, i.e. zero slope, where the
conductance itself displays plateaus, see Fig. 1(b). As the bias exceeds the level spacing, conductance is no longer
quantized. Similar features are known from QPCs realized in AlGaAs-GaAs heterostructures and have been discussed
in detail in [12]. The height of the diamond-like features at the gate voltage position of the conductance plateaus
corresponds to the energy spacing between the levels caused by the lateral confinement. Fig. 1(d) shows the energy
spacings as a function of mode index characterized by conductance quantization level for various back gate voltages
along the line in Fig.1(a) connecting the purple and orange point, i.e. changing displacement field. For larger
values of the conductance quantization, more modes occupy the 1D channel and therefore the distance between the
bottom of the conduction band and the Fermi energy increases. A deeper channel corresponds to steeper walls in
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FIG. 2. (a)(b) Schematic for the lifting of degeneracies in parallel/perpendicular magnetic field of the subbands in the QPC
channel. For parallel magnetic fields the valleys do not split. In perpendicular magnetic field, the valley splitting far exceeds
the spin splitting. (c) Transconductance of QPC2 as a function of channel gate voltage VCH and parallel magnetic field B‖
at VBG = 7 V and VSG = −4 V. (d) Transconductance of QPC3 as a function of channel gate voltage VCH and perpendicular
magnetic field B⊥ at VBG = 4.5 V and VSG = −2.93 V. The number indicates the quantized conductance in the unit of e2/h.
the confinement potential and therefore to higher level spacings, as the confinement potential approaches a square
potential well. For QPCs in AlGaAs-GaAs heterostructures the opposite behavior is observed. In this case the 1D
channel is depopulated by laterally squeezing it with split-gate voltages. This makes the channel narrower and gives
rise to larger level spacings for smaller mode number. The data in Fig. 1(d) also shows that level spacings for a given
mode index have a tendency to increase for smaller back gate voltages, i.e. smaller displacement fields. One needs
to consider, that the same number of occupied modes for a decreased back gate voltage corresponds to a decreased
split gate and channel gate voltage. This, in general, corresponds to less steep walls and a narrower potential, i.e.
larger confinement energies. This argument holds preferentially for a small number of occupied modes, and becomes
obsolete for a large number of occupied modes, as can be seen in the data presented in Fig. 1(d).
MAGNETIC FIELD DEPENDENCE
Next, we discuss how the four-fold degenerate states split in a magnetic field. Zeeman splitting of spin states
[6, 11, 13] occurs for any magnetic field orientation. Valley splitting, on the other hand, is an orbital effect [6], and will
therefore only occur for magnetic fields perpendicular to the sample plane. In analogy to the gs-factor characterizing
spin splitting gsµBB, we introduce the valley g-factor gv, for states that split linearly in a perpendicular magnetic
field. The schematic in Fig. 2(a) indicates how valley degenerate states (red and blue) Zeeman split. In Fig. 2(b) the
valley splitting in perpendicular magnetic field far exceeds the spin splitting.
We first show transconductance data as a function of in-plane magnetic field in Fig. 2(c). To identify the origin
of the splitting, we show the parallel B-field dependence in QPC2 for (VBG, VSG) = (7 V,−4 V). The splitting can
be resolved for B‖ > 2 T. At B‖ = 8 T, additional gaps, i.e. plateaus in the conductance, are clearly observed as
seen in Fig. 2(c). The splittings are linear in magnetic field and a closer analysis (see below) shows that they are
compatible with gs ∼ 2, as expected for graphene. Fig. 2(d) shows the perpendicular magnetic field dependence up
to 1.2 T at (VBG, VSG) = (4.5 V,−2.93 V) for QPC3. At B = 0, the plateaus of the conductance occur at a sequence
of G = 4, 8, 12, 16, 20, 24 and 28e2/h corresponding to the black regions where dG/dVCH = 0. For B⊥ > 0.3 T, the
mode splitting can be resolved. As a result, additional plateaus are observed with a sequence G = 6, 8, 10, 12, 14...e2/h
around B⊥ = 0.5 T, as discussed in Ref. [11]. Upon further increasing the magnetic field, the newly split energy
levels merge with neighboring levels to form 4-fold degenerate energy levels again, at B⊥ = 1 T. The sequence of
quantized conductance plateaus becomes G = 6, 10, 14, 18...e2/h. Overall the pattern bends toward positive channel
gate voltage owing to the competition between electrostatic and magnetic confinements [14]. When comparing to the
parallel B-field data from Fig. 2(c), it is clear that Zeeman-related splittings are too small to be observable below 1 T.
Therefore, the origin of the splitting in Fig. 2(d) stems from valley splitting matching the scenario shown in Fig. 2(b).
For a two-dimensional system, the applied gate voltage is directly proportional to the induced carrier density. In the
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FIG. 3. Spectroscopy measurement. (a)(e) Conductance G as a function of VCH at B‖ = 8 T and (VBG, VSG) = (7 V,−4 V) in
QPC2 and at B⊥ = 0.8 T and (VBG, VSG) = (4.5 V,−2.93 V) in QPC3. (b)(c) Transconductance as a function of VCH and Vsd
at B‖ = 8 T and 4 T, respectively. (e)(f) Transconductance as a function of VCH and Vsd at B⊥ = 0.8 T and 0.5 T, respectively.
(d)(h) Energy spacing induced by the spin splitting shows a linear dependences on B‖ and B⊥.
quantum Hall regime, all Landau levels carry the same degeneracy, independent on whether they are Landau, spin
or valley split. Therefore all states become equidistant in gate voltage. A quantum point contact offers an additional
handle to access the energetics of the system. The discrete modes can be tuned by the gate voltage. The gate voltage
affects both the confinement potential as well as the occupancy of the modes. As a result, the energy of the system
becomes a non-linear function of the gate voltage.
SPIN AND VALLEY SPLITTING
In order to determine the spin and valley splittings quantitatively, we performed finite bias spectroscopy measure-
ments at finite magnetic fields. Figure 3(a) shows the QPC conductance as a function of channel gate voltage at
constant B‖ = 8T . The corresponding finite bias data is shown in (b) for B‖ = 8T and in (c) for B‖ = 4T . Diamond-
shaped regions of suppressed transconductance are indicated and numbered with the corresponding conductance value
reflecting the relevant mode. The extent of these diamonds in source drain voltage converted to energy is plotted
in Fig. 3(d) as a function of B‖. We extract the g-factor from linear fits with ∆s = gsµBB , where µB is the Bohr
magneton, g is the Lande g-factor and B the magnetic field. The lines connecting the data points agree with a g-factor
of g = 2.16±0.07 , in agreement with the expectation for graphene and previous measurements on graphene quantum
dots [13, 15, 16].
To investiage the bias dependence of the valley splittings, we apply a perpendicular magnetic field to the sample.
Fig. 3(e) shows the conductance at B⊥ = 0.8T and VBG = 4.5V. Plateaus appear at conductance values of 6, 10, 14,
18, 22 and 26 e2/h due to the strong valley splitting, compare to the measurement in Fig. 2(d). Fig. 3(f) displays
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FIG. 4. (a) Summary of valley g-factor (gv) as a function of the quantized conductance resulting from the valley splitting at
various VBG. (b) gv are replotted as a function of the gap for different values of quantized conductance.
the conductance at finite bias. Diamond-like feature are numbered with the corresponding conductance values. The
height of the large diamonds at G = 6, 10, 14, 18, 22 and 26 e2/h has a range from 2 ∼ 5 meV which corresponds to
the energy level difference of the valley splitting [6, 11, 17]. At B⊥ = 0.5 T, see Fig. 3(g), the energy spacings are
smaller compared to the measurement at B⊥ = 0.8 T so that the diamonds at every even quantum conductance (2
e2/h) follow the scenario shown schematically in Fig. 2(b). We summarize the valley induced energy splittings as a
function of perpendicular magnetic field in Fig. 3(h). The data points show a linear behavior which we characterize, in
analogy to the Zeeman splitting discussed before, by a valley splitting ∆v = gvµBB⊥. However, unlike spin splitting,
the slopes are different for different values of the quantized conductance. Therefore, the extracted valley g-factors
range from 50 ∼ 120. The gv-factors at lower quantum conductance such as G = 6 and 10 e2/h are as small as
gv = 40 ∼ 60 and then increase to reach saturation at ∼ 100 for large conductance values. This valley gv-factor is
much larger than the spin g-factor of 2, in agreement with results obtained in bilayer graphene quantum dots[13].
TUNABLE VALLEY SPLITTING
In order to understand the magnitude of the valley g-factor gv as a function of mode number and displacement
field we show in a summary of the measured valley g-factors as a function of the conductance quantum number for
various back-gate voltages Fig. 4(a). The valley g-factors generally increase with increasing quantum number and
saturate for large values of the conductance where the two-dimensional limit is approached. Fig. 4(b) shows the
same data, but this time plotted as a function of displacement field, which is tuned by the back gate voltage. The
general tendency is that the valley g-factor gv decreases with increasing displacement field. Especially for conductance
values larger or equal than 14 e2/h, which corresponds to the occupation of many modes (i.e. a wider quantum point
contact), approaching the 2D limit, there is little dependence on conductance plateau index. Only for small values of
the conductance, namely 6 and 10 e2/h, there is a substantial drop, reaching values as low as gv ≈ 30.
THEORY
In order to obtain a theoretical understanding of these features we have calculated the relevant properties. The
valley splitting is related to the orbital magnetic moment that originates from the Berry curvature [11]. The orbital
magnetic moment is given by [18]
M = −ie/2~〈∇k|Φ(k)× [(k)−H(k)]|∇kΦ(k)〉 · ez. (1)
The maximum magnitude of M , Mmax = max(|M |), gives an upper bound for the valley splitting. When the gap is
increased, the minivalleys are pushed apart [19] and the distribution of M in momentum space gets broader. The
maximum magnitude, Mmax, decreases with increasing gap. The result of the calculation is depicted by the dotted
purple line in Fig. 4(b). It describes well the experimental data for the valley g-factor for high mode numbers. For
smaller mode numbers, however, when the states are more strongly affected by the confinement potential, the shape
of the confined wave functions Ψ has to be taken into account when estimating the valley splitting. We compute how
7much of the orbital magnetic moment is picked up according to
Mred =
∫
M(kx)|Ψ(kx)|2dkx, (2)
where the wave functions Ψ(kx) are obtained from numerical diagonalization of the BLG Hamiltonian [20] including a
continuous confinement potential and a spatially modulated gap (akin to References [6, 11]). The system parameters
have been chosen to correspond to the splittings of the lowest subbands for the lowest modes’ energy spacings extracted
from Fig. 1 (see supplementary material). From this calculation we obtain the brown dashed line in Fig. 4(b) which
gives a lower bound for gv, in agreement with the experimental data.
The valley splitting in bilayer graphene is directly related to the orbital magnetic moment, which can be tuned
by a vertical displacement field. However, the valley splitting in planar 2D bilayer graphene is difficult to access
experimentally, unless one enters the quantum Hall regime. A quantum point contact is a local probe which offers
energy resolution and can thus be used as a spectrometer to probe the energy spectrum. In the limit where many
modes (more than 3) are occupied in the constriction, the valley g-factor can be tuned gv ∼ 40− 120 as a function of
the displacement field regulated by the gate voltages. Calculations of the valley splitting of the 2D system agree well
with experimental results. In the limit of one occupied mode, the wave functions are drastically modified leading to
a reduced valley g-factor gv, which can be accounted for in the calculation.
Graphene quantum dots hold the promise to be a suitable host for spin qubits because both relevant spin decoherence
mechanisms, hyperfine coupling to nuclear spins and spin-orbit interactions, are expected to be small in carbon-based
systems. The additional valley degree of freedom offered in graphene can also be used to define a qubit. While
orbital degrees of freedom (e.g. charge) usually suffer from short coherence times, it is possible that valley qubits
are long-lived, since valley scattering requires scattering events on the atomic scale. The experiments presented here
show that the valley g-factor can be tuned by more than a factor of two via the vertical displacement field. This will
stimulate research to explore valley qubits and exploit their tunability by suitably defined nanoelectronics circuits.
CONCLUSION
We performed transport measurements on electrostatically defined quantum point contacts in bilayer graphene.
The energy resolution of the quantum point contact enables access to the quantitative determination of the spin and
valley splitting. The spin g-factor was found to be roughly 2, as expected for carbon-based materials. The valley
g-factor could be tuned by about a factor of 3, from 40 to 120. By considering the topological orbital magnetic
moment in bilayer graphene and how its modification by a vertical displacement field, the tunable valley g-factor can
be quantitatively explained by a bandstructure calculation.
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Supplemental Material
”Tunable Valley Splitting due to Topological Orbital Magnetic Moment
in Bilayer Graphene Quantum Point Contacts”
Device description
FIG. S1. Device details (a) AFM image of a graphene flake (delimited by the dashed red lines) encapsulated between hBN
layers. (b) Optical image of the device after the fabrication of three split gates. (c) Schematic representation of the device.
An AFM images of the stacked flakes (bilayer graphene/hBN/graphite served as a back-gate) is shown in Fig.S1(a).
The red line indicates bilayer graphene. Three bubble-free regions are selected for the fabrication of split-gates (black
dot circles) where one-dimensional quantum transport is realized. The optical image of the device (Fig.S1(b)) shows
the two source-drain contacts and three pairs of split-gates which form three QPC channels. The corresponding
schematic representation is shown in Fig.S1c. Table 1 indicates the thickness of the layers.
QPC1/2/3 [nm]
Channel width 160 / 135 / 110
Channel gate width 200
Al2O3 thickness 30
SG width 300
SG height 20
Top hBN thickness 18
Bottom hBN thickness 36
Graphite back gate thickness 18
TABLE I. Characteristics of the device
Fabry-Pe´rot Resonance
Fig.S2a shows the numerical derivative of the conductance G with respect to split gate from Fig.1a. The Fabry-
Pe´rot resonance pattern is clearly visible in the npn and pnp regimes which confirms that ballistic transport below
the split gate.
The conductance in the constriction at B = 0 T displays well quantized steps spaced by 4e2/h as shown in Fig.S2b
and S2c. As expected, for higher back gate voltage, a larger negative channel gate is required to pinch off the channel.
Calculation of the displacement field and the gap
From the capacitance model and Gauss‘s law, the displacement fields can be calculated as follows: D =
βe
20
(
VBG − V (0)BG
)
− αe20
(
VCH − V (0)CH
)
where β = BG0edBG and α =
CH0
edCH
. Here hBN (CH) is the dielectric con-
stant for the back(channel) gate. dBG (dCH) is the distance between back (channel) gate and bilayer graphene. From
2FIG. S2. (a) Derivative of the conductance G with respect to split gate voltage for the same gate voltage settting as Fig.1aa.
(b) Conductance G as a function of channel gate voltage VCH at B = 0 T keeping VBG and VSG on the diagonal line in Fig.1.
(c) Line traces G(VCH) in (b) from VBG = 3.2 V to 7 V.
the geometrical consideration, we estimate α/β ∼ 6.14× 1011V −1cm−2. To convert a displacement field to an energy
gap, we refer to reference [21] where the self-consistent calculation is presented.
Theory
We describe electrostatic confinement of a quantum channel in gapped BLG with the four-band model Hamiltonian
[22, 23]
HξBLG = ξ

ξU(x)− 12∆(x) v3pi 0 vpi†
v3pi
† ξU(x) + 12∆(x) vpi 0
0 vpi† ξU(x) + 12∆(x) ξγ1
vpi 0 ξγ1 ξU(x)− 12∆(x)
 ,

pi = px + ipy, pi
† = px − ipy,
with p = −i~∇,
v = 1.02 ∗ 106 m/s,
v3 ≈ 0.12v, γ1 = 0.38 eV
 , (S1)
written in the basis ΨK+ = (ΨA,ΨB′ ,ΨA′ ,ΨB) or ΨK− = (ΨB′ ,ΨA,ΨB ,ΨA′) for the two valleys K
± indexed by
ξ = ±. In the absence of confinement, i.e., for U ≡ 0, the Hamiltonian of S1 describes the low-energy electronic
structure of BLG in the vicinity of the K± valleys. The lowest conduction band of trigonally warped, gapped BLG
develops three mini-valleys around each K point. For this case, the corresponding Berry curvature, Ω(k), and orbital
magnetic moment, M(k) = M(k)ez, of the bands can be computed from the Bloch functions as [18, 24],
Ω = i〈∇kΦ(k)| × |∇kΦ(k)〉 · ez,
M = −i e
2~
〈∇kΦ(k)| × [(k)−H(k)]|∇kΦ(k)〉 · ez, (S2)
where, ∇k = (∂kx , ∂ky ), ”×” is the cross product, and (k) is the band energy. Both quantities, Ω and M , inherit the
threefold rotational symmetry of the trigonally warped bands: as illustrated in the insets of Fig. S3 for the orbital
magnetic moment at different gaps in the K− valley, M develops non-zero peaks at the positions of the minivalleys
in momentum space. In the K+ valley, equivalent pictures are obtained, where the structures in momentum space
are rotated by pi and both, Ω and M , carry opposite sign in the opposite valley.
The confinement potential and the gap are chosen in accordance with recent experiments and corresponding simu-
lations [9, 13, 14] to be of the form
U(x) =
U0
coshx
, ∆(x) = ∆0 − β∆0
coshx
. (S3)
We obtain the wave functions Ψ and energy levels of the confined states by numerical diagonalisation of the
Hamiltonian in Eq. S1 akin to Reference [13]. The parameters U0, β, and L are chosen such that the splitting of the
lowest subbands of the conduction band inside the channel correspond to the level splitting observed in experiment
(Fig. 1d in the main text). The distribution of orbital magnetic moment for the corresponding channel parameters can
be estimated from the reduced gap at the channel centre ∆ = ∆0 − β∆0. This orbital magnetic moment governs the
coupling to a weak magnetic field. Its maximum value at the peaks gives an upper bound for the maximum possible
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FIG. S3. Electronic spectrum and states inside the channel of width L =50 nm and for orientation θ = pi/2. We demonstrate
how the distribution of the wavefunctions in momentum space dictates how much orbital magnetic moment M is picked up by
the confined states.
orbital magnetic moment for non-confined (or weakly confined) states. The lower bound for the valley g-factor can be
estimated by computing the orbital magnetic moment picked up by the lowest confined state Ψky,min of the channel
at travelling momentum ky,min. To this end, we integrate over the distribution of Ψky,min and Mky,min in momentum
space, as illustrated in Fig. S3:
gv = Mred =
∫
dkx|Ψky,min(kx)|2Mky,min(kx). (S4)
Similar analysis for the two different orientations θ = 0, or θ = pi/2, of the channel leads to the blue and red dashed
lines in Fig. 5b in the main text.
