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Abstract
We introduce a new variant of the nearest neighbor search problem, which allows for some
coordinates of the dataset to be arbitrarily corrupted or unknown. Formally, given a dataset of
n points P = {x1, . . . ,xn} in high-dimensions, and a parameter k, the goal is to preprocess the
dataset, such that given a query point q, one can compute quickly a point x ∈ P , such that the
distance of the query to the point x is minimized, when ignoring the “optimal” k coordinates. Note,
that the coordinates being ignored are a function of both the query point and the point returned.
We present a general reduction from this problem to answering ANN queries, which is similar in
spirit to LSH (locality sensitive hashing) [IM98]. Specifically, we give a sampling technique which
achieves a bi-criterion approximation for this problem. If the distance to the nearest neighbor after
ignoring k coordinates is r, the data-structure returns a point that is within a distance of O(r)
after ignoring O(k) coordinates. We also present other applications and further extensions and
refinements of the above result.
The new data-structures are simple and (arguably) elegant, and should be practical – specifically,
all bounds are polynomial in all relevant parameters (including the dimension of the space, and the
robustness parameter k).
1. Introduction
The nearest neighbor problem (NN) is a fundamental geometric problem which has major applications
in many areas such as databases, computer vision, pattern recognition, information retrieval, and many
others. Given a set P of n points in a d-dimensional space, the goal is to build a data-structure,
such that given a query point q, the algorithm can report the closest point in P to the query q.
A particularly interesting and well-studied instance is when the points live in a d-dimensional real
vector space Rd. Efficient exact and approximate algorithms are known for this problem. (In the
approximate nearest neighbor (ANN) problem, the algorithm is allowed to report a point whose distance
to the query is larger by at most a factor of (1 + ε), than the real distance to the nearest point.) See
[AMN+98, Kle97, HIM12, KOR00, Har01, KL04, DIIM04, CR10, Pan06, AC06, AI08, AINR14, AR15],
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the surveys [Sam05], [Ind04] and [SDI06], and references therein (of course, this list is by no means
exhaustive). One of the state of the art algorithms for ANN, based on Locality Sensitive Hashing,
finds the (1 + ε)-ANN with query time O˜(dn
c), and preprocessing/space O(dn + n1+c) in L1, where
c = O((1 + ε)−1) [IM98], where O˜ hides a constant that is polynomial in log n. For the L2 norm, this
improves to c = O((1 + ε)−2) [AI08].
Despite the ubiquity of nearest neighbor methods, the vast majority of current algorithms suffer
from significant limitations when applied to data sets with corrupt, noisy, irrelevant or incomplete data.
This is unfortunate since in the real world, rarely one can acquire data without some noise embedded
in it. This could be because the data is based on real world measurements, which are inherently noisy,
or the data describe complicated entities and properties that might be irrelevant for the task at hand.
In this paper, we address this issue by formulating and solving a variant of the nearest neighbor
problem that allows for some data coordinates to be arbitrarily corrupt. Given a parameter k, the
k-Robust Nearest Neighbor for a query point q, is a point x ∈ P whose distance to the query point
is minimized ignoring “the optimal” set of k-coordinates (the term ‘robust’ ANN is used as an analogy
to Robust PCA [CLMW11]). That is, the k coordinates are chosen so that deleting these coordinates,
from both x and q minimizes the distance between them. In other words, the problem is to solve the
ANN problem in a different space (which is definitely not a metric), where the distance between any
two points is computed ignoring the worst k coordinates. To the best of our knowledge, this is the first
paper considering this formulation of the Robust ANN problem.
This problem has natural applications in various fields such as computer vision, information retrieval,
etc. In these applications, the value of some of the coordinates (either in the dataset points or the
query point) might be either corrupted, unknown, or simply irrelevant. In computer vision, examples
include image de-noising where some percent of the pixels are corrupted, or image retrieval under partial
occlusion (e.g. see [HE07]), where some part of the query or the dataset image has been occluded. In
these applications there exists a perfect match for the query after we ignore some dimensions. Also, in
medical data and recommender systems, due to incomplete data [SWC+09, CFV+13, WCNK13], not all
the features (coordinates) are known for all the people/recommendations (points), and moreover, the
set of known values differ for each point. Hence, the goal is to find the perfect match for the query
ignoring some of those features.
For the binary hypercube, under the Hamming distance, the k-robust nearest neighbor problem is
equivalent to the near neighbor problem. The near neighbor problem is the decision version of the ANN
search, where a radius r is given to the data structure in advance, and the goal is to report a point that
is within distance r of the query point. Indeed, there exists a point x within distance r of the query
point q if and only if r coordinates can be ignored such that the distance between x and q is zero.
Budgeted Version. We also consider the weighted generalization of the problem where the amount
of uncertainty varies for each feature. In this model, each coordinate is assigned a weight 0 ≤ wi ≤ 1 in
advance, which tries to capture the certainty level about the value of the coordinate (wi = 1 indicates
that the value of the coordinate is correct and wi = 0 indicates that it can not be trusted). The goal is
to ignore a set of coordinates B of total weight at most 1, and find a point x ∈ P , such that the distance
of the query to the point x is minimized ignoring the coordinates in B. Surprisingly, even computing
the distance between two points under this measure is NP-Complete (it is almost an instance of Min
Knapsack).
1.1. Results
We present the following new results:
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(A) Reduction from Robust ANN to ANN. We present a general reduction from the robust ANN
problem to the “standard” ANN problem. This results in a bi-criterion constant factor approxima-
tion, with sublinear query time, for the k-robust nearest neighbor problem.
(I) For L1-norm the result can be stated as follows. If there exists a point q
∗ whose distance to
the query point q is at most r by ignoring k coordinates, the new algorithm would report a
point x whose distance to the query point is at most O(r/δ), ignoring O(k/δ) coordinates.
The query algorithm performs O(nδ) ANN queries in 2-ANN data structures, where δ ∈ (0, 1)
is a prespecified parameter.
(II) In Section 3, we present the above result in the somewhat more general settings of the Lρ
norm. The algorithm reports a point whose distance is within O(r(c+ 1
δ
)1/ρ) after ignoring
O(k(1
δ
+ c)) coordinates while performing nδ of c1/ρ-ANN queries.
(B) (1 + ε)-approximation. We modify the new algorithm to report a point whose distance to the
query point is within r(1+ ε) by ignoring O( k
δε
) coordinates while performing O˜(n
δ/ε) ANN queries
(specifically, (1 + O(ε))-ANN). For the sake of simplicity of exposition, we present this extension
only in the L1 norm. See Appendix A for details.
(C) Budgeted version. In Section 4, we generalize our algorithm for the weighted case of the
problem. If there exists a point within distance r of the query point by ignoring a set of coordinates
of weight at most 1, then our algorithm would report a point whose distance to the query is at most
O(r) by ignoring a set of coordinates of weight at most O(1). Again, for the sake of simplicity of
exposition, we present this extension only in the L1 norm.
(D) Data sensitive LSH queries. It is a well known phenomenon in proximity search (e.g. see
Andoni et al. [ADI+06, Section 4.5]), that many data-structures perform dramatically better than
their theoretical analysis. Not only that, but also they find the real nearest neighbor early in the
search process, and then spend quite a bit of time on proving that this point is indeed a good
ANN. It is natural then to ask whether one can modify proximity search data-structures to take
an advantage of such a behavior. That is, if the query is easy, the data-structure should answer
quickly (and maybe even provide the exact nearest neighbor in such a case), but if the instance is
hard, then the data-structure works significantly harder to answer the query.
As an application of our sampling approach, we show a data-sensitive algorithm for LSH for the
binary hypercube case under the Hamming distance. The new algorithm solves the Approx-
imate Near Neighbor problem, in time O(d exp(∆) logn), where ∆ is the smallest value with∑n
i=1 exp
(−∆dist(q,xi)/r) ≤ 1, where dist(q,xi) is the distance of the query q to the ith point
xi ∈ P , and r is the distance being tested.
We also get that such LSH queries works quickly on low dimensional data, see Remark 5.3.2 for
details.
The new algorithms are clean and should be practical. Moreover, our results for the k-robust ANN hold
for a wide range of the parameter k, from O(1) to O(d).
1.2. Related Work
There has been a large body of research focused on adapting widely used methods for high-dimensional
data processing to make them applicable to corrupt or irrelevant data. For example, Robust PCA
[CLMW11] is an adaptation of the PCA algorithm that handles a limited amount of adversarial errors
in the input matrix. Although similar in spirit, those approaches follow a different technical development
than the one in this paper.
Also, similar approaches to robustness has been used in theoretical works. In the work of Indyk
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on Lρ sketching [Ind06], the distance between two points x and y, is defined to be the median of
{|x1 − y1|, ...., |xd − yd|}. Thus, it is required to compute the L∞ norm of their distance, but only over
the smallest d/2 coordinates.
Finally, several generalizations of the ANN problem have been considered in the literature. Two
related generalizations are the Nearest k-flat Search and the Approximate Nearest k-flat. In the former,
the dataset is a set of k-flats (k-dimensional affine subspace) instead of simple points but the query is
still a point (see [Mah15] for example). In the latter however, the dataset consists of a set of points
but the query is now a k-flat (see for example [AIKN09, MNSS15]). We note that our problem cannot
be solved using these variations (at least naively) since the set of coordinates that are being ignored in
our problem are not specified in advance and varies for each query. This would mean that
(
d
k
)
different
subspaces are to be considered for each point. In our settings, both d and k can be quite large, and the
new data-structures have polynomial dependency in both parameters.
Data sensitive LSH. The fast query time for low dimensional data was demonstrated before for an
LSH scheme [DIIM04, Appendix A] (in our case, this is an easy consequence of our data-structure).
Similarly, optimizing the parameters of the LSH construction to the hardness of the data/queries was
done before [ADI+06, Section 4.3.1] – our result however does this on the fly for the query, depending on
the query itself, instead of doing this fine tuning of the whole data-structure in advance for all queries.
1.3. Techniques
By definition of the problem, we cannot directly apply Johnson-Lindenstrauss lemma to reduce the
dimensions (in the L2 norm case). Intuitively, dimension reduction has the reverse effect of what we want
– it spreads the mass of a coordinate “uniformly” in the projection’s coordinates – thus contaminating
all projected coordinates with noise from the “bad” coordinates.
The basic idea of our approach is to generate a set of random projections, such that all of these
random projections map far points to far points (from the query point), and at least one of them
projects a close point to a close point. Thus, doing ANN queries in each of these projected point sets,
generates a set of candidate points, one of them is the desired robust ANN.
Our basic approach is based on a simple sampling scheme, similar to the Clarkson-Shor technique
[CS89] and LSH [HIM12]. The projection matrices we use are probing matrices. Every row contains a
single non-zero entry, thus every row copies one original coordinate, and potentially scales it up by some
constant.
A sketch of the technique: Consider the case where we allow to drop k coordinates. For a given
query point q, it has a robust nearest neighbor q∗ ∈ P , such that there is a set B of k “bad” coordinates,
such that the distance between q and q∗ is minimum if we ignore the k coordinates of B (and this is
minimum among all such choices).
We generate a projection matrix by picking the ith coordinate to be present with probability 1/(αk),
where α is some constant, for i = 1, . . . , d. Clearly, the probability that such a projection matrix
avoids picking the k bad coordinates is (1− 1
αk
)k ≈ e−1/α. In particular, if we repeat this process β lnn
times, where β is some constant, then the resulting projection avoids picking any bad coordinate with
probability ≈ e−β lnn/α = n−β/α. On the other hand, imagine a “bad” point x ∈ P , such that one has to
remove, say, (α/β)k coordinates before the distance of the point to the query q is closer than the robust
NN q∗ (when ignoring only k coordinates). Furthermore, imagine the case where picking any of these
coordinates is fatal – the value in each one of these bad coordinates is so large, that choosing any of these
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bad coordinates results in this bad point being mapped to a far away point. Then, the probability that
the projection fails to select any of these bad coordinates is going to be roughly (1 − 1
αk
)αk lnn ≈ 1/n.
Namely, somewhat informally, with decent probability all bad points get mapped to faraway points, and
the near point gets mapped to a nearby point. Thus, with probability roughly ≈ n−β/α, doing a regular
ANN query on the projected points, would return the desired ANN. As such, repeating this embedding
O(nβ/α log n) times, and returning the best ANN encountered would return the desired robust ANN with
high probability.
The good, the bad, and the truncated. Ultimately, our technique works by probing the coordi-
nates, trying to detect the “hidden” mass of the distance of a bad point from the query. The mass of
such a distance might be concentrated in few coordinates (say, a point has k + 1 coordinates with huge
value in them, but all other coordinates are equal to the query point) – such a point is arguably still
relatively good, since ignoring slightly more than the threshold k coordinates results in a point that is
pretty close by.
On the other hand, a point where one has to ignore a large number of coordinates (say 2k) before
it becomes reasonably close to the query point is clearly bad in the sense of robustness. As such, our
data-structure would classify points, where one has to ignore slightly more than k coordinates to get a
small distance, as being close.
To capture this intuition, we want to bound the influence a single coordinate has on the overall
distance between the query and a point. To this end, if the robust nearest neighbor distance, to q
when ignoring k coordinates, is r, then we consider capping the contribution of every coordinate, in
the distance computation, by a certain value, roughly, r/k. Under this truncation, our data-structure
returns a point that is O(r) away from the query point, where r is the distance to the k-robust NN
point.
Thus, our algorithm can be viewed as a bicriterion approximation algorithm - it returns a point
where one might have to ignore slightly more coordinates than k, but the resulting point is constant
approximation to the nearest-neighbor when ignoring k points.
In particular, a point that is still bad after such an aggressive truncation, is amenable to the above
random probing. By carefully analyzing the variance of the resulting projections for such points, we can
prove that such points would be rejected by the ANN data-structure on the projected points.
Budgeted version. To solve the budgeted version of the problem we use a similar technique to
importance sampling. If the weight of a coordinate is wi, then in the projection matrix, we sample the
ith coordinate with probability ≈ 1/wi and scale it by a factor of ≈ wi. This would ensure that the set
of “bad” coordinates are not sampled with probability e−2/α. Again we repeat it β lnn times to get the
desired bounds.
Data sensitive LSH. The idea behind the data-sensitive LSH, is that LSH can be interpreted as an
estimator of the local density of the point set. In particular, if the data set is sparse near the query
point, not only the LSH data-structure would hit the nearest-neighbor point quickly (assuming we are
working in the right resolution), but furthermore, the density estimation would tell us that this event
happened. As such, we can do the regular exponential search – start with an insensitive LSH scheme
(that is fast), and go on to use more sensitive LSHs, till the density estimation part tells us that we are
done. Of course, if all fails, the last LSH data-structure used is essentially the old LSH scheme.
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2. Preliminaries
2.1. The problem
Definition 2.1.1. For a point x ∈ Rd, let π = sort(x) be a permutation of JdK = {1, . . . , d}, such that
|xπ(1)| ≥ |xπ(2)| ≥ · · · ≥ |xπ(d)|. For a parameter 1 ≤ i ≤ d, the i-tail of x is the point xi =(
0, . . . , 0, |xπ(i+1)|, |xπ(i+2)|, . . . , |xπ(d)|
)
. Note, that given x ∈ Rd and i, computing xi can be done in
O(d) time, by median selection.
Thus, given two points x, v ∈ Rd, their distance (in the Lρ-norm), ignoring the k worst coordinates
(which we believe to be noise), is
∥∥∥(u− v)k∥∥∥
ρ
. Here, we are interested in computing the nearest
neighbor when one is allowed to ignore k coordinates. Formally, we have the following:
Definition 2.1.2. For parameters ρ, k, a set of points P ⊆ Rd, and a query point q ∈ Rd, the k-robust
nearest-neighbor to q in P is nnk(P, q) = argmin
x∈P
∥∥(x− q)k∥∥ρ , which can be computed, naively, in
O(d |P |) time.
Definition 2.1.3. For a point x ∈ Rd and a set of coordinates I ⊆ JdK, we define x\I to be a point in
R
d−|I| which is obtained from x by deleting the coordinates that are in I.
2.1.1. Projecting a point set
Definition 2.1.4. Consider a sequence m of ℓ, not necessarily distinct, integers i1, i2, . . . , iℓ ∈ JdK, where
JdK = {1, . . . , d}. For a point x = (x1, . . . , xd) ∈ Rd, its projection by m , denoted by mx, is the
point (xi1 , . . . , xiℓ) ∈ Rℓ. Similarly, the projection of a point set P ⊆ Rd by m is the point set mP =
{mx | x ∈ P}. Given a weight vector w = (w1, . . . , wd) the weighted projection by a sequence m of
a point x is mw(x) = (wi1xi1 , . . . , wiℓxiℓ) ∈ Rℓ.
Note, that can interpret m as matrix with dimensions ℓ × d, where the jth row is zero everywhere
except for having wij at the ijth coordinate (or 1 in the unweighted case), for j = 1, . . . , ℓ. This is a
restricted type of a projection matrix.
Definition 2.1.5. Given a probability τ > 0, a natural way to create a projection, as defined above, is to
include the ith coordinate, for i = 1, . . . , d, with probability τ . Let Dτ denote the distribution of such
projections.
Given two sequences m = i1, . . . , iℓ and n = j1, . . . , jℓ′, let m|n denote the concatenated sequence
m|n = i1, . . . , iℓ, j1, . . . , jℓ′. Let Dtτ denote the distribution resulting from concatenating t such inde-
pendent sequences sampled from Dτ . (I.e., we get a random projection matrix, which is the result of
concatenating t independent projections.)
Observe that for a point x ∈ Rd and a projectionM ∈ Dtτ , the projected pointMx might be higher
dimensional than the original point x as it might contain repeated coordinates of the original point.
Remark 2.1.6 (Compressing the projections). Consider a projection M ∈ Dtτ that was generated by the
above process (for either the weighted or unweighted case). Note, that since we do not care about the
order of the projected coordinates, one can encode M by counting for each coordinate i ∈ JdK, how
many time it is being projected. As such, even if the range dimension of M is larger than d, one can
compute the projection of a point in O(d) time. One can also compute the distance between two such
projected points in O(d) times.
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3. The k-robust ANN under the Lρ-norm
In this section, we present an algorithm for approximating the k-robust nearest neighbor under the
Lρ-norm, where ρ is some prespecified fixed constant (say 1 or 2). As usual in such applications, we
approximate the ρth power of the Lρ-norm, which is a sum of ρth powers of the coordinates.
3.1. The preprocessing and query algorithms
Input. The input is a set P of n points in Rd, and a parameter k. Furthermore, we assume we
have access to a data-structure that answer (regular) c1/ρ-ANN queries efficiently, where c is a quality
parameter associated with these data-structures.
Preprocessing. Let α, β, δ be three constants to be specified shortly, such that δ ∈ (0, 1). We set
τ = 1/(αk), t = β lnn, and L = O(nδ log n). We randomly and independently pick L sequences
M 1, . . . ,ML ∈ Dtτ . Next, the algorithm computes the point sets Pi = M iP , for i = 1, . . . , L, and
preprocesses each one of them for c1/ρ-approximate nearest-neighbor queries for the Lρ-norm (c ≥ 1),
using a standard data-structure for ANN that supports this. Let Di denote the resulting ANN data-
structure for Pi, for i = 1, . . . , L (for example we can use the data structure of Indyk and Motwani
[IM98, HIM12] for the L1/L2 cases).
Query. Given a query point q ∈ Rd, for i = 1, . . . , L, the algorithm computes the point qi = M iq,
and its ANN vi in Pi using the data-structure Di. Each computed point vi ∈ Pi corresponds to an
original point xi ∈ P . The algorithm returns the k-robust nearest neighbor to q (under the Lρ-norm)
among x1, . . . ,xL via direct calculation.
3.2. Analysis
3.2.1. Points: Truncated, light and heavy
Definition 3.2.1. For a point x = (x1, . . . , xd) ∈ Rd, and a threshold ψ > 0, let x≤ψ = (x′1, . . . , x′d)
be the ψ-truncated point, where x′i = min(|xi| , ψ), for i = 1, . . . , d. In words, we max out every
coordinate of x by the threshold ψ. As such, the ψ-truncated Lρ-norm of x = (x1, · · · , xd) is ‖x≤ψ‖ρ =(∑d
i=1
(
min(|xi|, ψ)
)ρ)1/ρ
.
Definition 3.2.2. For parameters ψ and r, a point x is (ψ, r)-light if ‖x≤ψ‖ρ ≤ r. Similarly, for a
parameter R > 0, a point is (ψ,R)-heavy if ‖x≤ψ‖ρ ≥ R.
Intuitively a light point can have only a few large coordinates. The following lemma shows that
being light implies a small tail.
Lemma 3.2.3. For a number r, if a point x ∈ Rd is (r/k1/ρ, r)-light, then ‖xk‖ρ ≤ r.
Proof: Let ψ = r/k1/ρ, and let y be the number of truncated coordinates in x≤ψ. If y > k then
‖x≤ψ‖ρ ≥ ρ
√
yψρ > ρ
√
kψρ = k1/ρψ = r, which is a contradiction. As such, all the non-zero coordinates
of xk are present in x≤ψ, and we have that ‖xk‖ρ ≤ ‖x≤ψ‖ρ ≤ r.
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3.2.2. On the probability of a heavy point to be sampled as light, and vice versa
Lemma 3.2.4. Let x = (x1, . . . , xd) be a point in R
d, and consider a random m ∈ Dτ , see Defini-
tion 2.1.5. We have that E
[
‖mx‖ρρ
]
= τ ‖x‖ρρ, and V
[
‖mx‖ρρ
]
= τ(1− τ) ‖x‖2ρ2ρ .
Proof: Let Xi be a random variable that is |xi|ρ with probability τ and 0 otherwise. For Z = ‖mx‖ρρ,
we have that E[Z] =
∑d
i=1E[Xi] =
∑d
i=1 τ |xi|ρ = τ ‖x‖ρρ . As for the variance, we have V[Xi] =
E[X2i ] − (E[Xi])2 = τ |xi|2ρ − τ 2 |xi|2ρ = τ(1 − τ) |xi|2ρ . As such, we have V[Z] =
∑d
i=1V[Xi] =
τ(1 − τ)∑di=1 |xi|2ρ = tτ(1 − τ) ‖x‖2ρ2ρ .
Lemma 3.2.5. Let x be a point in Rd, and let ψ > 0 be a number. We have that ‖x≤ψ‖2ρ2ρ ≤ ψρ ‖x‖ρρ.
Proof: Consider the ψ-truncated point v = x≤ψ, see Definition 3.2.1. Each coordinate of v is smaller
than ψ, and thus ‖v‖2ρ2ρ =
∑d
i=1 |vi|2ρ ≤
∑d
i=1 ψ
ρ |vi|ρ ≤ ψρ ‖v‖ρρ .
Lemma 3.2.6. Consider a sequence m ∈ Dτ . If x is a (r/k1/ρ, R)-heavy point and R ≥ (8α)1/ρr, then
Pr
[
‖mx‖ρρ ≥ 12E
[‖mx≤ψ‖ρρ]] ≥ 1/2, where ψ = r/k1/ρ.
Proof: Consider the ψ-truncated point v = x≤ψ. Since x is (r/k
1/ρ, R)-heavy, we have that ‖x‖ρ ≥
‖v‖ρ ≥ R. Now, setting Z = ‖mv‖ρρ, and using Lemma 3.2.4, we have µ = E[Z] = τ ‖v‖ρρ and
σ2 = V[Z] = τ(1−τ) ‖v‖2ρ2ρ ≤ τ(1−τ)ψρ ‖v‖ρρ , by Lemma 3.2.5. Now, we have that Pr
[‖mx‖ρρ ≤ µ/2] ≤
Pr
[‖mv‖ρρ ≤ µ/2]. As such, by Chebyshev’s inequality, and since τ = 1/(αk), if R ≥ (8α)1/ρr, we have
Pr
[
Z ≤ µ
2
]
≤ Pr
[∣∣Z − µ∣∣ ≥ µ/2
σ
σ
]
≤
(
σ
µ/2
)2
≤ τ(1 − τ)ψ
ρ ‖v‖ρρ
τ 2 ‖v‖2ρρ /4
≤ 4ψ
ρ
τ ‖v‖ρρ
≤ 4αkr
ρ
kRρ
≤ 1
2
.
Lemma 3.2.7. Let x be a prespecified point. The probability that a sequence M sampled from Dtτ does
not sample any of the k heaviest coordinates of x is ≥ n−β/α−2β/(α2k) ≈ 1/nβ/α (for the simplicity of
exposition, in the following, we use this rougher estimate).
Proof: Let S be the set of k indices of the coordinates of x that are largest (in absolute value). The
probability that mi does not contain any of these coordinates is (1−τ)k, and overall this probability is ν =(
1− 1
αk
)kt
=
(
1− 1
αk
)αk(β/α) lnn
. Now, we have ν ≥ exp(−β lnn
α
)(
1− 1
αk
)(β/α) lnn ≥ n−β/α exp(−2β lnn
α2k
)
=
n−β/α−2β/(α
2k), since, for any integerm, we have (1−1/m)m−1 ≥ 1/e ≥ (1−1/m)m, and e−2x ≤ 1−x ≤ ex,
for x ∈ (0, 1/2).
Lemma 3.2.8. Consider a point x such that ‖xk‖ρ ≤ r (see Definition 2.1.1). Conditioned on the
event of Lemma 3.2.7, we have that Pr
[
‖Mx‖ρρ ≥ 2tτrρ
]
≤ 1/2, where M ∈ Dtτ .
Proof: By Lemma 3.2.4 for Z = ‖Mxk‖ρρ, we have µ = E[Z] = tτ ‖xk‖ρρ ≤ tτrρ. The desired
probability is Pr[Z ≥ 2µ] ≤ 1/2, which holds by Markov’s inequality.
Lemma 3.2.9. Let R ≥ (8α)1/ρr. If x is a (r/k1/ρ, R)-heavy point, then Pr
[
‖Mx‖ρρ ≥ tτRρ/8
]
≥
1− 2/nβ/8.
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Proof: Let ψ = r/k1/ρ and v = x≤ψ, and for all i, let Yi = ‖miv‖ρρ. By Lemma 3.2.6, with probability at
least half, we have that Yi ≥ E[Yi]/2 ≥ τ ‖v‖ρρ /2 ≥ τRρ/2. In particular, let Zi = min(Yi, τRρ/2), and
observe that E[Zi] ≥ (τRρ/2)Pr[Yi ≥ τRρ/2] ≥ τRρ/4. Thus, we have that µ = E[Z] = E
[∑t
i=1 Zi
] ≥
tτRρ/4. Now set U = tτRρ/8 and note that µ ≥ 2U . Now, by Hoeffding’s inequality, we have that
Pr
[
‖Mx‖ρρ ≤ U
]
≤ Pr
[
Z ≤ U
]
≤ Pr
[
|Z − µ| ≥ µ− U
]
≤ 2 exp
(
−2(µ− U)
2
t(τRρ/2)2
)
≤ 2 exp
(
−8(µ/2)
2
tτ 2R2ρ
)
≤ 2 exp
(
−8(tτR
ρ/8)2
tτ 2R2ρ
)
= 2 exp
(
−β lnn
8
)
≤ 2
nβ/8
.
3.2.3. Putting everything together
Lemma 3.2.10. Let δ ∈ (0, 1) be a parameter. One can build the data-structure described in Section 3.1
with the following guarantees. For a query point q ∈ Rd, let q∗ ∈ P be its k-robust nearest neighbor
in P under the Lρ norm, and let r = ‖(q∗ − q)k‖ρ. Then, with high probability, the query algorithm
returns a point v ∈ P , such that q−v is a
(
r/k1/ρ, O(r(c+ 1/δ)1/ρ)
)
-light. The data-structure performs
O
(
nδ log n
)
of c1/ρ-ANN queries under Lρ-norm.
Proof: We start with the painful tedium of binding the parameters. For the bad probability, bounded
by Lemma 3.2.9, to be smaller than 1/n, we set β = 16. For the good probability 1/nβ/α of Lemma 3.2.7
to be larger than 1/nδ, implies nδ ≥ nβ/α, thus requiring α ≥ β/δ. Namely, we set α = β/δ. Finally,
Lemma 3.2.9 requires R ≥ (8α)1/ρr = (128/δ)1/ρr. Let λ = max(128/δ, 16c) and let R = λ1/ρr.
For a query point q, let q∗ be its k-robust NN, and let S be the set of k largest coordinates in
z = q− q∗. Let E denote the event of sampling a projection M i ∈ Dtτ that does not contain any of the
coordinates of S. By Lemma 3.2.7, with probability p ≈ 1/nβ/α = 1/nδ, the event E happens for the
data-structure Di, for any i.
As such, since the number of such data-structures built is L = Θ(nδ logn) = O
(
(log n)/p
)
, we have
that, by Chernoff inequality, with high probability, that there are at least m = Ω(log n) such data
structures, say D1, . . . , Dm.
Consider such a data-structure Di. The idea is now to ignore the coordinates of S all together,
and in particular, for a point x ∈ Rd, let x\S ∈ Rd−k be the point where the k coordinates of S are
removed (as defined in Definition 2.1.3). Since by assumption ‖z\S‖ρ = ‖zk‖ρ ≤ r, by Lemma 3.2.8,
with probability at least half, the distance of M iq
∗ from M iq is at most ℓ = (2tτ)
1/ρr. Since there
are Ω(log n) such data-structures, we know that, with high probability, in one of them, say D1, this
holds. By Lemma 3.2.9, any point x\S (of P ), that is (r/k
1/ρ, R)-heavy, would be in distance at least
ℓ′ = (tτ/8)1/ρR ≥ (2ctτ)1/ρr = c1/ρ · ℓ in the projection M 1 from the projected q. Since D1 is a c1/ρ-
ANN data-structure under the Lρ norm, we conclude that no such point can be returned, because the
distance from q to q∗ in this data-structure is smaller than c1/ρℓ ≤ ℓ′. Note that since for the reported
point v, the point v\S cannot be (r/k
1/ρ, λ1/ρr)-heavy, and that the coordinates in S can contribute at
most k (r/k1/ρ)ρ = rρ. We conclude that the point v cannot be (r/k1/ρ, (λ + 1)1/ρr)-heavy. Thus, the
data-structure returns the desired point with high probability.
As for the query performance, the data-structure performs L queries in c1/ρ-ANN data-structures.
This lemma would translate to the following theorem using Lemma 3.2.3.
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3.3. The result
Theorem 3.3.1. Let P ⊆ Rd be a set of n points with the underlying distance being the Lρ metric, and
k > 0, δ ∈ (0, 1), and c ≥ 1 be parameters. One can build a data-structure for answering the k-robust
ANN queries on P , with the following guarantees:
(A) Preprocessing time/space is equal to the space/time needed to storeM = O
(
nδ log n
)
data-structures
for performing c1/ρ-ANN queries under the Lρ metric, for a set of n points in O((d/k) logn) di-
mensions.
(B) The query time is dominated by the time it takes to perform c1/ρ-ANN queries in the M ANN
data-structures.
(C) For a query point q, the data-structure returns, with high probability, a point v ∈ P , such that if one
ignores O(k(1/δ+c)) coordinates, then the Lρ distance between q and v is at most O(r(1/δ+c)
1/ρ),
where r is the distance of the nearest neighbor to q when ignoring k coordinates. (Formally, q− v
is
(
r/k1/ρ, O(r(c+ 1/δ)1/ρ)
)
-light.)
Corollary 3.3.2. Setting c = 2, the algorithm would report a point v using 21/ρ-ANN data-structures,
such that if one ignores O(k/δ) coordinates, the Lρ distance between q and v is at most O(r/δ
1/ρ).
Formally, q − v is (r/k1/ρ, O(r/δ1/ρ))-light.
4. Budgeted version
4.1. Definition of the problem
In this section, we consider the budgeted version of the problem for L1-norm. Here, a coordinate i has
a cost ξi ≥ 0 of ignoring it, and we have a budget of 1, of picking the coordinates to ignore (note that
since we can safely remove all coordinates of cost ξi = 0, we can assume that ξi > 0). Formally, we have
a vector of costs ξ = (ξ1, . . . , ξd), where the ith coordinate, ξi, is the cost of ignoring this coordinate.
Intuitively, the cost of a coordinate shows how much we are certain that the value of the coordinate is
correct.
The set of admissible projections , is
G = G(ξ) =
{
I
∣∣∣ I ⊆ JdK and ∑i∈JdK\I ξi ≤ 1} . (4.1)
Given two points x, v, their admissible distance is
dξ(x, v) = min
I∈G
‖I(x− v)‖1 , (4.2)
where we interpret I as a projection (see Definition 2.1.4).
The problem is to find for a query point q and a set of points P , both in Rd, the robust nearest-
neighbor distance to q; that is,
dξ(q, P ) = min
x∈P
dξ(x, v). (4.3)
The point in P realizing this distance is the robust nearest-neighbor to q, denoted by q∗ = nn(q) =
nnξ(q, P ). The unweighted version can be interpreted as solving the problem for the case where all the
coordinates have uniform cost 1/k.
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Definition 4.1.1. If q∗ is the nearest-neighbor to q under the above measure, then the set of good coor-
dinates is G(q) = argminI∈G ‖I(q∗ − q)‖1 ⊆ JdK , and the set of bad coordinates is B(q) = JdK \G(q).
In what follows, we modify the algorithm for the unweighted case and analyze its performance for
the budgeted case. Interestingly, the problem is significantly harder.
4.1.1. Hardness and approximation of robust distance for two points
For two points, computing their distance is a special instance of Min-Knapsack. The problem is NP-
Hard (which is well known), as testified by the following lemma.
Lemma 4.1.2. Given two points x, v ∈ Rd, and a cost vector ξ, computing minI∈G ‖I(x− q)‖1 is
NP-Complete, where G is the set of admissible projections for ξ (see Eq. (4.1)).
Proof: This is well known, and we provide the proof for the sake of completeness.
Consider an instance of Partition with integer numbers b1, . . . , bd. Let α =
∑d
i=1 bi, and consider the
point x = (2b1/α, . . . , 2bd/α), and set the cost vector to be ξ = x. Observe that ‖x‖1 = ‖ξ‖1 = 2.
In particular, there is a point in robust distance at most 1 from the origin, with the total cost of the
omitted coordinates being 1 ⇐⇒ the given instance of Partition has a solution.
Indeed, consider the set of coordinates I realizing ℓ = minI∈G ‖I(x− 0)‖1. Let B = JdK \ I, and
observe that the cost of the omitted coordinates ℓ′ = ‖Bξ‖1 = ‖Bx‖1 is at most 1 (by the definition
of the admissible set G). In particular, we have ℓ + ℓ′ = ‖x‖1 = 2 and ℓ′ ≤ 1. As such, the minimum
possible value of ℓ is 1, and if it is 1, then ℓ = ℓ′ = 1, and I and B realize the desired partition.
Adapting the standard PTAS for subset-sum for this problem, readily gives the following.
Lemma 4.1.3 ([Isl09]). Given points x, v ∈ Rd, and a cost vector ξ ∈ [0, 1]d, one can compute a set
I ∈ G(ξ), such that dξ(x, v) ≤ ‖I(x− v)‖1 ≤ (1 + ε)dξ(x, v). The running time of this algorithm is
O(d 4/ε).
4.1.2. Embedding with scaling
Given a vector ξ ∈ [0, 1]d , consider generating a sequence m of integers i1 < · · · < ik, by picking the
number i ∈ JdK, into the sequence, with probability ξi. We interpret this sequence, as in Definition 2.1.4,
as a projection, except that we further scale the jth coordinate, by a factor of 1/ξij , for j = 1, . . . , k.
Namely, we project the ith coordinate with probability ξi, and if so, we scale it up by a factor of 1/ξi,
for i = 1, . . . , d (naturally, coordinates with ξi = 0 would never be picked, and thus would never be
scaled). Let Bξ denote this distribution of weighted sequences (maybe a more natural interpolation is
that this is a distribution of projection matrices).
Observation 4.1.4. Let ξ ∈ (0, 1]d be a cost vector with non zero entries. For any point x ∈ Rd, and
a random m ∈ Bξ, we have that E
[‖mx‖1] = ‖x‖1 .
4.2. Algorithm
The input is a point set P of n points in Rd. Let ξ = (ξ1, · · · , ξd) be the vector of costs, and α, β, δ be
three constants to be specified shortly, such that δ ∈ (0, 1). Let t = β lnn, and L = O(nδ log n).
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Preprocessing. We use the same algorithm as before. We sample L sequences M 1, . . . ,ML ∈ Btξ/α
Then we embed the point set using these projections, setting Pi = M iP , for i = 1, . . . , L. Next, we
preprocess the point set Pi for 2-ANN queries under the L1-norm, and let Di be the resulting ANN
data-structure, for i = 1, . . . , L.
Answering a query. Given a query point q, the algorithm performs a 2-ANN query for M iq in Di,
this ANN corresponds to some original point xi ∈ P , for i = 1, . . . , L. The algorithm then (1 + ε)-
approximate the distance ℓi = dξ(q,xi), for i = 1, . . . , L, using the algorithm of Lemma 4.1.3, and
returns the point realizing the minimum distance as the desired ANN.
4.3. The analysis
Lemma 4.3.1. For a query point q, let B = B(q) be the bad coordinates of q (thus ‖Bξ‖1 ≤ 1). Then
the probability that M ∈ Btξ/α misses all the coordinates of B is at least n−2β/α.
Proof: Let j1, . . . , jw be the bad coordinates in B. We have that
∑w
i=1 ξji ≤ 1. As such, the prob-
ability that m ∈ Bξ/α fails to sample a coordinate in B is
∏w
i=1(1− ξji/α) ≥
∏w
i=1 exp(−2ξji/α) ≥
exp(
∑w
i=1−2ξji/α) ≥ exp(−2/α), as ξji/α ≤ 1/2, and 1 − x ≥ exp(−2x), for x ∈ (0, 1/2). As
such, the probability that a sequence M = (m1, . . . ,mt) ∈ Btξ/α avoids B is at least exp(−2t/α) =
exp(−2(β/α) lnn) = n−2β/α.
Let G = G(q) and let r = ‖G(q − q∗)‖1 be the distance from q to its nearest neighbor only
considering the coordinates in G.
Lemma 4.3.2. For a point x ∈ Rd, and a random M ∈ Btξ/α, we have that E[‖Mx‖1] = t ‖x‖1 , and
V
[‖Mx‖1] = t∑di=1 x2i (α/ξi − 1),
Proof: The claim on the expectation follows readily from Observation 4.1.4. As for the variance, let i be
a coordinate that has non-zero cost, and let Xi be a random variable that is α/ξi with probability ξi/α,
and 0 otherwise. We have that V[Xi] = E[X
2
i ]− (E[Xi])2 =
(
ξi
α
(α/ξi)
2 + (1− ξi/α)0
)
− 12 = α/ξi − 1.
As such for m ∈ Btξ/α, we have that V
[
‖mx‖1
]
= V
[∑d
i=1 xiXi
]
=
∑d
i=1V[xiXi] =
∑d
i=1 x
2
i V[Xi] =∑d
i=1 x
2
i (α/ξi − 1) and thus the lemma follows.
As before, we want to avoid giving too much weight to a single coordinate which might have a huge
(noisy) value in it. As such, we truncate coordinates that are too large. Here, things become somewhat
more subtle, as we have to take into account the probability of a coordinate to be picked.
Definition 4.3.3. For a cost vector ξ ∈ Rd, a positive number r > 0, and a point x ∈ Rd, let trcr,ξ(x) =
(x′1, . . . , x
′
d) be the truncated point, where
x′i = min
(
|xi| , r
α/ξi − 1
)
, (4.4)
for i = 1, . . . , d.
The truncation seems a bit strange on the first look, but note that a coordinate i that has a cost ξi
approaching 0, is going to be truncated to zero by the above. Furthermore, it ensures that a “heavy”
point would have a relatively small variance in the norm under the projections we use, as testified by
the following easy lemma.
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Lemma 4.3.4. Consider a point x ∈ Rd, and a random m ∈ Bξ/α. For, x′ = trcr,ξ(x) = (x′1, . . . , x′d),
consider the random variable X = ‖mx′‖1. We have that E
[
X
]
= ‖x′‖1 , V
[
X
] ≤ r ‖x′‖1 , and
Pr
[
X ≥ E[X ]/2
] ≥ 1− 4r/ ‖x′‖1 .
Proof: The bound on the expectation is by definition. As for the variance, by Lemma 4.3.2 and Eq. (4.4),
we have V
[
‖mx′‖1
]
=
d∑
i=1
(x′i)
2
(α/ξi − 1) ≤
d∑
i=1
x′i
r
α/ξi − 1(α/ξi − 1) = r ‖x
′‖1 .
Let µ = E[X ], and σ2 = V[X ]. By Chebyshev’s inequality, we have that
Pr
[
X ≥ µ
2
]
≥ 1−Pr
[∣∣‖mx′‖1 − µ∣∣ ≥ µ/2σ σ
]
≥ 1−
(
σ
µ/2
)2
= 1− 4V[X ]
µ2
.
By the above, we have that V[X ]/µ2 ≤ r ‖x′‖1 / ‖x′‖21 .
Definition 4.3.5. For a value ν > 0, a point x is (r, ξ, ν)-light (resp. heavy) if ‖x′‖1 ≤ ν (resp. ‖x′‖1 ≥
ν), where x′ = trcr,ξ(x).
Lemma 4.3.6. Consider a point x ∈ Rd that is (r, ξ, R)-heavy, for R ≥ 8r, and a random M ∈ Btξ/α.
Then, we have that Pr
[‖Mx‖1 ≥ tR/8] ≥ 1− 1/nβ/2.
Proof: Let M = (m1, . . . ,mt). Let Xi = ‖mix′‖1, and let Yi be an indicator variable that is one if
Xi ≥ R/2. We have, by Lemma 4.3.4, that
Pr
[
Yi = 1
]
= Pr
[
Xi ≥ R
2
]
≥ Pr
[
‖mix′‖1 ≥
R
2
]
≥ Pr
[
‖mix′‖1 ≥
E[‖mix′‖1]
2
]
≥ 1− 4r‖x′‖1
= 1− 4r
R
≥ 1
2
,
as R ≥ 8r. By Chernoff inequality, we have that Pr[∑ti=1 Yi ≤ t/4] ≤ exp(−2(t/2)2/t) = exp(−t/2) =
1/nβ/2 since t = β lnn.
In particular, we have that ‖Mx‖1 ≥
∑t
i=1 Yi
R
2
, and as such
Pr
[‖Mx‖1 ≥ tR/8] ≥ Pr[∑ti=1 Yi ≥ t/4] ≥ 1− 1/nβ/2.
4.4. The result
Theorem 4.4.1. Let P be a point set in Rd, let ξ ∈ [0, 1]d be the cost of the coordinates, and let
ε > 0 be a parameter. One can build a data-structure, such that given a query point q, it can report a
robust approximate nearest-neighbor under the costs of ξ. Formally, if q∗ = nn(q) is the robust nearest-
neighbor (see Eq. (4.3)p10) when one is allowed to drop coordinates of total cost 1, and its distance to
this point is r = dξ(q, q
∗) (see Eq. (4.2)), then the data-structure returns a point x, such that q − x is
(r, ξ, 33(1 + ε)r)-light (see Definition 4.3.5). The data-structure has the following guarantees:
(A) The preprocessing time and space is O˜(n
δ)T2(n), where T2(n) is the preprocessing time and
space needed to build a single data-structure for answering (standard) 2-ANN queries in the
L1-norm for n points in d dimensions.
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(B) The query time is O(nδQ2 + n
δd4/ε), where Q2 is the query time of answering 2-ANN queries
in the above ANN data-structures.
Proof: The proof is similar to Lemma 3.2.10 in the unweighted case. We set β = 4, α = 2β/δ, and
R ≥ 32r. By the same arguments as the unweighted case, and using Lemma 4.3.1, Lemma 4.3.2, and
Markov’s inequality, with high probability, there exists a data-structure Di that does not sample any of
the bad coordinates B(q), and that ‖M i(q − q∗)‖1 ≤ 2tr. By Lemma 4.3.6 and union bound, for all
the points x such that x\B(q) (see Definition 2.1.3) is (r, ξ, 32r)-heavy, we have ‖M ix‖1 ≥ 4tr. Thus
by Lemma 4.1.3 no such point would be retrieved by Di. Note that since for the reported point x, we
have that x\B(q) is (r, ξ, 32r)-light, and that∑
i∈B(q)
r
α/ξi − 1 ≤ r
∑
i∈B(q)
ξi
α− ξi ≤
r
α− 1
∑
i∈B(q)
ξi ≤ r
α− 1 ≤ r,
the point x is (r, ξ, 33r)-light. Using Lemma 4.1.3 implies an additional (1+ ε) blowup in the computed
distance, implying the result.
Corollary 4.4.2. Under the conditions and notations of Theorem 4.4.1, for the query point q and its
returned point x, there exists a set of coordinates I ⊆ JdK of cost at most O(1) (i.e., ∑i∈I ξi = O(1),
such that ‖(q − x)\I‖1 ≤ O(r). That is, we can remove a set of coordinates of cost at most O(1) such
that the distance of the reported point x from the query q is at most O(r).
Proof: Let v = q−x and by Theorem 4.4.1 v is (r, ξ, c′r))-light for some constant c′. Let v′ = trcr,ξ(v)
and let I be the set of coordinates being truncated (i.e., all i such that |vi| ≥ rα/ξi−1). Clearly, the weight
of the coordinates not being truncated is at most
∑
i∈JdK\I |vi| ≤ ‖v′‖1 ≤ c′r. Also for the coordinates
in the set I, we have that
∑
i∈I
r
α/ξi−1
≤ c′r. Therefore, ∑i∈I ξi ≤ ∑i∈I αα−ξi · ξi ≤ αc′ := c, assuming
that α ≥ 2, and noting that 0 ≤ ξi ≤ 1.
5. Application to data sensitive LSH queries
Given a set of n points P and a radius parameter r, in the approximate near neighbor problem, one
has to build a data-structure, such that for any given query point q, if there exists a point in P that is
within distance r of q, it reports a point from P which is within distance r(1+ ε) of the query point. In
what follows we present a data structure based on our sampling technique whose performance depends
on the relative distances of the query from all the points in the data-set.
5.1. Data structure
Input. The input is a set P of n points in the hamming space Hd = {0, 1}d, a radius parameter r,
and an approximation parameter ε > 0.
Remark. In the spirit of Remark 2.1.6, one can generate the projections in this case directly. Specifically,
for any value of i, consider a random projectionM = (m1, . . . ,mi) ∈ Di1/r. Two points x, v ∈ Hd collide
under M , if mjx = mjv, for j = 1, . . . , i. Since we care only about collisions (and not distances) for the
projected points, we only care what subset of the coordinates are being copied by this projection. That
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is, we can interpret this projection as being the projection ∪jmj, which can be sampled directly from
Dτ , where τ = 1− (1− 1/r)i. As such, computing M and storing it takes O(d) time. Furthermore, for
a point x ∈ Hd, computing Mx takes O(d) time, for any projection M ∈ Di1/r.
Preprocessing. For i ≥ 1, let
fi(ℓ) = (1− 1/r)ℓi ≤ exp(−ℓi/r) and s(i) = c log n
fi(r)
= O
(
ei log n
)
, (5.1)
where c is a sufficiently large constant. Here, fi is the collision probability function of two points at
distance ℓ under projection m ∈ Di1/r, and s(i) is the number times one has to repeat an experiment
with success probability fi(r) till it succeeds with high probability. Let N = lnn1+ε .
For i = 1, . . . ,N , compute a set Hi =
{
m1,m2, . . . ,ms(i) ∈ Di1/r
}
of projections. For each projection
m ∈ Hi, we compute the set mP and store it in a hash table dedicated to the projection m . Thus, given
a query point q ∈ Hd, the set of points colliding with q is the set C
m
(q) = {x ∈ P | mq = mx} , stored as
a linked list, with a single entry in the hash table of m . Given q, one can extract, using the hash table,
in O(d) time, the list representing C
m
(q). More importantly, in O(d) time, one can retrieve the size of
this list; that is, the number |C
m
(q)|. For any i ≤ N , let DSi denote the constructed data-structure.
Query. Given a query point q ∈ Hd, the algorithm starts with i = 1, and computes, the number of
points colliding with it in Hi. Formally, this is the number Xi =
∑
m∈Hi
|C
m
(q)|. If Xi > c1s(i), the
algorithm increases i, and continues to the next iteration, where c1 is any constant strictly larger than
e.
Otherwise, Xi ≤ c1s(i) and the algorithm extracts from the s(i) hash tables (for the projections of
Hi) the lists of these Xi points, scans them, and returns the closest point encountered in these lists.
The only remaining situation is when the algorithm had reached the last data-structure for HN
without success. The algorithm then extracts the collision lists as before, and it scans the lists, stopping
as soon as a point of distance ≤ (1 + ε)r had been encountered. In this case, the scanning has to be
somewhat more careful – the algorithm breaks the set of projections of HN into T = c logn blocks
B1, . . . , BT , each containing 1/fN (r) projections, see Eq. (5.1). The algorithm computes the total size
of the collision lists for each block, separately, and sort the blocks in increasing order by the number of
their collisions. The algorithm now scans the collision lists of the blocks in this order, with the same
stopping condition as above.
Remark 5.1.2. There are various modifications one can do to the above algorithm to improve its per-
formance in practice. For example, when the algorithm retrieves the length of a collision list, it can
also retrieve some random element in this list, and compute its distance to q, and if this distance is
smaller than (1 + ε)r, the algorithm can terminate and return this point as the desired approximate
near-neighbor. However, the advantage of the variant presented above, is that there are many scenarios
where it would return the exact nearest-neighbor. See below for details.
5.2. Analysis
5.2.1. Intuition
The expected number of collisions with the query point q, for a single m ∈ Hi, is
γi = E
[
|C
m
(q)|
]
=
∑
x∈P
fi
(
dH(q,x)
) ≤∑
x∈P
exp
(−dH(q,x)i/r). (5.2)
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This quantity can be interpreted as a convolution over the point set. Observe that as fi(ℓ) is a mono-
tonically decreasing function of i (for a fixed ℓ), we have that γ1 ≥ γ2 ≥ · · · .
The expected number of collisions with q, for all the projections of Hi, is
Γi = E[Xi] = s(i)γi. (5.3)
If we were to be naive, and just scan the lists in the ith level, the query time would be O
(
d(Xi + s(i))
)
.
As such, if Xi = O(s(i)), then we are “happy” since the query time is small. Of course, a priori it is not
clear whether Xi (or, more specifically, Γi) is small.
Intuitively, the higher the value i is, the stronger the data-structure “pushes” points away from the
query point. If we are lucky, and the nearest neighbor point is close, and the other points are far, then
we would need to push very little, to get Xi which is relatively small, and get a fast query time. The
standard LSH analysis works according to the worst case scenario, where one ends up in the last layer
HN .
Example 5.2.1 (If the data is locally low dimensional). The quantity Γi depends on how the data looks
like near the query. For example, assume that locally near the query point, the point set looks like a
uniform low dimensional point set. Specifically, assume that the number of points in distance ℓ from
the query is bounded by #(ℓ) = O
(
(ℓ/r)k
)
, where k is some small constant and r is the distance of the
nearest-neighbor to q. We then have that
Γi = s(i)
∑
x∈P
fi
(
dH(q,x)
) ≤ O(ei logn) ∞∑
j=1
#(jr) exp(−ji) =
∞∑
j=1
O
(
jk exp(i− ji) lnn).
By setting i = k, we have
Γk ≤
∞∑
j=1
O
((
j
ej−1
)k
lnn
)
≤
∞∑
=1
O
(
j
2j
lnn
)
≤ O(lnn)
Therefore, the algorithm would stop in expectation after O(k) rounds.
Namely, if the data near the query point locally behaves like a low dimensional uniform set, then the
expected query time is going to be O(d logn), where the constant depends on the data-dimension k.
5.2.2. Analysis
Lemma 5.2.2. If there exists a point within distance r of the query point, then the algorithm would
compute, with high probability, a point x which is within distance (1 + ε)r of the query point.
Proof: Let q∗ ∈ P be the nearest neighbor to the query q. For any data-structure DSi, the probability
that q∗ does not collide with q is at most (1− fi(r))s(i) ≤ exp(−fi(r)s(i)) = exp(−O(log n)) ≤ 1/nO(1).
Since the algorithm ultimately stops in one of these data-structures, and scans all the points colliding
with the query point, this implies that the algorithm, with high probability, returns a point that is in
distance ≤ (1 + ε)r.
Remark 5.2.3. An interesting consequence of Lemma 5.2.2 is that if the data-structure stops before it
arrives to DSN , then it returns the exact nearest-neighbor – since the data-structure accepts approxima-
tion only in the last level. Stating it somewhat differently, only if the data-structure gets overwhelmed
with collisions it returns an approximate answer.
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Remark 5.2.4. One can duplicate the coordinates O(c) times, such that the original distance r becomes
cr. In particular, this can be simulated on the data-structure directly without effecting the performance.
As such, in the following, it is safe to assume that r is a sufficiently large – say larger than logn ≥ N .
Lemma 5.2.5. For any i > 0, we have s(i) = O(ei log n).
Proof: We have that fi(r) = (1 − 1/r)(r−1)ri/(r−1) ≥ exp(−ri/(r − 1)) = exp(−i− i/(r − 1)) since for
any positive integer m, we have (1− 1/m)m−1 ≥ 1/e ≥ (1− 1/m)m. As such, since we can assume that
r > log n ≥ i, we have that fi(r) = Θ(exp(−i)). Now, we have s(i) = O( lognfi(r) ) = O(ei log n).
Lemma 5.2.6. For a query point q, the worst case query time is O(dn1/(1+ε) log n), with high probability.
Proof: The worst query time is realized when the data-structure scans the points colliding under the
functions of HN .
We partition P into two point sets:
(i) The close points are P≤ = {x ∈ P | dH(q,x) ≤ (1 + ε)r}, and
(ii) the far points are P> = {x ∈ P | dH(q,x) > (1 + ε)r}.
Any collision with a point of P≤ during the scan terminates the algorithm execution, and is thus a good
collision. A bad collision is when the colliding point belongs to P>.
Let B1, . . . , BT be the partition of the projections of HN into blocks used by the algorithm. For any
j, we have |Bj| = O(s(N )/ logn) = O
(
eN
)
= O
(
n1/(1+ε)
)
, since N = (lnn)/(1+ε) and by Lemma 5.2.5.
Such a block, has probability of p = (1− fN (r))1/fN (r) ≤ 1/e to not have the nearest-neighbor to q (i.e.,
q∗) in its collision lists. If this event happens, we refer to the block as being useless.
For a block Bj, let Yj be the total size of the collision lists of q for the projections of Bj when
ignoring good collisions altogether. We have that
E[Yj] ≤ |Bj | · |P>| · fN
(
(1 + ε)r
) ≤ |Bj |n exp(−(1 + ε)rN /r) =
|Bj |n exp(−(1 + ε)N ) = |Bj | = O
(
n1/(1+ε)
)
,
since N = (lnn)/(1 + ε). In particular, the jth block is heavy, if Yi ≥ 10 |Bi|. The probability for a
block to be heavy, is ≤ 1/10, by Markov’s inequality.
In particular, the probability that a block is heavy or useless, is at most 1/e+ 1/10 ≤ 1/2. As such,
with high probability, there is a light and useful block. Since the algorithm scans the blocks by their
collision lists size, it follows that with high probability, the algorithm scans only light blocks before it
stops the scanning, which is caused by getting to a point that belongs to P≤. As such, the query time
of the algorithm is O(dn1/(1+ε) log n).
Next, we analyze the data-dependent running time of the algorithm.
Lemma 5.2.7. Let ℓi = dH(q,xi), for i = 1, . . . , n, where P = {x1, . . . ,xn} ⊆ Hd. Let ∆ be the
smallest value such that
∑n
i=1 exp(−∆ℓi/r) ≤ 1. Then, the expected query time of the algorithm is
O
(
de∆ logn
)
.
Proof: The above condition implies that γj ≤ γ∆ ≤ 1, for any j ≥ ∆. By Eq. (5.3), for j ≥ ∆, we
have that Γj = E[Xj] = γjs(j) ≤ s(j). Thus, by Markov’s inequality, with probability at least 1− 1/c1,
we have that Xj ≤ c1s(j), and the algorithm would terminate in this iteration. As such, let Yj be an
indicator variable that is one of the algorithm reached the jth iteration. However, for that to happen,
the algorithm has to fail in iterations ∆,∆+ 1, . . . , j − 1. As such, we have that Pr[Yj = 1] = 1/c1j−∆.
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The jth iteration of the algorithm, if it happens, takes O(ds(j)) time, and as such, the overall expected
running time is proportional to E
[
d
∑N
j=1 Yjs(j)
]
. Namely, the expected running time is bounded by
O
(
d
∆∑
j=1
s(j) + d
N∑
j=∆+1
s(j)
(c1)
j−∆
)
= O
(
de∆ logn + de∆
N∑
j=∆+1
ej−∆ log n
(c1)
j−∆
)
= O
(
de∆ log n
)
,
using the bound s(j) = O(ej log n) from Lemma 5.2.5, and since c1 > e.
5.3. The result
Theorem 5.3.1. Given a set P ⊆ Hd = {0, 1}d of n points, and parameters ε > 0 and r, one can
preprocess the point set, in O
(
dn1+1/(1+ε) logn
)
time and space, such that given a query point q ∈ Hd,
one can decide (approximately) if dH(q, P ) ≤ r, in O
(
dn1/(1+ε) logn
)
expected time, where dH is the
Hamming distance. Formally, the data-structure returns, either:
• “dH(q, P ) ≤ (1 + ε)r”, and the data-structure returns a witness x ∈ P , such that dH(q,x) ≤
(1 + ε)r. This is the result returned if dH(q,x) ≤ r.
• “dH(q, P ) > (1 + ε)r”, and this is the result returned if dH(q, P ) > (1 + ε)r.
The data-structure is allowed to return either answer if r ≤ dH(q, P ) ≤ (1 + ε)r. The query returns the
correct answer, with high probability.
Furthermore, if the query is “easy”, the data-structure would return the exact nearest neighbor.
Specifically, if dH(q, P ) ≤ r, and there exists ∆ < (lnn)/(1+ ε), such that
∑
x∈P exp(−dH(q,x)∆/r) ≤
1, then the data-structure would return the exact nearest-neighbor in O
(
d exp(∆) logn
)
expected time.
Remark 5.3.2. If the data is k dimensional, in the sense of having bounded growth (see Example 5.2.1),
then the above data-structure solves approximate LSH in O(d logn) time, where the constant hidden in
the O depends (exponentially) on the data dimension k.
This result is known, see Datar et al. [DIIM04, Appendix A]. However, our data-structure is more
general, as it handles this case with no modification, while the data-structure of Datar et al. is specialized
for this case.
Remark 5.3.3. Fine tuning the LSH scheme to the hardness of the given data is not a new idea. In
particular, Andoni et al. [ADI+06, Section 4.3.1] suggest fine tuning the LSH construction parameters
for the set of queries, to optimize the overall query time.
Contrast this with the new data-structure of Theorem 5.3.1, which, conceptually, adapts the param-
eters on the fly during the query process, depending on how hard the query is.
6. Conclusions
Ultimately, our data-structure is a prisoner of our underlying technique of sampling coordinates. Thus,
the main challenge is to come up with a different approach that does not necessarily rely on such an idea.
In particular, our current technique does not work well for points that are sparse, and have only few
non-zero coordinates. We believe that this problem should provide fertile ground for further research.
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A. For the L1-case: Trading density for proximity
The tail of a point in Lemma 3.2.10 has to be quite heavy, for the data-structure to reject it as an ANN.
It is thus natural to ask if one can do better, that is – classify a far point as far, even if the threshold
for being far is much smaller (i.e., ultimately a factor of 1 + ε). Maybe surprisingly, this can be done,
but it requires that such a far point would be quite dense, and we show how to do so here. For the sake
of simplicity of exposition the result of this section is provided only under the L1 norm.
The algorithm is the same as the one presented in Section 3.1, except that for the given parameter
ǫ we use (1 + O(ǫ))-ANN data-structures. We will specify it more precisely at the end of this section.
Also the total number of ANN data-structures is L = O
(
nδ · log n
ε
)
.
A.1. A tail of two points
We start by proving a more nuanced version of Lemma 3.2.6.
Lemma A.1.1. Let ξ, ε ∈ (0, 1) be parameters, and let x be a point in Rd that is (ξr, (1 + ε)r)-heavy.
Then Pr
[
‖mx‖1 ≥ (1 + ε/4)τr
]
≥ 1− 9ξ
ε2τ
,
Proof: Let ψ = ξr be a parameter and consider the ψ-truncated point v = x≤ψ. Since x is (ξr, (1+ε)r)-
heavy, we have that ‖x‖1 ≥ ‖v‖1 ≥ (1 + ε)r. Now, we have
µ = E
[‖mv‖1] = τ ‖v‖1 ≥ (1 + ε)τr and σ2 = V[‖mv‖1] = τ(1 − τ) ‖v‖22 .
Now, by Chebyshev’s inequality, we have that
Pr
[
‖mx‖1 ≥ (1 + ε/4)τr
]
≥ Pr
[
‖mv‖1 ≥ (1 + ε/4)τr
]
≥ Pr
[
‖mv‖1 ≥
(1 + ε)τr
1 + ε/2
]
≥ Pr
[
‖mv‖1 ≥
µ
1 + ε/2
]
= Pr
[
‖mv‖1 − µ ≥
(
1
1 + ε/2
− 1
)
µ
]
= Pr
[
−‖mv‖1 + µ ≤
ε/2
1 + ε/2
µ
]
= 1−Pr
[
−‖mv‖1 + µ ≥
ε
2 + ε
µ
]
≥ 1−Pr
[∣∣∣‖mv‖1 − µ∣∣∣ ≥ ε2 + ε · µσ · σ
]
≥ 1−
(
2 + ε
ε
)2(
σ
µ
)2
= 1− 9
ε2
· τ(1− τ) ‖v‖
2
2
τ 2 ‖v‖21
≥ 1− 9
ε2
(1− τ)ξ
τ(1 + ε)
≥ 1− 9ξ
ε2τ
,
by Lemma 3.2.5. Now by setting ξ ≤ ε3τ/90, this probability would be at least 1− ε/10.
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Similar to the Lemma 3.2.8 by Markov’s inequality we have the following lemma.
Lemma A.1.2. Consider a point x such that ‖xk‖1 ≤ r. Conditioned on the event of Lemma 3.2.7,
we have that Pr
[
‖Mx‖1 ≤ (1 + ε/32)tτr
]
≥ 1− 1
1+ε/32
≥ ε/33, where M ∈ Dtτ .
Lemma A.1.3. Let U = (1 + ε/16)tτr. If x is (ξr, R)-heavy point, then Pr
[
‖Mx‖1 ≥ U
]
≥ 1 −
2n−βε
2/256, assuming R ≥ (1 + ε)r and ξ ≤ ε3
90(αk)
.
Proof: For all i, let Yi = ‖mix‖1. By Lemma A.1.1, with probability at least (1 − ε/10), we have that
Yi ≥ (1 + ε/4)τr. In particular, let Zi = min(Yi, (1 + ε/4)τr). We have that
µ = E[Z] = E
[
t∑
i=1
Zi
]
≥ (1 + ε/4)tτr(1− ε/10) ≥ (1 + ε/8)tτr.
Now, by Hoeffding’s inequality, we have that
Pr
[
‖Mx‖1 ≤ U
]
≤ Pr
[
Z ≤ U
]
≤ Pr
[
|Z − µ| ≥ ε
16
tτr
]
≤ 2 exp
(
− 2(tτrε/16)
2
t((1 + ε/4)τr)2
)
≤ 2 exp
(
− tε
2
162
)
≤ 2
nβε2/256
.
Lemma A.1.4. Let δ, ε ∈ (0, 1) be two parameters. For a query point q ∈ Rd, let n ∈ P be its k-fold
nearest neighbor in P , and let r = ‖(n− q)k‖1. Then, with high probability, the algorithm returns a
point v ∈ P , such that q−v is a (ξr, r(1 + 2ε))-light, where ξ = O(δε5/k). The data-structure performs
O
(
nδ · logn
ε
)
of (1 + ε/64)-ANN queries.
Proof: As before, we set β = 512/ε2 and α = β/δ. Also, by conditions of Lemma A.1.3 we have
ξ ≤ ε3/(90 ·αk) = ε3δ/(90βk) = ε5δ/(90 · 512 · k). Also, let L = (nδ · logn
ε
). Let S be the set of k largest
coordinates in z = q − n. By similar arguments as in Lemma 3.2.10, there exists m = Ω( logn
ε
) data
structures say D1, . . . , Dm such that M i ∈ Dtτ does not contain any of the coordinates of S.
Since by assumption ‖z\S‖1 = ‖zk‖1 ≤ r, and by Lemma A.1.2, with probability at least ε/33
the distance of M in from M iq is at most (1 + ε/32)tτr. Since there are Ω(
logn
ε
) such structures, we
know that, with high probability, for one of them, say D1, this holds. By Lemma A.1.3, any point x\S
(of P ) that is (ξr, (1 + ε)r)-heavy, would be in distance at least (1 + ε/16)tτr in the projection M 1
from the projected q, and since D1 is a (1 + ε/64)-ANN data-structure under the L1 norm, we conclude
that no such point can be returned. Note that since for the reported point v, the point v\S cannot
be (ξr, r(1 + ε))-heavy, and the coordinates in S can contribute at most kξr ≤ δε5r ≤ εr, the point v
cannot be (ξr, r(1+2ε))-heavy. Thus, the data-structure returns the desired point with high probability.
As for the query performance, the data-structure performs L queries of (1 + ε/64)-ANN data-
structures.
By Lemma 3.2.3, we get the following corollary.
Corollary A.1.5. Given a query point q ∈ Rd, let n ∈ P be its k-robust nearest neighbor in P ,
and r = ‖(n− q)k‖1. Then, with high probability, the algorithm returns a point v ∈ P , such that∥∥∥∥(q − v)O( k
ε5δ
)
∥∥∥∥
1
≤ r(1 + 2ε).
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