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Abstract
This project presents a hybrid classification model for the credit evaluation problem taking
advantage on feature selection. In first instance, a short review of different computational
techniques for credit evaluation and feature selection is presented. After that, a hybrid classi-
fication model based on Genetic Algorithm and Support Vector Machines is built where the
main idea is to select the most important features that impact the classification performance.
This model is applied to a well-known problem: the credit evaluation where many experiments
are carried out with different credit data sets. Finally, the proposed model is compared with
other classification and prediction techniques like Support Vector Machines (SVM) and Arti-
ficial Neural Networks (ANN) which use all data set attributes. This is achieved in order to
test the competitiveness of the proposed hybrid model.
KEYWORDS: Credit Evaluation, Feature Selection, Genetic Algorithms, Support Vector
Machines, Artificial Neural Networks, Data Mining, Classification, Machine Learning, Signif-
icance Tests.
Resumen
Este proyecto presenta un modelo h´ıbrido de clasificacio´n para el problema de la evaluacio´n
crediticia, tomando ventaja de la seleccio´n de caracter´ısticas. En primera instancia, se presenta
una breve revisio´n de las distintas te´cnicas computacionales aplicadas en la evaluacio´n cred-
iticia y en la seleccio´n de caracter´ısticas. Despue´s de esto, un modelo h´ıbrido de clasificacio´n,
basado en Algoritmos Gene´ticos y Ma´quinas de Vectores de Soporte es construido, donde la
principal idea es seleccionar las caracter´ısticas ma´s importantes que impactan el desempen˜o en
la clasificacio´n. Este modelo es aplicado a un problema bien conocido: La evaluacio´n crediticia
en donde muchos experimentos se llevan a cabo con diferentes conjuntos de datos. Finalmente,
el modelo propuesto es comparado con otras te´cnicas de clasificacio´n y prediccio´n como las
Ma´quinas de Vectores de Soporte (SVM) y las Redes Neuronales Artificiales (ANN) los cuales
utilizan todos los atributos de los conjuntos de datos. Esto es ejecutado con el objetivo de
probar la competitividad del modelo h´ıbrido propuesto.
PALABRAS CLAVE : Evaluacio´n Crediticia, Seleccio´n de Caracter´ısticas, Algoritmos Gene´ti-
cos, Ma´quinas de Vectores de Soporte, Redes Neuronales Artificiales, Miner´ıa de Datos, Clasi-
ficacio´n, Aprendizaje de Ma´quina, Pruebas de Significancia.
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Capítulo 1
Introducción
En los últimos años, en muchas organizaciones alrededor del mundo se ha venido
fomentando el mejoramiento de los procesos industriales a través de normas de calidad,
estándares internacionales, mejores prácticas organizacionales, regulación estatal, entre
otras; todas ellas orientadas a la mejora de los servicios ofrecidos.
En particular, en organizaciones dedicadas a la evaluación de créditos (e.g. bancos,
aseguradoras, financiamiento comercial, etc.) es indispensable mejorar los procesos rela-
cionados con la toma de decisiones en donde se desea atender diariamente, de manera
eficiente, una gran cantidad de solicitudes de crédito. Muchas veces, atender cada so-
licitud puede tardar demasiado tiempo lo que puede ocasionar la pérdida del prospecto
y más aún, puede conducir a una reducción en los ingresos de la compañía. Para solu-
cionar este inconveniente se han desarrollado modelos automatizados llamados Modelos
de Evaluación Crediticia. Estos modelos apoyan la toma de decisiones, pues se acelera
el proceso de aprobación de créditos/seguros y se reduce considerablemente el riesgo de
un crédito mal asignado.
Los modelos de evaluación crediticia son aplicaciones que permiten apoyar la toma
de decisiones en diversas compañías alrededor del mundo. Estos modelos surgen como
una necesidad de poder evaluar de forma ágil y rápida las capacidades de endeudamiento
de clientes ante la solicitud de un crédito. Aunque existen diversos tipos de compañías
y distintos tipo de créditos, la idea general de un modelo de evaluación crediticia es,
por un lado, seleccionar aquellos individuos que poseen mejores condiciones económicas
para retornar a la compañía el valor total del crédito solicitado; por otra parte, estos
modelos permiten mitigar el riesgo en que se incurriría si se aprueba un crédito a un
individuo que no cumple con una capacidad de pago y endeudamiento.
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En los últimos años, los modelos de evaluación crediticia han evolucionado debido
a las facilidades proporcionadas por técnicas cada vez más precisas las cuales han sido
aplicadas a herramientas computacionales con las cuales se han mejorado los tiempos
de procesamiento y la calidad de predicción. Estas herramientas incorporan análisis
estadístico, minería de datos, inteligencia artificial, aprendizaje de máquina, entre otras.
Los modelos de evaluación crediticia hacen uso de la información recolectada a través
de medios electrónicos bien sea a través de bases de datos internas a la organización o
adquirida a partir de terceros. De manera precisa, los modelos utilizan como materia
prima la información histórica obtenida de varios clientes la cual está representada en
atributos o características que pueden reflejar el comportamiento de cada individuo.
Algunos de estos atributos pueden ser: Profesión, historia laboral, edad, sexo, estrato
social, estado civil, etc. Dependiendo de la información suministrada, la organización
podrá determinar si concede o niega una petición crediticia.
Una de las labores que suele afectar a un modelo de evaluación crediticia es la
correcta selección de los parámetros1 que alimentan a dicho modelo de clasificación.
Algunos autores han tratado de desarrollar sus modelos basándose en mecanismos de
prueba y error como es el caso de [4] donde el número de neuronas en la capa de
entrada de una red neuronal sufre una poda con el objetivo de lograr un menor tiempo
de entrenamiento y obtener mejores resultados.
Debido a que los modelos de evaluación crediticia se apoyan en características o
atributos de los clientes, no siempre es fácil determinar cuáles son los atributos correctos
con los cuales se pueda estimar el comportamiento crediticio de un individuo. De manera
formal, un modelo producirá buenos resultados o buenas predicciones si se seleccionan
las variables correctas del prospecto que realiza la petición. Técnicas relacionadas con
la reducción de dimensionalidad y con la selección de características son descritas en
[5] las cuales ayudan a determinar cuál es el conjunto adecuado de características que
se deben contemplar para entrenar el modelo y para ponerlo en funcionamiento de una
manera eficiente. Algunas técnicas particulares como Principal Component Analysis
(PCA) y Análisis de Factores (Factor Analysis) se encuentran descritas en [5] y [1].
En relación al tiempo de entrenamiento y a la precisión adecuada de los modelos de
clasificación, se han venido explorando mecanismos que permitan optimizar la selección
adecuada de parámetros o características. La selección de características que alimentan
el modelo es una tarea importante, pues de ellos depende que el modelo de clasificación
1Variables de entrada las cuales serán utilizadas por el modelo. Cada variable es identificado como
una característica o dimensión del individuo.
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tenga un buen comportamiento no solamente en tiempo de entrenamiento sino también
en el momento de ejecución en donde se espera una adecuada precisión al momento
de clasificar créditos. Esto es: a mayor precisión del modelo, menor número de errores
cometidos con lo cual se disminuye el riesgo al asignar créditos que podrían resultar en
incumplimiento o fraude.
Según [6], el objetivo de la selección de características es diseñar un clasificador
más compacto que presente una menor degradación del desempeño tanto como sea
posible. Adicionalmente, se expone que existen características que son innecesarias o
redundantes y que no aportan cambios significativos en los modelos de clasificación. De
esta manera, al identificar las características adecuadas, un modelo de clasificación (e.g.
un modelo de evaluación crediticia) podría tener mejor desempeño que si se emplearan
todas las características existentes asociadas al solicitante.
Objetivo General
El objetivo de este trabajo es diseñar e implementar un modelo híbrido de evaluación
crediticia que se apoye en la selección de características mediante el uso de Algoritmos
Genéticos (GA) y en las Máquinas de Vectores de Soporte (SVM) como modelo de
clasificación y predicción.
Objetivos Específicos
A continuación se detalla cada uno de los objetivos específicos que componen esta
investigación:
1. Identificar, evaluar y seleccionar un modelo de Algoritmos Genéticos (GA) que
permita seleccionar las características adecuadas que puedan intervenir en el en-
trenamiento de un modelo de evaluación crediticia.
2. Identificar, evaluar y seleccionar una Máquina de Vectores de Soporte (SVM) que
reciba como entrada las características seleccionadas obtenidas por el Algoritmo
Genético y que sirva como modelo de clasificación y predicción.
3. Diseñar un modelo híbrido de evaluación crediticia que se apoye en el Algoritmo
Genético y en la Máquina de Vectores de Soporte, seleccionados previamente.
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4. Evaluar el modelo híbrido GA-SVM propuesto respecto a técnicas de clasificación
tradicionales como las Redes Neuronales Artificiales (ANN) y las Máquinas de
Vectores de Soporte
Contribuciones y Publicaciones
En este proyecto se desea construir un Modelo de Evaluación Crediticia que sea
apropiado en la predicción para la asignación de créditos y que potencialmente sea
competitivo con aquellos modelos actuales los cuales han tenido una alta acogida. Para
la construcción de este modelo se desea abordar:
La correcta selección de características que alimenten el modelo de clasificación.
En este caso, un modelo de evaluación de créditos.
La selección de un modelo de clasificación que muestre resultados similares a
aquellos producidos por los modelos actuales más precisos (ANN y SVM).
De esta manera, se desea definir un modelo híbrido de clasificación el cual se apoye en
la adecuada selección de características (Feature Selection, por sus siglas en inglés) a
través del uso de Algoritmos Genéticos (Genetic Algorithms, GA) y en la aplicación
de Máquinas de Vectores de Soporte (Support Vector Machines, SVM) como modelo
predictivo y de clasificación. Como contribuciones importantes, este trabajo presenta:
Revisión de las principales técnicas computacionales de clasificación y predicción
aplicadas a la evaluación de créditos.
Novedosa codificación de cromosomas para los algoritmos genéticos con los cuales
se seleccionan las características adecuadas y los parámetros ideales con los cuales
se puede realizar clasificación de información crediticia.
Definición de operadores genéticos de cruce y mutación con los cuales se pro-
ducen nuevas poblaciones de individuos. En dichos operadores se establecen las
políticas adecuadas que permiten seleccionar las características más relevantes
de cada conjunto de datos así como los parámetros que alimentan el modelo de
clasificación.
Comportamiento del modelo híbrido propuesto sobre conjuntos de datos rela-
cionados con la evaluación crediticia.
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Implementación del modelo híbrido propuesto, a manera de prototipo, sobre una
popular herramienta de minería de datos con la cual se realizan todos los experi-
mentos y evaluaciones.
El modelo híbrido propuesto es competitivo y presenta buenos resultados desde
el punto de vista de clasificación. De esta manera, el modelo presenta resultados
similares de clasificación en comparación con técnicas tradicionales como las redes
neuronales y las máquinas de vectores de soporte las cuales hacen uso de todas
las características de los conjuntos de datos seleccionados.
Como soporte al desarrollo de este trabajo, se ha publicado:
El artículo titulado Feature Selection Applied to the Credit Evaluation Problem
Using Genetic Algorithms and Support Vector Machines  publicado en [7]. Este
artículo presenta un modelo de clasificación y predicción en donde se expresan las
ventajas y desventajas de la selección de características aplicadas sobre la evalua-
ción crediticia mediante el uso de algoritmos genéticos y máquinas de vectores de
soporte.
Organización
Este trabajo se encuentra dividido en tres capítulos importantes. En el segundo
capítulo se presenta el marco teórico o estado del arte en donde se hace una introducción
a la evaluación crediticia, se presenta una metodología general para la evaluación de
créditos, se revisan algunos antecedentes para posteriormente mostrar algunos modelos
desarrollados en los últimos años. Adicionalmente se discute el problema de la selección
y reducción de características y la aplicación de los algoritmos genéticos en dicha labor.
En el tercer capítulo se construye el modelo híbrido propuesto. En este punto se
elabora una metodología a través de la cual se identifican las principales variables que
compondrán el modelo desde el punto de vista de la configuración de los Algoritmos
Genéticos y las Máquinas de Vectores de Soporte.
En el cuarto capítulo se realiza una validación y una evaluación del modelo cons-
truido. Para ello se identifican los conjuntos de datos con los cuales se realizarán las
pruebas de entrenamiento y validación. Adicionalmente, el modelo es comparado con
dos modelos de clasificación ampliamente utilizados: Las Redes Neuronales Artificiales
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y las Máquinas de Vectores de Soporte. Finalmente, en esta sección, se presentan los
resultados de las evaluaciones respectivas.
Por último, se presentan las conclusiones de esta investigación en donde se aprecian
las ventajas y desventajas de la utilización del modelo propuesto.
Capítulo 2
Estado del Arte
Este capítulo presenta una revisión de las principales técnicas computaciones apli-
cadas a la evaluación crediticia. Inicialmente se realiza una introducción a los princi-
pales conceptos que abarcan la evaluación de créditos. Posteriormente, desde el punto
de vista computacional, se exponen las principales técnicas que se han utilizado en esta
problemática. Finalmente, se aborda el tema de la Selección de Características y su
aplicación desde el punto de vista de los Algoritmos Genéticos.
2.1. Introducción a la Evaluación Crediticia
En el contexto de la evaluación crediticia, de acuerdo a [8], un crédito hace referen-
cia al concepto de comprar ahora, pagar después. Mediante este concepto se pueden
adquirir bienes y servicios que se puedan pagar en un corto, mediano o largo plazo.
Como punto de contraste, se hace referencia al pago de contado en donde los bienes y/o
servicios son pagados en su totalidad inmediatamente se adquieren.
En el pago a crédito, un prestamista se hace cargo del total de la obligación (i.e. el
producto o servicio a adquirir) mientras que el aplicante o solicitante al crédito deberá
reincorporar en una o varias cuotas el valor que el prestamista cubrió; al valor de estas
cuotas se le suman los intereses y/o tarifas correspondientes a la facilidad que otorgó
el prestamista.
Según [8], el aplicante o solicitante está sometido a las siguientes condiciones:
1. Crear una impresión o imagen de confianza.
2. Retribuir el valor del bien o servicio a través de los pagos o términos acordados.
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3. Pagar una compensación en caso de incumplimiento.
De acuerdo a los tres puntos anteriores se define el concepto de solvencia o confiabilidad
crediticia1.
La evaluación crediticia es un conjunto de modelos de decisión y las técnicas subya-
centes que ayudan a un analista de créditos a tomar una decisión sobre el otorgamiento
de un crédito o préstamo a una persona solicitante [9]. Algunos de estos modelos co-
mo el Score Crediticio asignan un score o puntaje al solicitante y son muy útiles para
identificar su solvencia económica. Dicha puntuación puede ser otorgada a través de
números, letras u otro tipo de mecanismos.
Por otra parte, estas técnicas ayudan al prestamista a decidir quién recibe el crédito,
por qué valor debe ser aprobado o asignado el crédito, y qué estrategias pueden servir
para mejorar la rentabilidad del negocio [9].
2.2. Metodología General en la Evaluación de
Créditos
Un proceso general de evaluación crediticia se presenta de la siguiente manera:
1. Un individuo se acerca a la institución con la cual desea solicitar un crédito. El
tipo de crédito solicitado varía de industria a industria como por ejemplo, créditos
para vivienda, para consumo, para educación, para pago de deudas, solicitud de
tarjetas de crédito, etc.
2. La institución hace llenar al cliente uno o varios formularios en donde el individuo
debe registrar la información relacionada con él como por ejemplo sus datos bási-
cos, referencias familiares, referencias personales, referencias laborales, ubicación,
antigüedad y cargo laboral que posee en la actualidad, etc.
3. Los datos registrados en los formularios son analizados por expertos y opcional-
mente son procesados por software especializado. Este software debe emitir una
respuesta la cual indica si es posible asignar inmediatamente un concepto favora-
ble o negativo respecto a la información suministrada por el cliente.
1Solvencia en relación al término inglés creditworthiness
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4. Después de la evaluación, la entidad es responsable de entregarle una respuesta al
cliente. La respuesta al prospecto o solicitante puede ser de aprobación o negación
de la solicitud presentada.
Aunque este proceso es muy general, no todas las organizaciones emplean los mismos
mecanismos para la evaluación de sus clientes o solicitantes. Adicionalmente, a veces
el proceso puede ser completamente manual. Por otra parte, las entidades prestamistas
procuran proteger sus inversiones, por esta razón prefieren negar créditos a personas
que no poseen una capacidad clara de pago del beneficio adquirido. Si se acepta un
crédito a un individuo que potencialmente puede incurrir en fraude o incumplimiento,
la entidad está entrando en gastos adicionales al no poder recuperar su inversión de la
manera esperada.
2.3. Antecedentes de los Modelos de Evaluación
Crediticia
Según [9], se establece que en los años 40 técnicas de discriminación aplicadas en
otras áreas podían ser aplicadas también en le evaluación de créditos. Posteriormente, en
los años 50 se empezaron a utilizar modelos estadísticos en las decisiones de préstamos.
En estos mismo años, Bill Fair y Earl Isaac fundan su compañía dedicada a apoyar las
actividades de importantes empresas financieras y de ventas al menudeo [10].
Más tarde, en los años 1960s se inicia el periodo en el que se desarrolla la industria
de las tarjetas de crédito con lo cual los bancos ven una gran posibilidad de empezar
utilizar dichos modelos debido al elevado número de solicitudes que se debían procesar
constantemente[10].
En los años 80, debido al enorme éxito presentado en las tarjetas de crédito, se
empezaron a aplicar los modelos sobre otros productos como préstamos personales,
préstamos en empresas pequeñas, entre otros [9]. En estos mismo años se mantenía el
uso de modelos computarizados que se apoyaban en regresión logística y en la progra-
mación lineal. Posteriormente, técnicas de Inteligencia Artificial fueron empleadas en
la evaluación (e.g. Sistemas expertos, redes neuronales) [9].
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2.4. Terminología
Con el propósito de entender las siguientes secciones, se presentan algunos conceptos
útiles desarrollados dentro del ámbito del aprendizaje de máquina.
Modelo de Clasificación
De acuerdo a [1], la clasificación es la tarea de asignarle una etiqueta o label a
determinado conjunto de atributos relacionados (e.g. un registro en una base de datos
o una hoja de cálculo). Esta asignación se da a partir de una función f que mapea
cada atributo a un label específico. Esta función f es conocida como el Modelo de
Clasificación.
Dicho modelo de clasificación puede ser útil para realizar un análisis descriptivo en
donde se aplican técnicas estadísticas las cuales describen los datos existentes. También
se puede utilizar para realizar predicciones como por ejemplo series de tiempo.
Modelo Predictivo
Este es un caso particular de clasificación en donde se asigna una clase o etiqueta
a datos que no han sido catalogados previamente. En el contexto de este trabajo se
desea, a partir de ciertas características de un individuo, determinar su comportamiento
crediticio ya sea éste de bajo o alto riesgo para determinada compañía.
Matriz de Confusión
Esta es una matriz que muestra de forma tabular los resultados de la experi-
mentación realizada por un modelo de clasificación y predicción. Para un problema
de dos clases se tienen dos escenarios:
Dado un conjunto de variables independientes, el modelo de clasificación y predic-
ción determina correctamente la etiqueta que debe ser asignada a dichas variables.
El modelo predictivo asigna incorrectamente la etiqueta a determinado conjunto
de variables.
Para un caso de dos clases se presenta la Tabla 2.1 en donde se tienen los siguientes
términos [1]:
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f11 y f00 son clasificaciones correcta y por ende no se ha cometido error alguno.
f01 es un error del clasificador al etiquetar una clase en Clase 1 cuando realmente
es Clase 0.
f10 es el error que comete el clasificador cuando intenta clasificar una clase Clase
0 cuando realmente es Clase 1.
Tabla 2.1: Matriz de Confusión.
Predicción
Clase 1 Clase 0
Real Clase 1 f11 f10
Clase 0 f01 f00
De lo anterior se pueden obtener importantes métricas de desempeño del modelo
como [1]:
Accuracy =
f11 + f00
f11 + f00 + f10 + f01
Error Rate =
f10 + f01
f11 + f00 + f10 + f01
Típicamente la Clase 1 es la clase de casos positivos y la Clase 2 es la clase de
casos negativos. De esta manera se tiene:
Verdaderos Positivos (True Positive, TP) para f11.
Verdaderos Negativos (True Negative, TN) para f00.
Falsos Positivos (False Positive, FP) para f01. También conocido como Falsas
Alarmas.
Falsos Negativos (False Negative, FN) para f10.
Con base en esto se pueden definir otras métricas útiles de las cuales se evidencia su
uso en secciones futuras:
TruePositiveRate (TPR) =
TP
TP + FN
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False PositiveRate (TPR) =
FP
TN + FP
2.5. Técnicas Computacionales en los Modelos de
Evaluación Crediticia
En esta sección se realiza una breve descripción de algunos de los modelos predictivos
más empleados en el área de riesgo crediticio, específicamente se habla de algunas de las
técnicas más importantes de minería de datos aplicadas a la construcción de este tipo
de modelos. Apoyándose en [11] una clasificación adecuada para las técnicas influyentes
en la construcción de modelos de evaluación crediticia es:
Modelos Estadísticos. Se consideran los siguientes métodos:
• Métodos Paramétricos2. Comprenden técnicas como Análisis Discriminante
(Discriminant Analysis) y Regresión Logística (Logistic Regression).
• Métodos No Paramétricos3. Incluye técnicas de Árboles de Decisión, K-
Nearest Neighbor (K-NN) y Kernel Density.
Modelos de Computación Suave o Soft Computing. Se plantean principalmente
tres modelos:
• Redes Neuronales Artificiales (Artificial Neural Networks, ANN).
• Máquinas de Vectores de Soporte (Support Vector Machines, SVM).
• Conjuntos Rugosos (Rough Sets).
Modelos Híbridos. Estos métodos representan una extensión a los modelos exis-
tentes y consisten en una combinación de técnicas estadísticas, de soft computing
y de otros modelos relacionados.
Varios estudios se han desarrollado en las últimas décadas en donde se proponen mo-
delos crediticios que permiten clasificar a los individuos de acuerdo a su capacidad de
2Los métodos paramétricos requieren un conocimiento a priori acerca de la distribución de los
datos.
3No requieren información previa.
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pago. En [10] se presenta un Estado del Arte en scoring crediticio y scoring compor-
tamental. El artículo se concentra principalmente en mostrar lo que se ha hecho en
el área desde la perspectiva de riesgo. Inicialmente se presenta la historia del scoring
crediticio. Se vislumbran algunas de las variables que suelen ser importantes en un mo-
delo como las características de la persona, el capital o valor solicitado, la capacidad
de pago, las condiciones del mercado. Dentro del análisis se mencionan técnicas em-
pleadas en modelos de scoring como la Regresión Logística, Árboles de Decisión, Redes
Neuronales, Algoritmos Genéticos y algunos modelos híbridos que aprovechan caracte-
rísticas de más de un modelo como la combinación de la Programación Lineal con el
uso de Redes Neuronales. Por otra parte, se analiza el scoring comportamental o score
aplicado sobre comportamientos en grupos de poblaciones. En este sentido se emplean
técnicas que describen cómo es el comportamiento de un cliente de acuerdo a los rasgos
de la población que lo rodean.
Cuando se empezaron a desarrollar algunas de las técnicas de evaluación crediticia,
las soluciones que prevalecieron y que aun se utilizan son soluciones que aprovechan
características estadísticas de los individuos a analizar. Los modelos más importantes
son la Regresión Logística y el Análisis Discriminante Lineal. En [12] el autor establece
que el Análisis Discriminante (Discriminant Analysis) y la Regresión Logística (Logistic
Regression) son dos de las técnicas más empleadas en los modelos crediticios. El autor
muestra que estas técnicas tienen ciertas deficiencias cuando existen datos con una al-
ta dimensionalidad (i.e. muchos atributos a analizar), cuando la muestra o el número
de ejemplos son bastante reducidos, la selección de las variables y la incapacidad para
modelar información no lineal. Similarmente, se han desarrollado trabajos que hacen
importantes comparaciones entre estos dos modelos y otros mucho más elaborados. En
[13] se hace una comparación entre el Análisis Discriminante, el Análisis de Probabi-
lidad Unitaria (Probit Analysis) y las Redes Neuronales Artificiales (Artificial Neural
Networks). De la misma manera, [4, 14, 15, 16] hacen comparaciones con otros mode-
los propuestos similares en donde los autores exponen las desventajas ante la falta de
precisión del Análisis Discriminante y la Regresión Logística.
Nuevos modelos han surgido y están siendo ampliamente utilizados en la industria.
Estos modelos han demostrado ser más efectivos que la Regresión Logística y el Análisis
Discriminante Lineal y sus variantes. De los modelos más empleados se encuentran las
Redes Neuronales. El autor en [17] expone en su trabajo una comparación de cinco
arquitecturas de redes neuronales: Multi-Layer Perceptron (MLP), Mixture Of Experts
(MOE), Función de Base Radial (Radial Basis Function, RBF), Learning Vector Quan-
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tization (LVQ) y la Resonancia Adaptativa Difusa (Fuzzy Adaptive Resonance, FAR);
adicionalmente el autor compara las redes neuronales con otros modelos como la Re-
gresión Logística y el Análisis Discriminante. De la misma manera, el empleo de las
Máquinas de Vectores de Soporte (Support Vector Machines, SVM) promete mostrar
mejores resultados de clasificación y predicción que como lo vienen mostrando las redes
neuronales. En [18, 19] se emplean las Máquinas de Vectores de Soporte y proponen
modelos de evaluación crediticia que, según sus experimentos, muestran tener mejor
desempeño y exactitud en la predicción que aquella precisión mostrada por las redes
neuronales. Estos trabajos no concluyen contundentemente cuál de los modelos es mejor,
pues el desempeño ante la predicción no es notorio de una manera significativa.
Actualmente se desarrollan nuevas técnicas que puedan mostrar un mejor desem-
peño. Algunas de estas técnicas consisten en la construcción de modelos híbridos que
fusionen características de técnicas estadísticas y de aprendizaje de máquina. Los au-
tores en [14] desarrollan un modelo híbrido que emplea redes neuronales artificiales
y Curvas de Regresión Adaptativas Multivariadas (Multivariate Adaptive Regression
Splines, MARS). Similarmente, [20] presenta una arquitectura híbrida para generar un
modelo de evaluación crediticia. Se fundamenta en dos herramientas ampliamente uti-
lizadas en la minería de datos: Clustering y Redes Neuronales. En [15] se muestra una
combinación de las redes neuronales con el Análisis Discriminante.
Todos estos modelos han mostrado ser exitosos, algunos más que otros. Sin embargo,
hoy en día se suelen utilizar preferiblemente las redes neuronales con una arquitectura
MLP, pues han demostrado ser precisas en las predicciones. Igualmente, los SVM es-
tán siendo implementados en distintas empresas y muestran un desempeño, en algunos
casos, mejor al presentado por las redes neuronales. Sin embargo, estos modelos sue-
len ser poco descriptivos y se convierten en cajas negras, pues no se puede obtener
información adicional que permita comprender otras características que afectan la de-
cisión. Para solucionar este inconveniente se recurre a otras técnicas como los árboles
de decisión y la generación de reglas las cuales son técnicas que describen mejor los
resultados de acuerdo a la información suministrada. En [21] se propone un modelo
basado en la Programación Genética (Genetic Programming, GP) el cual se aplica en
dos fases; este modelo genera reglas descriptivas de la clasificación que se le debe dar
a un individuo. En [22] se propone un modelo de evaluación crediticia basado en GP
el cual es comparado contra otros modelos tradicionales ampliamente empleados en el
campo crediticio. La Programación Genética GP extrae automáticamente relaciones in-
teligibles en un sistema que ha sido usado en muchas aplicaciones como en la regresión
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simbólica y la clasificación. GP es similar a un árbol de decisión; posee un conjunto de
funciones que contienen sentencias y operadores y un conjunto terminal el cual contiene
las entradas del modelo. El procesamiento es similar a los algoritmos genéticos.
Aunque existen diversas técnicas con las cuales se puede desarrollar un modelo cre-
diticio, en este capítulo sólo se habla de algunas de las más utilizadas en la industria. La
Figura 2.1 muestra aquellos de los modelos más empleados en organizaciones alrededor
del mundo: Para fines de esta sección, se considera hacer una revisión sobre el Análi-
sis Discriminante, la Regresión Logística, Árboles de Decisión, Redes Neuronales y las
Máquinas Vectoriales de Soporte. Adicionalmente se explica brevemente, algunas de las
técnicas híbridas que están siendo implementadas en la actualidad.
Figura 2.1: Modelos aplicados en evaluación crediticia.
2.5.1. Modelos Estadísticos
A continuación se describen, de manera breve, algunos de los modelos que se han
empleado en procesos de evaluación crediticia desde la perspectiva de los Modelos Es-
tadísticos :
Análisis Discriminante (Discriminant Analysis, DA). Es una técnica de clasi-
ficación y discriminación propuesta por Fisher en 1936 [13]. Uno de los requerimientos
importantes para poder emplear esta técnica dentro de un modelo de evaluación cre-
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diticia es que los datos deben ser independientes y deben presentar una distribución
normal [13]. De acuerdo a [15] DA es una de las técnicas más empleadas y discutidas
dentro del campo de técnicas de clasificación. La idea general de DA es encontrar la
mejor combinación lineal de las variables predictoras con el objetivo de clasificar los
objetos en dos o más grupos procurando encontrar una exactitud de predicción óptima
[15]. Esto es, maximizar la varianza inter-grupos respecto a la varianza intra-grupo [16].
Regresión Logística (Logistic Regression, LR). Es una técnica estadística
ampliamente utilizada en los modelos de evaluación / score crediticio, así como en otras
áreas. Esta técnica considera un conjunto de variables independientes o predictoras y
una variable dependiente con dos posibles valores (i.e. variable dicotómica).
Árboles de Decisión (Decision Trees, DT). Son una popular herramienta uti-
lizada en análisis estadístico y minería de datos. DT son ideales para realizar clasifi-
cación y predicción [23] y en general, los métodos basados en árboles representan reglas.
Según [23], los árboles de decisión son muy útiles en la exploración de datos en donde
se desea encontrar relaciones en una cantidad enorme de datos. También DT combina
la exploración y modelado de datos.
Un Árbol de Decisión es una estructura que permite dividir un extenso conjunto
de datos relacionados entre sí (i.e. registros), en conjuntos más pequeños de datos a
través de la aplicación secuencial de sencillas reglas de decisión [23]. Adicionalmente,
los Árboles de Decisión poseen una estructura de árbol donde cada nodo representa una
prueba o condición sobre el valor de un atributo, las ramas representan el resultado
de la evaluación del atributo y las hojas (i.e. nodos finales en el árbol) son las clases o
variables dependientes [24].
La Figura 2.2 muestra un sencillo ejemplo de DT adaptado de [24] en donde se
desea conocer qué tipo de población podría adquirir un computador; en este caso, la
clase indica si se compra o no computador teniendo como referencias atributos como
edad, comportamiento crediticio (Score) y si es estudiante o no.
Para la construcción del árbol de decisión se utilizan técnicas de particionamiento
llamadas Inducción de Árbol de Decisión (Decision Tree Induction) en donde se busca
un atributo de un registro que pueda partir de la mejor manera el conjunto de datos
hasta obtener las clases o variables dependientes [24]. Los autores en [23] indican que una
manera adecuada de dividir el conjunto de datos es a través de la Pureza y Diversidad
en donde se consideran varias técnicas:
Diversidad de la Población, también llamada Índice Gini.
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Figura 2.2: Ejemplo de un árbol de decisión para la compra de computador.
Ganancia de Información, conocida como Entropía.
Índice de Ganancia de Información.
Prueba de Chi-Cuadrado.
Para aplicar estas técnicas se deben hacer consideraciones sobre el tipo de atributo que
se presenta (e.g. nominal, numérico, discreto, continuo, etc.). Igualmente, se consideran
técnicas de pre-procesamiento de datos que permiten lograr una pureza y consistencia
de las variables.
Algunos de los algoritmos más conocidos para la construcción de árboles de decisión
son ID3, C4.5, C5 y CART (Classification And Regression Tree) [23].
2.5.2. Modelos de Soft Computing
A continuación se referencian algunos modelos de Soft Computing altamente uti-
lizados en la evaluación crediticia:
Redes Neuronales Artificiales (Artificial Neural Networks, ANN). Son
unas estructuras computacionales que han sido inspiradas en sistemas neuronales bio-
lógicos [1]. Básicamente, una ANN está conformada por nodos llamados neuronas y
por las conexiones existentes entre estos nodos. Su objetivo principal es transformar
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un conjunto de datos de entrada en un conjunto de datos de salida en donde entradas
y salidas son datos numéricos. Esta transformación se da a través de la interconexión
de las neuronas que conducen los datos desde una capa de entrada hasta una capa
de salida. La Figura 2.3 muestra un modelo general de una red neuronal; la capa de
entrada recibe todo el conjunto de variables numéricas, se puede contar con cero o más
capas ocultas y una capa de salida donde se encuentran las variables dependientes.
Como recomendación, los datos de entrada deben ser numéricos y deben estar norma-
lizados. Adicionalmente, las conexiones entre las neuronas juegan un papel importante
en el sistema, pues en ellas se determina cómo debe funcionar el modelo; esto significa
que cada conexión posee un peso lo cual influye en las capacidades de clasificación y/o
predicción.
Figura 2.3: Ejemplo de una red neuronal y detalle de una neurona.
De acuerdo a [14, 20] el número de capas ocultas y el número de neuronas en las
capas ocultas es uno de los problemas más difíciles de tratar; adicionalmente, los autores
establecen que con una sola capa oculta es suficiente para modelar un sistema complejo
que produzca una buena exactitud. Por otra parte, [25] establecen que el número de
neuronas en las capas ocultas y el número de capas ocultas puede ser determinado a
través de ensayo y error.
Para poner en funcionamiento una Red Neuronal se deben considerar tres fases
importantes:
1. Construcción de la arquitectura de ANN. Aquí se determinan las variables de
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entrada, la clase o variable dependiente a predecir y la topología de la red. Tanto
las variables de entrada como de salida deben ser previamente normalizados para
evitar que algunos atributos tengan más influencia que otros.
2. Entrenamiento y validación del modelo. En esta fase se ajustan los pesos de las
conexiones hasta que el error resultante del modelo sea lo más reducido posible,
i.e. la diferencia entre la salida esperada y la real tienda a ser cero.
3. Predicción y/o clasificación. Una vez entrenado el modelo, se procede a mostrarle
a la ANN nuevos casos. Estos casos no han sido tratados anteriormente por el
sistema. El modelo de ANN debe estar en capacidad de clasificar y/o predecir
cada nuevo caso.
Sin embargo, [23] considera 7 etapas para la construcción y puesta en funcionamiento
de la ANN, pero para efectos prácticos las tres fases anteriores expresan la misma idea.
Para el caso de este trabajo y apoyándose en [26], una red neuronal adecuada en la
construcción de un modelo de evaluación crediticia puede estar conformado por:
Tantas neuronas en la capa de entrada como atributos numéricos posea el indi-
viduo solicitante del crédito.
Una neurona en la capa de salida que clasifique el comportamiento crediticio del
cliente; usualmente, bueno o malo. Aunque se podrían considerar más neuronas
en esta capa dependiendo de las necesidades que se deseen cubrir.
Una capa intermedia u oculta.
Una vez definida la arquitectura o la topología de la Red Neuronal, es necesario iniciar
el proceso de aprendizaje o entrenamiento. En este proceso, como se mencionó ante-
riormente, se desea encontrar la combinación adecuada de pesos en las conexiones que
conlleven a la reducción del error en la capa de salida. La Figura 2.3 muestra el detalle
de una neurona en una Red Neuronal (e.g. Backpropagation Neural Network, BPN).
De manera general, cada neurona en determinada capa toma el conjunto de pesos mul-
tiplicado por la entrada correspondiente en donde inicialmente los pesos son asignados
de manera aleatoria. Esto es:
I =
∑
i
wixi + θ (2.1)
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Donde I es la entrada de la neurona y θ es un peso adicional que influencia el
resultado (i.e. bias). Posteriormente se procesa la entrada a través de una función de
activación, i.e. la neurona se excita o se inhibe dependiendo del valor I. Existen varios
tipos de funciones de activación que suelen producir valores entre 0 y 1 o entre -1 y 1,
i.e. el resultado se encuentra normalizado. Algunas de las funciones de activación f(I)
más empleadas son la función sigmoidal, la función logística [24] y la función tangente
hiperbólica [23]. En la mayoría de los casos, las funciones de activación a emplear en la
red neuronal son no lineales (i.e. salida de la neurona) [1]. Finalmente, los pesos deben
ser ajustados iterativamente de acuerdo a un criterio apropiado como por ejemplo la
minimización del Error Cuadrático Medio (Sum of Squared Error, SEE) [4, 1]:
SSE(W ) =
∑
i
(yi − yˆi)2 + θ (2.2)
Donde el SSE depende de W debido a que la clase estimada yˆ es una función de
los pesos asignada a las neuronas de las capas ocultas y la capa de salida (i.e. f(I)=yˆ)
[1]. Para apoyar el proceso de aprendizaje se utiliza la tasa de aprendizaje (learning
rate). La decisión de la escogencia de la tasa de aprendizaje es crucial, pues si se escoge
una tasa muy pequeña, el proceso de aprendizaje se vuelve lento y la convergencia es
demorada. Por otra parte, si la tasa es grande provocará una oscilación en el modelo
y la convergencia no se dará [14]. Para el caso de una BPN, uno de los algoritmos de
aprendizaje más empleados es el Gradiente Descendiente [14]. Sin embargo, BPN es
sólo una topología específica y una manera de cómo se puede diseñar un modelo de
scoring. El autor en [17] expone un trabajo muy descriptivo de cinco arquitecturas de
redes neuronales aplicadas a modelos de scoring. Los modelos descritos en [17] son:
Multi-Layer Perceptron, MLP.
Mixture of Experts, MOE.
Radial Basis Function, RBF.
Learning Vector Quantization, LVQ.
Fuzzy Adaptive Resonance, FAR.
Adicionalmente, cada modelo es comparado contra los otros cuatro y contra otros mo-
delos como la Regresión Logística, Análisis Discriminante, Kernel Density, CART y
K-Nearest Neighbor.
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Máquinas de Vectores de Soporte (Support Vector Machines, SVM). De
acuerdo a [1], son el Estado del Arte de la tecnología de redes neuronales basado en
aprendizaje estadístico. Las SVM funcionan correctamente con datos altamente dimen-
sionales y evita el problema de la maldición de la dimensionalidad [15]. La idea general
de SVM es encontrar hiperplanos óptimos que separen de la mejor manera posible un
conjunto de datos en dos o más clases. En la práctica es posible que los datos existentes
no puedan ser separables linealmente, por este motivo se recurre a estrategias de cambio
de dimensionalidad, i.e., se hace un cambio a un número mayor de dimensiones depen-
diendo del número de atributos existentes en el conjunto de entrada; una vez hecho el
cambio de dimensión, es factible encontrar un hiperplano que separe correctamente los
datos en dos o más clases. Para clarificar este concepto, la Figura 2.4 muestra un con-
junto de datos los cuales pueden ser separables en dos clases [15]. Sin embargo, existen
muchas soluciones para separar este conjunto de datos.
Figura 2.4: Separación de dos clases a través de hiperplanos - [1].
Dados estos hiperplanos que separan el conjunto de datos, el objetivo de SVM es
poder encontrar un hiperplano óptimo para que separe las clases. La Figura 2.5 expresa
este resultado. En este caso, el hiperplano B1 es mucho mejor que B2, pues la margen
que separa los datos en B1 (distancia entre b11 y b22) es mucho más grande que la margen
que separa los datos con B2 (distancia entre b21 y b22). Las márgenes están definidas por
aquellos datos que están más cerca al hiperplano donde bij son hiperplanos paralelos a
Bi.
De manera general, un hiperplano que separa dos clases está definido por:
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Figura 2.5: Hiperplano óptimo para la separación de clases - [1].
W.X + b = 0 (2.3)
Figura 2.6: Hiperplano óptimo para la separación de clases - [2].
Donde W es el vector de pesos o coeficientes que indica la dirección del hiperplano
(Ver Figura 2.6), X es el vector de datos de entrada en el modelo y b es un sesgo.
Adicionalmente, la margen está dada por [15]:
d =
2
||W || (2.4)
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Que es la función a maximizar la cual se puede escribir en su forma dual como una
minimización:
min
||W ||2
2
(2.5)
Sujeto a:
yi(W.X + b) ≥ 1, i = 1, 2, .., N
En donde y i es el valor que toma la clase para el registro i y N es el número de
registros a examinar.
Este problema de optimización se puede escribir sin restricciones empleando la téc-
nica de Multiplicadores de Lagrange :
L(W, b, α) =
1
2
||W ||2 +
N∑
i=1
αi(1− yi(< wi, xi > +b)) (2.6)
En donde αi es cada uno de los multiplicadores de Lagrange y < ., . > es el producto
punto entre dos vectores. Derivando respecto a W y a b se tiene:
∂WL(W, b, α)⇒ W =
N∑
i=1
αiyixi
∂bL(W, b, α)⇒
N∑
i=1
αiyi = 0
αi ≥ 0
De esta manera se reemplaza en la ecuación principal:
Minimizar
1
2
N∑
i,j=1
αiαjyiyj < xi, xj > −
N∑
i=1
αi (2.7)
Sujeto a:
N∑
i=1
αiyi = 0; αi ≥ 0
La solución óptima sólo considera a aquellos multiplicadores de lagrange en donde
αi 6= 0. A estos multiplicadores se les llama Vectores de Soporte y son los que realmente
contribuyen a la solución.
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Sin embargo, la formulación anterior es aplicable sólo cuando las clases son lineal-
mente separables y cuando la margen no permite violaciones (i.e. Margen Rígida o Hard
Margin). Para aquellos casos en los cuales se permiten violaciones al modelo se emplea
adicionalmente variables de holgura ξ (i.e. Margen Suave o Soft Margin). Entonces la
Ecuación 2.5 se transforma en:
min
||W ||2
2
+ C
N∑
i=1
ξi (2.8)
Sujeto a:
yi(W.X + b) ≥ 1− ξi, i = 1, 2, .., N
En donde C es la constante de complejidad o parámetro de regularización el cual
indica qué tantas violaciones se permiten sobre el modelo. El procedimiento para re-
solver este sistema es similar al caso en que las márgenes rígidas. En general, ambas
formulaciones representan un problema de Programación Cuadrática el cual puede ser
resuelto por diversos métodos computacionales.
Aunque este es el caso en donde las clases son linealmente separables, existe una
teoría detallada alrededor de SVM donde se proponen estrategias que permiten separar
conjuntos de datos no separables linealmente mediante el Truco del Kernel (Kernel
Trick). Los autores en [15, 11, 16, 19] exponen el análisis detallado de cómo solucionar
estos casos. En resumen, el Truco del Kernel consiste en llevar los datos originales a un
espacio de mayor dimensionalidad llamado Espacio de Características o Feature Space
en donde el producto punto < ., . > es reemplazado por una función de Kernel K(x, y).
La Figura 2.7 es una representación de la transformación de los datos en donde φ(.) es
el cambio explícito de cada uno de los componentes del vector de datos al espacio de
características [3]. La ventaja del Truco del Kernel es que dicha transformación no se
realiza explícitamente.
Algunos Kernel típicos son:
Polinomial K(x, z) = (< x, z > +t)d donde t y d son constantes. Aquí se puede
notar que si t = 0 y d = 1 se tiene el simple producto punto. Para d > 1 y t = 0
sólo se obtienen los términos de grado d, mientras que para t > 0 se obtienen
todos los términos del polinomio. Por simplicidad t = 1.
Radial Basis Function K(x, z) = exp(−γ||x− z||2) donde el parámetro γ > 0 .
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Figura 2.7: Transformación de los datos al Espacio de Características - [3].
Gaussian Radial Basis Function K(x, z) = exp(− ||x−z||2
2σ2
).
Hyperbolic Tangent K(x, z) = tanh(k < x, z > +t), para algunos k > 0 y
algunos t < 0.
2.5.3. Modelos Híbridos
Aunque todos los modelos descritos en las subsecciones anteriores han sido emplea-
dos satisfactoriamente en la industria desde los años 1950s, siempre existe la necesidad
de proponer modelos que superen a sus antecesores. Por ello, diversos investigadores
han invertido esfuerzos en desarrollar arquitecturas que sean capaces de desempeñar
una mejor predicción en cuanto a modelos de evaluación crediticia, es decir, que con
un mayor grado de exactitud se pueda catalogar a un individuo con una buena o mala
capacidad crediticia. A continuación se citan algunos ejemplos:
El autor en [20] presenta una arquitectura híbrida para generar un modelo de score
crediticio. Se fundamenta en dos herramientas ampliamente utilizadas en la minería de
datos, Clustering y Redes Neuronales. En este orden de ideas se consideran dos fases:
1. Emplear clustering para preprocesar las muestras con el objetivo de aislar aquellas
muestras menos representativas.
2. Construcción de una ANN para la generación del modelo de score crediticio.
Para el análisis de clustering se emplea Mapas Auto Organizados (Self-Organizing Maps,
SOM) el cual permite generar automáticamente los clusters para el estudio. Posterior-
mente se aplica el algoritmo de K-means que elimina aquellos cluster que no poseen
muestras representativas.
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Por otra parte, [18] propone una combinación entre SVM y Algoritmos Genéticos
(Genetic Algorithms, GA). Los autores muestran las características de las SVM a través
de una breve explicación. En el trabajo también se consideran varias estrategias para
construir las SVM. Se emplea Algoritmos Genéticos con el fin de optimizar los paráme-
tros y el subconjunto óptimo de características que alimentan el SVM.
Similarmente, [14] emplean dos estrategias para la construcción de un modelo de eva-
luación crediticia. Primero se utilizan Curvas de Regresión Adaptativas Multivariadas
(Multivariate Adaptive Regression Splines, MARS) en donde se extraen las variables
adecuadas las cuales serán pasadas a un modelo de ANN. MARS es capaz de modelar
relaciones complejas no lineales. También pueden capturar la importancia relativa de
las variables independientes a las variables dependientes cuando han sido consideradas
muchas variables dependientes. Por otra parte, MARS no necesita largos tiempos de en-
trenamiento. Finalmente, MARS produce resultados que son fácilmente interpretables.
La idea final del trabajo es proponer un modelo híbrido que confíe la generación de un
modelo de evaluación de créditos en MARS en primera fase y de Redes Neuronales de
Back Propagation en segunda instancia.
En [15], los autores establecen un modelo híbrido que aproveche las ventajas de las
Redes Neuronales (ANN) trabajando en conjunto con el Análisis Discriminante (DA).
Para ello se emplean redes neuronales tipo Back Propagation, BPN. Lo que muestra
el trabajo es que este modelo híbrido converge más rápido hacia una solución que una
ANN tradicional. En una primera fase, DA es utilizado para determinar las variables
apropiadas que alimentarán una ANN.
2.6. El Problema de la Selección de Características
En esta sección se trata el problema de la selección de características. Se revisan
algunas investigaciones importantes y se aborda el tema desde la solución propuesta
por los Algoritmos Genéticos.
2.6.1. Revisión General
La Selección de Características afronta el problema de la Maldición de la Dimen-
sionalidad (En inglés, Curse of Dimensionality ), el cual es un término acuñado por
Richard Bellman, en donde se presenta un incremento exponencial en procesamiento
cuando una nueva característica es adicionada a un conjunto de datos. Dicho de otra
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manera, a medida que se adicionan atributos, más tiempo computacional y costo de
procesamiento es requerido para llegar a una solución. De esta forma, un modelo de
clasificación puede demorarse más en realizar una clasificación lo suficientemente pre-
cisa, requerirá más ejemplos para entrenarse apropiadamente (convergencia lenta). Por
otra parte, una cantidad reducida de atributos puede conducir a una no convergencia
del modelo de aprendizaje de máquina.
En términos formales, dado un conjunto d de dimensiones o características, se es-
tá interesado en encontrar el mejor subconjunto de características con el objetivo de
producir mejores resultados en los procesos de aprendizaje de máquina y minería de
datos.
De acuerdo a las sentencias previas, la reducción de la dimensionalidad se realiza
con el objetivo de producir mejores modelos cuyo costo computacional sea inferior y su
calidad en los resultados sea mucho mejor.
2.6.2. Aproximaciones
De acuerdo a [5], existen dos aproximaciones para reducir el número de dimensiones:
1. Selección de características. En este caso se está interesado en encontrar k
dimensiones (k < d) de manera que se encuentren las características más rele-
vantes para los procesos de aprendizaje de máquina. Clásicamente, se conciben
dos aproximaciones:
a) Hacia adelante (Forward ). Mediante este mecanismo se parte de una sola
característica y se empiezan a adicionar atributos a medida que el mode-
lo de aprendizaje de máquina empieza a mejorar. Finalmente se dejan las
características con las cuales se producen los mejores resultados.
b) Hacia atrás (Backward ). Es similar al caso anterior, pero esta vez se conside-
ran todas las características en su parte inicial y posteriormente se eliminan
sucesivamente hasta encontrar las mejores.
2. Extracción de características. En esta ocasión, se desea encontrar un conjunto
de nuevas características a partir de las características iniciales. Ejemplo de es-
tos mecanismos son Principal Component Analysis (PCA) y Linear Discriminant
Analysis (LDA).
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Las dos aproximaciones consideradas en (1) tienen sus limitantes y es que muchas veces
dos o más características seleccionadas a la vez producen mejores resultados que una
característica tratada de manera individual.
Los autores en [27] presentan una taxonomía para la selección de características
donde varias técnicas son descritas. Sin embargo, en [28] se presenta una completa
revisión de muchas técnicas que tratan este tema, pues este documento presenta el
estado del arte de lo que se ha hecho hasta ahora en la selección de características.
Aunque la clasificación propuesta en [5] es conveniente, existe otra clasificación para
atacar dicha problemática la cual se explica en [29] en donde se consideran dos enfoques:
Filtros (Filters). Mediante esta aproximación las selección de atributos es ejecu-
tada por actividades de pre-procesamiento sin tener en cuenta las especificaciones
del modelo de aprendizaje de máquina.
Envoltorio (Wrapper). Para seleccionar las características se tiene en cuenta las
propiedades del modelo de aprendizaje de máquina. Se ejecutan varias iteraciones
en donde el modelo es entrenado; finalmente se seleccionan las características en
las cuales el modelo tuvo mejores resultados.
2.6.3. Aplicación de Algoritmos Genéticos
Los Algoritmos Genéticos (Genetic Algorithms, GA) están inspirados en la Selección
Natural de Charles Darwing. Se fundamentan en la evolución de una población de
individuos donde cada individuo representa una posible solución a un problema de
optimización. Los autores en [30] presentan una introducción detallada a los Algoritmos
Genéticos en donde se pueden analizar temas como la evolución, los individuos, los
operadores genéticos (e.g. cruce y mutación), los criterios de terminación, entre otros.
Típicamente, los Algoritmos Genéticos son empleados para la selección de caracte-
rísticas utilizando el enfoque Wrapper. Varias configuraciones de GA se han empleado
en donde se consideran diferentes enfoques para los mecanismos de mutación y repro-
ducción. Tradicionalmente, la codificación de los individuos o cromosomas se encuentra
definida en forma de bits (1 o 0) para cada una de las características en donde 1 indica
que la característica será seleccionada y 0 en caso contrario.
En la siguiente sección se realiza una breve explicación de los algoritmos genéticos.
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2.7. Algoritmos Genéticos (GA)
Los Algoritmos Genéticos son una técnica de optimización que están categorizados
como algoritmos heurísticos ya que las soluciones proporcionadas son bastante aproxi-
madas a la optimalidad sin llegar a ser, necesariamente, una solución óptima. El con-
cepto primordial de los GA es llegar a una aproximación de optimalidad mediante el
concepto de evolución de una población de individuos llamados cromosomas.
De acuerdo a [30] un algoritmo sencillo de GA puede ser establecido según el Algo-
ritmo 2.1.
Algorithm 2.1 Algoritmo básico de GA
1. Inicio. Es creada una población inicial con n cromosomas o individuos.
2. Evaluación. Cada individuo es evaluado a través de una función de fitness. Dicha
función es definida según las condiciones de optimalidad que se quieran alcanzar.
3. Criterio de Parada. Se establecen las condiciones con las cuales se detiene el
algoritmo.
4. Nueva Población. Se crea una nueva población de acuerdo a:
a) Selección de los individuos que evolucionarán. Generalmente se seleccionan
los individuos más aptos o aquellos que mejor fitness hayan presentado.
b) Cruce de los individuos. Los individuos seleccionados para hacer parte de la
nueva generación son susceptibles de cruce o reproducción. Se seleccionan
dos o más padres para crear dos o más descendientes y se aplica el operador
de acuerdo a una probabilidad.
c) Mutación. Está presente en la evolución natural y su objetivo es ampliar el
espacio de búsqueda en otros puntos posiblemente no explorados. Se modifica
uno o varios genes de acuerdo a una probabilidad.
d) Reemplazo. Los nuevos individuos reemplazan los individuos de la población
anterior.
e) Ciclo. Regresar al paso 2 para evaluar la función de fitness con la nueva
generación producida.
De acuerdo a este Algoritmo se presentan los siguientes aspectos:
Inicio. En este punto se genera aleatoriamente una población de individuos o cro-
mosomas los cuales representan soluciones específicas al problema que se está tratando.
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La codificación de los cromosomas puede variar dependiendo del problema que se esté
tratando. Algunas codificaciones típicas son binaria, octal, hexadecimal, literal, real o
incluso, combinaciones de las anteriores (Ver Figura 2.8). En la fase inicial también se
definen ciertas condiciones del algoritmo como por ejemplo el número de generaciones,
los criterios de parada, los operadores de evolución, entre otros.
Figura 2.8: Algunas codificaciones de cromosomas.
Evaluación.La función de fitness es la función que representa la función objetivo o
punto de optimalidad que se desea alcanzar. En esta fase, cada cromosoma perteneciente
a la población es decodificado y evaluado respecto a la función de fitness establecida.
Criterio de Parada. En el numeral 3 se establecen las condiciones de detención
del algoritmo en las cuales se pueden presentar las siguientes aproximaciones:
El algoritmo ha terminado su evolución y ya no hay más generaciones disponibles.
El usuario desea finalizar la ejecución del algoritmo.
No se han encontrado mejoras en la generación actual respecto a generaciones
anteriores.
Se ha encontrado una solución óptima.
Otros criterios de parada.
Estas criterios de parada son mutuamente excluyentes. Es decir, sólo se puede presentar
uno de los criterios en cada ejecución.
Nueva Población. En esta fase se crea una nueva población con nuevas posibles
soluciones. Los literales a, b y c del numeral 4 son llamados operadores genéticos o de
evolución y son ideales para explorar otras posibles soluciones. Aunque este es un en-
foque básico, es posible definir nuevos operadores genéticos que permitan ampliar el es-
pacio de búsqueda. Por otra parte, cada uno de los operadores estándar definidos pueden
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ser configurados de diversas maneras. El autor en [30] muestra de manera detallada los
diversos mecanismos de selección, cruce y mutación. Cada uno de los operadores tiene
una probabilidad de ejecutarse y de contribuir a la solución. En la Figura2.9 se aprecian
los operadores genéticos de cruce y mutación; en el operador de cruce se presenta un
cruce en un único punto (Figura 2.9 (a)); en el operador de mutación se presentan dos
ejemplos de mutación con uno y dos puntos (Figura 2.9 (b)).
Figura 2.9: Operadores genéticos de cruce y mutación.
El literal e del numeral 4 ejecuta, de manera cíclica, el mismo proceso regresando
al paso 2. El número de ciclos posibles a ejecutarse está definido según el número de
generaciones definidas en el inicio del proceso.
Otras consideraciones importantes que se suelen tener en cuenta en un GA son:
El mejor individuo de una generación puede pasar de generación en generación.
A esto se le llama elitismo.
El tamaño de la población podría llegar a ser variable.
Las probabilidades aplicadas en los operadores genéticos también pueden ser va-
riables.
La codificación de cada individuo es esencial en todo el proceso.
Algunas ventajas y limitaciones de GA
Algunas de las ventajas y limitaciones de los GA son [30]:
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Ventajas
Paralelismo. Cada individuo es evaluado independientemente.
Espacio de solución es amplio. Se exploran, en cada generación, diferentes solu-
ciones potenciales
Facilidad para alcanzar el óptimo global. Los individuos convergen hacia una
solución adecuada.
Capacidad de tratar problemas en presencia de ruido.
Pueden tratar con funciones multiobjetivo.
Limitaciones
La identificación de una función objetivo no es una tarea sencilla.
La selección adecuada de parámetros. Por ejemplo el tamaño de la población
inicial, la probabilidad de ejecución de los operadores genéticos, el número de
generaciones, etc.
Surgimiento de problemas con la identificación del óptimo ideal.
Los GA no útiles cuando se trata de identificar óptimos locales.
Resumen
En este capítulo se ha presentado el Estado del Arte de la evaluación crediticia y
de las diversas técnicas computacionales que se han aplicado a a dicha problemática
haciendo énfasis en las Máquinas de Vectores de Soporte (Support Vector Machines,
SVM) y en las Redes Neuronales Artificiales (Artificial Neural Networks, ANN). Adi-
cional a esto, se presentan la problemática de la selección de características y su impacto
en los procesos de aprendizaje de máquina. Una vez que se ha definido la problemática,
se esbozan algunas de las principales técnicas que seleccionan las características más
importantes. Finalmente, se plantea el enfoque de los Algoritmos Genéticos y cómo es-
tos pueden ayudar en la selección de aquellos atributos que son realmente significativos
para las actividades de aprendizaje computacional.
Capítulo 3
Análisis, Diseño y Construcción del
Modelo Híbrido
En este capítulo se presenta el análisis, diseño y construcción del modelo híbrido
propuesto. Se hace una evaluación detallada de los Algoritmos Genéticos (GA) y de las
Máquinas de Vectores de Soporte (SVM) con los cuales se determina la mejor arqui-
tectura que componen el modelo híbrido GA-SVM el cual es aplicado a la Evaluación
Crediticia.
3.1. Metodología
Para cumplir con el propósito de la construcción del modelo híbrido, se considera una
metodología general que ayude a identificar las principales actividades relacionadas con
la construcción del modelo propuesto. La metodología comprende los siguientes pasos:
1. Identificación inicial de principales componentes que son integrados en el modelo.
Hace referencia a las propiedades y principales requeridos en la selección de los
Algoritmos Genéticos y las Máquinas de Vectores de Soporte.
2. Planteamiento inicial del modelo. Se define una especificación inicial de la forma
en que se desea construir el modelo.
3. Implementación. Codificación en un lenguaje de programación en donde se plasme
los planteamientos del modelo.
38
CAPÍTULO 3. ANÁLISIS, DISEÑO Y CONSTRUCCIÓN DEL MODELO
HÍBRIDO 39
4. Si los resultados no son lo suficientemente buenos se hace una revisión de los
componentes que intervienen en el modelo (GA, SVM). En este punto se revisa la
arquitectura general del modelo y se regresa al paso 3. Si la solución es adecuada
se termina con la configuración adecuada del modelo.
Todo el desarrollo del modelo está fundamentado sobre los lineamientos generales de
la arquitectura propuesta. En los apartados siguientes se realiza la construcción del
modelo desde el punto de vista conceptual así como su implementación en un lenguaje
de programación.
3.2. Arquitectura General
Teniendo en cuenta los conceptos descritos en el Estado del Arte y en relación con la
selección de características mediante la utilización de Algoritmos Genéticos, el enfoque
propuesto en este trabajo es emplear una aproximación tipo Wrapper o de Envoltorio
recordando que este mecanismo involucra el modelo de clasificación en la selección
de características. De esta manera, el modelo propuesto se fundamenta en el uso de
algoritmos genéticos para la selección de características y una máquina de vectores de
soporte como modelo de clasificación. La Figura 3.1 muestra los lineamientos del modelo
en donde se identifican las siguientes fases o etapas:
1. Identificación de un conjunto de datos o dataset el cual alimentará el modelo.
2. Generación de una población inicial de individuos los cuales representan varias
posibles soluciones al problema de selección de características.
3. La evaluación de una función objetivo o fitness en donde se satisfaga la optimali-
dad. Es decir, encontrar las características adecuadas para el dataset establecido.
Esta evaluación se realiza en función del entrenamiento y validación sobre la
máquina de vectores de soporte.
4. Establecimiento de un criterio de terminación adecuado o punto ideal en donde
se procure alcanzar la optimalidad.
5. Selección de individuos apropiados y aplicación de operadores genéticos en donde
se identifiquen nuevas posibles soluciones a partir de los individuos existentes.
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6. Generación de nuevas poblaciones a partir de la aplicación de los operadores
genéticos establecidos en 5. Con la nueva generación de individuos se repite el
proceso a partir del paso 3.
7. Obtención de las características ideales. En este punto se han identificados las
características propias con las cuales se puede realizar una correcta clasificación.
Figura 3.1: Arquitectura general del modelo híbrido propuesto.
En las secciones siguientes se hace un análisis detallado de cada uno de los com-
ponentes de la arquitectura propuesta. Se establecen los requerimientos mínimos tanto
para los algoritmos genéticos como para las máquinas de vectores de soporte.
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3.3. Especificación de la Máquina de Vectores de
Soporte
En esta subsección se describen las características principales de la máquina de vec-
tores de soporte que es empleada en modelo híbrido propuesto. Esta máquina de vectores
de soporte tiene por objetivo proporcionar los resultados del proceso de clasificación a
la función de fitness establecida en el algoritmo genético.
Selección del Kernel
Como se describió anteriormente, las SVM tienen por objetivo primordial encontrar
un hiperplano óptimo que permita separar dos o más clases. Cuando no es posible
separar dichas clases, se recurre al Truco del Kernel (i.e. Kernel Trick ) el cual lleva los
datos originales (espacio de entrada) a un espacio de mayor dimensionalidad (espacio
de características).
El objetivo principal de un Kernel es encontrar un espacio de características de
dimensión mayor al espacio de atributos en donde se puedan separar linealmente un
particular conjunto de datos de otro. En este sentido es importante identificar los kernels
apropiados que puedan ser empleados en la máquina de vectores de soporte, la cual se
encargará del proceso de clasificación para el problema de evaluación crediticia.
Dado que se requiere realizar diversos experimentos con los cuales se puedan obtener
resultados adecuados, es necesario utilizar más de un kernel para dicho propósito. Para
ello se utilizan los siguientes kernels:
Polinomial.
Función de Base Radial (Radial Basis Function, RBF).
Parámetros de Kernel
Para cada uno de los kernels especificados se requieren los siguientes parámetros:
Para el kernel polinomial sólo se especifica el grado del polinomio d dado el kernel
K(x, z) = (< x, z > +1)d.
Para el kernel RBF se especifica la función K(x, z) = exp(−γ||x − z||2) con
parámetro gamma γ > 0.
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Durante la fase de experimentación se establecen algunos valores apropiados para los
parámetros seleccionados.
Selección de la constante de complejidad C
El parámetro de complejidad C se encarga de regular la precisión del modelo. Esto
potencialmente puede conducir a que el modelo que se encuentra en entrenamiento
generalice de la manera adecuada o por el contrario, llegue a un punto de sobreajuste o
sobreentrenamiento (i.e. overfitting). Los valores asignados al parámetro de complejidad
son definidos en la fase de experimentación.
3.4. Especificación del Algoritmo Genético
En esta sección se establecen los lineamientos necesarios para configurar el modelo de
clasificación basado en la selección de características a partir de los algoritmos genéticos
y el enfoque Wrapper.
Codificación de Cromosomas
Tradicionalmente la codificación de los cromosomas para el problema de la selec-
ción de características viene dada por cadenas de bits de longitud d en donde d es el
total de características que pueden ser elegidas. De esta manera, cada individuo está
representado por un conjunto de unos y ceros en donde un 1 indica que la característica
será seleccionada y un 0 que el atributo o característica será omitida. De acuerdo a lo
anterior se puede llegar a tener un total de 2d combinaciones o individuos diferentes.
La codificación propuesta para tratar el presente problema considera individuos con
la siguiente configuración:
El individuo guarda información relativa a las características.
El individuo guarda información de los parámetros a aplicar en la SVM como la
constante de complejidad C, el kernel y el parámetro del kernel.
Lo anterior indica que cada individuo representa una posible solución con dos criterios
a optimizar: por un lado se espera encontrar las características adecuadas con las cuales
funciona mejor un clasificador de SVM; por otra parte, se desea encontrar el mejor
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kernel y el mejor C que alimentan dicho clasificador. La Figura 3.2 muestra esquemáti-
camente la configuración típica de un cromosoma o individuo en donde se tiene una
sección para las características y una sección para los parámetros de la SVM (i.e. la
constante C, el tipo de kernel K y el parámetro P de dicho kernel).
Figura 3.2: Codificación de cromosomas.
Cada individuo es tan extenso como características existan en el conjunto de datos.
También cada individuo incluye aquellos parámetros que se deban considerar para la
selección del kernel y C lo cual está definido en la sección de configuración de las
Máquinas de Vectores de Soporte.
Para llegar a esta codificación se parte de la problemática definida previamente la
cual se expresa resumidamente aquí:
La selección de características puede llegar a ser un proceso complejo si se ejecuta
a través de métodos de ensayo y error.
La identificación de un kernel y un C apropiados es otro inconveniente al cual se
tiene que enfrentar el analista.
Como se mencionó previamente, se tiene entonces un cromosoma X = {F,C,K, P}
donde F es el conjunto de características codificado en forma binaria, C es la constante
de complejidad que se codifica en números reales, K es el tipo de kernel el cual se
codifica como cadena de caracteres (e.g. Polynomial, RBF) y P es el parámetro del
kernel que viene codificado como número real.
Algunos trabajos relacionados con la selección de características y/o con la op-
timización de parámetros de kernel mediante el uso de GA proponen codificaciones
similares. A continuación se describen, de manera breve, algunos de estos trabajos:
Los autores en [31] codifican el cromosoma con tres tipos de genes: Un tipo para
la selección de características el cual emplea cadenas de bits para representar la
selección o no selección del atributo; el segundo tipo de gen almacena valores reales
para la constante de complejidad C; el tercer tipo de gen se preocupa de almacenar
el valor del parámetro γ de donde se deduce que sólo se trabaja con kernels tipo
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RBF. Los dos últimos tipos de genes también se encuentran codificados de manera
binaria.
De manera similar al caso anterior, los autores en [32] realizan el mismo tipo de
codificación con los mismos parámetros. Sin embargo, esta codificación no emplea
γ, sino el parámetro σ2 el cual es otra manera de expresar un kernel RBF; i.e.
K(x, z) = exp(− ||x−z||2
2σ2
).
Los autores en [33] proponen un cromosoma para la optimización de paráme-
tros de una SVM sin la consideración de la optimización de características. De
esta manera, el cromosoma se codifica como una pareja X = {p1, p2} donde p1
representa a C y el parámetro p2 representa a σ2 en un kernel RBF.
Por otra parte, en [34] se propone una codificación similar a la anterior en donde
cada cromosoma está codificado de la forma X = {KT, p1, p2} donde KT es el
tipo de kernel a aplicar el cual se codifica como números enteros y los parámetros
p1 y p2 como números reales.
De esta manera, la codificación propuesta presenta ciertas ventajas frente a los trabajos
mencionados:
Se trabaja conjuntamente las características y distintos tipos de kernel.
La codificación de C y P es real y no binaria. De esta manera no es necesario
recodificar los genes de binario a real.
Función de Fitness
La función de fitness está relacionada con la configuración de los individuos definidos
en el apartado anterior. De esta manera, la función de fitness ataca dos problemáticas:
Encontrar las características o atributos apropiados.
Encontrar el kernel y el C más apto en la Máquina de Vectores de Soporte para
el conjunto de datos.
Dados estos dos aspectos, se desea encontrar entonces la mejor combinación de caracte-
rísticas y de SVM con los cuales se pueda obtener la mejor clasificación para el problema
de evaluación crediticia.
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Uno de los aspectos más importantes que se debe considerar en la evaluación cre-
diticia es el hecho de que el modelo empleado en la clasificación se equivoque lo menos
posible en relación a los siguientes factores:
Un Verdadero Positivo (True Positive, TP) es aquel individuo que siendo solici-
tante de crédito es clasificado con un bajo riesgo de incumplimiento y realmente
presenta este riesgo mínimo.
Un Verdadero Negativo (True Negative, TN ) es aquel solicitante que al momento
de hacer la solicitud crediticia es catalogado con un alto riesgo de incumplimiento
(i.e. default) y efectivamente incumple en sus obligaciones.
Un Falso Negativo (False Negative FN ) indica que a un solicitante que se le realiza
el estudio está siendo clasificado como mal deudor cuando en realidad es cumplido
es sus obligaciones.
Un Falso Positivo (False Positive, FP) es aquel individuo que presenta un al-
to grado de incumplimiento y aun así es catalogado con un riesgo mínimo de
incumplir las obligaciones.
Esto conduce a considerar la función de fitness en términos del accuracy o exactitud de
clasificación la cual se define como el porcentaje de instancias correctamente clasificadas
por el modelo respecto al total de instancias existentes [24]. Esto es, para el caso de dos
clases:
accuracy =
TP + TN
TP + TN + FP + FN
Vale la pena resaltar que a medida que se incrementa el accuracy, se tiene mayor
precisión en el modelo. De esta manera, el modelo aumenta la calidad en las predicciones
realizadas sobre los datos presentados. Sin embargo, esto puede llegar a ser un arma de
doble filo si no se es cuidadoso en el entrenamiento del modelo.
Por otra parte, para una compañía que realiza evaluaciones crediticias las siguientes
premisas son necesarias:
Un falso negativo tiene un costo asociado reducido, pues se le está negando la
oportunidad a un individuo de solicitar un crédito y de que éste sea aprobado. La
organización entonces deja de percibir los ingresos asociados al solicitante que ha
sido rechazado.
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Un falso positivo tiene un costo elevado debido a que el solicitante, siendo in-
cumplido, se le ha asignado un crédito el cual muy seguramente incumplirá debido
a su alto riesgo de incumplimiento. Esto conlleva a gastos de cobranza, intereses de
mora, y otros costos asociados cuando no es posible recuperar la deuda adquirida
por el individuo.
Dadas estas condiciones la función de fitness de accuracy debe procurar primordialmente
reducir el número de FP e incrementar TP y TN.
Mecanismo de Selección
Como mecanismo de selección se emplea el Stochastic Universal Sampling el cual,
de acuerdo a [30], proporciona cero sesgo y mínimo esparcimiento lo que conduce a
obtener los individuos más aptos sin negarle la oportunidad a individuos menos aptos.
Este esquema de selección es similar y más robusto que el de Ruleta.
Tamaño de la Población
Se considera un tamaño de población de 100 individuos. Sin embargo, de acuerdo a
los planteamientos de la metodología propuesta, se podrá establecer un número diferente
de individuos en la fase de experimentación.
Cruce
Se establecen las siguientes reglas:
1. En la sección del individuo que comprende las características se realiza un cruce
uniforme.
2. Si ambos cromosomas presentan el mismo tipo de kernel se realiza un cruce entre
los parámetros que se hayan establecido. De lo contrario, el cruce sólo aplica para
la sección del cromosoma que contiene información de las características.
3. Se varía la probabilidad de cruce en el momento en que se inicie la experi-
mentación.
La Figura 3.3 muestra el mecanismo de cruce que se realiza entre un par de individuos.
En consideración al cruce uniforme, el cual se aplica sólo a las características, se emplea
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una máscara la cual determina cómo se construye cada uno de los hijos: Para producir el
primer hijo se emplea el bit del padre 1 si en la máscara hay un 1 en la misma posición;
se emplea el bit del padre 2 si en la máscara hay un 0. Similarmente, para generar el
hijo 2 se utiliza el bit del padre 2 si en la máscara hay un 1; se emplea el bit del padre
1 si en la máscara hay un 0.
Respecto al cruce de los kernels, sólo se hace cruce sobre los parámetros si ambos
tipos de kernel son iguales, de lo contrario los hijos presentarán la misma configuración
de sus padres. La constante de complejidad C también es susceptible de cruce y para
ello se aplica la misma probabilidad definida en el proceso. En la Figura 3.3 se presentan
dos escenarios de cruce de parámetros de SVM:
1. Cuando los kernel son iguales se puede presentar un cruce de los parámetros del
kernel. La constante de complejidad C en este caso no se cruza, pues cae fuera de
la probabilidad establecida.
2. Cuando los kernel son distintos, se mantienen los tipos de kernel y se mantienen
sus parámetros. Sin embargo, la constante de complejidad C si es susceptible de
cruce.
Figura 3.3: Mecanismo de cruce.
Mutación
Para la mutación se emplean las siguientes estrategias:
Esquema de flipping o intercambio de bits para la sección de características en
el cromosoma. Este mecanismo de mutación consiste en generar un cromosoma
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aleatorio con valores de 0 y 1 de acuerdo a la probabilidad establecida. Cuando se
presenta un 1 entonces se intercambia el valor aplicado al cromosoma original (el
1 se cambia por 0 y el 0 se cambia por un 1); cuando se presenta un 0 entonces el
valor de la característica evaluada no varía [30].
Se escogen aleatoriamente los parámetros del tipo de kernel y de C los cuales
son aplicados al cromosoma. Los valores de los parámetros son definidos antes
de iniciar el proceso de entrenamiento; esto se realiza con el objetivo de tener
un control en los valores y así evitar alta variabilidad. En este caso se cambia
aleatoriamente cada uno de los parámetros (kernel y C ) de la SVM si se genera un
valor aleatorio menor o igual a la probabilidad de mutación definida. Es necesario
considerar el siguiente caso:
• Si durante el proceso de mutación el kernel original es cambiado por otro
kernel, entonces se debe aplicar aleatoriamente un valor de parámetro pre-
viamente definido para ese kernel.
• Si durante el proceso de mutación el kernel original permanece invariable o es
reemplazado por el mismo tipo de kernel, entonces se aplica aleatoriamente
un valor definido para el mismo tipo de kernel. Este cambio de valor de
parámetro sólo se aplica si el valor aleatorio generado es menor o igual a la
probabilidad de mutación definida.
Se varía la probabilidad de mutación en el proceso de experimentación.
La Figura 3.4 muestra el esquema general de mutación empleado en donde se establece
una máscara de mutación la cual realiza flipping sobre los genes establecidos. De manera
similar, se visualizan dos casos para los genes que comprenden los parámetros de la SVM
en donde en el primer caso se realiza mutación sombre la constante de complejidad C
y en el segundo caso sólo se realiza mutación sobre los datos del kernel.
3.5. Construcción del Modelo Híbrido
En esta sección se especifican los principales detalles de implementación del modelo
propuesto.
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Figura 3.4: Mecanismo de mutación.
3.5.1. Detalle del Modelo
En la Figura 3.5 se muestra el detalle del modelo previamente definido y se establecen
las siguientes condiciones:
1. El conjunto de datos o data set que alimenta el modelo es dividido en varios
subconjuntos mediante la técnica de validación cruzada con k pliegues (i.e. K-
fold Cross Validation). Mediante esta técnica se obtiene, en cada pliegue, un
subconjunto de entrenamiento y otro de validación lo cual garantiza que el modelo
generalice de la manera adecuada sin incurrir en sobreentrenamiento u overfitting
[5]. Por otra parte, cada uno de los subconjuntos generados debe mantener la
misma proporción de ejemplos de cada una de las clases presentes en el conjunto
original mediante el uso de muestreo estratificado.
2. La función de fitness envía la configuración de cada cromosoma al clasificador el
cual recibe los parámetros del kernel y de la constante de complejidad C. Junto
con las características especificadas por cada individuo, la Máquina de Vectores de
Soporte entrega los resultados a la función de fitness la cual evalúa su relevancia
respecto al resto de la población de individuos. Esto aplica para cada uno de los
pliegues definidos en la validación cruzada.
3. Los operadores genéticos aplicados son el cruce y la mutación los cuales se definieron
previamente. Mediante la aplicación de dichos operadores se genera una nueva
población la cual es evaluada nuevamente por la función de fitness.
4. Finalmente se entrega el conjunto de características seleccionadas con los pará-
metros que condicionan la SVM (Constante de complejidad C y el Kernel). El
proceso termina si se cumple una de las siguientes condiciones:
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a) Una vez que se han terminado de ejecutar todas las generaciones progra-
madas.
b) Detención realizada por el usuario.
c) Cuando después de varias generaciones no se han presentado cambios signi-
ficativos que indiquen una mejora de la función de fitness (i.e. accuracy).
Figura 3.5: Detalle del modelo propuesto.
3.5.2. Implementación
Para implementar el modelo propuesto se ha acudido al uso de herramientas espe-
cializadas en Machine Learning las cuales incluyen varios algoritmos útiles incluyendo
implementaciones de redes neuronales, máquinas de vectores de soporte, algoritmos
genéticos, métodos de pre-procesamiento, entre otros.
Las herramientas empleadas son:
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Weka [35]. Es un entorno de Minería de Datos de código abierto con amplia
popularidad.
RapidMiner [36]. Este es un entorno de Minería de Datos de código abierto el
cual incluye varias de las funcionalidades de Weka junto con nuevos componentes.
El lenguaje de programación empleado es JAVA1 y se desarrolla sobre el entorno de
desarrollo Eclipse2. Algunos detalles de implementación pueden apreciarse en el Anexo
A.
La Figura 3.6 muestra el diagrama de caja generado con la herramienta RapidMiner
en donde se muestra la implementación del modelo híbrido propuesto GA-SVM. En esta
Figura se pueden apreciar los componentes principales que conforman el modelo.
Figura 3.6: Diagrama de Caja generado en RapidMiner.
1Véase http://java.sun.com/
2Véase http://www.eclipse.org/
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De acuerdo a la Figura 3.6 se tiene el conjunto de datos (ExampleSource) el cual
alimenta el algoritmo genético (UNGeneticAlgorithm); Se realiza una validación cruzada
(XValidation) y se aplica a una SVM la cual es entrenada con el algoritmo Sequential
Minimal Optimización (W-SMO). Finalmente se obtienen los resultados de clasificación
(ClassificationPerformance ).
El componente UNGeneticAlgorithm es la implementación realizada en este trabajo
en donde se establecen las características propias del algoritmo genético descrito an-
teriormente. este incluye la codificación de los cromosomas y los operadores genéticos
necesarios en el modelo.
Resumen
En este capítulo se ha establecido la arquitectura del modelo GA-SVM. Inicialmente
se presenta una arquitectura general sobre la cual se desarrolla el modelo a proponer. Se
presentan los principales componentes que deben ser empleados por el modelo híbrido.
Esto incluye la definición de los parámetros de la Máquina de Vectores de Soporte como
lo son la constante de complejidad C y el tipo de Kernel con su respectivo parámetro.
También se ha establecido la configuración de los Algoritmos Genéticos lo cual incluye
la codificación de los cromosomas, los operadores genéticos de cruce y mutación con sus
respectivas políticas de evolución. Finalmente, se presenta la arquitectura del modelo
la cual es implementada en una popular herramienta de minería de datos.
Capítulo 4
Validación y Evaluación del Modelo
Híbrido
En este capítulo se presentan los detalles de validación y evaluación del modelo
híbrido propuesto GA-SVM. Inicialmente se identifican aquellos conjuntos de datos con
los cuales se realiza la experimentación. En segunda instancia, GA-SVM es entrenado
y validado con cada uno de los conjuntos seleccionados. Una vez que se ha entrenado
el modelo y se han obtenido los resultados, se procede a analizar y comparar el modelo
propuesto con otros modelos tradicionales como las redes neuronales y las máquinas de
vectores de soporte.
4.1. Selección de Conjuntos de Datos
En esta sección se identifican aquellos conjuntos de datos o data sets los cuales son
empleados en la evaluación del modelo híbrido propuesto. Cada uno de los data set
es descrito adecuadamente con el objetivo de entender algunas de las características
principales de cada una de las variables que lo conforman.
4.1.1. Identificación de repositorios
La búsqueda de conjuntos de datos apropiados relacionados con la evaluación cre-
diticia es una tarea difícil principalmente por:
Confidencialidad de la información. Este es un mecanismo ampliamente utilizado
por muchas entidades crediticias cuyo objetivo es proteger su información, su
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conocimiento, sus procesos, etc.
Elevados costos. Adquirir información crediticia de centrales de riesgo y similares
puede llegar a ser costoso.
Selección de variables. Los criterios de evaluación crediticia son distintos de una
entidad a otra e incluso, pueden variar ampliamente al interior de una organi-
zación. Esto hace que no siempre se consideren las mismas variables que inter-
vienen en tales evaluaciones.
A pesar de esta problemática, es posible encontrar repositorios públicos que ofrecen
data sets prácticos los cuales son ideales para todas aquellas tareas relacionadas con la
minería de datos y el aprendizaje de máquina. A continuación se describe cada uno de
los repositorios encontrados:
UCI Machine Learning Repository 1. Es un repositorio ampliamente conocido en
la comunidad científica el cual cuenta con más de 180 conjuntos de datos 4 de los
cuales están relacionados con la aprobación de créditos.
StatLib2. Es otro útil repositorio con diversos conjuntos de datos. Sin embargo no
existe un conjunto de datos asociado a la evaluación de créditos.
Otros repositorios identificados han caído en desuso y no almacenan información de
conjuntos de datos relacionados con aprobación de créditos. Finalmente, se decide ha-
cer uso del UCI Machine Learning Repository ya que posee data sets asociados a la
evaluación crediticia.
4.1.2. Selección de conjuntos de datos
De acuerdo al apartado anterior, se decide trabajar con el repositorio UCI Machine
Learning Repository. La Tabla 4.1 presenta los conjuntos de datos encontrados en dicho
repositorio de los cuales se hará uso de todos los conjuntos de datos. El conjunto de
datos Japan ha sido construido manualmente a partir de un archivo de reglas escrito
en lenguaje LISP. Por otra parte, se ha incluido en estos conjuntos de datos el data set
Boston HMDA el cual trata la evaluación crediticia en el sector hipotecario apoyado en
1Center for Machine Learning and Intelligent Systems. Tomado de http://archive.ics.uci.edu/ml/.
Recuperado el 7 de marzo de 2010.
2Data, Software and News from the Statistics Community. Tomado de http://lib.stat.cmu.edu/.
Recuperado el 7 de marzo de 2010.
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la Ley de Divulgación Hipotecaria Residencial (Home Mortgage Disclosure Act, HMDA)
en los Estados Unidos [37]. El detalle de los conjuntos de datos puede ser apreciado en
el Anexo B.
Tabla 4.1: Descripción de conjuntos de datos.
Distribución Clases Variables
Data Set Instancias Atributos Aprobados Negados Categóricas Numéricas
Approval 690 15 307 383 9 6
German 1000 20 700 300 13 7
Australian 690 14 307 383 8 6
Japan 125 10 85 40 5 5
Boston(*) 2925 45 2503 422 13 32
4.1.3. Análisis básico de datos
A continuación se realiza un análisis básico de algunas de las variables presentes en
los data sets seleccionados.
De acuerdo a los conjuntos de datos mencionados en la Tabla 4.1 se tiene una
distribución de clases balanceada para los data sets Approval y Australian. En efecto,
estos conjuntos de datos son similares salvo que Australian posee un atributo menos
que Approval. La Figura 4.1 muestra la distribución de clases para cada uno de los
data sets seleccionados en donde se nota la considerable diferencia entre los créditos
aprobados y negados.
Respecto a los demás atributos se puede realizar un pequeño análisis multivariado
en donde se consideran las variables numéricas. La Figura 4.2 muestra la dispersión
de datos y correlaciones en los atributos numéricos pertenecientes al conjunto de datos
German. Nótese en esta Figura que la correlación entre las distintas variables es relati-
vamente baja en la mayoría de los casos.
La Figura 4.3 muestra la distribución de clases para el conjunto de datos Approval.
en esta Figura se aprecia que, para las variables numéricas, las asignaciones crediticias
aprobadas y negadas no son fácilmente separables mediante un clasificador. Los esce-
narios presentados en las Figuras 4.2 y 4.3 reflejan las mismas condiciones presentes en
los demás conjuntos de datos seleccionados.
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Figura 4.1: Distribución de clases para cada data set.
4.2. Entrenamiento del Modelo
Para el proceso de entrenamiento y validación del modelo GA-SVM propuesto, se
define la configuración de los Algoritmos Genéticos, las Máquinas de Vectores de So-
porte y demás componentes involucrados. Posteriormente se realiza el entrenamiento de
acuerdo a la configuración establecida. Todo esto hace parte del diseño experimental.
Diseño Experimental
En la Tabla 4.2 se presentan los detalles de configuración del modelo GA-SVM
teniendo en cuenta las perspectivas generales del modelo, los detalles del algoritmo
genético y los detalles de la máquina de vectores de soporte. La configuración de SVM
hace referencia a los parámetros utilizados por ésta los cuales son proporcionados por
cada uno de los individuos o cromosomas en cada generación según se definió previa-
mente.
Operadores Genéticos
La configuración de los operadores genéticos se realiza manualmente y se establecen
inicialmente las siguientes probabilidades:
Cruce: 60%
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Figura 4.2: Matriz de dispersión de datos y correlaciones para German Data Set.
Mutación: 10%
Con estos valores se establece que el 60% de los individuos son susceptibles de cruce
mientras que el 10% de ellos son susceptibles de mutación. Respecto a la probabilidad
de mutación se establece que si ésta es demasiado alta, entonces la diversidad de la
población se mantendrá alta y el espacio de búsqueda será mucho más amplio. Por
otra parte, si la mutación es muy baja entonces el espacio de búsqueda puede verse
restringido y la población es poco cambiante [30].
La Figura 4.4 muestra dos ejecuciones para el conjunto de datos German en donde
se aprecia el tiempo consumido en ejecución respecto al número de generaciones. Aquí
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Figura 4.3: Distribución de clases para Approval Data Set.
se puede notar el impacto que tiene la alta probabilidad de mutación. Para ambos
experimentos, la primer generación es la más lenta, pues existe una alta diversidad
de individuos; posteriormente, la significativa reducción de tiempo indica que se ha
logrado establecer una convergencia hacia un posible óptimo. Sin embargo, dada la alta
mutación, la diversidad de individuos vuelve a crecer haciendo que se presenten algunos
picos en donde los tiempos de procesamiento vuelven a crecer.
Debido a lo anterior, las probabilidades son ajustadas durante la experimentación
para prevenir que la aplicación de los operadores genéticos afecten considerablemente
el rendimiento del modelo y los resultados arrojados por éste.
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Tabla 4.2: Detalles de Configuración de GA-SVM.
Configuración Valor Detalle
General
Validaciones cruzadas 5 Prevenir overfitting y lograr una buena generalización
Muestreo estratificado Sí En cada validación definida se garantiza tener la misma
proporción de ejemplos de ambas clases
Experimentos 14 Se utiliza para verificar la efectividad de los resultados.
Algoritmo Genético
Población 100 Garantiza una buena diversidad de individuos.
Generaciones 30 Los individuos evolucionan hasta un máximo de 30
generaciones
Generaciones sin mejora 10 Si no se presentan mejoras en 10 generaciones, se
establece uno de los criterios de parada.
Elitismo Sí Se garantiza almacenar el mejor individuo para una
futura generación
SVM
Kernels 2 RBF, Polinomial
Valores Kernel Polinomial 4 K(x, z) = (< x, z > +1)d; d = 1, 2, 3, 4
Valores Kernel RBF 4 K(x, z) = exp(−γ||x− z||2); γ = 0,01, 0,1, 0,3, 0,5
Constantes de complejidad C 7 0.5, 1.0, 2.0, 3.0, 4.0, 5.0, 10.0
Una vez que se ha establecido la configuración general del modelo, se procede en-
tonces a realizar el entrenamiento. Todos los conjuntos de datos se han probado con las
distintas configuraciones establecidas para el modelo GA-SVM.
4.3. Resultados
En esta sección se presentan los resultados más importantes obtenidos del proceso
de entrenamiento realizado previamente. Finalmente se realizan algunas aseveraciones
de consideración.
Los primeros resultados se obtienen de los primeros experimentos realizados en
donde se emplearon, para los operadores genéticos, unas probabilidades de ocurren-
cia de 60% para el cruce y 10% para mutación. La Tabla 4.3 muestra los mejores
resultados obtenidos durante esta fase. En dicha Tabla se aprecia el conjunto de datos
con el cual se realizó el experimento, el número máximo de generaciones que se reali-
zaron (i.e. Según se definió, se permiten 10 generaciones sin que se presenten mejoras
en los individuos), el valor de la constante de complejidad C, el kernel seleccionado, las
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Figura 4.4: Generaciones versus tiempo de ejecución para German data set.
características seleccionadas, los valores de matriz de confusión (i.e. Verdaderos posi-
tivos, falsos positivos, verdaderos negativos, falsos negativos) y el valor del Accuracy o
función de fitness asignada.
Tabla 4.3: Resultados GA-SVM con cruce de 60% y mutación de 10%.
Dataset
Máximo de
Generaciones
C Kernel d | γ
Características
Seleccionadas
TP FP TN FN
Accuracy
(%)
Approval 30 3 RBFKernel 0.5
1-2-3-4-6-
7-9-10-11-13
271 43 340 36 88.5507
Australian 22 10 PolyKernel 3
3-4-5-6-8-
9-12-13
276 48 335 31 88.5507
German 20 2 RBFKernel 0.1
1-2-3-6-7-
8-9-10-12-15-
17-19-20
630 151 149 70 77.9000
Japan 15 4 PolyKernel 3 1-2-5-7 77 14 26 8 82.4000
Boston 14 5 RBFKernel 0.1
3-4-5-6-8-9-10-
11-16-18-20-21-
22-24-25-27-30-
31-32-33-34-36-
38-39-40-42-43-
44-45
831 43 107 19 93.8000
Todos los experimentos han sido realizados con los conjuntos de datos originales
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salvo el data set Boston del cual se ha seleccionado una muestra estratificada de 1000
ejemplos.
Mejores Resultados
Las probabilidades de aplicación de los algoritmos genéticos se han modificado y
se han realizado diversos experimentos. En la Tabla 4.4 se encuentran relacionados
los mejores resultados de ejecución con una probabilidades de cruce y mutación {c,m}
tomando probabilidades de cruce c = {50%, 60%} y probabilidades de mutación m =
{1%, 3%, 10%}.
Tabla 4.4: Mejores resultados de GA-SVM.
Dataset {c,m} C Kernel d | γ
Características
Seleccionadas
TP FP TN FN
Accuracy
(%)
Approval {60,10} 3 RBF 0.5
1-2-3-4-6-7-9-
10-11-13
271 43 340 36 88.5507
Australian {60,10} 10 Poly 3
3-4-5-6-8-9-12-
13
276 48 335 31 88.5507
German {60,10} 2 RBF 0.1
1-2-3-6-7-8-9-
10-12-15-17-19-
20
630 151 149 70 77.9000
Japan {60,3} 3 Poly 3 1-2-5-6-7 78 14 26 7 83.2000
Boston {50,1} 4 RBF 0.3
5-6-9-11-12-13-
15-16-17-20-24-
25-26-27-28-34-
35-36-39-40-41-
43
835 39 111 15 94.6000
Evaluando estos resultados respecto a los obtenidos previamente y a los resultados
de todos los experimentos realizados se puede concluir:
No siempre se seleccionan las mismas características. Esto se presenta como re-
sultado de los individuos creados en la población inicial, de la aplicación de los
operadores genéticos y de la selección de instancias existentes en cada uno de los
pliegues creados en la validación cruzada.
No siempre se observa una mejora en el accuracy al cambiar las probabilidades
de los operadores genéticos.
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La diferencia de accuracy en los resultados no es significativa a simple vista.
Algunas veces se presenta una buena reducción de falsos positivos, pero no hay
resultados contundentes. Sin embargo, las mejores predicciones de GA-SVM se
presentan cuando las probabilidades aplicadas a los operadores genéticos son un
poco más altas, pues la exploración en el espacio de búsqueda es más grande.
4.4. Comparación del Modelo Híbrido con Otras
Técnicas
El objetivo de esta sección es realizar una evaluación y comparación del modelo
GA-SVM respecto a modelos tradicionales de clasificación como las SVM y las Redes
Neuronales (Artificial Neural Networks, ANN). El enfoque aquí planteado presenta las
ventajas y desventajas que posee el GA-SVM respecto a un modelo clasificador que
emplee todas las características de un conjunto de datos.
Inicialmente se selecciona un modelo clasificador con los parámetros adecuados con
los cuales se pueda lograr una mejor clasificación. Se realiza la implementación, prue-
bas y entrenamiento del modelo de clasificación de acuerdo al conjunto de parámetros
seleccionados. Finalmente se esbozan los resultados y se obtienen algunas conclusiones
de consideración que permiten identificar las ventajas de cada uno de los modelos eva-
luados.
4.4.1. Máquinas de Vectores de Soporte SVM
En esta subsección se realiza la selección de los parámetros adecuados para una
SVM. Se realiza el entrenamiento y se evalúa el modelo en relación al modelo híbrido
propuesto.
Selección de parámetros
Se debe encontrar una SVM adecuada con la cual se pueda realizar la evaluación
respecto al modelo híbrido propuesto. Para ello se considera la constante de compleji-
dad C y la configuración del kernel. El Algoritmo 4.1 esboza la metodología a seguir
para seleccionar los parámetros adecuados. En primera instancia, se define un conjunto
de valores para C, los tipos de kernel a utilizar y los posibles parámetros del kernel que
se puedan asignar a cada kernel. Luego se realizan las posibles combinaciones de pa-
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rámetros y se evalúa la SVM con cada combinación. Aquella SVM que mejor accuracy
presente es la que define qué parámetros se deben utilizar.
Algorithm 4.1 Selección de parámetros de SVM.
1. Parámetros: C: Arreglo de constantes de complejidad; K: Arreglo de kernels; V:
Arreglo de valores asignados a cada kernel
2. Establecer todas las combinaciones posibles de parámetros C x K x V.
3. Para cada combinación de parámetros C x K x V realizar:
a) Aplicar la combinación de parámetros a SVM.
b) Entrenar la SVM.
c) Obtener y almacenar el accuracy de la SVM.
4. Retornar la combinación de parámetros que hayan presentado mejor accuracy.
Implementación
El Algoritmo 4.1 se encuentra implementado en RapidMiner. Los parámetros que
se desean asignar en una SVM son aquellos que se definieron previamente en la Tabla
4.2 los cuales han sido empleados en GA-SVM. En esta oportunidad se utiliza una
validación cruzada con 10 pliegues (10-fold Cross Validation). La Tabla 4.5 muestra los
parámetros adecuados seleccionados junto con los datos de la matriz de confusión y el
accuracy obtenido en cada uno de los conjuntos de datos.
Tabla 4.5: Optimización de parámetros para SVM.
Dataset C Tipo de Kernel d | γ TP FP TN FN
Accuracy
(%)
Approval 4 RBFKernel 0.3 264 49 334 43 86.6667
Australian 2 PolyKernel 2 262 48 335 45 86.5217
German 10 RBFKernel 0.3 629 167 133 71 76.2000
Japan 3 RBFKernel 0.3 77 21 19 8 76.8000
Boston 2 RBFKernel 0.01 2447 136 286 56 93.4369
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Análisis de resultados
En la Tabla 4.6 se presentan los resultados de los modelos GA-SVM y SVM. La Tabla
incluye información del modelo (i.e. GA-SVM y SVM), el conjunto de datos, la dupla
{c,m} que corresponde a la probabilidad aplicada en los operadores genéticos (i.e. {prob.
cruce, prob. mutación}), la constante de complejidad C, el kernel seleccionado y su
respectivo parámetro aplicado, las características seleccionadas, la matriz de confusión
y el accuracy. Los resultados mostrados corresponden a las mejores ejecuciones de cada
uno de los modelos de clasificación.
Estos resultados muestran dos asuntos importantes:
La cantidad de falsos positivos FP se reduce en el modelo GA-SVM. Este hecho
es relevante en relación a lo expresado previamente: Reducir el número de FP
puede interpretarse como una disminución del riesgo en la aprobación de créditos,
pues se está negando, con una mayor certeza, créditos a individuos que pueden
presentar una fuerte posibilidad de quedar mal.
El accuracy, en la mayoría de los casos, es mejor en el modelo híbrido. Esto en
relación a que el número de TP y TN se han incrementado en relación a la SVM.
Sin embargo, es necesario realizar un análisis más detallado en donde se pueda
apreciar la competitividad del modelo GA-SVM. Para ello se emplean las Curvas ROC
(Receiver Operating Characteristic) con las cuales se puede apreciar la capacidad de
clasificación de uno o más modelos. La implementación de las Curvas ROC se encuentra
disponible en RapidMiner; se utiliza una validación cruzada con 10 folds para producir
las gráficas comparativas. Para cada modelo expuesto en cada una de las gráficas se
presenta una estela o sombra del mismo color el cual representa la varianza que presenta
el clasificador.
La Figura 4.5 presenta las curvas ROC para SVM y GA-SVM las cuales fueron
aplicadas a los distintos conjuntos de datos previamente seleccionados. En estas gráficas,
se presenta una relación entre la Tasa de Falsos Positivos (False Positive Rate, FPR)
y la Tasa de Verdaderos Positivos (True Positive Rate, TPR). La idea de estas curvas
ROC es mostrar cuál de los clasificadores presenta mejor relación entre FPR y TPR (La
mejor relación es cuando más grande es TPR y más pequeño es FPR). Como se aprecia
en la Figura 4.5, ambos modelos son muy competitivos sobre los conjuntos Approval
y German (i.e. se podría utilizar indistintamente SVM o GA-SVM). Para los demás
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Tabla 4.6: Comparación de resultados GA-SVM versus SVM.
Modelo Dataset {c,m} C Kernel d | γ
Características
Seleccionadas
TP FP TN FN
Accuracy
(%)
GA-SVM Approval {60,10} 3 RBF 0.5
1-2-3-4-6-7-9-
10-11-13
271 43 340 36 88.5507
SVM Approval - 4 RBF 0.3 - 264 49 334 43 86.6667
GA-SVM Australian {60,10} 10 Poly 3
3-4-5-6-8-9-12-
13
276 48 335 31 88.5507
SVM Australian - 2 Poly 2 - 262 48 335 45 86.5217
GA-SVM German {60,10} 2 RBF 0.1
1-2-3-6-7-8-9-
10-12-15-17-19-
20
630 151 149 70 77.9000
SVM German - 10 RBF 0.3 - 629 167 133 71 76.2000
GA-SVM Japan {60,3} 3 Poly 3 1-2-5-6-7 78 14 26 7 83.2000
SVM Japan - 3 RBF 0.3 - 77 21 19 8 76.8000
GA-SVM Boston {50,1} 4 RBF 0.3
5-6-9-11-12-13-
15-16-17-20-24-
25-26-27-28-34-
35-36-39-40-41-
43
835 39 111 15 94.6000
SVM Boston - 2 RBF 0.01 - 832 48 102 18 93.4000
casos se presenta una importante diferencia entre los modelos ya que SVM supera a
GA-SVM especialmente en el caso de Japan.
Finalmente, para completar el análisis de competitividad de GA-SVM frente a las
máquinas de vectores de soporte, se realiza un estudio estadístico en donde se evalúan
los modelos de clasificación apoyándose en Pruebas de Hipótesis.
Para realizar esta labor se recurre, en primera instancia, a la Prueba t por parejas
utilizando validación cruzada o K-fold Cross Validation Paired t Test. Este método
de evaluación y comparación de algoritmos se encuentra descrito en [5]. En resumen se
establece (Ver Anexo C):
Hipótesis Nula H0: µ = 0. Esto es que la diferencia de la media de los errores de
clasificación, entre los algoritmos evaluados, no es significativa y por lo tanto no
hay diferencia en los algoritmos de clasificación.
Hipótesis Alternativa H1: µ 6= 0. Esto es, existe una diferencia entre los algoritmos
evaluados.
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Figura 4.5: Curvas ROC para la comparación GA-SVM y SVM.
Cada uno de los conjuntos de datos es evaluado mediante la Prueba t en donde se
aplica una validación cruzada de 10 folds con un intervalo de confianza de 95% (i.e. se
establece un α = 5%). La Tabla 4.7 muestra los resultados de experimentación para
cada uno de los conjuntos de datos en donde se aprecia que los modelos de clasificación
de GA-SVM y SVM son competitivos. De esta manera se podría utilizar cualquiera de
los dos modelos.
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Tabla 4.7: Prueba t para GA-SVM y SVM.
Accuracy
Data Set SVM GA-SVM p-value
Approval 0.864 ±0.038 0.861 ±0.046 0.882
Australian 0.857 ±0.043 0.829 ±0.027 0.125
German 0.740 ±0.037 0.751 ±0.023 0.445
Japan 0.746 ±0.063 0.728 ±0.079 0.599
Boston 0.916 ±0.011 0.919 ±0.08 0.490
4.4.2. Redes Neuronales Artificiales ANN
En esta subsección se realiza la selección de los parámetros adecuados para una
ANN. Se realiza el entrenamiento y se evalúa el modelo en relación al modelo híbrido
propuesto.
Selección de parámetros
De manera similar a como se realiza con SVM, se escogen escogen los parámetros
adecuados con los cuales entrenar una ANN. De manera preliminar se establecen las
siguientes condiciones:
1. El número de neuronas en la capa de entrada depende del número de atributos
existentes en el conjunto de datos.
2. Se emplean neuronas de tipo lineal en la capa de entrada.
3. Sólo se utiliza una capa oculta.
4. La capa de salida consta de una neurona con función sigmoide.
5. Las ANN son entrenadas con 300 épocas.
Lo anterior se puede ver reflejado en la Figura 4.6 en donde se muestra el vector de
datos de entrada cuya función de activación es lineal. Se emplea una sola capa oculta
y una capa da salida con una sola neurona cuya función de transferencia es sigmoidal.
De acuerdo a estas premisas se presenta el Algoritmo 4.2 el cual es similar al que se
ha definido para SVM. En esta oportunidad se definen los parámetros:
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Figura 4.6: Modelo de Red Neuronal.
Tasa de aprendizaje (Learning Rate, LR) con la cual se entrena la red neuronal. Si
la tasa de aprendizaje no es adecuada, la convergencia de la ANN puede demorarse
o nunca llegar a converger.
Tipo de Neuronas de la Capa Oculta (Hidden Layer Type, HLT) En donde se
define la función de transferencia dentro de las siguientes posibilidades: lineal,
logarítmica, sigmoide, tangente hiperbólica.
Número de neuronas en la capa oculta (Hidden Layer Size, HLS) en donde se
estima la cantidad de neuronas que debe poseer la capa oculta. Se establecen
valores cercanos al número de atributos en el conjunto de datos de entrada (e.g.
si se tienen 20 atributos de entrada se podría escoger entre 5, 10, 15, 20 y 25
neuronas).
Implementación
El Algoritmo 4.2 se encuentra implementado en RapidMiner. La Tabla 4.8 muestra
los parámetros adecuados con los cuales se realiza la evaluación de ANN. Todos los
experimentos se realizaron con un momentum de 10% excepto para el conjunto de
datos German el cual usa un momentum de 69%.
CAPÍTULO 4. VALIDACIÓN Y EVALUACIÓN DEL MODELO HÍBRIDO 69
Algorithm 4.2 Selección de parámetros de ANN.
1. Parámetros: LR: Tasa de aprendizaje; HLT: Tipo de neuronas de la capa oculta;
HLS: Número de neuronas en la capa oculta
2. Establecer todas las combinaciones posibles de parámetros LR x HLT x HLS
para la ANN.
3. Para cada combinación de parámetros LR x HLT x HLS realizar:
a) Aplicar la combinación de parámetros a la ANN
b) Entrenar la ANN.
c) Obtener y almacenar el accuracy de la ANN.
4. Retornar la combinación de parámetros que hayan presentado mejor accuracy.
Tabla 4.8: Optimización de parámetros para ANN.
Dataset LR (%) HLT HLS TP FP TN FN
Accuracy
(%)
Approval 1 tanh 9 261 45 338 46 86.8116
Australian 1 sigmoid 20 142 63 236 98 70.1299
German 1 sigmoid 30 617 149 151 83 76.8000
Japan 2 log 10 72 17 23 13 76.000
Boston 2.5 sigmoid 24 850 150 0 0 85.000
Análisis de resultados
La Tabla 4.9 muestra la comparación de las matrices de confusión para los modelos
GA-SVM y ANN. Los resultados aquí mostrados reflejan un comportamiento similar
al presentado en la comparación del modelo híbrido respecto a SVM. Es importante
notar el caso Boston en donde la clasificación con ANN es pésima a pesar de que la
experimentación se realizó con diversos parámetros.
Los resultados de GA-SVM son mejores en la mayoría de los casos. Sin embargo es
necesario precisar el comportamiento de FP en el data set German el cual no es mejor,
pero su accuracy presenta una leve mejoría.
De manera similar a como se realizó el análisis con SVM, se presentan las Cur-
vas ROC para el caso de ANN. La Figura 4.7 muestra las diferencias de los modelos de
acuerdo a la relación FPR-TPR. En esta oportunidad, GA-SVM es mejor sobre los con-
juntos de datos Approval, German y Boston. Para Australian existe una competitividad
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Tabla 4.9: Comparación de resultados GA-SVM versus ANN.
Modelo Dataset TP FP TN FN
Accuracy
(%)
GA-SVM Approval 271 43 340 36 88.5507
ANN Approval 261 45 338 46 86.8116
GA-SVM Australian 276 48 335 31 88.5507
ANN Australian 142 63 236 98 70.1299
GA-SVM German 630 151 149 70 77.9000
ANN German 617 149 151 83 76.8000
GA-SVM Japan 78 14 26 7 83.2000
ANN Japan 72 17 23 13 76.000
GA-SVM Boston 835 39 111 15 94.6000
ANN Boston 850 150 0 0 85.000
marcada y para Japan ANN es mucho mejor como clasificador.
Finalmente se recurre a la evaluación estadística, haciendo uso de la Prueba t, para
comparar GA-SVM y las redes neuronales. La Tabla 4.10 muestra los resultados de la
evaluación en donde los valores de p-value marcados en negrilla es donde se presenta
una significativa diferencia de clasificación (i.e. p − value < α). Sólo en el conjunto
Japan no se puede rechazar la hipótesis nula.
Tabla 4.10: Prueba t para GA-SVM y ANN.
Accuracy
Data Set ANN GA-SVM p-value
Approval 0.601 ±0.058 0.861 ±0.046 0.000
Australian 0.710 ±0.051 0.829 ±0.027 0.000
German 0.700 ±0.000 0.751 ±0.023 0.000
Japan 0.662 ±0.083 0.728 ±0.079 0.102
Boston 0.856 ±0.001 0.919 ±0.008 0.000
4.4.3. Resultados Generales
El modelo híbrido propuesto presenta ciertas ventajas y desventajas frente a modelos
de clasificación que emplean todas las características. A continuación se realiza un
análisis del comportamiento de los tres modelos evaluados.
La Figura 4.8 muestra la comparación de los tres modelos (GA-SVM, SVM y ANN)
mediante las Curvas ROC. Aquí se puede apreciar que los cada uno de los modelos
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Figura 4.7: Curvas ROC para la comparación GA-SVM y ANN.
presentan ventajas en clasificación en relación a los otros dos modelos dependiendo del
conjunto de datos que se esté analizando. SVM muestra ser superior claramente en
Australian y Boston. ANN tiene sus ventajas en Japan, mientras que GA-SVM es una
buena opción para Approval y German.
Finalmente es necesario realizar un análisis estadístico en donde se comparen los tres
algoritmos simultáneamente. En esta oportunidad se recurre al Análisis de Varianza o
(Analysis of Variance, ANOVA). Este método de evaluación se encuentra descrito en
[5] y se sustenta en la hipótesis nula de que la media de los errores de clasificación es
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Figura 4.8: Curvas ROC para la comparación de modelos.
igual en todos los algoritmos evaluados (Ver Anexo C).
La Tabla 4.11 muestra los resultados de ejecución para cada uno de los conjuntos de
datos en donde la columna F es el estadístico obtenido de la evaluación de los 3 modelos
con una validación cruzada de 10-folds. La columna prob muestra los valores de p-value
(Ver Anexo C) en donde la hipótesis nula es rechazada si p − value < α. Esto sucede
para todos los casos, excepto para el conjunto de datos Japan. Esto muestra claramente
que existe una diferencia entre los modelos de clasificación evaluados, en especial entre
las redes neuronales y las máquinas de vectores de soporte (i.e. GA-SVM y SVM).
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Tabla 4.11: Matriz ANOVA para la comparación estadística de los modelos.
Data Set Source Square of Sums DF Mean Squares F Prob
Between 0.377 2 0.188 89.158 0.000
Approval Residuals 0.057 27 0.002 - -
Total 0.434 29 - - -
Between 0.121 2 0.061 26.311 0.000
Australian Residuals 0.062 27 0.002 - -
Total 0.183 29 - - -
Between 0.014 2 0.007 11.203 0.000
German Residuals 0.017 27 0.001 - -
Total 0.032 29 - - -
Between 0.002 2 0.001 0.102 0.905
Japan Residuals 0.246 27 0.009 - -
Total 0.248 29 - - -
Between 0.026 2 0.013 205.335 0.000
Boston Residuals 0.002 27 0.000 - -
Total 0.027 29 - - -
A continuación se presentan las ventajas y desventajas de GA-SVM frente a los
otros modelos:
Ventajas
GA-SVM es competitivo en la mayoría de los casos y se desempeña muy bien
frente a las redes neuronales y a las máquinas de vectores de soporte.
A pesar de que GA-SVM es computacionalmente costoso (Ver desventajas), es
un buen clasificador que elimina la necesidad de realizar múltiples pruebas de
ensayo y error. En este orden de ideas, los algoritmos SVM y ANN necesitan
ser calibrados con parámetros adecuados con los cuales se puedan obtener buenos
resultados. GA-SVM hace esta calibración de manera evolutiva.
Aunque el tiempo de entrenamiento-validación es elevado, una vez que se obtengan
las características y parámetros de la máquina de vectores de soporte, se obtendrán
buenos resultados de clasificación ante un ejemplo no visto antes (i.e. una nueva
solicitud de crédito).
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Desventajas
El costo computacional de GA-SVM es exigente y elevado. Esto se debe en gran
parte a que los algoritmos genéticos exploran el espacio de búsqueda y cada in-
dividuo representa una posible solución. Adicional a esto, se emplea un proceso
evolutivo que incluye varias generaciones.
GA-SVM no produce siempre los mismo resultados y esto puede llegar a confundir
al analista de créditos, pues no siempre se seleccionan las mismas características.
En este sentido, los algoritmos genéticos son no-deterministas. Por consiguiente
es indispensable ejecutar el modelo muchas veces para obtener un buen estimado
de las características y de los parámetros de SVM que se deban usar.
El modelo híbrido no es un modelo descriptivo y por consiguiente, otras técnicas
como los árboles de decisión pueden presentar más información a los analistas de
créditos.
Resumen
Este capítulo ha presentado la parte experimental del modelo híbrido propuesto. Se
han seleccionado y descrito los distintos conjuntos de datos con los cuales se entrena
y valida el modelo GA-SVM. Se han presentado los resultados importantes que arroja
GA-SVM. Así mismo, se ha evaluado el modelo en relación a algoritmos de clasificación
que emplean todas las características de los conjuntos de datos establecidos. Los mo-
delos escogidos para realizar la comparación son las máquinas de vectores de soporte,
SVM y las redes neuronales artificiales, ANN. En todos los casos de evaluación se han
presentado los resultados tabulares, las curvas ROC y un análisis estadístico mediante la
Prueba t y mediante el Análisis de Varianza o ANOVA. Finalmente, se han presentado
las ventajas y desventajas de GA-SVM frente a los otros algoritmos de clasificación.
Capítulo 5
Conclusiones y Trabajo Futuro
En este trabajo se ha presentado un novedoso modelo de clasificación el cual hace uso
de dos componentes principales: La selección de características a través de la aplicación
de Algoritmos Genéticos (Genetic Algorithms, GA) y la clasificación y predicción me-
diante Máquinas de Vectores de Soporte (Support Vector Machines, SVM). El modelo
propuesto, llamado GA-SVM, ha sido aplicado a un problema particular: La evaluación
crediticia.
Los resultados obtenidos muestran que el modelo propuesto presenta buenos resulta-
dos de clasificación ya que reduce el número de falsos positivos lo cual es un indicador
ideal para un analista debido a que se procura minimizar la cantidad de solicitudes
aprobadas que pueden resultar fraudulentas o con un alto riesgo de incumplimiento.
GA-SVM es competitivo en la mayoría de los casos y se desempeña muy bien frente
a las redes neuronales y a las máquinas de vectores de soporte. El modelo híbrido
ha mostrado una alta competitividad con las máquinas de vectores de soporte y ha
superado, en la mayoría de los casos, a las redes neuronales artificiales.
A pesar de que GA-SVM es computacionalmente costoso, es un buen clasificador
que elimina la necesidad de realizar múltiples pruebas de ensayo y error. En este orden
de ideas, los algoritmos SVM y ANN necesitan ser calibrados con parámetros adecuados
con los cuales se puedan obtener buenos resultados. GA-SVM hace esta calibración de
manera evolutiva. Por otra parte, aunque el proceso de entrenamiento es lento en el
modelo híbrido, su comportamiento en un ambiente productivo, en donde se evalúen
solicitudes crediticias (i.e. nuevas solicitudes o ejemplos no vistos antes), puede presentar
mejores tiempos de respuesta debido a que sólo se están empleando las caracterísitcas
más significativas.
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Sin embargo, el modelo híbrido presenta ciertas desventajas. Por un lado, el costo
computacional de GA-SVM es exigente y elevado. Esto se debe en gran parte a que los
algoritmos genéticos exploran el espacio de búsqueda y cada individuo representa una
posible solución. Adicional a esto, se emplea un proceso evolutivo que incluye varias
generaciones, con validaciones cruzadas y con múltiples entrenamientos con las SVM.
Por otra parte, GA-SVM no produce siempre los mismo resultados y esto puede
llegar a confundir al analista de créditos, pues no siempre se seleccionan las mismas
características. En este sentido, los algoritmos genéticos son no-deterministas. Por con-
siguiente es indispensable ejecutar el modelo muchas veces para obtener un buen esti-
mado de las características y de los parámetros de SVM que se deban usar.
Finalmente, aunque existen técnicas computacionales que presentan la información
de una forma más descriptiva (e.g. Árboles de decisión), el modelo propuesto es ideal en
aquellos ambientes en donde se desea evaluar un mayor número de solicitudes crediticias
en la menor cantidad de tiempo.
Como trabajo futuro se desea ampliar las capacidades del modelo propuesto y apli-
carlo en otras áreas de investigación; aquí se desea analizar su efecto desde el punto de
vista de clasificación y predicción. También se pretende aplicar el modelo en conjuntos
de datos crediticios que consideren más de dos posibles resultados (e.g. bueno o ma-
lo). Similarmente se desea poder realizar experimentación con conjuntos de datos de
organizaciones colombianas y ver la aplicabilidad del modelo en la industria crediticia.
Respecto a la parte técnica del modelo, se plantea la necesidad de construir kernels
especializados y aplicados a la evaluación crediticia. Esto puede involucrar la creación
de individuos o cromosomas de tamaño variable, pues los parámetros de un kernel a
otro pueden ser distintos. También se espera poder diseñar algoritmos genéticos más
eficientes que ajusten sus parámetros como por ejemplo el número de generaciones, la
cantidad de individuos, las probabilidades de aplicación de los operadores genéticos,
etc. (e.g. HAEA es un algoritmo evolutivo con la capacidad de adaptar sus parámetros.
Propuesto por [38]). Por otra parte, es conveniente explorar otras funciones de fitness,
para la evaluación del algoritmo genético, las cuales puedan ser más eficientes en la
evaluación de créditos y que reduzcan de una mejor manera el número de falsos positivos.
Finalmente, sería importante poder realizar una comparación, considerando resul-
tados de clasificación y tiempos de ejecución, entre el modelo híbrido propuesto y otras
técnicas computacionales tales como Árboles de Decisión (e.g. J48, NBTree, etc.) y
Redes Bayesianas.
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Anexo A
Detalles de Implementación
En este Anexo se presentan algunos de los detalles importantes de la implementación
del modelo híbrido.
Diagrama de clases
A continuación se presentan los diagramas de clases más importantes dentro del de-
sarrollo propuesto. En el primer diagrama se muestra la jerarquía y relaciones existentes
entre el Algoritmo Genético, la población y los individuos. Cada población almacena in-
formación de los individuos en especial aquellos que representan las mejores soluciones.
Cada individuo registra la información de las características seleccionadas así como los
parámetros que alimentan la SVM (C, Kernel, parámetro del kernel).
En la segunda Figura se muestra el diagrama de clases que relaciona los operadores
genéticos utilizados en el proceso. Para ello se consideran los operadores de selección
(Stochastic Universal Sampling), mutación (flipping) y cruce (Uniforme).
Configuración del Modelo en RapidMiner
En esta sección se visualiza la configuración del modelo en RapidMiner. La siguiente
Figura muestra la interfaz gráfica de RapidMiner en donde se ha configurado el modelo.
La estructura de árbol mostrada en la parte izquierda muestra todos los operadores de
RapidMiner involucrados en el proceso. Todos los operadores de RapidMiner deben
tener como operador raíz el operador Root. A partir de este operador se adicionan los
demás operadores. A continuación se relacionan los operadors más importantes:
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Figura A.1: Diagrama de clases.
1. ExampleSource: Conjunto de datos de entrada o datos de entrenamiento y vali-
dación.
2. UNGeneticAlgorithm: Configuración del algoritmo genético. Aquí se especifican
las generaciones, los operadores genéticos y sus probabilidades, el número de in-
dividuos, los criterios de detención, entre otros.
3. XValidation: Se configuran las opciones de validación cruzada.
4. W-SMO: Implementación de una Máquina de Vectores de Soporte. Esta imple-
mentación utiliza los componentes de la herramienta Weka.
5. ClassificationPerformance: Evalúa el desempeño de clasificación de acuerdo a los
criterios escogidos. Para el caso del modelo híbrido propuesto, el criterio escogido
es el accuracy.
6. ProcessLog: Registra algunos datos de la ejecución del modelo como por ejemplo
el accuracy en determinada generación del algoritmo genético.
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Figura A.2: Diagrama de clases.
También se incluyen otros operadores auxiliares como el OperatorChain el cual permite
agrupar otros operadores y el ModelApplier el cual aplica las configuraciones propuestas
por el algoritmo genético a la SVM.
Requerimientos de Máquina
A continuación se relacionan los requerimientos de máquina empleados en cada uno
de los experimentos:
Sistema Operativo: Windows XP SP3
Memoria: 1 GB
Procesador: AMD Athlon 64x2 Dual Core
Sin embargo configuraciones similares pueden ser empleadas con el fin de mejorar los
tiempos de ejecución.
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Figura A.3: Configuración del modelo en RapidMiner.
Anexo B
Conjuntos de Datos
En este Anexo se presentan los detalles de los diversos conjuntos de datos empleados
durante la experimentación.
Approval Data Set
Todos los nombres de los atributos han sido cambiados con el objetivo de mantener
la confidencialidad de la información. Los nombres originales de las clases han sido
renombrados a Good y Bad para las clases positivas y negativas respectivamente.
Información de Atributos
Atributo 1: b, a.
Atributo 2: numérica.
Atributo 3: numérica.
Atributo 4: u, y, l, t.
Atributo 5: g, p, gg.
Atributo 6: c, d, cc, i, j, k, m, r, q, w, x, e, aa, ff.
Atributo 7: v, h, bb, j, n, z, dd, ff, o.
Atributo 8: numérica.
Atributo 9: t, f.
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Atributo 10: t, f.
Atributo 11: numérica.
Atributo 12: t, f.
Atributo 13: g, p, s.
Atributo 14: numérica.
Atributo 15: numérica.
Atributo 16: +,- (clase)
Valores perdidos
El 5% de los casos presentan valores perdidos. A continuación se relacionan las
variables y la cantidad de valores faltantes:
A1: 12
A2: 12
A4: 6
A5: 6
A6: 9
A7: 9
A14: 13
Sin embargo, para fines de experimentación, los valores faltantes se han reemplazado
con el valor promedio de la variable cuando ésta es numérica y con el valor de la moda
cuando la variable es categórica.
Distribución de clases
Good: 307 (44.5%)
Bad: 383 (55.5%)
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German Data Set
Información de Atributos
Atributo 1: (categórico) Estado actual de la cuenta corriente
• A11: ... < 0 DM
• A12: 0 <= ... < 200 DM
• A13: ... >= 200 DM / asignación de salario en el último año
• A14: sin cuenta corriente
Atributo 2: (numérica) Duración en meses
Atributo 3: (categórico) Historia crediticia
• A30: sin créditos tomados/ créditos pagados debidamente
• A31: todos los créditos en este banco cancelados debidamente
• A32: créditos existentes pagados debidamente
• A33: demoras en los pagos anteriormente
• A34: cuenta crítica/ otros créditos existentes(no en este banco)
Atributo 4: (categórico) Propósito
• A40: automóvil (nuevo)
• A41: automóvil (usado)
• A42: muebles/enseres
• A43: radio/televisión
• A44: aparatos domésticos
• A45: reparaciones
• A46: educación
• A47: (vacaciones)
• A48: re-entrenamiento
• A49: negocios
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• A410: otros
Atributo 5: (numérica) Cantidad de crédito
Atributo 6: (categórico) Cuenta de ahorros
• A61: ... < 100 DM
• A62: 100 <= ... < 500 DM
• A63: 500 <= ... < 1000 DM
• A64: .. >= 1000 DM
• A65: desconocido/ sin cuenta de ahorros
Atributo 7: (categórico) Empleo actual desde
• A71: desempleado
• A72: ... < 1 año
• A73: 1 <= ... < 4 años
• A74: 4 <= ... < 7 años
• A75: .. >= 7 años
Atributo 8: (numérica) Tasa de pago de acuerdo al ingreso disponible
Atributo 9: (categórico) Estado civil y sexo
• A91: masculino : divorciado/separado
• A92: femenino : divorciada/separada/casada
• A93: masculino : soltero
• A94: masculino : casado/viudo
• A95: femenino : soltera
Atributo 10: (categórico) Otros deudores/garantes
• A101: ninguno
• A102: co-aplicante
• A103: garante
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Atributo 11: (numérica) Residencia actual desde
Atributo 12: (categórico) Propiedad
• A121: estado real
• A122: si no A121 : sociedad/seguro de vida
• A123: si no A121/A122 : automóvil u otro, no descrito en el atributo 6
• A124: desconocido/sin propiedad
Atributo 13: (numérica) Edad en años
Atributo 14: (categórico) Otros planes de pago
• A141: banco
• A142: almacenes
• A143: ninguno
Atributo 15: (categórico) Hospedaje
• A151: renta
• A152: propio
• A153: gratis
Atributo 16: (numérica) Número de créditos existentes en el banco
Atributo 17: (categórico) Empleo
• A171: desempleado/ sin experiencia - no-residente
• A172: sin experiencia - residente
• A173: empleado con experiencia / oficial
• A174: administrativo/ auto-empleado/ altamente calificado/ director
Atributo 18: (numérica) Número de personas a cargo
Atributo 19: (categórico) Teléfono
• A191: ninguno
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• A192: sí, registrado bajo el nombre del cliente
Atributo 20: (categórico) Trabajador extranjero
• A201: sí
• A202: no
Clases:
• Good
• Bad
Valores perdidos
En este conjunto de datos no se presentan valores perdidos.
Distribución de clases
Good: 700 (70%)
Bad: 300 (30%)
Australian Data Set
Este conjunto de datos es muy similar al data set Approval. Sólo se diferencian en
que en el conjunto de datos Australian, el Atributo 4 ha sido removido.
Japan Data Set
Este conjunto de datos ha sido obtenido a partir de un archivo LISP debido a que
los archivos originales de datos no están disponibles en el repositorio UCI.
Información de Atributos
Atributo 1: (categórico) Sin trabajo
• T: Sí
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• F: No
Atributo 2: (categórico) Ítem de compra
• pc
• automóvil
• stereo
• muebles
• joyas
• elementos médicos
• bicicleta
Atributo 3: (categórico) Sexo
• M: Masculino
• F: Femenino
Atributo 4: (categórico) Casado
• T: Sí
• F: No
Atributo 5: (categórico) Región problemática
• T: Sí
• F: No
Atributo 6: (numérica) Edad
Atributo 7: (numérica) Valor de depósito
Atributo 8: (numérica) Valor de pago mensual
Atributo 9: (numérica) Número de pagos acordados
Atributo 10: (numérica) Años en la compañía
Atributo 11: clase.
• Good
• Bad
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Valores perdidos
Este conjunto de datos no presenta valores perdidos.
Distribución de clases
Good: 85 (68%)
Bad: 40 (32%)
Boston Data Set
A este conjunto de datos se le ha realizado un pre-procesamiento con el objetivo
de eliminar aquellas variables que son absolutamente irrelevantes las cuales fueron adi-
cionadas posteriormente a cada solicitud realizada. Dichas variables son de seguimiento
y algunas otras son descriptivas. Sin embargo, se procuró dejar el mayor número de
variables posibles.
Por otra parte, para la realización de los experimentos se han utilizado muestras
con un tamaño de 1000 instancias.
Información de Atributos
Atributo s3: (Numérico) Tipo de crédito
Atributo s4: (Categórico) Propósito del préstamo
Atributo s5: (Categórico) Ocupación
Atributo s6: (Numérico) Cantidad del préstamos (en miles)
Atributo s11: (Numérico) Condado de ubicación de la propiedad
Atributo s13: (Categórico) Raza del aplicante
Atributo s14: (Categórico) Raza del co-aplicante
Atributo s15: (Categórico) Sexo del aplicante
Atributo s16: (Categórico) Sexo del co-aplicante
Atributo s17: (Numérico) Ingresos del aplicante (en miles)
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Atributo s18: (Categórico) Tipo de comprador
Atributo s20: (Numérico) Número de unidades en la propiedad comprada
Atributo s23a: (Categórico) Estado civil del aplicante
Atributo s24a: (Numérico) Número de dependientes
Atributo s25a: (Numérico) Años de empleado en línea de trabajo
Atributo s26a: (Numérico) Años de empleado en el empleo
Atributo s27a: (Numérico) Aplicante auto-empleado
Atributo s30a: (Numérico) Ingreso mensual base del aplicante (en dólares)
Atributo s30c: (Numérico) Ingreso mensual base del co-aplicante (en dólares)
Atributo s31a: (Numérico) Ingreso total mensual del aplicante (en dólares)
Atributo s31c: (Numérico) Ingreso total mensual del co-aplicante (en dólares)
Atributo s32: (Numérico) Gasto propuesto mensual por alojamiento(en dólares)
Atributo s33: (Numérico) Precio de compra (en miles)
Atributo s34: (Numérico) Otro financiamiento (en miles)
Atributo s35: (Numérico) Activo líquido (en miles)
Atributo s39: (Numérico) Número de reportes comerciales crediticios en el archivo
Atributo s40: (Numérico) Historia crediticia del aplicante conoce las políticas de
otorgamiento?
Atributo s41: (Numérico) Número de reportes separados
Atributo s42: (Categórico) Historia crediticia - pagos de hipoteca
Atributo s43: (Categórico) Historia crediticia - pagos de consumidor
Atributo s44: (Numérico) Historia crediticia - registros públicos
Atributo s45: (Numérico) Relación deuda-ingreso (gastos de alojamiento/ingreso)
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Atributo s46: (Numérico) relación deuda-ingreso (total de obligaciones/ingreso)
Atributo s47: (Categórico) Tasa ajustable o fija
Atributo s48: (Numérico) Plazo del préstamo (meses)
Atributo s49: (Categórico) Programa especial de aplicación a préstamo
Atributo s50: (Numérico) Valor estimado (en miles)
Atributo s51: (Categórico) Tipo de propiedad comprada
Atributo s52: (Numérico) Seguro de hipoteca privado buscado?
Atributo s53: (Numérico) Seguro de hipoteca privado negado?
Atributo s54: (Categórico) Se asignó descuento por anticipo?
Atributo s55: (Numérico) Se presentó el co-aplicante?
Atributo s56: (Numérico) Información no verificable
Atributo old: (Numérico) Edad del aplicante
Atributo school: (Numérico) Años de educación
Atributo clase: (Categórico)
• Good
• Bad
Valores perdidos
El 13% de los casos presenta valores perdidos en algunos de sus atributos. A con-
tinuación se relacionan los atributos que presentan valores perdidos:
s14: 1
s16: 1
s17: 37
s18: 163
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s20: 3
s25a: 57
s26a: 63
s33: 4
s35: 13
s39: 9
s40: 3
s41: 1
s48: 5
school: 28
Distribución de clases
Good: 2503 (85.57%)
Bad: 422 (14.43%)
Anexo C
Evaluación de Algoritmos mediante
Análisis Estadístico
En este Anexo se presentan dos técnicas estadísticas para la evaluación y com-
paración de algoritmos de clasificación. La explicación de dichas técnicas se encuentra
debidamente detallada en [5]. Las técnicas estadísticas aquí expuestas son Prueba t
por parejas mediante validación cruzada y el Análisis de Varianza.
Terminología
A continuación se establece una terminología básica con la cual se explican las
técnicas estadísticas previamente mencionadas:
Una prueba de hipótesis es un mecanismo que, mediante técnicas estadísticas,
permite obtener a partir de datos experimentales la suficiente información para
tomar una decisión. En este caso, se evalúa la ejecución de dos o más algoritmos
de clasificación a partir de un criterio como el error de clasificación.
Se formula un postulado llamado Hipótesis Nula, notada por H0, la cual es una
sentencia que se desea reafirmar o refutar. De esta manera se establece una hipóte-
sis en la cual dos o más algoritmos de clasificación poseen similares condiciones
de clasificación. En el caso contrario, se establece una Hipótesis Alternativa o H1
la cual se formula como contraposición a la hipótesis nula (e.g. los algoritmos no
poseen comportamiento similar).
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Se establece un intervalo de confianza dentro del cual se puede reafirmar o refutar
la hipótesis establecida. Típicamente este intervalo de confianza es de 95% o 1−α
en donde α = 0,05.
El p-value o valor-p de una prueba es la probabilidad, de acuerdo a la hipótesis
nula, de obtener un valor de la prueba estadística tan extremo o más extremo que
el valor que se ha computado de la muestra (e.g. errores de clasificación). Si el
valor p-value es menor que el valor de α entonces la hipótesis nula debe rechazarse,
pero si p-value es mayor, entonces no se tiene suficiente evidencia para aceptar H0.
En este sentido se debe analizar directamente el valor obtenido en el estadístico.
K-fold Cross Validation Paired t Test
Esta técnica evalúa dos algoritmos de clasificación de la siguiente manera [5]:
Para cada uno de los fold definidos i = 1, 2, ..., K se obtiene una diferencia de los
errores de clasificación de cada uno de los algoritmos a evaluar. Esto es pi = p
(1)
i −p(2)i en
donde p(m)i es el error de clasificación presentado en el fold i para el algoritmo m.
De esta manera se formulan las siguientes hipótesis:
H0 : µ = 0
H1 : µ 6= 0
En el primer caso, la hipótesis nula establece que la diferencia media de los errores
de clasificación no es significativa y por lo tanto, la media poblacional µ debe ser cero.
La hipótesis alternativa establece que si hay diferencias de clasificación entre los dos
algoritmos evaluados.
También se define el error medio experimental de clasificación como:
m =
1
K
K∑
i=1
pi
y la varianza experimental:
S2 =
1
K − 1
K∑
i=1
(pi −m)2
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De esta manera se obtiene un estadístico que se distribuye de acuerdo a la Función
de Distribución t con K − 1 grados de libertad. Bajo el supuesto de la hipótesis nula
se tiene:
√
K(m− µ)
S
=
√
Km
S
∼ tK−1
Se acepta H0 si dado el nivel de significancia α, el estadístico obtenido tK−1 queda
dentro del intervalo de la distribución t para K − 1 grados de libertad. Esto es:
tK−1 ∈ (−tα/2,K−1, tα/2,K−1)
Para un K = 10 y un α = 0,05 se tiene t0,025,9 = 2,26.
Análisis de Varianza, ANOVA
El Análisis de Varianza o ANOVA es muy útil cuando se desea comparar L clasifi-
cadores (Típicamente L > 2) cada clasificador con una validación cruzada de K−folds.
Para este análisis se establece que la media y la varianza poblacional son desconocidas.
De esta manera se desea probar la hipótesis nula H0 de que los clasificadores presentan
los mismos errores de clasificación y por lo tanto:
H0 : µ1 = µ2 = ... = µL
Se define entonces Xij como la cantidad de errores cometidos por el algoritmo j en
el fold i. También se define la media de errores de clasificación del j-ésimo algoritmo
mj como:
mj =
1
K
K∑
i=1
Xij
La media y varianza muestrales son:
m =
1
L
L∑
j=1
mj
S2 =
1
L− 1
L∑
j=1
(mj −m)2
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A partir de estos postulados es necesario construir dos estimadores de la varianza
poblacional σ2 [5] de la siguiente manera:
Se define la Suma de Cuadrados Inter-Grupo SSb como:
σˆ2 = KS2
SSb = K
∑
j
(mj −m)2
De manera que SSb/σˆ2 ∼ χ2L−1.
Se define la Suma de Cuadrados Intra-Grupo SSw como:
S2j =
1
K − 1
K∑
i=1
(Xij −mj)2
σˆ2 =
1
L
L∑
j=1
S2j
SSw =
∑
j
∑
i
(Xij −mj)2
De manera que SSw/σˆ2 ∼ χ2L(K−1).
Finalmente se construye el estadístico:
SSb/(L− 1)
SSw/(L(K − 1)) ∼ FL−1,L(K−1)
De esta manera se acepta la hipótesis nula (i.e. la diferencia en los errores de clasi-
ficación de los algoritmos no es significativa) si el estadístico obtenido es menor que el
valor arrojado por la Función de Distribución F dado por Fα,L−1,L(K−1).
Ejemplo de Aplicación: Boston Data Set
Como ejemplo de aplicación se utiliza el conjunto de datos Boston con el cual se ha
venido trabajando. En esta oportunidad se emplea el conjunto de datos completo, con
una validación cruzada de 10-folds. La Tabla C.1 presenta los errores de clasificación
de cada uno de los algoritmos evaluados (GA-SVM, SVM y ANN) para los 10-folds de
experimentación.
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Tabla C.1: Errores de clasificación en Boston.
Fold GA-SVM SVM ANN
1 0.0887 0.09556 0.1467
2 0.0924 0.09246 0.1472
3 0.0853 0.08191 0.1433
4 0.0616 0.06849 0.1438
5 0.0784 0.07849 0.1433
6 0.0856 0.08561 0.1438
7 0.0753 0.07534 0.1438
8 0.0750 0.08873 0.1433
9 0.0821 0.10273 0.1438
10 0.0819 0.06825 0.1433
Los cálculos puede realizarse manualmente o empleando un paquete estadístico como
R1. A continuación se aprecian los resultados de la evaluación mediante la utilización
de R.
t-Test
Se utiliza la función t.test así:
t.test(errorAlgoritmo1, errorAlgoritmo2, paired = T, alternative =′ less′)
Para la evaluación de GA-SVM y ANN se obtiene:
t.test(b$errorGASVM, b$errorANN, paired = T, alternative =′ less′)
Estadístico, t=-25.2661
Grados de libertad, df = 9
p-value = 5.73e-10
Intervalo de confianza de 95% = (−∞, -0.0589785)
Media de las diferencias: -0.06359227
1R es un paquete estadístico de software libre. Véase http://www.r-project.org
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Tabla C.2: Matriz ANOVA para la comparación estadística de los modelos. Caso Boston.
Source Square of Sums DF Mean Squares F Prob
Between 0.026 2 0.013 205.335 0.000
Residuals 0.002 27 0.000 - -
Total 0.027 29 - - -
Esto concuerda con los resultados obtenidos en las evaluaciones de cada uno de los
modelos, pues el p-value es menor que α y también t cae fuera del intervalo (−2,26, 2,26).
En consecuencia se rechaza la hipótesis de que ANN y GA-SVM presentan errores de
clasificación similares.
ANOVA
Los resultados de la comparación de ANOVA pueden ser obtenidos directamente de
la experimentación en RapidMiner. La Tabla C.2 muestra los resultados de ejecución
en RapidMiner en donde el número de algoritmos evaluados es L = 3 y el número de
validaciones cruzadas es K = 10. Los resultados muestran que existe una significativa
diferencia entre los tres modelos. Además, Fα,L−1,L(K−1) = 3,3541 el cual es muy inferior
al estadístico experimental.
