Motivated by the need to effectively evaluate the quality of the mean structure in growth curve modeling (GCM), this article proposes to separately evaluate the goodness of fit of the mean structure from that of the covariance structure. Several fit indices are defined, and rationales are discussed. Particular considerations are given for polynomial and piecewise polynomial models because fit indices for them are valid regardless of the underlying population distribution of the data. Examples indicate that the newly defined fit indices remove the confounding issues with indices jointly evaluating mean and covariance structure models and provide much more reliable evaluation of the mean structure in GCM. Examples also show that pseudo R-squares and concordance correlations are unable to reflect the goodness of mean structures in GCM. Proper use of the fit indices for the purpose of model diagnostics is discussed. A window-based program, WebSEM, is also introduced for easily computing these fit indices by applied researchers.
In many areas of psychology, education, and health, it is necessary to understand the pattern of change by analyzing longitudinal data. Growth curve modeling (GCM) plays an important role in characterizing the change. In particular, GCM enables investigators to study interindividual variation in growth trajectories as well as to account for the variation using background variables or covariates (Preacher, Wichman, MacCallum, & Briggs, 2008) . A key step of GCM is to evaluate the goodness of the model, simply because parameter estimates following an inadequate model can be substantially biased. Various fit indices have been developed in structural equation modeling (SEM), and they might be used to evaluate the overall model fit for GCM. However, the primary interest in GCM is the growth trajectories or mean change, and fit indices in SEM are not sensitive enough in reflecting model (mis)specification in means (Wu & West, 2010; Wu, West, & Taylor, 2009) . Also, fit indices in SEM can be problematic with nonnormally distributed data. The purpose of this article is to develop fit indices to more effectively evaluate the quality of the mean structure in GCM. The developed fit indices are parallel to widely used fit indices for evaluating covariance structure models. They are also robust to distribution violations when evaluating the mean structures of polynomial and piecewise polynomial growth curve models.
Our development is motivated by the fact that existing fit indices in SEM are mostly developed for measuring the discrepancy between a sample covariance matrix and its model-implied counterpart (see, e.g., Hu & Bentler, 1999) . Some of these fit indices might be extended to mean and covariance structures (Wu & West, 2010) . However, when such an extended fit index indicates a poor fit, it can be because of a misspecification in the covariance structure alone, the mean structure alone, or both. In particular, because there are more elements in the variancecovariance matrix than in the mean vector, a well-specified covariance structure model can cover the problem with a poorly specified mean structure model when the two components are jointly evaluated. Examples illustrating these limitations of the extended fit indices will be presented in a later section of this article. Aiming to evaluate mean structures in GCM more effectively, this article proposes to evaluate the fit in means separately from that in covariances. The advantage of such a strategy is that we can judge whether a model is adequate in fitting each component or not. Consequently, it allows us to identify problems more efficiently when a GCM model does not fit the data adequately.
Because misspecifications in the mean structure are confounded with misspecifications in the covariance structure when the two components are jointly evaluated via the likelihood ratio test statistic, Wu and West (2010) suggested setting the covariance structure model as saturated when evaluating mean structures. In particular, a linear growth curve model can be estimated by setting the individual intercept and slope as fixed parameters and letting the manifest variables freely correlate. Such a strategy may be valuable in locating misspecifications in a mean structure. But there are also limitations with this approach. One is that certain mean structure models cannot be estimated with a saturated covariance structure. An example of this kind is the so-called latentbasis curve model, with loadings of the latent slope being freely estimated (McArdle & Epstein, 1987; Meredith & Tisak, 1990; Sterba, 2014; Wu & Lang, 2016) . Another limitation is when there are background variables or covariates that researchers would like to include to account for the variability in the growth parameters (i.e., intercept and slope) across individuals, and a model with fixed parameters (nonrandom intercept and slope) cannot accommodate their inclusions. Also, difficulty might occur when computing incremental fit indices. With a saturated covariance matrix, it is not clear how to specify a baseline model for means when covariates are involved. In particular, the means of covariates are typically freely estimated in GCM. Furthermore, unless a model is literally correctly specified, parameter estimates and, consequently, the goodness of fit will depend on how the covariance structure is specified. The mean structure endorsed or rejected by a fit index with a saturated covariance matrix might be appraised differently when a different covariance matrix is used in the estimation and evaluation. Such a fact is also pointed out by Wu et al. (2009, p. 189) : "However, for realistic sample sizes, the fit of the marginal mean structure will still be affected by the estimated covariance structure because the residuals in means are weighted by the estimated covariance structure (see Equations 9, 10, and 11)." All these issues with evaluating the goodness of fit in GCM will be addressed in this article when the mean structure is evaluated separately from the covariance structure.
According to Wu et al. (2009) and Sterba (2014) , there are three types of longitudinal data that GCM may apply: (a) balanced on time with complete data, (b) balanced on time but with missing values, and (c) unbalanced on time. Fit indices in SEM are only applicable for the first data type in a strict sense (e.g., Bentler, 1990; Bentler & Bonett, 1980; Steiger & Lind, 1980) , and can be generalized to the second data type (Yuan, 2005; Yuan & Marshall, 2004) . Although data structure of the third data type is less restricted and certain SEM software can be used to fit such data (Blozis, 2004; Grimm & Ram, 2009; Sterba, 2014) , fit indices for evaluating covariance structure models in SEM may not be generalizable to the third data type because of the lack of a saturated counterpart (see Wu et al., 2009) . In parallel, our development of fit indices for evaluating mean structures with GCM will concentrate on the first data type, and we will also discuss how to generalize them to the second data type, including implementation in software. The restriction to the first and second data types is compensated by the strength of SEM models to account for measurement errors in the response or background variables as well as by the flexibility of specifying an SEM model (Ferrer & McArdle, 2003; Rovine & Molenaar, 2000) . For example, one may let errors or specific factors correlate (e.g., their covariance matrix being compound symmetry or having a structure of an autoregression model). When the growth pattern varies across individuals as in conditions examined by Wu and West (2013) , then observations from different individuals may not be regarded as following the same population distribution. Wu and West called an individual-change trajectory a conditional mean structure and examined the sensitivity of pseudo R-squares and concordance correlations in revealing the goodness of such structures. Although the pseudo R-squares and concordance correlations can also be used to evaluate the goodness of fit in GCM for the first and second data types, they function differently from the widely used fit indices in SEM. In particular, without a saturated model to compare against, they are not comparable to either absolute fit indices such as the root mean square error of approximation (RMSEA; Steiger & Lind, 1980) or incremental fit indices such as the comparative fit index (CFI; Bentler, 1990 ). We will further show via an example that these correlation coefficients are parameterdependent. Consequently, it is hard to come up with cutoff values for these coefficients, and caution is needed when explicating the observed values of the correlation coefficients.
We will mostly consider polynomial 1 models in the development, focusing on linear and quadratic growth models in particular. Such a focus is because linear and quadratic models are most widely used in practice, and they are flexible enough to fit a variety of patterns of change (Preacher et al., 2008) , due to the fact that a smooth function can be reasonably approximated by the first few terms in a Taylor expansion. With a few waves of measurements in practice, it is also not feasible to consider more complex models. For example, the linear model might be the only candidate if one has just three waves of observations. A technical reason for us to mainly consider polynomial growth models is that the loadings of the manifest variables on the latent variables (intercept, slope, acceleration, etc.) in such models are given instead of being estimated. Such a feature allows us to have a test statistic that approximately follows the nominal chi-square distribution, and the approximation is barely affected by the underlying population distribution of the data. The test statistic also enjoys the same property for piecewise linear or piecewise quadratic models, because the loadings of manifest variables on latent variables in these models are also given. These models are commonly used to evaluate whether and/or how participants' trajectories have been changed due to intervention or treatment (Sterba, 2014) . This is especially important because real data in social and behavioral sciences typically do not follow normal distributions (Cain, Zhang, & Yuan, 2017; Micceri, 1989) . Thus, fit indices defined in this article will provide the most accurate evaluation of the goodness of mean structures of polynomial or piecewise polynomial models in practice. While it is not our focus, we will discuss an alternative approach to defining fit indices for evaluating the mean structure as well as mean and covariance structures when the involved statistic does not follow a nominal chi-square distribution, although the solution is not as ideal as with evaluating the mean structures of polynomial or piecewise polynomial growth models. Fit indices for polynomial and piecewise polynomial models as well as those following the alternative definition are implemented in software WebSEM, which is a window-based program for applied researchers to easily setup the model and conduct its analysis.
The following section gives the details on the formulations of different fit indices for evaluating mean structures in GCM without covariates. Fit indices for mean structures with covariates are described in a subsequent section and followed by a section briefly describing fit indices separately evaluating covariance structure models in GCM. Examples contrasting the pros and cons of different fit indices are then presented in a separate section. Monte Carlo results showing the robustness of the statistic that is used to define fit indices for mean structures will be presented in another section. The software WebSEM will be introduced via a real data example in a succeeding section. Recommendations and discussion are provided in the concluding section.
Growth Curve Models Without Covariates
Let y i ϭ ͑y i1 , y i2 , . . . , y ip ͒Ј be a vector of p observations collected longitudinally on person i in a given population, i ϭ 1, 2, . . . , N. A latent growth curve model for y i can be represented as
where ⌳ is a p ϫ m matrix whose elements might be prespecified according to the time each y ij is observed, or some of them might be unknown that need to be estimated; i ϭ ( i1 , i2 , . . . , im )= is a vector that might include latent intercept, growth rate and/or the acceleration of growth, with E͑ i ͒ ϭ ϭ ͑ 1 , 2 , . . . , m ͒Ј and Cov͑ i ͒ ϭ ⌽ ϭ ͑ jk ͒; and i ϭ ͑ε i1 , ε i2 , . . . , ε ip ͒Ј is a vector of errors/specific factors with E( i ) ϭ 0 and Cov( i ) ϭ ⌿. For example, a quadratic model is specified as y ij ϭ i1 ϩ j i2 ϩ j 2 i3 ϩ ε ij , j ϭ 1, 2, . . . , p, where j is typically the time at which y ij is measured. Under the assumption that i and i are uncorrelated, the mean and covariance structure models for the manifest variables in y i are
where is a vector consisting of all the unknown parameters in , ⌳, ⌽ and ⌿. We will further assume that the first column of ⌳ is 1, a vector consisting of p 1s. The purpose of including this column is to have a common starting point for all the p observations so that the concept of growth rate or growth pattern can be defined by the elements in the other columns of ⌳. Under the condition that the mean and covariance structure models in Equation 2 fit the data adequately, the inter-and intraindividual variations can be accounted for via the estimates of ⌽ and ⌿, respectively (see, e.g., Preacher et al., 2008; Wu et al., 2009) . The vector y i may not be of the same length due to incomplete data. The development in this section focuses on balanced data without missing values, for the purpose of communicating the idea. We will describe ways to define fit indices with incomplete data in this section, and discuss the complication and implementation for estimating them in later sections. Let y be the vector of sample means and S be the sample covariance matrix. Parameter estimates , ⌳ , ⌽ and ⌿ can be obtained by fitting the model in (2) to ͑y , S͒ via the normal-distribution-based maximum likelihood (NML) or equivalently by minimizing the ML discrepancy function
Although other methods exist for parameter estimation (see, e.g., Yuan & Bentler, 2007) , NML is most widely used in the literature, especially for defining fit indices (Bentler, 1990; Bentler & Bonett, 1980; Steiger & Lind, 1980) . Our development of fit indices for mean structures in GCM will also be based on the NML estimates. We will discuss defining fit indices using alternative test statistics with nonnormally distributed data in the concluding section.
Let ϭ ⌳ and ⌺ ϭ ⌳ ⌽ ⌳ Ј ϩ ⌿ be the estimated or model implied mean vector and covariance matrix corresponding to Equation 2, respectively. Various fit indices for covariance structure models based on ⌺ have been defined (Bentler, 1990; Bentler & Bonett, 1980; Bollen, 1989; McDonald, 1989; Steiger & Lind, 1980; Tucker & Lewis, 1973) and studied (e.g., Fan & Sivo, 2005; Hu & Bentler, 1998 , 1999 . We do not intend to extend all of them to mean structures. According to McDonald and Ho (2002) , most widely used fit indices for covariance structure analysis in the applied literature include the CFI (Bentler, 1990) , RMSEA (Steiger & Lind, 1980) , normed fit index (NFI; Bentler & Bonett, 1980) , and nonnormed fit index (NNFI; Bentler & Bonett, 1980 ; also known as the Tucker-Lewis index [Tucker & Lewis, 1973] ). These fit indices have also been shown to be able to effectively distinguish different levels of model misspecification across a wide range of sample sizes (Hu & Bentler, 1998; Jackson, Gillaspy, & Purc-Stephenson, 2009; Marsh & Balla, 1994) . We will extend each of these widely used fit indices to mean structures in this section. In addition, we will also define an R-square measuring the relative reduction of squared residuals in GCM, parallel to that in regression models. As we shall show, this R-square is essentially the same as our NFI defined for measuring the goodness of fit in means.
Root Mean Square Error of Approximation
Defining RMSEA for mean structures needs a statistic that approximately follows a chi-square distribution under the null hypothesis of a correct model structure. For such a purpose, we use the first term of the F ml () in Equation 3, Q͑͒, to measure the discrepancy in modeling means, where This document is copyrighted by the American Psychological Association or one of its allied publishers.
This article is intended solely for the personal use of the individual user and is not to be disseminated broadly. The discrepancy function Q() is in the form of the minimum chi-square function as defined in Ferguson (1996) . When the ⌳ in Equations 1 or 2 does not involve any unknown parameters, the NML estimate minimizing F ml () y . Then, it follows from the theory of minimum chi square that T ϭ NQ͑͒ asymptotically follows a chi-square distribution with degrees of freedom df ϭ p Ϫ m. Such a property does not depend on the normal distribution assumption for y i . Monte Carlo results to be reported in a later section also indicate that the behavior of T is robust to violation of normality and is well approximated by pϪm 2 , even when N is small. Thus, T is a proper statistic for defining fit indices for mean structures of polynomial or piecewise polynomial models in GCM. Parallel to Steiger and Lind (1980) , we define RMSEA for the mean structure as
Notice that we used N in the formulation of T and in the denominator of RMSEA instead of N -1. This is because there is no loss of degrees of freedom in estimating ϭ E(y i ) by y . When the matrix ⌳ contains unknown parameters that are subject to estimation, T may not follow pϪm 2 . However, it is difficult to come up with an alternative statistic that is as sensible as T for reflecting the goodness of the mean structure in GCM. Although fit indices defined via statistics that do not follow chisquare distributions still provide valuable information regarding the goodness of a model, the formulation of a fit index needs to be modified. In such a direction, Yuan and Marshall (2004) proposed to replace the degrees of freedom by the expected value of the involved statistic under the null hypothesis of a correctly specified model. Following such a proposal, we define a generalized noncentrality parameter (ncp) in the distribution of T by
where E(T ) is the expected value of T under the model being considered and E(T | H 0 ) is the expected value of T under the null hypothesis of a correct mean structure. A consistent estimator of
obtained by the method of moments, parallel to the development in Yuan and Marshall (2004) for covariance structure models. A counterpart 2 of RMSEA under Equation 6 is obtained when replacing the T Ϫ df in the numerator of Equation 5 by ␦ . Confidence interval for ␦ can also be obtained by the bootstrap method, parallel to the procedure for covariance structure analysis (Yuan & Marshall, 2004) . Such a development may seem rather complicated. But there is no clear better alternative method for defining and estimating RMSEA and CFI when a statistic does not follow the nominal chi-square distribution (Yuan, 2005; Yuan & Marshall, 2004; Zhang, 2008) . Similarly, even when the population distribution of y i is multivariate normal, it is not clear how to generalize fit indices defined for balanced data to conditions with incomplete data if working with the direct likelihood ratio statistic. We choose to work with the two-stage method (Yuan & Bentler, 2000) and define RMSEA and CFI via the generalized ncp in Equation 6, as will be further discussed in the concluding section. In particular, our software WebSEM contains the option of computing RMSEA with Ê ͑T Խ H 0 ͒ obtained by the method of moments.
Cutoff values for RMSEA are needed in applications for labeling the goodness of fit of mean structures. However, any given cutoff value for a fit index cannot avoid an arbitrary nature (see, e.g., Lai & Green, 2016; Markland, 2005; Marsh, Hau, & Wen, 2004) , and it is unlikely to have a set of ideal cutoff values. For consistency with evaluating the goodness of fit in covariance structure analysis, we may adopt the established or conventional cutoff values of RMSEA (MacCallum, Browne, & Sugawara, 1996) in judging the size of RMSEA . That is, using .01, .05, .08, and .10 to distinguish between excellent, close, fair, mediocre, and poor models, respectively. More refined cutoff values for RMSEA might be crafted with experience and substantive applications. Note that cutoff values are simply artificial thresholds for categorizing the size of model misspecification as measured by T or another statistic. Unless the model is perfect, dictatorial cutoff values regarding goodness of fit are still needed, even if we are given the population means and covariances or when the involved statistic literally follows the nominal noncentral chi-square distribution.
Comparative, Normed, and Nonnormed Fit Indices
A baseline model is needed to define incremental fit indices for mean structures, as was with defining incremental fit indices for covariance structure models. Although the independence model
is commonly used as the baseline model in defining incremental fit indices in covariance structure analysis, Wu and West (2010) argued that the baseline model for GCM should be
where 1 is a vector consisting of p 1s and I is the identity matrix of order p. Following the discussion of Widaman and Thompson (2003) and the proposal of Wu and West (2010) , we will use b ϭ 1 1 as the baseline model to define incremental fit indices for mean structures in GCM without covariates. When evaluating covariance structure models or when jointly evaluating mean and covariance structures, we will let the baseline model ⌺ b ϭ D , where D is a diagonal matrix that has the same form as that of the ⌿ in Equation 2. That is, we will choose the ⌺ b in Equation 7 when ⌿ is specified as a diagonal matrix or the ⌺ b in Equation 8 when all the diagonal elements of ⌿ are set equal. We will describe rationales for baseline models with covariates in the next section.
We estimate 1 in the baseline model by minimizing the function
where ⌺ is the same as in Equation 4, that is, the model implied covariance matrix corresponding to the model in Equation 2 and 2 Clearly, under the assumption that (T | H 0 ) follows pϪm 2 , such defined RMSEA is consistent with the one defined conventionally. This document is copyrighted by the American Psychological Association or one of its allied publishers.
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estimated by NML. The reason for us to use ⌺ in Equation 9 instead of the diagonal matrix ⌺ b is because ⌺ Ϫ1 is a more accurate weight matrix in modeling the means. Also, the weight matrix ⌺
Ϫ1
puts Q 1 ( 1 ) on a common scale with the Q() in Equation 4. The resulting estimate of 1 by minimizing Q 1 ( 1 ) is given by
Note that, for polynomial or piecewise polynomial models, the NML estimate of of the mean of the latent traits under the full model in Equation 2 is given by ϭ ͑⌳Ј⌺
⌳ is a diagonal matrix, 1 in Equation 10 does not equal the NML estimate 1 under the full model.
Let T 1 ϭ NQ 1 ͑ 1 ͒ and df 1 ϭ p Ϫ 1. For polynomial or piecewise polynomial growth curve models, parallel to Bentler (1990) , Bentler and Bonett (1980) , and Tucker and Lewis (1973) , we define
,
For growth curve models with elements of ⌳ in Equation 1 not prespecified, the expected value of T under a correctly specified mean structure may not equal the nominal degrees of freedom df ϭ p Ϫ m, we may replace the df in the formulation of CFI
. But there is no need to replace
asymptotically follows a central chi-square distribution with p -1 degrees of freedom under the hypothesis H 01 : There is only an intercept factor in the population. There is no need to modify the formulations of NFI and NNFI , because they do not require the involved statistics to follow chi-square distributions, and the concept of noncentrality parameter is not involved either (Bentler & Bonett, 1980; Tucker & Lewis, 1973) .
Conventional cutoff values for fit indices in covariance structure models as recommended by Hu and Bentler (1999) might be used for labeling the goodness of fit in mean structures with Equation 11. More refined cutoff values might be defined as more experience is accumulated with their applications. For example, we may find that .98 serves as a better threshold for CFI in order for a mean structure to be claimed as a tenable model or achieving a close fit after repeatedly finding that models for means with CFI ϭ .95 are not accurate enough for reproducing the population means.
An R-Square for Measuring Goodness of Fit in the Mean Structure
Parallel to linear regression models, we are interested in defining an R-square, which accounts for the percentage of squared change due to the model. Note that the elements in y are not independent, so we use generalized least squares rather than least squares in defining sum of squares. Like in regression, let us call
the sum of squared residuals, where and ⌺ are the model implied mean vector and covariance matrix under Equation 2 and estimated by NML. The corrected sum of squares for the mean structure model is
where 1 ϭ 1 1, with 1 being given by Equation 10. We define
which is the size of means accounted for by the model relative to that of the (common) intercept. Clearly, 0 Յ R 2 Յ 1. R 2 ϭ 0 implies that ϭ 1 and the full growth curve model does not have any added value to the intercept model, which is unlikely to happen in practice. Similarly, R 2 ϭ 1 implies ϭ y , which is also unlikely to happen with real data.
In the Appendix, we further show that ss m ϩ ss r equals the corrected total sum of squares ss t ϭ Q 1 ͑ 1 ͒, and consequently the R 2 in Equation 12 equals the NFI defined in Equation 11. Such a relationship only holds for the case of mean structures estimated by NML, not by other methods.
Although our development of the R 2 in Equation 12 is parallel to that for linear regression models, the context and implication are different. In particular, the R-square in regression measures the extent to which differences among individual observations are accounted for by observed predictors; whereas the R-square in Equation 12 measures the extent to which overtime changes in mean are accounted for by a curve that is under our manipulation. Thus, the typical range of the R-square in Equation 12 can be different from that of the typical range of R-square in linear regression. As a matter of fact, it is rare to have an R-square greater than .90 in multiple regression. For a real data example to be presented in illustrating the use of WebSEM, the values of the R-square corresponding to two quadratic growth curve models are greater than .99.
We have defined fit indices RMSEA , CFI , NFI , NNFI , and R-square at the sample level. Their population counterparts directly follow from their formulations. For a possibly misspecified model, let ‫ء‬ be the population counterpart of defined by minimizing Equation 3 with y being replaced by ϭ E(y i ) and S being replaced by ⌺ ϭ Cov(y i ), and denote the corresponding model implied factor loadings, covariances, and means as ⌳ ‫ء‬ , ⌺ ‫ء‬ , ‫ء‬ . Then the population counterparts of the fit indices are defined when y , ⌳ , ⌺ , and in Equations 5, 11, and 12 are replaced by , ⌳ ‫ء‬ , ⌺ ‫ء‬ , and ‫ء‬ , respectively. It follows from standard asymptotics that each sample fit index is a consistent estimate of its population counterpart. In particular, for polynomial or piecewise polynomial models, if ⌺ ‫ء‬ and ‫ء‬ are good approximations 3 to ⌺ and , respectively, then the statistic T approximately follows a noncentral chi-square distribution with ncp ␦ ϭ N͑ Ϫ ‫ء‬ ͒Ј⌺ ‫ء‬
Ϫ1
͑ Ϫ ‫ء‬ ͒, as to be evaluated in a later section. Then RMSEA and CFI are ncp-based fit indices. Such a property is parallel to that of RMSEA and CFI in covariance structure analysis for normally distributed data. In contrast, NNFI, NFI, or R-square are not ncp-based fit indices. Further discussion of ncp-based fit indices is given by Bentler (1990) and McDonald and Marsh (1990) . 3 The standard technical assumption is that the discrepancy between ⌺ ‫ء‬ and ⌺ as well as that between ‫ء‬ and are both in the magnitude of 1⁄ N 1⁄2 . This document is copyrighted by the American Psychological Association or one of its allied publishers.
Growth Curve Model With Covariates
In this section we define fit indices for mean structures when a growth curve model involves covariates whose values do not change from the time of y 1 to the time of y p for each participant. Repeated measures with time-varying covariates belong to the third data type, which is not studied in this article. Let y i ϭ ͑y i1 , y i2 , . . . , y ip ͒Ј continue to represent the observed outcome of person i, i ϭ 1, 2, . . . , N. In addition, we also have a vector u i of k covariates or background variables for person i (e.g., treatment condition or family resource). The model for y i is the same as in Equation 1, but the vector i of latent variables is further predicted by u i through
where i is a vector of prediction errors with E( i ) ϭ 0 and Cov( i ) ϭ ⌼; and u i , i and i are independent. Such a model is also called a conditional model (Preacher et al., 2008) . Denote u ϭ E(u i ) and ⌺ uu ϭ Cov(u i ). Combining the models for Equations 1, 2, and 13 yields the structured means and covariances
The model parameters are the free elements in ␣, u , B, ⌳, ⌼, ⌿, and ⌺ uu . They will be estimated by fitting the above structured means and covariances to their sample counterparts of x i ϭ ͑y i Ј, u i Ј͒Ј, i ϭ 1, 2, . . . , N. Note that the mean vector and covariance matrix of the background variables u i are saturated in the formulation, and they can also be further structured according to substantive theory or when u i are indicators of latent variables that are predictors of i . Whatever the structures are, we will have model implied estimates for y and ⌺ yy following NML estimation. For the model in Equations 1 and 13, these are given by (14) A rational baseline model for defining incremental fit indices in GCM with covariates will depend on how the background variables are involved. When u i is a vector of manifest variables as in Equation 13, we choose the baseline model for the covariance structure of
, where D is a diagonal matrix that has the same form as that of ⌿, and ⌺ uu corresponds to the covariance matrix of the covariates in u i . When the latent variables in i are predicted by a set of latent exogenous variables that are indicated by the variables in u i , the baseline models for evaluating the covariance structure of x i will need to be ⌺ b ϭ diag(D , D u ), with D u being a diagonal matrix corresponding to the error variances for u i . When jointly evaluating the mean and covariance structure models, we choose the baseline model for the mean structure as b ϭ ͑ 1 1Ј, u Ј͒Ј, where u is a vector with k free elements. As to be discussed below, we will only use Equation 14 in defining fit indices for the mean structure of y i in GCM. Thus, the baseline model for evaluating the mean structure model of y i alone will be the same as given in the previous section, that is, b y ϭ 1 1.
As noted earlier, our interest is to define fit indices for mean structure in GCM. The y in Equation 14 is what has been accomplished by the mean structure model to account for the means of variables in y i that measure the growth; and ⌺ yy in Equation 14 is what has been accomplished by the covariance structure model to account for the covariances of the growth variables. Our fit indices for means have to be based on these estimates. The means and covariances of u i might be interesting, but their involvement is to account for the means and covariances of the growth variables, and their effect is already accounted for via the equations in 14. Let RMSEA y , CFI y , NFI y and NNFI y be fit indices defined for only the means of the growth variables in y i . With Equation 14, these fit indices can be obtained essentially the same as in the previous section. In particular, RMSEA y is computed via
with df y ϭ p Ϫ m; and the incremental fit indices are computed via T y and
where b y ϭ 1 y 1 with 1 y ϭ ͑1Ј⌺ yy Ϫ1 1͒
Ϫ1
1Ј⌺ yy Ϫ1 y .
Fit Indices for Covariance Structure Models in GCM
Our development has been around defining fit indices for mean structures in GCM. Separate fit indices for covariance structures can be computed following NML estimation of the structural model defined by Equations 1 and 13.
Let S be the sample covariance matrix of y i when there is no covariate, and that of x i ϭ ͑y i Ј, u i Ј͒Ј when covariates are included. With ⌺ being the model implied covariance matrix of y i or x i , let
where F ml ͑S, ⌺ ͒ is the normal-distribution-based discrepancy between the sample covariance matrix S and the model implied covariance matrix ⌺ , that is, removing the first term of Equation 3. Then under standard regularity conditions (including normality), for polynomial or piecewise polynomial models, T asymptotically follows a noncentral chi-square distribution with degrees of freedom equal to the number of nonduplicated elements in S minus the number of free parameters in the covariance structure model ⌺(). Consequently, RMSEA can be computed as in Steiger and Lind (1980) ; CFI, NFI, and NNFI can be computed as in Bentler (1990) , Bentler and Bonett (1980) , and Tucker and Lewis (1973) . In particular, the baseline model for computing incremental fit indi-
When T does not asymptotically follow a central chi-square distribution under the null hypothesis of a correctly specified model, we need to replace the conventional noncentrality parameter estimate T Ϫ df by its generalized version T Ϫ Ê ͑T Խ H 0 ͒ in the formulas of CFI and RMSEA for separately evaluating the covariance structure model, which has been implemented in WebSEM.
Illustrations
This section presents three examples. The first two examples show that misspecifications in the model for means and those in This document is copyrighted by the American Psychological Association or one of its allied publishers.
the model for covariances are confounded in fit indices that jointly evaluating the two components, and separately evaluating them solves the problem and consequently provides us the needed information for model diagnostics. The third example shows the difference between fit indices described in the previous sections and the four correlation coefficients studied in Wu and West (2013) . We also use a real data example in illustrating the application of WebSEM in a later section. We fix p ϭ 6 and N ϭ 200 in the first two examples and let y and S change. Only a linear model is considered in the first example, and the model can be represented by 
the intercept, slope and acceleration are freely correlated, and ⌿ is a diagonal matrix with six independently varying error variances. The baseline models in these two examples are as described in the previous sections.
Example 1
The vector y of sample means for this example 4 is given by the y j in the first line of Table 1 , and the sample covariance matrix S for this example is given by the s jk in the upper-triangular part of Table 1 . Following NML estimation of the linear growth curve model, fit indices CFI, NFI/R 2 , NNFI, and RMSEA for jointly evaluating the mean and covariance structures as well as separately evaluating each component are reported in the top part of Table 2 . When the mean and covariance structures are jointly evaluated, RMSEA ϭ .233, CFI ϭ .923, NFI ϭ .916, and NNFI ϭ .903. In contrast, the fit indices for the mean structure are RMSEA ϭ .000, CFI ϭ NFI ϭ 1.000, and NNFI ϭ 1.122, indicating essentially a perfect fit. In this example, the sample means are perfectly linear, the lack of fit as reflected by RMSEA and the incremental fit indices when jointly evaluating the mean and covariance structure models is solely from misspecifications in the covariance part, although all the diagonal elements of ⌿ independently vary. Such information is transparent when the two components are separately evaluated. The values of RMSEA and other fit indices for the covariance structure model alone also become less favorable. Test statistics that are used to construct fit indices are also included in Table 2 , together with the corresponding p values. The results suggest that the confounding between mean and covariance structures is not just in fit indices but also in the test statistic T ml .
In Example 1, the sample means are fitted perfectly by the linear model, whereas the covariances are not well accounted for. When mean and covariance structures are jointly evaluated, commonly used fit indices mask the goodness of the linear model in fitting the means. The following example shows that the opposite can also occur, that is, joint evaluation can also easily mask the badness of a linear model in fitting the means.
Example 2
The vector y of sample means for this example 5 is given by the y j in the last line of With the means being poorly fitted by the linear model, we next fit the data by the quadratic growth model, and the results are also reported under Example 2 in Table 2 . With RMSEA ϭ .042, CFI ϭ .988, NFI ϭ .955, and NNFI ϭ .980, fit indices for the mean structure model alone give the quadratic model much stronger support. At the same time, fit indices for jointly evaluating the mean and covariance structure models and for evaluating the covariance structure model alone also give the new model more support than for the linear model. With both components of the structural model fitting the data in Example 2 adequately, we are more confident about the goodness of the quadratic model. 4 The vector of means y j is generated by Equation 16, with the means of the intercept and slope being set at 1.0 and .5, respectively. The matrix of covariances s ij is generated by Equation 16 with 11 ϭ 1.0, 12 ϭ .5 and 22 ϭ 1.0, and all the error variances are at 1.0. But a disturbance of size .7 is added to elements s 12 ϭ s 21 , s 34 ϭ s 43 and s 56 ϭ s 65 , respectively.
5 Both the mean vector and covariance matrix in Example 2 are obtained by random perturbations. In particular, the mean vector is obtained by adding a vector of disturbances to a vector of means that perfectly follow the pattern of quadratic growth, and the disturbances are six independent variates generated from the uniform distribution on [0, .18] . The covariance matrix is obtained by adding a vector of disturbances to the loadings of acceleration (0, 1, 4, 9, 16, 25) , while the variance of the latent acceleration is set at .01, and the disturbances are six independent variates generated from the standard normal distribution. This document is copyrighted by the American Psychological Association or one of its allied publishers. This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
Results in Example 2 indicate that adding a latent factor of acceleration can substantially improve the fit in the mean structure. Alternatively, one may also consider the latent-basis curve model that has the same total number of parameters as the quadratic model. However, free the loadings on the latent slope may not effectively address the problem of lack of fit in the mean structure of a linear growth model because the loadings of the slope factor have to be subject to the needs of fitting the sample covariance matrix (Wu & Lang, 2016) . The computation of the fit indices also becomes more complicated if Equation 6 is used to define RMSEA and CFI in addition to a set of less explainable growth rates defined by the differences between the estimated consecutive factor loadings.
Example 3
This example contrasts the fit indices developed in this article with four correlation coefficients as studied in Wu and West (2013) . These are conditional pseudo R-square (R c 2 ), marginal pseudo R-square (R m 2 ), conditional concordance correlation (r cc ), and average concordance correlation (r ac ). We are interested in showing the properties of the four correlations at the population level when values of model parameters vary. In particular, for balanced data and with extensive algebraic manipulation, each of the correlations can be simplified to a function of sample means and covariances (y and S) and modelimplied means and covariances ( and ⌺ ). For correctly specified models, the population counterparts of y and are the vector of population means, and those of S and ⌺ are the population covariance matrix ⌺. We obtain the correlation coefficients at the population level when y , , S, and ⌺ in the formulations of R c 2 , R m 2 , r cc , r ac are replaced by their population counterparts, and these are denoted as P c 2 , P m 2 , cc , and ac . For this example, the population mean and covariance matrix ⌺ are generated by a linear growth curve model with p ϭ 6 variables. The loading matrix ⌳ is given by Equation 16 ; the variances and covariance of the intercept and slope are 11 ϭ 22 ϭ 1.0, 12 ϭ .5; the mean of the intercept is fixed at 1 ϭ 1.0, and we let 2 (the mean of the slope) vary; the covariance matrix of the errors is set as ⌿ ϭ 2 I, but we let 2 vary. Regardless of the values of 2 and 2 Ͼ 0, when fitting such generated and ⌺ by the linear growth curve model with homogeneous error variances, the function F ml () in Equation 3 at the population level is zero. Thus, the population values of RMSEA corresponding to statistics T , T , and T ml are 0, and the population values of CFI and NFI corresponding to each of the three statistics are 1.0; and the population values of NNFI corresponding to each of the three statistics might be greater than 1.0. The left panel of Table 3 contains the values of P c 2 , P m 2 , cc , and ac as 2 changes from .5 to 5.0, while 2 is fixed at 1.0, and the right panel of Table 3 contains the population values of the four correlation coefficients as 2 changes from .5 to 5.0, while 2 is fixed at .5. The results in the left panel indicate that P m 2 and ac are rather sensitive to the value of the mean of the latent slope, and those in the right panel indicate that P c 2 and cc are moderately sensitive to the value of error variance 2 . Thus, although these correlations may offer valuable information regarding the goodness of fit of growth curve models 
Monte Carlo Study
We have argued that, for linear and quadratic growth models, T asymptotically follows a chi-square distribution with p -m degrees of freedom regardless of the form of the distribution of y i . In this section, we conduct a simulation study to examine how the asymptotic properties are affected by sample size. Although the distribution properties of T ml have been repeatedly evaluated in covariance structure analysis, the statistic T as defined in Equation 15 has never been examined previously. Also, little could be found in the literature evaluating the properties of T ml involving a mean structure. Thus, we will also examine statistics T and T ml in addition to T . In the rest of this section, we will first describe the conditions for the simulation study followed by the criteria used in the evaluation, and then present and discuss the Monte Carlo results.
We will not directly evaluate the performances of fit indices because they also depend on cutoff values, which are artificial categorizations regarding the size of misspecification, and there does not exist a set of ideal cutoff values that could simultaneously minimize the sizes of both Type I and Type II errors. What we hope to find is that the statistics will approximately follow their nominal chi-square distributions so that fit indices enjoy the expected properties as derived from the corresponding chi-square distributions.
Design
Our study includes both correct and misspecified models. In particular, we will examine whether T approximately follows the nominal pϪm 2 when the mean structure model is correctly specified and whether T approximately follows a nominal noncentral chisquare distribution pϪm 2 ͑␦͒ when the mean structure is misspecified. We are interested in the noncentral chi-square distribution approximation because confidence interval for RMSEA is justified by the nominal noncentral chi-square distribution.
Correctly specified model. For correct models, we consider both linear and quadratic growth models with error variances in each model being either homogeneous or varying independently. Although the number of variables (p) varies in the applications of GCM, the value of p is typically much smaller when compared with that in factor analysis. With a limited range on the number of repeated measures in practice, we choose p ϭ 6 in our study. The population values of the parameters for both the linear and quadratic models are specified according to Equation 1. For linear growth, the loadings of y i on the latent intercept and slope are specified as in Equation 16. The means of the latent intercept and slope are 1.0 and .5, respectively, and both their variances are 1.0, with a covariance of .5. All the error variances are 1.0. For quadratic growth, the loadings of y i on the latent intercept, slope, and acceleration are specified as in Equation 17. The means, variances, and covariance of the intercept and slope are the same as for the specification of linear growth. The mean and variance of the latent acceleration is set at .1 and 1.0, and its covariances with the latent intercept and slope are set at .30 and .40, respectively. The above linear and quadratic specifications each generates a mean vector ϭ E(y i ) and a covariance matrix ⌺ ϭ Cov(y i ).
Two population distributions of y i are considered. One is normally distributed, and the other is nonnormally distributed. Let A be a symmetric matrix such that A 2 ϭ ⌺. Let z be a vector of six independent standardized normal variables, the normally distributed population is generated via y ϭ Az ϩ . Let v be a vector of six independent standardized chi-square variates each with 1 degree of freedom, the nonnormally distributed population is generated via y ϭ Av ϩ .
Four sample sizes are used: 100, 300, 500, and 800. With six observed variables, these can be regarded as from small to medium and large, although researchers may have even smaller or larger sample sizes in practice. As listed in Table 4 , there are a total of 32 crossed conditions with correct models. For a random sample from a population at each condition, the statistic T , T , and T ml are evaluated, 6 and with N r ϭ 2,000 replications. Misspecified model. For examining the distribution properties of T and T with misspecified models, we focus on the linear growth model with homogeneous error variances. Such a design is chosen because, once the size of misspecification is controlled via the noncentrality parameter (ncp), there is no reason to expect that these statistics will behave much differently when a different model is chosen (e.g., Fan & Sivo, 2005) . Too many conditions may distract readers with overwhelming but immaterial details. For this model, with p ϭ 6 observed variables, misspecification in both mean and covariance structures are created. For a misspecified mean structure, the population mean vector is generated according to a quadratic growth model, whereas the population covariance matrix is the same as that for the linear growth, with population values of the parameters being the same as described in the preceding subsection. The size of misspecification is controlled by adjusting the mean of the latent acceleration so that the value of RMSEA in the population 7 is .05 and .10, respectively. Although the population covariance matrix is generated by a linear growth model, a misspecified mean structure model also slightly affects the fit in covariances as measured by T . Of course, the population counterpart of T ml is affected by the misspecified mean structure accordingly.
The population of a misspecified covariance structure model is generated by letting three pairs of elements of ⌿ ( 12 ϭ 21 , 34 ϭ 43 , 56 ϭ 65 ) take a common nonzero value c in the population. All other population values of parameters are the same as for the linear growth specified in the preceding subsection. We adjust the value of c so that the value of RMSEA in the population corresponding to statistic T is .05 and .10, respectively, whereas the population means of y ij still follow a linear pattern, as specified in the preceding subsection. But the population RMSEA corresponding to T ml will not be the same as that defined via T due to a change in degrees of freedom. 6 All the simulations are programmed in SAS IML, and the code can be obtained from the authors of this article. 7 The population values of T , T and T ml , used to define the population values of fit indices, are computed via the model implied ‫ء‬ ϭ ( ‫ء‬ ) and ⌺ ‫ء‬ ϭ ⌺( ‫ء‬ ), where the value of ‫ء‬ is obtained by minimizing F ml () in Equation 3 when y is replaced by ϭ E͑y ͒ and S is replaced by ⌺ ϭ E(S), as described in the last paragraph of the second section. This document is copyrighted by the American Psychological Association or one of its allied publishers.
The same two types of distributions and four sample sizes, as in the design with correctly specified models, are used with the misspecified models. When the conditions of model misspecification, distribution shape, and sample size are crossed, we have 32 conditions of misspecified models. At each of the 32 conditions, the statistics T , T , and T ml are evaluated with N r ϭ 2,000 replications each.
With two conditions for misspecified mean structures and two for misspecified covariance structures, the population RMSEA and noncentrality parameters corresponding to all the sample sizes are reported in Table 5 and are arranged according to each of the four conditions. When presenting the simulation results, we will refer to these conditions of model misspecification as C1 to C4, as labeled in Table 5 .
Criteria
Quantile-quantile (QQ) plots are used to convey the information of the overall distribution of each statistic as approximated by the corresponding asymptotic distribution. With correctly specified models, we also report the empirical mean of each statistic, because the means of T , T , and T ml are involved in the formulations of CFI and RMSEA via the degrees of freedom. In addition, Type I errors for each statistic at the nominal level of .05 is also included, although our focus is to use T and T to separately define fit indices.
With p ϭ 6, there are six sample means and 21 sample variances-covariances. For the linear growth model with homogeneous error variances, there are two mean parameters and four variance-covariance parameters, so the degrees of freedom are 4 for T , 17 for T , and 21 for T ml . Central chi-square distributions with these degrees of freedom will be used as reference distributions when evaluating the behaviors (via Type I errors and QQ plots) of the three statistics with the correctly specified model, and the corresponding noncentral chi-square distributions with noncentrality parameters as reported in Table 5 will be used when evaluating the three statistics with the misspecified models. Similarly, for the linear growth model with independently varying error variances, the degrees of freedom are 4 for T , 12 for T , and 16 for T ml . For the quadratic growth model with homogeneous error variances, the degrees of freedom are 3 for T , 14 for T , and 17 for T ml . For the quadratic growth model with independently varying error variances, the degrees of freedom are 3 for T , 9 for T , and 12 for T ml . Chi-square distributions with these degrees of freedom are used as reference distributions when evaluating Type I errors and in QQ plots of the three statistics with the correctly specified models.
Results
We will present the results for correctly specified models first, and then discuss the results for the misspecified model with varying distributions of y i .
Correctly specified model. For correctly specified models, we first present and discuss QQ plots, followed by Type I errors and empirical means. There is a total of 96 plots, corresponding to the 32 conditions and three statistics. They are in 16 figures, and each contains six plots with the same model and sample size but two distribution conditions of y i and three statistics. At N ϭ 100, the plots of T , T , and T ml with the linear growth model and homogeneous error variances are in Figure 1 . With normally distributed data, both the plot of T against 4 2 on the top-left and that of T ml against 21 2 on the bottom-left of Figure 1 follow the x ϭ y line rather well. The plot of T against 17 2 on the middle-left of Figure 1 also approximately follows the x ϭ y line, although not as well as that of T or T ml . With nonnormally distributed data, except for the right tail, the plot of T on the top-right of Figure 1 also follows the x ϭ y line rather well. In particular, for 4 2 , 2 times its standard deviation is roughly 5.66, and the departure for the QQ plot from the x ϭ y line on the top-right of Figure 1 starts at about x ϭ 10.0, which is 2 times its standard deviation away from its mean. In contrast, as the quantile increases, the observed values of T and T ml in the QQ plots in the middle-and bottom-right of Figure 1 are multiple times of that of the corresponding chi-square distributions.
The QQ plots corresponding to other sample sizes and for other models convey about the same information as given by Figure 1 . This article is intended solely for the personal use of the individual user and is not to be disseminated broadly. (N ϭ 100) ; the plot on the left is for normally distributed data, the one on the right is for nonnormally distributed data, and the solid line is the x ϭ y line. This document is copyrighted by the American Psychological Association or one of its allied publishers.
That is, the statistic T is rather well approximated by the nominal chi-square distribution pϪm 2 even at N ϭ 100, and the approximation is barely affected by the nonnormality of the distribution of y i . In contrast, statistics T and T ml are strongly affected by the nonnormality of y i , and the nominal chi-square distributions are no longer valid in describing their behaviors. These plots are in Figures S2 to S16 in the online supplemental materials, in which Figure 1 is also included and is labeled as Figure S1 .
The results of Type I errors and empirical means are reported in Tables 6 and 7 , respectively. As with the QQ plots, results on the left of each table correspond to the condition of normally distributed data and those on the right correspond to the condition of nonnormally distributed data. Note that observed Type I errors are subject to sampling fluctuation even if a statistic exactly follows the nominal chi-square distribution. At ␣ ϭ .05 and with N r ϭ 2000 replications, the standard error (SE) of each observed Type I error is SE ϭ (.05 ϫ .95/2000)
1/2 Ϸ .005. With normally distributed data, all the empirical Type I errors in Table 6 are between .04 and .06, with only one exception (T at N ϭ 100 for the quadratic model with independently varying error variances). This can be because N ϭ 100 is not large enough for T to follow a chi-square distribution or due to the effect of multiple testings. All the empirical Type I errors for T with nonnormally distributed data in Table 6 are also between .04 and .06. However, Type I errors for T and T ml with nonnormally distributed data range from .269 to .779.
The empirical means of each statistic in Table 7 essentially reflect the same information as that by the QQ plots. That is, the means of T are very close to the nominal degrees of freedom even at N ϭ 100. But the means of T and T ml are close to their nominal degrees of freedom only for normally distributed data.
The Monte Carlo results with correctly specified linear and quadratic models suggested that, even at N ϭ 100, the distribution of T is well approximated by the nominal chi-square distribution pϪm 2 regardless of the form of the distribution of the observed data. However, the nominal chi-square distributions for T and T ml are not valid unless data are normally distributed. Thus, fit indices such as RMSEA and CFI that use ␦ ϭ T Ϫ df to estimate the noncentrality parameters in evaluating polynomial models are robust to nonnormality, whereas fit indices based on ␦ ml ϭ T ml Ϫ df ml may not be proper in evaluating the goodness of fit of growth curve models unless data are normally distributed.
Misspecified model. There are a total of 96 QQ plots with the misspecified model, and they are in 16 figures (Figures S17 to S32) in the online supplemental materials, arranged according to sample size within the condition of model misspecification in mean and covariance structures, respectively. The information conveyed by these plots are about the same as for the correctly specified models. That is, except at the right tail, the statistic T is well described by the nominal noncentral chi-square distribution even when data are nonnormally distributed. However, nominal noncentral chi-square distributions cannot be used to describe the behaviors of statistics T and T ml unless data are normally distributed.
Note that the model misspecification under each condition, as presented in Tables 4 and 5 , is in either the mean structure or the covariance structure, not both. We would expect that T is able to control Type I errors when the covariance structure is moderately misspecified, and T is also able to do so when the mean structure is moderately specified. Table 8 contains the rejection rates by T , T , and T ml . When the mean structure is correctly specified in Conditions C3 and C4, the rejection rate by T ranges from .040 to .064 and is barely affected by the conditions of misspecified covariance structure for both normally and nonnormally distributed data. The rejection rate by T with normally distributed data in C1 and C2 is also little affected by the misspecified mean structure. However, as in Tables 6 and 7 , T is strongly affected by the distribution of y i . Because T ml is essentially the sum of T and T , its rejection rate monotonically increases with N in Conditions C1 to C4 and is clearly affected by the distribution of y i . The empirical means of the three statistics were also obtained and are reported in Table A , available in the online supplemental materials. They convey essentially the same information as the QQ plots on the web and the rejection rates in Table 8 .
In summary, the Monte Carlo results in this section further confirm the advantage of using T to separately evaluate the goodness of the mean structure of a linear or quadratic growth model. In particular, fit indices defined via T for mean structures in GCM are reliable regardless of the distribution of y i , even when the sample size is rather small. In contrast, with nonnormally distributed data, one may need to use the generalized ncp to define fit indices with test statistics T or T ml . We will further discuss the pros and cons of fit indices defined via statistics that have already accounted for the nonnormality of y i in the concluding section.
Software WebSEM for Separated Fit Indices
The fit indices for mean structures with growth curve models developed in this article have been implemented in WebSEM, which is free online software that allows users to specify SEM models through path diagrams and conduct the analysis using R This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
packages lavaan and rsem (Rosseel, 2012; Yuan & Zhang, 2012; Zhang & Yuan, 2012 -2017 . In this section, we illustrate how to obtain the developed fit indices in WebSEM via a real data example. A video with instructions on how to use WebSEM to conduct data analysis is also available on YouTube (https://youtu .be/1ydG3IxBIsM). Table 2 .2 of Preacher et al. (2008) contains the sample means and covariances of five repeated measures of mother-child closeness at Grades 1, 3, 4, 5, and 6 (without Grade 2); these are also available at http://quantpsy.org/supp.htm. The data are from the National Institute of Child Health and Human Development Study of Early Child Care and Youth Development (NICHD Early Child Care Research Network, 2006) , with N ϭ 851. In addition, the sample mean and variance of gender as well as its covariances with the five growth variables are also part of the data, and gender is treated as a covariate or Level 2 predictor in our illustration. Four models might be considered according to Equations 1 and 13: (a) a linear model with homogeneous error variances, (b) a linear model with independently varying error variances, (c) a quadratic model with homogeneous error variances, and (s) a quadratic model with independently varying error variances. We will illustrate the use of WebSEM using the first model, and the results of other models and their comparison are available in the online supplemental materials. Note that Grade 2 is not included in the measurements, the loadings of y 1 to y 5 on the latent slope are 0, 2, 3, 4, and 5, respectively; and the loadings of the ys on the latent acceleration in This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
the quadratic model are the squares of the corresponding loadings on the latent slope. To use WebSEM, one needs to provide a data file and specify a model. The data file should be a free format text file with the extension name txt. The data file can be generated using any text editor or the default editor within WebSEM. Both raw data and summary data (sample means and covariances) can be used. If raw data are used, the first line of the data file should be variable names and the rest are numerical values of the data matrix. If summary data are used, variable names should be included in the first row. The second row should contain the value of the sample size and is repeated for each variable. The third row is the numerical values of the sample means. The rest is the full sample covariance matrix. The file of the summary data for the five measurements of closeness and gender is given below. Clearly, Line 1 contains the names of the six variables: close1, close2, close3, close4, close5, and gender; and the sample size, 851, is repeated six times in Line 2.
WebSEM provides an intuitive and interactive interface to draw path diagrams for model specification. Information on how to use the interface can be found in Zhang and Yuan (2012-2017) . The path diagram for the linear growth model with the mother-child closeness data, drawn using WebSEM, is given in Figure 2 . The video on YouTube shows how to draw a path diagram interactively, in addition to running the program and obtaining the output. WebSEM works for models with and without mean structures. If the path diagram/model does not involve a mean structure, then only fit indices for the covariance structure model are generated. There is a small text box on the left side of the interface screen (called control field) that accepts different commands for Web-SEM to perform functions beyond the default option. Because summary data instead of raw data are used in our illustration, we put "dataϭcov" in the control field of WebSEM. Furthermore, an input "mean.fit" in the control field is needed for the software to output the fit indices for mean structure as defined in this article. Otherwise, only fit indices jointly evaluating mean and covariance structure models are generated.
The output 8 of WebSEM, following the model specification described above, is shown below. Test statistics and fit indices for jointly evaluating mean and covariance structure models, covariance structure only, and mean structure only are given at the beginning of the output. For example, for jointly evaluating mean and covariance structure models, the chi-square statistic is 81.653 with 17 degrees of freedom. The corresponding p value is essentially zero. The CFI is 0.971, NFI is 0.964, NNFI is 0.961, and RMSEA is 0.067. For mean only, the chi-square statistic is 5.073 (p value ϭ 0.167) and RMSEA is 0.028.
The output is summarized in Table B and is reported in the online supplemental materials, which also contains the results of the other three models. In particular, when separately evaluating the mean and covariance structure models, all the RMSEA s are below .03 (close fit), and the one under the quadratic model with equal error variances is below .01 (excellent fit).
Our illustration for using WebSEM to compute the separate fit indices is via complete data with a covariate, by assuming a normally distributed population. The package is also able to compute the fit indices with incomplete data following NML or robust estimation methods (Yuan & Zhang, 2012) . But raw data are needed for using these options. In addition to estimating generalized ncp according to Equation 6 for evaluating mean structures, the package WebSEM also contains the option of replacing the nominal degrees of freedom by Ê ͑T Խ H 0 ͒ when computing RMSEA and CFI for evaluating the covariance structure model alone, and by Ê ͑T ml Խ H 0 ͒ for evaluating mean andcovariancestructuremodelsjointly(https://websem.psychstat .org/wiki/_media/yuanetal_2017_.pdf). 8 The parameters with fixed or prespecified values are excluded from the output to save space. This document is copyrighted by the American Psychological Association or one of its allied publishers.
Discussion and Conclusion
Motivated by the fact that (mis)specifications of the mean structure model are confounded with those of the covariance structure model when they are jointly evaluated in GCM, this article proposed to separately evaluate the two components. In particular, we defined CFI, NFI, NNFI, and RMSEA for evaluating the mean structure model alone. Examples showed that the separately defined fit indices can provide much more accurate information than fit indices jointly evaluating the two components, and the new fit indices are sensitive and reliable in reflecting the goodness of the mean structure. We also defined an R-square for the mean structure and showed that it is equivalent to NFI. We propose that these fit indices be used for the purpose of categorizing the quality of models in presentation and communication. In such a direction, we suggest using the cutoff values as recommended by MacCallum et al. (1996) for RMSEA and those recommended by Hu and Bentler (1999) for the incremental fit indices. In particular, all the fit indices studied in this article have been implemented in WebSEM. We also recommend working directly with the statistic T for testing hypotheses on the mean structure rather than using any of the defined fit indices.
The information provided by the separate fit indices facilitates model diagnostics. When fit indices for the mean structure indicate inadequate fit, we can consider adding a quadratic term to a linear model or freeing some of the loadings on the latent slope, as was with Example 2 and the real data example in the previous section, in which, after adding a quadratic term, the value of RMSEA for the mean structure changed from .142 (poor fit) to .042 (close fit), and from .028 (close fit) to .008 (excellent fit), respectively. Nonlinear models, including piecewise polynomial models, considered by Meredith and Tisak (1990) , Blozis (2007) , and Sterba (2014) might be explored as well when there is enough number of repeated measures. Similarly, we can modify covariance structures if the corresponding fit indices indicate a poor fit. Possible actions include letting all the error variances independently vary instead of setting them equal or letting the matrix ⌿ have a compound symmetry structure rather than being a diagonal matrix. For ⌿ ϭ 2 I or ⌿ ϭ diag͑ 11 , 22 , . . . , pp ͒, one can also consider letting the consecutive errors/specific factors be correlated with j͑jϩ1͒ ϭ 2 or j͑jϩ1͒ Ͼ 0 and nonconsecutive ones uncorrelated (i.e., jk ϭ 0 whenever | j Ϫ k | Ͼ 1). The modified model may not be as easy to interpret as the linear or quadratic models. But it provides the basis for us to rethink about the growth process, and the pattern of growth is clear from the form of the function and the parameter estimates (see Sterba, 2014) . In any case, we should not trust a model simply because the result is easy to interpret if it does not adequately account for the process of change as reflected in a longitudinal data set. The development of this article has been around balanced observations without missing values. This is because a rigorous development of fit indices with incomplete data involves many considerations and technical details even for evaluating covariance structure model alone. In particular, when different variables have different numbers of observations, the likelihood ratio statistic cannot be written as T ml ϭ (N Ϫ 1)F ml . Consequently, it is not straightforward to generalize the RMSEA in Equation 5 or its counterpart in covariance structure analysis to incomplete data, as the formula of RMSEA involves the sample size N, whereas researchers could not agree upon a good substitute for it (e.g., Enders & Peugh, 2004) . A pragmatic approach is to obtain estimates of the saturated and ⌺ first, and denote them as and ⌺ . These are then used to replace the y and S in F ml () in Equation 3, which is minimized to obtain an estimate , called a two-stage estimate by Yuan and Bentler (2000) . However, because neither T nor T ml asymptotically follows a chi-square distribution even when the population distribution for the complete y i is multivariate normal, the df in the numerator of Equation 5 as well as that in the definition of CFI in Equation 11 need to be replaced by a consistent estimate of E(T | H 0 ). Similarly, those for evaluating the This document is copyrighted by the American Psychological Association or one of its allied publishers.
covariance structure alone or mean and covariance structures jointly need to be replaced by consistent estimates of E(T | H 0 ) or E(T ml | H 0 ). These have been implemented in WebSEM using the method of moments and asymptotic approximation. Fit indices RMSEA and CFI were originally developed for covariance structure analysis by assuming T ml ϳ df 2 ͑␦͒ with ␦ ϭ (N Ϫ 1)F ml0 , where F ml0 is the population counterpart of the discrepancy function in Equation 3 with a saturated mean structure (Bentler, 1990; Steiger & Lind, 1980) . The value of RMSEA in the population is then given by RMSEA 0 ϭ (F ml0 /df) 1/2 , and the value of CFI in the population also involves a baseline model. When T ml does not follow the nominal chi-square distribution due to violations of normality, one may be tempted to define fit indices by the rescaled statistic T rml (Satorra & Bentler, 1994) . However, such defined RMSEA or CFI will be on a different scale from those defined via the statistic T ml in general. For example, in covariance structure analysis, when the vector y of manifest variables follows an elliptical distribution with relative kurtosis ϭ E͓͑y Ϫ ͒Ј⌺ Ϫ1 ͑y Ϫ ͔͒ 2 ⁄ ͓p͑p ϩ 2͔͒, then the rescaled statistic is given by T rml ϭ Ϫ1 T ml (Satorra & Bentler, 1994) . Under a set of standard regularity conditions, the statistic T rml approaches a noncentral chi-square distribution df 2 ͑␦ ⁄ ͒ as N increases and F ml0 decreases (Shapiro & Browne, 1987) . Let the RMSEA defined via the rescaled statistic be denoted as RMSEA r . Then, asymptotically there exists E͑T rml ͒ ϭ df ϩ ␦ ⁄ and, consequently, RMSEA r approximately equals RMSEA 0 / 1/2 . Thus, the RMSEA defined via the rescaled statistic T rml will underestimate the RMSEA 0 when Ͼ 1 and overestimate the RMSEA 0 when Ͻ 1. For example, when ϭ 10.0 and RMSEA 0 ϭ .12, the model is simply poor according to MacCallum et al. (1996) . However, the model might be evaluated as close with RMSEA r Ͻ .05. Similarly, the covariance structure model will be also appraised differently when fit indices are defined via other statistics, and the same is true for mean and covariance structure models. Fortunately, fit indices defined via T for mean structures of polynomial models are consistently valid even with distribution violations, and there is no need to use an alternative statistic.
The idea of separately evaluating the mean structure model from the covariance structure model can be equally applied to mean and covariance structure analysis in general, although mean structures beyond GCM are seldom considered in the SEM literature. In particular, following NML estimation of mean and covariance structure models, fit indices for the mean structure can be defined via the statistic T ϭ NQ͑͒ with Q() being the first term in Equation 3. However, the statistic T may not follow a chi-square distribution even for normally distributed data. We need to use the generalized ncp in Equation 6 to define and estimate fit indices. Also, one may need to consider different forms of baseline models in defining incremental fit indices, as mean structures outside the GCM context may not need to have an intercept term as the default. More studies in this direction are needed.
Fit indices have become an essential element of SEM in practice. In addition to fit indices, differences of fit indices have also been proposed to evaluate nested models in SEM, especially in studying measurement invariance (e.g., Cheung & Rensvold, 2002) . Parallel to chi-square-difference tests, each application of the difference of fit indices is conceptually equivalent to treating the immediate previous substantive model as the new baseline model. Although such a procedure offers a lot of flexibility to the practice of statistical modeling, we are not aware of any rigorous study that justified the procedure. In particular, chisquare-difference tests have been found not capable of controlling either Type I errors or power (Yuan & Bentler, 2004; Yuan & Chan, 2016) . We suspect that applications of the difference of fit indices will face the same problem. For example, a model may not be regarded as acceptable according to RMSEA or CFI, but it may be endorsed by using the differences of fit indices sequentially. We do not encourage using the differences of fit indices for evaluating mean or covariance structures before the procedure is rigorously examined.
