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a b s t r a c t
Using the Avery and Peterson fixed point theorem, we investigate the existence of three
positive solutions for the fourth order three-point boundary value problem
u(4)(t) = h(t)f (t, u(t), u′′(t)), 0 < t < 1,
u(0) = u(1) = 0,
c1u
′′(ξ)− c2u′′′(ξ) = 0, c3u′′(1)+ c4u′′′(1) = 0,
where c1, c2, c3 and c4 are nonnegative constants satisfying c1c4+c2c3+c1c3 > 0, 0 < ξ < 1
and h(t) is sign-changing on [0, 1]. The interesting point is that the nonlinear term is
allowed to depend on u′′.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
In this paper, we consider the fourth order three-point boundary value problem
u(4)(t) = h(t)f (t, u(t), u′′(t)), 0 < t < 1, (1.1)
u(0) = u(1) = 0,
c1u
′′(ξ)− c2u′′′(ξ) = 0, c3u′′(1)+ c4u′′′(1) = 0, (1.2)
where c1, c2, c3 and c4 are nonnegative constants satisfying c1c4 + c2c3 + c1c3 > 0, 0 < ξ < 1, h ∈ C[0, 1] and
f ∈ C([0, 1]×[0,∞)×(−∞, 0], [0,∞)). The existence of three positive solutions is obtained by using a fixed point theorem
due to Avery and Peterson; under some conditions, the function h is sign-changing on [0, 1].
Interest in triple solutions evolved from the Leggett–Williams multiple fixed-point theorem. Recently, a triple fixed-
point theorem due to Avery and Peterson [1] was applied to obtain triple solutions of certain boundary-value problems for
ordinary differential equations as well as for their discrete analogues. For examples, we refer the reader to [2,3]
Many authors have studied the existence of solutions and positive solutions to boundary value problems for higher order
differential equations; we refer the reader to [4–13] for some recent results. However, to the best of the authors knowledge,
there are no results for triple positive solutions of the BVP (1.1)–(1.2) by using the Leggett–Williams fixed-point theorem or
its generalizations. The aim of this paper is to fill the gap in the relevant literature.
2. Preliminaries
For the convenience of the reader, we present some definitions from the cone theory in Banach spaces.
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Definition 2.1. The map α is said to be a nonnegative continuous concave functional on a cone P of a real Banach space E
provided that α : P → [0,∞) is continuous and
α(tx+ (1− t)y) ≥ tα(x)+ (1− t)α(y), ∀x, y ∈ P, 0 ≤ t ≤ 1.
Similarly, we say the map β is a nonnegative continuous convex functional on a cone P of a real Banach space E provided
that β : P → [0,∞) is continuous and
β(tx+ (1− t)y) ≤ tβ(x)+ (1− t)β(y), ∀x, y ∈ P, 0 ≤ t ≤ 1.
Let γ and θ be nonnegative continuous convex functionals on P, α be a nonnegative continuous concave functional on P,
and ψ be a nonnegative continuous functional on P. Then for positive real numbers a, b, c, and d, we define the following
convex sets:
P(γ, d) = {x ∈ P | γ(x) < d},
P(γ,α, b, d) = {x ∈ P | b ≤ α(x), γ(x) ≤ d},
P(γ, θ,α, b, c, d) = {x ∈ P | b ≤ α(x), θ(x) ≤ c, γ(x) ≤ d},
R(γ,ψ, a, d) = {x ∈ P | a ≤ ψ(x), γ(x) ≤ d}.
The following fixed-point theorem, due to Avery and Peterson, is fundamental in the proof of our main result.
Lemma 2.1 ([1]). Let P be a cone in a real Banach space E. Let γ and θ be nonnegative continuous convex functionals on P, α be
a nonnegative continuous concave functional on P, andψ be a nonnegative continuous functional on P satisfying ψ(λx) ≤ λψ(x)
for 0 ≤ λ ≤ 1, such that for some positive numbers M and d,
α(x) ≤ ψ(x) and ‖x‖ ≤ Mγ(x),
for all x ∈ P(γ, d). Suppose T : P(γ, d) → P(γ, d) is completely continuous and there exist positive numbers a, b, and cwith a < b
such that
(i) {x ∈ P(γ, θ,α, b, c, d) | α(x) > b} 6= ∅ and α(Tx) > b for x ∈ P(γ, θ,α, b, c, d);
(ii) α(Tx) > b for x ∈ P(γ,α, b, d) with θ(Tx) > c;
(iii) 0 6∈ R(γ,ψ, a, d) and ψ(Tx) < a for x ∈ R(γ,ψ, a, d) with ψ(x) = a.
Then T has at least three fixed points x1, x2, x3 ∈ P(γ, d), such that
γ(xi) ≤ d for i = 1, 2, 3, b < α(x1), a < ψ(x2) with α(x2) < b, ψ(x3) < a.
Lemma 2.2. Suppose c1, c2, c3, c4 and ξ are nonnegative constants satisfying 0 < ξ < 1 and σ = c1c4 + c2c3 + c1c3(1− ξ) > 0.
If k ∈ C[0, 1], then the boundary value problem
v′′(t)+ k(t) = 0, t ∈ [0, 1], (2.1)
c1v(ξ)− c2v′(ξ) = 0, c3v(1)+ c4v′(1) = 0, (2.2)
has a unique solution
v(t) =
∫ t
ξ
(s− t)k(s)ds+ 1
σ
∫ 1
ξ
(c2 − c1(ξ− t))(c3(1− s)+ c4)k(s)ds. (2.3)
Proof. By (2.1), it is easy to show that
v(t) = A+ Bt +
∫ t
0
(s− t)k(s)ds, (2.4)
where A, B are constants. Using the boundary conditions (2.2) we get
A = −
∫ ξ
0
sk(s)ds+ 1
σ
(c2 − c1ξ)
∫ 1
ξ
(c3(1− s)+ c4)k(s)ds, (2.5)
and
B =
∫ ξ
0
k(s)ds+ c1
σ
∫ 1
ξ
(c3(1− s)+ c4)k(s)ds. (2.6)
Substituting (2.5) and (2.6) into (2.4), we obtain (2.3) which implies that the lemma holds.
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Denote by G(t, s) the Green’s function for boundary value problem
−u′′(t) = 0,
u(0) = u(1) = 0,
then G(t, s) ≥ 0 for 0 ≤ t, s ≤ 1 and
G(t, s) =
{
s(1− t), 0 ≤ s ≤ t ≤ 1,
t(1− s), 0 ≤ t < s ≤ 1. (2.7)
Let X = C2[0, 1] be endowed with the ordering u ≤ v if u(t) ≤ v(t) for all t ∈ [0, 1], and the norm,
‖u‖ = max{‖u‖0, ‖u′‖0, ‖u′′‖0},
where ‖u‖0 = max0≤t≤1 |u(t)|.
We define the operator T : C2[0, 1] → C2[0, 1] by
Tu(t) =
∫ 1
0
G(t, s)(Qu)(s)ds, (2.8)
where
(Qu)(s) =
∫ s
ξ
(τ − s)h(τ)f (τ, u(τ), u′′(τ))dτ
+ 1
σ
∫ 1
ξ
(c2 − c1(ξ− s))(c3(1− τ)+ c4)h(τ)f (τ, u(τ), u′′(τ))dτ, (2.9)
and G(t, s) as in (2.7).
From Lemma 2.2, u(t) is a solution of the three-point boundary value problem (1.1)–(1.2) if and only if u(t) is a fixed point
of the operator T. 
3. Main result
Define the cone P ⊂ X by
P = {u ∈ X : u(t) ≥ 0, u(0) = u(1) = 0, u is concave on [0, 1]} ⊂ X.
Let the nonnegative continuous concave functional α, the nonnegative continuous convex functional θ, γ, and the
nonnegative continuous functional ψ be defined on the cone P by
γ(u) = max
0≤t≤1
|u′′(t)|, ψ(u) = θ(u) = max
0≤t≤1
|u(t)|, α(u) = min
ω≤t≤1−ω |u(t)|,
where 0 < ω < min{ξ, 1− ξ}.
Lemma 3.1. If u ∈ P, then ‖u‖0 ≤ 34‖u′′‖0.
Proof. By the concavity of u, we have
u(t)− u(0)
t
≤ u′(0), u(t)− u(1)
t − 1 ≥ u
′(1), t ∈ (0, 1). (3.1)
Notice that u(0) = u(1) = 0, we get by (3.1) that u′(0) ≥ 0 and u′(1) ≤ 0. Then by using Taylor’s formula, we have
u(t) = u(0)+ u′(0)t + u
′′(η1)
2! t
2 ≤ u′(0)+ u
′′(η1)
2! t
2, η1 ∈ (0, t), (3.2)
and
u(t) = u(1)+ u′(1)(t − 1)+ u
′′(η2)
2! (t − 1)
2 ≤ −u′(1)+ u
′′(η2)
2! (t − 1)
2, η2 ∈ (t, 1). (3.3)
Combine (3.2) with (3.3), we obtain
2u(t) ≤ u′(0)− u′(1)+ 1
2! [u
′′(η1)t2 + u′′(η2)(1− t)2]
= −u′′(η3)+ 12! [u
′′(η1)t2 + u′′(η2)(1− t)2], η3 ∈ (0, 1)
≤ ‖u′′‖0 + 12‖u
′′‖0(t2 + (1− t)2). (3.4)
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On the other hand, we have
t2 + (1− t)2 = 2
(
t − 1
2
)2
+ 1
2
≤ 1, ∀t ∈ [0, 1]. (3.5)
Substituting (3.5) into (3.4), we have
u(t) ≤ 3
4
‖u′′‖0, t ∈ [0, 1],
which implies that ‖u‖0 ≤ 34‖u′′‖0. 
From the proof of Lemma 2.2 in [9], we have
Lemma 3.2. Let u ∈ P and 0 < ω < min{ξ, 1− ξ} ≤ 12 , then
u(t) ≥ ω‖u‖0, t ∈ [ω, 1− ω].
For convenience, we make the following assumptions:
(H1) f : [0, 1] × [0,∞)× (−∞, 0] → [0,∞) is continuous;
(H2) h ∈ C[0, 1], h(t) ≤ 0, ∀t ∈ [0, ξ], h(t) ≥ 0, ∀t ∈ [ξ, 1], and h(t) 6≡ 0 on any subinterval of [0, 1].
Lemma 3.3. Assume that (H1) and (H2) hold. If c2 ≥ c1ξ, then T : P → P.
Proof. For any t ∈ [0, 1], we consider two cases:
Case 1: t ∈ [0, ξ]. For any u ∈ P, we have from (2.9), (H1), (H2) and c2 ≥ c1ξ that
(Qu)(t) =
∫ ξ
t
(t − τ)h(τ)f (τ, u(τ), u′′(τ))dτ
+ 1
σ
∫ 1
ξ
(c2 − c1ξ+ c1t)(c3(1− τ)+ c4)h(τ)f (τ, u(τ), u′′(τ))dτ ≥ 0. (3.6)
Case 2: t ∈ [ξ, 1]. For any u ∈ P, we have from (H1), (H2), (2.9) and c2 ≥ c1ξ that
(Qu)(t) =
∫ t
ξ
(τ − t)h(τ)f (τ, u(τ), u′′(τ))dτ
+ 1
σ
∫ t
ξ
(c2 − c1ξ+ c1t)(c3(1− τ)+ c4)h(τ)f (τ, u(τ), u′′(τ))dτ
+ 1
σ
∫ 1
t
(c2 − c1ξ+ c1t)(c3(1− τ)+ c4)h(τ)f (τ, u(τ), u′′(τ))dτ
= 1
σ
∫ t
ξ
(c2 + c1(τ − ξ))(c3(1− t)+ c4)h(τ)f (τ, u(τ), u′′(τ))dτ
+ 1
σ
∫ 1
t
(c2 + c1(t − ξ))(c3(1− τ)+ c4)h(τ)f (τ, u(τ), u′′(τ))dτ ≥ 0. (3.7)
Thus, from (3.6) and (3.7), we get
(Qu)(t) ≥ 0, t ∈ [0, 1]. (3.8)
Therefore, by (2.8) and (3.8), we obtain
(Tu)(t) ≥ 0, t ∈ [0, 1]. (3.9)
Moreover, we have (Tu)(0) = (Tu)(1) = 0, and
(Tu)′′(t) = −(Qu)(t) ≤ 0, t ∈ [0, 1].
Hence, T : P → P. 
Remark 3.1. By σ = c1c4 + c2c3 + c1c3(1− ξ) > 0 and c2 ≥ c1ξ, we have c2 > 0.
By Lemmas 3.1 and 3.2, for all u ∈ P, we have
ωθ(u) ≤ α(u) ≤ θ(u) = ψ(u), ‖u‖ = max{θ(u), γ(u)} = γ(u). (3.10)
To present our main result, we assume there exist constants 0 < a < b ≤ 34ωd such that
(H3) f (t, u, v) ≤ dM , for (t, u, v) ∈ [0, 1] × [0, 34d] × [−d, 0],
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(H4) f (t, u, v) > bm , for (t, u, v) ∈ [ω, 1− ω] ×
[
b, b
ω
]
× [−d, 0],
(H5) f (t, u, v) < aN , for (t, u, v) ∈ [0, 1] × [0, a] × [−d, 0],
where
M =
∫ ξ
0
−τh(τ)dτ +
(
1− ξ+ c2c4
σ
) ∫ 1
ξ
h(τ)dτ,
N =
(
ξ2
2
− ξ
3
6
) ∫ ξ
0
−τh(τ)dτ + 1
6
(
1− ξ+ c2c4
σ
) ∫ 1
ξ
h(τ)dτ,
m = min{m1,m2},
m1 = c2
σ
∫ 1−ω
ξ
G(ω, s)ds
∫ 1−ω
s
(c3(1− τ)+ c4)h(τ)dτ,
m2 = c2
σ
∫ 1−ω
ξ
G(1− ω, s)ds
∫ 1−ω
s
(c3(1− τ)+ c4)h(τ)dτ.
We are now in a position to present and prove our main result.
Theorem 3.4. Let c2 ≥ c1ξ. Assume (H1)–(H5) hold. Then the BVP (1.1)–(1.2) has at least three positive solutions u1, u2, and u3
satisfying
max
0≤t≤1
|u′′i (t)| ≤ d, for i = 1, 2, 3; min
ω≤t≤1−ω |u1(t)| > b;
a < max
0≤t≤1
|u2(t)|, with min
ω≤t≤1−ω |u2(t)| < b; max0≤t≤1 |u3(t)| < a.
Proof. From Lemma 3.3, we know that T : P → P. Moreover, it is easy to check by the Arzela–Ascoli theorem that the
operator T is completely continuous. We now show that all the conditions of Lemma 2.1 are satisfied.
If u ∈ P(γ, d), then γ(u) = max0≤t≤1 |u′′(t)| ≤ d. By Lemma 3.1, we have max0≤t≤1 |u(t)| ≤ 34d, then assumption (H3)
implies f (t, u(t), u′′(t)) ≤ d
M
. On the other hand, from (3.6) and (3.7), we have
max
0≤t≤ξ
(Qu)(t) ≤
∫ ξ
0
−τh(τ)f (τ, u(τ), u′′(τ))dτ + 1
σ
∫ 1
ξ
c2(c3(1− τ)+ c4)h(τ)f (τ, u(τ), u′′(τ))dτ,
≤
∫ ξ
0
−τh(τ)f (τ, u(τ), u′′(τ))dτ + 1
σ
c2(c3(1− ξ)+ c4)
∫ 1
ξ
h(τ)f (τ, u(τ), u′′(τ))dτ, (3.11)
and
max
ξ≤t≤1
(Qu)(t) ≤ 1
σ
∫ t
ξ
(c2 + c1(t − ξ))(c3(1− τ)+ c4)h(τ)f (τ, u(τ), u′′(τ))dτ
+ 1
σ
∫ 1
t
(c2 + c1(t − ξ))(c3(1− τ)+ c4)h(τ)f (τ, u(τ), u′′(τ))dτ
= 1
σ
∫ 1
ξ
(c2 + c1(t − ξ))(c3(1− τ)+ c4)h(τ)f (τ, u(τ), u′′(τ))dτ
≤ 1
σ
(c2 + c1(1− ξ))(c3(1− ξ)+ c4)
∫ 1
ξ
h(τ)f (τ, u(τ), u′′(τ))dτ. (3.12)
Combining (3.11) with (3.12), we get
γ(Tu) = max
t∈[0,1]
|(Tu)′′(t)| = max
t∈[0,1]
|(Qu)(t)|
= max
{
max
0≤t≤ξ
|(Qu)(t)|,max
ξ≤t≤1
|(Qu)(t)|
}
≤
∫ ξ
0
−τh(τ)f (τ, u(τ), u′′(τ))dτ + 1
σ
(c2 + c1(1− ξ))(c3(1− ξ)+ c4)
∫ 1
ξ
h(τ)f (τ, u(τ), u′′(τ))dτ
=
∫ ξ
0
−τh(τ)f (τ, u(τ), u′′(τ))dτ +
(
1− ξ+ c2c4
σ
) ∫ 1
ξ
h(τ)f (τ, u(τ), u′′(τ))dτ
≤ d
M
·
(∫ ξ
0
−τh(τ)dτ +
(
1− ξ+ c2c4
σ
) ∫ 1
ξ
h(τ)dτ
)
= d
M
·M = d.
Hence, T : P(γ, d) → P(γ, d).
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To check condition (i) of Lemma 2.1, we choose u(t) = b
ω
, 0 ≤ t ≤ 1. It is easy to see that u(t) = b
ω
∈ P(γ, θ,α, b, b
ω
, d)
and α(u) = α( b
ω
) > b, and so {u ∈ P(γ, θ,α, b, b
ω
, d) | α(u) > b} 6= ∅. Hence, if u ∈ P(γ, θ,α, b, b
ω
, d), then b ≤ u(t) ≤ b
ω
,
−d ≤ u′′(t) ≤ 0 for ω ≤ t ≤ 1 − ω. From assumption (H4), we have f (t, u(t), u′′(t)) > bm for ω ≤ t ≤ 1 − ω, and by the
conditions on α and the cone P, we have to distinguish two cases as follows:
Case (1) : α(Tu) = (Tu)(ω). By (3.7), we have
α(Tu) = (Tu)(ω) =
∫ 1
0
G(ω, s)(Qu)(s)ds
≥
∫ 1
ξ
G(ω, s)(Qu)(s)ds
≥ 1
σ
∫ 1
ξ
G(ω, s)ds
∫ 1
s
(c2 + c1(s− ξ))(c3(1− τ)+ c4)h(τ)f (τ, u(τ), u′′(τ))dτ
≥ c2
σ
∫ 1−ω
ξ
G(ω, s)ds
∫ 1−ω
s
(c3(1− τ)+ c4)h(τ)f (τ, u(τ), u′′(τ))dτ
>
c2
σ
b
m
∫ 1−ω
ξ
G(ω, s)ds
∫ 1−ω
s
(c3(1− τ)+ c4)h(τ)dτ
= b
m
m1 ≥ b.
Case (2) : α(Tu) = (Tu)(1− ω). Similarly, we obtain
α(Tu) = (Tu)(1− ω) ≥
∫ 1
ξ
G(1− ω, s)(Qu)(s)ds
>
c2
σ
b
m
∫ 1−ω
ξ
G(1− ω, s)ds
∫ 1−ω
s
(c3(1− τ)+ c4)h(τ)dτ
= b
m
m2 ≥ b,
i.e.
α(Tu) > b, ∀u ∈ P
(
γ, θ,α, b,
b
ω
, d
)
.
This shows that condition (i) of Lemma 2.1 is satisfied. Secondly, with (3.10) and b ≤ 34ωd, we have
α(Tu) ≥ ωθ(Tu) > ω b
ω
= b,
for all u ∈ P(γ,α, b, d)with θ(Tu) > b
ω
. Thus, condition (ii) of Lemma 2.1 is satisfied.
We finally show that (iii) of Lemma 2.1 also holds. Clearly, as ψ(0) = 0 < a, 0 6∈ R(γ,ψ, a, d). Suppose that
u ∈ R(γ,ψ, a, d)with ψ(u) = a. Then, by the assumption (H5), (3.11) and (3.12), we get
ψ(Tu) = max
0≤t≤1
|(Tu(t))| = max
0≤t≤1
∫ 1
0
G(t, s)(Qu)(s)ds
≤
∫ 1
0
G(s, s)(Qu)(s)ds
≤
∫ ξ
0
G(s, s)dsmax
0≤s≤ξ
(Qu)(s)+
∫ 1
ξ
G(s, s)dsmax
ξ≤s≤1
(Qu)(s)
≤
∫ ξ
0
G(s, s)ds
(∫ ξ
s
(s− τ)h(τ)f (τ, u(τ), u′′(τ))dτ + c2
σ
(c3(1− ξ)+ c4)
∫ 1
ξ
h(τ)f (τ, u(τ), u′′(τ))dτ
)
+ 1
σ
(c2 + c1(1− ξ))(c3(1− ξ)+ c4)
∫ 1
ξ
G(s, s)ds
∫ 1
ξ
h(τ)f (τ, u(τ), u′′(τ))dτ
<
a
N
∫ ξ
0
G(s, s)ds
∫ ξ
0
−τh(τ)dτ +
(
1− ξ+ c2c4
σ
)
a
N
∫ ξ
0
G(s, s)ds
∫ 1
ξ
h(τ)dτ
+
(
1− ξ+ c2c4
σ
)
a
N
∫ 1
ξ
G(s, s)ds
∫ 1
ξ
h(τ)dτ
= a
N
{∫ ξ
0
G(s, s)ds
∫ ξ
0
−τh(τ)dτ +
(
1− ξ+ c2c4
σ
) ∫ 1
0
G(s, s)ds
∫ 1
ξ
h(τ)dτ
}
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= a
N
{(
ξ2
2
− ξ
3
6
) ∫ ξ
0
−τh(τ)dτ + 1
6
(
1− ξ+ c2c4
σ
) ∫ 1
ξ
h(τ)dτ
}
= a.
So, condition (iii) of Lemma 2.1 is satisfied. Therefore, an application of Lemma 2.1 implies the boundary value problem
(1.1)–(1.2) has at least three positive solutions u1, u2, and u3 such that
max
0≤t≤1
|u′′i (t)| ≤ d, for i = 1, 2, 3; min
ω≤t≤1−ω |u1(t)| > b;
a < max
0≤t≤1
|u2(t)|, with min
ω≤t≤1−ω |u2(t)| < b; max0≤t≤1 |u3(t)| < a.
The proof is complete. 
Finally, we give an example to demonstrate our result.
Example 3.1. Consider the following fourth-order three-point boundary value problem:
u(4)(t) = h(t)f (t, u(t), u′′(t)), 0 < t < 1, (3.13)
u(0) = u(1) = 0,
u′′
(1
2
)
− 12u′′′
(1
2
)
= 0, u′′′(1) = 0, (3.14)
where ξ = 12 , h(t) = 5pi2 sin 2t−12 pi, and
f (t, u, v) =

t2
10
+
√
u
10
−
3
√
v
60
, 0 ≤ t ≤ 1, 0 ≤ u ≤ 1, v ≤ 0,
t2
10
+ 1
10
+ 9 3√u− 1−
3
√
v
60
, 0 ≤ t ≤ 1, 1 < u ≤ 12, v ≤ 0,
t2
10
+ 1
10
+ 9 3√11−
3
√
v
60
, 0 ≤ t ≤ 1, u > 12, v ≤ 0.
With the above functions h and f , it is easy to see that (H1) and (H2) hold. Set ω = 13 . We notice that c1 = c4 = 1, c2 = 12
and c3 = 0, it follows from a direct calculation that
M = 5(3pi−2)2 , N = pi−296 + 5pi6 , and m = min{m1,m2} = min{ 56 , 0.3737} = 0.3737.
If we take a = 1, b = 4 and d = 400, then we have
f (t, u, v) ≤ 20.3386 < 21.5495 = d
M
, for 0 ≤ t ≤ 1, 0 ≤ u ≤ 300,−400 ≤ v ≤ 0;
f (t, u, v) ≥ 13.1802 > 10.7038 = b
m
, for
1
3
≤ t ≤ 2
3
, 4 ≤ u ≤ 12,−400 ≤ v ≤ 0;
f (t, u, v) ≤ 0.3228 < 0.3430 = a
N
, for 0 ≤ t ≤ 1, 0 ≤ u ≤ 1,−400 ≤ v ≤ 0.
Noticing that c2 = ξc1, then all the conditions of Theorem 3.4 hold. Hence, by Theorem 3.4, the BVP (3.13)–(3.14) has at least
three positive solutions u1, u2 and u3 such that
max
0≤t≤1
|u′′i (t)| ≤ 400, for i = 1, 2, 3; min1
3≤t≤ 23
|u1(t)| > 4;
1 < max
0≤t≤1
|u2(t)|, with min
1
3≤t≤ 23
|u2(t)| < 4 max
0≤t≤1
|u3(t)| < 1.
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