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В ограниченной двумерной прямоугольной области рассмат- 
ривается граничная задача для бигармонического уравнения. Изу- 
чаемая некорректная граничная задача сведена к задаче оптималь- 
ного управления. В терминах сопряженной граничной задачи уста- 
новлены условия оптимальности. Найден критерий сильной разре- 
шимости некорректной граничной задачи. 
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1. Постановка задачи. В области 
ная задача: 
Ω = {x ∈ (0,2π ), y ∈ (0,1)}
рассматривается гранич- 
Δ2 u = f ( x, y), {x ∈ (0,2π ), y ∈ (0,1)} = Q 
 
, (1) 
u 
( j ) 
(0, y) = u ( j ) (2π , y), j = 0,3 
 
, (2) 
u( x,0) = 0, u y ( x,0) = ϕ1 ( x), u yy ( x,0) = 0, u yy ( x,1) = 0 , (3) 
u( x,1) ∈U g , – выпуклое замкнутое множество из L2 (0,2π ). (4) 
Будем предполагать, что данные в задаче (1)–(3) удовлетворяют следующим условиям: 
f ∈ L2 (Ω), ϕ1  ∈ L2 (0,2π ) . (5) 
2. Задача оптимизации. Для решения этой задачи сформулируем в соответствие к за- 
даче (1)–(3) следующую регуляризованную оптимизационную задачу: 
Δ2 u = f ( x, y) 
 
, (6) 
u 
( j ) 
(0, y) = u ( j ) (2π , y), j = 0,3 
 
, (7) 
 
 
и функционал оптимальности: 
u( x,0) = 0, u( x,1) = ψ ( x), 
 
 
2π 
u yy ( x,0) = 0, 
 
 
2π 
u yy ( x,1) = 0, , (8) 
J  (ψ ) =  | u ( x,0) − ϕ ( x) |
2  dx + α  |ψ ( x) |
2  dx → min α y 1 
0 0 
ψ ∈U 
 
g 
. (9) 
3. Условие оптимальности в терминах производной по направлению. Реше- 
ние задачи (6)–(8), (9) обозначим: 
ψ ( x) = arg min Jα (ψ ) 
ψ ∈U g . 
Согласно результатом работы [3] справедливо следующее 
ψ
 
 
Утверждение 1: 
( x) ∈U g является функцией оптимального управления, только тогда, ко- 
гда выполняется неравенство: 
J αψ (ψ ),ψ −ψ 
 
т.е. выполняется 
≥ 0, ∀ψ ∈U g  ⊂ L2 (0,2π ) 
, 
2 
 
2π 2π 
[u y ( x,0;ψ ) − ϕ1 ]u yψ ( x,0;ψ )[ψ −ψ ]dx + α ψ ( x)[ψ −ψ ]dx ≥ 0 
0 0 . (10) 
4. Сопряженная граничная задача. Введем сопряженную задачу: 
Δ2 w = 0 

w
( j ) 
(0, y) = w( j ) (2π , y), 

j = 0,3 
w( x,0) = 0, 

w( x,1) = 0 
wyy ( x,0) = u y ( x,0;ψ ) − ϕ1 , 
и рассмотрим следующее выражение 
2π 1 
  Δ
2 u~( x, y)w( x, y)dydx = 0 
wyy ( x,1) = 0 
, (11) 
0  0 , 
где 
u~( x, y) = u( x, y;ψ ) − u( x, y;ψ ) 
и 
Δ u~( x, y) = 0 
. Преобразуя это выражение, находим: 
2π 1 2π 
  Δ
2 
u~( x, y)w( x, y)dydx = −2 [ψ ( x) −ψ ( x)w 
 
xxy ( x,1)dx − 
0  0 0 
2π 2π 
−  u
~
y ( x,0)wyy ( x,0)dx − [ψ ( x) −ψ ( x)]wyyy ( x,1)dx = 0. 
0 0 (12) 
w  ( x,0) = u  ( x,0) − ϕ 
5. Условия оптимальности. Используя равенство yy y 1 , перепишем 
выражение (12) в виде: 
2π 
− 2 [ψ ( x) −ψ ( x)]wxxy ( x,1)dx − 
0 
2π 2π 
−  u
~
y ( x,0)[u y ( x,0;ψ ) − ϕ1 ]dx − [ψ ( x) −ψ ( x)]wyyy ( x,1)dx = 0 
0 0 
А из соотношений (13) и (10) придем к неравенству: 
2π 
(13) 
[−2wxxy ( x,1) − wyyy ( x,1) + αψ ( x)][ψ ( x) −ψ ( x)]dx ≥ 0, ∀ψ ∈U g 
0 
 
 
. (14) 
Утверждение 2. Чтобы элемент 
ψ ( x) 
 
был оптимальным решением в задаче (6)–(8) и (9), 
необходимо и достаточно, чтобы он удовлетворял граничным задачам (6)–(8), (11) и вариацион- 
ному неравенству (14). 
 
Теперь положим, что 
U g   ≡ L2 (0,2π ) , т.е. ослабим условие (4). Так как для функций ψ ( x) 
нет ограничений кроме принадлежности ее пространству 
L2 (0,2π ) . 
В работе определяются оптимальные значения Фурье-коэффициентов 
ψ ( x), 
 
 
f ( x, y) 
 
 
 
при 
α → 0 + , а также критерий существования сильного решения исходной задачи (1)–(3) в терминах 
коэффициентов Фурье для заданных функций 
ϕ1 ( x), f ( x, y) . 
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There is boundary problem in limited two-dimensional rectangular are a for the biharmonic equation in the 
thesis. The studied incorrect boundary problem is reduced to a problem of optimum control. In solu- tion terms of 
the interfaced boundary problem optimality conditions are established. And the criterion of a strong incorrect 
boundary problem is found. 
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