In a recent Physical Rewiew Letters article, Vicsek et al. propose a simple but compelling discrete-time model of 7~ autonomous agents {i.e., points or particles) all moving in the plane with the same speed but with different headings. Each agent's heading is updated using a local rule based on the average of its own heading plus the headings of its "neighbors."
Introduction
In a recent paper [I], Vicsek et al. propose a simple but compelling discretetime model of n autonomous agents {i.e., points or particles) all moving in the plane with the same speed but with different headings. Each agent's heading is updated using a local rule based on the average of its own heading plus the headings of its "neighbors." Agent i's neighbors a t time t , are those agents which are either in or on a circle of pre-specified radius T centered at agent i's current position. The Vicsek model turns out to be a special version of a model introduced previously by Reynolds (21 for simulating visually satisfying flocking and schooling behaviors for the animation industry. In their paper, Vicsek et al. provide a variety of interesting simulation results which demonstrate that the nearest neighbor rule they are studying can cause all agents to eventually move in the same direction despite the absence of centralized coordination and despite the fact that each agent's set of nearest neighbors change with time as the system evolves. In this paper we provide a theoretical explanation for this observed behavior.
There is a large and growing literature concerned with the coordination of groups of mobile autonomous agents. In- distinguishes previous analyses from that undertaken here is that the latter explicitly takes into account possible changes in nearest neighbors over time, whereas the former do not. Changing nearest neighbor sets is an inherent property of the Vicsek model and in the other models w e consider. To analyze such models, it proves useful to appeal to well-known results 113,141 characterizing the convergence of infinite products of certain types of non-negative matrices. The study of infinite matrix products is ongoing 115, 16, 17, 18, 19, 201 and is undoubtedly producing results which will find application in the theoretical study of emergent behaviors. Vicsek's model is set up in Section 2 as a system of 1~ simultaneous, onedimensional recursion equations, one for each agent. A family of simple graphs on n vertices is then introduced to characterize all possible neighbor relationships. Doing this makes it possible to represent the Vicsek mode! as an n-dimensional switched linear system whose switching signal takes values in the set of indices which parameterize the family of graphs. The matrices which are switched within the system turn out to be non-negative with special structural properties. By exploiting these properties and making use of a classical convergence result due to Wolfowitz [131, we prove that all n agents' headings converge to a common steady state heading provided the n agents are all "linked together" via their neighbors with sufficient frequency as the system evolves. The model under consideration turns out t o provide a graphic example of a switched linear system which is stable, but for which there does not exist a common quadratic Lyapunov Function.
In Section 2.2 we define the notion of an average heading vector in terms of graph Laplacians [21] and we show how this idea leads naturally to the Vicsek model as well as to other decentralized control models which might be used for 0-7803-7516-5/02/$17.00 02002 IEEE the same purposes. We propose one such model which assumes each agent knows an upper bound on the number of agents in the group, and we explain why this model has the convergence properties similar to Vicsek's.
In Section 3 we consider a modified version of Vicsek's discretetime system consisting of the same group of n agents, plus one additional agent, labelled 0, which acts as the group's leader. Agent 0 moves at the Same constant speed as its n followers but with a fixed heading So. The zth follower updates its heading just as in the Vicsek model, using the average of its own heading plus the headings of its neighbors.
For this system, each follower's set of neighbors can also include the leader and does so whenever the leader is within the follower's neighborhood defining circle of radius T. We prove that the headings of all n agents must converge to the leader's provided all n agents are " linked to their leader" together via their neighbors frequently enough as the system evolves.
Leaderless Coordination
The system studied by Viaek et al. Here and elsewhere in this paper, headings are represented as real numbers between -m and m. We could also represent headings as numbers between 0 and 2a without changing any of the results which follow; this is a consequence of the fact that if all headings are between 0 and In before an averaging step, they will all be between 0 and 2n after averaging.
The explicit form of the update equations determined by (1) and (2) depends on the relationships between neighbors which exist a t time t. These relationships can be conveniently described by a simple, undirected graph with vertex set {1,2, ..., n}whichisdefinedso that(i,j)isoneofthegraph's edges just in case agents i and j are neighbors. Since the relationships between neighbors can change over time, so can the graph which describes them. To account for this we will need t o consider all possible such graphs. In the sequel we use the symbol P to denote a suitably defined set, indexing the class of all simple graphs G, defined on n vertices. The set of agent heading update rules defined by (1) and (2), can be written in state form. Toward this end, for each p E P , convergence to a common heading cannot occur. The most obvious of these is when one agent -say the ith -starts so far away from the rest that it never acquires any neighbors. Mathematically this would mean not only that G+] is never connected a t any time t, but also that vertex i remains an isolated vertex of ffi,(t) for all t. This situation is likely t o be encountered if r is very small. At the other extreme, which is likely if 7 is very large, all agents might remain neighbors of all others for all time. In this case, D would remain fixed along such a trajectory a t that value in p E P for which G, is a complete graph. Convergence of R to R,,1 can easily be established in this special case because with D so fixed, (4) is a linear, timeinvariant, discretetime system. The situation of perhaps the greatest interest is between these two extremes when Go(,) is not necessarily complete or even connected for any t 2 0, but when no strictly proper subset of ffi,(tl's vertices is isolated from the rest for all time. Establishing convergence in this case is challenging because U changes with time and (4) is not timcinvariant. It is this case which we intend to study. Towards this end, we denote by 9 the subset of P consisting of the indices of the connected graphs in {Gn : p E P } . Our . . . ,Go,,,) encountered along the interval, is jointly connected. Theorem 1 says, in essence, that convergence of all agent's headings to a common heading is for certain provided all n agents are linked together across esch successive interval of length one {i.e., all of the time). Of course there is no guarantee that along a specific trajectory the n agents will be so linked. Perhaps a more likely situation, at least when T is not too small, is when the agents are linked together across contiguous intemls of arbitrary but finite length. If the lengths of such intervals are uniformly bounded, then in this cese too convergence to a common heading proves to be for certain. where e, , is a number depending only on e(0) and a , The hypotheses of Theorem 2 require each of the collecconnected. Although no constraints are placed on the intervals [ti, &+,), i 2 0, other than that they be of finite length, the constraint on a is more restrictive than one might hope for. What one would prefer instead is to show that ( 6 ) holds for every switching signal a for which there is an infinite sequence of bounded, non-overlapping {but not necessarily contiguous) intervals across which the n agents are linked together. Whether or not this is true remains to be seen. tions {C++C++I), . . . , f f i o ( t i + l -~) } , i 2 0, to be jointly A sufficient but not necwary condition for a to satisfy the hypotheses of Thearem 2 is that on each successive interval [ti,t,+l), a take on at least one value in Q. Theorem 1 is thus an obviously a consequence of Theorem 2 for the case when all intervals are of length 1. For this r e a m we need only develop a proof for Theorem 2. To do this we will make use of certain structural properties of the Fp. As defined, each Fp is square and non-negative, where by a non-negative matrix is meant a matrix whose entries are all non-negative.
Each Fp also has the property that its row sums all equal 1 {i.e., 5 1 = 1). Matrices 
j-x
In order to make use of Theorem 3, we need a few facts concerning products of the types of matrices we are considering.
First we point out that the class of n x n stochastic matrices with positive diagonal elements is closed under matrix m dtiplication. This is because the product of two non-negative matrices with positive diagonals is a matrix with the same properties and because the product of two stochastic matri- 
Quadratic Lyapunov Functions
As we have already noted, Fpl = 1, p E P. Thus span 11) is an Fp-invariant subspace. From this and standard existence conditions for solutions to linear algebraic equations, it 101-lows that for any ( n -1) x n matrix P with kernel spanned by 1, the equatiom
have unique solutions 4. p E P , and moreover that spectrum Fp = {I) Uspectrum Fp, p E P
As a consequence of (7) that convergence to zero of all such infinite products is in fact equivalent to the "joint spectral radius" of M being strictly From this one can draw the conclusion that sets of matrices with "large" rn are not likely to possess a common quadratic, even though all infinite products of such matrices converge to zero. This can in turn help explain why it has proved to be necessary t o go as high as n = 10 to find a case where a common quadratic Lyapunov function for a family of Fp does not exist.
Generalization
It is possible to interpret the Vicsek model analyzed in the last section as the closed-loop system which results when a suitably defined decentralized feedback law is applied to the n-agent heading model 
where far each p E P , G, is a suitably defined, nonsingular diagonal matrix with ith diagonal element 9;. This, in t u n , The preceding suggests that there might be useful choices for the G, alternative to those considered by Vicsek, which also lead to convergence. One such choice turns out to be G, = g l , p E P (18) where g is any number greater than n. Our aim is t o show that with the G, so defined, Theorem 2 continues to be valid.
In sharp contrast with the proof technique used in the last section, convergence will be established here using a common quadratic Lyapunov function.
As before, we will use the model
8(t + 1) = F q t ) e ( t ) (19)
where, in view of the definition of the Gp in (IS), the Fp are now symmetric matrices of the form To proceed we need to review a number of well known and easily verified properties of graph Laplacians relevant t o the problem at hand. For this, let G be any given simple graph with n vertices. Let D be a diagonal matrix whose diagonal elements are the valences of G's vertices and write A for G's adjacency matrix. Then, as noted before, the Laplacian of G is the symmetric matrix L = D -A. The definition of L clearly implies that L1 = 0. Thus L must have an eigenvalue a t zero and 1 must be an eigenvector for this eigenvalue. I t turns out that L is a symmetric positive semidefinite matrix, and the number of connected components of 6 is exactly the same as the muldplicity of L's eigenvalue at 0. Thus G is a connected graph if and only if L has exactly one eigenvalue at 0. Also, the largest eigenvalue of L is less than or equal to n [26]. This means that the eigenvalues of LL must be smaller than 1 since g > n . From these propertfes it clearly follows that the eigenvalues of ( I -$ L ) must all be between 0 and 1, and that if G is connected, then all will be strictly less than 1 except for one eigenvalue at 1 with eigenvector 1. Since definite, that 4 F P -I is negative definite and thus that I is a common discretetime Lyapunov matrix for all such F,.
Using this fact it is straight forward t o prove that Theorem 1 holds for system (17) provided the G, are defined as in (18) with g > n. Proving Theorem 2 in this c a e is more involved and can be found in [23] .
Leader Following
In this section we consider a modified version of Vicsek's discretetime system consisting of the same group of n agents as before, plus one additional agent, labelled 0, which acts as the group's leader. Agent 0 moves at the same constant speed as its n followers but with a fixed heading So. The ith follower updates its heading just as before, using the average of its own heading plus the headings of its neighbors. The difference now is that each follower's set of neighbors can include the leader and does so whenever the leader is within the follower's neighborhood defining circle of radius 7. Agent i's update rule thus is of the form where as before, N,(t) is the set of labels of agent i's neighbors from the original group of n followers, and n,(t) is the number of labels within N,(t). Agent 0's heading is accounted for in the ith average by defining b,(t) to be 1 whenever agent 0 is a neighbor of agent i and 0 otherwise.
The explicit form of the n update equations exemplified by (22), depends on the relationships between neighbors which exist at time 1. Like before, each of these relationships can be conveniently described by B simple undirected graph. In is defined so that ( i , j ) is one of the graph's edges just in case agents i and j are neighbors. For this purpose we consider an agent -say i -t o be a neighbor of agent 0 whenever agent 0 is a neighbor of agent i. We will need to conside! all possible such graphs. In the sequel we use the symbol P to denote a set indexing the class of all simple graphs c, defined on vertices 0,1,2,. . . , n. We will also continue to make reference to the set of all simple graphs on vertices 1,2,. . . ,n. Such grnphs are now viewed as subgraphs of the G,. Thus, for p E p, where a : { O , 1,. . .) -P is now a swit.ching signal whose value at timet, is the index of the graph 6, representing the agent system's neighbor relationships at time t and for p E P, E, is the n x n diagonal matrix whose ith diagonal element is 1 if (i, 0) is one of GP3s edges and 0 otherwise.
(23)
Our goal here is to show for a large class of switching signals and for any initial set of follower agent headings, that the headings of all n followers converge to the heading of the leader. For convergence in the leaderless case we required all n-agents to be linked together across each interval within an infinite sequence of contiguous, bounded intervals. We will need a similar requirement in the leader following case under consideration. Let us agree to say that t h e n agents are linked to the lender across an interval It, TI if the collection of graphs {Go~tl,Gm~t+ll,. . . ,CO(,)} encountered along the interval is jointly connected. In other words, the n agents are linked to their leader across an interval 2 just when the n + I-member group cbnsisting of the n agents and their leader is linked together across I. Note that for the n-agent group to be linked to its leader across 2 does not mean that the n-agent group must be linked together across I. Nor is the n-agent group necessarily linked its leader across 2 when it is linked together across I. Our main result on discrete-time leader following is stated as the following theorem:
T h e o r e m 4 L e t S(0) and 8, be b e d and let d : {0,1,2,, . .} -P be a switching signal for which them mists an infinite sequence of contipow, non-empty, bounded, time-internals [t., t,+l), i 2 0, starting at to = 0, with the pmperty that ~C T O S S each such interval, the n-agent group of followers is linked to its leader. Then lim 8(t) = Sol (24)
f-oc
The theorem says that the members of the n-agent group all eventually follow their leader provided there is a positive integer T which is large enough so that the n-agent group is linked to its leader across each contiguous, non-empty t i m e interval of length at most T. In the sequel we outline several preliminaly ideas upon which the proof of . . , qm which each occur in the-sequence at lmt n + 1 times and for which {G,,,G,, . . . ,Gq,,,} is a jointly conneefed collection of gmphs.
Concluding Remarks
The models we have analyzed are of course very simple and as a consequence, they are probably not really descriptive of actual bird-flocking, fish schooling, or even the coordinated movements of envisioned groups of mobile robots. Nonethe less, these models do Seem to exhibit some of the rudimentary behaviors of large groups of mobile autonomous agents and for this reason they serve as a natural starting point for the analytical study of more realistic models. It is clear from the developments in this paper, that ideas from graph theory and dynamical system theory will play a central role in both the analysis of such biologically inspired models and in the Synthesis of provably correct distributed control laws which produce such emergent behaviors in man-made systems.
