Three dimensional reconstruction and examination of tissue at microscopic resolution has significant potential to enhance the study of normal and disease processes, particularly those involving structural changes, or those where the spatial relationship of disease features is important. Although other methods exist for studying tissue in 3-D, using conventional histopathology has significant advantages because it allows for conventional histopathology staining and interpretation techniques. Until now its use has not been routine in research because of the technical difficulty in constructing 3-D tissue models.
Towards routine use of 3-D histopathology as a research tool
(microCT), confocal laser scanning microscopy or multiphoton microscopy, and serial block face imaging (e.g., episcopic fluorescence image capture (EFIC) and high-resolution episcopic microscopy (HREM)) 6 . Although all are mature technologies, which are used in research practice, each have limitations, whereas using conventional histopathology has significant advantages because it allows for conventional histopathology staining and interpretation techniques.
More conventional methods of 3-D histopathology use proven and simple laboratory techniques to study structure, function and disease manifestations. Examples include the use of photomicrographs and customised automated desktop software, exemplified in 7 and 8 , in which a digital camera mounted upon a light microscope captured images from serial sections of cervical carcinoma invasion. An extension of this is the Large Image Microscope Array (LIMA) 9 , whereby sectioning, imaging and reconstruction were used to reconstruct whole organs. A further example of a fully integrated system of 3-D reconstruction was described in 10 , whereby a tissue processing, sectioning, slide scanning and reconstruction system were all fully automated and integrated into one process. Whilst these are useful methods for 3-D reconstructions, particularly utilising an integrated system, the images and 3-D reconstruction are limited by low resolution.
Other limiting factors for conventional 3-D histopathology include the time and difficultly associated with acquiring large numbers of images with a microscope instead of an automated whole slide scanner 11 , 12 and 13 ; the absence of a fully integrated system for reconstruction 14 ; and the significant amount of time associated with manual input previously required to guide 3-D reconstruction 13 .
In light of these limiting factors we have developed novel 3-D histopathology software, which uses automated virtual slide scanners to generate high-resolution digital images and produce 3-D tissue reconstructions at a cellular resolution level. It can be used on any stained tissue section e.g. haematoxylin and eosin, immunohistochemical, special stains or chromogenic in situ hybridisation. It is based on a general image based registration algorithm, which we have shown to be reasonably robust over a wide variety of data (i.e. it is not tuned to a specific data type/application) -and it operates using an integrated system that requires minimal manual intervention once the slides are sectioned/stained/mounted. The virtual slide scanners digitise automatically, the software communicates with the image serving software, which aligns the images, and produces visualization in one integrated package. It uses high-resolution registration and high performance computing which takes advantage of parallel computing using the OpenMP library in C++ (Microsoft, Redmond, Washington, USA) to utilise all available cores (8 cores) of our server. It also uses a novel means of multi-level registration (see below) whereby the user can manually select a region, zoom in and re-register the area. It then uses data fusion techniques to visualise microanatomy and functional information in conjunction with the structural 3-D reconstruction as well as using novel data visualization techniques to allow researchers to explore the resulting large datasets.
In developing this novel 3-D histopathology software we are seeking to address a clinical and research need for high-resolution 3-D microscopy. Many fields including tumour biology, embryology, and transgenic models to name just a few would benefit from correlation of structure and function in 3-D, but no current technology can integrate tissue micro-architecture, cellular morphology and function on large tissue samples.
To date this system has been used to generate 300 separate 3-D tissue volumes from 8 different tissue types, using a total of 5500 virtual slides comprising of 1.45 TB of primary image data. This paper describes the application of this method in 4 case studies.
Materials and methods

I. TISSUE PREPARATION
The following datasets were prepared (all shown in Figure 1 for dataset B giving a gap of 25µm between images; and every 20 th section for dataset C giving a gap of 100µm between images) were stained using haematoxylin and eosin (H&E) and picro-sirius red for the hepatitis C liver. Glass slides were scanned using Aperio were cut using an ultra-microtome and every single section was selected and stained using solochrome cyanin phloxin. The glass slides were scanned using Aperio Technologies, Inc.
(San Diego, CA, USA) -T2 and T3 scanners using a 40x objective with a doubling magnifier, producing images with a final resolution of 0.92 microns per pixel. Datasets A), B), and C) were then used in part II of the methodology (dataset D was used in part III before part II).
II. SEQUENTIAL IMAGE BASED REGISTRATION
Scanned datasets were uploaded into our customised software and registered using a sequential slice-to-slice image based registration approach. One virtual slide (the section closest to the centre of the tissue as they generally contain the most tissue and allow for the definition of the volume size before registration commences) was used as a reference. Serial sections directly next to this reference section were non-rigidly aligned to the reference using a slice-to-slice image based registration technique. Alignment proceeds out from the centre with subsequent images aligned to their neighbours. The set of aligned images were then concatenated to form a 3-D volumetric dataset. The slice-to-slice image registration approach used was a multi-stage method based on an extension of phase correlation 15 . This method allows rotation and scale to be recovered (in addition to translation) by converting the images to log-polar coordinates. Images are first aligned rigidly (ignoring scale) by subsampling the virtual slides by a factor of 64. This result is then used as input to a non-rigid registration method that divides the image into a set of regularly spaced square patches, which are individually aligned using 15 . A global (whole image) non-rigid B-spline based transform is estimated using a robust least squares error minimising estimation method to approximate a set of point translations derived from the set of rigid patch transforms (5 points are derived from each patch, one at each corner, and one at the centre). This method was applied at multiple increasing image resolutions and B-spline grid sizes (zoom 1/64 B-spline 3x3, zoom 1/32 B-spline 4x4, zoom 1/16 B-spline 5x5, zoom 1/8 B-spline 6x6), with the result of the previous application initialising the next application. This is all integrated into a user-friendly software package that obtains images from the image server, and generates visualizations of the images with a few button clicks. Qualitative analysis was carried out on all datasets to determine the accuracy of each reconstruction, in addition to quantitative analysis carried out on test datasets (see results). On completion of the rigid and non-rigid transform a volume was generated for each dataset, whereby the axial, coronal and sagittal views could be studied.
III. INTERACTIVE MULTI-LEVEL REGISTRATION
The image shown in Figure 1D ) has a width/height around 512 times smaller than the current maximum resolution of slide scanners. Thus, small errors in calculated low resolution transforms are scaled up to become large errors at the native resolution. The worst-case registration accuracy when registering entire virtual slides can be as large as a single cell (see later). This is due to a B-spline with a large number of knots being required to represent sub-cellular level deformations over the entire image (which is difficult to estimate robustly in the presence of local tissue and imaging irregularities). In order to obtain sub-cellular accuracy reconstructions we have implemented an interface, which is integrated into our software, where the user can interactively select sub-areas of the image to register at higher resolution, using the lower resolution output as an initial solution (i.e. using a B-spline with a relatively small number of knots). This is illustrated in Figure 2 . This method is similar in concept to the multi-level resolution registration method detailed in 16 , but uses multiple resolution levels for non-rigid registration as opposed to using a single high-resolution level with point features for non-rigid registration. The output from the whole image registration is used as an initial solution for this registration which is based on the method described in 17 . In order to achieve this sub-cellular level accuracy thin sections in which the same cells are visible in successive sections are required.
IV. 3-D RENDERING, SEGMENTATION & VISUALIZATION
The volume generated is then used to create a 3-D volume rendering and segmentation of each dataset. This software is based on software ray tracing and code from the Visualization Toolkit (VTK) 18 , which supports 3-D volume rendering of raw data in colour and iso-surfacing of segmentations, and are both integrated into the reconstruction software. The 3-D volume rendering software has clip planes controlled by sliders, in conjunction with a zooming functionality, whereby the user can manipulate the x, y and z axis in order to zoom in on and view areas of interest.
The interactive segmentation process involves the user going through each image individually within the dataset and manually segmenting (highlighting) the area they wish to visualise. The software we have developed facilitates interactive segmentation of 3-D structures using a variety of methods (including purely manual annotation). Of particular utility is a method we call 'colour exemplar thresholding' in which the user selects an example colour by clicking with the mouse. All pixels with a RGB colour within a user specified threshold of this example colour are annotated. Alternatively, this approach may be used within a region growing framework 19 to segment only spatially connected similar pixels, using the selected location as a seed and colour exemplar thresholding as the uniformity predicate. After segmentation is complete the user can then carry out iso-surfacing of the segmentation using marching cubes 20 and mesh decimation (using code from VTK 18 
V. QUALITATIVE AND QUANTITATIVE PERFORMANCE
Qualitative performance for all datasets was judged by viewing the reconstructed volumes in coronal ( Figure 3 ) and sagittal views, these views contain one row from each image in the set. Misalignment errors can be seen as discontinuities between rows. This was typically carried out after the completion of rigid registration. In the event that there was a registration failure ( Figure 3A ) the problem image(s) were identified and translated and/or rotated manually using a manual correction program, which is integrated into our software.
This ensured that when the manually corrected images were rigidly registered again, and subsequently non-rigidly registered, they were successfully aligned ( Figure 3B ). Quantitative performance was performed on two test datasets ( Figure 4 ) containing roughly similar features (e.g. holes, blood vessels aligned perpendicular to the sectioning direction) and these features were annotated using Aperio ImageScope software (San Diego, CA, USA).
Annotations (consisting of closely spaced point sets) were aligned using the registration transform computed using our software and the difference between aligned annotations quantified using the standard Hausdorff distance measure (i.e. maximum distance) 21 .
Distances were quantified for 4A) 39 and 4B) 31 successive serial sections to measure section to section accuracy for all stages of image registration-and -in order to measure accumulated error -between images 10 sections apart. The accuracy of this evaluation is of course limited by the accuracy of the manual annotations and the variation in shape from one section to another (which we estimate to be in the order of 50-100microns).
Results
Dataset volume and segmentation sizes were as follows; the mouse embryo (dataset A) (244MB volume, 82MB segmentation); the human liver tissue with metastatic colorectal carcinoma (dataset B) (315MB volume, 95MB segmentation); the human liver cirrhotic tissue with hepatitis C (dataset C) (347MB volume, 110MB segmentation) and the rat glomerulus (dataset D) (665MB volume, 221MB segmentation). The time it takes for an entire reconstruction, from fixation at the start to segmentation at the end, for each case is shown in Table 1 Qualitative performance results are demonstrated in Figure 3 which shows two different coronal views through the centre of two separate reconstructions of dataset A (both have been subject to the same registration process -detailed in part II of the method). Figure   3A) shows at least three 'failure' registrations, particularly the discontinuity in the blood vessel (vertical white structure), whereas Figure 3B ) shows no major registration 'failures'
and the blood vessel is a smoother structure. Quantitative performance (Figure 4 ) produced registration accuracy metrics which can be seen in tables 2 and 3. Table 2 , the accuracy metrics for the H&E case ( Figure 4A ), shows an approximate 75 micron average max error with a standard deviation of 30. Whereas table 3, the accuracy metrics for the picro-sirius red case ( Figure 4B ), shows an approximate 54 micron average max error with a standard deviation of 37. The worst-case registration accuracy when registering whole virtual slides is approximately 1 cell so the 75 or 54 micron average max error is very acceptable. Overall, registration accuracy over 10 sections approaches 120 microns for a piece of tissue 10000 microns in size (i.e. approximately 1.2% error).
Discussion
We report a novel means of 3-D histological reconstruction that integrates whole slide scanning, image serving, registration and visualization into one integrated user-friendly package. It produces high-resolution 3-D reconstructions with minimal user interaction subsequent to sectioning, staining and mounting (these processes can be automated 22 but we did not have access to such equipment). We have also demonstrated that this software is accurate and robust as we have achieved qualitatively similar results from a range of different tissues, embedding auto-stains and histochemical stains, using serial and step sections. We propose that this system provides the opportunity for increasing the use of 3D histopathology as a routine research tool.
There is a range of uses for this software. In the first instance, availability of easily Future studies may utilise specialist equipment detailed in 22 , which will address the major bottleneck in our 3-D reconstruction process which is the time taken to prepare serial or step sections on glass slides. Also, the use of a fully automated staining machine will further minimise the amount of manual input in this process. Table 2 . Liver cirrhosis stained with H&E registration accuracy metrics showing typical slice to slice registration accuracy in microns for each registration application level and accumulated error over 10 sections in microns for each registration application level Table 3 . Liver cirrhosis stained with Sirius Red registration accuracy metrics showing typical slice to slice registration accuracy in microns for each registration application level and accumulated error over 10 sections in microns for each registration application level 
