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Abstract
An approach to the computation of approximations to multidimensional integrals over an n-dimensional hyper-rectangular
region, when the integrand has a composed singularity, is described. This approach is based on nested applications of a
recently published nonuniform subdivision technique of the region of integration. The technique ts well to the subdivision
strategy used in many adaptive algorithms. As in the noncomposed problems the technique results in good numerical
stability properties. A two-dimensional experimental code is used to demonstrate the power of this approach. c© 1999
Elsevier Science B.V. All rights reserved.
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1. Introduction
The rst paper that addresses the problem of nding the error functional expansion in multi-
dimensional quadrature with a singular integrand function was published in 1976 by Lyness [11],
knowing that such expansions are essential in order to compute such integrals eectively. Since 1976
several related papers have appeared, some giving expansions for dierent regions and others giving
expansions for dierent types (or combinations) of singular behavior [4{6,10,12{15,17]. All these
expansions are based on a uniform subdivision of the region and application of the same rule on
each subregion.
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In two papers Espelid [7,8] describes a new idea applying extrapolation on a sequence of estimates
produced through a nonuniform subdivision of the initial region. The rst of these papers addresses
n-dimensional problems having vertex singularities associated with homogeneous functions. In the
second, this new approach is extended to include problems with line singularities in two dimen-
sions, line or face singularities in three dimensions and subregion (line, face, etc.) singularities in
n-dimensions. In order to achieve this generalization the region of integration has to be restricted to
an n-dimensional hyperrectangle.
In a third paper Espelid and Genz [9] present software based on [1,2,7] which combines an
adaptive subdivision strategy with this nonuniform extrapolation idea.
In [7{9] it was necessary to restrict the problem class to integrands with one singularity only. In
a recent master thesis Singstad [16] demonstrates how this approach may be applied in a nested way
to handle composed singularities in two dimensions. In this paper, we describe the approach for the
two-dimensional full corner singularity and indicate how this may be extended to an n-dimensional
problem with a composed singularity.
This paper is organized as follows: in the next section we present the problem and develop the
basic error expansion. Then we describe the subdivision approach and nally we give some examples
and concluding remarks. The presentation of ideas in the composed setting is quite similar to those
given in [7,8].
2. Homogeneous functions: basic error expansion
A function f(x), where x 2 Rn, is said to be homogeneous of degree  (about the origin) if
f(x) = f(x) for 8> 0:
The notation introduced by Lyness [11], is useful and we denote such a function as f(x). This
notation implies the following simple rules: ff is homogeneous of degree  +  and (f) is
homogeneous of degree .
In order to simplify the presentation we restrict ourselves to a full corner singularity in a two-
dimensional integration problem over a rectangle. We assume that the singularities are caused by a
homogeneous function about the origin.
An ane transformation may be used to transform the given rectangular region to the unit square.
Any homogeneous function will still be homogeneous after such a transformation and its degree
will be invariant. It is well known that any given cubature rule can be transformed as well and its
polynomial degree will be invariant too. Choosing the unit square, C2, as the region of integration
represents therefore no restriction:
C2: 06x61 and 06y61:
Dene
I(f) =
Z
C2
f(x; y) dx dy =
Z 1
0
Z 1
0
f(x; y) dx dy: (1)
We discuss how to compute numerical estimates to integration problems of type (1), where the
function involved, f, is a product of a homogeneous function f++(x; y) = c(x)d(y)e(x; y) and
a function g(x; y) which is regular in C2. The function e(x; y) is assumed to have a pure point
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singularity at the origin of C2 due to the homogeneous property, while both c(x) and d(y) are
homogeneous around the origin of degree  and , respectively. Thus we get
f++(x; y) = ++f++(x; y);
g(0; 0) 6= 0:
Furthermore, we assume that the origin is the only point where c(x); d(y) and e(x; y) are nonan-
alytic. We give three examples to illustrate the type of singular problems we are able to deal with
using the nonuniform approach.
(A) A combination of two line singularities, possibly of dierent strengths, along the axes and a
corner singularity at the origin (a full corner problem),Z
C2
xy(x + y)g(x; y) dx dy with ; >− 1 and +  + >− 2:
(B) It is possible to handle a logarithmic singularities as well, e.g., we may add to the diculties
in example (A) sayZ
C2
xy(x + y) ln r g(x; y) dx dy with ; >− 1 and +  + >− 2;
where r =
p
x2 + y2.
(C) A corner singularity in C3, with r=
p
x2 + y2 + z2, combined with a line and a face singularityZ
C3
rx(x + y)g(x; y; z) dx dy dz
with >− 1; + >− 2 and +  + >− 3.
Following the uniform strategy, analyzed by Lyness and others, we may subdivide the original
square in m2 equal squares and then use the same rule Q over all these squares. By denoting the
compound rule as Q(m) we get, Sidi [15] and Lyness and de Doncker-Kapenga [13] and Verlinden
and Haegemans [17]
Q(m)(f)  I(f) +
X
‘>0
A‘ + B‘ logm
m+++2+‘
+
X
‘>0
C‘ + D‘ logm
m+1+‘
+
X
‘>0
E‘ + F‘ logm
m+1+‘
+
X
‘>1
G‘
m‘
:
(2)
For many integrals, some of the coecients in (2) vanish, e.g., the D-coecients vanish if  is
noninteger or if a special rule Q is used; some of the G-coecients may vanish depending on the
degree of precision and symmetry of Q. Finally, concatenation of terms in the series may occur
if two or more m-exponents become equal. Based on (2) we may now compute Q(m) for dierent
values of m and then use extrapolation to improve these approximations. This approach does not
need information about where the line singularities are; however there are serious drawbacks due to
the amount of work and the numerical stability with this method [10].
We present, in what follows, an alternative approach following [7,8]. This approach is based on
a nonuniform subdivision of the region of integration combined with extrapolation. The nonuniform
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strategy, used in a nested way in our problem, makes it possible to treat the diculties dierently
in the dierent directions of integration.
In our two-dimensional problem we know (a) that both variables are involved in the singularity,
(b) the position of the vertex where the function is singular (the origin in this presentation) and (c)
the three parameters ;  and . Dene the square C2(h) = [0; h]
2, with h61. Dene
IC2(h)(f) =
Z h
0
Z h
0
f(x; y) dx dy: (3)
Assume that (x; y) is a point in C2. Next, we expand g(x; y) in a Taylor series around the origin
with p basic terms and a remainder term r as follows:
g(x; y) = g(0; 0) +

x
@
@x
+ y
@
@y

g(0; 0) +
1
2

x
@
@x
+ y
@
@y
2
g(0; 0) +   
+
1
(p− 1)!

x
@
@x
+ y
@
@y
p−1
g(0; 0) + r:
This expression may be multiplied by f++(x; y) and then we may integrate over C2(h). New
integration variables x = h u and y = h v move all integrals to C2 and give
IC2(h)(f++g) = c0h
+++2 +
p−1X
‘=1
c‘h+++2+‘ +O(h+++2+p) (4)
with
c0 =
Z
C2
f++(x; y)g(0; 0) dx dy;
c‘ =
1
‘!
Z
C2
f++(x; y)

x
@
@x
+ y
@
@y
‘
g(0; 0) dx dy; ‘ = 1; 2; : : : ; p− 1:
The fact that the term ‘ involves functions which are of homogeneous degree, + + + ‘ in C2
about the origin has been used.
Given a xed cubature rule Q on a rectangle, R, using L evaluation points
QR(f) =
LX
i=1
wi f(xi; yi):
If
PL
i=1 wi equals the area of rectangle R then the rule Q has a degree of precision at least 0. The
evaluation points (xi; yi) are assumed to be translated to R. The rule may be applied on f over
C2(h) giving
QC2(h)(f++g) = b0 h
+++2 +
p−1X
‘=1
b‘h+++2+‘ +O(h+++2+p); (5)
where
b0 = QC2 (f++(x; y)g(0; 0);
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b‘ =
1
‘!
QC2 (f++(x; y)

x
@
@x
+ y
@
@y
‘
g(0; 0));
‘ = 1; 2; : : : ; p− 1:
The term ‘ involves functions which are of homogeneous degree + + + ‘ in C2 and applying
Q over C2(h) is a simple h-scaling of C2 in the two variables. This implies that the area and the
weights w‘ must be scaled by a h2 factor. Eqs. (4) and (5) give the error expansion
E2(h) =QC2(h)(f++g)− IC2(h)(f++g)
=
p−1X
‘=0
a‘h+++2+‘ +O(h+++2+p) (6)
with
a‘ = b‘ − c‘; ‘ = 0; 1; : : : ; p− 1:
where b‘ is the numerical estimate produced by the rule Q of the integral c‘ and the functions
involved will become smoother with increasing values of ‘. Therefore, it is reasonable to expect
ja‘j  ja‘+1j, at least as long as +  + + 2 + ‘6degree (Q).
The extrapolation scheme will, just as in [7,8], be based on the error expansion (6). In fact, we
assume that the error given in (6) will be the major error source in the estimate of I(f). The error
contribution from the rest of the original region C2 has to be handled too, being aware of the two
line singularities present. We will handle these problems with the same technique and nally show
how the error in each subregion will inuence the extrapolation process and the nal global estimate
of I(f).
3. The series with tail-correction approach
We will now use the error expansion developed in the previous section combined with the series
with tail-correction approach presented in [8]. Let us, through an adaptive procedure, repeatedly cut
out squares C2(hi), with hi = 1=2i, for i = 0; 1; 2; : : : ; k. Dene
Ii = IC2(hi)(f++g); i = 0; 1; 2; : : : ; k;
Qi = QC2(hi)(f++g); i = 0; 1; 2; : : : ; k;
Ui = Ii−1 − Ii; i = 1; 2; : : : ; k;
Sk =
kX
i=1
Ui; S^k =
kX
i=1
U^ i;
(7)
where U^ i and Qi are approximations to Ui and Ii, respectively. The sequence U1; U2; : : : are by
denition (7) integrals over a sequence of subregions, L2(h) = [0; 2h] [h; 2h][ [h; 2h] [0; h] for a
given value of h. I0 is the original integral. In Fig. 1 we illustrate the subregion sequences in two
dimensions:
The denition of Ui gives Sk = I0 − Ik : Sk may be viewed as an approximation to I0 with error
−Ik . Observe that we have to approximate Ui, e.g., in order to apply the basic cubature rule we
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Fig. 1. Corner singularity: (a) U - and I -sequences, (b) U^ - and Q-sequences.
have to divide the U -region into two rectangles. Due to accuracy requirement we may even have
to subdivide further. Following [8] we may improve the approximation S^k by adding the tail Qk
dening
Ti0 = Qi +
iX
‘=1
U^ ‘; i = 0; 1; 2; : : : ; k:
Ti0 is an approximation to I0 and we have according to (6)
Ti0 − I0 =
iX
‘=1
EU^‘ +
p−1X
‘=0
a‘h
+++2+‘
i +O(h
+++2+p
i ); (8)
where EU^‘ = U^ ‘ − U‘. Richardson extrapolation may be used on (8) to eliminate the k rst terms
in the sum of h-powers. Let
n1 = 2+++2 − 1; nj+1 = 2nj + 1; j = 1; 2; 3; : : :
and
Tij = Ti; j−1 + (Ti; j−1 − Ti−1; j−1)=nj; i = 1; 2; : : : ; k; j = 1; 2; 3; : : : ; i: (9)
Putting the Tij in a standard extrapolation tableau:
T00
T10 T11
...
...
. . .
Tk0 Tk1    Tkk
gives after j extrapolation steps in row k
Tkj = I0 +
p−1X
‘=j
a( j)‘ h
+++2+‘
k +O(h
+++2+p
k ) +
kX
‘=1
(1− k+1−‘; j)EU^‘ : (10)
We refer the reader to [8] for more details about these -coecients. The important point to be
made is that these coecients may be computed and it is possible to keep track of the eect of
not knowing each U‘ exactly. We can, through this expression, control the eect of these errors on
the extrapolation process and compute a better approximation to at least one of these U‘s whenever
needed.
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Computing these U^ -terms, in view of the fact that we have line-singularities present in the problem,
is a task that needs extra attention.
4. Computing the U^ -terms
Dene R(h)=[0; h] [h; 2h] and S(h)=[h; 2h] [0; 2h] then L(h)=R(h)[S(h). A typical U -term
is given as an integral over an L-shaped region depending on the parameter h and may be written
as follows:
V =
Z
R(h)
(f++g) dx dy;
W =
Z
S(h)
(f++g) dx dy;
U = V +W:
(11)
The computational diculties associated with V and W are similar: both integrals have a line-
singularity along one of the sides and such problems can be dealt with using the ideas in [7]. We
have indicated how to do this in R(h) creating a sequence V1; V2; : : : which are integrals over regions
as indicated in Fig. 2.
Dening Ri = [0; h=2i]  [h; 2h]; i = 0; 1; : : : and ~hi = h=2i, then we may dene Ti0 as the tail
approximation to J0 giving the expansion
Ti0 − J0 =
iX
‘=1
EV^‘ +
p−1X
‘=0
~a‘ ~h
+1+‘
i +O( ~h
+1+p
i ); (12)
where EV^‘= V^ ‘−V‘. By standard linear extrapolation we may use (12) to eliminate the k rst terms
in the sum of h-powers. Thus, we reduce the eect of the singularity along the y-axis with strength
 through this extrapolation process and nally we compute a good approximation of V , possibly
through an adaptive handling of the Vi terms. This procedure has to be followed for all R(h) regions
produced through the approximation of the U -terms used in the series with tail correction toward
the corner singularity.
Similarly, we may approximate W : the S(h) region has a line singularity along the x-axis of
strength  and by repeatedly halving the region toward the x-axis we produce estimates W^ 1; W^ 2; : : :
and tail estimates Q0 ; Q

1 : : : to be used in the extrapolation process. Dening hj = 2h=2
j we may
dene Tj0 as the tail approximation to K0 giving the expansion
Tj0 − K0 =
jX
‘=1
EW^‘ +
p−1X
‘=0
a‘ h
+1+‘
j +O( h
+1+p
j ); (13)
where EW^‘ = W^ ‘ −W‘.
We observe that there will be a number of extrapolation tableaus: having k U -terms in the tableau
for the corner singularity, each U -term will need two tableaus,  and , giving a total of 2k + 1
extrapolation tableaus. All tableaus may have dierent sizes in order to be extrapolation-adaptive.
An alternative procedure would be to force all such local tableaus to have the same length and
thus reduce the number of such tableaus to one along each axis. This way one would loose the
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Fig. 2. The U -region L(h), subdivided in V - and W -regions.
extrapolation-adaptive property, but save on the number of extrapolation tableaus one has to handle.
In addition there are a number of subregions associated with say Vi and Wj that might need further
subdivision in an adaptive strategy.
5. A global adaptive algorithm
In order to describe the algorithmic structure we need, in addition to the weights and coordinates
of the basic rule for a rectangle, QR, a way to compute an error bound, BR>jERj, where ER is the
true error we get by applying this rule to the a given rectangle and function f(x; y). Furthermore,
we need to estimate the pure extrapolation errors, say XTk k , associated with diagonal elements in the
extrapolation tableaus. We will not discuss how to compute the error bounds BR and XTkk in this paper
and refer the interested reader instead to [1,2,9]. Finally, we have to combine all these errors in order
to estimate the global error. Based on (12) and (13) and local extrapolation giving expressions similar
to (10), we get the following two estimates over region R(h) and S(h), respectively, associated with
the term m in the U sequence
Bm; iV =
iX
‘=1
j1− ~i+1−‘; ijBmV^ ‘ ;
Bm;jW =
jX
‘=1
j1− j+1−‘; jjBmW^‘ ;
ETm; ii = XTm; ii + B
m; i
V ;
ETm; jj = XTm; jj + B
m;j
W :
(14)
We have used dierent indices i and j in order to indicate that the number of extrapolation levels
may dier. Furthermore, the indices i and j depend on the index m (a fact that we suppress in the
notation). Tm;ii and T
m;
jj are the two integral estimates over R(h) and S(h), respectively, associated
with U -term number m. BmV^‘ are the sum of all error-bounds over all subregions that may have been
used in the subregion-adaptive strategy for the basic region that the term refers to, and similarly for
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BmW^‘ . Now, U^‘ and the overall error may be written as
U^‘ = T‘;ii + T
‘;
jj ;
BU^‘ = ET‘; ii + ET‘; jj ;
Yk =
kX
‘=1
j1− k+1−‘; k jBU^‘ ;
ETk k = XTk k + Yk;
(15)
Yk represents the worst-case extrapolation eect on the error-bounds for each U -term.
A Globally Adaptive Cubature Algorithm
Initialize : Given the original rectangle, the basic rule, ;  and ;
Compute Qk; Qk and Q

k for k = 0 and 1,
V^
1
1 and W^
1
1 and error-bounds BV^ 11 and BW^ 11 ;
Initialize the nonsingular subregion collection;
Extrapolation: compute T 1; 1;1 ; T
1; 
1;1 and the local error estimates;
Compute U^ 1 and the local error EU^ 1 ;
Put k = 1, compute Tk;k and the global error estimate ETk; k ;
Control: while ETk; k > tolerance do
if XTk; k >Yk then
Global step Take a new global extrapolation step:
Put h= h=2; k = k + 1, compute Qk; Q
k;
‘ ; Q
k;
‘ ; ‘ = 0; 1,
V^
k;
1 ; W^
k;
1 and U^ k = T
k;
1;1 + T
k;
1;1 ;
Compute a new global estimate Tk;k and error ETk; k ;
Update the nonsingular subregion collection with two new regions;
else
Pick the term U^‘ with the biggest local error, say EU^m ;
if ETm; i; i >ETm; j; j then
-step if XTm; i; i >B
m; i
V then
Take a new local extrapolation step in the V -region: i = i + 1;
Update the nonsingular subregion collection: one new region;
Update the global estimate and error-bound;
else
adaptive Pick the term V^
m
‘ with the biggest local error, say EV^ mn ;
step V^
m
n is associated with a collection of subregions;
Find the subregion, r, with greatest error bound; Cut r in two
halves r1 and r2: compute Qr1 and Qr2 and the error-bounds;
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Let r1 and r2 replace r in the non-singular subregion collection;
Update the local and global estimates and error-bounds;
end if
else
-step Do the same procedure for  (W -terms) as for the -singularity;
end if
end if
end while
6. Numerical stability: dimension 2
A cubature rule, say QR(f) =
PL
i=1 wif(xi; yi), over a region R is just a linear combination of
function values from this region. We associate a condition number with such a cubature rule, say
Q =
LX
i=1
jwij
,
LX
i=1
wi
 :
Assuming that the degree of precision for this rule is at least 0 then
PL
i=1 wi = A, where A is the
area (volume) of the region R. The product A Q is then the maximum growth-factor on the errors
in the function values when applying this rule. Furthermore, we note that if wi > 0; 8i, then Q =1.
Suppose now that a rule Q3, applied to a region R3, is a linear combination of two rules Q1 and Q2
(regions R1 and R2, respectively),
Q3(f) = 1Q1(f) + 2Q2(f)
and that all three rules have a degree of precision at least 0. If the cubature rules Q1 and Q2
are assumed to be independent (no common evaluation point) then we have the following simple
computational rule for the condition numbers:
3 = j1j1A1=A3 + j2j2A2=A3: (16)
The area ratios are the relative sizes of the regions R1 and R2 compared to the size of the region
R3. In [8] we observed that Tkk can be written as
Tkk =
kX
m=1
(k)m U^m +
kX
m=0
(k)m Qm;
where the coecients (k)m and 
(k)
m will depend on the value of  +  + + 2. Since the terms U^ m
in this approach are the results of extrapolation we nd
Tkk =
kX
m=1
(k)m (T
m;
ii + T
m;
jj ) +
kX
m=0
(k)m Qm
=
kX
m=1
(k)m
"
iX
‘=1
~
(i)
‘ Q
m;
‘ +
iX
‘=1
~ (i)‘ V^
(m)
‘ +
jX
‘=1

( j)
‘ Q
m;
‘ +
jX
‘=1
 ( j)‘ W^
(m)
‘
#
+
kX
m=0
(k)m Qm:
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Table 1
-table:  =  = =− 12 and i = j
i=k 1 2 3 4 7 10
1 18.19 10.22 10.61 7.65 5.87 5.83
2 20.99 11.57 12.30 8.97 6.97 6.92
3 19.40 10.80 11.34 8.21 6.34 6.30
4 14.76 8.58 8.54 6.02 4.52 4.49
7 7.24 4.96 3.99 2.47 1.57 1.55
10 6.01 4.37 3.24 1.88 1.09 1.07
In order to simplify the notation we have suppressed the fact that the indices i and j both, in general,
will depend on m. Since Qm;‘ ; Q
m;
‘ ; V^
(m)
‘ ; W^
(m)
‘ and Qm are cubatures based on dierent evaluation
points, all having condition number 1, we can write the condition number for the cubature rule Tkk
using rule (16) as follows:
(k) =
kX
m=1
4−mj(k)m j
"
imX
‘=0
j ~(im)‘ j2−‘ +
imX
‘=1
j ~(im)‘ j2−‘
+ 2
 jmX
‘=0
j ( jm)‘ j2−‘ +
jmX
‘=1
j  ( jm)‘ j2−‘
!#
+
kX
m=0
j(k)m j4−m: (17)
Observe that the areas associated with the estimates Qm;‘ ; Q
m;
‘ ; V^
(m)
‘ ; W^
(m)
‘ and Qm, relative to the
area of C2, enter this expression. Note that this expression involves many parameters and some
of these (e.g., the number of necessary extrapolation steps in a subproblem) we know only after
all the extrapolation steps are completed. In order to evaluate this approach it is of interest to
compute the worst-case condition number and to illustrate how the condition numbers vary with the
number of extrapolation steps, both on a local and global level. Therefore, we have computed the
condition number (k), using (17), for dierent values of i= j (independent of m) and k in Table 1.
Observe that the worst-case condition number, 20.99, is associated with one global extrapolation
step and two local steps (note: the maximum is the same if we allow i and j to be dierent and
in addition vary with m). Taking several steps in both the local and global situation reduces the
condition number below this maximum; e.g., at least 4 steps both locally and globally implies a
condition number less than or equal to 6.02.
The extrapolation procedure is remarkably stable and increasing the number of extrapolation steps
has a positive eect on the methods stability. This comes from the fact that the extrapolations are
based on approximations over successively reduced areas. Note that this good stability is in contrast
to the stability properties of extrapolation based on uniform subdivision of the integration area [8,10].
We demonstrate the eect of this dierence on practical problems.
The technique described may easily be extended to handle integration of logarithmic singularities
in addition to these algebraic singularities. How to do this is demonstrated and analyzed in [7,8,16].
Adding logarithmic singularities has a negative eect on the stability properties, but the good feature
of improved stability through many extrapolation steps is retained. We refer the interested reader to
[7,8,16].
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Table 2
-table for s+  = 12
s=k 1 2 3 4 7 10
1 5.83 6.92 6.30 4.49 1.55 1.07
2 5.83 4.28 3.13 1.80 1.02 1.00
3 5.83 2.96 2.15 1.24 1.00 1.00
4 5.83 2.30 1.81 1.09 1.00 1.00
5 5.83 1.97 1.67 1.04 1.00 1.00
7. Numerical stability: dimension s>2
In this section we will develop a general recursive expression for the condition number associated
with an s-dimensional singularity. The number of parameters in this approach is strongly increasing
with dimension and computing sharp upper bounds for the condition numbers will provide a useful
insight.
Let us start by looking at how the analysis in the previous section can be written in a recursive
way and use this to compute a sharp upper bound. In [7] the condition number, , associated with this
type of extrapolation process, when there is one singularity only of dimension, say s, was computed.
Table 2 for this condition number can be found in [7].
Let us introduce the local conditions numbers, (i)1 and 
( j)
2 , associated with the local extrapolation
processes towards one- and two-dimensional noncomposed singularities, respectively, [8], and let,
furthermore, (k)2 denote the condition number associated with the extrapolation processes for a
composed singularity of dimension 2. Then (17) may be written
(k)2 =
kX
m=1
4−mj(k)m j[(im)1 + 2( jm)1 ] +
kX
m=0
j(k)m j4−m6(k)2 [(i)1 + 2( j)1 ]=3; (18)
where the indices i; j represent the worst-case local condition numbers. Now, (im)1 and 
( jm)
1 are related
to the line singularities, associated with  and , respectively, while (k)2 is connected to a corner
singularity, dimension 2, associated with ++. Thus, we see that the case ===− 12 implies
that
(k)2 6maxi 
(i)
1 maxk
(k)2  6:92 5:83  40:34:
We observe that the upper bound 40.34, found as a product of condition numbers (which may be a
useful rule of thumb in a more complex setting), is a considerable overestimate of the true condition
number 20.99 in this case. The reason for this overestimate is that the condition number has two
parts: one part comes from the U -terms (the series approach) and the other comes from the Q-terms
(the tail-correction). When k is less than 4, then the Q-eect is dominating in our example. As k
increases the eect of the Q-terms vanishes, e.g., using four steps both locally and globally gives:
4:49  1:8= 8:08> 6:02 and with 7 steps: 1:55  1:02= 1:58> 1:57. As we see, the product estimate
is fairly good when the number of steps is at least 4 in this case.
Now if we split the numbers in Table 2 in the series part, (k)s , and a tail-correction part,  
(k)
s ,
with (k)s = 
(k)
s +  
(k)
s , we get Tables 3 and 4.
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Table 3
-table for s+  = 12
s=k 1 2 3 4 7 10
1 1.71 1.48 1.82 1.60 1.10 1.01
2 2.56 1.23 1.55 1.21 1.00 1.00
3 2.99 0.86 1.38 1.06 1.00 1.00
4 3.20 0.61 1.32 1.01 1.00 1.00
5 3.31 0.47 1.30 0.99 1.00 1.00
Table 4
 -table for s+  = 12
s=k 1 2 3 4 7 10
1 4.12 5.44 4.47 2.89 0.45 0.06
2 3.27 3.05 1.58 0.59 0.01 0.00
3 2.84 2.10 0.77 0.18 0.00 0.00
4 2.63 1.69 0.49 0.08 0.00 0.00
5 2.52 1.50 0.38 0.05 0.00 0.00
Using this new notation, splitting the condition number, we rewrite (18) as
(k)2 =
kX
m=1
3 4−mj(k)m j[(im)1 + 2( jm)1 ]=3 +
kX
m=0
j(k)m j4−m
6max
m
((im)1 ; 
( jm)
1 )
(k)
2 +  
(k)
2
6max
m
((im)1 ; 
( jm)
1 )maxk
(k)2 + maxk
 (k)2
 6:92 2:56 + 3:27  20:99: (19)
We observe that the upper bound becomes sharp in this case (=  = =− 12 ).
In Section 2 we gave a three-dimensional problem, (C), with a composed corner singularity, a
composed line singularity and nally a face singularity. In the global problem we focus on the corner
singularity of dimension 3. Each U -term in this approach is an integral with a composed singularity
(line+face). Assume that this integral is evaluated over seven subcubes (of equal volume). Only three
of these subcubes have singularities: one has a composed singularity and two have face singularities.
We assume that the other four cubes deal with adaptive integration with condition number 1 per
cube. This gives the following expression (assuming that we use i steps for all U -terms):
(k)3 =
kX
m=1
7 8−mj(k)m j[4 + 2( j)1 + (i)2 ]=7 +
kX
m=0
j(k)m j8−m
=(k)3 [4 + 2
( j)
1 + 
(i)
2 ]=7 +  
(k)
3 ; (20)
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where (i)2 , assuming j steps for all U -terms, can be written
(i)2 =
iX
m=1
3 4−mj(i)m j[2 + ( j)1 ]=3 +
iX
m=0
j(i)m j4−m
=(k)2 [2 + 
( j)
1 ]=3 +  
(k)
2 : (21)
Note that the two-dimensional problem only has one one-dimensional singularity which diers
from the problem discussed in the previous section. Now, we can use these two expressions and
Tables 2{4 to nd that example (C) with =− 12 and  = =−1 gives
(i)2 62:56 [2 + 6:92]=3 + 3:27  10:88
and
(k)3 62:99 [4 + 2 6:92 + 10:88]=7 + 2:84  15:10
These two upper bounds are true even if the indices i and=or j vary with the U -terms. We observe
a good stability property.
Note that the three-dimensional problem may be much more dicult: it may involve a corner
singularity, three line singularities and three face singularities. These singularities form a dependency
tree: in the root we have the corner singularity (), three branches from the root to the three line
singularities (n) and two branches from each of these nodes to two of the three face singularities
(n, the leaves). This observation gives the following relations:
(k)3 6 max‘

(‘)3

1 + 3max
face

max
j
( j)1

+ 3 max
line

max
i
(i)2

7 +  (‘)3

;
(i)2 6max‘

(‘)2

1 + 2max
face

max
j
( j)1

3 +  (‘)2

: (22)
Assuming: 1 = 2 = 3 =1 =2 =3 =− 12 and = 12 we can use Tables 2{4 in this case too giving
a worst case
(i)2 62:56(1 + 2 6:92)=3 + 3:27  15:93
and
(k)3 62:99(1 + 3 6:92 + 3 15:93)=7 + 2:84  32:55:
Comment. Note that instead of 20.99 we got 15.93 due to a subdivision of R(h) into three regions of
equal size (in contrast to Fig. 2): one regular and two regions with a face singularity. This strategy
implies more work but slightly better stability.
We observe that there is a recursive procedure involved in general; given a singularity of dimension
s we may compute the condition number if we know the condition numbers associated to the
algorithm applied to each of the produced subregions, all of lower singular dimension than s. Let

s be the set of all subregions, produced in the recursive step, to this singular point numbered
1; 2; : : : ; 2s − 1. Let k be the number of global extrapolation steps, im the number of extrapolation
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Table 5
Q2DADEX behavior when applied to (24)
Global subdivision U^ 1 U^ 2 U^ 3 U^ 4 U^ 5 U^ 6 U^ 7 U^ 8 U^ 9
Established after # nfe 520 975 1430 3835 5200 7345 12 610 19 175 32 630
# Subdivisions towards
The x-axis 9 8 5 5 5 5 5 5 5
# Subdivisions towards
The y-axis 8 4 4 4 4 4 4 4 4
Regular subdivisions 194 60 24 24 15 15 15 15 15
steps in each subregion (the strength of the singularity (if present at all) in each subregion may vary
too)
(k)s = 
(k)
s
"
2s−1X
m=1
(im)sm
#,
(2s − 1) +  (k)s (23)
with 06sm < s; 
(i)
1 = 
(i)
1 for 8i and (j)0 = 1 for 8j.
This recursive computation of the condition numbers demonstrates how to organize the computation
of such integrals as well. We need to know the dependency tree for the singularities and to organize
the algorithm accordingly.
8. Numerical examples
In this section we demonstrate on one example in two dimensions as to how ecient this approach
may be. We apply for this illustrative purpose the highest degree basic rule Q (degree 13, 65 function
evaluations) implemented in DCUHRE [2] and furthermore subdivide the rectangles which do not
contain the singularity in an adaptive manner following this code. The code used in this experiment
is named, Q2DADEX (see Table 5), and is an experimental code developed by Singstad in his
master thesis implementing the algorithm described in Section 5.
In our example we look at a problem with a corner singularity in C2, line singularities along the
two axes combined with a peak at the center of the square (see Fig. 3)Z
C2
x−1=5y−1=3(x2 + y2)−1=2
(x − 0:5)2 + (y − 0:5)2 + 0:01 dx dy  32:63961049 : : : : (24)
The algebraic singularities in this example are: =− 15 ;  =− 13 and =−1.
Note that the drop in accuracy (Fig. 4) is connected to new local or global extrapolation steps:
then the new regions need subdivision and extrapolation in order to regain the quality of the previous
estimates. The stability of the scheme is demonstrated through the fact that the routine is able to
steadily improve the estimate of the integral and no sign of degeneration is observed.
Having achieved the requested accuracy 10−10 we have: 1 region with a composed singularity, 18
regions with a line singularity and 377 regular subregions. Totally the code had to make 179 adaptive
decisions among the three options: (1) new global extrapolation step, (2) new local extrapolation
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Fig. 3. Plot of the integrand in (24).
Fig. 4. The relative error versus the number of function evaluations (nfe) applying Q2DADEX to (24).
step or (3) subdivide a regular region. Note that much work has been done on estimating U^ 1 and U^ 2
due to the peak in the center of the square. Furthermore, all regions associated with U^j; j=5; 6; 7; 8; 9
have been subdivided in a similar manner (4 and 5 extrapolation steps for V and W , respectively).
Now, we want to illustrate the dierence between this non-uniform approach and a code, ADLEV
[3]. ADLEV is based on a uniform subdivision strategy, a harmonic sequence of subdivisions and
the Levin d-transform. The code is based on triangles and oers cubature rules of degree 1, 4, 6, 8
and 11. We were unable to get the code to work using the degree 11 rule and have therefore chosen
the degree 8 rule in all experiments. In addition to (24) we use the following two problems in our
experiment:Z
C2
x−1=5y−1=7(x + y)−1=9 log (x) log (y) log (x + y) exp (2x + y) dx dy  −4:58488 6940 : : :
(25)
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Table 6
The number of function evaluations used by Q2DADEX and ADLEV ADLEV: degree 8 basic rule; Q2DADEX: degree
9 basic rule. The symbol ‘−’ indicates that the routine was unable to produce a satisfactory result
Relative Q2DADEX ADLEV Q2DADEX ADLEV Q2DADEX ADLEV
tolerance on (24) on (24) on (25) on (25) on (26) on (26)
10−1 2178 2640 990 960 2343 2336
10−2 4455 3616 1881 960 3267 7040
10−3 6369 8000 2508 2320 5973 8976
10−4 9702 13 600 3300 8576 8580 72 992
10−5 15 840 | 5214 21 536 14 817 131 536
10−6 21 813 | 14 124 77 696 43 263 326 304
10−7 38 511 | 25 179 362 768 63 888 |
10−8 56 562 | 46 530 | 133 023 |
10−9 115 038 | 98 472 | 208 032 |
with algebraic singularities =− 15 ; =− 17 and =− 19 . The logarithmic singularities have order 1
along both axes and at the origin the total order is 3.Z
C2
x−1=9y−2=3(log (x))2 exp(x + y) cos(20x) dx dy  4:19602 02 : : : (26)
with algebraic singularities =− 19 ; =− 23 and =0. The logarithmic singularity has order 2 along
the y-axis implying order 2 at the origin as well.
Table 6 demonstrates that the nonuniform strategy and extrapolation is a more stable approach
than the uniform strategy and extrapolation. We observe Q2DADEX’s ability to give steadily better
results while increasing the accuracy request, while ADLEV in all three cases gets into trouble
mainly due to stability problems. Both codes will perform better using a higher degree rule when
asking for high accuracy. However, qualitatively the performance will be basically the same as the
one demonstrated through Table 6 for these two strategies with this change.
Q2DADEX requires more information about the integrand than does ADLEV. Furthermore
Q2DADEX uses Richardson extrapolation while ADLEV uses Levin’s d-transform. We consider
the fact that a harmonic sequence is chosen (in order to reduce the work) to be the main source
of the stability problems. A geometrical sequence implies a more stable strategy while the work
load becomes unacceptable requiring many extrapolation steps. On the other hand, it is reasonable
to assume that ADLEV is more ecient than Q2DADEX when low accuracy is required due to the
overhead associated with the extrapolation-adaptive strategy in the latter.
9. Conclusions
The power of this nonuniform technique on composed singularities is clearly demonstrated through
these examples. We observe that the technique is very stable. Asking for high accuracy implies that
it pays to choose a high degree basic rule. Extrapolation is, as we have seen, the key to the success
of both the uniform and nonuniform approaches. It is, of course, possible to use some nonlin-
ear extrapolation on the sequence produced through the nonuniform approach too. The nonuniform
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approach ts well with the general strategy one nds in adaptive codes. Therefore, it is reasonable
to expect good performance on problems where adaptivity is important as in (24).
Finally, we feel that the nonuniform strategy has a potential to handle composed singularities in
more than two dimensions. The dependency tree for the singularity is obviously important information
and we consider recursive programming in combination with the dependency tree to be a good
approach in order to develop a general n-dimensional code.
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