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Chapter 1
Introduction
Cells are the elementary building blocks of life and therefore could be regarded as the
atoms of living matter. Recent advances in high-throughput techniques have made
it possible to identify and characterize the components of the living cell on an un-
precedented scale. Moreover, single-molecule techniques such as optical tweezers have
allowed us to elucidate the dynamics of individual components with impressive detail.
Yet, cellular function does not emerge at the level of individual molecules, but rather
at the collective level of many molecules acting together. Computer simulations and
mathematical modeling have an important role to play in advancing our understand-
ing of the collective behavior of cellular components, and hence cellular function. The
interactions between the components are often not only highly non-linear, but also act
at multiple length- and time scales, making it diﬃcult to predict and interpret their
behavior by intuition. In parallel, experiments in cell biology have in recent years
become increasingly quantitative, calling for quantitative models. In this thesis, we
develop and apply numerical techniques to understand how spatial patterns of protein
activity are robustly formed and maintained.
Information processing in cells
Cells could be viewed as self-assembling information processing devices. Since the
discovery of DNA by Avery, MacLeod and McCarty [1] and the establishment of
its structural model by Watson and Crick [2] molecular biology and genetics have
seen enormous advances. Genes encode information; more speciﬁcally, they constitute
construction plans for the functional molecules that perform speciﬁc tasks in the
cell. However, proteins usually are not produced from their DNA continually; gene
expression is regulated, i.e. activated or suppressed, by transcription factors which
themselves are proteins expressed from genes, as demonstrated by the pioneering
work of Jacob andMonod [3]. Gene regulation in addition is inﬂuenced by external
signals sensed by the cell. The DNA code thus can be regarded as a program
that is processed by the cell, depending on the speciﬁc composition of the DNA
and external stimuli. Cells therefore can be fairly considered living computers that
contain internally wired logics capable of processing protein input to produce other
1
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proteins as output [4] in order to make situational decisions, either as a single cell or
in groups. In fact, even the most simple bacterial organisms can successfully detect
gradients in order to bias their movement towards increasing nutrient concentration
(chemotaxis) [5] or temperature (thermotaxis) [6, 7], and count how many of their
fellow bacteria surround them via quorum sensing [8, 9]. In essentially all organisms
an autonomous internal clock is maintained via circadian rhythms, which can reach
a surprisingly high precision and moreover adapt their pace in response to external
cues [10]. Finally, in a process which perhaps most elegantly reﬂects the notion of
the wonder of life, all higher organisms exhibit an astonishing reproducibility and
robustness in the course of their development from one single cell that contains the
blueprint of their body towards a complete organism, consisting of up to trillions of
diversiﬁed and well-positioned cells [11, 12, 13].
Only in the recent decades, however, it became clear that gene regulation is an
intrinsically stochastic process [14, 15, 16, 17]. This is due to the fact that, while
there is an enormous diversity of proteins in cells, the typical copy number per cell
of a speciﬁc protein is very low, sometimes reaching down to the order of 10-100
copies. Their sparseness and the fact that transcription factors predominantly move
via diﬀusion renders their arrival times at binding sites on the DNA highly irregular,
causing protein production to occur in random bursts of varying size. In that respect,
cells fundamentally diﬀer from man-made information processing devices because sig-
nal propagation is subject to permanent intrinsic uncertainty, eﬀectively resulting in
noisy output at each step of a signalling cascade. This leads to the question: How
can cells, being genuinely stochastic systems, produce a behavior that, on a larger
scale, appears deterministic and well-coordinated? Ultimately, this is part of the
major question how chemistry converts to behavior, or matter to life, which already
haunted such distinguished scientists as Schrödinger and Turing [18, 19].
Spatially resolved stochastic models help understanding how
cells control noise
The issue of noise control in cells has been addressed by a broad range of theoretical
approaches, using techniques from statistical physics and information and signalling
theory. While these eﬀorts yielded elegant results on limiting and optimizing factors of
information processing by biochemical systems [20, 21, 22, 23, 24, 25, 26, 27, 28], often,
for ease of solvability, they do not explicitly account for spatial aspects, assuming well-
stirred chemical conditions or even instantaneous action of components on each other.
However, in the recent years it is becoming increasingly evident that space plays a
prominent role in cellular information processing. Importantly, the obsevation that
time-averagingas a straightforward noise-control mechanismoften is incompatible
with the timescales of cellular processes, and that protein-based signalling in many
cases is localized to speciﬁc parts of the cell, such as the cell membrane or scaﬀold
proteins, lead to the idea that cellular systems use space as an additional degree of
freedom in their eﬀort to control protein noise [29, 30, 31, 32]. Whether and how cells
employ space to attenuate stochasticity in protein dynamics is the main theme of this
theoretical study. More speciﬁcally, we focus on one particular function that proteins
fulﬁll: the establishment of spatially conﬁned, well-localized gene expression patterns
3that are stable, precise and robust. Such patterns play an indispensable role in cell
morphogenesis, conﬁning growth to particular regions of the cell, and in organism
development, where they specify diﬀerent cell fates on the tissue level.
A fundemental diﬃculty that arises here is the following: On the one hand, typi-
cal protein copy numbers appear too small to use mean-ﬁeld techniques, calling for a
particle-based approach; on the other hand, however, they are too large to describe
the particle-system analytically as a whole. This makes it necessary to resort to
particle-based, stochastic chemical simulation techniques. In the recent years the de-
velopment of numerous numerical schemes that serve this purpose, such as Smoldyn1,
MCell2 and ChemCell3 [33, 34, 35, 36, 37, 38], has been put forward. All of these are,
ultimately, based on Brownian Dynamics, in which particle diﬀusion is simulated by
large series of small random steps. Since, as a consequence of low protein numbers,
interparticle distances typically are large, simulation schemes based on Brownian Dy-
namics necessarily spend a major part of computation time on simulating diﬀusive
trajectories, whereas truly interesting events, such as particle reactions, are rare. For
that reason, the use of next-event driven schemes, which are able to step from reaction
to reaction, is much more preferable.
eGFRD: a powerful particle-based scheme for stochastic simu-
lation of biochemical networks
Arguably, the only event-driven particle-based simulation algorithm that is currently
in active development is enhanced Green's Function Reaction Dynamics (eGFRD)
[39, 40, 41, 42]. Based on analytical solutions (Green's functions) for the one- and
two-particle reaction-diﬀusion problem (Smoluchowski equation), it implements an
exact and outstandingly eﬃcient way to simulate chemical reaction-diﬀusion systems
on the single-particle level. Under biologically relevant conditions, eGFRD can be up
to 4-6 orders of magnitude more eﬃcient than Brownian Dynamics. It was successfully
applied to simulate gene regulation and enzyme dynamics in space, revealing that
rapid rebindings of reactants can fundamentally alter the noise characteristics, and
even the qualitative behavior of the system [41, 42]. eGFRD is part of the E-Cell
Project4, which aims at creating a comprehensive whole-cell simulation platform that
retains molecular-level detail.
In spite of its paramount computational power, until now eGFRD was limited
to systems of particles that diﬀuse and interact in an unbounded three-dimensional
volume. As such, it did not account for well-known intracellular features that chieﬂy
contribute to symmetry breaking, patterning and signal processing in cells, like two-
dimensional diﬀusion and reactions on the cell membrane and one-dimensional active
transport on linear polymer ﬁlaments, such as microtubules [43, 44, 45, 29, 46, 47].
The incorporation of particle transport and interparticle reactions in 1D and 2D into
eGFRD is one of the principal achievements of this work. Indeed the ﬁrst, more
technical chapters of this thesis are completely devoted to describe how we extended
1http://www.smoldyn.org
2http://www.mcell.cnl.salk.edu
3http://chemcell.sandia.gov
4http://www.e-cell.org
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eGFRD towards 1D (chapter 2) and 2D (chapter 3). Since eGFRD owes its virtue
to the full knowledge of the Green's functions, which have to be recalculated from
scratch for the reaction-diﬀusion problems in the lower dimensions, a fair part of these
chapters deals with the associated mathematical derivations. A thorough introduc-
tion into the basic principles of eGFRD will be given at the beginning of chapter
2. Chapters 2 and 3 converge towards chapter 4, where we use the newly imple-
mented features of eGFRD to simulate a stochastic whole-cell model, studying the
polarization of growth factors in ﬁssion yeast morphogenesis. The latter is a widely
studiedyet poorly understoodsymmetry breaking process that involves active trans-
port on microtubules, diﬀusion in the cytoplasm and on the membrane, and shuttling
of particles between these transport modes. We identify conditions that optimize
polarity in this system and ﬁnd that recruitment of polarity agents to the membrane
via a second, purely membrane-bound species signiﬁcantly enhances polarization.
Mutual repression: a beneﬁcial gene interaction motif that
makes early fruit ﬂy development more robust
In the second half of this thesis (chapters 5 and 6) the focus is shifted to another or-
ganism which became a paradigm of developmental biology: the fruit ﬂy Drosophila
melanogaster. Since the pioneering work of Wieschaus, Lewis and Nüsslein-
Volhard [48, 49] the early embryogenesis of the fruit ﬂy, which is driven by successive
appearance of spatial gene expression patterns that locally determine cell fates and
thus specify divergent development of diﬀerent body parts, has been the subject of
extensive experimental and theoretical endeavor. Morphogen gradients, i.e. spatially
decreasing transcription factor proﬁles that locally activate and suppress the expres-
sion of downstream target genes in a concentration-dependent manner, play a crucial
role in this process. For a long time, the common model of early tissue development
assumed that local patterns are successfully conﬁned only via morphogen gradients
(French-ﬂag model) [50] This picture originally ignored the noisy nature of gene
expression. More recent work, however, revealed the intriguing observation that the
level of noise in the gradients is markedly higher than the uncertainty in their target
gene patterns [51, 30, 52]. This again lead to the question how to overcome intrinsic
stochasticity of genetics in order to generate highly reproducible and precise patterns.
The insight that the timescale of rapidly progressing ﬂy embryogenesis simply does
not allow for time-averaging that is suﬃcient to reduce noise [30] prompted the search
for better-suited noise-control mechanisms in the context of this multi-cellular sys-
tem. Mutual regulatory interactions between diﬀerent of the downstream patterning
genes have been identiﬁed experimentally and put forward as a candidate for such
mechanism. While noise reduction via negative autoregulation has been well stud-
ied, how mutual repression between pairs of genes enhances the precision of spatial
gene-expression patterns is poorly understood.
In chapters 5 and 6 we present two studies in which we conducted extensive
stochastic simulations of a spatially-resolved model of the early fruit ﬂy embryo in
order to elucidate how mutual interactions between developmental patterning genes
help to increase pattern precision and robustness. While these chapters thus follow
the main theme of this thesis, they diﬀer from the preceding chapters by employ-
5ing other simulation techniques: a clear separation of length- and timescales in the
Drosophila embryo allowed us to opt for a spatial variant of the Stochastic Simula-
tion Algorithm by Gillespie [53, 54]. We use this highly eﬃcient next-event driven
scheme to simulate a setup in which the embryo is represented as a cylindrical array of
well-stirred biochemical reactors coupled by diﬀusion between neighboring volumes.
Chapter 5 focuses on mutual repression between two patterning genes under the
control of upstream morphogen gradients. Our main ﬁnding here is that mutual re-
pression and spatial averaging together provide a noise-reduction mechanism that can
produce patterning gene proﬁles which are both precise and steep. Mutual repression
is also the subject of chapter 6; here, however, we ask whether a stripe pattern of gene
expression domains can be maintained in a robust way without morphogen gradients.
To answer this question we study interactions between four genes whose expression
domains are arranged in a particular order along the embryo, in which mutual re-
pression between adjacent stripes is weak, whereas long-range mutual repression is
strong, as observed in experiment [12]. Importantly, this model explicitly does not
include any morphogen gradients. By combining the spatial Gillespie simulation
with Non-Stationary Forward Flux Sampling (NS-FFS), a recently developed rare-
event sampling technique, we quantify the stability of the pattern as a function of a
crucial system parameter, the strength of repression between adjacent gene expression
domains. We ﬁnd that there exists an optimal repression strength that maximizes
pattern stability, resulting in persistence times well beyond the biologically relevant
timescales, in the abscence of morphogen gradients.
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