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Анотація. У даній статті описується новий підхід класифікування гіперспектральних космічних 
зображень, який використовує поняття моделі векторного простору та векторних функцій поді-
бності, таких як міра Серенсена-Дайса, косинусна міра подібності, м’яка косинусна міра подібно-
сті, міра Жаккара, міра перекриття та асиметрична міра. Було показано, що косинусна міра по-
дібності – це міра кута між двома ненульовими t -вимірними векторами, які представляють 
об’єкти у t -вимірному просторі. Також наголошувалося на тому, що м’яка косинусна міра подіб-
ності – це міра м’якої подібності між двома векторами, тобто ця міра виражає подібність між 
парами характеристик векторів. Для обчислення м’якої косинусної міри використовується мат-
риця подібності характеристик. На відміну від звичайної косинусної міри подібності, яка розгля-
дає характеристики векторного простору як повністю незалежні, м’яка косинусна міра враховує 
подібність характеристик векторного простору, що дозволяє узагальнити поняття косинусної 
міри подібності. Також було розглянуто коефіцієнт Жаккара, який виражає подібність між скін-
ченними множинами та дорівнює відношенню кількості елементів перетину множин до кількості 
елементів їхнього об’єднання. У статті описаний коефіцієнт Серенсена-Дайса, який був незалеж-
но відкритий двома науковцями: Товардом Серенсеном та Дайсом Лі Раймондом. Було показано, 
що коефіцієнт перекриття вимірює перекриття двох скінченних множин та визначається як від-
ношення кількості елементів перетину двох множин до кількості елементів тієї множини, яка є 
меншою. Було зауважено, що асиметрична міра подібності виражає операції, пов’язані із вклю-
ченням векторів. У статті були проаналізовані основні властивості та характеристики даних 
векторних функцій подібності. Також було розглянуто приклад обчислення мір подібності для 
двох векторів. Запропоновані  векторні функції подібності можуть бути використані в задачах 
інформаційного пошуку, при вирішенні різноманітних екологічних задач та при класифікуванні гі-
перспектральних космічних зображень. 
Ключові слова: гіперспектральне космічне зображення, класифікування зображень, модель век-
торного простору, міри подібності. 
 
Аннотация. В данной статье описывается новый подход к классификации гиперспектральных 
космических изображений, который использует понятие модели векторного пространства и век-
торных функций подобия, таких как мера Серенсена-Дайса, косинусная мера подобия, мягкая ко-
синусная мера подобия, мера Жаккара, мера перекрытия и ассиметричная мера. Было показано, 
что косинусная мера подобия – это мера угла между двумя ненулевыми t -мерными векторами, 
которые представляют объекты в t -мерном пространстве. Также акцентировалось на том, что 
мягкая косинусная мера подобия – это мера мягкого подобия между двумя векторами, то есть 
эта мера выражает подобие между парами характеристик векторов. Для вычисления мягкой ко-
синусной меры используется матрица подобия характеристик. В отличие от обычной косинусной 
меры подобия, которая рассматривает характеристики векторного пространства как полнос-
тью независимые, мягкая косинусная мера учитывает подобие характеристик векторного про-
странства, что позволяет обобщить косинусную меру подобия. Также был рассмотрен коэффи-
циент Жаккара, который выражает подобие между конечными множествами и равен отноше-
нию количества элементов пересечения множеств к количеству элементов их объединения. В 
статье был описан коэффициент Серенсена-Дайса, который независимо был открыт двумя уче-
ными: Товардом  Серенсеном и Дайсом Ли Раймондом. Было показано, что коэффициент перек-
рытия измеряет перекрытие двух конечных множеств и определяется как отношение количества 
элементов пересечения двух множеств к количеству элементов того множества, которое являе-
тся меньшим. Было замечено, что ассиметричная мера подобия выражает операции, связанные с 
включением векторов. В статье были проанализированы основные свойства и характеристики 
данных векторных функций подобия. Также был рассмотрен пример вычисления мер подобия для 
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двух векторов. Предложенные векторные функции подобия могут быть использованы в задачах 
информационного поиска, при решении различных экологических задач и при классификации гипер-
спектральных космических изображений. 
Ключевые слова: гиперспектральное космическое изображение, классификация изображений, мо-
дель векторного пространства, меры подобия. 
 
Abstract. This paper describes the new approach for hyperspectral satellite images classification, which 
uses a concept of Vector Space Model and vector similarity functions, such as: Sorensen-Dice coefficient, 
cosine similarity, soft cosine measure, Jaccard coefficient, overlap measure and assymetric measure. It 
was shown, that cosine similarity is a measure of the angle between two t-dimensional object vectors. It 
also was noticed, that soft cosine measure is a measure of “soft” similarity between two vectors. Soft co-
sine measure considers similarity of pairs of features. For calculation of the soft cosine measure, the ma-
trix of similarity between features is used. The traditional cosine similarity considers the vector space 
model features as independent or completely different, while the soft cosine measure proposes considering 
the similarity of features in the vector space model, which allows generalization of the concepts of cosine 
measure. It also was considered Jaccard coefficient that measures similarity between finite sample sets, 
and is defined as the size of the intersection divided by the size of the union of the sample sets. Sorensen-
Dice coefficient was described in this paper too. This coefficient is used for comparing the similarity of 
two samples. It was independently developed by the two scientists: Thorvald Sorensen and Lee Raymond 
Dice. It was shown, that overlap coefficient measures the overlap between two finite sets. It is defined as 
the size of the intersection of two sets divided by the smaller of the size of the two sets. It also was noticed, 
that asymmetric measure describes the inclusion relations between vectors. Main properties and charac-
teristics of these vector similarity functions were analyzed in this paper. It was also considered an exam-
ple, where similarity measures between two vectors were computed. Proposed vector similarity functions 
can be applied in information retrieval, various ecological tasks and hyperspectral satellite image classi-
fication. 
Keywords: hyperspectral satellite image, image classification, Vector Space Model, similarity measures. 
 
1. Вступ 
З кожним роком все більше актуальних природоресурсних та екологічних задач вирішу-
ється із залученням методів дистанційного зондування Землі (ДЗЗ). Методи ДЗЗ сьогодні 
широко використовуються при вивченні природних ресурсів, при оцінюванні стану лісів, 
урбанізованих територій та сільськогосподарських земель, аналізі причин та наслідків 
природних катастроф, при пошуку родовищ корисних копалин. 
За останній час суттєво збільшилося різноманіття матеріалів ДЗЗ, що, у свою чергу, 
сприяло розробці та впровадженню нових ефективних методів вирішення природоресурс-
них задач. Серед усіх матеріалів, які використовуються при вирішенні задач ДЗЗ, саме гі-
перспектральні зображення є найбільш інформативними, оскільки містять у собі надзви-
чайно великий обсяг даних про об’єкти зйомки. Інформація, отримана з гіперспектральних 
зображень, дозволяє розпізнавати та класифікувати об'єкти, оцінювати їх стан, фіксувати 
зміни, що відбуваються з об’єктами спостереження, та надавати прогнозні оцінки [1–2]. 
Слід зазначити, що процедура класифікування є найбільш складною процедурою 
при обробці гіперспектральних зображень. 
У даній статті буде показано, що при вирішенні задач класифікування супутнико-
вих зображень може бути застосовано поняття векторної моделі, тобто представлення 
ознак, що відповідають певним класам, векторами, які належать одному векторному прос-
тору. В основі використання моделі векторного простору для вирішення задач класифіку-
вання лежить гіпотеза компактності, яка стверджує, що ознаки, які належать тому самому 
класу, утворюють компактну область, причому області, що відповідають різним класам, не 
перетинаються. Ознаки з різних класів утворюють неперервні області, між якими можна 
провести межі та класифікувати нові ознаки. При цьому при застосуванні векторних кла-
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сифікаторів близькість двох ознак може бути виражена як через відстань, так і через міру 
подібності. 
Мета даної статті полягає в аналізі та порівнянні основних мір подібності, які ви-
користовуються при розв’язанні задач класифікування, зокрема, при класифікуванні гіпер-
спектральних космічних зображень. При цьому розглядаються такі міри подібності, як ко-
синусна міра подібності, м’яка косинусна міра подібності, міра Жаккара, міра Серенсена-
Дайса, міра перекриття та асиметрична міра. Аналізуються основні характеристики і влас-
тивості даних мір та наводяться конкретні приклади їх обчислення. 
 
2. Основні міри подібності 
2.1. Косинусна міра подібності 
Косинусна міра подібності – це міра кута між двома ненульовими t -вимірними векторами, 
які представляють об’єкти у t -вимірному просторі. Два однаково напрямлені вектори ма-
ють косинусну міру подібності, рівну “1”, два ортогональні вектори мають міру подібності 
“0”, а два вектори, що мають діаметрально протилежні напрями, мають міру подібності     
“-1”. Слід зазначити, що в основному в задачах використовується косинусна міра подібно-
сті в діапазоні від “0” до “1”. 
Одиничні вектори вважаються максимально «подібними», якщо вони паралельні, а 
у випадку ортогональності вектори вважаються максимально «розбіжними». 
Вираз для обчислення косинусної міри подібності можна отримати з формули для 
обчислення скалярного добутку [3–5]: 
                                                             , cos(u,v),u v u v                                                   (1) 
де                                       2 21 ... tu u u  – норма (довжина) вектора u ;                         (2) 
                                           
2 2
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Косинусна міра подібності обчислюється за такою формулою: 
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де 1 1( ,...,u ), ( ,..., )t tu u v v v  – вектори ознак об’єктів, u ,k kv  – компоненти  (координати) 
векторів u  та ,v  
1
t
k k
k
u v  – скалярний добуток між цими векторами. 
Тобто з формули (4) маємо, що косинусна міра подібності дорівнює відношенню 
скалярного добутку векторів u  та v  до добутку норм (довжин) векторів u  та .v  
Зауважимо, чим більше значення норм векторів, тим менше буде значення косинус-
ної міри подібності. 
Зазначимо, що крім поняття косинусної міри, в задачах класифікування часто вико-
ристовується поняття косинусної відстані, яка обчислюється за такою формулою: 
                                                      1 1dim ( , ) 1 ( , ),u v sim u v                                                         (5) 
де 1( , )sim u v  – косинусна міра подібності. 
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Якщо припустити, що u  та v  – одиничні нормовані вектори, тобто 1, 1,u v  
тоді косинусну міру подібності можна виразити через евклідову відстань таким чином: 
                          
2 2 2
( ) ( ) 2 2 2
2(1 ) 2(1 , ) 2[1 cos(u, v)] 2[1 cos(u, v)].
T T T
T
u v u v u v u v u v u v
u v u v u v
                      (6) 
 
2.2. М’яка косинусна міра подібності 
М’яка косинусна міра подібності – це міра м’якої подібності між двома векторами, тобто 
ця міра виражає подібність між парами характеристик (координат) векторів. На відміну від 
звичайної косинусної міри подібності, яка розглядає характеристики векторного простору 
як повністю незалежні, м’яка косинусна міра враховує взаємозв’язок та подібність харак-
теристик векторного простору, що, у свою чергу, дозволяє узагальнити поняття косинусної 
міри подібності. 
Для обчислення м’якої косинусної міри використовується матриця S  подібності 
характеристик, елементами якої можуть виступати будь-які міри подібності.  
Для двох t -мірних векторів u  та v  м’яка косинусна міра розраховується за такою 
формулою: 
                                 
,
, ,
_ cos ( , ) ,
t
ij i ji j
t t
ij i j ij i ji j i j
s u v
soft ine u v
s u u s v v
                                        (7) 
де ( , ).ijs similarity featurei feature j  
У випадку, якщо подібності між характеристиками немає, тобто 
1, 0 ),ii ijs s для i j  то формула (7) стає еквівалентною формулі звичайної косинус-
ної міри (4). 
Косинусна міра та м’яка косинусна міра подібності можуть використовуватися не 
тільки в інформатиці та в задачах пошуку подібних документів, але й при знаходженні вза-
ємозв’язку між об’єктами в задачах кластеризації та при класифікуванні гіперспектральних 
космічних зображень. 
 
2.3. Міра Жаккара 
Міра Жаккара – це бінарна міра подібності, запропонована Полем Жаккаром у 1901 році. 
Це перший відомий коефіцієнт подібності, який широко застосовується у таких напрямах, 
як інформатика, біологія, екологія, пошук подібних текстів, геоботаніка. Також міра Жак-
кара використовується при вирішенні задач дистанційного зондування Землі, зокрема, при 
визначенні найбільш надійних спектральних каналів при класифікуванні гіперспектраль-
них космічних зображень [6–11]. 
Міра Жаккара двох множин kA  та lA  обчислюється за такою формулою: 
                                                        2 ( , ) .
k l
k l
k l
A A
sim A A
A A
                                                           (8) 
Коефіцієнт Жаккара дорівнює відношенню кількості елементів перетину множин до 
кількості елементів їхнього об’єднання. 
Приклад. Припустимо, ми маємо дві множини: 
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{1,8,2,7,4,5};
{3,9,8,6,4,1}.
k
l
A
A
 
Тоді перетин множин kA  та lA  буде {1,8,4}k lA A .  
Об’єднання множин kA  та lA : {1,2,3,4,5,6,7,8,9}.k lA A  
Потужність (кількість елементів) перетину множин kA  та lA  буде дорівнювати “3”, 
а потужність (кількість елементів) об’єднання даних множин буде “9”. 
Тоді, згідно з формулою (8), коефіцієнт Жаккара буде: 
2
3 1
( , ) 0,333.
9 3
k l
k l
k l
A A
sim A A
A A
 
Тепер наведемо ймовірнісну інтерпретацію міри Жаккара: 
                                                       2
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                                                       (9) 
У векторному вигляді коефіцієнт Жаккара має вигляд: 
                                                   12
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                                              (10) 
де 1 1( ,...,u ), ( ,..., )t tu u v v v  – вектори ознак об’єктів. 
 
2.4. Міра Серенсена-Дайса 
Міра Серенсена-Дайса – бінарна міра подібності, яка використовується для порівняння 
двох об’єктів. Була запропонована незалежно один від одного двома вченими Торвальдом 
Серенсом та Лі Раймондом Дайсом у 1948 та 1945 роках відповідно [12–15]. 
Міра Серенсена-Дайса двох множин обчислюється за такою формулою: 
                                                             3
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Ймовірнісна інтерпретація міри Серенсена-Дайса: 
                                                       3
2 ( )
( , ) .
( ) ( )
k l
k l
k l
P A A
sim A A
P A P A
                                              (12) 
У векторному вигляді даний коефіцієнт має вигляд: 
                                                     
1
3
1 1
2
( , )
t
k k
k
t t
k k
k k
u v
sim u v
u v
.                                                  (13) 
Слід наголосити на тому, що міра Серенсена-Дайса використовується при вирішен-
ні екологічних задач, при сегментації зображень, застосовується в медицині та інформати-
ці. 
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2.5. Міра перекриття (Overlap Coefficient) 
Міра перекриття вимірює перекриття між двома множинами та визначається як відношен-
ня кількості елементів перетину двох множин до кількості елементів тієї множини, яка є 
меншою [16–18]. 
Міра перекриття визначається за такою формулою: 
                                                         4 ( , ) .
min( , )
k l
k l
k l
A A
sim A A
A A
                                                (14) 
Також слід наголосити на тому, що, у випадку, коли одна із множин kA  чи lA  є пус-
тою, а друга – непуста множина, то тоді їх коефіцієнт перекриття буде рівен “0”. 
У випадку, коли обидві множини kA  та lA  є пустими, то їх коефіцієнт перекриття 
буде рівен  “1”.  
У векторному вигляді міра перекриття розраховується за такою формулою: 
                                                 1
4
1 1
( , ) .
min( , )
t
k k
k
t t
k k
k k
u v
sim u v
u v
                                                  (15) 
 
2.6. Асиметрична міра  
Асиметрична міра розраховується за такими формулами: 
                                                     1
5
1
min( , )
( , ) ,
t
k k
k
t
k
k
u v
sim u v
u
                                                         (16) 
                                                      1
5
1
min( , )
( , ) ,
t
k k
k
t
k
k
v u
sim v u
v
                                                        (17) 
причому вирази (16) та (17) не є тотожними, оскільки міра подібності між векторами u  та 
v  не співпадає з мірою подібності між  векторами v  та .u  
Асиметричні міри виражають операції включення між векторами. Тобто, вектор u  
включається до вектора v  при умові, якщо всі властивості та характеристики, які прита-
манні вектору ,u  також будуть притаманні, у свою чергу,  і вектору .v  
Асиметрична міра використовується в задачах пошуку та класифікування об’єктів, 
де важливу роль грає ієрархічне розташування. 
 
3. Приклади обчислення основних мір подібності 
Розрахуємо міри подібності для двох таких векторів: 
(1,1, 2,3,0,1),
(0,0,1,0, 2, 2).
u
v
 
Для цього спочатку обчислимо суму координат кожного із векторів u  та v : 
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1
1
1 1 2 3 0 1 8,
0 0 1 0 2 2 5.
t
k
k
t
k
k
u
v
                                               (18) 
Далі обчислимо норми векторів u  та v : 
                                      
2 2 2 2 2 2 2
1
2 2 2 2 2 2 2
1
1 1 2 3 0 1 16 4,
0 0 1 0 2 2 9 3.
t
k
k
t
k
k
u
v
                             (19) 
Розраховуємо скалярний добуток векторів u  та v . Це буде сума добутків координат 
даних векторів: 
                             
1
[(1 0) (1 0) (2 1) (3 0) (0 2) (1 2)] 4.
t
k k
k
u v                       (20) 
Тепер знаходимо суму мінімумів координат векторів u  та :v  
        
1
min( , ) min(1,0) min(1,0) min(2,1) min(3,0) min(0,2) min(1,2) 2.
t
k k
k
u v    (21) 
1) Використовуючи формулу (4) та вирази норм векторів u  та v  (19), вираз для ска-
лярного добутку (20), знаходимо косинусну міру подібності: 
1
1
2 2
1 1
4 4 1
( , ) 0,333.
4 3 12 3
t
k k
k
t t
k k
k k
u v
sim u v
u v
 
2) Використовуючи формулу (10), вирази (18) та (20), знаходимо міру Жаккара: 
1
2
1 1 1
4 4
( , ) 0,444.
8 5 4 9
t
k k
k
t t t
k k k k
k k k
u v
sim u v
u v u v
 
3) Згідно з формулою (13), маємо міру Серенсена-Дайса: 
1
3
1 1
2
2 4 8
( , ) 0,615.
8 5 13
t
k k
k
t t
k k
k k
u v
sim u v
u v
 
4) За формулою (15) розраховуємо міру перекриття: 
1
4
1 1
4 4
( , ) 0,8.
min(8,5) 5
min( , )
t
k k
k
t t
k k
k k
u v
sim u v
u v
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5) За формулами (16) та (17) знаходимо асиметричні міри подібності векторів u        
та :v  
1
5
1
min( , )
2 1
( , ) 0,25,
8 4
t
k k
k
t
k
k
u v
sim u v
u
 
1
5
1
min( , )
2
( , ) 0,4.
5
t
k k
k
t
k
k
v u
sim v u
v
 
 
4. Висновки 
У даній статті було показано, що при вирішенні задач класифікування гіперспектральних 
космічних зображень широко застосовується векторна модель, яка являє собою представ-
лення об’єктів класифікування у вигляді векторів з одного спільного векторного простору. 
При цьому наголошувалося на тому, що векторна модель є основою для розв’язку не тіль-
ки задач інформаційного пошуку та класифікування документів, а ще може бути застосо-
вана при вирішенні задач ДЗЗ, а саме при класифікуванні супутникових зображень [19–
20]. 
Застосовуючи векторну модель та основні міри подібності, можна розв’язувати за-
дачу подібності об’єктів, що класифікуються. При цьому при застосуванні векторних кла-
сифікаторів близькість двох ознак може бути виражена як через відстань, так і через міру 
подібності. 
У роботі були розглянуті і проаналізовані основні міри подібності та їх властивості. 
Розглядалися такі міри подібності: косинусна міра подібності, м’яка косинусна міра подіб-
ності, міра Жаккара, міра Серенсена-Дайса, міра перекриття, асиметрична міра та наведені 
приклади їх обчислення. 
 Було наголошено на тому, що розглянуті міри подібності використовуються не 
тільки при вирішенні задач інформаційного пошуку, таких як класифікація та пошук доку-
ментів, а ще широко застосовуються у таких сферах, як інформатика, біологія, екологія, 
геоботаніка та дистанційне зондування Землі, а саме при вирішенні задач класифікування 
гіперспектральних космічних зображень. 
Запропонований підхід з використанням векторної моделі та основних мір подібно-
сті при класифікуванні супутникових знімків може застосовуватися при розв’язанні різно-
манітних природоресурсних, екологічних задач, при класифікуванні лісів, сільськогоспо-
дарських земель та при пошуку корисних копалин [21–22]. 
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