The present article deals with the approximation properties of modification of Stancu variant of the Szász-Mirakjan Kantorovich type operators. The order of approximation is determined in the term of modulus of continuity and second order of smoothness. Also in same section, we establish the rate of convergence in the Lipschit's sapce. A relation is derived by means of Peetre-K functional for the rate of convergence and some direct results are discussed. Asymptotic formula is derived for the said operators to check the asymptotic behavior. Some convergence properties are discussed in weighted spaces using weight function. Moreover, using the weighted modulus of continuity, Quantitative Voronovskaya type and Grüss Voronovskaya-type theorem are obtained. Here we study the rate of convergence of the said operators in terms of functions with derivative of bounded variations. At last, the graphical representations and table of numerical errors are given and a comparison takes place in the support of result.
Introduction
Approximation theory is very crucial subject which is used in various fields by researchers. In which of them, a part of approximation theory is linear positive operators having an important role for studying various properties. Many mathematicians has inspired so far from past.
One of the remarkable work has been done by Szász and Mirakjan independently and modifications of the Szász-Mirakjan operators [40] can be seen in paper [25] by Jain and Pethe. The modified operators are as below:
and the function f is considered to be of exponential type such that |f (x)| ≤ Ke Ax , (x ≥ 0, A > 0), here K is a positive constant and the space is represented by C A [0, ∞), α = ((α n ) n∈N ) such that 0 ≤ α n ≤ 1 n . They studied the behavior of the defined operators and operators (1.1) have also been considered by Stancu [38] and in same year Mastoiannni [32] , studied the degeneracy property and some forward differentiation relations.
Here we refer to read research [14, 16, 16] regarding the study of above said operators.
In 2007, Abel and Ivan [1] , generalized the following form of defined operators (1.1), by assuming c = 1 nα , which are given as:
where, c = c n ≥ κ (n = 0, 1, · · · ) be a real sequence for some certain positive constant κ. Here if c → ∞, the the above operators (1.2) reduced to well known Szász-Mirakjan operators. Now when c = 1, the above operators (1.2) , reduced to Lupas [31] operators. Lupaş operators were investigated by Aratini [2] in an announcement of his result [3] . An asymptotic formula is derived and some investigation is obtained for the rate of convergence by him. Also he introduced Kantorovich version [6] of the operators cnsidered by Aratini [2] , which are as given below:
and investigated approximation properties. The Kantorovich type study have also been done in [33, 42] . In 2018, Dhamija et al. [12] , considered the Kantorovich type generalized Szász-Mirakjan operators based on Jain and Pethe opereators [25] and are defined by:
they determined the rate of convergence and other approximation properties. Motivated by above work, we construct the operators with some modification of Stancu [39] variant of the above operators (1.3), by taking two parameter φ ≥ 0, ψ ≥ 0, such that 0 ≤ φ ψ ≤ 1 and any positive real strictly increasing sequence β n ≥ 1 with conditions as β n → ∞ as n → ∞, also β 1 = 1, then for every x ≥ 0, the modified operators are given by
i βn f β n u + φ β n + ψ du, (1.4) where β n be any increasing sequence with β 1 ≥ 1. Here arises following cases:
(1) If we take, β n = n, φ = ψ = 0, then it is reduced to operators (1.3).
(2) If α → 0, β n = n, φ = ψ = 0, then the above operators (1.4) , reduced to Szász-Mirakjan-Kantorovich operators defined by Totik [41] . (3) For α = 1 n , β n = n, φ = ψ = 0, then the above operators (1.4), reduced in new operators introduced by Agratini [6] . (4) Simply, if we take β n = n, then the above operators (1.4) can be written as the some form of the Szász-Mirakjan-Kantorovich-Stancu type operators. The main motive of this article is to investigate the approximations properties of the defined Stancu variant operators with better rate of convergence than the operators (1.3) and also to show the accuracy of approximations to the function which is good by using parameters φ, ψ. Moreover, the graphical representations have their own importance regarding convergence, which also put a crucial impact. The best approximation can be obtained by Stancu variant operators taking suitable choice of parameters which are shown by graphical representations and numerical analysis.
In the present study, we estimate the approximation properties with the help of modulus of continuity and second order modulus of smoothness for finding the order of approximation of the above operators (1.4) . Local approximation properties are studied in section (2) and to find the rate of convergence of the operators 1.4, we prove theorems in section (3) . We present a Voronovskaya type theorem in section (4). The weighted approximation properties are established in section (5) . Quantitative Voronovskaya type theorem Grüss Voronovskaya-type theorem take place in section (6) . The important property i.e. the rate of convergence of the above operators (1.4) , is determined in section (7) by means of the function with derivative of bounded variations. In section (8) , the graphical and numerical representations take place with the comparison via bot way i.e. by numerically and by graphically. Last sections, contains conclusion and result discussion.
We need some basic lemmas, which are used to prove the approximation results.
For every x ≥ 0 and n ∈ N, the following equalities hold:
Proof. By the defined operators, we prove the above equalities
Similarly, we can prove other equalities.
Proof. Using the above Lemma 1.1, we have
Hence, the proof is completed.
Remark 1.1. Since the operators (1.4) are as:
Remark 1.2. One can write the above operators into integral representation as :
For every x ≥ 0 and max α = 1 βn , then it holds:
Local Approximation
By considering the space of all continuous and bounded function defined on [0, ∞) and denoted by
{|f (x)|}. Now to find the rate of convergence by using Steklov mean [6, 26] and Steklov function can be applied to approximate to the continuous functions by smoother functions. Thus the Steklov function associated with f ∈ C B [0, ∞) is as follows:
One can observe by simple calculation as
Theorem 2.1. Consider the function f ∈ C B [0, ∞), then for every x ∈ [0, ∞), one can have the following inequality:
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Proof. For every x ≥ 0, we use the Steklov function, then one can write as:
. Now using the Steklov mean property (2), we get
Now using Taylor's expansion and with the help of Cauchy-Schwarz inequality, we obtain
Using the second property of Steklov mean ( 2), we have
Choose h = Φ α n,2 (x) and substituting this value in above inequality, we get our require result.
Remark 2.1. Here we consider C 1 B [0, ∞) be the space of the all first order continuous derivative functions defined on [0, ∞). Now we determine the upper bound of the operator with the defined function with the help of usual modulus of continuity.
Proof. Since f ∈ C 1 B [0, ∞) and for all t, x ∈ [0, ∞), then using Taylor's integral remainder formula, we have
Applying the defined operators RL [α] n (.; x) on above equality, we get
Now using the property of modulus of continuity for any δ > 0, given below:
by this property, we reach on
With the help of Cauchy-Schwarz's inequality, we obtain
By choosing, δ = Φ α n,2 (x), we get our require result. In 1988, Lenze [30] introduced a new type of Lipschitz maximal function of order j ∈ (0, 1], which is defined below:
, then it holds an inequality as:
Proof. By the Equation 2.4 and operators RL
. Using Hölder inequality with p = 2 j , q = 2 2−j , then with help of Lemma 1.2, we obtain
Hence the proof is completed. Now, we prove next theorem based on different type of lipsctiz spaces and this spaces was introduced by [36] by considering ν 1 ≥ 0, ν 2 ≥ 0 be fixed numbers. Here it is defined as 
Here it arises two cases: Case 1. when j = 1, then we can write
Case 2. Now let j ∈ (0, 1), then using Hölder's inequality, taking p = 1 j , p = 1 1−j , we have
Hence the proof is completed. |g(x)|. For more generalization of the approximation properties for the defined operators, further consider the Peetre's K-functional for any δ > 0 as: [13] between Peetre's K-functional and second order modulus of smoothness is as
Direct Result
where the second order modulus of smoothness is defined by,
On setting the first order modulus of continuity is ω(f ;
Proof. For x ≥ 0, consider the auxiliary operators {Ø
n (f ; x)} and are defined by
n ((t − x); x) = 0, using the Lemma 1.2. By Taylor's integral remainder formula, we have
Now applying the auxiliary operators {Ø
[α] n } over above equality, we get
Therefore, we can write as
Also, one can obtains
On considering the above inequalities, we reach on
Now, taking the infimum over all g ∈ C 2 B [0, ∞) on the right hand side of the above inequity and using 3.1, we get
). Hence the proof is completed.
By using well known Bohman-Korovkin-Popoviciu theorem [29] , it is proved the convergence theorem of the said operators (1.4).
Proof. Using the Lemma 1.1 with α → 0 as n → ∞, we obtain
uniformly on each compact set [0, d] of [0, ∞). With the help of well known Korovkin-type theorem (see [5] ) for the convergence of the linear positive operators, one can get the require result. 
Asymptotic behavior of the operators
βn with α → 0 as β n → ∞. If f ′′ is continuous at a point x, then we obtain as:
Proof. Applying Taylor's formula, one can write
where lim t→x ξ(t, x) = 0. Now applying the operators (1.4), on above Taylor's formula, we get
So with the help of Cauchy-Swarz's inequality, one can see
On combining above equation 
Thus the proof is completed.
Weighted Approximation properties in weight space
This section describe the convergence properties of the operators (1.4) in the weight space discussed by Gadzhiev ( [17, 18] ) and also some properties related to weighted approximation are discussed in papers [43, 44] .
where w(x) = 1 + x 2 is a weight function. 
It is sufficient to show that lim n→∞ RL [α] n (t r ; x)−x r w = 0 holds for r = 0, 1, 2 to prove the above theorem. Obviously,
And using the Lemma 1.1, we have
which implies that RL [α] n (1; x) − 1 w → 0 as β n → ∞. Similarly,
And hence the proof is completed.
For every x ≥ and α = α(n) → 0 as β n → ∞. Let f ∈ C k w [0, ∞) and l > 0, then we have
Proof. Consider x 0 be a fixed point, then we can reach on
Here,
) so for large value of x 0 , we can consider an arbitrary ǫ > 0 such that
n ((1+t 2 );x)| (1+x 2 ) = 1, so let us consider for any arbitrary ǫ > 0, there exist n 1 ∈ N, such that
Applying the theorem 3.2, we can have
Combining (5.4-5.6) and using in (5.3), we obtain our require result. Hence the proof is completed.
Proof. Using Lemma 1.1, we get
and for large value of β n , i.e. if β n → ∞, then α → 0, so we have lim βn→∞ κ α (φ,ψ) = 0. Therefore there exist a positive constant M , we can have our required result.
Quantitative Approximation
To analyses the degree of approximation in the weighted space C k w [0, ∞), in term of weighted modulus of continuity ∆(f ; δ) for any δ > 0, Ispir [24] introduced the weighted modulus of continuity, which is as follows:
Also, the property of the ∆(f ; δ) is as follow: There exist a fixed number x 0 such that
where, ω(f ; δ) is modulus of continuity defined on [0, x 0 ], here lim On can obtains as, ∆(f ; λδ) ≤ 2(1+δ 2 )(1+λ)∆(f ; δ), λ > 0. By definition of weighted modulus of continuity and defined inequality, one can show that for every
As the consequence of the weighted modulus of continuity, we establish the degree of approximation of the operators RL [α] n (f ; x) in the weighted space C k w [0, ∞). 6.1. Quantitative Voronovskaya type theorem.
Proof. Using the Taylor's expansion, we have x) . On applying the defined operators (1.4) over the above expansion, then one can obtains
Now using the property of weighted modulus of continuity, we get
and also one can write
Now for δ ∈ (0, 1), we get
Thus, applying the Lemma 1.3
Choose, δ = 1 βn , then
Hence, we reach on
By (6.4) and (6.8), we obtain the required result.
Grüss
Voronovskaya-type Theorem.
Proof. By making suitable arrangement and using well known properties of derivative of multiplication of two functions, we get
For large value of β n , i.e. for β n → ∞, α → 0. Now applying Theorem 3.2, Theorem 6.1 and taking limit on both side in above equality (6.9) as well as using Lemma 1.3, we have
Rate of convergence by means of function of bounded variation
This section deals with the rate of convergence in terms of function of bounded variations. In approximation theory, the rate of converegnec in the term of function of bounded variation is an important part of research. In 1979, Bojanic [7] envestigated the rate of convergence of Fourier series for function of bounded variation and after two years, Bojanic and Vuilleumier [8] studied the same property. In 1983 − 1984, Cheng [10, 11] studied the rate of convergence of the Bernstein's polynomials and Szász-Mirakyan operators respectively. After the study of these investigators, many researchers and professors contributed their best regarding rate of convergence by means of function of bounded variations. With the help of Berry Esseen theorem, Guo [21] , obtained the rate of convergence for the function of bounded variations. In 1991, once again Bojanic described the rate of convergence of some operators of functions with derivatives of bounded variation with Khan [9] . After that, Shaw et al. [37] , estimated it in function of bounded variation and in function with derivatives of bounded variation. Many mathematicians played an important role to contribute their research in this field and described their views regarding the rate of convergence of the various operators for function of bounded variation and for derivative of function of bounded variation. We refer to reader for more contributions in this area [22, 24, 27, 28, 34, 35] .
Here we determine the rate of convergence of the said operators in the space of the function of bounded variation. We consider DBV [0, ∞), the set of all continuous function having derivative of bounded variation on every finite sub-interval of the [0, ∞). One can observe that for each g ∈ DBV [0, ∞) and a > 0, we can write g(x) = x a h(s) ds + g(a), (7.1) where h is a function bounded variation on each finite sub-interval of [0, ∞). To determine the rate of convergence in the terms of function of bounded variation, then for every f ∈ DBV [0, ∞), we use an auxiliary operators f x and is defined by
where, P is the set of all partition P = {a = x 0 , · · · , x nP = b} of the interval [a, b].
Lemma 7.1. For sufficiently large value of n, then for every x ≥ 0 and there exist a positive constant M > 0, one can write
.
Similarly, we can prove other second result. 
Proof. Using the hypothesis (7.2), one can write as: (7.4) where τ x (s) τ x (s) = 1 s = x 0 s = x. (7.5) By equation (1.6), we can write as
Also by (1.6), one can obtains
Using Lemma 1.2 and Remark 3.1, then by (7.4) , we obtain
n (x, s)ds. n (f ; x)(red) for same value of n = 1, · · · , 10. Also we can say that, by choosing appropriate values of φ, ψ, we can obtain better rate of convergence.
Moreover, if consider β n = n 2 for the function e x (green), we can choose φ = 0.1, ψ = 0.3 and α = 0.02. The approach of the said operators RL [α] n (f ; x) (1.4) is faster than the operators defined L Here, we consider five curves i.e. for n = 1, 2, 3, 4, 5 for the operators RL [ Concluding Remark: By the above two tables (1, 2), we can see that if we increase the value of n at any point, the convergence takes place but interesting thing is that, in both tables, the absolute errors are is in decreasing order at different points for the different values of the parameter while the error is least in comparison to the operators 1.3 for the function f (x) = e x . we can say that, by the suitable choice of the φ and ψ, we can get better approximation than previously defined operators (1.3).
8.0.1. Effect of α on the approximation. In this subsection, we shall see that, what the behavior of α is, how much it will put an effect on the operators (1.3) and (1.4) for the approximation, will be given by table. Also the comparison takes place through numerical investigation and here we choose x = 0.1, while the parameters φ = 0.1, ψ = 0.9.
In general, if we take β n = n, then we can choose the value of α = 1 n , 1 n+1 , n ↓, α → Concluding Remark: When we decrease the values of α which are dependent on the value of β n = n, then we get the better approximation by using parameters φ, ψ. Effect of the parameters can be seen by above tables (3, 4, 5) . i.e. the change in the α is imply the change of the rate of the convergence and is better as we decrease the value of α. 8.1. Sensitivity of φ, ψ. In this subsection, we shall observe that the rate of convergence will be effected by changing the value of φ, ψ, but ultimately we can choose suitable value of φ, ψ, by which one can find the better rate of convergence of the defined operators (1.4).
Example 8.4. Here we consider the function as f = cos x(green), to get an approximation for the defined operators using parameter φ = 0.1, ψ = 0.5, we choose β n = n = 5 and α = 101. Concluding remark: In fact, in general, the approximation behavior is definitely effected by the parameter and also can be obtained the better approximation by choosing suitable parameters.
Conclusion and result Discussion
Our results are more specific rather than previous proved or defined results and it can be enriched the applications of Quantum calculus in operators theory and convergence estimations through positive linear operators in Approximation theory. And its quite useful to intended in the application of the Pure and Applied mathematics for research article. Consequently, the result so established may be found useful in several interesting situation appearing in the literature on Mathematical Analysis and mathematical Physics. For more generalization, it can be generalized for complex number. One can also find the better rate of convergence using suitable sequence of function defined on [0, ∞) by shape preserving properties.
