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Abstract
This paper proposes a novel preprocessing technique in order to achieve an increased recognition rate in face recognition (FR)
systems. The proposed Edge Tracked Scale Normalization (ETSN) process involves the use of scale normalization along with
edge detection as a preprocessing technique in order to eliminate unwanted background details. Feature extraction is performed
on the preprocessed image using Discrete Wavelet Transform (DWT) and optimization in feature selection is achieved by Binary
Particle Swarm Optimization (BPSO) technique. Computationally efﬁcient FR system is obtained for Color FERET, Cambridge
ORL, Extended YALE B and CMU PIE face databases using the proposed ETSN technique.
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1. Introduction
Face recognition (FR) has emerged as an extensively researched topic which is multi-disciplinary in nature and
has numerous applications in the ﬁelds of pattern recognition, signal processing and computer vision (W. Zhao, R.
Chellappa, P. J. Phillips& A. Rosenfeld 2003). This in turn has led to the development of more diversiﬁed and
computationally effective algorithms which contribute to the achievement of higher recognition rate (C. Zhang & Z.
Zhang 2010). Recognition rate (RR) of FR systems denotes the percentage of images identiﬁed from the testing set,
which helps to analyze the computational efﬁciency of a FR system.
For enhanced face recognition, this paper proposes the following new ideas:
• Edge Tracked Scale Normalization (ETSN): This proposed preprocessing technique reduces the redundancy in the
∗ Corresponding author. Tel.: +0-944-978-7043 ; fax: +0-802-358-7731.
E-mail address: kmanikantan@msrit.edu
Available online at www.sciencedirect.com
© 2012 The Authors. Published by Elsevier Ltd. Selection and/or peer-review under responsibility of the Department of Computer 
Science & Engineering, National Institute of Technology Rourkela Open access under CC BY-NC-ND license.
Open access under CC BY-NC-ND license.
345 Rinky B P et al. /  Procedia Technology  6 ( 2012 )  344 – 353 
Fig. 1: General block diagram of the proposed FR system
images by removing signiﬁcant portion of background details which results in efﬁcient feature extraction.
• DWT Based Feature Extraction: DWT performs multi-level decomposition of the pre-processed image which
results in efﬁcient extraction of discriminant features which are insensitive to arbitrary environmental variations.
Several techniques using wavelet transform have been proposed in the recent years to address the problem of face
recognition (R. M. Ramadan & R. F. Abdel Kader 2009), (P. D. Wadkar & M. Wankhade 2012) and (L. Bai & L.
Shen 2003). In this paper, we have used a unique combination of ETSN and wavelet transform in order to achieve
superior feature extraction which greatly contributes to higher RR. The experimental results show that the ETSN
based feature extraction signiﬁcantly improves the recognition as compared to the other techniques. The extracted
feature set is further optimized by BPSO based feature selector which provides us with a reduced feature set with
minimal redundancy and reconstruction error, by selecting the appropriate features, as higher number of features do
not necessarily translate into higher RR (C. J. Tu, L. Y. Chuang, J. Y. Chang & C. H. Yang 2007). Illumination variant
databases like Extended YALE B and CMU PIE require an additional illumination correction for better recognition (
A. M. Patil, S. R.Kolhe and P. M. Patil 2010), which is achieved in our paper by illumination normalization process.
The general block diagram of the FR system is as shown in Fig. 1.
The rest of the paper is organized as follows: Section 2 Fundamental concepts, Section3 Proposed ETSN based
feature extraction, Section4 Discussion of the proposed FR systems, Section 5 Conclusion.
2. Fundamental Concepts
2.1. Edge Detection
Enhancement and detection of edges form an integral part of object detection algorithms as edges form the outline
of an object. In order to perform edge detection, we used Laplacian of Gaussian (LoG). The Laplacian is a 2D
isotropic measure of the second spatial derivative of an image (R.C. Gonzalez & R. E. Woods 2008), which highlights
the regions of rapid intensity change. It is applied to an image that has ﬁrst been smoothed with a Gaussian smoothing
ﬁlter in order to reduce its sensitivity to noise. The prominent edges in the image can be obtained by applying
thresholding technique to the zero-crossings of the LoG applied image, which suppresses the weak zero-crossings
most likely caused by noise. Fig. 5a and Fig. 5b show an image and its extracted edges respectively.
2.2. Illumination Normalization
Illumination is considered as an integral part of face recognition. The variance in illumination is nonlinear in
nature and leads to greater complexities in face recognition. Hence it becomes necessary to neutralize the effect of
illumination variation by illumination normalization. One of the techniques of performing illumination normalization
is taking logarithmic transformation of the image, which is given by the Eq. 1 (R.C. Gonzalez & R. E. Woods 2008).
Logarithmic transform maps a narrow range of low intensity input values into a wider range of output levels whereas
the opposite is true of higher values of input levels which in turn compresses the dynamic range of images with large
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Fig. 2: 2D DWT with 5 levels of decomposition
variations in pixel values. Hence it is well suited for shadowed and non-uniform image enhancement.
s= c · log(1+ r) (1)
where r is the input image, s is the output image and c is a constant.
2.3. Discrete Wavelet Transform
DWT is a wavelet transform for which the wavelets are sampled at discrete intervals. DWT provides a simultaneous
spatial and frequency domain information of the image. In DWT operation, an image can be analyzed by the
combination of analysis ﬁlter bank and decimation operation. The analysis ﬁlter bank consists of a pair of low and
high pass ﬁlters corresponding to each decomposition level. The low pass ﬁlter extracts the approximate information
of the image whereas the high pass ﬁlter extracts the details such as edges. The 2D transform is obtained from two
separate 1D transforms. In 1D DWT, the approximation coefﬁcients contain low frequency information whereas the
detail coefﬁcients contain high frequency information. The application of 2D DWT decomposes the input image into
four separate sub bands (R.C. Gonzalez & R. E. Woods 2008): low frequency components in horizontal and vertical
directions (cA), low frequency component in the horizontal and high frequency component in the vertical direction
(cV), high frequency component in the horizontal and low frequency component in the vertical direction (cH) and
high frequency components in horizontal and vertical directions (cD). cA, cV, cH and cD can also be represented as
LL, LH, HL and HH respectively. The representation of an image I after 1-level DWT with its sub-bands is given by
the Eq. 2 (E. Gumus 2010).
I = I1a +
{
I1h + I
1
v + I
1
d
}
(2)
where I1a represents the approximation of input image (smaller scaled form) and I
1
h , I
1
v , I
1
d represent horizontal,
vertical and diagonal details respectively, where the powers of the terms represent the level of decomposition. Further
decompositions can be achieved by decomposing the LL sub band successively and the resultant image is split into
multiple bands. An image after 5-level DWT decomposition is represented by Eq. 3 and is shown in Fig. 2 (D. Jyoti,
A. Chadha, P. Vaidya & M. M. Roja 2011).
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(3)
In our paper, we have made use of both 1-dimensional and 2-dimensional biorthogonal and reverse biorthogonal
family of wavelets. Efﬁcient feature extraction was achieved by performing edge tracked scale normalization prior
to DWT process. The biorthogonal and reverse biorthogonal wavelets use scaled basis function for performing
decomposition and reconstruction of an image, from one level of resolution to the next, using perfect reconstruction
ﬁlter banks. The use of DWT as a feature extractor allows the transformed data to be sorted at a resolution which
matches its scale. The multi-level representation of the transformed image allows both small and large features to be
discernable as they can be studied separately. The discontinuities in data are handled better by DWT than Discrete
Cosine Transform (DCT) as the wavelet transform is not a Fourier-based transform (D. Jyoti, A. Chadha, P. Vaidya &
M. M. Roja 2011). Hence DWT acts as an efﬁcient feature extractor suitable for complex databases like Color FERET
and CMU PIE, resulting in higher RR.
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Table 1: Reduction in the number of selected features using BPSO
With BPSO Without BPSO
Testing time (ms) Features Testing time (ms) Features
ORL 90.559 176 95.419 270
Color Feret 280.69 282 312.98 460
Yale B 21.173 350 25.54 600
CMU PIE 24.403 184 28.214 304
2.4. Feature Selection using Binary Particle Swarm Optimization
The PSO algorithm is an adaptive optimization algorithm based on a social-psychological metaphor inspired by
the social behavior of animals such as ﬁsh schooling and bird ﬂocking (J. Kennedy & R. Eberhart 1995); a population
of individuals (referred to as particles) adapts by returning stochastically toward previously successful regions (M.
Settles 2005). PSO is a continuous iterative method of calculation of the best particle velocity and position, where
particles are accelerated toward the previous best position and global best position. The process is iterated a number
of times, or until a minimum error is achieved. The velocity and position are updated in the process using Eq. 4 and
Eq. 5 (R. M. Ramadan & R. F. Abdel Kader 2009).
vk+1id = ω · vkid + c1 · rand() · (pid − xkid)+ c2 · rand() · (pgd − xkid) (4)
xk+1id = x
k
id + v
k+1
id (5)
where vid and xid are the velocity and position of the individual, pid is the individual’s best position, pgd is the
neighborhood best, ω is inertial weight, c1 and c2 are the cognitive coefﬁcients with a value 2, rand() is the uniform
random number in the range of 0 to 1, i and d represent the individual particle and site respectively.
The feature selection process is implemented using BPSO (M. Settles 2005), (M. A. Khanesar, M. Teshnehlab
& M. A. Shoorehdelii 2007), which reduces the number of selected features to approximately half thereby reducing
the testing time required as shown in Table 1. In BPSO, the velocity of each particle is constrained by using sigmoid
function as shown in Eq. 6. Optimized feature subset is obtained by ﬁtness function calculation (C. Liu & H.
Wechsler 2000), (R. M. Ramadan & R. F. Abdel Kader 2009) which involves evaluation of the quality of evolved
particles in terms of their ability to maximize the class separation term indicated by the scatter index among the
different classes through progressive iterations. The new particle position is obtained as shown in Eq. 7.
sig(vid) = 1
/(
1+ e−vid
)
(6)
xid =
{
0,rand()≥ sig(vid)
1,otherwise (7)
where rand() is a uniform random number in the range of 0 to 1.
3. Proposed Edge Tracked Scale Normalization (ETSN)
Scale normalization is one of the fundamental steps in image preprocessing. In the proposed FR system, ETSN
technique is used which extracts only the facial part of the image and discards the redundant portion including
considerable amount of the background. Edge detection lays ground for ETSN as the edges of an image carry
important information which need to be detected and enhanced in order to increase the RR signiﬁcantly.
The image is ﬁrst subjected to edge detection as explained in Section 2.1, the output of which is a binary image
consisting of only the outer edge of the image. The binary image obtained is traversed in a particular pattern in order
to locate the extremities of the image namely Cmin, Rmin, Rmax and Cmax.
Fig. 3 shows the tracking of extremal points for ETSN. Let I denote a binary image of size m×n with (x,y)
representing the position of a pixel in the image. x ranges from 1 to n and y ranges from 1 to m. The traversal of the
binary image can be explained using the following algorithm depicted in Fig. 5:
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Fig. 3: Tracking the extremal points for ETSN Fig. 4: Graph showing the importance of ETSN
• The ﬁrst vertical traversal of the image begins from the leftmost pixel value of 1≤x<n, x is shifted right until it
meets an edge to obtain x1= Cmin.
• The second vertical traversal begins from the rightmost pixel value of x = n, the x value is shifted to left until it
meets an edge, to obtain x2 = Cmax.
• The ﬁrst horizontal traversal starts from the topmost pixel value 1≤y<m, y value is shifted downwards until it
meets an edge to obtain y1 = Rmin.
• The second horizontal traversal begins from the bottom most pixel value of y = m, y value is shifted upwards until
it meets an edge to obtain y2 = Rmax.
• The coordinates x1, x2, y1, y2 form the extreme points of the binary image I.
These coordinates are used for cropping the sides of the image, resulting in a scale normalized image. Fig. 5 shows
the sequence of steps involved in edge tracked scale normalization. This technique is applied to all the images in the
database and a scale normalized database is obtained. Since the faces vary in their position, orientation and size, the
resulting scale normalized database would contain images of different sizes. Therefore these images are resized to a
common size and then used in the training and testing sets. The combination of edge tracked scale normalization and
DWT based feature extraction achieves efﬁcient edge extraction and is the chief contributor to high recognition rate.
Fig. 4 shows the recognition rate with and without the application of the proposed ETSN technique thereby showing
its signiﬁcance in face recognition systems.
(a) (b) (c) (d)
Fig. 5: (a) Sample image from Color FERET database
(b) After edge detection (c) Location of extremal
points (d) After ETSN
(a) (b) (c)
Fig. 6: (a) Original image from ORL database
(b) 1-level DWT decomposition (c) 2-level DWT
decomposition
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Table 2: Pose variations of Color FERET database
Notation Orientation
fa regular frontal image
fb alternative frontal image
pl proﬁle left
hl half left, head turned about 67.5 degree left
pr proﬁle right
hr half right, head turned about 67.5 degree right
qr quarter right, head turned about 22.5 degree right
ql quarter right, head turned about 22.5 degree left
ra random image, head turned about 45 degree left
rb random image, head turned about 15 degree left
rc random image, head turned about 15 degree right
rd random image, head turned about 75 degree right
Fig. 7: Sample images of a subject from FERET
database under 12 different poses
4. Discussion of the Proposed FR systems and Experimental Results
4.1. Preprocessing
4.1.1. ORL
The ORL database (ORL Database 1992) of faces is composed of 400 grayscale images of size 112×92 pixels
corresponding to 40 distinct individuals. There are 10 images of each individual taken in various sessions varying
the lighting, facial expressions (open/ closed eyes, smiling/ not smiling) and facial details (glasses/ no glasses); taken
against a dark homogeneous background in an upright, frontal position (with tolerance for some side movement),
hence requiring no preprocessing. The block diagram for the ORL database remains the same as the general block
shown in Fig. 1 excluding the preprocessing stage.
4.1.2. Color FERET
The Color FERET database (Color FERET Database 2003) consists of a total of 11338 images obtained from 994
subjects at various angles. The images of color FERET are of size 512×768 pixels. We have used the ”smaller”
version of this database with image size of 256×384 pixels. Table 2 shows the 12 different poses (P. J. Phillips, H.
Moon, S. A. Rizvi & P. J. Rauss 2000) used for our experiments. We used 20 images for 35 subjects with two images
each of poses fa, fb, pl, hl, pr, hr, qr and ql and one image each of poses ra, rb, rc and rd. Fig. 7 shows the images
of one such subject in the poses described by Table 2. Fig. 5 shows the preprocessing stages for Color FERET. The
images were ﬁrst converted to grayscale and then resized to 64×96 pixels. Edge detection was applied to enhance the
edges of the resized images. Since the FERET images consist of a uniform, homogeneous background, edge detection
works effectively which is the basis of ETSN.
4.1.3. Extended Yale B
Extended Yale B (Extended Yale B Database 1997) contains 16128 images of 28 subjects under 9 poses and
64 illumination conditions with lighting directions varying from left 130 degree to right 130 degree and with uneven
backgrounds. For every subject in a particular pose, an image with ambient illumination was also captured. Therefore,
the database consists of a total of 16380 grayscale images of size 640×480. The database is divided into ﬁve different
subsets according to the angle between the light source direction and the camera axis as shown in Table 3. Subsets
1 to 5 contain images of 7, 12, 12, 14 and 19 subjects respectively. In our experiments, we made use of the Subset
5 Pose 0 images which comes upto a total of 19×28=532 images and each of them were resized to 80×60. Fig. 9
Fig. 8: Preprocessing block for FERET Fig. 9: Preprocessing block for Extended Yale B
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Table 3: Subsets of Extended Yale B for Pose 0
Subsets Lighting angle Number of images
(in degrees) for 28 subjects
1 0-12 7×28=196
2 13-25 12×28=336
3 26-50 12×28=336
4 51-77 14×28=392
5 >77 19×28=532
Fig. 10: (a) Sample image from Subset 5 Pose 0 of
Extended Yale B (b) After log transform (c) After edge
detection (d) After ETSN
(a) (b) (c) (d) (e) (f)
Fig. 11: (a) Sample image from CMU PIE (b) After log transform (c) After ﬁrst edge detection (d) After ETSN
(e) After ﬁltering (f) After second edge detection
shows the preprocessing stages for Yale B. In the proposed FR system, we have used logarithmic transformation to
achieve the desired illumination normalization, which stabilizes the variance of sample data, along with DWT feature
extractor which enhances the high frequency details. The combination of the two results in higher RR as the resultant
face images from these processes have enhanced edges and better contrast that facilitate the further FR task.
4.1.4. CMU PIE
CMUPose, Illumination and Expression (PIE) database (CMUPIEDatabase 2000) contains images of 68 individuals
taken in 13 different poses, under 43 different illumination conditions and with 4 different expressions which adds
to a total of 40000 facial images of size 640×486. We used 10 images each of 20 distinct subjects containing the
same background, but varying illumination conditions and facial expressions. Each of these images was converted to
grayscale and resized to 64×96 to form a new database. Fig. 12 shows the preprocessing stages for CMU PIE. The
images are subjected to illumination normalization using log transformation in order to neutralize the effect of varying
illumination which improves the edge detection process and lays the ground for ETSN as explained in Section 3.
4.2. Feature Extraction and Recognition
The scale normalized databases obtained by the process explained in Section 3 were given as input to the DWT
based feature extractor. The optimized feature set is obtained by using BPSO which eliminates the redundancy in
extracted feature set. The above processes are applied to both training and testing images and the optimized feature
subset was given to the Euclidean classiﬁer which measures the similarity and helps in identiﬁcation process.
Fig. 6 shows the sample image of an individual from the ORL database and the result of 1-level and 2-level
decomposition using DWT. 1D reverse biorthogonal wavelet with ﬁve levels of decomposition was used for ORL
feature extraction. 1D biorthogonal family of wavelets with ﬁve levels of decomposition was used for FERET and
Yale B feature extraction as shown in the Figs. 5 and 10. The 2D biorthogonal family of wavelets with two levels of
decomposition was used for CMU PIE database as shown in Fig. 11. The CMU PIE database requires an additional
Fig. 12: Preprocessing block for CMU PIE
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Table 4: Comparison with other techniques
Database Proposed Technique Avg. RR Other Techniques Avg. RR
ORL 1D reverse biorthogonal DWT with 5 levels (3 Training images) 93.11% 2DHOG+2D PCA+DWT (M. M. Abdelwahab, S. A. Aly & I. Yousry 2012) 84.64%
ORL 1D reverse biorthogonal DWT with 5 levels (4 Training images) 97.00% DCT (M. U. Aneesh, A. A. K. Masand & K. Manikantan 2012) 95.68%
Color FERET ETSN+1D biorthogonal DWT with 5 levels (8 Training images) 88.00% DCT+DFT (G. M. Deepa, R. Keerthi, N. Meghana & K. Manikantan 2012) 80.23%
Extended Yale B ETSN+1D biorthogonal DWT with 5 levels (3 Training images) 93.00% LTV (B. Scholkopf, A. Smola & K. R. Muller 1998) 90.97%
CMU PIE ETSN+2D biorthogonal DWT with 2 levels (4 Training images) 97.08% Local DCT+Feature fusion (H. K. Ekenel & R. Stiefelhagen 2005) 70.90%
Table 5: Experimental results for ORL database for
various Training to Testing set ratios
Ratio Average RR Maximum RR TR T TE T
(× 10−2s) (× 10−2s)
1:9 77.97% 81.39% 5.71 12.51
2:8 88.13% 90.31% 5.79 9.91
3:7 93.11% 97.14% 7.11 8.56
4:6 97.00% 98.33% 8.17 7.62
5:5 98.25% 100% 9.53 6.29
6:4 98.88% 100% 10.52 5.08
7:3 99.33% 100% 11.65 3.91
8:2 99.38% 100% 12.96 2.57
9:1 99.50% 100% 14.08 1.28 Fig. 13: Experimental results for ORL database
Table 6: Experimental results for FERET database for
various Training to Testing set ratios
Ratio Average RR Maximum RR TR T TE T
(× 10−2s) (× 10−2s)
2:18 54.92% 61.27% 8.39 31.79
4:16 73.04% 74.82% 10.05 24.84
6:14 81.78% 84.49% 13.03 21.72
8:12 88.00% 89.76% 15.74 18.94
10:10 91.97% 94.00% 19.81 16.48
12:8 93.71% 95.71% 23.11 13.97
14:6 96.52% 98.57% 27.58 10.74
16:4 98.29% 100% 30.71 7.14
18:2 99.00% 100% 34.91 3.70
Fig. 14: Experimental results for FERET database
Table 7: Experimental results for Extended Yale B
database for various Training to Testing set ratios
Ratio Average RR Maximum RR TR T TE T
(× 10−2s) (× 10−2s)
1:18 85.81% 89.48% 7.08 29.72
3:16 93.00% 93.97% 10.29 27.62
5:14 93.72% 94.64% 13.04 24.41
7:12 94.48% 95.33% 16.19 19.82
9:10 95.39% 96.43% 19.08 16.67
11:8 95.40% 96.43% 21.86 13.46
13:6 95.77% 96.43% 26.69 10.98
15:4 96.34% 96.43% 28.94 7.03
17:2 96.25% 96.43% 31.24 3.38
Fig. 15: Experimental results for Extended Yale B
database
post processing step of illumination correction which is achieved by a combination of ﬁltering operation that helps in
smoothing the background, and logarithmic transformation, which redistributes the intensity levels and helps in better
feature extraction. Tables 5, 6, 7 and 8 show the RR obtained and the corresponding training time (TR T) and testing
time per image (TE T). The graphs of the same are shown in Figs. 13, 14, 15 and 16. The comparison of the proposed
technique with several existing techniques is shown in Table 4.
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Table 8: Experimental results for CMU PIE database
for various Training to Testing set ratios
Ratio Average RR Maximum RR TR T TE T
(× 10−2s) (× 10−2s)
1:9 78.89% 84.44% 6.49 11.57
2:8 90.19% 96.25% 7.55 10.31
3:7 95.50% 97.86% 8.63 8.91
4:6 97.08% 100% 9.62 7.97
5:5 98.15% 100% 10.48 6.09
6:4 99.06% 100% 12.57 5.42
7:3 99.50% 100% 12.76 3.67
8:2 100% 100% 14.37 2.49
9:1 100% 100% 15.09 1.20 Fig. 16: Experimental results for CMU PIE database
5. Conclusions
A novel approach to efﬁcient face recognition system has been proposed by a unique combination of Edge Detection,
Edge Tracked Scale Normalization (ETSN) and DWT for feature extraction followed by BPSO-based feature selection.
The principle contributor for higher RR in the proposed FR systems has been ETSN technique which has played an
important role in background removal. The experimental results show that the proposed algorithm has performed well
under the extreme illumination variation of subset 5 of Extended Yale B with peak RR reaching 96% and average RR of
93% (3:16 ratio). The algorithm has successfully handled pose variations (FERET) and a combination of illumination
and pose variances, with the presence of occlusions (CMU PIE), giving a peak RR of 90% and an average RR of 88%
for FERET (8:12) and peak RR of 100% and average RR of 97% for CMU PIE database (4:6). The ORL database
gave apeak RR of 100% and average RR of 98% (4:6). The above results were obtained using MATLAB platform
(MATLAB 2011) with PC details Intel Core i5 processor, 2.5 GHz clock frequency and 6 GB RAM.
This paper uses Euclidean classiﬁer for similarity measurement. Using advanced classiﬁers such as Support
Vector Machines, Random Forest etc., and using complex wavelets such as Gabor wavelets, it is expected that the
performance of the FR system increases considerably.
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