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List (1) 
• Archimedes（Ｂ．Ｃ．２８７－Ｂ．Ｃ．２１２）Greece 
• Newton（１６４２－１７２７）England 
• Leibniz（１６４６－１７１６）Germany 
• Machin（１６８５－１７５１）England 
• Fourier（１７３６－１８１３）France 
• Lagrange（１７３６－１８１３）Italy, France 
• Gauss（１７７７－１８５５）Germany 
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• Taylor（１６８５－１７３１）England 
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• Hermite（１８２２－１９０１）France 
• Maclaurin（１６９８－１７４６）Scotland 
• Borel（１８７１－１９５６）France 
• Dirichlet（１８０５－１８５９）Germany 
• Weierstrass（１８１５－１８９７）Germany 
• Dedekind（１８３１－１９１６）Germany 
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• Rolle（１６５２－１７１９） France 
• Laplace（１７４９－１８２７）France 
• Riemann（１８２６－１８６６）Germany 
• Hilbert（１８６２－１９４３） Germany 
• Hadamard（１８６５－１９６３） France 
• Lebesgue（１８７５－１９４１） France 
• Euler（１７０７－１７８３）Switzerland 
• Poincare（１８５４－１９１２） France 
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• Bernouille（１６６７－１７４８）Switzerland 
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• Fubini（１８７９－１９４３）Italy 
• de L’Hospital（１６６１－１７０４） France 
List (5) 
• Stokes（１８１９－１９０３）England 
• Stirling（１９６２－１７７０） 
• Simpson（１７１０－１７６１）England 
• Schwarz（１８４３－１９２１）Germany 
• Peano（１８５８－１９３２）Italy 
• Napier（１５５０－１６１７）Scotland 
• Jordan（１８３８－１９２２）France 
• Landau（１８８７－１９３８） 
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Main Theme 
What is the convergence of sequences ? 
How do we characterize irrational numbers ? 
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Carl Friedrich Gauss 
Gauss 
Carl Friedrich Gauss (1777-1855) 
 German Mathematician and Physicist 
 
  
 
Complex Number 
,
a ib c id
a c b d
+ = +
⇔
= =
1i = −
ab
0
z a ib= +
Complex Plane 
Conjugate of a Complex Number 
( )
z a ib
z a i b a ib
= +
⇒
= + − = −
ab
b−
z a ib= +
z a ib= −
0
Absolute Value of a Complex Number 
2 2
z a ib
z a ib a b
= +
⇒
= + = +
ab
0
z a ib= +
z
ab
0
(cos sin )
z a ib
r iθ θ
= +
= +
r z=
θ
Polar Coordinates of a Complex Number 
Sum of Complex Numbers 
,
( ) ( )
z a ib w c id
z w a c i b d
= + = +
⇒
+ = + + +
ab
0
z a ib= +
Difference of Complex Numbers 
,
( ) ( )
z a ib w c id
z w a c i b d
= + = +
⇒
− = − + −
Product of Complex Numbers 
,
( ) ( )
z a ib w c id
zw ac bd i ad bc
= + = +
⇒
= − + +
21 1i i= − ⇒ = −
ab
0
(cos sin )
z a ib
r iθ θ
= +
= +
r z=
θ
Product of Complex Numbers 
( )
(cos sin )
(cos sin )
(cos( ) sin( ))
i
i
i
z r i re
w s i se
zw rs i
rse
θ
ω
θ ω
θ θ
ω ω
θ ω θ ω
+
= + =
= + =
⇒
= + + +
=
De Moivre’s Theorem 
(cos sin ) cos sinni n i n
n
θ θ θ θ+ = +
∀ ∈Z
Leonhard Euler (1707-1783) 
Euler’s Formula 
cos sinie iθ θ θ= +
cos sin 1ie iπ π π= + = −
Euler + De Moivre 
( ) (cos sin )
cos sin
( )
i n n
in
e i
n i n
e n
θ
θ
θ θ
θ θ
= +
= +
= ∀ ∈Z
Algebraic Equation 
1
0 1 1( ) 0
n n
n n
i
f x a x a x a x a
a
−
−= + + ⋅⋅⋅ + + =
∈C
Fundamental Theorem of Algebra 
(Gauss) 
n 次代数方程式は、重複度をこ
めて丁度 n 個の根（解）を持つ。 
1
0 1 1 00, 0
    .
n n
n na x a x a x a a
n
−
−+ + ⋅⋅⋅ + + = ≠
Every algebraic equation
has  in counted with multiplicroo s C ityt
Example (1) 
0, 0ax b a
bx
a
+ = ≠
⇒
= −
Example (2) 
2
2
0, 0
4
2
ax bx c a
b b acx
a
+ + = ≠
⇒
− ± −
=
Imaginary Number 
2 1 0
1
x
x
+ =
⇒
= ± −

⇓Taylor's Theorem
Polynomial Approximation
Mean Value Theorem
Polynomial 
2 2
( , )
2
z f x y
ax bxy cy
=
= + +
Matrix Form 
2 2
2 2
( , )
2
2
,
z f x y
ax bxy cy
ax bxy cy
a b
b
x x
yc y
 
 
   
   
 
=
= + +
⇒
+ +
  
=
2 2z x y= + minimal point（ ）
2 2z x y= − saddle point（ ）
2 2z x y= − − maximal point（ ）
  
2z x= degenerate point（ ）

General Form of a Matrix 
11 12 1
21 22 2
1 2
m
m
n n nm
a a a
a
A
a a
a a a
⋅ ⋅
⋅ ⋅
⋅ ⋅ ⋅ ⋅ ⋅
⋅ ⋅
 
 
 
 =

⋅ ⋅ ⋅
⋅ ⋅

 
 
 
Row of a Matrix 
( )1 2i i ima a a⋅ ⋅
Colum of a Matrix 
1
2
k
k
nk
a
a
a
 
 
 
 ⋅
 
⋅ 
 
 


( )
11 11 12 12 1 1
21 21 22 22 2 2
1 1 2 2
ij ij
m m
m m
n n n n nm nm
a b
a b a b a b
a b a b a b
a b
A B
b a a b
+ =
 
 
 
 =
+
+ + ⋅ ⋅
 
 
 

+
+ + ⋅ ⋅ +
⋅ ⋅ ⋅ ⋅ ⋅
⋅ ⋅ ⋅ ⋅ ⋅
+ + ⋅ ⋅ +
 Sum of Matrices 
( )
11 11 12 12 1 1
21 21 22 22 2 2
1 1 2 2
ij ij
m m
m m
n n n n nm nm
a b
a b a b a b
a b a b a b
a b
A B
b a a b
− =
 
 
 
 =
−
− − ⋅ ⋅
 
 
 

−
− − ⋅ ⋅ −
⋅ ⋅ ⋅ ⋅ ⋅
⋅ ⋅ ⋅ ⋅ ⋅
− − ⋅ ⋅ −
 Difference of Matrices 
( )
11 12 1
21 22 2
1 2
ij
m
m
n n nm
a
a a a
a a a
a
A
a a
α α
α α α
α α α
α α α
⋅ ⋅
⋅ ⋅
⋅ ⋅ ⋅
=
 
 
 
 =
 
 
 
 
⋅ ⋅
⋅ ⋅ ⋅ ⋅ ⋅
⋅ ⋅
 Scalar Multiple of a Matrix 
11 12 1
21 22 2
1 2
11 12 1
21 22 2
1
2
1 2
2
1 2
1 21
m
m
n n nm
m
m
n n n
m
m
mm
m
a a a
a a a
a a a
a a a
a a
b
b
b
b b b
b b b
b
a
a a ab b
A
  
  
  
  
⋅ ⋅
⋅ ⋅
⋅ ⋅ ⋅ ⋅ ⋅
⋅ ⋅ ⋅
=
  
  
⋅
⋅
+ + ⋅⋅+
+ + ⋅⋅+
⋅
⋅
+ +
  
  
 
 
 
 =

⋅⋅+

 
 
 
⋅ ⋅
⋅ ⋅
b
 Product of Matrices (1) 
Motivation 
1 1 2
2 2
3 1 2
1
1
2
2
3
2 5
4
2 5
0 1
1 4
y x x
y x
y x x
y
x
y
x
y
= +
= −
= − +
⇒
   
    = −         −  
x
y
a b
c d
a bx
cx dy
y
Ab
           
      
 Example 
1
ik k
m
j
k
aB bA
=
 
=  
 
∑
 Product of Matrices (2) 
 Zero Matrix 
0 0 0
0 0 0
0 0 0
O
⋅ ⋅
⋅ ⋅
⋅ ⋅ ⋅ ⋅ ⋅
⋅ ⋅ ⋅ ⋅ ⋅
 
 
 
 =
 


⋅ ⋅


A O O A A+ = + =
 Unit Matrix 
( )
1 0 0
0 1 0
0 0 1
ijnE δ
⋅ ⋅
⋅ ⋅
⋅ ⋅ ⋅ ⋅ ⋅
⋅ ⋅ ⋅
 
 
 
 = =

⋅ ⋅
⋅ ⋅

 
 
 
,m nE A A AE A= =
 Kronecker’s Delta 
1 if
0 ifij
i j
i j
δ
=
=  ≠
( )ijE δ=
 Inverse Matrix 
( ) ( )
1 , 1 ,
1 inverse matrix
,
:  of 
ij i j n ij i j n
n
A a
A A
B a
B E
B A A
B
≤
−
≤≤ ≤
= =
=
=
=
⇔
 Uniqueness of an Inverse Matrix 
( ) ( )
1
1 2 1
2
1
2
2
2
2
1
1
n
n
n
B B
B
A A E
A A E
B E
B AB B B
B
B BE
B
A
= =
= =
⇒
=
= =
= =
( )
( )t
ij
ji
A a
A a
=
⇒
=
 Transposed Matrix 
Example 
3 0 1
4 1 0
5 1 2
3 4 5
0 1 1
1 0 2
t
A
A
− 
 =  
 − 
− 
 =  
 − 
( )
t
j
ij
iij
A
A
a
a
A
a
=
=
⇔
=
 Symmetric Matrix 
Example 
1 2 3
2 4 5
3 5 3
 
 
 
 
 
( )i
j j
j
t
ii
A
A
A
a
a a
= −
=
⇔
= −
 Alternating Matrix 
Example 
0 2 3
2 0 5
3 5 0
− 
 − 
 − 

11
0
 
=  
 
e
0
θ
 Rotation (1) 
1
cos
( )
sin
A
θ
θ
θ
 
=  
 
e
20
1
 
=  
 
e
0
θ
 Rotation (2) 
2
sin
( )
cos
A
θ
θ
θ
− 
=  
 
e
cos sin
( )
sin cos
A
Rotation of 
 




     
 Matrix of Rotation (1) 
1cos( ) sin( )
( )
sin( ) cos( )
cos sin
( )
sin cos
A
A
Rotation of 
 

 
 

 

          
   


 Matrix of Rotation (2) 
1cos sin 1
( )
sin cos 0
cos
sin
A e
 

 


            
    
 Composition of Rotations (1) 
 1( ) ( )
cos sin cos
sin cos sin
cos cos sin sin
sin cos cos sin
A A e 
  
  
   
   
            
      
 Composition of Rotations (2) 
2cos sin 0
( )
sin cos 1
sin
cos
A e
 

 


            
     
 Composition of Rotations (3) 
 2( ) ( )
cos sin sin
sin cos cos
cos sin sin cos
sin sin cos cos
A A e 
  
  
   
   
            
       
 Composition of Rotations (4) 
( ) ( )
cos sin cos sin
sin cos sin cos
cos cos sin sin cos sin sin cos
sin cos cos sin sin sin cos cos
A A 
   
   
       
       
            
          
 Composition of Rotations (5) 
 
 
1 1
2 2
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
A A A A
A A A A
e e
e e
   
   


 Composition of Rotations (6) 
cos sin
( )
sin cos
cos sin
( )
sin cos
( ) ( ) ( ) ( ) ( )
A
A
A A A A A
 

 
 

 
     
     
     

  
 Composition of Rotations (7) 
cos sin cos sin
sin cos sin cos
( )
cos( ) sin( )
sin( ) cos( )
A
   
   
 
   
   
           
 
         
 Composition of Rotations (8) 
cos( ) cos cos sin sin
sin( ) sin cos cos sin
     
     
  
  
 Addition Theorem (1) 
sin sin 2sin cos
2 2
sin sin 2cos sin
2 2
A B A BA B
A B A BA B
  
  
 Addition Theorem (2) 
cos cos 2cos cos
2 2
cos cos 2sin sin
2 2
A B A BA B
A B A BA B
  
  
 Addition Theorem (3) 
 
 
 
1sin sin cos( ) cos( )
2
1cos cos cos( ) cos( )
2
1sin cos sin( ) sin( )
2
A B A B A B
A B A B A B
A B A B A B
   
   
   
 Addition Theorem (4) 
 
 
2
2
1sin 1 cos2
2
1cos 1 cos2
2
sin 2 2sin cos
A A
A A
A A A
 
 

Addition Theorem (5) 
2
2
tan tantan( )
1 tan tan
11 tan
cos
A BA B
A B
A
A
 

 
 Addition Theorem (6) 


Left Elementary Transformations 
(1) Interchange two rows 
(2) Multiply a row by a non-zero constant 
(3) Add a row by a multiplied another row 
Gauss’ Method (1) 
( , ) ( , )A E E B⇒
Left Elemntary Transformations
Gauss’ Method (2) 
1
( , ) ( , ) ( , )C C C
C
A A
A E
E E
B
A
A E
C
B
B
B
−
= =
⇒
=
=
 =
⇒
⇒
=

(1) Interchange two rows 
0 0
0 1
1
0
1 0 0
 
 
 
 
 
Interchange two rows 
0 1
0 0 1
0
1 0 0
d
g h i
a b c
e f
d e
c
f
a
g h i
b
  
  
  
  
  
 
 =  
 
 
(2) Multiply a row by a non-zero constant 
0 0
0 1 0 , 0
0 0 1
λ
λ 
  ≠ 
 
 
Multiply a row by a non-zero constant 
0 0
0 1 0
0 0 1
d e f
g h i
d e f
g h i
a
a
b c
b cλ
λ λ λ
  
  
  
  
  
 
 =  
 
 
(3) Add a row by a multiplied another row 
1 0
0 1 0
0 0 1
λ 
 
 
 
 
Add a row by a multiplied another row 
0 1 0
1 0
0 0 1 g h i
d
d
e f
g
e f
h
a
i
a b
d b e
c
c f
λ
λ λ λ
  
  
  
  
  
 
 =  

+ +
 
+


Example 1 
3 0 1
0 1 0
5 1 2
A
− 
 =  
 − 
1 0 0
( ,
0 1
3
0
0 1
0 1 0
5 1 2 0
)
0 1
A E
− 
 =  

 −

Matrix after Left Elementary 
Transformations 
1
2 1 1
0
1 0 0
0 1 0
0
1 0
5 30 1 3
( , )E A−
 
 = 
− 
−


Inverse Matrix 
1
2 1 1
0 1 0
5 3 3
A−
−
−
 
 =  
 
 
Example 2 
2 0 1 0
0 1 1 2
1 0 1 0
0 1 1 3
A
 
 − − =
 
 
− 
1 0 0 0
( , )
2 0 1 0
0 1 1 2
1 0 1 0
0 1 1
0 1 0 0
0 0 1 0
0 0 0 13
EA
 
 − − =
 
 
− 
Matrix after Left Elementary 
Transformations 
1
1 0 1 0
1 3 2 2
1 0 2 0
0 1
1 0 0 0
0 1 0 0
0 0 1 0
0
(
0 0
, )
11 0
E A−
 
 
 =
 

−
− −

−

−

Inverse Matrix 
1
1 0 1 0
1 3 2 2
1 0 2 0
0 1 0 1
A−
 
 
 =
 
 
 
−
− − −
−


Example 
2 0 1 0
0 1 1 2
1 0 1 0
0 1 1 3
A
 
 − − =
 
 
− 
 1 行を 2 で割る 
 1                       0                       .5                      0  
 0                      -1                       1                      -2  
 1                       0                       1                       0  
 0                       1                      -1                       3  
 2 行から 1 行の 0 倍を引く 
 3 行から 1 行の 1 倍を引く 
 4 行から 1 行の 0 倍を引く 
 1                       0                       .5                      0  
 0                      -1                       1                      -2  
 0                       0                       .5                      0  
 0                       1                      -1                       3   
2 行を-1 で割る 
 1                       0                       .5                      0  
 0                       1                      -1                       2  
 0                       0                       .5                      0  
 0                       1                      -1                       3  
 1 行から 2 行の 0 倍を引く 
 3 行から 2 行の 0 倍を引く 
 4 行から 2 行の 1 倍を引く 
 1                       0                       .5                      0  
 0                       1                      -1                       2  
 0                       0                       .5                      0  
 0                       0                       0                       1  
 3 行を .5 で割る 
 1                       0                       .5                      0  
 0                       1                      -1                       2  
 0                       0                       1                       0  
 0                       0                       0                       1  
 1 行から 3 行の .5 倍を引く 
 2 行から 3 行の-1 倍を引く 
 4 行から 3 行の 0 倍を引く 
 1                       0                       0                       0  
 0                       1                       0                       2  
 0                       0                       1                       0  
 0                       0                       0                       1  
 4 行を 1 で割る 
 1                       0                       0                       0  
 0                       1                       0                       2  
 0                       0                       1                       0  
 0                       0                       0                       1  
 1 行から 4 行の 0 倍を引く 
 2 行から 4 行の 2 倍を引く 
 3 行から 4 行の 0 倍を引く  
B 
 1                       0                      -1                       0  
-1                      -3                       2                      -2  
-1                       0                       2                       0  
 0                       1                       0                       1  
Inverse Matrix 
1 0 1 0
1 3 2 2
1 0 2 0
0 1 0 1
B
 
 
 =
 
 
 
−
− − −
−

System of Linear Equations 
ax by
cx dy
α
β
+ =
+ =
Coefficient Matrix 
d
A
a b
c
 
=  
 
Enlarged Coefficient Matrix 
b
A
a
c d
α
β
 
=  
 

Idea of Rank (1) 
y
y
a b
c d
a b
c d
y
x
x
x
α
β
α
β
+ =
 + =
⇔
     
+ =     
     
Idea of Rank (2) 
rank rank 
x
x
A
b
y
a
c
A
d
y α
β
+ =
 + =
=
⇔


Definition of Rank 
11 12 1
21 22 2
1 2
m
m
n n nm
a a a
a a a
A
a a a
 
 
 
 =
 
 
 

⋅ ⋅
⋅ ⋅
⋅ ⋅ ⋅ ⋅ ⋅
⋅ ⋅ ⋅ ⋅
⋅ 
⋅
⋅
⇒
Left Elemntary Transformations
1 1 1
2 1 2
1
0
0 0
0 0 0 0
0 0 0 0
0
1
1
01 r n
r n
rr rn
c c
c c
c c
+
+
+
⋅ ⋅⋅ 
 ⋅ ⋅ ⋅⋅ 
 ⋅ ⋅ ⋅ ⋅ ⋅ ⋅⋅ ⋅
 
⋅ ⋅⋅ 
 ⋅ ⋅ ⋅⋅
 
⋅ ⋅ ⋅ ⋅ ⋅ ⋅⋅ ⋅ 
 ⋅ ⋅ ⋅⋅ 
rank 1A = Number of 
Matrix after Left Elementary 
Transformations (Echelon Form) 
Geometrical Meaning of Rank 
Rank of Matrices
Placement of Lines and Planes
Matrix Representation Original Form 
1 2 1 1
2 4 1 1
1 3 1 2
A
− − 
 = − − 
 
 
Example 1 
rank 3A =
Matrix after Left Elementary 
Transformations 
0 0 2
0 1
0
1
0 1 1
0
1 − 
 
 
 
 
03 23 4
11 3 2 2
1 2 2 3 1
1 3 2 4 1
A
− − 
 
 =
 
 
− 
Example 2 
00 1 7
0 10
00
000 0
2
1
1
1
1
0
0
 
 − 
 −
 
 
rank 3A =
Matrix after Left Elementary 
Transformations 


Example 1 
03 23
11 3 2
1 2 2 3
1 3 2 4
A
− 
 
 =
 
 
 
2 行と 1 行を入れ替える 
 1  1  3  2  
 0  3 -2  3  
 1  2  2  3  
 1  3  2  4  
 
 2 行を 1 倍し， 1 行の 0 倍を引く 
 3 行を 1 倍し， 1 行の 1 倍を引く 
 4 行を 1 倍し， 1 行の 1 倍を引く 
 1  1  3  2  
 0  3 -2  3  
 0  1 -1  1  
 0  2 -1  2  
 
 3 行を 3 倍し， 2 行の 1 倍を引く 
 4 行を 3 倍し， 2 行の 2 倍を引く 
 1  1  3  2  
 0  3 -2  3  
 0  0 -1  0  
 0  0  1  0  
 
 4 行を-1 倍し， 3 行の 1 倍を引く 
 1  1  3  2  
 0  3 -2  3  
 0  0 -1  0  
 0  0  0  0  
 
Rank A = 3 
0 0 1
0 1
0
0
0 0
0 0 0
1
1
1
0
 
 
 
 
 
 
rank 3A =
Matrix after Left Elementary 
Transformations 
Example 2 
03 23 4
11 3 2 2
1 2 2 3 1
1 3 2 4 1
B
− − 
 
 =
 
 
− 
2 行と 1 行を入れ替える 
 1  1  3  2  2  
 0  3 -2  3 -4  
 1  2  2  3  1  
 1  3  2  4 -1  
 
 2 行を 1 倍し， 1 行の 0 倍を引く 
 3 行を 1 倍し， 1 行の 1 倍を引く 
 4 行を 1 倍し， 1 行の 1 倍を引く 
 1  1  3  2  2  
 0  3 -2  3 -4  
 0  1 -1  1 -1  
 0  2 -1  2 -3  
 
 3 行を 3 倍し， 2 行の 1 倍を引く 
 4 行を 3 倍し， 2 行の 2 倍を引く 
 1  1  3  2  2  
 0  3 -2  3 -4  
 0  0 -1  0  1  
 0  0  1  0 -1  
 
 4 行を-1 倍し， 3 行の 1 倍を引く 
 1  1  3  2  2  
 0  3 -2  3 -4  
 0  0 -1  0  1  
 0  0  0  0  0  
 
Rank B = 3 
00 1 7
0 10
00
000 0
2
1
1
1
1
0
0
 
 − 
 −
 
 
rank 3B =
Matrix after Left Elementary 
Transformations 
Example 3 
1 2 3 4
2 3 1 1
3 4 7 10
C
− − 
 =  
 − − 
2 行を 1 倍し， 1 行の 2 倍を引く 
 3 行を 1 倍し， 1 行の 3 倍を引く 
 1 -2 -3  4  
 0  7  7 -7  
 0  2  2 -2  
 
 3 行を 7 倍し， 2 行の 2 倍を引く 
 1 -2 -3  4  
 0  7  7 -7  
 0  0  0  0  
 
Rank C = 2 
0 1 2
1 10
0 0 0 0
1
1
− 
 − 
 
 
rank 2C =
Matrix after Left Elementary 
Transformations 
03 23 4
11 3 2 2
1 2 2 3 1
1 3 2 4 1
D
− − 
 
 =
 
 
− 
Example 4 
00 1 7
0 10
00
000 0
2
1
1
1
1
0
0
 
 − 
 −
 
 
rank 3D =
Matrix after Left Elementary 
Transformations 

Idea of Linear Algebra 
System of Linear Equations
Placement of Lines
Matrix Representation Original Form 
One-Point 
Parallel Two 
Lines 
Superposed 
Two Lines 
rank rank 2A A= =
rank 1 rank 2A A= < =
rank rank 1 2A A= = <
Classification of Intersections 
rank rank rank 1A A A≤ ≤ +
Equation of a Line (1) 
ax by c+ =
Equation of a Line (2) 
inner product
a x
c
b y
   
=   
   

One-Point Intersection 
2 3 3
3 8 17
x y
x y
+ =
− =
rank rank 2A A= =
One-Point Intersection 
Coefficient Matrix 
2 3
3 8
A  =  
 −
Enlarged Coefficient Matrix 
3
1
2 3
3 8 7
A  =  
 − 

Unique Solution 

2 3 3
3 817
0 3
10
1
1
A  =  − 
⇒
 
 − 
rank rank 2A A= =
Parallel Two Lines 
2 2
2 3
x y
x y
+ =
+ =
rank 1 rank 2A A= < =
Parallel Two Lines 
Coefficient Matrix 
12
12
A  =  
 
Enlarged Coefficient Matrix 
2
3
12
12
A  =  
 

No Solution 

0 0
1
1
1 2 2
1 2 3
2 0
A  =  
 
⇒
 
 
 
(Impossible)
rank 1 rank 2A A= < =
Superposed Two Lines 
6 2 8
3 4
x y
x y
− = −
− = −
Superposed Two Lines 
rank rank 1 2A A= = <
Coefficient Matrix 
6 2
3 1
A  =  

−
−
Enlarged Coefficient Matrix 
2
1 4
6
3
8
A
− 
=  

−
− − 

Many Solutions 

6 2 8
3 1 4
1/ 3 4 / 31
0 0 0
A
− − 
=  − − 
⇒
− − 
 
 
(Indefinite)
rank rank 1 2A A= = <
System of Linear Equations 
1 1 1
2 2 2
3 3 3
a x b y c z
a x b y c z
a x b y c z
α
β
γ
+ + =
+ + =
+ + =
Equation of a Plane (1) 
ax by cz d+ + =
Equation of a Plane (2) 
inner product
a x
b y d
c z
   
    =   
   
   

Plane 
y
x
z
Idea of Linear Algebra 
System of Linear Equations
Placement of Planes
Matrix Representation Original Form 
Classification of Intersections 
One-Point 
One Line 
Parallel Two Lines 
Parallel Three Lines 
Superposed Three 
Planes 
Parallel Two Planes 
Parallel Three Planes 
rank rank 3A A= =
rank rank 2 3A A= = <
rank 2 rank 3A A= < =
rank rank 1 3A A= = <
rank 1 rank 2A A= < =
rank rank rank 1A A A≤ ≤ +
One-Point Intersection 
2 3 3
2 2 1
2
x y z
x y z
x y z
+ − = −
− + + =
+ − = −
rank rank 3A A= =
One-Point Intersection 
1, 1, 2x y z= = − =
2 3 4
2 3 1
3 4 7 10
x y z
x y z
x y z
− − =
+ + =
− − =
One-Line Intersection 
rank rank 2 3A A= = <
One-Line Intersection 
2 , 1 ,x t y t z t= + = − − =
2 3 4
2 3 4
3 4 7 10
x y z
x y z
x y z
− − =
+ + =
− − =
Parallel Two-Lines Intersection 
rank 2 rank 3A A= < =
Parallel Two-Lines Intersection 
3 1
3 3 9 3
3 0
x y z
x y z
x y z
− + =
− + =
− + =
Parallel Two Planes 
rank 1 rank 2A A= < =
Parallel Two Planes 
2 3 10
2 3 20
2 3 30
x y z
x y z
x y z
+ + =
+ + =
+ + =
Parallel Three Planes 
rank 1 rank 2A A= < =
Parallel Three Planes 
2 3 20
2 4 6 40
3 6 9 60
x y z
x y z
x y z
+ + =
+ + =
+ + =
Superposed Three Planes 
rank rank 1 3A A= = <
Superposed Three Planes 

General Form 
1
n
ij j i
j
ba x
=
=∑
Direct Solution 
1 4
2 4
3
4
7
2
1
x x
x x
x
x α
+ =
+ = −
= −
= Indefinite（ ）
2 3 4
1 2 3 4
1 2 3 4
1 2 3 4
3 2 3 4
3 2 2
2 2 3 1
3 2 4 1
x x x
x x x x
x x x x
x x x x
− + = −
+ + + =
+ + + =
+ + + = −
Transformation of Equations 

Original Form 
1
n
ij j i
j
ba x
=
=∑
Idea of Gauss 
J =x c
( , ) ( , )A A J J⇒= =
Left Elemntary Transformations
b c 
Matrix  
Representation 
Original Form 
A =x b
Matrix Representation (1) 
111 12 1
21 22 2
1
1
22
2
n
n
n n nn nn
b
b
b
a a a
a a
x
x
x
a
a a a
    
    
    
    =
  
⋅
 
    
    
 
⋅
⋅ ⋅
⋅ ⋅
⋅ ⋅ ⋅ ⋅
  
⋅
⋅ ⋅⋅ ⋅ ⋅⋅ ⋅
⋅ ⋅
Matrix Representation (2) 
11 12 1
21 22 2
1 2
n
n
n n nn
a a a
a
A
a a
a a a
⋅ ⋅
⋅ ⋅
⋅ ⋅ ⋅ ⋅ ⋅
⋅ ⋅
 
 
 
 =

⋅ ⋅ ⋅
⋅ ⋅

 
 
 
Matrix Representation (3) 
2
1
2
1
,
n n
bx
bx
x b
⋅
⋅
⋅
⋅
   
   
   
   = =
   
   
   
   
x b
Matrix Representation (4) 
1
n
ij j i
j
ba x
=
=∑
A =x b
Coefficient Matrix 
11 12 1
21 22 2
1 2
n
n
n n nn
a a a
a a a
A
a a a
⋅ ⋅
⋅ ⋅
⋅ ⋅ ⋅ ⋅ ⋅
⋅ ⋅
 
 
 
 =

⋅ ⋅ ⋅
⋅ ⋅

 
 
 
Enlarged Coefficient Matrix 
11 12 1
2
1
21 22 2
1 2
n
n
n nn nn
a a a
a a a
a
b
b
A
ba a
 
 
 
 =
⋅ ⋅
⋅ ⋅
⋅ ⋅ ⋅ ⋅ ⋅
⋅ ⋅ ⋅ ⋅ ⋅
⋅ ⋅
 
 
 

⋅
⋅


Left Elementary Transformations 
(1) Interchange two rows 
(2) Multiply a row by a non-zero constant 
(3) Add a row by a multiplied another row 
1 1 1 1
2 1 2 2
1
0
0 0
0 0 0 0 0
0 0 0 0 0
0
1
01
1
r n
r n
rr rn r
c c d
c c d
c c d
+
+
+
⋅ ⋅⋅ 
 ⋅ ⋅ ⋅⋅ 
 ⋅ ⋅ ⋅ ⋅ ⋅ ⋅⋅ ⋅ ⋅
 
⋅ ⋅⋅ 
 ⋅ ⋅ ⋅⋅
 
⋅ ⋅ ⋅ ⋅ ⋅ ⋅⋅ ⋅ ⋅ 
 ⋅ ⋅ ⋅⋅ 
Matrix after Left Elementary 
Transformations 
Equation after Left Elementary 
Transformations 
11
1
1
1 1 11
2
1
1
1
2 1 2 2
1
1
0 0 0 0
0 0 0 0
0
0
r n
r n
rr
r n
r n
r n
r n
r n
r
r
nr r
r
x x
x x
x x
x
x
x
x x
c c d
c c d
c c
x x
x x
x x
d
+
+
+
+
+
+
+
+
+ + ⋅⋅+ =
+ + ⋅⋅+ =
⋅⋅⋅⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅
+ + ⋅⋅+ =
+ ⋅⋅+ + + ⋅⋅+
⋅⋅⋅⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅
 + ⋅⋅






+ + + ⋅⋅+
=
 =

Example (n=3) 
1 2 3
1 2 3
1 2 3
2 1
2 4 1
3 2
x x x
x x x
x x x
+ − = −
+ − = −
+ + =
1 2 1
2 4 1
1 3 1
A
− 
= − 
 
 
Coefficient Matrix 
1 2 1
2 4
1 1 23
11
1
A
− 
 =  
 
−
−
 
−
Enlarged Coefficient Matrix 
rank rank 3A A= =
Matrix after Left Elementary 
Transformations 
0 0 2
0 1
0
1
0 1 1
0
1 − 
 
 
 
 
12
3
2
1
1
1 0 0
0 1 0
0 0 1
x
x
x
    
    =    
    
    
−
Equation after Left Elementary 
Transformations 
Unique Solution 
1
2
3
2
1
1
x
x
x
   
   =   
  

−

  
Example (n=4) 
2 3 4
1 2 3 4
1 2 3 4
1 2 3 4
3 2 3 4
3 2 2
2 2 3 1
3 2 4 1
x x x
x x x x
x x x x
x x x x
− + = −
+ + + =
+ + + =
+ + + = −
General Solution 
1 4
2 4
3
4
7
2
1
x x
x x
x
x α
+ =
+ = −
= −
= Indefinite（ ）
03 23
11 3 2
1 2 2 3
1 3 2 4
A
 

−

 =
 
 
 
Coefficient Matrix 
03 23
11 3 2
1 2 2 3
1 3
1
2
4
2
14
A
− 
 
 =
 
 
 −
−


Enlarged Coefficient Matrix 
00 1 7
0 10
00
000 0
2
1
1
1
1
0
0
 
 − 
 −
 
 
rank rank 3 4A A= = <
Matrix after Left Elementary 
Transformations 
12
3
4
00 1 7
0 0 1 2
00 0 1
00
1
1
0 0 0
1
x
x
x
x
    
    −    =
    −
        
    
Equation after Left Elementary 
Transformations 
12
3
4
4
41 2 3
7
2
1
0 0 0 0 0
x
x
x
x
x
x x x x
+ =
+ = −
= −
+ + + =
General Solution 
1
2
3
4
1
1
2 1
7
01
0
x
x
x
x
α
     
     
     = +
     
         
 
−
−

−

−

Matrix Form 
1 1 0
1
1 1 0
1
4 10 , 3
3 7 , 1
4 10
3 7
n n n
n n n
n n
n n
x x y x
y x y y
x x
y y
− −
−
−
−
−
 
= + =
= − − =
⇒
 
   
 
 
− − 
= 




Linear Case 
dx ax by
dt
dy cx dy
dt
 = +

 = +

Matrix Form 
( )
( ) ,
( )
( )d
d
a b
A
x t
U t
y t
U U t
t
c d
A
 
=
 
=  
 
=

 
⇒


Main Idea 
"( ) 2 '( ) ( ) 0u t bu t cu t+ + =
( ) ( ) tAdU t AU t e
dt
= ⇒ Calculation of 
Matrix Representation Original Form 
"( ) 2 '( ) ( ) 0u t bu t cu t+ + =
Solution (1) 
1
2
( ) ( ),
( ) '( )
u t u t
u t u t
=
 =
1 2
2
2 1
( ) '( ) ( ),
( ) "( ) 2 '( ) ( )
2 ( ) ( )
u t u t u t
u t u t bu t cu t
bu t cu t
′ = =
 ′ = = − −
 = − −
Solution (2) 
1 1
2 2
1 0
2 1
( ) ( )
,
( ) ( )
(0)
0 1
(0)
2
u t u td
u t u tdt
u u
u u
c b
     
=     
     

    =      
− −
Solution (3) 
1
2
( )
( )
0 1
(
2
)
u t
U t
u
c b
t
A
 
=
 
=  − −
 



0
,
(0
(
)
) ( )d
dt
U U
U t U tA =

 =
Solution (4) 
0( )
tAeU t U=
2( ) ( )
2! !
n
tA tA tAI tA
n
e = + + + ⋅⋅⋅+ + ⋅⋅⋅
Exponential Matrix（ ）


Example 
4 10 , (0) 3
3 7 , (0) 1
dx x y x
dt
dy x y y
dt
= + =
= − − =
Matrix Form 
4( ) 10
:
3 7
( ) : ,
( )
( )
x t
U
d
dt
At
y t
AU U t
 
= 
 
=  
 − 
=
−
⇒


Diagonalization 
1
4 10 2 5
1 0
0 2
,
3 7 1 3
A
P
P
AP−
− −   
= =   − −   
− 
Λ =  −
=

⇒
Reduction (1) 
1
( )
( )
( )
3 5 ( )
1
)
2
(
( )
z t
w t
P U t
x t
y
V t
t
−
 
 
 
=
− −  
=   
  
=
Reduction (2) 
( )
1 1
1
1
( )
( ) (
2
(
)
0
)
0
d dUP P AU t
dt dt
V
V
V t
A t VP tP−
− −= =
Λ
− 
 − 
=
= =
Reduction (3) 
1
2
(0) (0) 3 5 3
(0) (0) 1 2 1
14
5
dz z
dt
dw w
dt
z x
P
w y
−
 = −

 = −

− −      
= =      
      
− 
=  
 
Reduction (4) 
2
, (0) 14
2 , (0) 5
( ) 14
( ) 5
t
t
dz z z
dt
dw w w
dt
z t e
w t e
−
−
 = − = −

 = − =

⇒
 − 
=        
Solution 
2
2
2
( )
( )
14
5
28
( )
(
25
14 15
)
2 5
1 3
t
t
t t
t t
z t
w t
e
e
x t
t
P
e
y
e e
e
−
−
− −
− −
 
=  
 
 −
=   
− − 
 

 
 
 
 
 −
= 
+

 − 
Stable Node 
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Jordan’s Canonical Form 
1
0
1
AP P
λ
λ
− Λ=
 
Λ =  
 
(Jordan Form)
Calculation (1) 
21 2
2
I A b c
c b
λ
λ λ λ
λ
−
− = = + +
+
0 1
2
A
c b
 
=  − − 
Calculation (2) 
2/ 4 0D b c= − =Case :
bλ = − (Double Root)
1 0 1 0
1 1
P
bλ
   
= =   −   
Calculation (3) 
1
1
0 0
1
P PA
b
b
λ
λ
− =
−   
Λ = =   − 
Λ
 
(Jordan Form)
Calculation (4) 
( ) ( )( )
( )( ) ( )
1
1
2
1 1 1 1
1 1 1
m
2
t s
2
i e
( ) ( )
2! !
2!
( ) ( )
2!
!
!
tA
n
n
n
t
n
P P
P P
tP P t P AP P AP P AP
t
t tI t
n
e
tA tA
P AP P AP P
e
t
AP
A
n
I
n
−
−
− − − −
− − −
−
Λ
=
 
+ + + ⋅⋅⋅+ + ⋅⋅⋅
Λ Λ
+
 

Λ + + ⋅⋅⋅+ + ⋅⋅

= + + + ⋅⋅⋅+
+ ⋅⋅⋅ + ⋅⋅⋅
= ⋅
=

Calculation (5) 
2
22
2
1
( ) ( )
2! !
1 0 1 2
0 1 0 2! 0
! 0
0
n
n n
t t
t
t
n
n
t tI t
n
tt
nt
e
e
e
n
teλ λ
λ
λ λ λ
λ λ
λ λ
λ
−
Λ Λ Λ= + Λ + + ⋅⋅⋅+ + ⋅⋅⋅
    
= + + + ⋅⋅⋅    
     
 
+ + ⋅⋅⋅ 
 
 
=  
 
Calculation (6) 
1
2
1 0 1 0
1 10
( 1)
t
t
A
t
t
t t
t
t
t
t
P P
e te
e
e te te
e t
e
e
e
λ λ
λ
λ λ λ
λ λ
λ λ
λ
λ λ
Λ −=
    
=     −    
 −
=  
− + + 
Calculation (7) 
2/ 4 0D b c= − =Case :
0
1 0
2
2 1
( ) ,
( )
( ) ( 1)
tA
t t t
t t
U t e U
u t ue te te
u t ue t e
λ λ λ
λ λ
λ
λ λ
=
 −   
=     − + +    

Quadratic Form of Two Variables 
2 2
( , )
2
z f x y
ax bxy cy
=
= + +
Matrix Form 
2 2
2 2
( , )
2
2
,
z f x y
ax bxy cy
ax bxy cy
a b
b
x x
yc y
 
 
   
   
 
=
= + +
⇒
+ +
  
=
Example 1 
2 2
2 2
3 1
( , )
3 2
3 2
,
1 3
3
3
z f x
x x
y
y
x xy y
x xy y
y
− 

   
   
 
=
−
=

− +
⇒
− +
=
 
3 1
1 3
A
− 
=  − 
Eigenvalues 4 2,：
Signature of Eigenvalues 
2 22z x y= + （ellipse）
Example 2 
2 2
2 2
1 3
( ,
3 1
,
)
6
6
z f x y
x xy y
x x
y y
x xy y
− 
 −
   
   
 
=
= − +
⇒
− +
  
=
1 3
3 1
A
− 
=  − 
Eigenvalues 4 - 2,：
Signature of Eigenvalues 
2 22 4z x y= − + （hyperbola）
Example 3 
2 2
2 2
( , )
4
4 2
1
,
4
4
2
4
x
z f x y
x xy y
x xy y
x
y y
=
= − +
⇒
− +
=
   
 
−
 
  
 
−  

4 2
2 1
A
− 
=  − 
Eigenvalues 5 0,：
Signature of Eigenvalues 
25 5z y x= + （parabola）


Linear Case 
dx ax by
dt
dy cx dy
dt
 = +

 = +

Matrix Form 
( )
( ) : ,
( )
( )
:
( )
ax t
U t
y t
U t
b
A
c d
Ad
d
U t
t
  
=  
 
⇒
=
=  
 



Example 1 (Unstable Node) 
2
2 0
0 1
dx x
dt
dy y
dt
A
 =

 =

 
=  
 
Signature of Eigenvalues 
2 0
0 1
1,2
A  =  
 
Eigenvalues： 
Unstable Node 
Example 2 (Saddle Point) 
1 0
0 1
dx x
dt
dy y
dt
A
 =

 = −

 
=  − 
1 0
0 1
, 11
A  =  
−
− 
Eigenvalues： 
Signature of Eigenvalues 
Saddle Point 
Example 3 (Unstable Node) 
3 2
1 0
3 2
dx x
dt
dy x y
dt
A
 =

 = +

 
=  
 
1 0
3 2
2,1
A  =  
 
Eigenvalues： 
Signature of Eigenvalues 
Unstable Node 
Example 4 (Stable Node) 
2 1.5
5.5
2 1.5
1 5.5
dx x y
dt
dy x y
dt
A
 = − −

 = −

− − 
=  − 
2 1.5
1 5.
,2.5 5
5
A
− −
− −

=  − 
Eigenvalues： 
Signature of Eigenvalues 
Stable Node 
Example 5 (Saddle Point) 
2 2
2 3
2 2
2 3
dx x y
dt
dy x y
dt
A
 = − +

 = − +

− 
=  − 
2 2
2 3
2, 1
A
− 
=  − 
−Eigenvalues： 
Signature of Eigenvalues 
Saddle Point 
Example 6 (Unstable Node) 
2
2
2 1
0 2
dx x y
dt
dy y
dt
A
 = +

 =

 
=  
 
2 1
0 2
2,2
A  =  
 
Eigenvalues： 
Signature of Eigenvalues 
Unstable Node 
Example 7 (Center) 
2
1 2
1 1
dx x y
dt
dy x y
dt
A
 = +

 = − −

 
=  − − 
1 2
1 1
,1 1
A  =  − −
−

− −Eigenvalues： 
Signature of Eigenvalues 
Center 
Example 8 (Unstable Focus) 
2
1 1
2 1
dx x y
dt
dy x y
dt
A
 = +

 = − +

 
=  − 
1 1
2 1
1 12 2,i i
A  =  − 
+ −Eigenvalues： 
Signature of Eigenvalues 
Unstable Node 
Example 9 (Degenerate Node) 
2 2
3 3
2 2
3 3
dx x y
dt
dy x y
dt
A
 = +

 = +

 
=  
 
2 2
3 3
5,0
A  =  
 
Eigenvalues： 
Signature of Eigenvalues 
Degenerate Node 

Definition of Rank 
11 12 1
21 22 2
1 2
m
m
n n nm
a a a
a a a
A
a a a
 
 
 
 =
 
 
 

⋅ ⋅
⋅ ⋅
⋅ ⋅ ⋅ ⋅ ⋅
⋅ ⋅ ⋅ ⋅
⋅ 
⋅
⋅
⇒
Left Elemntary Transformations
1 1 1
2 1 2
1
0
0 0
0 0 0 0
0 0 0 0
0
1
1
01 r n
r n
rr rn
c c
c c
c c
+
+
+
⋅ ⋅⋅ 
 ⋅ ⋅ ⋅⋅ 
 ⋅ ⋅ ⋅ ⋅ ⋅ ⋅⋅ ⋅
 
⋅ ⋅⋅ 
 ⋅ ⋅ ⋅⋅
 
⋅ ⋅ ⋅ ⋅ ⋅ ⋅⋅ ⋅ 
 ⋅ ⋅ ⋅⋅ 
rank 1A = Number of 
Matrix after Left Elementary 
Transformations 
Geometrical Meaning of Rank 
Rank of Matrices
Placement of Lines and Planes
Matrix Representation Original Form 



Example 1 
03 23
11 3 2
1 2 2 3
1 3 2 4
A
− 
 
 =
 
 
 
2 行と 1 行を入れ替える 
 1  1  3  2  
 0  3 -2  3  
 1  2  2  3  
 1  3  2  4  
 
 2 行を 1 倍し， 1 行の 0 倍を引く 
 3 行を 1 倍し， 1 行の 1 倍を引く 
 4 行を 1 倍し， 1 行の 1 倍を引く 
 1  1  3  2  
 0  3 -2  3  
 0  1 -1  1  
 0  2 -1  2  
 
 3 行を 3 倍し， 2 行の 1 倍を引く 
 4 行を 3 倍し， 2 行の 2 倍を引く 
 1  1  3  2  
 0  3 -2  3  
 0  0 -1  0  
 0  0  1  0  
 
 4 行を-1 倍し， 3 行の 1 倍を引く 
 1  1  3  2  
 0  3 -2  3  
 0  0 -1  0  
 0  0  0  0  
 
Rank A = 3 
0 0 1
0 1
0
0
0 0
0 0 0
1
1
1
0
 
 
 
 
 
 
rank 3A =
Matrix after Left Elementary 
Transformations 
Example 2 
03 23 4
11 3 2 2
1 2 2 3 1
1 3 2 4 1
B
− − 
 
 =
 
 
− 
2 行と 1 行を入れ替える 
 1  1  3  2  2  
 0  3 -2  3 -4  
 1  2  2  3  1  
 1  3  2  4 -1  
 
 2 行を 1 倍し， 1 行の 0 倍を引く 
 3 行を 1 倍し， 1 行の 1 倍を引く 
 4 行を 1 倍し， 1 行の 1 倍を引く 
 1  1  3  2  2  
 0  3 -2  3 -4  
 0  1 -1  1 -1  
 0  2 -1  2 -3  
 
 3 行を 3 倍し， 2 行の 1 倍を引く 
 4 行を 3 倍し， 2 行の 2 倍を引く 
 1  1  3  2  2  
 0  3 -2  3 -4  
 0  0 -1  0  1  
 0  0  1  0 -1  
 
 4 行を-1 倍し， 3 行の 1 倍を引く 
 1  1  3  2  2  
 0  3 -2  3 -4  
 0  0 -1  0  1  
 0  0  0  0  0  
 
Rank B = 3 
00 1 7
0 10
00
000 0
2
1
1
1
1
0
0
 
 − 
 −
 
 
rank 3B =
Matrix after Left Elementary 
Transformations 
Example 3 
1 2 3 4
2 3 1 1
3 4 7 10
C
− − 
 =  
 − − 
2 行を 1 倍し， 1 行の 2 倍を引く 
 3 行を 1 倍し， 1 行の 3 倍を引く 
 1 -2 -3  4  
 0  7  7 -7  
 0  2  2 -2  
 
 3 行を 7 倍し， 2 行の 2 倍を引く 
 1 -2 -3  4  
 0  7  7 -7  
 0  0  0  0  
 
Rank C = 2 
0 1 2
1 10
0 0 0 0
1
1
− 
 − 
 
 
rank 2C =
Matrix after Left Elementary 
Transformations 
03 23 4
11 3 2 2
1 2 2 3 1
1 3 2 4 1
D
− − 
 
 =
 
 
− 
Example 4 
00 1 7
0 10
00
000 0
2
1
1
1
1
0
0
 
 − 
 −
 
 
rank 3D =
Matrix after Left Elementary 
Transformations 

General Form (n=2) 
ax by
cx dy
α
β
+ =
+ =
Matrix Representation 
x
y
a b
c d
α
β
    
=    
    
Coefficient Matrix 
d
A
a b
c
 
=  
 
Enlarged Coefficient Matrix 
b
A
a
c d
α
β
 
=  
 

Idea of Rank (1) 
y
y
a b
c d
a b
c d
y
x
x
x
α
β
α
β
+ =
 + =
⇔
     
+ =     
     
Idea of Rank (2) 
rank rank 
x
x
A
b
y
a
c
A
d
y α
β
+ =
 + =
=
⇔


Geometrical Meaning of Rank 
Rank of Matrices
Placement of Lines
Matrix Representation Original Form 
One-Point 
Parallel Two 
Lines 
Superposed 
Two Lines 
rank rank 2A A= =
rank 1 rank 2A A= < =
rank rank 1 2A A= = <
Classification of Intersections 
rank rank rank 1A A A≤ ≤ +
Equation of a Line 
ax by c+ =
One-Point Intersection 
2 3 3
3 8 17
x y
x y
+ =
− =
Coefficient Matrix 
2 3
3 8
A  =  
 −
Enlarged Coefficient Matrix 
3
1
2 3
3 8 7
A  =  
 − 

Unique Solution 

2 3 3
3 817
0 3
10
1
1
A  =  − 
⇒
 
 − 
rank rank 2A A= =
rank rank 2A A= =
One-Point Intersection 
Parallel Two Lines 
2 2
2 3
x y
x y
+ =
+ =
Coefficient Matrix 
12
12
A  =  
 
Enlarged Coefficient Matrix 
2
3
12
12
A  =  
 

No Solution 

0 0
1
1
1 2 2
1 2 3
2 0
A  =  
 
⇒
 
 
 
(Impossible)
rank 1 rank 2A A= < =
rank 1 rank 2A A= < =
Parallel Two Lines 
Superposed Two Lines 
6 2 8
3 4
x y
x y
− = −
− = −
Coefficient Matrix 
6 2
3 1
A  =  

−
−
Enlarged Coefficient Matrix 
2
1 4
6
3
8
A
− 
=  

−
− − 

Many Solutions 

6 2 8
3 1 4
1/ 3 4 / 31
0 0 0
A
− − 
=  − − 
⇒
− − 
 
 
(Indefinite)
rank rank 1 2A A= = <
Superposed Two Lines 
rank rank 1 2A A= = <
General Form (n=3) 
ax by cz
dx ey fz
gx hy kz
α
β
γ
+ + =
+ + =
+ + =
Matrix Representation 
x
y
z
a b c
d e f
g h k
α
β
γ
    
    =    
    
    
Coefficient Matrix 
a b c
A d e f
g h k
 
 =  
 
 
Enlarged Coefficient Matrix 
a b c
d e f
g h k
A
α
β
γ
 
 =  
 
 

Geometrical Meaning of Rank 
Rank of Matrices
Placement of Planes
Matrix Representation Original Form 
Classification of Intersections 
One-Point 
One Line 
Parallel Two Lines 
Parallel Three Lines 
Superposed Three 
Planes 
Parallel Two Planes 
Parallel Three Planes 
rank rank 3A A= =
rank rank 2 3A A= = <
rank 2 rank 3A A= < =
rank rank 1 3A A= = <
rank 1 rank 2A A= < =
rank rank rank 1A A A≤ ≤ +
Equation of a Plane (1) 
ax by cz d+ + =
Equation of a Plane (2) 
a x
b y d
c z
a
b
c
   
   ⋅ =   
   
   
 
 
 
 
 
Direction Vector

Plane 
y
x
z
One-Point Intersection 
2 3 4
2 3 4 4
3 4 7 10
x y z
x y z
x y z
− − =
+ + =
− − =
rank rank 3A A= =
One-Point Intersection 
2 3 4
2 3 1
3 4 7 10
x y z
x y z
x y z
− − =
+ + =
− − =
One-Line Intersection 
rank rank 2 3A A= = <
One-Line Intersection 
3 6 9 60
2 4 6 40
2 7 3 13
x y z
x y z
x y z
+ + =
− + =
+ − =
Three-Lines Intersection 
rank 2 rank 3A A= < =
Three-Lines Intersection 
2 3 1
2 3 4
3 4 7 10
x y z
x y z
x y z
− − =
− − =
− − =
Parallel Two-Lines Intersection 
rank 2 rank 3A A= < =
Parallel Two-Lines Intersection 
Parallel Three-Lines Intersection 
3 6 9 60
2 7 3 13
3 9 0
x y z
x y z
x y
+ + =
+ − =
+ =
rank 2 rank 3A A= < =
Parallel Three-Lines Intersection 
3 1
3 3 9 3
3 0
x y z
x y z
x y z
− + =
− + =
− + =
Parallel Two Planes 
rank 1 rank 2A A= < =
Parallel Two Planes 
3 1
3 0
3 1
x y z
x y z
x y z
− + =
− + =
− + = −
Parallel Three Planes 
rank 1 rank 2A A= < =
Parallel Three Planes 
3 1
3 3 9 3
2 2 6 2
x y z
x y z
x y z
− + =
− + =
− + =
Superposed Three Planes 
rank rank 1 3A A= = <
Superposed Three Planes 

Marie Ennemond Camille Jordan 
Jordan 
Marie Ennemond Camille Jordan  
(1838-1922) 
 French Mathematician 
 
  
 

Jordan’s Canonical Form (1) 
1 1, ( )AP P P AP P− −= = ⇒ =y b x y y b
Change of Bases Original Form 
A =x b
Jordan’s Canonical Form (2) 
1 1, ,J J P AP P− −= = =y c c b
Change of Bases Original Form 
A =x b

General Form (n=3) 
ax by cz
dx ey fz
gx hy iz
α
β
γ
+ + =
+ + =
+ + =
Matrix Representation (1) 
a b c
A d e f
g h i
 
 =  
 
 
Matrix Representation (2) 
,
x
y
z
α
β
γ
   
   = =   
   
   
x b
Matrix Representation (3) 
A =x b
ax by cz
dx ey fz
gx hy iz
α
β
γ
+ + =
+ + =
+ + =
Patterns of Simultaneous Linear Equations
x
y
z
λ α
µ β
ν γ
=
=
=
x y
y
z
λ α
λ β
ν γ
+ =
=
=
x y
y z
z
λ α
λ β
ν γ
+ =
+ =
=
Matrix Representation 
x
y
z
a b c
d e f
g h i
α
β
γ
    
    =    
    
    
Jordan Canonical Form 1 
1
0 0
0 0
0 0
J P AP
λ
µ
ν
−
 
 = =  
 
 
a b c
A d e f
g h i
 
 =  
 
 
Pattern 1 
0 0
0 0
0 0
x
y
z
λ
µ
ν
α
β
γ
    
    =    
    
    
3 1 1 1= + +
Simultaneous Linear Equation 1
x
y
z
λ α
µ β
ν γ
=
=
=
Jordan Canonical Form 2 
1
0
0 0
0 0
1
J P AP
ν
λ
λ−
 
 = =  
 
 
a b c
A d e f
g h i
 
 =  
 
 
01 0
0 0
0
x
y
zν
λ
λ
α
β
γ
    
    =    
    
    
3 2 1= +
Pattern 2 
x y
y
z
λ α
λ β
ν γ
+ =
=
=
Simultaneous Linear Equation 2
Jordan Canonical Form 3 
1
1
1
0
0
0 0
J P AP
λ
λ
λ
−
 
 = =  
 
 
a b c
A d e f
g h i
 
 =  
 
 
01 0
0
0
1
x
y
z
λ
λ
λ
α
β
γ
    
    =    
    
    
3 3=
Pattern 3 
x y
y z
z
λ α
λ β
ν γ
+ =
+ =
=
Simultaneous Linear Equation 3


01
"( ) 2 '( ) ( ) 0,
(0) ,
'(0)
u t bu t cu t
u u
u u
+ + =
 =
 =
Second-Order Case 

General Solution（１） 
2/ 4 0D b c= − >
( )2 2( )
, :
bt t b c t b cu t e Ae Be
A B
− − − −= +
Constants
Example 
''( ) ( )
(0) '(0) 0
1( ) ( )
2
t tx
x t x t t
x x
t e e t−
− =
 = =
= − −Solution：
General Solution（２） 
2/ 4 0D b c= − <
( )2 2( ) cos sin
, :
btu t e A c b t B c b t
A B
−= − + −
Constants
Euler’s Formula 
cos sinie iθ θ θ= +
General Solution（３） 
2/ 4 0D b c= − =
( )( )
, :
btu t e At B
A B
−= +
Constants

2 3
1
1! 2! 3!
!
x
n
x x xe
x
n
    
 
Exponential Function 
Main Idea 
"( ) 2 '( ) ( ) 0u t bu t cu t+ + =
( ) ( ) tAdU t AU t e
dt
= ⇒ Calculation of 
Matrix Representation Original Form 
"( ) 2 '( ) ( ) 0u t bu t cu t+ + =
Solution (1) 
1
2
( ) ( ),
( ) '( )
u t u t
u t u t
=
 =
1 2
2
2 1
( ) '( ) ( ),
( ) "( ) 2 '( ) ( )
2 ( ) ( )
u t u t u t
u t u t bu t cu t
bu t cu t
′ = =
 ′ = = − −
 = − −
Solution (2) 
1 1
2 2
1 0
2 1
( ) ( )
,
( ) ( )
(0)
0 1
(0)
2
u t u td
u t u tdt
u u
u u
c b
     
=     
     

    =      
− −
Solution (3) 
1
2
( )
( )
0 1
(
2
)
u t
U t
u
c b
t
A
 
=
 
=  − −
 



0
,
(0
(
)
) ( )d
dt
U U
U t U tA =

 =
Solution (4) 
0( )
tAeU t U=
2( ) ( )
2! !
n
tA tA tAI tA
n
e = + + + ⋅⋅⋅+ + ⋅⋅⋅
Exponential Matrix（ ）


Calculation (1) 
21 2
2
I A b c
c b
λ
λ λ λ
λ
−
− = = + +
+
0 1
2
A
c b
 
=  − − 
Calculation (2) 
2/ 4 0D b c= − ≠Case :
2
1
2
2
,b b c
b b c
λ
λ
 = − + −

= − − −
Calculation (3) 
1
1
2
2 2
0 0
0 0
P P
b b c
A
b b c
λ
λ
− =
 − + − 
Λ
 Λ = =     − − − 
Diagonal（ ）
2 2
1 2
1 11 1
P
b b c b b cλ λ
  
= =     − + − − − −   
Calculation (4) 
( ) ( )( )
( )( ) ( )
1
1
2
1 1 1 1
1 1 1
m
2
t s
2
i e
( ) ( )
2! !
2!
( ) ( )
2!
!
!
tA
n
n
n
t
n
P P
P P
tP P t P AP P AP P AP
t
t tI t
n
e
tA tA
P AP P AP P
e
t
AP
A
n
I
n
−
−
− − − −
− − −
−
Λ
=
 
+ + + ⋅⋅⋅+ + ⋅⋅⋅
Λ Λ
+
 

Λ + + ⋅⋅⋅+ + ⋅⋅

= + + + ⋅⋅⋅+
+ ⋅⋅⋅ + ⋅⋅⋅
= ⋅
=

Calculation (5) 
1
2
2
22
1 1
2
2 2
1
2
( ) ( )
2! !
01 0 0
00 1 2!
0
0
0
! 0
0
n
n
t
n
t
n
te
e
e
t tI t
n
tt
t
n
λ
λ
λ λ
λ λ
λ
λ
Λ Λ Λ= + Λ + + ⋅⋅⋅+ + ⋅⋅⋅
   
= + + + ⋅⋅⋅   
     
 
+ + ⋅⋅⋅ 
 
 
=  
 
Calculation (6) 
( )
1
2
1 2 1 2
1 2 1 2
1
2
1 2 12 1
2 1
2 1 1 2 1 2
1 1 101
10
1
t
t
t t t t
t t
t
t
t
t
A P P
e
e
e e e e
e e
e e
e e
λ
λ
λ λ λ λ
λ λ λ λ
λ
λ λ λλ λ
λ λ
λ λ λ λ λ λ
Λ −=
−    
=     −−     
 − − +
 =
 − − − + 
Calculation (7) 
( )
1 2 1 2
1 2 1 2
0
2 11 0
2 12 1 1 2 1 2
( ) ,
( ) 1
( )
t t t
A
t
t t
t
t t
U t U
e e e eu t u
u t ue e e e
e
λ λ λ λ
λ λ λ λ
λ λ
λ λ λ λ λ λ
=
 − − +   
 =    − − − +    
2/ 4 0D b c= − ≠Case :

Jordan’s Canonical Form 
1
0
1
AP P
λ
λ
− Λ=
 
Λ =  
 
(Jordan Form)
Calculation (1) 
21 2
2
I A b c
c b
λ
λ λ λ
λ
−
− = = + +
+
0 1
2
A
c b
 
=  − − 
Calculation (2) 
2/ 4 0D b c= − =Case :
bλ = − (Double Root)
1 0 1 0
1 1
P
bλ
   
= =   −   
Calculation (3) 
1
1
0 0
1
P PA
b
b
λ
λ
− =
−   
Λ = =   − 
Λ
 
(Jordan Form)
Calculation (4) 
( ) ( )( )
( )( ) ( )
1
1
2
1 1 1 1
1 1 1
m
2
t s
2
i e
( ) ( )
2! !
2!
( ) ( )
2!
!
!
tA
n
n
n
t
n
P P
P P
tP P t P AP P AP P AP
t
t tI t
n
e
tA tA
P AP P AP P
e
t
AP
A
n
I
n
−
−
− − − −
− − −
−
Λ
=
 
+ + + ⋅⋅⋅+ + ⋅⋅⋅
Λ Λ
+
 

Λ + + ⋅⋅⋅+ + ⋅⋅

= + + + ⋅⋅⋅+
+ ⋅⋅⋅ + ⋅⋅⋅
= ⋅
=

Calculation (5) 
2
22
2
1
( ) ( )
2! !
1 0 1 2
0 1 0 2! 0
! 0
0
n
n n
t t
t
t
n
n
t tI t
n
tt
nt
e
e
e
n
teλ λ
λ
λ λ λ
λ λ
λ λ
λ
−
Λ Λ Λ= + Λ + + ⋅⋅⋅+ + ⋅⋅⋅
    
= + + + ⋅⋅⋅    
     
 
+ + ⋅⋅⋅ 
 
 
=  
 
Calculation (6) 
1
2
1 0 1 0
1 10
( 1)
t
t
A
t
t
t t
t
t
t
t
P P
e te
e
e te te
e t
e
e
e
λ λ
λ
λ λ λ
λ λ
λ λ
λ
λ λ
Λ −=
    
=     −    
 −
=  
− + + 
Calculation (7) 
2/ 4 0D b c= − =Case :
0
1 0
2
2 1
( ) ,
( )
( ) ( 1)
tA
t t t
t t
U t e U
u t ue te te
u t ue t e
λ λ λ
λ λ
λ
λ λ
=
 −   
=     − + +    

Inner Product (1) 
( )1 2 3 1 2 3
1 1 2 2 3 3
2 2 2
1 2 3
2 2 2
1 2 3
, , , ( , , )
( , )
cos
a a a b b b
a b a b a b
a a a
b b b
θ
= =
⇒
= + +
= ⋅
= + +
= + +
a b
a b
a b
a
b
Inner Product (2) 
( )1 2 1 2
1 1 2 2
, , , , ( , , , )
( , )
n n
n n
a a a b b b
a b a b a b
= ⋅⋅ = ⋅⋅
⇒
= + + ⋅⋅+
a b
a b
Cross Product (1) 
( ) ( )
( )
1 2 3 1 2 3
2 2 3 3 1 1
3 3 1 1 2 2
2 3 3 2 3 1 1 3 1 2 2 1
, , , , ,
, ,
, ,
a a a b b b
a b a b a b
a b a b a b
a b a b a b a b a b a b
= =
⇒
×
 
=  
 
= − − −
a b
a b
Cross Product (2) 
( ) ( )1 2 3 1 2 3, , , , ,
sin
a a a b b b
θ
= =
⇒
× = ⋅
a b
a b a b
Gradient 
grad , ,f f ff
x y z
∂ ∂ ∂ 
=  ∂ ∂ ∂ 
Rotation (1) 
rot ( , , )
, ,
f g h
h g f h g f
y z z x x y
 ∂ ∂ ∂ ∂ ∂ ∂
= − − − ∂ ∂ ∂ ∂ ∂ ∂ 
Rotation (2) 
( ), , , ,
( , , )
rot ( , , )
x y z x y z
f g h
f g h
 ∂ ∂ ∂
∇ = ∂ ∂ ∂ =  ∂ ∂ ∂ 
=
⇒
=∇×
F
F
Rotation (3) 
rot ( , , )
, ,
, ,
y z z x x y
f g h
g h h f f g
h g f h g f
y z z x x y
= ∇×
 ∂ ∂ ∂ ∂ ∂ ∂ 
=  
 
 ∂ ∂ ∂ ∂ ∂ ∂
= − − − ∂ ∂ ∂ ∂ ∂ ∂ 
F
Divergence (1) 
div ( , , ) f g hf g h
x y z
∂ ∂ ∂
= + +
∂ ∂ ∂
Divergence (2) 
( ), , , ,
( , , )
div ( , , )
x y z x y z
f g h
f g h
 ∂ ∂ ∂
∇ = ∂ ∂ ∂ =  ∂ ∂ ∂ 
=
⇒
=∇
F
F
Well-known Formulas 
rot grad =0f
div rot 0=v

2-dimensional Domain 
Ω
∂Ω
n
Green’s Theorem (1) 
f g dxdy
x y
fdy gdx
Ω
∂Ω
 ∂ ∂
− ∂ ∂ 
= +
∫∫
∫
Green’s Theorem (2) 
div
( , )
dv ds
f g
Ω ∂Ω
= ⋅
=
∫∫ ∫F F n
F

3-dimensional Domain 
Ω∂Ω
Gauss’ Divergence Theorem (1) 
f g h dxdydz
x y z
fdydz gdzdx hdxdy
Ω
∂Ω
 ∂ ∂ ∂
+ + ∂ ∂ ∂ 
= + +
∫∫∫
∫∫
Gauss’ Divergence Theorem (2) 
div
( , , )
D D
dV dS
f g h
∂
= ⋅
=
∫∫∫ ∫∫F F n
F

Gauss’ Theorem (Magnetic Field) 
( ) 0
( )
D
x dS
x
∂
⋅ =
=
∫∫
Magnetrost
B n
B atics
Gauss’ Theorem (Electric Field) 
0
0
1( ) ( )
( )
( )
D D
E x dS x dx
E x
x
ρ
ε
ρ
ε
∂
⋅ =
=
=
=
∫∫ ∫∫∫
Electric Density
Inductive Cap
Electrostatic Fie
acity in Free S
n
ld
pace

Surface 
SS∂
Stokes’ Theorem (1) 
S
S
h g f h g fdydz dzdx dxdy
y z z x x y
fdx gdy hdz
∂
   ∂ ∂ ∂ ∂ ∂ ∂ − + − + −    ∂ ∂ ∂ ∂ ∂ ∂    
= + +
∫∫
∫
Stokes’ Theorem (2) 
rot ,
( , , )
S S
dS d
f g h
∂
⋅ = ⋅
=
∫∫ ∫F n F s
F

Faraday’s Law 
( )( , ) ( , ) ,
( , , )
S S
d x t dS x t d
dt
d dx dy dz
∂
− ⋅ = ⋅
=
∫∫ ∫B n E r
r

