A continuous approximation framework for non-linear stochastic as well as deterministic discrete maps is developed. For the stochastic map with uncorelated Gaussian noise, by successively applying the Itô lemma, we obtain a Langevin type of equation. Specifically, we show how non-linear maps give rise to a Langevin description that involves multiplicative noise. The multiplicative nature of the noise induces an additional effective force, not present in the absence of noise. We further exploit the continuum description and provide an explicit formula for the stable distribution of the stochastic map and conditions for its existence. Our results are in good agreement with numerical simulations of several maps.
I. INTRODUCTION
A dynamical description of most physical situations is achieved by means of differential equations. For systems where noise is present, a common dynamical description is by means of a stochastic differential equation (SDE) . A well-known example is the drift-diffusion equation describing the dynamics of some variable X as a function of time t, dX t = µ t dt + σ t dB t .
(
Here, B t is a Wiener process [1] , or, more simply, the noise term (as it commonly called in physics), σ t is the noise variance, and µ t is the drift term. The behavior of SDEs has been extensively explored due to its countless applications in physics, chemistry and economics and many other fields [1] . For example, the physical analog of Eq. (1), the overdamped Langevin equation, is a common tool for theoretical and computational studies of Brownian motion and thermal noise in electrical resistors [2] . Since X is a random variable that fluctuates as a function of time, its values attain a time-dependent distribution P t (X). The
Fokker-Planck equation dictates the evolution with time of P t (X) and for specific types of processes a stable distribution exists, so that P t (X) → P ∞ (X) as t → ∞ [3] . The way to find the stable distribution is well established and takes the form of the Maxwell-Boltzmann distribution P ∞ (X) ∝ exp (−U (X)/k B T ). The potential U (X) is defined by the drift term (when it is independent of t) and k B T (Boltzmann constant × temperature) is proportional to σ t (when the variance is constant).
The discrete-time analogs of differential equations are maps. Maps have been also a subject of extensive research in fields like non-linear dynamics and chaos theory [4, 5] .
Simply speaking, X t G − → X t+1 is a one-dimensional discrete map such that X t+1 = G(X t ), and the functional properties of G determine objects such as fixed points and limit cycles.
The discrete analog of an SDE is a stochastic map (SM)
where η t is a general random variable. SMs appeared in the mathematical literature [6, 7] quite a while ago and are widely used in financial mathematics as well [8] . The effects of noise on chaotic systems drew attention to SMs as well [9] [10] [11] [12] [13] [14] . Recent biological applications, concerned with bacteria growth and protein expression use SMs as basic models [15] [16] [17] [18] .
Generally, for every process that depends on a discrete parameter and for which intrinsic (or extrinsic) noise is unavoidable, the proper description will be in terms of an SM. SMs are in fact relevant even in the context of continuous times processes described by SDEs.
Any numerical method for an SDE is based on simulations of the discretized form of the SDE [19] , a form which usually looks like Eq. (2) with G(X t ) = X t + a(X t ), where a(X t ) is some general function.
While, as mentioned, stochastic maps appear in a quite large variety of disciplines, their treatment is usually restricted to the known exact solution of a linear map [10, 15, 17] . A general approach to stochastic maps is missing, especially in the context of properties of their stable distributions P ∞ (X). The goal of this manuscript is to develop a continuous approximation for SMs, an approximation that will result in an SDE similar to Eq. (1).
With such an approximation in hand, it will be possible to exploit the well-developed theory of Langevin and Fokker-Planck equations. Specifically, the stability properties of the SM can be deduced from the existence of a stable P ∞ (X) as a stationary solution of the Fokker-
We restrict our treatment of SM to the specific case of Gaussian and uncorrelated η t and develop a continuous approximation when η t is independent of X. The obtained approximation is applied to several (linear and non-linear) SMs, some of which intentionally don't fit the original restrictions of the approximation method with respect to noise properties.
The results show that careful application of the derived approximation leads to a quite satisfactory description of SM stable behavior in terms of the associated continuous SDE.
II. NON-STOCHASTIC MAP APPROXIMATION
We start with an approximation method for a noise-free discrete analog of Eq. (2),
Our continuum approximation assumes that t can take any value in R and that X t (t) is differentiable with respect to t. The general solution that we seek is of the form
where b(X t ) is some yet unknown function. It is clear that b(X t ) must satisfy, ∀t, a(X t ) = is assumed to be infinitely differentiable. Applying the Euler-Maclaurin formula [20] , we obtain for a(X t ),
where B i are Bernoulli numbers. From Equations (3), (4) and (5) we obtain
Equation (6) is an expansion for b(X t ). The first order approximation will simply be b(X t ) = a(X t ). At second order we get b(X t ) = a(X t ) − (1/2) da(X t )/dt. Using the chain rule for the t derivative of a(X t ) and the differential form of Eq. (4), i.e., d X t /dt = b(X t ), we obtain
The second order continuous approximation for the map X t is then given by
The higher-order approximations are obtained by taking additional terms in the sum on the right hand side (r.h.s) of Eq. (6) and exploiting the chain rule for the derivatives of a(X t ). Instead of an algebraic equation for b(X t ), we will obtain a differential equation.
The differential equation for b(X t ) is then transformed into an algebraic equation by substituting the explicit result of previous approximations for the derivatives ∂b(X t )/∂X t . For example, the third order expansion of b(X t ) is provided by truncating the sum in Eq. (6) at
. By means of Eq. (7) , this is transformed into a quadratic equa-
The linear map of the form X t+1 = X t − αX t is a trivial example. The continuous approximation is always of the form X t = X 0 exp(−z l (α)t). The first, second and third
t is presented in Fig. 1 (a) . The Pomeau-Manneville map [21] is used as a model of intermittent behavior [22] , given by the formula
where X is unbounded. First and second order approximations are solutions of dX t /dt =
, respectively. The solutions of these two differential equations are clearly different. In Fig. 1(b) a numerical comparison between the actual behavior of the map and these approximations is presented. From the figure it is clear that the second order and first order approximations are comparable in the vicinity of t = 0. While the first order approximation strongly deviates from actual solution, the second order approximation stays very close for the whole domain 0 ≤ X t ≤ 1.
III. FIRST AND SECOND ORDER STOCHASTIC MAP APPROXIMATIONS
The treatment of a SM is similar in some sense to the approximation for the non-stochastic map. The equation for the SM is taken to be
where η t is the stochastic part. For simplicity we assume that η t is a random variable with Gaussian distribution, zero mean and constant second moment. We assume that the continuous approximation can be written in the following form
for any t and t 0 . b(X t ) and c(X t ) are some as yet unknown functions of the random variable X t . B t is a Wiener process, or physically speaking, the noise term. The differential analog of Eq. (12) is
which is similar, as mentioned above, to the Langevin equation with drift term, b(X t ), and multiplicative noise, c(X t ). Similarly to what has been done in Sec. II, we impose that ∀t 0 , b(X t ) and c(X t ) must satisfy:
While the first term on the r.h.s is similar to the pure deterministic term in Eq. (4), the next term on the r.h.s of Eq. (14) appears only due to the presence of stochastic term η t in SM. Having assumed that η t is Gaussian and uncorrelated noise, this tern can be decomposed into a sum of Gaussian variables, which we approximate as The next step of approximation is to write a(X t ) as an integral. In Sec. II we used the Euler-Maclaurin formula for this purpose, but now we are treating stochastic variables and the usual rules of calculus do not apply. We start the approximation by stating that for the
Eq. (15) looks similar to the usual calculus differential rules, but it is actually a specific case of a more general differential formula which involves Wiener processes. Specifically,
according to the Itô formula [1] . By integration of Eq. (15) we obtain
The first term on the r.h.s gives the first order approximation, similar to the result that we obtained for the deterministic map. Here,
c(X t ) dB t and the first order approximation is
The second order approximation includes the first and the second terms on the r.h.s of Eq. (17), i.e.
By applying Eq. (16) we obtain
Comparison of the integrands provides the result
and the second-order continuous approximation of the SM is
Eq. (21) (11) can be viewed as a simple integration scheme with ∆t = 1, by generalizing it to arbitrary ∆t and rederiving the continuous approximation the stability of the scheme can be tested by probing the normalizability of the stable distribution.
We now turn to a comparison between the behavior of various SMs and their approximations, as given by Eq. (21) . A single realization of the SM will provide a random trajectory for X t for different t, as will Eq. (21) and Eq. (18) . Instead of comparing different random trajectories, we will compare the approximations to the stable distributions of X t (if they exist) for t → ∞.
IV. STABLE DISTRIBUTIONS For X t described by an SM of a form similar to Eq. (11) the behavior is random due to the presence of the noise term η(t). The distribution of X t changes in time and is given by P t (X t ). For some classes of SMs this distribution will converge to a stationary distribution: Eqs (18) and (21); this is a standard task widely described in the literature [3] .
The appropriate Fokker-Planck equation for the stochastic process in Eq. (13) is
where the Itô convention was used [25] . In the limit t → ∞, X t → X and P t (X t ) → P (X),
Eq. (22) is transformed into
Eq. (23) can be compared to the standard form of the stable solution of a Fokker-Planck equation for a thermal process. The main difference is the presence of the term c(X)dc(X)/dX which produces an additional drift due to the multiplicative nature of the noise. We look for a solution of the form P (X) = N −1 exp (−H(X)), where N is the normalization constant
From Eq. (21) we arrive at a simple form for H(X) for the second-order approximation
For any given approximation of a SM we can now write the stable distribution of X, given it exists. We now show a few examples.
A. Linear Map
The linear SM is the stochastic version of the map described at the end of Sec. II, i.e.
a(X t ) = −αX t , with constant α. The noise term in Eq. (11) is assumed to be Gaussian with zero mean and constant second moment ( η 2 t = η 2 ),
According to Eq. (18) the first-order SM approximation is and therefore, according to Eq. (24), the corresponding first-order stable distribution
This distribution is Gaussian and is compared to the numerical result in Fig. 2 , showing significant deviations. The second moment of the first-order approximation is off by a factor of 2 (see Eq. (30) which is exact at α = 1). Moreover, the distribution P 1 (X) does not significantly change as a function of α, while for α ≥ 2 there is no stable distribution since in the non-stochastic form |X t | will attain larger and larger values as a function of t.
The second-order approximation, Eq. (21), for the SM Eq. (26) . yields the following continuous form
with the corresponding stable distribution P 2 (X) of the form
The comparison to numerics now shows a perfect fit and, moreover, P 2 (X) is the exact stable distribution P (X) for the linear map in Eq. (26) [10, 15, 17] . It is somewhat surprising that while the non-stochastic second order approximation for the same map produces only an approximation, the stable distribution for a linear SM coincides precisely with the secondorder approximation. The nonexistence of a stable distribution for α ≥ 2 is signaled by the fact that for α → 2 the second moment of P 2 (X) diverges.
When the linear map is shifted by some constant a 0 , i.e., a(X) = −αX + a 0 , the form of the solution does not change much. The normalization constant changes and the function is still a Gaussian, but with non-zero mean, ∼ exp (−(α − α 2 /2)(X − a 0 /α) 2 / η 2 ). The same effect occurs when the noise has a non-zero mean, η t = a 0 , as presented in Fig. 2 .
B. Non-Linear Maps

Asymptotically Linear Map
Consider the behavior of the map
The function a(X t ) of the presented map is asymptotically (X t → ±∞) linear with coefficients p + and p − . The function H(X) for the stable distribution of in Eq. (32) is quite interesting. Specifically, we notice that H(X) is not simply proportional to 1/ η 2 . This means that increasing the noise strength will not simply lead to rescaling as one would expect for the Langevin description (with additive noise). In Fig. 3(a) we plot the behavior of P (X) for a piece-wise linear map (p − = 1 and p + = 0.1) and very low noise
The maximum of the distribution is located at X = 0 as is expected from the deterministic stable point α(0) = 0. No other deterministic fixed points exists. In panel (b)
we increase the noise while leaving the deterministic parameters unchanged. We notice that the maximum of the distribution has changed to X ≈ −0.35. The first order approximation of H(X) is homogeneous in η 2 and still has its maximum at X = 0. The second order approximation (while slightly off the numerically obtained distribution) predicts this effect correctly. For the SM there is coupling between noise and the non-linearity (or asymmetry) of the mapping. Due to this coupling one must be cautious while addressing the noise strength as an effective temperature, the noise has multiplicative properties and creates an effective force [25] .
Hyperbolic Tangent Map
We define a non-linear map of the following form The function a(X t ) is asymptotically constant, z is a parameter. The function H(X) for the approximate stable distribution of X t , P (X) ∼ exp (−H(X)) is
In Fig. 4 we present various behaviors of the stable distribution. For sufficiently low values of the noise strength and the parameter z the fit is very good. The behavior is non-Gaussian since the decay of the stable distribution is exponential, as can be seen from panel (b) of the figure. The decay follows ∼ exp(−2zx/ η 2 ). Panels (c) and (d) show that the technique developed in this manuscript is still only an approximation. A discrepancy between the approximation and the actual behavior is observed as the parameter z is increased. While the second-order approximation exhibits a double-peaked distribution, the simulation reveals a single maxima. The two peaks are a signature of the appearance of a limit cycle for the deterministic part of the mapping, but it wiped out, as seen in the simulation, by the presence of noise. For larger values of z the mapping does start to show the presence of two phases (not shown) but the quality of the approximation in this regime is even worse.
Approximation Limits
For the SMs presented so far the continuous approximation worked well, and only for some parameters of the hyperbolic tangent map, Eq. 33, some discrepancies were observed.
The discrepancy between the SM stable distribution and P (X) = N −1 exp (−H(X)) with H(X) provided by Eq. (25) is not coincidental. Since several assumption were invoked while deriving Eq. (21) those assumptions must be satisfied when approximating a given SM.
The noise must be uncorrelated Gaussian noise and the derivative |∂a(X)/∂X| sufficiently small. The second condition is due to the fact that essentially the derived approximation is a series expansion truncated after two terms. If the local derivative is sufficiently large, both deterministic and stochastic parts of Eq. (21) are unbounded. At the level of the stable distribution, the fact that we used a series expansion suggests that the correction term, i.e. the ln term on the r.h.s of Eq. (25), should be small. When the map derivative is large so is the ln term and noticable discrepancies between the true and approximated behavior are expected. Explicitly, for the hyperbolic tangent map the the presented discrepancy in The second limitation is non-correlated Gaussian noise. The approximation was developed under this strict assumption which allows the derivation of Eq. (14) and other kind of noises can't be simply represented as a Wiener integral. The presented approximation has no way to account for the non-Gaussian nature of the noise. Under some circumstances one can expect that Gaussian noise approximation to be sufficient, since a sum of random variables is well approximated by a Gaussian distribution, given that the first and second moments exist. However, during iterative application of the SM the noise η t is not simply a sum of uncorrelated random variables, and so this argument does not hold. In strength and variance but also on the deterministic part of the map.
C. Stability criterion
In the previous subsection, we dealt with the stable distribution of the SM and our approximation to it. The condition for an SM to attain a stable distribution is not obvious when considering the map itself. The continuous approximation, on the other hand, provides a simple prescription for the existence of a stable distribution. From Eq. (23) and Eq. (25) it is clear that the existence of a stable solution depends on the form of H(X). Since the solution is of the form exp (−H(X)), H(X) must stay greater than 0 for X → ±∞.
Otherwise, the solution is non-normalizable, i.e., N → ∞, and no stationary solution exists.
The form of H(X) is provided by Eq. (25) and in order to fulfill this condition the integral of a(X) must be negative and satisfy a(X) dX < − 1 4 a(X) 2 for sufficiently large |X|. This sets an upper bound for the behavior of |a(X)| as X → ±∞. The limit growth of |a(x)| is |2X|. For any function that is growing faster than (or at the same rate as) |2X| we expect to obtain unstable behavior. In Fig. 8 two cases of unstable behavior are presented. A stable distribution is unachievable since any given trajectory X t will eventually escape to infinity.
The time of escape will vary but, eventually, a scenario similar to the one presented in Fig. 8 will develop.
The "physical" reasoning behind the proposed limit is as follows. The SDE equation is governed by trajectories that escape to infinity. It may happen that locally H(X) has a minimum and if the noise is not significantly high the process will stay for a very long time in the vicinity of this minimum. Still, due to fluctuations, the particle is bound to escape. In the stability criterion we have derived, only the first two terms of H(X) were exploited. It has been already shown that the correction term, i.e. the ln(| . . . |), can take large values and be the cause of large discrepancies between the approximation and the true behavior (see Sec. IV B 3). From the examples presented, we see that the discrepancies are local (for Gaussian noise) while the stability criterion is based on the asymptotic behavior of H(X). The series truncation that was performed while deriving Eq. (21) significantly changes H(X) and thus can affect its local shape and thereby determine the time-scale of escape to infinity ("physically" speaking, the height and existence of local potential barriers).
However, since all the corrections are functions of derivatives of a(X) we conjecture that only −2 a(X) dX − a(X) 2 /2 determines the asymptotic binding properties of H(X).
V. SUMMARY
We have presented a systematic approach for the continuous approximation of discrete maps, both stochastic and non-stochastic. For the non-stochastic case, we obtained an approximation which describes the temporal evolution of the map. The comparison to a linear map and the Pomeau-Manneville map shows good agreement between our approximation and the true behavior (obtained numerically). For the stochastic case we utilized the Itô stochastic calculus in order to approximate the discrete map as a type of Langevin equation.
In the case where the map is non-linear, the second order approximation yields an equation
with the presence of multiplicative noise. We derived an equation for the stable distribution of an SM with uncorrelated Gaussian noise and compared it to numerically obtained distributions of several SMs . The multiplicative noise can manifest itself as an effective coupling between the deterministic part of the map and the noise strength. It might be physically very important to understand when the process ceases to describe a stable situation. The derived continuous approximation provides a simple criterion for stability of SM depending on the normalizability of the obtained distribution.
While the approximation works quite well for moderate non-linearity and noise values, due to the perturbative nature of the approximation it can break down imn more extreme cases. Indeed we have seen that the second order SM stops working when the local jumps (of the map evolution) become sufficiently large. Further exploration of the presented approximation carried out to higher orders is needed. We expect that the presented results will become quite valuable in any field where noise and discreteness of evolution parameter is essential, for example, cell division, since cell divisions are discrete events [18, [32] [33] [34] [35] [36] .
