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LIPSCHITZ ESTIMATES IN QUASI-BANACH SCHATTEN IDEALS
E. MCDONALD AND F. SUKOCHEV
Abstract. We study the class of functions f on R satisfying a Lipschitz estimate in the Schatten
ideal Lp for 0 < p ≤ 1. The corresponding problem with p ≥ 1 has been extensively studied,
but the quasi-Banach range 0 < p < 1 is by comparison poorly understood. Using techniques
from wavelet analysis, we prove that Lipschitz functions belonging to the homogeneous Besov
class B˙
1
p
p
1−p
,p
(R) obey the estimate
‖f(A) − f(B)‖p ≤ Cp(‖f
′‖L∞(R) + ‖f‖
B˙
1
p
p
1−p
,p
(R)
)‖A −B‖p
for all bounded self-adjoint operators A and B with A−B ∈ Lp. In the case p = 1, our methods
recover and provide a new perspective on a result of Peller that f ∈ B˙1
∞,1 is sufficient for a
function to be Lipschitz in L1. We also provide related Ho¨lder-type estimates, extending results
of Aleksandrov and Peller. In addition, we prove the surprising fact that non-constant periodic
functions on R are not Lipschitz in Lp for any 0 < p < 1. This gives counterexamples to a 1991
conjecture of Peller that f ∈ B˙
1/p
∞,p(R) is sufficient for f to be Lipschitz in Lp.
1. Introduction
Let H be a (complex and separable) Hilbert space, and denote the operator norm by ‖ · ‖∞. A
function f : R→ C is said to be operator Lipschitz if there exists a constant Cf such that
‖f(A)− f(B)‖∞ ≤ Cf‖A−B‖∞, A,B ∈ Bsa(H)
where Bsa(H) denotes the space of all bounded self-adjoint linear operators on H . It has been
known since the work of Farforovskaya that not all Lipschitz functions are operator Lipschitz
[22] and it was later discovered that even the absolute value function f(t) = |t| is not operator
Lipschitz [19]. The problem of characterising the class of operator Lipschitz functions has received
considerable attention, with early contributions from Daletskii and Krein [16, 17] and substantial
advances by Birman, Solomyak [7, 8, 9], Aleksandrov, and Peller [2, 3, 34]. Some surveys on the
topic are [4, 11, 35, 45]. At present no analytic condition on f that is both necessary and sufficient
for f to be operator Lipschitz is known, however it has been proved by Peller that it is sufficient
for f to be Lipschitz and in the homogeneous Besov class B˙1∞,1(R) [34, Theorem 2]. In other
words, it suffices that f be Lipschitz and∫ ∞
0
sup
t∈R
|f(t+ h)− 2f(t) + f(t− h)|
dh
h2
<∞.
Slightly weaker sufficient conditions are due to Arazy, Barton and Friedman [6], [4, Section 3.13].
A more general problem which has also been of interest to many authors involves Lipschitz
estimates in operator ideals, the most important of which are the Schatten-von Neumann ideals.
For 0 < p < ∞ the Schatten-von Neumann ideal Lp is defined as the class of operators T on
H with ‖T ‖p := Tr(|T |p)1/p < ∞, where Tr is the operator trace. A function f is said to be
Lp-operator Lipschitz if there is a constant Cf,p > 0 such that
(1.1) ‖f(A)− f(B)‖p ≤ Cf,p‖A−B‖p, A,B ∈ Bsa(H), A−B ∈ Lp.
It is well-known that all Lipschitz functions are L2-operator Lipschitz, and that the class of L1-
operator Lipschitz functions coincides with the class of operator Lipschitz functions. It is now
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known that if 1 < p < ∞ then for (1.1) to hold it is necessary and sufficient that f be Lipschitz
[38]. It is also known that Lipschitz functions satisfy a weak-type estimate in L1 [13, 14].
By contrast, the range 0 < p < 1 is poorly understood. The primary obstacle is that for this
range of p, the ideal Lp is not a Banach space, but merely a quasi-Banach space. The failure of the
triangle inequality makes many of the methods used in the p ≥ 1 case inapplicable. For example,
Peller’s proof in [34] of the sufficiency of f ∈ B˙1∞,1(R) for a Lipschitz function to be operator
Lipschitz is based on a representation of f(A)− f(B) as an operator-valued integral. Since Lp is
a quasi-Banach space when p < 1, the usual theories of Bochner or weak integration break down
for Lp-valued functions and it does not appear to be possible to adapt the proof of [34, Theorem
2] to the quasi-Banach case. Nonetheless, a number of important results for 0 < p < 1 have been
found by Rotfel’d [41, 42], Aleksandrov and Peller [33, 1, 5], and Ricard [40].
For 0 < p < 1 some results are known in the corresponding theory of operator Lipschitz functions
of unitary operators. Peller has proved [33, Theorem 1] that if 0 < p ≤ 1 and φ ∈ B
1
p
∞,p(T) (a
Besov space on the unit circle) then for all unitary operators U and V on H with U − V ∈ Lp we
have the inequality
(1.2) ‖φ(U)− φ(V )‖p ≤ cp‖φ‖
B
1
p
∞,p(T)
‖U − V ‖p.
Peller also proved [33, Theorem 3] that the condition φ ∈ B
1/p
p,p (T) is necessary for φ to satisfy a
Lipschitz estimate of the form (1.2) (but possibly with a different constant).
In 1991, Peller conjectured that a similar result holds for functions on R, namely that if f ∈
B˙
1
p
∞,p(R) then f is Lp-operator Lipschitz [34, Page 14].
Via the Cayley transform, it is possible to directly infer sufficient conditions for a function
f : R → C to satisfy (1.1) from (1.2). However, we are not aware of any previous detailed study
of Lp-operator Lipschitz functions on R for 0 < p < 1. The following surprising example (proved
in Section 3.1) is evidence that the theory is in fact very different from the case of functions on T.
Theorem 1.0.1. Let f : R → C be a non-constant periodic function. Then f is not Lp-operator
Lipschitz for any p ∈ (0, 1).
Theorem 1.0.1 proves that even C∞ functions with all derivatives bounded are not necessarily
Lp-operator Lipschitz for any 0 < p < 1. In particular, the function h(t) = eit is not Lp-operator
Lipschitz for any p ∈ (0, 1). This provides a counterexample to Peller’s conjecture stated above,
as h belongs to the homogeneous Besov space B˙
1/p
∞,p(R) for every p ∈ (0, 1). The main result of
this paper is the following theorem, which provides a general sufficient condition for a function to
be Lp-operator Lipschitz naturally extending [34, Theorem 2].
Theorem 1.0.2. Let 0 < p ≤ 1, and let f be a Lipschitz function on R belonging to the homoge-
neous Besov space B˙
1
p
p
1−p ,p
(R). There exists a constant Cp > 0 such that for all bounded self-adjoint
operators A and B with A−B ∈ Lp we have
‖f(A)− f(B)‖p ≤ Cp(‖f
′‖L∞(R) + ‖f‖
B˙
1
p
p
1−p
,p
(R)
)‖A−B‖p.
(Here, and throughout, we use the convention that p1−p =∞ when p = 1.)
The assumption that A and B are bounded is made only for the convenience of exposition, and
can very likely be removed. The constant Cp does not depend on the operator norms of A or B.
Standard arguments show that Theorem 1.0.2 also implies commutator estimates of the form
‖f(A)X −Xf(A)‖p ≤ Cp(‖f
′‖∞ + ‖f‖
B˙
1
p
p
1−p
,p
)‖AX −XA‖p
and more generally quasi-commutator estimates of the form
‖f(A)X −Xf(B)‖p ≤ Cp(‖f
′‖∞ + ‖f‖
B˙
1
p
p
1−p
,p
)‖AX −XB‖p.
See Section 2.4 below for details.
LIPSCHITZ ESTIMATES IN QUASI-BANACH SCHATTEN IDEALS 3
In the case p = 1, Theorem 1.0.2 reduces to Peller’s sufficient condition [34, Theorem 2]. In
his original proof, the function f was decomposed into Littlewood-Paley components. However
we have been unable to adapt these methods to p < 1 due to the existence of non-Lp-operator
Lipschitz functions with compactly supported Fourier transform from Theorem 1.0.1.
Our proof of Theorem 1.0.2 is instead based on the decomposition of f into wavelet series.
Wavelet-based methods have had a considerable impact on harmonic analysis and approximation
theory over the past three decades, however to our knowledge this is the first time that the wavelet
decomposition has been applied in the study of operator Lipschitz functions. We note tangentially
that wavelets were used by Peng in the related topic of integral multipliers [36], although otherwise
this potentially very fruitful technique has yet to be exploited.
We do not discuss necessary conditions here, however a necessary condition for f to be Lp-
operator Lipschitz for 0 < p ≤ 1 in terms of Hankel operators has been found by Peller, see [34,
Theorem 6] for details.
A related theme is operator Ho¨lder continuity, which has been studied extensively by Aleksan-
drov and Peller [2, 3]. In Sections 4.5 and 4.6 we also prove a number of Ho¨lder-type estimates,
extending some of the results in [2]. For example, we prove that if 0 < α < 1 and 0 < p ≤ 1 then
for all f ∈ B˙
α+ 1−p
p
p
1−p ,∞
(R) we have
‖f(A)− f(B)‖ p
α
,∞ ≤ Cp,α‖f‖
B˙
α+
1−p
p
p
1−p
,∞
(R)
‖A−B‖αp , A,B ∈ Bsa(H), A−B ∈ Lp.
Here, ‖ · ‖ p
α
,∞ is a weak Schatten quasi-norm. Strictly speaking we prove that this inequality
holds under certain additional technical assumptions on f , see Section 4.6 for details. This result
extends [2, Theorem 5.4], and coincides with that result for p = 1.
We wish to extend our gratitude to Dmitriy Zanin for many helpful discussions and suggestions
relating to this paper and to Jinghao Huang for his careful reading and comments.
2. Preliminaries
2.1. Operator ideals and Schur multipliers. We recall some details concerning Schatten ideals
and Schur multipliers. Additional details on Schatten Lp spaces may be found in [25, 44], and for
further discussion of Schur multipliers see [11, 37, 45, 40, 1, 5]. Let H be a Hilbert space. Denote
by B(H) the algebra of all bounded linear operators on H , with operator norm denoted ‖ · ‖∞.
Given a compact operator T ∈ B(H), denote by µ(T ) = {µ(j, T )}∞j=0 the sequence of singular
values of T , which may be defined as
µ(j, T ) := inf{‖T −R‖∞ : rank(R) ≤ j}.
Equivalently, µ(T ) is the sequence of eigenvalues of the absolute value |T | arranged in non-
increasing order with multiplicities.
For 0 < p <∞, denote by ℓp the space of p-summable sequences. The Schatten-von Neumann
Lp space is the space of compact operators T with singular value sequence in ℓp. That is, Lp is
the set of compact operators T such that
‖T ‖p := Tr(|A|
p)
1
p =
 ∞∑
j=0
µ(j, T )p
1/p = ‖µ(T )‖ℓp <∞.
For p ≥ 1, this defines a Banach norm on Lp. For 0 < p < 1, this is only a quasi-norm obeying
the p-triangle inequality
‖T + S‖pp ≤ ‖T ‖
p
p + ‖S‖
p
p, T, S ∈ Lp.
See [30, Proposition 6], [41].
We will also briefly refer to weak Lp-norms. For p ∈ (0,∞), the weak Lp-norm is defined by
(2.1) ‖T ‖p,∞ := sup
n≥0
(n+ 1)
1
pµ(n, T ).
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2.2. Schur multipliers of Lp. Let n ≥ 1. The Schur product of two matrices A,B ∈ Mn(C) is
defined as the entry-wise product
A ◦B = {Aj,kBj,k}
n
j,k=1.
For 0 < p ≤ 1, the Lp-bounded Schur multiplier norm of A is defined as
‖A‖mp := sup
‖B‖p≤1
‖A ◦B‖p.
Note that
(2.2) ‖A ◦B‖mp ≤ ‖A‖mp‖B‖mp .
The p-subadditivity of the Lp-quasi-norm readily implies that
(2.3) ‖A+B‖pmp ≤ ‖A‖
p
mp + ‖B‖
p
mp .
Indeed, by definition we have
‖A+B‖pmp = sup
‖X‖p≤1
‖(A+B) ◦X‖pp ≤ sup
‖X‖p≤1
(‖A ◦X‖pp + ‖B ◦X‖
p
p) ≤ ‖A‖
p
mp + ‖B‖
p
mp .
For p ≤ 1, the mp-quasi-norm can be computed using rank one matrices. For 1 ≤ n ≤ ∞, we
denote by ℓn2 either C
n if n <∞ or ℓ2(N) if n =∞.
Lemma 2.2.1. Let A ∈Mn(C) where 1 ≤ n ≤ ∞ and assume that 0 < p ≤ 1. Then
‖A‖mp := sup
‖ξ‖≤1, ‖η‖≤1
‖A ◦ (ξ ⊗ η)‖p.
The supremum here is over vectors ξ, η in the unit ball of ℓn2 , and ξ ⊗ η denotes the rank one
matrix
(ξ ⊗ η)j,k = ξjηk, 1 ≤ j, k ≤ n
where ξj and ηk denote the j and kth entries of ξ and η respectively.
Proof. The matrix ξ ⊗ η is proportional to a rank one projection with constant equal to ‖ξ‖‖η‖.
Therefore,
‖ξ ⊗ η‖p = ‖ξ‖‖η‖ ≤ 1.
It follows that
sup
‖ξ‖,‖η‖≤1
‖A ◦ (ξ ⊗ η)‖p ≤ ‖A‖mp .
Using the Schmidt decomposition, if B ∈ Mn(C) then there exist sequences {ξj}
n−1
j=0 , {ηj}
n−1
j=0 of
unit vectors in ℓn2 such that
B =
n−1∑
j=0
µ(j, B)ξj ⊗ ηj .
By the p-subadditivity of the Lp-quasi-norm, we have
‖A ◦B‖pp ≤
n−1∑
j=0
µ(j, B)p‖A ◦ (ξj ⊗ ηj)‖
p
p ≤
n−1∑
j=0
µ(j, B)p
 sup
‖ξ‖,‖η‖≤1
‖A ◦ (ξ ⊗ η)‖pp.
By definition,
∑n−1
j=0 µ(j, B)
p = ‖B‖pp. Therefore
‖A‖mp ≤ sup
‖ξ‖,‖η‖≤1
‖A ◦ (ξ ⊗ η)‖p.

A property of the mp-Schur norm that we shall use frequently is the following:
Lemma 2.2.2. Let A ∈Mn(C), where 1 ≤ n ≤ ∞. If A′ is a submatrix of A, then
‖A′‖mp ≤ ‖A‖mp
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It follows that adding rows or columns to a matrix cannot decrease the mp-norm.
Following the notation of Aleksandrov and Peller [1], for 0 < p ≤ 1 a conjugate index p♯ is
defined by
p♯ :=
{
p
1−p , p < 1,
∞, p = 1.
That is, p♯ is the unique element of (0,∞] such that
1
p
=
1
p♯
+ 1.
As an application of the Ho¨lder inequality for Schatten ideals [25, Property 2, page 92], [30, Lemma
1], it follows that
(2.4) ‖AB‖p ≤ ‖A‖p♯‖B‖1, 0 < p ≤ 1.
Therefore, Lemma 2.2.1 implies that
(2.5) ‖A‖mp = sup
‖ξ‖,‖η‖≤1
‖A ◦ (ξ ⊗ η)‖p ≤ ‖A‖p♯ .
(c.f. [1, Theorem 3.1]). There also holds the Ho¨lder inequality for sequences
(2.6) ‖xy‖ℓp ≤ ‖x‖ℓp♯‖y‖ℓ1, x ∈ ℓp♯ , y ∈ ℓ1.
The next lemma is a very slight modification of [1, Theorem 3.2]. For 1 ≤ n < ∞, denote
by {ej}
n−1
j=0 the canonical basis of the n-dimensional vector space ℓ
n
2 . The matrix basis of Mn(C)
shall be denoted {ej ⊗ ek}
n−1
j,k=0. A matrix X ∈ Mn(C) is said to be diagonal with respect to
{ej ⊗ ek}
n−1
j,k=0 when 〈ej , Xek〉 = 0 for j 6= k.
Lemma 2.2.3. Let A ∈ Mn(C), 1 ≤ n ≤ ∞ be a matrix having a generalised block diagonal
structure in the following sense: There exist pairwise orthogonal projections {pj}Nj=1 and {qj}
N
j=1,
diagonal with respect to the matrix basis {ej ⊗ ek}nj,k=1 such that
∑N
j=1 qj =
∑N
j=1 pj = 1 and
A =
N∑
j=1
pjAqj .
It follows that for 0 < p < 1 we have
‖A‖mp ≤
 N∑
j=1
‖pjAqj‖
p♯
mp

1
p♯
.
and
‖A‖m1 ≤ max
1≤j≤N
‖pjAqj‖m1.
Proof. Let 0 < p < 1, and let ξ, η ∈ ℓ2. Define
ξj = pjξ, ηj = qjη, 1 ≤ j ≤ N.
Then
A ◦ (ξ ⊗ η) =
N∑
j=1
pjAqj ◦ (ξ ⊗ η)
Denote by Dξ and Dη the diagonal matrices defined by ξ and η. That is, Dξ is the diagonal matrix∑n
j=1 ej ⊗ ej〈ej , ξ〉 and similarly with Dη. Then
pjAqj ◦ (ξ ⊗ η) = DξpjAqjDη.
Since pj and qj are diagonal, it follows that
DξpjAqjDη = (pjDξ)A(qjDη) = DξjpjAqjDηj
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where Dξj and Dηj are the diagonal matrices defined by ξj and ηj respectively. Therefore
A ◦ (ξ ⊗ η) =
N∑
j=1
DξjpjAqjDηj =
N∑
j=1
(pjAqj) ◦ (ξj ⊗ ηj).
Using the p-subadditivity of the Lp-quasi-norm and Ho¨lder’s inequality in the form (2.6), it follows
that
‖A ◦ (ξ ⊗ η)‖pp ≤
N∑
j=1
‖pjAqj‖
p
mp‖ξj‖
p‖ηj‖
p ≤
 N∑
j=1
‖pjAqj‖
p♯
mp

p
p♯
 N∑
j=1
‖ξj‖‖ηj‖
p .
Due to the Cauchy-Schwarz inequality, it follows that
N∑
j=1
‖ξj‖‖ηj‖ ≤
 N∑
j=1
‖ξj‖
2

1
2
 N∑
j=1
‖ηj‖
2

1
2
= ‖ξ‖‖η‖.
Thus,
‖A ◦ (ξ ⊗ η)‖p ≤
 N∑
j=1
‖pjAqj‖
p♯
mp

1
p♯
‖ξ‖‖η‖.
It follows from Lemma 2.2.1 that
‖A‖mp ≤
 N∑
j=1
‖pjAqj‖
p♯
mp

1
p♯
.
An identical argument yields ‖A‖m1 ≤ max1≤j≤N ‖pjAqj‖m1 . 
We also define the mp-Schur norm for matrices indexed by arbitrary, possibly infinite and
uncountable sets.
Definition 2.2.4. If A = {At,s}t,s∈T×S is an infinite matrix indexed by sets T and S, we define
‖A‖mp := sup
|T0|<∞|S0|<∞
‖{At,s}t,s∈T0×S0‖mp .
That is, the mp-norm of an infinite matrix is defined as the supremum of the mp-norms of all finite
submatrices. If ‖A‖mp <∞, then the matrix A is said to be an Lp-bounded Schur multiplier.
The analogy of Lemma 2.2.3 holds for matrices indexed by arbitrary sets, and also note that
the analogy of (2.3) holds. That is,
‖A+B‖pmp ≤ ‖A‖
p
mp + ‖B‖
p
mp
whenever A and B are matrices indexed by the same sets.
2.3. Besov spaces. Denote by S(R) the algebra of all Schwartz class functions on R, with its
canonical Freche´t topology, and denote by S ′(R) its topological dual, the space of tempered dis-
tributions. Let Φ be a smooth function on R supported in the set
[−2,−1 +
1
7
) ∪ (1−
1
7
, 2],
and identically equal to 1 in the set [−2 + 27 ,−1) ∪ (1, 2−
2
7 ]. We assume that∑
n∈Z
Φ(2−nξ) = 1 ξ 6= 0.
We will use a homogeneous Littlewood-Paley decomposition {∆n}n∈Z where ∆n is the operator
on S ′(R) of Fourier multiplication by the function ξ 7→ Φ(2−nξ).
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For s ∈ R and p, q ∈ (0,∞] we consider the homogeneous Besov space B˙sp,q(R). We refer to
[43, 47] for comprehensive accounts of the theory of Besov spaces. In terms of the Littlewood-
Paley decomposition {∆j}j∈Z, a distribution f ∈ S ′(R) is said to belong to the homogeneous
Besov space B˙sp,q(R), where s ∈ R and p, q ∈ (0,∞] if
(2.7) ‖f‖B˙sp,q := ‖{2
js‖∆jf‖p}j∈Z‖ℓq(Z) <∞.
This definition follows [43, Section 2.4], [27, Section 2.2.1], [47, Section 5.1.3]. This is only a
seminorm, and ‖f‖B˙sp,q = 0 for all polynomials f . The homogeneous Besov space is distinguished
from the inhomogeneous Besov space Bsp,q(R), which will not play a role in the present paper.
Note that if f ∈ B˙sp,q(R) it will not necessarily be the case that there is an equality of distribu-
tions
f =
∑
n∈Z
∆nf.
For example, if f is a polynomial then the above right hand side is zero. However, there is
an equality f =
∑
n∈Z∆nf in the space of distributions modulo polynomials of degree at most
L > s− 1p , see [43, Theorem 2.31].
In [34, 4], a slight modification of the definition of B˙1∞,1(R) was made, and therefore in order
to properly compare our results we explain how our present conventions align with those in [4].
Say that that a distribution f belongs to the modified homogeneous Besov space B˙1∞,1,mod(R)
if f ∈ B˙1∞,1(R) and the derivative f
′ is expressed as
f ′ =
∑
n∈Z
(∆nf)
′
where the series converges in the sense of distributions.
In the next lemma, we relate B˙1∞,1,mod(R) to B˙
1
∞,1(R). Recall that if f is Lipschitz continuous,
then f is almost everywhere differentiable and f ′ ∈ L∞(R) with ‖f ′‖∞ ≤ ‖f‖Lip(R) where ‖·‖Lip(R)
is the Lipschitz seminorm [23, Subsection 3.1.6]. The reverse inequality holds under the assumption
that f is absolutely continuous [23, Corollary 2.9.20].
Lemma 2.3.1. Suppose that f belongs to the modified homogeneous Besov space B˙1∞,1,mod(R).
Then f is Lipschitz continuous.
Conversely, if f is a Lipschitz function belonging to B˙1∞,1(R), then there exists a constant c
with |c| ≤ ‖f ′‖∞ + ‖f‖B˙1∞,1
such that f(t)− ct ∈ B˙1∞,1(R).
Proof. First we prove that if f ∈ B˙1∞,1,mod(R) then f is Lipschitz. If f ∈ B˙
1
∞,1,mod(R), then by
definition f ′ is represented as
f ′ =
∑
n∈Z
(∆nf)
′
Bernstein’s inequality [43, Corollary 1.5] states that there exists a constant C such that for all
n ∈ Z
‖(∆nf)
′‖∞ ≤ C2
n‖∆nf‖∞.
Since
∑
n∈Z 2
n‖∆nf‖∞ is finite, it follows that the series∑
n∈Z
(∆nf)
′
converges uniformly on R. Since each summand (∆nf)
′ is continuous, the same holds for the sum.
Hence f has continuous derivative and in particular is absolutely continuous. By the triangle
inequality,
‖f ′‖∞ ≤
∑
n∈Z
‖(∆nf)
′‖∞ .
∑
n∈Z
2n‖∆nf‖∞ = ‖f‖B˙1∞,1
.
Since f is absolutely continuous and has bounded derivative, it follows that f is Lipschitz.
We now prove the converse result. Suppose that f is Lipschitz and belongs to B˙1∞,1(R). For
the same reason as before, the series
∑
n∈Z(∆nf)
′ converges uniformly and is continuous to a
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continuous function. Applying the fundamental theorem of calculus, it follows that there exists
an absolutely continuous function g such that
g(t) :=
∑
n∈Z
(∆nf)(t)− (∆nf)(0), t ∈ R
where the series converges uniformly on compact subsets of R. For m ∈ Z, we compute
∆m(f − g) = ∆mf −∆m
∑
n∈Z
(∆nf −∆nf(0)) = ∆mf −
∑
n∈Z
∆m∆nf = 0.
Thus f−g has Fourier transform supported at {0}, and hence is a polynomial [26, Corollary 2.4.2].
The function g has bounded derivative, because
‖g′‖∞ ≤
∑
n∈Z
‖(∆nf)
′‖∞ .
∑
n∈Z
2n‖∆nf‖∞ <∞.
Since f is assumed to be Lipschitz, it follows from Rademacher’s theorem that f ′ ∈ L∞(R) [23,
Subsection 3.1.6]. Hence f ′ − g′ is a bounded polynomial, i.e. a constant. Defining c := f ′ − g′,
we arrive at
f ′ = c+
∑
n∈Z
(∆nf)
′
where the series converges uniformly on R. Hence f(t)−ct belongs B˙1∞,1,mod(R). By construction,
|c| = ‖f ′ − g′‖∞ ≤ ‖f ′‖∞ + ‖f‖B˙1∞,1
. 
2.4. Lp-operator Lipschitz functions. Let f be a Lipschitz function on R, and let 0 < p ≤ ∞.
The following assertions are equivalent:
(i) There is a constant cf such that ‖f(A)− f(B)‖p ≤ cf‖A−B‖p for all bounded self-adjoint
A and B with A−B ∈ Lp,
(ii) There is a constant c′f such that ‖[f(A), X ]‖p ≤ c
′
f‖[A,X ]‖p for all bounded self-adjoint A
and bounded X with [A,X ] ∈ Lp,
(iii) There is a constant c′′f such that ‖f(A)X − Xf(B)‖p ≤ c
′′
f‖AX − XB‖p for all bounded
self-adjoint A,B and bounded X with AX −XB ∈ Lp,
(iv) The matrix of divided differences {f [1](t, s)}t,s∈R, where f [1] is defined as
f [1](t, s) :=
f(t)− f(s)
t− s
, t 6= s ∈ R.
is a Schur multiplier of Lp in the sense that
sup
λ,µ
‖{f [1](λj , µk)}
n
j,k=0‖mp <∞
where the supremum ranges over all disjoint sequences λ, µ ⊂ R and all n ≥ 1.
Note that the constants in each case might differ. The Schur multiplier condition in (iv) is implied
by the formally stronger assertion that ‖f [1]‖mp < ∞. For p ≥ 1, this result has been proved
in different contexts and at varying levels of generality in several places [3, Theorem 10.1], [29,
Corollary 5.6], [4, Theorem 3.1.1], [20, Theorem 3.4], [39, Lemma 2.4].
While this fact is well-established when Lp is a Banach space; we are not aware of any published
proof of the precisely the same assertions when ‖ · ‖p is merely a quasi-norm although we note
that closely related statements have appeared in [28, Section 7] and [39]. We supply a proof here,
although the method of proof is quite similar to known proofs in the normed case.
The condition (iv) may seem unfamiliar, since we only require that ‖{f [1](λj , µk)}nj,k=0‖mp be
uniformly bounded over all disjoint sequences λ and µ, rather than all sequences. This issue is
irrelevant in the Banach case p ≥ 1, since the diagonal matrix {χt=s}t,s∈R is an Lp-bounded Schur
multiplier for all p ≥ 1. This is false when p < 1, and hence some caution is needed.
Of course, (iii) implies both (i) and (ii). It is also the case that (ii) implies (iii); this follows by
substituting for A and X the matrices
A˜ :=
(
A 0
0 B
)
, X˜ =
(
0 X
X 0
)
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and using the formula
[A˜, X˜] =
(
0 AX −XB
AX −XB 0
)
so that (ii) implies (iii) due to the unitary invariance of the Lp-quasi-norm.
We need to demonstrate that (i) implies (ii). To prove this, we require the following:
Lemma 2.4.1. Let 0 < p ≤ 1. Let A and X be bounded self-adjoint operators such that [A,X ] ∈
Lp. Then for all t > 0 we have [eitX , A] ∈ Lp and
lim
t→0
1
t
‖[eitX , A]‖p = ‖[X,A]‖p.
Proof. Since X is bounded, the series
eitX − 1 =
∞∑
k=1
(itX)k
k!
converges in the uniform norm. It follows that we have the operator-norm convergent sum
[eitX , A] = [itX,A] +
∞∑
k=2
(it)k
k!
[Xk, A].
In fact, this sum converges in the Lp-quasi-norm. Indeed, the Leibniz rule and the p-triangle
inequality imply that
‖[Xk, A]‖p ≤ (k + 1)
1/p‖X‖k∞‖[X,A]‖p.
and hence the series
∑∞
k=2 t
kp(k!)−p‖[Xk, A]‖pp is finite. It follows that∥∥∥∥ 1it [eitX , A]− [X,A]
∥∥∥∥p
p
≤
∞∑
k=2
t(k−1)p
(k!)p
(k + 1)‖X‖pk∞‖[X,A]‖
p
p.
Taking the limit as t→ 0 yields
lim
t→0
‖
1
it
[eitX , A]− [X,A]‖p = 0
and hence
lim
t→0
1
t
‖[eitX , A]‖p = ‖[X,A]‖p.

Recall that H denotes a Hilbert space. The following Lemma states that (i) implies (ii).
Lemma 2.4.2. Let 0 < p ≤ 1. If f is a Borel function on R such that for all bounded self-adjoint
operators A and B on H with A−B ∈ Lp we have
‖f(A)− f(B)‖p ≤ cf‖A−B‖p
for some constant cf not depending on A or B, then for all self-adjoint operators A = A
∗ bounded
operators X such that [A,X ] ∈ Lp we have
‖[f(A), X ]‖p ≤ c
′
f‖[A,X ]‖p.
where c′f is a constant not depending on A or X, possibly larger than cf .
Proof. Suppose initially that A and X are bounded and such that [A,X ] ∈ Lp, and assume
that X is self-adjoint. It follows as part of Lemma 2.4.1 that [eitX , A] ∈ Lp, and hence that
eitXAe−itX −A ∈ Lp. The assumed Lipschitz property of f implies that
‖f(eiXtAe−iXt)− f(A)‖p ≤ cf‖e
iXtAe−iXt −A‖p
and since the Lp-quasi-norm is unitarily invariant, we have for all t ∈ R that
‖[f(A), eitX ]‖p ≤ cf‖[A, e
itX ]‖p.
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Dividing by t, we furthermore have:
‖[f(A),
eitX − 1
t
]‖p ≤ cf‖[A,
eitX − 1
t
]‖p.
The constant cf is independent of t. Passing to the limit as t→ 0, Lemma 2.4.1 yields
‖[f(A), X ]‖p ≤ cf‖[A,X ]‖p

Due to Lemma 2.4.2 and the argument preceding Lemma 2.4.1, if f is Lp-operator Lipschitz,
then for all bounded self-adjoint A,B and X on H with AX −XB ∈ Lp, we have
‖f(A)X −Xf(B)‖p ≤ 2Cf,p‖AX −XB‖p.
Finally, we discuss condition (iv). The following lemma essentially states that (i) implies (iv).
Lemma 2.4.3. Let 0 < p ≤ 1. Suppose that f : R → C is a Borel function which is Lp-operator
Lipschitz. Then f [1] is an Lp-bounded Schur multiplier in the sense of (iv).
Proof. By lemma 2.4.2 and the 2× 2 matrix argument preceding Lemma 2.4.1, if f is Lp-operator
Lipschitz, then for all bounded self-adjoint operators A, B and bounded X such that AX−XB ∈
Lp we have
‖f(A)X −Xf(B)‖p ≤ Cf,p‖AX −XB‖p.
Suppose, for the sake of finding a contradiction, that f is Lp-Lipschitz but f [1] does not obey (iv).
It follows that there exist disjoint sequences λ = {λj}∞j=0 and µ = {µk}
∞
k=0 such that the infinite
matrix
Γ :=
{
f(λj)− f(µk)
λj − µk
}∞
j,k=0
is not an Lp-bounded Schur multiplier.
Since Γ is not an Lp-Schur multiplier, then there exists a sequence {Vn}n≥0 of finite dimensional
matrices Vn ∈Mmn(C) with entries
Vn =
mn∑
j,k=0
vj,kn ej ⊗ ek
such that ‖Vn‖p = 1, but for all n we have
‖Γ ◦ Vn‖p ≥ n.
Let Wn be the following matrix, of the same size as Vn,
Wn =
mn∑
j,k=0
vj,kn
λj − µk
ej ⊗ ek.
this is well defined due to our assumption that λ and µ are disjoint. Then we have
AWn −WnB = Vn, n ≥ 0
and hence,
n ≤ ‖Γ ◦ Vn‖p = ‖Γ ◦ (AWn −WnB)‖p
= ‖f(A)Wn −Wnf(B)‖p
≤ Cf,p‖AWn −WnB‖p
= Cf,p‖Vn‖p = Cf,p
for every n ≥ 0, which is impossible. 
The well-known converse result, which is that (iv) implies (i), is as follows.
Theorem 2.4.4. Let 0 < p ≤ 1. Let f : R → C be a Borel function such that {f [1](t, s)}t,s∈R is
an Lp-bounded Schur multiplier in the sense of (iv). Then f is Lp-operator Lipschitz.
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Proof. We prove the finite dimensional statement, that for all n ≥ 1 and self-adjoint n×n matrices
A and B we have
‖f(A)− f(B)‖p ≤ sup
λ∩µ=∅
‖{f [1](λj , µk)}
n−1
j,k=0‖mp‖A−B‖p.
We will initially assume that A and B have disjoint spectra. This assumption will be removed at
the end of the proof. The general infinite dimensional case follows from a limiting procedure as
n→∞, we omit the details. Write the spectral decompositions of A and B as
A =
n−1∑
j=0
λ(j, A)EA(j), B =
n−1∑
k=0
λ(k,B)EB(k).
Here, EA(j) and EB(k) are rank one projections for every 0 ≤ j, k ≤ n − 1, and
∑n−1
j=0 EA(j) =∑n−1
k=0 EB(k) = 1. In this notation, the assumption that the spectra of A and B are disjoint is
that for all 0 ≤ j, k ≤ n − 1 we have λ(j, A) 6= λ(k,B). We compute the difference f(A) − f(B)
in terms of these decompositions as
f(A)− f(B) =
n−1∑
j=0
f(λ(j, A))EA(j)−
n−1∑
k=0
f(λ(k,B))XEB(k)
=
n−1∑
j,k=0
f(λ(j, A))EA(j)EB(k)− f(λ(k,B))EA(j)EB(k)
=
n−1∑
j,k=0
f(λ(j, A)) − f(λ(k,B))
λ(j, A) − λ(k,B)
(λ(j, A) − λ(k,B))EA(j)EA(k).
Using the identity (λ(j, A) − λ(k,B))EA(j)EB(k) = EA(j)(A −B)EB(k), it follows that
f(A)− f(B) =
n−1∑
j,k=0
f [1](λ(j, A), λ(k,B))EA(j)(A −B)EB(k).
Since each EA(j) and EB(k) are rank one, we can select unit vectors ξj in the image of EA(j) and
ηk in the image of EB(k). We define two unitaries Φ,Ψ : ℓ
n
2 → ℓ
n
2 given by,
Φ(v) =
n−1∑
j=0
ej〈v, ξj〉, Ψ(v) =
n−1∑
k=0
ek〈v, ηk〉, v ∈ ℓ
n
2 .
The adjoints are Φ∗(w) =
∑n−1
j=0 ξj〈ej , w〉 and Ψ
∗(w) =
∑n−1
j=0 ηk〈ek, w〉. We can easily compute
that for all X ∈Mn(C) we have
ΦEA(j)XEB(k)Ψ
∗ = 〈ξj , Xηk〉ej ⊗ ek, 0 ≤ j, k ≤ n− 1.
We have
Φ(f(A)− f(B))Ψ∗ =
n−1∑
j,k=0
f(λ(j, A)) − f(λ(k,B))
λ(j, A)− λ(k,B)
ΦEA(j)(A−B)EB(k)Ψ
∗
=
n−1∑
j,k=0
f [1](λ(j, A), λ(k,B))〈ξj , (A−B)ηk〉ej ⊗ ek
=
n−1∑
j,k=0
f [1](λ(j, A), λ(k,B))〈ej ,Φ(A−B)Ψ
∗ek〉ej ⊗ ek.
Therefore with respect to the matrix basis {ej ⊗ ek}
n−1
j,k=0 of Mn(C) we have
Φ(f(A)− f(B))Ψ∗ = {f [1](λ(j, A), λ(k,B))}n−1j,k=0 ◦ (Φ(A −B)Ψ
∗).
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Thus,
‖Φ(f(A)−f(B))Ψ∗‖p ≤ sup
λ,µ
‖{f [1](λj , µk)}
n−1
j,k=0‖mp‖Φ(A−B)Ψ
∗‖p, A = A
∗, B = B∗ ∈Mn(C).
where the supremum is over all finite λ, µ ⊂ R with λ ∩ µ = ∅. Since Φ and Ψ are unitary, it
follows that
‖f(A)− f(B)‖p ≤ sup
λ,µ
‖{f [1](λj , µk)}
n−1
j,k=0‖mp‖A−B‖p, A = A
∗, B = B∗ ∈Mn(C).
We can remove the assumption that the spectra of A and B are disjoint by a limiting argument.
Namely, if A and B are two general self-adjoint n× n matrices, then for every ε > 0 there exists
a self-adjoint Bε with spectrum disjoint from A and B and such that ‖B −Bε‖p < ε. Then
‖f(A)− f(B)‖pp ≤ ‖f(A)− f(Bε)‖
p
p + ‖f(B)− f(Bε)‖
p
p
≤ sup
λ∩µ=∅
‖{f [1](λj , µk)}
n−1
j,k=0‖mp(‖A−Bε‖
p
p + ε
p).
The limit as ε→ 0 recovers the desired result. 
This completes the proof of the equivalence of (i), (ii), (iii) and (iv).
3. Negative results
3.1. Periodic functions. We now prove Theorem 1.0.1. The proof is based on negating Lemma
2.4.3 by selecting appropriate sequences such that the matrix Γ constructed in the proof of Lemma
2.4.3 is not an Lp-bounded Schur multiplier. The specific form of Γ will be a Toeplitz matrix, and
necessary and sufficient conditions for a Toeplitz matrix to be an Lp-bounded Schur multiplier are
known [1, Theorem 5.1]. However, for the sake of being self-contained we present an elementary
argument.
Lemma 3.1.1. Let ε ∈ (0, 1), and let T be the matrix
T =
{
1
ε+ j − k
}
j,k≥0
.
Then T is not an Lp-bounded Schur multiplier for any p ∈ (0, 1).
Proof. Let n,m ≥ 1, and consider the matrix Xn,m defined as
Xn,m =
n−1∑
j,k=0
emj ⊗ emk.
Then X is n times a rank one projection, so,
‖Xn,m‖p = n.
We also have,
T ◦Xn,m =
n−1∑
j,k=0
1
ε+m(j − k)
emj ⊗ emk.
Thus if T is an Lp-bounded Schur multiplier, then there is a constant C > 0 such that for all
n,m ≥ 1 we have
‖T ◦Xn,m‖p =
∥∥∥∥∥∥
n−1∑
j,k=0
1
ε+m(j − k)
emj ⊗ emk
∥∥∥∥∥∥
p
=
∥∥∥∥∥∥
n−1∑
j,k=0
1
ε+m(j − k)
ej ⊗ ek
∥∥∥∥∥∥
p
≤ Cn.
LIPSCHITZ ESTIMATES IN QUASI-BANACH SCHATTEN IDEALS 13
That is, for every n,m ≥ 1 we have∥∥∥∥∥∥
n−1∑
j,k=0
1
ε+m(j − k)
ej ⊗ ek
∥∥∥∥∥∥
p
≤ Cn.
Taking the limit m→∞ yields
‖
n−1∑
j=0
1
ε
ej ⊗ ej‖p ≤ Cn.
The left hand side is equal to n1/p/ε, and therefore
n1/p−1 ≤ Cε
for all n ≥ 1, which is impossible since p < 1. 
Remark 3.1.2. The result of [1, Theorem 5.1] states that if 0 < p < 1, then a Toeplitz matrix
{tj−k}j,k≥0 is a Schur multiplier of Lp if and only if {tn}n∈Z is the sequence of Fourier coefficients
of a p-convex combination of point masses on T. In particular, {tn}n∈Z must be the sequence of
Fourier coefficients of a singular measure. In the case of the matrix T in Lemma 3.1.1, we have
tn =
1
ε+n , n ∈ Z, which is the sequence of Fourier coefficients of an L2-function. It follows that T
is not an Lp-bounded Schur multiplier and this amounts to an alternative proof of Lemma 3.1.1.
Recall that if f : R→ C, we denote by f [1] the function on R2 \ {(t, t) : t ∈ R}.
f [1](t, s) =
{
f(t)−f(s)
t−s , t 6= s,
Theorem 3.1.3. Let f : R → C be a non-constant periodic function. Then the infinite matrix
{f [1](t, s)}t,s∈R is not an Lp-bounded Schur multiplier for any p ∈ (0, 1) in the sense of (iv). That
is,
sup
λ∩µ=∅
‖{f [1](λj , µk)}
n
j,k=0‖mp =∞.
Proof. By rescaling f if necessary, we may assume without loss of generality that f is 1-periodic,
and since f is not constant we can select some ε ∈ (0, 1) such that f(ε) 6= f(0). Consider the
following two sequences:
λj = j + ε, µk = k.
Due to f being 1-periodic, we compute f [1](λj , µk) as
f(λj)− f(µk)
λj − µk
=
f(ε)− f(0)
ε+ j − k
=
1
ε+ j − k
(f(ε)− f(0)).
Since f(ε)− f(0) 6= 0, it follows that
1
ε+ j − k
=
f(λj)− f(µk)
λj − µk
·
1
f(ε)− f(0)
.
It follows that if {f [1](t, s)}t,s∈R were an Lp-bounded Schur multiplier, then the matrix {
1
ε+j−k }j,k≥0
would also be an Lp-bounded Schur multiplier, but this is false due to Lemma 3.1.1. 
Theorem 3.1.3, combined with Lemma 2.4.3, implies Theorem 1.0.1.
4. Positive results
4.1. Wavelet analysis. A wavelet is a function φ ∈ L2(R) such that the family
φj,k(t) = 2
j
2φ(2jt− k), j, k ∈ Z, t ∈ R
of translations and dilations of φ forms an orthonormal basis of L2(R) [26, Definition 6.6.1]. For
example, the Haar function
h(t) = χ[0,1/2](t)− χ(1/2,1](t), t ∈ R
is a wavelet. It is a theorem of Daubechies that there exist compactly supported Cr-wavelets for
every r > 0 [18], [32, Theorem 3.8.3].
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For this subsection, we will fix a compactly wavelet ψ of regularity Cr for some r > 1. In later
subsections we will ask for additional smoothness on ψ. Every f ∈ L2(R) admits an L2-convergent
wavelet decomposition
f =
∑
j,k∈Z
ψj,k〈f, ψj,k〉.
This is called a wavelet series. For brevity, denote
fj =
∑
k∈Z
ψj,k〈f, ψj,k〉 ∈ L2(R), j ∈ Z
That is, we have the L2-convergent series
f =
∑
j∈Z
fj , fj(t) =
∑
k∈Z
2
j
2ψ(2jt− k)〈f, ψj,k〉, t ∈ R.
Roughly speaking, our strategy will be to bound ‖f [1]‖mp using the wavelet decomposition and
(2.3) as follows
‖f [1]‖pmp ≤
∑
j∈Z
‖f
[1]
j ‖
p
mp .
Note that for arbitrary locally integrable functions f on R, the wavelet coefficient 〈f, ψj,k〉 is
meaningful due to our assumption that ψ is continuous and compactly supported. It follows that
for all locally integrable f , we can define
(4.1) fj =
∑
k∈Z
ψj,k〈f, ψj,k〉, j ∈ Z
where the sum converges uniformly on compact subsets.
The following is [15, Theorem 3.7.1]. We use the symbol ≈ to denote equivalence up to constants
depending only on p and the choice of wavelet.
Lemma 4.1.1. Let φ be an arbitrary wavelet on R, and let α = {αk}k∈Z be a scalar sequence.
Define
φα(t) =
∑
k∈Z
αkφ(t− k), t ∈ R.
Then for all p ∈ (0,∞] such that φ is p-integrable we have
‖φα‖p ≈ ‖α‖ℓp .
Lemma 4.1.1 relies on the fact that φ is a wavelet, and is false if φ were an arbitrary compactly
supported function.
A simple consequence is the following identity for the Lp-norm of fj , which is well-known. We
provide a proof for convenience. See [32, Proposition 6.10.7] for a proof in the p ≥ 1 case.
Lemma 4.1.2. Let f be a locally integrable function. For every p ∈ (0,∞] and j ∈ Z we have
(4.2) ‖fj‖p ≈ 2
j( 12−
1
p )
(∑
k∈Z
|〈f, ψj,k〉|
p
)1/p
.
In particular, the sequence {〈f, ψj,k〉}k∈Z is p-summable if and only if fj ∈ Lp(R).
Proof. We have
fj(t) =
∑
k∈Z
2
j
2ψ(2jt− k)〈f, ψj,k〉, t ∈ R.
Therefore
2−
j
2 fj(2
−jt) =
∑
k∈Z
ψ(t− k)〈f, ψj,k〉.
Applying Lemma 4.1.1 with α = {〈f, ψj,k〉}k∈Z implies that
‖2−
j
2 fj(2
−j ·)‖p ≈
(∑
k∈Z
|〈f, ψj,k〉|
p
)1/p
.
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Using the rule ‖f(λ·)‖p = λ
− 1
p ‖f‖p, it follows that
2−
j
2+
j
p ‖fj‖p ≈
(∑
k∈Z
|〈f, ψj,k〉|
p
)1/p
.

We note for future reference that since for p ≤ q and all locally integrable f there holds the
inequality (∑
k∈Z
|〈f, ψj,k〉|
q
)1/q
≤
(∑
k∈Z
|〈f, ψj,k〉|
p
) 1
p
it follows from Lemma 4.1.2 that for all j ∈ Z,
(4.3) ‖fj‖q . 2
j( 1
p
− 1
q
)‖fj‖p, p ≤ q,
The same holds for q =∞. That is, ‖fj‖∞ . 2
j
p ‖fj‖p for all p <∞.
Besov spaces have very simple characterisations in terms of coefficients of wavelet series. The
following is [24, Theorem 7.20]. Related results in the inhomogeneous case are [15, Theorem 3.7.7],
[43, Theorem 4.7], [48, Theorem 1.20] (see also [32, Section 6.10] for p, q ∈ [1,∞]).
Theorem 4.1.3. Let p, q ∈ (0,∞] and s ∈ R. Let f be a locally integrable function, and let ψ
be a compactly supported Cr wavelet for r > |s|. Then f belongs to the homogeneous Besov class
B˙sp,q(R) if and only if
‖f‖B˙sp,q ≈
∑
j∈Z
2jsq‖fj‖
q
p
1/q <∞.
The relevant constants depend only on s, p and q and the wavelet. Equivalently (via Lemma 4.1.2),
‖f‖B˙sp,q ≈
∑
j∈Z
2jq(s+
1
2−
1
p
)
(∑
k∈Z
|〈f, ψj,k〉|
p
)q/p1/q .
The usual modifications are made if p or q is infinite.
Note that it is not necessarily the case that f ∈ B˙sp,q(R) is equal to the sum of its wavelet series.
That is, for a general locally integrable function f it may not hold that
f =
∑
j∈Z
fj
in any sense. For example, if f is a polynomial of sufficiently small order then the above right
hand side is zero [32, Chapter 3, Proposition 4]. This issue is parallel to the representation of f
by a Littlewood-Paley decomposition discussed in Section 2.3. In the next lemma, we explain how
Lipschitz functions belonging to B˙
1
p
p♯,p
(R), can be expressed as a limit of wavelet series, up to a
polynomial correction. We shall use the fact that if f is a locally integrable function such that for
all j, k ∈ Z we have
〈f, ψj,k〉 = 0
then f is a polynomial. This follows from the realisation of distributions modulo polynomials by
wavelet series, as in [12, Section 6, Theorem 4(ii)].
Lemma 4.1.4. Let f be a Lipschitz function on R such that f ∈ B˙
1
p
p♯,p
(R), where 0 < p ≤ 1.
There exists a constant c ∈ R such that
f(t) = f(0) + ct+
∑
j∈Z
(fj(t)− fj(0)), t ∈ R
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and the series
∑
j∈Z fj(t)− fj(0) converges uniformly on compact sets. Moreover, c can be chosen
such that
|c| . ‖f ′‖∞ + ‖f‖
B˙
1
p
p♯,p
Proof. For all j ∈ Z we have the Bernstein-type inequality [32, Chapter 2, Theorem 3]
‖f ′j‖∞ . 2
j‖fj‖∞.
It follows from (4.3) that
‖fj‖∞ . 2
j( 1p−1)‖fj‖p♯
and since p ≤ 1, ∑
j∈Z
‖f ′j‖∞ . ‖f‖
B˙
1
p
p♯,1
. ‖f‖
B˙
1
p
p♯,p
.
Since the wavelet ψ has been assumed to be Cr for some r > 1, for every j ∈ Z the function f ′j is
continuous. Hence the series
∑
j∈Z f
′
j converges to a continuous function on R. It follows that
f ′ −
∑
j∈Z
f ′j
is a well-defined element of L∞(R). Since the series converges uniformly, the function defined by
g(t) := f(t)− f(0)−
∑
j∈Z
(fj(t)− fj(0)), t ∈ R
converges uniformly on compact subsets of R and due to having continuous derivative is absolutely
continuous. By the triangle inequality, we have ‖g′‖∞ ≤ ‖f ′‖∞+
∑
j∈Z ‖f
′
j‖∞ . ‖f
′‖∞+‖f‖
B˙
1
p
p♯,p
.
Since the series
∑
j∈Z fj(t) − fj(0) converges uniformly on compact subsets and ψ is compactly
supported, it follows that
〈g, ψj,k〉 = 0, j, k ∈ Z.
The vanishing of all wavelet coefficients implies that g is a polynomial (see the discussion preceding
the theorem). Since g′ is a bounded polynomial, we must have that g′ is constant and hence there
exists c ∈ C such that
f(t) = f(0) + ct+
∑
j∈Z
fj(t)− fj(0), t ∈ R.
By our construction we have |c| = ‖g′‖∞ . ‖f ′‖∞ + ‖f‖
B˙
1
p
p♯,p
. 
4.2. Peller’s sufficient condition revisited. Peller’s criterion [34] is that if f is a Lipschitz
function belonging to B˙1∞,1(R) then f is operator Lipschitz (equivalently, L1-operator Lipschitz).
In this subsection we explain how the decomposition of f into a wavelet series leads to a new proof
of this result. The ideas developed in this proof will be later used in the proof of Theorem 1.0.2,
which is a more general assertion.
Note that we have the following homogeneity property: if f(λ) denotes the function f(λ)(t) =
f(λt), then
(4.4) ‖f
[1]
(λ)‖m1 = λ‖f
[1]‖m1 .
Peller’s original proof of the sufficiency of B˙1∞,1 is based on the following estimate [34]: if
f ∈ L∞(R) has Fourier transform supported in the interval [−σ, σ]. Then
(4.5) ‖f [1]‖m1 . σ‖f‖∞.
Our proof differs from the original proof of Peller, and in place of (4.5) we prove that for all
locally integrable functions f on R we have
‖f
[1]
j ‖m1 . 2
j‖fj‖∞, j ∈ Z
where fj is computed relative to a compactly supported C
3 wavelet. This will follow as a conse-
quence of the following result:
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Theorem 4.2.1. Let φ ∈ C3c (R) be a compactly supported C
3 function, let α = {αk}k∈Z be a
bounded sequence of complex numbers and let λ > 0. Define
φα,λ(t) :=
∑
k∈Z
αkφ(λt− k)
Then
‖φ
[1]
α,λ‖m1 . λ sup
k∈Z
|αk|.
The implied constant depends on φ, but not on α or λ.
In preparation for the proof of Theorem 4.2.1, we record some useful facts about Schur multi-
pliers of L1.
Proposition 4.2.2. Let φ : R2 → C be a bounded function.
(i) If φ depends only on one variable then ‖φ‖m1 ≤ ‖φ‖∞.
(ii) Suppose that φ has Toeplitz form. That is, there exists a bounded function η such that
φ(t, s) = η(t− s). Then
‖φ‖m1 ≤ (2π)
−1‖η̂‖1
where η̂(ξ) =
∫∞
−∞ e
−itξη(t) dt is the Fourier transform of η.
(iii) Suppose that φ =
∑
n∈Z φn, where the functions φn are have disjoint supports in both vari-
ables. That is, if φn(t, s) 6= 0, then for all m 6= n and r ∈ R we have that φm(t, r) = 0 and
φm(r, s) = 0. Then
‖φ‖m1 = sup
n∈Z
‖φn‖m1 .
(iv) If χ is a second bounded function on R2, then
‖χφ‖m1 ≤ ‖χ‖m1‖φ‖m1 .
Compare (2.2).
(v) If φ is a compactly supported C3 function, then φ[1] is a bounded L1-Schur multiplier.
The nontrivial only components of the above proposition not already covered in the preliminaries
are (ii) and (v). To prove (ii), it only suffices to represent φ(t, s) as
φ(t, s) = (2π)−1
∫ ∞
−∞
eiξte−iξsη̂(ξ) dξ
and note that
‖φ‖m1 ≤ (2π)
−1
∫ ∞
−∞
‖{eiξt}t,s∈R‖m1‖{e
−iξs}t,s∈R‖m1|η̂(ξ)| dξ = (2π)
−1‖η̂‖1.
The assertion (v) is that C3c (R) functions φ are operator Lipschitz. This follows from the fact that
the Fourier transform of the derivative of φ is integrable. Alternatively, see Theorem 4.3.1 below.
Lemma 4.2.3. Let ρ be a compactly supported smooth function on R equal to 1 in a neighbourhood
of zero. The Fourier transform of the L2-function
η(t) =
1− ρ(t)
t
, t ∈ R
is integrable.
Proof. As a non-absolutely convergent integral, we have
η̂(ξ) =
∫ ∞
−∞
e−iξt
1− ρ(t)
t
dt.
Applying integration by parts k times yields
(iξ)kη̂(ξ) =
∫ ∞
−∞
e−iξt
(
d
dt
)k (
1− ρ(t)
t
)
dt.
When k > 1, this defines an absolutely convergent integral and it follows that ξkη̂(ξ) is uniformly
bounded in ξ for all k > 1. Hence, η̂(ξ) has rapid decay as ξ → ±∞.
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Now we consider the behaviour of η̂ near ξ = 0. Assume without loss of generality that ρ is
supported in the interval (−1, 1). It follows that
η̂(ξ) =
∫ 1
−1
e−iξt
1− ρ(t)
t
dt+
∫
|t|>1
e−itξ
1
t
dt.
The former integral is absolutely convergent for all ξ, and it follows that the first summand is
bounded as ξ → 0. As for the latter sum, by a change of variables and using the fact that t 7→ 1t
is odd we have ∫
|t|>1
e−itξ
1
t
dt = −2i
∫ ∞
|ξ|
sin(t)
t
dt
which is also bounded as ξ → 0.
It follows that η̂ has rapid decay at infinity and is bounded at zero, and hence integrable over
R. 
Proof of Theorem 4.2.1. By the homogeneity property (4.4), it suffices to take λ = 1, and for
brevity we denote φα = φα,1.
Let ρ be a smooth compactly supported function on R such that ρ is identically 1 in a neigh-
bourhood of zero, define η(t) = 1−ρ(t)t as in Lemma 4.2.3.
We split the divided difference of φα as
(4.6) φ[1]α (t, s) = φ
[1]
α (t, s)ρ(t− s) + φ
[1]
α (t, s)(1 − ρ(t− s))
def
= A(t, s) +B(t, s).
We bound each summand separately.
For the second summand in (4.6), we have by definition that
B(t, s) :=
∑
k∈Z
αk
φ(t − k)− φ(s− k)
t− s
(1 − ρ(t− s))
=
(∑
k∈Z
αk(φ(t − k)− φ(s− k))
)
η(t− s)
=
∑
k∈Z
αkφ(t − k)η(t− s)−
∑
k∈Z
αkφ(s− k)η(t− s).
Using Proposition 4.2.2.(iv) and the triangle inequality, we have
‖B‖m1 ≤ ‖
∑
k∈Z
αkφ(t− k)‖m1‖η(t− s)‖m1 + ‖
∑
k∈Z
αkφ(s− k)‖m1‖η(t− s)‖m1 .
By Lemma 4.2.3, the Fourier transform of η is integrable and hence Proposition 4.2.2.(ii) implies
that ‖η(t− s)‖m1 <∞. Proposition 4.2.2.(i) implies that
‖
∑
k∈Z
αkφ(· − k)‖m1 . sup
k∈Z
|αk|.
Thus,
‖B‖m1 . sup
k∈Z
|αk|.
Now we bound the first summand in (4.6). We may assume that ρ is supported in the interval
(−1, 1). It follows that the function (t, s) 7→ φ
[1]
α (t, s)ρ(t − s) is supported in the strip {(t, s) ∈
R2 : |t− s| < 1}. Observe that we have
{(t, s) ∈ R2 : |t− s| < 1} ⊂
⋃
n∈Z,|j|<2
[n, n+ 1)× [n+ j, n+ j + 1).
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Therefore,
A(t, s) := φ[1]α (t, s)ρ(t− s) =
∑
|j|<2
∑
n∈Z
φ[1]α (t, s)ρ(t− s)χ[n,n+1)(t)χ[n+j,n+j+1)(s)
=
∑
|j|<2
 ∑
n,k∈Z
αk
φ(t− k)− φ(s− k)
t− s
ρ(t− s)χ[n,n+1)(t)χ[n+j,n+j+1)(s))

=
∑
|j|<2
Fj(t, s)
where for each |j| < 2 we have denoted
Fj(t, s) :=
∑
n,k∈Z
αk
φ(t − k)− φ(s− k)
t− s
ρ(t− s)χ[n,n+1)(t)χ[n+j,n+j+1)(s).
This function can be written in the form
Fj(t, s) =
∑
n∈Z
χ[n,n+1)(t)χ[n+j,n+j+1)(s)
∑
k∈Z
αk
φ(t− k)− φ(s− k)
t− s
ρ(t−s)χ[n,n+1)(t)χ[n+j,n+j+1)(s).
Hence, Fj has the form required in Proposition 4.2.2.(iii). Thus,
‖Fj‖m1 = sup
n∈Z
‖
∑
k∈Z
αk
φ(t− k)− φ(s− k)
t− s
ρ(t− s)χ[n,n+1)(t)χ[n+j,n+j+1)(s)‖m1 .
Since φ is compactly supported, for each n the sum over k has only finitely many terms. In fact,
there exists a constant N (depending on φ and j) such that for |n− k| > N we have
φ(t− k)− φ(s− k)
t− s
ρ(t− s)χ[n,n+1)(t)χ[n+j,n+j+1)(s) = 0
Therefore,
‖Fj‖m1 = sup
n∈Z
‖
∑
|k−n|≤N
αk
φ(t− k)− φ(s− k)
t− s
ρ(t− s)χ[n,n+1)(t)χ[n+j,n+j+1)(s)‖m1 .
Since φ ∈ C3, the divided difference (t, s) 7→ φ(t−k)−φ(s−k)t−s is a bounded Schur multiplier with norm
independent of k by Proposition 4.2.2.(v). Similarly, since the Fourier transform of ρ is Schwartz
class the function (t, s) 7→ ρ(t − s) is a bounded Schur multiplier by Proposition 4.2.2.(ii). It
follows that
‖Fj‖m1 . sup
n∈Z
∑
|k−n|<N
|αk| .N sup
k∈Z
|αk|.
By the triangle inequality, it follows that
‖A‖m1 . sup
k∈Z
|αk|.
Finally, from (4.6) we have
‖φ[1]α ‖m1 . sup
k∈Z
|αk|.

Using Lemma 4.1.2, we can deduce the following substitute for (4.5). Recall that fj =∑
k∈Z ψj,k〈f, ψj,k〉.
Lemma 4.2.4. Let f be a locally integrable function on R, and let j ∈ Z be such that fj is bounded
where fj is computed with respect to a compactly supported C
3 wavelet ψ. We have
‖f
[1]
j ‖m1 . 2
j‖fj‖∞.
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Proof. This is essentially a special case of Theorem 4.2.1. We have
fj(t) =
∑
k∈Z
2
j
2ψ(2jt− k)〈f, ψj,k〉, t ∈ R.
Theorem 4.2.1 and (4.2) together yield
‖f
[1]
j ‖m1 ≤ 2
j sup
k∈Z
2
j
2 |〈f, ψj,k〉| ≈ 2
j‖fj‖∞.

Finally, we achieve Peller’s sufficient condition.
Corollary 4.2.5. Let f ∈ B˙1∞,1(R) be Lipschitz. Then ‖f
[1]‖m1 <∞, and
‖f [1]‖m1 . ‖f
′‖∞ + ‖f‖B˙1∞,1
.
Proof. We apply the representation of f from Lemma 4.1.4. We have
f(t) = f(0) + ct+
∑
j∈Z
fj(t)− fj(0), t ∈ R
where fj is computed relative to a compactly supported C
3-wavelet. By the triangle inequality,
the bound in Lemma 4.1.4 and Lemma 4.2.4, we have
‖f [1]‖m1 ≤ |c|+
∑
j∈Z
‖f
[1]
j ‖m1 . ‖f
′‖∞ + ‖f‖B˙1∞,1
+
∑
j∈Z
2j‖fj‖∞ = ‖f
′‖∞ + ‖f‖B˙1∞,1
.

4.3. Sufficient conditions for a function to be Lp-operator Lipschitz. We now present
sufficient conditions for a function to be Lp-operator Lipschitz for 0 < p < 1. The p = 1 case has
been covered by Corollary 4.2.5, however the arguments in this subsection apply for p = 1.
Recall that ‖ · ‖mp denotes the Lp-bounded Schur multiplier norm. Our proofs are based on the
following result.
Theorem 4.3.1. Let 0 < p ≤ 1. If f ∈ Cβc (R) is compactly supported, where β >
2
p , then
‖f [1]‖mp <∞.
The result should be compared with Theorem 9.6 of [10], which is very similar. The proof we
give here is based on first proving that if φ ∈ Cβ(T), then {φ[1](z, w)}z,w∈T is an Lp-bounded
Schur multiplier. This is actually an immediate consequence of (1.2), since Cβ(T) ⊂ B
1
p
∞,p(T)
when β > 1p . If φ is a function of class C
β(T), supported in a compact subset of T \ {1}, then the
Cayley transform sends φ to a compactly supported function of class Cβ on R. We use the much
stronger assumption that β > 2p because it suffices for our purposes and we can give an especially
elementary proof. Ultimately, the same result with only β > 1p follows from Theorem 1.0.2.
Proof of Theorem 4.3.1. Initially we prove the corresponding result on the circle T. Note that for
n ∈ Z we have
zn − wn
z − w
=
n−1∑
k=0
zkwn−k−1, z, w ∈ T
and therefore the p-triangle inequality for the mp-quasi-norm implies∥∥∥∥zn − wnz − w
∥∥∥∥
mp
. n
1
p
with a constant independent of n. If h ∈ Cβ(T), then the Fourier coefficients {ĥ(n)}n∈Z obey
|ĥ(n)| . (1 + |n|)−β .
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See e.g. [26, Theorem 3.2.9(b)]. For all z 6= w ∈ T we have
h[1](z, w) :=
h(z)− h(w)
z − w
=
∑
n∈Z
ĥ(n)
zn − wn
z − w
.
Using the p-triangle inequality for the mp-norm (2.3), it follows that
‖h[1]‖pmp ≤
∑
n∈Z
|ĥ(n)|
∥∥∥∥{zn − wnz − w }z,w∈T
∥∥∥∥ .∑
n∈Z
|n|(1 + |n|)−βp
Since β > 2p , this series converges and hence h
[1] is a Schur multiplier of Lp.
Now let f ∈ Cβc (R), and consider the image under the Cayley transform,
h(z) := f
(
i
z + 1
z − 1
)
.
Since f ∈ Cβc (R) and the Cayley transform is Lipschitz on compact subsets of R, it follows that
h ∈ Cβ(T). Therefore ‖h[1]‖mp <∞, and that h is Lp-operator Lipschitz for differences of unitary
operators in the sense
‖h(U)− h(V )‖p . ‖U − V ‖p
for all unitaries U and V such that U − V ∈ Lp. If A and B are self-adjoint operators such that
A−B ∈ Lp, we define
U =
A+ i
A− i
, V =
B + i
B − i
.
Then
U − V =
2i
A− i
−
2i
B − i
= 2i(B − i)−1(B −A)(A − i)−1 ∈ Lp.
We also have f(A) = h(U) and f(B) = h(V ). Therefore,
‖f(A)−f(B)‖p = ‖h(U)−h(V )‖p . ‖U−V ‖p . ‖(B−i)
−1‖∞‖(A−i)
−1‖∞‖A−B‖p . ‖A−B‖p.
It follows from Theorem 2.4.3 that f [1] is a Schur multiplier of Lp. 
Note that with p < 1 we still have the following homogeneity result, identical to (4.4):
(4.7) ‖f
[1]
(λ)‖mp = λ‖f
[1]‖mp
where f(λ)(t) := f(λt). The most important component of our proof of Theorem 1.0.2 is as follows.
Recall that we denote
p♯ =
p
1− p
.
Theorem 4.3.2. Let φ, α, λ be as in Theorem 4.2.1, but now assume that φ ∈ Cβc (R) where
β > 2p . Let 0 < p ≤ 1. Then
‖φ
[1]
α,λ‖mp . λ‖α‖ℓp♯ .
Theorem 4.3.2 generalises Theorem 4.2.1, and our proof is similar. We first record some useful
properties of Schur multipliers of Lp.
Lemma 4.3.3. Let φ : Z2 → C. Then
‖{φ(⌊t⌋, ⌊s⌋)}t,s∈R‖mp = ‖{φ(j, k)}j,k∈Z‖mp .
Proof. Let {sj}
K
j=1 and {tk}
K
k=1 be finite subsets of R. Assume that
max
1≤j,k≤K
{|sj|, |tk|} ≤ N ∈ N.
By enlarging K and adding additional points to the sequences {sj}Kj=1 and {tk}
K
k=1 if necessary,
we assume that there exists n > 0 such that for all −N ≤ l < N we have
n = |{sj}
K
j=1 ∩ [l, l + 1)| = |{tk}
K
k=1 ∩ [l, l+ 1)|.
We now relabel the sequences as sj,l and tk,m, where 1 ≤ j, k ≤ n and −N ≤ l,m < N such that
sj,l, tk,l ∈ [l, l+ 1), −N ≤ l < N.
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Denote by idMn(C) the n× n matrix of ones. We have
{φ(⌊sj,l⌋, ⌊tk,m⌋)}1≤j,k≤n,−N≤l,m<N = {φ(l,m)}−N≤l,m<N ⊗ idMn(C).
Due to the automatic complete boundedness property (Theorem A.0.1), it follows that
‖{φ(⌊sj,l⌋, ⌊tk,m⌋)}1≤j,k≤n,−N≤l,m<N‖mp = ‖{φ(l,m)}−N≤l,m<N‖mp ≤ ‖{φ(l,m)}l,m∈Z‖mp .
Since adding rows and columns to a matrix can only increase the mp-norm, it follows that for
arbitrary sequences {sj}
K
j=1 and {tk}
K
k=1 we have
‖{φ(⌊sj⌋, ⌊tk⌋)}1≤j,k≤K‖mp ≤ ‖{φ(l,m)}l,m∈Z‖mp .
Taking the supremum over all sequences yields
‖{φ(⌊s⌋, ⌊t⌋)}t,s∈R‖mp ≤ ‖{φ(l,m)}l,m∈Z‖mp .
The reverse inequality is trivial. 
One further property we need is that if λ = {λj}j∈Z is a scalar sequence and A = {Aj,k}j,k∈Z
is a matrix then
(4.8) ‖{λjAj,k}j,k∈Z‖mp ≤ ‖{λj}j∈Z‖ℓp♯‖A‖m1 .
Indeed, if Λ denotes the diagonal matrix with entries {λj}j∈Z, then by Ho¨lder’s inequality (2.4)
and Lemma 2.2.1 we have
‖{λjAj,k}j,k∈Z‖mp = sup
‖ξ‖,‖η‖≤1
‖{λjAj,kξjηk}j,k∈Z‖p
= sup
‖ξ‖,‖η‖≤1
‖Λ(A ◦ (ξ ⊗ η))‖p
≤ ‖Λ‖p♯ sup
‖ξ‖,‖η‖≤1
‖A ◦ (ξ ⊗ η)‖1
= ‖Λ‖p♯‖A‖m1 .
Since ‖Λ‖p♯ = ‖{λj}j∈Z‖ℓp♯ , this proves (4.8).
Our method of proof of Theorem 4.3.2 is conceptually similar to that of Theorem 4.2.1, but in
place of the function (t, s) 7→ 1 − ρ(t − s) it is more convenient to use the following discretised
version:
(t, s) 7→ χ|⌊t⌋−⌊s⌋|>R
where R > 1 is sufficiently large, depending on p.
Lemma 4.3.4. Let α = {αk}k∈Z be a scalar sequence, and let gα be the function
gα(t) =
∑
k∈Z
αkχ[k,k+1)(t).
Then for all n ≥ 1 and R > 1 we have
‖{gα(t)
χ|⌊t⌋−⌊s⌋|>R
(⌊t⌋ − ⌊s⌋)n
}t,s∈R‖mp ≤
(
2
R
)n/2
‖α‖ℓ
p♯
.
Proof. Note that gα(t) = α⌊t⌋. Using Lemma 4.3.3, it suffices to prove that
‖{αj
χ|j−k|>R
(j − k)n
}j,k∈Z‖mp ≤
(
2
R
)n
2
‖α‖ℓ
p♯
.
In fact, via (4.8), and repeatedly using (2.2), it only suffices to check that
‖{
χ|j−k|>R
j − k
}j,k∈Z‖m1 ≤
(
2
R
) 1
2
.
This is a Toeplitz matrix, and it follows that
‖{
χ|j−k|>R
j − k
}j,k∈Z‖m1 ≤ ‖f‖L1[0,1]
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where f is the function
f(t) =
∑
|j|>R
1
j
e2πitj .
Bounding the L1-norm of f by the L2-norm, it follows from Plancherel’s identity that
‖{
χ|j−k|>R
j − k
}j,k∈Z‖m1 ≤
∑
|j|>R
1
j2

1
2
≤
(
2
R
) 1
2
.
This completes the proof. 
Now we set R = 23+
2
p , and defining gα as in Lemma 4.3.4 we define
Gα(t, s) := gα(t) ·
χ|⌊s⌋−⌊t⌋|>R
t− s
,
Hα(t, s) := gα(s) ·
χ|⌊s⌋−⌊t⌋|>R
t− s
.
Lemma 4.3.5. In the notation above, for every α ∈ ℓp♯ , we have
‖Gα‖mp , ‖Hα‖mp ≤ cp‖α‖ℓp♯
where cp depends only on p.
Proof. Denote by {t} and {s} the fractional parts of t, s ∈ R respectively, so that
1
t− s
=
1
⌊t⌋+ {t} − ⌊s⌋ − {s}
=
1
⌊t⌋ − ⌊s⌋
·
1
1− {s}−{t}⌊t⌋−⌊s⌋
.
Since R > 8, if ⌊t⌋ − ⌊s⌋ > R then
∣∣∣ {s}−{t}⌊t⌋−⌊s⌋ ∣∣∣ < 1, and hence for all t, s ∈ R we have a convergent
series
χ|⌊s⌋−⌊t⌋|>R
t− s
=
χ|⌊t⌋−⌊s⌋|>R
⌊t⌋ − ⌊s⌋
·
1
1− {s}−{t}⌊t⌋−⌊s⌋
=
χ|⌊t⌋−⌊s⌋|>R
⌊t⌋ − ⌊s⌋
∞∑
k=0
(
{s} − {t}
⌊t⌋ − ⌊s⌋
)k
.
It follows from the p-triangle inequality for the mp-norm (2.3) that
‖Gα‖
p
mp ≤
∞∑
k=0
‖{gα(t)
χ|⌊s⌋−⌊t⌋|>R
(⌊t⌋ − ⌊s⌋)k+1
({s} − {t})k}t,s∈R‖
p
mp .
Using the submultiplicativity property of the mp-norm (2.2), it follows that
‖Gα‖
p
mp ≤
∞∑
k=0
‖{gα(t)
χ|⌊s⌋−⌊t⌋|>R
(⌊t⌋ − ⌊s⌋)k+1
}t,s∈R‖
p
mp‖{{t} − {s}}t,s∈R‖
kp
mp .
Since {t} and {s} are bounded above by 1, we have
‖{{t} − {s}}t,s∈R‖
p
mp ≤ 2
and therefore
‖{{t} − {s}}t,s∈R‖
kp
mp ≤ 2
k.
It follows that
‖Gα‖
p
mp ≤
∞∑
k=0
2k‖{gα(t)
χ|⌊s⌋−⌊t⌋|>R
(⌊t⌋ − ⌊s⌋)k+1
}t,s∈R‖
p
mp .
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Applying Lemma 4.3.4 and using R = 23+
2
p we have
‖Gα‖
p
mp ≤ ‖α‖
p
ℓ
p♯
∞∑
k=0
2k
(
2
R
) kp
2
= ‖α‖pℓ
p♯
∞∑
k=0
2−kp
= cp‖α‖
p
ℓ
p♯
.
This proves the first inequality. The proof of the second is identical and is therefore omitted. 
Proof of Theorem 4.3.2. Using the homogeneity property (4.7), it suffices to take λ = 1, and we
abbreviate φα = φα,1.
Without loss of generality, we may assume that the functions {φ(· − k)}k∈Z are disjointly
supported. Indeed, otherwise we may select N > 1 sufficiently large such that {φ(· −Nk)}k∈Z are
disjointly supported, and write
φα =
N−1∑
j=0
φα(j)
where α(j) is the sequence {αj+Nk}k∈Z. Then we may prove the assertion for each φα(j) separately.
Moreover, since the assertion is invariant under rescaling, without loss of generality we assume
that φ is supported in (0, 1).
Fix R = 23+
2
p . We split up φ
[1]
α as
(4.9) φ[1]α (t, s) = φ
[1]
α (t, s)χ|⌊s⌋−⌊t⌋|≤R + φ
[1]
α (t, s)χ|⌊s⌋−⌊t⌋|>R
def
= AR(t, s) +BR(t, s), t, s ∈ R.
We bound the individual terms separately.
For the first summand, we have
AR =
∑
|j|≤R
Fj , where Fj(t, s) := φ
[1]
α (t, s)χ⌊s⌋−⌊t⌋=j .
Clearly,
χ⌊s⌋−⌊t⌋=j =
∑
n∈Z
χ[n,n+1)(t)χ[n+j,n+j+1)(s).
Thus,
Fj =
∑
n∈Z
Fn,j , where Fn,j(t, s) :=
∑
n∈Z
χ[n,n+1)(t)φ
[1]
α (t, s)χ[n+j,n+j+1)(s).
We have (see (2.3))
(4.10) ‖AR‖
p
mp ≤
∑
|j|≤R
‖Fj‖
p
mp .
Each Fj has a generalised block-diagonal structure in the sense of Lemma 2.2.3. It follows from
that Lemma that
(4.11) ‖Fj‖mp ≤
∥∥∥{‖Fn,j‖mp}
j∈Z
∥∥∥
ℓ
p♯
.
For j 6= 0, we write
Fn,j = αnGn,j − αn+jHn,j ,
where
Gn,j(t, s) := φ
[1](t− n, s− n)χ[n+j,n+j+1)(s),
Hn,j(t, s) := φ
[1](t− n− j, s− n− j)χ[n,n+1)(t)χ[n+j,n+j+1)(s).
In particular,
‖Fn,j‖
p
mp ≤ |αn|
p‖Gn,j‖
p
mp + |αn+j |
p‖Hn,j‖
p
mp ≤ |αn|
p‖φ[1]‖pmp + |αn+j |
p‖φ[1]‖pmp , j 6= 0.
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Substituting this into (4.11), we obtain
(4.12) ‖Fj‖mp . ‖φ
[1]‖mp‖α‖ℓp♯ , j 6= 0.
For j = 0, we have Fn,0 = αnGn,n. Thus,
(4.13) ‖F0‖mp ≤ ‖α‖ℓp♯‖φ
[1]‖mp .
Substituting (4.12) and (4.13) into (4.10), we obtain
‖AR‖mp . ‖α‖ℓp♯‖φ
[1]‖mp .
Denote by φ1 the function φα when the sequence α consists of 1’s. Since φ is supported in
(0, 1), we have that φα = φ1φα, Recalling the notation Gα and Hα from Lemma 4.3.5, the second
summand in (4.9), is expressed as
BR(t, s) = φα(t) ·
χ|⌊s⌋−⌊t⌋|>R
t− s
− φα(s) ·
χ|⌊s⌋−⌊t⌋|>R
t− s
= φ1(t) ·Gα(t, s)− φ1(s) ·Hα(t, s).
It follows that
‖BR‖
p
mp ≤ ‖{φ1(t)}t,s∈R‖
p
mp‖Gα‖
p
mp + ‖{φ1(s)}t,s∈R‖
p
mp‖Hα‖
p
mp .
It follows from Lemma 4.3.5 and from trivial estimates
‖{φ1(t)}t,s∈R‖mp , ‖{φ1(s)}t,s∈R‖mp ≤ ‖φ‖∞
that
‖BR‖mp ≤ cp‖φ‖∞‖α‖p♯ .
Finally, (4.9) yields the result. 
Using Theorem 4.3.2, we obtain the following analogy for 0 < p < 1 of Lemma 4.2.4.
Lemma 4.3.6. Let ψ be a compactly supported Cβ-wavelet, where β > 2p , and let f be a locally
integrable function on R such that fj ∈ Lp♯(R). Then
‖f
[1]
j ‖mp .p 2
j
p ‖fj‖p♯ .
Proof. By definition (4.1),
fj(t) =
∑
k∈Z
2
j
2ψ(2jt− k)〈f, ψj,k〉, t ∈ R.
Theorem 4.3.2 with φ = ψ yields
‖f
[1]
j ‖mp . 2
3j
2
(∑
k∈Z
|〈f, ψj,k〉|
p♯
)1/p♯
.
Now applying Lemma 4.1.2 gives us
2
j
2
(∑
k∈Z
|〈f, ψj,k〉|
p♯
)1/p♯
. 2
3j
2 · 2
j
(
1
p♯
− 12
)
‖fj‖p♯ = 2
j
p ‖fj‖p♯ .

Lemma 4.3.6 gives us the following result, which generalises Corollary 4.2.5 and is proved in
the same way.
Theorem 4.3.7. Let 0 < p ≤ 1. Then
‖f [1]‖mp . ‖f
′‖∞ +
∑
j∈Z
2j‖fj‖
p
p♯
1/p = ‖f ′‖∞ + ‖f‖
B˙
1
p
p♯,p
for all Lipschitz functions f belonging to B˙
1
p
p♯,p
(R).
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Proof. By Lemma 4.1.4, there exists a constant c such that
f(t) = f(0) + ct+
∑
j∈Z
fj(t)− fj(0), t ∈ R.
Therefore,
f [1] = c+
∑
j∈Z
f
[1]
j .
Using the p-triangle inequality (2.3), it follows that
‖f [1]‖pmp ≤ |c|
p +
∑
j∈Z
‖f
[1]
j ‖
p
mp .
Bounding the jth summand with Lemma 4.3.6,
‖f [1]‖pmp . |c|
p +
∑
j∈Z
2
j
p ‖fj‖
p
p♯
= |c|p + ‖f‖p
B˙
1
p
p♯,p
.
Since |c| . ‖f ′‖∞ + ‖f‖
B
1
p
p♯,p
, the result follows. 
This completes the proof of Theorem 1.0.2.
Remark 4.3.8. Using Theorem 1.0.2, it is possible to extend (4.5) to the range 0 < p < 1 in a
certain sense. That is, if f ∈ Lp♯(R) is a distribution with Fourier transform supported in the set
[− 127 σ,−σ) ∪ (σ,
12
7 σ] where σ > 0, then
‖f [1]‖mp .p σ
1
p ‖f‖p♯ .
Note that by rescaling if necessary and applying (4.7) it suffices to take σ = 1, so that ∆0f = f
and ∆nf = 0 for n 6= 0. Assume now that f is a p♯-integrable distribution with Fourier transform
supported in [− 127 ,−1) ∪ (1,
12
7 ].
It follows from Theorem 1.0.2 and Bernstein’s inequality [43, Corollary 1.5] that
‖f [1]‖mp .p ‖f
′‖∞ + ‖f‖
B˙
1
p
p♯,p
.p ‖f‖∞ + ‖f‖
B˙
1
p
p♯,p
.
According to [43, Corollary 1.8], we have ‖f‖∞ .p ‖f‖p♯ and hence
‖f [1]‖mp .p ‖f‖p♯ + ‖f‖
B˙
1
p
p♯,p
.
Using the definition of the Besov semi-norm (2.7), that ∆0f = f ∈ Lp♯(R) and that ∆nf = 0 for
n 6= 0, we have
‖f‖
B˙
1
p
p♯,p
=
(∑
n∈Z
2n‖∆nf‖
p
p♯
) 1
p
= ‖∆0f‖p♯ = ‖f‖p♯ .
Hence, for 0 < p ≤ 1 and f with Fourier transform supported in [− 127 ,−1) ∪ (1,
12
7 ] we have
‖f [1]‖mp .p ‖f‖p♯ .
4.4. Submajorisation inequalities. In this section we assume that 0 < p ≤ 1, and ψ is a Cβ
compactly supported wavelet where β > 2p . All wavelet components fj are computed with respect
to ψ.
In terms of singular values, Theorem 1.0.2 states that there exists a constant Cp > 0 such that
for all self-adjoint bounded operators A and B with A−B ∈ Lp we have
∞∑
k=0
µ(k, f(A)− f(B))p ≤ Cpp (‖f
′‖∞ + ‖f‖
B
1
p
p♯,p
)p
∞∑
k=0
µ(k,A−B)p
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Using a short argument borrowed from [28] we can strengthen this inequality. For all bounded
self-adjoint operators A and B with A−B compact, in this section we will prove that the following
stronger statement holds:
n∑
k=0
µ(k, f(A)− f(B))p ≤ Kpp(‖f
′‖∞ + ‖f‖
B
1
p
p♯,p
)p
n∑
k=0
µ(k,A−B)p, n ≥ 0.
Here Kp > 0 is a constant. In principle it may be that Kp is larger than Cp, but Kp is independent
of n.
We make use of the following inequality originally due to Rotfel’d [41], which holds for 0 < p ≤ 1
and compact operators X and Y ,
(4.14) µ(X + Y )p ≺≺ µ(X)p + µ(Y )p.
Here, ≺≺ denotes submajorisation in the sense of Hardy, Littlewood and Po´lya. The meaning of
(4.14) is that for all n ≥ 0 we have
n∑
k=0
µ(k,X + Y )p ≤
n∑
k=0
µ(k,X)p + µ(k, Y )p.
An alternative perspective on (4.14) is that it follows from the fact that t 7→ tp is operator
monotone when 0 < p ≤ 1. See [21, Theorem 3.7].
We will make use of the following lemma, which is purely operator theoretic.
Lemma 4.4.1. Let X be a compact operator. For all n ≥ 0 there exists a projection P such that
‖X(1− P )‖pp + (n+ 1)‖XP‖
p
∞ ≤ 2
n∑
k=0
µ(k,X)p.
The projection P can be chosen such that 1− P has finite rank.
Proof. Passing to a polar decomposition |X | = UX if necessary, it suffices to take X ≥ 0. Let P
denote the projection
P := χ[0,µ(n,X))(X).
Then,
µ(j,X(1− P )) = µ(j,X), j ≤ n, µ(n+ 1, X(1− P )) = 0.
It follows that
(4.15) ‖X(1− P )‖pp =
n∑
j=0
µ(j,X(1− P ))p =
n∑
j=0
µ(j,X)p
and
‖XP‖∞ ≤ µ(n,X).
Therefore,
(4.16) (n+ 1)‖XP‖p∞ ≤ (n+ 1)µ(n,X)
p ≤
n∑
j=0
µ(j,X)p.
Adding (4.15) and (4.16) yields the result. 
From Theorem 1.0.2 we can deduce the following result, whose proof is based on Theorem 6.1
in [28]. Recall that ψ is a fixed compactly supported Cβ wavelet, where β > 2p and for j ∈ Z we
denote
fj =
∑
k∈Z
ψj,k〈f, ψj,k〉.
Theorem 4.4.2. Let f be a locally integrable function on R, and let j ∈ Z be such that fj ∈ L∞(R).
There exists a constant Cp > 0 such that for all bounded self-adjoint operators A and B with A−B
compact we have
µ(fj(A)− fj(B))
p ≺≺ Cp2
j‖fj‖
p
p♯
µ(A−B)p.
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Proof. Here, one uses the inequality
n∑
k=0
µp(k,X + Y ) ≤ ‖X‖pp + (n+ 1)‖Y ‖
p
∞,
for compact X and Y , which follows from (4.14).
Let P be a projection with 1− P finite rank, and let AP = B + (A−B)P . Then
fj(A)− fj(B) = fj(A)− fj(AP ) + fj(AP )− fj(B)
Therefore, for all n ≥ 0 we have
n∑
k=0
µ(k, fj(A)− fj(B))
p ≤ ‖fj(A) − fj(AP )‖
p
p + (n+ 1)‖fj(AP )− fj(B)‖
p
∞.
Note that A−AP = (A−B)(1−P ) and AP −B = (A−B)P . Since 1−P has finite rank, A−AP ∈
Lp. Applying Theorem 4.3.6 to ‖fj(A) − fj(AP )‖
p
p and Theorem 4.2.4 for ‖fj(AP ) − fj(B)‖
p
∞
yields
n∑
k=0
µ(k, fj(A)− fj(B))
p .p 2
j‖fj‖
p
p♯
‖A−AP ‖
p
p + (n+ 1)2
jp‖fj‖
p
∞‖AP −B‖
p
∞
where the constant is independent of n. From (4.3), we have that ‖fj‖∞ .p 2
j( 1
p
−1)‖fj‖p♯ .
Therefore,
n∑
k=0
µ(k, fj(A)− fj(B))
p .p 2
j‖fj‖
p
p♯
(‖A−AP ‖
p
p + (n+ 1)‖AP −B‖
p
∞).
Using Lemma 4.4.1 with X = A−B implies that there exists P such that
‖A−AP ‖
p
p+(n+1)‖AP −B‖
p
∞ = ‖(A−B)(1−P )‖
p
p+(n+1)‖(A−B)P‖
p
∞ ≤ 2
n∑
j=0
µ(j, A−B)p.
Thus,
n∑
k=0
µ(k, fj(A)− fj(B))
p .p 2
j‖fj‖
p
p♯
n∑
k=0
µ(k,A−B)p, n ≥ 0
as required. 
Representing f as
∑
j∈Z fj and applying (4.14), we arrive at the following submajorisation
result.
Corollary 4.4.3. Let 0 < p ≤ 1. For Lipschitz functions f ∈ B˙
1
p
p♯,p
(R) such that f =
∑
j∈Z fj
and all bounded self-adjoint operators A and B with A−B compact we have
|f(A)− f(B)|p ≺≺ Cp(‖f
′‖∞ + ‖f‖
B˙
1
p
p♯,p
)p|A−B|p.
Equivalently, for any fully symmetric operator space E (see e.g. [31, Definition 2.5.7]), we have
the Lipschitz estimate
‖|f(A)− f(B)|p‖E . (‖f
′‖∞ + ‖f‖
B˙
1
p
p♯,p
)p‖|A−B|p‖E .
4.5. Lp-operator Ho¨lder functions. To complement Theorem 1.0.2, we study the related issue
of operator Ho¨lder estimates. The arguments in this section are inspired by those of Aleksandrov
and Peller [2, Section 5], with adaptations for the wavelet decomposition.
For this section, we will assume that
(4.17) f =
∑
j∈Z
fj .
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Theorem 4.5.1. Let j ∈ Z and let f be a locally integrable function such that fj is bounded.
Then for all α ∈ (0, 1), 0 < p ≤ 1 we have
‖fj(A)− fj(B)‖ p
α
.p,α 2
j(α+ 1
p♯
)
‖fj‖p♯‖A−B‖
α
p
for all bounded operators A and B such that A−B ∈ Lp.
Proof. For each j ∈ Z, we have
‖fj(A)− fj(B)‖ p
α
= ‖|fj(A)− fj(B)|
1/α‖αp ≤ ‖fj(A)− fj(B)‖
1−α
∞ ‖fj(A)− fj(B)‖
α
p .
Since fj is bounded, the bounds ‖fj(A)‖∞, ‖fj(B)‖∞ ≤ ‖fj‖∞ give
‖fj(A)− fj(B)‖
1−α
∞ ≤ 2
1−α‖fj‖
1−α
∞ .
Now we apply (4.3), which gives us
‖fj(A) − fj(B)‖
1−α
∞ ≤ 2
1−α‖fj‖
1−α
∞ .α,p 2
j(1−α)
p♯ ‖fj‖
1−α
p♯
.
Using Lemma 4.3.6, we also have
‖fj(A)− fj(B)‖
α
p .p 2
jα
p ‖fj‖
α
p♯‖A−B‖
α
p .
Hence,
‖fj(A)− fj(B)‖ p
α
.p,α 2
j
p♯ ‖fj‖p♯‖A−B‖
α
p .

Theorem 4.5.1 implies the following sufficient condition for a function to be α-Ho¨lder in Lp.
Interestingly, the condition differs depending on p ≤ α or p > α. With p = 1, this recovers [2,
Theorem 5.3].
Theorem 4.5.2. Let 0 < p ≤ 1 and α ∈ (0, 1). If f ∈ B˙
α+ 1
p♯
p♯,min{1, p
α
}
(R) is such that (4.17) holds
then for all bounded self-adjoint operators A and B with A−B ∈ Lp we have
‖f(A)− f(B)‖ p
α
.p,α ‖f‖
B˙
α+ 1
p♯
p♯,min{1,
p
α
}
‖A−B‖αp .
Proof. With ν := min{1, pα}, the quasi-norm ‖ · ‖ pα obeys a ν-triangle inequality. Therefore,
‖f(A)− f(B)‖νp
α
≤
∑
j∈Z
‖fj(A) − fj(B)‖
ν
p
α
.
Theorems 4.5.1 and 4.1.3 together imply
‖f(A)− f(B)‖νp
α
.
∑
j∈Z
2
jν
(
α+ 1
p♯
)
‖fj‖
ν
p♯‖A−B‖
αν
p ≈ ‖f‖
ν
B˙
α+ 1
p♯
p♯,ν
‖A−B‖ανp .

4.6. Weak-type Ho¨lder estimates. Aleksandrov and Peller have proved that for all p ∈ [1,∞],
α ∈ (0, 1) we have
‖f(A)− f(B)‖ p
α
,∞ .p,α ‖f‖Cα‖A−B‖
α
p , A = A
∗, B = B∗ ∈ B(H), A−B ∈ Lp
where ‖f‖Cα is the α-Ho¨lder norm (see [2, Theorem 5.4]). This result can be viewed as a comple-
ment to the main result of [14], which states that
‖f(A)− f(B)‖1,∞ . ‖f
′‖∞‖A−B‖1, A = A
∗, B = B∗ ∈ B(H), A−B ∈ L1.
In order to continue this theme, we will study Ho¨lder-type estimates for ‖f(A)− f(B)‖ p
α
,∞ where
0 < p < 1.
The following argument is closely based on [2, Theorem 5.1], the essential difference is that we
use the wavelet decomposition in place of the Littlewood-Paley decomposition. We continue to
assume that (4.17) holds. Note that by Theorem 4.1.3, if f ∈ Bsp,q(R) for some s ∈ R, p, q ∈ (0,∞]
then for every j ∈ Z we have fj ∈ L∞(R).
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Theorem 4.6.1. Let α ∈ (0, 1) and p ∈ (0, 1]. Let f be a locally integrable function such that
fj ∈ L∞(R) for all j ∈ Z and (4.17) holds. Let A and B be self-adjoint bounded operators such
that A−B is compact. For all n ≥ 0 we have
(4.18) µ(n, f(A)− f(B)) .p,α (1 + n)
−α
p ‖f‖
B˙
α+ 1
p♯
p♯,∞
(
n∑
k=0
µ(k,A−B)p
)α
p
.
Proof. Let N ∈ Z, to be specified shortly. By the inequality (4.14), for all n ≥ 0 we have
n∑
k=0
µ(k,
∑
j≤N
fj(A)− fj(B))
p ≤
∑
j≤N
n∑
k=0
µ(k, fj(A) − fj(B))
p
According to Theorem 4.4.2, we have
n∑
k=0
µ(k, fj(A)− fj(B))
p .p 2
j‖fj‖
p
p♯
n∑
k=0
µ(k,A−B)p.
Therefore,
n∑
k=0
µ(k,
∑
j≤N
fj(A)− fj(B))
p .p
∑
j≤N
2j‖fj‖
p
p♯
(
n∑
k=0
µ(k,A−B)p
)
.
By Theorem 4.1.3, for all j ∈ Z we have
‖fj‖p♯ . 2
−j(α+ 1
p♯
)
‖f‖
B˙
1
p♯
+α
p♯,∞
.
Hence, taking into account that 1− αp− p
p♯
= p(1− α) > 0, we have
n∑
k=0
µ(k,
∑
j≤N
fj(A)− fj(B))
p .p
∑
j≤N
2
j(1−αp− p
p♯
)
‖f‖p
B˙
1
p♯
+α
p♯,∞
(
n∑
k=0
µ(k,A−B)p
)
.p,α 2
Np(1−α)‖f‖p
B˙
1
p♯
+α
p♯,∞
(
n∑
k=0
µ(k,A−B)p
)
.
That is, n∑
k=0
µ(k,
∑
j≤N
fj(A)− fj(B))
p

1
p
.p,α 2
N(1−α)‖f‖
B˙
1
p♯
+α
p♯,∞
(
n∑
k=0
µ(k,A−B)p
) 1
p
.
It follows that
(4.19) µ(n,
∑
j≤N
fj(A)− fj(B)) .p,α (1 + n)
− 1
p 2N(1−α)‖f‖
B˙
α+ 1
p♯
p♯,∞
(
n∑
k=0
µ(k,A−B)p
) 1
p
Putting this aside for the moment, we consider the norm
∥∥∥∑j>N fj(A)− fj(B)∥∥∥
∞
. By the triangle
inequality, this is controlled by∥∥∥∥∥∥
∑
j>N
fj(A)− fj(B)
∥∥∥∥∥∥
∞
≤
∑
j>N
‖fj(A)− fj(B)‖∞ ≤
∑
j>N
2‖fj‖∞.
By Theorem 4.1.3, we have ‖fj‖∞ .α 2−jα‖f‖B˙α∞,∞. Therefore
(4.20)
∥∥∥∥∥∥
∑
j>N
fj(A)− fj(B)
∥∥∥∥∥∥
∞
.α
∑
j>N
2−jα‖f‖B˙α∞,∞ .α 2
−Nα‖f‖B˙α∞,∞.
LIPSCHITZ ESTIMATES IN QUASI-BANACH SCHATTEN IDEALS 31
Now we combine (4.19) and (4.20) to estimate µ(n, f(A)− f(B)). This is,
µ(n, f(A)− f(B)) = µ
n,∑
j≤N
fj(A)− fj(B) +
∑
j>N
fj(A)− fj(B)

≤ µ
n,∑
j≤N
fj(A)− fj(B)
 +
∥∥∥∥∥∥
∑
j>N
fj(A)− fj(B)
∥∥∥∥∥∥
∞
(4.20)
.α µ
n,∑
j≤N
fj(A)− fj(B)
 + 2−Nα‖f‖B˙α∞,∞
(4.19)
.α (1 + n)
− 1
p 2N(1−α)‖f‖
B˙
α+ 1
p♯
p♯,∞
(
n∑
k=0
µ(k,A−B)p
)1/p
+ 2−Nα‖f‖B˙α∞,∞.
Now we choose N ∈ Z such that
2−N−1 ≤ (1 + n)−
1
p
(
n∑
k=0
µ(k,A−B)p
) 1
p
≤ 2−N .
Hence,
µ(n, f(A)−f(B)) .α,p (‖f‖
B˙
1
p♯
+α
p♯,∞
+‖f‖B˙α∞,∞)((1+n)
− 1
p
+(1−α) 1
p+(1+n)−
α
p )
(
n∑
k=0
µ(k,A−B)p
)α
p
.
Since B˙
1
p♯
+α
p♯,∞
⊆ B˙α∞,∞ (this follows from (4.3)), the desired result follows. 
It follows immediately from the definition of the L p
α
,∞ quasi-norm (2.1) that we have the
following:
Theorem 4.6.2. Let p ∈ (0, 1] and α ∈ (0, 1). Assume that f ∈ B˙
1
p♯
+α
p♯,∞
(R) is such that (4.17)
holds. For all self-adjoint bounded operators A and B such that A−B ∈ Lp we have
‖f(A)− f(B)‖ p
α
,∞ .p,α ‖f‖
B˙
1
p♯
+α
p♯,∞
‖A−B‖αp .
Appendix A. Automatic complete boundedness of Lp-bounded Schur multipliers
The following is a recently published result of Aleksandrov and Peller [5, Theorem 3.1].
Theorem A.0.1. Let A ∈Mn(C) be a matrix, where 1 ≤ n ≤ ∞. Denote by idMN (C) the N ×N
matrix with all entries equal to 1. Then for all 0 < p < 1 we have
‖A‖mp = ‖A⊗ idMN (C)‖mp .
In other words, bounded Schur multipliers of Lp are automatically completely bounded. The
analogous statement for p = 1 is well-known, see [37, Theorem 5.1]. For the sake of completeness
we include a proof of Theorem A.0.1. The proof is different from that of [5], and is instead closely
modelled on a proof for the p = 1 case due to Smith [46, Theorem 2.1].
Recall that we denote by ℓn2 the n-dimensional Hilbert space.
Proof of Theorem A.0.1. Let 1 ≤ n ≤ ∞ and N ≥ 1. Let u ∈ ℓn2 ⊗ ℓ
N
2 be a unit vector. Write the
components of u as u =
∑
j,l uj,lej ⊗ el. Consider the mapping:
Qu : ℓ
n
2 → ℓ
n
2 ⊗ ℓ
N
2
given by
Quej =
{
(
∑N
l=1 |uj,l|
2)−1/2
∑N
l=1 uj,lej ⊗ el, if
∑N
l=1 |uj,l|
2 6= 0
0, otherwise.
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The adjoint of Qu is easily computed. We have
Q∗u(ej ⊗ el) = ejuj,l(
N∑
r=1
|uj,r|
2)−1/2, 1 ≤ j ≤ n, 1 ≤ l ≤ N
or Q∗u(ej ⊗ el) = 0 if
∑N
r=1 |uj,r|
2 = 0.
Then we compute Q∗uQuej . If
∑N
l=1 |uj,l|
2 = 0 then Q∗uQuej = 0 and so assuming otherwise we
have for every 1 ≤ j ≤ n,
Q∗uQuej =
(
N∑
l=1
|uj,l|
2
)−1/2 N∑
r=1
uj,rQ
∗
u(ej ⊗ er)
=
(
N∑
l=1
|uj,l|
2
)−1/2 N∑
r=1
uj,ruj,r(
N∑
l=1
|uj,l|
2)−1/2ej
= ej ·
∑N
r=1 |uj,r|
2∑N
r=1 |uj,r|
2
= ej .
So Qu is indeed a contraction.
Given u ∈ ℓn2 ⊗ ℓ
N
2 , define u˜ ∈ ℓ
n
2 as,
u˜ =
n∑
j=1
(
N∑
l=1
|uj,l|
2)1/2ej .
We have that ‖u˜‖ℓn2 = ‖u‖ℓn2⊗ℓN2 .
We now assert that
(A.1) (idMN (C) ⊗A) ◦ (u⊗ v) = Qu(A ◦ u˜⊗ v˜)Q
∗
v.
It suffices to check (A.1) entrywise. On the left hand side, we have
〈ej,l1 , (idMN (C) ⊗A) ◦ (u⊗ v)ek,l2〉 = Aj,kuj,l1vk,l2 , 1 ≤ j ≤ n, 1 ≤ k ≤ n, 1 ≤ l1, l2 ≤ N
and on the right
〈ej,l1 , Qu(A ◦ (u˜⊗ v˜))Q
∗
vek,l2〉 = 〈Q
∗
uej,l1 , (A ◦ u˜⊗ v˜)Q
∗
vek,l2〉
= uj,l1vk,l2(
N∑
r=1
|uj,r|
2)−1/2(
N∑
r=1
|uk,r|
2)−1/2〈ej , (A ◦ u˜⊗ v˜)ek〉
= Aj,kuj,l1vk,l2 .
This verifies (A.1).
Since Qu and Qv are contractions, (A.1) implies that
‖(idMN (C) ⊗A) ◦ (u⊗ v)‖p ≤ ‖A‖mp‖u‖ℓn2⊗ℓN2 ‖v‖ℓn2⊗ℓN2 .
Taking the supremum over u, v ∈ ℓn2 ⊗ ℓ
N
2 with norm at most 1 and using Lemma 2.2.1 yields the
conclusion
‖idMN (C) ⊗A‖mp ≤ ‖A‖mp .
The reverse inequality is clear. 
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