Many social networks are predicated on the assumption that a member's online information reflects his or her real identity. In such networks, members who fill their name fields with fictitious identities, company names, phone numbers, or just gibberish are violating the terms of service, polluting search results, and degrading the value of the site to real members. Finding and removing these accounts on the basis of their spammy names can both improve the site experience for real members and prevent further abusive activity.
INTRODUCTION
One of the fundamental characteristics of many social networks is that a user's online identity is assumed to be an accurate reflection of his or her real identity. For example, the terms of service of Facebook [13] , LinkedIn [20] , and Google+ [15] all require users to identify themselves by their real names. However, many users still sign up for these social networks with fake names. Often these users intend to engage in abusive activity, such as sending spam messages or posting malicious links. These users may use automation to create accounts, in which case fake names are generated from a predefined dictionary or even as random strings of characters.
In addition to the dedicated spammers, many users with no intention of abuse will fill in their personal information with something other than (or in addition to) their real name. Some users simply cannot be bothered to take the time to enter their personal information, and fill in name fields with strings such as "asdf," while others may choose to mask their identities out of privacy concerns. Still others may use the name fields to enter job titles, phone numbers, email addresses, or other non-name information, either out of hopes that this information will be surfaced more easily in searches or out of misunderstanding of the field labels. These accounts, even if not actively abusing the site, are still undesirable, as they may pollute search results and degrade the value of the site to members who abide by the terms of service.
Many previous authors have considered the problem of detecting spam and fake accounts in social networks, using signals such as clickstream patterns [30, 29] , message-sending activity and content [3, 14] , and properties of the social graph [8, 7, 6] . However, to our knowledge none have considered the problem of detecting fake accounts from name information only.
An approach using only name data has several appealing features:
• It can be used to detect both automated and human abusers and both malicious and non-malicous fakes.
• It can be used at registration time, when other signals such as clickstream history and connections graph are not present.
• It can detect fakes preemptively rather than waiting for the first round of abuse to occur.
Furthermore, finding fake names can be used as a complementary strategy to existing spam-detection methods and can be used as part of a co-training process [5] to create a broad model for fake accounts.
Our contribution
We propose a robust, language-agnostic algorithm for spam detection in user-entered names and other very small texts. Specifically, we describe a set of features that can be extracted from such texts and used in a Naive Bayes classifier applied to these texts, as well as some algorithmic tweaks that improve the classifer's performance. We demonstrate the effectiveness of our classifier by running the algorithm on LinkedIn members' name data, including both a labeled validation set and unlabeled data from production, and computing several performance metrics. Implementing the algorithm on production data cut the false positive rate by more than half as compared with LinkedIn's previous method of name spam detection. We also show that running the algorithm on email usernames can supplement the name spam detection by correctly classifying some borderline cases.
Our Approach
We build our name-spam detection algorithm using a Naive Bayes classifier. This classifier has a long and successful history of dealing with the problem of email spam [25, 2, 16, 26, 27, 1] . However, all proposed uses of Naive Bayes for spam classification use individual words or groups of words as features. Using individual names as features would not be an effective means of detecting name spam. For example, if each name consisted of a single word, the Naive Bayes classifier would be equivalent to determining whether the percentage of fake accounts with a given name was above or below some predetermined threshold. Even more problematically, a whole-name-based classifier would be powerless to classify a name it had not seen before; all unique names would have to share the same classification, a significant problem on a global social network such as LinkedIn, where more than one third of all accounts have unique names [18] .
Instead of using whole words, we use as our base feature set n-grams of letters that comprise these words. Specifically, for various small values of n we extract from an mcharacter name the (m − n + 1) substrings of n consecutive characters. For example, with n = 3 the name David breaks into the three n-grams (Dav, avi, vid). We then augment the feature set by adding phantom "start-of-word" and "end-of-word" characters (represented by \^and \$, respectively) to each name and incorporating these into our ngrams; under this tranformation the 3-grams for David are (\^Da, dav, avi, vid, id\$).
Missing Features
It may occur that a name we wish to classify contains an n-gram that does not appear in our training set. There are two standard approaches to dealing with missing features in Naive Bayes: to ignore them, or to assign a value to a "missing feature" feature. We consider both options. To assign a value to the "missing feature" feature we borrow a technique from natural language processing:we randomly divide the training set in two and add up the category counts for features that appear in only one half of the set. Contrary to the results of Kohavi, Becker, and Sommerfield [17] , we find that adding the "missing feature" feature significantly improves our results. More generally, we can apply the "missing feature" feature to any feature with fewer than c instances in the training set, with the optimal value of c determined experimentally on a validation set.
To improve further our treatment of missing features, we observe that for an n-gram that does not appear in the training set it may be the case the the two component (n − 1)-grams do appear in the training set. In this case we can replace the missing n-gram feature with the two (n − 1)-gram features; if one or both of these features are missing we can iterate recursively, up to the point where we are considering 1-grams. We find that this treatment gives a significant performance boost.
Experimental Results
We trained our classifier on a representative sample of 60 million LinkedIn accounts, with spam labels provided by the LinkedIn Security team. After optimizing parameters on a validation set of approximately 100,000 accounts, we measured the performance of two different versions of our classifier on a held-out test set of approximately 100,000 accounts. Both the validation and test sets were designed to consist of roughly half spam accounts.
We tested two versions of our algorithm: a "full" version using 5-grams and a "lightweight" version using 3-grams that uses less than 10% as much memory as the full version. After optimizing our algorithm's parameters, for the full algorithm we obtained an AUC of 0.85 and a max F 1/8 -score of 0.92. For the lightweight version we obtained an AUC of 0.80 and a max F 1/8 -score of 0.93. Further statistics can be found in Section 5. We consider F 1/8 -score instead of the standard F1-score because the cost of a false positive (blocking a good member) is significantly higher than the cost of a false negative (leaving a fake account alone).
We also used our algorithm to find several hundred false negatives (i.e., spam accounts that had not been caught) in our test set.
Finally, we ran our lightweight algorithm on the primary email addresses associated with accounts in our training and test sets, and found a noticeable improvement when the name and email features were combined.
MULTINOMIAL NAIVE BAYES
We begin by reviewing the Naive Bayes classifier [12, 23] . The task of this classifier is to approximate an unknown function f : F → L, where F = F1 × · · · × Fm is the feature space and L is the label space. In our application L is the binary set {0, 1}. If X = (X1, . . . , Xm) is a random variable taking values in F and Y is a random variable taking values in L, then f (x) can be estimated by computing py = p(Y = y | X = x) and outputting the value of y for which py is maximized.
By Bayes' theorem and the law of total probability we have
.
(2.1) Now suppose we are trying to classify a text document that is represented as an ordered sequence of words (x1, . . . , xm); i.e., the feature Fi represents the word in the ith position. The multinomial Naive Bayes classifier makes the assumption that each word is generated independently from a multi-nomial distribution.
1 Under this assumption, if we let θwy be the probability that the word w appears in class y, then we have
where fw denotes the number of instances of word w in the vector (x1, . . . , xm) and the products are taken over all words w in the vocabulary. If the classification is binary and Y takes values 0 and 1, then we can divide the numerator and denominator of (2.1) by the terms with y = 0 to get
where
is the log of the conditional probability ratio for the feature vector x. Substituting (2.2) into the formula for R( x) and taking logarithms gives
(Observe that in a short document almost all of the fw will be equal to zero.) Performing the classification task now comes down to computing estimates for the values p(Y = y) (the class priors) and the parameter estimates θwy. We estimate θwy from training data as
where Nw,y indicates the number of instances of word w occurring in class y in the training set and Ny is the sum of the Nw,y over all features. The parameter αw,y is a smoothing parameter and corresponds to adding αw,y imagined instances of feature w in category y to the training data. Setting a nonzero smoothing parameter prevents a feature with examples in only one class from forcing the probability estimate s( x) to be 0 or 1. Standard Laplace smoothing sets αw,y = 1 for all w and y; other techniques are to set αw,y to be a small real number δ independent of w or to set αw,y = δ/Nw,y. This last method is called interpolated smoothing by Chen and Goodman [9] .
The Naive Bayes algorithm has demonstrated great success in classification problems (see e.g., [11, 24, 21] ) even though the value s( x) of (2.3) is often highly inaccurate as an estimate of probability [4, 31, 10] . However, if we interpret s( x) as a score for the feature vector x, we can then use a validation set to choose a cutoff point for classifying that depends on the relative cost of misclassifying in each class. (See Section 5.1 for further discussion.)
Implementation of the algorithm, once a suitable training set has been obtained, is straightforward. As long as the number of features in the training set is no more than a few million, the data required for classifying new instances can be kept in main memory on an ordinary PC or run on a distributed system such as Hadoop. Thus once the data is loaded, the algorithm can quickly classify many instances. We observe that computing R( x) rather than e R( x) speeds up computation and eliminates underflow errors caused by multiplying together many small values.
THE BASIC ALGORITHM

N-grams of Letters
In typical email spam classifiers using Naive Bayes (e.g., [25, 26, 1] ) the features w consist of words or phrases in a document, with separation indicated by whitespace characters or punctuation. For short texts such as names these features are clearly inadequate -most names will only have two features! Thus instead of entire words, we use n-grams of letters as our main features. Formally, we have the following: Definition 3.1. Let W = c1c2 · · · cm be an m-character string. We define n-grams(W ) to be the (m − n + 1) substrings of n consecutive characters in W :
For example, with n = 3 the name "David" breaks into the three n-grams (Dav, avi, vid).
Our choice of overlapping n-grams as features blatantly violates the Naive Bayes assumption that the features used in classification are independent. However, as observed by numerous previous authors (e.g. [10] ), the classifier may still have good performance despite the dependencies among features; see Section 5.2 for further discussion.
Since names on LinkedIn consist of distinct first name and last name fields (neither of which is allowed to be empty), we have a choice in labeling our features: we can consider an n-gram coming from a first name to be either identical to or distinct from an n-gram coming from a last name. We considered both approaches in our initial trials and came to the conclusion that using distinct labels for first and last name n-grams performs best for all values of n. (See Figure 1.) 
Dataset and Metrics
We trained our classifier on a sample of roughly 60 million LinkedIn accounts that were either (a) in good standing as of June 14, 2013 or (b) had been flagged by the LinkedIn Security team as fake and/or abusive at some point before that date. We labeled accounts in (a) as good and those in (b) as spam. We sampled accounts not in our training set to create a validation/test set of roughly 200,000 accounts. Since the incidence of spam accounts in our data set is very low, we biased our validation set to contain roughly equal numbers of spam and non-spam accounts. This bias allows us both to test the robustness of our algorithm to variations in the types of names on spam accounts and to speed up our testing process.
We began with of a preprocessing step that computed tables of n-gram frequencies from raw name data for n = 1, . . . , 5. Our algorithms are fully Unicode-aware, which allows us to classify international names but leads to a large number of n-grams. To reduce memory usage, we ignored n-grams that had only a single instance in the training set. Table 1 shows the number of distinct n-grams for each value first/last distinct first/last combined n n-grams memory n- Table 1 : Number of distinct n-grams in our training set for n = 1, . . . , 5 and amount of memory required to store the tables in our Python implementation. Data on the left considers the sets of n-grams from first and last names independently, while data on the right considers the sets cumulatively.
of n and the corresponding amount of memory required to store the table of tuples (w, log(θw1/θw0)) for all n-grams w.
Initial results
In our experiments we use the probability estimate s( x) of (2.3) to assign to each test case a real-number score between 0 and 1. When comparing different models we use area under the ROC curve (AUC) as our primary metric to compare the outcomes of two trials. We favor this metric because it does not require us to make a decision on a threshold for spam labeling and/or the relative weights of false positives and false negatives. In addition, AUC is insensitive to bias in our validation set. Specifically, since our validation set is constructed as a sample of some fraction x of spam accounts and a different fraction y of non-spam accounts, changing the values of x and y should have no impact on the expected value of AUC.
In testing variants and parameters, we use a validation set of 97,611 accounts (48,461 spam and 49,150 not spam). Figure 1 shows results for our initial scoring, with values of n ranging from 1 to 5. We ran the classifier using two different feature sets: one where first name and last name n-gram data are combined, and one where they are distinct. We see that using distinct features is superior for all values of n. All subsequent tests were conducted using distinct features.
It appears from the data that increasing n improves the classification only up to a certain point -the results for n = 5 are worse than those for n = 4. We conjecture that the number of 5-grams that appear in the validation set but not in the training set offsets the improvement from increased granularity. See Section 4.2 for further discussion and ways to ameliorate the situation.
We also considered various smoothing parameters: Laplace smoothing αw,y = δ and interpolated smoothing αw,y = δ/Nw,y, each for δ ∈ (0.01, 0.1, 1, 10, 100). To our surprise, and contrary to the results of Kohavi, Becker, and Sommerfield [17] , we found that a constant αw,y = 0.1 performs best in our experiments, slightly outperforming interpolated smoothing with δ = 10 (see Figure 2) . We use this smoothing parameter for all subsequent experiments. 
AUC for basic algorithm
Length of n-grams AUC first+last name n-grams combined first+last name n-grams distinct Figure 2 : AUC for basic algorithm with various smoothing parameters. We omit the plots for n = 1 and n = 2 since all parameters perform approximately the same. We omit the plots for δ = 100 since the results are significantly worse than those plotted. 
IMPROVING THE FEATURE SET
Initial and terminal clusters
To augment the feature set, we observe that certain ngrams may be more or less likely to correspond to fake accounts if they start or end a name. For example, in our training set the proportion if spam accounts with the 2-gram zz appearing at the start of a name is 13 times the proportion of spam accounts with zz appearing anywhere in the name. We thus augment the feature set by adding phantom "start-of-word" and "end-of-word" characters to each name before splitting it into n-grams.
Formally, we add two new symbols \^and \$ to our dictionary of letters. For an m-character name W = c1c2 · · · cm we set c0 =\^, cm+1 =\$, W = c0c1 · · · cmcm+1, and compute n-grams(W ) using the definition of (3.1). (Clearly this only adds information if n > 1.) With these phantom characters added, the name David breaks into 3-grams as (\^Da, dav, avi, vid, id\$).
We recomputed our training data with initial and terminal clusters; the results appear in Figure 3 . The magnitude of the improvement increases with n., and for n = 5 the improvement is large enough to make n = 5 better than n = 4 (AUC 0.843 for n = 5 vs. 0.836 for n = 4).
Including missing features
It may happen that a name in our validation set contains an n-gram w that does not appear in our training set. There are two standard ways of dealing with this occurrence [17] : either ignore the feature w entirely (which is equivalent to assuming that θw0 = θw1, i.e., the probabilities of w appearing in each class are identical), or estimate values for θwy. Until this point we have chosen the former; we now investigate the latter.
Intuitively, we expect an n-gram that is so rare as to not appear in our training set to be more likely to belong to a spammer than an n-gram selected at random. Indeed, this is what the data from the validation set show: the proportion of missing features that belong to spam accounts ranges between 76% and 87% as n varies. The data also supports our hypothesis that the reason n = 5 does not outperform n = 4 is that many more features are missing (8.8% vs. 3.0%), and thus were ignored in our initial analysis. The proportions of missing features for each n can be seen in Figure 4 . To estimate parameters for missing features, we take the approach of considering all missing features (for a fixed value of n) as a single n-gramw. We compute θwy by splitting the data in half and labeling n-grams that appear only in one half as "missing." More precisely, we do the following: Algorithm 4.1. Input: a set χ of training samples W , labeled with classes y, and a fixed integer n. Output: parameter estimates for missing values.
1. Randomly assign each training sample W ∈ χ to one of two sets, A or B, each with probability 1/2.
Define g(A)
= W ∈A n-grams(W ) and g(B) = W ∈B n-grams(W ).
For each class y, define
Nw,y = Nw,y 4. Compute θwy using (2.5).
When we include this "missing feature" feature, the AUC values for n ≤ 4 do not change noticeably, but the AUC for n = 5 increases from 0.843 to 0.849.
Recursively iterating the classifier
The above method incorporates a "one-size-fits-all" approach to estimating parameters for missing features. We can do better by observing that even if a given n-gram is not in our training set, the two component (n − 1)-grams may appear in the training set. If one or both of these (n − 1)-grams are missing, we can go to (n − 2)-grams, and so on. We thus propose the following recursive definition for estimating the parameter θwy: Definition 4.2. Let w be a character string of length n. Let θwy be a parameter estimate for missing values of 1-grams (as computed by Algorithm 4.1 wth n = 1), and let αw,y be a smoothing parameter. We define θwy as follows: We observe that under this formulation, if two consecutive n-grams are missing, then the overlapping (n − 1)-gram appears twice in the product θwy. At the extreme, if a particular character does not appear in the training set, the "missing feature" parameter θwy is incorporated 2 n−1 times in the product θwy.
When we use the formula of Definition 4.2 to compute the parameters θwy for our classifier, the results for n ≤ 4 change negligibly, but the AUC for n = 5 improves from 0.849 to 0.854.
EVALUATING PERFORMANCE
Results on Test Set
We ran our algorithm on a sequestered test set of 97,965 accounts, of which 48,726 were labeled as spam and 49,239 were labeled as good. We tried two different sets of parameters: a "full" version using 5-grams that is informed by the above discussion, and a "lightweight" version using 3-grams that is designed to be faster and use less memory. In light of the above discussion we used the following parameters: 
Precision and Recall.
In our setup, for a given score cutoff c, the precision function prec(c) denotes the fraction of correct labels out of all Figure 6 give precisionrecall curves for the two versions of our algorithm when run against the sequestered test set. We observe that the algorithms perform similarly at the low end, where most samples are spam. The full algorithm differentiates itself in the middle of the range: as recall increases above 0.35 (corresponding to a score cutoff of about 0.1 for the full algorithm and 0.5 for the lightweight algorithm), the precision of the lightweight algorithm declines much more quickly than that of the full algorithm.
F -score.
When trying to detect spammy names, it is typically the case that that the cost of a false positive in spam detection (blocking a good user) is significantly higher than the cost of a false negative (leaving a fake account alone). A good user who is blocked represents lost engagement with the site -and potentially lost revenue -while a bad user who is not blocked based on a spammy name may be later caught and blocked based on some other signal. Furthermore, false positives are magnified by the fact that the vast majority of users are not spammers.
Thus to determine a reasonable score cutoff for our classifier, we consider an F -score that weights precision more heavily than recall. Specifically, given a parameter β that indicates the ratio of importance of recall to importance of precision, we compute
(See [28, Ch. 7] .) We computed max F β scores for β = 1, 1/2, 1/4, . . . , 1/64 for the full and lightweight algorithms and obtained the following results:
Full We see from these computations that if precision is weighted much higher than recall (β ≤ 1/8), the two algorithms perform roughly identically. As recall gains in weight, we see the full algorithm begin to outperform the lightweight version.
Relative Feature Weights
In general, all it takes is one spammy n-gram to make a name spammy; for example, we would consider the name "XXXDavid" to be spam even though the substring "David" looks good. Thus for our classifier to perform well, bad features should be weighted more heavily than good features.
Our analysis suggests that this property holds intrinsically for our data set, and we believe it results from the nature of our training data. Specifically, the "spam" labels in our training set consist of all accounts that have been flagged as spam, not just those that have spammy names. Thus it is far more likely for a "good" n-gram such as Dav to be found on a spam account than it is for a "spammy" n-gram such as XXX to be found on a good account. In terms of the parameters that comprise the score s( x), the absolute value of log(θXXX1/θXXX0) will tend to be much larger than the absolute value of log(θDav1/θDav0). As a result, even one spammy n-gram will not be counterbalanced by any number of good n-grams.
To evaluate this concept quantitatively, we bucketed scores produced by our lightweight algorithm by R( x) (see (2.4)) and computed the following quantities:
• percentage of samples in a bucket with a "very bad" feature, defined as an n-gram w for which log(θw1/θw0) < −1,
• percentage of samples in a bucket with a "very good" feature, defined as an n-gram w for which log(θw1/θw0) > 1.
The results appear in Figure 7 . We see that as scores approach the middle from the extremes, the rate of very bad features stays high while the rate of very good features starts to decline sooner. For example, when R( x) = 5, 75% of samples have a "very good" feature with log(θw1/θw0) > 1. On the other hand, when R( x) = −5, 94% of samples have a "very bad" feature with log(θw1/θw0) < −1. We conclude that the "very bad" features contribute more to the ultimate score than the "very good" features. 
False Positives
We manually reviewed all 928 names in our test set that were labeled "good" but were given a score of 0.05 or less by our full algorithm. We found that a majority of these samples (552, or 59%) were in fact spammy names that had not been labeled as such. Labeling these alleged false postives samples correctly significantly improves precision at the low end of the score spectrum. The dashed lines in Figure 6 show precision-recall plots for the test set with the labels corrected.
Of the manually-reviewed false positives that we determed not to be spammy names, we observed a few patterns that repeated:
• Mixed-language names. For example, a Chinese person may enter his or her name in Chinese characters and English transliteration. While LinkedIn does support names in multiple languages [19] , users may not be aware of this feature or may want both languages to show simultaneously.
• Users interchanging the first and last name fields. Since our algorithm uses different features for first and last names, a name that looks good when entered in the correct fields may come up as spam when the fields are interchanged.
• Users entering readable names with extra accents and/or unusual characters. For example, a user might enter "David" as "∂åν1δ." We speculate that these users are attempting to maintain a legitimate presence on the site while making it more difficult to search for their names.
• Users entering non-name information in the name fields, such as degrees, professional credentials, or military ranks.
In Section 7 we discuss some possible approaches to filtering out false positives in these categories.
False Negatives
Recall that the "spam" accounts in our training and test sets consist of accounts that had been flagged as fraudulent and/or abusive for any reason, not just having a spammy name. Many of the spam accounts on LinkedIn have names that do not appear spammy, so we would not expect our classifier to detect these accounts. The histograms of Figure 5 support this assertion: while more than 90% of good accounts have scores greater than 0.95, either 40% (full algorithm) or 53% (lightweight algorithm) of the spam accounts in our test set have scores above that point and would thus be labeled as false negatives.
To further support this assertion, we manually reviewed a sample of 100 accounts in our test set that were labeled as spam but were given scores above 0.646 by the full algorithm and above 0.670 by the lightweight algorithm. (These cutoffs were chosen to maximize F 1/4 -score as discussed in Section 5.1.) Only seven of these accounts had names that were spammy in our judgment.
If we extrapolate this 93% false negative rate in our labeling of high-scoring accounts to the entire validation set above the cutoffs, then at these cutoffs we obtain recall 0.93 for the full algorithm and 0.90 for the lightweight algorithm (compared with 0.49 and 0.38, respectively, using the initial labels).
Running on Live Data
We implemented the lightweight version of our algorithm in Python and trained it on a subset of the dataset discussed in Section 3.2. Using Hadoop streaming, we ran the algorithm daily on new LinkedIn registrations throughout the month of May 2013. The lowest-scoring accounts were flagged as spam and sent to the Trust and Safety team for appropriate action. We ran our new algorithm in parallel with LinkedIn's previous name-spam detection procedure, which was based upon regular expressions.
As of early July, 3.3% of the accounts labeled as spam by our new algorithm had had this label removed, while 7.0% of the accounts labeled as spam by the old algorithm had had their spam labels removed. LinkedIn deemed the new algorithm so effective that the old algorithm was retired by mid-June.
SCORING EMAIL ADDRESSES
Our algorithm can be applied to detect spam not only in names but also in other short strings. In particular, email usernames are particularly relevant for this kind of scoring. While there is nothing about an email address that violates terms of service or degrades the value of a social network, there are still email addresses that are "spammier" than others. For example, a real user's email address will often look like a name or a word in some language, while a user who just wants to get past a registration screen may sign up with "asdf@asdf.com," and a bot generating a series of accounts may sign up with email addresses consisting of random strings of characters at some email provider.
We experimented with email data by incorporating it in our algorithm in two ways: running the algorithm on email usernames alone, and running the algorithm on email usernames along with first and last names. (That is, we added n-grams for email username to the feature set that included n-grams for first and last names.) For the latter input data, By itself, our algorithm applied to email usernames is not too helpful in finding spammers. Precision drops off very quickly, and even at the very low end we have worse results than our name scoring algorithm: of the 6,149 accounts with email scores less than 0.05, we find 5,788 spam accounts and 361 good accounts. Correcting for the mislabeled accounts we found in Section 5.3 shifts only 28 labels from good to spam.
However, we find that our results improve when we use email scoring to supplement name scoring; the email features provide a sort of "tiebreaker" for scores that are otherwise borderline. In particular, adding email data improves results in the middle of the precision-recall range. Further work is needed to assess the magnitude of this effect and to investigate other ways of combining email scoring with name scoring.
CONCLUSIONS AND FURTHER WORK
We have presented a Naive Bayes classifier that detects spammy names based on the n-grams (substrings of n characters) appearing in that name, and discussed techniques for improving and optimizing the algorithm. We tested "full" and "lightweight" versions of the algorithm on data from LinkedIn and showed that both were effective at catching spam names at high precision levels. The lightweight version becomes less effective more quickly than the full version as the score cutoff increases.
One important direction for further work is to reduce the algorithm's false positive rate. In Section 5.3 we discussed some categories of false positives returned by the algorithm; here we present some possible approaches to detecting and eliminating them.
• Mixed-language names: if multiple languages are detected, one could try to parse each name field into language blocks and score each block separately. If the name field contains a real name in each language then both scores will be high.
• Switching name fields: one could try to score the first name as a last name and vice versa. If the name is actually spam then both permutations should score badly, while if the name is legitimate but the fields are switched the scores of the permuted names should be high. The relative weighting of the permuted scores vs. the original scores would have to be determined experimentally; we don't want to negate the advantage gained by scoring first and last names independently (cf. Figure 1 ).
• Unusual characters: one could try scoring a "reduced" name obtained by mapping Unicode characters to ASCII strings. Again we would want to ensure that this score was appropriately weighted so as to not negate the advantage of scoring on the entire Unicode alphabet.
• Non-name information: one could try to detect appropriate non-name information such as degrees or qualifications (as opposed to irrelevant information such as company names or job titles) by matching to a list. A better approach would be to have a separate field for such information, so the name field could be reserved for the name only.
Another direction for further work is to strengthen the adversarial model. Specifically, we have trained our classifier under the assumption that the distribution of spammy names is constant over time, while in practice it is likely that malicious spammers will change their name patterns when they find themselves getting blocked due to our classification. We expect that if this adaptation occurs at a significant scale, then the offenders will be caught LinkedIn's other spam-detection systems and the name-spam model can then be retrained using the most recent data. To investigate these effects we plan to retrain the model at regular intervals and track the success rate of each iteration.
