The problem of counting the number of s-t paths in a graph is #P-complete. We provide an algorithm to estimate the solution stochastically, using sequential importance sampling. We show that the method works effectively for both graphs and digraphs. We also use the method to investigate the expected number of s-t paths in a random graph of size n and density d, and develop a model that shows how this quantity behaves when n and d are varied.
Introduction
Many difficult counting problems belong to the class of #P -complete problems [11, 18] . One such problem is counting the number of s-t paths in a graph, which was proved to be #P -complete in [17] . Although it is trivial to establish whether there exists an s-t path in an arbitrary graph, to date no efficient algorithm exists for counting the number of such paths for general graphs. The purpose of this paper is to introduce a simple Monte Carlo method for fast and accurate estimation of the number of s-t paths for general graphs, and to apply this to find an expression for the expected number of such paths in a random graph as a function of the order and density of the graph. The method uses the principle of importance sampling, a fundamental variance reduction technique in statistics, which has been successfully applied to a great variety of estimation problems, see for example [5, 6, 10, 3, 16, 9] . Although the idea of using importance sampling for counting goes as far back as [4] and [13] , who developed algorithms for generating and counting self-avoiding random walks, there has been renewed interest in this area following recent developments in sequential and adaptive Monte Carlo techniques, such as sequential importance sampling [1], the cross-entropy method [15] and importance resampling, see e.g., [12] . Various importance sampling approaches to combinatorial counting problems, such as counting the number of zero-one tables, counting the permanent of a binary matrix, and determining the number of Hamiltonian cycles, are discussed in [7] and [14] . Other stochastic algorithms for counting problems can be found in [19] , who provide an algorithm to estimate the maximum number of nodeindependent paths between two vertices of a graph, and in [2] , who estimate the number of Hamiltonian cycles in dense graphs.
The rest of the paper is organized as follows: In Section 2 we discuss the main ideas behind counting via importance sampling, and in Section 3 we formulate our main algorithm. Several test cases are provided in Section 4 (and further specified in the appendix) to support the accuracy of the method, especially for high-density graphs. We also discuss a number of simple modifications to the algorithm when dealing with graphs of lower density. In Section 5 we use the method to investigate the expected number of s-t paths in random graphs as a function of the size (order) n and density d of the graph. Finally, in Section 6 we summarize our findings and discuss possible directions for future research.
Counting by Estimation
Consider a graph G of order n. We wish to determine/estimate the number of s-t paths in the graph. Let X * be the set of all such paths. Our objective is thus to find |X * |. We use an arbitrary vertex labeling {1, . . . , n}, and assume that the source vertex s is labeled as 1, and the termination vertex t is labeled as n. We denote by A the adjacency matrix of G. As an example, in the graph G of order 5 shown in Figure 1 , we have X * = {(1, 2, 5), (1, 4, 2, 5), (1, 4, 3, 5), (1, 2, 4, 3, 5)}, and |X * | = 4. Instead of determining |X * | exactly, e.g., by total enumeration -which is only feasible for very small graphs -, one can try to estimate |X * | via Monte Carlo simulation. This can be done by sampling objects x from a larger set X ⊇ X * via some probability mass function (pmf) g, where g(x) > 0 for all x ∈ X * . With N independent copies, X (1) , . . . , X (N ) , the quantity |X * | can be estimated using the estimator
where I{X (i) ∈ X * } is an indicator variable -that is, it is 1 if the expression within the brackets is true, and 0 otherwise. To see that (1) is an unbiased estimator, observe that the expectation of
) is given by
The challenge is to find a pmf g that is easy to sample from and that introduces low variance to the estimator (1). The theoretically best pmf is the uniform pmf g * on X * -which generates only x ∈ X * , and each of these with equal probability. However, obtaining g * requires knowledge of the unknown |X * |, and is therefore as difficult as the original problem. An alternative approach is to choose a pmf g that is "close" to the uniform pmf g * in some sense. This is where sequential Monte Carlo methods are often useful. Many of these procedures are carried out in combination with importance sampling techniques, and such methods are frequently referred to as sequential importance sampling (SIS) methods; see e.g., [8] .
With respect to (1) the sequential approach means that paths x are generated in a sequential manner. That is, assuming that x 1 = 1, the second vertex x 2 is drawn from some pmf g 2 (x 2 | x 1 ), then, given x 1 and x 2 , the third vertex x 3 is drawn from a conditional pmf g 3 (x 3 | x 1 , x 2 ), and so on, so that eventually
Note that g 1 (x 1 ) = 1, as we always choose x 1 to be the vertex 1.
Main Algorithm
In the following methods, the adjacency matrix A is heavily relied upon. We start with a "naive" method for generating a path x, which can be used to gain information about X * . It works simply by starting at vertex 1, and at each step choosing a random available vertex that is adjacent to the previous one. Note that every path from vertex 1 to n can be generated in this manner, so g(x) > 0 for all x ∈ X * . Let V = {1, . . . , n} be the vertex set of G.
Algorithm 1 (Naive path generation)
1. Start with x 1 = 1, let c = 1 (current vertex), g = 1 (likelihood) and t = 1 (counter).
2. Set A(·, 1) = 0 to ensure that the path will not return to 1.
3. Let V ′ be the set of possible vertices for the next step of the path.
we do not generate a valid path, so stop.
4. Choose the next vertex i ∈ V ′ of the path randomly using the uniform distribution on V ′ . So x t+1 = i.
, and t = t + 1.
6. If c = n, then stop. Otherwise return to step 3.
After having generated independently N (partial) paths in this way one can take the outcome of (1) as an estimate of the total number of 1-n paths. Note, however, that the naive generation method is very biased towards generating paths of shorter length. To reduce this bias we introduce next the following length-distribution method. Let the length of a path x be denoted by |x|. Note that this is not the length of the vector, but rather one less than it. We first simulate a pilot run of N ′ samples using the "naive" method to find an estimate of the length-distribution vector l = (l 1 , . . . , l n−1 ), where l k = number of paths of length k number of paths of length k in which A(x k , n) = 1 .
We can think of l k in the following way: Suppose a 1-n path x is chosen at random from X * , and suppose that for some k, A(x k , n) = 1, then we would expect x k+1 to be the vertex n with probability l k . We estimate l using the Crude Monte Carlo (CMC) estimator
We then use l = ( l 1 , . . . , l n−1 ) to generate paths similarly to the "naive" method, except that at each step t where A(x t , n) = 1, we choose the next vertex to be n with probability l t , and choose a different random available vertex with probability 1 − l t . If there are no other available vertices we just choose the next vertex to be n. To ensure that g(x) > 0 for all x ∈ X * , it is sufficient that 0 < l k < 1, for all k. If we do calculate l k = 0 or 1 for some k, then we just replace it with 1/ |X * 1 | or 1 − 1/ |X * 1 | respectively, where |X * 1 | is the estimate of |X * | from the pilot run.
Algorithm 2 (Length-distribution Method)
1. Simulate a pilot run of N ′ samples using the "naive" method to find an estimate l of the length distribution l using (4).
2. Start with x 1 = 1, so let c = 1 (current vertex), g = 1 (likelihood) and t = 1 (counter).
3. Set A(·, 1) = 0 to ensure that the path will not return to 1.
4. If A(c, n) = 0, go to step 5. If A(c, n) = 1 and n is the only available vertex adjacent to c, set x t+1 = n and stop. If there are other vertices adjacent to c, choose the next vertex to be n with probability l t . If this happens, set x t+1 = n, g = g × l t and stop. Otherwise, set g = g × (1 − l t ), A(c, n) = 0 and continue with step 5.
5. Let V ′ be the set of possible vertices for the next step of the path.
6. Choose the next vertex i ∈ V ′ of the path randomly using the uniform distribution on V ′ . So x t+1 = i.
7.
Set c = i, g = g/|V ′ |, A(·, i) = 0, and t = t + 1. Return to step 4.
Final
Step: Lastly, we estimate |X * |, using (1) and the values of g, for each valid path generated.
Test Cases
We tested the length-distribution method on 6 random graphs and digraphs of differing sizes and densities. Descriptions of these are shown in Table 1 and the adjacency matrices are given in Appendix A. All programs were written in Matlab, and were run on an AMD Athlon 2600 with 512MB of RAM. When feasible we also calculated the exact answer using a systematic counting algorithm. For each test graph, the program to find the exact answer counted the paths at a rate between 3000 and 20000 paths per second. There are too many paths in Case 4 and Case 6 to count in this fashion.
The results for the length-distribution method on the 6 test graphs are shown in Table 2 , using a pilot run of N ′ = 5000 samples, and an estimation run of N = 10000 samples. We show results of three runs of the program for each 
where
and s Y is the sample standard deviation of Y . The solution frequency is the proportion of valid 1-n paths generated out of the N samples. We can see that this method does indeed provide accurate estimates for |X * | in all of the test graphs for which we know the true value. We can also see that it produced significantly less error in the estimates for |X * | in the graphs with higher density, and that the error is not very dependent on the size of the graph. This is good because we know that as the graphs get larger, the error does not get out of control.
There are various ways in which one can further improve the efficiency of the algorithm when dealing with graphs of lower density, such as in Cases 3 and 5. We next discuss a few common-sense modifications.
One of the main sources of error in Case 5 is the fact that valid paths are generated only about 30% of the time. By inspecting the adjacency matrix (see Appendix A), we see that this is because there are only 2 vertices that are adjacent to the termination vertex n. If during the generation of a path both of these vertices are included without vertex n immediately following the last one included, one cannot generate a valid path. To avoid this happening one can introduce a condition in the algorithm that forces the path to finish if there are no other available vertices adjacent to vertex n. This makes a significant difference to the solution frequency, increasing it to about 70% for Case 5, which reduces the error significantly. However, this is arguably less efficient for the graphs of higher density, as the error is often not reduced enough to offset the extra computation time involved.
Another simple modification is to consider both backwards and forward paths. Namely, for any ordinary graph (not a digraph), the number of paths from 1 to n is the same as the number of paths from n to 1. Therefore, if it makes it easier to generate paths, one should generate them backwards starting at n. Generally, this happens if deg(1) > deg(n). The reason for this is that it is easier to end up at a vertex of higher degree that one of lower degree.
Finally, in a case such as Case 5 where there are only 2 vertices adjacent to vertex n (vertices 16 and 23), it is often more efficient to split the problem into two, counting the paths from 1 to 16 and from 1 to 23, in the graph G − {n}. We then sum the two estimates to find an estimate for the number of paths from 1 to n.
Random Graphs
We can use the previous algorithm to investigate the behaviour of |X * | for random graphs of various size and density. Let Z G be the number of 1-n paths in a random graph G of given size n and density d. Note that Z G is a random variable. We are interested in finding both the mean and variance of Z G . Let
The Complete Graph K n
It is easy to investigate the behaviour of Z n;1 for varying n, as any random graph of size n and density 1 is the complete graph K n . It is not difficult to see that the number of paths between any two vertices of K n is
Note that K(n) = (n − 2)!e(1 + o(1)) .
5.2 Estimating Z n;d
Algorithm 2 gives us a method to efficiently estimate Z n;d for any given n and d. We take our samples {Y (i) } to be estimates of {Z G (i) } for a number of random graphs of appropriate size and density. We then take the mean of the {Y (i) } as our estimate of Z n;d .
Random Graphs: It is important to specify exactly what we mean by a random graph of size n and density d. We do not simply include each possible edge in the graph independently with probability d, as this adds unneeded variance. Instead, we include the precise number of edges required for a density of d. As there are 1 2 n (n − 1) possible edges in a graph of size n, we include E = 1 2 d n (n − 1) edges in the graph, chosen randomly. However, this will often not be an integer. We do not simply include [E] edges, because the density of the resulting graph might not be d. Instead, we include ⌊E + U ⌋ edges, where U is a uniform random number on the interval [0, 1). The reason for this is that the expected density of the resulting graph is exactly d.
Length Distribution Vector:
It is not efficient to generate a different length distribution vector for each random graph, as most of them will be very similar. Instead, we want to generate an "overall" length distribution vector. We do this simply by defining l as follows:
number of paths of length k number of paths of length k .
From a pilot run of the "naive" method over N ′ 1 random graphs, with N ′ 2 samples for each graph, we estimate l by
where X * G (i) is the set of valid 1-n paths in the graph G (i) .
Algorithm 3 (Estimating Z n;d )
1. Simulate a pilot run of the "naive" method over N ′ 1 random graphs of size n and density d, with N ′ 2 samples for each graph, and find an estimate l of the length distribution vector l using (9).
2. Simulate the "length-distribution" method over N 1 random graphs of size n and density d, with N 2 samples for each graph, using the length distribution vector l.
3. Estimate Z n;d by
Estimating Var(Z G )
We have an estimate (10) for E[Z G ] = Z n;d , but we are also interested in the variance of Z G . Let Y be an estimate of Z G in a random graph G. Then,
We can estimate ℓ 1 = Var(Y ) and ℓ 2 = E[Var(Y | G)] from our previous simulation as follows:
Therefore, we can estimate Var(Z G ) by
Results
We ran the previous algorithm over varying values of n and d, n ranged from 11 to 40, and d ranged from 0.1 to 1, with a step size of 0.1. For each combination of n and d, we ran a simulation of Algorithm 3 with (N ′ 1 , N ′ 2 , N 1 , N 2 ) = (50, 100, 500, 100). Figure 2 shows the estimates of log(Z n;d ) for these simulations. For d 0.2, we can see very consistent behaviour showing that our estimates are accurate. However for d = 0.1, slightly inconsistent behaviour for low n shows that our estimates might not be as accurate. This is supported by the estimates for the relative errors of the { Z n;d } shown in Appendix B. Using (14) , we obtain estimates for the relative standard deviations of Z G for each (n, d). These are also given in Appendix B.
Modeling the Data
To help construct a model for the data, consider the following analysis for large n. Let X be the set of all 1-n paths in K n , so that |X | = K(n). Suppose that X ∼ U(X ), and recall that |X| is the number of edges in the path X. Let the number of edges in K n be k(n) = n(n − 1)/2. Let X * be the set of 1-n paths in a random graph G of size n and density d (so we treat X * as a random variable).
The third equality comes from the fact that |X| < n, and the following result for a < b ≪ n:
We know that P(|X| = y) = (n − 2)!/(n − y − 1)! /K(n), so
For b ≪ n, it is easy to see that (an
Using the fact that K(n) = (n − 2)! e(1 + o(1)) from (7), and to force equality to K(n) when d = 1, we use a model of the form:
where δ(n, d) → 0 as n → ∞. Note that K(n) can be calculated explicitly for any n very quickly. In Figure 3 we show the data transformed to show the corresponding estimates of δ(n, d) for each pair (n, d). That is, the Z-axis displays the values of δ(n, d) = log( Z n;d /K(n))/log(d) − n + 1. Note that we disregard the data obtained when d = 0.1, as the estimates are inaccurate. For d = 1, the transformation is not defined, so we cannot use these values either. This supports the model (15) as the estimates of δ(n, d) are small, and seem to be approaching 0 as n increases. Suppose δ(n, d) = α/n + β/(dn) + o(n −1 ), for some constants α and β. When fitting the data, we find the the following least squares estimates (α, β) = (3.32, −5.16). The corresponding proportion of variation of the { δ(n, d)} explained by the model is a very encouraging R 2 ≈ 0.985, while the explained proportion of variation of the {log( Z n;d )} is a striking R 2 ≈ 0.999996. In Figure 4 we show how our model for δ(n, d) behaves over the same range as the data. Due to this extremely good fit, we propose the following approximation Z n;d to Z n;d :
Testing the Model
We tested the final approximation (16) for random graphs of varying size and density. These results are shown in Table 3 , comparing the approximations Z n;d with 95% confidence intervals for Z n;d obtained from simulations of Algorithm 3, using (N In each case, the estimate from our model (16) lies within the 95% CI of the true value. So we can see that our model estimates Z n;d extremely well for practically no computational cost, even for graphs of size 100. Recall that the model is based on data from graphs of size 11 to 40. This extrapolation is a good indication that for large n, Z n;d does indeed increase as our model says it should.
Summary
We briefly described the main ideas behind counting via importance sampling and how it applies to the enumeration of simple s-t paths in a graph. We provided an importance sampling algorithm to efficiently estimate the solution to this problem, and showed various numerical results to support the accuracy and speed of this algorithm. Furthermore, the algorithm was applied to the investigation of s-t paths in random graphs, and resulted in a model (16) for the expected number of s-t paths in a random graph of fixed size and density. Numerical results that justify the accuracy of the model were also shown.
In this paper, we have shown how to estimate the mean and variance of Z G , the number of paths in a random graph G of fixed size and density. However, for future research, the distribution of Z G could be further investigated. It is intuitive that this distribution would be significantly skewed to the right, implying that it is unlikely to have an approximate normal distribution. If this distribution was more accurately understood, it would be possible to make prediction intervals for Z G which could be useful. 
A Adjacency Matrices of Test Graphs
Case 1: (n = 8, normal graph, high density.)
Case 2: (n = 12, digraph, high density.) 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 0  1 0 1 1 0 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1  1 1 0 0 1 0 1 1 1 0 1 1 1 1 1 1 1 0 1 1  1 1 0 0 1 1 1 1 0 1 1 1 0 1 1 0 1 1 1 1  1 0 1 1 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 0  1 1 0 1 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 0 1 0 1 1 1 1 1 1 0 0 1 1 1 1 1  1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 0 1 1 1 1  1 0 1 0 1 1 1 1 0 1 1 1 1 1 1 1 1 0 1 1  1 1 0 1 1 1 1 1 1 0 1 1 1 0 0 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 0 0 1 0 1 1 1 1 0 1  1 1 1 1 1 1 1 1 1 1 0 0 0 1 1 1 0 1 1 1  1 1 1 0 1 1 1 1 1 1 1 0 0 1 1 1 1 1 1 0  1 1 1 1 1 1 0 1 1 0 0 1 1 0 1 1 1 1 1 0  1 1 1 1 1 1 0 1 1 0 1 1 1 1 0 1 1 1 1 0  1 1 1 0 1 1 1 0 1 1 1 1 1 1 1 0 1 1 1 0  1 1 1 1 1 1 1 1 1 1 1 0 1 1 1 1 0 1 1 1  0 1 0 1 1 1 1 1 0 1 1 1 1 1 1 1 1 0 1 1  1 1 1 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 0 1  0 1 1 1 0 1 1 1 1 1 1 1 0 0 
Case 5: (n = 24, normal graph, low density.) 
Case 6: (n = 30, digraph, high density.) 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1  0 1 0 1 0 1 1 1 0 1 1 1 1 1 1 1 0 1 1 0 1 0 1 0 1 0 1 1 1 1  1 1 1 1 0 0 1 1 1 0 1 1 1 0 1 0 1 1 1 1 1 0 1 1 1 0 1 0 1 1  1 0 1 1 0 1 0 0 1 1 1 0 1 1 1 1 1 1 1 0 1 1 0 1 1 1 1 1 1 1  1 1 1 1 1 1 1 0 1 1 0 1 0 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1  0 1 1 1 1 1 0 0 0 1 1 1 0 1 1 1 0 1 0 0 1 1 1 1 1 1 0 1 1 0  1 1 1 0 1 1 0 1 1 0 1 0 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 0 0  1 0 1 1 1 1 1 1 1 1 0 1 0 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 0 1 1 1 0 1 1 1 1 0 1 0 1 1 1 0 1 1 1 1 0 1 0  0 1 0 1 1 1 1 1 1 1 0 1 0 1 0 1 1 1 0 1 1 0 1 1 1 1 1 0 1 1  1 1 1 1 0 1 1 0 1 1 1 1 1 0 1 0 1 1 1 1 0 1 1 1 1 1 1 1 1 1  1 0 1 1 1 1 1 1 1 1 0 1 1 1 0 1 1 1 0 1 1 0 1 1 0 1 0 1 0 1  1 1 1 1 1 1 1 1 0 1 0 1 1 1 1 0 1 0 0 1 1 1 1 0 1 1 0 1 1 1  0 1 1 1 1 1 0 1 0 0 1 1 0 1 1 1 0 1 1 0 0 1 1 0 0 1 1 1 1 1  0 1 1 1 1 1 1 1 1 0 1 1 1 1 1 0 1 0 1 1 1 1 1 1 1 1 0 0 1 1  1 1 1 1 1 1 1 1 1 1 0 1 1 1 0 1 1 1 0 1 1 1 1 1 1 1 0 1 1 1  0 1 1 1 0 1 0 1 1 1 1 1 1 1 0 1 1 0 1 0 1 1 1 1 1 0 0 1 1 1  1 1 1 1 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 0 1 0 0 1 1 1 1 0 1  1 1 0 1 1 1 1 0 0 1 1 1 1 1 1 1 1 1 1 0 1 0 0 1 1 1 1 1 1 0  0 1 1 1 0 1 1 1 1 1 0 1 1 1 1 1 0 1 0 1 1 1 0 1 1 1 0 0 1 1  1 1 0 1 1 1 1 0 1 1 1 1 1 1 0 1 0 1 1 1 1 1 1 0 1 1 1 0 0 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 0 1 0  1 1 0 1 1 1 1 1 1 0 1 1 1 0 1 1 0 1 1 1 0 1 0 0 1 0 1 1 0 1  1 1 1 1 1 1 1 1 0 1 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1  1 0 1 1 1 1 1 1 1 0 1 0 1 0 1 1 1 1 1 0 1 1 1 1 1 1 0 0 1 1  1 0 0 1 1 1 1 0 1 0 1 1 1 1 0 0 1 1 0 1 1 1 1 1 1 1 0 1 0 1  1 1 1 1 1 1 0 1 1 1 1 1 1 0 1 1 0 1 1 1 1 1 1 0 1 0 1 1 
B Estimates for various quantities from the simulation of Algorithm 3. Note that these are the relative errors of the { Z n;d }, not the {log( Z n;d )}. However, they are small enough so that they are still very good estimates of the relative errors of the {log( Z n;d )}. 
