Une approche intrinsèque des foncteurs de Weil by Souvay, Arnaud
HAL Id: tel-01749640
https://hal.archives-ouvertes.fr/tel-01749640v2
Submitted on 27 Feb 2016
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.
Une approche intrinsèque des foncteurs de Weil
Arnaud Souvay
To cite this version:
Arnaud Souvay. Une approche intrinsèque des foncteurs de Weil. Mathématiques [math]. Université
de Lorraine, 2012. Français. ￿NNT : 2012LORR0257￿. ￿tel-01749640v2￿
UFR MIAE
École Doctorale IAEM
Université de Lorraine
D.F.D. Mathématiques
Thèse
présentée pour l’obtention du titre de
Docteur de l’Université de Lorraine
en Mathématiques
par
Arnaud Souvay
Une approche intrinsèque des foncteurs de Weil
Soutenue publiquement le 23 novembre 2012
Membres du Jury :
Lionel Bérard-Bergery Professeur, Nancy
Wolfgang Bertram Professeur, Nancy (Directeur de thèse)
Martin Bordemann Professeur, Mulhouse (Rapporteur)
Jan Slovák Professeur, Brno (Rapporteur)
Institut Élie Cartan Nancy, Laboratoire de Mathématiques, B.P. 239, 54506 Vandœuvre-lès-Nancy
Cedex

Résumé
Nous construisons un foncteur de la catégorie des variétés sur un corps ou un anneau
topologique K, de caractéristique arbitraire, dans la catégorie des variétés sur A, où A est une
algèbre de Weil, c’est-à-dire une K-algèbre de la forme A = K⊕N , où N est un idéal nilpotent.
Le foncteur correspondant, noté TA, et appelé foncteur de Weil, peut être interprété comme
un foncteur d’extension scalaire de K à A. Il est construit à l’aide des polynômes de Taylor,
dont nous donnons une définition en caractéristique quelconque.
Ce résultat généralise à la fois des résultats connus pour les variétés réelles ordinaires,
et les résultats obtenus dans le cas des foncteurs tangents itérés et dans le cas des anneaux
de jets (A = K[X]/(Xk+1)). Nous montrons que pour toute variété M , TAM possède une
structure de fibré polynomial sur M , et nous considérons certains aspects algébriques des
foncteurs de Weil, notamment ceux liés à l’action du « groupe de Galois » AutK(A). Nous
étudions les connexions, qui sont un outil important d’analyse des fibrés, dans deux contextes
différents : d’une part sur les fibrés TAM , et d’autre part sur des fibrés généraux sur M , en
suivant l’approche d’Ehresmann. Les opérateurs de courbure d’une connexion sont induits par
l’action du groupe de Galois AutK(A) et ils forment une obstruction à l’« intégrabilité » d’une
connexion K-lisse en une connexion A-lisse.
Mots-clés : foncteur de Weil, algèbre de Weil, calcul différentiel sur un anneau, extension
scalaire, polynômes de Taylor, fibré polynomial, jet, connexion affine, connexion d’Ehresmann,
courbure.
Abstract
We construct a functor from the category of manifolds over a general topological base
field or ring K, of arbitrary characteristic, to the category of manifolds over A, where A is a
so-called Weil algebra, i.e. a K-algebra of the form A = K⊕N , where N is a nilpotent ideal.
The corresponding functor, denoted by TA, and called a Weil functor, can be interpreted as a
functor of scalar extension from K to A. It is constructed by using Taylor polynomials, which
we define in arbitrary characteristic.
This result generalizes simultaneously results known for ordinary, real manifolds, and re-
sults for iterated tangent functors and for jet rings (A = K[X]/(Xk+1)). We show that for
any manifold M , TAM is a polynomial bundle over M , and we investigate some algebraic
aspects of the Weil functors, in particular those related to the action of the “Galois group”
AutK(A). We study connections, which are an important tool for the analysis of fiber bundles,
in two different contexts : connections on the Weil bundles TAM , and connections on general
bundles overM , following Ehresmann’s approach. The curvature operators are induced by the
action of the Galois group AutK(A) and they form an obstruction to the “integrability” of a
K-smooth connection to an A-smooth one.
Keywords : Weil functor, Weil algebra, Differential calculus on ring, Scalar extension, Tay-
lor polynomial, polynomial bundle, jet, affine connection, Ehresmann connection, curvature.
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Chapitre 1
Introduction
1.1 Historique
Les origines
L’article fondateur de la théorie des algèbres de Weil et des foncteurs de Weil est l’article
d’André Weil (1906-1998) intitulé Théorie des points proches sur les variétés différentiables
[Weil 1953]. L’idée de Weil est de considérer une algèbre locale A, aujourd’hui appelée algèbre
de Weil, c’est-à-dire essentiellement une extension scalaire de dimension finie du corps R des
nombres réels par des éléments nilpotents. À partir d’une telle algèbre, il construit un foncteur
dans la catégorie des variétés réelles de dimension finie qui, à toute variété M , associe une
variété que l’on peut considérer comme une extension de M aux éléments nilpotents, en un
certain sens que nous préciserons.
Cet article peut être considéré comme la réponse de Weil à l’article de Charles Ehresmann
(1905-1979) intitulé Les prolongements d’une variété différentiable [Ehresmann 1951] et publié
deux ans avant celui de Weil, dans lequel il présente la théorie des jets. Ehresmann y définit
les jets d’ordre k en un point x comme étant des classes d’équivalences d’applications lisses,
où deux applications lisses sont dites équivalentes si et seulement si elles ont même valeur en
x, de même que leurs dérivées successives jusqu’à l’ordre k. Cette notion, bien qu’étant un
outil extrêmement puissant en géométrie différentielle, possède quelques inconvénients parmi
lesquels l’utilisation d’un passage au quotient. Weil propose un point de vue différent sur la
théorie des jets et définit les A-points proches de points d’une variété M comme étant les
morphismes d’algèbres des fonctions lisses C∞(M,R) sur M dans l’algèbre de Weil A. La
théorie des fibrés de Weil englobe la théorie des jets dans le sens où les k-jets sont obtenus
comme des JkR-points proches, où JkR = R[X]/(Xk+1) est une algèbre de Weil appelée algèbre
des k-jets.
Les méthodes de calcul infinitésimal de Pierre de Fermat (1601-1665), développées dans
l’article [Fermat 1636], constituent une source d’inspiration plus ancienne. Afin de déterminer
les extrema d’une fonction polynomiale, Fermat utilisait le critère suivant : si un point x est un
extremum d’une fonction f , alors f(x) est adégal 1 à l’évaluation de f en tout point infiniment
proche de x, noté sous la forme x+ ε. Afin de rendre compte de l’infinie proximité entre x+ ε
et x, Fermat s’autorisait à interpréter ε comme un élément non nul au premier ordre, mais
1. Fermat utilisait la notion d’adégalité, représentée par le signe d’adégalité ≈, sans jamais l’avoir définie,
mais celle-ci se comporte exactement comme l’égalité.
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nul au second. Il considérait alors l’adégalité f(x) ≈ f(x+ ε), qu’il divisait par ε puis il posait
ε = 0, ce qui ne manque pas de surprendre. Notez bien que Fermat ne considère pas vraiment
la limite de f(x+ ε)− f(x)
ε
: il ne disposait ni de la notion de limite, formalisée au xixe siècle
par Karl Weierstrass (1815-1897), ni de la notion de dérivée, développée indépendamment par
Isaac Newton (1642-1727) et Gottfried Wilhelm Leibniz (1646-1716) à la fin du xviie siècle.
Dans le cas des fonctions polynomiales, les opérations décrites ci-dessus reviennent à considérer
que ε est en fait un élément nilpotent d’ordre 2, c’est-à-dire ε2 = 0, et à résoudre l’égalité
f(x) = f(x + ε). Fermat n’a bien entendu jamais écrit ses calculs de cette manière, mais ce
raisonnement est équivalent au sien, et c’est en tout cas comme cela que Weil interprète son
travail.
Remarquez que, pour considérer des points infiniment proches de points réels, il a fallu
introduire des éléments nilpotents qui ne sont pas eux-mêmes des réels. C’est précisément ce en
quoi consiste la démarche de Weil. Il s’agit de donner un sens à la notion de points infiniment
proches de points sur une variété M . De tels points ne peuvent pas appartenir eux-mêmes à
la variété et il s’agit alors, afin de formaliser la notion d’infinie proximité, de construire une
autre variété qui est en fait un fibré sur M dont la fibre en tout point x de M est précisément
définie comme étant l’ensemble des points proches de x.
Afin de donner une idée de ce que sont les fibrés de Weil et de ce que peuvent être les
points infiniment proches d’une variété, nous allons considérer l’exemple de l’anneau tangent
TR := R[X]/(X)2 ' R⊕ εR, avec ε2 = 0,
qui est à la fois le plus élémentaire, mais également l’exemple historique, puisque c’est celui
qui correspond à la méthode de Fermat. Dans ce cas, la variété étendue d’une variété M est
simplement le fibré tangent TM et les points proches d’un point x de M sont précisément
les vecteurs tangents au point x. Un tel vecteur sera noté x + εv et nous pourrons effectuer
des calculs algébriques de manière habituelle, en utilisant la nilpotence de ε. En ce sens, nous
pouvons considérer que deux vecteurs tangents au même point, c’est-à-dire qui diffèrent par
un élément nilpotent de la forme εv, sont infiniment proches à l’ordre 1.
Comprenez qu’en fait, l’algèbre de Weil encode la notion de proximité dont nous voulons
nous servir. Il est possible d’utiliser des notions de proximité plus fines, en considérant par
exemple des éléments nilpotents d’ordre supérieur, ou d’autres notions de proximité, faisant in-
tervenir des familles d’éléments nilpotents d’ordre deux qui commutent entre eux. La première
idée correspond à la théorie des jets, et la seconde, à la théorie tangente itérée.
Il existe essentiellement deux points de vue sur la construction des foncteurs de Weil :
1. le point de vue dit contravariant, qui est inspiré par la géométrie algébrique ; c’est no-
tamment l’approche utilisée par Weil, par Morimoto dans son article [Morimoto 1976],
par Muñoz, Rodriguez et Muriel dans leur article [Muñoz, Muriel, Rodríguez 2000], par
Demazure et Gabriel dans leur livre [Demazure, Gabriel 1970], et par Moerdijk et Reyes
dans leur livre [Moerdijk, Reyes 1991],
2. le point de vue dit covariant, correspondant plutôt à la géométrie différentielle, et qui
est inspiré par la géométrie différentielle synthétique, théorie développée dans le livre
[Kock 1981]. C’est l’approche que nous utiliserons car elle permet une généralisation
naturelle aux cas de dimension infinie notamment.
Le livre [Kolář, Michor, Slovák 1993] présente les deux approches et fait le lien entre les
deux dans le cadre classique, c’est-à-dire en dimension finie sur R.
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Le point de vue d’André Weil
L’article de Weil est très court, mais extrêmement riche et contient de nombreuses idées qui
ont été et sont encore étudiées aujourd’hui, c’est pourquoi nous allons présenter les principaux
résultats qui y sont obtenus.
Algèbres de Weil
Commençons par définir les algèbres locales ou algèbres de Weil.
Définition 1.1.1. Une algèbre de Weil est une R-algèbre unitaire commutative associative de
dimension finie de la forme A = R⊕
◦
A, où
◦
A est un idéal nilpotent.
Nous dirons qu’un élément x de A se décompose en une partie finie xR de R et une partie
nilpotente x◦
A
appartenant à
◦
A si x = x+ x◦
A
.
Il existe deux constructions naturelles d’algèbres de Weil à partir de deux algèbres de Weil
A = R⊕
◦
A et B = R⊕
◦
B :
1. le produit tensoriel A⊗R B = R⊕
◦
A⊕
◦
B⊕
◦
A⊗R
◦
B,
2. la somme de Whitney A⊕R B := A⊗R B/
◦
A⊗R
◦
B ' R⊕
◦
A⊕
◦
B.
Exemples 1.1.2. Les anneaux suivants sont des algèbres de Weil :
1. TR := R[X]/(X)2 ' R⊕ εR, avec ε2 = 0, qui est l’exemple fondateur,
2. JkR := R[X]/(X)k+1 ' R ⊕
⊕
1≤i≤k
δkR, avec δk+1 = 0, appelé anneau des k-jets, qui
correspond à la théorie des jets d’Ehresmann,
3. TkR := R[X1, . . . , Xn]/(X21 , . . . , X2n) ' TR⊗ . . .⊗ TR, appelé anneau tangent itéré,
4. Wkn := R[X1, . . . , Xn]/(X1, . . . , Xn)k+1, appelé anneau des (k, n)-vitesses.
Ce dernier exemple est très général puisque toute algèbre de Weil en est un quotient,
comme le montre la proposition suivante. De plus, les exemples importants s’expriment en
fonction des anneaux de vitesses : JkR = Wk1 et TkR = W11 ⊗ . . .⊗W11.
Proposition 1.1.3. Toute algèbre de Weil est un quotient de Wkn, où n+ 1 est la dimension
de A et k + 1 le degré de nilpotence de
◦
A.
Démonstration. Soit (1 = a0, a1, . . . , an) une base de A = R ⊕
◦
A. Soit k un entier tel que
◦
A
k+1
= 0. Alors l’application suivante est bien définie, et est un homomorphisme d’algèbres :
R[X1, . . . , Xn]/(X1, . . . , Xn)k+1 → A = R⊕
◦
A, [P ] 7→
(
P (0, . . . , 0), P (a1, . . . , an)
)
.
Il est possible de choisir k et n minimaux : k + 1 est le degré de nilpotence de
◦
A et n est
la dimension de
◦
A/
(
◦
A
2
)
(voir l’article [Kolář 2008]).
Weil a considéré cette famille d’algèbres car elle est suffisamment large pour contenir les
anneaux de jets, et elle est stable par produit tensoriel, ce qui sera important dans la suite.
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Points proches
Dans toute la suite, les variétés considérées seront toujours réelles et de dimension finie.
Soit x un point d’une variété M . On définit I(x) ⊂ C∞(M) := C∞(M,R) comme étant
l’idéal des fonctions lisses sur M qui s’annulent en x. Alors, pour tout entier naturel k, I(x)k
est l’idéal des fonctions lisses qui s’annulent en x, de même que leurs dérivées successives
jusqu’à l’ordre k. Nous avons alors l’isomorphisme suivant :
C∞(M)/I(x)k+1 ' R[[X1, . . . Xn]]/(X1, . . . , Xn)k+1 = W kn .
Par convention, on note
C∞(M)/I(x)∞ := R[[X1, . . . Xn]].
Ces isomorphismes s’interprètent de la manière suivante : pour toute série formelle, il existe
une fonction dont le développement de Taylor formel en x est égal à cette série.
Nous pouvons maintenant définir la notion de points proches de points d’une variété.
Définition 1.1.4. Soient M une variété et A une algèbre de Weil. Un A-point proche d’un
point x de M est un morphisme de R-algèbres X : C∞(M)→ A = R⊕
◦
A tel que le diagramme
suivant commute :
C∞(M) X //
evx
$$
R⊕
◦
A
prR

R
où l’application evx : C∞(M) → R est l’application d’évaluation au point x. Ceci revient à
dire que, pour toute fonction lisse f , la partie finie de X(f) est f(x).
Proposition 1.1.5. Soient x un point d’une variété M et A une algèbre de Weil. Alors les
propositions suivantes sont équivalentes.
1. L’application X : C∞(M)→ A de la forme X(f) = f(x) + L(f), avec L : C∞(M)→
◦
A,
est un morphisme d’algèbres de Weil.
2. L’application L : C∞(M)→
◦
A est linéaire et vérifie la propriété suivante :
L(fg) = L(f)g(x) + f(x)L(g) + L(f)L(g).
Si, de plus, l’algèbre de Weil A est l’anneau tangent TR, alors l’ensemble des A-points proches
de x est l’ensemble des vecteurs tangents au point x.
Démonstration. La partie finie evx d’un A-point proche d’un point x de M est fixée et un
A-point proche dépend donc uniquement de sa partie nilpotente L. Il est donc entièrement
déterminé par la donnée d’un morphisme d’algèbres L : C∞(M) →
◦
A tel que pour toute
fonction f dans C∞(M), on a X(f) = f(x) +L(f). Pour tous f et g dans C∞(M), nous avons
X(fg) = X(f)X(g)
= (f(x) + L(f))(g(x) + L(g))
= f(x)g(x) + L(f)g(x) + f(x)L(g) + L(f)L(g).
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Finalement, la donnée d’un A-point proche de x est équivalente à la donnée d’une application
linéaire L : C∞(M) →
◦
A, telle que pour tous f et g dans C∞(M), la propriété suivante soit
vérifiée :
L(fg) = L(f)g(x) + f(x)L(g) + L(f)L(g).
Si
◦
A est nilpotent d’ordre 2, alors L(f)L(g) est nul, et L vérifie la règle de Leibniz
L(fg) = L(f)g(x) + f(x)L(g).
Si A est l’anneau tangent TR, alors la donnée d’un TR-point proche d’un point x est équi-
valente à la donnée d’une application linéaire L : C∞(M)→ R qui vérifie la règle de Leibniz,
c’est-à-dire d’un vecteur tangent au point x.
Théorème 1.1.6. L’ensemble AM des A-points proches de points de M possède une structure
de variété et est appelé prolongement de M d’espèce A. Si V est un R-espace vectoriel, alors
la variété AV possède une structure naturelle de A-module isomorphe à V ⊗R A.
La dernière assertion suggère que le foncteur de Weil peut s’interpréter comme un foncteur
d’extension scalaire, ce que nous ferons dans la suite.
Le prolongement d’espèce A préserve les produits cartésiens :
A(M ×N) ' AM × AN.
Cette propriété est fondamentale car elle caractérise les foncteurs de Weil, comme nous le
verrons ci-dessous.
Prolongement d’applications
Après avoir défini le prolongement des variétés, il est naturel de chercher à faire corres-
pondre, à toute application ϕ : M → N , une application Aϕ : AM → AN entre les prolonge-
ments des variétés M et N .
Définition 1.1.7. Soient ϕ une application lisse entre deux variétés M et N , et X un A-point
proche d’un point x de M . Alors la composition à droite par ϕ
rϕ : C∞(N)→ C∞(M), f 7→ f ◦ ϕ
est un morphisme d’algèbres et l’application
X ◦ rϕ : C∞(N) → C∞(M) → A = R⊕
◦
A
g 7→ g ◦ ϕ 7→ X(g ◦ ϕ) =
(
g(ϕ(x)), L(g ◦ ϕ)
)
est un A-point proche du point ϕ(x) de N . L’application Aϕ : AM → AN , X 7→ X ◦ rϕ est
appelée prolongement de ϕ d’espèce A. Le diagramme suivant commute alors
Aϕ ◦ πN = ϕ ◦ πM : AM
πM

Aϕ // AN
πN

M ϕ
// N
où la projection πM : AM →M est l’application naturelle, qui à un point proche d’un point x
de M associe ce même point x.
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Le prolongement d’applications possède des propriétés très agréables : par exemple, si G
est un groupe de Lie, alors AG est également un groupe de Lie. La multiplication et l’inversion
dans AG sont simplement les prolongements Am et Ai des multiplication et inversion m et i
dans G.
Le théorème suivant indique que la composition des foncteurs se comporte exactement
comme le foncteur associé au produit tensoriel, ce qui justifie d’avoir défini une catégorie des
algèbres de Weil qui soit stable par produit tensoriel.
Théorème 1.1.8. Soient A et B deux algèbres de Weil, et ϕ une application lisse entre deux
variétés M et N . Alors on a les isomorphismes canoniques suivants :
A⊗BM ' B
(
AM
)
et A⊗Bϕ ' B
(
Aϕ
)
.
Applications proches et transformations infinitésimales
Après avoir considéré les points proches de points d’une variété, nous pouvons définir la
notion d’applications proches.
Définition 1.1.9. Une A-application entre deux variétésM et N est une application F définie
sur M et à valeurs dans AN . On note f(x) le point de N dont F (x) est proche, ce qui définit
une application f : M → N telle que le diagramme suivant commute :
AN
πN

M
F
==
f
// N
On dit alors que F est proche de f : M → N . Si, de plus, f est l’identité sur M (et donc si
M = N), alors l’application F : M → AM est une section de πM , et est appelée transformation
infinitésimale d’espèce A de M .
L’ensemble des sections de l’application πM : TAM → M est exactement l’ensemble des
applications proches de l’identité. Weil a énoncé le théorème suivant, qui munit cet ensemble
d’une structure de groupe.
Théorème 1.1.10. L’ensemble des transformations infinitésimales d’espèce A de M possède
une structure de groupe pour la loi
G · F := µAM ◦ AG ◦ F,
avec µAM défini par :
µAM : A⊗AM → AM, X 7→ µA ◦X,
où µA : A⊗ A→ A, a⊗ a′ 7→ aa′ est un morphisme d’algèbres.
Exemple 1.1.11. Si A est l’anneau tangent TR, alors l’ensemble des transformations infinitési-
males d’espèce A de M est l’ensemble des champs de vecteurs sur M . La multiplication dans
ce groupe est donnée par l’addition fibre à fibre dans le fibré tangent. Nous obtenons alors
une structure de groupe commutatif, ce qui est particulier à l’anneau tangent : en général, le
groupe obtenu n’est pas commutatif.
Notez que tout morphisme d’algèbres de Weil Φ : A → B induit, pour toute variété M ,
une application ΦM : AM → BM , définie de la manière suivante :
ΦM (X) := Φ ◦X : C∞(M)→ B.
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Caractérisation des foncteurs de Weil
Le théorème suivant, qui a été prouvé indépendamment par Eck, Kainz-Michor et Luciano,
respectivement dans les articles [Eck 1986], [Kainz, Michor 1987] et [Luciano 1988], montre à
quel point les foncteurs de Weil sont généraux.
Théorème 1.1.12. Tout foncteur local F sur la catégorie des variétés réelles de dimension
finie, à valeurs dans la catégorie des variétés réelles de dimension finie, et qui préserve les
produits cartésiens, est un foncteur de la forme M 7→ AM, où A = F (R).
La notion de localité est un peu technique, sachez simplement que si le foncteur n’est pas
local, alors F (R) est un point.
Notez que ce théorème décrit comment déterminer l’algèbre de Weil à laquelle le foncteur
est associé, non seulement en tant qu’ensemble, mais également en tant qu’algèbre puisque
pour connaître l’addition +A et le produit ·A dans l’algèbre A, il suffit d’appliquer le foncteur
à l’addition +R et au produit ·R réels.
Autres approches et généralisations
À la fin de son article, Weil indique des pistes à suivre et dit qu’il a plusieurs idées et
théorèmes qui feront l’objet d’articles ultérieurs, mais n’a plus écrit d’articles sur ce thème
par la suite. Par ailleurs, il semble que cet article a été complètement ignoré pendant 20 ans,
jusqu’à ce que Morimoto publie l’article [Morimoto 1976], où il reprend les idées principales
de Weil et les résume.
Le livre [Kolář, Michor, Slovák 1993] développe les deux approches, à savoir l’approche
contravariante (celle de Weil) et l’approche covariante, plus proche de la géométrie différen-
tielle, qui permet la construction d’un foncteur, noté cette fois TA. On y trouve le lien entre
ces deux approches ainsi que le théorème suivant :
Théorème 1.1.13 (Kolář, Michor, Slovák). Soient M une variété réelle de dimension finie
et A une R-algèbre de Weil de dimension finie. Alors il existe un isomorphisme canonique
Hom(C∞(M),A) = AM → TAM.
Le problème est que ceci n’est plus vrai en général si M est de dimension infinie. Ainsi,
même dans le cas de l’anneau tangent réel TR, il existe des variétés pour lesquelles cette
application n’est ni injective ni surjective. Dans ce cas, il vaut mieux travailler avec l’approche
covariante, ce que nous ferons par la suite.
D’autres personnes ont poursuivi l’étude des foncteurs de Weil, notamment dans l’ar-
ticle [Kriegl, Michor 1996] en dimension infinie dans le cadre du convenient calculus déve-
loppé dans le livre [Kriegl, Michor 1997], dans l’article [Doupovec, Kolář 2000], où est étu-
diée la théorie de l’itération, c’est-à-dire de la composition des foncteurs de Weil, dans l’ar-
ticle [Muñoz, Muriel, Rodríguez 2000] où est poursuivie l’approche de Weil en lien avec la
notion d’éléments de contact, ou encore Shurygin, dans de nombreux articles, notamment
[Shurygin 1993], [Shurygin 1999], [Shurygin 2002] et [Shurygin 2010], dont nous venons de
prendre connaissance très récemment, et qui présente des liens avec notre approche, bien que
le cadre soit différent puisqu’il travaille dans le cadre classique des variétés réelles de dimension
finie.
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1.2 Principaux résultats
Le sujet de cette thèse est la construction et l’étude des foncteurs de Weil généralisés, où
le terme généralisé signifie : en dimension arbitraire (finie ou infinie) et sur un corps ou un
anneau topologique de base général. Comparée à la littérature existante sur les foncteurs de
Weil, notre approche apporte deux nouveaux aspects : d’une part, l’extension de la théorie
dans un cadre très général comportant par exemple les corps de caractéristique positive et
les variétés de dimension infinie, et d’autre part l’introduction du point de vue d’extension
scalaire, bien connue en géométrie algébrique, dans le contexte de la géométrie différentielle.
Cet aspect est nouveau, même dans le cadre classique des variétés réelles de dimension finie.
1.2.1 Cadre différentiel
Une approche élémentaire à la géométrie et au calcul différentiels sur des corps ou des
anneaux topologiques K a été définie et étudiée dans les livres [Bertram, Glöckner, Neeb 2004,
Bertram 2008] ; voir le livre [Bertram 2011] pour une présentation élémentaire. Le terme lisse
se réfère toujours au concept qui y est expliqué et qui est appelé cubic smooth dans l’article
[Bertram 2010]. L’anneau de base K est un anneau topologique, commutatif unitaire tel que le
groupe K× des éléments inversibles soit dense dans K, et tel que l’application d’inversion dans
K× soit continue. Le lecteur peut supposer dans un premier temps que K est une k-algèbre sur
un corps k, par exemple, k = R et considérer K comme étant K = k⊕ εk, avec, par exemple
ε2 = −1 (K = C) ou ε2 = 1 (nombres para-complexes) ou ε2 = 0 (nombres duaux).
Dans la première partie, nous rappellerons les définitions de deux notions de différentiabi-
lité : la différentiabilité au sens cubique et la différentiabilité au sens simplicial. La définition
de la différentiabilité sera liée à la construction de deux familles de foncteurs : les foncteurs
tangents itérés dans le cas cubique et les foncteurs de jets dans le cas simplicial. Ces foncteurs
sont les premiers exemples de foncteurs de Weil. Pour des informations plus précises, nous
renvoyons à l’introduction de la première partie.
Dans l’annexe C, nous montrons, en suivant le livre [Bertram 2011], que la notion de
différentiabilité sur K, lorsque K = R, coïncide avec la notion de différentiabilité réelle usuelle,
ce qui montre que notre travail est bien une généralisation des résultats obtenus dans le cadre
classique.
Shurygin a étudié, dans les articles [Shurygin 1993], [Shurygin 1999], [Shurygin 2002] et
[Shurygin 2010], les foncteurs de Weil dans le cadre classique des variétés réelles de dimen-
sion finie. Cependant, son approche présente des analogies avec la nôtre : il considère une
notion de lissité sur toute R-algèbre, notion définie par Scheffers au xixe siècle dans l’article
[Scheffers 1893]. Les notions de variétés sur une algèbre ont été étudiées en détail par Shirokov
dans l’article [Shirokov 1981]. Nous donnons en annexe C une comparaison de différents cadres
différentiels.
1.2.2 Construction des fibrés de Weil généralisés
Dans notre cadre, une définition analogue à celle des algèbres de Weil classiques, comme
définies par exemple dans le livre [Kolář, Michor, Slovák 1993], est la suivante.
Définition 1.2.1. Une K-algèbre de Weil est une K-algèbre A, commutative, associative,
unitaire, de la forme A = K⊕
◦
A, où
◦
A est un idéal nilpotent libre et de dimension finie sur K.
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Une telle algèbre est encore un anneau topologique, commutatif, unitaire de groupe unité
A× dense dans A, tel que l’inversion est continue. On peut donc choisir A comme nouvel anneau
de base, ce qui permet de considérer les notions d’applications lisses sur A et de variétés lisses
sur A.
Le résultat principal de la deuxième partie de ce travail peut se résumer de la manière
suivante (voir les théorèmes 7.1.2 et 7.1.4 pour plus de détails).
Théorème 1.2.2. Soit A = K⊕
◦
A une K-algèbre de Weil. Alors, à toute variété M lisse sur
K, il est possible d’associer une variété lisse TAM telle que :
1. la construction est fonctorielle et compatible avec les produits cartésiens,
2. TAM est une variété lisse sur A (et donc sur K), et, pour toute application f lisse sur
K entre deux variétés M et N , l’application correspondante TAf , de TAM dans TAN ,
est lisse sur A,
3. si M est une sous-variété ouverte U d’un K-module topologique V , alors TAU peut être
identifié à l’image réciproque de U par l’application canonique VA → V , où VA = V ⊗KA
est l’extension scalaire usuelle de V . Si, dans ce contexte, l’application f de U dans W
est polynomiale, alors TAf coïncide avec l’extension scalaire algébrique fA, de VA dans
WA, de f .
Ces propriétés caractérisent le foncteur de Weil TA.
Les foncteurs de Weil TA sont des généralisations du foncteur tangent usuel T, qui est ob-
tenu pour le cas particulier des nombres duaux sur K, c’est-à-dire lorsque A = TK := K⊕ εK,
avec ε2 = 0. Plus généralement, les foncteurs tangents itérés Tk et les foncteurs de jets Jk
sont des foncteurs de Weil. Ce sont les exemples fondateurs dans le sens où ils vont per-
mettre la construction des foncteurs de Weil généraux. Le théorème met en évidence que
la structure de variété de TAM est encodée dans la structure d’anneau de A de manière
beaucoup plus forte que dans la théorie classique, développée par exemple dans le livre
[Kolář, Michor, Slovák 1993] : la variété TAM joue de tout point de vue le rôle d’une exten-
sion scalaire de M et le foncteur TA peut par conséquent être considéré comme un foncteur
d’extension scalaire, ce qui pourrait nous permettre d’écrireMA := TAM . Cette interprétation
est courante pour les mathématiciens habitués à la géométrie algébrique, mais l’est beaucoup
moins dans le cadre de la géométrie différentielle, ce qui rend nos résultats certainement plus
proches des idées originelles d’André Weil que la plupart de la littérature existante. Notez que
dans le cadre classique, c’est-à-dire le cadre des variétés réelles de dimension finie, Shirokov
a découvert l’existence sur TAM d’une structure de variété lisse sur A, au sens donné dans
l’article [Shirokov 1981].
Notre travail généralise les résultats qui ont été obtenus dans les articles [Bertram 2008]
et [Bertram 2010], où deux familles de foncteurs de Weil ont été particulièrement étudiées :
les foncteurs tangents itérés ou foncteurs tangents d’ordre supérieur Tk, correspondant aux
anneaux tangents itérés, Tk+1K := T(TkK), et les foncteurs de jets Jk, correspondant aux
anneaux de jets (holonomes) JkK := K[X]/(Xk+1). Comme ces deux exemples jouent un rôle
fondamental dans la preuve de notre résultat général, nous rappelons et étendons légèrement
les résultats pour ces deux familles de foncteurs. En particulier, nous décrivons en détail
l’action canonique de K×, qui apparaît déjà dans le cadre du calcul différentiel, et qui induit
une graduation naturelle de ces familles d’algèbres de Weil.
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Le cœur de la preuve du théorème 1.2.2 est l’étude de la relation entre deux concepts
fondateurs, à savoir celui de jet et celui de développement de Taylor. Il est bien connu que,
dans le cadre classique, ces deux concepts sont essentiellement équivalents (voir, par exemple,
[Reinhart 1983]), mais le concept de jet est de nature géométrique, intrinsèque, donc a un sens
indépendamment du choix d’une carte, alors que le concept de développement de Taylor peut
être écrit uniquement dans une carte et ne possède donc pas de nature invariante. Ceci se
traduit par une différence de comportement relativement à la composition des applications :
les jets obéissent à une règle de composition totalement fonctorielle
Jkx(g ◦ f) = Jkf(x)g ◦ J
k
xf , (1.2.1)
alors que les polynômes de Taylor (que nous considérons ici sans terme constant) suivent la
règle de composition tronquée des polynômes
Taykx(g ◦ f) =
(
Taykf(x)g ◦ Tay
k
xf
)
mod (deg > k) . (1.2.2)
Cette absence de fonctorialité est compensée par le fait que, comme tout polynôme, les poly-
nômes de Taylor admettent des extensions scalaires algébriques, de telle sorte que le polynôme
de Taylor P = Taykxf : V → W d’ordre k d’une application f : V ⊃ U → W , lisse sur K, au
point x de U , s’étend naturellement en un polynôme PA : V ⊗KA→W ⊗KA. Notre construc-
tion générale des foncteurs de Weil combine ces deux procédures d’extension. La première
étape, basée sur le calcul différentiel défini dans la première partie, consiste en la construction
des foncteurs de jets Jk, qui associent à chaque application lisse f son jet (simplicial) d’ordre
k (ou k-jet). À l’aide de cet objet invariant, nous définissons lors de la deuxième étape le poly-
nôme de Taylor Taykxf au point x, en utilisant une construction qui dépend d’une carte (voir la
section 4.2), et nous prouvons ensuite la règle de composition (1.2.2) (voir le théorème 5.3.1).
Notez que, dans le cas classique, nos polynômes de Taylor Taykxf coïncident bien entendu avec
les polynômes de Taylor usuels, mais nous ne les avons pas définis de la manière habituelle en
termes de différentielles d’ordre supérieur, puisqu’il aurait alors fallu diviser par k!, ce qui est
impossible en caractéristique positive. Dans une troisième étape, nous considérons l’extension
scalaire algébrique de K à
◦
A des polynômes de Taylor : si le degré k est supérieur à l’ordre de
nilpotence de
◦
A, alors
TAxf :=
(
Taykxf
)
◦
A
: V◦
A
:= V ⊗
◦
A→W◦
A
(1.2.3)
satisfait à une règle de transformation complètement fonctorielle, de sorte que le foncteur de
Weil TA peut être défini par
TAf : U × V◦
A
→W ×W◦
A
, (x, y) 7→
(
f(x),TAxf(y)
)
.
Cette approche nécessite de développer certains outils généraux sur la continuité et la lissité
des polynômes, que nous reléguons dans l’annexe A.
1.2.3 Fibrés de Weil
Nous développons la relation entre les points de vue algébrique et géométrique et nous
étudions des notions de géométrie différentielle, en particulier des structures fibrées.
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Les fibrés A-tangents
Nous montrons au théorème 8.1.1que, pour toute K-algèbre de Weil A et pour toute variété
M lisse sur K, TAM possède une structure de fibré polynomial sans terme constant sur M .
Cela signifie que les changements de cartes de fibré (qui est toujours donné avec son atlas)
sont polynomiaux fibre à fibre, et ce, sans terme constant. Il s’agit d’une généralisation de la
structure de fibré vectoriel du fibré tangent TM , pour lequel les changements de cartes sont
linéaires fibre à fibre. Si l’idéal
◦
A de A est nilpotent d’ordre k + 1, alors le fibré polynomial
TAM est de degré k, c’est-à-dire que les changements de cartes sont de degré au plus k. Comme
dans le cas tangent, il existe une section naturelle dite section nulle, notée σAM , de M dans
TAM . Le fibré TAM →M possède une structure lisse sur A, où la structure lisse sur A de M
est obtenue par restriction scalaire de A à K. TA est en fait l’unique foncteur
TA :ManK → SBunA, M 7→
(
πAM : TAM →M
)
,
de la catégorie ManK des variétés lisses sur K dans la catégorie SBunA des fibrés lisses sur
A munis d’une section, qui coïncide sur les ouverts U de K-modules topologiques V avec
l’application U 7→ U × V ⊗
◦
A.
Toute application F lisse sur A entre deux variétés A-tangentes TAM et TAN induit un
morphisme de fibrés entre πAM et πAN , c’est-à-dire qu’il existe une application f = πAM ◦F ◦σAM :
M → N , lisse sur K, telle que le diagramme suivant commute :
TAM F //
πAM

TAN
πAN

M
f
// N
. (1.2.4)
De plus, F est un A-difféomorphisme si et seulement si f est un K-difféomorphisme.
Dans le cas où M = N , tout A-difféomorphisme F : TAM → TAM au-dessus de l’identité
de M (c’est-à-dire qui induit, au sens de (1.2.4), l’application f = idM : M →M), est appelé
automorphisme infinitésimal. L’ensemble InfAutA(M) des automorphismes infinitésimaux de
TAM possède une structure naturelle de groupe pour la composition.
Toute application f : M → N lisse sur K se relève de manière unique en une application
TAf : TAM → TAN lisse sur A, de telle sorte que (TAf, f) soit un morphisme de fibré A-lisses
avec sections, c’est-à-dire que le diagramme suivant commute :
TAM T
Af // TAN
M
f
//
σAM
OO
N
σAN
OO (1.2.5)
Le résultat principal du chapitre consacré aux fibrés A-tangents est le suivant :
Théorème 1.2.3. Soient M une variété lisse sur K et A une K-algèbre de Weil. Alors :
1. l’ensemble XA(M) des sections du fibré πAM : TAM →M est en bijection avec le groupe
InfAutA(TAM), ce qui le munit d’une structure de groupe (non commutatif en général),
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2. la suite suivante de groupes est exacte et scindée :
XA(M) 
 i // DiffA(TAM)
p // // DiffK(M)
s
jj
,
où la projection p est l’application F 7→ f := πAM ◦ F ◦ σAM , décrite en (1.2.4), et où
la section est l’application f 7→ TAf décrite en (1.2.5). Par conséquent, le groupe des
A-difféomorphismes de TAM est produit semi-direct du groupe des K-difféomorphismes
de M et du groupe XA(M) des sections du fibré πAM : TAM →M .
Le point de vue algébrique permet de traduire en termes de géométrie différentielle certains
aspects de résultats bien connus en géométrie algébrique. Tout d’abord, les algèbres et fibrés
de Weil possèdent une structure analogue à la K-théorie relativement aux opérations
1. produit tensoriel : A⊗K B ∼= K⊕
( ◦
A⊕
◦
B⊕
◦
A⊗
◦
B
)
,
2. somme de Whitney : A⊕K B := (A⊗K B) /
( ◦
A⊗K
◦
B
)
∼= K⊕
◦
A⊕
◦
B.
Alors que la somme de Whitney correspond exactement au produit fibré sur M
TAM ×M TBM
des fibrés correspondants, nous devons être plus prudents avec l’interprétation du produit
tensoriel en termes de fibrés (théorème 8.4.1) : les fibrés de Weil ne sont en général pas des
fibrés vectoriels, et donc il n’existe pas de définition claire de produit tensoriel fibre à fibre.
En fait, le produit tensoriel correspond plutôt à la composition des foncteurs de Weil :
TA⊗BM ∼= TB(TAM).
En suivant le modèle de la théorie de Galois, nous étudions le groupe AutK(A) d’automor-
phismes de A pour comprendre la structure du fibré de Weil TAM sur M . En effet, par
fonctorialité, tout automorphisme Ψ de A induit canoniquement un difféomorphisme ΨM , de
TAM dans TAM , qui commute avec toutes les applications A-tangentes TAf où f appar-
tient au groupe DiffK(M) des difféomorphismes sur K de M . Par conséquent, il y a deux
actions de groupe qui commutent entre elles : celle de AutK(A) et celle de DiffK(M). Comme
souvent en théorie des groupes, nous obtenons une meilleure compréhension d’une action de
groupe lorsque nous connaissons une autre action de groupe qui commute avec celle-ci. Un
cas particulièrement important est celui des algèbres de Weil graduées, étudié, notamment
dans [Kureš, Mikulski 2004] où le terme homogeneous Weil algebra est utilisé. Dans ce cas, il
existe des sous-groupes d’automorphismes à un paramètre et l’algèbre de Weil possède comme
nouvelle structure un produit qui se comporte de manière analogue à une composition, ce qui
la munit d’une structure de quasi-anneau (near-ring), en général non commutatif, similaire au
quasi-anneau des séries formelles pour la composition (voir le théorème 6.5.6).
Les fibrés Φ-tangents
La structure fibrée de TAM → M n’est qu’un exemple de structure fibrée obtenue avec
les foncteurs de Weil : elle correspond en fait à l’extension polynomiale d’algèbres de Weil
A ↪→ A  K, où nous disons qu’une suite de K-algèbres de Weil V ↪→ A  B est un
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extension polynomiale si la suite d’idéaux nilpotents
◦
V ↪→
◦
A 
◦
B est une suite exacte courte
d’algèbres topologiques. De manière générale, toute extension polynomiale V ↪→ A
Φ
 B induit
un foncteur
TΦ :ManK → BunA, M 7→
(
ΦM : TAM → TBM
)
,
de la catégorie des variétés lisses sur K dans la catégorie des fibrés lisses sur A. Si
◦
V est
nilpotent d’ordre j+ 1, alors pour toute variété M lisse sur K, TAM possède une structure de
fibré polynomial de degré j sur TBM , mais ce fibré ne possède pas de section naturelle. Cette
différence avec le cas A-tangent est très importante. Une propriété similaire à la propriété
(1.2.4) existe, c’est-à-dire que toute application F lisse sur A entre deux variétés A-tangentes
TAM et TAN induit un morphisme de fibrés entre ΦM et ΦN tel que le diagramme suivant
commute :
TAM F //
ΦM

TAN
ΦN

TBM
FΦ
// TBN
En revanche, il n’existe pas de propriété analogue à la propriété (1.2.5) en général, et il n’est
pas possible de relever des applications lisses sur B de TBM dans TBN , en des applications
lisses sur A de TAM dans TAN , précisément parce qu’il n’existe pas de section naturelle du
fibré ΦN .
L’exemple le plus important est celui des fibrés de jets : pour tous entiers j ≤ k, la
projection πkj : JkK→ JjK, qui correspond à la troncature des polynômes au degré j, est une
extension polynomiale de K-algèbres de Weil. Elle induit un fibré JkM → JjM pour toute
variété M . Une différence fondamentale avec les fibrés tangents itérés TkM → TjM , induits
par les extensions polynomiales de K-algèbres de Weil TkK → TjK, est qu’il n’existe pas
de sections en tant qu’algèbres de JjK dans JkK. En particulier, pour tout entier k, le fibré
Jk+1M → JkM n’est pas un fibré vectoriel, mais un fibré affine.
Soit V ↪→ A  B une extension polynomiale d’algèbres de Weil. Comme le fibré TBM →M
possède une section nulle, nous pouvons considérer le sous-fibré de ΦM : TAM → TBM dont
l’image est nulle. Ce sous-fibré est appelé fibré Φ-vertical et est isomorphe au fibré de Weil
TVM .
1.2.4 Connexions
Pour une introduction générale aux connexions, voir l’introduction de la partie IV.
Nous définissons une notion de connexion, appelée structure K-linéaire sur TAM , qui est
un isomorphisme entre le fibré A-tangent TAM d’une variété M et le fibré vectoriel TM ⊗
◦
A
sur M dont la fibre en un point x de M est TxM ⊗
◦
A, qui peut être considéré comme le
fibré vectorialisé de TAM . Nous étudions les opérateurs de courbure de ces connexions, qui
sont définies comme étant des obstructions à l’invariance sous l’action naturelle du groupe des
automorphismes de A sur chaque membre de cet isomorphisme.
Soit V→ A Φ−→ B une extension polynomiale de K-algèbres de Weil. Une Φ-connexion sur
M est définie comme étant une décomposition
TAM ' TBM ×M TVM,
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qui est polynomiale au-dessus de TBM .
La donnée d’une section du fibré ΦM lorsque
◦
V est annulateur de A (on parle alors
d’extension vectorielle centrale) permet de construire une Φ-connexion sur M . Nous mon-
trons que, pour toute algèbre de Weil, nous pouvons construire une suite de telles extensions
vectorielles. La donnée des sections correspondantes nous permet de construire une structure
K-linéaire sur le fibré TAM →M .
Nous définissons également des connexions de type Ehresmann sur un fibré. Soient π : E →
M un fibré lisse et A une algèbre de Weil. Alors nous pouvons lui appliquer le foncteur de Weil
TA. Nous montrons que TAπ : TAE → TAM est un fibré. En particulier, si π : E →M est un
fibré principal (resp. associé), alors TAπ est à nouveau un fibré principal (resp. associé). De
plus, il existe d’autres structures fibrées intéressantes : TAE → E est un fibré polynomial et
le diagramme suivant commute :
TAE
{{ !!
TAM
$$
E
||
M
TAE possède également une structure fibrée sur M , que nous étudions en détail et dont nous
donnons un groupe structural.
Comme TAM →M possède une section nulle σAM , nous pouvons définir le fibré A-vertical
VAE comme étant le sous-fibré de TAE → TAM dont l’image est σAM (M). Une A-connexion
sur E ou connexion de type Ehresmann sur TAE est la donnée d’une décomposition
TAE ' TAM ×M VAE,
qui respecte les structures fibrées, c’est-à-dire qui préserve la lissité sur A des fibres sur TAM ,
qui est polynomial sur E, et dont la restriction au fibré vertical VAE est l’identité. L’ensemble
des A-connexions possède une structure d’espace homogène principal modelé sur le groupe qui
fait intervenir les structures fibrées de TAM →M et E →M que nous venons de mentionner.
Soient A et B deux algèbres de Weil. Soit π : E →M un fibré. Soient CA une A-connexion
et CB une B-connexion sur E. Alors nous pouvons itérer ces connexions et construire de
manière naturelle deux (A ⊗ B)-connexions. Si A = B et CA = CB, alors ces deux (A ⊗ A)-
connexions sont conjuguées. Leur différence est alors définie comme étant la courbure de la
A-connexion.
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Première partie
Calculs différentiels cubique et
simplicial
29

Introduction
Cette première partie présente le cadre différentiel dans lequel nous allons nous placer tout
au long de cette thèse.
Le calcul différentiel est un formalisme qui permet, d’une part, de passer à la limite certains
quotients de différences et, d’autre part, de prouver certaines règles, dont la règle de compo-
sition. Cette dernière est particulièrement importante car elle permet de définir la notion de
variété différentielle, et donc celle de groupe de Lie, qui constituent les objets fondamentaux
de la géométrie différentielle. L’idée fondatrice du calcul différentiel est l’étude du passage à
la limite, pour une application f entre deux espaces vectoriels, de l’application
(x, v, t) 7→ f(x+ tv)− f(x)
t
, (1.2.6)
appelée quotient de différence, qui est définie uniquement pour des scalaires t inversibles.
Nous présentons ici deux calculs différentiels très généraux, qui restent très proches de
ce point de vue et qui permettent de considérer à la fois des corps topologiques de base K
quasi arbitraires (et même des anneaux), et la théorie infinie-dimensionnelle, au sens où nous
pouvons considérer des applications f : U ⊂ V → W entre K-modules de dimension, si elle
existe, finie ou infinie.
Le calcul différentiel généralisé permet, à l’aide de l’algèbre linéaire et de la topologie
uniquement, de déterminer les résultats fondamentaux, c’est-à-dire les résultats indépendants
des propriétés particulières du corps de base considéré. Afin de bien comprendre à quel point
les notions habituellement étudiées dépendent du corps de base, il suffit de considérer le corps
des nombres réels et celui des nombres complexes. La notion de classe C1 au sens complexe
est extrêmement rigide comparée à la notion de classes C1 au sens réel. En effet, les premières
sont lisses au sens complexe, analytiques, vérifient le principe du maximum, alors que les
applications de classe C1 au sens réel sont beaucoup plus nombreuses et ne sont pas toutes de
classe C2.
L’idée essentielle du calcul différentiel présenté ici est que, si le passage à la limite d’un
quotient de différences est peu utile en soi, en revanche, il devient très intéressant s’il est
considéré comme l’extension d’un quotient de différences aux valeurs singulières, déterminées
par la condition t = 0. Nous dirons ainsi qu’une application continue f : U ⊂ V → W est de
classe C1 si et seulement s’il existe une application continue
f1 : U × V ×K ⊇ U1 := {(x, v, t) | x+ tv ∈ U} →W
telle que la relation
f(x+ tv)− f(x) = t · f1(x, v, t) (1.2.7)
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soit vérifiée pour tout (x, v, t) ∈ U1. La différentielle de f au point x de U sera alors définie
par df(x)v := f1(x, v, 0). Cette définition possède au moins deux avantages : d’une part il
s’agit d’une définition raisonnable dans un cadre très large, où les définitions usuelles sont
dépourvues de sens et, d’autre part, la structure du corps de base n’y joue aucun rôle. Elle
a un sens dès que la notion de continuité est définie, et donc pour tout module topologique
sur un anneau topologique dont l’ensemble des éléments inversibles est dense, cette dernière
condition assurant l’unicité du prolongement f1 et de la différentielle df .
Nous pouvons généraliser ces définitions à tout ordre de différentiabilité de deux ma-
nières différentes et aboutir à deux notions distinctes d’applications de classe supérieure. Une
première possibilité consiste à définir les classes d’ordre supérieur par récurrence : une ap-
plication de classe C1 est dite de classe C2 si l’application f1 est elle-même de classe C1,
et ainsi de suite. Il s’agit du calcul différentiel que nous appelons cubique, suivant la ter-
minologie de [Bertram 2010], qui a été défini par Bertram, Glöckner et Neeb dans l’article
[Bertram, Glöckner, Neeb 2004]. Ce calcul possède l’avantage d’être défini par récurrence mais
présente le défaut de faire intervenir un nombre de variables qui augmente de manière expo-
nentielle avec l’ordre de différenciation, ce qui le rend très difficile à manipuler explicitement. Il
sera lié au foncteur tangent T, qui généralise le foncteur tangent usuel, ainsi qu’aux foncteurs
tangents itérés Tk := T ◦Tk−1. Une seconde possibilité pour définir une notion d’applications
de classe supérieure consiste à considérer des généralisations f 〉k〈 du quotient de différence
(1.2.6) à l’ordre k et à déterminer s’il existe des prolongements continus de ces applications,
qui vérifieront des relations de développement limité analogues à la relation (1.2.7). Il s’agit
du calcul différentiel appelé simplicial et défini par Bertram dans [Bertram 2010]. Le nombre
de variables est dans ce cas linéaire en l’ordre de différenciation et est, par conséquent, plus
aisé à manipuler. De plus, il est mieux adapté au cas des anneaux de caractéristique positive.
Il sera lié aux foncteurs de jets Jk. Nous conjecturons que ces deux calculs différentiels sont
équivalents, mais il est simplement démontré pour l’instant que le calcul différentiel cubique
implique le calcul simplicial, c’est-à-dire que toute application de classe Ck au sens cubique est
également de classe Ck au sens simplicial. Chaque calcul possède ses avantages et nous serons
par conséquent amenés à travailler avec les deux.
Dans ces deux cadres apparaissent des développements limités, appelés développements de
Taylor, qui sont fondamentaux pour la définition des foncteurs de Weil généralisés, qui fera
l’objet de la partie suivante. Le cœur de la construction des foncteurs de Weil est l’étude
de la relation entre deux concepts fondateurs, à savoir celui de jet et celui de développement
de Taylor. Ces deux concepts sont équivalents dans le cadre classique (voir, par exemple,
[Reinhart 1983]), mais les deux concepts sont de nature différentes. Du point de vue de l’ana-
lyse, l’interaction entre les jets et les polynômes de Taylor se traduit par une interaction entre
les différences divisées (généralisées) et (plusieurs) conditions sur le reste dans le dévelop-
pement limité d’une application f autour d’un point x. Les jets se comportent de manière
fonctorielle, indépendante des cartes d’une variété, et sont donc très bien adaptés au cas de la
dimension quelconque. Cette notion peut ainsi nous permettre de définir le calcul différentiel
généralisé, qui induit des développements limités radiaux et radiaux multi-variables, qui repré-
sentent le second aspect, et qui sont le point de départ de notre définition des polynômes de
Taylor, dont nous montrerons qu’il s’agit bien d’applications polynomiales. Il est important
de noter qu’une notion de polynômes de Taylor existe, même lorsque le corps ou l’anneau de
base est de caractéristique positive. Ceci explique que les polynômes de Taylor ne soient pas
définis de la manière usuelle, en utilisant des quotients des différentielles d’ordre supérieur par
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des entiers.
Cette partie est organisée en quatre chapitres, comme suit :
2. Quotients de différences qui est constitué de deux sections. Dans la première, sont définis
les domaines étendus, qui sont les domaines de définition des généralisations de l’application
(1.2.6), ainsi que l’action du groupe unité K× sur ces domaines. Dans la seconde section est
présenté le calcul de différences, qui est un calcul algébrique, non singulier, au sens où les
scalaires considérés sont inversibles.
3. Calculs différentiels, où sont définis les calculs différentiels cubique et simplicial, qui sont
le prolongement du calcul de différences aux valeurs singulières, c’est-à-dire pour des scalaires
non inversibles.
4. Développements et Polynômes de Taylor, où nous présentons deux versions de déve-
loppements limités et où nous définissons les polynômes de Taylor, dont il faut montrer la
polynomialité.
5. Jets simpliciaux, où nous montrons que les jets simpliciaux d’une application peuvent
être interprétés comme des extensions scalaires et sont en ce sens l’exemple fondateur d’exten-
sion à une algèbre de Weil. Nous y montrons également le lien entre les polynômes de Taylor
et les jets simpliciaux, lien qui constituera le cœur de la construction des foncteurs de Weil.
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Chapitre 2
Quotients de différences
Nous rappelons ici les définitions élémentaires concernant les calculs différentiels cubique
et simplicial développés respectivement dans l’article [Bertram, Glöckner, Neeb 2004] et dans
l’article [Bertram 2010].
La première étape vers la définition des notions de classes Ck est de considérer les généra-
lisations f ]k[ et f 〉k〈, appelées respectivement quotients de différences cubiques et simpliciaux,
du quotient de différence f(x+ tv)− f(x)
t
d’une application f , à l’ordre k. Pour cela, nous
allons commencer par définir leurs domaines de définition U ]k[ et U 〉k〈 avant de les définir
elles-mêmes. Les notions de classe d’ordre supérieur seront définies à partir de l’existence de
prolongements continus f [k] et f 〈k〉 des applications f ]k[ et f 〉k〈 aux éléments non singuliers.
Nous définirons ici les domaines de définition de ces applications.
Dans ce chapitre, K désigne un anneau commutatif unitaire et V un K-module (aucune
topologie ne sera utilisée ici).
2.1 Domaines étendus et action de K×
Soit U un ensemble non vide, appelé domaine, tel que U ⊂ V . Nous définissons deux sortes
de domaines étendus : les domaines cubiques, notés U [k] et les domaines simpliciaux, notés
U 〈k〉 pour tout entier k. Ceux-ci seront les domaines de définition des généralisations à l’ordre
k de l’application tangente de toute application f définie sur un domaine U . L’organisation
des domaines cubiques nous donne déjà un aperçu de l’organisation des fibrés tangents itérés
que nous étudierons plus tard. De manière analogue, l’organisation des domaines simpliciaux
nous renseigne sur l’organisation des fibrés de jets.
Le groupe unité K× de K, c’est-à-dire l’ensemble des éléments inversibles dans K, agit de
manière naturelle sur tous ces domaines. Cette action se généralisera à toute algèbre de Weil
N-graduée (voir la définition 5.2.1).
2.1.1 Ordre 0 et ordre 1
Commençons par définir les conventions pour l’ordre 0, évidement commun aux deux
calculs. Par convention, nous posons U [0] := U =: U 〈0〉. L’action d’ordre zéro du groupe K×
sur U est l’action triviale
ρ[0] : K× × U → U, (r, x) 7→ x.
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À l’ordre 1, les deux calculs différentiels sont encore identiques :
Définition 2.1.1 (Premier domaine étendu). Le premier domaine étendu de U est défini par
U [1] := {(x, v, t) ∈ V × V ×K | x ∈ U, x+ tv ∈ U} ⊂ V [1].
L’ensemble U est appelé la base de U [1], et l’application
π[1] : U [1] → U, (x, v, t) 7→ x
est appelée la projection canonique du premier ordre et sa section
σ[1] : U → U [1], x 7→ (x, 0, 0)
est appelée l’injection canonique du premier ordre. L’ensemble
U ]1[ :=
{
(x, v, t) ∈ U [1] | t ∈ K×
}
=
{
(x, v, t) ∈ U × V ×K× | x+ tv ∈ U
}
est appelé ensemble des éléments non singuliers du domaine étendu U [1]. C’est précisément le
domaine de définition du quotient de différence f(x+ tv)− f(x)
t
d’une application f : U → V .
En prenant t = 0, nous définissons le domaine le plus singulier ou domaine tangent
JU := TU := {(x, v, 0) ∈ U [1]} ∼= U × V.
Définition 2.1.2. L’action canonique du groupe K× sur le premier domaine étendu est donnée
par
ρ[1] : K× × U [1] → U [1], (r, (x, v, t)) 7→ ρ[1](r).(x, v, t) := (x, rv, r−1t).
Cette application est bien définie : x + tv appartient à U si et seulement si x + r−1trv
appartient également à U . Notez que la commutativité de K× est essentielle ici.
2.1.2 Ordre supérieur, version cubique
La différence entre les domaines cubiques et simpliciaux intervient à partir de l’ordre 2. La
première idée, ou en tout cas l’idée la plus naturelle, lorsque nous voulons définir la classe C2
est de se ramener à la définition de la classe C1, ce qui évite d’avoir à introduire de nouvelles
notions. Ainsi, nous disons qu’une application est de classe C2 si la différentielle est de classe C1
et ainsi de suite. Cette utilisation de la notion de classe C1 par récurrence mène à la définition
de la première famille de domaines étendus : les domaines cubiques.
Définition 2.1.3 (Domaines cubiques). Par récurrence, nous définissons, pour tout entier
naturel k, les domaines cubiques d’ordre k + 1
U [k+1] :=
(
U [k]
)[1]
,
les domaines cubiques non singuliers d’ordre k + 1
U ]k+1[ :=
(
U ]k[
)]1[
,
et les domaines cubiques les plus singuliers ou domaines tangents d’ordre k + 1
Tk+1U := T
(
TkU
)
.
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Les domaines cubiques s’organisent de la manière suivante
U // U ]1[ //

U ]2[ //

. . . // U ]k[ //

. . .
U // U [1] // U [2] // . . . // U [k] // . . .
U // TU //
OO
T2U //
OO
. . . // TkU //
OO
. . .
où toutes les flèches horizontales sont des injections et les flèches verticales des inclusions.
Il existe, pour tout entier j inférieur à k, des applications
π
[k]
[j] : U
[k] → U [j]
appelées projections canoniques cubiques. Leurs sections
σ
[k]
[j] : U
[j] → U [k]
sont appelées les injections canoniques cubiques. Toutes ces applications préservent les do-
maines non singuliers et les domaines tangents, et les injections et projections canoniques
induisent des applications π]k[]j[ et σ
]k[
]j[ sur les domaines cubiques non singuliers et les applica-
tions πkj et σkj sur les domaines tangents.
Notez que
U [2] ⊂
(
V 2 ×K
)
×
(
V 2 ×K
)
×K ∼= V 4 ×K3,
et, de manière analogue, nous considérons U [k] en tant que sous-ensemble de V 2k × K2k−1
et nous identifions systématiquement TkU avec U × V 2k−1. Les éléments de V sont appelés
variables d’espace, et les éléments de K variables de temps. Nous séparons les variables d’espace
et de temps, et nous écrivons les éléments de U [k] sous la forme
(v, t) =
(
(vI)I⊂{1,...,k} , (tI)∅6=I⊂{1,...,k}
)
.
Avec cette notation, v∅ appartient à U , et
TkU =
{
(v,0) ∈ U [k]
}
' U × V 2k−1 ⊂ V 2k ,
où 0 = (0, . . . , 0). Pour tout domaine cubique d’ordre k, le nombre de variables d’espace est
2k. Chaque variable d’espace peut ainsi être représentée par le sommet d’un hypercube de
dimension k, ce qui est à l’origine du terme cubique utilisé ici.
Une description explicite des domaines cubiques d’ordre élevé par des conditions en termes
d’ensembles est très compliquée, car le nombre de variables augmente de manière exponen-
tielle en fonction de l’ordre de différenciation. Afin de mieux comprendre la structure de ces
domaines, il est utile de remarquer une propriété d’homogénéité relative aux actions suivantes :
Définition 2.1.4. L’action canonique cubique du groupe K× sur U [2] est définie comme suit :
écrivons un élément (x, u, t) de U [2] sous la forme ((v∅, v1, t1) , (v2, v12, t12) , t2) ∈ U [2], avec x
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dans U [1], u dans V [1] et t dans K tels que x + tu appartienne à U [1]. Pour tout r dans K×,
posons
ρ[2](r). ((v∅, v1, t1) , (v2, v12, t12) , t2) :=
(
ρ[1](r).x, rρ[1](r).u, r−1t
)
=
((
v∅, rv1, r
−1t1
)
,
(
rv2, r
2v12, t12
)
, r−1t2
)
.
Par récurrence, nous définissons l’action canonique cubique ρ[k+1] : K××U [k+1] → U [k+1] par
ρ[k+1](r). (x, u, t) :=
(
ρ[k](r).x , rρ[k](r).u , r−1t
)
,
qui peut également s’écrire
ρ[k+1](r).
(
(vI)I⊂{1,...,k+1} , (tI)∅6=I⊂{1,...,k+1}
)
:=
((
r|I|vI
)
I
,
(
r|I|−2tI
)
∅6=I
)
, (2.1.1)
où l’entier |I| désigne le cardinal de l’ensemble I.
Remarquez que pour tout entier naturel k, les ensembles U ]k[ et TkU sont stables sous
l’action ρ[k]. Les projections et injections canoniques sont équivariantes sous cette action.
Notez que l’opérateur ρ[k](r) est K-linéaire. Un élément de U [k] sera dit homogène de degré ` si
c’est un vecteur propre, pour tout opérateur ρ[k](r), avec r dans K×, pour la valeur propre r`.
Par exemple, les éléments x de la base U sont homogènes de degré 0 et les variables d’espace
vI sont homogènes de degré |I|. On note VI la copie de V correspondant à la variable de temps
vI , ceci pour toute partie I de {1, . . . , k}.
Pour bien comprendre la structure des domaines cubiques d’ordre k, nous pouvons pour-
suivre l’analogie entre les variables d’espace et les sommets d’un hypercube.
À l’ordre 2, les variables d’espace s’organisent de la manière suivante :
V12
V1 V2
U
Ainsi, il existe une variable homogène de degré 0, correspondant à la base U , deux variables
homogènes de degré 1, correspondant au premier étage, formé de V1 et V2 et une variable
homogène de degré 2, correspondant à V12.
À l’ordre 3, les variables d’espace s’organisent de manière similaire :
V123
V12 V13 V23
V1 V2 V3
U
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Ainsi, il existe une variable homogène de degré 0, correspondant à la base U , trois variables
homogènes de degré 1, correspondant au premier étage, formé de V1, V2 et V3, trois variables
homogènes de degré 2, correspondant au deuxième étage, formé de V12, V13 et V23 et une
variable homogène de degré 3, correspondant à V123.
Ce schéma se généralise à l’ordre k et nous avons alors
(
k
j
)
variables homogènes de degré
j correspondant au j-ième étage de l’hypercube de dimension k, formé des espaces VI pour
toute partie I de {1, . . . , k} de cardinal j.
2.1.3 Ordre supérieur, version simpliciale
L’idée de définir les domaines cubiques par récurrence est simple et naturelle, mais, comme
nous venons de le voir, assez difficile à manipuler en raison du grand nombre de variables
impliquées. Afin de pouvoir travailler de manière explicite à un ordre élevé, nous avons besoin
d’une autre famille de domaines, les domaines simpliciaux, et nous expliquons la relation avec
les domaines cubiques. Nous considérons, dans toute la suite, que s0 est fixé égal à 0. Rappelons
la convention U 〈0〉 = U pour l’ordre 0.
Définition 2.1.5 (Domaines simpliciaux). Nous définissons les domaines simpliciaux.
U 〈1〉 := U [1]
U 〈2〉 :=
{
(v0, v1, v2; s1, s2) ∈ V 3 ×K2
∣∣∣ v0 ∈ U, v0 + (s1 − s0)v1 ∈ U,
v0 + (s2 − s0)v1 + (s2 − s1)(s2 − s0)v2 ∈ U
}
et, de manière générale, pour tout entier naturel k, les domaines simpliciaux d’ordre k
U 〈k〉 :=
(v; s) ∈ V k+1 ×Kk ∣∣∣ v0 ∈ U, ∀i = 1, . . . , k : v0 +
i∑
j=1
j−1∏
m=0
(si − sm)vj ∈ U
 ,
les domaines simpliciaux non singuliers
U 〉k〈 :=
{
(v; s) ∈ U 〈k〉 | ∀i 6= m : si − sm ∈ K×
}
,
et les domaines simpliciaux les plus singuliers ou domaines des k-jets
JkU :=
{
(v; 0) ∈ U 〈k〉
}
∼= U × V k.
Justifions la définition de U 〈k〉. Pour k = 1, afin de définir le quotient de différence d’une
application f , nous avons besoin d’évaluer f aux points x et x+ tv et de considérer l’inverse
du scalaire t. À un ordre supérieur, nous aurons de même besoin de considérer l’évaluation de
f en des combinaisons K-linéaires des éléments vi et l’inversion par les coefficients scalaires de
ces combinaisons.
Comme dans le cas cubique, les éléments de V sont appelés variables d’espace, et les
éléments de K variables de temps. Cette fois, pour tout domaine d’ordre k, le nombre de
variables d’espace est k+1. Chaque variable d’espace peut ainsi être représentée par le sommet
d’un k-simplexe, ce qui est à l’origine du terme simplicial utilisé ici.
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Les domaines simpliciaux s’organisent de la même manière que les domaines cubiques,
U // U 〉1〈 //

U 〉2〈 //

. . . // U 〉k〈 //

. . .
U // U 〈1〉 // U 〈2〉 // . . . // U 〈k〉 // . . .
U // JU //
OO
J2U //
OO
. . . // JkU //
OO
. . .
où les flèches horizontales sont des injections et les flèches verticales des inclusions.
Il existe, pour tout entier j inférieur à k, des applications
π
〈k〉
〈j〉 : U
〈k〉 → U 〈j〉,
appelées projections canoniques. Leurs sections
σ
〈k〉
〈j〉 : U
〈j〉 → U 〈k〉
sont appelées injections canoniques. Comme dans le cas cubique, ces applications préservent
les domaines non singuliers et les domaines des jets.
Comparé au cas cubique, cette définition possède deux avantages : elle est explicite, et le
nombre de variables augmente linéairement en fonction de l’ordre, et non plus exponentielle-
ment. En contrepartie, elle n’est pas définie par récurrence. Nous surmonterons cette difficulté
en injectant les domaines simpliciaux dans les domaines cubiques (voir le lemme 2.1.7 ci-
dessous). Notez que dans [Bertram 2010], s0 était considéré comme une variable. Puisque
toutes les formules simpliciales font appel aux différences si− sj , cette variable peut être fixée
et considérée comme prenant toujours la valeur s0 = 0, ce que nous ferons ici.
Le groupe unité K× agit de manière naturelle sur les domaines simpliciaux :
Définition 2.1.6. Pour tout entier naturel k, l’action canonique simpliciale ρ〈k〉 de K× sur
U 〈k〉 est définie par
ρ〈k〉(r). (v0, v1, . . . , vk; s1, . . . , sk) :=
(
v0, rv1, r
2v2, . . . , r
kvk; r−1s1, . . . , r−1sk
)
. (2.1.2)
Il est immédiat que ρ〈k〉(r)(v; s) appartient à U 〈k〉 si et seulement si (v; s) lui-même ap-
partient à U 〈k〉, et que les sous-ensembles U 〉k〈 et JkU sont stables sous cette action.
Comme dans le cas cubique, les projections et injections canoniques sont équivariantes
sous l’action de K×, et nous pouvons parler d’éléments homogènes (de degré `). À nouveau,
les éléments de la base U sont homogènes de degré 0. Une différence importante avec le
cas cubique est que les scalaires sont toujours homogènes du même degré : −1. De plus,
contrairement au cas cubique, pour tout entier i inférieur à k, il n’y a plus qu’une seule
variable d’espace homogène de degré i dans les domaines simpliciaux d’ordre k.
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2.1.4 Injection équivariante des domaines simpliciaux dans les domaines
cubiques
Les aspects cubique et simplicial ont tous deux leurs avantages et il sera parfois nécessaire
de passer d’un point de vue à l’autre, ce que permet le lemme suivant qui définit une injection
équivariante des domaines simpliciaux dans les domaines cubiques :
Lemme 2.1.7. Pour tout entier k, l’application gk : U 〈k〉 → U [k] définie par gk(v; s) := (u, t)
avec, pour tout I ⊂ {1, . . . , k},
uI =

v0 si I = ∅
vi si I = {1, . . . , i}
0 sinon
tI =

1 si I = {i, i+ 1}
si − si−1 si I = {i}
0 sinon
est bien définie, K-affine, K×-équivariante, et est une injection de U 〈k〉 dans U [k]. De plus,
U 〉k〈 est envoyé par gk dans U ]k[.
Démonstration. 1. Bien définie : le fait que gk
(
U 〈k〉
)
soit inclus dans U [k] est facile-
ment vérifié (c’est une conséquence de la récurrence utilisée au lemme 1.5 de l’article
[Bertram 2010]).
2. K-affine : c’est trivial. Notez que l’application gk n’envoie pas JkU dans TkU , mais sur
un translaté de TkU .
3. K×-équivariance : afin de prouver la relation
gk ◦ ρ〈k〉(r) = ρ[k](r) ◦ gk,
nous étudions séparément les variables d’espace et de temps :
– variables d’espace v : les éléments homogènes vi de degré i sont envoyés sur des
éléments homogènes de degré i puisque |{1, . . . , i}| = i.
– variables d’espace s : les éléments homogènes si de degré −1 sont envoyés sur des
éléments homogènes de degré −1 puisque |{i}| = 1 et, pour |I| = 2, l’action du groupe
K× sur les scalaires homogènes est triviale.
4. Injectivité : l’application gk est clairement injective : l’inverse (de sa corestriction à
gk
(
U 〈k〉
)
) est donné par : gk−1|gk(U〈k〉)(u, t) := (v; s) avec
{
v0 = u∅
vi = u{1,...,i} pour tout i ≥ 1
et

s0 = 0
si =
i∑
j=1
t{j} pour tout i ≥ 1.
Notez que cet inverse est également K-affine.
La preuve montre que les scalaires tI avec |I| = 2 jouent un rôle spécial puisque ce sont
les seuls qui sont homogènes de degré zéro ; on peut dire que ce sont des sortes de pivot.
Pour k = 1, g1 est l’identité, et pour k = 2, 3, nous avons explicitement
g2(v0, v1, v2; s1, s2) = ((v0, v1, s1), (0, v2, 1), s2 − s1) ,
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g3(v0, v1, v2, v3; s1, s2, s3) = (((v0, v1, s1), (0, v2, 1), s2 − s1) , ((0, 0, 0), (0, v3, 0), 1) , s3 − s2) .
Ces exemples nous montrent que le point de vue simplicial est plus agréable que le point de
vue cubique, pour lequel il est très difficile d’écrire des formules explicites dès que l’ordre est
supérieur à 3.
Après avoir défini les domaines étendus, la prochaine étape est la construction des géné-
ralisations du quotient de différence, à tout ordre, et dont les domaines de définition seront
précisément les ensembles non singuliers que nous venons d’introduire.
2.2 Calcul de différences
Considérons un autre K-module W , ainsi qu’une application f : U ⊂ V → W , où U est
toujours un sous-ensemble non vide d’un K-module V . Notez que nous n’utilisons toujours
aucune notion topologique ici mais uniquement algébrique.
Nous définissons les quotients de différences cubiques f ]k[ d’ordre k puis les quotients
de différences simpliciaux f 〉k〈 d’ordre k, également appelés différences divisées généralisées.
L’application gk va les injecter dans le calcul différentiel cubique. Ces applications sont les
généralisations à l’ordre k du quotient de différence f(x+ tv)− f(x)
t
de l’application f et
seront définies sur les domaines cubiques U ]k[ et simpliciaux U 〉k〈 non singuliers.
2.2.1 Ordre 0 et ordre 1
Par convention, nous posons f ]0[ := f =: f 〉0〈.
Le quotient de différence du premier ordre de f est l’application
f ]1[ : U ]1[ →W, (x, v, t) 7→ f(x+ tv)− f(x)
t
,
et l’application tangente étendue est l’application
T]1[f : U ]1[ →W ]1[, (x, v, t) 7→
(
f(x), f ]1[(x, v, t), t
)
.
2.2.2 Quotients de différences cubiques
Définition 2.2.1 (Quotients de différences cubiques). Les quotients de différences cubiques
de degré supérieur et les applications tangentes étendues d’ordre supérieur sont définis par
récurrence de la manière suivante :
f ]k+1[ :=
(
f ]k[
)]1[
: U ]k+1[ →W,
T]k+1[f :=
(
T]k[
)]1[
: U ]k+1[ →W ]k+1[.
Le théorème suivant montre que T]k[ vérifie les propriétés d’un foncteur covariant et est
équivariant pour l’action ρ[k] de K× définie en 2.1.1.
Théorème 2.2.2. Soient f : U →W et g : U ′ →W ′ deux applications telles que f(U) ⊂ U ′.
Alors, pour tout entier naturel k, nous avons les propriétés suivantes.
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i) Fonctorialité : T]k[(g ◦ f) = T]k[g ◦ T]k[f et T]k[idU = idT]k[U .
ii) Homogénéité : pour tout r dans K×, T]k[f ◦ ρ[k](r) = ρ[k](r) ◦ T]k[f .
Démonstration. (i) Pour k = 1, la fonctorialité covariante est prouvée par un calcul direct :
(g ◦ f)]1[(x, v, t) = g ◦ f(x+ tv)− g ◦ f(x)
t
=
g
(
f(x) + tf(x+ tv)− f(x)
t
)
− g(f(x))
t
= g]1[
(
f(x), f(x+ tv)− f(x)
t
, t
)
= g]1[
(
f(x), f ]1[(x, v, t), t
)
= g]1[
(
T]1[f(x, v, t)
)
et pour k > 1, c’est immédiat par récurrence (voir [Bertram, Glöckner, Neeb 2004]).
(ii) Pour k = 1, la K×-équivariance se prouve à nouveau par un calcul direct :
T]1[f(x, rv, r−1t) =
(
f(x), f(x+ r
−1trv)− f(x)
r−1t
, r−1t
)
=
(
f(x), rf ]1[(x, v, t), r−1t
)
et pour k > 1, les résultats sont obtenus par récurrence.
2.2.3 Quotients de différences simpliciaux
Définissons à présent les quotients de différences simpliciaux, qui peuvent être décrits de
manière explicite, contrairement aux quotients de différences cubiques. Rappelons-nous que la
variable s0 est en fait fixée égale à 0.
Définition 2.2.3 (Quotients de différences simpliciaux). Pour une application f : U → W ,
nous définissons les différences divisées (généralisées) f 〉k〈 : U 〉k〈 →W par
f 〉1〈(v0, v1; s1) := f ]1[(v0, v1, s1) =
f(v0)
s0 − s1
+ f(v0 + (s1 − s0)v1)
s1 − s0
,
f 〉2〈(v0, v1, v2; s1, s2) :=
f(v0)
(s0 − s1)(s0 − s2)
+ f(v0 + (s1 − s0)v1)(s1 − s0)(s1 − s2)
+f(v0 + (s2 − s0)v1 + (s2 − s1)(s2 − s0)v2)(s2 − s0)(s2 − s1)
,
et, de manière générale, pour tout entier naturel k,
f 〉k〈(v; s) := f(v0)
k∏
j=1
(s0 − sj)
+
k∑
i=1
f
v0 + i∑
j=1
j−1∏
m=0
(si − sm)vj

∏
j=0,...,̂i,...,k
(si − sj)
= f(v0)(s0 − s1) · . . . · (s0 − sk)
+ f (v0 + (s1 − s0)v1)(s1 − s0)(s1 − s2) · . . . · (s1 − sk)
+ f (v0 + (s2 − s0)v1 + (s2 − s1)(s2 − s0)v2)(s2 − s0)(s2 − s1)(s2 − s3) · . . . · (s2 − sk)
+ . . .
+ f (v0 + (sk − s0)v1 + . . .+ (sk − sk−1)(sk − sk−2) · . . . · (sk − s0)vk)(sk − s0)(sk − s1) · . . . · (sk − sk−1)
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Nous définissons le k-jet étendu par J〉k〈f : U 〉k〈 →W 〉k〈,
(v; s) 7→ J〉k〈f(v; s) :=
(
f(v0), f 〉1〈(v0, v1; s1), . . . , f 〉k〈(v0, . . . , vk; s1, . . . , sk); s
)
.
Nous remarquons que f 〉1〈(x, v, t) = f ]1[(x, v, t), ce qui montre que les quotients de diffé-
rences cubiques et simpliciaux coïncident à l’ordre 1.
2.2.4 Injection du calcul de différences simplicial dans le calcul de diffé-
rences cubique
Théorème 2.2.4. Pour tout entier naturel k, l’application gk : U 〈k〉 → U [k], définie au lemme
2.1.7, qui envoie U 〉k〈 dans U ]k[, définit une injection du calcul de différences simplicial dans le
calcul de différences cubique, dans le sens où, pour toute application f : U →W , le diagramme
suivant commute :
T]k[f ◦ gk = (−1)kgk ◦ J〉k〈f : U 〉k〈
J〉k〈f //
gk

W 〉k〈
(−1)kgk

U ]k[
T]k[f //W ]k[
Notez que quelles que soient les conventions choisies, il nous semble impossible d’éviter le
terme (−1)k.
Afin de prouver ce théorème, nous avons besoin du lemme 1.5 de l’article [Bertram 2010]
qui donne une relation de récurrence entre les quotients de différences simpliciaux.
Lemme 2.2.5. La formule de récurrence suivante est satisfaite pour tout entier naturel k :
pour tout élément s de Kk+1 non singulier,
f 〉k+1〈(v0, . . . , vk+1; s1, . . . , sk+1)
= −
(
f 〉k〈
)]1[
((v0, . . . , vk; s1, . . . , sk) , (0, vk+1; 0, 1) , sk+1 − sk)
= 1
sk − sk+1
(
f 〉k〈(v0, . . . , vk; s1, . . . , sk)
− f 〉k〈 (v0, v1, . . . , vk−1, vk + (sk+1 − sk)vk+1; s1, . . . , sk−1, sk+1)
)
.
Démonstration. Par définition même du quotient de différence du premier ordre, le membre
de droite de cette équation est égal au membre du milieu. Nous allons calculer le membre de
droite et montrer qu’il est égal au membre de gauche f 〉k+1〈(v0, . . . , vk+1; s1, . . . , sk+1). Pour
cela, réécrivons la formule explicite et observons que, dans la définition de
f 〉k〈(v; s) := f(v0)∏
j=1,...,k
(s0 − sj)
+
k∑
i=1
f
v0 + i∑
j=1
j−1∏
m=0
(si − sm)vj

∏
j=0,...,̂i,...,k
(si − sj)
,
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les évaluations de f en k + 1 points apparaissent, et le (i+ 1)-ème point, à savoir
v0 +
i∑
j=1
j−1∏
m=0
(si − sm)vj ,
ne dépend que de (v0, . . . , vi; s1, . . . , si). Ainsi, les k premiers points en lesquels f est évaluée
sont les mêmes pour les deux termes dont on considère la différence dans le membre de droite.
Seul le dernier point, correspondant à i = k, diffère puisque seule la dernière variable d’espace
et la dernière variable de temps diffèrent.
Calculons, dans le membre de droite, la différence des (i + 1)-ème termes pour tout 0 ≤
i ≤ k − 1.
En utilisant l’identité algébrique
1
a− c
( 1
b− a
− 1
b− c
)
= 1(b− a)(b− c) ,
nous obtenons, pour tout entier 0 ≤ j ≤ k − 1,
1
sk − sk+1
(
f (v0 + (sj − s0)v1 + . . .+ (sj − sj−1) . . . (sj − s0)vj)
(sj − sk)
∏
0≤i 6=j≤k−1
(sj − si)
− f (v0 + (sj − s0)v1 + . . .+ (sj − sj−1) . . . (sj − s0)vj)
(sj − sk+1)
∏
0≤i 6=j≤k−1
(sj − si)
)
= 1
sk − sk+1
(
1
sj − sk
− 1
sj − sk+1
)
f (v0 + (sj − s0)v1 + . . .+ (sj − sj−1) . . . (sj − s0)vj)∏
0≤i 6=j≤k−1
(sj − si)
= f (v0 + (sj − s0)v1 + . . .+ (sj − sj−1) . . . (sj − s0)vj)∏
0≤i 6=j≤k+1
(sj − si)
qui est précisément le (j + 1)-ème terme apparaissant dans la définition de f 〉k+1〈(v, s).
Il reste à prouver que la différence des derniers termes, correspondant à i = k, du membre
de droite, à savoir
1
sk − sk+1
f (v0 + (sk − s0)v1 + . . .+ (sk − sk−1) . . . (sk − s0)vk)∏
i=0,...,k−1
(sk − si)
− 1
sk − sk+1
f (v0 + (sk+1 − s0)v1 + . . .+ (sk+1 − sk−1) . . . (sk+1 − s0)(vk + (sk+1 − sk)vk+1))∏
i=0,...,k−1
(sk+1 − si)
,
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mène exactement aux deux derniers termes de la définition de f 〉k+1〈(v, s). À partir de
1
sk − sk+1
f (v0 + (sk − s0)v1 + . . .+ (sk − sk−1) . . . (sk − s0)vk)∏
i=0,...,k−1
(sk − si)
= f (v0 + (sk − s0)v1 + . . .+ (sk − sk−1) . . . (sk − s0)vk)∏
i=0,...,k̂,k+1
(sk − si)
,
nous obtenons directement le k-ème terme, et à partir de
− 1
sk − sk+1
f
(
v0 + (sk+1 − s0)v1 + . . .+
k−1∏
i=0
(sk+1 − si)(vk + (sk+1 − sk)vk+1)
)
k−1∏
i=0
(sk+1 − si)
=
f
(
v0 + (sk+1 − s0)v1 + . . .+
k−1∏
i=0
(sk+1 − si)(vk + (sk+1 − sk)vk+1)
)
k∏
i=0
(sk+1 − si)
,
nous obtenons le dernier terme.
Démonstration. Revenons à la démonstration du théorème 2.2.4. D’après le lemme précédent,
pour tout entier naturel k, pour tout s ∈ Kk+1 non singulier,
f 〉k+1〈(v0, . . . , vk+1; s1, . . . , sk+1) =
1
sk − sk+1
(
f 〉k〈(v0, . . . , vk; s1, . . . , sk)
− f 〉k〈 (v0, v1, . . . , vk−1, vk + (sk+1 − sk)vk+1; s1, . . . , sk−1, sk+1)
)
et est donc exactement de la forme d’un quotient de différence du premier ordre, égal à
−
(
f 〉k〈
)]1[
((v0, . . . , vk; s1, . . . , sk) , (0, vk+1; 0, 1) , sk+1 − sk) .
Le résultat est alors obtenu par récurrence : à l’étape 2, nous obtenons
+
(
f 〉k−1〈
)]2[ ((
(v0, . . . , vk−1; s1, . . . , sk−1); (0, vk; 0, 1), sk−sk−1
)
,
(
0; (0, vk+1; 0), 1
)
, sk+1−sk
)
.
car
f 〉k〈(v0, . . . , vk; s1, . . . , sk) = −
(
f 〉k−1〈
)]1[
((v0, . . . , vk−1; s1, . . . , sk−1) , (0, vk; 0, 1) , sk − sk−1) .
et ainsi de suite puis nous comparons avec l’expression de gk.
Remarquez qu’à partir de la formule démontrée dans le lemme ci-dessus, nous pouvons
déduire un mécanisme qui à toute application F de U 〉k〈 dans W associe une application F̃
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de U 〉k+1〈 dans W , définie de la manière suivante :
F̃ (v0, . . . , vk+1; s1, . . . , sk+1)
= −F ]1[ ((v0, . . . , vk; s1, . . . , sk) , (0, vk+1; 0, 1) , sk+1 − sk)
= 1
sk − sk+1
(
F (v0, . . . , vk; s1, . . . , sk)
−F (v0, v1, . . . , vk−1, vk + (sk+1 − sk)vk+1; s1, . . . , sk−1, sk+1)
)
.
Bien sûr, si l’application F est égale à f 〉k〈 pour une certaine application f de U dans W ,
alors l’application F̃ est égale à f 〉k+1〈.
2.3 Jets étendus
Comme dans le cas cubique, Jk vérifie les propriétés de fonctorialité covariante et d’équi-
variance pour l’action simpliciale ρ〈k〉 de K× (voir la définition 2.1.6).
Théorème 2.3.1. Soient f : U →W et g : U ′ →W ′ deux applications telles que f(U) ⊂ U ′.
Alors, pour tout entier naturel k, nous avons les deux propriétés suivantes.
i) Fonctorialité : J〉k〈(g ◦ f) = J〉k〈g ◦ J〉k〈f et J〉k〈idU = idJ〉k〈U .
ii) Homogénéité : pour tout r dans K×, J〉k〈f ◦ ρ〈k〉(r) = ρ〈k〉(r) ◦ J〉k〈f .
Démonstration. Une preuve indépendante du point (i) est donnée au théorème 1.10 de l’article
[Bertram 2010] et une preuve du point (ii) peut également être donnée par calcul direct. Plus
simplement, les deux assertions peuvent également être vues comme des conséquences du
théorème 2.2.4 d’injection du calcul simplicial dans le calcul cubique, qui permet de se ramener
au théorème 2.2.2 ci-dessus, qui en est une version cubique.
Donnons tout de même la preuve directe donnée par Bertram, qui aide à comprendre les
jets simpliciaux étendus.
Fixons un élément s de Kk+1 non singulier, c’est-à-dire tel que si − sj soit inversible pour
tous i 6= j et prouvons l’assertion pour Jk(s)f := J
kf(·; s)t, où t signifie que nous considérons
Jk(s)f(v) comme un vecteur colonne.
Montrons par récurrence que id〈k〉(v; s) = vk. En effet, pour k = 0 et k = 1, c’est une
conséquence directe des définitions. En utilisant la formule de récurrence du lemme 2.2.5, nous
obtenons
id<k+1>(v; s) = vk − (vk + (sk+1 − sk)vk+1)
sk − sk+1
= vk+1.
Ainsi, Jk(s)idU = idJk(s)U .
Montrons maintenant que, pour tout s ∈ Kk non singulier, Jk(s)f est linéairement conjugué
au produit direct ×k+1f : ×k+1U → ×k+1W . Afin de prouver ceci, nous définissons l’opérateur
linéaire
Ψs : V k+1 →W k+1, v 7→
v0 + (si − s0)v1 + . . .+ i∏
j=0
(si − sj)vi

0≤i≤k
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qui peut être identifié à la matrice triangulaire inférieure, inversible, de taille (k+ 1)× (k+ 1)
Ψs =

1
1 s1 − s0
1 s2 − s0 (s2 − s1)(s2 − s0)
1 sk − s0 (sk − s1)(sk − s0) . . .
k−1∏
i=0
(sk − si)

(2.3.1)
L’opérateur Ψs est inversible car il en est de même de sa représentation matricielle. L’inverse
est donné par
Ψ−1s : W k+1 → V k+1,
w 7→ (Ψ−1s w)0≤i≤k =
 w0∏
1≤m≤k
(s0 − sm)
+
i∑
j=1
wj∏
0≤m6=j≤k
(sj − sm)

0≤i≤k
,
qui peut être identifié avec la matrice triangulaire inférieure suivante
1
(s0 − s1)−1 (s1 − s0)−1
((s0 − s1)(s0 − s2))−1 ((s1 − s2)(s1 − s0))−1 ((s2 − s1)(s2 − s0))−1
. . . . . .
. . .

En reprenant la définition des jets étendus, nous observons directement que la relation suivante
est vérifiée
Ψ−1s ◦ (×k+1f) ◦Ψs = Jk(s)f, (2.3.2)
où ×k+1f : Uk+1 →W k+1 désigne le produit direct k+ 1 fois de f avec lui-même. L’opérateur
Jk(s) est ainsi linéairement conjugué au foncteur de produit direct et est donc lui-même un
foncteur covariant. Finalement, pour f et g comme dans le théorème, nous avons
Jk(s)(g ◦ f) = Ψ
−1
s ◦
(
×k+1(g ◦ f)
)
◦Ψs
= Ψ−1s ◦
(
×k+1g
)
◦
(
×k+1f
)
◦Ψs
= Ψ−1s ◦
(
×k+1g
)
◦Ψs ◦Ψ−1s ◦
(
×k+1f
)
◦Ψs
= Jk(s)g ◦ J
k
(s)f .
Notez qu’il est utile et pratique de considérer Ψs comme une sorte de changement de
variables, qui est bijectif tant que s est non singulier, et qui permet en un sens de trivialiser
la situation.
Chapitre 3
Calculs différentiels
Le calcul différentiel est l’extension du calcul de différences aux valeurs singulières. Pour
cela, nous avons besoin d’une structure supplémentaire telle que, par exemple, une topologie.
Nous allons par conséquent supposer que K, en plus d’être un anneau commutatif unitaire,
est topologique. L’unicité de l’extension aux valeurs singulières est garantie par l’hypothèse
supplémentaire suivante : le groupe unité K× est ouvert dense dans K. On dira alors que K est
un anneau de base admissible. Nous munissons également les objets précédemment considérés
de structures topologiques et nous considérons dorénavant que V et W sont des K-modules
topologiques, tels que U ⊂ V soit ouvert, et que l’application f : U → W soit continue. La
classe des applications continues sera notée C0. Nous allons présenter deux concepts de calcul
différentiel, appelés cubique et simplicial.
3.1 Calcul différentiel cubique
Définition 3.1.1 (Différentiabilité cubique). Nous disons qu’une application f : U → W
est de classe C[1]K (ou simplement C
[1] si l’anneau de base K est clairement déterminé d’après
le contexte) s’il existe un prolongement continu f [1] : U [1] → W de l’application de quo-
tient de différence du premier ordre, c’est-à-dire si, pour tout (x, v, t) dans U ]1[, nous avons
f [1](x, v, t) = f(x+ tv)− f(x)
t
. L’application tangente étendue est alors définie par
T[1]f : U [1] →W [1], (x, v, t) 7→ T[1]f(x, v, t) :=
(
f(x), f [1](x, v, t), t
)
=: T[1](t)f(x, v).
Pour tout entier k ≥ 1, les classes C[k]K (ou simplement C
[k]) sont définies par récurrence :
nous disons qu’une application f est de classe C[k+1] si elle est de classe C[k] et si l’application
f [k] : U [k] → W est de classe C[1], où nous avons posé f [k] := (f [k−1])[1]. Les applications
tangentes étendues d’ordre supérieur sont définies par T[k+1]f := T[1](T[k]f).
La topologie permet de donner un sens à la condition de prolongement, et l’hypothèse de
densité du groupe unité K× dans K garantit que l’application f [1] est unique si elle existe, de
même que, pour tout x dans U , la valeur
df(x)v := f [1](x, v, 0) =: ∂vf(x).
Les différentielles cubiques d’ordre k, en un point x de U , sont définies par
dkf(x) : V k →W, (v1, . . . , vk) 7→ ∂v1 . . . ∂vkf(x).
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Lemme 3.1.2 (Lemme de Schwarz). Si f : U → W est une application de classe C[2], alors,
pour tous vecteurs v et w dans V , nous avons
∂v∂wf = ∂w∂vf.
Démonstration. (voir le lemme 4.6 de [Bertram, Glöckner, Neeb 2004])
Pour tous s et t dans K×, nous avons(
f [1](·, w, t)
)[1]
(x, v, s)
= f
[1](x+ sv, w, t)− f [1](x,w, t)
s
= f(x+ sv + tw)− f(x+ sv)− f(x+ tw) + f(x)
st
.
Il s’ensuit que, pour tous s et t dans K×,(
f [1](·, w, t)
)[1]
(x, v, s) =
(
f [1](·, v, s)
)[1]
(x,w, t).
Ces deux applications sont continues et coïncident sur K×. Par densité de K× dans K, ce
résultat est encore vrai pour s = t = 0 et on obtient alors
∂v∂wf(x) =
(
f [1](·, w, 0)
)[1]
(x, v, 0) =
(
f [1](·, v, 0)
)[1]
(x,w, 0) = ∂w∂vf(x).
Remarque 3.1.3. Le principe de la démonstration est extrêmement général. Il s’agit de montrer
qu’une propriété est vérifiée dans le cas le plus singulier, c’est-à-dire pour des variables de temps
nulles. Pour cela, nous montrons la propriété dans le cas non singulier, puis nous étendons
ce résultat par continuité aux valeurs singulières, et ce, de manière unique, car K× est dense
dans K, et enfin nous spécialisons le résultat aux éléments les plus singuliers. Il s’agit de l’un
des points forts de cette approche : nous travaillons de manière algébrique donc simple, ou
en tout cas élémentaire, et nous obtenons directement le résultat de manière topologique.
Notez que parfois le résultat prouvé dans le cas non singulier est exactement le même que le
résultat recherché dans le cas le plus singulier, comme dans le cas du lemme de Schwarz, mais
parfois nous prouvons une propriété générale qui se contracte pour des valeurs singulières en la
propriété recherchée. Ce sera notamment le cas dans la preuve de la linéarité de la différentielle
ci-dessous.
Théorème 3.1.4. Soient f : U → W et g : U ′ → W ′ deux applications de classe C[k] telles
que f(U) ⊂ U ′. Alors, les propriétés suivantes sont vérifiées pour tout entier naturel k.
i) Fonctorialité : T[k](g ◦ f) = T[k]g ◦ T[k]f et T[k]idU = idT[k]U .
ii) Homogénéité : pour tout r dans K×, T[k]f ◦ ρ[k](r) = ρ[k](r) ◦ T[k]f .
iii) Linéarité : la différentielle df(x) : V →W est K-linéaire et continue.
iv) Symétrie : la différentielle cubique dkf(x) : V k → W d’ordre k est K-multilinéaire,
symétrique et continue.
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Démonstration. Les points (i) et (ii) sont obtenus « par densité » à partir du théorème 2.2.2.
L’homogénéité de la différentielle est un cas particulier du point (ii), et l’additivité est prouvée
de manière analogue (voir [Bertram, Glöckner, Neeb 2004]) : pour tous x dans U , v et w dans
V et t dans K×, tels que x+ tv, x+ tw et x+ tv + tw appartiennent à U , nous avons :
f [1](x, v + w, t) = f(x+ t(v + w))− f(x)
t
= f(x+ tv + tw)− f(x+ tv)
t
+ f(x+ tv)− f(x)
t
= f [1](x+ tv, w, t) + f [1](x, v, t)
Les deux membres extrémaux dépendent de manière continue de t et coïncident sur K× donc
sur K par densité. En prenant t = 0, nous obtenons
df(x)(v + w) = df(x)v + df(x)w.
Le point (iv) est une conséquence directe du point (iii) et du lemme de Schwarz.
Notez qu’ici, l’application f [1](x, ·, t) : V → W n’est pas elle-même linéaire, mais la pro-
priété vérifiée se contracte en une propriété de linéarité pour t = 0.
La fonctorialité est équivalente à dire que, pour tout t dans K fixé, T[1](t) est un foncteur
covariant. Pour t = 0, nous obtenons la règle de composition usuelle. De plus, pour tout t dans
K, le foncteur T[1](t) commute avec les produits cartésiens. En effet, T
[1]
(t)(f × g) est identifié de
manière canonique avec T[1](t)f ×T
[1]
(t)g. De manière analogue, pour toutes variables de temps t
fixées, T[k](t) est un foncteur covariant qui commute avec les produits cartésiens. En particulier,
pour t = 0, T[k](0) est un foncteur, appelé foncteur tangent itéré k fois et noté T
k. Notez que
T1 =: T est le foncteur tangent usuel. Nous en déduisons que T[k]K, T[k](t)K et T
kK sont des
anneaux, de produits et additions obtenus en appliquant les foncteurs aux produit et addition
dans K. TkK est appelé anneau tangent itéré k fois. Ce mécanisme est détaillé à la remarque
5.2.3. L’article [Bertram 2010] contient de nombreuses informations sur ces anneaux et donne
en particulier un isomorphisme naturel d’anneaux
TkK ∼= K[X1, . . . , Xk]/(X21 , . . . , X2k).
La proposition suivante décrit le comportement de la lissité vis-à-vis d’un changement
d’anneaux de base admissibles.
Théorème 3.1.5. Soit Φ : K′ → K un morphisme d’anneaux topologiques entre deux anneaux
topologiques de base admissibles. Soient V et W deux K-modules topologiques. Soit f : U →W
une application de classe C[∞] sur K, définie sur un ouvert U de V . Alors f est une application
de classe C[∞] sur K′, pour les structures de K′-module de V et W induites par Φ.
Démonstration. Tout K-module est un K′-module par l’application r.v := Φ(r).v. Pour tout
entier i, et pour tout (u, t) dans U ]i[, nous avons :
F ]i[,K
′ (
u, (tα)∅6=α⊂{1,...,i}
)
= F ]i[,K
(
u, (Φ(tα))∅6=α⊂{1,...,i}
)
.
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Par conséquent, l’application F ]i[,K′ admet une extension continue définie par :
F [i],K
′ (
u, (tα)∅6=α⊂{1,...,i}
)
:= F [i],K
(
u, (Φ(tα))∅6=α⊂{1,...,i}
)
,
car l’application Φ est continue et l’application F est de classe C[i] sur K. Ainsi, F est de classe
C[i] sur K′ pour tout entier i, donc de classe C[∞] sur K′.
La lissité de f par rapport à K′ peut ainsi s’interpréter comme la restriction à l’anneau
Φ(K′) ⊂ K de la lissité de f par rapport à K.
3.2 Calcul différentiel simplicial
Après les notions de classe Ck au sens cubique, nous définissons les notions de classe Ck au
sens simplicial.
Définition 3.2.1 (Différentiabilité simpliciale). Une application continue f : U → W est
dite de classe C〈k〉K , ou simplement de classe C
〈k〉, si, pour tout entier 1 ≤ ` ≤ k, il existe
des prolongements continus f 〈`〉 : U 〈`〉 → W des applications f 〉`〈. Notez que, par densité du
groupe unité K× dans K, le prolongement f 〈`〉 est unique, s’il existe. En particulier la valeur
f 〈`〉(v; 0), appelée différentielle simpliciale d’ordre `, est déterminée de manière unique. Nous
définissons également le jet étendu d’ordre k
J〈k〉f : U 〈k〉 →W 〈k〉, (v; s) 7→
(
f(v0), f 〈1〉(v0, v1; s1), . . . , f 〈k〉(v; s); s
)
,
et, pour des variables de temps s dans Kk+1 fixées, nous définissons la s-extension simpliciale
de f par
J〈k〉(s)f : J
〈k〉
(s)U →W
k+1, v 7→ J〈k〉f(v; s) ,
où J〈k〉(s)U :=
{
v ∈ V k+1| (v; s) ∈ U 〈k〉
}
. Le k-jet simplicial de f est défini par
Jkf := J〈k〉(0)f : J
kU → JkW, v 7→ Jkf(v) =
(
f 〈`〉(v0, . . . , v`; 0)
)
`=0,...,k
,
où nous posons f 〈0〉 := f par convention.
Le k-jet simplicial d’une application est donc la donnée de ses différentielles simpliciales
jusqu’à l’ordre k.
Nous obtenons un théorème analogue à celui obtenu dans le cas cubique.
Théorème 3.2.2. Soient f : U → W et g : U ′ → W ′ deux applications de classe C〈k〉 telles
que f(U) ⊂ U ′. Alors les propriétés suivantes sont vérifiées.
i) Fonctorialité : J〈k〉(g ◦ f) = J〈k〉g ◦ J〈k〉f et J〈k〉idU = idJ〈k〉U .
ii) Homogénéité : pour tout r dans K×, J〈k〉f ◦ ρ〈k〉(r) = ρ〈k〉(r) ◦ J〈k〉f .
Ce théorème est obtenu par densité à partir du théorème 2.3.1. Comme dans le cas cubique,
pour des variables de temps s dans Kk fixées, J〈k〉(s) est un foncteur covariant qui commute avec
les produits cartésiens. Il s’ensuit que J〈k〉K, J〈k〉(t)K et J
kK sont des anneaux. L’anneau JkK est
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appelé anneau des jets d’ordre k. À nouveau, nous renvoyons à l’article [Bertram 2010] pour
plus d’informations sur ces anneaux. En particulier, pour s = 0, J〈k〉(0) est un foncteur appelé
foncteur de jet d’ordre k, noté Jk. Notez que J1 = T1 est le foncteur tangent usuel, et, pour
s = 0, la fonctorialité implique l’équation (1.2.1). D’après le théorème 1.7 et le corollaire 1.11
de l’article [Bertram 2010], il existe une caractérisation équivalente de la classe C〈k〉 en termes
de développement limité, qui a l’avantage qu’aucun dénominateur n’apparaît.
Théorème 3.2.3. Une application continue f : U → W est de classe C〈k〉 si et seulement si
les développements limités simpliciaux sont vérifiés, c’est-à-dire qu’il existe, pour tout entier
1 ≤ ` ≤ k, des applications continues f 〈`〉 : U 〈`〉 → W telles que, pour tout élément (v, s) de
U 〈`〉,
f (v0 + (s1 − s0)v1)) = f(v0) + (s1 − s0)f 〈1〉(v0, v1; s1),
f (v0 + (s2 − s0)(v1 + (s2 − s1)v2)) = f(v0) + (s2 − s0)f 〈1〉(v0, v1; s1)
+(s2 − s1)(s2 − s0)f 〈2〉(v0, v1, v2; s1, s2),
...
f
v0 + k∑
j=1
j−1∏
`=0
(sk − s`)vj
 = f(v0) + k∑
j=1
j−1∏
`=0
(sk − s`)f 〈j〉(v0, . . . , vj ; s1, . . . , sj).
Les applications f 〈`〉 définies par ces conditions coïncident avec celles définies ci-dessus.
Démonstration. La preuve se fait par récurrence. Le calcul peut être vu comme une version
multi-variable de la preuve du développement de Taylor énoncé au théorème 5.1 de l’article
[Bertram, Glöckner, Neeb 2004], consistant à appliquer plusieurs fois la relation
f(x+ tv) = f(x) + tf [1](x, v, t).
Soit f une application de classe C〈k〉. Pour k = 1, nous avons
f(v0 + (s1 − s0)v1) = f(v0) + (s1 − s0)f [1](v0, v1, s1 − s0)
= f(v0) + (s1 − s0)f 〈1〉(v0, v1; s1).
Pour k = 2, nous remplaçons dans l’équation précédente s1 par s2 et v1 par v1 + (s2 − s1)v2,
f (v0 + (s2 − s0)(v1 + (s2 − s1)v2)) = f(v0) + (s2 − s0)f 〈1〉(v0, v1 + (s2 − s1)v2; s2)
= f(v0) + (s2 − s0)
(
f 〈1〉(v0, v1; s1) +
(s2 − s1)f 〈2〉(v0, v1, v2; s1, s2)
)
,
où, dans la dernière égalité, nous avons utilisé la formule de récurrence du lemme 2.2.5 :
f 〉2〈(v0, v1, v2; s1, s2) =
1
s1 − s2
(
f 〉1〈(v0, v1; s1) − f 〉1〈 (v0, v1 + (s2 − s1)v2; s2)
)
,
que nous multiplions par (s2 − s1), et qui est encore valable pour les éléments singuliers, par
continuité des applications et densité du groupe K× dans K. Ainsi, nous avons bien
f 〈1〉(v0, v1 + (s2 − s1)v2; s2) = f 〈1〉(v0, v1; s1) + (s2 − s1)f 〈2〉(v0, v1, v2; s1, s2).
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Pour k = 3, nous remplaçons à nouveau s2 par s3 et v2 par v2 + (s3 − s2)v3, et procédons de
la même manière, et ainsi de suite.
Réciproquement, les arguments donnés dans la preuve directe du théorème 2.3.1 montrent
que les applications continues f 〈j〉 sont nécessairement déterminées par l’équation 2.3.2, c’est-
à-dire qu’elles coïncident, pour des éléments s non singuliers, avec les quotients de différences
simpliciaux et sont donc les prolongements continus des quotients de différences simpliciaux.
3.3 La différentiabilité cubique implique la différentiabilité sim-
pliciale
Théorème 3.3.1 (Cubique implique simplicial). Si une application f : U →W est de classe
C[k], alors elle est de classe C〈k〉, et le diagramme suivant commute :
T[k]f ◦ gk = (−1)kgk ◦ J〈k〉f : U 〈k〉
J〈k〉f //
gk

W 〈k〉
(−1)kgk

U [k]
T[k]f //W [k]
,
où gk est l’application définie au lemme 2.1.7.
Démonstration. Ce théorème est obtenu par densité à partir du théorème 2.2.4 (voir le théo-
rème 1.6 de l’article [Bertram 2010]).
Nous conjecturons également que simplicial implique cubique, c’est-à-dire que, si f est une
application de classe C〈∞〉, alors elle est également de classe C[∞], mais cette conjecture n’est
pas prouvée pour l’instant. Par conséquent, nous travaillerons toujours sous l’hypothèse C[∞]
dans la suite. Sous cette hypothèse, nous montrerons que les polynômes de Taylor que nous
définirons sont effectivement polynomiaux.
Corollaire 3.3.2. Si f est une application de classe C[k], alors l’application f 〈j〉 est de classe
C[k−j], pour tout j ≤ k.
Démonstration. À l’aide de l’injection gj : U 〈j〉 → U [j], nous pouvons considérer l’application
f 〈j〉 : U 〈j〉 → W comme une application partielle de l’application f [j] : U [j] → W . Cette
dernière est de classe C[k−j], donc f 〈j〉 est également de classe C[k−j], et donc, d’après le
théorème précédent, est de classe C〈k−j〉.
Chapitre 4
Développements et polynômes de
Taylor
Les applications polynomiales sont parmi les applications les plus élémentaires qui soient.
Lorsque nous construirons les foncteurs de Weil, dont nous rappelons qu’il s’agit de foncteurs
d’extensions scalaires, nous serons amenés à considérer les extensions d’applications lisses. Or
les applications polynomiales sont précisément les applications qui possèdent une extension
scalaire algébrique canonique. Par conséquent, nous essayerons toujours de nous ramener à
l’étude des applications polynomiales. Approcher à un certain ordre une application par un
polynôme est exactement la démarche qui mène à la notion de polynômes de Taylor. Le contrôle
sur l’approximation effectuée se fait à l’aide d’une condition sur le reste des développements
limités de Taylor.
Nous allons montrer qu’il existe, dans notre cadre général, des notions de développements
limités et de polynômes de Taylor, et ce, même en caractéristique positive, ce qui est assez
surprenant. Nous montrerons que les polynômes de Taylor des applications lisses au sens
cubique sont des applications lisses au sens cubique, et sont bel et bien polynomiales.
Nous reprenons les notations du chapitre précédent, et ce, pour toute la suite : K est un
anneau commutatif unitaire topologique dont le groupe unité est ouvert dense, V et W sont
deux K-modules topologiques et f : U →W est une application continue définie sur un ouvert
U ⊂ V .
4.1 Développements limités radial et radial multi-variable
Commençons par introduire les notions de développements limités à une ou plusieurs va-
riables.
Définition 4.1.1. 1. On dit que f admet un développement limité radial d’ordre k s’il
existe des applications continues ai : U × V → W , pour tout entier 1 ≤ i ≤ k, et une
application continue Rk : U [1] →W telles que, pour tout (x, v, t) dans U [1],
f(x+ tv) = f(x) +
k∑
i=1
tiai(x, v) + tkRk(x, v, t)
et telles que la condition sur le reste soit satisfaite :
Rk(x, v, 0) = 0.
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2. On dit que f admet un développement limité radial multi-variable d’ordre k s’il existe des
applications continues bi : U × V i → W , pour tout entier 1 ≤ i ≤ k, et une application
continue Sk : U 〈k〉 →W telles que, pour tout v = (v1, . . . , vk) dans V k tel que x+
k∑
i=1
tivi
appartienne à U , on ait
f(x+ tv1 + t2v2 + . . .+ tkvk) = f(x) +
k∑
i=1
tibi(x, v1, . . . , vi) + tkSk(x,v; 0, . . . , 0, t)
et telles que la condition sur le reste soit satisfaite :
Sk(x,v,0) = 0.
En prenant 0 = v2 = v3 = . . . = vk, la condition radiale multi-variable implique la
condition radiale.
Le théorème suivant montre qu’une application lisse admet des développements limités
radiaux et radiaux multi-variable à tout ordre et que de plus les coefficients sont uniques,
égaux aux différentielles simpliciales et aux jets respectivement.
Théorème 4.1.2 (Existence et unicité des développements limités). Soit f : U → W une
application de classe C〈k〉. Alors f admet des développements limités radiaux et radiaux multi-
variable à tout ordre j ≤ k De plus, de tels développements sont uniques, donnés par les
coefficients
bi(x, v1, . . . , vi) = f 〈i〉(x, v1, . . . , vi; 0),
du développement limité radial multi-variable, et les coefficients
ai(x, v) = f 〈i〉(x, v,0; 0),
du développement limité radial à une variable.
Démonstration. L’existence est une conséquence du théorème 3.2.3, en y prenant
s0 = s1 = . . . = sk−1 = 0 et sk = t.
L’unicité est prouvée dans le lemme 5.2. de l’article [Bertram, Glöckner, Neeb 2004] de la
manière suivante. Fixons t dans K×. L’unicité de a1 (ou de b1) est obtenue en divisant par t
l’équation suivante :
k∑
i=1
tiai(x, v) + tkRk(x, v, t) =
k∑
i=1
tia′i(x, v) + tkR′k(x, v, t).
Nous obtenons que, pour tout t dans K× tel que (x, v, t) appartienne à U ]1[,
a1 +
k∑
i=2
ti−1ai(x, v) + tk−1Rk(x, v, t) = a′1 +
k∑
i=2
ti−1a′i(x, v) + tk−1R′k(x, v, t).
Par densité du groupe unité K× dans K, cette relation reste vraie pour tout t dans K tel
que (x, v, t) appartienne à U [1]. En particulier, pour t = 0, nous en déduisons que a1 = a′1.
L’unicité de a2, . . . , ak est ensuite obtenue par récurrence triviale.
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4.2 Polynômes de Taylor
Maintenant que nous avons défini les développements limités, il semble naturel de consi-
dérer la somme de leurs coefficients, ce qui permet de définir les polynômes de Taylor, dont
il faudra démontrer la polynomialité car c’est par des applications polynomiales que nous
souhaitons approcher les applications lisses.
Théorème 4.2.1. Soit f : U ⊂ V → W une application de classe C[2k]. Alors, pour tout
entier 1 ≤ i ≤ k, la différentielle normalisée d’ordre i
ai(x, ·) : V →W, v 7→ Divf(x) := ai(x, v) = f 〈i〉(x, v,0; 0)
est continue et polynomiale (au sens de la définition A.2.1), homogène de degré i, et donc lisse
au sens cubique.
Démonstration. Voir le corollaire 1.8 de l’article [Bertram 2010]. L’idée est la suivante : d’après
l’unicité de développement de Taylor radial, nous avons clairement ai(x, tv) = tiai(x, v) pour
tout t dans K, ce qui prouve l’homogénéité. De plus, Divf(x) := ai(x, v) est une application
partielle de f 〈i〉, dont nous avons vu au corollaire 3.3.2 qu’elle est de classe C[2k−i] donc de classe
C[i]. Le résultat est une conséquence du lemme 5.5 de l’article [Bertram, Glöckner, Neeb 2004]
qui énonce que toute application homogène de degré i et de classe C[2i] est homogène polyno-
miale de degré i. La dernière assertion est une conséquence du théorème A.2.4.
Si les entiers sont inversibles dans K, alors nous avons Djvf(x) =
1
j!d
jf(x)(v, . . . , v) (voir
l’article [Bertram, Glöckner, Neeb 2004]). Notez bien que cette hypothèse n’est pas toujours
vérifiée et que nous ne pouvions donc pas définir les polynômes de Taylor à l’aide des quotients
de différentielles successives par des entiers.
Notez que nous travaillons sous une hypothèse de lissité au sens cubique et nous ne savons
pas si l’assertion reste vraie sous l’hypothèse simpliciale. Notez également que nous devons
considérer une application de classe C2k, et non pas simplement Ck pour montrer la polyno-
mialité de ak(x, ·). Ceci ne jouera pas de rôle dans la suite car nous considérerons toujours des
applications lisses.
Le corollaire suivant permet de montrer que toute application homogène et lisse est poly-
nomiale.
Corollaire 4.2.2. Soit f : U → W une application, définie sur un voisinage ouvert de 0,
homogène de degré k et de classe C[2k]. Alors l’application f est K-polynomiale de degré k.
Démonstration. L’homogénéité se traduit de la manière suivante : pour tout r dans K et pour
tout x dans U , f(rx) = rkf(x). Écrivons le développement limité radial d’ordre k de f au
point 0 :
f(rx) =
k∑
i=0
rif 〈i〉(0, x,0; 0) + rkRk(0, x, r),
où Rk : U [1] → W est une application continue telle que Rk(0, x, 0) = 0. Par unicité du
développement limité radial (théorème 4.1.2), nous obtenons f(x) = f 〈k〉(0, x,0; 0), qui est
K-polynomial d’après le théorème précédent.
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Nous pouvons désormais définir les polynômes de Taylor, qui sont au cœur de la construc-
tion des foncteurs de Weil.
Définition 4.2.3. Soit f : U → W une application de classe C[2k] et soit x un point de U
fixé. L’application
Taykxf : V →W, v 7→
k∑
i=1
Divf(x) =
k∑
i=1
ai(x, v)
est appelée polynôme de Taylor d’ordre k de l’application f au point x.
Théorème 4.2.4. Soit f : U → W une application de classe C[2`]. Alors, pour tout entier k
inférieur ou égal à `, Taykxf est une application lisse au sens cubique et polynomiale de degré
au plus k, sans terme constant. Si de plus f est elle-même une application polynomiale de
degré au plus k, alors Tayk0f coïncide avec f , à la constante près suivante :
f = f(0) + Tayk0f ,
et la partie homogène fi de f de degré i est égale à ai(0, ·) = f 〈i〉(0, ·,0; 0).
Démonstration. La lissité et la polynomialité de Taykxf sont des conséquences du théorème4.2.1.
Ensuite, supposons que f est une application polynomiale homogène de degré j avec j ≤ k.
Alors, nous avons tjf(v) = f(tv) = f(0) +
k∑
i=1
tif 〈i〉(0, v,0; 0). L’unicité du développement de
Taylor radial (théorème 4.1.2) implique que, pour toute application homogène de degré j et
de classe C[k], nous avons f(v) = f 〈j〉(0, v,0; 0), ce qui termine la preuve.
Le développement de Taylor radial peut maintenant se reformuler de la manière suivante :
f(x+ th) = f(x) + Taykxf(th) + tkRk(x, h, t) . (4.2.1)
Si les entiers sont inversibles dans K, alors, par unicité du développement, il coïncide avec le
développement de Taylor usuel.
Chapitre 5
Jets simpliciaux
Nous allons définir les différentielles normalisées d’une application et montrer que les dif-
férentielles simpliciales d’une application s’expriment sous la forme d’une somme de ces dif-
férentielles normalisées. Nous donnerons ensuite une relation entre les jets simpliciaux et les
polynômes de Taylor, qui sera essentielle pour comprendre la construction générale des fonc-
teurs de Weil.
5.1 Différentielles normalisées et polynomialité
Définition 5.1.1. Soit f : U →W une application de classe C[k]. Nous définissons, pour tout
multi-indice α dans Nk tel que |α| :=
∑
i
αi ≤ k, et pour tous v dans V k et x dans U , les
différentielles normalisées polynomiales
Dαv f(x) :=
(
Dαkvk ◦ . . . ◦D
α1
v1
)
f(x),
qui sont bien définies d’après le corollaire 3.3.2.
Le résultat suivant est une généralisation « simpliciale » du lemme de Schwarz (théorème
3.1.4 (iv)).
Lemme 5.1.2. Soit f : U ⊂ V → W une application de classe C[k]. Alors, pour tout multi-
indice α dans Nk tel que |α| :=
∑
i
αi ≤ k, et pour tout v dans V k, l’application Dαv f ne
dépend pas de l’ordre de composition des différentielles normalisées Dαivi .
Démonstration. Nous allons prouver l’assertion par argument de continuité et de densité et
commencer par la vérifier pour les éléments non singuliers à partir d’une formule explicite, ce
qui rend les notations un peu lourdes, mais la preuve est alors directe.
Dαv f(x) est obtenu, par restriction à s = 0, à partir de l’application
Dαv,sf(x) :=
(
Dαk
vk,s(k)
◦ · · · ◦Dα1
v1,s(1)
)
f(x),
où, pour tout entier 1 ≤ i ≤ k, on pose Dαi
vi,s(i)
:= f 〈αi〉(x, vi,0; s(i)). Ainsi, Dαv f(x) =
Dαv,0f(x).
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1. À l’ordre 1. D’après la définition du quotient de différences simplicial, nous obtenons,
pour tout s(1) non singulier :
Dα1
v1,s(1)
f(x) =
α1∑
j1=0
f
(
x+
(
s
(1)
j1
− s(1)0
)
v1
)
∏
i=0,...,ĵ1,...,α1
(
s
(1)
j1
− s(1)i
) .
2. À l’ordre 2. Pour tout s(2) non singulier, nous obtenons :
(
Dα2
v2,s(2)
◦Dα1
v1,s(1)
)
f(x) =
α2∑
j2=0
α1∑
j1=0
f
(
x+
(
s
(1)
j1
− s(1)0
)
v1 +
(
s
(2)
j2
− s(2)0
)
v2
)
∏
i=0,...,ĵ1,...,α1
(
s
(1)
j1
− s(1)i
) ∏
i=0,...,ĵ2,...,α2
(
s
(2)
j2
− s(2)i
) .
3. À un ordre k quelconque. Par récurrence, nous obtenons finalement, pour tous s(1), . . . , s(k)
non singuliers :
(
Dαk
vk,s(k)
◦ . . . ◦Dα1
v1,s(1)
)
f(x) =
αk∑
jk=0
. . .
α1∑
j1=0
f
(
x+
k∑
`=1
(
s
(`)
j`
− s(`)0
)
v`
)
k∏
`=1
∏
i=0,...,ĵ`,...,α`
(
s
(`)
j`
− s(`)i
) .
Clairement, le membre de droite ne change pas si nous appliquons les opérateurs Dαi
vi,s(i)
dans un ordre différent car les sommes commutent.
Finalement, par continuité et densité de K× dans K, ceci est également vrai pour les valeurs
singulières de s(i), et en particulier pour s(i) = 0.
Le théorème suivant montre la polynomialité des différentielles normalisées et donne la
structure des différentielles simpliciales.
Théorème 5.1.3. Soit f : U → W une application de classe C[2k]. Alors les propriétés
suivantes sont vérifiées :
1. Pour tout x dans U et pour tout multi-indice α dans Nk tel que |α| ≤ k, l’application
V k →W, v 7→ Dαv f(x)
est polynomiale multi-homogène de multi-degré α.
2. L’application v 7→ f 〈j〉(x,v; 0) est polynomiale. Plus précisément, nous avons, pour tout
entier 1 ≤ j ≤ k,
f 〈j〉(x,v; 0) =
∑
α∈Nk,
∑k
i=1 iαi=j
Dαv f(x) . (5.1.1)
Démonstration. 1. L’application
V 7→W, vk 7→ Dαv f(x) =
(
Dαkvk ◦ . . . ◦D
α1
v1
)
f(x) = Dαkvk
(
D
αk−1
vk−1 ◦ . . . ◦Dα1v1 f
)
(x)
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est polynomiale homogène de degré αk, d’après le théorème 4.2.1. D’après le lemme
précédent, la valeur de Dαv f(x) est indépendante de l’ordre dans lequel on compose les
différentielles normalisées. Par conséquent, l’application
V →W, vi 7→ Dαv f(x)
est également polynomiale homogène de degré αi pour tout entier 1 ≤ i ≤ k, c’est-à-dire
que v 7→ Dαv f(x) est une application polynomiale multi-homogène de multi-degré α.
2. Nous allons utiliser les deux versions du développement de Taylor de f : radial et radial
multi-variable. Puis nous les identifierons par unicité du développement limité.
(a) Utilisons le développement limité radial d’ordre k, successivement pour chaque
variable vi, 1 ≤ i ≤ k, ce qui est bien défini d’après le corollaire 3.3.2.
f
(
x+
k∑
i=1
tivi
)
= f
(
x+
k∑
i=2
tivi + t1v1
)
=
k∑
α1=0
tα1Dα1v1 f
(
x+
k∑
i=2
tivi
)
+ tkR1k(x, v1, t)
=
k∑
α1=0
k−α1∑
α2=0
tα1t2α2(Dα2v2 ◦D
α1
v1 )f
(
x+
k∑
i=3
ti
)
+tkR1k(x, v1, t) + tkR2k(x, v1, v2, t).
Par récurrence, nous obtenons :
f
(
x+
k∑
i=1
tivi
)
=
∑
0≤α1,...,αk≤k,
∑
i
αi≤k
tα1 . . . tkαk
(
Dαkvk ◦ . . . ◦D
α1
v1
)
f(x)
+
k∑
i=1
tkRik(x, v1, . . . , vi, t)
=
∑
α∈Nk,|α|≤k
t
∑
i
iαiDαv f(x) + tkRk(x,v, t)
= f(x) +
k∑
j=1
∑
α∈Nk,
∑
i
iαi=j
tjDαv f(x) + tkRk(x,v, t),
où Rk(x,v, t) :=
k∑
i=1
Rik(x, v1, . . . , vi, t) +
∑
j>k
∑
α∈Nk,
∑
i
iαi=j
tj−kDαv f(x) satisfait la
condition sur le reste Rk(x,v, 0) = 0.
(b) Utilisons le développement limité radial multi-variable d’ordre k :
f
(
x+
k∑
i=1
tivi
)
= f(x) +
k∑
j=1
tjf 〈j〉(x, v1, . . . , vj ; 0) + tkSk(x,v; 0, . . . , 0, t).
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La relation (5.1.1) est alors une conséquence de l’unicité de ce développement limité
(théorème 4.1.2).
Remarque 5.1.4. Si les entiers sont inversibles dans K, alors la relation (5.1.1) se reformule de
la manière suivante :
f 〈j〉(x,v; 0) =
∑
α∈Nk,
∑
i
iαi=j
d|α|f(x,vα)
α! , (5.1.2)
où α! := α1! . . . αk! et vα := (v1, . . . , v1︸ ︷︷ ︸
α1
, . . . , vk, . . . , vk︸ ︷︷ ︸
αk
) (vi apparaissant αi fois). En effet,
Dα1v1 f(x) =
dα1f(x)(v1, . . . , v1)
α1!
; en réitérant ceci et en utilisant le théorème 3.1.4, nous obte-
nons
Dα1,α2v1,v2 f(x) =
(
Dα2v2 ◦D
α1
v1
)
f(x) =
dα2
(
dα1f(·)(v1, . . . , v1)
α1!
)
(x)(v2, . . . , v2)
α2!
= d
α1+α2f(x)(v1, . . . , v1, v2, . . . , v2)
α1!α2!
.
Par récurrence, nous obtenons Dαv f(x) =
d|α|f(x,vα)
α! , ce qui prouve la relation (5.1.2). Notez
que ces formules s’accordent avec les formules données au chapitre 8 du livre [Bertram 2008].
Cependant, les méthodes que nous avons utilisées ici sont beaucoup plus adaptées au cas de
la caractéristique positive.
Donnons les formules explicites pour j = 1, 2, 3 et 4 pour avoir une idée plus concrète de
la structure des différentielles simpliciales.
f 〈1〉(x, v1; 0) = df(x, v1).
Si 2 est inversible dans K,
f 〈2〉(x, v1, v2; 0, 0) =
d2f(x)(v1, v1)
2 + df(x, v2).
Si 2 et 3 sont inversibles dans K,
f 〈3〉(x, v1, v2, v3; 0, 0, 0) =
d3f(x)(v1, v1, v1)
6 + d
2f(x)(v1, v2) + df(x)v3.
Si 2, 3 et 4 sont inversibles dans K,
f 〈4〉(x, v1, v2, v3, v4; 0, 0, 0, 0) =
d4f(x)(v1, v1, v1, v1)
24 +
d3f(x)(v1, v1, v2)
2
+ d2f(x)(v1, v3) +
d2f(x)(v2, v2)
2 + df(x)v4.
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5.2 Les jets simpliciaux en tant qu’extensions scalaires
Nous avons montré au chapitre 3 que J〈k〉(s) et en particulier J
k sont des foncteurs (voir
le théorème 3.2.2). Ils commutent avec les produits cartésiens, et, par conséquent, appliqués
à l’anneau (K,+,m), muni du produit m et de l’addition a, donnent lieu à de nouveaux
anneaux, notés J〈k〉(s)K, resp. J
kK. Ces anneaux ont été déterminés de manière explicite dans
l’article [Bertram 2010] :
J〈k〉(s)K ∼= K[X]/ (X(X − s1) · · · (X − sk)) , J
kK ∼= K[X]/(Xk+1). (5.2.1)
Notons δ la classe du polynôme X dans JkK, de sorte que (1, δ, . . . , δk) est une K-base de
JkK. Les propriétés suivantes peuvent être prouvées de manière conceptuelle, sans utiliser les
isomorphismes donnés ci-dessus.
Lemme 5.2.1. La K-algèbre JkK est N-graduée , c’est-à-dire, de la forme
JkK = E0 ⊕ E1 ⊕ . . .⊕ Ek avec Ej · Ei ⊂ Ei+j .
En particulier, E1 ⊕ . . .⊕ Ek est une sous-algèbre nilpotente.
Démonstration. C’est une conséquence directe du théorème 3.2.2 : Jkm commute avec l’action
canonique de K×, ce qui prouve que K× agit par automorphismes d’anneaux. Par conséquent,
les espaces propres Ej = {x ∈ JkK | ∀r ∈ K×, r.x = rjx} définissent une graduation de
JkK.
Cette action de K× est fondamentale et existe pour toutes les algèbres de Weil graduées.
La projection canonique
πk : JkK→ K, [P (X)] 7→ P (0)
est un morphisme d’anneaux admettant une section
σk : K→ JkK, t 7→ [t · 1]
(classe des polynômes constants), appelée l’injection canonique ou section nulle canonique. On
note
Jk0K = 〈δ, . . . , δk〉
le noyau de πk, c’est-à-dire la fibre de πk : JkK → K au-dessus de 0. Notez que JkK est à
nouveau un anneau topologique dans lequel le groupe unité est dense, ce qui permet de donner
un sens à la notion d’applications lisses, ou de classe C[k], sur cet anneau. Ceci est une propriété
générale des K-algèbres de Weil.
Théorème 5.2.2 (Théorème d’extension scalaire simpliciale). Si une application f : U →W
est lisse sur K, alors elle admet une unique extension F : JkU → JkW lisse sur JkK, c’est-à-
dire qu’il existe une unique application F : JkU → JkW (à savoir F = Jkf) telle que
1. F soit lisse sur JkK,
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2. F (x) = f(x) pour tout x dans U , c’est-à-dire que le diagramme suivant commute
F ◦ σU = σW ◦ f : JkU F // JkW
U
σU
OO
f
//W
σW
OO ,
où σU : U → JkU et σW : W → JkW sont les injections canoniques.
Plus précisément, toute application F : JkU → JkW lisse sur JkK est déterminée de manière
unique par sa restriction sur la base σU (U) ⊂ JkU .
Démonstration. 1. Existence. Nous allons prouver que l’application Jkf est lisse sur JkK.
En fait, tous les arguments utilisés dans la preuve du théorème 6.2 de [Bertram 2008]
(voir également les théorèmes 2.6 et 2.7 de [Bertram 2010]) s’appliquent : JkK est à
nouveau un anneau. Les conditions définissant la classe C[1] sur K peuvent être définies
à l’aide d’un diagramme commutatif faisant intervenir des produits cartésiens. En effet,
considérons l’identité définissante de la classe C[1] sur K :
t · f [1](x, v, t) = f(x+ tv)− f(x)
et écrivons-la sous la forme d’un diagramme commutatif
U ]1[ //

U ]1[ × U // U × U

K× U ]1[

W ×W

K×W //W //W
défini par
(x, v, t) //

((x, v, t), x) // (x+ tv, x)

(t, x, v, t)

(f(x+ tv), f(x))

(t, f ]1[(x, v, t)) // tf ]1[(x, v, t) // f(x+ tv)− f(x)
Par conséquent, en appliquant le foncteur Jk qui préserve les produits cartésiens, nous
obtenons un diagramme similaire sur l’anneau JkK, où toutes les applications sont rem-
placées par leurs k-jets simpliciaux. Nous obtenons ainsi
(Jkf)]1[,JkK = Jk(f ]1[,K).
Comme f [1] est lisse sur K, Jk
(
f [1],K
)
est continue d’après les étapes précédentes de la
preuve, et donc (Jkf)]1[,JkK admet une extension continue (Jkf)[1],JkK := Jk
(
f [1],K
)
, ce
qui prouve que l’application Jkf est de classe C[1] sur JkK. Par récurrence, l’application
Jkf est alors de classe C[∞] sur JkK.
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2. Unicité. L’unicité est une conséquence du théorème 5.1.3 : pour F comme dans l’énoncé
du théorème, nous allons établir une formule explicite en termes de ses valeurs sur la
base σU (U). Soit z = (x, v1, . . . , vk) = x + δv1 + . . . + δkvk un élément de JkU , avec x
dans U et vi dans V . Comme F est lisse sur l’anneau JkK, nous pouvons choisir t = δ et
utiliser le développement limité radial de F (voir la preuve du théorème 5.1.3) à l’ordre
k + 1 et nous obtenons
F
(
x+
k∑
i=1
δivi
)
= F (x) +
∑
0 6=α∈Nk
δ
∑k
i=1 iαiDαv F (x), (5.2.2)
où, contrairement au théorème 5.1.3, aucun reste n’apparaît car δk+1 = 0.
La preuve du lemme 5.1.2 montre immédiatement queDαv F (x) est entièrement déterminé
par les valeurs sur sa base, c’est-à-dire que si F (x) = 0 pour tout x dans U , alors
Dαv F (x) = 0. Pour des valeurs non singulières de s(i), 1 ≤ i ≤ k, nous pouvons le voir
directement sur l’application Dαv,sF (x), où nous prenons tous les éléments s(i) dans Kαi ,
puisque les différences divisées simpliciales s’expriment en fonction des valeurs de F aux
points x +
k∑
i=1
(
s
(i)
ji
− s(i)0
)
vi ∈ U . Par densité, nous obtenons également l’unicité pour
les valeurs singulières de s.
Remarque 5.2.3. Notez que le schéma de la preuve de l’existence est très général : nous avons
des propriétés qui peuvent être définies par un diagramme commutatif (classe C1, commu-
tativité, associativité d’une loi). Nous appliquons alors le foncteur à ce diagramme et nous
obtenons un nouveau diagramme qui traduit ces mêmes propriétés. Le point crucial pour pou-
voir utiliser cette méthode est que le foncteur en question doit préserver les produits cartésiens.
Le théorème précédent se généralise pour toute K-algèbre de Weil, comme nous le verrons
par la suite.
Corollaire 5.2.4. Soient P,Q : V →W des applications polynomiales lisses sur K. Alors les
propriétés suivantes sont vérifiées :
1. JkP : JkV → JkW est également lisse sur JkK, JkK-polynomial, et coïncide avec l’ex-
tension scalaire algébrique (voir l’annexe A, définition A.3.1) PJkK de P de K à JkK.
2. La restriction Jk0P de JkP à la fibre Jk0V = V ⊗K Jk0K au-dessus de 0 est à nouveau
une application polynomiale, et coïncide avec l’extension scalaire algébrique P de K à
l’anneau (non-unitaire) Jk0K.
3. Supposons que P (0) = Q(0). Alors Jk0P = Jk0Q si et seulement si P ≡ Q mod (deg > k),
c’est-à-dire, P et Q coïncident, aux termes de degré strictement supérieur à k près.
Démonstration. 1. L’extension PJkK de P de K à JkK est lisse sur JkK, JkK-polynomiale
et satisfait à la condition d’extension suivante :
PJkK ◦ σU = σW ◦ P
(voir le théorème A.3.2, avec A = JkK). D’après le théorème précédent, l’application
JkP , lisse sur JkK, coïncide avec PJkK, et donc est JkK-polynomiale.
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2. La preuve est analogue à celle du 1).
3. C’est une conséquence de 2) puisque l’extension scalaire algébrique d’un polynôme sans
terme constant P de K à Jk0K est nulle si et seulement si P ne contient aucun terme
homogène de degré 1 ≤ j ≤ k.
5.3 Lien entre les polynômes de Taylor et les jets simpliciaux
D’après le théorème 5.1.3, l’application Jkf(x,v) est polynomiale en v. Nous allons montrer
qu’elle peut être vue comme l’extension scalaire du polynôme de Taylor Taykxf .
Le théorème suivant montre que les concepts de jets et de polynômes de Taylor sont
équivalents dans une carte, mais se comportent différemment vis-à-vis de la composition.
Théorème 5.3.1 (Extension scalaire du polynôme de Taylor). Soient f, g : U → W et
h : U ′ → W ′ des applications de classe C[2k] telles que f(x) = g(x) et h(U ′) ⊂ U . Alors les
propriétés suivantes sont vérifiées :
1. Taykxf = Taykxg ⇔ Jkxf = Jkxg.
2. L’application polynomiale Jkxf est l’extension scalaire du polynôme de Taylor Taykxf , de
K à la partie nilpotente Jk0K = δK⊕ . . .⊕ δkK de l’anneau JkK :
Jkxf =
(
Taykxf
)
Jk0K
.
3. La règle de composition de polynômes de Taylor est la suivante :
Taykx(g ◦ h) =
[
Taykh(x)g ◦ Tay
k
xh
]
mod (deg > k),
où mod (deg > k) désigne la composition tronquée à l’ordre k des polynômes.
Démonstration. 1. ⇐ : Supposons que Jkxf = Jkxg, alors
Taykxf(v) =
k∑
i=1
f 〈i〉(x, v,0; 0) = α ◦ Jkxf(v,0) = α ◦ Jkxf ◦ κ(v)
où
α : Jk0W = W k →W, (w1, . . . , wk) 7→ w1 + . . .+ wk
et
κ : V → Jk0V, v 7→ (v,0) .
Ainsi, Jkxf = Jkxg implique Taykxf = Taykxg.
⇒ : Supposons que Taykxf = Taykxg, alors, pour φ := f − g nous avons φ(x) = 0 et
Taykxφ = 0, c’est-à-dire,
∀j = 1, . . . , k, ∀v ∈ V : φ〈j〉(x, v,0; 0) = 0.
Afin de prouver que Jkxφ = 0, nous devons montrer que φ〈j〉(v0, . . . , vj ; 0) = 0, pour tout
v dans JkU . Nous allons le prouver en calculant φ(x + tv1 + t2v2 + . . . + tkvk) de deux
manières différentes : en utilisant d’une part la développement limité radial et d’autre
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part le développement limité radial multi-variable. Soit w := v1 + tv2 + . . . + tk−1vk.
Comme φ(x) et Taykxφ sont nuls, nous obtenons
φ(x+ tw) =
k∑
j=0
tjφ〈j〉(x,w,0; 0) + tk
(
φ〈k〉(x,w,0; 0, t)− φ〈k〉(x,w,0; 0)
)
= tk
(
φ〈k〉(x,w,0; 0, t)− φ〈k〉(x,w,0; 0)
)
.
D’autre part, le développement limité multi-variable donne, avec x =: v0,
φ(v0 + tv1 + . . .+ tkvk) =
k∑
j=0
tjφ〈j〉(v0, . . . , vj ; 0) + tk(φ〈k〉(v; 0, t)− φ〈k〉(v; 0)).
Par unicité du développement limité radial, nous obtenons φ〈j〉(v0, . . . , vj ; 0) = 0 pour
tout entier 1 ≤ j ≤ k.
2. Choisissons l’origine de V telle que x = 0. Soit f : U → W une application de classe
C[2k]. On pose P := Tayk0f . D’après le théorème 4.2.4, P coïncide (à la constante additive
P (0) = 0 près) avec son propre polynôme de Taylor, ce qui implique que Tayk0f = Tayk0P ,
et donc, d’après (i), Jk0f = Jk0P . Or ce dernier est Jk0K-polynomial et coïncide avec son
extension scalaire algébrique de K à Jk0K d’après le corollaire 5.2.4. Notez que les parties
homogènes de degré strictement supérieur à k s’annulent, et donc Jkxf est de degré au
plus k.
3. Soient R := Tayk0(g ◦ h), P := Taykh(0)g, Q := Tay
k
0h. D’après (i), Jk0h = Jk0Q et Jkh(0)g =
JkQ(0)P . En utilisant ceci et la fonctorialité de J
k, nous obtenons
Jk0R = Jk0(g ◦ h) = Jkh(0)g ◦ J
k
0h = JkQ(0)P ◦ J
k
0Q = Jk0(P ◦Q),
d’où, d’après le corollaire 5.2.4, R ≡ P ◦Q mod (deg > k).
Notez que le k-jet Jkf de f est défini à l’aide d’une extension scalaire du polynôme de
Taylor de K à l’anneau JkK. Cette construction se généralisera naturellement aux algèbres
de Weil : les extensions des applications seront définies comme les extensions scalaires, de
l’anneau de base à l’algèbre de Weil, du polynôme de Taylor de f .
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Deuxième partie
Foncteurs de Weil
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Chapitre 6
Algèbres de Weil
Dans ce chapitre purement algébrique, nous définissons la catégorie des algèbres de Weil
dans notre cadre différentiel et nous donnons différentes constructions possibles de nouvelles
algèbres de Weil à partir d’anciennes, notamment le produit tensoriel et la somme de Whitney.
Ces constructions se traduisent par des constructions sur les fibrés de Weil associés.
Nous étudions également les extensions d’algèbres de Weil, qui sont représentées par des
suites exactes d’algèbres.
Certaines algèbres de Weil possèdent une structure supplémentaire : les algèbres de Weil
graduées, que nous étudions en détail et sur lesquelles nous montrons qu’il existe une structure
de quasi-anneau qui présente des analogies avec la composition des séries formelles.
Nous présentons la structure des algèbres de Weil et montrons en particulier l’existence
d’un drapeau canonique. Le drapeau canonique permettra d’associer à toute algèbre de Weil
une suite d’extensions particulièrement simples : les extensions vectorielles qui sont les suites
exactes d’algèbres dont le noyau est une algèbre de produit nul.
6.1 Les algèbres de Weil
Commençons par rappeler la définition des algèbres de Weil donnée dans l’introduction
générale. Cette définition est analogue aux définitions d’algèbres de Weil sur un anneau com-
mutatif unitaire dans les livres [Kock 1981] et [Lavendhomme 1987]. On donne ensuite les
exemples les plus importants d’algèbres de Weil : les anneaux tangents itérés TkK et les
anneaux de jets JkK.
Définition 6.1.1. Une K-algèbre de Weil est une K-algèbre A commutative, associative, uni-
taire, de la forme A = K⊕
◦
A, où
◦
A est un idéal nilpotent. On suppose de plus que
◦
A est libre
et de dimension finie sur K. On munit A de la topologie produit sur
◦
A ∼= Kn relativement à
une (et donc à toute) K-base. On appelle hauteur d’une K-algèbre de Weil A = K⊕
◦
A l’entier
k tel que
◦
A soit nilpotent d’ordre k + 1.
Rappelons tout d’abord que le groupe Gl(n + 1,K) agit par homéomorphismes sur Kn+1
(muni de la topologie produit), donc la topologie sur A = K ⊕
◦
A est bien indépendante du
choix d’une K-base.
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Contrairement au cas classique des R-algèbres de Weil, l’idéal nilpotent
◦
A n’est pas toujours
maximal puisque K lui-même peut contenir des éléments nilpotents non nuls.
Exemple 6.1.2. Les anneaux tangents itérés
TkK ∼= K[X1, . . . , Xk]/(X21 , . . . , X2k) ∼= K⊕
⊕
∅6=I⊂{1,...,k}
εI K ,
où tous les éléments εi sont des éléments nilpotents d’ordre 2 qui commutent entre eux, et où
ε{i1,...,in} := εi1 · · · εin , sont des K-algèbres de Weil.
Exemple 6.1.3. Les anneaux de jets,
JkK ∼= K[X]/(Xk+1) ∼= K⊕
k⊕
j=1
δjK ,
où δ est un élément nilpotent d’ordre k + 1 (voir l’équation (5.2.1)) sont des K-algèbres de
Weil.
Plus généralement, les algèbres de polynômes tronqués à plusieurs variables suivantes sont
des algèbres de Weil :
WknK := K[X1, . . . , Xn]/Ik+1,
où I := 〈X1, . . . , Xn〉 est l’idéal engendré par toutes les formes linéaires, ce qui fait de Ik+1
l’idéal de tous les polynômes de degré plus grand que k. C’est effectivement une algèbre de
Weil : en tant que K-module, ce quotient est l’espace des polynômes de degré au plus k, à n
variables, qui est libre. Pour n = 1, nous avons Wk1K = JkK, et en particulier, W11 = TK = JK.
Si A est une algèbre de Weil de hauteur k, et si (a1, . . . , an) est une K-base de
◦
A, alors
l’application
WknK→ A = K⊕
◦
A, P 7→ (P (0), P (a1, . . . , an))
est bien définie et est un morphisme surjectif d’algèbres. Par conséquent, nous avons la pro-
position suivante, analogue à la proposition 1.1.3 donnée dans le cadre classique.
Proposition 6.1.4. Toute algèbre de Weil est un quotient d’une algèbre WknK, pour des entiers
k et n.
Si K est un corps, alors une telle représentation avec k et n minimaux est en un certain
sens unique, avec n = dim
(
◦
A/
◦
A
2
)
et avec k la hauteur de A (voir les sections 1.5-1.7 de
l’article [Kolář 2008] dans le cas réel ; les arguments sont les mêmes pour tout corps général),
mais si K n’est pas un corps, ce n’est plus vrai (par exemple, K lui-même peut être une algèbre
de Weil sur un autre corps ou sur un autre anneau). Il va sans dire qu’une classification des
algèbres de Weil est complètement hors de portée.
6.2 Le « groupe de Galois » d’une algèbre de Weil
Les algèbres de Weil forment une catégorie :
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Définition 6.2.1. Un morphisme de K-algèbres de Weil entre deux algèbres de Weil A et
B est un morphisme continu de K-algèbres φ : A → B qui préserve les idéaux nilpotents :
φ
( ◦
A
)
⊂
◦
B, ce qui équivaut à dire que le diagramme suivant commute :
A Φ //
πA 
B
πB
K
Le groupe d’automorphismes d’une K-algèbre de Weil A, parfois appelé groupe de Galois de
A, est noté AutK(A).
Si K ne contient aucun élément nilpotent non nul, alors la préservation des idéaux nilpo-
tents est automatiquement vérifiée et un morphisme de K-algèbres de Weil est simplement un
morphisme de K-algèbres topologiques.
Le lemme suivant montre que toute K-algèbre de Weil A est un anneau de base admissible,
ce qui donne un sens à la notion d’applications lisses sur A.
Lemme 6.2.2. La projection canonique πA : A → K d’une K-algèbre de Weil est un mor-
phisme de K-algèbres de Weil, de même que sa section σA : K→ A, x 7→ x · 1. Le groupe unité
A× de A est ouvert et dense dans A, et l’inversion A× → A est continue.
Démonstration. La continuité de l’application πA et celle de sa section σA sont claires. De
plus, un élément x = x + x◦
A
de A = K ⊕
◦
A est inversible si et seulement si x est inversible
dans K : en effet, son inverse est donné par
x−1 =
(
x+ x◦
A
)−1
=
(
1 + x−1x◦
A
)−1
x−1 =
k∑
j=0
(−1)j
(
x−1x◦
A
)j
x−1,
où k est la hauteur de A. Par conséquent, A× = K× ×
◦
A est ouvert et dense dans A, et la
continuité de l’inversion dans K implique celle de l’inversion dans A.
Exemples 6.2.3. L’application
TTK→ TTK, x+ ε1y1 + ε2y2 + ε1ε2y12 7→ x+ ε1y2 + ε2y1 + ε1ε2y12
est un automorphisme, appelé le flip. De même, nous obtenons une action du groupe symé-
trique Σk sur les éléments εI (voir [Bertram 2008]) qui induit des automorphismes canoniques
d’algèbres de Weil de TkK.
Les actions canoniques 2.1.1 et 2.1.6 de K× sur TkK et sur JkK se font également par
automorphismes :
1. Pour tout r dans K×, l’application
TK→ TK, x+ εy 7→ x+ εry
est un automorphisme.
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2. Par récurrence, l’exemple précédent donne lieu à une action de (K×)k par automor-
phismes sur les anneaux tangents itérés TkK. L’action du sous-groupe diagonal K× est
précisément l’action cubique ρ[·] de K× décrite à la définition 2.1.1.
3. Pour tout r dans K×, l’action simpliciale ρ〈·〉(r) décrite à la définition 2.1.6 induit un au-
tomorphisme canonique qui s’exprime, sous l’isomorphisme entre JkK et K[X]/
(
Xk+1
)
,
de la manière suivante :
JkK→ JkK, [P (X)] 7→ [P (rX)].
L’action correspondante de K× par automorphismes est l’action ρ〈·〉 décrite à la définition
2.1.6.
Exemples 6.2.4. Soient A et B deux K-algèbres de Weil. Alors les applications suivantes sont
des morphismes de K-algèbres de Weil :
µA : A⊗ A→ A, a⊗ a′ 7→ aa′,
et
τA,B : A⊗ B→ B⊗ A, a⊗ b 7→ b⊗ a.
L’application τA,B est appelée le flip de A et B. Si A = B, on note τA,B := τA et on appelle τA
le flip de A.
6.3 Extensions polynomiales
Définition 6.3.1. Une suite exacte (courte) de K-algèbres de Weil est une suite de K-algèbres
de Weil
V i↪→ A
Φ
 B,
où les applications i et Φ sont des morphismes de K-algèbres de Weil, respectivement injectif
et surjectif, tels que la suite
◦
V i↪→
◦
A
Φ

◦
B,
où on note V =: K ⊕
◦
V, A =: K ⊕
◦
A et B =: K ⊕
◦
B, soit une suite exacte de K-algèbres
topologiques au sens usuel.
Elle est dite scindée s’il existe un morphisme s : B → A de K-algèbres de Weil tel que
Φ ◦ s = idB.
Définition 6.3.2. Une extension polynomiale de degré j d’une K-algèbre de Weil B par une
K-algèbre de Weil V est une suite exacte de K-algèbres de Weil
V ↪→ A  B,
où A est une K-algèbre de Weil et où V est de hauteur j. On considère alors
◦
V comme un
idéal de A, appelé l’idéal vertical de cette extension. L’extension est dite scindée si elle est
scindée au sens des K-algèbres de Weil.
Définition 6.3.3. Une extension polynomiale V ↪→ A  B de degré 1 est appelée extension
vectorielle. L’idéal
◦
V est alors muni du produit nul. Une extension vectorielle est dite centrale
si l’idéal
◦
V est contenu dans l’annulateur de
◦
A.
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Les extensions polynomiales jouent un rôle important dans la théorie des fibrés : nous
verrons au théorème 9.1.1 que toute extension polynomiale induit, pour toute variété M , un
fibré polynomial surM , au sens où les changements de cartes de fibrés sont polynomiaux fibre
à fibre. En particulier, nous verrons que toute extension vectorielle induit un fibré affine.
Si une extension vectorielle est centrale et scindée, alors A est isomorphe à la somme de
Whitney B⊕K V de B et de V.
Exemple 6.3.4. Les anneaux tangents itérés. Pour tout entier naturel k, la suite suivante est
une extension vectorielle scindée :
K⊕ εk+1TkK 
 // Tk+1K // // TkKhh
Elle n’est jamais centrale. Nous verrons à l’exemple 6.5.3 des extensions centrales, mais non
scindées, associées aux anneaux TkK.
Exemple 6.3.5. Les anneaux de jets. Pour tout entier naturel k, la suite suivante est une
extension vectorielle :
K⊕ δk+1K 
 // Jk+1K // // JkK.
Elle n’est scindée que pour k = 0, et elle est centrale pour tout entier k.
6.4 Somme de Whitney et produit tensoriel
Proposition 6.4.1. Soient A et B deux K-algèbres de Weil de hauteurs respectives kA et kB.
Il existe des constructions naturelles de nouvelles algèbres de Weil à partir de A et B.
1. Le produit tensoriel A⊗ B (où ⊗ = ⊗K) est une K-algèbre de Weil, de hauteur kA + kB
et de décomposition
A⊗ B = K⊕
( ◦
A⊕
◦
B⊕
◦
A⊗
◦
B
)
.
2. La somme de Whitney A⊕K B := A⊗ B/
◦
A⊗
◦
B est une K-algèbre de Weil, de hauteur
max(kA, kB) et de décomposition
A⊕K B ∼= K⊕
( ◦
A⊕
◦
B
)
.
3. Ces deux constructions satisfont à la règle de distributivité suivante :
A⊗K
(
B⊕ B′
) ∼= (A⊗K B)⊕A (A⊗K B′) .
4. L’espace le plus vertical AB := K⊕
( ◦
A⊗
◦
B
)
est une sous-K-algèbre de Weil de A⊗B,
de hauteur min(kA, kB).
Démonstration. Le produit tensoriel de deux algèbres commutatives est à nouveau une algèbre
commutative, et nous avons la chaîne d’idéaux suivante :
◦
A⊗
◦
B ⊂
( ◦
A⊕
◦
B⊕
◦
A⊗
◦
B
)
⊂ A⊗ B.
Comme A⊗B est à nouveau libre et de dimension finie sur K, la topologie produit est définie de
manière canonique sur A⊗B et sur ses quotients respectifs. Les décompositions données sont
des isomorphismes standards au niveau algébrique, et donc, d’après les précédentes remarques,
sont également des homéomorphismes.
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Exemples 6.4.2. Appliquons les constructions à l’algèbre de Weil TK :
1. L’algèbre T2K ' TK⊗ TK est une algèbre de Weil de hauteur 2 = 1 + 1.
2. L’algèbre TK⊕K TK est une algèbre de Weil de hauteur 1 = max(1, 1)
3. L’algèbre TK  TK est une algèbre de Weil isomorphe à TK, de hauteur 1 = min(1, 1).
Exemples 6.4.3. Plus généralement, le produit tensoriel
TK⊗ · · · ⊗ TK︸ ︷︷ ︸
k fois
est naturellement isomorphe à TkK, de hauteur k = 1 + . . .+ 1. La somme directe
TK⊕K . . .⊕K TK︸ ︷︷ ︸
k fois
est naturellement isomorphe à l’algèbre de Weil des k-vitesses W1k(K), et a pour hauteur
1 = max(1, . . . , 1). L’algèbre de Weil TkK est un quotient de W1k(K).
Proposition 6.4.4. Soient A = K ⊕
◦
A et B = K ⊕
◦
B deux K-algèbres de Weil. Alors les
propriétés suivantes sont vérifiées.
1. La suite suivante est une suite exacte de K-algèbres de Weil :
A  B ↪→ A⊗ B  A⊕K B.
2. Cette suite est scindée naturellement en tant que K-modules (mais pas en tant qu’algèbres
en général), par l’inclusion
A⊕K B→ A⊗ B
mais ce n’est pas un morphisme d’algèbres en général.
Exemple 6.4.5. L’algèbre
T2K = TK⊗ TK ' K⊕ ε1K⊕ ε2K⊕ ε1ε2K
se projette sur la somme de Whitney
TK⊕K TK ' K⊕ ε1K⊕ ε2K
L’espace le plus vertical K⊕ ε1ε2K est isomorphe à TK et s’injecte naturellement dans T2K.
6.5 Algèbres de Weil graduées
Nous allons définir des algèbres de Weil particulièrement importantes : les algèbres de
Weil graduées. En fait, toutes les algèbres de Weil que nous considérons sont graduées et
il est difficile de construire un exemple d’algèbre de Weil qui n’admet pas de N-graduation
(voir [Kureš, Mikulski 2004]). Dans le lemme 5.2.1, nous avons vu que de telles graduations
apparaissent naturellement au niveau du calcul différentiel.
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Définition 6.5.1. Une K-algèbre de Weil A est dite (N-)graduée, de longueur k, si elle est
de la forme A = A0 ⊕ A1 ⊕ . . . ⊕ Ak, où A0 = K, et où les Ai sont des sous-modules libres
tels que pour tous entiers 0 ≤ i, j ≤ n,
Ai · Aj ⊂ Ai+j ,
où on pose A` := {0} si ` > k.
Proposition 6.5.2. Pour toute K-algèbre de Weil graduée A = K ⊕ A1 ⊕ · · · ⊕ Ak, il existe
une suite d’extensions vectorielles centrales, appelée la tour d’extensions de A associée à la
graduation :
Ak ↪→ A  Bk−1
Ak−1 ↪→ Bk−1  Bk−2
...
A2 ↪→ B2  B1
A1 ↪→ B1  K,
où pour tout entier 0 ≤ i ≤ k − 1, on pose
Bi := A/ (Ai+1 ⊕ . . .⊕Ak) ' K⊕A1 ⊕ . . .⊕Ai,
munie de la structure d’algèbre quotient, et où on pose Ai+1 := K⊕Ai+1, avec Ai+1 muni du
produit nul.
Exemple 6.5.3. Les anneaux tangents itérés
TkK = K⊕
⊕
∅6=I⊂{1,...,k}
εIK
sont des algèbres de Weil graduées, de graduation TkK = K ⊕
k⊕
i=1
Ai, où, pour tout entier
1 ≤ i ≤ k,
Ai :=
⊕
I⊂{1,...,k},|I|=i
εIK,
où |I| désigne le cardinal de I. Notez que les extensions vectorielles
K⊕
⊕
I⊂{1,...,k},|I|=`
εIK 
 // K⊕
⊕
∅6=I⊂{1,...,k},|I|≤`
εIK // // K⊕
⊕
∅6=I⊂{1,...,k},|I|<`
εIK
de sa tour d’extensions sont centrales, ne sont pas scindées, et sont différentes des extensions
K⊕ εi+1TkK→ Ti+1K→ TiK.
Exemple 6.5.4. Les anneaux de jets JkK = K[X]/(Xk+1) ' K⊕
k⊕
i=1
δiK, où δ est un élément
nilpotent d’ordre k + 1, sont des algèbres de Weil graduées. Comme dans le cas des anneaux
tangents itérés, les extensions vectorielles centrales
K⊕ δi+1K 
 // Ji+1K // // JiK.
de sa tour d’extensions ne sont pas scindées (sauf pour i = 0).
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Groupes d’automorphismes
Nous portons de l’intérêt aux algèbres deWeil graduées car elles admettent un grand groupe
d’automorphismes : si nous écrivons un élément a de A =
k⊕
i=0
Ai sous la forme (ai)0≤i≤k, où
ai appartient à Ai pour tout i, alors nous obtenons immédiatement que pour tout r dans K×,
l’application
A→ A, (ai)0≤i≤k 7→ (riai)0≤i≤k
définit une famille à un paramètre d’automorphismes, correspondant à la dérivation
A→ A, (ai)0≤i≤k 7→ (iai)0≤i≤k.
Ceci généralise les actions canoniques cubiques et simpliciales de K× sur TkK et sur JkK.
Définition 6.5.5. Pour toute algèbre de Weil graduée A = K ⊕ A1 ⊕ . . . ⊕ Ak, on définit
l’action naturelle de K× sur A par
ρ(r)
(
x+
k∑
i=1
xi
)
:= x+
k∑
i=1
rixi.
Mais il existe d’autres applications canoniques : rappelons que la formule usuelle de com-
position de deux séries formelles sans terme constant Q et P dans K[[X]]0, est donnée, pour
Q(X) =
∞∑
n=1
bnX
n et P (X) =
∞∑
n=1
anX
n, par la formule explicite
Q ◦ P (X) =
∞∑
n=1
cnX
n, avec cn =
n∑
j=1
bj
∑
α∈Nj ,|α|=n
aα1 · · · aαj . (6.5.1)
Si Q possède un terme constant b0, alors la même formule est encore valable, avec c0 = b0, de
sorte que nous obtenons un endomorphisme d’algèbres
K[[X]]→ K[[X]], Q 7→ Q ◦ P.
Cependant, si P possède un terme constant non nul, alors la composition n’est pas définie.
Afin de définir pour tout P dans K[[X]] un endomorphisme d’algèbres, on considère le shift
S : K[[X]]→ K[[X]]0, P (X) 7→ XP (X),
et on pose
RP : K[[X]]→ K[[X]], S 7→ RP (Q) := Q ◦ (SP ) = Q ◦ (XP ),
d’où l’on déduit, à partir de la formule 6.5.1, la formule explicite
(RP (Q)) (X) :=
( ∞∑
n=0
bnX
n
)
◦
(
X
∞∑
n=0
anX
n
)
=
∞∑
n=0
unX
n (6.5.2)
avec un =
n∑
j=1
bj
∑
α1+...+αj=n−j
aα1 · · · aαj (pour n = 0, ceci doit être interprété par u0 := b0).
La formule pour un est alors compatible avec les algèbres graduées, ce qui mène au résultat
suivant :
6.5. ALGÈBRES DE WEIL GRADUÉES 79
Théorème 6.5.6. Soit A une algèbre de Weil graduée de hauteur k. Alors pour tout élément
a = (ai)0≤i≤k de A, l’application
Ra : A→ A, b = (bi)0≤i≤k 7→ Ra(b) := (ui)0≤i≤k,
où u0 := b0 et où pour tout entier 1 ≤ i ≤ k,
ui :=
i∑
j=1
bj
∑
α1+...+αj=i−j
aα1 · · · aαj ,
est un endomorphisme de l’algèbre de Weil (A,+, ·). C’est un automorphisme si et seulement
si a appartient à A×, c’est-à-dire si et seulement si a0 est un élément de K×.
Démonstration. Ce produit est en effet bien défini : avec les notations du théorème, ui ap-
partient à Ai. L’application Ψ : A → A[[X]], (ai)i 7→
k∑
i=0
aiX
i est une application K-linéaire,
d’image A′ := A0 ⊕ A1X ⊕ · · · ⊕ AkXk. Elle fait intervenir toutes les structures algébriques
que nous avons considérées jusqu’ici : l’addition +, le produit d’algèbre · (nous utilisons ici
la nilpotence de A) et la correspondance a 7→ Ra (comme définie dans le théorème), avec
la correspondance notée R pour les séries formelles. Par conséquent toutes les assertions se
déduisent des propriétés de l’anneau des séries formelles A[[X]].
Exemple 6.5.7. Si a = a0 = r appartient à K×, alors l’opérateur Ra nous donne à nouveau
l’action canonique du groupe K×.
Exemple 6.5.8. Soit A = TkK = K ⊕
⊕
∅6=I⊂{1,...,k}
εIK, et soit a tel que aI = 0 pour |I| 6= 1
et aI = εj pour I = {j}. Alors Ra est l’opérateur de shift noté S0j au chapitre 20 du livre
[Bertram 2008].
Exemple 6.5.9. De manière analogue, pour A = JkK = K[X]/(Xk+1), avec a = a1 = δ, nous
obtenons un shift [P (X)] 7→ [P (X2)].
Montrons que l’ensemble des automorphismes définis au théorème 6.5.6 forme un groupe.
Théorème 6.5.10. Reprenons les notations du théorème 6.5.6. Alors, pour tous éléments a
et b de A, la propriété suivante est vérifiée :
Ra ◦Rb = Ra·Ra(b).
La loi ainsi définie induit un produit sur A, bien défini, donné par
b ? a := a ·Ra(b),
ce qui correspond à la formule explicite
b ? a = (bi) ? (ai) := (ui),
avec
u0 = b0 et ∀i > 0, ui =
i∑
j=1
bj
∑
α1+...+αj=i−j
aα1 · · · aαj .
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Ce produit est associatif et distributif à droite, c’est-à-dire qu’il satisfait
(b+ b′) ? a = b ? a+ b′ ? a et (b · b′) ? a = (b ? a) · (b′ ? a).
L’application
(A, ?)→ (End(A), ◦), a 7→ Ra
est un homomorphisme de monoïdes et A× est envoyé dans AutK(A).
Démonstration. En utilisant l’application Ψ de la preuve du théorème 6.5.6, la première as-
sertion revient à noter que, pour des séries formelles P et Q de K[[X]], nous avons
S ◦ (XQ) ◦ (XP ) = S ◦ (X · P · (Q ◦XP )),
et l’associativité de ? est prouvée de manière similaire en remarquant que
Q ? P = P · (Q ◦XP ) = 1
X
((XQ) ◦ (XP )),
de sorte que ? est obtenue par push-forward, via le shift P 7→ XP , à partir de l’associativité
de la composition usuelle ◦ de A[[X]]0. Finalement, le fait que l’application a 7→ Ra soit un
morphisme de monoïdes est vrai par définition, et la formule explicite est obtenue à partir de
la formule (6.5.1).
6.6 Drapeaux d’idéaux
Nous montrons dans cette section que toute algèbre de Weil A possède un drapeau ca-
nonique d’idéaux. Ce drapeau sera notamment utile pour comprendre comment inverser les
applications A-polynomiales. De plus, il permettra d’associer à toute algèbre de Weil A un
ensemble de suites exactes d’algèbres topologiques, comme nous le verrons à la proposition
6.6.4.
Définition 6.6.1. Soit V un K-module. Un drapeau (descendant) de V est une suite de
sous-K-modules (Vi)0≤i≤k strictement descendante au sens de l’inclusion, où l’entier k+ 1 est
appelé la longueur du drapeau :
{0} = Vk+1 ⊂ Vk ⊂ . . . ⊂ V1 ⊂ V0 = V.
1. Un endomorphisme f de V est dit descendant relativement à un drapeau (Vi)i si pour
tout i, f(Vi) ⊂ Vi+1.
2. Un endomorphisme f de V est dit triangulaire relativement à un drapeau (Vi)i s’il pré-
serve le drapeau, c’est-à-dire si pour tout i, f(Vi) ⊂ Vi.
Dans le cas où V est un module libre de type fini, de même que tous les Vi de dimensions
respectives ni, le drapeau est dit admissible s’il existe une K-base (vij)ij de V adaptée au
drapeau, c’est-à-dire telle que {vij , 1 ≤ i ≤ `, 1 ≤ j ≤ ni} est une base de V` pour tout entier
0 ≤ ` ≤ k.
Pour tout drapeau admissible de V de longueur k, on note
GR(V ) :=
k⊕
i=1
Vi/Vi+1.
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Un drapeau est admissible si et seulement si pour tout entier 1 ≤ i ≤ k, le module Vi+1 admet
un supplémentaire dans Vi. Le choix de tels espaces supplémentaires induit un isomorphisme
linéaire entre V et GR(V ).
Proposition 6.6.2. Soit A = K⊕
◦
A une K-algèbre de Weil de hauteur k. Considérons, pour
tout i dans N?, l’annulateur
◦
Ai :=
{
x ∈
◦
A
∣∣∣ x ◦Ak+1−i = {0}}
de
◦
A
k+1−i
dans
◦
A, considéré comme un sous-A-module de A. Ceci définit un drapeau d’idéaux,
de longueur k + 1 :
{0} =
◦
Ak+1 ⊂
◦
Ak ⊂ . . . ⊂
◦
A1 =
◦
A ⊂ A = K⊕
◦
A,
qui vérifie de plus, pour tout entier naturel i,
◦
A ·
◦
Ai ⊂
◦
Ai+1 et A ·
◦
Ai ⊂
◦
Ai,
c’est-à-dire que l’action de A est triangulaire et que l’action de
◦
A est descendante. Il induit
un drapeau naturel d’idéaux de
◦
A, de longueur k.
Ces drapeaux sont appelés les drapeaux canoniques de
◦
A et de A. L’indexation est justifiée
par la propriété suivante : pour tout entier naturel i,
◦
A
i
est inclus dans
◦
Ai puisque
◦
A
i ◦
A
k+1−i
=
◦
A
k+1
= {0}.
Notez qu’il n’y a pas égalité en général entre
◦
A
i
et
◦
Ai, comme le montrent les deux exemples
suivants.
Exemples 6.6.3. 1. Considérons l’algèbre des 2-jets A = J2K ' K[X]/(X3). Alors les en-
sembles
◦
A2 et
◦
A
2
sont égaux :(
◦
J2K
)2
= δ2K =
(
◦
J2K
)
2
.
2. En revanche, pour l’algèbre double tangente A = T2K ' K[X1, X2]/(X21 , X22 ), les en-
sembles
(
◦
T2K
)2
= 2ε1ε2K et
(
◦
T2K
)
2
= ε1ε2K sont différents si 2 n’est pas inversible
dans K.
Dans toute la suite, nous supposerons qu’il existe une base adaptée à ce drapeau. Notez
que l’isomorphisme entre A et GR(A) := K⊕GR
( ◦
A
)
est un isomorphisme de K-modules, et
non pas de K-algèbres.
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Proposition 6.6.4. Pour toute K-algèbre de Weil A, il existe une suite d’extensions vecto-
rielles centrales, appelée la tour d’extensions de A associée au drapeau canonique.
K⊕
◦
Ak ↪→ A  A/
◦
Ak
K⊕
◦
Ak−1/
◦
Ak ↪→ A/
◦
Ak  A/
◦
Ak−1
...
K⊕
◦
A1/
◦
A2 ↪→ A/
◦
A2  A/
◦
A1 = K
Démonstration. Nous avons considéré à la section précédente le drapeau canonique de A et
nous avons supposé qu’il existe toujours une base adaptée à ce drapeau, de sorte que les K-
modules
◦
Ai/
◦
Ai+1 sont bien définis pour tous entiers i ≤ j. Le drapeau canonique induit la
tour d’extensions vectorielles de A donnée dans la proposition. En effet, ce sont des suites de
K-algèbres de Weil (pour les structures d’algèbres quotient) et chaque suite d’idéaux
◦
Ai/
◦
Ai+1 ↪→
◦
A/
◦
Ai+1 
◦
A/
◦
Ai
est une suite exacte d’algèbres topologiques. Les extensions sont vectorielles et centrales car les
idéaux
◦
Ai/
◦
Ai+1 sont tous nilpotents d’ordre 2 et annulent
◦
A/
◦
Ai+1 puisque
◦
A ·
◦
Ai ⊂
◦
Ai+1.
Chapitre 7
Foncteurs de Weil
Nous allons construire, pour toute K-algèbre de Weil A, le foncteur de Weil
TA :ManK →ManA,
de la catégorie des variétés lisses sur K dans la catégorie des variétés lisses sur A. Les définitions
élémentaires concernant les variétés dans notre cadre différentiel sont données à la section B.1.
Ce foncteur pourra être interprété comme un foncteur d’extension scalaire de K à A. Nous
montrerons ainsi que toute application f lisse sur K admet une unique extension en une
application TAf lisse sur A. Cette propriété dépend fortement du fait que A est une K-algèbre
de Weil. Par exemple, si l’on considère une application lisse sur R, il n’existe pas d’extension
C-différentiable de f si f n’est pas analytique (et même si elle est analytique, il n’existe pas
de « domaine canonique » sur lequel l’extension peut être définie).
Nous montrons que la construction des foncteurs de Weil est fonctorielle non seulement en
les variétés, mais également en les algèbres de Weil. Pour tout morphisme deK-algèbres de Weil
Φ : A→ B, et pour toute variété M lisse sur K, il existe une application ΦM : TAM → TBM
qui commute avec les applications étendues TAf et TBf : TBf ◦ΦM = ΦM ◦TAf . La lissité de
l’application ΦM est assez particulière : elle est lisse sur K, mais également sur A en un certain
sens : tout morphisme de K-algèbres de Weil Φ : A→ B induit une structure de variété A-lisse
sur TBM . C’est relativement à cette structure que ΦM est A-lisse. Cette subtilité prendra tout
son sens lorsque nous étudierons l’application τAM induite par le flip τA d’une algèbre de Weil.
Nous terminerons ce chapitre par l’étude des extensions de variétés qui possèdent des
structures supplémentaires : les groupes de Lie.
7.1 Construction des foncteurs de Weil
Dans la première partie, nous avons construit les foncteurs Jk et Tk à partir des anneaux
JkK et TkK. Nous allons suivre la même méthode de construction pour définir le foncteur
de Weil associé à une K-algèbre de Weil A quelconque : nous souhaitons étendre les variétés
lisses sur K (voir la définition B.1.1) en des variétés lisses sur A. D’après le théorème B.1.2 de
construction par cocycles des variétés, une variété lisse sur K est entièrement déterminée par
son modèle, qui est un K-module, et par ses changements de cartes, qui sont des applications
lisses sur K entre deux K-modules topologiques. Finalement, pour définir l’extension TAM
de la variété M , nous sommes ramenés à étendre les K-modules en des A-modules et les
applications lisses sur K entre K-modules en des applications lisses sur A entre A-modules.
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Tout au long de cette section, gardons en tête que le foncteur de Weil que nous allons
construire est un foncteur d’extension scalaire de l’anneau K à la K-algèbre A. Par conséquent,
certaines extensions telles que les extensions VA = V ⊗A de K-modules V à A ou les extensions
PA et P◦
A
d’applications polynomiales P à A et à
◦
A sont entièrement canoniques : ce sont les
extensions scalaires algébriques définies dans l’annexe A.3.1. Pour définir les extensions des
applications lisses f : U ⊂ V → W quelconques, nous nous ramènons à l’extension des
applications polynomiales en identifiant les applications f et leur polynôme de Taylor Taykxf .
On pose alors
TAf : U × V◦
A
→W ×W◦
A
,
(
x, x◦
A
)
7→
(
f(x),
(
Taykxf
)
◦
A
(
x◦
A
))
.
La fonctorialité de cette extension nous permet de montrer que les extensions d’applications
qui vérifient les relations de cocyle vérifient à nouveau les relations de cocycle. Ceci implique
que l’extension d’un K-atlas de variété est un A-atlas, à partir duquel nous pouvons construire
une variété, que nous notons TAM et que nous appelons variété A-tangente de M .
7.1.1 Domaines étendus
Extension de domaines
La première étape vers la définition des foncteurs de Weil est la définition des domaines
étendus sur des ouverts U d’un K-module topologique V . Rappelons-nous du point de vue de
Weil, et en particulier de la seconde assertion du théorème 1.1.6 : le prolongement AV possède
une structure canonique de A-module, isomorphe à V ⊗ A. C’est précisément la définition de
l’extension scalaire algébrique que nous considérons. L’extension scalaire algébrique de V
TAV := VA := V ⊗ A
se décompose de la manière suivante
VA = V ⊗
(
K⊕
◦
A
)
= V ⊕
(
V ⊗
◦
A
)
=: V ⊕ V◦
A
,
et, si
◦
A est homéomorphe à Kn relativement à une K-base de
◦
A, alors V◦
A
est isomorphe, en
tant que K-module topologique, à V n muni de la topologie produit. La projection canonique
πAV : VA = V ⊕ V◦A
→ V
et sa section
σAV : V → V ⊕ V◦A
sont continues. Plus généralement, pour tout ouvert U inclus dans V , on définit le domaine
A-étendu comme étant
TAU :=
(
πAV
)−1
(U) = U × V◦
A
⊂ VA.
Pour tout x dans U , l’ensemble TAxU :=
(
πAV
)−1
({x}) ∼= V◦
A
⊂ TAU est appelé la fibre sur x
ou au-dessus de x.
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Structure des domaines étendus
Comprendre la structure des domaines étendus nous aidera à comprendre la structure des
applications A-polynomiales, et des applications lisses sur A.
Proposition 7.1.1. Soient A une K-algèbre de Weil et V un K-module. Alors VA admet un
drapeau de A-modules
{0} = V◦
Ak+1
⊂ V◦
Ak
⊂ . . . ⊂ V◦
A1
= V◦
A
⊂ VA,
induit par le drapeau canonique de A. Il vérifie pour tout entier naturel i
◦
A · V◦
Ai
⊂ V◦
Ai+1
et A · V◦
Ai
⊂ V◦
Ai
.
Il est appelé drapeau canonique de VA et induit naturellement un drapeau canonique de V◦
A
.
7.1.2 Applications étendues
Applications polynomiales étendues
Soit P : V → W une application K-polynomiale, de degré au plus k. On considère ses
extensions scalaires PA : VA → WA de K à A et P◦
A
: V◦
A
→ W◦
A
de K à
◦
A, au sens de la
définition A.3.1. En particulier, pour un élément de la forme v⊗a, si nous écrivons P =
k∑
i=0
Pi
avec Pi homogène de degré i, alors
PA(v ⊗ a) =
k∑
i=0
(Pi)A(v ⊗ a) =
k∑
i=0
Pi(v)⊗ ai.
Alors PA étend P dans le sens où PA(v⊗ 1) = P (v)⊗ 1, c’est-à-dire que le diagramme suivant
commute
PA ◦ σAV = σAW ◦ P : VA
PA //WA
V
σAV
OO
P
//W
σAW
OO
Cette propriété correspond à la définition de l’extension scalaire dans le livre [Loos 1975] et
dans les articles [Roby 1963] et [Xantcha 2011] .
Notez que le diagramme suivant commute également
P ◦ πAV = πAW ◦ PA : VA
PA //
πAV

WA
πAW

V
P
//W
De la même manière, nous définissons P◦
A
, en remarquant toutefois qu’il n’y a pas dans ce cas
de diagramme commutatif de sections puisqu’il n’existe pas de section naturelle K →
◦
A en
général.
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Applications lisses étendues
Le résultat suivant généralise le théorème 5.2.2 de JkK au cas d’une algèbre de Weil A
arbitraire :
Théorème 7.1.2. (Existence et unicité des foncteurs de Weil). Soit f : U →W une applica-
tion de classe C[∞] sur K et A une K-algèbre de Weil. Alors f admet une unique extension en
une application lisse sur A, notée TAf : TAU → TAW , où le terme « extension » signifie que
le diagramme suivant commute :
TAf ◦ σAU = σAW ◦ f : TAU
TAf // TAW
U
σAU
OO
f
//W
σAW
OO
De plus, la construction est fonctorielle : pour toute application K-lisse g : U ′ → W telle que
f(U) ⊂ U ′, nous avons
TA(g ◦ f) = TAg ◦ TAf.
L’extension TAf de l’application f est appelée application A-tangente ou application éten-
due à A.
Démonstration. 1. Existence de l’extension. Supposons que A = K⊕
◦
A soit de hauteur k.
Pour tout x dans U , nous définissons
TAxf :=
(
Taykxf
)
◦
A
: V◦
A
→W◦
A
comme étant l’extension scalaire de K à
◦
A du polynôme de Taylor Taykxf , et nous posons
TAf : TAU → TAW,
(
x, x◦
A
)
7→
(
f(x),TAxf
(
x◦
A
))
.
(a) Continuité de f . Prouvons tout d’abord que l’application TAf est continue. D’après
le théorème A.3.2, puisque P := Taykxf : V → W est une application polynomiale
continue, son extension scalaire
P◦
A
: V◦
A
→W◦
A
, x◦
A
7→
(
Taykxf
)
◦
A
(
x◦
A
)
est continue. En analysant la preuve du théorème A.3.2, nous voyons que la dépen-
dance en x est également continue, c’est-à-dire que l’application
VA →W◦
A
,
(
x, x◦
A
)
7→
(
Taykxf
)
◦
A
(
x◦
A
)
est continue, et par conséquent, l’application
VA →WA,
(
x, x◦
A
)
7→ TAf
(
x, x◦
A
)
est également continue (voir la remarque A.3.4).
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(b) Fonctorialité de la construction. Pour prouver la fonctorialité, nous utilisons la règle
de composition pour les polynômes de Taylor (voir le théorème 5.3.1, partie (iii)),
ainsi que la nilpotence de
◦
A et le fait que, si P est une application polynomiale
contenant uniquement des termes de degré strictement supérieur à k, alors son
extension P◦
A
est nulle par nilpotence. Nous en déduisons les égalités suivantes
TAx (g ◦ f) = (Taykx(g ◦ f))◦A
=
(
Taykf(x)g ◦ Tay
k
xf mod (deg > k)
)
◦
A
=
(
Taykf(x)g ◦ Tay
k
xf
)
◦
A
=
(
Taykf(x)g
)
◦
A
◦
(
Taykxf
)
◦
A
= TAf(x)g ◦ T
A
xf .
Ainsi TA est un foncteur covariant. Il préserve clairement les produits cartésiens,
au sens où TA(f × g) = TAf × TAg.
(c) Lissité sur A de TAf . Nous allons maintenant prouver que l’application TAf est
lisse sur A. En fait, tous les arguments utilisés dans la preuve du théorème 5.2.2
s’appliquent : TA(K) = K ⊗ A est à nouveau un anneau, et cet anneau est cano-
niquement isomorphe à A lui-même. Les conditions définissant la classe C[1] sur
K peuvent être définies à l’aide d’un diagramme commutatif faisant intervenir des
produits cartésiens. Par conséquent, en appliquant le foncteur TA, qui préserve les
produits cartésiens, nous obtenons un diagramme commutatif similaire sur l’an-
neau A = TAK, où toutes les applications sont remplacées par les applications
A-tangentes. Nous obtenons ainsi
(
TAf
)]1[,A
= TA
(
f ]1[,K
)
.
Comme f [1] est lisse sur K, l’application TA
(
f [1],K
)
est continue d’après les étapes
précédentes de la preuve, et donc l’application
(
TAf
)]1[,A
admet une extension
continue
(
TAf
)[1],A
:= TA
(
f [1],K
)
, ce qui prouve que l’application TAf est de
classe C[1] sur A. Par récurrence, l’application TAf est alors de classe C[∞] sur A.
2. Unicité de l’extension. Fixons uneK-base (a0 = 1, a1, . . . , an) de A et écrivons un élément
de TAU sous la forme x+
n∑
i=1
aivi avec x ∈ U et vi ∈ V .
Soit F une extension lisse sur A de f . Comme F est lisse sur A, nous pouvons utiliser
le développement limité radial d’ordre k + 1 (sans terme constant car
◦
A est nilpotent
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d’ordre k + 1), successivement pour chaque variable vi, 1 ≤ i ≤ n.
F
(
x0 +
n∑
i=1
aivi
)
= F
(
x+
n∑
i=2
aivi + a1v1
)
=
k∑
α1=0
aα11
dα1F (x+
∑n
i=2 aivi)(v1, . . . , v1)
α1!
=
k∑
α1=0
k−α1∑
α2=0
aα11 a
α2
2
dα1+α2F (x+
∑n
i=3 aivi)(v1, . . . , v1, v2, . . . , v2)
α1!α2!
=
∑
0≤α1,...,αn≤k,
n∑
i=1
αi ≤ k
aα11 . . . a
αn
n
d
∑n
i=1 αiF (x)(v1, . . . , v1, . . . , vk, . . . , vk)
α1! . . . αn!
=
∑
α∈Nk,|α|≤k
aα
d|α|F (x)(vα)
α! ,
puisque les évaluations de F et de ses dérivées directionnelles dans la direction de V , en
les éléments de V dépendent seulement de sa restriction à V . Ainsi, nous obtenons
F
(
x+
n∑
i=1
aivi
)
= F (x) +
∑
0 6=α∈Nn,|α|≤k
aαDαv F (x), (7.1.1)
En particulier, F est entièrement déterminée par sa restriction à σAU (U). Or F est une
extension donc F ◦σAU = σAW ◦f est entièrement déterminée par f , ce qui prouve l’unicité.
La formule 7.1.1 permet de décrire la structure des applications lisses sur toute algèbre de
Weil A.
Exemple 7.1.3. Pour A = T2K ' K ⊕ ε1K ⊕ ε2K ⊕ ε1ε2K, où ε21 = 0 = ε22, toute application
F : T2U → T2W lisse sur T2K est de la forme suivante
F (x+ ε1v1 + ε2v2 + ε1ε2v12) = f(x) + ε1 (df(x)v1 + F1(x)) + ε2 (df(x)v2 + F2(x))
+ε1ε2
(
df(x)v12 +
d2f(x)(v1, v2)
2 + F12(x)
)
,
si on suppose que 2 est inversible pour simplifier, où
F (x) =: f(x) + ε1F1(x) + ε2F2(x) + ε1ε2F12(x)
est la décomposition de F en applications f, F1, F2, F12 : U → V . Si F est l’extension de
l’application f à T2K, alors F (x) = f(x) pour tout x dans U , et F est de la forme suivante
F (x+ ε1v1 + ε2v2 + ε1ε2v12)
= f(x) + ε1df(x)v1 + ε2df(x)v2 + ε1ε2
(
df(x)v12 +
d2f(x)(v1, v2)
2
)
.
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7.1.3 Les foncteurs de Weil du point de vue des variétés
Nous allons donner une interprétation en termes de variétés du résultat précédent. Rap-
pelons que le théorème B.1.2 montre qu’une variété est entièrement déterminée par la donnée
de :
1. un K-module topologique V (l’espace modèle),
2. des ouverts (Vij)i,j∈I ⊂ V , où I est un ensemble d’indices discret,
3. des applications (φij)i,j∈I lisses sur K (les changements de cartes) qui satisfont les rela-
tions de cocycle
φii = id et φijφjk = φik (là où elles sont définies).
Si A est une K-algèbre de Weil, alors la catégorieManA des variétés lisses sur A est bien
définie.
Théorème 7.1.4. (Foncteurs de Weil sur les variétés) Il existe un unique foncteur TA :
ManK →ManK, qui coïncide sur les ouverts U des K-modules topologiques, avec l’association
U 7→ TAU , f 7→ TAf décrite au théorème 7.1.2. De plus, ce foncteur est à valeurs dansManA
et préserve les produits cartésiens.
Démonstration. Prouvons l’existence du foncteur. Le foncteur TA associe au K-module topo-
logique V , aux ouverts Vij ⊂ V et aux applications φij lisses sur K, le A-module topologique
TAV , les ouverts TAVij ⊂ TAV et les applications TAφij lisses sur A. Si M est une variété
lisse sur K, modelée sur V et d’atlas (Vij , φij), alors TAV est un modèle et (TAVij ,TAφij) est
un atlas de variété lisse sur A. En effet, comme TA est un foncteur covariant, les applications
TAφij vérifient encore les relations de cocycle. Avec ces données, nous pouvons construire une
variété lisse sur A, que l’on note TAM .
La preuve de l’unicité du foncteur est immédiate, puisqu’une variété est entièrement déter-
minée par son modèle, ses ouverts et ses changements de cartes, d’après le théorème B.1.2.
La variété TAM ainsi définie est appelée variété A-tangente de M ou variété M étendue
à A. Plus généralement, ces variétés sont appelées variétés de Weil.
7.2 Fonctorialité des foncteurs de Weil en les algèbres de Weil
La construction des foncteurs de Weil est non seulement fonctorielle en les variétés, mais
également en les algèbres de Weil. Ainsi, tout morphisme d’algèbres de Weil induit un dif-
féomorphisme entre variétés de Weil. De plus, tout morphisme d’algèbres de Weil induit une
nouvelle structure différentielle sur les variétés de Weil. Ceci permet de faire le lien entre des
notions purement algébriques et des notions de géométrie différentielle.
7.2.1 Préliminaire : structures différentiables
Nous allons étudier les structures différentiables induites sur les variétés lisses par un
morphisme entre deux anneaux de base admissibles. En particulier, nous appliquerons à la
section suivante nos résultats au cas où ce morphisme est un morphisme d’algèbres de Weil.
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Théorème 7.2.1. Soit Φ : A→ B un morphisme d’anneaux topologiques de base admissibles.
Soit E une variété lisse sur B. Alors E admet une structure de variété lisse sur A. De plus,
toute application lisse sur B entre deux variétés lisses sur B est également lisse sur A pour
cette nouvelle structure.
Démonstration. E est une variété lisse sur A car elle est modelée sur un B-module qui hérite
d’une structure de A-module par Φ et parce que les changements de cartes de variété sont
lisses sur A, d’après le théorème 3.1.5.
À nouveau, la lissité par rapport à A peut ainsi s’interpréter comme la restriction à l’anneau
de base admissible Φ(A) ⊂ B de la lissité par rapport à B.
Exemple 7.2.2. Soit A une K-algèbre de Weil. En appliquant le théorème précédent à la pro-
jection πA : A→ K, nous obtenons que toute variété lisse sur K est également une variété lisse
sur A, « de façon triviale », c’est-à-dire que
◦
A n’agit pas.
Notez que, si B = A, et si Φ est un endomorphisme de A, alors toute variété A-lisse admet
deux structures de variétés lisses sur A. Lorsque ce sera nécessaire, nous noterons un indice Φ
pour faire référence à la structure induite par Φ.
Remarque 7.2.3. Soit E une variété lisse sur A. Si l’application F : E → E est lisse sur A, alors
l’application F : E → EΦ n’est pas lisse sur A en général mais l’application F : EΦ → EΦ
l’est.
7.2.2 Applications induites
Théorème 7.2.4. La construction faite au théorème 7.1.4 est fonctorielle en A : si Φ : A→ B
est un morphisme de K-algèbres de Weil, alors Φ définit de manière canonique et fonctorielle,
pour toute variété M lisse sur K, une application ΦM : TAM → TBM , lisse sur A pour la
structure A-différentiable de TBM induite par Φ, telle que, pour toute application f : M → N
lisse sur K, le diagramme suivant commute
TBf ◦ ΦM = ΦN ◦ TAf : TAM
TAf //
ΦM

TAN
ΦN

TBM
TBf
// TBN
.
Démonstration. Pour un ouvert U ⊂ V , nous définissons
ΦU : V ⊗ A ⊃ TAU → V ⊗ B, x⊗ 1 +
n∑
i=1
vi ⊗ ai 7→ x⊗ 1 +
n∑
i=1
vi ⊗ Φ(ai).
Cette application est A-linéaire pour la structure de A-module de V ⊗ B induite par Φ, et
continue et par conséquent, elle est lisse sur A d’après le théorème A.2.4, pour la structure de
A-variété de TBM décrite au théorème 7.2.1. En particulier, la collection des applications ΦU :
TAU → TBU , pour des domaines de cartes U , induit une application lisse ΦM : TAM → TBM
bien définie car ΦU commute avec l’extension scalaire des polynômes (PB ◦ΦU = ΦW ◦PA), et
donc commute également avec les applications étendues, et, par suite, avec les changements
de cartes. Le même argument montre l’égalité
TBf ◦ ΦM = ΦN ◦ TAf.
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Exemple 7.2.5. Le morphisme πA : A→ K d’une K-algèbre de Weil sur sa partie finie induit,
pour toute variété M lisse sur K, une application πAM : TAM →M .
Exemple 7.2.6. Soit A une K-algèbre de Weil. La section σA : K→ A induit, pour toute variété
M lisse sur K, une application σAM : M → TAM .
Exemple 7.2.7. Le flip d’une K-algèbre de Weil A
τA : A⊗ A→ A⊗ A, a⊗ a′ 7→ a′ ⊗ a
induit, pour toute variétéM lisse sur K, le flip canonique A⊗A-lisse τAM : TA⊗AM → TA⊗Aτ M .
Notez que les deux structures de variété lisse sur A ⊗ A sont différentes. Le flip n’est pas un
(A ⊗ A)-difféomorphisme de TA⊗AM , et n’est pas non plus un (A ⊗ A)-difféomorphisme de
TA⊗Aτ M . En revanche, c’est bien sûr toujours un K-difféomorphisme de TA⊗AM .
Exemple 7.2.8. Soit A une K-algèbre de Weil. Alors A ⊗ A est également une K-algèbre de
Weil. Considérons le morphisme de K-algèbres de Weil
µA : A⊗ A→ A, a⊗ a′ 7→ aa′.
Pour toute variété M lisse sur K, l’application induite µAM : TA⊗AM → TAM est lisse sur
A⊗ A.
Exemple 7.2.9. Soit Φ un morphisme de K-algèbres de Weil. Alors A ⊗ B est également une
K-algèbre de Weil. Considérons le morphisme de K-algèbres de Weil suivant
µΦ : A⊗ B→ B, a⊗ b 7→ Φ(a)b.
Pour toute variété M lisse sur K, l’application µΦM : TA⊗BM → TBM est lisse sur A⊗ B.
7.2.3 Les automorphismes canoniques
Le théorème 7.2.4 implique immédiatement que le groupe de Galois AutK(A) agit canoni-
quement par certains automorphismes de TAM , appelés automorphismes canoniques :
AutK(A)× TAM → TAM, (Φ, u) 7→ ΦM (u) .
Cette action commute avec l’action naturelle du groupe des difféomorphismes DiffK(M) :
DiffK(M)× TAM → TAM, (f, u) 7→ TAf(u) .
Voici une liste d’exemples importants d’automorphismes canoniques. Elle correspond aux
exemples 6.2.3.
Exemple 7.2.10. Pour tout r dans K×, l’automorphisme canonique
TK→ TK, x+ εy 7→ x+ εry
induit l’application TM → TM qui correspond à la multiplication par le scalaire r dans chaque
espace tangent. Cet exemple se généralise dans deux directions décrites dans les exemples
suivants.
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Exemple 7.2.11. Par récurrence, l’exemple précédent donne lieu à une action (K×)k par au-
tomorphismes sur les variétés tangentes itérées TkM . L’action du sous-groupe diagonal K×
donne alors l’action cubique ρ[·] de K×.
Exemple 7.2.12. Les automorphismes
JkK→ JkK, P (X) 7→ P (rX),
où r appartient à K×, induisent une action de K× par automorphismes sur JkM .
Exemples 7.2.13. 1. Le flip
TTK→ TTK, x+ ε1y1 + ε2y2 + ε1ε2y12 7→ x+ ε1y2 + ε2y1 + ε1ε2y12
induit un difféomorphisme canonique sur TTM , également appelé le flip. Par récurrence,
nous obtenons une action du groupe symétrique Σk sur TkM .
2. De manière analogue, pour toute K-algèbre de Weil A, l’application
τA : A⊗ A→ A⊗ A, a⊗ a′ 7→ a′ ⊗ a
est un automorphisme appelé le flip généralisé. Le difféomorphisme canonique corres-
pondant
τAM : TA⊗AM → TA⊗AM
est également appelé le flip généralisé.
Pour toute algèbre graduée A, l’application Ra définie au théorème 6.5.6 induit des mor-
phismes sur TAM .
Proposition 7.2.14. Soit A une algèbre de Weil graduée. Pour tout élément a dans A, il existe
un endomorphisme induit par Ra sur toute variété de Weil TAM , et c’est un automorphisme
si et seulement si a est dans A×.
7.2.4 Commutateur
Proposition 7.2.15. Soit A une K-algèbre de Weil et M une variété lisse sur K. Alors
le groupe des A-difféomorphismes DiffA(TAM) est stable sous l’action par conjugaison de
AutK(A).
Démonstration. Soit Ψ un automorphisme d’une K-algèbre de Weil A. SoitM une variété lisse
sur K. Soit F un A-difféomorphisme de TAM . Alors l’application Ψ−1 ◦ F ◦Ψ :
TAM ΨM // TAΨM
F

TAM TAΨMΨ−1M
oo
est un A-difféomorphisme de TAM , d’après les théorèmes 7.2.1 et 7.2.4.
Corollaire 7.2.16. Le groupe commutateur [AutK(A),DiffA(TAM)] est un sous-groupe de
DiffA(TAM).
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7.3 Variétés de Weil des groupes de Lie
Montrons que la structure de groupe de Lie est préservée lorsque nous appliquons un
foncteur de Weil.
Définition 7.3.1. Un groupe de Lie sur K est un groupe muni d’une structure de variété lisse
sur K telle que la multiplication m : G×G→ G et l’inversion i : G→ G soient lisses sur K.
Un morphisme de groupes de Lie sur K est un morphisme de groupes f : H → G lisse sur K.
Théorème 7.3.2. Soient G un groupe de Lie sur K, d’élément neutre e = eG, et A = K⊕
◦
A
une K-algèbre de Weil. Alors les propriétés suivantes sont vérifiées.
1. Le foncteur de Weil TA est un foncteur de la catégorie des groupes de Lie sur K dans
celle des groupes de Lie sur A : GA := TAG est un groupe de Lie sur A, appelé groupe
A-tangent de G, et si f : H → G est un morphisme de groupes de Lie sur K, alors
fA := TAf : HA → GA est un morphisme de groupes de Lie sur A.
2. Tout morphisme Φ : A→ B de K-algèbres de Weil induit un morphisme ΦG : GA → GB
de groupes de Lie sur K (qui est également un morphisme de groupes de Lie sur A si on
considère la structure de A-algèbre de B via Φ). En particulier, le groupe AutK(A) agit
par automorphismes sur GA.
Démonstration. 1. Il suffit d’appliquer le foncteur TA au groupe G, d’élément neutre e, son
produitm et à l’inversion i pour obtenir un groupe TAG, d’élément neutre 0TAeG = σ
A
G(e)
de produit TAm et d’inversion TAi.
2. C’est immédiat.
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Chapitre 8
Fibrés A-tangents de Weil
Soient M une variété lisse sur K, et A une K-algèbre de Weil. Nous avons montré dans la
partie précédente que la variété A-tangente TAM possède une structure de variété lisse sur A.
En fait, TAM possède une structure de fibré sur M , noté πAM : TAM → M . Ce fibré est un
fibré polynomial, c’est-à-dire que les changements de cartes sont des applications polynomiales
fibre à fibre. De plus, les changements de cartes sont sans terme constant, ce qui munit chaque
fibre d’un point de base canonique. Ceci implique l’existence d’une section naturelle, appelée
section nulle, et notée σAM : M → TAM .
Ce fibré est un fibré A-lisse, pour la lissité sur A deM obtenue par restriction scalaire de A
à K. Nous étudions la structure des applications lisses sur A entre deux variétés A-tangentes et
montrons que toute application F : TAM → TAN lisse sur A entre deux variétés A-tangentes
induit une application
f := πAN ◦ F ◦ σAM : M → N (8.0.1)
telle que (F, f) soit un morphisme de fibrés A-lisses, ce qui se traduit par la commutativité
du diagramme suivant :
TAM F //
πAM

TAN
πAN

M
f
// N
Réciproquement, toute application f : M → N lisse sur K se relève de manière unique en une
application TAf : TAM → TAN lisse sur A telle que le diagramme suivant commute
TAM T
Af // TAN
M
f
//
σAM
OO
N
σAN
OO (8.0.2)
de sorte que (TAf, f) soit un morphisme de fibrés A-lisses qui commute avec les sections. On
parle de morphisme de fibrés avec sections.
Une fois la structure du fibré analysée, nous considérons son groupe des automorphismes.
Nous prouvons que l’ensemble XA(M) des sections du fibré TAM → M est muni d’une
structure de groupe, isomorphe au groupe InfAutA(TAM) des difféomorphismes du fibré
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TAM → M qui préservent les fibres. Puis nous montrons que le groupe DiffA(TAM) des
A-difféomorphismes de TAM est le produit semi-direct du groupe XA(M) des sections de
TAM et du groupe DiffK(M) des K-difféomorphismes sur M . Pour cela, nous montrons que
la suite de groupes suivante est exacte scindée
XA(M) 
 // DiffA(TAM) // // DiffK(M)ii ,
où l’injection correspond à l’isomorphisme entre XA(M) et InfAutA(TAM) ⊂ DiffA(TAM), où
la surjection est l’application F 7→ f décrite en (8.0.1), et où la section correspond à (8.0.2).
Si la variété G possède une structure supplémentaire de groupe de Lie, alors TAG possède
également une structure de groupe de Lie, dont nous étudierons l’algèbre de Lie.
Nous terminons ce chapitre par un résultat fondamental : le lien entre les constructions
algébriques sur les algèbres de Weil et les constructions sur les fibrés de Weil associés. Nous
montrons en particulier que le fibré de Weil TA⊕KBM associé à la somme de Whitney de
deux algèbres de Weil A et B correspond au produit fibré TAM ×M TBM sur M et que le
fibré TA⊗BM associé au produit tensoriel de deux algèbres de Weil A et B correspond à la
composition
(
TB ◦ TA
)
M .
8.1 Fibrés A-tangents
8.1.1 Lissité et polynomialité
Les généralités sur les fibrés, notamment les définitions des fibrés lisses sur K et des fibrés
polynomiaux, sont données dans l’annexe B.
Nous avons déjà mentionné que, dans le cas de l’anneau tangent A = TK, le foncteur de
Weil est un foncteur vectoriel, c’est-à-dire un foncteur qui associe à chaque variété M un fibré
vectoriel sur M : le fibré tangent TM . Il est facile de montrer que c’est un fibré lisse sur K. Il
existe en fait sur ce fibré une structure différentiable plus forte que la lissité sur K : l’espace
total TM est lui-même une variété lisse sur TK. De même, nous montrerons que les fibrés
A-tangents TAM sont des fibrés A-lisses, où l’on considère (par restriction scalaire de A à K)
la base M comme variété A-lisse. La structure vectorielle des fibres de TM se généralise en
une structure polynomiale des fibres de TAM , de degré la hauteur de l’algèbre de Weil A.
Théorème 8.1.1 (Les fibrés A-tangents). Soit M une variété lisse sur K, modelée sur V et
A = K⊕
◦
A une K-algèbre de Weil de hauteur k. Alors πAM : TAM →M est un fibré A-lisse et
A-polynomial de degré k sans terme constant, sur M , de fibre type V◦
A
= V ⊗K
◦
A. Ce fibré est
appelé fibré A-tangent de M .
Comme TAM est un fibré polynomial sans terme constant, il possède une section naturelle,
dite section nulle : σAM . On notera 0Ax := σAM (x) le point de base ou A-vecteur nul de TAxM .
On notera également 0AM le sous-ensemble σAM (M) de TAM . Notez qu’en particulier, si
◦
A est
nilpotent d’ordre 2, alors TAM est un fibré vectoriel sur M .
Démonstration. 1. Lissité sur A. Nous avons vu au théorème 7.1.4 que TAM est une variété
lisse sur A. D’après le théorème 7.2.1, les morphismes d’algèbres de Weil πA : A→ K et
sa section σA : K→ A induisent respectivement l’application πAM : TAM →M , lisse sur
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A, et sa section σAM : M → TAM , lisse sur K. La structure de variété A-lisse de M est
obtenue par restriction scalaire de A à K, c’est-à-dire que c’est la structure induite par
la projection πA : A→ K.
2. Trivialité locale. Montrons que ce fibré est bien localement trivial, de fibre type V◦
A
, et
que les changements de cartes de fibré sont polynomiaux en les fibres. L’atlas de fibré
est déterminé par le K-atlas (Ui, φi) de variété de M et par les A-difféomorphismes
αi :
(
πA
)−1
(Ui) = Ui × V◦
A
→ Vi × V◦
A
,
(
x, x◦
A
)
7→ TAf
(
x, x◦
A
)
=
(
f(x),
(
Taykxf
)
◦
A
(
x◦
A
))
.
πAM : TAM →M est donc bien un fibré A-lisse sur la base M .
3. Polynomialité. Les applications
V◦
A
→ V◦
A
, x◦
A
7→
(
Taykxf
)
◦
A
(
x◦
A
)
sont A-polynomiales de degré au plus k et sans terme constant. Elles définissent par
conséquent un fibré A-polynomial de degré k sans terme constant sur M . En particulier,
si
◦
A est nilpotent d’ordre 2, alors TAM → M est un fibré polynomial de degré 1 sans
terme constant, c’est-à-dire un fibré vectoriel.
Exemples 8.1.2. Soit M une variété lisse sur K.
1. Le fibré tangent itéré k fois TkM est un fibré polynomial de degré k surM . En particulier,
le fibré tangent TM est un fibré vectoriel.
2. Le fibré des k-jets JkM est un fibré polynomial de degré k sur M .
3. Le fibré WknM des (k, n)-vitesses est un fibré polynomial de degré k sur M .
8.1.2 Groupes structuraux
Rappelons (voir la définition B.3.1) ce qu’est un groupe structural pour un fibré π : E →M
lisse sur K, avec atlas, de fibre type F . On dit qu’un groupe G, muni d’une action ρ : G →
Bij(F ) est un groupe structural du fibré E → M si et seulement si ρ(G) ⊂ DiffK(F ) et si les
changements de cartes de fibré sont fibre à fibre des éléments de ρ(G). Le groupe structural
maximal est le groupe DiffK(F ). Le groupe structural minimal Gmin est le groupe engendré
par les (restrictions aux fibres des) changements de cartes. Notez que le groupe structural
minimal dépend de l’atlas de fibré, alors que le groupe structural maximal n’en dépend pas.
Les actions de ces deux groupes sur la fibre type F sont les actions naturelles. Ainsi, les groupes
structuraux sont les groupes G munis d’une action ρ sur F tels
Gmin ⊂ ρ(G) ⊂ DiffK(F ).
Nous allons considérer dans cette section des groupes structuraux du fibré TAM → M , afin
de mieux comprendre sa structure. Dans toute la suite, k désigne la hauteur de A.
Exemples 8.1.3. Considérons le fibré tangent TM sur M . Alors les groupes suivants, munis de
leurs actions naturelles sur la fibre type V , sont des groupes structuraux du fibré tangent :
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1. Le groupe structural minimal Gmin, engendré par les différentielles des changements de
cartes de variété de M (la restriction à la fibre en un point x d’un changement de carte
ϕ est la différentielle de ϕ au point x).
2. Le groupe général linéaire GL(V ).
3. Le groupe affine GA(V ), qui est produit semi-direct du groupe abélien des translations
de V et du groupe GL(V ).
4. Le groupe structural maximal DiffK(V ).
La fibre type du fibré πAM : TAM →M est V◦A
' TA0 V .
Proposition 8.1.4. Soient A une K-algèbre de Weil et M une variété lisse sur K. Alors le
groupe GPkK(V )0 (voir définition A.2.1) est un groupe structural du fibré TAM → M (muni
de l’ atlas obtenu par extension d’un atlas de variété de M), pour l’action ρ définie par
GPkK(V )0 × V◦A
→ V◦
A
, (P,v) 7→ ρ(P )v := P◦
A
(v).
Rappelons que le groupe GPkK(V )0 est le groupe des applications K-polynomiales de V
dans V , de degré au plus k et sans terme constant, et inversibles pour la loi de composition
tronquée à l’ordre k.
Démonstration. Les changements de cartes de fibré de TAM →M sont de la forme
U × V ⊗
◦
A→ U × V ⊗
◦
A,
(
x,v ◦
A
)
7→
(
ϕ(x),
(
Taykxϕ
)
◦
A
(
v ◦
A
))
,
où ϕ est un changement de carte de variété de M . Leurs restrictions en un point x de M sont
de la forme
V ⊗
◦
A→ V ⊗
◦
A, v ◦
A
7→
(
Taykxϕ
)
◦
A
(
v ◦
A
)
.
et correspondent à l’extension
(
Taykxf
)
◦
A
du polynôme de Taylor Taykxf d’ordre k des chan-
gements de cartes (inversibles) de variété de la base M . Or un tel polynôme est lui-même
inversible, de degré k et sans terme constant. Ainsi, ρ
(
GPkK(V )0
)
contient bien le groupe
structural minimal. Notez que ceci est vrai quel que soit l’atlas de fibré de TAM obtenu
par extension d’un atlas de variété de M . De plus, les extensions à
◦
A des applications K-
polynomiales continues sur V sont A-polynomiales continues d’après le théorème A.3.1 et
donc lisses sur A d’après le théorème A.2.4, ce qui prouve que le groupe GPkK(V )0 agit de
manière A-lisse, c’est-à-dire que ρ
(
GPkK(V )0
)
est contenu dans DiffA
(
V◦
A
)
.
Exemples 8.1.5. 1. Pour A = TK, le fibré TAM → M est le fibré tangent TM . Le groupe
GP1K(V )0 est le groupe linéaire GL(V ) de la fibre type V .
2. Pour A = T2K, le fibré TAM →M est le fibré double tangent TTM . Le groupe GP2K(V )0
est le groupe polynomial de degré 2 sans terme constant de la fibre type V . Si 2 est
inversible dans K, ce groupe se décompose de la manière suivante :
GP2(V )0 = GL(V )× Bil(V × V, V ).
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Son action sur la fibre type est la suivante :
(
GL(V )× Bil(V × V, V )
)
× V ⊗
◦
T2K→ V ⊗
◦
T2K,
(
(L, b), (ε1v1 + ε2v2 + ε1ε2v12)
)
7→
(
ε1L(v1) + ε2L(v2) + ε1ε2 (L(v12) + b(v1, v2))
)
.
Les fonctions de transition sont déterminées par :
U → GL(V )× Bil(V × V, V ), x 7→
(
df(x), d
2f(x)
2
)
.
Corollaire 8.1.6. Soient A une K-algèbre de Weil et M une variété lisse sur K. Alors le
groupe GPkA(VA)V◦
A
des applications A-polynomiales qui préservent V◦
A
est un groupe structural
du fibré TAM →M pour l’action ρ′ par restriction suivante
GPkA(VA)V◦
A
× V◦
A
→ V◦
A
, (P,v) 7→ ρ′(P )v := P|V◦
A
(v).
Démonstration. Ce groupe agit clairement de manière K-lisse. De plus, la proposition A.4.1
montre que le groupe GPkA(VA)V◦
A
est produit semi-direct du groupe GPkK(V )0 et du groupe
PolkK
(
V, V◦
A
)
et donc en particulier contient GPkK(V )0. Finalement, nous obtenons
Gmin ⊂ ρ
(
GPkK(V )0
)
⊂ ρ′
(
GPkA(VA)V◦
A
)
⊂ DiffA
(
V◦
A
)
.
Exemple 8.1.7. Pour A = TK, le fibré TAM → M est le fibré tangent TM . Le groupe
GP1K(VA)V◦
A
est le groupe affine GA(V ) de la fibre type V .
Le groupe GPkA(VA)V◦
A
est une généralisation du groupe affine, au sens où il est produit
semi-direct du groupe polynomial sans terme constant GPkK(V )0, qui généralise le groupe
linéaire, et du groupe PolkK
(
V, V◦
A
)
, qui généralise le groupe des translations. Cependant, ce
dernier groupe n’est pas commutatif en général.
8.1.3 Morphismes de fibrés A-tangents
Le théorème ci-dessous décrit la structure des applications lisses sur A entre deux variétés
A-tangentes. Il montre que toute application lisse sur A entre deux variétés A-tangentes induit
un morphisme de fibrés A-lisses et que tout morphisme de fibrés A-lisses entre deux variétés
A-tangentes est A-polynomial fibre à fibre.
Théorème 8.1.8. Soit A une K-algèbre de Weil. Soient M et N deux variétés lisses sur K.
Soit F : TAM → TAN une application lisse sur A. Alors les propriétés suivantes sont vérifiées.
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1. F préserve les fibres sur M et N , c’est-à-dire qu’il existe une unique application f dans
C∞K (M,N) telle que F soit sur f , c’est-à-dire telle que le diagramme suivant commute :
TAM F //
πAM

TAN
πAN

M
f
// N
2. F agit de manière A-polynomiale fibre à fibre, éventuellement avec terme constant.
3. F est entièrement déterminée par sa valeur sur σAM (M) et vérifie
F = µAN ◦ TA(F ◦ σAM ),
où µAN : TA⊗AN → TAN est l’application lisse sur A définie dans l’exemple 7.2.8, induite
par le morphisme de K-algèbres de Weil µA : A ⊗ A → A, a ⊗ a′ 7→ aa′. Le diagramme
suivant commute :
TA⊗AM T
AF // TA⊗AN
µAN
TAM
TAσAM
OO
F
// TAN
(F, f) est alors un morphisme de fibrés A-lisses.
Démonstration. Notons k la hauteur de A. Fixons une K-base (a0 = 1, a1, . . . , an) de A. Dans
une carte, on écrit un élément de TAU , où U ⊂ V , sous la forme x +
n∑
i=1
aivi avec x ∈ U et
vi ∈ V . D’après le point (4) de la preuve du théorème 7.1.2, nous obtenons l’équation (7.1.1) :
F
(
x+
n∑
i=1
aivi
)
= F (x) +
∑
06=α∈Nn,|α|≤k
aαDαv F (x).
Or, d’après le théorème 5.1.3, pour tout multi-indice α, l’application v 7→ Dαv F (x) est A-
polynomiale, multi-homogène de multi-degré α donc est polynomiale de degré |α| ≤ k. En
décomposant F ◦ σAM par rapport à la K-base de A, c’est-à-dire, en écrivant
F ◦ σAM (x) =
n∑
i=0
aiFi(x),
où Fi est une application de U dans V ⊗ 1 ' V , alors la formule prend la forme suivante :
F
(
x+
n∑
i=1
aivi
)
= f(x) +
n∑
i=1
aiFi(x) +
n∑
i=0
∑
0 6=α∈Nn,|α|≤k
aαaiD
α
v Fi(x), (8.1.1)
où F0 =: f = πAN ◦ F ◦ σAM est une application lisse sur K. Ainsi, F envoie la fibre au point x
dans la fibre au point f(x). Finalement, F agit fibre à fibre et de manière A-polynomiale en
les fibres, de degré au plus k, le terme constant correspondant à la fibre en x étant donné par
n∑
i=1
aiFi(x).
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La formule (7.1.1) montre également que toute application F lisse sur A entre TAM et
TAN ne dépend que de sa valeur sur σAM (M) :
F = µAN ◦ TA
(
F ◦ σAM
)
.
En effet, dans des cartes U de M et W de N , nous avons
TA(F ◦ σAU )
(
x⊗ 1 +
n∑
i=1
vi ⊗ ai
)
= F (x)⊗ 1 +
∑
06=α∈Nn,|α|≤k
Dαv F (x)⊗ aα
= f(x)⊗ 1⊗ 1 +
n∑
i=1
Fi(x)⊗ ai ⊗ 1 +
n∑
i=0
∑
0 6=α∈Nn,|α|≤k
Dαv Fi(x)⊗ ai ⊗ aα.
Donc
µAW ◦ TA
(
F ◦ σAU
)(
x+
n∑
i=1
vi ⊗ ai
)
= f(x)⊗ 1 +
n∑
i=1
Fi(x)⊗ ai +
n∑
i=0
∑
0 6=α∈Nn,|α|≤k
Dαv Fi(x)⊗ aiaα.
En particulier, le point (3) montre que l’application
C∞A (TAM,TAN)→ C∞K (M,TAN), F 7→ F ◦ σAM (8.1.2)
est un isomorphisme, d’inverse f 7→ µAN ◦ TAf .
Exemple 8.1.9. Soit A l’anneau double tangent T2K ' K ⊕ ε1K ⊕ ε2K ⊕ ε1ε2, ε2i = 0. Alors
toute application F : T2U → T2W lisse sur T2K est de la forme
F (x+ ε1v1 + ε2v2 + ε1ε2v12) = f(x) + ε1 (df(x)v1 + F1(x)) + ε2 (df(x)v2 + F2(x))
+ε1ε2
(
df(x)v12 +
d2f(x)(v1, v2)
2 + F12(x)
)
,
si on suppose que 2 est inversible pour simplifier, où
F (x) =: f(x) + ε1F1(x) + ε2F2(x) + ε1ε2F12(x)
est la décomposition de F en applications f, F1, F2, F12 : U → V . On retrouve ainsi la partie
polynomiale de degré 2 df(x)v12 + d2f(x)(v1, v2) + F12(x), composée de la partie bilinéaire
d2f(x)(v1, v2)
2 , de la partie linéaire df(x)v12 et de la partie translation F12(x).
8.1.4 Morphismes de fibrés A-tangents avec sections
Le théorème suivant prouve l’unicité de l’extension des applications lisses sur K en des
applications lisses sur A. Plus précisément, il montre que toute application f lisse sur K, entre
deux variétés lisses sur K, se relève de manière unique en un morphisme de fibrés A-lisses avec
sections entre les fibrés A-tangents.
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Théorème 8.1.10. Soit A une K-algèbre de Weil. Soient M et N deux variétés lisses sur
K. Soit f : M → N une application lisse sur K. Alors TAf est l’unique application A-lisse
F : TAM → TAN sur f telle que le diagramme suivant commute :
TAM F // TAN
M
f
//
σAM
OO
N
σAN
OO
(TAf, f) est alors un morphisme de fibrés A-lisses avec sections. De plus, ce morphisme est
polynomial fibre à fibre et ce, sans terme constant.
Démonstration. C’est une conséquence directe du théorème 7.1.2.
Finalement, tout morphisme de fibrés A-lisses entre deux variétés A-tangentes est polyno-
mial fibre à fibre, et est de plus sans terme constant si et seulement si c’est un morphisme
avec sections.
Exemples 8.1.11. 1. Pour A = TK ' K⊕εK, avec ε2 = 0, toute application F : TM → TN
lisse sur TK et qui commute avec les sections est de la forme
F (x+ εv) = F (x) + εdf(x)v = f(x) + ε (df(x)v) .
On retrouve ainsi pour chaque fibre en x la partie polynomiale de degré 1 sans terme
constant (linéaire) df(x)v.
2. Pour A = T2K ' K⊕ ε1K⊕ ε2K⊕ ε1ε2, avec ε2i = 0, toute application F : T2M → T2N
lisse sur T2K et qui commute avec les sections est de la forme
F (x+ ε1v1 + ε2v2 + ε1ε2v12) = f(x) + ε1 (df(x)v1) + ε2 (df(x)v2)
+ε1ε2
(
df(x)v12 + d2f(x)(v1, v2)
)
.
On retrouve ainsi la partie polynomiale de degré 2 sans terme constant df(x)v12 +
d2f(x)(v1, v2).
Notez que, contrairement à l’exemple 8.1.9, les applications F1, F2 et F12 sont nulles.
8.1.5 Unicité des foncteurs de Weil
Rappelons qu’un foncteurMan→ Bun est dit fibré si c’est une section du foncteur cano-
nique Bun→Man qui projette un fibré sur sa base.
Théorème 8.1.12. Soit A une K-algèbre de Weil. Alors TA :ManK → SBunAK est l’unique
foncteur fibré dans la catégorie des fibrés A-lisses avec sections qui coïncide sur les ouverts U
des K-modules topologiques avec l’association U 7→ TAU = U × V◦
A
.
Démonstration. D’après le théorème précédent, TA est bien un tel foncteur. L’unicité est une
conséquence directe du théorème 7.1.4 et de l’unicité du relèvement des applications K-lisses
en morphismes de fibrés A-lisses avec sections vue au théorème précédent.
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8.2 Groupes des difféomorphismes des fibrés A-tangents
Le but de cette section est de prouver d’une part que l’ensemble XA(M) des sections du
fibré πAM : TAM → M possède une structure de groupe, et, d’autre part, que le groupe des
A-difféomorphismes de TAM est produit semi-direct du groupe des K-difféomorphismes de M
et du groupe des sections XA(M).
8.2.1 Groupe des sections
Soient A une K-algèbre de Weil et M une variété lisse sur K.
Dans le cas où A = K[X]/
(
X2
)
, c’est-à-dire dans le cas du foncteur tangent T, l’ensemble
des champs de vecteurs sur M , c’est-à-dire des sections de TM → M , possède une structure
naturelle de groupe commutatif, isomorphe au groupe des translations fibre à fibre dans le
fibré tangent. Nous allons donner une généralisation de cet ensemble pour toute algèbre de
Weil A et nous allons montrer que l’ensemble XA(M) des sections de TAM → M possède
également une structure de groupe, non commutatif en général.
Considérons l’application
C∞A (TAM,TAN)  C∞K (M,N), F 7→ f := πAN ◦ F ◦ σAM ,
décrite au théorème 8.1.8, et qui est compatible avec la composition. Dans le cas où M = N ,
l’ensemble C∞K (M,M) possède une structure de monoïde d’élément neutre idM . Une question
naturelle est alors de se demander quel est le noyau de ce morphisme de monoïde. Nous allons
montrer que c’est précisément le groupe XA(M).
Définition 8.2.1. 1. On définit l’ensemble XA(M) des champs de A-vecteurs deM comme
étant l’ensemble des sections lisses sur K du fibré πA : TAM → M . Dans une carte de
fibré, X est de la forme
X : U → U ×
(
V ⊗
◦
A
)
, x 7→ x+
n∑
i=1
Xi(x)⊗ ai,
où (a0 = 1, a1, . . . , an) est une K-base de A, et où, pour tout entier 1 ≤ i ≤ n, Xi : U →
V est un champ de TK-vecteurs sur U , c’est-à-dire un champ de vecteurs usuel.
2. On définit le groupe des automorphismes infinitésimaux de TAM , parfois appelé groupe
A-infinitésimal de M , noté InfAutA(TAM), comme étant le groupe des automorphismes
A-lisses de TAM au-dessus de M , c’est-à-dire que
InfAutA(TAM) := {F ∈ DiffA(TAM) | πAM ◦ F = πAM}
est le sous-groupe des éléments de DiffA(TAM) qui préservent les fibres.
Théorème 8.2.2. Soient A une K-algèbre de Weil et M une variété lisse sur K.
1. Tout champ de A-vecteurs X admet une unique extension en une application XA :
TAM → TAM lisse sur A, où le terme « extension » signifie que XA ◦ σAM = X.
2. L’ensemble XA(M) des A-sections deM possède une structure A-polynomiale sans terme
constant, naturelle, définie point par point à l’aide de celle des fibres de TAM . C’est-à-
dire que la notion d’application polynomiale dans XA(M) est bien définie.
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3. L’ensemble XA(M) des champs de A-vecteurs est canoniquement isomorphe au groupe A-
infinitésimal InfAutA(TAM) de M , ce qui le munit d’une structure canonique de groupe.
L’isomorphisme est donné par :
InfAutA(TAM) 
 // // XA(M), F 7→ X := F ◦ σAM .
Démonstration. 1. Le point (3) du théorème 8.1.8 montre que l’application
C∞K (M,TAN)
  // // C∞A (TAM,TAN), F 7→ µAN ◦ TAF
est un isomorphisme. En particulier, toute application X : M → TAM lisse sur K admet
une unique extension XA = µAM ◦ TAX en une application XA : TAM → TAM lisse sur
A.
2. Toute fibre de πAM : TAM → M possède une structure de variété A-polynomiale, sans
terme constant.
3. L’extension XA de X est au dessus de
πAM ◦XA ◦ σAM = πAM ◦X = idM .
Par conséquent, elle préserve les fibres. De plus, si F : TAM → TAM est une application
lisse sur A qui préserve les fibres, alors X := F ◦ σAM : M → TAM est clairement une
section lisse sur K.
Jusqu’à présent, nous avons montré que X 7→ XA est une bijection de XA(M) dans le
monoïde des applications F : TAM → TAM lisses sur A et au-dessus de M . Il reste à
prouver que toute telle application est un A-difféomorphisme. Dans un premier temps, on
transfère le produit associatif de monoïde de XA(M) en définissant le produit associatif
de sections
X · Y := XA ◦ Y = XA ◦ Y A ◦ σAM .
L’élément neutre est idTAM , l’extension de σAM . Montrons que, pour toute section X, il
existe une section X−1 telle que X ·X−1 = X−1 ·X = σAM .
Dans une carte, nous avons
XA(x,v) =
(
x,X(x) + v + µAU ◦
(
TaykxX◦A
)
◦
A
(v)
)
.
En effet, en décomposantX sous la formeX = XK+X◦
A
, avecXK = idU etX◦
A
: U → V◦
A
,
nous obtenons
XA
(
x+
n∑
i=1
aivi
)
=
∑
α∈Nn,|α|≤k
aαDαvXK(x) +
∑
α∈Nn,|α|≤k
aαDαvX◦A
(x).
Or DαvXK(x) = v si |α| = 1 et 0 si |α| > 1. On obtient finalement
XA
(
x+
n∑
i=1
aivi
)
= X(x) + v +
∑
06=α∈Nn,|α|≤k
aαDαvX◦A
(x).
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Notons que Dα· X◦A
(x) est nilpotente si α 6= 0. Considérons l’application
LX : XA(M)→ XA(M), Y 7→ X · Y.
Dans une carte, nous avons, en tout point x de M ,
X · Y (x) = XA
(
x, Y◦
A
(x)
)
=
(
x,X(x) + Y◦
A
(x) + µAU ◦
(
TaykxX◦A
)
◦
A
(
Y◦
A
(x)
))
.
L’application LX est par conséquent A-polynomiale pour la structure polynomiale de
XA(M) définie au point précédent. C’est la composée de la translation fibre à fibre parX,
et de la somme de l’identité et d’une application nilpotente. Or d’après le théorème A.2.2,
une application A-polynomiale est inversible si et seulement si sa partie A-linéaire est
inversible. La partie linéaire de LX est la somme de l’identité et d’une application linéaire
nilpotente g. Cette partie linéaire est unipotente donc inversible d’inverse
k∑
i=0
(−1)igi.
Finalement, LX est bien inversible. On note (LX)−1 l’inverse de LX et on pose X−1 :=
(LX)−1 ◦ σAM . Alors on a
X ·X−1 = LX ◦ (LX)−1 ◦ σAM = σAM .
Donc X possède un inverse à droite. De même, en considérant la multiplication RX des
champs de A-vecteurs à droite par X, on montre que X admet un inverse à gauche.
Finalement, X est bien inversible dans XA(M), d’inverse
(LX)−1 ◦ σAM = (RX)
−1 ◦ σAM .
Le groupe XA(M) n’est pas commutatif en général. En revanche, si A est une K-algèbre
de Weil de hauteur 2, alors le groupe XA(M) est commutatif et est isomorphe au groupe des
translations fibre à fibre dans le fibré vectoriel TAM → M . En effet, dans ce cas, l’extension
à
◦
A de X◦
A
est nulle et l’extension XA s’écrit alors XA(x,v) 7→ (x,X(x) + v).
8.2.2 Groupes de difféomorphismes
Soient A une K-algèbre de Weil et M une variété K-lisse modelée sur V . Le théorème
suivant donne la structure du groupe DiffA(TAM) des A-difféomorphismes de TAM .
Théorème 8.2.3. La suite de monoïdes suivante est exacte et scindée
XA(M) 
 // C∞A (TAM,TAM) // // C∞K (M,M)jj ,
la section étant donnée par C∞K (M,M)→ C∞A (TAM,TAM), f 7→ TAf . Le groupe DiffA(TAM)
est un produit semi-direct de XA(M) et de DiffK(M) : par restriction aux applications inver-
sibles, il existe une suite exacte scindée de groupes
XA(M) 
 // DiffA(TAM) // // DiffK(M)ii .
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Démonstration. L’injection est celle donnée dans le théorème 8.2.2 et la surjection est celle
donnée dans le théorème 8.1.8. L’exactitude est une conséquence du théorème 8.2.2 (3).
Corollaire 8.2.4. En tant qu’ensemble, DiffA(TAM,TAN) = DiffK(M,N) × XA(M). Plus
précisément, tout A-difféomorphisme F : TAM → TAN est de la forme TAf ◦XA, où XA est
l’extension d’un élément de XA(M), et où f := πAM ◦ F ◦ σAM .
Démonstration. Soit F : TAM → TAN un A-difféomorphisme. Alors l’application TAf−1 ◦F :
TAM → TAM , où f := πAM ◦ F ◦ σAM , est une application A-lisse au-dessus de M et donc est
l’extension d’une section X ∈ XA(M) lisse sur K.
8.3 Fibrés A-tangents des groupes de Lie
Rappelons-nous de la définition 7.3.1 des groupes de Lie sur K. Considérons le fibré A-
tangent d’un groupe de Lie G et étudions sa structure de groupe. Pour cela, il nous faut
considérer la fibre de TAG en l’élément neutre e de G. Dans le cas tangent usuel, cette fibre
correspond à l’algèbre de Lie g de G.
8.3.1 Groupes A-tangents
Théorème 8.3.1. Soient G un groupe de Lie sur K d’élément neutre e := eG et A = K⊕
◦
A
une K-algèbre de Weil. Alors, en notant TAG =: GA, nous avons
1. Nous avons la suite exacte scindée suivante :
0 → GAe :=
(
πA
)−1
(e) → GA  G → 1 ,
où GAe :=
(
πA
)−1
(e). Le groupe GA est le produit semi-direct GA = G nAdA G
A
e , où
AdA(g) := TAe cg, cg désignant la conjugaison par un élément g dans G.
2. Le groupe AutK(A) agit par K-automorphismes de GA et de GAe .
3. En tant que fibré sur G, GA est trivialisable, de fibre type GAe . On dit que G est A-
parallélisable.
Démonstration. (1) et (2) sont immédiats.
(3) Il existe deux trivialisations naturelles : celle à droite
GA → G×GAe , Ug 7→
(
g,TAe rg−1Ug
)
et celle à gauche
GA → G×GAe , Ug 7→
(
g,TAe lg−1Ug
)
,
où rg et lg désignent la multiplication à droite et à gauche dans G par un élément g. Dans la
suite, nous utiliserons toujours la trivialisation à droite.
Exemple 8.3.2. Dans le cas tangent usuel, nous avons la suite exacte scindée suivante
g 
 // TG // // Gff .
En tant que fibré, TG est trivialisable de fibre type g l’algèbre de Lie de G et la structure de
groupe est donnée par TG = GnAd g où Ad est la représentation adjointe usuelle.
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Le produit est défini par :
T(g,h)m(Ug, Vh) = T(g,h)m((Ug, 0h) + (0, Vh))
= T(g,h)m(Ug, 0) + T(g,h)m(0g, Vh) par linéarité de Tm
= Tgrh(Ug) + Thlg(Vh).
Définition 8.3.3. Un groupe (K-)polynomial de degré k est un K-module M muni d’une loi
de groupe m : M ×M → M tel que 0 soit l’élément neutre et tel que, pour tout entier j, les
multiplications itérées et l’inversion
m(j) : M j →M, (a1, . . . , aj) 7→ a1 · · · aj et i : M →M, x 7→ x−1
soient des applications polynomiales de degré au plus k.
Théorème 8.3.4. Soit A = K⊕
◦
A une K-algèbre de Weil de hauteur k, et soit GAe le noyau
du morphisme πAG : GA → G.
1. Relativement à toute carte de fibré TAU (où U ⊂ G est un domaine de carte contenant
e), le groupe GAe est un groupe polynomial de degré k.
2. Si A est une algèbre de Weil de hauteur 2, c’est-à-dire si
◦
A est une algèbre munie du
produit nul, alors GAe , relativement à toute carte de fibré comme ci-dessus, est un groupe
de Lie abélien, isomorphe au groupe additif du K-module V◦
A
= V ⊗K
◦
A.
Démonstration. Soit mV : V × V ⊃ U → V l’application de multiplication de G dans la
carte V . Dans cette carte, l’application de multiplication de JkG est donné par Jk(mV ). Ses
composantes sont données par les applications polynomiales de degré j suivantes
v 7→ Jjm((e, e),v, 0, . . . , 0).
8.3.2 Algèbres de Lie
Les algèbres de Lie des groupes de Lie A-tangents et leurs crochets de Lie s’expriment en
fonction de l’algèbre de Lie et du crochet de Lie usuels, c’est-à-dire correspondant au foncteur
de Weil T. Définissons l’algèbre de Lie d’un groupe de Lie. Pour cela, nous suivons l’approche
usuelle par les champs de vecteurs invariants à gauche. Commençons par définir le crochet de
Lie des champs de vecteurs. On a alors le théorème suivant.
Théorème 8.3.5. Il existe une unique structure de K-algèbre de Lie sur XTK(M) telle que
pour tous champs X,Y dans XTK(M), et dans toute carte, on ait
[X,Y ](x) = dX(x)Y (x)− dY (x)X(x).
La proposition suivante est alors vérifiée.
Proposition 8.3.6. Soit f : M → N une application lisse sur K entre deux variétés. Soient
X et Y deux champs de A-vecteurs sur M , f -reliés respectivement à X ′ et Y ′, deux champs
de vecteurs sur N . Alors [X,Y ] est f -relié à [X ′, Y ′].
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Définition 8.3.7. Un champ de vecteurs X de XTK(G) est dit invariant à gauche si, pour
tout élément g de G,
X ◦ lg = Tlg ◦X,
où lg désigne la multiplication à gauche par g dans G.
L’ensemble des champs de vecteurs invariants à gauche est noté XLTK(G). De même, nous
définissons l’ensemble XRTK(G) des champs de vecteurs invariants à droite.
Les champs de vecteurs invariants à gauche sont précisément les champs de vecteurs lg-
reliés à eux-mêmes pour tout g dans G.
Proposition 8.3.8. L’ensemble XLTK(G) des champs des vecteurs invariants à gauche est en
bijection avec la fibre TeG via l’application d’évaluation en e :
XLTK(G)→ TeG, X 7→ X(e).
Démonstration. Si un champ de vecteurs X est invariant à gauche, alors X(g) = X ◦ lg(e) =
TelgX(e), donc l’évaluation en e est injective sur l’ensemble XLTK(G). Montrons la surjectivité :
soit U dans TeG. Alors la multiplication rU : TG→ TG à droite par U dans TG préserve les
fibres et donc définit un champ de vecteurs
UL := rU ◦ σTG : G→ TG, g 7→ rU (0g) = Tm(U, 0g) = Terg(U),
qui est invariant à gauche puisque la multiplication à gauche commute avec la multiplication
à droite. Notez que les égalités rU (0g) = Tm(U, 0g) = Terg(U) sont une conséquence directe
de la formule
T(x,y)m(U,U ′) = T(x,y)m((U, 0y) + (0x, U ′)) = TxryU + TylxU ′.
De plus, l’ensemble XLTK(G) est une sous-algèbre de Lie de XTK(G). En effet, elle est stable
par crochet de Lie : d’après la proposition 8.3.6, si deux champs de vecteurs sont l-reliés à
eux-mêmes, alors leur crochet de Lie est également l-relié à lui-même.
L’ensemble g peut alors être muni du crochet de Lie défini par
[U, V ]g := [UL, V L]XTK(G)(e)
et est alors appelé l’algèbre de Lie de G.
Algèbres de Lie des groupes de Lie A-tangents
Théorème 8.3.9. Soit A une K-algèbre de Weil. Soit G un groupe de Lie sur K, de K-
algèbre de Lie g munie du crochet de Lie K-bilinéaire [·, ·]g. Alors l’algèbre de Lie T0Ae
(
GA
)
est canoniquement isomorphe à TAg = g ⊗ A munie du crochet donné par extension scalaire
de [·, ·]g à A.
Démonstration. D’après la section précédente, GA est un groupe de Lie sur A. De plus,
T0Ae (G
A) = TeTAG est canoniquement isomorphe à TATeG = TAg via le difféomorphisme
τA,TKM induit par le flip τ
A,TK : A⊗ TK → TK⊗ A. En appliquant le foncteur TA à l’algèbre
de Lie (g, [·, ·]g), nous obtenons
(
TAg,TA[·, ·]g
)
qui est à nouveau une algèbre de Lie, dont on
note [·, ·]TAg := TA[·, ·]g le crochet de Lie.
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Soit (a0 = 1, a1, . . . , an) une K-base de A. Dans une carte, nous avons, pour tous X,Y
dans TAg = g⊗ A :
[X,Y ]TAg =
 n∑
i=0
Xi ⊗ ai,
n∑
j=0
Yj ⊗ aj

TAg
=
n∑
i,j=0
[Xi, Yj ]g ⊗ aiaj .
8.4 Somme de Whitney et composition des foncteurs
Dans le chapitre consacré aux algèbres de Weil, nous avons considéré deux constructions
élémentaires de nouvelles algèbres de Weil à partir de deux algèbres de Weil A et B : le produit
tensoriel et la somme directe. Les fibrés de Weil correspondant à ces algèbres s’expriment de
manière simple en fonction des foncteurs de Weil TA et TB.
Le théorème ci-dessous décrit le comportement des fibrés de Weil relativement au produit
tensoriel et à la somme de Whitney de deux algèbres de Weil, qui présente des analogies avec
la K-théorie des fibrés vectoriels.
Théorème 8.4.1. Soient A = K ⊕
◦
A et B = K ⊕
◦
B deux K-algèbres de Weil de hauteurs
respectives kA et kB.
1. Le foncteur de Weil défini par la somme de Whitney A ⊕K B (voir le lemme 6.4.1) est
naturellement isomorphe à la somme de Whitney des foncteurs TA et TB sur la variété
de base, c’est-à-dire que pour toute variété M lisse sur K, on a
TA⊕KBM ∼= TAM ×M TBM,
où ×M désigne le produit fibré sur M . Par transport de structure, ceci définit sur
TAM ×M TBM une structure de variété lisse sur A ⊕K B. La fibre type est V◦
A
× V◦
B
,
les changements de cartes et fonctions de transition sont les produits cartésiens des
changements de cartes et fonctions de transition des fibrés TAM et TBM .
2. Le foncteur de Weil défini par le produit tensoriel A⊗K B est isomorphe à la composée
TB ◦ TA : pour toute variété M lisse sur K, on a
TA⊗BM ' TB
(
TAM
)
.
La fibre type du fibré TA⊗KBM sur M est K-difféomorphe à
V◦
A
⊕ V◦
B
⊕ V◦
A⊗
◦
B
.
3. Il existe un isomorphisme naturel de fibrés TA⊗BM ∼= TB⊗AM appelé le flip généralisé.
4. Il existe un isomorphisme naturel de distributivité de fibrés sur TAM
TA(TBM ×M TB
′
M) ∼= TATBM ×TAM TATB
′
M.
5. Le fibré de Weil TAB correspondant à l’espace le plus vertical A  B a pour fibre type
V◦
A⊗
◦
B
. Il existe une suite exacte de fibrés
TABM ↪→ TB ◦ TAM  TAM ×M TBM.
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Soulignons une nouvelle fois que les fibrés TAM et TBM ne sont en général pas des fibrés
vectoriels, de sorte qu’il n’existe pas de notion naturelle de produit tensoriel fibre à fibre.
Démonstration. 1. Soit f : V ⊃ U → W une application lisse sur K. Le résultat est une
conséquence de l’isomorphisme
TAU ×U TBU = U × V◦
A
× V◦
B
= TA⊕KBU
et de l’application du théorème d’unicité 7.1.4, en observant de plus que
TAf ×idM T
Bf ' TA⊕KBf.
2. Soit f : V ⊃ U →W une application lisse sur K. Nous avons
TB(TAU)) = TB(U × V◦
A
) = (U × V◦
A
)× (V × V◦
A
)◦
B
= U × V◦
A
× V◦
B
× V◦
A⊗
◦
B
' U × V◦
A⊕
◦
B⊕
◦
A⊗
◦
B
= TA⊗BU.
En appliquant deux fois le théorème 7.1.2 et en notant que
σATAU ◦ σ
A
U = σA⊗AU ,
il s’ensuit que
TB(TAf) : TB(TAU)→ (W ⊗K A)⊗K B
est une extension de f qui est lisse sur l’anneau TB(TAK). Le point important est que
cet anneau est l’anneau TB(TAK) = TBA = A ⊗K B. Par conséquent, d’après la partie
unicité du théorème 7.1.4, nous obtenons TB(TAf) = TA⊗Bf .
3. C’est une conséquence de l’isomorphisme d’algèbres de Weil A⊗ B ∼= B⊗ A.
4. C’est une conséquence des points (1), (2), (3) et du lemme 6.4.1 (3).
5. C’est une conséquence directe du lemme 6.4.4 et des points précédents. Notez que cette
suite exacte n’admet pas de section à gauche ou à droite en général.
Exemple 8.4.2. L’extension vectorielle centrale de K-algèbres de Weil
T12K = K⊕ ε1ε2K ' TK ↪→ T2K ' T1K⊗ T2K  T1K⊕K T2K
induit, pour toute variété M , la suite exacte de fibrés sur M suivante
T12M ' TM ↪→ T2M = T1 ◦ T2M  T1M ×M T2M.
Chapitre 9
Les fibrés Φ-tangents de Weil
Soit A une K-algèbre de Weil. Dans le chapitre précédent, nous avons considéré les fibrés
A-tangents πAM : TAM → M, qui sont les fibrés images du foncteur TA : ManK → SBunAK.
Ce sont précisément les fibrés induits par le morphisme de K-algèbres de Weil π : A→ K. Les
structures géométrique et algébrique de TAM sur M sont intimement liées à la théorie des
connexions. Dans la pratique, les algèbres de Weil apparaissent en « tours » dont les étages
sont des extensions vectorielles d’algèbres de Weil et, à chaque niveau, un automorphisme
d’algèbres induit canoniquement des automorphismes de fibrés.
Dans ce chapitre, nous allons montrer que les fibrés A-tangents sont des exemples de fibrés
induits par des extensions polynomiales d’algèbres de Weil. Pour toute extension polynomiale
de K-algèbres de Weil
V ↪→ A
Φ
 B
et pour toute variété M lisse sur K, l’application induite ΦM : TAM → TBM possède une
structure de fibré polynomial, appelé fibré Φ-tangent. Une différence avec le cas des fibrés A-
tangents est que, bien que ces fibrés soient encore polynomiaux, ils ne sont pas nécessairement
sans terme constant et ne possèdent donc pas de sections naturelles si l’extension n’est pas
scindée. Par exemple, les extensions vectorielles associées aux fibrés des jets
K⊕ δk+1K ↪→ Jk+1K  JkK (9.0.1)
ne sont pas scindées, sauf pour k = 0. Il s’agit d’une situation complètement différente des
fibrés tangents itérés dont les extensions vectorielles
K⊕ εk+1TkK ↪→ Tk+1K  TkK
sont scindées. En effet, les fibrés induits par une telle extension sont de la forme πTKTkM :
T(TkM) = Tk+1M → TkM , possèdent une section nulle, et correspondent au fibré TK-
tangent de la variété TkM . De tels fibrés ont été étudiés au chapitre précédent, en remplaçant
la variété M par la variété TkM . Il n’existe pas de point de vue analogue dans le cas des jets.
Dans le cas d’une extension vectorielle, l’algèbre de Weil V est de hauteur 1 et les fibrés
induits sont des fibrés affines. Ainsi, pour tout entier k et pour toute variété M lisse sur K, le
fibré Jk+1M → JkM induit par l’extension (9.0.1) est un fibré affine.
Les fibrés Φ-tangents possèdent une structure de fibré A-lisse, où la A-lissité de la base est
obtenue par restriction scalaire de A à B via le morphisme Φ. Nous définissons le foncteur
TΦ :ManK → BunA, M 7→
(
ΦM : TAM → TBM
)
.
113
114 CHAPITRE 9. LES FIBRÉS Φ-TANGENTS DE WEIL
Comme dans le cas A-tangent, toute application F : TAM → TAN lisse sur A entre deux
variétés A-tangentes induit une application FΦ : TBM → TBN lisse sur B telle que (F, FΦ)
soit un morphisme de fibrés A-lisses, c’est-à-dire que le diagramme suivant commute :
TAM F //
ΦM

TAN
ΦN

TBM
FΦ
// TBN
En revanche, il n’existe pas de manière canonique de relever une application F : TBM → TBN
lisse sur B en une application FΦ : TAM → TAN telle que (FΦ, F ) soit un morphisme de fibrés
A-lisses. Pour ce faire, il nous faut déterminer, si elle existe, une section SM : TBM → TAM du
fibré ΦM . L’existence de telles sections sera fortement liée à la notion de connexion que nous
verrons dans la partie IV. Si une telle section existe alors le groupe des A-difféomorphismes
de TAM est produit semi-direct du groupe des sections du fibré Φ-vertical TVM → M et du
groupe des B-difféomorphismes de TBM , où V := K⊕
◦
V est une K-algèbre de Weil.
9.1 Lissité et polynomialité
Commençons par étudier les structures algébriques et différentiables des fibrés Φ-tangents.
Théorème 9.1.1. Soit V ↪→ A
Φ
 B une extension polynomiale de degré j de K-algèbres de
Weil et soit M une variété K-lisse, modelée sur V . Alors l’application induite
ΦM : TAM → TBM
est un fibré A-lisse, polynomial de degré j, de fibre type V◦
V
= V ⊗K
◦
V. En particulier, si
◦
V est
nilpotent d’ordre 2, alors TAM est un fibré affine sur TBM .
Ce théorème montre que TΦ défini par
TΦ :ManK → BunA, M 7→
(
ΦM : TAM → TBM
)
est un foncteur de la catégorie des variétés lisses sur K dans celle des fibrés A-lisses. Ce foncteur
n’est pas un foncteur fibré au sens où il n’existe pas d’application naturelle BunA → ManK
dont TΦ soit une section. Notez que ce fibré n’est pas sans terme constant en général, c’est-
à-dire que les changements de cartes ne sont pas sans terme constant. En particulier, le fibré
ΦM n’admet pas de section naturelle en général.
Démonstration. Notons k la hauteur de A. D’après le théorème 7.2.4, l’application ΦM est
bien lisse sur A. Soit ϕ : U → U ′ ⊂ V un changement de cartes de M . Par définition, l’espace
total TAM est recouvert par les domaines de cartes TAU , et la base TBM par les domaines de
cartes TBU . Fixons une section K-linéaire s : B→ A et décomposons A = K⊕
◦
H⊕
◦
V en tant
que K-module, où
◦
H := s
( ◦
B
)
, et, de manière analogue, VA = V ⊕ V ◦
H
⊕ V◦
V
pour le modèle de
l’espace total. Alors les changements de cartes de l’espace total sont de la forme
TAf
(
x,v ◦
A
)
=
(
f(x),
(
Taykxf
)
◦
A
(
v ◦
A
))
,
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que nous pouvons écrire, en utilisant une K-base (a0 = 1, a1, . . . , an) de A adaptée à la dé-
composition K⊕
◦
H⊕
◦
V, sous la forme
TAf
(
x+
n∑
i=1
vi ⊗ ai
)
= f(x) +
∑
0 6=α∈Nn,|α|≤k
Dαv f(x)⊗ aα.
En composant avec ΦM , nous obtenons
ΦM ◦ TAf
(
x+
n∑
i=1
vi ⊗ ai
)
= f(x) +
∑
0 6=α∈Nn,|α|≤k
Dαv f(x)⊗ Φ (aα) ,
qui est égal à
TBf ◦ ΦM
(
x+
n∑
i=1
vi ⊗ ai
)
= TBf
(
x+
n∑
i=1
vi ⊗ Φ(ai)
)
.
Ainsi, les changements de cartes de variété sur TAM sont bien polynomiaux et au-dessus des
changements de cartes de variété sur TBM .
Notez que la composante dans V◦
V
de TAf
(
x,v ◦
A
)
est composée de la somme de tous les
éléments de la forme Dαv f(x) ⊗ aα, où aα est produit d’au moins un élément ai de
◦
V car
◦
V
est un idéal, mais également de tous les éléments de la forme
prV◦
V
(Dαv f(x)⊗ aα) = Dαv f(x)⊗ pr◦V
(aα) ,
où aα est produit d’éléments de
◦
H. Ce dernier terme constitue le terme constant du changement
de cartes de fibrés.
En particulier, si
◦
V =
◦
A, i.e. dans le cas TAM →M , alors B = K et
◦
B = {0} =
◦
H, ce qui
implique que le polynôme est sans terme constant, comme nous l’avons vu.
Remarque 9.1.2. On observe que le polynôme dans la preuve du théorème est sans terme
constant si
◦
H est un idéal, c’est-à-dire, s’il existe une section de K-algèbres σΦ : B→ A. Si une
telle section existe, alors A est une B-algèbre de Weil et la construction du théorème n’est rien
d’autre que la construction du fibré de Weil TAM sur la base TBM par rapport à la B-algèbre
A. Dans ce cas, H := σ(B) est une algèbre de Weil, et induit donc un foncteur de Weil TH. A se
décompose alors canoniquement sous la forme A = H⊕KV en tant que K-algèbres de Weil. Ceci
induit un isomorphisme canonique de foncteurs TA = TH ×id TV, de sorte qu’il existe, pour
toute variété M lisse sur K, une décomposition TAM = THM ×M TVM ' TBM ×M TVM .
En particulier, la section σΦ est un morphisme de B-algèbres de Weil et induit une Φ-section
distinguée σΦM : TBM → TAM , qui est lisse sur B, polynomiale sans terme constant en les
fibres sur M , c’est-à-dire qu’elle vérifie de plus σΦM ◦ σBM = σAM .
Remarque 9.1.3. Si l’extension est centrale, alors les restrictions aux fibres en
(
x,v ◦
B
)
∈ TBU
des changements de cartes du fibré TAM → TBM sont de la forme
V ⊗
◦
V→ V ⊗
◦
V, v ◦
V
7→ Df(x)v ◦
V
+ Cx
(
v ◦
B
)
,
où Cx est une application polynomiale sans terme constant ni terme linéaire.
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Exemple 9.1.4. Pour tous entiers k > `, la suite Vk` ↪→ JkK
πk`
 J`K est une extension polyno-
miale de K-algèbres de Weil, où Vk` est l’algèbre de Weil de K-base (1, δ`+1, . . . , δk), où δ est
un élément nilpotent d’ordre k + 1. Par conséquent, si ` ≥ k2 , le produit sur V
k
` est le produit
nul, et alors le fibré JkM → J`M est affine. En particulier, pour k = `+ 1, le fibré
J`+1M  J`M
est affine et n’admet pas de section naturelle, sauf si ` = 0.
Exemple 9.1.5. Soit A = K⊕A1⊕ . . .⊕Ak une K-algèbre de Weil graduée. Alors chaque étage
Ai+1 ↪→ K⊕A1 ⊕ . . .⊕Ai+1  K⊕A1 ⊕ . . .⊕Ai
de la tour d’extensions associée à sa graduation (voir la proposition 6.5.2) est une extension
vectorielle, qui induit un fibré affine
TK⊕A1⊕...⊕Ai+1M  TK⊕A1⊕...⊕AiM,
qui ne possède pas de section naturelle en général.
9.2 Morphismes de fibrés Φ-tangents
Nous avons étudié au théorème 8.1.8 la structure des applications lisses sur A entre deux
variétés A-tangentes et les avons interprétées comme des morphismes de fibrés A-lisses sur M ,
c’est-à dire que nous avons considéré leur comportement vis-à-vis de la projection πA : A→ K
et de sa section σA : K→ A. Une question naturelle est de se demander quelle est la structure
des applications lisses sur A entre deux variétés A-tangentes, cette fois-ci, relativement à un
morphisme deK-algèbres de Weil Φ : A→ B. Une différence fondamentale avec le cas précédent
est qu’il n’existe pas, en général, de section B → A en tant qu’algèbres, mais seulement en
tant que K-modules. De plus, si une telle section existe, elle n’est pas unique en général.
La première partie du théorème 8.1.8 se généralise à tout morphisme de K-algèbres de
Weil.
Théorème 9.2.1. Soit Φ : A → B un morphisme de K-algèbres de Weil. Soient M et N
deux variétés lisses sur K. Soit F : TAM → TAN une application lisse sur A. Alors il existe
une unique application B-lisse FΦ : TBM → TBN sous F , c’est-à-dire telle que le diagramme
suivant commute :
TAM F //
ΦM

TAN
ΦN

TBM
FΦ
// TBN
De plus, l’application
C∞A (TAM,TAN)→ C∞B (TBM,TBN), F 7→ FΦ
est de même nature que Φ : elle est injective (resp. surjective, resp. bijective) si et seulement
si Φ est injective (resp. surjective, resp. bijective).
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Notez cependant que, contrairement au cas où B = K, il n’existe pas de section canonique
TBM → TAM et donc il n’est pas possible, en général, de relever une application lisse sur B
en une application lisse sur A.
Remarque 9.2.2. L’application FΦ est une « extension scalaire » de F au sens des algébristes.
Démonstration. Soit F une application dans C∞A (TAM,TAN). Alors F est entièrement déter-
minée par F ◦ σAM . Il s’agit de déterminer une application FΦ, lisse sur B, telle que
ΦN ◦ F = FΦ ◦ ΦM .
En particulier,
FΦ ◦ σBM = FΦ ◦ ΦM ◦ σAM = ΦN ◦ F ◦ σAM .
Or FΦ est lisse sur B donc entièrement déterminée par FΦ ◦σBM , ce qui prouve l’unicité et nous
avons :
FΦ := µBN ◦ TB(ΦN ◦ F ◦ σAM ).
On vérifie facilement que FΦ est bien lisse sur B. Montrons que ΦN ◦ F = FΦ ◦ ΦM : d’après
le théorème 7.2.4 avec TAN à la place de N ,
FΦ ◦ ΦM = µBN ◦ TBΦN ◦ TB(F ◦ σAM ) ◦ ΦM
= µBN ◦ TBΦN ◦ ΦTAN ◦ TA(F ◦ σAM ).
Mais
TBΦN = (Φ⊗ idB)N avec Φ⊗ idB : A⊗ B→ B⊗ B, a⊗ b→ Φ(a)⊗ b
et
ΦTAN = (idA ⊗ Φ)N ,
d’où nous déduisons
TBΦN ◦ ΦTAN = (Φ⊗ Φ)N .
Or
µBN ◦ (Φ⊗ Φ)N = (µBN ◦ Φ⊗ Φ)N = (Φ ◦ µA)N = ΦN ◦ µAN
puisque
µB ◦ (Φ⊗ Φ) : A⊗ A→ B, a⊗ a′ 7→ Φ(a)Φ(a′) = Φ(aa′) = Φ ◦ µA.
Finalement,
FΦ ◦ ΦM = ΦN ◦ µAN ◦ TA(F ◦ σAM ) = ΦN ◦ F.
Prouvons la dernière assertion : l’application
F 7→ µBM ◦ TB(ΦN ◦ F ◦ σAM )
est de même nature que l’application F ◦ σAM 7→ FΦ ◦ σBM = ΦN ◦ F ◦ σAM , qui est de même
nature que l’application ΦN , qui est elle-même de même nature que Φ.
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Si A = B, alors l’application F 7→ FΦ n’est pas l’identité : en effet,
F = FΦ = µAN ◦ TA(ΦN ◦ F ◦ σAM )
si et seulement si
F ◦ σAM = ΦN ◦ F ◦ σAM ,
c’est-à-dire, si et seulement si l’image F ◦σAM (M) = F
(
0AM
)
par F de la base M est invariant
par ΦN .
Dans le cas des extensions polynomiales, le théorème 9.2.1 se traduit en termes de mor-
phismes de fibrés A-lisses :
Théorème 9.2.3. Soit V ↪→ A
Φ
 B une extension polynomiale de K-algèbres de Weil. Soient
M et N deux variétés lisses sur K. Alors toute application F : TAM → TAN lisse sur A
induit un morphisme (F, FΦ) de fibrés A-lisses entre ΦM et ΦN .
9.3 Fibrés Φ-verticaux
Soit V ↪→ A
Φ
 B une extension polynomiale de K-algèbres de Weil de degré j. Alors V est
une K-algèbre de Weil de hauteur j. On définit le fibré Φ-vertical sur une variété M comme
étant le fibré V-tangent sur M . Il s’identifie à l’image réciproque de 0BM par l’application ΦM .
Définition 9.3.1. Soit V ↪→ A
Φ
 B une extension polynomiale de K-algèbres de Weil. On
appelle foncteur Φ-vertical le foncteur de Weil TV associé à la K-algèbre de Weil V. Pour
toute variété M lisse sur K, on appelle fibré Φ-vertical sur M le fibré TVM .
Notez que ce fibré existe toujours, et est déterminé de manière entièrement canonique. C’est
clairement un sous-fibré de TAM . En effet, le monomorphisme d’algèbres de Weil i : V ↪→ A
induit, pour toute variété M lisse sur K, un morphisme injectif de fibrés iM : TVM ↪→ TAM .
De plus, c’est un fibré (V,K)-lisse avec section sur M , donc polynomial de degré j sans terme
constant. En particulier, dans le cas d’une extension vectorielle, ce fibré est un fibré vectoriel
sur M . Il est isomorphe au fibré ⋃
x∈M
(ΦM )−1
(
σB(x)
)
.
On représente le fibré vertical par une suite exacte de fibrés sur M :
TVM ↪→ TAM  TBM .
C’est la version fibrée de la suite exacte précédente.
Exemple 9.3.2. Soit k un entier. L’anneau K⊕ δk+1K est canoniquement isomorphe à TK, et
donc le fibré vertical associé à l’extension vectorielle
K⊕ δk+1K ↪→ Jk+1K  JkK
est canoniquement isomorphe à TM . On obtient alors la suite exacte de fibrés
TM ↪→ Jk+1M  JkM.
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Exemple 9.3.3. Soit A = K⊕A1⊕ . . .⊕Ak une K-algèbre de Weil graduée. Alors chaque étage
Ai ↪→ K⊕A1 ⊕ . . .⊕Ai+1  K⊕A1 ⊕ . . .⊕Ai
de la tour d’extensions associée à sa graduation (voir proposition 6.5.2) est une extension
vectorielle, qui induit un fibré vertical TK⊕AiM vectoriel sur M , isomorphe en tant que fibré
vectoriel sur M au fibré TM ⊗Ai dont la fibre en un point x de M est le module TxM ⊗Ai.
Définition 9.3.4. On appelle champ Φ-vertical un champ de A-vecteurs X surM tel que pour
tout x dans M , X(x) appartienne à TVxM . On identifie le sous-groupe des champs verticaux
au groupe XV(M) des sections du fibré Φ-vertical TVM .
Proposition 9.3.5. Soit V ↪→ A
Φ
 B une extension polynomiale de K-algèbres de Weil.
Alors, pour toute variété M lisse sur K, la suite de groupes suivante est exacte :
XV(M) ↪→ XA(M)  XB(M) .
Démonstration. C’est une conséquence directe de la suite exacte
TVM ↪→ TAM  TBM .
Le corollaire suivant décrit la structure des morphismes de fibrés A-lisses entre les fibrés
Φ-tangents ΦM et ΦN .
Corollaire 9.3.6. Soit V ↪→ A
Φ
 B une extension polynomiale de K-algèbres de Weil. Alors,
pour toute variété M lisse sur K, la suite de groupes suivante est exacte :
XV(M) ↪→ DiffA(TAM)  DiffB(TBM) .
En particulier, le groupe InfAutAB(M) := InfAutA(TAM,TBM) des A-difféomorphismes de
TAM au-dessus de l’identité de TBM , est isomorphe au groupe XV(M) des champs de A-
vecteurs verticaux.
Démonstration. D’après le théorème 8.2.3, les égalités suivantes sont vérifiées :
DiffA(TAM) = XA(M) o DiffK(M)
et
DiffB(TBM) = XB(M) o DiffK(M).
L’assertion est alors une conséquence de la proposition 9.3.5.
9.4 Φ-sections et relèvements
Nous allons définir la notion de Φ-section dont l’existence permet le relèvement des ap-
plications B-lisses entre deux variétés B-tangentes en des applications A-lisses entre variétés
A-tangentes. Dans le cas d’une extension polynomiale V ↪→ A
Φ
 B, l’existence d’une section
permet d’écrire le groupe des automorphismes du fibré Φ-tangent comme le produit semi-
direct du groupe des B-difféomorphismes de TBM et du groupe XV(M) des sections du fibré
Φ-vertical TVM de M .
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Définition 9.4.1. Soit Φ : A → B un (épi)morphisme de K-algèbres de Weil. Une Φ-section
sur M , est une section SM : TBM → TAM lisse sur K.
Le théorème suivant montre que toute Φ-section SN sur N donne un mécanisme qui permet
de relever de manière unique toute application lisse sur B entre deux variétés B-tangentes TBM
et TBN en une application A-lisse entre les variétés A-tangentes TAM et TAN .
Théorème 9.4.2. Soit Φ : A → B un morphisme de K-algèbres de Weil. Soient M et N
des variétés lisses sur K. Soit SN une Φ-section sur N . Alors, pour toute application B-lisse
F : TBM → TBN , il existe une unique application A-lisse FΦ : TAM → TBM , au-dessus de
F , telle que le diagramme suivant commute :
TAM F
Φ
// TAN
TBM
F
// TBN
SN
OO
M
σBM
OOσ
A
M
BB .
Démonstration. Soit F : TBM → TBN une application lisse sur B. Alors F est entièrement
déterminée par sa valeur sur σBM (M). Il s’agit de déterminer une application FΦ, lisse sur A,
telle que
FΦ ◦ σAM = SN ◦ F ◦ σBM .
Or FΦ est entièrement déterminée par sa valeur sur σAM , ce qui prouve l’unicité, et on a :
FΦ = µAN ◦ TA(SN ◦ F ◦ σBM ),
qui est clairement lisse sur A. Montrons de plus que FΦ est bien au-dessus de F : d’après le
théorème 9.2.1, FΦ est au-dessus de
µBN ◦ TB(ΦN ◦ FΦ ◦ σAM ) = µBN ◦ TB(ΦN ◦ SN ◦ F ◦ σBM ) = µBN ◦ TB(F ◦ σBM ) = F.
En utilisant l’isomorphisme (8.1.2) entre C∞A (TAM,TAN) et C∞K (M,TAN), l’application
C∞A (TAM,TAN)→ C∞B (TBM,TBN),
se traduit simplement de la manière suivante :
C∞K (M,TAN)→ C∞K (M,TBN), F 7→ SN ◦ F.
Dans le cas des extensions polynomiales, le théorème 9.2.3 se traduit en termes de morphismes
de fibrés A-lisses de la manière suivante.
Corollaire 9.4.3. Soit V ↪→ A
Φ
 B une extension polynomiale de K-algèbres de Weil. Soient
M et N deux variétés lisses sur K. Soit SN une Φ-section sur N . Alors toute application
F : TBM → TBN lisse sur B se relève en un morphisme (FΦ, F ) de fibrés A-lisses entre ΦM
et ΦN .
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Le corollaire suivant décrit la structure du groupe des automorphismes du fibré ΦM .
Corollaire 9.4.4. Soit V ↪→ A
Φ
 B une extension polynomiale de K-algèbres de Weil. Soit
M une variété, lisse sur K, munie d’une Φ-section. Alors la suite exacte suivante est scindée
XV(M) 
 // DiffA(TAM) // // DiffB(TBM)ii
et DiffA(TAM) est alors le produit semi-direct de XV(M) et de DiffB(TBM).
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Quatrième partie
Connexions
123

Chapitre 10
Introduction
10.1 Historique
Dans tout cet historique, nous nous plaçons dans le cadre classique des variétés réelles de
dimension finie.
10.1.1 Connexions affines et linéaires sur les fibrés vectoriels
Connexions affines
Historiquement, une des premières notions de connexion sur un fibré apparues en mathé-
matiques est celle de connexion affine. Lorsque nous travaillons dans un espace vectoriel, la
différentiation des champs de vecteurs se définit de manière naturelle, parce que les espaces
tangents en deux points distincts s’identifient par translation. Dans le cas d’une variété dif-
férentiable, cette différentiation nécessite de pouvoir comparer des vecteurs tangents en des
points distincts. La notion de connexion affine permet de résoudre ce problème en définissant
une manière de connecter les espaces tangents de la variété. Les connexions affines trouvent
leur origine au xixe siècle, mais n’ont été formalisées qu’au début du xxe siècle par Élie Cartan
(1869-1951) (voir les articles [Cartan 1923, Cartan 1926]), et par Hermann Weyl (1885-1955).
, qui les utilise pour décrire la relativité générale (voir le livre [Weyl 1918])
Les connexions affines sont définies en tant qu’opérateurs différentiels de la manière sui-
vante.
Définition 10.1.1. Soit M une variété lisse sur R. Considérons l’ensemble X(M) des champs
de vecteurs sur M . Une connexion affine sur M est une dérivée covariante, c’est-à-dire une
application R-bilinéaire
∇ : X(M)× X(M)→ X(M),
qui vérifie les propriétés suivantes :
1. ∇ est C∞(M,R)-linéaire en la première variable, c’est-à-dire que
∀X,Y ∈ X(M), ∀f ∈ C∞(M,R), ∇fXY = f∇XY.
2. ∇ vérifie la règle de Leibniz pour la seconde variable, c’est-à-dire que
∀X,Y ∈ X(M), ∀f ∈ C∞(M,R), ∇X(fY ) = df(X)Y + f∇XY.
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Les connexions affines permettent l’identification d’espaces tangents, à l’aide de la notion
de transport parallèle. Un champ de vecteurs X est dit parallèle si ∇X est nul.
Soient γ : I = [a, b]→M une application lisse, et X un vecteur de Tγ(a)M . Un champ de
vecteurs X : γ(I) → TM le long de γ est appelé transport parallèle de X le long de γ si X
vérifie les conditions suivantes :
∀t ∈ [a, b], ∇γ′(t)X = 0 et Xγ(a) = X .
Dans une carte de fibré du fibré tangent, ces conditions sont équivalentes à un système
d’équations différentielles. Ce système possède une solution, qui est de plus unique grâce à
la donnée de la condition initiale. Notez qu’il n’y a plus de théorème d’existence et d’unicité
des solutions d’équations différentielles dans le cadre du calcul différentiel sur un anneau
quelconque. Dans ce cadre général, nous pouvons définir une dérivée covariante de manière
similaire, mais l’existence d’un transport parallèle n’est alors plus garantie.
Le transport parallèle permet de déplacer les vecteurs tangents à une variété, le long
d’une courbe, et ce, de manière unique une fois la connexion affine fixée. Chaque transport
parallèle définit un isomorphisme linéaire entre les espaces tangents aux points de la courbe.
Cet isomorphisme est indépendant de la courbe seulement si la courbure de la connexion est
nulle. Ainsi, la courbure d’une connexion est une obstruction à l’indépendance par rapport à
la courbe choisie.
Le tenseur de courbure R := R∇ d’une connexion affine ∇ sur M est défini de la manière
suivante :
R : X(M)× X(M)× X(M)→ X(M),
(X,Y, Z) 7→ R(X,Y )Z := ∇X∇Y Z −∇Y∇XZ −∇[X,Y ]Z.
Pour tous champs de vecteurs X et Y sur M , R(X,Y ) est alors un champ d’endomorphismes
du fibré tangent TM , c’est-à-dire qu’à chaque champ de vecteurs sur M il associe un nou-
veau champ de vecteurs sur M . La courbure est, avec la torsion, le principal invariant d’une
connexion affine.
La torsion T := T∇ d’une connexion affine ∇ sur M est définie de la manière suivante :
T : X(M)× X(M)→ X(M), (X,Y ) 7→ ∇XY −∇YX − [X,Y ].
Connexions linéaires
Le concept de connexion affine sur les fibrés tangents se généralise de manière naturelle en
celui de connexion linéaire sur tout fibré vectoriel. Les connexions linéaires ont été introduites
par Jean-Louis Koszul (1921-) dans les années 1950, et permettent de définir une notion de
transport parallèle dans tout fibré vectoriel, c’est-à-dire, d’identification linéaire des fibres en
différents points.
Définition 10.1.2. Soit π : E →M un fibré vectoriel lisse sur R. Une connexion linéaire sur
E est une dérivée covariante, c’est-à-dire une application R-linéaire
∇ : X(M)⊗ Γ(E,M)→ Γ(E,M), (s,X) 7→ ∇Xs
qui vérifie les propriétés suivantes :
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1. ∇Xs est C∞(M,R)-linéaire en le champ de vecteurs X,
2. ∇Xs vérifie la règle de Leibniz pour la section s.
Les connexions affines sur une variétéM sont ainsi exactement les connexions linéaires sur
le fibré tangent TM .
Le transport parallèle de sections le long de courbes relativement à une connexion linéaire
est défini de manière similaire au cas des connexions affines.
La courbure R := R∇ d’une connexion linéaire ∇ sur M est définie de manière analogue à
celle des connexions affines :
R : X(M)× X(M)× Γ(E,M)→ Γ(E,M),
(X,Y, s) 7→ R(X,Y )s := ∇X∇Y s−∇Y∇Xs−∇[X,Y ]s.
La courbure est tensorielle et antisymétrique en les champs de vecteurs et peut donc s’inter-
préter comme une section du fibré
Λ2 (T?M)⊗ End(E)→M,
où End(E) désigne le fibré E ⊗ E′ des endomorphismes de E.
Toute connexion linéaire sur un fibré vectoriel π : E → M induit un isomorphisme de
fibrés sur M
TE ' TM ×M E ×M E,
ce qui munit le fibré TE →M d’une structure de fibré vectoriel. Suivant le livre [Lang 1999],
nous appelons cet isomorphisme décomposition de Dombrowski du fibré TE sur M . En parti-
culier, dans le cas du fibré tangent TM →M , toute connexion affine induit un isomorphisme
de fibrés sur M
TTM ' TM ×M TM ×M TM, (10.1.1)
ce qui munit le fibré double tangent d’une structure de fibré vectoriel sur M . C’est le cas
qui a été étudié dans l’article [Dombrowski 1962]. Réciproquement, nous pouvons retrouver la
connexion à partir d’une telle décomposition.
Pour plus de détails sur les connexions linéaires dans les fibrés vectoriels, voir les livres
[Kobayashi, Nomizu 1963], [Husemoller 1966] et [Besse 1978].
10.1.2 Connexions d’Ehresmann
Les connexions (linéaires ou affines) que nous avons présentées concernent uniquement les
fibrés vectoriels. Pourtant, la question de l’identification des fibres d’un fibré est un problème
très général qui a un sens pour n’importe quel type de fibré. Les connexions d’Ehresmann
introduites dans l’article [Ehresmann 1950] sont une généralisation des connexions linéaires
aux fibrés quelconques. Afin de définir une notion de connexion qui ait un sens pour tous les
fibrés, et qui soit une généralisation des connexions linéaires, il faut trouver le bon point de
vue et déterminer l’objet à partir duquel il sera possible de retrouver toutes les autres notions
usuelles telles que la dérivée covariante et le transport parallèle. Cet objet est la décomposition
du fibré tangent TE d’un fibré π : E →M en fibré horizontal et fibré vertical, sur E.
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Définition 10.1.3. Soit π : E →M un fibré lisse sur R. Alors Tπ : TE → TM est un fibré.
L’ensemble VE := {Z ∈ TE | Tπ(Z) = 0} est un sous-fibré de TE, appelé fibré vertical, et
qui est constitué des vecteurs tangents aux fibres de E, c’est-à-dire que pour tout z dans E, la
fibre de VE au point z est isomorphe à Tz(Eπ(z)).
Ce fibré est déterminé de manière entièrement canonique.
Définition 10.1.4. Une connexion d’Ehresmann sur un fibré π : E → M est la donnée
d’un sous-fibré HE de TE qui soit complémentaire au fibré vertical, au sens où il existe un
isomorphisme de fibrés sur E
TE ' HE ×E VE.
En tant que fibré sur M , tout fibré horizontal de E est isomorphe au fibré TM ×M E. En
chaque point z de M , l’espace vectoriel TzE est décomposé en la somme directe HzE ⊕VzE.
Tout vecteur tangent, ou plus généralement tout champ de vecteurs, peut alors être décomposé
en parties verticales et horizontales.
De manière équivalente, une connexion peut être définie à partir d’un connecteur.
Définition 10.1.5. Un connecteur sur un fibré π : E →M est une projection K : TE → VE,
c’est-à-dire une application linéaire fibre à fibre, qui vérifie
∀Z ∈ TE, K(K(Z)) = K(Z) et ∀Z ∈ VE, K(Z) = Z.
Le fibré horizontal de E est alors le noyau du connecteur. La donnée du fibré horizontal est
équivalente à celle d’un connecteur, défini comme étant la projection fibre à fibre au-dessus
de E, sur le fibré vertical, parallèlement au fibré horizontal. Ceci a un sens car les fibrés
horizontaux et verticaux sont des fibrés vectoriels sur E.
Dans le cadre classique des variétés réelles de dimension finie, cette notion de connexion
donne lieu à un transport parallèle qui permet de relever des courbes de la variété M en des
courbes de E de telle sorte que les tangentes aux courbes soient horizontales.
Définition 10.1.6. Soit γ : I = [a, b] → M une courbe lisse passant par le point x = γ(a).
Considérons un élément z de E tel que π(z) = x. Un relèvement de γ passant par z est
une courbe lisse γ̃ : I → E telle que γ̃(a) = z et pour tout t dans I, π(γ̃(t)) = γ(t). Un
tel relèvement est dit horizontal si tous les vecteurs tangents à la courbe γ̃ sont dans le fibré
horizontal, c’est-à-dire que
∀t ∈ I, γ̃′(t) ∈ Hγ̃(t)E.
À partir de l’isomorphisme entre le fibré horizontal et TM ×M E, on montre que pour tout
vecteur Xx de TxM , il existe un unique relèvement horizontal X̃ de HzE. Ainsi, les tangentes
à une courbe sur M se relèvent de manière unique en un champ de vecteurs horizontal. Ce-
pendant, l’existence d’une courbe intégrale associée à ce champ de vecteurs n’est pas garantie.
Le relèvement horizontal dépend de la courbe γ. En particulier, l’espace des sections du fibré
horizontal n’est pas stable par le crochet de Lie des champs de vecteurs sur E. La courbure
d’une connexion d’Ehresmann mesure l’obstruction à cette stabilité.
Définition 10.1.7. Soit K un connecteur sur un fibré π : E → M . Alors la courbure de K
est définie de la manière suivante :
R : X(E)× X(E)→ X(E), (X,Y ) 7→ K ◦
[
XH, Y H
]
,
où XH et Y H désignent les parties horizontales de X et Y .
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Par conséquent, la courbure est nulle si et seulement si le fibré horizontal est intégrable au
sens de Frobenius.
10.2 Connexions de Weil
Plaçons nous désormais dans notre cadre différentiel général sur un anneau de base admis-
sible K.
Soit M une variété lisse sur K. Alors toute connexion affine sur M (c’est-à-dire toute
connexion linéaire sur TM), correspond à un isomorphisme de fibrés sur M
TTM ' TM ×M TM ×M TM,
appelé décomposition de Dombrowski (voir l’équation (10.1.1)). Cet isomorphisme munit le
fibré double tangent TTM d’une structure de fibré vectoriel surM . Par un procédé d’itération
donné dans [Bertram 2008], nous obtenons, à partir d’une telle connexion, une décomposition
des fibrés tangents itérés à tout ordre k
TkM ' TM ×M . . .×M TM︸ ︷︷ ︸
2k−1 fois
,
ce qui munit le fibré TkM d’une structure de fibré vectoriel sur M . Munir le fibré JkM d’une
structure de fibré sur M est plus délicat. Afin d’étudier ce problème,nous considérons des
décompositions pour tout fibré de Weil TAM sur M , où A est une K-algèbre de Weil.
Structures K-linéaires
Soient dans toute la suite A une K-algèbre de Weil et M une variété lisse sur K. Nous
définissons le fibré linéaire associé à TAM comme étant le fibré
LAM := TM ⊗
◦
A,
où la fibre en un point x de LAM est le A-module TxM ⊗
◦
A. Ce fibré est un fibré vectoriel
sur M et peut être considéré comme le « vectorialisé » de TAM . Une structure K-linéaire sur
un fibré A-tangent TAM est alors un isomorphisme de fibrés K-lisses sur M , entre TAM et
LAM , ce qui munit TAM d’une structure de fibré vectoriel sur M .
Opérateurs de courbure
Le groupe AutK(A) des automorphismes de A agit naturellement sur TAM et sur TM⊗
◦
A.
Nous définissons les opérateurs de courbure comme des obstructions à l’invariance sous l’action
de AutK(A). Si une structure linéaire est invariante par un automorphisme Ψ de A, on dit
qu’elle est Ψ-symétrique. On définit la Ψ-courbure RΨ d’une structure K-linéaire C de la
manière suivante :
RΨ := C−1 ◦ (idTM ⊗Ψ−1) ◦ C ◦ΨM : TAM → TAM.
Nous ne demandons pas que les structures linéaires soient A-polynomiales fibre à fibre. Si c’est
le cas, alors toutes les Ψ-courbures sont nulles et C est AutK(A)-équivariant.
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Si A est de plus graduée, alors toute structure K-linéaire sur TAM qui commute avec
l’action de K× est un morphisme de fibrés K-polynomiaux sur M . S’il s’agit de plus d’un
morphisme spécial (voir la définition B.4.1), alors nous l’appellerons connexion de Weil sur le
fibré TAM →M .
Connexions polynomiales
Soit V ↪→ A
Φ
 B une extension polynomiale de K-algèbres de Weil. On note V := K⊕
◦
V.
Une connexion polynomiale relativement à Φ, ou Φ-connexion est un isomorphisme de fibrés
polynomiaux entre les fibrés TAM et TBM ×M TVM sur la base TBM tel que la restriction à
TVM soit l’identité. Le cas principal d’application des connexions polynomiales est le cas où Φ
est une extension polynomiale correspondant à un étage d’une tour d’extensions d’une algèbre
de Weil. Nous montrons en particulier que la donnée de connexions polynomiales pour chaque
étage d’une tour d’extensions de A permet de construire une structure K-linéaire sur TAM ,
ce qui permet d’interpréter les connexions polynomiales comme des connexions intermédiaires
vers la donnée d’une structure K-linéaire.
Si V ↪→ A
Φ
 B est une extension vectorielle centrale, alors la donnée d’une Φ-section
SM : TBM → TAM du fibré Φ-tangent permet de construire une Φ-connexion sur M , qui soit
une translation fibre à fibre au-dessus de TBM .
Dans le cas d’une algèbre de Weil graduée, la donnée de sections K×-équivariantes, pour
chaque étage de la tour d’extensions de A associée à sa graduation, permet de construire une
connexion de Weil sur le fibré TAM →M . En particulier, si nous considérons le fibré des jets,
la donnée de sections K×-équivariantes Sk : JkM → Jk+1M correspondant aux étages
K⊕ δk+1K ↪→ Jk+1K  JkK
de la tour d’extensions associée à sa graduation, munit le fibré JkM →M d’une connexion de
Weil.
Connexions dans les fibrés de jets
Dans la dernière section nous énoncerons que toute section K×-équivariante JM → J2M
induit des sections K×-équivariantes JiM → Ji+1M , ce qui permet de définir une connexion
de Weil sur les fibrés de jets de tout ordre JkM →M .
10.3 Connexions de type Ehresmann
Considérons un fibré π : E → M lisse sur K. Une connexion d’Ehresmann sur E permet
de décrire la structure du fibré TE sur la base M . Le fibré TkE est un fibré à la fois sur la
base TkM , sur la base E, mais également sur la base M . Il en est de même pour le fibré JkE
des jets de E. Nous cherchons à décrire la structure des fibrés TkE et JkE sur la base M , en
particulier lorsqu’une connexion (usuelle) d’Ehresmann sur E est donnée. Ceci nous amène à
l’étude générale du fibré TAE sur la base M pour toute algèbre de Weil A.
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Fibrés verticaux
Le fibré TAπ : TAE → TAM est un fibré lisse sur A. De plus, si le fibré π : E → M
est principal (resp. associé), alors le fibré TAπ : TAE → TAM est également principal (resp.
associé). La base TAM du fibré TAπ : TAE → TAM possède une sous-variété nulle 0AM , image
deM par la section nulle σAM : M → TAM , ce qui définit le fibré vertical VAE := TAπ−1
(
0AM
)
.
VAE 
 //
TAπ 
TAE
TAπ
0AM
  // TAM

M
2 Rσ
A
M
dddd
Nous étudions la structure fibrée de VAE sur la base E et sur la base M , en particulier dans
le cas où le fibré π : E →M est principal ou associé.
Connexions de type Ehresmann
Un A-connecteur sur le fibré π : E →M est une application KA : TAE → VAE qui préserve
les structures fibrées de TAE, sur la base TAM et sur la base E, au sens où elle est A-lisse
fibre à fibre sur TAM , et polynomiale sans terme constant sur E.
TAE K
A
// //
πAE ""
TAπ

VAE
πAE||
TAπ

E
TAM
σAM
// 0AM
Un tel A-connecteur est équivalent à un isomorphisme
CA := TAπ ×idM K
A : TAE → TAM ×M VAE,
appelé A-connexion sur le fibré E → M ou encore connexion de type Ehresmann sur le fibré
TAE →M .
L’ensemble
(
TAπ
)−1 (
TAM ×M 0AE
)
est appelé fibré A-horizontal de E et noté HAE. Une
différence importante avec le cas tangent usuel est que la donnée d’un sous-fibré A-horizontal
n’est équivalente à la donnée d’une A-connexion que si l’idéal
◦
A est nilpotent d’ordre 2.
Opérateurs de courbure
Suivant le modèle de la théorie de Galois, on peut penser que l’action du groupe AutK(A)
sur ces données est de la plus grande importance. En effet, pour tout automorphisme Ψ de
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l’algèbre de Weil A, l’application induite ΨM est un difféomorphisme de TAM , et l’applica-
tion induite ΨE est un difféomorphisme de TAE qui préserve VAE. La définition suivante de
l’opérateur de courbure d’une A-connexion CA relativement à Ψ a donc un sens :
RΨ :=
(
CA
)−1
◦
(
Ψ−1M ×M Ψ
−1
E
)
◦ CA ◦ΨE : TAE → TAE.
Une connexion est dite Ψ-symétrique si sa Ψ-courbure RΨ est nulle. Les courbures sont donc
définies comme étant les obstructions à certaines symétries d’une connexion.
Itération des connexions
Kobayashi a étudié l’itération des connexions dans le cas double tangent dans l’article
[Kobayashi 1957]. Si nous disposons d’une A-connexion définie sur TAE et d’une B-connexion
définie sur TBE, alors il est possible de construire deux (A⊗B)-connexions sur TB
(
TAE
)
de
manière canonique. Si A = B et si les connexions sont égales, alors ces deux (A⊗A)-connexions
sont conjuguées par le flip canonique τA de A. Nous pouvons faire un choix arbitraire dans la
procédure d’itération des connexions et noter CA⊗A la (A ⊗ A)-connexion obtenue par cette
itération. On définit alors la courbure d’une A-connexion comme étant la τ -courbure de CA⊗A.
La courbure d’une A-connexion est alors l’obstruction à la symétrie par le flip de la connexion
sur le fibré TA⊗AE →M .
Plus généralement, il existe plusieurs façons naturelles d’itérer une A-connexion CA en une
(A⊗ . . .⊗A)-connexion. À nouveau, nous pouvons faire un choix arbitraire dans la procédure
d’itération. On note CA⊗...⊗A la connexion ainsi obtenue. Nous définissons les courbures d’ordre
supérieur comme étant les σ-courbures de CA⊗...⊗A, où σ est un élément du groupe symétrique,
qui agit naturellement sur A⊗ . . .⊗ A.
Cette manière d’itérer les connexions est de nature « cubique », au sens où nous obtenons
des connexions correspondant au produit tensoriel des algèbres de Weil, et ainsi l’action du
groupe symétrique Σk est mis en avant. Dans une approche « simpliciale », qui reste à déve-
lopper, ce rôle devrait être pris par les automorphismes de type « gradué », décrits dans le
théorème 6.5.6.
Chapitre 11
Connexions sur les fibrés de Weil
11.1 Structure K-linéaire
11.1.1 Fibré linéaire
Définition 11.1.1. Pour toute variété M lisse sur K et pour toute K-algèbre de Weil A, on
définit le fibré linéaire associé à TAM par :
LAM := TM ⊗
◦
A.
En utilisant une K-base de A, nous obtenons un isomorphisme de fibrés vectoriels
LAM = TM ⊗
◦
A ' TM ×M . . .×M TM︸ ︷︷ ︸
n fois
,
où n+ 1 désigne la dimension de A sur K.
Proposition 11.1.2. Soient A une K-algèbre de Weil et M une variété lisse sur K. Alors le
fibré linéaire LAM associé à TAM est un fibré vectoriel K-lisse sur M .
Démonstration. LAM est en fait lui-même un fibré de Weil : c’est le fibré de Weil associé à
l’algèbre de Weil trivialisée L(A) := K ⊕
◦
A, munie du produit nul sur
◦
A. Sa fibre type est le
A-module V ⊗
◦
A, où V désigne le modèle de la variété M . Les changements de cartes de LAM
sont les applications suivantes :
U × (V × . . .× V )→ U × (V × . . .× V ), (x, v1, . . . , vn) 7→ (φ(x), dφ(x)v1, . . . , dφ(x)vn),
où φ est un changement de cartes de variété de M . Ces changements de cartes sont lisses sur
K, mais pas sur A en général. De plus, ils sont A-linéaires fibre à fibre sur M .
Pour toute application f : M → N lisse sur K, et pour tout point x dans M , l’application
linéaire
LAxf : TxM ⊗
◦
A→ Tf(x)N ⊗
◦
A
est le produit tensoriel Txf ⊗ id◦
A
.
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11.1.2 Structure K-linéaire
Définition 11.1.3. Soient M une variété lisse sur K et A une K-algèbre de Weil. Alors une
structure K-linéaire sur TAM est un isomorphisme de fibrés K-lisses sur M
Γ : TAM → LAM.
On dit qu’une structure K-linéaire est spéciale si elle est fibre à fibre l’identité au premier
ordre, au sens où, pour tout point x de M , l’application
T0AxΓx : T0AxT
A
xM ' LAxM → T0Ax
(
LAxM
)
' LAxM
est l’identité sur LAxM .
Montrons que cette propriété d’être spéciale est bien définie, c’est-à-dire que les deux
isomorphismes données ci-dessus sont bien définis.
1. Nous avons
T0Ax
(
LAxM
)
= T0Ax
(
TxM ⊗
◦
A
)
' TxM ⊗
◦
A = LAxM
car TxM ⊗
◦
A est un A-module.
2. Considérons le fibré
(
T ◦ TA
)
M sur M . C’est un fibré à la fois sur la base TAM et sur
la base TM . Sa fibre au-dessus de 0x ∈ TM , où x est un point de M , est canoniquement
isomorphe à T
(
TAxM
)
, dont la fibre en 0Ax ∈ TAxM est égale à T0Ax
(
TAxM
)
. D’autre
part, le flip de TK et A induit un isomorphisme de fibrés sur M entre
(
T ◦ TA
)
M et(
TA ◦ T
)
M , qui est à nouveau un fibré à la fois sur la base TAM et sur la base TM . Or
la fibre en 0Ax de
(
TA ◦ T
)
M est canoniquement isomorphe à TA(TxM), dont la fibre en
0x ∈ TxM est égale à TA0x(TxM) ' TxM⊗
◦
A. Finalement, nous obtenons l’isomorphisme
T0Ax
(
TAxM
)
' TxM ⊗
◦
A ' LAxM.
Si une K-algèbre de Weil est de hauteur 2, alors le fibré A-tangent TAM d’une variété M
lisse sur K est déjà un fibré vectoriel, canoniquement isomorphisme à son fibré K-linéaire. Il
s’agit du cas où l’algèbre de Weil est égale à son algèbre de Weil trivialisée.
La terminologie est justifiée par la proposition suivante.
Proposition 11.1.4. Soit Γ : TAM → LAM une structure K-linéaire surM telle que Γ soit un
morphisme de fibrés K-polynomiaux sur M . Alors les assertions suivantes sont équivalentes :
1. Γ est spéciale, c’est-à-dire fibre à fibre l’identité au premier ordre,
2. Γ est un morphisme spécial (voir la définition B.4.1), c’est-à-dire que les parties linéaires
des représentations dans des cartes des applications K-polynomiales Γx sont l’identité,
pour tout x dans M .
Démonstration. Pour tout point x de M , l’application Γx est une application K-polynomiale.
Sa différentielle au point 0Ax est égale à sa partie linéaire. Dans une carte, cette partie linéaire
est par définition l’identité si et seulement si Γx est une application polynomiale spéciale.
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La proposition suivante décrit la structure de l’ensemble des structures K-linéaires spéciales
sur TAM .
Proposition 11.1.5. L’ensemble des structures K-linéaires spéciales sur TAM est un espace
homogène principal, c’est-à-dire qu’il est stable par le produit ternaire
(Γ,Λ,Ω) 7→ Γ ◦ Λ−1 ◦ Ω.
Démonstration. À tout isomorphisme de fibrés Γ : TAM → LAM sur M , on associe l’applica-
tion Γ : LAM → LAM , qui est définie fibre à fibre de la manière suivante : pour tout point x
de M , c’est l’application T0AxΓx. Une telle application Γ est une structure K-linéaire spéciale
si et seulement si Γ = idLAM . Si Γ = Λ = Ω = idLAM , alors
Γ ◦ Λ−1 ◦ Ω = Γ ◦ Λ−1 ◦ Ω = idLAM ,
ce qui achève la preuve.
11.1.3 Opérateurs de courbure
Le groupe AutK(A) des automorphismes de A agit naturellement sur TAM et sur TM⊗
◦
A,
ce qui permet de définir les opérateurs de courbure d’une structure K-linéaire.
Définition 11.1.6. Soit Ψ un élément du groupe d’automorphismes AutK(A) d’une K-algèbre
de Weil A. Soit Γ une structure K-linéaire sur le fibré A-tangent TAM d’une variété M . Alors
on définit la Ψ-courbure RΨ de C comme étant l’application
RΨ := Γ−1 ◦ (idTM ⊗Ψ−1) ◦ Γ ◦ΨM : TAM → TAM.
Si une structure linéaire est invariante par un automorphisme Ψ de A, on dit qu’elle est Ψ-
symétrique. Une structure K-linéaire est dite forte si elle commute à l’action naturelle du
groupe des automorphismes AutK(A).
La Ψ-courbure d’une structure linéaire est ainsi l’obstruction à sa Ψ-symétrie.
Exemple 11.1.7. Si M = U est une sous-variété ouverte d’un K-module V , alors la carte
identité induit une structure K-linéaire forte sur TAU pour toute K-algèbre de Weil A. Elle
est de plus A-polynomiale fibre à fibre et spéciale.
11.1.4 Connexions de Weil
Définition 11.1.8. Soit M une variété lisse sur K. Si A est une K-algèbre de Weil graduée,
alors une structure K-linéaire spéciale sur TAM qui commute à l’action naturelle de K× est
appelée A-connexion de Weil sur M ou connexion de Weil sur le fibré TAM →M .
Proposition 11.1.9. Soit A = K⊕A1⊕ . . .⊕Ak une K-algèbre de Weil graduée. Alors toute
A-connexion de Weil Γ sur M est un morphisme spécial de fibrés K-polynomiaux sur M .
Démonstration. Notons, pour tout entier 1 ≤ i ≤ k, (aij)1≤j≤ni une base de Ai. Considérons
la restriction de Γ à la fibre en un point x de M . Cette application est lisse sur K et commute
avec l’action de K×. Dans une carte, une telle application s’écrit sous la forme
Γx : V ⊗A1⊕ . . .⊕V ⊗Ak → V ⊗A1⊕ . . .⊕V ⊗Ak, (v1 + . . .+ vk) 7→
n∑
i=1
Fi(v1 + . . .+vk),
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où Fi est une application de V ⊗
◦
A dans V ⊗Ai. La commutativité avec l’action d’un élément
r de K× se traduit de la manière suivante : pour tout entier 1 ≤ i ≤ k,
Fi(rv1 + . . .+ rkvk) = riFi(v1 + . . .+ vk).
En comparant cette égalité et le développement limité radial multi-variable à l’ordre i suivant
Fi(rv1 + . . .+ rkvk) =
i∑
`=0
r`F
〈`〉
i (0,v1, . . . ,v`; 0) + r
i+1Si+1(0,v1 + . . .+ vk,0; 0, r),
nous obtenons, par unicité du développement limité radial multivariable (théorème 4.1.2),
Fi(v1 + . . .+ vk) = F
〈i〉
i (0,v1, . . . ,vi; 0)
qui est K-polynomial en (v1, . . . ,vk), d’après le théorème 5.1.3.
Exemple 11.1.10. Soit M une variété lisse sur K. Une connexion multi-linéaire sur TkM (voir
section 16.1 du livre [Bertram 2008]) est une connexion de Weil, non nécessairement forte.
Pour k = 2, les connexions linéaires sur TTM sont des structures K-linéaires. En effet, les
connexions multi-linéaires sont en particulier des morphismes K-polynomiaux spéciaux entre
TkM et TM ⊗
◦(
TkK
)
qui commutent avec l’action de K×.
11.2 Connexions polynomiales
Considérons, dans toute la suite, une variété M lisse sur K.
Comme nous l’avons expliqué dans l’introduction, l’étude des connexions polynomiales va
nous permettre de mieux comprendre les structures K-linéaires. Une application importante
sera le cas où V ↪→ A
Φ
 B est une extension vectorielle centrale, et en particulier, un étage
de la tour d’extensions d’une K-algèbre de Weil associée à son drapeau canonique, ou à sa
graduation si elle est graduée. Dans ce cas, la donnée de connexions polynomiales sur une
variété M à chaque étage de la tour permet de définir une structure K-linéaire sur le fibré
TAM →M .
Définition 11.2.1. Soit V ↪→ A
Φ
 B une extension polynomiale de degré j de K-algèbres de
Weil. Une connexion polynomiale, ou Φ-connexion CΦ surM est la donnée d’un isomorphisme
de fibrés K-polynomiaux de degré j sur TBM
TAM C
Φ
//
ΦM ##
TBM ×M TVM
prTBM
ww
TBM
,
tel que la restriction de CΦ à TVM soit l’identité. Toute Φ-connexion induit une Φ-section
sur M , c’est-à-dire une section SM : TBM → TAM lisse sur K. On appelle fibré Φ-horizontal
sur M le sous-fibré SM (TBM) de TAM , isomorphe à TBM .
Notez qu’une connexion polynomiale n’est pas un morphisme de fibrés K-polynomiaux sur
M en général.
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Remarque 11.2.2. Une extension polynomiale V → A Φ−→ B scindée, de section s : B → A,
induit une Φ-connexion canonique pour toute variétéM lisse sur K, définie par CΦ := ΦM×idM
sM , où ΦM et sM sont les applications induites respectivement par Φ et s.
Théorème 11.2.3. Soit V → A Φ−→ B une extension vectorielle centrale. Alors toute Φ-
section SM : TBM → TAM telle que SM ◦ σBM = σAM induit une Φ-connexion, qui est une
translation fibre à fibre sur TBM .
Démonstration. Dans une carte, en identifiant U × V◦
B
et le sous-ensemble U × V ◦
H
de TAU =
U × V ◦
H
× V◦
A
, où
◦
H est un supplémentaire de V = K⊕
◦
V dans A, une telle section SM s’écrit
sous la forme
U × V◦
B
→ U × V◦
B
× V◦
A
,
(
x, x◦
B
)
7→
(
x, x◦
B
, Fx
(
x◦
B
))
.
Cette application permet de construire l’application suivante
U × V◦
B
× V◦
A
→ U × V◦
B
× V◦
A
,
(
x, x◦
B
, x◦
A
)
7→
(
x, x◦
B
, x◦
A
+ Fx
(
x◦
B
))
.
qui définit une translation fibre à fibre entre les fibrés affines TAM et TBM ×M TVM sur la
base TBM . La condition SM ◦ σBM = σAM montre que la restriction à TVM est bien l’identité.
Le caractère central de l’extension assure qu’il s’agit bien d’une translation fibre à fibre.
Exemple 11.2.4. Considérons l’exemple double tangent.
ε1ε2K −→ A := T2K = K⊕ ε1K⊕ ε2K⊕ ε1ε2K
Φ−→ B := K⊕ ε1K⊕ ε2K
est l’extension vectorielle centrale associée à la graduation de T2K. Dans une carte, toute
Φ-section
SM : TK⊕ε1K⊕ε2KM ' T(K⊕ε1K)⊕K(K⊕ε2K)M ' TM ×M TM → T2M
est de la forme
U × V1 × V2 → U × V1 × V2 × V12, (x, v1, v2) 7→ (x, v1, v2, Fx(v1, v2)),
où Fx : V1 × V2 → V12 est une application lisse sur K. Elle s’annule en (0, 0) si SM vérifie la
relation SM ◦ σBM = σAM . On dit qu’une telle section est un champ de vecteurs du second ordre
(voir le livre [Lang 1999]).
Corollaire 11.2.5. Soit A = K ⊕ A1 . . . ⊕ Ak une K-algèbre de Weil graduée. Pour tout
entier 1 ≤ i ≤ k − 1, on note Bi l’algèbre graduée quotient A/ (Ai+1 ⊕ . . .⊕Ak), identifié en
tant que K-module à K ⊕ A1 ⊕ . . . ⊕ Ai. Alors, pour tout entier 1 ≤ i ≤ k − 1, toute section
K×-équivariante
Si : TBiM → TBi+1M
induit une connexion K×-équivariante
TBi+1M ' TBiM ×M TK⊕Ai+1M,
relativement à l’extension vectorielle centrale
K⊕Ai+1 ↪→ Bi+1  Bi,
où Ai+1 est munie du produit nul. De plus, cette connexion est un morphisme spécial de fibrés
K-polynomiaux sur M .
138 CHAPITRE 11. CONNEXIONS SUR LES FIBRÉS DE WEIL
Démonstration. Si la section Si est K×-équivariante, alors en particulier elle vérifie la condition
Si ◦σBiM = σ
Bi+1
M . On applique alors le théorème précédent. Dans une carte, l’application Si est
de la forme
Si : V ⊗ Bi → V ⊗ Bi × V ⊗Ai+1, vBi 7→ (vBi , F (vBi)) .
Par K×-équivariance, on montre que F est polynomiale, sans terme constant ni partie linéaire,
de manière analogue à la preuve de la proposition 11.1.9. Par conséquent, la connexion induite
Ci, qui s’écrit dans une carte sous la forme
Ci : V ⊗ Bi × V ⊗Ai+1 → V ⊗ Bi × V ⊗Ai+1,
(
vBi ,vAi+1
)
7→
(
vBi ,vAi+1 + F (vBi)
)
,
est K-polynomiale sur M , et sa partie linéaire est l’identité, ce qui revient à dire que c’est
une application polynomiale spéciale fibre à fibre sur M . Elle est de plus clairement K×-
équivariante.
L’exemple fondamental est celui des algèbres de jets.
Exemple 11.2.6. La suite suivante est une extension vectorielle centrale
K⊕ δk+1K −→ Jk+1K Φk−→ JkK.
Toute Φk-section SM : JkM → Jk+1M induit une Φk-connexion. En particulier, pour k = 1,
une Φ1-section est de la forme suivante dans une carte :
U × V → U × V × V, (x, v) 7→ (x, v, Fx(v)),
où Fx : V → V est une application lisse sur K quelconque. Si la section Φ1 est K×-équivariante,
alors Fx est une forme quadratique.
Donnons un exemple relatif aux anneaux tangents itérés.
Exemple 11.2.7. Considérons l’anneau double tangent. La suite suivante est une extension
vectorielle centrale de T2K
K⊕ ε1ε2K −→ T2K = K⊕ ε1K⊕ ε2K⊕ ε1ε2K
Φ−→ K⊕ ε1K⊕ ε2K.
Par conséquent, toute Φ-section
SM : TK⊕ε1K⊕ε2KM ' T(K⊕ε1K)⊕K(K⊕ε2K)M ' TM ×M TM → T2M
qui commute à l’action de K×, induit une Φ-connexion. Dans une carte, une telle section est
de la forme
U × V1 × V2 → U × V1 × V2 × V12, (x, v1, v2) 7→ (x, v1, v2, Bx(v1, v2),
où Bx : V1×V2 → V12 est une application K-bilinéaire par K×-équivariance. Cette notion cor-
respond à la section du morphisme de frontière de TTM , introduit dans le livre [White 1982].
Notez qu’une telle section induit une J2K-connexion surM si et seulement si elle est invariante
par le flip τTK de TK, c’est-à-dire si et seulement si elle est de τ -courbure nulle.
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11.3 Application aux tours d’extensions
Théorème 11.3.1. Soient A une K-algèbre de Weil etM une variété lisse sur K. Considérons
une tour d’extensions vectorielles de A.
V1 ↪→ A
Φ1
 B1
V2 ↪→ B1
Φ2
 B2
...
Vk−1 ↪→ Bk−2
Φk−1
 Bk−1
Vk ↪→ Bk−1
Φk
 Bk = K
La donnée d’une Φi-connexion Ci de M , pour tout entier 1 ≤ i ≤ k, permet de construire une
structure K-linéaire sur TAM .
Démonstration. Supposons que nous disposons, pour chaque étage de cette tour, d’une Φi-
connexion Ci : TBi−1M → TBiM ×M TViM . Alors nous obtenons
TAM C1' TB1M ×M TV1M
C2×idM idTV1 M'
(
TB2M ×M TV2M
)
×M TV1M
...
'
(
TKM ×M TVkM
)
×M . . .×M TV1M
' TVkM ×M . . .×M TV1M
' TVk⊕K...⊕KV1M car TKM = M
' TM ⊗
( ◦
Vk ⊕K . . .⊕K
◦
V1
)
car
◦
(Vk ⊕K . . .⊕K V1) =
◦
Vk ⊕K . . .⊕K
◦
V1
' TM ⊗
◦
A.
Corollaire 11.3.2. Soit A une K-algèbre de Weil graduée A =
k⊕
i=0
Ai. Soit M une variété
lisse sur K. La donnée d’une Φi-section Si de M , K×-équivariante, pour tout entier i, où Φi
est l’extension vectorielle centrale
K⊕Ai+1 ↪→
i+1⊕
j=0
Aj
Φi

i⊕
j=0
Aj ,
décrite à la proposition 6.5.2, munit TAM d’une connexion de Weil.
Démonstration. On applique le corollaire 11.2.5 et on obtient une Φi-connexion à partir de la
section Si, pour tout entier i. De plus, si une section est K×-équivariante, la connexion induite
l’est également. Enfin, si toutes les connexions sont K×-équivariantes, la structure K-linéaire
construite est également K×-équivariante. Elle est de plus spéciale.
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11.4 Résultat complémentaire
Théorème 11.4.1. Soit M une variété lisse sur K. Alors toute section K×-équivariante S :
JM → J2M induit une connexion de Weil sur le fibré JkM →M pour tout entier k.
Nous disposons d’une preuve longue et calculatoire de ce théorème et avons fait le choix
de ne pas l’intégrer dans cette thèse. Elle sera publiée ultérieurement. L’idée de la preuve
est la suivante : toute section K×-équivariante de JM dans J2M induit, pour tout entier
naturel k, une section K×-équivariante de JkM dans Jk+1M . Il suffit alors d’appliquer le
corollaire précédent. Pour déterminer ces sections, nous revenons au calcul différentiel et nous
construisons, pour des éléments s = (s, sk+1) non singuliers, des sections K×-équivariantes, de
JksM dans Jk+1s M . Nous considérons une famille de telles connexions, puis nous les contractons,
jusqu’à s = 0, de manière continue et obtenons ainsi des sections K×-équivariantes de JkM
dans Jk+1M .
Notez que le point fort de ce résultat est qu’il est valable en toute caractéristique. Dans le
cas de la caractéristique nulle, on peut réaliser JkK comme l’ensemble des points fixes de TkK
sous l’action du groupe symétrique Σk, ce qui n’est plus vrai en caractéristique quelconque.
Chapitre 12
Connexions de type Ehresmann
12.1 Structures fibrées de TAE
Cette section est consacrée à l’étude de l’extension d’un fibré π : E →M par une K-algèbre
de Weil A et des structures fibrées qui en découlent.
Commençons par fixer les notations : soient, dans toute la suite, une K-algèbre de Weil
A de hauteur k et π : E → M un fibré K-lisse avec atlas sur une variété M modelée sur un
K-module V , de fibre type F , modelée sur un K-moduleW , et de groupe structural G agissant
sur F par l’action ρ.
Nous avons étudié la structure de variété lisse sur A de TAE, ainsi que sa structure fibrée
sur la base E. Mais TAE n’est pas seulement un fibré sur la base E : c’est également un fibré
sur la base TAM et sur la base M . En effet, nous avons le diagramme commutatif suivant :
TAE
TAπ
{{
πAE
!!

TAM
πAM $$
E
π||
M
Dans ce diagramme, toutes les flèches sont des projections de fibrés. Nous avons déjà étudié
les fibrés A-tangents πAM : TAM → M et πAE : TAE → E. Nous allons étudier le fibré
TAπ : TAE → TAM , et montrer que ses caractéristiques sont données de manière fonctorielle
comme les « caractéristiques tangentes » de celles du fibré π : E →M .
La structure qui nous intéresse le plus est la structure fibrée de TAE sur M , la plus riche
de toutes. Elle comprend les structures fibrées de TAM sur la base M et de E sur la base M .
Pour résumer, nous allons prouver que TAE possède les structures fibrées suivantes :
1. sur TAM : une structure de fibré A-lisse TAπ : TAE → TAM de fibre type TAF (et,
si G est un groupe de Lie sur K, de groupe structural TAG), ce qui munit chaque fibre
d’une structure de variété lisse sur A,
2. sur E : une structure de fibré polynomial A-lisse sur E avec section, c’est-à-dire sans
terme constant,
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3. sur M : une structure décrite dans la section 12.1.2, et dont un groupe structural, noté
GT
AE,M contient des groupes structuraux de TAM sur M , de E sur M , et un groupe
qui met en jeu ces deux structures.
Rappelons les notations utilisées pour les fibrés : on note
– αij : Vij × F → Vji × F les changements de cartes de fibré,
– φij : Vij → Vji les changements de cartes de variété de M ,
– γij : Vij → G les fonctions de transition,
– βij : Vij × F → F, (x, y) 7→ ρ(γij(x))y les données de recollement.
Nous supprimons la notation de l’indice ij pour simplifier. Nous écrivons ρ(γ(x))y =: γ(x)y
et nous considérons G comme un sous-groupe de DiffK(F ).
Rappelons que l’espace total TAE est construit par cocycles. Afin de le connaître, nous
devons déterminer ses changements de cartes en tant que variété lisse sur A. Ce sont préci-
sément les applications A-tangentes des changements de cartes de E en tant que variété lisse
sur K, changements de cartes provenant des cartes de fibré de π : E →M . Nous obtenons les
applications lisses sur A de la forme suivante :
TAα : TAV × TAF → TAV × TAF, (x,y) 7→
(
TAφ(x),TAβ(x,y)
)
.
Cette application est la composée F2 ◦ F1 des applications lisses sur A suivantes :
F1 : TAV × TAF → TAV × TAF, (x,y) 7→
(
x,TAβ(x,y)
)
et
F2 : TAV × TAF → TAV × TAF, (x,y) 7→
(
TAφ(x),y
)
.
La première est une action sur TAF , dépendant à la fois d’éléments de TAF et de TAV , alors
que la seconde est une action sur TAV , dépendant seulement d’éléments de TAV .
Notez que les changements de cartes de variété de TAE sont à la fois les changements de
cartes de fibré de TAE sur M , sur E et sur TAM .
12.1.1 Structure fibrée de TAE sur TAM ×M E
Les structures fibrées de TAE sur la base TAM et sur la base E induisent une structure
fibrée sur le produit fibré TAM ×M E sur M , que nous allons étudier ici.
Proposition 12.1.1. Soient E un fibré K-lisse sur la variété M et A une K-algèbre de Weil.
Alors
TAπ ×idM π
A
E : TAE → TAM ×M E
est un fibré lisse sur K, de fibre type W◦
A
, K-polynomial de degré k, où W désigne le modèle
de la fibre type F du fibré π : E →M .
Démonstration. Les fonctions de transition γTAE,TAM×ME du fibré TAE → TAM ×M E sont
déterminées, pour tout point (x, y) de TAU × F , par :
γT
AE,TAM×ME(x, y) : W◦
A
→W◦
A
,(
y◦
A
)
7→ TAβ
(
x,
(
y, y◦
A
))
= TA(x,y)β
(
x◦
A
, y◦
A
)
.
qui est clairement polynomiale, éventuellement avec terme constant.
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12.1.2 Structure fibrée de TAE sur M
Nous allons étudier la structure fibrée de TAE sur M et prouver le théorème suivant :
Théorème 12.1.2. Soit E un fibré K-lisse sur la variété M , de groupe structural G, et soit
A une K-algèbre de Weil. Alors le groupe
GT
AE,M := PolkK
(
V◦
A
,XA(F )
)
0
o
(
GPkK(V )0 ×G
)
,
est un groupe structural du fibré TAE → M , pour l’action décrite ci-dessous, où k désigne
la hauteur de A, où PolkK
(
V◦
A
,XA(F )
)
0
désigne le groupe des applications polynomiales de
degré au plus k et sans terme constant, et où GPkK (V )0 désigne le groupe des applications
polynomiales inversibles de degré au plus k et sans terme constant.
Les groupes GPkK(V )0 et G sont des groupes structuraux respectifs des fibrés TAM →M
et E → M . Le groupe PolkK
(
V◦
A
,XA(F )
)
0
se révèlera être le modèle de l’espace homogène
principal des A-connexions au théorème 12.3.11. La structure de produit semi-direct est celle
définie dans la preuve ci-dessous.
Démonstration. Nous allons commencer par étudier les fonctions de transition puis les actions
des groupes GPkK(V )0, G et PolkK
(
V◦
A
,XA(F )
)
0
sur la fibre type, et nous déterminerons la
structure de produit semi-direct.
1. Fonctions de transition.
La fibre type du fibré TAE → M est clairement V◦
A
× TAF . Fixons un élément x de
M . Tout élément x de TAxM se décompose sous la forme x = x+ x◦A
, avec x◦
A
dans V◦
A
.
Considérons les fonctions de transition du fibré TAE →M :
γT
AE,M (x) : V◦
A
× TAF → V◦
A
× TAF,
(
x◦
A
,y
)
7→
((
Taykxφ
)
◦
A
x◦
A
,TAβ(x,y)
)
.
Cette application est la composée F3◦F2◦F1 des trois applications lisses sur A suivantes :
(a)
F1 : V◦
A
× TAF → V◦
A
× TAF,
(
x◦
A
,y
)
7→
(
x◦
A
,TA(γ(x))y
)
,
où l’application
γ(x) : F → F,
fonction de transition du fibré π : E → M , est un élément du groupe structural
G ⊂ DiffK(F ).
(b)
F2 : V◦
A
× TAF → V◦
A
× TAF,
(
x◦
A
,y
)
7→
(
x◦
A
,TAβ
(
x,TA(γ(x)−1)y
))
.
L’application
TAF → TAF, y 7→ TAβ
(
x,TA
(
γ(x)−1
)
y
)
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est lisse sur A et au-dessus de F , puisqu’elle est au dessus de l’application
y 7→ β
(
x, γ(x)−1y
)
= γ(x)γ(x)−1y = y.
Or une application lisse sur A, de TAF dans TAF , au-dessus de F , est par définition
un élément de InfAutA(TAF ). Ainsi, d’après le théorème 8.2.2, cette application est
l’extension d’un élément de XA(F ), à savoir :
F2 ◦ σAF : F → TAF, y 7→ TAβ
(
x,TA
(
γ(x)−1
)
(y,0)
)
= TAβ
(
x, (γ(x)−1y,0)
)
,
c’est-à-dire, de la section
F → TAF, y 7→ TA(x,γ(x)−1y)β
(
x◦
A
,0
)
.
De plus, l’application
V◦
A
→ XA(F ), x◦
A
7→
(
y 7→ TA(x,γ(x)−1y)β
(
x◦
A
,0
))
est A-polynomiale de degré au plus k et sans terme constant, car l’application
suivante l’est également pour tout y dans F
V◦
A
→ TAF, x◦
A
7→ TA(x,γ(x)−1y)β
(
x◦
A
,0
)
.
C’est alors un élément du groupe Polk
(
V◦
A
,XA(F )
)
0
.
(c)
F3 : V◦
A
× TAF → V◦
A
× TAF,
(
x◦
A
,y
)
7→
((
Taykxφ
)
◦
A
(
x◦
A
)
,y
)
.
L’application
Taykxφ : V → V
est un élément de GPk(V )0.
2. Actions de groupes.
Nous venons ainsi de prouver que le groupe engendré par les groupes G, GPk(V )0 et
Polk
(
V◦
A
,XA(F )
)
0
, vus comme sous-groupes de DiffK
(
V◦
A
× TAF
)
via les actions dé-
crites ci-dessous, est un groupe structural du fibré TAE →M .
(a) Le groupe G < DiffK(F ). Son action sur V◦
A
× TAF est donnée par :
G×
(
V◦
A
× TAF
)
→ V◦
A
× TAF,
(
A,
(
x◦
A
,y
))
7→
(
x◦
A
,TAAy
)
.
G peut être vu comme un sous-groupe de DiffK
(
V◦
A
× TAF
)
via le morphisme de
groupes
G→ DiffK
(
V◦
A
× TAF
)
, A 7→
(
idV◦
A
,TAA
)
.
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(b) Le groupe Polk
(
V◦
A
,XA(F )
)
0
. La structure de groupe sur cet ensemble est définie
point par point à l’aide de la structure de groupe de XA(F ). Son action sur V◦
A
×TAF
est donnée par :
PolkK
(
V◦
A
,XA(F )
)
0
×
(
V◦
A
× TAF
)
→ V◦
A
×TAF,
(
f,
(
x◦
A
,y
))
7→
(
x◦
A
, (f(x))Ay
)
,
où (f(x))A : TAF → TAF désigne la A-extension de f(x) : F → TAF . Ce groupe
peut être vu comme un sous-groupe de DiffK
(
V◦
A
× TAF
)
via le morphisme de
groupes
PolkK
(
V◦
A
,XA(F )
)
0
→ DiffK
(
V◦
A
× TAF
)
, f 7→
((
x◦
A
,y
)
7→
(
x◦
A
, (f(x))Ay
))
.
(c) Le groupe GPk(V )0. Son action sur V◦
A
× TAF est donnée par :
GPkK(V )0 × V◦A
× TAF → V◦
A
× TAF,
(
P, x◦
A
,y
)
7→
(
P◦
A
(
x◦
A
)
,y
)
.
Ce groupe peut être vu comme un sous-groupe de DiffK
(
V◦
A
× TAF
)
via le mor-
phisme de groupes
GPkK (V )0 → DiffK
(
V◦
A
× TAF
)
, P 7→
(
P◦
A
, idTAF
)
.
3. Produit semi-direct.
Finalement, le groupe
GT
AE,M :=< G,GPk(V )0,Polk
(
V◦
A
,XA(F )
)
0
> .
est un groupe structural du fibré TAE → M . De plus, les groupes G et GPk (V )0
commutent trivialement. Nous avons la suite exacte scindée suivante :
PolkK
(
V◦
A
,XA(F )
)
0
↪→ GTAE,M  GPk (V )0 ×G.
Finalement,
GT
AE,M = Polk
(
V◦
A
,XA(F )
)
0
o
(
GPk (V )0 ×G
)
,
ce qui achève la preuve du théorème.
12.1.3 Structure fibrée sur TAM
Les changements de cartes TAα de variété de TAE sont bien lisses sur A et au-dessus des
changements de cartes TAφ de variété de TAM , également lisses sur A. Ce sont donc bien des
cartes de fibré lisse sur A de TAπ : TAE → TAM , qui est ainsi un fibré lisse sur A, de fibre
type TAF .
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Considérons ses fonctions de transition :
γT
AE,TAM : TAU → DiffA
(
TAF
)
, x 7→ TAβ (x, ·) .
Notez que, si G est un groupe structural de Lie sur K du fibré E →M , alors les fonctions de
transition peuvent être interprétées de la manière suivante :
γT
AE,TAM : TAU → TAG, x 7→ TAγE,M (x),
où γE,M désigne les fonctions de transition du fibré π : E →M , et le groupe A-tangent TAG
est un groupe structural du fibré TAE → TAM .
Le foncteur TA est ainsi un foncteur de la catégorie des fibrés lisses sur K dans celle des
fibrés lisses sur A :
TA : BunK → BunA.
Remarque 12.1.3. Puisque le fibré TAπ : TAE → TAM possède une structure de fibré lisse
sur A, alors chaque fibre est A-difféomorphe à la fibre type TAF et possède elle-même une
structure de variété lisse sur A, ce qui se révélera important lorsque nous considérerons les
connexions.
Extension des fibrés principaux
Théorème 12.1.4. Soit G un groupe de Lie sur K. Soit p : P →M un fibré G-principal lisse
sur K. Soit A une K-algèbre de Weil. Alors TAp : TAP → TAM est un fibré TAG-principal.
Démonstration. Il est immédiat, d’après les changements de cartes de variété de TAP , que
TAp : TAP → TAM est un fibré lisse sur A, TAG-principal. De plus, les fonctions de transition
sont :
γT
AP,TAM : TAU → DiffA(TAG), x 7→ TAβ(x, ·).
Comme G est un groupe de Lie sur K, les fonctions de transition peuvent être vues comme :
γT
AP,TAM : TAU → TAG, x 7→ TAγP,M (x)
et le groupe structural est TAG, agissant sur lui-même.
L’action à droite de TAG sur TAP est TAR, où R est l’action canonique à droite de G sur
P .
Extension des fibrés associés
Proposition 12.1.5. Le fibré TA(P ×GF ) sur TAM est égal au fibré TAP ×TAGTAF , associé
à TAP , de groupe structural TAG agissant à gauche sur TAF par TAµ.
Démonstration. Nous avons déjà vu au théorème 12.1.4 que TAP → TAM est un fibré TAG-
principal d’action de TAG sur TAP à droite donnée par TAR où R désigne l’action à droite
de G sur P .
L’atlas de fibré de TAπ : TA(P ×G F )→ TAM est :
– le recouvrement ouvert (TAUi)i∈I de TAM
– les cartes de fibré TAαi : TA(π−1(Ui)) = (TAπ)−1(TAUi)→ TA(Vi × F ) = TAVi ×TAF .
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Les changements de cartes sont donc les applications
TAαi ◦ TAα−1j = T
A(αi ◦ α−1j ) = T
Aαij : TAVij × F → TAVij × F
déterminées par TAαij = TA(µ ◦ (γij , idF )) = TAµ ◦ (TAγij , idTAF ).
Les fonctions de transition sont alors clairement les applications
TAγij : TAVij → TAG
et l’action de TAG sur TAF est TAµ.
12.2 Fibrés verticaux
12.2.1 Extension des fibrés
Le fibré πAM : TAM → M possède une section naturelle : la section nulle σAM . On notera
0Ax := σAM (x) le point de base ou A-vecteur nul de TAxM . On notera également 0AM le sous-
ensemble σAM (M) de TAM . Par conséquent, il existe une sous-variété canonique de TAM .
Ceci détermine un sous-fibré canonique de TAπ : le fibré restreint à 0AM , dont les éléments se
projettent sur les A-vecteurs nuls.
Définition 12.2.1. On définit le fibré A-vertical VAE du fibré π : E →M par :
VAE :=
(
TAπ
)−1 (
0AM
)
.
Les éléments du fibré A-vertical sont appelés A-vecteurs verticaux.
Notez que ce fibré existe toujours et est déterminé de manière entièrement canonique.
La proposition suivante décrit les structures fibrées de VAE sur E et M .
Proposition 12.2.2. VAE est un sous-fibré de TAE. Plus précisément,
1. VAE →M est un fibré de fibre type TAF et de groupe structural G.
2. VAE → E est un fibré polynomial avec section, de fibre type le module W◦
A
, où W est
le modèle de la fibre type F de E → M , et de groupe structural le groupe structural
GPk
(
W◦
A
)
0
du fibré πAF : TAF → F .
Démonstration. 1. Les changements de cartes de fibré sont donnés par restriction de ceux
du fibré TAE → E :
TAα : U × TAF → U × TAF,
(x,y) 7→
(
TAφ(x,0),TAβ((x,0),y)
)
=
(
φ(x),TA(γ(x))y)
)
.
Par conséquent, les fonctions de transition du fibré VAE →M sont
γV
AE,M : U → G, x 7→ γE,M (x),
où l’action de G sur TAF est définie par :
G→ DiffA
(
TAF
)
, g 7→ TA(ρ(g))
qui est bien définie même si G n’est pas un groupe de Lie sur K puisque ρ(g) est un
élément de DiffK(F ).
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2. Les changements de cartes de fibré sont les mêmes que ci-dessus, et les fonctions de
transition sont
γV
AE,E : U × F → GPk
(
W◦
A
)
0
, (x, y) 7→ TAy
(
γE,M (x)
)
.
Le fibré VAE est constitué des A-vecteurs tangents aux fibres sur E, c’est-à-dire :
∀z ∈ E,
(
VAE
)
z
= TAzEx
où x = π(z). Dans toute la suite, on notera x := π(z).
Champs verticaux
Parmi les champs de A-vecteurs, nous pouvons distinguer ceux dont les A-vecteurs sont
tous verticaux.
Définition 12.2.3. On appelle champ de A-vecteurs vertical un champ de A-vecteurs Z sur
E tel que pour tout z dans E, Z(z) appartient à
(
VAE
)
z
= TAzEx. On note XVA(E) ⊂ XA(E)
l’ensemble des champs de A-vecteurs verticaux.
Remarque 12.2.4. Les champs de A-vecteurs verticaux sont les champs de A-vecteurs π-reliés
au champ nul σAM de XA(M).
Lemme 12.2.5. Un champ de A-vecteurs Z : E → TAE est vertical si et seulement si son
extension ZA : TAE → TAE préserve les fibres sur TAM .
Démonstration. Soit Z un champ de A-vecteurs vertical. Alors le couple (Z, σAM ) est un mor-
phisme de fibré de E →M dans TAE → TAM :
E
Z //
π

TAE
TAπ

M
σAM
// TAM
Par conséquent, son extension ZA = µAE ◦ TAZ est un endomorphisme de TAE qui préserve
les fibres sur TAM . En effet, ZA est au-dessus de µAM ◦ TAσAM = idTAM :
TAE
TAZ
//
TAπ

ZA
((
TA
(
TAE
)
µAE
//
TA(TAπ)

TAE
TAπ

TAM
TAσAM //
idTAM
66TA
(
TAM
) µAM // TAM
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Réciproquement, si ZA est au-dessus de idTAM , alors Z(z) = ZA ◦ σAE(z) = ZA
(
0Az
)
est à
valeurs dans la fibre en 0Ax de TAM . Par conséquent, pour tout z dans E, Z(z) appartient à(
VAE
)
z
.
Proposition 12.2.6. XVA(E) est un sous-groupe de XA(E), et la suite de groupes suivante est
exacte :
XVA(E) ↪→ XA(E)  XA(M).
Démonstration. Soit Z ∈ XVA(E). D’après le lemme précédent, l’extension ZA de Z est un
endomorphisme de TAE qui préserve les fibres sur TAM . Soit Z−1 l’inverse de Z dans XA(E).
Puisque ZA ◦
(
Z−1
)A
= idTAE ,
(
Z−1
)A
préserve également les fibres sur TAM et est donc
l’extension d’une section Z−1 =
(
Z−1
)A
◦ σAE ∈ XVA(E), toujours d’après le lemme précédent.
L’exactitude de la suite est triviale.
Proposition 12.2.7. Le sous-groupe XVA(E) ⊂ XA(E) des champs de A-vecteurs verticaux de
E est stable par crochet.
Démonstration. Les champs de A-vecteurs verticaux sont les champs de A-vecteurs π-reliés au
champ de A-vecteurs nul surM , d’après la remarque précédente. De plus, d’après la proposition
8.3.6, si deux éléments X et Y de XA(E) sont π-reliés à σAM , alors [X,Y ]XA(E) est π-relié à
[σAM , σAM ] = σAM , car le crochet est bi-polynomial sans terme constant. Ainsi, [X,Y ]XA(E) est
un champ de A-vecteurs vertical.
12.2.2 Extension des fibrés principaux
Théorème 12.2.8. Le fibré A-vertical VAP d’un fibré G-principal p : P → M possède les
structures fibrées suivantes :
1. sur P : VAP → P est trivial ; plus précisément, VAP ' P × TAeG.
2. sur M : VAP → M est un fibré TAG-principal, isomorphe au fibré TAP restreint à
0AM ⊂ TAM .
Démonstration. 1. L’isomorphisme de fibrés au-dessus de P est donné par
P × TAeG→ VAP, (z, U) 7→ TAe (Lz)U = TA(z,e)R
(
0Az , U
)
,
où Lz est l’application définie par
Lz : G→ P, g 7→ R(z, g) =: zg =: Rg(z).
TAe (Lz)U est vertical car Lz est un difféomorphisme de G sur Pp(z) (G agit simplement
transitivement sur les fibres) et par conséquent, TAe (Lz)
(
TAeG
)
= TAz Pp(z) =
(
VAP
)
z
.
Comme dans le cas d’un fibré général, le groupe structural peut en fait être réduit à G.
2. Nous avons vu ci-dessus que le fibré TAp : TAP → TAM est un fibré TAG-principal
d’action à droite TAR : TAP × TAG → TAG. Cette action est libre et transitive sur
les fibres de TAp. Or VAP = (TAp)−1(0AM ) donc le fibré VAP → M est isomorphe au
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fibré TAp restreint à la section nulle σA(M) au-dessus de l’application σA : M → TAM ,
x 7→ 0Ax , c’est-à-dire que le diagramme suivant commute :
VAP
πAM◦T
App◦πAP

idVAE // V = TAP|0AM
TAp|0A
M
M
σAM // 0AM ⊂ TAM
L’action TAR se restreint en une action libre à droite et transitive en les fibres, ce qui
munit le fibré VAP →M d’une structure de fibré principal de groupe structural TAG.
Champs de A-vecteurs fondamentaux
L’isomorphisme entre les fibres du fibré p : P → M et le groupe structural G détermine
une classe particulière de champs de A-vecteurs verticaux : les champs de A-vecteurs fonda-
mentaux.
Définition 12.2.9. Soit A une K-algèbre de Weil. Soit G un groupe de Lie sur K d’élément
neutre e. Soit P une variété lisse sur K, sur laquelle G agit de manière fortement K-lisse via
une application R : P × G → P, (z, g) 7→ R(z, g) =: Lz(g). Alors tout élément U dans TAeG
définit un champ de A-vecteurs sur P , noté Û et appelé champ de A-vecteurs fondamental sur
P associé à U , défini de la manière suivante :
Ûz := TAe (Lz)U.
L’élément U est appelé le générateur du champ de A-vecteurs fondamental Û . On note XFA (P )
l’ensemble des champs de A-vecteurs fondamentaux de P .
Un cas important est celui où P est l’espace total d’un fibré G-principal lisse sur K.
Proposition 12.2.10. Soit p : P →M un fibré G-principal. Alors l’application
TAeG→ XVAP, U 7→
(
Û : z 7→ TAe LzU
)
vérifie les propriétés suivantes :
1. elle est polynomiale sans terme constant, c’est-à-dire que si un élément U dans TAeG est
tel que Û s’annule, alors U = 0Ae ,
2. elle est compatible avec les crochets, c’est-à-dire que pour tous U et U ′ dans TAeG,
[̂U,U ′]TAeG = [Û , Û
′]XAP ,
3. pour tout élément U dans TAeG, on a
(Rg)?Û = ̂(AdA(g−1)U) ∈ χVAP,
où (Rg)?Û := TARg ◦ Û ◦Rg−1.
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Cette application est bien définie : le champ de A-vecteurs ainsi défini est vertical car pour
tout z dans P , l’application Lz est à valeurs dans Pp(z) et donc TAe Lz : G→ TAz Pp(z) = VAz P .
Démonstration. 1. La polynomialité est clairement vérifiée. De plus, si Û s’annule, alors
il existe z ∈ P tel que TAe LzU = 0. Or Lz : G → Px est un difféomorphisme donc en
particulier, TAe Lz est bijectif et U = 0.
2. Notons UL ∈ XL(G) le champ de A-vecteurs invariant à gauche vérifiant UL(e) = U ,
c’est-à-dire tel que pour tout g dans G, UL(g) = TAe lgU . Alors les champs UL et Û sont
Lz-liés pour tout z ∈ P . En effet, pour tout z ∈ P et pour tout g ∈ G, on a :
Û ◦ Lz(g) = Û(zg) = TAe LzgU = TAgLzTAe lgU = TAgUL(g).
Donc d’après la proposition 8.3.6, on a pour tout z dans P :
[̂U,U ′]TAeG(z) = T
A
e Lz([U,U ′]TAeG)
= TAe Lz
(
[UL, U ′L]TAeG(e)
)
= [UL, U ′L]TAeG ◦ Lz(e)
= [UL, U ′L]TAeG(z).
3. Soient U dans TAeG, z dans P et g dans G. Alors on a :
((Rg)?Û)(zg) := TAzRg(Û(Rg−1(zg))
= TAzRg(Û(z))
= TAzRgTAe LzU
= TAgLzTAe rgU
= TAe LzgTAe cg−1U
= TAe LzgAdA(g−1)U
= ̂AdA(g−1)U(zg).
D’après le théorème 12.2.8, il est possible d’étendre tout vecteur vertical Zz ∈ VAz P en un
champ de vecteurs fondamental Z défini de la manière suivante :
Z := ̂ev−1z (Zz),
où l’application evz est définie pour tout z dans P de la manière suivante :
TAe Lz = evz : TAeG→ VAz P = TAz Pp(z), U 7→ Ûz.
12.2.3 Extension des fibrés associés
Soit p : P → M un fibré G-principal lisse sur K. Soit π : E = P ×G F → M un fibré
fortement lisse sur K, associé à P , d’action à gauche µ : G × F → F . Soit A = K ⊕
◦
A une
K-algèbre de Weil.
152 CHAPITRE 12. CONNEXIONS DE TYPE EHRESMANN
Fibrés verticaux des fibrés associés
Proposition 12.2.11. L’espace vertical VAE d’un fibré E = P ×G F associé à un fibré G-
principal P est égal à VAE = P ×G TAF , où l’action à gauche d’un élément g de G sur TAF
est TAρ(g).
Démonstration. Nous avons vu au théorème 12.1.5 que le fibré TA(P ×G F ) sur TAM est
isomorphe au fibré TAP ×TAG TAF de type
(
TAG,TAF,TAρ
)
. Dans une carte de fibré, un
vecteur Zz ∈ TAz P est de la forme
(
TAz p(Zz), Yy
)
∈ TAUi×TAF . Ainsi, un vecteur vertical Zz
dans VAz P est de la forme
(
0Ap(z), Yy
)
∈ TAUi ×TAF . Son image par un changement de cartes
est de la forme(
0Ax ,TA(γij(x),y)µ
(
TAxγij
(
0Ax
)
, Yy
))
=
(
0Ax ,TA(γij(x),y)µ
(
0Aγij(x), Yy
))
=
(
0Ax ,TAy (ρ(γij(x)))Yy)
)
,
où nous avons noté x := p(z).
12.3 Connexions de type Ehresmann
12.3.1 Définitions
Rappelons que TAE possède les structures fibrées suivantes :
1. sur TAM : une structure de fibré lisse sur A, ce qui munit chacune de ses fibres d’une
structure de variété lisse sur A, de fibre type TAF et, si G est un groupe de Lie sur K,
de groupe structural TAG,
2. sur E : une structure de fibré polynomial A-lisse sans terme constant,
3. sur M : une structure de fibré décrite dans la section 12.1.2.
Le fibré TAM×M VAE est du même type que le fibré TAE au sens où il possède les mêmes
structures fibrées.
Définition 12.3.1. Une A-connexion, ou A-décomposition sur le fibré E →M est un
K-difféomorphisme
TAE C
A
//
&&
TAM ×M VAE
vv
TAM ×M E
qui respecte les structures fibrées sur TAM et sur E (et donc sur M), au sens où
1. sur TAM : CA est A-lisse fibre à fibre,
2. sur E : CA est un morphisme de fibrés polynomiaux sans terme constant.
On dit qu’une A-connexion sur le fibré E →M est une connexion de type Ehresmann sur
le fibré TAE →M .
Proposition 12.3.2. Demander que CA soit sans terme constant au-dessus de E est équi-
valent à demander que la restriction de CA à VAE soit l’identité
(
CA|VAE = 0×idM idVAE
)
.
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Démonstration. Soit x un point de M . Considérons la fibre
(
VAE
)
0Ax
' TAEx de TAE en
0Ax ∈ TAM . Alors la restriction de CA à cette fibre est une application lisse sur A, de TAEx
dans TAEx, au-dessus de idEx . Ainsi, d’après le théorème 8.2.2, cette restriction est l’extension
de la section
Ex → TAEx, z 7→ CA|TAEx ◦ σ
A
Ex(z) = C
A ◦ σAE(z).
Or l’extension de z 7→ CA ◦σAE(z) est l’identité sur TAEx si et seulement si cette section est la
section nulle, si et seulement si CA est un morphisme de fibrés avec sections sur E, c’est-à-dire
sans terme constant car les fibrés sont polynomiaux sur E.
Définition 12.3.3. Un A-connecteur sur le fibré π : E → M est un morphisme surjectif
KA : TAE  VAE qui préserve les structures fibrées sur TAM et sur E :
1. KA est un épimorphisme de fibrés sur TAM → 0AM tel que la restriction à chaque fibre
soit A-lisse,
2. KA est un épimorphisme de fibrés polynomiaux sans terme constant, au-dessus de E.
Proposition 12.3.4. Soit KA un A-connecteur sur le fibré π : E → M . Alors KA vérifie la
relation suivante : KA ◦ KA = KA.
Démonstration. De manière analogue aux décompositions, il est équivalent de demander que :
– le A-connecteur KA soit sans terme constant,
– la restriction de KA à VAE soit l’identité.
La deuxième condition implique clairement la relation KA ◦ KA = KA.
KA est un isomorphisme pour chaque fibre sur TAM , c’est à dire que
∀Xx ∈ TAM, KA|Xx : (T
AE)Xx ' (VAE)0Ax ' T
AF.
Remarque 12.3.5. Pour tout fibré E →M les données suivantes sont équivalentes :
1. un A-connecteur KA,
2. une A-décomposition CA.
En effet, tout A-connecteur KA induit une A-décomposition idTAM ×idM K
A et toute A-
décomposition CA induit un A-connecteur prVAE ◦ CA.
Toute A-connexion induit un morphisme de groupes
XA(E)→ XVA(E), X 7→ XV := KA ◦X.
12.3.2 Fibrés horizontaux
Nous venons de décrire un sous-fibré canonique du fibré TAE et de définir une notion
permettant à tout élément d’un fibré d’associer un élément du sous-fibré vertical. Ceci nous
mène à la définition de sous-fibré horizontal qui permet de décomposer un élément du fibré
A-tangent de E en ses parties horizontale et verticale et ce, de manière unique. Nous pour-
rons également définir le relèvement des champs de A-vecteurs en des champs A-horizontaux.
Commençons par définir le fibré horizontal et donner ses structures fibrées.
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Définition 12.3.6. Un fibré A-horizontal du fibré E → M est un sous-fibré HAE de TAE,
A-supplémentaire au fibré A-vertical dans le sens où il existe un K-difféomorphisme
TAE //
&&
HAE ×E VAE
vv
TAM ×M E
qui respecte les structures fibrées sur TAM et sur E (et donc sur M), au sens où il est A-lisse
fibre à fibre sur TAM et polynomial sans terme constant sur E.
Il faut noter que, contrairement au fibré A-vertical, un fibré A-horizontal n’existe pas
toujours. De plus, s’il existe, il n’est pas nécessairement unique.
La proposition suivante décrit les structures fibrées d’un fibré A-horizontal.
Proposition 12.3.7. Soit HAE un fibré A-horizontal sur E. Alors HAE possède les structures
fibrées suivantes :
1. sur M . HAE est isomorphe au produit fibré de TAM et E sur M :
HAE ' TAM ×M E.
2. sur E. HAE est un fibré polynomial avec section, isomorphe au fibré πAM : TAM → M ,
au sens où il existe un isomorphisme fibre à fibre.
Démonstration. 1. L’isomorphisme est donné par :
Zz ∈ HAz E 7→
(
TAz π(Zz), z
)
∈ TAxM × Ex
2. En effet, les changements de cartes de fibré sont les applications
TAα : TAU × F → TAU × F, (x, y) 7→
(
TAφ(x), γ(x, y))
)
.
Ainsi, les fonctions de transition sont :
γH
AE,E : U × F → GPk (V )0 , (x, y) 7→ Tay
k
xφ.
Remarque 12.3.8. Toute A-connexion sur E induit un fibré A-horizontal sur E. En effet, si
VAE est une A-décomposition, alors nous pouvons définir un fibré A-horizontal HAE de la
manière suivante : HAE :=
(
CA
)−1 (
TAM ×M 0AE
)
.
L’inverse TAM ×M E → HAE de l’isomorphisme donné au premier point de la proposition
est appelé relèvement A-horizontal. À tout A-vecteur en un point x de M , il associe un A-
vecteur horizontal en chaque point de la fibre Ex, c’est-à-dire un champ de A-vecteurs sur
Ex. Le relèvement A-horizontal en un point z de Ex noté X̃z d’un A-vecteur Xx de TAxM est
l’unique A-vecteur horizontal de TAzE qui lui soit TAπ-relié. Finalement, tout A-vecteur se
décompose de manière unique en un vecteur A-vertical et un vecteur A-horizontal.
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12.3.3 Champs horizontaux
Définition 12.3.9. On appelle champ de A-vecteurs horizontal un champ de A-vecteurs Z
sur E tel que pour tout z dans E, Z(z) appartienne à (HAE)z. On note XHA (E) ⊂ XA(E)
l’ensemble des champs de A-vecteurs horizontaux.
Contrairement au cas des champs verticaux, l’extension ZA d’un champ horizontal Z n’est
pas un morphisme de fibrés sur TAM , et les champs horizontaux ne sont pas stables par
crochet en général.
Le relèvement A-horizontal noté X̃ dans XHA (E) d’un champ de vecteurs X dans XA(M),
est l’unique champ de A-vecteurs horizontal de XA(E) qui lui soit TAπ-relié.
Définition 12.3.10. Un champ Z dans XA(E) est dit champ A-basique s’il est A-horizontal et
s’il est TAπ-relié à un champ de vecteurs X dans XA(M). L’ensemble des champs A-basiques
sur E est noté XbasA (E).
Un champ horizontal est donc basique si et seulement s’il est constant le long des fibres.
Finalement, TAπ est un isomorphisme entre XbasA (E) et XA(M), d’inverse
X ∈ XA(M) 7→
(
z 7→ (X(π(z)), z) ∈ TAπ(z)M × {z} ' (H
AE)z
)
.
12.3.4 Structure d’espace homogène principal de l’ensemble des connexions
Théorème 12.3.11. Soient π : E → M un fibré lisse sur K et A une K-algèbre de Weil de
hauteur k. Alors l’ensemble des A-connexions est un espace homogène principal modelé sur le
groupe
Polk
(
TAM,XVA(E)
)
0
des applications polynomiales fibre à fibre sur M , de degré k et sans terme constant, de TAM
dans le groupe XVA(E) des champs de A-vecteurs verticaux de E.
Rappelons que le point 3 du théorème 8.2.2 montre que la fibre de XVA(E) en chaque point
x de M , à savoir XA (Ex), possède une structure polynomiale, ce qui prouve que le groupe
Polk
(
TAM,XVA(E)
)
0
est bien défini. Rappelons également que la structure de groupe est
définie point par point à l’aide de celle de XVA(E).
Démonstration. Soient C et C ′ deux A-décompositions sur le fibré E →M . On pose
B := C ′ ◦ C−1 : TAM ×M VAE → TAM ×M VAE.
C’est un automorphisme de fibrés au-dessus de TAM ×M E.
Considérons la fibre de TAE au point Xx de TAM . La restriction de B à cette fibre est
une application A-lisse sur
(
VAE
)
x
= TAEx au-dessus de l’identité de Ex, c’est-à-dire est
l’extension d’un champ Z de A-vecteurs vertical défini par :
Z : Ex → TAEx, z 7→ B
(
Xx, 0Az
)
.
De plus, la dépendance en Xx ∈ TAM est polynomiale car B est polynomiale de degré k sans
terme constant au-dessus de E donc l’application
TAxM → TAzEx, Xx 7→ B
(
Xx, 0Az
)
156 CHAPITRE 12. CONNEXIONS DE TYPE EHRESMANN
est polynomiale de degré k sans terme constant.
Finalement, pour tout x dans M , nous avons une application polynomiale de degré k sans
terme constant
TAxM ' V◦A
→ XA (Ex) ' XA(F )
et donc l’espace homogène principal est modelé sur le groupe Pol
(
TAM,XVA(E)
)
0
des appli-
cations polynomiales sans terme constant fibre à fibre sur M . La structure de groupe est bien
celle définie par la structure de groupe de XVA(E). Notez que ce groupe est isomorphe (de ma-
nière non canonique) au groupe Pol
(
V◦
A
,XA(F )
)
0
qui est l’un des trois groupes générateurs
du groupe GTAE,M décrit au théorème 12.1.2.
12.4 Itération des connexions de type Ehresmann
Le but de cette section est de déterminer une manière d’itérer les connexions, ce qui nous
permettra de définir la courbure d’une connexion. Commençons par définir cette notion à
l’aide de deux connexions, que nous considérerons identiques par la suite.
Théorème 12.4.1. Soient A et B deux K-algèbres de Weil. Soit π : E → M un fibré lisse
sur K. Soient une A-connexion sur E déterminée par le A-connecteur KA, et une B-connexion
sur E déterminée par le B-connecteur KB. Alors nous pouvons construire de manière naturelle
deux (A⊗ B)-connexions sur E.
Démonstration. Considérons l’application A⊗ B-lisse
TBKA : TA⊗BE → TBVAE.
Elle est au-dessus de KA : TAE → VAE et au-dessus de idTBE . Sa restriction à TAKBE est à
valeurs dans VBVAE = VA⊗BE. De même, l’application
TAKB : TB⊗AE → TAVBE
est lisse sur B⊗A. Ainsi, τB,A ◦TAKB ◦ τA,B est lisse sur A⊗ B, où τA,B est le flip de A et B,
et est au-dessus de KB : TBE → VBE et au-dessus de idTAE . De plus, sa restriction à TBVAE
est à valeurs dans VBVAE = VA⊗BE. On obtient ainsi deux (A⊗ B)-connecteurs sur E :
TBKA ◦ τB,A ◦ TAKB ◦ τA,B et τB,A ◦ TAKB ◦ τA,B ◦ TBKA.
Notez que leurs conjugués par τB,A sont exactement les deux B ⊗ A-connecteurs obtenus
par itération sur E. Ces connecteurs sont tous deux au-dessus de KA et de KB.
Il n’existe pas de choix naturel de connexion itérée, mais nous pouvons faire un choix
arbitraire dans la procédure d’itération et considérer la connexion CA⊗B correspondant au
connecteur
TBKA ◦ τB,A ◦ TAKB ◦ τA,B
comme étant la (A⊗ B)-connexion itérée (relativement à ce choix).
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Corollaire 12.4.2. Soit A une K-algèbre de Weil. Soit π : E → M un fibré lisse sur K
muni d’une A-connexion sur E. Alors nous pouvons construire de manière naturelle deux
(A⊗ A)-connexions sur E. De plus, ces connexions sont conjuguées par le flip de A.
Démonstration. Soit CA une A-connexion de connecteur KA sur un fibré π : E → M . Alors,
d’après le théorème précédent, dans le cas A = B et KA = KB, nous pouvons construire de
manière naturelle deux connecteurs sur TA⊗AE, à savoir
TAKA ◦ τA ◦ TAKA ◦ τA et τA ◦ TAKA ◦ τA ◦ TAKA.
Ces deux connecteurs sont clairement conjugués par le flip τA de A. Ils induisent deux (A⊗A)-
connexions : CA⊗A et τA ◦ CA⊗A ◦ τA.
Théorème 12.4.3. Soit A une K-algèbre de Weil. Soit π : E → M un fibré lisse sur K
muni d’une A-connexion CA sur E. Alors nous pouvons construire de manière naturelle une
(A⊗ . . .⊗ A)-connexion sur E.
Démonstration. À partir de la A-connexion CA sur E, nous pouvons construire la connexion
itérée CA⊗A. Nous appliquons ensuite le théorème précédent à la A-connexion CA et à la
(A⊗ A)-connexion CA⊗A, avec B = A⊗ A, et ainsi de suite.
Notez qu’à nouveau, la construction de CA⊗...⊗A résulte d’un choix dans l’ordre de la
procédure.
En particulier, avec A = TK, nous obtenons le résultat suivant :
Corollaire 12.4.4. Soit π : E → M un fibré lisse sur K. Soit CTK une connexion de type
Ehresmann sur le fibré TE →M . Alors nous pouvons construire explicitement une connexion
de type Ehresmann su le fibré TkE →M , pour tout entier naturel k.
12.5 Opérateurs de courbure
Soient π : E → M un fibré lisse sur K et A une K-algèbre de Weil. On considère un
automorphisme Ψ de A. Alors l’application induite ΨE préserve le fibré vertical VAE. Par
conséquent, nous pouvons mesurer le comportement d’une A-connexion relativement à Ψ de
la manière suivante.
Définition 12.5.1. La Ψ-courbure RΨ d’une A-connexion CA sur un fibré π : E → M est
définie de la manière suivante :
RΨ :=
(
CA
)−1
◦
(
Ψ−1M ×idM Ψ
−1
E
)
◦ CA ◦ΨE : TAE → TAE.
Une connexion est dite Ψ-symétrique si sa Ψ-courbure est nulle.
Les opérateurs de courbure sont donc définis comme étant les obstructions à certaines
symétries d’une connexion.
Soit CA une A-connexion sur un fibré π : E → M . Alors, d’après la section précédente,
CA induit une (A⊗ A)-connexion CA⊗A sur E.
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Définition 12.5.2. Soit CA une A-connexion sur un fibré π : E → M . Alors la courbure R
de CA est définie comme étant le commutateur de la (A⊗A)-connexion CA⊗A itérée sur E et
du flip τAE de TA⊗AE, c’est-à-dire :
R :=
(
CA⊗A
)−1
◦ τAE ◦ CA⊗A ◦ τAE : TA⊗AE → TA⊗AE.
La courbure de la A-connexion représente la différence entre les deux connexions itérées
possibles : CA⊗A et τA◦CA⊗A◦τA. En d’autres termes, il s’agit de la τ -courbure de la connexion
itérée CA⊗A. Cette application est la différence de deux (A⊗ A)-connexions, dont l’ensemble
est un espace homogène principal modelé sur le groupe
Polk(TA⊗AM,XVA⊗A(E))0
d’après le théorème 12.3.11.
Plus généralement, le groupe symétrique Σk agit sur les connexions itérées de la section pré-
cédente, et nous pouvons définir les courbures d’ordre supérieur comme étant les obstructions
aux symétries par rapport au groupe des permutations, c’est-à-dire, pour toute permutation
σ dans Σk, la courbure d’ordre supérieur associée à σ est la σ-courbure de la connexion itérée
CA⊗···⊗A.
Comme nous l’avons dit dans l’introduction de cette partie, une telle analyse de l’action
du groupe AutK(A) sur les connexions peut être motivée par le modèle de la théorie de Galois.
Ainsi, le présent travail peut être vu comme le premier pas vers une « théorie de Galois des
connexions » qui, elle, reste à être développée.
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Annexe A
Applications polynomiales
Le but de cette annexe est de montrer que les applications K-polynomiales continues sont
lisses sur K, et que leurs extensions scalaires par des K-algèbres de Weil A sont également
continues, et donc lisses sur A. Nous donnons également une condition d’inversibilité pour la
composition tronquée à un certain degré : une application K-polynomiale P : V → V sur un
K-module V est inversible si et seulement si sa partie linéaire est inversible. Nous étudions
ensuite en détail la structure des extensions scalaires par des algèbres de Weil.
A.1 Applications (multi)-homogènes continues
Nous allons montrer que la continuité des applications polynomiales est équivalente à celle
de leurs parties (multi-)homogènes.
Théorème A.1.1 (Séparation des parties homogènes). Soient V et W des modules topolo-
giques sur un anneau topologique K.
1. Soit P =
k∑
i=0
Pi une somme d’applications K-homogènes Pi : V → W de degré i, c’est-
à-dire que pour tout r dans K, Pi(rx) = riPi(x). Alors les assertions suivantes sont
équivalentes :
(a) L’application P : V →W est continue.
(b) Pour tout entier 0 ≤ i ≤ k, la partie homogène Pi : V →W est continue.
2. Soit P =
∑
α∈Nn
Pα : V n → W une somme finie d’applications multi-homogènes Pα :
V n → W , avec α = (α1, . . . , αn), c’est-à-dire que pour tout r dans K et pour tout
entier 1 ≤ i ≤ n,
Pα(x1, . . . , rxi, . . . , xn) = rαiPα(x1, . . . , xn).
Alors les assertions suivantes sont équivalentes :
(a) L’application P : V n →W est continue.
(b) Pour tout α dans Nn, la partie multi-homogène Pα : V n →W est continue.
Démonstration. 1. Prouvons la première équivalence. Il suffit de montrer le sens direct car
la réciproque est triviale. Supposons que P soit continue. Comme la partie homogène P0
est constante, alors elle est continue. Sans perte de généralité, nous pouvons supposer que
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P0 = 0. Fixons les scalaires r1, . . . , rk ∈ K et définissons, pour tout entier 1 ≤ i ≤ k− 1,
les applications continues (dépendant de ces scalaires)
Q1(x) := r1P (x)− P (r1x) =
k∑
i=2
(r1 − ri1)Pi(x),
Qi+1(x) := (ri+1)i+1Qi(x)−Qi(ri+1x).
Alors l’application Qi est une combinaison linéaire des applications Pi+1, . . . , Pk, et en
particulier, nous trouvons que
Qk−1(x) = λPk(x) avec λ = (r1 − rk1)(r22 − rk2) · · · (rk−1k−1 − r
k
k−1).
Afin de prouver que l’application Pk est continue, il suffit de montrer que nous pouvons
choisir des scalaires r1, . . . , rk−1 ∈ K tels que le scalaire λ soit inversible, car nous aurons
alors Pk(x) = λ−1Qk−1(x). Puisque Qk−1 est continue par construction, la continuité de
Pk sera démontrée.
Pour prouver notre assertion, écrivons rii − rki = rii(1 − rmi ) avec m = k − i. Comme
l’application f : K → K, r 7→ 1 − rm est continue, et comme K× est un ouvert, alors
U := f−1(K×) est un ouvert, et U est non vide puisque 0 ∈ U . Comme K× est un ouvert
dense, U ′ := U ∩ K× est un ouvert non vide, et nous pouvons choisir ri dans U ′. En
faisant de même pour tout entier 1 ≤ i ≤ k, nous obtenons un scalaire inversible λ.
Ayant démontré que la partie homogène Pk est continue, nous remplaçons P par P −Pk
et nous montrons comme ci-dessus que l’application Pk−1 est continue, et ainsi de suite
pour toutes les applications homogènes.
2. La seconde équivalence est prouvée de manière similaire : nous procédons comme ci-
dessus relativement à la première variable x1 afin de séparer les termes selon leur degré
en x1, puis nous recommençons la procédure avec la seconde variable x2, et ainsi de
suite.
A.2 Applications polynomiales continues
Pour une comparaison récente de quelques notions d’applications polynomiales, voir l’ar-
ticle [Xantcha 2011], où sont données trois définitions différentes d’applications polynomiales,
dont celle de l’article [Eilenberg, Mac Lane 1954] et celle de l’article [Roby 1963].
La définition générale suivante d’application K-polynomiale, donnée au paragraphe 5 de la
partie 4 du livre [Bourbaki 1971] a été utilisée dans l’article [Bertram, Glöckner, Neeb 2004]
(voir définition A.5) et correspond à l’approche de Eilenberg et Mac Lane.
Définition A.2.1. Une application P : V → W entre deux K-modules V et W est dite
polynomiale homogène de degré k si pour tout système de générateurs (ei)i∈I de V il existe
des coefficients aα dans W (où α : I → N a un support fini et |α| :=
∑
i∈I
αi = k) tels que
P
(∑
i∈I
tiei
)
=
∑
α
tαaα où tα :=
∏
i∈I
tαii .
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Si V est un K-module libre (en particulier, si K est un corps), alors ceci est équivalent à dire
qu’il existe une application k-multilinéaire m : V k → W telle que P (x) = m(x, . . . , x). Dans
tous les cas, une application polynomiale est une somme finie d’applications polynomiales
homogènes.
L’ensemble des applications K-polynomiales P : V →W est noté PolK(V,W ), et on note
PolK(V,W )0 := {P : V →W polynomial | P (0) = 0}
le sous-ensemble des applications K-polynomiales sans terme constant. Le sous-ensemble des
applications K-polynomiales de degré au plus k est noté PolkK(V,W ). Si V = W , alors on munit
PolkK(V, V ) du produit suivant : la composition des polynômes, tronquée au degré k. L’ensemble
des applications polynomiales P : V → V de degré au plus k admettant une application inverse
polynomiale Q : V → V forme un groupe noté GPkK(V ), et appelé groupe K-polynomial général
de degré k de V . Le sous-groupe stabilisateur de 0 est noté GPK(V )0.
Notez que si P (x) = m(x, . . . , x), où m : V × . . .×V → V est une application multilinéaire,
alors la continuité de P n’implique pas nécessairement la continuité de l’application m, sauf
si les entiers sont inversibles dans K, auquel cas, par polarisation, nous pouvons trouver une
application continue symétrique m.
Le théorème suivant donne une caractérisation des applications inversibles dans le groupe
polynomial d’un K-module.
Théorème A.2.2. Une application polynomiale P : V → V est inversible dans GPkK(V ) si et
seulement si sa partie linéaire P1 est inversible.
Démonstration. Le sens direct est clair : l’inverse de P1 est la partie linéaire de l’inverse de
P . Il suffit de prouver la réciproque. Décomposons P en somme de parties homogènes Pi de
degré i et supposons que P1 est inversible.
1. Montrons dans un premier temps que P possède un inverse à gauche.
Posons
Q0 : V → V, v 7→ v − P0(v).
Alors Q0 est une application polynomiale et Q0 ◦P est une application polynomiale sans
terme constant.
Posons
Q1 := P−11 : V → V.
Alors Q1 ◦ Q0 ◦ P est une application polynomiale sans terme constant dont la partie
linéaire est l’identité. Notons P̃≥2 la somme des parties homogènes de degré supérieur
ou égal à 2 de cette application.
Posons
Q2 : V → V, v − P̃≥2(v).
Alors Q2 ◦Q1 ◦Q0 ◦P est une application polynomiale de la forme idV + P̃≥3, où P̃≥3 est
une application polynomiale somme de parties homogènes de degré supérieur ou égal à
3.
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En effet,
Q2 ◦Q1 ◦Q0 ◦ P (v) = Q
(
v + P̃≥2(v)
)
= v + P̃≥2(v)− P̃≥2
(
v + P̃≥2(v)
)
.
Nous pouvons supposer d’après la remarque de la fin de la preuve du théorème A.2.4
que P̃≥2 est de la forme
P̃≥2(v) =
k∑
i=2
mi(v, . . . , v),
où mi : V i → V est multilinéaire. Dans ce cas, P̃≥2
(
v + P̃≥2(v)
)
est de la forme
k∑
i=2
mi
v + k∑
j=2
mj(v, . . . , v), . . . , v +
k∑
j=2
mj(v, . . . , v)
 .
qui est somme d’applications polynomiales homogènes de degré supérieur ou égal à 2 et
dont le seul terme de degré 2 est m2(v, v) qui est précisément le terme de degré 2 de
P̃≥2(v).
Finalement, les termes de degré 2 se compensent et Q2 ◦ Q1 ◦ Q0 ◦ P (v) est bien de la
forme v + P̃≥3(v), où P̃≥3 est l’application polynomiale somme de parties polynomiales
homogènes de degré supérieur ou égal à 3 définie par
P̃≥3(v) :=
k∑
i=2
mi
v + k∑
j=2
mj(v, . . . , v), . . . , v +
k∑
j=2
mj(v, . . . , v)
−m2(v, v).
On définit ensuite l’application polynomiale Q3 : V → V, v 7→ v− P̃≥3(v) et on montre
comme précédemment que Q3 ◦Q2 ◦Q1 ◦Q0 ◦P est une application polynomiale somme
de la partie linéaire identité et de parties polynomiales homogènes de degré supérieur
ou égal à 4.
On procède ensuite par récurrence. Notez que les étapes de construction de Q0 et Q1 sont
particulières. L’initialisation commence avec Q2 et nous effectuons ensuite la récurrence
en définissant à chaque étape les applications P̃≥i et Qi : V → V, v 7→ v − P̃≥i(v), puis
on montre que Qi ◦ . . . ◦Q0 ◦P est la somme de l’identité et d’applications polynomiales
homogènes de degré supérieur ou égal à i + 1. Finalement, on montre que l’application
Qk ◦ . . . ◦ Q0 ◦ P est l’identité : en effet, c’est la somme de l’identité et d’applications
polynomiales homogènes de degré supérieur ou égal k + 1 donc nulles puisque la règle
de composition est la composition tronquée au degré k.
Ceci prouve l’existence d’un inverse à gauche, polynomial, de P .
2. La loi de composition tronquée étant une loi associative, pour montrer que P admet un
inverse à droite, il suffit de montrer que l’inverse à gauche Qk ◦ . . . ◦ Q0 de P admet
lui-même un inverse à gauche. Pour cela, il suffit de montrer que chaque application Qi
admet un inverse à gauche, ce qui est trivial d’après le point précédent : Qi est inversible
à gauche si et seulement si sa partie linéaire est inversible et la partie linéaire de Qi est
inversible pour i = 1, et est l’identité, pour tout entier i 6= 1, qui est inversible.
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Définition A.2.3. Une application polynomiale P : V → V dont la partie linéaire est l’iden-
tité est dite spéciale. L’ensemble des applications polynomiales spéciales de degré k de V dans
V est un sous-groupe de GPkK(V ) noté SPkK(V ) et appelé groupe spécial polynomial de degré
k de V .
Notez que d’après le théorème précédent, toute application polynomiale spéciale est bien
inversible dans GPkK(V ).
Théorème A.2.4. Toute application K-polynomiale continue P : V →W est lisse sur K.
Démonstration. Supposons que P : V → W soit une application continue polynomiale.
D’après le théorème A.1.1, nous pouvons supposer sans perte de généralité que p est homogène
de degré k. Supposons dans un premier temps que P (x) = m(x, . . . , x), où m : V k → W est
multilinéaire. Comme P est continue, l’application
F : V × V →W, (x, v) 7→ p(x+ v) = m(x+ v, . . . , x+ v)
est continue et polynomiale. En utilisant la multilinéarité, nous développons
p(x+ v) = m(x+ v, . . . , x+ v) =
k∑
i=0
Mk−i,i(x, v), (A.2.1)
où Mk−i,i(x, v) est la somme des termes du développement de m contenant i fois l’argument
v et k − i fois l’argument x. 1 Le i-ème terme de (A.2.1) est la partie homogène de bidegré
(k − i, i) de l’application continue F , et par conséquent, d’après le théorème A.1.1, est une
application continue en (x, v). Ensuite, pour tout t dans K×, nous obtenons un développement
similaire
P [1](x, v, t) = f(x+ tv)− f(x)
t
=
k∑
i=1
ti−1Mk−i,i(x, v),
et puisque Mk−i,i(x, v) est continue, le membre de droite définit une application continue de
(x, v, t), prouvant qu’une extension continue du quotient de différence existe, et donc que P
est de classe C[1]. De plus, P [1] est à nouveau une application polynomiale continue, de degré
total au plus 2k − 1, et donc, par récurrence, nous déduisons que P est de classe C[∞].
Si P (x) n’est pas donné directement par une application multilinéaire m, nous fixons un
système de générateurs (ei) de V et nous considérons le module libre E engendré par les ei,
muni de la projection canonique E → V . L’application F se relève alors naturellement en une
application F̃ : E2 × K → W , que nous pouvons décomposer comme ci-dessus, donnant lieu
à une application m̃ et à des applications M̃k−i,i. En passant au quotient, nous voyons que
les composantes bi-homogènes Mk−i,i sont encore des applications continues, et P [1] peut être
étendu de manière continue comme ci-dessus.
1. Par exemple, pour k = 3, nous avons
M1,2(x, v) = m(x, v, v) + m(v, x, v) + m(v, v, x).
Pour k = 4, nous avons
M2,2(x, v) = m(x, x, v, v) + m(x, v, x, v) + m(x, v, v, x) + m(v, x, x, v) + m(v, x, v, x) + m(v, v, x, x).
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Définition A.2.5. Soit P : V → W une application K-polynomiale qui soit de la forme
P (x) = m(x, . . . , x) oùm : V k →W est K-multilinéaire. Pour tous n dans N, α = (α1, . . . , αn)
dans Nn avec |α| :=
n∑
i=1
αi = k et v = (v1, . . . , vn) ∈ V n, considérons la somme
Mα(v) := m(v1 : α1 ; . . . ; vn : αn)
de tous les termes m(w1, . . . , wk) avec exactement αi éléments parmi les w1, . . . , wk égaux à
vi.
Lemme A.2.6. Soit P : V → W une application de la forme P (x) = m(x, . . . , x) où m :
V k →W est K-multilinéaire. Si P est continue, alors l’application
Mα : V n →W, v = (v1, . . . , vn) 7→Mα(v) ,
l’est également, et ne dépend pas du choix de m. Ainsi, nous pouvons écrire Pα(v) := Mα(v).
Démonstration. Le résultat est obtenu comme ci-dessus, en considérant l’application continue
F : V n →W, v 7→ P
(
n∑
i=1
vi
)
= m
(
n∑
i=1
vi, . . . ,
n∑
i=1
vi
)
dont la composante α-homogène est précisément Mα.
A.3 Extensions scalaires
Une extension scalaire deK est, par définition, uneK-algèbre A commutative et associative.
Si A est unitaire, alors il existe une application naturelle K→ A, t 7→ t · 1.
Définition A.3.1. Soit P : V → W une application K-polynomiale, homogène de degré k.
Si P (x) = m(x, . . . , x), où m : V k → W est une application multilinéaire, alors l’extension
scalaire de K à A de P est l’application
PA : VA = V ⊗K A→WA,
n∑
i=1
vi ⊗ ai 7→ P (v)⊗ ak = mA
(
n∑
i=1
aivi, . . . ,
n∑
i=1
aivi
)
,
où mA : (VA)k → WA est l’application multilinéaire définie par la propriété universelle du
produit tensoriel. Si le K-module V n’est pas libre, alors nous considérons comme ci-dessus
la surjection E → V , définie par un système de générateurs, qui définit une application P̃A :
EA →WA. L’application P̃A passe au quotient sur V en une application PA : VA →WA.
Théorème A.3.2. Soit K un anneau topologique avec groupe unité K× dense dans K, et
soit A une extension scalaire de K, qui est une K-algèbre topologique, homéomorphe à Kn+1,
relativement à une K-base (a1, . . . , an). Soit P : V →W une application K-polynomiale. Nous
munissons VA de la topologie produit relativement à la décomposition
VA = V ⊗K
(
n⊕
i=1
Kai
)
=
n⊕
i=1
(V ⊗ ai) ,
et faisons de même pour WA. Si P est continue, alors son extension scalaire A-polynomiale
PA : VA →WA l’est également.
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Démonstration. Notez que la topologie sur VA ne dépend pas du choix de la K-base de A car
le groupe GLn(K) agit par homéomorphismes. Supposons, sans perte de généralité, que P soit
homogène de degré k et de la forme P (x) = m(x, . . . , x). Alors nous avons :
PA
(
n∑
i=1
vi ⊗ ai
)
= mA
(
n∑
i=1
vi ⊗ ai, . . . ,
n∑
i=1
vi ⊗ ai
)
=
n∑
j1,...,jk=1
m(vj1 , . . . , vjk)⊗ aj1 · · · ajk
=
∑
(α1...,αn)∈Nn,
∑n
i=1 αi=k
Mα1,...,αn(v1, . . . , vn)⊗ aα11 · · · aαnn ,
=
∑
α∈Nn,|α|=k
Mα(v)⊗ aα.
D’après le lemme A.2.6, l’applicationMα est continue, et donc PA est continue. Si P n’est pas
de la forme P (x) = m(x, . . . , x), alors nous utilisons des arguments similaires à ceux de la fin
de la preuve du théorème A.2.4.
Remarque A.3.3. Si A est unitaire, alors nous avons une injection naturelle σA : V → VA,
v 7→ v ⊗K 1A, et PA étend P au sens où le diagramme suivant commute
PA ◦ σA = σA ◦ P : VA
PA //WA
V
σA
OO
P
//W
σA
OO
Remarque A.3.4. Si P est comme dans le théorème, dépendant de plus continûment d’un
paramètre y (disons, P (x) = Py(x), continue en le couple (x, y)), alors, puisqueMα ne dépend
pas du choix de m (voir le lemme A.2.6), la preuve du théorème montre que (y, z) 7→ (Py)A(z)
est à nouveau continue en le couple (y, z).
A.4 Applications polynomiales et algèbres de Weil
Soit A une K-algèbre de Weil et soit V un K-module. Nous allons étudier la structure des
applications A-polynomiales de VA dans VA.
Proposition A.4.1. 1. L’application suivante
PolkA (VA) ' PolkK (V, VA) = PolkK(V, V )⊕ PolkK
(
V, V◦
A
)
, P 7→ P := P ◦ σAV
est un isomorphisme d’inverse noté P 7→ P .
2. La suite de groupes suivante est exacte et scindée :
PolkK
(
V, V◦
A
)
i
↪→ GPkA (VA)
π
 GPkK(V ),
où l’injection est définie par :
i : PolkK
(
V, V◦
A
)
→ GPkA(VA), P 7→ idVA + P ,
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et où la surjection est définie par
π : GPkA(VA)→ GPkK(V ), P 7→ p := πAV ◦ P ◦ σAV .
3. Par restriction, on obtient la suite de groupes exacte suivante :
PolkK
(
V, V◦
A
)
  // GPkA(VA)V◦
A
// // GPkK(V )0 .
Démonstration. 1. L’application est un isomorphisme. En effet, soit P est une application
A-polynomiale de VA dans VA. On peut supposer sans perte de généralité que P est
homogène de degré 0 ≤ i ≤ k, et de la forme P (v) = m(v, . . . ,v), où m : VA×· · ·×VA →
VA est A-multilinéaire. Alors P est de la forme suivante, où (1 = a0, a1, . . . , an) désigne
une K-base de A :
P
(
n∑
i=0
vi ⊗ ai
)
= m
(
n∑
i=0
vi ⊗ ai, . . . ,
n∑
i=0
vi ⊗ ai
)
=
n∑
j1,...,ji=0
m(vj1 , . . . , vji)⊗ aj1 · · · aji
=
n∑
j1,...,ji=0
m(vj1 , . . . , vji)⊗ aj1 · · · aji
=
∑
α∈Nn,|α|=i
mα(v)⊗ aα,
où m désigne la restriction de m à V × · · · × V et a pour diagonale P := P ◦ σAV .
D’après le lemme A.2.6, cette application dépend entièrement de P . P est donc en-
tièrement déterminée par sa restriction à σAV (V ), qui se décompose naturellement en
une partie finie p : V → V et une partie nilpotente P ◦
A
: V → V◦
A
. L’application in-
verse est définie par prolongement par A-multilinéarité de l’application K-multilinéaire
m : V × · · · × V → VA, correspondant à P : V → VA, en une application A-multilinéaire
m : VA × · · · × VA → VA, dont on note la diagonale P : VA → VA.
Cet isomorphisme munit l’ensemble PolkK(V, VA) d’une structure de monoïde.
2. (a) Montrons qu’une application P dans PolkA(VA) est inversible si et seulement si son
projeté p := π(P ) est inversible dans PolkK(V ).
D’après le théorème A.2.2, une application A-polynomiale P dans PolkA(VA) est
inversible dans GPkA(VA), dont on rappelle que la loi de groupe est la composition
tronquée au degré k, si et seulement si sa partie A-linéaire P1 est inversible.
Or l’application P1 est de la forme suivante :
P1
(
n∑
i=0
vi ⊗ ai
)
=
n∑
i=0
P1(vi ⊗ 1)ai
=
n∑
i=0
P 1(vi)ai
=
n∑
i=0
p1(vi)⊗ ai +
n∑
i=0
Q(vi)ai,
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où on décompose P1 : V → VA sous la forme P1 = p1 + Q, avec p1 : V → V et
Q : V → V◦
A
. On obtient finalement
P1
(
n∑
i=0
vi ⊗ ai
)
= (p1)A
(
n∑
i=0
vi ⊗ ai
)
+QA
(
n∑
i=0
vi ⊗ ai
)
,
où (p1)A est l’extension algébrique de p1 : V → V à A, et où QA : VA → V◦
A
,
l’extension algébrique de Q à A. QA est une application linéaire descendante pour
le drapeau canonique de VA, c’est-à-dire qu’elle envoie V◦
Ai
dans V◦
Ai+1
pour tout
entier i, puisque
◦
Ai · V◦
A
⊂ V◦
Ai+1
, et qu’elle envoie VA dans V◦
A
. L’application P1 est
inversible si et seulement si l’application (p1)A est inversible, si et seulement si p1
est inversible. En effet, l’inverse est alors donné par
k∑
i=0
(−1)i
((
p−11
)
A
◦QA
)i
◦
(
p−11
)
A
,
puisque l’application descendante QA est nilpotente d’ordre k + 1, de même que(
p−11
)
A
◦QA.
Finalement, P est inversible si et seulement si p1 est inversible, ce qui équivaut à
dire que p est inversible, à nouveau d’après le théorème A.2.2.
(b) Montrons que l’injection est bien à valeurs dans GPkA(VA) et que son image est le
noyau de π.
Un polynôme P de PolkK
(
V, V◦
A
)
est envoyé par i sur l’application idVA + P , qui
est envoyée par π sur idV (car P est à valeurs dans V◦
A
) qui est inversible, ce qui
prouve que i est bien définie. De plus, idV est le neutre du groupe PolkK(V ), ce qui
prouve que la suite est exacte.
(c) La section est donnée par P 7→ PA qui à une application K-polynomiale associe son
extension scalaire A-polynomiale à A.
3. Un polynôme de PolkA(VA) stabilise V◦A
si et seulement si son projeté dans PolkK(V ) est
sans terme constant. De plus, l’extension d’une applicationK-polynomiale P à A préserve
la fibre en 0 si et seulement si P est sans terme constant.
Finalement, nous avons montré le théorème suivant :
Théorème A.4.2. Le groupe GPkA (VA)V◦
A
est le produit semi-direct des groupes PolkK
(
V, V◦
A
)
et GPkK(V )0.
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Annexe B
Généralités sur les variétés et les
fibrés
B.1 Variétés
Définition B.1.1. Soit V un K-module topologique, appelé espace modèle de la variété. Une
variété lisse sur K (avec atlas, et modelée sur V ) est une paire (M,A), où M est un espace
topologique et A est un K-atlas de M , c’est-à-dire
– un recouvrement ouvert (Ui)i∈I de M ,
– des bijections φi : Ui → Vi := φi(Ui) dans des ouverts Vi de V , tels que les changements
de cartes φij := φi ◦ φ−1j |Vji : Vji → Vij soient lisses, où Vij := φi(Ui ∩ Uj).
Dans notre travail, il sera utile de toujours considérer qu’une variété est donnée avec un
atlas, maximal ou non. Bien sûr, nous pourrions définir de même les variétés de classe C[k]K .
Les applications de classe C[k] entre deux variétés sont définies de manière usuelle : une
application f : M → N entre deux variétés lisses sur K est dite de classe C[k] si, pour toutes
cartes (φ,U) de M et (ψ,W ) de N , l’application
ψ ◦ φ−1 : φ(U ∩ f−1(W ))→ ψ(W )
est de classe C[k]. La règle de composition 3.1.4 montre que les variétés lisses sur K forment
une catégorie, notéeManK.
Le théorème suivant énonce qu’il est possible de construire une variété lisse à partir d’un
espace modèle et d’applications lisses vérifiant les relations de cocycle.
Théorème B.1.2 (de construction des variétés par cocycles). Considérons les données sui-
vantes
– un K-module topologique V ,
– des ouverts (Vij)i,j∈I ⊂ V tels que Vij ⊂ Vii, pour tous i et j dans I, où I est un ensemble
d’indices discret,
– des applications bijectives (φij)i,j∈I : Vji → Vij lisses sur K qui satisfont les relations de
cocycle
φii = id et φijφjk = φik (là où elles sont définies).
Alors il existe une variété lisse sur K de modèle V , de recouvrement ouvert Ui := φ−1ii (Vii),
i ∈ I, et de changements de cartes φij.
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Démonstration. Considérons l’ensemble
S := {(i, x) ∈ I × V | x ∈ Vii}.
Munissons S de la relation d’équivalence suivante :
(i, x) ∼ (j, y) si et seulement si φij(y) = x.
Nous pouvons définir la variété M comme étant l’ensemble des classes d’équivalence M :=
S/ ∼, muni de la topologie quotient. Un atlas est donné par le recouvrement
Ui := {[i, x] ∈M, x ∈ Vii}
et par les cartes
φi : Ui → Vii, [(i, x)] 7→ x.
L’ensemble φi(Ui ∩ Uj) est l’ensemble des points x dans Vii tels que [i, x] appartienne à Uj ,
c’est-à-dire tels qu’il existe y dans Vjj vérifiant [i, x] = [j, y]. Or un tel y est unique, s’il existe,
égal à φji(x), ce qui équivaut à dire que x appartient à Vij . Finalement, φi(Ui ∩Uj) = Vij . Les
changements de cartes sont alors donnés par
φi ◦ φ−1j : Vji → Vij , x 7→ [j, x] = [i, φij(x)] 7→ φij(x).
Ainsi, les changements de cartes sont bien les applications φi ◦ φ−1j = φij .
Notez qu’il est possible de ne pas considérer la condition Vij ⊂ Vii et alors les changements
de cartes sont des restrictions des applications φij à Vjj ∩ Vji, co-restreintes à leurs images
Vii ∩ Vij .
Deux variétés lisses qui ont le même modèle, le même recouvrement ouvert et les mêmes
changements de cartes sont dites équivalentes. Elles sont canoniquement isomorphes, car ca-
noniquement isomorphes à la variété construite par cocycles à partir de ces données. L’isomor-
phisme canonique entre une variétéM et la variété M̃ construite par cocycles est l’application
qui, à tout élément x dans Ui, associe la classe [i, φi(x)] ⊂ M̃. Nous identifierons toujours les
variétés équivalentes.
Le théorème de construction par cocycles sera utilisé de la manière suivante : lorsque nous
allons considérer un foncteur dans la catégorie des variétés, il nous suffira de décrire son action
sur les cartes et sur les applications lisses. En effet, une variété est équivalente à la donnée
de son modèle, de ses ouverts et de ses changements de cartes. Nous déterminerons leurs
images par le foncteur. Si le foncteur est covariant et préserve les produits cartésiens, alors les
changements de cartes vérifieront encore les relations de cocycle et ces données permettront
de reconstruire une nouvelle variété.
Donnons la définition, assez forte, de sous-variété :
Définition B.1.3. Soit W un sous-module d’un K-module topologique V . On dit que W est
admissible s’il existe un sous-module complémentaire W ′ de W dans V tel que la bijection
W × W ′ → V, (w,w′) 7→ w + w′ soit un homéomorphisme. Une sous-variété d’une variété
M , d’atlas A = (Ui, φi)i et modelée sur V est un sous-ensemble N de M tel qu’il existe un
sous-atlas de A tel que φi(Ui ∩N) soit un sous-module admissible de V ou soit vide.
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La définition suivante sera utile lorsque nous considérerons la structure des fibres des fibrés
polynomiaux.
Définition B.1.4. Une variété (avec atlas) est dite polynomiale de degré k si ses changements
de cartes sont polynomiaux de degré au plus k.
Si de plus les changements de cartes sont sans terme constant, alors la variété possède
un point de base naturel. En particulier, une variété K-polynomiale de degré 1 est un espace
K-affine. Si, de plus, les changements de cartes sont sans terme constant, alors la variété est un
K-module. Naturellement, tout K-module ou tout espace K-affine topologique est une variété
lisse sur K.
B.2 Fibrés lisses
Nous allons définir la notion de fibré et donner un théorème de construction par cocycles
analogue au théorème B.1.2 donné dans le cas des variétés, qui nous permettra de ne travailler
qu’avec des ouverts et des applications lisses entre K-modules topologiques. Nous définissons
ensuite différents types de fibrés (fibrés polynomiaux, lisses, principaux, associés) et nous
rappelons quelques résultats élémentaires de la théorie des fibrés.
Définitions
Définition B.2.1. Un fibré lisse sur K (avec atlas) est la donnée de :
1. une application π : E →M , lisse sur K, surjective, d’une variété E lisse sur K (l’espace
total), vers une variété M lisse sur K (la base),
2. une fibre type : une variété F lisse sur K,
3. un atlas de fibré, qui implique la condition de trivialité locale, c’est-à-dire
– un atlas (Ui, φi)i de variété lisse sur K de M , et
– des K-difféomorphismes αi : π−1(Ui) → Vi × F , appelés cartes de fibrés, tels que le
diagramme suivant commute :
E ⊃ π−1(Ui)
αi //
π
''
Vi × F
φ−1i ◦prVi

Ui
Les fibrés lisses sur K forment une catégorie, notée BunK .
Notez qu’un fibré est toujours considéré comme étant muni d’un atlas. Les cartes de fibré
sont des cartes de variété pour l’espace total seulement dans le cas où la fibre type est un
K-module topologique car dans ce cas, Vi×F est un ouvert du K-module topologique V ×F ,
modèle de la variété E.
Nous serons amenés dans la suite à considérer les données de recollement
βij := prF ◦ αij : Vij × F → F.
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Définition B.2.2. Un morphisme de fibrés lisses sur K entre π : E →M et π′ : E′ →M ′ est
une paire d’applications (F, f), où F : E → E′ et f : M →M ′ sont des applications lisses sur
K telles que le diagramme suivant commute
E
F //
π

E′
π′

M
f
//M ′
Dans ce cas, on dit que F est sur f ou au-dessus de f , et que f est sous F .
Dans le cas où M ′ = M , un morphisme (F, idM ) de fibrés lisses sur K entre deux fibrés
sur M est dit morphisme de fibrés sur M .
Un sous-fibré E′ → M ′ d’un fibré E → M est la restriction d’un fibré π : E → M à des
sous-variétés E′ de E et M ′ de M .
Proposition B.2.3. Considérons un fibré π : E → M lisse sur K. Alors les propriétés
suivantes sont vérifiées :
1. Pour tout point x de M la fibre π−1(x) en x, est K-difféomorphe à la fibre type F . De
plus, la bijection (non canonique) est donnée par les cartes du fibré.
2. Les changements de cartes (αab)a,b∈I vérifient des relations dite de cocycle :
∀i, j, k ∈ I, αij ◦ αjk = αik et αii = id, là où ces applications sont définies.
Construction d’un fibré par cocycles
Nous allons présenter la construction d’un fibré par cocycles, qui nous permettra de nous
restreindre à l’étude d’un atlas d’un fibré.
Théorème B.2.4 (de construction des fibrés par cocycles). Soit M une variété lisse sur K,
modelée sur un K-module V , d’atlas constitué du recouvrement ouvert M =
⋃
i∈I
Ui et des cartes
xi : Ui → Vi ⊂ V et soit F une variété lisse sur K, modelée sur un K-module W , d’atlas le
recouvrement ouvert F =
⋃
j∈J
Oj et les cartes yj : Oj →Wj ⊂W .
Supposons données des applications K-lisses αij : Vij × F → Vij × F pour tous i et j dans
I, qui vérifient les relations de cocycle, et qui soient de la forme
αij : Vij × F → Vij × F, (x, y) 7→ (xij(x), βij(x, y)),
où on a posé βij := prF ◦ αij, c’est-à-dire qui soient au-dessus des changements de cartes de
M .
Alors il existe un fibré lisse sur K, de base M , de fibre type F et de changement de cartes
αij. De plus, l’espace total est une variété lisse sur K, modelée sur le K-module V ×W .
Démonstration. L’idée consiste à reprendre la définition d’un fibré et à construire chaque
application en partant de la fin. On considère les (futurs) changements de cartes
αij : Vij × F → Vij × F, (x, y) 7→ (xij(x), βij(x, y))
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qui sont lisses sur K et vérifient les relations de cocycle. On définit ensuite Ẽ :=
⊔
i∈I
Ui ×F de
projection naturelle π̃ := pr1 sur M . Ẽ est alors une variété lisse sur K (non nécessairement
séparable même dans le cas réel). On a alors Ui × F ⊂ π̃−1(Ui), ce dernier étant beaucoup
plus gros en général car il contient tous les Uj ×F avec j tel que Ui ∩Uj 6= ∅. On définit alors
les applications αi : Ui × F → Vi × F , lisses sur K, en posant αi := xi × idF . Remarquez que
ces applications sont définies sur Ui × F et non pas sur π̃−1(Ui). Sur Ẽ, on définit la relation
d’équivalence engendrée par :
∀x ∈ Ui ∩ Uj ,∀y ∈ F, (x, y) ∈ Ui × F ∼ (x, βij(x, y)) ∈ Uj × F.
On définit E := Ẽ/ ∼ comme étant le quotient de Ẽ par cette relation d’équivalence, muni
de la topologique quotient. La projection π̃ : Ẽ → M passe au quotient en une application
π : E →M .
E := Ẽ/ ∼ est une variété lisse sur K, modelée sur V ×W .
En effet, son atlas est :
– le recouvrement ouvert E =
⋃
i∈I,j∈J
(Ui ×Oj) / ∼,
– les cartes
zij : (Ui ×Oj) / ∼→ zij((Ui ×Oj) / ∼) ⊂ V ×W, [x, y] 7→ (xi(x), yj(y)).
Notez que le représentant (x, y) choisi pour la classe [x, y] est précisément celui appartenant
à Ui ×Oj . Les changements de cartes sont alors égaux à
zij ◦ z−1kl : (x, y) 7→ [x
−1
k (x), y
−1
l (y)] = [αik(x
−1
k (x), y
−1
l (y))] 7→ (xi × yj)
(
αik(x−1k (x), y
−1
l (y))
)
et sont bien lisses sur K.
E est alors un fibré lisse sur K, de base M , de fibre type F , de changements de cartes αij
et d’atlas de fibré :
– le recouvrement ouvert E =
⋃
i∈I
(Ui × F ) / ∼
– les cartes αi : (Ui × F ) / ∼→ Vi × F , lisses sur K, qui sont définies comme étant les
applications αi lisses sur K passées au quotient.
Notez que cette construction est la même, quelle que soit la fibre F .
Une question se pose alors naturellement : si nous considérons au départ un fibré, quel
est le lien entre le fibré construit par cocycles à l’aide de ses fonctions de transition ou ses
changements de cartes et ce fibré ? Ces deux fibrés sont en fait en bijection, la bijection étant
donnée par les cartes de fibrés. À un élément z de Ui de l’espace total E, on associe la classe
d’équivalence (élément du fibré construit) de l’élément αi(z) de Vi × F ⊂ Ẽ, cette opération
étant bien définie par construction même de Ẽ. Plus précisément, cette bijection est en fait un
isomorphisme de fibrés surM . On a donc un isomorphisme canonique de fibrés. Nous pourrons
donc identifier et considérer indifféremment un fibré et le fibré construit par cocycles.
Finalement, nous avons démontré la proposition suivante :
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Proposition B.2.5. Si deux fibrés ont la même base, la même fibre type et les mêmes chan-
gements de cartes, alors ils sont isomorphes canoniquement.
Remarquez que, dans la construction du fibré par cocycles, la connaissance d’un atlas de
variété de la fibre type F n’est nécessaire que pour munir l’espace total E d’une structure de
variété avec atlas.
Définition B.2.6. Un fibré avec section est un fibré muni d’une section σ : M → E, lisse
sur K, de π : E →M , et un morphisme de fibrés avec sections est un morphisme de fibrés qui
commute avec les sections :
E
Φ // E′
M
σ
OO
φ
//M ′
σ′
OO
Les fibrés lisses sur K avec sections, forment une catégorie, notée SBunK.
Définition B.2.7. Une suite exacte (courte) de fibrés sur M est une suite de fibrés sur M
E
i
↪→ E′
p
 E′′
telle que le fibré E′′ →M soit un fibré avec section σ, telle que i soit injective et p surjective,
et telle que i(E) = p−1(σ(M)).
B.3 Groupes structuraux
Définition B.3.1. Un fibré avec groupe structural est un fibré muni d’un type, c’est-à-
dire une opération à gauche µ : G × F → F , (g, y) 7→ ρ(g)y d’un groupe G, appelé groupe
structural, sur la fibre type F . On demande de plus que les cartes de fibré soient G-compatibles,
au sens où, pour tout changement de cartes de fibré
αij := αi ◦ α−1j : Vij × F → Vij × F,
il existe une application γij : Vij → G appelée fonction de transition qui satisfait à la condition
αij(x, y) = (φij(x), ρ(γij(x))y).
Les données de recollement prennent alors la forme suivante
βij := prF ◦ αij : Vij × F → F, (x, y) 7→ ρ(γij(x))y.
Notez que, si nous fixons x dans Vij , alors les applications
F → F, y 7→ ρ(γij(x))y
sont des difféomorphismes sur K, ce qui permet de considérer ρ(G) comme un sous-groupe du
groupe DiffK(F ) des difféomorphismes sur K de F . On dit que G agit de manière lisse sur F .
Définition B.3.2. Un groupe G, muni d’une action ρ : G → Bij(F ) sur la fibre type d’un
fibré π : E → M avec atlas est un groupe structural du fibré π : E → M si et seulement si
ρ(G) ⊂ DiffK(F ) et si les changements de cartes de fibré sont fibre à fibre des éléments de
ρ(G).
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Remarque B.3.3. 1. Tout fibré lisse sur K peut être vu comme un fibré avec groupe struc-
tural DiffK(F ), où F est la fibre type, et action ρ = idDiffK(F ). DiffK(F ) est appelé le
groupe structural maximal du fibré π : E → M . En effet, la compatibilité des cartes,
c’est-à-dire la provenance d’une action du groupe structural, est alors automatiquement
vérifiée. Notez que ce groupe est indépendant de l’atlas de fibré considéré.
2. Il peut exister plusieurs groupes structuraux pour un même fibré. Plus le groupe struc-
tural déterminé est petit, plus le fibré admet de structures.
3. Il existe un groupe structural minimal au sens de l’inclusion : le groupe engendré par les
restrictions (βij)x : V → V aux fibres en des points x de M des changements de cartes
βij . Ce groupe, noté Gmin est appelé le groupe structural minimal du fibré π : E → M .
Notez que ce groupe dépend de l’atlas de fibré.
Finalement, les groupes structuraux d’un fibré π : E →M sont les groupes G munis d’une
action ρ sur la fibre type F telle que
Gmin ⊂ ρ(G) ⊂ DiffK(F ).
Définition B.3.4. Soit E un fibré lisse sur K avec groupe structural G. Si de plus les condi-
tions suivantes sont vérifiées :
1. le groupe structural G est un groupe de Lie sur K,
2. l’action du groupe structural G sur la fibre type F est fortement lisse sur K, c’est-à-dire
µ : G× F → F est lisse sur K,
3. les fonctions de transition γij : Vij → G sont lisses sur K,
alors le fibré E est dit fibré fortement lisse sur K.
Notez que même dans le cadre classique, la question se pose de savoir si la structure
différentiable du groupe structural est la même que celle du fibré. Le groupe structural peut
ne posséder aucune structure de groupe de Lie. L’exemple des fibrés complexes est de ce
point de vue assez intéressant : il est possible de considérer les fibrés complexes dont les
groupes structuraux sont des groupes de Lie réels ou ceux dont les groupes structuraux sont
des groupes de Lie complexes. Ces deux concepts sont différents et la possibilité de réduire un
groupe structural réel en un groupe structural complexe révèle par exemple l’existence d’une
structure presque-complexe sous-jacente.
Proposition B.3.5. Considérons un fibré lisse sur K avec groupe structural G. Alors les
propriétés suivantes sont vérifiées :
1. Toute structure et toute propriété sur la fibre F invariante par le groupe structural G se
transportent canoniquement sur l’espace total E fibre à fibre.
2. Les fonctions de transition (γab)a,b∈I vérifient les relations de cocycle :
∀i, j, k ∈ I, ∀x ∈ Vi ∩ Vj ∩ Vk, γij(xjk(x)) ◦ γjk(x) = γik(x).
En particulier, comme la fibre F est une variété et que le groupe structural G agit par
difféomorphismes, chaque fibre possède une structure canonique de variété.
Il existe une version du théorème de construction d’un fibré par cocycles pour les fibrés
avec groupe structural.
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Théorème B.3.6 (de construction des fibrés par cocycles). Soit M une variété lisse sur
K, modelée sur un K-module V , d’atlas constitué du recouvrement ouvert M =
⋃
i∈I
Ui et des
cartes xi : Ui → Vi ⊂ V et soit F une variété lisse sur K, modelée sur un K-module W ,
d’atlas le recouvrement ouvert F =
⋃
j∈J
Oj et les cartes yj : Oj → Wj ⊂ W . Soit G un groupe
(respectivement groupe de Lie) sur K agissant de manière K-lisse (respectivement fortement
K-lisse) sur F . Supposons données des applications γij : Vij → G pour tous i et j dans I,
lisses sur K et vérifiant les relations de cocycle. Alors il existe un fibré lisse (respectivement
fortement lisse) sur K, de base M , de groupe structural G, de fibre type F et de fonctions de
transition γij.
Notez que ρ(G), où G désigne le (futur) groupe structural du fibré, est bien un sous-groupe
du groupe DiffK(F ) des K-difféomorphismes de F car les applications αij sont lisses sur K,
donc l’application partielle à x dans Vij fixé, F 7→ F , y 7→ ρ(γij(x))y est lisse sur K.
Démonstration. La preuve est la même que précédemment, il suffit de construire les change-
ments de cartes à partir des fonctions de transition :
αij : Vij × F → Vij × F, (x, y) 7→ (xij(x), ρ(γij(x))y)
qui sont lisses sur K et vérifient les relations de cocycle.
Si de plus G est un groupe de Lie sur K agissant de manière fortement K-lisse sur F , alors
E est un fibré fortement lisse sur K de base M de groupe structural G de fibre F , de fonctions
de transition γij .
La proposition suivante est similaire à la proposition B.2.5.
Proposition B.3.7. Si deux fibrés ont la même base, le même type et les mêmes fonctions
de transition, alors ils sont isomorphes canoniquement.
B.4 Fibrés polynomiaux
Les fibrés polynomiaux généralisent les fibrés vectoriels et les fibrés affines. La plupart
des fibrés que nous considérons (fibrés de Weil, fibrés induits par une extension polynomiale
d’algèbres de Weil) possède cette structure.
Définition B.4.1 (Fibrés polynomiaux). Soient V et W deux K-modules topologiques.
1. Un fibré avec atlas est dit K-polynomial de degré k si sa fibre type F est un K-module et
si les changements de cartes de fibré αij sont K-polynomiaux de degré k fibre à fibre (ceci
revient à dire que le groupe GPkK(F ) muni de son action naturelle sur F est un groupe
structural du fibré). En particulier, un fibré affine est un fibré polynomial de degré 1.
2. Une application f : E → E′ entre deux fibrés avec atlas est appelée intrinsèquement
K-linéaire (resp. K-polynomiale) si les fibres type sont des K-modules, si elle préserve
les fibres, et si, relativement à toutes les cartes données par les atlas, la représentation
dans des cartes f : Ex → E′f(x) est K-linéaire (resp. K-polynomiale).
3. Un morphisme F de fibrés polynomiaux entre deux fibrés polynomiaux avec atlas est un
morphisme de fibrés qui soit intrinsèquement polynomial. Il est dit spécial si la partie
linéaire des restrictions Fx aux fibres sur M est l’identité dans toutes les cartes données
par les atlas.
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Notez que toute fibre d’un fibré polynomial possède une structure de variété polynomiale,
d’après la proposition B.3.5 (i) puisque les changements de cartes agissent polynomialement
fibre à fibre.
Définition B.4.2. Un fibré polynomial sans terme constant est un fibré polynomial dont les
changements de cartes de fibré sont sans terme constant. Un tel fibré possède alors une section
canonique, appelée section nulle.
En particulier, un fibré affine sans terme constant est un fibré vectoriel. Notez qu’on parle
de fibré vectoriel même si les fibres sont des K-modules et pas nécessairement des espaces
vectoriels. Clairement, toute fibre d’un fibré affine est un espace affine et toute fibre d’un fibré
vectoriel est un K-module.
B.5 Fibrés principaux
Définition B.5.1. Soit G un groupe de Lie. Un fibré G-principal est un fibré lisse avec groupe
structural, tel que la fibre F soit égale au groupe structural G agissant naturellement sur lui-
même par multiplication à gauche.
Si le groupe structural est un sous-groupe de G, nous dirons encore que le fibré est un fibré
G-principal. Ce sera en particulier le cas des fibrés verticaux des fibrés principaux, que nous
étudierons au théorème 12.2.8.
Notez que tout fibré principal est fortement lisse, le groupe G étant également la fibre
type, G doit être une variété lisse et l’action étant fortement lisse, la multiplication lg doit
être un difféomorphisme.
Notation B.5.2. Dans le cas d’un fibré principal, nous utiliserons les notations suivantes :
– l’espace total P ,
– la base M de recouvrement ouvert
⋃
i∈I
Ui,
– la projection p : P →M ,
– le groupe structural (et donc la fibre) G.
Propriétés
Soit p : P → M un fibré G-principal lisse sur K. En notant αi : p−1(Ui) → Vi × G les
cartes, on obtient les changements de cartes suivants :
αij := αi ◦ α−1j : Vij ×G,Vij ×G, (x, g) 7→ (xij(x), γij(x)g),
avec les fonctions γij : Vij → G lisses sur K vérifiant les relations de cocyle. L’action à gauche
considérée ρ = l : G→ l(G) ⊂ DiffK(G), g 7→ lg est un isomorphisme de groupe sur son image.
Il est également possible de considérer l’action à droite
r : G→ r(G) ⊂ DiffK(G), g 7→ rg.
Or les translations à droite commutent aux translations à gauche et sont ainsi compatibles
avec le groupe structural. L’action à droite de G sur la fibre type se transporte donc sur
l’espace total et ce, de manière unique.
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Proposition B.5.3. Soit p : P →M un fibré G-principal d’atlas de fibré (Ui, αi)i∈I . Alors il
existe une unique action à droite R : P × G → P, (z, g) 7→ R(z, g) =: z.g =: Rg(z) =: Lz(g)
telle que
∀z ∈ p−1(Ui), αi(z.g) = (xi(p(z)), (βi(z))g).
De plus, cette action est libre et lisse sur K.
Les orbites de l’action à droite sont exactement les fibres, c’est-à-dire M = P/G. Tout
fibré principal sera considéré muni de cette action canonique.
Morphismes de fibrés principaux
Définition B.5.4. Soient p : P → M un fibré G-principal et p′ : P ′ → M ′ un fibré G′-
principal, tous deux lisses sur K. Un morphisme de fibrés (f, f̌) est dit morphisme de fibrés
principaux s’il existe un homomorphisme de groupes de Lie α : G→ G′, lisse sur K et tel que
∀z ∈ P,∀g ∈ G, f(zg) = f(z)α(g).
On dit que l’homomorphisme α entrelace les actions de G sur P et de G′ sur P ′. Il s’agit
de la notion naturelle d’homomorphisme pour les actions. On a ainsi :
∀g ∈ G, f ◦RPg = RP
′
α(g) ◦ f,
où RPg désigne l’action à droite d’un élément g de G sur P .
Remarquez que, dans le cas des fibrés vectoriels, qui possèdent une structure canonique
d’espace vectoriel, on demande que l’application f soit linéaire fibre à fibre. Dans le cas des
fibrés principaux, les fibres possèdent des structures canoniques d’espaces homogènes princi-
paux, mais pas de structure de groupe. Demander que f soit un homomorphisme de groupes
n’a donc pas de sens.
B.6 Fibrés associés
Proposition B.6.1. Soient p : P →M un fibré G-principal lisse sur K et F une variété lisse
sur K, sur laquelle G agit à gauche de manière lisse sur K via une application ρ. Alors G agit
librement à droite sur P × F par :
(P × F )×G→ P × F, ((z, y), g) 7→ (zg, g−1y).
De plus, le quotient (P × F )/G noté P ×G F est une variété lisse sur K et l’application
p ◦ prP : P × F →M passe au quotient en une application notée π : P ×G F →M qui est un
fibré de type (G,F, ρ).
Lemme B.6.2. G×G F est canoniquement K-difféomorphe à F de la manière suivante :
φ : G×G F → F, [g, y] 7→ g.y
Démonstration. 1. φ est bien définie car φ([gg′, g′−1y]) = gg′g′−1y = gy.
2. Elle est de plus surjective car φ([e, f ]) = f .
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3. Elle est injective car si φ([g, y]) = φ([g′, y′]), on a gy = g′y′. Par conséquent, [g, f ] =
[e, gf ] = [e, g′f ′] = [g′, f ′].
Démonstration. (de la proposition) Si on note (Ui)i∈I les domaines de cartes de fibré de P et
γij ses fonctions de transition, alors les (Ui) sont également les domaines de cartes de fibré de
P ×G F et ses fonctions de transition sont également les fonctions γij . En effet, considérons
une carte de fibré de P : αi : p−1(Ui)→ Vi ×G. On obtient alors naturellement une carte de
fibré de P × F : (αi, idM ) : p−1(Ui)× F → Vi ×G× F . On passe au quotient sous l’action de
G : le membre de gauche devient alors p−1(Ui)×G F . Le groupe G n’agit pas sur Vi, donc le
membre de droite devient (G× F )/G où l’action de G à droite sur G× F est donnée par :
G× F ×G→ G× F, ((g, y), g′) 7→ (gg′, g′−1.y).
La fibre de P ×G F est donc G ×G F , qui est isomorphe à F d’après le lemme précédent.
Finalement, la fibre de P ×G F est F sur lequel le groupe G agit à gauche via l’application ρ
(que l’on a omis ici).
Les cartes de l’atlas du fibré associé sont :
αi : π−1(Ui) = p−1(Ui)×G F → Vi × F, [z, y] 7→ xi((p(z)),prG(αi(z))y).
Remarquez que les fonctions de transitions sont exactement les mêmes que celles de P . En
effet, on a :
αij := αi ◦ (αj)−1, Vij × F → Vij × F, (x, y) 7→ (xij(x), γij(x)y)
et nous avons bien les mêmes fonctions de transition γij à valeurs dans G. Finalement, le fibré
associé est le même fibré que le fibré principal, mais avec une fibre type différente.
Définition B.6.3. Soient p : P → M un fibré G-principal lisse sur K et F une variété lisse
sur K, sur laquelle G agit à gauche de manière lisse sur K. Alors le fibré π : P ×G F → M
lisse sur K est dit fibré associé au fibré G-principal P .
Dans un sens plus général, nous pouvons également dire que deux fibrés (même non forte-
ment lisses) sont associés si et seulement s’ils peuvent être vus comme des fibrés lisses, associés
au même fibré principal (au sens algébrique car le groupe structural n’a pas nécessairement
de structure de groupe de Lie ou même de topologie).
Théorème B.6.4. Tout fibré fortement lisse sur K peut être vu comme un fibré associé à un
fibré principal (nécessairement fortement) lisse sur K.
Démonstration. Nous avons vu à la proposition B.2.5 que si deux fibrés au-dessus d’une même
base ont même type et mêmes fonctions de transition, alors ils sont isomorphes.
Considérons la base M du fibré E et ses fonctions de transition. Construisons par cocycles
le fibré principal P de fibre le groupe structural G de E, c’est-à-dire : considérons le même
fibré mais avec une fibre différente : le groupe structural G lui-même. On construit alors le
fibré P ×G F associé à P en considérant l’action de G sur F déterminée par le type de E. Ce
fibré a même base, même type et mêmes fonctions de transition que E. Les fibrés sont alors
isomorphes. Notez cependant que cette construction dépend de l’existence du fibré principal
P . Il est donc nécessaire de considérer que le fibré est fortement lisse.
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Annexe C
Calcul différentiel réel
C.1 Calcul différentiel réel usuel
Nous allons prouver, en suivant le livre [Bertram 2011], que les classes cubiques réelles C[k]R ,
sont équivalentes en dimension finie aux classes usuelles, notées Ck.
Soient V et W deux R-espaces vectoriels de dimension finie.
Théorème C.1.1 (Relation fondamentale entre les calculs différentiel et intégral). Soit une
courbe γ : I ⊂ R→W de classe C1. Alors pour tous r et s dans I,
γ(r)− γ(s) =
∫ r
s
γ′(t)dt.
Corollaire C.1.2 (Représentation intégrale de la pente). Soit f : U ⊂ V → W une applica-
tion de classe C1. Alors la pente de f admet la représentation intégrale suivante : pour tous x
dans U , v dans V et t dans R? tels que le segment [x, x+ tv] appartienne à U ,
f(x+ tv)− f(x)
t
=
∫ 1
0
(∂vf)(x+ stv)ds,
où ∂vf(x) := df(x)v.
Démonstration. Nous pouvons appliquer le théorème précédent à la courbe γ(λ) := f(x+λtv),
r = 0, s = 1 et on obtient γ′(s) = ∂tvf(x+stv) = t∂vf(x+ tv) par linéarité de la différentielle.
On divise par t 6= 0 et on obtient le résultat.
Théorème C.1.3 (Théorème de la pente). Soit f : U ⊂ V → W une application. Alors les
assertions suivantes sont équivalentes :
1. f est de classe C1,
2. f est de classe C[1]R .
Dans ce cas, df(x) est la différentielle usuelle : df(x)v = lim
t7→0
f(x+ tv)− f(x)
t
.
Démonstration. Si f est de classe C1, alors on définit l’application f [1] de la manière suivante :
f [1](x, v, t) := f(x+ tv)− f(x)
t
,
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pour tout t est non nul et
f [1](x, v, 0) := ∂vf(x).
L’application f [1] est clairement continue sur U ]1[ car f est continue. Montrons qu’elle est
continue aux points de la forme (x, v, 0). Au voisinage d’un point (x, v, 0), la représentation
intégrale
f [1](y, w, r) =
∫ 1
0
(∂wf)(y + srw)ds
est vérifiée, ce qui garantit la continuité du membre de gauche sur le voisinage du point (x, v, 0).
Réciproquement, si f est de classe C[1]R , alors la dérivée directionnelle ∂vf(x) existe et vaut
f [1](x, v, 0). La continuité de f [1] implique celle de l’application
U × V →W, (x, v) 7→ ∂vf(x),
ce qui prouve que f est bien de classe C1.
Corollaire C.1.4. Soit f : U ⊂ V → W une application. Alors les assertions suivantes sont
équivalentes :
1. f est de classe Ck,
2. f est de classe C[k]R .
C.2 Calcul différentiel au sens de Shurygin
Dans l’article [Scheffers 1893], Scheffers a défini une notion de lissité sur les algèbres réelles
A, commutatives associatives. Shurygin a décrit la structure locale des applications lisses sur
A, notamment dans l’article [Shurygin 1993].
Définition C.2.1. Soit A une K-algèbre commutative et associative. Soient V et W deux
A-modules. Soit U un ouvert dans V . On dit qu’une application f : U →W de classe C[k]K est
de classe CkA au sens de Shurygin si sa différentielle en tout point x de U est A-linéaire.
Exemple C.2.2. Si K = R et A = C, alors la notion de classe C1 sur C au sens de Shurygin est
équivalente à la définition usuelle : une application f : U ⊂ Cn → Cm est de classe C1 sur C
au sens de Shurygin si et seulement si elle est de classe C1 sur R et vérifie les conditions de
Cauchy-Riemann.
Théorème C.2.3. Soient k un entier naturel et A une K-algèbre qui soit un anneau de base
admissible. Soit une application f : U → W entre deux A-modules topologiques. Considérons
les deux propriétés suivantes :
(A) : l’application f est de classe C[k]A
(B) : l’application f est de classe CkA au sens de Shurygin. Alors
1. (A) implique (B).
2. Si K = R et si V et W sont deux R-espaces vectoriels de dimension finie, alors (B)
implique (A).
Démonstration. 1. Si f : U → W est une application de classe C[k]A , alors f est clairement
de classe C[k]K et de plus, sa différentielle est A-linéaire d’après le théorème 3.1.4, avec K
remplacé par A.
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2. (a) Montrons dans un premier temps que f est de classe C[1]A . En utilisant une preuve
analogue à celle du lemme C.1.2, et puisque la différentielle est A-linéaire, nous
obtenons, pour tout t ∈ A×,
f(x+ tv)− f(x)
t
=
∫ 1
0
∂vf(x+ stv)ds,
le membre de droite étant continu en (x, v, t). Alors la pente admet un prolongement
continu f [1](x, v, t) :=
∫ 1
0
∂vf(x+ stv)ds et f est de classe C[1]A .
(b) Montrons que f est de classe C[2]A . La seule chose à prouver d’après le point précédent
est que la différentielle de f [1] est A-linéaire.
df [1](x, v, t)(x′, v′, t′) =
∫ 1
0
(
∂x′∂vf(x+ stv) + ∂v′f(x+ stv)
+∂stv′(∂vf)(x+ stv) + ∂st′v∂vf(x+ tv)
)
ds
=
∫ 1
0
(
∂x′∂vf(x+ stv) + ∂v′f(x+ stv)
+st∂v(∂v′f)(x+ stv) + st′∂v∂vf(x+ tv)
)
ds,
d’après le lemme de Schwarz et la A-linéarité de la différentielle de f . L’application
df [1](x, v, t) est donc A-linéaire.
(c) La preuve pour les classes supérieures est similaire.
Le point important dans la preuve du (2) est qu’il faut considérer un cadre dans lequel le
corollaire C.1.2 de représentation intégrale de la pente est valable. Ainsi, ce résultat est encore
vrai si V et W sont des espaces de Banach, ou même des R-espaces vectoriels topologiques
localement convexes.
Corollaire C.2.4. Sous les mêmes hypothèses que le théorème précédent, si une application
f : U →W de classe C[∞]R est de classe C
1
A, alors f est de classe C∞A .
Démonstration. Si f est de classe C1A au sens de Shurygin, alors sa différentielle est A-linéaire.
Comme f est de classe C[∞]R , f est de classe C
∞
A au sens de Shurygin et donc de classe C
[∞]
A .
Index
Φ-connexion, 136
Ψ-courbure, 135, 157
A-application, 18
A-connecteur, 153
A-connexion, 152
A-décomposition, 152
A-point proche, 16
A-vecteur nul, 98
action canonique cubique, 37
action du groupe structural d’un fibré, 176
action du groupe unité K×, 36
action simpliciale du groupe unité K×, 40
admissible (drapeau), 80
adégalité, 14
algèbre de Lie, 110
algèbre de vitesses, 72
algèbre de Weil, 71
algèbre de Weil graduée, 63, 77
algèbre de Weil réelle, 15
algèbre de Weil trivialisée, 133
algèbre locale, 13, 15
anneau de base admissible, 49
anneau des (k,n)-vitesses, 15
anneau des jets, 15, 53
anneau tangent, 14
anneau tangent itéré, 15, 51
application A-tangente, 86
application polynomiale, 163
application polynomiale homogène, 162
application polynomiale spéciale, 165
application tangente étendue, 42
application tangente étendue itérée , 42
application étendue à A, 86
applications homogènes, 161
applications multi-homogènes, 161
applications tangentes étendues d’ordre su-
périeur, 49
atlas de fibré, 173
base d’une fibré, 173
cartes de fibré, 173
champ Φ-vertical, 119
champ de A-vecteurs fondamental, 150
champ de A-vecteurs horizontal, 155
champ de A-vecteurs vertical, 148
champ de vecteurs du second ordre, 137
champs de A-vecteures, 105
champs de vecteurs invariant à gauche, 110
changements de cartes de variété, 171
classe différentielle cubique, 49
classe différentielle simpliciale, 52
cocycle, 171, 174
compatibilité des cartes, 176
composition de foncteurs de Weil, 111
connexion affine, 125
connexion de type Ehresmann, 152
connexion de Weil, 135
connexion multi-linéaire, 136
connexion polynomiale, 130
construction des variétés par cocycles, 171
contruction de fibré par cocycles, 174
courbure d’une connexion, 158
différentielle normalisée d’ordre i, 57
différentielle normalisée polynomiale, 59
différentielle simpliciale, 52
différentielles cubiques d’ordre supérieur, 49
domaine des jets, 39
domaine tangent (du premier ordre), 36
domaine tangent d’ordre k, 36
domaine étendu, 84
domaines cubiques, 36
domaines cubiques non singuliers, 36
domaines simpliciaux, 39
domaines simpliciaux non singuliers, 39
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domaines étendus, 35
données de recollement, 173
drapeau canonique d’un modèle étendu, 85
drapeau canonique d’une algèbre de Weil,
81
drapeau descendant, 80
décomposition de Dombrowski, 127
dérivée covariante, 125
développement limité radial, 55
développement limité radial multi-variable,
56
développements limités simpliciaux, 53
Ehresmann Charles, 13
endomorphisme descendant relativement à
un drapeau, 80
endomorphisme triangulaire relativement à
un drapeau, 80
espace le plus vertical du produit tensoriel
de deux algèbres de Weil, 75
espace total, 173
extension de section, 106
extension polynomiale, 74
extension polynomiale scindée, 74
extension scalaire, 166
extension simpliciale, 63
extension simpliciale de f , 52
extension vectorielle, 74
extension vectorielle centrale, 74
Fermat Pierre de, 13
fibre type, 173
fibré A-horizontal, 154
fibré A-tangent, 98
fibré A-vertical, 147
fibré K-lisse, 173
fibré Φ-horizontal, 136
fibré affine, 178
fibré associé, 181
fibré avec groupe structural, 176
fibré avec section, 176
fibré fortement lisse, 177
fibré linéaire de Weil, 133
fibré polynomial, 178
fibré principal, 179
fibré vertical d’un fibré principal, 149
flip d’une algèbre de Weil, 74
flip de T2K, 73
foncteur Φ-vertical, 118
foncteur d’extension scalaire, 17
foncteur de Weil, 89
foncteur fibré, 104
foncteur local, 19
foncteur tangent itéré, 51
foncteur tangent itéré étendu, 51
fonction de transition, 176
graduation d’algèbre, 63
groupe A-infinitésimal, 105
groupe A-tangent, 108
groupe de Galois d’une algèbre de Weil, 73
groupe de Lie, 93
groupe des sections, 105
groupe polynomial, 109, 163
groupe spécial polynomial, 165
groupe structural, 176
groupe structural maximal, 177
groupe structural minimal, 177
groupe symétrique, 73
groupe unité, 35
générateur d’un champ de A-vecteurs fon-
damental, 150
Hermann Weyl, 125
idéal vertical d’une extension polynomiale,
74
injection des domaines simpliciaux dans les
domaines cubiques, 41
jet simplicial de f , 52
jet étendu d’ordre k, 44, 52
K-théorie, 111
Lemme de Schwarz, 50
lissité forte, 177
module admissible, 172
morphisme de fibrés A-tangents, 101
morphisme de fibrés A-tangents avec sec-
tions, 103
morphisme spécial de fibrés polynomiaux,
178
opérateur de courbure, 135
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partie finie, 15
partie nilpotente, 15
polynôme de Taylor, 58
preuve par arguments de continuité et den-
sité, 50
produit fibré, 111
produit tensoriel d’algèbres de Weil, 15, 75
prolongement d’application d’espèce A, 17
prolongement de variété d’espèce A, 17
quotient de différence, 31
quotient de différence du premier ordre, 42
quotient de différences cubique, 42
quotient de différences simplicial, 43
relèvement A-horizontal de A-vecteurs, 154
section nulle d’un fibré polynomial sans terme
constant, 179
shift, 78
somme de Whitney d’algèbres de Weil, 15,
75, 111
sous-fibré, 174
sous-variété, 172
structure K-linéaire, 134
structure K-linéaire spéciale, 134
suite exacte d’algèbres de Weil, 74
suite exacte de fibrés, 176
type d’un fibré, 176
variables d’espace, 37
variables de temps, 37
variété A-tangente, 89
variété lisse, 171
Weil André, 13
Élie Cartan, 125
Nomenclature
A. Notations générales
α multi-indice α = (α1, . . . , αk) avec αi ∈ N pour tout 1 ≤ i ≤ k
aα aα11 · . . . · a
αn
n
I sous-ensemble de {1, . . . , k}
|I| cardinal du sous-ensemble I de {1, . . . , k}
|α| somme
k∑
i=1
αi où α = (α1, . . . , αk)
⊔
union disjointe
Σk groupe symétrique, page 73
vα vα := (v1, . . . , v1︸ ︷︷ ︸
α1
, . . . , vk, . . . , vk︸ ︷︷ ︸
αk
) (vi apparaissant αi fois), où v = (v1, . . . , vk)
B. Notions topologiques
K anneau de base admissible (commutatif unitaire et topologique de groupe unité K×
ouvert dense) , page 49
U ouvert du K-module topologique V
V K-module topologique
W K-module topologique
C. Calcul différentiel
C.1 Variables
s multi-variable simpliciale de temps s = (s1, . . . , sk)
t multi-variable cubique de temps t = (tI)I⊂{1,...,k}
u multi-variable cubique d’espace u = (uI)I⊂{1,...,k}
v multi-variable simpliciale d’espace v = (v1, . . . , vk)
x multi-variable simpliciale d’espace v = (x0, x1, . . . , xk) avec point base x0
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C.2 Domaines
gk injection d’ordre k des domaines simpliciaux dans les domaines cubiques, page 41
JkU domaine des jets d’ordre k ou k-jets, page 39
π
[k]
[j] projection du domaine cubique U
[k] d’ordre k dans celui d’ordre j, page 37
ρ[k] action cubique du groupe unité K×, page 38
ρ〈k〉 action simpliciale d’ordre k du groupe unité K×, page 40
σ
[k]
[j] section de π
[k]
[j] , page 37
U ]k[ domaine cubique non singulier d’ordre k, page 36
TkU domaine tangent d’ordre k, page 36
U [k] domaine étendu cubique d’ordre k, page 36
U 〈k〉 domaine étendu simplicial d’ordre k, page 39
U 〉k〈 domaine simplicial non singulier d’ordre k, page 39
C.3 Applications
C[k]K classe différentielle cubique d’ordre k relativement à K, page 49
C〈k〉K classe différentielle simpliciale d’ordre k relativement à K, page 52
Dαv f(x) différentielle normalisée polynomiale, page 59
Divf(x) différentielle normalisée d’une application f à l’ordre i dans la direction v, page 57
dkf(x) différentielles cubiques d’ordre k de f au point x, page 50
f 〈k〉(v; 0) différentielle simpliciale d’ordre k d’une fonction f , page 52
f 〉k〈 quotient de différences simplicial, page 44
f ]1[ quotient de différence du premier ordre, page 42
f ]k[ quotient de différences cubique d’ordre k, page 42
J〈k〉f jet étendu d’ordre k d’une application f , page 52
J〉k〈f k-jet étendu de f , page 44
T[k]f applications tangentes étendues d’ordre k de f , page 49
T]k[f application tangente étendue itérée de f , page 42
Taykxf polynôme de Taylor d’ordre k de la fonction f au point x, page 58
C.4 Foncteurs
T[k] foncteur tangent itéré étendu, page 51
Tk foncteur tangent itéré k fois, page 51
Tkt foncteur tangent itéré à variables temporelles fixées, page 51
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D. Algèbres de Weil
D.1 K-algèbres de Weil
A algèbre de Weil, page 71
◦
A idéal nilpotent de l’algèbre de Weil A, page 71
◦
Ai annulateur de
◦
A
i
, page 81
A  B espace le plus vertical du produit tensoriel de deux K-algèbres de Weil A et B, page 75
A⊕K B somme de Whitney des K-algèbres de Weil A et B, page 75
A⊗K B produit tensoriel des K-algèbres de Weil A et B, page 75
B algèbre de Weil, page 73
◦
B idéal nilpotent de l’algèbre de Weil B, page 73
δ classe du polynôme X dans JkK ' K[X]/(Xk+1), page 63
ε élément nilpotent d’ordre deux
JkK anneau des jets d’ordre k, page 53
TkK anneau tangent itéré, page 51
WknK K-algèbre de Weil des (k, n)-vitesses, page 72
D.2 Morphismes d’algèbres de Weil
µA application A⊗ A→ A, a⊗ a′ 7→ aa′, page 74
µΦ application A⊗ B→ B, a⊗ b 7→ Φ(a)b, où Φ : A→ B est un morphisme d’algèbres de
Weil, page 91
Φ morphisme d’algèbres de Weil
πA projection A→ K d’une K-algèbre de Weil A sur sa base K, page 73
σA section nulle K→ A, t 7→ t · 1 d’une K-algèbre de Weil A, page 73
τA,B flip : A⊗ B→ B⊗ A, a⊗ b 7→ b⊗ a, page 74
τA flip de A, A⊗ A→ A⊗ A, a⊗ a′ 7→ a′ ⊗ a, page 74
E. Fibrés de Weil
E.1 Construction
TAf application A-tangente d’une application f , page 86
TAxf extension scalaire de K à
◦
A du polynôme de Taylor Taykxf de f au point x, page 86
TAU domaine A-étendu : extension U × V ⊗
◦
A d’un ouvert U de V par A, page 84
TAxU fibre en x ∈ U de TAU , page 84
TAV extension scalaire V ⊗ A d’un K-module V par une K-algèbre de Weil A, page 84
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VA extension scalaire V ⊗ A d’un K-module V par une K-algèbre de Weil A, page 84
E.2 Fibrés A-tangents de Weil
AM prolongement de M d’espèce A, page 17
Aϕ prolongement de ϕ d’espèce A, page 17
0AM = σAM (M) image de la section nulle σAM dans TAM , page 98
0Ax = σAM (x) le A-vecteur nul de TAxM , page 98
πAM fibré TAM →M induit par πA, page 91
σAM section nulle du fibré TAM →M induite par σA, page 91
TAM variété A-tangente de M , page 89
TA foncteur de Weil associé à une algèbre de Weil A, page 89
E.3 Difféomorphismes de fibrés A-tangents
InfAutAB(M) = InfAutA(TAM,TBM) des A-difféomorphismes de TAM au-dessus de l’identité
de TBM , page 119
InfAutA(TAM) groupe A-infinitésimal de TAM , page 105
XA(M) groupe des champs de A-vecteurs, page 105
X · Y produit des champs de A-vecteurs X et Y dans χA(M), page 106
XA : TAM → TAM extension A-lisse d’un champ de A-vecteurs X : M → TAM , page 105
XK : U →W partie finie d’un champ de A-vecteurs X : U →WA, page 106
X◦
A
: U →W◦
A
partie nilpotente d’un champ de A-vecteurs X : U →WA, page 106
E.4 Applications induites par un morphisme d’algèbres de Weil
µAM application induite par A⊗ A→ A, a⊗ a′ 7→ aa′, page 91
µΦM application induite par µΦ, page 91
ΦM application de TAM dans TBM , induite par un morphisme d’algèbres de Weil Φ : A→
B, page 90
τAM flip sur les fibrés, induit par le flip A⊗ A→ A⊗ A, a⊗ a′ 7→ a′ ⊗ a, page 91
TAΦM ensemble TAM muni de la structure de variété induite par un morphisme d’algèbres
de Weil Φ, page 91
TΦ foncteur associé à une extension polynomiale d’algèbres de Weil, page 114
TV foncteur Φ-vertical associé à une extension polynomiale V ↪→ A
Φ
 B, page 118
F. Connexions de Weil
CΦ Φ-connexion, page 136
Γ structure K-linéaire sur TAM , page 134
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LAM fibré linéaire TM ⊗ A, page 133
L(A) algèbre de Weil trivialisée de A, page 133
RΨ opérateur de courbure relativement à un automorphisme Ψ de A d’une structure K-
linéaire sur le fibré A-tangent TAM d’une variété M , page 135
G. Extension de fibrés
VAE fibré vertical VAE d’un fibré π : E →M , page 137
XVA(E) ensemble des champs de A-vecteurs verticaux, page 148
Û champ de A-vecteurs fondamental engendré par U , page 150
XFA (P ) ensemble des champs de A-vecteurs fondamentaux d’un fibré principal p : P → M ,
page 150
H. Connexions de type Ehresmann
CA A-connexion sur un fibré, page 152
HAE fibré A-horizontal d’un fibré π : E →M , page 154
KA A-connecteur sur un fibré, page 153
XHA (E) ensemble des champs de A-vecteurs horizontaux sur E, page 155
I. Applications polynomiales
GPkK(V ) groupe polynomial de degré k de V : ensemble des applications K-polynomiales
d’inverses polynomiaux de V pour la composition tronquée, page 163
GPkK(V )0 ensemble des applications K-polynomiales, de degré k, sans terme constant, d’in-
verses polynomiaux de V pour la composition tronquée, page 163
m(v1 : α1 ; . . . ; vn : αn) somme de tous les termes m(w1, . . . , wk) avec exactement αi éléments
parmi les w1, . . . , wk égaux à vi, page 166
Mα(v) somme de tous les termes m(w1, . . . , wk) avec exactement αi éléments parmi les
w1, . . . , wk égaux à vi, page 166
Mk−i,i(x, v) somme des termes du développement d’une application multilinéairem contenant
i fois l’argument v et k − i l’argument x, page 165
Pα partie multi-homogène de degré α = (α1, . . . , αn) d’une application polynomiale P ,
page 163
PA extension scalaire de K à A d’une application K-polynomiale P , page 166
Pi partie homogène de degré i d’une application polynomiale P , page 161
PolkK(V,W ) ensemble des applications K-polynomiales de degré au plus k entre de V dans W ,
page 163
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PolK(V,W )0 ensemble des applications polynomiales sans terme constant de V dans W ,
page 163
SPkK(V ) groupe spécial polynomial de V , page 165
J. Variétés
φij changements de cartes de variété, page 171
M variété lisse
N variété lisse
ϕ fonction lisse entre deux variétés M et N
Vij ouverts de cartes de variété, page 171
K. Fibrés
×M produit fibré sur la variété M , page 111
αi cartes de fibré, page 173
BunK catégorie des fibrés lisses sur K, page 173
βij données de recollement, page 173
γij fonction de transition d’un fibré, page 176
Lz G→ P, g 7→ zg = R(z, g)
π : E →M fibré lisse sur K, page 162
p : P →M fibré principal, page 168
P ×G F fibré associé, page 169
ρ action du groupe structural d’un fibré sur la fibre type, page 165
R P ×G→ P action canonique à droite du groupe structural G sur l’espace total P d’un
fibré G-principal
SBunK catégorie des fibrés lisses avec section, page 165
E espace total d’un fibré π : E →M , page 165
F fibre type d’un fibré π : E →M , page 165
µ opération à gauche d’un groupe structural d’un fibré sur la fibre type, page 165
L. Groupes et algèbres de Lie
AdA(g) = TAe cg restriction à la fibre en l’élément neutre e de l’application A-tangente de la
conjugaison cg dans un groupe G, page 100
cg conjugaison dans un groupe G par un élément g, page 100
GA fibré A-tangent TAG d’un groupe de Lie G, page 100
GAe fibre sur l’élément neutre e d’un groupe de Lie G de son fibré A-tangent TAG, page 100
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g algèbre de Lie d’un groupe G, page 102
lg multiplication à gauche dans un groupe G par un élément g, page 100
rg multiplication à gauche dans un groupe G par un élément g, page 100
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