Abstract. Let p be a multilinear polynomial in several non-commuting variables with coefficients in an arbitrary field K. Kaplansky conjectured that for any n, the image of p evaluated on the set Mn(K) of n by n matrices is a vector space. In this paper we settle the analogous conjecture for a quaternion algebra.
Introduction
This note is the continuation of [BeMR1, BeMR2, BeMR3, BeMR4, M] , in which Kanel-Belov, Rowen and the author considered the question, reputedly raised by Kaplansky, of the possible image set Im p of a polynomial p on matrices. (L'vov later reformulated this for multilinear polynomials, asking whether Im p is a vector subspace.) One can generalize this conjecture for an arbitrary simple finite dimensional algebra. Note that for a non-simple finite dimensional algebra this conjecture can fail. In particular, it fails for a Grassmann algebra, with a linear space of dimension more than or equal to 4, and a field of characteristic = 2. It is a finite dimensional (but not simple) associative algebra. In this case one can consider a polynomial p(x, y) = x ∧ y − y ∧ x which is multilinear. In this case e 1 ∧ e 2 = p(1/2e 1 , e 2 ) and e 3 ∧ e 4 both belong to the image of p, but their sum does not. Thus the image is not a vector space.
The main result in this note is for the quaternion algebra, proving the following (see §2 for terminology): Theorem 1. If p is a multilinear polynomial evaluated on the quaternion algebra with Hamilton product H(R), then Im p is either {0}, or R ⊆ H(R) (the space of scalar quaternions), or V ⊆ H(R) -the space of vector quaternions, or H(R).
We also classify possible images of semi-homogeneous polynomials:
Theorem 2. If p is a semihomogeneous polynomial of weighted degree d = 0 evaluated on the the quaternion algebra with Hamilton product H(R), then Im p is either {0}, or R, or R ≥0 , or R ≤0 , or V , or some Zariski dense subset of H.
Definitions and basic preliminaries
Definition 1. By K x 1 , . . . , x m we denote the free K-algebra generated by noncommuting variables x 1 , . . . , x m , and refer to the elements of K x 1 , . . . , x m as polynomials. Consider any algebra R over a field K. A polynomial p ∈ K x 1 , . . . , x m is called a polynomial identity (PI) of the algebra R if p(a 1 , . . . , a m ) = 0 for all a 1 , . . . , a m ∈ R; p ∈ K x 1 , . . . , x m is a central polynomial of R, if for any a 1 , . . . , a m ∈ R one has p(a 1 , . . . , a m ) ∈ Cent(R) but p is not a PI of R. A polynomial p (written as a sum of monomials) is called semi-homogeneous of weighted degree d with (integer) weights (w 1 , . . . , w m ) if for each monomial h of p, taking d j to be the degree of x j in h, we have
A semi-homogeneous polynomial with weights (1, 
where S m is the symmetric group in m letters and the coefficients c σ are constants in K.
Definition 2. By quaternion algebra H with Hamiltonian product we mean a four-dimensional algebra 1, i, j, k R such that
In this algebra quaternions of R = 1 R are called scalars, and V = i, j, k R are called vectors. By basic quaternions we mean the following four elements of H: {1, i, j, k}. We also will use the standard quaternion functions: the norm ||a + bi + cj + dk|| = √ a 2 + b 2 + c 2 + d 2 , the real part Re (a + bi + cj + dk) = a, the vector part Ve (a + bi + cj + dk) = bi + cj + dk.
Remark 1. Any quaternion can be uniquely written as a sum of a scalar and a vector, hence the functions of real and vector parts are well defined. The function of norm is multiplicative.
In [A] Almutairi proved that if p is a non-central multilinear polynomial then its image contains all vectors. In this note we provide a complete classification of the possible images.
Multilinear case
Let us start with proving the following not difficult but important lemmas: Lemma 1. Let p be a multilinear polynomial. If a i are basic quaternions, then p(a 1 , . . . , a m ) is c · q for some basic quaternion q and some scalar c ∈ R (in particular, in some cases c can equal 0).
Proof. Note that for any two basic quaternions q 1 and q 2 , q 1 q 2 = ±q 2 q 1 . Therefore, taking products of m basic quaternions we obtain the same result (up to ±). Thus the sum of these results multiplied by scalars must be an basic quaternion multiplied by some scalar coefficient.
Lemma 2. For any multilinear polynomial p Im p is a self similar cone, i.e. for any invertible h ∈ H and any scalar c ∈ R and any element α ∈ Im p chαh −1 ∈ Im p.
and thus p(
Lemma 3. The set of vectors V is an irreducible self-similar cone.
Proof. It is enough to show that any self-similar cone including element i contains V . Take h(y, z) = 1+yj+zk, thus h −1 = 1−yj−zk 1+y 2 +z 2 . Thus a minimal self-similar cone C containing i contains all elements c · hih −1 , in particular it contains all elements
Consider an arbitrary vector ai + bj + ck. If b = c = 0 then this vector belongs to C because it is a multiple of i. Assume that at least one of b and c is nonzero. Then
a 2 +b 2 +c 2 , these numbers are well defined. Thus the element (1 + yj + zk)i(1 − yj − zk) = (1 − y 2 − z 2 )i + 2zj − 2yk = ai + bj + ck belongs to C. Now we are ready to prove the main theorem:
Proof of Theorem 1 Let us substitute basic quaternions in the polynomial p. According to Lemma 1 as a result we will obtain multiples of basic quaternions. Consider four possible cases: all these results vanish, among these results there are scalars only, among these results there are vectors only, and among these results there are both, vectors and scalars. The first two cases quickly lead to answers about the image of the polynomial p: in the first case p is PI, its image is {0}, and in the second case it is central polynomial, and its image is R. In the third case its image is V , it follows from the Lemma 3. Therefore the most interesting case is the fourth one. We assume that there are basic quaternions x 1 , . . . , x m and y 1 , . . . , y m such that p(x 1 , . . . , x m ) = k ∈ R \ {0} and p(y 1 , . . . , y m ) = v ∈ V \ {0}. We will show that in this case image of p is the set of all the quaternions. For that let us consider the following m + 1 polynomials depending on z 1 , . . . , z m :
. . , z m ). Note that A 1 is a constant polynomial taking only one possible value (which is a nonzero scalar), for any i Im A i ⊆ Im A i+1 and Im A m+1 = Im p includes nonscalar values. Therefore, there exists i such that Im A i ⊆ R and Im A i+1 ⊆ R. Thus there exist some collection of quaternions r 1 , r 2 , . . . , r m , r * i such that p(r 1 , r 2 , . . . , r m ) = r ∈ R \ {0}. and p(r 1 , r 2 , . . . , r i−1 , r * i , r i+1 , . . . , r m ) / ∈ R. Assume that p(r 1 , r 2 , . . . , r i−1 , r * i , r i+1 , . . . , r m ) = a + v for a ∈ R and v ∈ V . Then v = 0. If a = c · p(r 1 , r 2 , . . . , r m ) we can taker i = r * i − cr i , and p(r 1 , r 2 , . . . , r i−1 ,r i , r i+1 , . . . , r m ) = v ∈ V \ {0}.
Note that for arbitrary real numbers x and y we have an element p(r 1 , r 2 , . . . , r i−1 , xr i + yr iri , r i+1 , . . . , r m ) = xr + yv.
Consider an arbitrary quaternion a + bi + cj + dk, where a, b, c, d ∈ R. Let us take an x such that xr = a. According to Lemma 3, V is an irreducible selfsimilar cone, thus there exist h ∈ H and y ∈ R such that yhvh
The homogeneous case
Now we can consider the semihomogeneous case and present the proof of Theorem 2: Proof of Theorem 2
We will use a famous fact that there exists an isomorphism
such that for any q = a + bi + cj + dk ∈ H and any z ∈ C
Note that Φ(H ⊗ 1 C ) i.e. the set of matrices
is Zariski dense in M 2 (C). In [BeMR1, Theorem 1] we classified possible images of semihomogeneous polynomial evaluated on M 2 (K), where K is arbitrary quadratically closed field. We showed that the following images may occur: Im p is either {0}, K, the set of all non-nilpotent matrices having trace zero, sl 2 (K), or a dense subset of M 2 (K) (with respect to Zariski topology). Therefore, the Zariski closure of the image of polynomial evaluated on 2 × 2 matrices with complex entries must be either {0}, or C, or sl 2 (C) or M 2 (C). Thus an image of polynomial evaluated on quaternions is Zariski dense in {0}, or R, or V or H. Note that if p is a semihomogeneous polynomial, then there exist numbers w 1 , . . . , w m and d = 0 such that for any c ∈ R p(c w1 x 1 , c w2 x 2 , . . . , c wm x m ) = c d p(x 1 , . . . , x m ). Therefore Im p must be a cone with respect to positive real multipliers, i.e. for any x ∈ Im p and any λ > 0, λx ∈ Im p. Let us consider four possible cases: the image is Zariski dense in {0}, in R, in V , and in H. In the first case p is PI, and its image is {0}. In the second case p is a central polynomial, therefore an image of p being a cone with respect to positive multipliers should be either R, or R ≥0 , or R ≤0 . In the third case, p takes only vector values. According to Lemma 3 we know that V is an irreducible self-similar cone (up to real multipliers), and Im p is a self-similar cone up to positive real multipliers, therefore Im p ∪ (−Im p) = V, i.e. for any vector v ∈ V either v, or −v belongs to Im p. Without loss of generality, assume that i ∈ Im p. Hence jij −1 ∈ Im p, and jij −1 = −i. Hence for any c ∈ R ci ∈ V , and thus any element v ∈ V is conjugated with some ci, as we showed in the proof of Lemma 3. Therefore, Im p = V . In the forth case an image of p is a Zariski dense subset of H.
Let us show some interesting examples of multilinear and homogeneous polynomials: Example 1.
(i) A multilinear polynomial can be PI (according to AmitsurLevitsky Theorem s 4 evaluated on 2 × 2 matrices is a PI, and thus is PI on quaternions).
(ii) A Lie bracket p(x, y) = xy −yx is a vector-valued polynomial, and its image is V . (iii) a square of any vector is a scalar, thus the polymomial p(x, y) = xy + yx = (x + y) 2 − x 2 − y 2 evaluated on vectors V takes only scalar values, therefore the polynomial p( the polynomial g(x 1 , x 2 ) = [x 1 , x 2 ] 2 has the property that g(A, B) = 0 whenever A is scalar, but g can take on a non-zero value whenever A is non-scalar. Thus, g(x 1 , x 2 )x 1 takes all values except scalars. (viii) Recall that any quaternion q = a + v, a ∈ R, v ∈ V can be considered as a 2 × 2 matrix with complex entries, its eigenvalues are λ 1,2 = a ± ni, where n = ||v|| is the norm of the vector part of the quaternion. In particular tr q = 2a = 2Re q and det q = a 2 + n 2 = ||q||. In [BeMR1, Example 4(ii)] we provided an example of the polynomial taking all possible values except for those where the ratio of eigenvalues belongs to some set S. However here we should have a polynomial with real coefficients. Nevertheless this is possible: let S be any finite subset of S 2 -a unit circle on the complex plane. There exists a completely homogeneous polynomial p such that Im p is the set of all quaternions except the quaternions with ratio of eigenvalues from S. Any c ∈ S can be written in the form c = a+bi a−bi for some a, b ∈ R. The construction of the polynomial is as follows. Consider f (x) = x · c∈S ((a + bi)λ 1 − (a − bi)λ 2 )((a + bi)λ 2 − (a − bi)λ 1 ), where λ 1,2 are eigenvalues of x and c = a+bi a−bi . For each c the product (a+bi)λ 1 −(a−bi)λ 2 )((a+bi)λ 2 −(a−bi)λ 1 ) = −a 2 (λ 1 −λ 2 ) 2 −b 2 (λ 1 +λ 2 ) 2 is a polynomial with real coefficients in tr x and tr x 2 . Thus f (x) is a polynomial with traces, and by [Row, Theorem 1.4 .12], one can rewrite each trace in f as a fraction of multilinear central polynomials (see [BeMR1, equation (3) in Proposition 1] for details). After that we multiply the expression by the product of all the denominators, which we can take to have value 1. We obtain a completely homogeneous polynomial p which image is the cone under Im f and thus equals Im f . The image of p is the set of all quaternions with ratios of eigenvalues not belonging to S.
Remark 2. A problem of classification of all possible Zariski dense images of semihomogeneous polynomials evaluated on H remains being open.
