Abstract. We obtain a necessary and sufficient condition for the orthomartingale-coboundary decomposition. We establish a sufficient condition for the approximation of the partial sums of a strictly stationary random fields by those of stationary orthomartingale differences. This condition can be checked under multidimensional analogues of the Hannan condition and the Maxwell-Woodroofe condition.
Introduction and notations
In all the paper, we shall use the following notations. Let (Ω, F, µ) be a probability space.
• For a function f : Ω → R, f will denote the L 2 -norm of f . The subspace of centered square integrable functions is denoted as L nq. Moreover, we shall write 2 n = d q=1 2 nq eq.
• If q ∈ [d], then eq is the element of N d such that the qth coordinate is equal to 1, and all the others to 0. (1.0.1)
• We denote by the coordinatewise order, that is, for any i = (iq) • Let Tq, q ∈ [d] be bijective, bi-measurable and measure preserving maps from Ω to itself which are pairwise commuting. For i ∈ Z d , we denote by T i the map T We also use the notation Uq := U eq .
• We shall write as a product the composition of operators Uq and we use the convention q∈∅ Uq = I.
• If I is a subset of [d] , then ε (I) is the element of Z d whose qth coordinate is −1 if q belong to I and 1 otherwise.
• The product, sum and minimum of two elements of Z d is understood to be coordinatewise.
• Let (F i ) i∈Z d denote a filtration. For J ⊂ [d], we denote by F∞1 J the σ-algebra generated by
F j .
1.1. The invariance principle. For i 1, we denote the unit cube with upper corner at i = (i1, . . . , i d ) that is,
(1.1.1)
For a measurable function f : Ω → R, we consider the partial sum process defined by where W is a Gaussian process (or a mixture of a Gaussian process). Usually, the normalizing term an will be chosen as |n| :
nq. The question of the functional central limit theorem in the space of continuous functions (endowed with the uniform norm) for strictly stationary random fields has been studied. Wichura [Wic69] established such a result for an i.i.d. centered random field with finite variance, which generalized Donsker's one dimensional result [Don51] . Wichura's result was extended to a class of stationary ergodic martingale differences random fields [BD79, PR98] , and Dedecker found a projective condition [Ded01] . Wang and Woodroofe [WW13] attempted to extend the Maxwell and Woodroofe condition [MW00] but found a weaker condition, which was improved by Volný and Wang [VW14] . The latter is a multidimensional extension of Hannan's condition [Han73] . In the context of the mentioned works, the limiting process is a standard Brownian sheet when the considered random field is ergodic, that is, a Gaussian process (Wt) min {ti, si}.
Orthomartingales. Let (Tq)
d q=1 be bijective, bi-measurable and measure preserving transformations on (Ω, F, µ). Assume that Tq • T q ′ = T q ′ • Tq for each q, q ′ ∈ {1, . . . , d}. Let F0 be a sub-σ-algebra of F such that for each q ∈ {1, . . . , d}, F0 ⊂ T −1 q F0. In this way,
yields a filtration. If for each k, l ∈ Z d and each integrable and F l -mesurable random variable Y , 
is uniformly integrable.
1.3. Orthomartingale approximation. There are essentially two methods for establishing the invariance principle for a stationary sequence. The first one is approximation by an i.i.d. sequence, which leads to good results but there are processes which cannot be treated in this way. An other method for establishing limit theorems for strictly stationary sequences is a martingale approximation.
Since it is known that a stationary martingale difference sequence satisfies the invariance principle, one can try to prove an invariance principle by martingale approximation. More formally, given a square integrable centered function f : Ω → R, one can wonder whether there exists a square integrable martingale differences sequence m • T
The existence of such an approximation without the max has been investigated in [Gor69] . A necessary and sufficient condition has been given in [WW04, ZW08b] in the adapted case, then extended to the nonadapted case in [Vol06] . The question of the choice of filtration has also been considered in [QV12] . This approach was also used for other limit theorems, like the quenched weak invariance principle [CV13, CM14] or the law of the iterated logarithms [ZW08a] .
A multidimensional analogue of the martingale approximation has not been so intensively studied. There are various way to define martingales random fields in dimension greater than one (cf. [NP92, Cai69] ).
In this paper, we shall work on orthomartingale approximation, since it is known [Vol15, CDV15] that when T1 is ergodic, the invariance principle takes place. 
The uniform norm of the function t → Sn (f, t) can be controlled by the maxima of partial sums. Moreover, a stationary orthomartingale differences random field with respect to a completely commuting filtration such that one of the maps T1, . . . , T d is ergodic satisfies the invariance principle. Therefore, when ergodicity in one direction holds, an orthomartingale approximation entails the invariance principle. In the other cases, an invariance principle may still hold, but the limiting process may not be a Brownian sheet (see Remark 5.5 in [WW13] ).
The paper is organizes as follows. Section 2 contains the main results of the paper, namely, a necessary and sufficient condition for the orthomartingale-coboundary decomposition, a sufficient condition for the existence of an approximating orthomartingale and the verification of the latter under two projective condition: Hannan and Maxwell-Woodroofe. Section 3 is devoted the proofs.
Main results
2.1. Orthomartingale-coboundary decomposition. The following operators will be used in the sequel. 
and the closed subspaces of
When the integer d does not need to be specified, we shall simply denote
and HE. In dimension one, we have
and these operators have been used in [Vol07, CCD + 14, Gir17]. In dimension two, the operators P2,E are given by
We are now in position to state a necessary and sufficient condition for the orthomartingale-coboundary decomposition. 
A related result has been obtained in [Gor09] , where reversed martingales are obtained in the decomposition. However, a kind of regularity assumption is made. This is also the case in [Vol17] .
2.2. A sufficient condition for orthomartingale approximation. In order to express a sufficient condition for the orthomartingale approximation (1.3.1), we define a blocking operator.
Definition 2.5. Let f : Ω → R be a measurable function and let k be an integer greater or equal to 1. The blocking operator is defined by 
Theorem 2.7. Let (Ω, F, µ) be a probability space and let T : Ω → Ω be a measure preserving 
In particular, the conclusion holds if (2.2.3) is replaced by the following one:
Remark 2.8. In dimension one, Theorem 2.7 reads as follows: the condition 
It does not seem that our results apply in this context because complete commutativity of the filtration is used in the proof of Theorem 2.7.
2.3. Applications: projective conditions.
2.3.1. Hannan's condition. Assume that d = 1, T : Ω → Ω is a bijective bimeasurable measure preserving map and F0 is a sub-σ-algebra such that T F0 ⊂ F0. Assume that f : Ω → R is measurable with respect to the σ-algebra generated by k∈Z T k F0 and such that E f | k∈Z T k F0 = 0 and let
That the central limit theorem is implied by (2.3.1) is contained in [Hey74] (see also Theorem 6 in [Vol93] ). When f is F0-measurable, the central limit theorem and the weak invariance principle were proved by Hannan [Han73, Han79] under the assumption that T is weakly mixing. Dedecker and Merlevède [DM03] showed that (2.3.1) itself implies the weak invariance principle. Finally, the invariance principle when f satisfies (2.3.1) but is not necessarily F0-measurable was establised in [DMV07] . The generalization of condition (2.3.1) to random field has been obtained by Volný and Wang. Let us recall the notations and results of [VW14] . The projection operators with respect to a commuting filtration (F i ) i∈Z d are defined by
and 
for some sequence (an) n 1 converging to 0, the sequence n −1/2 Sn(f ) n 1 is not necessarily stochas- 
Remark 2.13. In dimension one, we recover the result of [PU05, Vol07] . In dimension two, condition (2.3.7) reads as follows: if the series 
2).
A key step for proving that a function satisfying the Maxwell and Woodroofe condition also satisfies the conditions of Theorem 2.7 is a maximal inequality, which is of independent interest. Note that a similar inequality has been obtained in [WW13] 
3.14)
Examples 5 and 6 in [PZ17] are formulated in the context of completely commuting filtration. Our results can be used to treat non causal linear and Volterra random fields. We derive from Theorem 2.12 a sufficient condition for a linear random field to satisfy the weak invariance principle. 
For any function f ∈ HE, the function P k E f belongs to HE and
(3.1.1)
where P = P if d + 1 / ∈ E and P is defined similarly as (2.1.1) and (2.1.2) but F0 is replaced by F∞1 {d+1} . (4) For any d 1 and any positive integer j,
where s (E) = 1 if d + 1 ∈ E and −1 otherwise, Proof.
(1) It follows from the fact that for any function h and any sub-σ-algebra G of
. By (2.1.1) and complete commutativity of T −i F0 i∈Z d , we have
Moreover, since I is contained in E, we have, by definition of ε (E) that
and the latter term equals 0. Consequently, in (3.1.4), only the term where I = E appears, which gives (3.1.1). Assume that
and
and by similar arguments as in the case where
(3) When d + 1 / ∈ E, this follows from item 2. Assume now that d + 1 ∈ E. For any function h, the following equality holds:
hence, by item 2, it suffices to establish that
which follows from the fact that U j·ε(E) P 
h admits the
where m
is an orthomartingale differences random field with respect to the filtration
is an orthomartingale differences random field with respect to the filtration T −i J F∞1 J c i∈Z d .
Lemma 3.4. For any square integrable function H and any K ⊂ [d], the function
admits the decomposition
q Qq − Qq and Q q ′ commutes with U −1 q Qq for q = q ′ , we derive that
commutes with Q q ′ . Therefore, the following equalities hold
which gives the wanted decomposition.
Proof of Lemma 3.2. Observe that
(3.1.20)
We then apply Lemma 3.4 to each J ⊂ E with H such that
Proof of Lemma 3.3. We start from the following inequalities: 
Proof. We use the idea of proof of Lemma 5 in [Bro58] . We define
Using the assumption on F , we derive that
Moreover, defining
we observe that the sequence ( hn ) n 1 is bounded. Since L 2 is reflexive, there exists a subsequence
converges weakly to Proof of Theorem 2.2. We prove sufficiency (necessity can be checked by direct computations). We use the idea of proof of Proposition 4.1 in [CCD + 14] . Since f =
E⊂[d]
PEf , it suffices to find an orthomartingale-coboundary decomposition for PEf for any subset E of [d] . To this aim, we apply Lemma 3.5 to the following setting: V = HE, F = PEf and A 
Since J is not empty, it contains some q. Using the fact that maxi∈I |Yi| |I| 1/2 maxi∈I |Yi| , we derive that for any n 1,
where
Then for any R > 0,
By Proposition 1.3, the family {Yn, n 1} is uniformly integrable. This gives (3.2.7) and ends the proof of Lemma 3.7. 
(3.2.13)
By Lemma 3.6 and (3.2.6), the following equality holds
hence taking the L 2 norm, we get
Dividing on both sides by n d/2 and letting n going to infinity, we get by Lemma 3.7 and (3.2.13)
This proves that the sequence (m k ) k 1 is Cauchy in L 2 hence convergent to some function m. This ends the proof of Lemma 3.8.
Since for each k, the function m k is F0-measurable, the function m is F0-measurable. Moreover, we have for each
The purpose of the following lemma is the verification that m gives the wanted approximation. 
Now, we use the inequality
and take the lim sup as n goes to infinity to obtain that for any k 1,
By (2.2.3), Lemmas 3.7 and 3.8, we get that the right hand side of (3.2.17) converges to 0 as k goes to infinity. This concludes the proof of Lemma 3.9 and that of Theorem 2.7. 
We shall check (2.2.5). To this aim, we fix a nonempty subset J of [d] and E ⊂ [d] and we apply (3.3.1) to the function k
E f (which satisfies the assumptions of Proposition 2.11 because so does f ) in order to obtain
and if i belongs to IE, then
Since J is nonempty, we can choose q ∈ J. Observe that
That (2.2.5) is satisfied follows from finiteness of i∈Z d π i . This concludes the proof of Theorem 2.11.
Maxwell and Woodroofe condition.
Proof of Proposition 2.19. As in [PU05, PUW07, Cun14] , the proof will be done by dyadic induction.
We shall prove by induction on d the following assertion: there exists constants
where PE is defined by (2.1.1).
The constants are defined recursively in the following way: When d = 1, the result was established in Proposition 2.3. of [PU05] when the function f is F0-measurable and was extended to the nonadapted case in Proposition 1 of [Vol07] . Now, assume that the result holds for some d 1 and let us prove it for d + 1. This will be done by induction on n d+1 . More precisely, we consider the following assertion P(m) defined as "there exists constants
such that for any commuting invertible measure preserving maps T1, . . . , T d+1 , any sub-σ-algebra F0 of F such that T −i F0 i∈Z d+1 is a completely commuting filtration, any subset
where PE is defined by (2.1.1). The assertion P(0) holds by the case of the dimension d. Now assume that P(m) is true for some m and let us prove P(m + 1). We thus know that f ∈ H d+1,E and any n ∈ N d+1 such that n d+1 m,
where the operators PE is defined by (2.1.1) with F∞1 J replaced by F∞1 J .
Let T1, . . . , T d+1 be commuting invertible measure preserving maps , F0 be a sub-σ-algebra of F such that
,E , and n ∈ N d+1 such that n d+1 m + 1. It suffices to prove (3.3.12) in the case n ∈ N d+1 with n d+1 = m + 1. We define
d+1,E (f ) (3.3.14)
where s (E) = 1 if d + 1 ∈ E and −1 otherwise. We derive the inequality 
d+1,E (f ) and (3.3.18) (III) := max
If s(E) = 1, we define the σ-algebra GN by
and if s(E) = −1,
The control of (I) requires the following lemmas.
Lemma 3.10. The sequence
is a submartingale with respect to the filtration (GN ) N 1 .
Proof. For any
and since the summand vanishes if d + 1 belongs to J, we actually have
which ends the proof of Lemma 3.10.
Lemma 3.11. The function
, where the latter space is defined like H d,E\{d+1} , but the σ-algebra F0 is replaced by F∞1 {d+1} .
Proof. It suffices to prove that for any non-negative integer k, the function U k d+1 g belongs to H d, E\{d+1} . In view of (3.3.23) and complete commutativity of the filtration T −i F0 i∈Z d , for any I E \ {d + 1}, the following equality holds:
Suppose that d + 1 ∈ E. In this case, s (E) = 1 hence F ∞1 J∩I −s(E)e d+1 and F∞1 J∩I are contained in
follows from (3.3.23). This ends the proof of Lemma 3.11.
By Lemma 3.10 and Doob's inequality, we infer that
We use item a) in the following setting: the σ-algebra F0 is replaced by
by Lemma 3.11), and n = (n1, . . . , n d ):
The sequence
is a martingale hence, by item 1 of Proposition 3.1,
We now bound the second term of (3.3.26). Let J be a non-empty subset of [d] , and let i and j be two elements of N d such that 0J i nJ and and 1J j 2
Since the sequence
is a martingale, we derive that
In this case,
3.30) and since f belongs to H d+1,E , we derive that E f | F∞1 I −e d+1 = 0 if I E hence
Consequently, using the F∞1 E -measurability of f , we derive that
and we get
Assume now that d + 1 belongs to E. In this case,
hence, in both cases,
The combination of (3.3.26), (3.3.27), (3.3.29) and (3.3.36) yields
Let us estimate the impact of (II). Using inequality maxi∈I |Yi| |I| maxi∈I Yi , we infer that
d+1,E (f ) .
defined in Proposition 3.1), the following inequality holds
d+1,E (f ) , and using item 3 of Proposition 3.1, it follows that d+1,E (f ) .
We notice that if d+1 does not belong to J, then 1 J j (2 i ) J P j d+1,E = 1 J j (2 i ) J P j d+1,E and if d+1 belongs to J, then 1 J j (2 i ) J P j = 1 J j (2 i ) J P j J\{d+1} +2j d+1 e d+1 d+1,E
. By item 4 of Proposition 3.1, we derive that
d+1,E (f ) and (3.3.11), we obtain (3.3.12) for n d+1 = m + 1. This proves the first inequality in (2.3.14). The second one follows from a multidimensional extension of Lemma 2.7 in [PU05] .
Proof of Theorem 2.12. Using Theorem 2.7, we shall only check that (2. We first observe that for any fixed n 1, a n,k k
P leq E (f ) and applying Lemma 2.8.
of [PU05] to the subadditive sequence
, we derive that a n,k → 0 as k goes to infinity. Moreover, sup k 1 a n,k |n| −3/2 0 i n−1 
