Abstract. In this paper we prove analogs for the case of bigraded polynomial rings of theorems about regularity and saturation of ideals in simply graded polynomial rings.
Introduction
This article is a sequel to our paper on Castelnuovo-Mumford regularity in biprojective spaces [5] . In connection with our previous work, this paper addresses several issues:
1. In [1] , Bayer and Stillman gave criteria for p-regularity of a homogeneous ideal in a polynomial ring k[x 0 , · · · , x m ]. We prove analogs of some of their results for a bihomogeneous ideal in a bigraded ring k[x 0 , · · · , x m , y 0 , · · · , y n ]. 2. Chandler in [3] proved some regularity results for the saturation of a power of an ideal in polynomial ring. We do the same in the bigraded case. 3. We discuss the special case of finite subschemes of P 1 × P 1 , and give a criterion for weak (p, p ′ )-regularity in this situation. This is based on arguments similar to those in Busé, Cox and D'Andrea [2] . 4. We give two examples: the first illustrates theorem 5.6; the second shows that the concepts of weak and strong regularity can differ.
Saturation and Regularity
Definition 2.1. Let R be any commutative Noetherian ring. If J ⊂ R is an ideal, then I Jsat = {r ∈ R : J µ r ⊂ I, for some µ} = ∞ µ=1 (I : R J µ ).
because p 1 , · · · , p r contain exactly the 0-divisors of the R-module R/I. But since K is an infinite field, a vector space over K is not the union of finitely many proper subspaces. Thus R 1,0 is equal to one of the terms in the union. If say R 1,0 = p 1 ∩ R 1,0 , we would have
which is contrary to the fact that p 1 does not contain (x). Thus we can find an element h ∈ R 1,0 − (p 1 ∩ R 1,0 ) ∪ · · · ∪ (p r ∩ R 1,0 ).
Since p i ∩ R 1,0 is a proper closed subset of R 1,0 , h are in the Zariski open dense subset of R 1,0 . By the similar reason, we can find h ′ ∈ R 0,1 and h ′′ ∈ R 1,1 which are not zero divisor on R/I. Definition 2.9. Let h ∈ R. We call h J-generic for I if and only if h is not a 0-divisor on R/I Jsat provided I Jsat is a proper ideal in R. If I Jsat = R, then every element of R is J-generic for I.
Criterion for weak (p, p ′ )-Regularity
Lemma 3.1. Let I ⊂ R be a proper m-saturated ideal, let h ∈ R be bihomogeneuous.
If h is not a zero divisor on R/I, then (I : h)
Proof. Since the first result is from the definition, we will just show the second statement. If h is a zero-divisor on R/I, then we can choose f / ∈ I such that f h ∈ I, where f has bidegree (d, d ′ ). By Lemma 2.4 and Remark 2.8, we can find g ∈ R 1,1 with g not a 0-divisor on R/I, then gf ∈ (I : h) − I. Iterating this process, we can find elements in (I :
Definition 3.2. For j > 0 define U j (I) to be the set
Since K is infinite, by Lemma 2.4 and Remark 2.8 the set of h ∈ R 1,1 which are m-generic for I form a non-empty Zariski open set of R 1,1 . Thus, U j (I) is a non-empty open subset of R j 1,1 . Lemma 3.3. Let I ⊂ R be an ideal, let h ∈ R 1,1 and fix integers p, p ′ ≥ 0. The following are equivalent.
1.
I is weakly (p, p ′ )-saturated, and h is m-generic for I.
which is contrary to the minimality of α.
(2. ⇒ 1.) If I sat = R, and I is weakly (p, p ′ )-saturated, then we have
If I sat = R, and I is weakly (p, p ′ )-saturated, then by Lemma 3.1,
Lemma 3.4. Let I ⊂ R with dim R/I = 0, the following are equivalent: 
. Therefore, we have the following:
Thus, I is weakly (p, p ′ )-regular.
The following are equivalent.
Proof. We start with some information before we prove the equivalent relations. Suppose I is weakly (p, p ′ )-saturated. Let Q = (I : h)/I, we have
We have an exact local cohomology sequence:
. Therefore, we have the following cohomology relations:
We will show that (I, h) is weakly (p, p ′ )-regular. Consider
Since I ∩ h = (I : h) · h, and h ∈ R 1,1 , we have
This gives
According to the cohomology relations (1), and I being weakly (p, p ′ )-regular, we have
) is weakly (p, p ′ )-regular, and I is weakly (p, p ′ )-saturated. From the exact sequence (2), we have
Therefore we have
Since I is weakly (p, p ′ )-saturated, we have the cohomology relations (1). Therefore,
the last inclusion is easily seen from the definition of those region. Therefore, I is (p, p ′ )-regular.
Theorem 3.7. Criterion for weak (p, p ′ )-regularity: Let I ⊂ R be a bigraded ideal. The following are equivalent:
and
Note, when r = 0, this means that
Proof. (2. ⇒ 3.) This is obvious.
(3. ⇒ 1.) We prove this by induction on r. If r = 0,
(1. ⇒ 2.) We prove this by induction on r. If r = 0, by Lemma 3.
so this takes care of the case r = 0. Now assume r ≥ 1. Let (h 1 , · · · , h r ) ∈ U r (I). By Lemma 3.6, (I, h 1 ) is weakly (p, p ′ )-regular. By induction hypothesis, (2.) holds for i = 2, · · · , r. By construction, (h 2 , · · · , h r ) ∈ U r−1 (I, h 1 ). By Remark 2.7, I is weakly (p, p ′ )-saturated, and (I :
Remark 3.8. In [1] a version of the above result is proved for the case of simply graded polynomial rings which is stronger in the following respect: They assume that the generators of the ideal I are all of degree ≤ p, and their criterion for p-regularity involves checking conditions on homogeneous forms of degree exactly p, and this implies the analogous conditions for all k ≥ p. This is an essentially finite process. In our case, to check (p, p ′ )-regularity, one must check conditions on bihomogeneous forms of degrees k ≥ p, k ′ ≥ p ′ . We have been unable to strengthen our result in this direction. Ideally, one would like to be able to specify degrees of generators of I and check conditions like in the theorem, but at a finite number of (k, k ′ ). The key difference between the situation treated by Bayer-Stillman and that treated here is that we cannot prove the analog of Lemma 1.9 of their paper. That lemma uses the fact that p-regularity entails information about first-order syzygies, whereas for weak regularity in the bigraded case, we cannot prove the analogous results about these syzygies.
Weak Regularity of a power of an ideal
In this section, we will prove some results similar to those in [3] about the regularity of the power of an ideal.
Let I be weakly (p, p ′ )-regular. We will compare the regularity index of I with that of its kth power I k . Proof. We prove by induction on e ≥ 1. It is true for e = 1 by assumption. Note dim R/I = dim R/I e , so we can do induction.
We need to show that Proof. ∅ = V(I) ∈ P m ×P n implies that the affine variety V aff (I) ⊂ A m+1 ×A n+1 is contained in
Thus m µ ⊂ I for some µ and m µe ⊂ I e . Thus, R = (I e ) sat for e ≥ 1. Therefore, (I e ) sat are strongly (0, 0)-regular. Note when dim R/I ≤ 1, V(I) = ∅, the last statement follows.
Proposition 4.3. Let I be a bihomogenous ideal in
iii. I is generated by forms of bidegree (≤ m, ≤ m ′ ). Then the saturation J of I e is weakly ((e − 1)m + p, (e − 1)m ′ + p ′ )-regular.
Proof. The proof is by induction on e. Suppose e = 1. In this case, it is necessary to show J is weakly (p, p ′ )-regular, i.e., 
And,
Since I is weakly (p, p ′ )-regular, we have
Combining Equation (4) and Equation (3), we know that
Therefore, when e = 1, J is weakly (p, p ′ )-regular.
Assume that e ≥ 2. The sheafification of J is I e , and H 0 (X, I e (k,
, which has the same support as Z and is hence finite.
Since J is saturated, we have H i m (J) = 0 for i = 0, 1. Let (l, l ′ ) = ((e−1)m+p, (e−1)m ′ +p ′ )). We must show that with O(k, k ′ ) and consider the resulting cohomology sequence. Since the support of I e−1 /I e is contained in Z, which is 0-dimensional. Thus, H i X, I e−1 /I e (k, k ′ ) = 0 for i ≥ 1. Therefore, we have
and the latter group vanishes by induction for all
Thus, we have the required vanishing for i ≥ 2. Now look at the sequence
By induction, the last term vanishes for all (k, k ′ ) ∈ Reg 1 (l, l ′ ), so that the next-to-last term will vanish there provided we show that φ is onto for those same (k, k ′ ). Suppose Z = {p 1 , · · · , p s }. Note, since the support is finite, we have
We will show that for (k, k ′ ) ∈ Reg 1 (l, l ′ ) and for any
with bihomogeneous forms with deg
This will prove the surjectivity of φ. Let I be generated by bihomogenous elements 
By induction, the third term vanishes, therefore ψ is onto for this (α, α ′ ). This means that for every j, and each
we can find a bihomogeneous g j ∈ (I e−2 ) sat α,α ′ and forms H ij with H ij (p i ) = 0, such that
We may replace each H ij by H i = j H ij . Multiply equation (6) by f j and sum the result over j and define g = g j f j ∈ (I e−1 ) sat k,k ′ . Then we have obtained equation (5), as required.
5. Finite subschemes of P 1 × P 1
In this section, we will prove some results similar to those in [2] about regularity. In this section, we only talk about weak regularity. We are going to use s, u, t, v as variables, where bidegree of s, u is (1, 0) and bidegree of t, v is (0, 1). We consider the following situation:
minimally generated by forms all of bidegree (m, n) with m, n ≥ 1. We further make the assumption: (7) the rational map from P 1 × P 1 → P r−1 given by the forms f i has image of dimension = 2. Proof. This follows from [5, Remark 4 .12] and Lemma B.1 in [2] .
Remark 5.2. Similarly, letĪ ⊂ S = C[s, u, t] be an ideal, minimally generated by r bihomogeneous forms of bidegree (m, n). This means that the generators have the form n i=0 a ij s i u m−i t n . That isĪ = t n J where J is generated by homogeneous generators of degree m. If V(J) = ∅ in P 1 , thenĪ is (p, p ′ )-regular for all p ≥ 2m − r + 1 and p ′ ≥ n.
be minimally generated by r ≥ 4 bihomogeneous forms of bidegree (m, n) with both m, n ≥ 1, satisfying assumption (7) . Assume V(I) ⊂ P 1 × P 1 is finite. Given ℓ ∈ R 1,0 , let I ℓ be the image of I in the quotient ring R/ ℓ . Then for a generic ℓ, I ℓ is minimally generated by at least 2 elements.
Proof. Let I be minimally generated by p 1 , · · · , p r , where each p i has bidegree (m, n) with m, n ≥ 1. Note: a 1 p 1 + · · · + a r p r is not identically 0 for any (a 1 , · · · , a r ) = (0, · · · , 0), because p 1 , · · · , p r are a minimal set of generators. Let
and let π 1 : Z → P r−1 and π 2 : Z → P 1 = P(R 1,0 ) be the natural projections. The notation ℓ|(a 1 p 1 + · · · + a r p r ) means the polynomial ℓ divides the polynomial a 1 p 1 + · · · + a r p r . Since V(I) is finite, p 1 , · · · p r have no common factors. Otherwise, the common factor will give a curve in V(I) which contradicts the finiteness of V(I). Thus the linear system of divisors given by a 1 p 1 +· · ·+a r p r = 0 is reduced (see Page 130 [7] ). According to Bertini's theorem (see Theorem 7.19 [7] ) the general member of the linear system is irreducible. Thus π −1 1 (ā) = ∅ for a generic pointā ∈ P r−1 . For otherwise, there would exist ℓ dividing (a 1 p 1 + · · · + a r p r ) and ℓ = 0 would be a component of the divisor of (a 1 p 1 + · · · + a r p r ). This means that π 1 (Z) is a proper subset of P r−1 . Furthermore, if π −1 1 (ā) = ∅, then π −1 1 (ā) is finite since a 1 p 1 +· · ·+a r p r is divisible by at most m linear forms. This means the map π 1 is finite to 1. Thus dim(Z) ≤ r −2.
Now consider a generic ℓ ∈ P 1 and let (p i ) ℓ denote the image of p i in R/ ℓ . We consider two cases.
Case 1: If π 2 (Z) = P 1 , and if ℓ / ∈ π 2 (Z), we have that π In both cases, π −1 2 (ℓ) = projective space of linear relations among {p 1 , · · · , p r } in R/ ℓ has dimension ≤ r − 3. Therefore the space of linear relations among the (p i ) ℓ has dimension ≤ r − 2. We know that the sum of the dimension of the span and the dimension of the linearly independent relations is r, this implies that at least 2 of (p i ) ℓ are linearly independent for generic ℓ. In other words, dim(I ℓ ) m,n ≥ 2. This is because linear combinations of (p 1 ) ℓ , · · · , (p r ) ℓ generate the vector space (I ℓ ) m,n . This vector space has dimension at least 2. If I ℓ could be generated by one element, then (I ℓ ) m,n would be one dimensional. This is a contradiction. Therefore, I ℓ is minimally generated by at least 2 elements.
with exact rows. Suppose that k ≥ m, k ′ ≥ 2n − 1, we have seen above that
. Therefore, map α is onto, and map β is zero map. Then the diagram gives an isomorphism
With a generic line ℓ ∈ R 0,1 , by the similar reason, we can have another isomorphism
This implies that
On the other hand, we have H 1 (I(m, n)) = 0 if m, n ≫ 0. This proves that H 1 (I(k, k ′ )) = 0 ∀k ≥ 2m − 2 and k ′ ≥ 2n − 2. 
Consider the following diagram:
We have R p,p ′ = H 0 (O P If p ≥ 2m − 1 and p ′ ≥ 2n − 1, then H 1 (I(p − 1, p ′ − 1)) = 0 by Theorem 5.5. We know that I p,p ′ → H 0 (I(p, p ′ )) is injective, it is enough to show that dim I p,p ′ = dim H 0 (I(p, p ′ )). According to the exact sequence
Thus I p,p ′ ∼ = H 0 (I p,p ′ ) and I is (p, p ′ )-regular. 
