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Abstract—In recent years, diverging-wave (DW) ultrasound
imaging has become a very promising methodology for cardio-
vascular imaging due to its high temporal resolution. However, if
they are limited in number, DW transmits provide lower image
quality compared with classical focused schemes. A conventional
reconstruction approach consists in summing series of ultrasound
signals coherently, at the expense of the frame rate. To deal
with this limitation, we propose a convolutional neural networks
(CNN) architecture for high-quality reconstruction of DW ul-
trasound images using a small number of transmissions. Given
the spatially varying properties of DW images along depth, we
adopted the inception model composed of the concatenation of
multi-scale convolutional kernels. Incorporating inception mod-
ules aims at capturing different image features with multi-scale
receptive fields. A mapping between low-quality images and cor-
responding high-quality compounded reconstruction was learned
by training the network using in vitro and in vivo samples. The
performance of the proposed approach was evaluated in terms of
contrast-to-noise ratio and lateral resolution, and compared with
standard compounding method and conventional CNN methods.
The results demonstrate that our method could produce high-
quality images using only three DWs, yielding an image quality
equivalent to the one obtained with standard compounding of 31
DWs and outperforming more conventional CNN architectures
in terms of complexity, inference time and image quality.
Index Terms—Diverging wave, image reconstruction, convolu-
tional neural networks, ultrasound imaging.
I. INTRODUCTION
ULTRASOUND imaging has become the modality ofchoice for cardiovascular imaging because of its nonin-
vasive, cost-efficient, and real time properties. In conventional
ultrasound imaging, several narrow sectors of the entire image
are reconstructed using sequential focused beams. The frame
rate of conventional focused scheme mainly depends on the
number of transmitted focused beams required to construct
an image. Limitations arise when monitoring highly transient
biological phenomena faster than the frame rate delivered by
the conventional focused scheme. Tracking mechanical waves,
such as remotely induced shear waves [1] and electromechan-
ical waves [2], is a representative example of such challenge
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as their propagation speed in myocardium can reach 1 to 10
m/s [3].
To reduce the number of transmissions, multi-line acqui-
sition [4] and multi-line transmit [5] have been introduced.
Multi-line acquisition approach uses broader transmit beam
and reconstruct multiple image lines (e.g., 2, 4, or 8) for
each transmission. In the multi-line transmit method, multiple
focused beams are simultaneously transmitted. In order to
increase frame rate while preserving the number of scan
lines, ultrafast imaging using unfocused transmit beam has
been proposed. These approaches use plane waves (PW) [6]
or diverging waves (DW) [7], [8] to image a wide field of
view. However, in PW or DW imaging, the acoustic energy
of unfocused beams is spread onto a wider area, resulting in
a deterioration of the quality of reconstructed images if no
additional processing is performed.
To alleviate these effects, coherent compounding [8], [9] of
unfocused beams has been proposed. Coherent compounding
consists in transmitting multiple consecutive beams at different
angles. The backscattered echoes are then coherently summed
to improve contrast and resolution. Therefore, a trade-off
needs to be made between image quality and frame rate
since compounding of more beams produces images of higher
quality but decreases the image rate. Therefore, to achieve a
high image quality while maintaining the frame rate of original
unfocused wave imaging is of great research interest.
In recent years, deep learning has achieved state-of-the-
art performance in various problems of image processing,
including image classification, recognition, and segmentation.
The success of deep learning methods lies in its exponen-
tially increasing expressiveness, which can capture modality-
specific features [10]. Inspired by the success of deep learning,
many researchers have investigated deep learning methods
for medical image reconstruction and achieved significant
performance [11]–[18]. For instance, Jin et al. [11] proposed
to use convolutional neural networks (CNN) to generate high-
quality X-ray computed tomography (CT) images from low-
quality images reconstructed from sparse views. Lee et al.
[18] proposed a deep residual learning network [19] for the
reconstruction of MR images from accelerated MR acquisition.
For US imaging, our group previously proposed to recon-
struct high-quality images using 3 PW transmissions [20].
A compounding operation was learned using a fully convo-
lutional network. We demonstrated to produce high-quality
images using 3 PW images while preserving the image quality
close to that obtained by standard compounding with 31 PW
images. Similar to our previous reconstruction strategy of
involving the emission of only 3 PWs, Zhang et al. [21]
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2Fig. 1. Block diagram of the architecture of the proposed network.
proposed to learn a compounding operator using Generative
Adversarial Networks (GAN) [22]. In addition, Perdios et al.
[23] proposed a U-Net [24] architecture trained on a simulated
dataset to improve the image quality of single PW imaging.
To reduce the number of emissions in focused ultrasound
imaging, Yoon et al. [25] employed CNN to reconstruct the
missing channel data of multi-line acquisition. Senouf et al.
[26], [27] used CNN to correct blocking artifacts for multi-line
acquisition and transmission imaging.
While these deep learning methods have achieved significant
performance, they are all designed for focused schemes or
PW imaging. To the best of our knowledge, no existing deep
learning method addressed reconstruction for DW imaging. As
DW imaging is particularly needed in some scenarios (e.g.,
cardiac imaging), we introduce a CNN architecture capable
of reconstructing high-quality images from a small number of
DW acquisitions. To fulfill this goal, one unique issue must be
resolved. Conventional CNN architectures adopt fixed kernels
in one convolutional layer where the same weights are applied
over the entire feature map. Such shared-weight architecture
contributes to achieving the shift-invariant feature of CNN
[28], which is well-adapted to PW images. Nevertheless,
different from PW imaging, the image properties of DW imag-
ing vary along image depth. We have indeed experimentally
observed that directly applying a CNN architecture designed
for PW imaging [20], [23] to DW image reconstruction could
not produce a satisfactory performance.
Inspired by the GoogleNet [29] for image classification
problems, we incorporated in this work inception modules to
the fully convolutional architecture for the reconstruction of
DW images. Inception modules employ convolution filters of
different sizes for the same input and concatenate all the output
for the next layer. Features from multiple receptive field sizes
can be captured, in contrast to conventional CNN architectures
where the receptive field size is fixed. Therefore, different
image features of different image regions can be learned via
multiple convolution filters.
In summary, the contributions of this work are the following:
1) We introduce a CNN architecture with inception module
for the reconstruction of DW images using a small number of
DW emissions.
2) We demonstrate that, using only 3 DWs, our method
yielded high-quality images equivalent to those obtained by
standard compounding with 31 DWs, in terms of contrast and
resolution.
3) We further show that the proposed method could work
at high frame rate, which made it amenable to real-time
reconstruction for DW imaging.
The remainder of this paper is organized as follows: in
Section II, the proposed method is described. Section III
introduces the details of data acquisition and implementation
for training. Section IV demonstrates the experiment results
that validate the effectiveness of the proposed method. Lastly,
we conclude the work in section V.
II. METHODS
A. Problem formulation
Let x be a tensor that contains the low-quality Radio
Frequency (RF) beamformed images of size m×w×h, where
m is the number of DW acquisitions, w is the number of scan
lines, and h is the length of each RF signal. Our work aimed
at producing one reconstructed RF image with dimension of
w × h using the input x. Standard compounding consists
of summing all m DWs to obtain the high-quality image.
Considering that there may be useful information which is not
exploited by standard compounding, we employed a CNN with
trainable parameters θ to learn the optimal mapping f(·) of
x→ y, where y was the reference obtained from the standard
compounding of n (n m) DWs.
B. Network architecture
Fig. 1 is a pictorial description of the proposed CNN
architecture. Our network was a 2-D convolutional network
composed of 5 hidden layers. Two types of basic building
modules were employed to build the network. In Fig. 1, each
blue block denotes a regular convolutional module followed by
a maxout unit activation (white block), and the violet block
3Fig. 2. Block diagram of the inception module and the one by one convolution.
Fig. 3. Block diagram of the maxout unit.
indicates the inception module. The choices and the details
related to this architecture are discussed hereunder.
Fully convolution architecture. We excluded the pooling
operation used in most popular CNN architectures to produce
the feature maps with the same dimension. This guaranteed
that the spatial information was preserved at the same scale
throughout the network, which was beneficial for maintaining
phase in RF signals. The kernel size of each layer was doubled
compared to that of its previous layer to achieve the effect of
doubling receptive field size from pooling operation.
Inception module. As illustrated in Fig. 2, the inception
module used in our network consisted of four parallel paths.
Each path performed convolution of a different kernel size to
the same input feature maps. All the paths performed proper
padding to the input features to ensure their outputs had
the same size. The outputs of all paths were stacked along
the channel dimension as the final output of the inception
module. As the image properties of DW imaging varied along
image depth, the multi-size convolution kernels contributed
to extract different image features from multiple receptive
field sizes. The inception module was only employed in the
second last layer and followed by the one by one convolution
layer due to two reasons: i) in our network, the convolution
channel numbers of shallow layers were much larger than the
deep layers. Incorporating inception modules to shallow layers
would drastically increase the number of parameters, since an
inception module with four parallel paths would quadruple
the parameters of a regular convolution; ii) As deep layers
produced high-level features and large receptive sizes, more
relevant information could be perceived by employing the
inception module with larger kernels in deeper layers.
One by one convolution. The last layer of the network
was a 1 × 1 convolution layer followed by a maxout unit.
Using 1× 1 convolution served two purposes: i) to reduce the
number of output channels and generate the final image; ii)
All input pixels of the same position collapsed to one output
pixel via the 1× 1 convolution whose learnable weights acted
as selecting gates for every element of inputs. The network
was thus trained to select the main elements contributing to
forming the output element.
Maxout unit. We used maxout units [30] as the activation
function for both the regular convolution layers and the incep-
tion layer. Maxout units are piecewise-linear convex functions,
and a maxout network with more than two maxout units can
approximate many popular activation functions and most often
outperform them [20], [31]. In a convolution network, a max-
out unit takes the pixel-wise maximum values across several
affine feature maps to achieve a nonlinear transformation. Fig.
4TABLE I
ARCHITECTURE OF PROPOSED NETWORK
block type
feature size kernel size padding number of activation
channel × height × width height × width height × width kernels -
inputs m× h× w - - - -
convolution 64× h× w 9× 3 4× 1 256 maxout 4
convolution 32× h× w 17× 5 8× 2 128 maxout 4
convolution 16× h× w 33× 9 16× 4 64 maxout 4
inception 8× h× w
41× 11 20× 5 8 maxout 4
49× 13 24× 6 8 maxout 4
57× 15 28× 7 8 maxout 4
65× 17 32× 8 8 maxout 4
convolution 1× h× w 1× 1 - 4 maxout 4
3 is an illustration of the k pieces maxout unit. Given an input
X l to the lth hidden layer of a CNN, the output X l+1 after
the convolution and the maxout unit is defined as follows:
X l+1 = max{Zl+11 , ..., Zl+1k } (1)
where Zl+1j (j ∈ [1, k]) is the jth group of feature maps
obtained by performing convolution to X l, and k is the number
of maxout pieces.
A more detailed specification of the network architecture,
such as the number of feature maps and the size of convolution
kernels, is provided in Table I.
III. EXPERIMENT
A. Data Set Acquisition
A Verasonics system research scanner (Vantage 256)
equipped with an ATL P4-2 probe was used to acquire the
ultrasound data. The samples were acquired by continuously
moving the probe on the surface of the imaged objects, at
an imaging rate of 50 frames/s and a packet size of 250
images. Each sample was acquired using 31 DWs with angles
ranging between ±30◦, with an incremental step of 2◦. For
each DW transmission, the received RF signals were sampled
at 11.9 MHz and beamformed with the conventional delay and
sum method. Each RF beamformed image was of dimension
512 × 256, covering a polar region of size 12 cm × 90◦. To
produce the images for training and testing, the input images
x were composed of a small subset of m = 3 DWs (−30◦,
0◦, and 30◦), while the reference images y were the standard
compounding of all n = 31 DWs. A total of 7000 samples were
used in the experiment, and each was made up of low-quality
images x and the high-quality corresponding y. Specifically,
1500 samples were acquired from in vivo tissues (quadriceps
femoris muscle, phalanges of fingers, and liver region), and
5500 acquisitions were performed on in vitro phantoms. 6000
samples were randomly selected from the entire set as the
training set. The remaining 1000 samples were used as the
testing set for evaluation.
B. Network Training
From the 6000 samples of the training set, 5000 samples
were used for training the network, and the remaining 1000
samples were used as an independent validation set. Learning
the reconstruction mapping function f(·) required the estima-
tion of the optimal network parameters θ by minimizing the
loss between the reconstructed images yˆ = f(x; θ) and the
reference y. Mean Squared Error (MSE) was used as the loss
function:
L(θ) =
1
n
n∑
i=1
‖h(xi; θ)− yi‖2, (2)
where n is the number of training samples.
In the training stage, the network weights were initialized
with the Xavier initializer [32]. The loss was minimized using
mini-batch gradient descent with the Adam optimizer [33],
and the batch size was set as 10. The initial learning rate was
set as 1 × 10−4 and the early stopping strategy was used to
adjust the learning rate. The learning rate was halved if there
had been no decrease in the validation loss for 20 epochs,
and 40 epochs without validation loss reduction would end
the training. The training was performed using Pytorch [34]
library on a NVIDIA Tesla V100 GPU with 32 Gb of memory,
resulting in training time of about two days.
C. Evaluation Metrics
Contrast-to-noise ratio (CNR) and lateral resolution (LR)
were used as the quantitative indices for the evaluation of
reconstruction quality. CNR measures the intensity difference
between the object of interest and the surrounding background.
In our experiments, the CNR was measured on B-mode with
using the following:
CNR = 20 log10
|µt − µb|√
(σ2t − σ2b )/2
, (3)
where µt and µb (σ2t and σ
2
b ) denote the means (variances)
of the intensity within the target region and the background.
The LR of ultrasound imaging is defined as the ability to
distinguish between two reflectors aligned along the direction
perpendicular to the ultrasound beam. The full width at -6 dB
of the point spread function was measured on B-mode images
to obtain the LR.
In the testing phase, CNR was measured on two anechoic
regions (the near field at 40 mm depth and the far field at 120
5TABLE II
COMPARISON BETWEEN THE PROPOSED INCEPTION LAYER AND GASSE’S
[20] CONVOLUTIONAL LAYER
method block type
kernel size number of
height × width kernels
Gasse et al. convolution 65× 17 32
Ours inception
41× 11 8
49× 13 8
57× 15 8
65× 17 8
mm depth) of a B-mode image obtained from the Gammex
phantom. LR was measured on 0.1 mm Nylon monofilaments
(the near field at 20 mm and 40 mm depth, the middle field
at 60 mm and 80 mm depth, and the far field at 90 mm and
100 mm depth) of a B-mode image obtained from the CIRS
phantom.
D. Comparison Methods
The proposed method was compared with three methods for
the evaluation of the reconstruction quality.
1) Standard compounding method. To assess the improve-
ment of our method over standard compounding method,
standard compounding was performed using an increasing
number of DWs, i.e., 1 to 31 DWs at equispaced angles within
the range [-30◦, 30◦].
2) CNN of Gasse et al. [20]. To determine the effective-
ness of the proposed inception architecture, our network and
Gasse’s CNN shared the same architecture in the first three
convolutional layers, i.e., fully convolutional layers followed
by four pieces maxout activation without spacial pooling.
The difference was that we employed the inception layer
composed of four parallel multi-scale convolutions, rather than
the fixed convolution. Each path of the inception layer had
eight channels, and stacking of all channels produced 32
output channels which was the same as Gasse’s network. A
more detailed description of the difference is provided in Table
II.
3) U-Net [23]. U-Net is a typical encoder-decoder structure
consisting of a symmetric downsampling and upsampling path.
The architecture of the implemented U-Net is briefly depicted
in Fig. 4. We experimentally observed that directly using the
architecture proposed in [23] yielded a poor performance.
To obtain a better comparison between the U-Net and our
network, the convolutional filter sizes of the U-Net were
modified for adapting to the data used in our experiment.
The sequential operation [3 × 3 convolution, ReLU, 3 × 3
convolution, ReLU] used in [23] was replaced by the [3 × 1
convolution, ReLU, 7× 3 convolution, ReLU] operation (red
arrow), resulting in the same receptive field size as the 9× 3
convolution of our network.
All the compared networks were trained using the dataset
and settings described in the previous section.
Fig. 4. Block diagram of the architecture of the U-Net.
TABLE III
STRUCTURES OF THE INCEPTION LAYERS IN DICNET-2, DICNET-3, AND
DICNET-4
model
number of kernel size number of
kernel types height × width kernels
DICNet-2 2
49× 13 16
65× 17 16
DICNet-3 3
49× 13 8
57× 15 8
65× 17 16
DICNet-4 4
41× 11 8
49× 13 8
57× 15 8
65× 17 8
IV. RESULTS
A. Performance of the Proposed Network
In this section, we report the results of a set of controlled
experiments for obtaining the optimal performance and de-
termining the contributions of different components of the
proposed network.
In the proposed network, we used the inception module to
exploit features with multiple receptive fields of the images.
To demonstrate the effect of the inception module of our
network, three models with different inception layers were
trained with the same training data and implementation. Each
model employed an inception layers with different convolution
kernels. For a clear notation, these models were named as
DICNet-2 (DW Image Compounding Net), DICNet-3, and
DICNet-4, whose inception structures are shown in Table
III. For a fair comparison, the other components of the
network shared the same architecture. Besides, to verify the
effectiveness of maxout unit activation, we conducted another
experiment which consisted in replacing the maxout unit with
the popular ReLU activation (referred as DICNet-ReLU ).
Fig. 5 displays the images reconstructed from DICNet-2,
DICNet-2, DICNet-4, and DICNet-ReLU. Table IV shows
the quantitative results of CNR and LR reached by the four
models. As compared to the DICNet-3 model, it can be seen
that the DICNet-2 model stacking two convolution kernel sizes
6(a) (b)
(c) (d)
Fig. 5. Example of B-mode images reconstructed from (a) DICNet-2, (b) DICNet-3, (c) DICNet-4, and (d) DICNet-ReLU.
TABLE IV
IMAGE QUALITY METRICS OF DICNET, DICNET-2, DICNET-3, AND DICNET-RELU
model
contrast-to-noise ratio [dB] Lateral Resolution [mm]
near field far field near field middle field far field
DICNet-2 10.3 7.0 0.95 1.67 2.47
DICNet-3 10.0 7.6 0.99 1.65 2.37
DICNet-4 10.6 8.2 0.90 1.64 2.35
DICNet-ReLU 8.4 5.8 1.01 1.70 2.48
in the inception layer obtained a better CNR and LR in the near
field, but a decreased performance in the far field. Employing
more convolution kernels of different sizes in the DICNet-3
model yielded better performance in the far field. The DICNet-
4 model produced the best CNR and LR in all regions. In
view of the above, it appears that using convolution filters of
different sizes in the inception layer contributed to a better
capability of reconstructing high-quality DW images for all
regions.
In terms of activation function, the DICNet-ReLU model
using ReLU activation yielded the worst image quality com-
pared to the models using the maxout unit activation. In Fig.
5d, it appears that the contrast of the cysts is decreased,
particularly the cyst in the far field is barely visible. Since
the DICNet-4 model produced the best performances, it was
used as the optimal DICNet model in the next section, where
it was compared to other CNN architectures.
B. Comparison with other methods
The comparison of the visual quality between the pro-
posed DICNet architecture and the coherent DW compounding
method is shown in Fig. 6. From the figure, it can be seen
that the images reconstructed by our network using only three
DWs (Fig. 6b, 6e, and 6h) were visually very close to the
reference (Fig. 6c, 6f, and 6i). The contrast and resolution were
improved and the anatomical structures were clearer, compared
with the those obtained from the standard compounding of the
same three DWs (Fig. 6a, 6d, and 6g).
A comprehensive comparison was performed among DIC-
Net, Gasse’s CNN, and the U-Net, in terms of image quality,
network complexity, and speed. Using the same input (DW
images of −30◦, 0◦, and 30◦), the reconstructed images from
the three models are displayed in Fig. 7. From the figure, it
appears that the proposed DICNet produced a better contrast
than the one corresponding to the other networks, particularly
for the cyst in the far field. The quantitative comparison of
7(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Fig. 6. B-mode images obtained using the proposed network (b, e, h), standard compounding of 3 DWs (a, d, g), and standard compounding of 31 DWs
(c, f, i). Top to bottom: in vivo tissues from the quadriceps femoris muscle, in vitro tissues from the Gammex phantom, and in vitro tissues from the CIRS
phantom.
evaluation indices is shown in Table V. From Table V, it
may be observed that the U-Net delivered the poorest results
in terms of CNR, while producing a marginally better LR
compared to Gasse’s CNN. Table V also indicates that the
propose DICNet network produced the best results in terms
of CNR and LR, whatever the depth in the image.
Fig. 8 and Fig. 9 display the overall comparison of the
DICNet architecture and other methods, in terms of CNR and
LR respectively. In Fig. 8, the blue curve demonstrates the
evolution of CNR reached from the standard compounding of
an increasing number of DWs. Using only three DWs, our
network reached a CNR (orange lines) equivalent to that of
the standard compounding of about 23 DWs in both near and
far field. Gasse’s CNN (red lines) and the U-Net (violet lines)
reached a CNR worse than that of the standard compounding
of 7 DWs in the near field and 9 DWs in the far field.
In terms of LR, the blue curves in Fig. 9 illustrate the
evolution of LR reached from the standard compounding of
an increasing number of DWs. The evolution behavior was
consistent with the experimental observation from Zhang et
al. [21]: LR value quickly dropped with two or three DWs
and tent to increase and stabilize to an optimal value with
more DWs. Compared to the LR of standard compounding
of 31 DWs, Gasse’s CNN (red lines) and the U-Net (violet
lines) reached an LR larger than the stabilized LR, while the
DICNet yielded an improved LR in the near and far field, and
an equivalent LR in the middle field.
C. Computational complexity and speed
Table VI shows the number of parameters and testing speed
of the three compared methods. The test was performed with
the platform and settings described in the previous section.
Table VI indicates that the U-Net had 52.7 million parameters
which was more than those of our DICNet (1.9 million) and
Gauss’s CNN (1.7 million). In terms of testing speed, the DIC-
Net reached 1200 fps, which was slower but close to Gauss’s
network (1500 fps) and much faster than the U-Net (400 fps).
8(a) (b)
(c) (d)
Fig. 7. Example of B-mode images reconstructed from (a) Gasse’s CNN [20], (b) U-Net [23], (c) DICNet, and (d) standard compounding of 31 DWs
(reference).
TABLE V
EVALUATION METRICS OF DICNET, GASSE’S CNN [20], AND U-NET [23]
model
contrast-to-noise ratio [dB] lateral resolution [mm]
near field far field near field middle field far field
Gasse et al. 8.8 7.1 1.02 1.68 2.62
U-Net 8.3 7.0 1.01 1.67 2.47
DICNet 10.6 8.2 0.90 1.64 2.35
(a) (b)
Fig. 8. CNR reached by DICNet (orange lines), Gasse’s CNN (red lines) , U-Net (violet lines), and standard compounding of an increasing number of DWs
(blue curves), in the near field (a) and the far field (b).
9(a) (b) (c)
Fig. 9. LR reached by DICNet (orange lines), Gasse’s CNN (red lines) , U-Net (violet lines), and standard compounding of an increasing number of DWs
(blue curves), in the near field (a), middle field (b), and the far field (c).
TABLE VI
NUMBER OF PARAMETERS AND TESTING SPEED OF DICNET, GASSE’S
CNN, AND U-NET
model number of parameters [million] speed [fps]
Gasse et al. 1.9 1500
U-Net 52.7 400
DICNet 1.7 1200
V. DISCUSSION
A. High-quality reconstruction for DW imaging using CNN
In this study, a methodology for the reconstruction of high-
quality DW images with supervised learning was proposed.
We formulated the reconstruction problem as an end-to-end
mapping problem, which was solved by training the proposed
CNN architecture (DICNet) using a large number of data.
Although a large number of samples (a total of 7000 samples
for the training, validation, and testing) and long training
time (about two days) were required, once the training was
completed, the model could be applied at a high frame rate
(1200 fps). The experimental evaluation demonstrated that
using three DW emissions, the proposed method was able to
produce images with comparable quality in terms of contrast
and resolution as those obtained from standard compounding
of 31 DWs (a ten-fold acceleration factor).
B. Convolution diversity for adapting to sectorial images
CNNs methods have witnessed a gradual increase in the
network depth, corresponding to improvements in various
challenges. However, from the experimental results of section
IV-B, we found that directly employing conventional CNN
architecture (Gasse’s shallow CNN with four layers and the
deep U-Net with more than twenty layers) did not yield the
best performance. The first element explaining the capacity
of the proposed DICNet network to yield better results with
only five layers is linked to the specific Maxout activation
function, which was learned during the training process : as
shown in Table IV, using a conventional ReLU activation
function resulted into a noticeable drop of the performance,
especially in terms of CNR. The second specific feature of
DICNet is linked to the inception layer, which was designed
to take into account the spatially varying properties of DW
images along depth. As can be noticed in Fig. 7d and Table
V, better contrast and resolution can be observed in the near
field compared to those in the middle and far field. Such depth-
dependent property of DW images is in contradiction with the
shift-invariant property of convolutions whose shared weights
are applied to the entire images and features maps. The other
reason is that the convolution operation was performed on the
data matrix in polar coordinate, i.e., the height of the matrix
denoted the radial distance while the width of the matrix
denotes the angle. As the data matrix in essence corresponded
to a sectorial area (in cartesian coordinate) of the image object,
this implies that the receptive field of convolution kernels were
stretched in different degrees along image depth. Conversely,
in order to obtain a fixed receptive field on the imaged
region, convolution kernels of different scales are required in
polar coordinate. For this purpose, we employed the inception
module, which can be seen as concatenation of multi-scale
convolutional kernels, increasing thereby the diversity of the
receptive fields.
In Section IV, the performance of the models with different
inception modules and the improvement over conventional net-
works were investigated. Stacking only two convolution kernel
scales in the inception layer, the DICNet-2 model was able to
produce equivalent or better results, as compared to Gasse’s
CNN and U-Net (see Table IV and Table V). Moreover, as
the diversity of convolution kernels evolved from DICNet-
2 to DICNet-4, further improvement of the image quality
was achieved. Note that these DICNet models maintained the
same network depth and the number of convolution channels
in the each layer, which demonstrates that the diversity of
convolution is crucial to adapt for sectorial images of DW
imaging.
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VI. CONCLUSION
In this paper, we presented a CNN architecture for the
reconstruction of DW imaging. The proposed method aims at
learning a compounding operator to reconstruct high-quality
images using a small number of DWs. We demonstrated
that incorporating the inception module was able to exploit
information from sectorial images more efficiently. The exper-
imental results demonstrated the effectiveness of the proposed
method, yielding an image quality equivalent to the one ob-
tained with standard compounding of 31DWs, which achieved
a ten-fold acceleration factor.
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