A critical examination is made of the somewhat loose and incomplete statement that a polar diagram is the Fourier transform of an aperture distribution. By aperture distribution it is necessary to understand, in the two-dimensional case, distribution across the aperture of the component along the aperture plane of the electromagnetic field in the plane of propagation. Furthermore, the concept of the polar diagram has to be replaced by that of an angular spectrum, except in the common case when the aperture may be considered more or less limited in width, and the field is being evaluated at a point whose distance from the aperture is large compared with the width of the aperture (and the wavelength). For example, it is convenient for some purposes to regard the problem of diffraction of a plane wave by a semi-infinite plane screen, with a straight edge, as a problem about an aperture distribution in the plane of the screen. This is a case for which the concept of a polar diagram is not in general applicable, and has to be replaced by that of an angular spectrum. The field at all points in front of a plane aperture of any distribution may be regarded as arising from an aggregate of plane waves travelling in various directions. The amplitude and phase of the waves, as a function of their direction of travel, constitutes an angular spectrum, and this angular spectrum, appropriately expressed, is, without approximation, the Fourier transform of the aperture distribution. If the aperture distribution is of such a nature that the concept of the polar diagram is applicable at sufficiently great distances, then the polar diagram is equal to the angular spectrum. But the angular spectrum is a concept that is always applicable, whereas the polar diagram is one that is liable to be invalid (for example, in the Sommerfeld theory of propagation over a plane, imperfectly reflecting earth).
(1) INTRODUCTION During the past ten years it has become quite well known that the distribution of field across the aperture plane of an aerial (such as a paraboloid or a horn) and the polar diagram of the aerial are Fourier transforms of each other. This statement is, however, rather loose. The distribution of field across the aperture plane might refer to the electric field or the magnetic field, and in each of these two cases there are three vector components to be considered. The distribution of field across the aperture plane could, in fact, mean any one of several different functions, and it is only one of these that can be the Fourier transform of the polar diagram.
Again, the concept of the polar diagram assumes that the linear dimensions of the aerial system are limited in extent, so that it is possible to go to a distance large compared with these linear dimensions (and compared with the wavelength) in order to assess the strength of radiation in different directions. The concept of polar diagrams is, in fact, applicable only when the distribution of exciting field over the aperture plane is more or less limited to a finite part of the complete plane. But there are important applications in which it is desirable to be able to consider aperture distributions that are not restricted in this way. Consider, for example, diffraction of a plane wave by a Written contributions on papers published without being read at meetings are invited for consideration with a view to publication.
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semi-infinite plane screen having a straight edge. The plane of the screen may be considered as an aperture plane, but the aperture distribution across it extends to infinity in directions away from the screen, and does not even tend to zero in these directions. The concept of the polar diagram cannot, in general, be applied to such an aperture distribution. There is, however, a related concept, that of an angular spectrum of plane waves, which can always be applied, even when that of the polar diagram is invalid. The angular spectrum associated with an aperture distribution gives the polar diagram if this concept is applicable, but retains a useful meaning even when it is not possible to talk of a polar diagram.
It is the purpose of the paper to examine critically what lies behind the somewhat loose and incomplete statement that the polar diagram is the Fourier transform of aperture distribution. In doing so, we shall restrict ourselves to two-dimensional problems. In Section 2 the features of Fourier analysis required for the discussion are briefly stated. In Section 3 the application of Fourier analysis to two-dimensional aperture distributions is given, and in Section 4 the distinction between the concepts of angular spectrum and polar diagram is explained. To illustrate this distinction, Section 5 deals with diffraction of a plane wave by a straight edge, regarded as a problem about an aperture distribution. Other applications are mentioned in Section 6, but are not dealt with in detail.
(2) SOME RESULTS CONCERNING TIME-FLUCTUATIONS AND FREQUENCY-SPECTRA It is well known that, if a series of oscillations of different frequencies with different amplitudes and phases are added together, quite a complicated fluctuation is generally obtained. This result is usually expressed in the form
where t is time, and co the angular frequency :f(t) represents the fluctuation, and s(co) its frequency spectrum. Both/(r) and s(co) are generally complex. In the Argand diagram, s(co) exp (jcot) is a vector rotating with angular velocity co in the positive direction. Its length is |.s(a>)|, and at / = 0 the vector is at an angle args(w) with the initial line. The component of the vector along the initial line is an oscillation of angular frequency o), with amplitude \s(co)\ and phase arg.s(a>). The result of adding together many such oscillations is the component, along the initial line, of the vector sum of the corresponding vectors, and it is this vector addition that is exhibited in eqn. (1) . The vectors summed on the right-hand side of eqn.
(1) include those rotating negatively as well as positively, and it should be noticed that contributions to the oscillation of frequency co arise from components along the initial line of vectors rotating in both directions with angular velocity co. Furthermore, it is well known that, no matter what fluctuation may be given, it may be analysed into harmonic oscillations of [11 different frequencies, each with its own amplitude and phase, and that the frequency spectrum sico) of a given fluctuation/(/) is given by
Examples of corresponding fluctuations and spectra that we shall require are the unit impulse-function and the unit stepfunction (see Figs. 1 and 2 ). The unit impulse-function is a fluctuation, usually denoted by Bit), which vanishes except near / = 0, where it has such a large value that the area under the impulse is unity. If /(0 = S(0 (3) then the appropriate frequency spectrum is given by
The unit step-function is a fluctuation that vanishes for / < 0 and is unity for / > 0. We shall denote it by u(f). It is well known that, if
We shall also require the shift-rules of Fourier analysis, which are those for delaying a fluctuation and modulating a carrier. 
then 1
The above features of Fourier analysis and synthesis have been well known for a long time. We now turn our attention to some features which were not so widely appreciated ten years ago, but which are now quite familiar as a result of war-time applications. medium having propagation coefficient k and characteristic admittance v). 2 For a plane wave in the medium, k is the increase of phase difference per unit distance in the direction of propagation, and t] is the ratio of magnetic to electric field. Suppose that, in the plane x = 0, an electromagnetic field is maintained having components along the plane which vary with time, and with position in the plane, in a prescribed manner. The field maintained in the plane x = 0 is propagated into the region x > 0, and we may think of the plane x = 0 as the aperture plane of an aerial system radiating into the region x>0.
The following simplifications will be adopted:
id) The electromagnetic field will be supposed to vary harmonically at a frequency corresponding to a wavelength A, and the corresponding complex oscillation-function will be suppressed.
ib) The field will be supposed to be two-dimensional, and will be taken as independent of the z-coordinate.
(c) The magnetic field will be taken parallel to the z-axis, and the electric field parallel to the xy-plane. (We could equally well take the electric field parallel to the z-axis, and the magnetic field parallel to the x.v-plane.)
With these simplifications, what are specified in the aperture plane x = 0 are the y-component of electric field and the z-component of magnetic field as functions of y. Only one of these functions is to be thought of as arbitrary, the other being deducible from it. Suppose, for example, that we specify the distribution of tangential magnetic field, and that for x < 0 there shall be no magnetic field in the medium. Then there is a discontinuity of tangential magnetic field at the plane x = 0, and this is the current per unit width that must flow in the aperture plane to produce the field. From this current we can evaluate the entire electromagnetic field, including the tangential component of electric field at the aperture plane. The aperture distribution is therefore completely specified by the z-component of magnetic field; it is just as completely specified by the ^-component of electric field, which is the voltage per unit width that must act along the aperture plane to maintain the field.
Since the z-component of magnetic field is in fact the resultant magnetic field in accordance with simplification (c), it might seem easiest to use it for specifying the aperture distribution in preference to the ^-component of electric field. It turns out, however, to be more convenient to describe the aperture distribution by means of the variation with y of thê -component of electric field, in spite of the fact that there is also a component of electric field normal to the aperture plane.
Let us imagine, first of all, that the wave radiated into the region x > 0 is a plane wave (Fig. 3 ) travelling in the direction (cos 9, sin 9,0) and consider what aperture distribution would be required to maintain it. By putting C=cos9, S=sin9
. . . . (11) so that
the electric field % and magnetic field H of the wave at the point (x, y) may be written
. (14) The aperture distribution required to maintain this field is obtained by putting x = 0 in eqns. (13) and (14). If we express it, as described above, in terms of the component of electric field tangential to the aperture plane, the aperture distribution is
We notice that eqn. (15) represents a wave travelling over the aperture plane in the v-direction with propagation coefficient kS. This is the component along the aperture plane of the propagation vector
of the wave. Any wave such as that given by eqn. (15) travelling over the aperture plane with a propagation coefficient kS produces in the medium (propagation coefficient k) a plane wave in a direction making an angle 9 (sin 9 = S) with the normal to the aperture plane. If we were to consider a wave such as that given by eqn. (15) travelling over the aperture plane with a propagation coefficient kS greater than the propagation coefficient k of the medium, then S would exceed unity, and C, from eqn. (12), would be imaginary. From the wave-function in eqns. (13) and (14). we see that the field produced in the region x > 0 would decrease in the .^-direction like while travelling in the ^-direction like eqn. (15). The field produced by a wave such as that of eqn. (15), travelling over the aperture plane with propagation coefficient exceeding that of the medium, is one that hugs the aperture plane and is not propagated away from it. Such a wave is called an evanescent or reactive wave, and is concerned with the oscillation of electromagnetic energy backwards and forwards across the aperture plane, instead of with the permanent removal of energy from the plane.
We now proceed to consider an aperture distribution which possesses the three simplifications enumerated above, but which depends on the co-ordinate v across the aperture plane in any manner, instead of in the manner of a travelling wave as given by eqn. (15). Such an arbitrary aperture distribution may, in fact, be reduced by Fourier analysis to waves like eqn. (15) travelling over the aperture and having different propagation coefficients along the .y-axis. Each wave such as this, travelling across the aperture plane, gives rise to a plane wave in the medium travelling in a particular direction (or to an evanescent wave;, as already described. The result is that the field produced in the region x > 0 by an arbitrary aperture distribution may be expressed as a combination of waves of the type given by eqns. (13) and (14) with different values of 9. Each wave has its own amplitude and phase, which in general vary with 9, the whole forming what is known as an angular spectrum of plane waves.
In eqns. (13), (14) and (15), A is a complex number whose modulus and argument determine the amplitude and phase of the plane wave at the origin; if we regard A as a function of 9, and integrate these equations with respect to 9, we arrive at an angular spectrum of plane waves. It is, in fact, more convenient to work in terms not of 9 but of S, the sine of the angle that a plane wave makes with the normal to the aperture plane. This is because, to incorporate structure in the aperture distribution finer than the wavelength, it is necessary to include evanescent waves, which correspond to a value of 9 that is complex, but to a value of S that is real, although numerically greater than unity. The product AC in eqn. (15) is thus to be thought of as a function of S. As this product is the function of S with which we shall describe the angular spectrum of plane waves, in preference to A(S), it is convenient to define
A being the wavelength, In/k, of a plane wave in the medium. Substituting for A(S) from eqn. (18) into eqns. (13), (14) and (15;, and integrating with respect to S from -00 to +00, we obtain the electromagnetic field respectively. The role of frequency is thus played by the component of the propagation vector along the aperture plane. Using the above replacements in eqn. (2), we see that the angular spectrum is expressed in terms of aperture distribution by the equation
&(x, y) = ± \P(S)(-S, C, 0) exp [~jk(Cx + Sy)]~ (19)
J
= \&J0,y)exp(jkSy)<1y
(24)
The following is an example of a simple aperture distribution. Suppose that the aperture plane is filled with a perfectly conducting metal sheet in which is cut a narrow slot along the z-axis (see Fig. 4 ). Suppose that an alternating voltage of amplitude V is applied across the slot, and that we have to (4) THE RELATION BETWEEN ANGULAR SPECTRUM AND POLAR DIAGRAM Instead of referring to P(S) as the angular spectrum, it is quite common to express it as a function of 6 and call it the polar diagram. This procedure is appropriate if the aperture distribution is of such a nature that ^y(0 } y) becomes negligible as y tends to ± oo, so that the aperture is more or less limited to a finite part of the plane x = 0, which is normally the case for ordinary aerial systems. At a distance from the aerial appreciably greater than the wavelength, and large compared with the width of aperture over which the aperture distribution is important, radiation is roughly radial from the aerial, and P(S) measures the dependence of field strength on direction from the aerial. Eqn. (24) 
The corresponding angular spectrum, from eqn. (4), is
The electromagnetic field radiated from the slot is, therefore, from eqns. 
The fact that the angular spectrum [eqn. (26)] is independent of the direction of a plane wave means that all the plane waves have the same amplitude. Moreover, all the plane waves in the angular spectrum are in the same phase on the z-axis, where the slot is located. At a point in the region x > 0, however, the various waves have different phases. Consider a point P(x, y) whose distance r from the slot is appreciably greater than a wavelength. A plane wave directed radially from the slot towards P is travelling in the direction
Waves travelling in approximately this direction are nearly in the same phase at P, and therefore interfere constructively, whereas waves travelling in directions remote from (29) are in quite different phases at P, and so interfere destructively. In the neighbourhood of P we have, therefore, a field travelling radially outwards from the slot in the direction (29). It is, in fact, the field due to a "magnetic current" V flowing along the Z-axis and radiating into the region x > 0 (but not x < 0). This is a cylindrical wave, axially symmetrical round the z-axis, and may be written
%(x, y)=-v(--, -, 6\ exp [-j(kr -•, H(x, y) = r)V(0,0,1) exp [-jikr -i7r)]/(/v\)* (30)
where r is appreciably greater than A. Eqns. (30) and (31) are thus the evaluations of eqns. (27) and (28) at distances from the slot appreciably greater than the wavelength, as may be proved by performing the integrations by the method of stationary phase or steepest descent. contributions from various parts of the aperture, different phase differences must be allowed for. The phase of radiation in the direction (C, S, 0) from the point y of the aperture is ahead of that from the origin by kSy, since Sy is the projection of a length y of the aperture plane on a line making an angle 6 (sin 6 = S) with the normal to the plane. The factor exp (JkSy) in eqn. (24) thus allows for this phase difference in the calculation of the polar diagram P(S) from the aperture distribution £^(0, y).
That P(S) is the polar diagram of an aperture more or less limited to a part of the plane x = 0 near the z-axis may also be seen from eqns. (19) and (20). For at a large distance from the z-axis the only plane waves in the angular specrum that interfere constructively are those travelling almost radially outwards from the aerial in the direction (29), corresponding to Thus, for an aperture distribution more or less limited to part of the aperture plane x'-0 near the z-axis, the angular spectrum P(S) is also the polar diagram, and describes the amplitude and phase of radiation from the aperture in the direction making an angle 6 with the normal to the aperture plane.
It is important to realize, however, that interpretation of P(S) as a polar diagram is generally applicable only if the aperture may be regarded as limited in width, whereas interpretation of P(S) as an angular spectrum of plane waves applies to any aperture distribution whatever. Moreover, when P(S) is used in eqns. (19) and (20), it gives the electromagnetic field at all points in front of the aperture, however close they may be to the aperture plane.
(5) APPLICATION OF FOURIER ANALYSIS TO DIFFRACTION
BY A STRAIGHT EDGE There are a number of important applications for which the concept of the polar diagram is not wholly appropriate, and P(S) must then be thought of more strictly as defining an angular spectrum of plane waves. There are cases in which the aperture cannot be regarded as limited, so that, at any rate in some directions, no point is sufficiently remote from the aperture to apply the concept of the polar diagram.
Consider an aperture distribution given by the step-function: This is an aperture distribution which vanishes for y > 0, but for y < 0 involves an oscillation whose amplitude and phase do not vary over the aperture plane. Such an aperture distribution could be imagined to arise as a result of a plane wave, travelling in the direction of the positive x-axis in the region x < 0, encountering, in the plane x = 0, a "black" screen 
The general nature of the electromagnetic field arising from diffraction of a plane wave by a black screen with a straight edge is well known.*. 6, i in Fig. 6 the region x > 0, y > 0 is referred to as the shadow, and the remainder of space as the illuminated region, while the part of the plane .v = 0 for which x > 0 is the shadow edge. To a first approximation, the wave incident from the left continues, beyond the plane x = 0, undisturbed in the region y < 0, but is obliterated in the shadow. To a second approximation, some energy is diffracted under the edge of the screen into the shadow, giving, well within the shadow, a wave which appears to radiate from the edge of the screen, known as the edge-wave. Moreover, in the neighbourhood of the shadow edge the field is so modified that no discontinuity exists at the shadow edge.
Let us first consider the edge-wave that exists in the shadow. We are dealing with an aperture distribution in the plane JC = 0 which cannot be considered as limited in width, so that, in general, eqn. (38) cannot be regarded as the polar diagram of radiation at a large distance from the diffracting edge. If, however, we are sufficiently far within the shadow for the field to take the form of a wave radiated from the diffracting edge located along the z-axis, then eqn. (38) 
This means that the electromagnetic field in the region x > 0 is given by eqns. (19) and (20), with the value given by eqn.
(38) for P(S).
Thus, radiation in the shadow falls off inversely as the sine of the angle from the shadow edge, this result applying not too close to the shadow edge, because the concept of a polar diagram ceases to be applicable there, and not too close to the screen (or at least to the diffracting edge) because of the effect of evanescent waves.
If we now approach the shadow edge and cross into the illuminated region, it is in general impossible to regard eqn. (38) as a polar diagram at any distance from the screen, however large, because the aperture cannot be regarded as having a finite width. However, at points in the region x > 0, y < 0 not too near the shadow edge there is an indirect way in which eqn. (38) may be regarded as a polar diagram, for in this region the edge-wave given by eqns. (39) and (40) gives the correction required to the undisturbed incident wave. This is proved simply by applying the result in the previous paragraph after subtracting the undisturbed incident-wave everywhere in the region x > 0, thereby converting the aperture-distribution Au{-y) into -Au(y). We then have a plane wave diffracted over a black screen occupying the portion y < 0 of the plane x = 0 (the complementary screen of Babinet's principle). The position, therefore, is that if we add the edge-wave given by eqns. (39) and (40) to the field that would be expected from geometrical optics, we obtain the required field, except near the shadow edge.
In the region near the shadow edge there are no means whereby eqn. (38) may be regarded as a polar diagram. Any attempt to describe the field near the shadow edge as radiating from the diffracting edge according to a polar diagram merely leads to the conclusion that the diagram changes with distance from the edge, which means that the field is not expressible as a polar diagram at all. There is, however, no difficulty in expressing the field near the shadow edge as an angular spectrum of plane waves. The field at all points in the region x > 0, including points near The region within which the edge-wave approximation given by eqns. (39) and (40) to the diffracted wave given by eqns. (45) and (46) may be used is illustrated in Fig. 6 by means of a parabola with focus on the diffracting edge, axis along the shadow edge, and semi-latus-rectum A/2TT. Inside this parabola, the argument of the Fresnel integral in eqns. (45) and (46) is less than unity in magnitude, while outside it is greater than unity. Thus, the edge-wave approximation given by eqns. (39) and (40) may be regarded as applying in the region of shadow outside the parabola. In the illuminated region outside the parabola, the field is given by adding the edge-wave to the undisturbed incident wave. Within the parabola, however, the complete eqns. (45) and (46), involving the Fresnel integral [eqn. (44)], must be used, and even these are reliable only at distances from the diffracting edge that are large compared with A/2TT.
It is usual to assume that the diffracted wave is substantially independent of the angle between the normal to the screen and the direction of the incident wave, and depends only on the position of the diffracting edge in relation to the point at which the diffracted field is being evaluated.s If we consider only small angles between the normal to the screen and the direction of the incident wave, we may proceed as follows. Take the screen shown in Fig. 6 , but let the direction of incidence make an angle by the second shift rule in Section 2, using the replacements given by (22) and (23), that the angular spectrum corresponding to the aperture distribution of eqn. (49) is We thus see that, if, in the course of handling angular spectra, we encounter an angular spectrum of the form
we shall immediately recognize, by comparison with eqn. (50), that the angular spectrum could be produced by diffraction of a certain plane wave at a certain diffracting edge. We can then write down the corresponding field from eqns. (51) and (52), or from the edge-wave approximation, whichever is more appropriate.
(6) SOME OTHER APPLICATIONS
The angular spectrum (53) has an important application in connection with the Sommerfeld theory 8 of propagation over a plane, imperfectly conducting earth. In that theory, particularly in the version due to Weyl,9 radiation from the transmitter is expressed as an angular spectrum of plane waves, and, after reflection from the earth, these give rise to an angular spectrum of reflected waves. This reflected angular spectrum involves a singularity of the type (53), and it is this that leads to the complication involved in the theory. It follows from Section 5 that this complication must be expressible as diffraction of a certain plane wave at a certain diffracting edge. This leads to a new approach to the Sommerfeld theory of propagation over a flat, imperfectly conducting earth. 10 There are also certain problems in connection with ionospheric reflection and scattering, in which the concept of angular spectrum rather than polar diagram is required. These will be dealt with in other papers.
During the past 50 years the electron theory of metallic conduction has been developed to a stage where it is capable of providing a satisfactory explanation of most of the experimental facts. However, a number of substances, which have been broadly classed as semi-conductors, have properties which can be explained only by an extension of the basic theory. This extension involves a detailed consideration of the permitted energy-levels of electrons in a crystalline solid and of the effect on these levels of impurity atoms in the solid. It is then possible to explain the high resistivities and the large negative temperature coefficients of resistance, which are characteristic of semiconductors.
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important to the radio engineer, and several well-known devices depend upon them. Thermistors are semi-conductors which find application whenever a temperature-dependent resistance is needed. The change of resistance with temperature which they exhibit is many times as great as can be obtained with any pure metal. Rectifiers of the selenium and copper-oxide types depend for their action on the properties of a junction where a semi-conductor is either in contact with a metal or is separated from the metal by a very thin layer of some insulating material. The mechanism of crystal diodes is somewhat similar. Finally, it has recently been found possible to construct crystal triodes, or transistors. These are, at present, in an early stage of development, but they may ultimately replace thermionic valves in many applications.
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