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Abstract
It was found that the canonical energy of multi-brane solutions in CSFT
constructed by the KBc algebra has a symmetry under the exchange of K = 0
and K = ∞ (inversion symmetry). On the other hand, the gauge invariant
observable (GIO), which is regarded as the energy defined by the gravitational
coupling of open string, cannot count the energy from K =∞ and therefore is
not equal to the canonical energy. To resolve this discrepancy, we examine the
recent argument of Baba and Ishibashi which directly relates the two energies.
We find that the gravitational coupling which is equivalent to the canonical
energy consists of the GIO and another new term, and the whole has the
inversion symmetry.
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1 Introduction
Bosonic open string theory has a tachyonic mode, and therefore the perturbative vacuum
is unstable. People has believed that there should be a stable vacuum with lower energy
[1, 2]. For exploring the stable vacuum we need an off-shell formulation for bosonic open
string. Cubic string field theory (CSFT) [3] described by the action
S =
1
2
∫
ΨQBΨ+ 1
3
∫
Ψ ∗Ψ ∗Ψ, (1.1)
is such an off-shell formulation. In fact, the exact classical solution corresponding to
the stable vacuum (tachyon vacuum) was discovered in [4]. It was found that the energy
1
density of the solution is lower than that of the perturbative vacuum by 1/(2pi2), implying
that there is no D25-brane. Moreover, it was shown also that there is no physical open
string excitations around the solution [5]. Following the success of finding the tachyon
vacuum, general multi-brane solutions have been studied actively [6, 7, 8, 9, 10, 11, 12,
13, 14, 15, 16, 17, 18].
Then we are interested in the structure of general multi-brane solutions including the
tachyon vacuum solution in CSFT. If we could unveil the universal mathematical struc-
ture of multi-brane solutions, we can construct various solutions systematically without
trial and error. We have carried out studies in this direction in [9, 15] for static and
translationally invariant pure-gauge type solutions Ψ = UQBU−1. The energy density E
of a pure-gauge type solution is given as E = N /(2pi2) in terms of N defined by 1
N = pi
2
3
∫ (
UQBU−1
)3
. (1.2)
Since the energy density of a single D25 brane is 1/(2pi2), N of multi-brane solutions
should be integers. We have focused on the fact that the CSFT action (1.1) takes the same
form as that of the Chern-Simons (CS) theory in three dimensions. Then, N corresponds
to the winding number N = 1/(24pi2)
∫
M
tr [(gdg−1)3] in CS theory from the manifold M
to the gauge group. Since the winding number N is quantized to integers, it is expected
that N is also quantized and has a meaning as a kind of winding number. In fact, N
is a topological quantity invariant under an infinitesimal deformation δU = −λU , which
corresponds to the gauge transformation δλΨ = QBλ + [Ψ, λ]. And N can be rewritten
as the integration of a BRST exact quantity [9],
N =
∫
QBA [U ] . (1.3)
Therefore, N is almost zero and can take a finite value due to singularities of A.
We evaluated N for U written in terms of K,B, c satisfying the “KBc algebra” [19]:
[K,B] = 0, {B, c} = 1, B2 = c2 = 0,
QBK = 0, QBB = K, QBc = cKc. (1.4)
Roughly, K and B are line integrals of the energy momentum tensor and the anti-ghost,
respectively, while c is the ghost. Concretely, we considered U of the following form
specified by a function G(K):
U = 1−Bc(1−G(K)), U−1 = 1 + 1
G(K)
Bc(1−G(K)). (1.5)
1 We have put the space time volume equal to one.
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It is known that the tachyon vacuum solution can be written in this form [6]. We found
that for a rational function G(K) with the following behaviors
G(K) ∼
{
Kn0 (K → 0)
(1/K)n∞ (K →∞) , (1.6)
and having no zeros/poles in ReK > 0, N does not depend on the details of G(K), but
is determined only by integers n0 and n∞:
N = −n0 − n∞ + A(n0) + A(n∞), (1.7)
where A(n) is given by a confluent hypergeometric function (see eq.(1.12) in [15]). In
terms of the expression (1.3), singularities of A[U ] at K = 0 and K = ∞ determine N .
A(n) vanishes only for n = 0,±1 and takes non-integer values for other n. This implies
that we obtain multi-brane solutions only for N = 0,±1,±2 (N = −2 is the ghost brane
solution).2 Therefore, in the rest of this paper, we treat only G(K) with n0, n∞ = 0,±1
and call the corresponding Ψ the multi-brane solution.
From (1.7), we notice that N has an invariance under the exchange of the origin and the
infinity of K. We call it the inversion symmetry. This phenomenon is a consequence of a
more general property of the correlators as we explain below. Then let us recall that there
are two definitions of energy in local field theories. One is the canonical energy obtained
as the Noether charge, and the other is the one read from the gravitational coupling. In
CSFT, our N corresponds to the former for static configurations.3 On the other hand,
what is called the gauge invariant observable (GIO) [20, 21] has been proposed as the
energy from the gravitational coupling. It is natural that the two definitions of energy are
equivalent. In fact, the equivalence was verified for the tachyon vacuum [22, 23], and also
for multi-brane solutions with n∞ = 0 [7, 10].
4 However the inversion symmetry is not
realized in the GIO. This is because, as will be explained in detail below, the GIO cannot
detect n∞, namely, the singularity at K = ∞. It is the purpose of this paper to resolve
the discrepancy between the canonical energy and the gravitational one for solutions with
non-trivial n∞.
Now, we will explain our problem in more detail. First is the inversion transformation.
It is defined by
K → K˜ = 1
K
, B → B˜ = B
K2
, c→ c˜ = cK2Bc. (1.8)
2 In [15] we proposed a way of constructing solutions with N = ±3,±4, · · · by using U (1.5) with a
rational function G(K).
3 Defining the canonical energy in CSFT as the Noether charge of center-of-mass time translation is
a non-trivial problem since CSFT contains an infinite number of time derivatives in its interaction term.
Here, we are interested only in static solutions, for which the negative of the action is regarded as the
energy.
4 Precisely, as seen by comparing (1.7) and (1.11), the equivalence holds only for n0 = 0,±1 and
n∞ = 0. In [7, 10] the anomaly term A(n) is missing from N .
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This transformation exchanges K = 0 and K = ∞ by keeping the KBc algebra (1.4).5
Moreover, we proved in [15] that theKBc correlators are kept invariant under the inversion
transformation (1.8):∫
BcF1(K)cF2(K)cF3(K)cF4(K) =
∫
B˜c˜F1(K˜)c˜F2(K˜)c˜F3(K˜)c˜F4(K˜), (1.9)
where Fi(K) are arbitrary. Since the effect of the inversion transformation on Ψ is to
replace G(K) with G(1/K) (note that B˜c˜ = Bc in (1.5)), N is invariant under G(K)→
G(1/K). Inversion symmetric expression (1.7) is a consequence of this marvelous property.
By contrast, the property (1.9) cannot be applied to the GIO, which is given by∫
VmidΨ with Vmid = 2
pii
c∂X(i∞)c¯∂¯X(−i∞), (1.10)
where Vmid is the on-shell closed string vertex at the string midpoint (i∞,−i∞) in the
sliver frame. This GIO represents the interaction where the open string endpoints join
to form a closed string (see fig.2 in Sec. 2). Since the GIO contains explicitly the matter
operator X , it is outside the applicability of the property (1.9).
Evaluation of the GIO for the pure-gauge type solutions with a rational function G(K)
by using the Kε-regularization (see below) leads to n∞ independent result [7, 10]:
2pi2
∫
VmidΨ[G(K)] = − lim
z→0
z
G(z)
∂zG(z) = −n0. (1.11)
Namely, the GIO does not treat K = 0 and K = ∞ equally. Are the canonical energy
and the gravitational coupling inequivalent to each other for multi-brane solutions? Or is
the GIO insufficient as the gravitational coupling?
A key to a resolution to this problem was given in [14]. They gave a direct relation
between the canonical energy and the GIO for general solutions. It is
N
2pi2
=
∫
VmidΨ+ (EOM-terms), (1.12)
where the concrete expression of the EOM-terms will be given in Sec.2. When the EOM-
terms vanish, this relation implies that N is equal to the GIO. We confirm that the EOM-
terms for multi-brane solutions vanish in appendix B. Therefore, there is contradiction
between (1.12) and the results (1.7) and (1.11). We examine the proof of (1.12) for
especially our multi-brane solutions and identify a point where the relation (1.12) breaks
down. As a result, we find that another term needs to be added to the RHS of (1.12) which
5 In general, the KBc algebra is maintained by the transformation K˜ = g(K) together with B˜ =
g(K)B/K and c˜ = c(K/g(K))Bc for an arbitrary g(K) [24, 13, 25].
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detects the singularity at K = ∞ (see (3.46)). Then the RHS with this improvement is
manifestly inversion symmetric. We claim that the genuine gravitational coupling should
be given by the GIO plus our newly added term for multi-brane solutions.
Before finishing the Introduction, we comment on the regularization and the EOM. In
order to treat properly a topological quantity N as given by (1.3), we need a regularization
for singularities at K = 0 and ∞. We introduce one regularization common to all the
solutions. For regularizing the K = 0 singularity, we make the replacement
K → Kε := K + ε, (1.13)
in correlators written in terms of K,B and c. We call (1.13) the Kε-regularization.
Since the eigenvalues of K are non-negative, Kε-regularization works well. Next, the
regularization for K = ∞ is naturally obtained as the inversion transformation (1.8) of
the Kε-regularization. Combining the both and introducing the regularization parameter
η > 0 for K =∞, our regularization is finally given by (see [15] for details)
K → Kεη = Kε
1 + ηKε
, B → Bεη = B
(1 + ηKε)2
, c→ cεη = c(1 + ηKε)2Bc. (1.14)
If the correlator contains QB we make this replacement after evaluating the operation of
QB by using (1.4). After the regularization, Ψ is no longer a pure gauge:
Ψεη :=
[
UQBU−1
]
K→Kεη,B→Bεη ,c→cεη
6= UεηQBU−1εη , (1.15)
where Uεη is U with the replacement (1.14). Then we have to examine whether the
regularized Ψεη satisfies the EOM. Namely, it is a non-trivial problem for what kind of
test states Φ the EOM
∫
Φ ∗ Γ = 0 with
Γ := QBΨεη +Ψεη ∗Ψεη, (1.16)
holds in the limit ε, η → 0. In order forN to be directly related to energy density E = −S,
the EOM must hold against Φ = Ψεη. Therefore, we examined in [9, 15] the EOM in the
strong sense, EOM-test =
∫
Ψεη ∗ Γ, to find that it is given by an inversion symmetric
quantity:
EOM-test = B(n0) +B(n∞). (1.17)
The function B(n) is equal to zero only when n = 0,±1 and the EOM-test vanishes for
the multi-brane solutions with N = 0,±1,±2. The EOM-terms in (1.12) consists of the
present EOM-test as well as the EOM against other Φ’s.
The organization of the rest of this paper is as follows. In Sec. 2, we summarize the
derivation of the basic relation (1.12) given in [14]. In Sec. 3, which is the main part
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of this paper, we examine the derivation of (1.12) for the multi-brane solutions. There,
we find that we have to add a new term to the RHS of (1.12) which can count n∞ (see
(3.46)). We summarize the paper in Sec. 4. In the appendices, various technical details
used in the text are given.
2 Relation between N and the GIO (Review of [14])
In this section, we briefly review the derivation of the relation (1.12) between the canonical
energy and the gravitational coupling given in [14].
First we introduce the notion of string field with width L. Let us take the pure-gauge
type solution Ψ with U given by (1.5):
Ψ = cF (K)BcH(K), (2.1)
with
F (K) =
K
G(K)
, H(K) = 1−G(K). (2.2)
In this paper, we adopt for computational easiness non-hermitian Ψ (2.1), which is related
to hermitian Ψ =
√
HcFBc
√
H used in [14] by a gauge transformation. Expressing F
and H in terms of their inverse Laplace transforms f(L) and h(L) as
F (K) =
∫ ∞
0
dL e−LKf(L), H(K) =
∫ ∞
0
dL e−LKh(L), (2.3)
the string field Ψ is given as an integration with respect to L:
Ψ =
∫ ∞
0
dL Ψ˜(L), (2.4)
where Ψ˜(L) is defined by
Ψ˜(L) =
∫ L
0
dL′ f(L′)h(L− L′) c e−L′KBc e−(L−L′)K . (2.5)
We call Ψ˜(L) the string field with width L since it represents a strip of width L with
ghost insertions. Quite similarly, we express any string field Φ consisting of K,B, c and
carrying any ghost number as the integration over the width L; Φ =
∫∞
0
dL Φ˜(L).
The key equation for the relation between N and the GIO is the dilatation property of
the two and three string vertices:∫
(GΨ1) ∗Ψ2 +
∫
Ψ1 ∗ (GΨ2) =
∫
Ψ1 ∗Ψ2, (2.6)
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∫
(GΨ1) ∗Ψ2 ∗Ψ3 +
∫
Ψ1 ∗ (GΨ2) ∗Ψ3 +
∫
Ψ1 ∗Ψ2 ∗ (GΨ3) =
∫
Ψ1 ∗Ψ2 ∗Ψ3, (2.7)
where G is the dilatation operator of the time component X0, which we write as X for
simplicity.6 On the sliver frame, the first term on the LHS of (2.7), for example, is given
by∫
(GΨ1) ∗Ψ2 ∗Ψ3 =
∫ ∞
0
dL1
∫ ∞
0
dL2
∫ ∞
0
dL3
〈(GΨ˜1(L1))Ψ˜2(L2)Ψ˜3(L3)〉
L1+L2+L3
, (2.8)
where 〈· · · 〉s denotes the correlator on the infinite cylinder of width s (correlators in the
sliver frame are summarized in appendixA). On the RHS of (2.8), G acting on a string
field of width L is given by
G =
∫
PL,Λ,δ
dz
2pii
gz(z, z¯)−
∫
P¯L,Λ,δ
dz¯
2pii
gz¯(z, z¯), (2.9)
with
gz(z, z¯) = 2 : (X(z, z¯)−X(z0, z¯0)) ∂X(z) :,
gz¯(z, z¯) = 2 : (X(z, z¯)−X(z0, z¯0)) ∂¯X(z¯) : . (2.10)
The normal ordering : : in (2.10) removes the divergence in X∂X (and X∂¯X) at the
coincident point, while it has no effect on X(z0, z¯0)∂X(z) and X(z0, z¯0)∂¯X(z¯):
: X(z, z¯)∂X(z) : = lim
ε→0
[
X(z, z¯)∂X(z + ε)− 1
2ε
]
,
: X(z, z¯)∂¯X(z¯) : = lim
ε→0
[
X(z, z¯)∂¯X(z¯ + ε)− 1
2ε
]
. (2.11)
The paths of integration in (2.9), PL,Λ,δ and P¯L,Λ,δ, are given in fig.1. Originally, G should
be defined by an integration along an open string; namely, from one endpoint (on the
real axis in the sliver frame) through the midpoint (at z = ±i∞), to another endpoint.
However the paths for (2.9) are deformed to avoid the midpoint and the endpoints by
parameters Λ and δ, respectively (see fig.1). For δ > 0, z and z¯ never coincide each other,
and therefore the normal ordering in (2.11) is sufficient for making gz and gz¯ finite. In the
end of calculation, we take the limits Λ → ∞ and δ → 0. The X(z0, z¯0) term in (2.10)
is necessary for the validity of the BRST Ward-Takahashi identity of the correlators (see
appendix C). In order for (2.6) and (2.7) to hold, z0 must be driven away to the midpoint
i∞ in such a way that Λ0 := Imz0 satisfies Λ0 − Λ→∞.
Let us sketch the proof of (2.6) and (2.7) given in [14]. First, the contribution from
the vertical part of the integration paths cancel among the terms on the LHS. (This is
6 The present G is twice the usual dilatation operator. It satisfies [G, X ] = −2X, [G, P ] = 2P .
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z0
z0−
A
BC
D δ
Λ
L
z
Figure 1: The integration path PL,Λ,δ (in Im z > 0) and its conjugate P¯L,Λ,δ for G (2.9)
acting on the string field with width L. The paths AB and CD correspond to the right
and the left half of the string, respectively. The horizontal path BC goes to the midpoint
at z = i∞ in the limit Λ→∞.
the case if z0 is common to all Ψi (i = 1, 2, 3). If we take a different z0 for each Ψi, the
cancellation occurs by taking z0’s to the midpoint.) Since Ψi does not contain X explicitly
and G does not contain the ghosts, the correlator (2.8) factorizes into the product of the
X part 〈GLi〉s and the ghost part 〈Ψ˜1Ψ˜2Ψ˜3〉s with s = L1 + L2 + L3. The former is given
explicitly by
〈GLi〉s =
Li
s
coth
2piΛ
s
+O
(
e−2piΛ0/s
)
, (2.12)
where we have used (A.12) and that Λ0 − Λ → ∞. Summing (2.12) over i = 1, 2, 3 we
obtain ((L1+L2+L3)/s) coth 2piΛ/s→ 1 as Λ→∞ and therefore (2.6) and (2.7) hold.7
Then, Vmid in the GIO (1.10) arises from G as follows. First, the BRST transform of G
is given by
[QB,G] = χL − χR, (2.13)
where χL (χR) is from the left (right) half of the string.
8 A further action of QB on χL
7 Here we have taken the limit Λ → ∞ before the Li integrations in (2.8). If the integration over
s =
∑
Li has a non-trivial contribution from the region s > Λ, we have to take care of the order of the
s-integration and the limit Λ→∞. Fortunately, we do not need to worry about this for the multi-brane
solutions. This is because the integration in the region s > Λ vanishes in Λ → ∞ since 〈Ψ˜Ψ˜Ψ˜〉s decays
exponentially for a large s.
8 χL (χR) corresponds to χ (χ
†) in [14].
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and χR produces a midpoint operator, which is nothing but Vmid of (1.10):
{QB, χL} = −Vmid, {QB, χR} = −Vmid. (2.14)
Recall that the integration path PL,Λ,δ for the regularized G consists of three parts: two
vertical parts and the horizontal one on Imz = Λ ≫ 1 (see fig. 1). Precisely, χL is
defined as the sum of an integration along the left vertical path DC and the operator at
the left endpoint D [14]. χR is exactly the same as χL except that its vertical path is
horizontally shifted. Namely, the contribution from the horizontal path BC is discarded
in (2.13), which needs to be justified for a given Ψ. As we will see below, the absence the
contribution from the horizontal path to (2.13) is an important point in relating N to the
GIO.
Now we are ready to relate N with the GIO. The principal strategy is as follows. The
dilatation property (2.7) allows us to introduce G into N , and we make QB appear there
by using the EOM. Then, the BRST properties (2.13) and (2.14) lead to the expression
(1.10). Concretely, we start with
1
3
∫
Ψ3 =
∫
Ψ2 ∗ GΨ =
∫
Γ ∗ GΨ−
∫
(QBΨ) ∗ GΨ
=
∫
Γ ∗ GΨ−
∫
Ψ ∗ [QB,G] Ψ−
∫
Ψ ∗ GQBΨ, (2.15)
where Ψ denotes the regularized Ψεη (1.15) and Γ is given by (1.16). In (2.15), we have
used (2.7) and discarded the “surface term”
∫ QB (Ψ ∗ GΨ).9 Then, rewriting QBΨ in the
last term of (2.15) into Γ−Ψ2 and using∫
Ψ ∗ GΨ2 =
∫
Ψ3 −
∫
(GΨ) ∗Ψ2 = 2
3
∫
Ψ3, (2.16)
obtained from (2.6) and (2.7), we find that N (1.2) with regularization is expressed as
N
2pi2
=
1
6
∫
Ψ3 =
1
2
∫
Ψ ∗ [QB,G] Ψ + 1
2
∫
Ψ ∗ Γ−
∫
(GΨ) ∗ Γ. (2.17)
Using (2.13) and (2.14), the first term on the RHS of (2.17) is further rewritten as
1
2
∫
Ψ ∗ [QB,G] Ψ = 1
2
∫
Ψ ∗ (χL − χR)Ψ =
∫
χLΨ
2 =
∫
χLΓ−
∫
χLQBΨ
=
∫
χLΓ +
∫
VmidΨ, (2.18)
9This is allowed since the present Ψ is the regularized one.
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Vmid
Figure 2: The gravitational coupling of
open string corresponding to the GIO∫ VmidΨ. The closed string is coupled to
the midpoint of the glued open string (up-
per figure). The lower figure shows an in-
tuitive time development of the process.
Figure 3: The gravitational cou-
pling of open string corresponding to∫
Ψ [QB,G] Ψ. Since [QB,G] is an in-
tegrated quantity, a closed string is
coupled at any point on the open string
(upper figure). The lower figure shows an
intuitive time development of the process.
where we have used at the second equality that χL and χR are Grassmann-odd quantities
defined by the integration of a common quantity along different vertical paths. From
(2.17) and (2.18), we finally obtain
N
2pi2
=
∫
VmidΨ+ 1
2
∫
Ψ ∗ Γ−
∫
(GΨ) ∗ Γ +
∫
χLΓ. (2.19)
This is the precise expression of (1.12).
Eq. (2.19) relates the canonical energy N with the GIO (1.10), namely, the gravitational
coupling of fig. 2 representing the process an open string converting to a closed string.
Note that eq. (2.17) also relates N with another kind of gravitational coupling 1/2 ∫Ψ ∗
[QB,G] Ψ,10 which describes the process of fig. 3; an open string emitting a closed string.
10 It is interesting if we can identify this term 1/2
∫
Ψ ∗ [QB,G] Ψ as the 00-component of the energy-
momentum tensor obtained by the variation of the CSFT action with respect to the background space-time
metric. For this, the following observation might be useful. Note that, for the BRST operator under the
background gµν ,
Q(g)B ∼
∫
dσ
{
c(gµνPµPν + gµν(dX
µ/dσ)(dXν/dσ)) + · · ·},
its variation with respect to g00 around the flat metric gives 1/4 [QB,G]. Therefore, the variation of the
CSFT action gives the present coupling (up to the multiplying factor) under the assumption that the
star product ∗ and the integration ∫ are background independent.
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3 Inversion symmetry of gravitational coupling
Recall that N has the inversion symmetry, namely, it is invariant under the exchange
of K = 0 and K = ∞. Concretely, for G(K) with the behaviors of (1.6), N is given
by (1.7) which is symmetric under n0 ↔ n∞. The origin of the inversion symmetry is
the invariance (1.9) of the KBc correlators under the inversion transformation (1.8). On
the other hand, the GIO (1.10), which is not expressed by KBc alone and therefore the
invariance (1.9) cannot be applied, does not have the inversion symmetry. In fact, the
value of the GIO is given by (1.11) for G(K) with (1.6). It cannot detect the singularity
at K =∞.
Then, (2.19), which claims the equivalence of N and the GIO, is a contradiction (the
EOM terms containing Γ vanish for the multi-brane solutions). In this section, we examine
the process of getting the relation (2.19) for our multi-brane solutions. We identify at
which step from (2.15) to (2.19) the inversion symmetry fails. We further obtain the
correct expression of the gravitational coupling which agrees with N for all multi-brane
solutions and therefore has the inversion symmetry.
Dropping all the EOM terms, the results (2.15) – (2.19) are summarized by
N
2pi2
=
1
2
∫
Ψ ∗ [QB,G] Ψ =
∫
VmidΨ. (3.1)
The first equality is valid since it is a consequence of the dilatation property and the BRST
Ward-Takahashi identity. In the rest of this section, we focus on the second equality in
(3.1).
3.1
∫
Ψ ∗ [QB,G] Ψ
In this subsection, we concretely evaluate∫
Ψ ∗ [QB,G] Ψ, (3.2)
for the regularized multi-brane solutions Ψεη. We omit the subscript εη in (3.2) and
hereafter. Let us first consider [QB,G]. Its integrand is given, by taking into account the
regularization for the normal ordering (2.11), by11
− [QB, gz(z, z¯)] = 2c¯∂¯X(z¯)∂X(z) − 2
((
c∂ + c¯∂¯
)
X(z0, z¯0)
)
∂X(z)
11 Corresponding to the KBc algebra (1.4), we have
QBX(z, z¯) = −
(
c∂ + c¯∂¯
)
X(z, z¯), QB∂X(z) = −∂ (c∂X(z)) , QBc = −c∂c.
11
+ 2 lim
ε→0
{c∂X(z)∂X(z + ε) + (X(z, z¯)−X(z0, z¯0)) ∂ (c∂X(z + ε))} ,
(3.3)
where in the second line we have put ε = 0 since ∂X ’s there are located at different
points. Expressing the last term of (3.3) as the sum of a total derivative term and the
rest, and Laurent-expanding (3.3) with respect ε by using the definition (2.11) of the
normal ordering, we get a finite result:
− [QB, gz(z, z¯)] = 2c¯∂¯X(z¯)∂X(z) − 2(
(
c∂ + c¯∂¯
)
X(z0, z¯0))∂X(z)
+ 2 lim
ε→0
{∂X(z)∂X(z + ε) (c(z)− c(z + ε))
+∂ [(X(z, z¯)−X(z0, z¯0)) c∂X(z + ε)]}
= 2c¯∂¯X(z¯)∂X(z) − 2((c∂ + c¯∂¯)X(z0, z¯0))∂X(z)
+
1
2
∂2c(z) + 2∂ [: (X(z, z¯)−X(z0, z¯0)) c∂X(z) :] . (3.4)
Making a similar manipulation for [QB, gz¯], we get finally
[QB,G] = CI + CIIA + CIIB, (3.5)
where
CI = −
∫
PL,Λ,δ
dz
2pii
4c¯∂¯X(z¯)∂X(z) +
∫
P¯L,Λ,δ
dz¯
2pii
4c∂X(z)∂¯X(z¯), (3.6)
CIIA = 2(c∂ + c¯∂¯)X(z0, z¯0)
(∫
PL,Λ,δ
dz
2pii
∂X(z)−
∫
P¯L,Λ,δ
dz¯
2pii
∂¯X(z¯)
)
, (3.7)
CIIB = −1
2
∫
PL,Λ,δ
dz
2pii
∂2c(z) +
1
2
∫
P¯L,Λ,δ
dz¯
2pii
∂¯2c¯(z¯)
−
∫
PL,Λ,δ
dz ∂κ(z, z¯)−
∫
P¯L,Λ,δ
dz¯ ∂¯κ(z, z¯), (3.8)
with
κ(z, z¯) =
1
pii
: (X(z, z¯)−X(z0, z¯0))
(
c∂X(z) − c¯∂¯X(z¯)) : . (3.9)
Since we have used the same κ(z, z¯) in the last two terms of CIIB, the coefficient of CI has
been doubled. This is the result of [14].
We will give some remarks on the evaluation of (3.2). First, G (2.9) and hence [QB,G]
(3.5) depends on regularization parameters Λ and δ. We have to calculate (3.2) by keeping
them finite and then take the limits Λ→ ∞ and δ → 0 in the end. As we will see later,
the presence of δ > 0 is particularly important for obtaining the correct result. Next,
recall that Ψ is given in the form of (2.1), and, in particular, it contains one B, anti-ghost
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integration along a vertical path. Since (3.2) contains two B, we reduce it into a KBc
correlator with a single B by using {B, c} = 1 and B2 = 0. In removing B in Ψ acted
by [QB,G], we have to take care of the anti-commutator {[QB, gz] , B}. It has a simple
expression obtained from the Jacobi identity and [gz, B] = 0:
{[QB, gz] , B} = {[gz, B] ,QB}+ [{B,QB} , gz] = [K, gz] = −
(
∂
∂x
+
∂
∂x0
)
gz, (3.10)
with z = x+ iy and z0 = x0+ iy0. In evaluating the contribution of this anti-commutator
term to (3.2), we are allowed to take the the X-expectation value of (3.10). Fortunately,
this vanishes since the (x, x0)-dependence of 〈gz〉s and 〈gz¯〉s is only through x−x0 as seen
from the formulas (A.12). Therefore, we may forget [QB,G] when we reduce (3.2) into
the form with a single B. For Ψ of the form Ψ = cF (K)BcH(K), we have symbolically∫
Ψ [QB,G] Ψ =
∫
cFBcH cFBcH =
∫
cFBcH cFH −
∫
FBcH cFcH , (3.11)
where denotes [QB,G] and its integration path.
In the rest of this subsection, we calculate (3.2) by dividing it into two parts TI and TII
corresponding to CI and CIIA + CIIB of (3.5), respectively.
3.1.1 Evaluation of TI
Here, we evaluate
TI =
∫
Ψ
{
−
∫
PL,Λ,δ
dz
2pii
4c¯∂¯X(z¯)∂X(z) +
∫
P¯L,Λ,δ
dz¯
2pii
4c∂X(z)∂¯X(z¯)
}
Ψ, (3.12)
for our multi-brane solutions. Recall that (3.12) is given by an integration like (2.8) over
the widths Li of a correlator on a sliver frame of width s =
∑
i Li.
First, we see that the correlator vanishes on the horizontal path in the limit Λ → ∞
for each s. This is because the correlator is the product of
〈
∂X(z)∂¯X(z¯)
〉
s
∣∣
z=x+iΛ
and a
KBc correlator with one ghost on the horizontal path, and the former behaves as e−4piΛ/s
for a large Λ, while the KBc part as e2piΛ/s as seen from (A.1), (A.2) and (A.9).12
Therefore, we have only to take care of the z integrations along the vertical paths. We
define the integration γL along the left vertical path from D to C of fig. 1:
γL ≡
∫ C
D
dz
2pii
4c¯∂¯X(z¯)∂X(z)−
∫ C¯
D¯
dz¯
2pii
4c∂X(z)∂¯X(z¯), (3.13)
12 There is no subtlety in taking the limit Λ → ∞ since the integrand of the s-integration decays
sufficiently fast at large s for our multi-brane solutions.
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Figure 4: Sliver frame for
∫
Ψ [QB,G] Ψ. The vertical dashed line corresponds to the
vertical path CD in fig. 1.
where C¯ and D¯ are the complex conjugate points of C and D, respectively. Defining γR
similarly as an integration from A to B, we have13 14
TI =
∫
Ψ ∗ (γL − γR) Ψ = 2
∫
γLΨ
2, (3.14)
where we have used at the second equality∫
(γRΦ1) ∗ Φ2 = (−1)|Φ1|
∫
Φ1 ∗ γLΦ2, (3.15)
valid for any string fields Φ1,2 with ghost number |Φ1,2|. Namely, γRΦ1 implies Φ1 with
the insertion of γR at its right side multiplied by the sign factor necessary for exchanging
γR and Φ1.
Let us evaluate (3.14) for the regularized Ψεη (1.15) corresponding to the unregularized Ψ
given by (2.1) with (2.2). Using theKBc algebra, Ψεη is reduced to the form Ψεη = cFBcH
with newly defined F and H ;
F (K) =
K2ε
G(Kεη)Kεη
, H(K) = 1−G(Kεη), J(K) = F (1−H) = K
2
ε
Kεη
. (3.16)
13 For (3.14), we should consider the second expression of (3.11); the last expression with a single B is
not suited.
14 We discuss in Sec. 3.3 the relation between γL and χL of Sec. 2.
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Here, we have introduced J for later convenience. Using Ψ2εη = (cFcJ − cJcF )BcH , we
obtain (see fig. 4)
TI =
∫ ( 3∏
i=1
dLi
)
h(L1) (f(L2)j(L3)− j(L2)f(L3))WI(L1, L2, L3), (3.17)
with
WI = 8
pi
∫ Λ
δ
dy
〈
∂X(L1 + iy)∂¯X(L1 − iy)
〉
Re 〈Bc(0)c(L1 + iy)c(L1)c(L1 + L2)〉s
=
s
2pi3
[
tanh
piy
s
]y=Λ
y=δ
(
L2 sin
2piL1
s
− L1 sin 2piL2
s
)
. (3.18)
Here, f(L), h(L) and j(L) are the inverse Laplace transforms of F (K), H(K) and J(K),
respectively, and we have used (A.1) and (A.10) for the correlators. Using the sz-trick
[7, 10] for (3.17), we finally get
TI =
∫ ∞
0
ds
s
2pi3
[
tanh
piy
s
]y=Λ
y=δ
∫ i∞
−i∞
dz
2pii
eszF(s, z), (3.19)
where F(s, z) is defined by
F(s, z) =
∫ ( 3∏
i=1
dLi
)
h(L1) (f(L2)j(L3)− j(L2)f(L3)) e−z(L1+L2+L3)
×
(
L2 sin
2piL1
s
− L1 sin 2piL2
s
)
=
1
2i
{
(∆sH)
[
J ′(z)F (z)− F ′(z)J(z)
]
+H ′(z)
[
(∆sF )(z)J(z)− (∆sJ)(z)F (z)
]}
,
(3.20)
with
(∆sF )(z) := F
(
z − 2pii
s
)
− F
(
z +
2pii
s
)
. (3.21)
3.1.2 Evaluation of TII
Next we consider TII. This consists of TIIA and TIIB from CIIA and CIIB, respectively. We
start with the former:
TIIA =
∫
Ψ
{
2(c∂ + c¯∂¯)X(z0, z¯0)
(∫
PL,Λ,δ
dz
2pii
∂X(z)−
∫
P¯L,Λ,δ
dz¯
2pii
∂¯X(z¯)
)}
Ψ. (3.22)
15
This is given by (3.17) with WI replaced with
WIIA = 2 〈Bc(0)c(z0)c(L1)c(L1 + L2)〉s
∫
P−P¯
dz
2pii
〈∂X(z0)∂X(z)〉s + (z0 → z¯0) , (3.23)
where P − P¯ is short for PL,Λ,δ− P¯L,Λ,δ. If we put δ = 0 from the start, the path P − P¯ is
reduced to the closed rectangle contour BCC¯B¯. Since z0 and z¯0 are outside the contour
and hence the integrand is regular inside it, (3.23) vanishes. Of course, this is not a correct
prescription as we mentioned before. We have to evaluate (3.23) by keeping δ finite. For
a finite δ and z0 = x0 + iΛ0, we have∫
P−P¯
dz 〈∂X(z0)∂X(z)〉s
=
pi
2s
(
cot
pi(x0 − L1 + i(Λ0 − δ))
s
− cot pi(x0 − L1 + i(Λ0 + δ))
s
)
+
(
terms from A and A¯
)
, (3.24)
where we have written explicitly the contribution from the points D and D¯. (Note that
the point D corresponds to L1 + iδ. See figs. 1 and 4.) For a large Λ0, (3.24) decreases
like e−2piΛ0/s. On the other hand, the KBc correlator in (3.23) blows up like e2piΛ0/s. As a
result, (3.23) is finite in the limit Λ0 →∞:
WIIA = s
pi3
sinh
2piδ
s
(
L2 sin
2piL1
s
− L1 sin 2piL2
s
)
(Λ0 →∞), (3.25)
where we have used that the contribution of the terms from A and A¯ in (3.24) is the
same as that of the D and D¯ term. This WIIA indeed vanishes if we put δ = 0. However,
the limit δ → 0 must be taken in the end, and therefore sinh(2piδ/s) in (3.25) makes the
s-integration divergent at s = 0 for our multi-brane solutions.
Finally, we consider TIIB. Since CIIB is given as a surface term, we have
TIIB = −
∫
Ψ
{[
1
4pii
(
∂c(z)− ∂¯c(z¯))+ κ(z, z¯)](z,z¯)=(D,D¯)
(z,z¯)=(A,A¯)
}
Ψ. (3.26)
Using that the (A,A¯) term contributes the same as the (D,D¯) term, TIIB is given by (3.17)
with WI replaced by
WIIB =
(
1
2pi
d
dy
+
1
s
coth
2piy
s
)
2Re 〈Bc(0)c(L1 + iy)c(L1)c(L1 + L2)〉s
∣∣
y=δ
. (3.27)
The contribution of the X(z0, z¯0) term in κ (3.9) to WIIB vanishes in the limit Λ0 → ∞
because the dumping factor e−2piΛ0/s from the X-correlator cannot be canceled by the
KBc correlator in this case. Then, using the relation(
1
2pi
d
dy
− 1
s
coth
piy
s
)
2Re 〈Bc(0)c(L1 + iy)c(L1)c(L1 + L2)〉s = 0, (3.28)
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we obtain
WIIB = − s
2pi3
(
sinh
2piδ
s
+ cosh
2piδ
s
tanh
piδ
s
)(
L2 sin
2piL1
s
− L1 sin 2piL2
s
)
. (3.29)
Similarly to (3.25), (3.29) makes the s-integration for (3.26) divergent at s = 0 for a finite
δ. However, we find that the sum of WIIA (3.25) and WIIB (3.29) is a safe function at
s = 0;
WIIA +WIIB = s
2pi3
tanh
piδ
s
(
L2 sin
2piL1
s
− L1 sin 2piL2
s
)
. (3.30)
Therefore, TII = TIIA + TIIB is finally given by
TII =
∫ ∞
0
ds
s
2pi3
tanh
piδ
s
∫ i∞
−i∞
dz
2pii
eszF(s, z). (3.31)
with F(s, z) given by (3.20).
3.1.3 The total of
∫
Ψ ∗ [QB,G] Ψ
The total of (3.2) is now obtained as the sum of TI (3.19) and TII (3.31):∫
Ψ ∗ [QB,G] Ψ = TI + TII =
∫ ∞
0
ds
s
2pi3
tanh
piΛ
s
∫ i∞
−i∞
dz
2pii
eszF . (3.32)
It is natural that the δ dependence has disappeared in (3.32) since the dilatation prop-
erty (2.7) holds independently of δ, and so does the first equality of (2.15). Eq. (3.32)
is independent of the order of the s-integration and the limit Λ → ∞ for the multi-
brane solutions since the region s > Λ does not have a significant contribution to the
s-integration.
In table 1, we show the values of (3.32) for various G(K).15 We also show the values of
N = pi2/3 ∫Ψ3 given by (1.7) in terms of (n0, n∞) of (1.6). We see that the first equality
of (3.1) certainly holds. Therefore, (3.32) is an inversion symmetric quantity which can
also count the singularity at K =∞.
3.2 Extended gravitational coupling
In the previous subsection, we saw that (3.2) agrees with N . The former consists of two
terms, TI and TII. We find an important fact for the following arguments; TII for the
15 In this calculation, the regularization parameter η for K = ∞ is unnecessary. Namely, the result
without η from the start is the same as that with regularization.
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G(K) (n0, n∞) N = pi2/3
∫
Ψ3 pi2
∫
Ψ [QB,G] Ψ
K/(1 +K) (1, 0) −1 −1
1/(1 +K) (0, 1) −1 −1
1 + 1/K (−1, 0) 1 1
1 +K (0,−1) 1 1
K/(1 +K)2 (1, 1) −2 −2
(1 +K)2/K (−1,−1) 2 2
K (1,−1) 0 0
1/K (−1, 1) 0 0
(1 +K)/(2 +K) (0, 0) 0 0
Table 1: Comparison between N and pi2 ∫Ψ [QB,G] Ψ.
multi-brane solutions vanishes by taking the limit δ → 0 after the s-integration. We have
checked this at least for G(K) in table 1. Thanks to this fact, we have only to consider
TI.
Here, we emphasize the importance of the regularization parameter δ in obtaining our
conclusion that TII may be dropped. If we had put δ = 0 in TII from the start, we would
have met ill-defined quantities in various places; for example, coth(2piy/s) in (3.27) is
divergent at y = δ = 0. It is due to the expression (3.31) for TII obtained by introducing
δ that we are allowed to argue that TII can be discarded. Note also that, although TI+TII
(3.32) has turned out to be independent of δ, we have to keep δ when we consider TI
alone.
Then, let us consider TI which is expressed as (3.14) in terms of the vertical integration
γL (3.13). Using the EOM, we can rewrite it further as
TI = 2
∫
γLΨ
2 = 2
∫
γLΓ− 2
∫
{QB, γL}Ψ. (3.33)
The first EOM term vanishes for the multi-brane solutions (see appendix B). For the last
term, we have
{QB, γL} = −
∫ C
D
dz
2pii
4∂
(
c∂X(z)c(z¯)∂¯X(z¯)
)− ∫ C¯
D¯
dz¯
2pii
4∂¯
(
c∂X(z)c(z¯)∂¯X(z¯)
)
= V(D, D¯)− V(C, C¯), (3.34)
where V(z, z¯) is the graviton emission vertex with zero momentum:
V(z, z¯) ≡ 2
pii
c∂X(z)c∂¯X(z¯). (3.35)
The V(C, C¯) = Vmid part of (3.33) is nothing but the GIO (1.10). However, there is
another term V(D, D¯) = Vend at the string endpoint. This is missing from the last term
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of (3.1). Our expectation here is that this new term can count the singularity at K =∞
which the GIO could not.
To confirm this expectation, let us evaluate
∫ {QB, γL}Ψ. For this, we consider the
following I(y) and take the limits y → 0 and y →∞:
I(y) := 2pi2
∫
V(L1 + iy, L1 − iy)Ψ
= −4pii
∫ ( 2∏
i=1
dLi
)
h(L1)f(L2)
× 〈∂X(L1 + iy)∂¯X(L1 − iy)〉s 〈Bc(0)c(L1 + iy)c(L1 − iy)c(L1)〉s
=
1
2
∫ ( 2∏
i=1
dLi
)
h(L1)f(L2)
(
cosh
piy
s
)−2(
y sin
2piL1
s
− L1 sinh 2piy
s
)
=
∫ ∞
0
ds
∫ i∞
−i∞
dz
2pii
eszD(s, z, y), (3.36)
with D defined by
D(s, z, y) = y
4i
(
cosh
piy
s
)−2
(∆sH)F + tanh
piy
s
H ′F. (3.37)
The sliver frame coordinate for (3.36) is given in fig. 5. Note that the first term of D
(3.37) vanishes in both of the limits y → 0 and y → ∞. And moreover, for the multi-
brane solutions, the contribution of this term to (3.36) vanishes when we take any of the
two limits after the s-integration. We have checked this at least for G(K) in table 1.16
Therefore, I(y) is reduced to
I(y) = −
∫ ∞
0
ds e−εs tanh
piy
s
∫ ε+i∞
ε−i∞
dz
2pii
esz
zG′(z)
G(z)
. (3.38)
Here, we have put η = 0 in the integrand since the results are unchanged even if we take
the limit η → 0 after the integration. In (3.38) we have also redefined z + ε as z.
Let us calculate (3.38) for G(z) which is a rational function of z and has no poles/zeros
in Rez > 0:
G(z) =
N∏
i=0
(z + αi)
ni , (α0 = 0, Reαi ≥ 0) . (3.39)
16 For example, for G = 1 +K, we have (∆sH)F = (4pii/s)z/(1 + z) and the contribution of the first
term of D to (3.36) is given by ∫ ∞
0
ds
piy
s
(
cosh
piy
s
)−2 (
δ(s)− e−s) ,
which vanishes in both the limits y → 0,∞. Here, the δ(s) term has appeared since (∆sH)F is non-
vanishing at z = ∞. The result remains unchanged even if we introduce the regularization parameters
ε, η for K = 0,∞.
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Figure 5: Sliver frame for I(y). The vertical dashed line corresponds to the vertical paths
CD and C¯D¯ in fig. 1.
Note that (3.38) does not depend on the over all factor multiplying G(z). The index n0
in (1.6) is equal to the present ni=0, while n∞ in (1.6) is given by
n∞ = −n0 −
N∑
i=1
ni. (3.40)
For G(z) (3.39), we have
zG′(z)
G(z)
= z
N∑
i=0
ni
z + αi
= −n∞ −
N∑
i=1
niαi
z + αi
. (3.41)
For the last term of (3.41), the z-integration in (3.38) is carried out by adding a large
semicircle in the left half plane (recall that s > 0) to consider the closed contour CL, while
the constant part n∞ gives the delta function:∫ ε+i∞
ε−i∞
dz
2pii
zG′
G
esz = −n∞δ(s)−
N∑
i=1
∫
CL
dz
2pii
niαi
z + αi
esz = −n∞δ(s)−
N∑
i=1
e−αisniαi.
(3.42)
Carrying out the s-integration and taking the limits y → 0,∞, we obtain
2pi2
∫
VendΨ = I(y → 0) = n∞, (3.43)
2pi2
∫
VmidΨ = I(y →∞) = n∞ +
N∑
i=1
ni = −n0, (3.44)
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Vend
Figure 6: Extended graviton coupling. The graviton couples to the midpoint and the
endpoint of the glued open string.
with Vend = V(D, D¯). Here, the limits y → 0,∞ should be taken in principle after
carrying out the s-integration. This is essential in evaluating the contribution of the
−n∞δ(s) term of (3.42) to I(y → 0). However, the s-integration and the limits y → 0,∞
are exchangeable for the last term of (3.42). In particular, the exchange between the s-
integration and the limit y →∞ is allowed for a pure imaginary αi owing to the presence
of e−εs in (3.38) (we take the limit ε→ 0 after all the calculations).
The result (3.43) proves our expectation that Vend can detect the singularity at K =∞.
Finally, we obtain a inversion symmetric expression
−2pi2
∫
{QB, γL}Ψ = 2pi2
(∫
VmidΨ−
∫
VendΨ
)
= −n0 − n∞. (3.45)
This agrees with N given by (1.7) except the anomaly term A(n0,∞). Namely, for the
multi-brane solutions for which the EOM terms totally vanish, the canonical energy N is
equal to extended graviton coupling:
N
2pi2
=
1
2
∫
Ψ ∗ [QB,G] Ψ =
∫
VmidΨ−
∫
VendΨ. (3.46)
This is the correct relation which should take the place of (3.1). The graviton couples to
both the midpoint and the endpoint of open string (see fig. 6).
Some comments are in order concerning our results. First, the same equation as (3.38)
without tanh(piy/s) appears in [10] in their analysis of the GIO, namely, I(y →∞) (see
eq. (2.36) in [10]). Indeed, tanh(piy/s) may be set equal to 1 before the s-integration for
the GIO. However, as stated above, the presence of tanh(piy/s) is indispensable in order
for I(y → 0) to be able to detect the K =∞ singularity.
Our second comment is on the treatment of the −n∞δ(s) term of (3.42). In ob-
taining (3.43) and (3.44), we used
∫∞
0
ds δ(s) tanh(piy/s) = 1 for the delta function
δ(s) =
∫ i∞
−i∞
dz/(2pii)esz. However, if we adopt
∫∞
0
ds δ(s) tanh(piy/s) = 1/2 by tak-
ing into account that the s-integration is only for s > 0, we obtain results different
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from (3.43) and (3.44): I(y → 0) = n∞/2 and I(y → ∞) = −n0 − n∞/2. Fur-
thermore, if we start the sz-trick by inserting 1 =
∫∞
−∞
ds δ(s −∑i Li) with the range
of the s-integration extended to (−∞,∞), and use ∫∞
−∞
ds δ(s) tanh(piy/s) = 0, we ob-
tain the result that the GIO can count the singularities both at K = 0 and K = ∞:
I(y → 0) = 0 and I(y → ∞) = −n0 − n∞. These facts show that the sz-trick of
inserting 1 =
∫
ds δ(s −∑i Li) and exchanging the order of the Li and s integrations
is not well-defined when there appears δ(s) after the z-integration. However, fortu-
nately, the difference I(y → ∞) − I(y → 0) is free from the subtleties and is always
equal to −n0 − n∞. In fact, the δ(s) term vanishes in the difference since we have
(tanh(piΛ/s)− tanh(piδ/s)) δ(s) = 0. Namely, it does not make sense to discuss the val-
ues of respective quantities,
∫ VmidΨ and ∫ VendΨ. Only their difference is of significance.
Thirdly, we reemphasize the point for the the second equality of (3.46) relating (3.2)
quadratic in Ψ to another expression linear in it. As we mentioned below (2.14), in order
for this manipulation by use of the EOM, Ψ2 = −QBΨ, to be possible, it is necessary that
[QB,G] is effectively reduced to the sum of the two terms on the left and the right vertical
paths, CD and AB, respectively. Namely, the contribution of the horizontal path part in
[QB,G] should vanish in the limits z0 →∞, Λ→∞ and δ → 0. As we saw in Secs. 3.1.1
and 3.1.2 this is in fact realized; firstly, in CI in (3.5), only its vertical path part survives
in the limit Λ → ∞, and secondly, the sum of the contributions to (3.2) of the CIIA and
CIIB terms in (3.5), namely TII, vanishes in the limit z0 →∞ and δ → 0.
3.3 Relation to the argument in [14]
Finally in this section, we mention the relationship between our argument leading to
(3.46) and that of [14] giving (3.1) which contains the GIO alone. The discrepancy stems
from different ways of taking the limit δ → 0 for (3.2). In our analysis, we take the limit
δ → 0 after carrying out the s-integration for (3.2). We saw above that this is essential
for detecting the singularity at K = ∞. On the other hand, in [14], they estimated the
behavior of the operators in [QB,G] for small δ before carrying out the s-integration and,
in addition, without taking into account the presence of Ψ. As a result, they argued that,
among the terms in TII, only κ(D, D¯) in TIIB (3.26) needs to be kept since it contains the
1/δ singularity due to 〈X∂X〉. Namely, their χ (i.e. χL is Sec. 2) given in page 11 of [14]
is related to γL by
χL = γL − κ(D, D¯), (3.47)
with κ(D, D¯) ∼ −(c(D) + c(D¯))/(4piδ). Since we have {QB, κ(D, D¯)} = Vend +O(δ), two
Vend’s in {QB, χL} cancel to give (2.14) and hence (3.1). This argument without taking
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into account the effects of Ψ in (3.2) applies to both of the cases of hermitian Ψ adopted
in [14] and non-hermitian one (2.1) used in this paper.17
Our concrete calculations in this section for non-hermitian Ψ (2.1) show the followings.
Keeping the κ(D, D¯) term alone corresponds to taking only the part of WIIB (3.27) mul-
tiplied by (1/s) coth(2piδ/s) ∼ 1/δ (δ → 0) and throwing away all other contributions
to TII. However, this cannot be accepted in our analysis where we take the limit δ → 0
after the s-integration. In fact, the contribution of the κ(D, D¯) term including the KBc
correlator part (namely, the presence of Ψ) is given by the part of WIIB (3.29) multiplied
by cosh(2piδ/s) tanh(piδ/s). This leads to a divergent s-integration at s = 0 for a finite
δ. Fortunately, all the terms in TII are equally important when we take into account the
presence of the KBc correlator part as seen from (3.25) and (3.29), and their sum gives
(3.31) with regular integrand at s = 0. It would be desirable if we could repeat concrete
calculations in this section for hermitian Ψ. However, this seems technically a difficult
task.
4 Conclusion
In this paper, we examined the equivalence between the canonical energy N and the
gravitational coupling for the multi-brane solutions of pure-gauge type, Ψ = UQBU−1
with U given by (1.5) in terms of the function G(K). Especially, we considered only Ψ
satisfying the EOM in the strong sense, and therefore restricted ourselves to G(K) with
n0, n∞ = 0,±1 (n0 and n∞ are defined by (1.6)). Although, singularities at K = 0 and
K = ∞ carry out the same work in N (inversion symmetry), the GIO, which has been
regarded as the gravitational coupling of open string, cannot detect the singularity at
K = ∞. Therefore, it is a problem that, for the solutions carrying the singularity at
K = ∞, the GIO is different from the canonical energy. In [14], however, a proof was
given which shows the equality of the canonical energy and the GIO for a class of multi-
brane solutions we are considering. For resolving this contradiction, we examined every
step in the proof of [14] concretely for the multi-brane solutions. As a result, we found
that the correct gravitational coupling consists of the sum of the GIO and another new
term
∫ VendΨ. Compared with the GIO, ∫ VmidΨ with the graviton emission vertex at the
string midpoint, the new term contains the endpoint insertion. We found that the sum∫
(Vmid − Vend)Ψ is a well-defined quantity free from the ambiguity in its sz-integration
17 There arises a special feature for non-hermitian Ψ (2.1) if we take into account the presence of Ψ
in (3.2); the contribution of κ(D, D¯) vanishes by itself in the naive limit δ → 0 with s > 0 fixed. This is
understood from (3.29) and also from the fact that our Ψ (2.1) has c on the left which collides with c in
κ(D, D¯) in the limit δ → 0. However, (3.1) holds in any case since the contribution of Vend in {QB, γL}
also vanishes in this naive δ → 0 limit as we saw in Sec. 3.2.
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for G(K) with non-vanishing n∞. And this sum is indeed a inversion symmetric quantity
which can detect the singularity at K =∞ as well as that at K = 0.
Finally, we comment on the gauge invariance of the gravitational coupling. Indeed, the
GIO
∫ VmidΨ is exactly invariant under any infinitesimal gauge transformation
δλΨ = QBλ +Ψ ∗ λ− λ ∗Ψ, (4.1)
and for any Ψ not restricted to solutions to the EOM. This is owing to the fact that the
graviton emission vertex is inserted at the string midpoint in the GIO [20, 21, 22]. On the
other hand,
∫ VendΨ is not gauge invariant except for Ψ and λ which are inert under the
twist transformation σ → pi − σ. Namely, ∫ VendΨ alone cannot have a universal physical
meaning. It is true that, for the multi-brane solutions we are considering, the canonical
energy is equal to the sum of the gravitational couplings at the string midpoint and at
the endpoint as given in (3.46). However, this would not necessarily be the case for other
classes of solutions.
Then, where have we lost the gauge invariance? In (3.46), the starting quantity N =
(pi2/3)
∫
Ψ3 and the second expression
∫
Ψ [QB,G] Ψ are gauge invariant up to the EOM.
In obtaining the last expression of (3.46),
∫
(Vmid − Vend)Ψ, we discarded two quantities.
One is the horizontal integration part in TI and the other is TII. The former vanishes in
the limit Λ → ∞ and the latter in the limit z0 → ∞ and δ → 0 for our multi-brane
solutions. However, these two quantities are not gauge invariant even under the use of
the EOM. Thus we lost the invariance of the final expression of (3.46) under the gauge
transformation (4.1) for generic Ψ and λ.
Although the generic gauge invariance is lost in
∫
(Vmid − Vend) Ψ, our result (3.45) im-
plies that it is invariant under the gauge transformations which do not change (n0, n∞)
specifying the singularity structure atK = 0 and∞. (Note that the deformation of G(K),
namely, that of U is a gauge transformation (4.1) with λ = −δUU−1.) It is desirable to
understand the mechanism of invariance under this special type of gauge transformation.18
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A Correlators in the sliver frame
In this appendix, we summarize the correlators on the sliver frame with width s:
〈∂X(z)∂X(z′)〉s =
pi2
2s2
(
sin
pi(z − z′)
s
)−2
, (A.1)
〈
∂X(z)∂¯X(z¯′)
〉
s
=
pi2
2s2
(
sin
pi(z − z¯′)
s
)−2
, (A.2)
〈X(z, z¯)∂X(z′)〉s = −
pi
2s
(
cot
pi(z − z′)
s
+ cot
pi(z¯ − z′)
s
)
, (A.3)
〈
X(z, z¯)∂¯X(z¯′)
〉
s
= − pi
2s
(
cot
pi(z − z¯′)
s
+ cot
pi(z¯ − z¯′)
s
)
, (A.4)
〈c(z1)c(z2)c(z3)〉s =
( s
pi
)3
sin
pi(z1 − z2)
s
sin
pi(z2 − z3)
s
sin
pi(z1 − z3)
s
, (A.5)
〈Bc(z1)c(z2)c(z3)c(z4)〉s =
s2
pi3
{
z4 sin
pi(z1 − z2)
s
sin
pi(z1 − z3)
s
sin
pi(z2 − z3)
s
(A.6)
−z1 sin pi(z2 − z3)
s
sin
pi(z2 − z4)
s
sin
pi(z3 − z4)
s
(A.7)
−z3 sin pi(z1 − z2)
s
sin
pi(z1 − z4)
s
sin
pi(z2 − z4)
s
(A.8)
+z2 sin
pi(z1 − z3)
s
sin
pi(z1 − z4)
s
sin
pi(z3 − z4)
s
}
. (A.9)
From (A.9), we get immediately,
2 Re 〈Bc(0)c(L1 + iy)c(L1)c(L1 + L2)〉s =
∑
±
〈Bc(0)c(L1 ± iy)c(L1)c(L1 + L2)〉s
= − s
2
pi3
(
sinh
piy
s
)2(
L2 sin
2piL1
s
− L1 sin 2piL2
s
)
, (A.10)
and
〈Bc(0)c(L1 + iy)c(L1 − iy)c(L1)〉s =
is2
pi3
(
sinh
piy
s
)2(
L1 sinh
2piy
s
− y sin 2piL1
s
)
.
(A.11)
Finally, we present the expectation values of gz and gz¯ defined by (2.10) and (2.11):
〈gz(z, z¯)〉s =
pi
s
[
cot
pi(z − z¯)
s
+ cot
pi(z0 − z)
s
+ cot
pi(z¯0 − z)
s
]
,
〈gz¯(z, z¯)〉s = −
pi
s
[
cot
pi(z − z¯)
s
− cot pi(z0 − z¯)
s
− cot pi(z¯0 − z¯)
s
]
. (A.12)
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B Calculation of the EOM-terms
Our result in this paper including the EOM-terms is given by
N
2pi2
=
∫
(Vmid − Vend) Ψ + 1
2
∫
Ψ ∗ Γ−
∫
(GΨ) ∗ Γ +
∫
γLΓ, (B.1)
which should replace (2.19). In the EOM-terms containing Γ, Ψ denotes the regularized
one Ψεη, and Γ is given by (1.16). We know already that the second term on the RHS
of (B.1) vanishes for our multi-brane solutions (see (1.17)). In this appendix, we show
that the other EOM-terms also vanish. In [14], the same kind of calculation was carried
out for G(K) with n∞ = 0 (γL is replaced with χL in [14]). The difference between
the calculation in [14] and ours is that we take the limits Λ → ∞ and δ → 0 after the
s-integration, while the order is exchanged in [14]. However, the result of [14] and ours
are consistent for G(K) with n∞ = 0.
Explicitly, Γ (1.16) is given as the sum of two terms:
Γ = QBΨεη +Ψ2εη = ε× Γ(ε)[G(Kεη)] + η × Γ(η)[G(Kεη)], (B.2)
where Γ(ε) and Γ(η) are defined by
Γ(ε)[G(Kεη)] := cFcH,
Γ(η)[G(Kεη)] := cK
2
ε
[
F
K2ε
, c
]
K2εBcH,
with F and H given in (3.16). In order for the Γ(ε) part to be non-vanishing in the limit
ε→ 0, it should behave as O(1/ε). Such singularity is expected to arise from G(K) with
n0 6= 0. Likewise, G(K) with n∞ 6= 0 could make the Γ(η) part non-trivial in the limit
η → 0. However, in the rest of this appendix, we examine both of the two terms Γ(ε) and
Γ(η) for a given G(K).
B.1
∫
γLΓ
First we consider
∫
γLΓ. We obtain after tedious calculations∫
γLΓ
(ε) =
1
8pi3i
∫
ds s2
[
tanh
piy
s
]y=Λ
y=δ
∫ i∞
−i∞
dz
2pii
esz(∆sH)F,∫
γLΓ
(η) =
1
8pi3i
∫
ds s
[
tanh
piy
s
]y=Λ
y=δ
×
∫ i∞
−i∞
dz
2pii
esz
{
(−(∆sH)F ′ +H ′(∆sF ))z2ε − (F ↔ z2ε )
}
, (B.3)
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where ∆s is defined by (3.21) and zε := z+ε. In table 2, we show the result of calculations
of the two quantities of (B.3) for various G(K), which essentially cover all possible G(K)
for non-trivial multi-brane solutions with N = ±1,±2. Since we take the limit δ → 0 and
Λ→∞ after the s-integration, our analyses are mostly based on numerical s integrations.
As shown in the table, the two quantities are of O(1) in the limit ε, η → 0 in most cases.
Exceptions are
∫
γLΓ
(ε) for G = 1 + 1/K and (1 +K)2/K. In these cases, there appears
O(ln ε) which is due to the poles of the z integrand on the imaginary axis. In any case,∫
γLΓ vanishes in the limit ε, η → 0.
G(K) (n0, n∞)
∫
γLΓ
(ε)
∫
γLΓ
(η)
K/(1 +K) (1, 0) O(1) O(1)
1/(1 +K) (0, 1) O(1) O(1)
1 + 1/K (−1, 0) O(ln ε) O(1)
1 +K (0,−1) O(1) O(1)
K/(1 +K)2 (1, 1) O(1) O(1)
(1 +K)2/K (−1,−1) O(ln ε) O(1)
Table 2:
∫
γLΓ
(ε) and
∫
γLΓ
(η) for various G(K).
B.2
∫
(GΨ) ∗ Γ
Next, let us consider
∫
(GΨ) ∗ Γ. Since Ψ and Γ does not contain X(z, z¯) explicitly, this
quantity factorizes into the product of 〈G〉s and the KBc correlators. The (z0, z¯0) part
in 〈G〉s vanishes in the limit z0 → ∞, and the two vertical integration parts in the rest
of 〈G〉s cancel as seen from (A.12). Therefore, we are left with the horizontal integration
part given by (2.12) with Li being the width of Ψ. Using these facts, we obtain∫
(GΨ) ∗ Γ(ε) = 〈〈H ′, F,H, F 〉〉+ 〈〈H,F,H, F ′〉〉,∫
(GΨ) ∗ Γ(η) = 〈〈HF ′, H, F,K2ε 〉〉+ 〈〈HF,H ′, F,K2ε 〉〉
− 〈〈F ′, H, F,K2εH〉〉 − 〈〈F,H ′, F,K2εH〉〉
− {〈〈HF ′, H,K2ε , F 〉〉+ 〈〈HF,H ′, K2ε , F 〉〉
−〈〈F ′, H,K2ε , FH〉〉 − 〈〈F,H ′, K2ε , FH〉〉
}
, (B.4)
with
〈〈F1, F2, F3, F4〉〉 := − 1
(2pi)3i
∫ ∞
0
ds
∫ i∞
−i∞
dz
2pii
esz s coth
2piΛ
s
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× [(∆sF1)F2F ′3 + F ′1F2(∆sF3) + (F1(∆sF2)F3)′ −∆s(F1F ′2)F3
−∆s(F1F2)F ′3 − F ′1∆s(F2F3)− F1∆s(F ′2F3) + ∆s(F1F ′2F3)]F4. (B.5)
In (B.5), Fi(K) on the LHS should be replaced with Fi(z) on the RHS. Table 3 shows the
result of our calculation for various G(K). We see that
∫
(GΨ) ∗ Γ vanishes in the limits
ε, η → 0 for all the multi-brane solutions.
G(K) (n0, n∞)
∫ GΨ ∗ Γ(ε) ∫ GΨ ∗ Γ(η)
K/(1 +K) (1, 0) O(1) O(1)
1/(1 +K) (0, 1) O(1) O(1)
1 + 1/K (−1, 0) O(ln ε) O(1)
1 +K (0,−1) O(1) O(1)
K/(1 +K)2 (1, 1) O(1) O(1)
(1 +K)2/K (−1,−1) O(ln ε) O(1)
Table 3:
∫ GΨ ∗ Γ(ε) and ∫ GΨ ∗ Γ(η) for various G(K).
C BRST Ward-Takahashi identity
Recall that gz and gz¯ (2.10) contain X(z0, z¯0). This part made a non-trivial contribution
to TII in the limit z0 → ∞. The original reason why this term was introduced is for the
validity of the BRST Ward-Takahashi identity (WTI), which was intensively used in the
derivation of (3.46). In this appendix, we see explicitly how the X(z0, z¯0) term is needed
for the BRST WTI.
Let us consider the following quantity:
〈QB {M(z, z¯; z′z¯′)Bc(z1)c(z2)c(z3)}〉s , (C.1)
where M(z, z¯; z′, z¯′) is an operator consisting only of Xs and their derivatives at (z, z¯)
and (z′, z¯′). The vanishing of (C.1) is an example of the BRST WTI.
(C.1) consists of two terms in which QB acts on M and the Bccc part, respectively.
Using that K = {QB, B} is equal to −∂/∂s acting on both 〈M〉s and 〈ccc〉s, and that
the BRST WTI 〈QB(Bccc)〉 = 0 for a purely ghost quantity holds valid, we obtain
(C.1) = 〈[QBM(z, z¯; z′, z¯′)]Bc(z1)c(z2)c(z3)〉s − (∂s 〈M〉s) 〈c(z1)c(z2)c(z3)〉s . (C.2)
Especially, choosing M = X(z, z¯)∂X(z′) in (C.1), we get a non-vanishing quantity:
− 1
2pi
{
(z2 − z3) sin 2pi(z1 − z
′)
s
+ (z3 − z1) sin 2pi(z2 − z
′)
s
+ (z1 − z2) sin 2pi(z3 − z
′)
s
}
.
(C.3)
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Namely, the BRST WTI does not hold when M contains X explicitly. However, since
(C.3) is independent of (z, z¯), we see that the BRST WTI holds for M = ∂X(z)∂X(z′)
and ∂¯X(z¯)∂X(z′). The BRST WTI also holds for M = (X(z, z¯)−X(z0, z¯0)) ∂X(z′):
〈QB {(X(z, z¯)−X(z0, z¯0)) ∂X(z′)Bc(t1)c(t2)c(t3)}〉 = 0. (C.4)
This is the identity we used in the derivation of (3.46).
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