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Abstract
This dissertation proposes a novel visual tracking method which is controlled by
sequential actions learned by deep reinforcement learning. In the recent trackers using
deep networks, tracking-by-detection scheme is adopted to select the target position
with the highest matching score. The tracking-by-detection scheme achieves a good
performance in a simple manner but is inefficient in exploring candidates. We pro-
pose an efficient action-driven deep tracker which is controlled by sequential actions
trained by deep reinforcement learning. In contrast to the existing trackers using deep
networks, the proposed tracker is designed to achieve a light computation as well as
satisfactory tracking accuracy in both location and scale. The deep network to control
actions is pre-trained using various training sequences and fine-tuned during tracking
for online adaptation to target and background changes. The pre-training is done by
utilizing deep reinforcement learning as well as supervised learning. The use of rein-
forcement learning enables even partially labeled data to be successfully utilized for
semi-supervised learning. In addition, this dissertation tackles a tracking problem of an
object interacting with other objects in a complex scene such as basketball game scenes
containing various interactions among players and painting motions. For this purpose,
we design a multi-agent architecture diverse interaction movements among neighbor-
ing objects near the target object. The multi-agent architecture is designed so that the
main tracker could determine a proper action by utilizing the states of neighboring
trackers. Through extensive evaluation, the proposed tracker is validated to achieve a
competitive performance that is much faster than state-of-the-art deep network-based
trackers.
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The dissertation focuses on the visual object tracking which solves the problem of lo-
calizing a moving object from consecutive video frames. Visual tracking is one of the
fundamental problems in the computer vision field and can be used for various appli-
cations such as visual surveillance, sports analytics, and autonomous driving as shown
in Figure 1.1. It is difficult to localize the target object in tracking videos because of
several tracking obstacles such as motion blur, occlusion, illumination change, and
background clutter as shown in Figure 1.2. Conventional tracking methods [1–9] try to
capture the target objects using low-level hand-crafted features. Although they achieve
computational efficiency and comparable tracking performance, they are still limited
in solving the above-mentioned tracking obstacles because of their insufficient feature
representation.
Recently, tracking methods [11–13] using convolutional neural networks (CNNs)
have been proposed for robust tracking and vastly improved tracking performance with
1
Sports AnalyticsVisual Surveillance Autonomous Driving
Figure 1.1: Applications of visual object tracking. Visual object tracking can be used
for divergent applications such as visual surveillance, sports analytics, and autonomous
driving.
the help of rich feature representation. Several algorithms [11, 12] utilize pre-trained
CNNs on a large-scale classification dataset such as ImageNet [14]. However, due
to the gap between classification and tracking problem, the pre-trained CNN is not
sufficient to solve the difficult tracking issues. Nam et al. [13] proposed a tracking-by-
detection algorithm with CNNs trained with tracking video datasets such as [10, 15]
and achieved outperforming performance compared to the existing trackers. However,
since this approach usually focuses on improving the ability to distinguish the target
and background using the appearance model, it has inefficient search strategy that
explores the region of interest and selects the best bounding box covering the target by
matching with the tracking model. To overcome this search problem of the tracking-
by-detection methods, we introduce an action-driven tracking mechanism that actively
pursues the target object considering the context of an image.
In addition, there is a critical problem in constructing the training data for Deep
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Figure 1.2: Difficulties of visual object tracking problem. It is difficult to localize a
target in consecutive frames by deformation, occlusion, illumination change, motion
blur, etc. The examples in this figure are sampled from [10].
to learn the convolutional feature representation. Even though there are plenty of video
sequences, it is extremely expensive to annotate the target position in every frame for
the construction of training data. If we can train the deep CNN-based tracker using a
partially labeled video sequence, variety of videos can be utilized with less effort for
the training. However, the existing deep CNN-based trackers [11–13] adopt the super-
vised learning scheme and so have difficulties in utilizing the partially-labeled video
sequences. the partially-labeled video sequences. In this dissertation, in contrast to the
existing deep CNN-based trackers using supervised learning, we try to develop a rein-
forcement learning scheme to utilize the partially labeled video sequences effectively
for training our action-driven deep tracker.
While the proposed action-driven tracking method achieved satisfactory perfor-
mance, it is still a very challenging problem to track the target object in the complex
situation such as crowded scenes or sports scenes. In the complex scene, it is difficult
to understand and track the movement of the target in a local view because the ob-
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jects interact with each other and have complicated moving patterns. To consider the
interactions among objects in a complex scene, global context-aware tracking meth-
ods have been proposed for the purpose of single object tracking [16,17] and multiple
object tracking [18,19]. In this dissertation, to solve the interaction problem, we addi-
tionally extend the action-decision network to consider the interaction motions among
neighboring objects.
1.2 Related Work
1.2.1 Visual Object Tracking
As surveyed in [20, 21], various trackers have shown their performance and effective-
ness on various tracking benchmarks [10,15,22]. The approach based on Tracking-by-
Detection [1–4] aims to build a discriminative classifier that distinguishes the target
from the surrounding background. Typically these methods capture the target position
by detecting most matching position using the classifier. Online boosting methods [1,2]
were proposed to update the discriminative model in online manner. Multiple instance
learning (MIL) [3] and tracking-learning-detection (TLD) [4] methods were proposed
to update tracking model robust to the noise.
Tracking methods based on correlation filter [5–9] have attracted attention due to
their computational efficiency and competitive performance. This approach learns the
correlation filter in a Fourier domain with low computational load. Bolme et al. [5] pro-
posed a minimum output sum of squared error (MOSSE) filter and Henriques et al. [7]
proposed kernelized correlation filters (KCF) with multi-channel features. Hong et
al. [8] proposed the combined system employing short-term correlation tracker and
long-term memory stores. Choi et al. [9, 23] proposed the integrated system of the
various type of correlation filters with attentional weighted map. To overcome the in-
















Figure 1.3: Conventional CNN-based tracking methods. Two main approaches to uti-
lize deep neural network for visual tracking are tracking-by-detection and regression
method. The detailed description of the deep tracking models are presented in Sec-
tion 1.2.1.
utilized in the correlation filters [24, 25] which have achieved the state-of-the-art per-
formance. However, since they need to train various scale-wise filters to deal with the
scale change and compute the deep features, they are much slower than the traditional
correlation filter based methods.
Recently, CNN-based methods [11–13, 26–31] have been proposed to learn the
tracking models. Early attempts [26–28] were suffering from the data deficiency prob-
lem for training their networks. To solve the insufficient data problem, transferring
methods [11, 12] were proposed by utilizing the pre-trained CNNs on a large-scale
classification dataset such as ImageNet [14]. However, these methods still have a lim-
itation due to the gap between the object classification and tracking domain.
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Recently proposed methods [13, 30, 31] overcome the gap by training their net-
work with a large amount of tracking video datasets [10, 15, 21]. Figure 1.3 briefly
describes the recently proposed tracking methods: tracking-by-detection and regres-
sion approaches. In the tracking-by-detection method, the deep neural network is used
to classify whether the candidate patch is located to the target or background. In the
regression approach, the deep network takes the previous frame (or the initial frame)
and the current frame as its input and the target position is regressed by the network.
Held et al. [31] proposed the tracking algorithm which captures the target’s loca-
tion with deep regression networks. However, this method has difficulties in tracking
the target when the target is moving too quickly or occlusion is happened since it has
no online updating procedure. Tao et al. [30] and Nam et al. [13] proposed Tracking-
by-Detection approach that distinguishes the target and the surrounding background
using the trained CNNs and successfully achieved the state-of-the-art performance.
However, these methods [13, 30] need computationally inefficient search algorithms,
such as sliding window or candidate sampling.
1.2.2 Action-Driven Approach
Action-driven mechanism is actively applied to various computer vision applications [32–
37]. Mnih et al. [32] proposed an attentional method to localize MNIST digit in an im-
age using recurrent neural network. Gonzalez-Garcia et al. [33] proposed an active
strategy to choose the search window for object detection using the image context.
Yoo et al. [34] proposed a deep CNN framework (AttentionNet) to capture the ob-
ject by sequential actions with top-down attention. AttentionNet has achieved satisfac-
tory performance on object detection benchmark, PASCAL VOC 2007 and 2012 [38],
by sequentially refining the bounding boxes. Mather et al. [36] proposed a sequen-
tial search strategy to detect visual objects in images, where the detection model is
trained by reinforcement learning. Caicedo et al. [35] proposed a deep reinforcement
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learning framework to select the proper action to capture the object in an image. Xi-
ang et al. [37] addressed the multiple object tracking problem as decision-making
problem. However, this method learns the decision process to switch the status of the
tracker, such as tracking success or tracking failure, which is different from our scheme
learning the tracking actions depending on the context of the image. In visual track-
ing problem, action-driven tracking mechanism considering image context using deep
convolutional feature has not been proposed yet to our best knowledge.
1.2.3 Deep Reinforcement Learning
The goal of reinforcement learning (RL) is to learn a policy that decides sequential
actions by maximizing the cumulative future rewards [39]. Recent trends [40–43] in
RL field is to combine the deep neural networks with RL algorithms by representing
RL models such as value function or policy. By resorting of the deep features, many
difficult problems such as playing Atari games [40] or Go [43] can be successfully
solved in semi-supervised setting.
There are two popular approaches in deep RL algorithms: Deep Q Networks (DQN)
and policy gradient. DQN is a form of Q-learning with function approximation using
deep neural networks. The goal of DQN is to learn a state-action value function (Q),
which is given by the deep networks, by minimizing temporal-difference errors [40].
Based on the DQN algorithm, various network architectures such as Double DQN [41]
and DDQN [44] were proposed to improve performance and keep stability. Gu et
al. [45] proposed a continuous deep Q learning with model-based acceleration.
Policy gradient methods directly learn the policy by optimizing the deep policy net-
works with respect to the expected future reward using gradient descent. Williams et
al. [46] proposed REINFORCE algorithm simply using the immediate reward to esti-
mate the value of the policy. Silver et al. [42] proposed a deterministic algorithm to im-
prove the performance and effectiveness of the policy gradient in high-dimensional ac-
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tion space. Lillicrap et al. proposed Deep Deterministic Policy Gradient (DDPG) [47]
to apply policy gradient in continuous action space. In the work of Silver et al. [43],
it is shown that pre-training the policy networks with supervised learning before em-
ploying policy gradient can improve the performance.
The successful deep RL methodology is applied to other computer vision applica-
tion, such as object localization [33, 36] or action recognition [48], but has not been
attempted in visual tracking. In this dissertation, we train the proposed tracking model
with combined learning method using supervised learning and reinforcement learning.
In supervised learning, the appearance characteristics of the target objects are trained.
Additionally, action dynamics of the tracking target are trained with reinforcement
learning using policy gradient method.
1.2.4 Multi-agent Reinforcement Learning
The multi-agent reinforcement learning has been constantly studied area in machine
learning. Some traditional methods solve the multi-agent RL problem by defining the
communication protocol between the agents [49–51] rather than learning the proto-
col. Kasai et al. proposed inter-agent communication learning method using tabular
Q-learning [52]. To take the advantage of the deep representation, multi-agent RL
methods using deep neural networks have been proposed [53–58]. According to the
purpose of the reinforcement learning, the deep multi-agent RL methods can be cate-
gorized: sports player analysis using inverse reinforcement learning [57], multiple ob-
ject detection [58], playing computer game (StarCraft) [56]. To train the multi-agent
RL, He et al. [54] proposed an opponent modeling and Foerster et al. [53] proposed
a learning algorithm of inter-agent communication by designing differentiable deep
network architecture.
In this dissertation, we define an agent by the proposed action-decision network






Figure 1.4: The concept of the proposed action-driven visual tracking method. Left:
the initial frame and the initial position of the target. Middle and Right: localizing
the target by selecting sequential actions.
communication to each other. The multi-agent system is inspired by the differentiable
multi-agent model [53]. The communication module, which receives the information
of the target agent and the other agents, is defined as a differentiable layer so that
learning is possible.
1.3 Contents of Research
In this dissertation, the proposed action-driven deep tracker pursues the change of tar-
get by repetitive actions controlled by the action-decision network (ADNet) with deep
CNN architecture. We cast the visual tracking problem as selecting the sequential ac-
tions and suggest a training method using reinforcement learning. The basic concept
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of the proposed visual tracking is depicted in Figure 1.4. In Figure 1.4, the first col-
umn shows the initial location of the target, and the second and third columns show
the iterative action flow to find the target bounding box in each frame. The sequen-
tial actions selected by the proposed method control the tracker to iteratively move
the initial bounding box (blue) to the target bounding box (red) in each frame. The
ADNet is designed to generate sequential actions to find the location and the size of
the target object in a new frame. The ADNet learns the policy that selects the optimal
actions to track the target from the state of its current position. In ADNet, the pol-
icy network is designed with a convolutional neural network [59], in which the input
is an image patch cropped at the position of the previous state and the output is the
probability distribution of proper actions including translation and scale changes. This
action-selecting process has fewer searching steps than sliding window or candidate
sampling approaches [13, 30]. In addition, since our method can precisely localize the
target by selecting actions, post-processing such as bounding box regression [13] is
not necessary.
We propose a learning algorithm with deep reinforcement learning to train the
ADNet. The whole training framework is composed of supervised learning (SL) stage
and reinforcement learning (RL) stage. In the SL stage, we train our network to select
actions to track the position of the target using samples extracted from training videos.
In this step, the network learns to track general objects without sequential information.
In the RL stage, the trained network in the SL stage is used as an initial network. We
obtain training samples for reinforcement learning by performing tracking simulation
on training sequences. The network is trained with deep reinforcement learning based
on policy gradient [46], using the rewards obtained during the tracking simulation.
Even in the case where training frames are partially labeled (semi-supervised case),
the proposed framework successfully learns the unlabeled frames by assigning the
rewards according to the results of tracking simulation.
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In addition, to solve the interaction problem, we propose a multi-agent extension of
the action-decision network that jointly determines actions for multi-agents interacting
with each other. Pursuing joint action of multiple agents considering their interactions
can help tracking problem in a complex scene. A simple extension of the single-agent
method to a multi-agent version can not model the interaction between agents. Our
approach should maintain reinforcement learning (RL) framework when extending to
multi-agent system to take advantage of the reinforcement learning framework. The
multi-agent reinforcement learning framework selects joint actions from the current
states of the multiple agents. The two main problems of multi-agent RL are to make
communication between different agents and to jointly learn an optimal policy for all
agents. Learning of joint communication among agents is a difficult task since the
action and state space increase exponentially according to the number of agents. To
handle the dimensional issue, the proposed framework adopts inter-agent communi-
cation manner [53]. Each agent of our method individually determines the action by
its policy considering the messages from the other agents. The proposed multi-agent
action-decision network has two input signals: the target state and the messages from
the other agents.
The main contributions of the thesis are summarized as follows. The action-driven
deep tracker is proposed for the first time to dynamically track the target object by
pursuing-actions instead of tracking by detection scheme. We cast the visual tracking
problem as Markov decision process and design deep network architecture to real-
ize the decision process. Deep reinforcement learning algorithm is developed to train
the action-decision network with partially labeled data in semi-supervised setting. The
proposed deep tracker can control the trade-off between tracking performance and
computational complexity by simply changing the meta parameter in tracking. The
proposed tracker achieves a state-of-the-art performance with much efficient searching
complexity than the existing deep network-based trackers employing a tracking-by-
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detection strategy. Also, the fast version of the proposed method operates in real-time
on GPUs, outperforming the state-of-the-art real-time trackers. In the multi-agent ver-
sion of action-decision network, we propose a novel multi-agent framework to track
the multiple target objects with action-driven manner. We also formulate multi-agent
reinforcement learning problem and provide training algorithm of multi-agent rein-
forcement learning. The proposed multi-agent action-driven tracker achieves outper-
forming performance compared with the single-agent action-decision network and the
state-of-the-art trackers.
1.4 Thesis Organization
This dissertation is organized as follows. In Chapter 2, we discuss basic reinforcement
learning theory as preliminaries. We first describe the definition of Markov decision
process and reinforcement learning problem. Then we describe optimization method
to obtain the optimal policy of the reinforcement learning system. Chapter 3 presents
the proposed action-driven visual object tracking scheme in the single-agent case. In
this chapter, the detailed description of the proposed method and training scheme uti-
lizing deep reinforcement learning are presented. Chapter 4 describes a multi-agent
extension of the proposed action-driven tracking method. We present the detailed ex-
planation of the proposed multi-agent system and training scheme with deep reinforce-
ment learning. In Chapter 5, we evaluate the proposed tracker with extensive experi-
ments and present analysis and discussion of the experimental results. In Chapter 5.1,
we demonstrated the single-agent action-decision network on visual tracking bench-
marks. In Chapter 5.2, we tested the multi-agent action-decision network on complex
sports dataset. Finally, we conclude this dissertation by summarizing the contribution




In this chapter, we introduce the main theories used in this dissertation. In Chapter 2.1,
we describe the theory of reinforcement learning with Markov decision process. In
Chapter 2.2, we describe and derive about the policy gradient optimization method.
2.1 Reinforcement Learning
Reinforcement learning (RL) is a field in machine learning to solve the sequential
decision making problem. In Reinforcement learning, an agent interacts with the en-
vironment and receives observation and reward according to the chosen action at each
time step as shown in Figure 2.1. In general, reinforcement learning aims to maxi-
mize the agent’s excepted total reward through the sequential process. We first de-
fine the basic Markov Decision Process which constitutes reinforcement learning in
Chapter 2.1.1, then define the reinforcement learning objectives via Markov Decision
Process in Chapter 2.1.2. Chapter 2.2 describes policy optimization to solve the rein-





Figure 2.1: Reinforcement learning scenario.
proposed method in this thesis.
2.1.1 Markov Decision Process
A Markov Decision Process (MDP) provides a mathematical framework to model the
decision making of an agent interacting with a stochastic environment. MDPs are usu-
ally solved via Dynamic Programming or Reinforcement Learning and used in a wide
area of fields, including robotics, automated control, economics, and manufacturing.
A formal MDP is defined by the tuple (S,A, P (·, ·)) with the components:
• S (state space): a set of states of the environment.
• A (action space): a set of actions, where an agent selects action a ∈ A at each
time step.
• P (r, s′|s, a) (transition probability distribution): For given state s ∈ S and
action a, the transition probability P specifies the probability of the reward r
and transition to state s′.
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The transition probability distribution satisfies the Markov property. That is, the re-
sponse of the environment at time step t+1 (reward and state transition) depends only
on the state and the action at time step t.
P (rt, st+1|st, at) = P (rt, st+1|s0, a0, ..., st−1, at−1, st, at) (2.1)
Various different definitions are used throughout the literature. For example, the
reward function can be defined as R(s), R(s, a), or R(s, a, s′) corresponding to re-
inforcement learning method. In the thesis, we use R : S × A → R since we use
the reward by the action from the given state, and also we use P (s′|s, a) as transition
probability distribution.
Let π denote stochastic policy π : S×A → [0, 1] which is represented as state con-
ditional distribution. The goal of MDP is to find optimal policy π(a|s) which makes
decision of actions from given states.
2.1.2 Reinforcement Learning Problem
Generally, there are various approaches to reinforcement learning problem depending
on what the objectives are: policy, value function, or dynamics models. In this thesis,
we focused on policy optimization problem using episodic reinforcement learning set-
ting. An episode is defined as a sequence composed of finite number of states, actions,
and rewards. Each episode is started from the initial state of the environment s0 from
distribution µ(s0). At each time step t = 0, 1, 2, ..., the agent selects an action at sam-
pled from distribution π(at|st). The policy π is a conditional probability distribution
that the agent uses to sample its action. After deciding the action at, the environment
generates the next state st+1 and the reward rt according to the transition probability
P (st+1|st, at). The episode ends when the agent reaches the terminal state sT . This
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decision process can be described as followings,
s0 ∼ µ(s0),
a0 ∼ π(a0|s0),
r0 ∼ R(s0, a0)
s1 ∼ P (s1|s0, a0),
a1 ∼ π(a1|s1),
r1 ∼ R(s1, a1)
...
sT−1 ∼ P (sT−1|sT−2, aT−2),
aT−1 ∼ π(aT−1|sT−1),
rT−1 ∼ R(sT−1, aT−1)
sT ∼ P (sT |sT−1, aT−1).
(2.2)
The goal of reinforcement learning is to find a policy π that maximizes the ex-




where R = r0 + r1 + ...+ rT
(2.3)
The expected total reward is computed over trajectory τ which is composed of se-
quences of states, actions, and rewards,
τ = (s0, a0, r0, s1, a1, r1, ..., sT−1, aT−1, rT−1, sT ). (2.4)
The trajectory is generated by choosing sequential actions using policy π.
2.2 Policy Gradient
In this thesis, we use parameterized stochastic policy which is written as πθ(a|s) where
the parameter θ ∈ Rd determines the policy of an agent. There are many ways to
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approximate policy, in this dissertation, we use a neural network based approximation
method to resort of the representation performance of deep learning. In the neural
network, θ 는 flattened weights and biases of the network. The architecture of neural
network representing policy has various choices according to the MDP setting. We
define the action in the discrete space and the input of neural network is defined as state
s and the output of network as probability distribution π(a|s). To make the output of
neural network be the probability distribution, the final layer of the network is softmax
layer.





where R denotes the total reward of an episode. Using the parameterized model πθ for




Here, we will describe the policy gradient method to solve the policy optimiza-
tion for reinforcement learning. Policy gradient is a learning method that iteratively
estimates the gradient of policy with respect to the parameter θ and finds the optimal
policy. To derive policy gradient, we use score function gradient estimator, estimating
gradients of the expectation. x is random variable with probability density function











To obtain the estimation of the gradients, N samples are generated from x ∼ p(x|θ)








f(xi)∇θ log p(xi|θ). (2.8)
With this gradient estimation, policy gradient is derived in stochastic policy set-
ting. That is, at each state s, our policy gives us a probability distribution over actions
π(a|s). In our case, the policy has a parameter θ and the policy is written by πθ(a|s)
or π(a|s, θ).
We define trajectory τ as sequences of states and actions, τ = (s0, a0, ..., sT ),
p(τ |θ) is the probability of the entire trajectory sequences τ under the parameters of the
policy θ. We also denote R(τ) as the total reward of the trajectory τ . Using Eq.(2.7),
the derivation of the gradient estimation with the trajectory τ and total reward R(τ) is
∇θEτ [R(τ)] = E[R(τ)∇θ log p(τ |θ)]. (2.9)
Using the chain rule and Markov property, log p(τ |θ) is expanded as following,
p(τ |θ) = µ(s0)π(a0|s0, θ)P (s1|s0, a0)π(a1|s1|θ)
... π(aT−1|sT−1, θ)P (sT |sT−1, θ),
(2.10)
where µ is the initial state distribution. We take the logarithm to Eq.(2.10), and differ-
entiate with respect to θ to drop out the terms P (st|at−1, at−1) and µ(s0). Then we
obtain the policy gradient




∇θ log π(at|st, θ)R(τ)
]
. (2.11)
From the above equations, we do not need the system dynamics to obtain the policy
gradient estimation. In order to learn the optimal policy, we collect a trajectory and
increase the log-probability multiplied by the reward of the trajectory. For example,
when the reward R(τ) is high, we update the parameter θ by the gradient direction to
increase p(τ |θ).
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Here, we describe REINFORCE [46] algorithm, a episodic policy gradient method,
which is used in this dissertation to learn optimal policy. As shown in Algorithm 1,
REINFORCE algorithm uses Monte-Carlo method to learn policy. In each iteration, a
trajectory is generated by the policy π and policy parameter θ is updated using policy
gradient theory. That is, after collecting an episode, the algorithm compute return vt
according to each state st using received rewards during the trajectory to update the
policy parameter θ. The return vt can be defined as intermediate reward rt, expected
long-term reward
∑T




where γ < 1.
In general, the policy gradient method may suffer the high variance problem of
gradient estimation. In many policy gradient algorithm, baseline is used to decrease
the variance. To adopt baseline to REINFORCE algorithm, we replace the return value
vt into the subtracted value with b(st) as the following,
θ ← θ + α(vt − b(st))∇θ log π(at|st, θ). (2.12)
Adding the baseline term b(st) does not affect on the expectation formulation as
the followings,
E [∇θ log π(at|st, θ)b(st)]
=Es0:t,a0:t−1
[




b(st)Est+1:T ,at:T−1 [∇θ log π(at|st, θ)]
]
=Es0:t,a0:t−1 [b(st)Eat [∇θ log π(at|st, θ)]] (removed irrelevant terms)
=Es0:t,a0:t−1 [b(st) · 0]
(because, Eat [∇θ log π(at|st, θ)] = ∇θEat [1] = 0)
(2.13)
Selecting baseline b(s) is divergent as summarized in [60]. In practice, generally
19
the state-value function V π(s) is used to approximate baseline.
b(s) ≈ V π(s) (2.14)
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Algorithm 1 Monte-Carlo Policy Gradient (REINFORCE).
1: Initialize policy parameters θ
2: repeat
3: Generate a trajectory τ : (s0, a0, ..., sT−1, aT−1, sT ) ∼ π(·|θ)
4: for each time step t do
5: Compute return vt
6: Update the policy parameter θ ← θ + αvt∇θ log π(at|st, θ)
7: end for
8: until θ converges
Algorithm 2 REINFORCE algorithm with baseline.
1: Initialize policy parameters θ
2: repeat
3: Generate a trajectory τ : (s0, a0, ..., sT−1, aT−1, sT ) ∼ π(·|θ)
4: for each time step t do
5: Compute return vt
6: Update the policy parameter θ ← θ + α(vt − b(st))∇θ log π(at|st, θ)
7: end for






In this chapter, we describe the action-driven approach to track the target object in
video frames. Visual tracking solves the problem of finding the position of the target
in a new frame from the current position. The proposed tracker dynamically pursues
the target by sequential actions controlled by the Action-Decision networks (ADNets)
shown in Figure 3.1 (Details are in Section 3.2).
The proposed networks predict the action to chase the target from the position of
the current tracker. The tracker is moved by the predicted action from current state,
and then the next action is predicted from the moved position. By repeating this pro-
cess over the test sequence, we solve the object tracking problem. The ADNet is pre-
trained by supervised learning (Section 3.4.1) as well as reinforcement learning (Sec-























































































































































































































































Translation moves Scale changes Stop
Figure 3.2: The defined actions in our method.
3.2 Problem Settings
Basically our tracking strategy follows Markov Decision Process (MDP). The MDP is
defined by states s ∈ S, actions a ∈ A, state transition function s′ = f(s, a), and the
reward r(s, a). In our MDP formulation, the tracker is defined as an agent of which
goal is to capture the target with a bounding box shape. The action is defined in a
discrete space and a sequence of actions and states is used to iteratively pursue the
resulting bounding box location and size in each frame.
In every frame, the agent decides sequential actions until finalizing the target’s
position, and then, goes to the next frame. The state representation includes the ap-
pearance information at the bounding box of the target and the previous actions. The
agent receives a reward for the final state of the frame l by deciding whether the agent
succeed to track the object or not. The state and action are represented as st,l and at,l
respectively, for t = 1, ..., Tl and l = 1, ..., L where Tl is the terminal step at frame
l and L denotes the number of frames in a video. The terminal state in the l-th frame
is transferred to the next frame, i.e., s1,l+1 := sTl,l. In the following except the sec-
tions 3.4.2 and 3.5, we omit the subscript l when we describe MDP in each frame for
simplicity.
Action. The action space A consists of eleven types of actions including translation
moves, scale changes, and stopping action as shown in Figure 3.2. The translation
moves include four directional moves, {left, right, up, down} and also have their two
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times larger moves. The scale changes are defined as two types, {scale up, scale down},
which maintain the aspect ratio of the tracking target. Each action is encoded by the
11-dimensional vector with one-hot form.
State. The state st is defined as a tuple (pt, dt), where pt ∈ R112×112×3 denotes the
image patch within the bounding box (we call simply “patch” in the following) and
dt ∈ R11k represents the dynamics of actions denoted by a vector (called by “action
dynamics vector” in the following) containing the previous k actions at t-th iteration.
The patch pt is pointed by 4-dimensional vector
bt = [x
(t), y(t), w(t), h(t)], (3.1)
where (x(t), y(t)) denotes the center position and w(t) and h(t) denote the width and
height of the tracking box respectively. In a frame image F , the patch pt at iteration t
is defined as,
pt = ϕ(bt, F ), (3.2)
where ϕ denotes the pre-processing function which crops the patch pt from F at bt ∈
R4 and resizes it to match the input size of our network. The action dynamics vector dt
is defined as concatenated past k action vectors. We store past k actions in the action
dynamics vector
dt = [ψ(at−1), ..., ψ(at−k)], (3.3)
where ψ(·) denotes one-hot encoding function. Letting k = 10, dt has 110 dimension
since each action vector has 11 dimension.
State transition function. After decision of action at in state st, the next state st+1
is obtained by the state transition functions: patch transition function fp(·) and action
dynamics function fd(·). The operation of the state transition function is illustrated in
Figure 3.3. The patch transition function moves the location of the target according
to the chosen action at and the action dynamics function accumulates the history of








0 0 1 0 0 0 0 0 0 0 0
Figure 3.3: Example of state transition during action-driven tracking. Left: the position
of the image patch bt is translated to bt+1 with the right action. Right: the action
dynamics vector dt is updated to dt+1 by inserting the selected action.
The patch transition function is defined by
bt+1 = fp(bt, at), (3.4)
which moves the position of the patch by the corresponding action. The discrete amount




where α is 0.03 in our experiments.
For example, if ‘left’ action is selected, the position of the patch bt+1 moves to
[x(t)−∆x(t), y(t), w(t), h(t)] and ‘scale up’ action changes the size into [x(t), y(t), w(t)+
∆x(t), h(t) +∆y(t)]. The other actions are defined in a similar manner. The action dy-
namics function is defined by dt+1 = fd(dt, at) which represent the transition of action
history. When the ‘stop’ action is selected, we finalize the patch position for the target
in the current frame, the agent will receive the reward, and then the resulting state is
transferred to the initial state of the next frame.
Reward. The reward function is defined as r(s) since the agent obtains the reward
by the state s regardless of the action a. The reward r(st) keeps zero during iteration





1, if IoU(bT , G) > 0.7
−1, otherwise,
(3.6)
where IoU(bT , G) denotes overlap ratio of the terminal patch position bT and the
ground truth G of the target with intersection-over-union criterion. The tracking score
zt is defined as the terminal reward, zt = r(sT ), which will be used to update model
in reinforcement learning.
3.3 Action-Decision Network Architecture
The pre-trained VGG-M model [59] is used to initialize our network. Small CNN
models such as VGG-M [59] are more effective in the visual tracking problem than
deep models [13]. As illustrated in Figure 3.1, our network has three convolutional
layers {conv1, conv2, conv3}, which are identical to the convolutional layers of VGG-
M networks. The next two fully connected layers {fc4, fc5} are combined with the
ReLU and dropout layers, and each has 512 output nodes. The output of fc5 layer is
concatenated with the action dynamics vector dt which has 110 dimensions. The final
layers {fc6, fc7} predict the action probabilities and confidence score of the given state
respectively. The parameter of the i-th layer is denoted by wi and the whole network
parameter by W .
28
Table 3.1: Detail architecture of the action-decision networks. Only convolution layers
and fully-connected layers are described without ReLU layers and Pool layers.
Layer # filters Filter size Stride Pad
conv1 96 7× 7× 3 2 0
conv2 256 5× 5× 96 2 0
conv3 512 3× 3× 256 1 0
fc4 512 3× 3× 512 1 0
fc5 512 1× 1× 512 1 0
fc6 11 1× 1× 512 1 0
fc7 2 1× 1× 512 1 0
29
The fc6 layer has 11 output units and is combined with softmax layer, which rep-
resents the conditional action probability distribution p(a|st;W ) for the given state.
The probability p(a|st;W ) means the probability of selecting action a in the state st.
As shown in Figure 3.1, the proposed network iteratively pursues the target position.
The agent selects actions sequentially and updates states until finalizing the position
of target. The final state is reached by selecting stop action or falling in the oscillation
case. The oscillation case is detected, for example, when the sequential actions are ob-
tained as {left, right, left}, which means the agent is coming back to the previous state.
The confidence layer (fc7) with two output units produces the probability of target and
background class for the given state st. The target probability p(target|st;W ) is used
as the confidence score of the tracker at st. The confidence score is utilized for the
online adaptation during tracking (Section 3.5). The detail parameters of the proposed



















































































































































































































































































































Action label Right DownLeft
Class label Target TargetBackground
sample
ground truth
Figure 3.5: Examples of training samples for supervised learning. The red boxes and
blue boxes denote the generated samples and the ground truths respectively. The action
label is determined by finding the action that increases the intersection-over-union with
the ground truth.
3.4 Training Methods for Action-Decision Network
In this section, we describe the training frameworks for ADNet. First, in offline man-
ner, ADNet is pretrained by supervised learning (Section 3.4.1) and reinforcement
learning (Section 3.4.2) using the training videos with the purpose of learning to track
general objects. In supervised learning, the proposed network is trained to predict a
proper action to a given state. In reinforcement learning, the proposed network is up-
dated by performing tracking simulation on the training sequence and utilizing action
dynamics. After pretraining ADNet, online adaptation (Section 3.5) is applied to the
network to accommodate the appearance changes or deformation of the target during
tracking test sequences.
3.4.1 Training ADNet with Supervised Learning
In the supervised learning stage, the network parametersWSL, {w1, ...,w7}, are trained.
The supervised learning process is described in Algorithm 3. We first need to gener-
ate the training samples to train ADNet (WSL). The training samples consist of image
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patches {pj}, action labels {o(act)j }, and class labels {o
(cls)
j }. In this stage, the action
dynamics is not considered and we set the elements of the action dynamics vector dj
to zero. The training datasets provide video frames and the ground truth patch position
and size. Figure 3.5 illustrates the training samples generated in this stage. A sample
patch pj is obtained by adding Gaussian noise to the ground truth and the correspond-
ing action label o(act)j is assigned by,
o
(act)
j = argmaxa IoU(f̄(pj , a), G), (3.7)
where G is the ground truth patch and f̄(p, a) denotes the moved patch from p by the









Algorithm 3 Training ADNet with Supervised Learning.
Input: Initialized network parameter WSL, Training sequences {Fl} and ground
truths {Gl}
Output: Trained ADNet weights WSL
1: O(act) ← ∅ , O(cls) ← ∅
//** Generate training samples **//
2: for each frame Fl do
3: Generate M randomly moved samples {p1, ..., pM} using Fl and Gl
4: Compute action labels {o(act)1 , ..., o
(act)
M } and class labels {o
(cls)
1 , ..., o
(cls)
M }
5: O(act) ← O(act) ∪ {o(act)1 , ..., o
(act)
M } , O(cls) ← O(cls) ∪ {o
(cls)




//** Supervised training procedure **//
7: repeat
8: Get m samples from O(act) and O(cls): {(pj , o(act)j , o
(cls)
j )}mj=1
9: Update WSL by minimizing the LSL in Eq.(3.9)
10: until WSL converges
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A training batch has a set of randomly selected training samples {(pj , o(act)j , o
(cls)
j )}mj=1.
ADNet (WSL) is trained by minimizing the multi-task loss function by stochastic gra-

















where m denotes the batch size, L denotes the cross-entropy loss, and ôj(act) and
ôj
(cls) denotes the predicted action and class by ADNet, respectively.
3.4.2 Training ADNet with Reinforcement Learning
In the reinforcement learning stage, network parameters WRL ({w1, ...,w6}) except
fc7 layer are trained. Training ADNet with RL in this section aims to improve the
network by policy gradient approach [46]. The initial RL network WRL has the same
parameters of the network trained by SL (WSL). The action dynamics dt is updated in
every iteration by accumulating the recent k actions and shifting them in first-in-first-
out strategy. Since the purpose of RL is to learn the state-action policy, we ignore the
confidence layer fc7, which is needed in tracking phase.
The detailed algorithm to train ADNet with reinforcement learning is described in
Algorithm 4. During the training iterations, we first randomly pick a piece of train-
ing sequence {Fl}Ll=1 and the ground truths {Gl}Ll=1 (line 3 in Algorithm 4). We then
perform the reinforcement learning via tracking simulation with the training image se-
quences annotated by ground truth (line 4-9 in Algorithm 4). In frame l, the TRACKER
iteratively pursues the position of the target by selecting actions and updating the states
from the initial state bTl−1,l−1 and dTl−1,l−1 as shown in Algorithm 5. A tracking sim-
ulation can generate a set of sequential states {st,l}, the corresponding actions {at,l},
and the rewards {r(st,l)} for the time steps t = 1, ..., Tl and frame indices l = 1, ...,L.
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Algorithm 4 Training ADNet with reinforcement learning (RL).
Input: Pre-trained ADNet (WSL), Training sequences {Fl} and ground truths {Gl}
Output: Trained ADNet weights WRL
1: Initialize WRL with WSL
2: repeat
3: Randomly select {Fl}Ll=1 and {Gl}Ll=1
4: Set initial b1,1 ← G1
5: Set initial d1,1 as zero vector
6: T1 ← 1
7: for l = 2 to L do
8: {at,l}, {bt,l}, {dt,l}, Tl ← TRACKER(bTl−1,l−1, dTl−1,l−1, Fl)
in Algorithm 5
9: end for





t=1∇WRL log p(at,l|st,l;WRL)zt,l by Eq. (3.15)
12: Update WRL using ∆WRL
13: until WRL converges




where p(a|st,l;WRL) denotes the probability distribution of possible actions produced
by the proposed ADNet for the given conditional state st,l. When the tracking simu-
lation is done, tracking scores {zt,l} are computed with the ground truths {Gl} (line
10 in Algorithm 4). In line 11-12 in Algorithm 4, the score in the tracking simulation
zt,l = r(sTl,l) is the reward at the terminal state, which obtains +1 for tracking success
and −1 for failure at frame l, as defined in Eq. (3.6).
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Algorithm 5 Tracking Procedure of ADNet.
1: procedure TRACKER(bTl−1,l−1, dTl−1,l−1, Fl)
2: t← 1
3: pt,l ← ϕ(bTl−1,l−1, Fl)
4: dt,l ← dTl−1,l−1
5: st,l ← (pt,l, dt,l)
6: repeat
7: at,l ← argmaxa p(a|st,l;W )
8: bt+1,l ← fp(bt,l, at,l)
9: pt+1,l ← ϕ(bt+1,l, Fl)
10: dt+1,l ← fd(dt,l, at,l)
11: st+1,l ← (pt+1,l, dt+1,l)
12: t← t+ 1
13: until st,l is a terminal state
14: Set termination step Tl ← t
15: Return {at,l}, {bt,l}, {dt,l}, Tl
16: end procedure
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To define the objective to train the ADNet, we first denote the tracking simula-
tion sequences {ul}Ll , where ul = {st,l, at,l}
Tl
t=1 is the state and action sequences at
frame l. The tracking performance of ul is denoted as R(ul) = 1Tl
∑Tl
t zt,l = zTl,l.








where U denotes the set of all the possible sequences and p(ul;WRL) is the distribution
over the tracking sequence ul depending on the policy at l-th frame. Using the Markov









Using the log-likelihood trick:










= Eul∼p(ul;WRL) [∇WRL log p(ul;WRL)R(ul)] .
(3.14)
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∇WRL log p(at,l, st,l;WRL)R(ul),
where the last line is obtained from a sample approximation [46]. Since R(ul) = zTl,l,
therefore, the network parameters WRL are updated by stochastic gradient ascent to






∇WRL log p(at,l|st,l;WRL)zTl,l. (3.15)
Our framework can train ADNet even if the ground truths {Gl} are partially given,
which means the semi-supervised setting as shown in Figure 3.6. Red boxes and blue
boxes denote the ground truths and the predicted target’s positions respectively. In
this example, only the frames #160, #190, and #220 are annotated. Through the se-
quential actions, the agent at frame #190 receives +1 reward and −1 at frame #220.
Therefore, the tracking scores from frame #161 to #190 will be +1 and -1 between
#191 and #220. The supervised learning framework cannot learn the information of
the unlabeled frames, however, the reinforcement learning can utilize the unlabeled
frames in semi-supervised manner. In order to train ADNet in RL, the tracking scores
{zt,l} should be determined, but the tracking scores in the unlabeled sequences can-
not be immediately determined. Instead, we assign the tracking scores to the reward
obtained from the result of tracking simulation. In other words, if the result of track-
ing simulation during the unlabeled sequences is evaluated as success at the labeled
frame, the tracking scores for the unlabeled frames are given by zt,l = +1. If it is not
successful, zt,l is assigned by -1, as shown in Figure 3.6.
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The tracking performance during reinforcement learning is illustrated in Figure 3.7.
We conduct the proposed deep reinforcement algorithm on the training videos, espe-
cially Fernando sequences in this example. The blue colored bounding boxes repre-
sents the position of the tracker. The first column shows the initial frame with ground
truth. From the second column to the last column, we plot the position of the tracker
at the final frame according to the number of iterations. When the number of iteration
is zero, that is second column, ADNet is the same as the trained network by super-
vised learning and shows poor tracking results. We can see the tracking performance
is improved as training iteration increases.
3.5 Online Adaptation in Tracking
The proposed network is updated in online manner during tracking. This online adap-
tation can make the tracking algorithm more robust against the appearance changes
or deformation. When updating ADNet, we fix the convolutional filters {w1,w2,w3}
and fine-tune the fully-connected layers {w4, ...,w7} because the convolutional layers
would have generic tracking information whereas the fully-connected layers would
have the video-specific knowledge.
The detailed procedure of the proposed tracking and online adaptation is described
in Algorithm 6. The tracking is performed by deciding sequential actions with the
state-action probability p(a|s;W ). We adopt the online update adaptation of [13]. The
online adaptation is done by fine-tuning ADNet with a supervised learning using the
temporal training samples generated during the tracking process. For the supervised
learning, training samples with labels are required. For the labeling, we have to deter-
mine the ground truth. The tracked patch position determined by the network is used
for the temporal ground truth. As similar to SL (Section 3.4.1), the training sample
set S for online adaptation consists of image patches {pi} sampled randomly around
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Table 3.2: Parameters for ADNet and ADNet-fast.
ADNet ADNet-fast
Initial samples # (NI ) 3000 300
Online samples # (NO) 250 50
Re-detection samples # (Ndet) 256 64
Online adaptation in every (I) frames 10 30
the tracked patch position and the corresponding action labels {oacti } and class labels
{oclsi }. The labels are obtained via Eq. (3.7) and Eq. (3.8). At the first frame, the initial
samples Sinit are generated using the initial target position, and ADNet is fine-tuned
to fit the given target. At frame l(≥ 2), the training samples Sl are generated using
the tracked patch position bTl,l if the confidence score c(st,l) of the estimated target is
above 0.5. The confidence score c(st,l) of the state st,l is defined as the target prob-
ability p(target|st,l;W ) of the confidence layer (fc7). Online adaptation is conducted
for every I frames using the training samples {Sk}lk=l−J+1, which means the online
adaptation uses the training samples generated from the pastJ frames. When the score
ct,l is below−0.5, which means the tracker miss the target, then the re-detection is con-
ducted to capture the missed target. The target position candidates {b̃i}Ndeti=1 are gener-
ated around the current target position with random Gaussian noise. The re-detected




and the state sTl,l is assigned by the target position b




3.6.1 Pretraining the ADNet
In each frame, we generated the training samples {pj} from Gaussian distribution
whose mean is zero and covariance matrix is diag((0.3w)2, (0.3h)2, (0.1w)2, (0.1h)2).
When pretraining ADNet, we draw 250 samples in each frame. We set the learning rate
to 0.0001 for convolutional layers (fc1-3) and 0.001 for fully-connected layers (fc4-
7) [13], momentum to 0.9, weight decay to 0.0005, and mini-batch size to 128. For
pretraining ADNet with K training videos, the number of training iteration is set to
300 for each video. In each iteration of the reinforcement learning, we randomly select
the sequence of length L(= 10) for the tracking simulation.
3.6.2 Online Adaptation of the ADNet
For online adaptation, we only train the fully-connected layers (fc4-7) with the learn-
ing rate 0.001. In addition to the normal version (ADNet), to reduce the computation
in actual tracking, we can apply the fast version of ADNet using a small number of
samples in online adaptation, referred to as “ADNet-fast”. The parameters of online
adaptation for ADNet and ADNet-fast are described in Table 3.2. The ADNet is fine-
tuned with TI(= 300) iterations at the first frame and TO(= 30) iterations for the
online adaptations. The online training is conducted for every I(= 10) frames and the
training data are sampled from the past J (= 20) frames. For the re-detection, we draw
Ndet(= 256) target position candidates. In the online adaptation,NI(= 3000) samples
are generated in the first frame, and NO(= 250) samples are generated in the frame
whose confidence is above 0.5 during tracking.
In ADNet-fast, we set NI to 300, NO to 50, I to 30, and Ndet to 64. Tracking
with ADNet-fast endures 3% performance degradation but achieves a real time speed








Figure 3.6: Illustration of the tracking simulation in semi-supervised case on Walking2
sequence. In semi-supervised case, the ground truth position is provided only at the end
of the sequence, therefore, the agent receives the reward when the tracking simulation
is done. Top: tracking simulation is conducted from frame #160 to #190. The agent
receives positive reward as the tracking simulation is successful. Bottom: tracking
simulation is conducted from frame #190 to #220. The agent receives negative reward
since the agent missed the target.
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Initial Frame 10 iterations 20 iterations 30 iterations
Figure 3.7: Tracking performance during reinforcement learning for the tracking simu-
lation sequences. We can see that the tracking results are improved as training iteration
progresses.
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Algorithm 6 Online adaptation of ADNet in tracking.
Input: Trained ADNet (W ), Test sequences {Fl}Ll=1 and initial target position b1,1
Output: Estimated target positions {bTl,l}Ll=2
1: Generate samples S1 from F1 and G1
2: Update W using S1
3: Set initial d1,1 as zero vector
4: T1 ← 1
5: for l = 2 to L do
6: {at,l}, {bt,l}, {dt,l}, Tl ← TRACKER(bTl−1,l−1, dTl−1,l−1, Fl)
in Algorithm 5
7: sTl,l ← (ϕ(bTl,l, Fl), dTl,l)
8: if c(sTl,l) > 0.5 then
9: Generate samples Sl from Fl and bTl,l
10: else if c(sTl,l) < −0.5 then
11: Draw Ndet target position candidates {b̃i}
12: Re-detect the target position b∗ ← argmaxb̃i c(b̃i)
13: sTl,l ← (ϕ(b∗, Fl), dTl,l)
14: end if
15: if mod(l, I) = 0 then









In the previous chapter, we proposed action-driven method for visual object tracking.
The proposed action-decision network, ADNet, aims to learn to track a target object
by selecting proper actions according to the states of the target object. However, it is
still very challenging to track the target object when the scene is complex due to severe
occlusions by other similar objects. Figure 4.1 shows examples of complex situation
such as sports scene or crowded scene. The ADNet could not consider the global
situation of the scene, since it takes the local patch feature around the target regardless
the status of the other objects. In the complex scene, it is difficult to understand and
track the movement of the target in a local view because the objects interact with each
other and has complicated moving patterns.
Figure 4.2 shows the failure case due to the interference from other object which
has a similar appearance. The tracker get confused when two similar objects are over-
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Sports Scene Crowded Scene
Figure 4.1: Example of complex and crowded tracking scene.
lapped, therefore, the tracker decides to track the other object. In order to solve this
problem, we develop a multi-agent architecture to consider interactions among the tar-
get object and its neighboring objects. The proposed multi-agent architecture refers to
multi-agent action-decision network (ADNet) in the following. To consider the inter-
action of objects in a complex scene, global context-aware tracking methods have been
proposed for the purpose of single object tracking [16, 17] and multiple object track-
ing [18, 19]. In the proposed multi-agent ADNet, the action-decision network works
as an agent for single object tracking and multiple agents for neighboring objects are
interacting with others.
The proposed multi-agent ADNet is depicted in Figure 4.3. Instead of considering
only the state of the target agent, the multi-agent ADNet learns the policy that deter-
mines an action by considering the states of neighboring agents at the same time. For
the interacted policy learning, an inter-agent communication channel and an additional
policy network are added as shown in Figure 4.3. We propose a novel network archi-
tecture to jointly learn inter-agent policy. To train the multi-agent ADNet, we adopt a
similar strategy to the single-agent action-decision network. At the testing phase, we
also adopt the online adaptation scheme (Section 3.5) to obtain robust performance and
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Tracking failure!
Figure 4.2: Failure to track due to interference from other object with similar appear-




























Figure 4.3: The overall scheme of multi-agent ADNet. For the convenience of expla-
nation, the figure only presents action-decision process for the target agent.
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prevent drift problem. The experiments shows that the proposed multi-agent ADNet
achieves better performance on the challenging sports sequence than the single-agent
version of our method and the state-of-the-art trackers.
In Seciton 4.2, we define the problem of visual tracking with interactions. Seciton 4.3
presents the detailed description of our method. Seciton 4.4 describes the training
method utilizing supervised learning and reinforcement learning.
4.2 Problem Settings
The problem we are trying to solve is to localize the target objects in sequential frames.
In the given frame, several objects are interact with each other by a specific purpose.
In our settings, each individual agent is initialized at the start frame of the object. After
initializing every agent, the tracking process is performed to subsequent frames.
Here we denote notations used for multi-agent ADNet.
• (i): agent index
• (−i): agents except the agent i.
• s(i)t : state of agent i at time step t composed of patch and action dynamics.
• a(i)t : selected action of the agent i.
• o(−i)t : embedded message feature from the states s(−i) of other agents with re-
spect to the geometric relationship between s(i) by the message encoder. Details
are described in Section 4.3.2.1.
• ϕ(·): feature encoder for state s with convolutional neural networks, which is
the same as {conv1-3 and fc4-5} layers of ADNet.
• f(·): fully-connected layers connected to |A|-dim output nodes for the feature
of target state s(i), which is the same as {fc6-7} layers of ADNet.
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• h(·): fully-connected layers connected to |A|-dim output nodes for the message
o(i).
• q(i)t , q
(−i)
t : |A|-dim vector coming out of f and h respectively, to determine the
action a(i)t .
• g(·): fully-connected layers outputs 2-dim vector with softmax layer. Details are
described in Section 4.3.2.2.
• v(i)t , v
(i)





t ; θ): policy parameterized by θ, the state-action probability dis-




• z(i)t : return of agent i, in other word, tracking score of agent (i) at time t used in
reinforcement learning.
We use the same definition of the state, action, state transition function, and reward
in Section 3.2. The state and action are represented as st,l and at,l respectively, for
t = 1, ..., Tl and l = 1, ..., L where Tl is the terminal step at frame l which is the
same as Section 3.2. We omit the subscript l in this chapter, which were also omitted
in Section 3.2. The state is composed of 112 × 112 image patch and 110-dim action




To extend from single-agent method presented in Chapter 3 to multi-agent system, we















Figure 4.4: Baseline independent action-decision network. For the convenience of the
explanation, the action dynamics are omitted in this figure. In real implementation the
state s(i) of agent (i) has an image patch and action dynamics feature.
posed method is independent ADNet, which is inspired by independent-DQN [55]. In
the independent-DQN method, each agent i independently and simultaneously learns
its own Q-function Qi(s, ai; θi). Similarly, the independent ADNet independently de-
termines the action of each agent according to its state, however, the learning algorithm
is the same as in the single-agent case since the interaction among agents is not speci-
fied as in the independent-DQN.
The baseline framework is depicted in Figure 4.4. For the convenience of the ex-
planation, the action dynamics are omitted in this figure. In real implementation the
state s(i) of agent (i) has an image patch and action dynamics feature. As shown in
Figure 4.4, each state s(i)t at time step t is fed into the action-decision network to de-
cide the proper action a(i)t . Then, by the state-transition function, the state is moved to
the next state s(i)t+1.







































Figure 4.5: Inter-agent communication scheme and interacted policy network struc-
ture.. For the convenience of the explanation, the action dynamics are omitted in this
figure.
agents. Each agent selects a proper action to capture the target considering only the
local state, appearance from the image patch and motion information from the action
dynamics. This method successfully performs tracking in situations where the target
objects do not overlap, but tracking often fails when the target object is interfered by
objects with similar appearance. Therefore, we propose a method to learn the policy
of selecting actions by considering the states to other objects at the same time.
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Table 4.1: Detail structure of the multi-agent ADNet. Only convolution layers and
fully-connected layers are described without ReLU layers and Pool layers.
Layer # filters Filter size Stride Pad
ϕ-conv1 96 7× 7× 3 2 0
ϕ-conv2 256 5× 5× 96 2 0
ϕ-conv3 512 3× 3× 256 1 0
ϕ-fc4 512 3× 3× 512 1 0
ϕ-fc5 512 512 1 0
f -fc1 11 512 1 0
f -fc2 2 512 1 0
h-fc 11 512 1 0
Message-fc 512 3× 3× 512 1 0
Selector-fc1 512 1024 1 0
Selector-fc2 2 512 1 0
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4.3.2 Multi-agent Architecture
The proposed multi-agent architecture is depicted in Figure 4.5. The figure shows only
the parts to determine the action of agent i. We denote the other agents, such as j or k,
as (−i). The input of the network is the set of states at time t, {s(1)t , ..., s
(i)
t , ..., s
(N)
t },





t , ..., s
(i)
t , ..., s
(N)






t ; θ), (4.1)
where o(−i)t denotes the message from the other agents s
(−i)
t .




t , ...), are fed into the shared convolutional layers ϕ,
which is the same structure as {conv1-3,fc4-5} of ADNet. The convolutional feature
encoder ϕ outputs 512-dimensional feature vector and connected to 11-dimensional
output nodes through fully-connected layers f . The 11-dimensional output vector rep-
resents primitive action q(i)t .
To aggregate the information of other agents, the message encoder module (Sec-
tion 4.3.2.1) is introduced. The message encoder outputs 512-dimensional aggregated
message o(i)t and the message is fed into fully connected layers h which outputs 11-
dimensional output vector. The 11-dimensional output vector of h represents primitive
action for the other agents q(−i)t .
In the single-agent ADNet, q(−i)t is directly defined as the state-action probability
p(a|s; θ). In contrast, the multi-agent ADNet considers both q(i)t and q
(−i)
t to obtain
the state-action probability. In order to combine the two primitive actions, the action
selector module (Section 4.3.2.2) is proposed. The selector has 2-dimensional output
nodes v(i)t and v
(−i)
t , where each value is multiplied with each primitive action and












where v(i)t and v
(−i)
t are in range [0, 1]. The action of agent i at time t is determined by
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Figure 4.6: Message encoder to aggregate messages from neighboring agents. The tar-
get tracker is denoted by green bounding box and the region-of-interest is represented
as the dashed red line. The neighboring agents are represented as red, blue, and yellow
bounding boxes. Each state is encoded by ϕ and aligned into 3 × 3 grid. Then a mes-
sages from fully connected layer is connected to output layer yielding 512-dimensional
message vector.
the above process, and the actions of other agents are also determined in the same way.
That is, all the network parameters of feature encoder, message encoder, and selector
are shared by all agents.
Table 3.1 shows the detailed structure of the proposed multi-agent ADNet. The
feature encoder ϕ has 5 layers ϕ-{conv1-3,fc4-5}, f has 2 layers f -{fc1,fc2}, h has
a layer h-fc, the message encoder has a layer Message-fc , and the action selector
has two layers Selector-{fc1,fc2}. The f -{fc2} has the same operation as fc7 layer
of single-agent ADNet (Section 3.4.1) to obtain the confidence score of the tracking












Figure 4.7: Action selector of multi-agent ADNet.
4.3.2.1 Message Encoder
The proposed message encoder is presented in Figure 4.6. As shown in the figure, the
512-dimensional features are computed using ϕ for each state. In message encoder, we
only consider the agents within the region-of-interest (ROI) of the target agent since
the target agent has little interaction with far away agents. The ROI is obtained by
expanding the size of the target bounding box by 1.5 times. The encoded feature using
ϕ of the agents inside the ROI is aligned to the 3 × 3 grid considering the geometric
relation with the target. If there are several agents in a grid area, the closest one with
the target is chosen. The aligned feature is 3 tensor and connected to fully connected
layer (Message-fc) which outputs the encoded message o(i)t .
4.3.2.2 Action Selector
The action selector module is depicted in Figure 4.7. The action selector determines
the proper action between the primitive actions q(i)t and q
(−i)
t . Since we need to make




t ) and o
(−i)
t for the target state and the neighbor states respectively. The inputs
ϕ(s
(i)
t ) and o
(−i)
t are concatenated to 1024-dimensional vector and the output is 2-
dimensional vector through two fully connected layer (Selector-{fc1-2}) and softmax
layer.
Therefore, the 2-dimensional output, v(i)t and v
(−i)
t , have values between 0 and 1
with a sum of 1. The output values v(i)t and v
(−i)
t are used to determine the final action
as Eq.(4.2). The primitive actions, q(i)t and q
(−i)






4.4 Training Methods for Multi-agent ADNet
The proposed training method consists of two-step process that first pretrains the net-
work weights using supervised learning and fine-tunes using reinforcement learning as
in the single-agent ADNet (Section 3.4). We describe the supervised Learning method
in Section 4.4.1 and the reinforcement learning method in Section 4.4.2.
4.4.1 Training Multi-agent ADNet with Supervised Learning
Even though end-to-end learning of the multi-agent ADNet is possible, but we train
the network with three steps: learning of object features, learning for message encoder,
and learning for action selector.
Here we describe the training method of ϕ and f . The network layers of ϕ and f in
Multi-agent ADNet are the same as single-agent ADNet, so we train ϕ and f with the
same way in Section 3.4.1. That is, the network is trained to learn action q(i)t for input
state s(i)t with supervised manner. In this process, agent index (i) is omitted because
the relationship between agents is not considered. In addition, f -fc2 layer is trained
in this step, which computes the confidence score for the tracking status. f -fc2 layer









j as the input state, ground truth action, and the ground truth class label. The loss




















where ô(act)j and ô
(cls)
j are the predicted action and class label obtained by f -fc and
f -fc2, respectively.
4.4.1.1 Training of Message Encoder
In this step, the fully-connected layers, Message-fc and h, are trained while the pa-
rameters of ϕ and f are freezing. The training samples are denoted by {nj , y(act)j },
where nj (∈ R3×3×512) denotes the aligned feature of neighboring agents and y(act)j
the ground truth action. The ground truth action y(act)j is obtained by selecting the
action that yields to maximize IoU with the ground truth position from the previous











where ŷ(act)j is the predicted action of j-th agent and m is the size of training minibatch.
4.4.1.2 Training of Action Selector
While training the weights of selector layers Selector-fc1 and Selector-fc2, the pre-
trained layers ϕ, f , h, and Message-fc are freezing. Training samples are {si, ni, y(sel)i },
where si and ni are the target agent state and neighboring agent state. The ground truth
label y(sel)i is assigned to 1 when the primitive action of the target state is selected, that
is, the action predicted from target state has better IoU with ground truth position than
the action predicted from the neighboring states.
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where ŷ(sel)j is predicted selection and m is the size of training minibatch.
4.4.2 Training of Multi-agent ADNet with Reinforcement Learning
After training the supervised learning, the network is fine-tuned by reinforcement
learning. The detail algorithm is described in Algorithm 7. The weights for multi-
agent ADNet, including ϕ, f, h, Message-fc, and Selector-{fc1-2}, are initialized with
the pretrained weights. At each tracking simulation, a tracking sequences of length L
is randomly selected. Through tracking simulation, the states and actions can be ob-
tained by the policy p(a|s, o; θ) for each agent. After the tracking simulation is done,
the tracking score z(i)t,l is computed by Eq.(3.6). The network weights θ is updated by


















· z(i)t,l . (4.6)
4.5 Online Adaptation in Tracking
The multi-agent ADNet is updated in online manner during tracking as similar in Sec-
tion 3.5. The online adaptation can make the tracking algorithm more robust against
the problem of illumination change or deformation. The action-decision layers f aim
to choose the proper action to capture the target by the appearance and the action
dynamics. Since message encoder and the action selector aim to understand the inter-
action among agents, the online adaptation updates the action-deciding layers of the
target agent f while the other layers are freezing.
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At the initial frame, the ground truths of all the tracking targets are given. Then
training samples are generated using the initial target position and the feature extrac-
tor f of each agent is fine-tuned using the training samples. After the initialization,
tracking is performed by the proposed multi-agent ADNet tracker. When the confi-
dence score of the estimated target state is above 0.5, the training samples are stored
to update the target tracker similarly to Section 3.5. For every 10 frames, the online
adaptation is conducted using the stored samples. Also, re-detection procedure is also
performed to recover the lost target using Eq.(3.16). Parameters used in online adap-
tation are set to the same as single-agent ADNet.
4.6 Implementation Details
4.6.1 Pretraining
At pretraining phase, the ground truth bounding boxes of the target for all frames
are given. In each frame, we generate the training samples to train the network with
supervised manner. The training samples are generated using Gaussian distribution
whose mean is zero and covariance matrix is diag((0.3w)2, (0.3h)2, (0.1w)2, (0.1h)2)
by adding to the ground truth position. When pretraining the network, we draw 250
samples in each target. We set the learning rate to 0.0001 for the convolutional layers
of ϕ and 0.001 for fully-connected layers of ϕ. The proposed network is trained by
stochastic gradient descent method and we set the momentum to 0.9, weight decay to
0.0005, and mini-batch size to 128.
4.6.2 Online Adaptation
For online adaptation, the fully-connected layers of ϕ for each target are only trained
with learning rate 0.001. The network is fine-tuned with 300 iterations at the first frame
and 30 iterations for the online adaptations. The online adaptation is conducted for
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every 10 frames and the training data are sampled from the stored samples during the
past 20 frames. For the re-detection, we draw 256 target position candidates. In the
online adaptation, 3000 samples are used in the first frame, and 250 samples are used
in the frame whose confidence is above 0.5 during tracking.
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Algorithm 7 Training multi-agent ADNet with reinforcement learning.
Input: Pre-trained multi-agent ADNet θSL, Training sequences {Fl} and ground
truths {G(i)l }
Output: Trained multi-agent ADNet weights θ
1: Initialize θ with θSL
2: repeat
// Tracking simulation





l = 1, ...,L
4: for frame index l = 1 to L do
5: for agent i = 1 to Na do
6: if l is 1 then









10: {s(i)t,l }t=1,...,Tl , {a
(i)








// Compute tracking scores
14: Compute {z(i)t,l } with {s
(i)
t,l } and {G
(i)



















16: until θ converges
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Algorithm 8 Tracking Procedure of Multi-agent ADNet.















6: Set next state s(i)t+1,l by state-transition function
7: t← t+ 1
8: until s(i)t,l is a terminal state
9: Set termination step Tl ← t







5.1 Action-Driven Visual Tracking
In this section, we validated the action-decision network (ADNet) proposed in Chap-
ter 3. The ADNet aims to solve the problem of visual object tracking, that is, the
tracking objective is a single target tracking. The experiments were conducted on the
following specifications: i7-4790K CPU, 32 GB RAM, and GTX TITAN X GPU using
MATLAB2016b and MatConvNet toolbox [61]. In our settings, ADNet and ADNet-
fast run at 3 fps and 15 fps on the GPU, respectively.
In the followings, Section 5.1.1 describes the dataset used to evaluating the pro-
posed method. In Section 5.1.2, we validated the effectiveness of ADNet by demon-
strating various self-comparisons. In Section 5.1.3, we remarked the experimental re-
sults. Section 5.1.4, we evaluated the ADNet on the popular visual tracking bench-
marks, Object Tracking Benchmark (OTB) [10,62], comparing with existing trackers.
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Table 5.1: Sequence Attributes of OTB Dataset. Descriptions are from the original
paper [10].
Attributes Description
Illumination Variation The illumination in the target region
is significantly changed
Scale Variation The ratio of the bounding boxes of the
first frame and the current frame is out of range.
Occlusion The target is partially or fully occluded
Deformation Non-rigid object deformation
Motion blur The target region is blurred due to
the motion of the target or the camera
Fast Motion The motion of the ground truth is larger
than tm pixels (tm = 20)
In-Plane Rotation The target rotates in the image plane
Out-of-Plane Rotation The target rotates out of the image plane
Out-of-View Some portion of the target leaves the view
Background Clutters The background near the target has similar
color or texture as the target
Low Resolution The number of pixels inside the
ground-truth bounding box is less than tr(tr = 400)
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5.1.1 Datasets
We evaluated our method on two OTB datasets: OTB-50 [62], which has 50 video
sequences, and OTB-100 [10], which has 100 video sequences including OTB-50.
The videos in the OTB datasets have various attributes, including illumination varia-
tion, scale variation, occlusion, deformation, motion blur, fast motion, in-plane rota-
tion, out-of-plane rotation, out-of-view, background clutters, and low resolution, which
represent the challenging aspects in visual tracking. The detailed descriptions are pre-
sented in Table 5.1. In order to pre-train ADNet, we used 360 training videos from
VOT2013 [63], VOT2014 [15], VOT2015 [22], and ALOV300 [21], in which videos
overlapping with OTB-50 and OTB-100 were excluded.
The tracking performance was measured by conducting a one-pass evaluation (OPE)
based on two metrics: center location error and overlap ratio [62]. The OPE is an eval-
uation way that initializes with the ground truth position in the first frame and runs
a tracker throughout a test sequence. The center location error measures the distance
between the center of the tracked frame and the ground truth and the bounding box
overlap ratio measures the Intersection-over-Union (IOU) ratio between the tracked
bounding box and the ground truth.
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Figure 5.1: Self-comparison results of experiments on OTB-100. The scores in the
legend indicate the mean precisions when the location error threshold is 20 pixel for
the precision plots and area-under-curve (AUC) for the success plots.
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5.1.2 Self-comparison
To verify the effectiveness of the components of ADNet, we conducted four variants of
ADNet and evaluated them using OTB-100. We first conducted the baseline ‘’‘ADNet-
init”, which is not pre-trained and simply uses the initial parameters. In ADNet-init, the
parameters of convolutional networks (conv1-3) are initialized with the VGG-M [59]
model, and the fully-connected layers (fc4-7) are initialized with random noises. “AD-
Net+SL” is the pre-trained models with supervised learning using fully labeled frames
of the training sequences. “ADNet+SS” is trained using partially labeled data in the
semi-supervised (SS) settings. In the training of ADNet+SS, the ground truth anno-
tation is provided only every 10 frames. Then we conducted “ADNet+SL+RL” and
“ADNet+SS+RL” by training ADNet+SL and ADNet+SS using reinforcement learn-
ing (RL), respectively. ADNet+SL+RL is the final version of the proposed method.
The precision and success rate of the self-comparisons are illustrated in Figure 5.1.
By conducting SL, ADNet+SL and ADNet+SS achieved 3.6% and 2.6% improvement
in precision performance improvement, respectively, compared to ADNet-init. In the
semi-supervised case, the precision is 1.0% lower than that in the supervised case be-
cause of the lack of ground truth annotations. When conducting RL, ADNet+SL+RL
and ADNet+SS+RL gained 1.9% and 1.0% additional improvement in precision per-
formance to ADNet+SL and ADNet+SS, respectively. The results show that the RL
can improve performance not only the semi-supervised case but also the supervised
case.
5.1.3 Analysis
5.1.3.1 Movement Step Size
Since the action of our decision process is defined in discrete space, the tracker moves
with a discrete amount of step size. The movement step size, which determines how
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Table 5.2: Experimental results with three movement sizes (2%, 3%, and 4%) on OTB-
100 dataset.




much to move by an action, has a trade-off between computational complexity and
tracking accuracy. If the size is too small, the number of iterations to capture the target
increases and the tracker may not cope with fast motion of the target. In contrast, if
it is too large, the accuracy is not precise when the tracking action is terminated by
the stop action. In this work, the movement size was determined in proportion to the
object size to control the number of iterations regardless of the size of the target and
was empirically set to 3% of the width and height of the current target.
Table 5.2 shows the experiments on the OTB-100 dataset to examine the tracking
precision when changing the movement step size to 2%, 3%, and 4% of the width
and height. As shown in Table 5.2, tracking speed gets higher when the step size is
increasing and the tracking accuracy gets degradations when the step size is smaller
(2%) or larger (4%) than the selected step size 3%.
5.1.3.2 Action Dynamics Vector
The goal of the action dynamics vector is to consider the movement dynamics of the
target object by utilizing the past actions when deciding the current action. As de-
scribed in Section 3.2, the action dynamics vector is encoded by concatenating past
10 actions dt,l ∈ R110 and the network output has 11-dimensional action probability.




Figure 5.2: Analysis of the network weights of action dynamics vector to decide the
current action. (a) The squared weight values from action dynamics (110-dim) to ac-
tion outputs (11-dim). (b) The first action block of the weights. (c) The sum of squares
of the weight values for action dynamics.
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fc6 layer can be represented as a matrix Wdyn ∈ R110×11. To investigate the effect
of the action dynamics feature on the current action, we plotted the squared values of
Wdyn in Figure 5.2 (a) where higher values are indicated by brighter colors and lower
values by darker ones. The x-axis denotes the index of the action dynamics vector and
the y-axis denotes the index of the output action node. In Figure 5.2 (a), the 11 by 11
blocks corresponding to 10 actions in the past are shown, where each block indicates
the effect of the past action on the action output.
For more detailed analysis, we plotted the first block ofWdyn, corresponding to the
action just before the current state in Figure 5.2 (b). The x-axis and y-axis respectively
represent the past and current action. For example, the first row denotes the connected
weights from the past action to select the ‘left’ action. The higher diagonal elements
indicates that the existence of the same action in the past plays an important role to
determine the current action. From the first row, the weight connected to the previous
‘right’ action also has a high value to select the ‘left’ action in the current step. In other
word, to select an action, the selection of the opposite action in the previous state also
has an important role.
In addition, we measure the influence of the past action by summing the elements
in each block of Wdyn as follows,




where Wdyn[k] denotes the kth block of the matrix Wdyn. The influence of the past
action is plotted in Figure 5.2 (c). The influence value is decreasing when the element
index of the action dynamics is increasing in x-axis, that is, the more past action has
the weaker influence to decide the current action.
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Number of actions per frame
(a)
Number of actions per frame
(b)
Figure 5.3: Histograms of the number of moves per frame in (a) and the number of
selections for each action in (b) in the test sequences.
5.1.3.3 Efficiency of the Searching Strategy
Figure 5.3 shows the histograms of the number of moves per frame and the number of
selections for each action in the test sequences. As shown in Figure 5.3 (a), the ratio
of the frames requiring more than five actions to capture the target to the whole frames
was only around 7%. That is, most of the frames require fewer than five actions to pur-
sue the target in each frame. The proposed tracker occasionally conduct re-detection,
and the ratio of the frames using re-detection to the whole frames is around 9%. The
average number of searching steps including the required actions and the candidates
by re-detection is 28.26 per frame, which is much smaller than that of state-of-the-art
trackers such as MDNet [13](= 256 per frame).
We also plot how many times each action was selected during the test sequences
in Figure 5.3 (b). With the movement size and action types defined by the proposed
method, the numbers of selected actions are uniformly distributed except stop action.
The number of selection of stop action is much higher than others since stop action is
always selected at each frame.
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Figure 5.4: Searching strategy comparison between the existing tracking-by-detection
approach [13] (second column) and the proposed method (third column) on the Deer
and Jogging-1 sequences.
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Table 5.3: Summary of experiments on OTB-100.
Algorithm Prec.(20px) IOU(AUC) FPS GPU
ADNet 88.0% 0.646 2.9 O
ADNet-fast 85.1% 0.635 15.0 O
Non real-time
MDNet [13] 90.9% 0.678 < 1 O
C-COT [25] 90.3% 0.673 < 1 O
DeepSRDCF [24] 85.1% 0.635 < 1 O
HDT [64] 84.8% 0.564 5.8 O
MUSTer [8] 76.7% 0.528 3.9 X
Real-time
MEEM [65] 77.1% 0.528 19.5 X
SCT [9] 76.8% 0.533 40.0 X
KCF [7] 69.7% 0.479 223 X
DSST [6] 69.3% 0.520 25.4 X
GOTURN [31] 56.5% 0.425 125 O
Figure 5.4 qualitatively illustrates the efficiency of the proposed method pursuing
the target by sequential actions, compared to the existing tracker based on tracking-
by-detection strategy [13]. The second row plots the results of tracking-by-detection
method and the green, red, and blue boxes denote the previous target position, the
current target position, and the generated target candidates respectively. The third row




Figure 5.5: Precision and success plots on OTB-50 [62] and OTB-100 [10]. Only the
top 10 trackers are presented.
5.1.4 State-of-the-art Comparison
We compared ADNet in a comprehensive comparison with 13 state-of-the-art track-
ers including MDNet [13], C-COT [25], GOTURN [31], HDT [64], DeepSRDCF [24],
SINT [30], FCNT [29], SCT [9], MUSTer [8], CNN-SVM [12], MEEM [65], DSST [6],
and KCF [7]. We evaluated the GOTURN tracker [31] on the OTB dataset using the
author’s code.
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Figure 5.5 shows the plots of precision and success rate based on center loca-
tion error and overlap ratio respectively and Table 5.3 summarizes the comparison of
tracking performance with computational speed (fps) and GPU usage. The proposed
method shows comparable performance with the state-of-the-art trackers, MDNet [13]
and C-COT [25] in both precision and success rate. The proposed method is much
efficient in computation, where ADNet is about three times faster than MDNet and
C-COT. ADNet-fast, the fast version of ADNet, has a 3% performance degradation
but runs in real-time (15 fps) and shows performance comparable with those of other
CNN-based trackers such as DeepSRDCF [24] and HDT [64]. As shown in Table. 5.3,


























































































































































Figure 5.6 shows the tracking performance on various challenging tracking situa-
tions such as background clutter, fast motion, deformation, etc. The proposed methods,
ADNet and ADNet-fast, demonstrate robust tracking performance to handle the chal-
lenging situations where high-level semantics and contextual information are required.
5.1.5 Qualitative Results
The qualitative results of the proposed method are illustrated in Figure 5.7. The results
compare the proposed method (ADNet-fast) with the real-time state-of-the-art track-
ers, GOTURN [31], MEEM [65], KCF [7], and SCT [9]. The results show the robust-
ness of the trackers in the challenging sequences where the scale variation, illumination
change, occlusion, and deformation are appeared. We plotted critical frames in the test
sequences where the proposed tracker successfully capture the target while the other
trackers often fail to track. The existing real-time state-of-the-art trackers have diffi-
culty to track in the complex scene as in the Figure 5.7 since they use lightweight fea-
tures or simple tracking models to obtain fast speed. In contrast, the proposed method
can achieves satisfactory tracking performance as well as real-time speed since an ef-
ficient action-driven search strategy is adopted even for relatively complicated deep
networks.
Figure 5.8 presents a few failure cases of the proposed method. ADnet failed to fol-
low the abrupt movement of the target in Ironman sequence, and the proposed actions
could not adapt to the dramatic aspect ratio change in Diving sequence.
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ADNet-fast GOTURN MEEM KCF SCT
Figure 5.7: Qualitative results of the proposed method. The test sequences are Ironman,




Figure 5.8: Failure cases of the proposed method on Ironman and Diving sequences.











































































































































































































































































































Figure 5.9 and Figure 5.10 illustrate examples of the sequential actions selected
by the proposed method. The first column shows the target position in the previous
frame and the second column shows the current position of the target. The bounding
box flows from the previous position (blue) to the captured target position (red) are
shown in the third column. In the remaining part of Figures 5.9 and 5.10, the sequential
transitions of the state and the corresponding actions are represented by the image
patches and the action symbols. In the sequential state transition, we can see that the
agent selects proper actions to capture the target in each state.
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5.2 Interacted Action-Driven Tracking
In this section, we evaluated the multi-agent ADNet for interacted action-driven track-
ing proposed in Chapter 4. The proposed multi-agent ADNet aims to track the target
objects in a complex scene with considering of the movements of other objects. We
compared the multi-agent ADNet with the baseline, adopting multiple independent-
ADNet and the state-of-the-art tracking method.
5.2.1 Datasets
We evaluated our method on APIDIS dataset [66] which has 7 videos sequences
with total 10,500 frames of basketball scene including various interacting movements
among many players. All the objects such as balls, referees, and players in the frames
are fully annotated by human. As shown in Figure 5.11, the videos in the APIDIS
dataset are challenging for visual tracking task due to severe occlusions and deforma-
tions. The videos captured the scene playing basketball using 7 different camera views.
To avoid overfitting problem, training set and the test set were fully disjointed, where
we selected 441 frames of cam6 as the training set and 615 frames of cam1 as the test
set. The selected 1056 frames have about 10 basketball players moving with mutual
interactions.
To evaluate the proposed method, we split the test frames as 30 sequences whose
length are 100 frames with temporal overlapping. Therefore, the proposed method is
evaluated using 30 test sequences where the number of target objects are about 10
at each sequence. The tracking performance was measured by conducting a one-pass
evaluation (OPE) based on two metrics: center location error and overlap ratio [62].
The OPE is an evaluation way that initializes the tracking position with the ground
truth in the first frame and runs a tracker throughout a test sequence. The center lo-
cation error measures the distance between the center of the tracked frame and the
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APIDIS Dataset
Figure 5.11: APIDIS dataset example frames. Left: #345 frame of cam6, Right: #843
frame of cam1.
ground truth and the bounding box overlap ratio measures the Intersection-over-Union
(IOU) ratio between the tracked bounding box and the ground truth.
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Table 5.4: Experiments with various ROI ratio.





Table 5.5: Summary of experiments on APIDIS dataset.
Algorithm Precision (20px) IoU (AUC) Proc. time (sec/frame)
MAADNet 75.0 51.0 2.5
i-ADNet 68.8 46.1 2.3
i-MDNet [13] 68.9 46.5 8.3
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5.2.2 Self Comparison
We investigate the effect of ROI ratio in the message encoding module. Table 5.4
shows the results of precision and IOU when changing the ROI ratio from 0.5 to 2.5.
The size of ROI can be obtained by multiplying the size of the target position with the
ROI ratio.
As shown in Table 5.4, increasing ROI ratio can improve the tracking performance.
However, when the ROI ratio is over 2.0, the performance degrades. Since the message
encoder aligns the messages by 3 × 3 grid, it is difficult to understand the state of
surrounding objects by setting too wide ROI area. Therefore, we empirically choose
the ROI ratio 1.5 for the experiments.
5.2.3 Quantitative Results
In this section, we compared the multi-agent ADNet with the single-agent ADNet
and MDNet [13] which achieved the state-of-the-art tracking performance in a single
target tracking. Since ADNet and MDNet [13] aim to track a single object target, the
methods are performed in a parallel manner on the test sequences. We referred them
as ‘isolated-ADNet’ and ‘isolated-MDNet’.
Figure 5.12 and Table 5.5 show the results of average precision and success rate
for multiple targets based on center location error and overlap ratio respectively. The
isolated trackers, i-ADNet and i-MDNet, are not much different in performance. The
proposed method, multi-agent ADNet (MA-ADNet), achieved better performance than
the isolated state-of-the-art trackers, with improvement about 6%. The MAADNet has
inter-agent communications which plays an important role when objects are inter-
fered by each other as shown in APIDIS dataset. The processing time of the interacted
tracker, i-ADNet, and i-MDNet are 2.3, 2.5, and 8.3 seconds per frame, respectively.
We can see that the multi-agent ADNet has little loss of overall tracking speed even
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considering the interaction among agents. That is, the message encoder and the action
selector modules do not have a significant impact on overall speed and rather promote
the tracking actions with the help of neighboring agents.
5.2.4 Qualitative Results
Figure 5.13 shows the examples of selected actions by considering the interactions
among agents. The current target positions are indicated by green boxes and the ground
truths are represented as red boxes. We plotted the action from the target agent, which
is denoted by ‘T-Action’, and the action from the neighboring agents, which is denoted
by ‘N-Action’. By the action selector of the proposed MA-ADNet tracker, the finally
selected actions is indicated by blue boxes. In Figure 5.13, the examples of the first
row show that the action selector successfully decides the right actions. We also plotted
some failure cases of the action selector on the second row in Figure 5.13 where the
action selector was confused and made wrong selection.
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Figure 5.12: Precision and success plots on APIDIS dataset. We plotted the experi-
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Figure 5.13: Examples of selected actions by considering the interactions among
agents. The green boxes indicate the current target position and the red boxes the
ground truth target positions. We plotted the two actions, ‘T-Action’ and ’N-Action’,
which represent the action from target agent and the action from other agents, respec-
tively. The action selected by the action selector module is indicated by blue boxes.
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Initial frames Interfering Tracking results
Figure 5.14: Qualitative results on APIDIS dataset. The blue and red bounding boxes
represent the position of tracker, indep-ADNet and multi-agent ADNet, respectively.
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Figure 5.14 shows the qualitative results of the proposed method. The tracking re-
sults of the proposed method are denoted by blue bounding boxes and the red bounding
boxes represents the results of the isolated ADNet. The first column shows the initial
frames and the second column highlights the moment of interference by neighborhood
objects. The last column shows the tracking results after the interference and the re-
sults shows that the proposed method maintains the tracking targets while the isolated






In this dissertation, we have proposed a novel action-driven method using deep con-
volutional networks for visual tracking. The proposed tracker is controlled by action-
decision network (ADNet), which pursues the target object by sequential actions iter-
atively. To the best of our knowledge, it is the first attempt to adopt the action-driven
tracking strategy controlled by pursuing actions trained by deep reinforcement learn-
ing. Action-driven tracking makes a significant contribution to the reduction of compu-
tation complexity in tracking. In addition, the reinforcement learning makes it possible
to use the partially labeled data, which could greatly contribute to building of training
data with little effort. According to the evaluation results, the proposed tracker achieves
a state-of-the-art performance in 3 fps, which is three times faster than the traditional
deep network-based trackers employing a tracking-by-detection strategy. Furthermore,
the fast version of the proposed tracker achieves a real-time speed (15 fps), by adjust-
ing meta-parameters of the ADNet, with accuracy that outperforms state-of-the-art
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real-time trackers.
We also extend the action-driven tracker to a multi-agent architecture composed of
interacted multiple trackers, which aims to deal with the interaction among multiple
objects. Each tracker in the multi-agent architecture determines an action to capture
the target by considering the target object and its neighboring objects at the same time.
The multi-agent architecture is designed to learn the policy to determine joint actions
of multiple agents utilizing deep reinforcement learning. To encode the contextual
information of neighboring objects and determine appropriate actions, we newly pro-
posed the message encoder and the action selector. This allows performing interacted
action for tracking with the advantage of the action-driven tracking method. The exper-
imental results show that the proposed method achieved the better performance than
conventional trackers in complex scenes where several objects are interfering.
6.2 Future Works
The action-driven approach proposed in this dissertation is faster and more efficient
than other deep network-based tracking methods. The proposed tracker achieved the
real-time performance in the single agent case, but in the multi-agent case, the real-
time performance is not achieved. In real-world applications, such as autonomous driv-
ing, visual surveillance, or analysis of crowd people, multiple target tracking is a crit-
ical problem. Moreover, since it is hard to know the information about the objects ap-
pearing and disappearing from the sequences, the help of the object detector is needed
to track robustly in situations where the number of objects is changing. In recent years,
fast and accurate object detectors, such as SSD [67] or YOLO detector [68], have been
developed and they enable real-time multiple object detection. Therefore, for the fu-
ture work, it is interesting to work for real-time multiple object tracking scheme which
maintains the effectiveness of action-driven approach with the help of real-time multi-
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object detection methods. In addition, our final goal is to develop a new deep learning
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[18] X. Wang, E. Türetken, F. Fleuret, and P. Fua, “Tracking interacting objects opti-
mally using integer programming,” in European Conference on Computer Vision.
Springer, 2014, pp. 17–32.
[19] ——, “Tracking interacting objects using intertwined flows,” IEEE transactions
on pattern analysis and machine intelligence, vol. 38, no. 11, pp. 2312–2326,
2016.
[20] H. Yang, L. Shao, F. Zheng, L. Wang, and Z. Song, “Recent advances and trends
in visual tracking: A review,” Neurocomputing, vol. 74, no. 18, pp. 3823–3831,
2011.
[21] A. W. Smeulders, D. M. Chu, R. Cucchiara, S. Calderara, A. Dehghan, and
M. Shah, “Visual tracking: An experimental survey,” IEEE Transactions on Pat-
tern Analysis and Machine Intelligence, vol. 36, no. 7, pp. 1442–1468, 2014.
101
[22] M. Kristan, J. Matas, A. Leonardis, and Felsberg, “The visual object tracking
vot2015 challenge results,” in Proceedings of the IEEE International Conference
on Computer Vision Workshops, 2015, pp. 1–23.
[23] J. Choi, H. Jin Chang, S. Yun, T. Fischer, Y. Demiris, and J. Young Choi, “Atten-
tional correlation filter network for adaptive visual tracking,” in Proceedings of
the IEEE Conference on Computer Vision and Pattern Recognition, 2017.
[24] M. Danelljan, G. Hager, F. Shahbaz Khan, and M. Felsberg, “Convolutional fea-
tures for correlation filter based visual tracking,” in Proceedings of the IEEE
International Conference on Computer Vision Workshops, 2015, pp. 58–66.
[25] M. Danelljan, A. Robinson, F. Shahbaz Khan, and M. Felsberg, “Beyond corre-
lation filters: Learning continuous convolution operators for visual tracking,” in
ECCV, 2016.
[26] N. Wang and D.-Y. Yeung, “Learning a deep compact image representation for
visual tracking,” in Advances in neural information processing systems, 2013, pp.
809–817.
[27] H. Li, Y. Li, and F. Porikli, “Robust online visual tracking with a single convo-
lutional neural network,” in Asian Conference on Computer Vision. Springer,
2014, pp. 194–209.
[28] ——, “Deeptrack: Learning discriminative feature representations online for ro-
bust visual tracking,” IEEE Transactions on Image Processing, vol. 25, no. 4, pp.
1834–1848, 2016.
[29] L. Wang, W. Ouyang, X. Wang, and H. Lu, “Visual tracking with fully con-
volutional networks,” in Proceedings of the IEEE International Conference on
Computer Vision, 2015, pp. 3119–3127.
102
[30] R. Tao, E. Gavves, and A. W. Smeulders, “Siamese instance search for tracking,”
arXiv preprint arXiv:1605.05863, 2016.
[31] D. Held, S. Thrun, and S. Savarese, “Learning to track at 100 fps with deep
regression networks,” arXiv preprint arXiv:1604.01802, 2016.
[32] V. Mnih, N. Heess, A. Graves et al., “Recurrent models of visual attention,” in
Advances in neural information processing systems, 2014, pp. 2204–2212.
[33] A. Gonzalez-Garcia, A. Vezhnevets, and V. Ferrari, “An active search strategy
for efficient object class detection,” in Proceedings of the IEEE Conference on
Computer Vision and Pattern Recognition, 2015, pp. 3022–3031.
[34] D. Yoo, S. Park, J.-Y. Lee, A. S. Paek, and I. So Kweon, “Attentionnet: Aggre-
gating weak directions for accurate object detection,” in Proceedings of the IEEE
International Conference on Computer Vision, 2015, pp. 2659–2667.
[35] J. C. Caicedo and S. Lazebnik, “Active object localization with deep reinforce-
ment learning,” in Proceedings of the IEEE International Conference on Com-
puter Vision, 2015, pp. 2488–2496.
[36] S. Mathe, A. Pirinen, and C. Sminchisescu, “Reinforcement learning for visual
object detection,” in Proceedings of the IEEE Conference on Computer Vision
and Pattern Recognition, 2016, pp. 2894–2902.
[37] Y. Xiang, A. Alahi, and S. Savarese, “Learning to track: Online multi-object
tracking by decision making,” in Proceedings of the IEEE International Con-
ference on Computer Vision, 2015, pp. 4705–4713.
[38] M. Everingham, L. Van Gool, C. K. I. Williams, J. Winn, and A. Zisserman, “The
pascal visual object classes (voc) challenge,” International Journal of Computer
Vision, vol. 88, no. 2, pp. 303–338, Jun. 2010.
103
[39] R. S. Sutton, Introduction to reinforcement learning, vol. 135.
[40] V. Mnih, K. Kavukcuoglu, D. Silver, A. Graves, I. Antonoglou, D. Wierstra, and
M. Riedmiller, “Playing atari with deep reinforcement learning,” arXiv preprint
arXiv:1312.5602, 2013.
[41] H. Van Hasselt, A. Guez, and D. Silver, “Deep reinforcement learning with dou-
ble q-learning,” CoRR, abs/1509.06461, 2015.
[42] D. Silver, G. Lever, N. Heess, T. Degris, D. Wierstra, and M. Riedmiller, “Deter-
ministic policy gradient algorithms,” in ICML, 2014.
[43] D. Silver, A. Huang, C. J. Maddison, A. Guez, L. Sifre, G. Van Den Driessche,
J. Schrittwieser, I. Antonoglou, V. Panneershelvam, M. Lanctot et al., “Mastering
the game of go with deep neural networks and tree search,” Nature, vol. 529, no.
7587, pp. 484–489, 2016.
[44] Z. Wang, N. de Freitas, and M. Lanctot, “Dueling network architectures for deep
reinforcement learning,” arXiv preprint arXiv:1511.06581, 2015.
[45] S. Gu, T. Lillicrap, I. Sutskever, and S. Levine, “Continuous deep q-learning with
model-based acceleration,” arXiv preprint arXiv:1603.00748, 2016.
[46] R. J. Williams, “Simple statistical gradient-following algorithms for connection-
ist reinforcement learning,” Machine learning, vol. 8, no. 3-4, pp. 229–256, 1992.
[47] T. P. Lillicrap, J. J. Hunt, A. Pritzel, N. Heess, T. Erez, Y. Tassa, D. Silver,
and D. Wierstra, “Continuous control with deep reinforcement learning,” arXiv
preprint arXiv:1509.02971, 2015.
[48] D. Jayaraman and K. Grauman, “Look-ahead before you leap: end-to-
end active recognition by forecasting the effect of motion,” arXiv preprint
arXiv:1605.00164, 2016.
104
[49] M. Tan, “Multi-agent reinforcement learning: Independent vs. cooperative
agents,” in Proceedings of the tenth international conference on machine learn-
ing, 1993, pp. 330–337.
[50] L. Panait and S. Luke, “Cooperative multi-agent learning: The state of the art,”
Autonomous agents and multi-agent systems, vol. 11, no. 3, pp. 387–434, 2005.
[51] C. Zhang and V. Lesser, “Coordinating multi-agent reinforcement learning with
limited communication,” in Proceedings of the 2013 international conference
on Autonomous agents and multi-agent systems. International Foundation for
Autonomous Agents and Multiagent Systems, 2013, pp. 1101–1108.
[52] T. Kasai, H. Tenmoto, and A. Kamiya, “Learning of communication codes in
multi-agent reinforcement learning problem,” in Soft Computing in Industrial
Applications, 2008. SMCia’08. IEEE Conference on. IEEE, 2008, pp. 1–6.
[53] J. Foerster, Y. M. Assael, N. de Freitas, and S. Whiteson, “Learning to com-
municate with deep multi-agent reinforcement learning,” in Advances in Neural
Information Processing Systems, 2016, pp. 2137–2145.
[54] H. He, J. Boyd-Graber, K. Kwok, and H. Daumé III, “Opponent modeling in deep
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