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Abstract
One of the defining features of Alzheimer’s disease (AD) is the increased cleavage of the
amyloid precursor protein (APP), causing abnormally high levels of the aggregation form
of amyloid beta (Aβ ). Many studies have shown that both AD patients and AD mice
models exhibit abnormal network activity, including hypersynchronous excitatory neuron
behavior, altered brain rhythms, and in some instances epileptic seizures when exposed to
high levels of Aβ . In particular, strong experimental evidence suggests that it is the small
globular amyloid oligomers (gOs) and curvilinear fibrils (CFs) rather than the more stable,
late stage rigid fibrils (RFs) that cause cytotoxicity. Half-time scaling analysis implies that
gOs/CFs grow along a separate pathway (off-pathway) and do not facilitate RF growth.
However, whether these two species of Aβ interact directly or through the competition for
available monomers is still incompletely understood. In the first part of this work we present
a self-assembly model to recreate RF assembly under initial conditions that do and do not
facilitate gOs/CFs growth, for both hen egg white lysozyme (HewL) and Aβ aggregation.
The model presented in this work recreates many of the salient experimental features such as
a salt concentration dependent boundary below which gOs/CFs growth does not occur. In
addition, the results of our model, as well as others, require primary and secondary nucleation
rates vary nonlinearly with respect to initial monomer concentration, suggesting the existence
of growth mechanisms not present in popular protein aggregation models. Finally, nonlinear
variation of growth kinetics as well as half-time scaling analysis of experimental results
suggests that the presence of gOs/CFs inhibit the growth of RFs.
In the next part of this work we examine how Aβ changes the intrinsic properties of inhibitory neurons, making for one of the main causes of impaired network activity. However,
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the specific molecular mechanisms leading to interneuronal dysfunction are not completely
understood. Utilizing an augmented Hodgkin-Huxley (HH) formalism and patch-clamp experiments, we identify specific neurological pathways that lead to AD-like behavior. In
particular, interneurons in AD mice models exhibit the inability to reliably produce action
potentials, as well as, a significantly depolarized resting membrane potential. We use these
two features as criteria to identify potential pathways affected by Aβ accumulation. Our
model suggest that increases in the amount of Na+ leakage into the interneuron reproduce
abnormalities observed in APPSW E /PSEN1DeltaE9 (APdE9) AD mice model. We remark
that the hyperpolarization activated cyclic nucleotide-gated (HCN) ion channel also recreated APdE9 neuronal behavior, however, it required an unphysiologically large increase in
channel conductance. No other pathways observed fulfilled our criteria.
Strong experimental evidence suggests that Aβ has a significant effect on voltage-gated
sodium channel (VGSC) function. Since VGSCs are responsible for action potential (AP)
initiation we examine the phase space behavior of APdE9 mice. Our experimental results
show that AP initiation in interneurons from APdE9 mice are significantly different from
that of NTG mice. We observe a transition from a rapid monophasic onset that occurs over a
wide range of membrane potentials in non-transgenic mice (NTG) to a slower biphasic onset
that occurs over a narrower ranger of membrane potentials in APdE9 mice. By altering
the fraction of VGSCs that behave cooperatively we are able to reproduce the phase space
behavior of NTG mice and the transition to APdE9 mice behavior.
The work up to this point highlights the strong impact that Na+ dynamics have on
network activity, especially when colocalized with inhibitory neurons. In the next part of this
work we extend our non-cooperative Hodgkin-Huxley formalism to a multi-neuron network
model to study the spontaneous Na+ oscillations that occur in the CA1 pyramidal neurons
within the hippocampus of postnatal mice (2- days old). Experimentally, the frequency of
these oscillations are very low (∼2/h), and can last minutes with amplitudes of 1-3 mM,
vii

and disappear after the first week postnatal. This phenomena stems from the inversion of
the reversal potential of chloride, resulting in the inhibitory neurotransmitter gamma amino
butyric acid (GABA), having an excitatory effect. An extensive pharmacological study shows
that when excitatory receptors are blocked these oscillations persist, furthermore, blocking
either GABA or VGSC receptors abolished Na+ oscillations. These results support the
hypothesis that the Na+ oscillations observed in neonatal mice are the result of local action
potential activity, as well as, excitatory GABAergic behavior. Our study also suggests that
neural networks exhibiting these dynamics are susceptible to hyperactive, epileptic activity.
In the final part of this work we increase the fidelity of our extended Hodgkin-Huxley
formalism through the addition of neurotransmitter dynamics. We apply this augmented
network model to Dravet syndrome (DS) mouse model, an epileptic encephalopathy. Similar
to AD patients and AD mice models, inhibitory neurons of mice with this disease exhibit
dysfunction of Nav1.1 VGSCs, resulting in abnormal brain rhythms and epileptic activity.
Most notably, we observe a disruption of the hippocampal theta-gamma coupling observed
in DS mice compared to the NTG control. Our model is able to recreate the theta-gamma
coupling observed experimentally by reducing Na+ conductance in inhibitory interneurons
within our network.
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1 Introduction
1.1 Modeling the aggregation dynamics of amyloid proteins
In this thesis we examine the sources of pathology associated with Alzheimer’s disease (AD)
and in doing so introduced several biophysical models that may serve as valuable tools in
investigating biological phenomena. We utilized primary and secondary nucleation models
with off-pathway oligomeric growth to recreate in vitro behavior of amyloid proteins. We
apply augmented and extended Hodgkin-Huxley models to gain a better understanding of
the ionic and neurotransmitter dynamics at play in both healthy and aberrant neuronal
activity. Using our high fidelity model we examine several novel neurological phenomena to
reproduce a range of experimental results, as well as examine physiological variables that
experimentalists cannot observe or control.
The amyloid cascade hypothesis, states that the imbalance between the synthesis and
clearance of Aβ oligomers and plaques is a result of the abnormal processing of amyloid
precursor protein (APP) and the main source of pathology in AD pathogenesis [13, 115,
151, 162]. The metastable unstructured globular oligomers and curvilinear fibrils (gOs/CFs)
rather than the more stable rigid fribrils (RFs) of Aβ are most strongly linked to AD pathology, and are observed to grow under certain growth conditions in vitro[40, 51, 78]. The
dynamics of amyloid proteins may be observed in vitro by Thioflavin T (ThT), a fluorescent
dye with an affinity for the cross-β sheet structure of proteins such as Aβ [29, 91]. The
growth behavior of these amyloid proteins exhibit concentration dependent behavior, with
a transition point known as the critical oligomer concentration (COC) [52, 127]. Below the
COC, ThT traces exhibit classical nucleated polymerization, with an initial lag period, dur1

ing which, pre-nuclei begin to form. This initial quiet stage is followed by an almost vertical
upswing , corresponding to rapid RF growth. These RFs are highly stable, as a result, the
reaction eventually reaches equilibrium where the majority of available monomers are converted to RFs. Below the COC we only observe RF formation, and these RFs may arise
through traditional nucleated polymerization, or existing RFs may catalyze the growth of
new RFs (autocatalytic nucleation or secondary nucleation), and fibril fragmentation where
RFs fracture, increase the total number of existing fibrils [2, 20, 42, 94, 106, 113, 132].
Above the COC, gO/CFs begin to form, with a significant reduction in the initial lag
period observed below the COC. We also observe the transition from a monophasic to biphasic upswing, with the initial upswing correlating to gO/CFs growth and the final upswing
corresponding to RF growth. The addition of gOs/CFs makes understanding the growth
kinetics of amyloid proteins more difficult due to the inability for these species and RFs to
be distinguished through ThT traces. While we do know that above the COC gOs/CFs precede RF growth, the exact method by which they form is unknown. There are three popular
theories as to how these non-RF species form. (1) The first theory considers gOs/CFs as
a precursor to RFs, undergoing physical restructuring to form RF nuclei (known as nucleated conformational or structural conversation) [71, 88, 141]. (2) Another theory considers
gOs/CFs as a separate growth pathway (off-pathway growth), with RF growth occurring in
parallel along the on-pathway, and may even act as a sites for RF nucleation or assisting with
RF prenuclei restructuring [57, 108]. (3) The third most popular theory considers gOs/CFs
as kinetically favored metastable aggregates that occur only within the off-pathway and do
not contribute to RF growth, creating to separate pathways that do not directly interact
with one another [24, 34, 48, 111, 143].
The previously mentioned scenarios would be difficult to discern from one another through
the analysis of ThT traces. Even if we were able to separate contributions from gOs/CFs
and RFs distinguishing between the first and third cases would still be difficult. In scenarios
2

one and three we would observe traces similar to what is observed experimentally, a disappearance of the initial lag period observed below the COC caused by an initial increase from
gOs/CFs followed by a second upswing corresponding to RF growth that eventually plateaus
as the reaction reaches equilibrium. However, one useful tool for understanding the growth
kinetics at play within these ThT traces is through half-time scaling analysis (the time it
takes for half of the protein to aggregate). Several studies have found that through the analysis of half-time scaling with respect to initial monomer concentration we gain the ability to
discern primary and secondary nucleation [5, 20, 106, 169]. Thus by studying the nucleation
dynamics of RF growth we can gain important information about how the growth kinetics of
RFs and gOs/CFs change with respect to initial growth conditions. It has been shown that
the half-time for scenarios one and two would continuously decrease with respect to initial
monomer concentration. However, Powers and Powers had shown that the half-time of the
third scenario will decrease until we reach larger initial monomer concentrations where we
observe the half-time begin to increase [131].
The nucleated polymerization model introduced in chapter 2 is an augmented version of
the model proposed by Powers and Powers, consisting of a system of rate equations used
to represent the growth kinetics of amyloid proteins, and the signal observed in vitro [131].
In this thesis we develop a model that is applicable to hen egg white lysozyme (HewL) and
dimeric Aβ dimAβ . Through a better understanding of the growth kinetics of amyloid proteins we hope to understand how their formation effects neurological behavior in neurological
diseases, such as AD.

1.2 Application of Augmented Hodgkin-Huxley Model to Single Neuron
The Aβ oligomers previously discussed have been linked to a plethora of neurological abnormalities, such as, a decline in long term potentiation [13, 115, 151, 162], enhanced synaptic
depression [55, 59, 68], and cognitive impairments [135, 158]. While the exact pathway
3

through which these dysfunctions come about is not well understood, extensive research of
the early stages of ADs show that Aβ is a major factor in the development of cognitive dysfunctions, such as the memory loss observed in the early stages of AD [144]. In addition to
cognitive decline, neurons located near Aβ plaques have been shown to exhibit abnormally
excitable behavior, which is only ameliorated through the application of a GABA agonist,
diazepam [15]. These results suggests that their exists a strong link between the aberrant
neuronal activity associated with AD and the malfunction of inhibitory neurons, the species
associated with inhibition of network activity and responsible for network synchronization.
An extensive study performed by Verret et al on the Parvalbumin (PV) inhibitory neurons
of both AD and human APP (hAPP) transgenic mice demonstrated that dysfunction of
these neurons resulted in seizure-like activity, hyperexcitabiity, and reduced network gamma
activity [158].
Along the same lines, APPSW E /PSEN1DeltaE9 (APdE9) aged mouse models have exhibited similar disruptions in hippocampal activity [55]. The inhibitory neurons of these mice
exhibit several dysfunctions such as the inability to reliably generate action potentials, a depolarized resting membrane potential, a decreased depolarization block, and a lower action
potential amplitude [55]. In addition, by examining the phase space behavior (the change
in membrane potential with respect to membrane potential) we observe a monophasic, almost vertical takeoff in dV/dt over a wide range of membrane potentials. However, APdE9
mice exhibit a much slower biphasic dV/dt onset over a much narrower range of membrane
potential values. Three out of the five dysfunctions previously mentioned are related to
action potential generation. The most important component in action potential generation
are Voltage-gated sodium channels (VGSCs). Thus our observations suggests that Aβ may
significantly effect VGSCs function, particularly in inhibitory neurons, possibly resulting in
network dysfunction. However, the question remains, how does Aβ effect Nav 1.1 function?

4

The peptide Aβ is a byproduct of the cleavage of the amyloid precursor protein (APP)
by the enzyme Beta-Secretase 1 (BACE1). Thus excess Aβ has be linked to increased levels
of BACE1 [22]. The enzyme BACE1 is also responsible for the cleavage of the extracellular
β2 subunit on the surface of Nav1.1 VGSCs, particularly within the hippocampus [121].
As a result, we expect that the increased presence of BACE1 would result in increased
cleavage of Nav1.1 VGSCs causing an overall reduction in surface expression. In addition,
γ-secretase cleaves the soluble β2 intracellular domain (ICD) resulting in increased levels of
intracellular Nav1.1 mRNA and protein levels [73]. Based on this logic and our experimental
findings, we expect that changes in the conductance values for the VGSCs would be a likely
source of pathology in both APdE9 mice and ADs and could also be a possible therapy in
the prevention of ADs pathology. Examining these neurological pathways utilizing a high
fidelity model could yield insight into whether changes in these VGSCs affect healthy local
and network neurological activity.
In chapter 3 of this thesis we develop an augmented Hodgkin-Huxley single cell model of
this inhibitory neuron with ion dynamics that account for the flow of ions inside and outside
of the neuron, in order to reproduce the electrophysiological features of the non-transgenic
control group of these experiments. We then slowly induce dysfunction in our simulated
neuron to generate the abnormal behavior observed in AD. Using this model in conjunction
with patch-clamp experiments we identify pathways leading to impaired inhibitory neuronal
activity in the hippocampus of aged mice model of AD. The prominent dysfunctions observed
in these APdE9 transgenic mice are the inability of interneurons to generate reliable action
potentials and a notably depolarized resting membrane potential (RMP). As a criteria for
determining neurological dysfunction, we examine the spiking response and observed RMP
during the application of a stimulus lasting 500 ms at varying intensity. We observe that
increasing the conductance of sodium leakage (gLN a ) two to five fold and hyperpolarization
activated h-channel current (h-current) ten to one hundred fold compared to NTG mice
interneurons resulted in spiking and RMP behavior similar to that of APdE9 mice. While
5

our computational model suggests that changes in the conductance values of Na+ leak and
h-current (gh ) result in the observed dysfunction, strong experimental evidence suggests
that variations in the expression of voltage-gates sodium channels (VGSCs) are present in
hAPP transgenic mice, as well as, AD patients. In an exhaustive study we thoroughly test
the effects of changes in VGSC activity on overall inhibitory neuron activity in order to
determine whether dysfunction in VGSC activity the sole reason for neuronal dysfunction or
a single part of a much larger cascading dysfunction. We observed that while decreasing the
conductance of VGSC activity produces notable decreases in action potential generation, it
had little effect on RMP, indicating that VGSC dysfunction is but a single player in a much
larger neurological disaster.

1.3 Addition of Cooperative Sodium to Hodgkin-Huxley Model
In our analysis of action potential generation in response to changes in VGSC activity we
observed one critical difference between experimental results and what our simulated neurons produced. Looking at the phase space behavior of healthy NTG mice, we observed a
rapid increase in the rate of membrane potential change during action potentials, as well
as, a much more varied range of membrane potential values at which these action potentials may be generated. However, our original model exhibits very different behavior, with
control behavior exhibiting a slow increase in membrane potential over a narrow range of
membrane potential values. The clear contradiction between experimental and simulated
results, caused us to acknowledge the disparity in our original model. We then searched for
possible explanations to the difference between the results of our model and the observed
experimental phase space behavior. One possible explanation for this behavior was presented
by naundorf et al who hypothesized that VGSCs behaved cooperatively, suggesting that the
opening of a small group of VGSCs made surrounding channels more likely to open.
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They utilized a mean mean field approach to account for the rapid increase in open probabilities of VGSCs [109]. In chapter 4, we use this approach to explain the phase space behavior
of interneurons in AD mice.

1.4 Recreating Spontaneous Na+ Fluctuations in the Developing Brain
In chapter five of this thesis we extend our model to a multi-neuron network, to examine the
important role that sodium dynamics play in the early stages of neurological development.
Recently, Felix and co-workers (Felix, Ziemens, et al., 2020) reported a new form of spontaneous intracellular activity in acutely isolated tissue slices of hippocampus and cortex of
neonatal mice [39]. This activity was of particular interests to our study, due to our early
work suggesting that abnormal sodium activity in inhibitory neurons caused the aberrant
action potential generation and resting membrane potential. This activity reported by Felix et al consists of spontaneous fluctuations in intracellular Na+ both in astrocytes and
neurons, which occur in ∼25% of pyramidal neurons and ∼40% of astrocytes tested. Na+
fluctuations are ultraslow in nature, averaging ∼2 fluctuations/hour, are not synchronized
between cells, and are not significantly affected by an array of pharmacological blockers for
various channels, receptors, and transporters [39]. Only using the voltage-gated Na+ channel
(VGSC) blocker tetrodotoxin (TTX) diminished the Na+ fluctuations in neurons and astrocytes, indicating that they are driven by action potentials. In addition, neuronal fluctuations
were significantly reduced by the application of the GABAA receptor antagonist bicuculline,
suggesting the involvement of GABAergic neurotransmission.
This work follows up on the latter study [39], and uses dual experiment-theory approach
to systematically confirm, and further investigate the properties of neuronal Na+ fluctuations in the neonate hippocampal CA1 area and to identify the pathways that generate and
shape them. Notably, a range of factors that play a key role in controlling the dynamics of
extra- and intracellular ion concentrations, are not fully developed in the neonate forebrain
7

[37, 85, 95, 95, 136]. These factors, such as the cellular uptake capacity of K+ from the
extracellular space (ECS), the expression levels of the three isoforms (α1, α2, and α3) of the
Na+ /K+ pump that restore resting Na+ and K+ concentrations, the ratio of intra- to extracellular volumes, and the magnitude of relative shrinkage of the ECS in response to neuronal
stimulus, all increase with age and cannot be easily manipulated experimentally [85]. The
gap-junctional coupling between astrocytes is also less developed in neonates and therefore
has a lower capacity for the spatial buffering of ions, neurotransmitters released by neurons,
and metabolites [37, 85]. At the same time, the synaptic density and expression levels of most
isoforms of AMPA and NMDA receptors are very low in neonates and only begin to increase
rapidly during the second week [95]. Additionally, while GABAergic synapses develop earlier
than their glutamatergic counterparts, synaptogenesis is incomplete and ongoing. Therefore,
synapses of varying strengths exist across the network. Each of these aspects impacts the
others and their individual specific roles in the early spontaneous activity is consequently
difficult to test experimentally. Their involvement in neonatal Na+ fluctuations will therefore
be addressed for the first time by the data-driven modeling approach described in chapter 5.
We employ ratiometric Na+ imaging in tissue slices of the hippocampal CA1 region obtained from neonate animals at postnatal days 2-4 (P2-4) and juveniles at P14-21 to record
intracellular Na+ fluctuations in both age groups. We begin by reporting the key statistics
about spontaneous Na+ fluctuations observed in neonates and juveniles. Next, we develop
a detailed network model, consisting of pyramidal cells and inhibitory neurons, which also
incorporates the exchange of K+ in the ECS with astrocytes and perfusion solution in vitro
(or vasculature in intact brain). Individual neurons are modeled by Hodgkin-Huxley type
formalism for membrane potential and rate equations for intra- and extracellular ion concentrations. In addition to closely reproducing our experimental results, the model provides
new key insights into the origin of spontaneous slow Na+ fluctuations in neonates. Furthermore, our model also predicts that the network representing a developing brain is more
hyperexcitable when compared to mature brain.
8

1.5 Application of Extended Network Model to Dravet Syndrome
In chapter six of this thesis we extend the fidelity of our model through the application of
spatiotemporal dynamics of neurotransmitter concentrations in the space between adjacent
neurons, the synaptic cleft, in addition to the intra- and extracellular ion dynamics from the
models of chapters 3-5. Though a plethora of neurotransmitters exist, our modeling focuses
on the primary neurotransmitters responsible for excitatory and inhibitory activity which
are utilized in several aspects of normal cognition, memory, and learning. The primary
neurotransmitter involved in excitation is glutamate. When released within the synaptic
cleft it depolarizes adjacent neurons making them more likely to spike. Conversely, the
the neurotransmitter associated with inhibitory activity (GABA) further polarizes adjacent
neurons making them less likely to generate action potentials. The profound effect that
these neurotransmitters have on network activity requires tight control over their respective
concentrations within the synaptic cleft and extracellular space. Without proper control over
the deposition and reabsorption of these neurotransmitters, cytotoxicity may occur resulting
in severe network dysfunctions. For example, a deficit in of GABA within the synaptic
cleft, either by dysfunction in neurotransmitter functional release or deficits in inhibitory
neurons to reliably generate action potentials may result in hyperactive excitatory neuronal
activity. Thus in addition to deposition of neurotransmitters within the synaptic cleft it is
most important to adquately buffer their respective concentrations through diffusion to the
extracellular space, reabsorption by post and pre-synaptic neurons, and glial buffering.
We utilize this model in order to study Dravet Syndrome (DS), a mutation of the SCN1A
gene responsible for the formation of the α1 subunit of VGSC Nav1.1, a dysfunction commonly observed in AD mouse models and AD diseased patients [31, 168]. Nav1.1 is most
strongly expressed in inhibitory neurons within the hippocampus and cortex. Dysfunctions of
this ionic channel have been linked to inconsistent action potential generation and disrupted
gamma oscillation activity. The deficits on Nav1.1 are observed mostly in the inhibitory
9

neurons within the hippocampus of these DS mice, while the excitatory neurons within this
region of the brain are largely unaffected [43]. Deficits of the VGSC Nav1.1 within interneurons located in the hippocampus and cortex produce hyperactive activity among excitatory
neurons, producing epileptic activity in DS mice [16, 116]. These findings in conjunction with
our previous studies further support our hypothesis that the co-localization of faulty Nav1.1
VGSCs and inhibitory interneurons is a dominant source of dysfunction in amyloidosis.
Recently, Jansen et al demonstrated that the amplitude of activity in the low gamma (2080 Hz) and high gamma (100-200 Hz) ranges exhibit coupling to the phase of low frequency
theta rhythms (4-12 Hz). In DS this phase amplitude coupling appears to be disturbed
within the hippocampus and cortex, significantly effecting the power spectrum. By altering
the action potential dynamics of inhibitory neurons within our network, we were able to
recreate the changes in phase-amplitude coupling observed in these DS mice models. The
model used in this study consists of a small network of excitatory pyramidal and two species
of inhibitory neurons, slow spiking oriens lacunosum-moleculare (OLM) and fast spiking
basket cells (BC). The OLMs generate action potentials in the theta range (4 - 8Hz), and
are responsible for the experimentally observed theta rhythms observed in the hippocampus
and cortex and play an integral role in the experimentally observed phase-amplitude coupling.
The faster spiking BCs typically excite at gamma frequencies (20-80Hz) and are responsible
for the generation of gamma rhythms, a natural rhythms typically associated with memory
acquisition and retention. The disruption in DS can only be observed through decreases in
the maximal conductance values of the VGSCs in both inhibitory neuron species, indicating
that neuronal dysfunction dysfunction is not limited to fast-spiking basket cells.
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2 Mechanisms of Fibril Formation in Amyloid Beta and Hen Egg White Lysozyme
In this chapter we examine the in vitro growth dynamics of dimeric Aβ and hen egg
white lysozyme proteins, in order to obtain a better understanding of the factors that effect
the formation of RFs and gOs/CFs. Utilizing the fluorescent dye Thioflavin T (ThT), we are
able to observe the growth dynamics of both Aβ and HEWL due to the dyes affinity for the
cross-β-sheet structure of these proteins [29, 91]. We made some key changes to the model
developed by Powers and Powers to fit our experimental data[131]. We describe these changes
later in the chapter. One important attribute we discerned from our initial efforts was the
inability of the model to achieve a global fit utilizing a single set of binding(unbinding) rates.
To test if this was due to the inadequacy of our model or it is an intrinsic attribute of the
system, we utilized two other nucleation models to see if we can achieve global fits with these
models. Results presented in this chapter were reported in [52, 127].

2.1 Experimental Methods
Full details of experimental methods used in this study are reported previously [52], and
outlined below [52, 127]. The experimental data was generated by the Martin Muschol lab
at the University of South Florida and Wolfgang Hoyer lab at the Heinrich-Heine-Universität.
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2.1.1 Protein and chemicals
Two times recrystallized, dialyzed, and lyophilized HewL was purchased from Worthington
Biochemicals (Lakewood, NJ) and used for all experiments. Ultrapure grade ThT was obtained from Anaspec (Freemont, CA) and standard grade Thioflavin T (ThT) from Sigma
Aldrich. All other chemicals were from Fisher Scientific (Pittsburgh, PA).

2.1.2 Preparation of HewL solutions
HewL was dissolved at twice its final concentration in 25 mM KH2 PO4 pH 2 buffer and was
placed in a water bath for 3 minutes at 42o C to help dissolve preformed assemblies. Samples
were successively filtered through 220 nm nitrile (Fisherbrand, Fisher Scientific, Pittsburgh,
PA) and 50 nm polyethersulfone (Tisch Scientific, North Bend, OH) pore size syringe filters.
The concentrated HewL stock was mixed 1:1 with a NaCl/25 mM KH2 PO4 pH 2 stock
solution at double the desired final salt concentrations. Final lysozyme concentrations were
determined from UV absorption measurements at 280 nm (280 = 2.64mLmg−1 cm−1 ).

2.1.3 Preparation of dimAβ
Following a strategy previously established for recombinant production of Aβ [101], bacterial expression of dimAβ was achieved by co-expression of ZAβ 3, a binding protein that
shields aggregation-prone sequence segments of Aβ . The gene encoding dimAβ , including
an N-terminal methionine, followed by a Aβ 40 unit, a (G4 S)4 linker, and a second Aβ 40
unit, was obtained from Life Technologies, and was cloned into the pACYCDuet-1 vector for
co-expression with the ZAβ 3 gene using NcoI and HindIII restriction sites. The coexpression vector contains the genes for dimAβ and (His)6 -tagged ZAβ 3 in the following order:
T7promoter-1 – dimAβ – T7promoter-2 – (His)6 ZAβ 3 – T7 terminator. The protein was
expressed as described in [101].
12

For purification, cell pellets were resuspended in 50 mM Na-phosphate, 0.3 M NaCl, 20
mM imidazole, pH 8, containing EDTA-free protease inhibitor (Roche Applied Sciences) and
lysed by a cell disrupter (Constant Systems). The cell debris was removed by centrifugation
in a Beckman J2-21 centrifuge mounting a JA20.1 rotor at 18,000 RPM, 4o C for 40 minutes.
For capture of the dimAβ :ZAβ 3 complex by immobilized metal ion affinity chromatography
(IMAC), the supernatant was loaded on a HisTrap FF column (GE Healthcare). DimAβ was
separated from the resin-bound ZAβ 3 and eluted with 8 M urea, 20 mM Na- phosphate,
pH 7. For further purification, including removal of residual ZAβ 3, reverse phase highperformance liquid chromatography (RP-HPLC) was performed. For this purpose the IMAC
eluate was concentrated in a Vivaspin 20 centrifugal concentrator (Sartorius), followed by
addition of 5 mM TCEP to reduce the disulfide bond of ZAβ 3, and loading onto a semipreparative Zorbax 300SB-C8 RP-HPLC column (9.4 mm × 250 mm, Agilent) connected to
an Agilent 1260 Infinity system with UV detection at 214 nm. Monomeric dimAβ was eluted
in a gradient from 30% (v/v) to 36% acetonitrile in water, 0.1% (v/v) trifluoroacetic acid at
80o C. DimAβ containing fractions were pooled, lyophilized, dissolved in HFIP, aliquoted in 1
mg portions, lyophilized again, and stored at −20o C. Immediately before use in experiments,
lyophilized dimAβ was reconstituted in 6 M guanidinium-HCl, 50 mM Na-phosphate, 50
mM NaCl, pH 7.4, and sonicated for 30 minutes in a sonicator bath. Subsequently, the
solution was loaded onto a Superdex 75 10/300 GL column (GE Healthcare) equilibrated
with 35 mM Na2 HPO4 , 50 mM NaCl, 5 mM NaOH, pH 11. DimAβ was eluted at 13.5 ml.
Protein concentration was determined by spectrophotometry. Immediately before the start
of an experiment, 1.5% 1 M NaH2 PO4 was added, yielding 50 mM Na-phosphate, 50 mM
NaCl, pH 7.4, as final buffer.

2.1.4 Thioflavin T fluorescence-monitored amyloid formation
ThT stock solutions were prepared by dissolving 1 mM dye in DI (18 MΩ) water and then
filtering through 220 nm syringe filters. Final ThT concentrations were obtained from ab13

sorption at λ = 412 nm (412 = 32000 M−1 cm−1 ) [147]. HewL amyloid growth kinetics was
monitored with ThT using a Spectra-Max M5 fluorescence plate reader (Molecular Devices).
ThT fluorescence was excited at 440 nm, and emission collected at 488 nm. Protein solutions
at concentrations ranging from 0.1 mg/ml (7 µM, below the COC) to 5 mg/ml (350 µM,
above the COC) and salt concentration of 450 mM were incubated in six 300 µL duplicates
in a 96 well plate at 52◦ . Protein concentrations were more closely spaced near the COC for
a given salt concentration, and more widely spaced below and above the COC. ThT at final
concentrations were 10 - 20 µM. Measurements were taken every 20 minutes and the plate
was shaken for 3 seconds before each measurement.
DimAβ amyloid growth kinetics measurements were performed using an Infinite M200
Pro fluorescence plate reader (Tecan) with ThT excitation at 445 nm, and emission collected
at 482 nm. Protein concentrations ranged from 0.6 µM (below the COC) to 5 µM (above
the COC) in 50 mM Na-phosphate, 50 mM NaCl, pH 7.4. Typically, three identical 100 µL
samples were incubated in a 96 well plate at 37◦ . ThT at final concentrations of 100 µM was
added to each well. Measurements were taken every 3 minutes and the plate was shaken for
2 seconds before each measurement.

2.1.5 Calibration of ThT signal
In most experiments on HewL, the ThT signal does not plateau even after 100 hours. Thus,
normalizing the trace with respect to the peak intensity might lead to inaccurate conclusions
as there are still leftover monomers that need to be converted to RFs at the end of the experiment. To overcome this issue, we grew gOs and CFs and separated them from monomers
using through 50 kDa cut-off filters and measured their concentration. This was followed by
the addition of ThT the purified gOs and CFs. In Parallel, we grew RFs, separated them
from monomers through 5 repeats of centrifugation (a protocol that we developed for a reliable separation of RFs from the remaining monomers in the solution), and measured their
14

concentration. ThT at the same concentration as the gOs/CFs sample was added to the RFs.
We first measured the ThT fluorescence from gOs/CFs sample by itself, then added known
concentrations of RFs and measured the fluorescence again. We repeated this procedure for
several RF concentrations and found that 1 µM monomer concentration corresponds to 125
ThT intensity units in our experiments. This calibration is used below to compare the model
to observations at different monomer concentrations.
In case of dimAβ experiments, the ThT traces always plateau before the end of the
experiment. Therefore, we simply normalized the signal with respect to the peak intensity
and use it for comparison with the model.

2.2 Models used to Simulate Aggregation of Amyloid Beta

2.2.1 Model by Eden et al
The model used by Eden et al [33], expands on the master equation used to describe the
evolution of the concentration f (t,j) of filaments of length j in a system as an infinite set of
coupled non-linear differential equations presented by Knowles[77].

∂f (t, j)
=2m(t)k+ f (t, j − 1)
∂t
− 2m(t)k+ f (t, j) − k− (j − 1)f (t, j)
+ 2k−

∞
X

f (t, i) + kn m(t)nc δj,nc

i=j+1

Here m(t), k+ , k− , and kn are the protein concentration at time t, the elongation rate, fragmentation rate, and primary nucleation rates, respectively. The first term 2m(t)k+ f (t, j − 1)
accounts for the addition of a monomer at either end of a filament of length j, the second
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term −2m(t)k+ f (t, j) accounts for the decrease in the number of filaments of length j due
to the addition of a monomer, yielding a filament of size j+1. The term −k− (j − 1)f (t, j)
describes possible fragmentation of a filament of length j at any of its j-1 segments, the
P
term 2k− ∞
i=j+1 f (t, i) accounts for the possibility of the creation of a filament of length
from the fragmentation of a filament of size i>j, while the last term kn m(t)nc δj,nc accounts
for the spontaneous growth of nuclei of size nc . Using analytical techniques based on fixed
point mappings, it is possible to extend the linearized early time solutions to describe the
full time course of the reaction (see [19] for a full explanation on how to solve these types of
differential equations), revealing the mass concentration of the filaments may be written in
the closed form below,

nc −1 −1
M (t) = mtot [1 − exp(−C+ eκt + C− e−κt + kn mtot
k− )]

(2.1)

Eden expands on this formalism by adding the possibility of autocatalytic formation of
new fibrils by secondary nucleation on the surface if existing ones. By adding this term to
Knowles master equation and solving using similar methods, the closed form solution above
may be rewritten as,

M (t) = mtot (1 − exp(−C+ eκt + C− e−κt +

δ2
))
κ2

C± = (N0 k+ /κ) ± [M0 /(2mtot ) + δ 2 /(2κ2 )]
δ = (2K+ kn mntotc /nc !)1/2
κ = (2k+ ks mntots +1 /ns !)1/2
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Where ks , mtot , ns , N0 , and M0 is the rate constant associated with secondary nucleation,
initial monomer concentration, size of secondary nucleation nucleus size, initial number of
fibrils, and total fibrillar protein per unit volume. This model used in conjunction with a
numerical analysis method such as the euler or rk4 method can be used to simulate the dynamics of various proteins such as amyloid beta (Aβ) and hen egg white lysozyme (HEWL).
The model by Eden et al does not account for off-pathway oligomeric growth and has all
available monomers being used for on-pathway pre-nucleation species and post-nucleation
fibrils. We utilize this model only to determine if the need to vary the primary and secondary
nucleation rates are due to an unknown phenomena of the system, or to a limitation of the
Power and Powers model we were interested in using to fit our experimental data. The
model is able to fit many of the salient features observed experimentally, below the COC,
with the exception that it plateaus more rapidly, (Fig. 2.1 A-I). Similar to what we observe
with all other nucleation models, primary and secondary nucleation must be varied with
respect to initial monomer concentration in order for the growth dynamics to align with
experimental results, (Fig. 2.1 J-L). The large changes in nucleation rate constants needed
to match experimental results, make our attempts at a global fit with a single set of rates
impossible. An attempt to globally fit only two datasets produced very large mean-square
errors. (Fig. 2.1 L)

2.2.2 Model by Knowles et al
In addition to the general model to study the growth kinetics of filamentous proteins through
primary nucleation, secondary nucleation, and fragmentation, Knowles group also developed
a model using a similar master equation as above in order to study the aggregation of
Aβ, where the most important growth factor is secondary nucleation instead of primary
nucleation.
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Figure 2.1: Fitting the model by Eden et al to observed ThT traces representing fibril assembly in HewL.
Observed ThT traces (red) plotted on top of simulated results (black) at initial monomer concentration of
(A) 5.31µM, (B) 6.99µM, (C) 8.39µM, (D) 9.3µM, (E) 12.24µM, (F) 14.13µM, (G) 24.83µM, (H) 30.21µM,
and (I) 35µM. Rate constants for primary (J) and secondary (K) nucleation used in the fits to experimental
results as functions of initial monomer concentrations. (L) Global fits to two traces recorded at two different
initial monomer concentrations less than 2 µM apart, where experimental and theoretical results represented
by circles and lines respectively. For consistency with the approach adopted by Eden et al, ThT traces are
normalized to the peak intensity in these experiments.

The integrated rate law is outline below, and an explanation on how these equations were
derived are available at [21],

M (t)
=1−
M (∞)



B+ + C+ B− + C+ eκt
B+ + C+ eκt B− + C+

2
 ke∞

κk∞

e−k∞ t

B± = (k∞ ± e
k∞ )/(2κ)
C± = ±λ2 /(2κ2 )
k∞ = (2κ2 /[n2 (n2 + 1)] + 2λ2 /nc )1/2
2
e
k∞ = (k∞
− 4C+ C− κ2 )1/2
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in this formalism the growth kinetics proceed through the formation of new aggregates via
primary nucleation λ = (2k+ kn m(0)nc )1/2 and secondary nucleation κ = (2k+ k2 m(0)n2 +1 )1/2 .
Here kn , k+ , and k2 are the rate constants associated with primary nucleation, elongation,
fragmentation, and secondary nucleation. This model as well as the previous model by
Eden was used in an attempt to globally fit our HEWL and Aβ data in conjunction with a
numerical optimization of ODEs formalism.
Like the model by Eden, Knowles et al could not account for off-pathway oligomeric
growth. This model is also able to reproduce many of the salient features observed experimentally, (Fig. 2.2 A-I). Similar to what we observed with all other nucleation models,
primary and secondary nucleation must be varied with respect to initial monomer concentration in order for the growth dynamics to align with experimental results, (Fig. 2.2 J-L).
The large changes in nucleation rate constants needed to match experimental results, make
our attempts at a global fit with a single set of rates impossible, (Fig. 2.2 L).

2.2.3 Model by Powers and Powers
We began by first adopting an augmented version of the model by Powers and Powers, since
it produces the half-time scaling trends we observe experimentally, which utilizes nucleated
polymerization with off-pathway aggregation to reproduce experimental protein formation
(see figure 6 in supplementary information of [131]). This model adequately reproduces
the biphasic behavior of Aβ and HEWL aggregation when fibril formation precede CF/gO
formation, causing an initial plateau, (see fig 2.3). All aspects of their original model were
kept the same except three key changes. (1) We use rate constants that are significantly
smaller than those used by Powers and Powers. (2) In the original model, the same on-rate
for monomer addition was used along the entire on-pathway, while the off-rate below and
above the nucleus size was different. In our model, both the on- and off rates are different
for aggregates that are smaller than the nucleus size and RFs. (3) We included a secondary
19
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Figure 2.2: Observed ThT traces (red) plotted on top simulated results (black) at initial monomer concentration of (A) 5.31µM, (B) 6.99µM, (C) 8.39µM, (D) 9.3µM, (E) 12.24µM, (F) 14.13µM, (G) 24.83µM,
(H) 30.21µM, and (I) 35µM. Rate constants for primary (J) and secondary (K) nucleation used to fit the
experimental results as functions of initial monomer concentrations. (L) Global fits to two traces recorded
at two different initial monomer concentrations less than 2 µM apart, where experimental and theoretical
results represented by circles and lines respectively. The ThT traces are normalized to the peak intensity in
these experiments, following the approach used by Knowles and collaborators.

nucleation mechanism, as proposed by Knowles et al [77], where already formed RFs facilitate
nucleation of new seeds. This was necessary to replicate the sharp autocatalytic rise in the
experimental Tht fluorescence upon RF nucleation.
The model by Powers and Powers utilizes the basic structure of nucleated polymerization
with competing off-pathway aggregation in order to replicate the dynamics of structured
fibrils and unstructured aggregates [131]. In their formalism, on-pathway species are denoted
as, Yj , and structures smaller than the nucleus size (the minimum sized on-pathway species
that begins the formation of structured fibrils) are referred to as oligomers and above this
nucleus size are fibrils. Off-pathway species are referred to as aggregates and are denoted as
Zj . This model, like many others used to simulate nucleated polymerization, make several
assumptions in order to simplify their formalism while also capturing the salient dynamics
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Figure 2.3: Representative ThT traces showing the transition from sigmoidal growth representing the formation of only RFs below COC (red) to biphasic growth kinetics representing the fast formation of gOs
followed by slower growth of RFs above COC (blue) for dimAβ (A) and HewL (B). For initial monomer
concentration above COC in both cases, the first and second upswings represent the growth of gOs and RFs
respectively. The number next to each curve represents the initial monomer concentration used.

of the systems studied. 1), It assumed that on- and off-pathway growth occurs through
single monomer association and dissociation, 2) the addition of a monomer to a fibril is
irreversible (bn+1 =0), 3) on and off-pathway association constants are independent of size
(a1 =a2 =a3 =a & α1 = α2 = α3 = α), 4) the dissociation constant for oligomers is constant
(b1 = b2 = b3 =b) and much larger than the dissociation constant for fibrils, which are also
constant (bn+2 = bn+3 = . . . =c, c<<b), 5) off-pathway aggregates are far less stable than
fibrils, but much more stable than on-pathway oligomers. Assumption number 5 derives from
the fact that if the association constant for fibrils were smaller than aggregates they would
preclude aggregate formation rather than being a separate pathway altogether, while, if the
association for oligomers were larger than those for aggregates, aggregation formation would
never occur. 6), The final assumption made was that fibrils do not form clusters, such that,
possible interactions between clusters do not effect elongation kinetic of individual fibrils.
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Figure 2.4: Schematic of nucleated polymerization with off-pathway aggregation. Both on-pathway (Yj ) and
off-pathway (Zj ) growth occur through single monomer addition. Within the on-pathway species smaller
than size n (Yn , nucleus size) are referred to as oligomers, and larger species are fibrils. Correspondingly,
within the off-pathway all species are referred to as aggregates. The a’s and α’s next to the downward facing
arrows represent association rates within the on and off-pathway, while b’s and β’s next to upward facing
arrows represent dissociation rates within the on and off-pathway

The state equations for different species can be written as,

5
5


X
X
d[X1 ]
(0)
= −[X1 ] 2a[X1 ] + a
[Yj ] + [F ] + 2b[Y2 ] + b
[Yj ] + c[F (0) ]
dt
j=2
j=3
5
5


X
X
−[X1 ] 2α[X1 ] + α
[Zj ] + 2β[Z2 ] + β
[Zj ]
j=2

d[Y2 ]
= (a[X1 ]2 − b[Y2 ]) − (a[X1 ][Y2 ] − b[Y3 ])
dt

(2.2)

j=3

(2.3)
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d[Yj ]
= (a[X1 ][Yj−1 ] − b[Yj ]) − (a[X1 ][Yj ] − b[Yj+1 ])
dt

(2.4)

j = 2, 3, 4.

d[Yn ]
= (a1 [X1 ][Yn−1 ] − b[Yn ]) − a[X1 ][Yn ]
dt

(2.5)

d[Z2 ]
= (α[X1 ]2 − β[Z2 ]) − (α[X1 ][Z2 ] − β[Z3 ])
dt

(2.6)

d[Zj ]
= (α[X1 ][Zj−1 ] − β[Zj ]) − (α[X1 ][Zj ] − β[Zj+1 ])
dt

(2.7)

j = 3, 4, ..., 7.

d[F (0) ]
= a[X1 ][Yn ]
dt

(2.8)

d[F (1) ]
= (n + 1)a[X1 ][Yn ] + a[X1 ][F (0) ] − c[F (0) ]
dt

(2.9)

where [X1 ], [Yj ], [Zj ], [F(0) ], [F(1) ], [Yn ] represent the concentration of monomer, oligomers, imers along the on-pathway, j-mers along the off-pathway, the RF number concentration, the
amount of monomers incorporated in RFs respectively in µ M, and the on-pathway nucleus
of size 5.
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2.2.4 Augmented Powers and Powers Model
Through our preliminary research it became evident that the original model by Powers and
Powers would not be able to fully capture the dynamics of the aggregation of both HEWL
and Aβ protein, particularly the off-path dynamics. To rectify this we made six key changes
to the model. (1) We use rate constants that are significantly smaller than those used by
Powers and Powers. (2) In the original model, the same on-rate for monomer addition was
used along the entire on-pathway, while the off-rate below and above the nucleus size was
different. In our model, both the on- and off rates are different for aggregates that are
smaller than the nucleus size and RFs. (3) We included a secondary nucleation mechanism,
as proposed by Knowles et al [77], where already formed RFs facilitate nucleation of new
seeds. (4) The on-pathway association rate is varied with respect to the initial monomer
concentration. (5) The on- and off-pathway dynamics are fast enough so that the transition
from monomers to larger aggregate/nucleus species can be represented as a single step and
modeled with a power law. (6) An intermediate step was added along the off-pathway in
order to slow down the kinetics of aggregate formation. A schematic of the model used is
displayed below.
The reaction from nucleus to RF is irreversible (note that c =0). The unstructured oligomer
growth is treated as unstable aggregates that may grow to some specified maximum size,
m, with an intermediate aggregate step of size, k. The off-pathway essentially buffers the
monomer concentration temporarily. On the off-pathway the transition from monomer to
intermediate species is represented by a rate constant, α1 . These off-pathway intermediates
then transition to larger aggregates with rate constant, α. The model consists of the following
rate equations.

24

On-Pathway

Off-Pathway
!1

a1

β

b1
Nucleus

a

c=0

Secondary
Nucleation

a

b

β

Critical Oligomer Concentration

k2

!

Figure 2.5: Diagram of on- and off-pathways in the kinetic model. The on-pathway is displayed using green
spheres, where in addition to primary nucleation, secondary nucleation contributes to RF seed formation.
Within the on-pathway, monomers associate, forming N-mers until eventually reaching a nucleus size (red
bars) consisting of n monomers. Beyond this specified nucleus, fibril growth begins. Already existing fibrils
catalyze the formation of new ones through secondary nucleation with rate constant K2 . On the off-pathway
monomers first form intermediate species, followed by gOs.

d[X1 ]
= −5.0a1 [X1 ]5 − [X1 ]aF0 + 5.0b1 [Y5 ] + c[F0 ] − kα1 [X1 ]k + kβ[Zk ]
dt
−(m − k)α[X1 ]

(m−k)

5

[Zk ] + (m − k)β[Zm ] − 5.0k2 [X1 ] [F

(1)

(2.10)

]

d[Y5 ]
= a1 [X1 ]5 − b1 [Y5 ] − a[X1 ][Y5 ] + k2 [X1 ]5 [F (1) ]
dt

(2.11)

d[Zk ]
= (α[X1 ]k − β[Zk ]) − (α[X1 ](m−k) [Zk ] − β[Zm ])
dt

(2.12)
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Table 2.1: Rate constants used to model HEWL and Aβ protein aggregation.

Parameter
a1 (M−1 hr−1 )
b1 (hr−1 )
a (M−1 hr−1 )
b (hr−1 )
k2 (M−1 hr−1 )
α (M−1 hr−1 )
β (hr−1 )
α1 (M−1 hr−1 )

HEWL
2.38×10−13 -9.9×104
3.96×10−4
1.98×1011
1.98×107
1.15×1011 - 9.0×1018
1.8×104
3.6×10−6
1.8×104

dimAβ
3.6×10−22 -5.76×1012
3.96×10−4
1.98×1011
1.98×107
2.52×1023 -1.8×1026
3.6×1045
3.6×10−2
2520

d[Zm ]
= (α[X1 ](m−k) [Zk ] − β[Zm ])
dt

(2.13)

d[F (0) ]
= a[X1 ][Yn ]
dt

(2.14)

d[F (1) ]
= (n + 1)a[X1 ][Y5 ] + a[X1 ][F (0) ] − c[F (0) ]
dt

(2.15)

where [X1 ], [Y5 ], [Zk ], [Zm ], [F(0) ], [F(1) ] represent the concentration of monomer, nuclei along
the on-pathway, intermediate off-pathway species, final off-pathway species, the RF number
concentration, and the amount of monomers incorporated in RFs respectively in µM. Here
k is 2 for both Aβ and HEWL, while, m is 5 for HEWL and 10 for Aβ. The last term
in eqs (2.10 and 2.11) each corresponds to secondary nucleation of new fibrils catalyzed by
already established ones. The rate constants used in the above model for both HEWL and
Aβ (for both constant and varying off-pathway rates) are summarized in table 2.1. The rate
equations are solved in fortran 90 using the 4th order Runge-Kutta method, with a time step
of 0.02 ms. The fitting, analysis, and statistics of experimental data is performed in matlab.
Combining the contributions from the on and off-pathways we are able to simulate experimental traces without the need for variation in rate constants within the off-pathway,
26

(Fig.2.6 A-F). However, our model as well as models by Eden et al and Knowles et al show
that as the initial monomer concentration decreases we observe large increases in both the
primary and secondary nucleation rates, (Fig. 2.6G and 2.6H). The rate of decrease in both
rates appear to be complementary with the greatest drop in secondary nucleation occurring
between 7 and 140uM when the rate of change in primary nucleation is at its smallest and
the inverse occurring above 140uM. These large variations within the on-pathway make any
attempts at a global fit impossible, even if utilizing two data sets with very similar initial
monomer concentrations.
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Figure 2.6: Experimentally observed time-traces (thin cyan lines) showing lysozyme aggregation plotted
alongside the contributions from gOs (green), and RFs (red). The contributions from RFs, aggregates, and
oligomers were added together to create a net result (thick blue line). Simulated results at initial monomer
concentrations of (A) 7.0µM, (B) 28.0µM, (C) 42.0µM, (D) 70.0µM, (E) 140.0µM, (F) 280.0µM. Lag time
(G) of simulated results and forward rates (Primary (H) and secondary (I)) used to fit the to experimental
hewl results for all initial monomer concentrations studied.

Our model not only accurately reproduces the formation of lysozyme aggregates and fibrils,
it can also be used to simulate the formation of amyloid species with the final gO size of 10.
Like much of our previous results, the primary and secondary nucleation rates exponentially
decrease with respect to initial monomer concentration (Fig. 2.7F). Traces below the COC
were used in order to calibrate ThT signal responses and within this regime yield accurate
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and precise results. However, applying the same calibration above the COC yields fibril nucleation plateaus much lower than experimental results, resulting in much faster dissociation
of oligomeric species, allowing all available monomers to be accessible to the on-pathway for
fibril formation.
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Figure 2.7: Experimentally observed time-traces (thin cyan lines) showing Aβ aggregation plotted alongside the contributions from aggregates (green), RFs (red). The contributions from RFs, aggregates, and
oligomers were added together to create a net result (thick blue line). Simulated results at initial monomer
concentrations of (A) 0.8µM, (B) 1.2µM, (C) 2.5µM, (D) 5.0µM,. Lag time (E) of simulated results and
forward rates (Primary (F) and secondary (G)) used to fit to the experimental Aβ results for all initial
monomer concentrations studied.

The behavior of HEWL varies greatly below the COC when pre-seeded with either RFs or
cF/gOs, (see fig 3A in [52]). Experimentally, when pre-seeded with RFs we observe an almost
vertical takeoff of fibrilization and an elimination of of the initial lag period observed in nonseeded nucleation experiments. However, when pre-seeded with cF/gOs we observe what is
essentially an artificial offset of non-seeded experiments, due to the presence of oligomers
below the COC. Our model is able to accurately reproduce this pre-seeded behavior below
the COC using conditions similar to those described in [52], (see figure 2.8).
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In addition to pre-seeding HEWL, our model also reproduces the behavior of Aβ when
exposed to the protein ZAβ3, which sequesters monomeric Aβ, and achieves dissolution of
Aβ42 gO/CFs but not of Aβ42 RFs [50, 98] (see figure 3B in [52]).The addition of ZAβ3 is
incorporated in the model as below.

d[X1 ]
= −5.0a1 [X1 ]5 − [X1 ]aF0 + 5.0b1 [Y5 ] + c[F0 ] − kα1 [X1 ]k + kβ[Zk ]−
dt
(2.16)

(m − k)α[X1 ](m−k) + (m − k)β[Zm ] − 5.0k2 [X1 ]5 [F (1) ]
−3ζ[X1 ]3

dZAβ3
= ζZ10 + ζ[X1 ]3
dt
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Figure 2.8: Simulated fibrilization of 35 µM HEWL when (A) not seeded, (B) seeded with 7 µM RFs, and
(C) seeded with 7 µM cF/gOs. (D-G) Simulated fibrilization of Aβ in the precence ZAβ3 introduced at
varying time steps. D) immediately applied, F) applied after 5 hours, and G) applied after 15 hours. In
plots A-H simulated contributions from both cF/gOs (green) and RFs (red) are summed to get the total
fibril mass concentration, and are plotted alongside experimental results (cyan).

This modification allowed us to reproduce the effect of ZAβ3, (Fig 2.8D-G). When ZAβ3
is initially introduced to our sample we see that it quickly consumes all available monomers
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and disrupts both gOs/CFs and RFs formation resulting in no net activity, similar to experimental results (Fig 2.8E). When ZAβ3 application is delayed, gOs/CFs have time to
form, however, if ZAβ3 is introduced before RF formation occurs then again we observe
ZAβ3s ability to dissolve Aβ gOs/CFs and sequester available monomers, resulting in a net
signal lose (Fig 2.8F). Finally, we see that ZAβ3 is unable to dissolve Aβ RFs, resulting in
a reduction of total fibrillar mass concentration due to dissolution of gOs/CFs (Fig 2.8G).

2.3 Discussion
Strong experimental evidence suggests that off-pathway gOs/CFs are the toxic species responsible for the cytotoxicity observed in amyloid diseases [28, 70, 82, 114, 117, 161]. While
the role they play in cellular toxicity is well documented, the mechanism responsible for
their growth are not clear. It is unknown whether gOs/CFs contribute to RF formation as
a necessary precursor or proceed along a separate off-pathway. A clear understanding of the
growth kinetics involved in gOs/CFs formation could yield new insight into the pathology of
many amyloid diseases. Utilizing data-driven modeling we shed light on the possible mechanisms at play during amyloid nucleation and leads to four important conclusions. (1) gOs
are off-pathway aggregates that only grow above the COC. (2) The lag period appears to be
non-linear with respect to initial monomer concentration, both below and above the COC.
(3) While primary nucleation is the main mechanism by which RFs are formed, to generate
them rapidly enough to reproduce experimental results secondary nucleation is also needed.
(4) While most models predict the lag period to consistently decrease with respect to protein
concentration, we observe that above the COC the lag period begins to increase, indicating
that gOs/CFs may inhibit RF growth.
The lack of lag period above the COC hints that gOs/CFs are kinetically favored over
RFs because the initial rise in ThT signal is due almost exclusively to these aggregate species.
In addition, the increase in half-time above the COC suggests these aggregate species do not
30

facilitate RF growth by acting as a catalyst and are not a precursor to RF growth through
physical restructuring. Thus, RFs and gOs/CFs grow along parallel pathways above the
COC, with RFs growing along the on-pathway both above and below the COC and the
off-pathway being available to monomers only above the COC. The only interaction between
the on- and off-pathways is through competition for the initial monomer pool and through
the dissociation of gOs/CFs to assemble into irreversible RFs.
Fitting a power law to the sigmoidal RF growth below the COC we calculate exponents
-0.17 and -0.32 for HewL and dimAβ , respectively. This is much larger than the exponent
-0.5 estimated for β2-microglobulin, yeast prion Sup35, and insulin, and requires that both
primary and secondary nucleation be decreased with respect to initial monomer concentration
in order to reproduce experimental findings. As a result, all attempts at achieving a global
fit were unsuccessful, and this was a consistent observation when using models by both Eden
et al and Knowles et al.
An important finding of our study is that the presence of gOs/CFs has an inhibitory
effect on RF growth. If the effect that these off-pathway aggregates was to only lower the
monomer content available to the COC, then we would expect that the lag period would
continue to decrease or even level off with respect to the initial monomer concentration.
While we know that gOs have an inhibitory effect on RF formation, we can not discern
whether this inhibition is limited to primary nucleation, secondary nucleation, or effects all
nucleation. Reproducing the observed lag period requires decreasing both the primary and
secondary nucleation rates for HewL and one of these rates for dimAβ . However, decreasing
both primary and secondary nucleation for dimAβ does yield a better fit than decreasing
just a single nucleation parameter.
In addition to understanding the mechanism of fibril self-assembly, we also looked into
possible sources of anti-amyloid therapies. One possible anti-amyloid therapy is to remove
reactive Aβ from the brain by binding monomeric Aβ to a substrate so that it is no longer
31

available for off-pathway aggregate growth [18, 167]. In order to take the first step towards
creating a computational model to search for the conditions (e.g., the amount and timing
of antibody application) that would lead to effective anti-amyloid treatment, we augmented
our mode to include the application of the Aβ -binding molecule Z Aβ 3. In agreement with
previous experimental findings, our model shows that application of Z Aβ 3 is most effective
at buffering Aβ when administered before RF nucleation [52]. Once RF nucleation begins
the effectiveness of Z Aβ 3 decreases and existing RFs remain.
To conclude this chapter, our model reproduces many of the salient features observed in
both HewL and dimAβ above and below each proteins respective COC. However, our model
is by no means a universal framework for amyloid growth under all condition, but instead
provides insight into the complexity of amyloid fibril self-assembly, and make a preliminary
framework to guide future efforts in modeling the kinetics of gOs/CFs and RF assembly.
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3 Modeling the Dysfunction of Inhibitory Neurons in Alzheimer’s Disease
In this chapter we utilize a computational model that can reproduce normal neuronal
behavior in the non-transgenic mouse lines (NTG), as well as, aberrant behavior observed
in the APdE9 transgenic mouse lines. By extending the Hodgkin-Huxley framework to integrate ion dynamics into our model in conjunction with patch-clamp experiments, in this
chapter we investigate the possible sources of the pathological behavior of inhibitory neurons
in AD. We examine the action potential generation in response to a 500 ms stimulus and the
corresponding resting membrane potential as we vary several parameters associated with AD
pathology. We observed that a two to five-fold increase in sodium conductance (gLN a ) of the
neuron leads a significant reduction in action potential (AP) generation and depolarization
of the resting membrane potential (RMP). In addition, we also see that increasing the conductance of hyperpolarization activated h-channel (gh ) ten to hundred fold as compared to
interneurons from NTG mice results in the observed number of spikes and resting membrane
potential in interneurons from transgenic mice. None of the other pathways present in our
model reproduced the observed dysfunction of inhibitory neurons. However, experimental
evidence suggests that reduced expression of voltage-gated sodium channels (VGSC) on the
membrane surface is correlated to neuronal dysfunction in APdE9 mice models. Decreasing VGSCs conductance (GFN a ) results in decreased AP generation, however, no noticeable
change in RMP is observed.

33

3.1 Experimental methods
The experimental data was provided by Dr. Ziburkus Jokubas at the University of Houston.
Animals: Full details of the experimental procedures and protocols are given in [55].
Briefly, studies were performed on 12-16 month old female mice with mutant human APdE9
and age-matched NTG siblings. These animals are significantly impaired in spatial memory
performance by 12 months in the absence of cell death.
Ethics Statement: This study was carried out in strict accordance with the recommendations in the Guide for the Care and Use of Laboratory Animals of the National Institutes of
Health. The protocol (Permit Number: 08-035) was approved by the University of Houston’s
International Animal Care and Use Committee.
Entorhinal cortical-hippocampal slice preparation: The mice were anaesthetized with
isoflurane and decapitated, and the brains were rapidly excised and placed in oxygenated
(95% O2 -5% CO2 ), ice-cold dissection buffer solution containing (in mM) 212.7 sucrose, 2.5
KCl, 1.25 NaH2 PO4 , 3 MgSO4 , 10 MgCl2 , 0.5 CaCl2 , 26 NaHCO3 , and 10 dextrose. Hippocampal entorhinal cortical slices (350mm) were prepared using a Vibratome (Technical
Products International) and preincubated for 0.5 h in normal artificial cerebrospinal fluid
(ACSF; pH 7.3, 30uC) containing (in mM): 130 NaCl, 1.2 MgSO4 , 3.5 KCl, 1.2 CaCl2 , 10
glucose, 2.5 NaH2 PO4 , and 24 NaHCO3 aerated with 95%O2 -5%CO2 .
Whole-cell recordings in the aged dentate gyrus interneurons: To study individual inhibitory neuron activity, we performed whole-cell recordings in the inhibitory cells of the
dentate gyrus molecular layer. Inhibitory neurons were visualized and initially identified
based on the location and shape of their somatas using infrared optics. For the whole cell
current-clamp recordings, micropipettes (4 -7 MΩ) contained: 116 mM K-gluconate, 6 mM
KCl, 0.5 mM EGTA, 20 mM HEPES, 10 mM phosphocreatine, 0.3 mM NaGTP, 2 mM
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NaCl, 4 mM MgATP, and 0.3% neurobiotin (pH 7.25, 295 milli-osmolar). All electrical
recordings were performed using MCC 700 amplifiers (Axon Instruments). Whole-cell data
were low-pass filtered at 4 kHz and digitized at 10 kHz (Digidata; pCLAMP; Molecular Devices). Passive and active neuronal membrane properties were studied using incre- mental
hyperpolarizing and depolarizing current injections. To elicit spiking activity, depolarizing
square wave current pulses incremented by 20 pA were injected into the somas for 500 ms.

3.2 Single Compartment Hodgkin-Huxley Model
The Hodgkin-Huxley (HH) formalism [58], is the most common model used to describe neuronal action potential (AP) firing since 1952, and has been a powerful mathematical tool in
a biophysicists arsenal. The model treats the lipid bilayer as a capacitor of conductance Cm ,
in parallel with voltage-gated non-linear ion channels, as well as linear leakage currents [58].
The essential non-linear currents consist of sodium and potassium (IN a and IK ), though more
recent models often include additional channels such as the potassium A and M currents,
hyperpolarization activated cyclic nucleotide-gated current or h-current, persistent sodium
current, as well as currents through calcium and chloride ion channels. The non-linear potassium and sodium currents are voltage-dependent with conductances gK (t, V ) and gN a (t, V )
given by the maximum conductances GN a and GK multiplied by voltage-dependent activation and inactivation parameters of these channels (m, n, and h) respectively. The three
currents are given as.

Cm

gK(t,V)

EK

gNa(t,V)

ENa

gL

EL

Figure 3.1: Circuit diagram exhibiting the essential components of the Hodgkin-Huxley formalism. Membrane capacitance is represented by a capacitor of capacitance Cm in parallel with nonlinear, variable conductances of ion channels for sodium and potassium as well as linear conductance for leak channels.
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IN a = gN a (t, V )(Vm − EN a )
IK = gK (t, V )(Vm − EK )

(3.1)

IL = GL (Vm − EL )

Here EN a , EK , EL are the reversal potentials for potassium, sodium, and leak currents
respectively, GL is the maximal leak conductance, and Vm is the instantaneous membrane
potential. The reversal potential for the specific ionic channel (x) can be calculated using
the nernst equation below,

Vx = 26.64ln

[x]o
[x]i

(3.2)

Where [·]i and [·]o represent the concentration of a given ion species in the intra- and extracellular space respectively. A minus sign is used in front of the expression when computing
the Cl− reversal potential due to its negative charge. The voltage-dependent conductances
can be rewritten in terms of their maximal values and rates in the following form,
gN a (t, V ) = GN a m3 h
(3.3)
4

g( t, V ) = GK n .

Here m, h, and n are the gating variables used to calculate the open probabilities of respective
channels. The total current (Im ) is equal to the sum of the individual ionic currents and is
used in the differential equation to update the membrane potential with respect to the set
time step, dt.
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Im = −(IN a + IK + IL )
dVm
= (Im + Istim )/Cm .
dt

(3.4)

Here, Istim represents the stimulus. The gating variables are modeled as.

dq
= αq (Vm )(1 − q) − βq (Vm )q
dt

(3.5)

q = m, n, h

The αs and βs in the above equation represent voltage dependent forward and reverse rates.

3.2.1 Ion Concentration Dynamics
The membrane currents are the same as the classical Hodgkin-Huxley model, with the addition of currents for chloride leakage (ILCl ), calcium (ICa ), after-hypolarization activated
DR
M
current (Ih ). K+ currents include delayed rectified (IK
), non-inactivating M (IK
), rapidly
Ca
A
).
), and Ca2+ gated (IK
inactivating A (IK

DR
M
A
L
Ca
L
+ IK
+ IK
+ INF a + INL a )
+ Ih + ICa + IK
+ IK
+ IK
Im = −(ICl

(3.6)
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Ih = Gh r(Vm − Vh )
L
ICl
= GLCl (Vm − VCl )

(3.7)

ICa = GCa s2 (Vm − VCa ).

The different K+ currents are given as:
M
= GM
IK
K z(Vm − VK )
A
3
IK
= GA
K a∞ b(Vm − VK )

(3.8)

Ca
2
IK
= GCa
K c (Vm − VK )
L
IK
= GLK (Vm − VK ).

Gx represents the maximum conductance of a given channel x. Where GFN a , GLN a , Gh , GCl ,
GCa , represent the maximum conductance of fast Na+ , Na+ leak, voltage-gated h, Cl− leak,
and voltage-gated Ca+2 channels respectively. The activation and inactivation variables a,
n, z, b, c, m, r, and s represent the fraction of open or closed channels of different types and
are modeled by the rate equations of the form
dq
(q∞ − q)
=
, q = n, z, b, h, s, r, c.
dt
τq

(3.9)

Where q∞ represents the steady state value of the gating variable q, and is of the form

q∞ =

1
1+

e−(Vm −θ)/σ

.

(3.10)

The values for (θ, σ) in mV are (-30.0, 9.5), (-39.0, 5.0), (-80.0,6.0), (-50.0, 20.0), (-30.0,
9.5), (-53.0, -7.0), (-84.0, 10.2), and (-20.0, 10.0) for q∞ = n∞ , z∞ , b∞ , a∞ , m∞ , h∞ , r∞ ,
and s∞ respectively. τq represents the time constant of a given gate q.
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Ca
Since channels responsible for IK
are both voltage and ligand gating, the form of its equi-

librium value is slightly different and is given as

c∞ =

1
1+

0.03
48.0([Ca2+ ]i )2

.

(3.11)

Time constants for different gating variables are given as,

n∞ =

1
1+

e−(Vm +30.0)/9.5

τn = 0.37 + 1.85

1
e(Vm +27.0)/15.0

1+
48c2
c∞ =
1 + 0.03
0.2148
τc =
48.0c2 + 0.03
1
z∞ =
1 + exp−(Vm + 39.0)/5.0

τz = 75.0
b∞ =

1
1+

e(Vm +80.0)/6.0

τb = 15.0
1
1 + exp−(Vm + 50.0)/20.0
1
m∞ =
−(V
+30.0)/9.5
m
1+e
1
h∞ =
1 + e(Vm +53.0)/7.0
1
τh = 0.37 + 2.78
(V
m
1 + e +40.5)/6.0
1
r∞ =
1 + e(Vm +84.0)/10.2
1.0
τr = −14.59−0.086Vm
e
+ e−1.87+0.0701Vm
1
s∞ =
1 + e−(Vm +20.0)/10.0

(3.12)

a∞ =

τs = 1.0
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We assume that the activation of fast Na+ and K+ A channel is rapid enough so that the
instantaneous values of m and a gates can be used. The reversal potential for Na+ (VN a ),
K+ (VK ), h (Vh ), Cl− (VCl ), and Ca2+ (VCa ) currents are given by the Nernst equations
[N a+ ]o
)
[N a+ ]i
[K + ]o
VK = 26.64ln( + )
[K ]i
0.2[N a+ ]o + [N a+ ]i
)
Vh = 26.64ln(
0.2[K + ]o + [K + ]i
[Cl− ]o
VCl = −26.64ln(
)
[Cl− ]i
26.64 [Ca2+ ]o
VCa =
ln(
)
2
[Ca2+ ]i
VN a = 26.64ln(

(3.13)

Where [·]i and [·]o represent the concentration of a given ion species in the intra- and extracellular space respectively. The minus sign when computing the Cl− reversal potential is
due to its negative charge.
Ion concentration dynamics. In addition to membrane potential and different currents, we
also keep track of various ion concentrations inside and outside of the interneuron. The
change in [K+ ]o is a function of IK , Ipump , uptake by glia surrounding the neuron (Iglia ),
and diffusion between the neuron and bath perfusate (Idif f ). The evolution of [Na+ ]i , is
controlled by IN a , Ipump , and Inkcc1 . Finally, the change in [Ca2+ ]i is a function of ICa and
a second term that accounts for the uptake of Ca2+ and its gradual return to equilibrium
value, [Ca+2 ]∞ = 50 nM.
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d[K + ]o
1
= (γβIK − 2βγIpump − Iglia − Idif f
dt
τ
+ βIkcc2 + βInkcc1 )
1
d[N a+ ]i
= (−γIN a − 3γIpump − Inkcc1 )
dt
τ
+2
d[Ca ]i
1
[Ca2+ ]∞ − [Ca2+ ]i
= (−γICa +
)
dt
τ
τCa
d[Cl− ]i
γ L
= ICl
dt
τ

(3.14)

[K+ ]i and [Na+ ]o are linked to [Na+ ]i as previously described [27, 61, 156, 165]. β in the above
equations is the ratio of intracellular to extracellular volume, β=vi /vo , and τ =1000 is used
to convert seconds to milliseconds. While the change in [Ca2+ ]i is described by the equation
above the [Ca2+ ]o is fixed at 1.2 nM. The change in intracellular and extracellular volume
is negligible and is omitted from the model. Intracellular [Cl− ]i and extracellular [Cl− ]o are
given by the conservation of charge inside and outside the cell respectively [61, 156, 165].
The functions describing Ipump , Iglia , and Idif f are adopted from Cressman et al. [27], and
are given as

Ipump =
Iglia =

1

ρ
1.0 +

1.0 +

e(25.0−[N a+ ]i /3)

1.0 +

Gglia
+ ] )/2.5)
((18.0−[K
o
e

e(5.5−[K + ]o )
(3.15)

Idif f = k ([K + ]o − [K + ]bath )
where ρ, Gglia , k , and [K + ]bath represent maximum Na+ /K+ pump strength, maximum glial
K + uptake, K+ diffusion coefficient, and K+ concentration in the bath perfusate respectively.

41

The internal chloride concentration ([Cl− ]i ) is proportional to [Na+ ]o , [K+ ]i , and [Ca+2 ]i
while the external chloride concentration ([Cl− ]o ) is proportional to the reciprocal ion concentrations. [K + ]i and [N a+ ]o are proportional to [N a+ ]i and given by the following equation
[27],
[K + ]i = 140.0 + (18.0 − [N a+ ]i )
[N a+ ]o = 144.0 + β([N a+ ]i − 18.0)
(3.16)
−

+

+

+2

[Cl ]i = [N a ]o + [K ]i + 2[Ca ]i − 150.0
[Cl− ]o = [N a+ ]i + [K + ]o + 2[Ca+2 ]o

Table 3.1: Units and description of the parameters used in the model.

Parameter
ρ
Gglia
C
γ
β
GLCl
GFN a
GCa
Gh
GDR
K
GLK
GA
K
GM
K
GCa
K
GLN a

Units
28.09 mmol/s
66.67 mmol/s
1.0 µF/cm2
1.86 mmol/(cm·µA)
7.0
0.02 mS/cm2
24.0 mS/cm2
0.08 mS/cm2
0.05 mS/cm2
3.0 mS/cm2
0.02 mS/cm2
0.25 mS/cm2
1.0 mS/cm2
0.55 mS/cm2
0.07 mS/cm2

Description
maximum Na+ /K+ pump strength
maximum glia uptake
Membrane capacitance
Conversion factor
ratio of intra to extracellular volume
Conductance of leak Cl− current
Maximal conductance of fast Na+
Maximal conductance of Ca+2 current
Maximal conductance of h-current
Maximal conductance of K+ current
Conductance of leak K+ current
Maximal Conductance of A-current
Maximal Conductance of M-current
Maximal Conductance of Ca+2 gated K+ current
Conductance of leak Na+ current

3.3 Experimental Results
Whole cell recordings in inhibitory neurons from NTG mice display reliable action potential
spiking in response to 500 ms stimulus (Fig 3.2a). Interneurons from APdE9 mice on the
other hand are unable to reliably fire action potentials in response to external stimulus
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(Fig 3.2b). Interneurons from APdE9 mice show more than 10-fold decrease (depending on
stimulus strength) in spiking frequency compared to NTG mice of the same age in response
to an external stimulus (Fig 3.2c). Under resting conditions, interneurons from APdE9 mice
are significantly depolarized as compared to NTG mice (resting membrane potential of -77
mV in NTG mice versus -56 mV in APdE9 mice) (Fig 3.2d).
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Figure 3.2: Interneurons from APdE9 mice have impaired spiking ability and higher resting membrane
potential as compared to those from NTG mice. Membrane potential in response to an external stimulus of
80 pA (black) observed in interneurons from NTG mice (a) and APdE9 mice (b). Comparison of the number
of spikes (c) and mean resting membrane potential (d) in response to 500 ms stimulus of various strengths in
interneurons from NTG (squares) and APdE9 mice (triangles). The symbols represent average values from
multiple trials. Error bars represent the root mean squared error.

In addition to having smaller frequency and higher resting membrane potential, interneurons from APdE9 mice exhibit action potentials with significantly lower amplitude. At lower
stimulation strengths we observe an almost 20 mV decrease in the action potential amplitude
(taken in reference to the resting membrane potential) in interneurons from APdE9 mice as
compared to those from NTG mice (Fig 3.3a). The disparity between spiking amplitudes
decreases as the applied stimulus increases, eventually converging to almost the same value
of 78 mV at Istim = 280 pA.
To quantify the depolarizability of the cell we record the maximum value of the membrane
potential excluding the spikes during the last 200 ms time window of the 500 ms over which
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Figure 3.3: Interneurons from APdE9 mice have smaller mean amplitude, are more depolarized in response
to external stimulation, and have different action potential initiation dynamics as compared to interneurons
from NTG mice. Mean action potential amplitude (a) and maximum membrane potential during the last
200 ms window of the 500 ms long stimulus after removing the spikes (b) as functions of stimulus strength in
interneurons from NTG (squares) and APdE9 (triangles) mice. Action potential in interneurons from NTG
mice exhibit rapid onset as compared to those from APdE9 mice. (c) Phase plots showing the derivative of
membrane potential as a function of instantaneous membrane potential during action potential in interneurons from NTG (blue) and APdE9 mice (red) observed experimentally. (d) The same phase plots as in (c)
but on finer scale to highlight the reduced variability and slow onset of action potentials in interneurons
from APdE9 mice as compared to those from NTG mice. Error bars in panels (a) and (b) represent the root
mean squared error.

the stimulus is applied. In both APdE9 and NTG mice, the depolarization of the inhibitory
neurons on average increases linearly with the stimulus strength for weaker stimulus that is
below the threshold for the cell to spike (Fig 3.3b). The zero stimulus strength in Fig 3.3b
represents the threshold value that is required to result in cell spiking. The depolarization
begins to plateau as we increase stimulus strength above the threshold for cell spiking. At
negative stimulation strength (-60 pA) interneurons from APdE9 mice exhibit a hyperpolarization of -70 mV as compared to -90 mV in cells from NTG mice. The difference in
depolarizability is more pronounced at lower stimulation strengths, and decreases gradually
with increasing external stimulus. However, APdE9 mice consistently are more depolarized.
In addition to the differences highlighted above, action potential initiation in interneurons
in NTG and APdE9 mice are significantly different. To gain deep insights into the differences
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in action potential initiation, we quantitatively characterize the dynamics of action potential
initiation, which yields important information concerning VGSC activity [110]. We found
that action potential initiation in interneurons from NTG mice is characterized by abrupt
onset and an upstroke which is much steeper as compared to interneurons from APdE9 mice.
This behavior is more clear in the phase plots that graph the rate of change of membrane
potential (dVm/dt) versus the instantaneous membrane potential and is manifested as almost
vertical take-off at the action potential initiation (Fig 3.3c and 3.3d). While, the initial kink
in the phase plot is similar in the two cases, the rise in dVm/dt in case of interneurons from
APdE9 mice is biphasic. The biphasic behavior in the initial rise of dVm/dt could be due to
decreased cooperativity in the gating of VGSCs [60] as a result of their decreased expression
or disrupted gating behavior. The biphasic behavior could also reflect structural changes
in interneurons in APdE9 mice (see also below). Another salient feature that is apparent
from the phase plots is that the action potential onset (the membrane potential at which
dVm/dt crosses 15mV/ms) [110] in interneurons from NTG mice varies significantly more
as compared to interneurons from APdE9 mice. Interneurons from APdE9 mice display a
5 mV range in onset variability, less than half when compared to interneurons from NTG
mice (12 mV) in response to the same range of external stimuli. The lack of cooperativity
would also explain the reduced variability in action potential onset [110] in interneurons from
APdE9 mice. Furthermore, the action potential onset in interneurons from APdE9 mice is
shifted to more negative membrane potential values as compared to interneurons from NTG
mice (Fig 3.3c and 3.3d). A complete understanding of the dramatic changes in the action
potential initiation and testing the prediction about the reduced cooperativity in the gating
of VGSCs warants future experiments.

3.4 Computational Results
In the following we will vary different parameters in the model as compared to the parameters
set giving the observed behavior in interneurons from NTG mice to search for the pathways
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that would lead to the two observations: the increase in resting membrane potential and
the reduced number of spikes in response to a 500 ms stimulus of different strengths in
inhibitory neurons from APdE9 mice as compared to those from NTG mice (see Table 3.2).
The parameters leading to these two trends will be further investigated for other experimental
observations.
Table 3.2: Trends in simulated neuronal spiking and resting membrane potential.

Conductance
experimental
Ca∞
GLCl
GA
K
GM
K
GCa
Gh
GDR
K
GLK
GLN a
GCa
K
GFN a

Spiking
decrease
no change
increase
decrease
decrease
no change
decrease
no change
decrease
decrease
no change
decrease

RMP
increase
no change
decrease
decrease
decrease
decrease
increase
increase
decrease
increase
no change
no change

Increasing GLN a five-fold as compared to the value used for interneurons from NTG mice
leads to the same number of spikes on average in inhibitory neurons from APdE9 mice (Fig.
3.5a). A four-fold increase is required for the resting membrane potential to be consistent
with interneurons from APdE9 mice (Fig. 3.5b). A 130-fold and 10-fold change in Gh
respectively is necessary to reproduce the observed number of spikes (Fig. 3.5c) and resting
membrane potential (Fig. 3.5d) in inhibitory neurons from APdE9 mice. Thus a much higher
change in Gh is required to reproduce the observed behaviors. We remark that the number of
spikes over the 500 ms duration of stimulus increases proportionally to the stimulus strength
for the most part both experimentally and theoretically. The decline in the number of spikes
in interneurons from NTG mice at larger stimulation is due to the fact that in one trial the
number of spikes is three times smaller than other control data, which has a noticeable effect
on the average values.
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Figure 3.4: Comparison of resting membrane potential and number of spikes in response to 500 ms stimulus
of various strengths in interneurons from NTG and APdE9 mice. Resting membrane potential as a function
L
of GL
N a (a) stimulus strength for different GN a values (b) from the model (lines) and experiment (symbols).
Panels (c) and (d) are the same as (a) and (b) respectively but with varying Gh values. The symbols
represent average values from multiple experimental trials on interneurons from NTG (squares) and APdE9
(triangles) mice. Error bars represent the root mean squared error.

In addition to decreased number of spikes and increased resting membrane potential, we
observe a significant decrease in the average amplitude of all action potentials in inhibitory
neurons from APdE9 mice as compared to those from NTG mice (Fig. 3.6). The model
agrees closely with the experimental observations and predicts a two-fold increase in GLN a
(Fig. 3.6a) and ten-fold increase in Gh (Fig. 3.6b) in interneurons from APdE9 mice as
compared to those from NTG mice. Decreasing GFN a from 24.0 mS/cm2 (the value giving
the same number of spikes in the trace from interneurons in NTG mice) to 16.0 mS/cm2 (the
value giving the same number of spikes in the trace from the interneurons in APdE9 mice)
reproduces the observed average amplitude of all action potentials in the series (Fig. 3.6c).
To quantify the depolarizability of the cell we record the maximum value of the membrane
potential excluding the spikes during the last 200 ms time window of the 500 ms over which
the stimulus is applied. In both APdE9 and NTG mice, the depolarization of the inhibitory
neurons on average increases linearly with the stimulus strength for weaker stimulus that is
below the threshold for the cell to spike (Fig. 3.7a). The zero stimulus strength in Fig. 3.7a
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Figure 3.5: Interneurons from NTG mice exhibit action potentials with significantly higher mean amplitude
as a function of stimulus strength as compared to those from APdE9 mice. Change in mean amplitude of
F
all spikes in the time trace as a function of stimulus strength as we vary GL
N a (a), Gh (b), and GN a (c).
Symbols and lines represent experimental and theoretical values respectively. Squares and triangles are for
interneurons from NTG and APdE9 mice respectively. Error bars represent the root mean squared error.

represents the threshold value that is required to result in cell spiking. The depolarization
begins to plateau as we increase stimulus strength above the threshold for cell spiking.
Furthermore, inhibitory neurons from APdE9 mice exhibit significantly higher depolarization
as compared to those from NTG mice. In line with observations, depolarization linearly
increases from -100 to 0 pA in the model and plateaus once the spiking ensues from above
0 pA. However, the depolarization in the model plateaus more rapidly as compared to the
experiment (Fig. 3.7a, b). Our recent modeling study showed that the extent by which a
cell can depolarize is significantly affected by the ratio of cell packing in the tissue [61, 156],
something not incorporated in the current model. Nevertheless, the model closely reproduces
the ratio of the depolarization between inhibitory neurons from NTG and APdE9 mice where
a 130-fold and 2-fold increase in Gh and GLN a respectively results in the correct ratio (Fig.
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3.7c, d). It is important to notice that increasing GLN a by 2-fold as compared to the control
value results in the depolarization ratio that agrees well with experimental results for a wide
range of stimulus strength. In case of Gh on the other hand, the model exhibits a significantly
higher ratio than experiment for lower stimulus strength.
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Figure 3.6: Interneurons from APdE9 mice have impaired spiking ability but are more depolarized in response
to external stimulation as compared to interneurons from NTG mice. Observed membrane potential of
interneurons during the last 200 ms window of the 500 ms long stimulus after removing the spikes in
interneurons from NTG (squares) and APdE9 (triangles) (a, c). The lines are from the model as we change
Gh (a) and GL
N a (b). (c) and (d) are from the same simulations as (a) and (b) respectively except that
here we show the ratio of depolarization in interneurons from NTG mice to those from APdE9 mice in as a
function of stimulus strength.

In addition to the differences highlighted above, action potential initiation in interneurons
in NTG and APdE9 mice are significantly different. In the following we quantitatively
characterize the dynamics of action potential initiation. We found that action potential
initiation in interneurons from NTG mice is characterized by abrupt onset and an upstroke
which is much steeper as compared to interneurons from APdE9 mice. This behavior is more
clear in the phase plots that graph the rate of change of membrane potential (dVm /dt) versus
the instantaneous membrane potential and is manifested as almost vertical take-off at the
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action potential initiation (Fig. 3.8a). While, the initial kink in the phase plot is similar
in the two cases, the rise in dVm /dt in case of interneurons from APdE9 mice is biphasic.
Another salient feature that is apparent from the phase plot is the the action potential
onset (the membrane potential at which dVm /dt crosses 15mV /ms) [109] in interneurons
from NTG mice varies significantly more as compared to interneurons from APdE9 mice.
Furthermore, the action potential onset in interneurons for APdE9 mice is shifted to more

Change in Membrane potential(mV/ms)

negative membrane potential values as compared to interneurons from NTG mice (Fig. 3.4d).
60

150 a)

50

100

100

40

50

100

30

0

20

-50

10
-40

-20

0

-40

0

-30

50
0

-100
-20

-40

150 f)

200 g)

100

100

0

50

0

-100

0

200

150 d)

c)

b)

e)

0

40

-40

-20

h)

30

100

-40

0

20
10

-100
-40

-20

0
-50

0

Membrane Potential(mV)

50

-50

-40

-30

Figure 3.7: (a) Phase plots showing the derivative of membrane potential as a function instantaneous membrane potential during action potential spike in interneurons from NTG mice (blue) and APdE9 mice (red)
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While our model accurately reproduces AP amplitude and frequency it fails to reproduce
the observed differences in the AP onset in cells from NTG and APdE9 mice (Fig, 3.8a, b).
Increasing GLN a (Fig. 3.8c, d) and Gh (Fig. 3.8e, f) both cause a shift in the action potential
onset towards less negative membrane potential values. We observe a similar rightward shift
in action potential onset when GFN a is decreased (Fig. 3.8g,h). Although not significant,
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both GLN a and Gh give the right trend in the variability in the action potential onset (not
shown). That is, the range of membrane potential at which the action potential ensues
widens as we increase GLN a and Gh . Decreasing GN a on the other hand leads to a narrower
range of membrane potential values at the AP onset, in line with [109]. Consistent with
observations, increasing GLN a decreases the steepness in the AP. Increasing Gh on the other
hand increases the initial slope of the phase plot, while decreasing GFN a does not change
the slope significantly. Both these observations are inconsistent with experimental results.
We remark that in general the action potential onset predicted by the model is significantly
slower than observed experimentally. Similarly, the range of onset potential is narrower as
compared to observations. The model also fails to reproduce the biphasic nature of the AP
observed in interneurons from APdE9 mice.
As pointed out by Naundorf et al [109], the classical Hodgkin-Huxley-type models are
not equipped to replicate the rapid AP onset and large variability in onset potentials. Replicating both these features simultaneously requires strongly cooperative activation, voltagedependent inactivation from closed states, and slow recovery from inactivation of N a+ channels, the subject of chapter 4.

3.5 Discussion
A large amount of experimental evidence suggests that the aberrant neuronal activity observed in AD is due to the abnormal behavior of inhibitory neurons afflicted by Aβ toxicity [12, 56, 118, 159]. The exact mechanism by which Aβ causes aberrant neuronal behavior is difficult to pinpoint due to the many cascading dysfunctions excess Aβ may induce. Some of the most devastating abnormalities include generating cation-permeable pores
[3, 30, 92, 128, 155] , causing abnormal ionic channel activity [36, 130, 158], and altering
synaptic signaling between neurons[119]. Extending the classical Hodgkin-Huxley formalism
to add more channels and ion dynamics, we reproduce the normal action potential genera51

tion observed in NTG mice We then identify the ionic channels that reproduce the abnormal
behavior observed in AD mice models, particularly, reduced AP generation in response to
external stimuli, depolarized RMP, reduced AP amplitude, and enhanced depolizability. We
found that increasing gLN a and gh compared to control values, we obtain neuronal behavior
similar to the inhibitory interneurons of APdE9 mice model. Experimental evidence suggests
that decreased gFN a results in aberrant inhibitory interneuron function. While we observe
that decreasing gFN a results in diminished AP spiking, this variation had no effect on RMP.
This suggests that the experimentally observed dysfunction maybe be due to the aberrant
activity of multiple ionic channels.
Several studies have been done investigating the correlation between Aβ and the activity
of HCN channel activity. While no one has looked into the APdE9 genetic line, several
labs have looked at the similar amyloid precursor protein (APP) genetic mice lines which
are also used to study the dysfunction observed in AD patients [36, 137]. Eslamizade et
al has shown that exposing the pyramidal neurons of the CA1 Hippocampal region to Aβ
resulted in decreased excitability and upregulated Ih [36]. In a similar study, Saito et al
found that the temporal lobes of aging cynomolgus monkeys and sporadic ADs patients
exhibited noticeable reductions in Ih [137]. Though the results of both these studies are in
disagreement, they still show a correlation between Ih function and the presence of increased
levels of Aβ . Within our model we observe reduced excitability and depolarized RMP,
similar to the behavior of APdE9 mice models However, this behavior only occurs with a
hundred-fold upregulation of Ih . This increase in Ih is significantly larger then the two to
three-fold increase observed experimentally [36]. Thus, while upregulated Ih induces the
dysfunctions we observe in APdE9 mice the unphysiological increase in gh points to HCN
channel dysfunction being a contributing source of aberrant interneuron activity rather than
the sole cause.
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The VGSC Nav 1.1 exhibit reduced surface expression in APdE9 mice models and AD
patients[22]. The enzyme responsible for the cleavage of APP results in increase monomeric
Aβ β-secretase (BACE1), is upregulated in APdE9 mice and AD patients, this enzyme is
also responsible for the increased cleavage of the β2-subunit of Nav 1.1, resulting in decreased
expression and VGSC function [22, 74]. It was shown by Verret et al that hAPPJ20 mice,
an AD mouse model, exhibit increased levels of Aβ and abnormal gamma rhythm activity.
In situ hybridization measurements show a strong colocalization of Nav 1.1 mRNA with
PV neurons, suggesting an increased amount of non-functional intracellular Nav 1.1 VGSCs
resulting in increased network hypersynchrony [158]. While there is a plethora of available experimental evidence showing the strong correlation between aberrant VGSC activity
and abnormal neuronal activity, our computational model can not attribute all observed
interneuron dysfunction to decreased VGSC function. Decreases in gFN a reproduced the
experimentally observed decreases in AP frequency and amplitude, however, could not polarize the RMP as was the case in APdE9 mice. In addition, decreasing gFN a causes increased
variability in the AP onset membrane potential values, the opposite of what is observed
experimentally, and could not reproduce the biphasic behavior observed in APdE9 mice.
Based on the results of our modeling, we hypothesize that while VGSC dysfunction likely
plays a role in aberrant neuronal behavior it is not the sole source of network abnormalities.
We suspect that increased N a+ leak is the major cause of aberrant neuronal behavior
in the interneurons from APdE9 mice as it reproduces all observations in our experiments.
Comparing the internal and external sodium concentrations in our theoretical model we see
that increasing the sodium leak conductance causes [Na+ ]i to increase and [Na+ ]o to decrease,
unfortunately there is no experimental data available to which we can compare our findings.

53

While we initially added ion dynamics in preparation for future work, our results illustrate
that the disturbance of the ionic gradient across the neuronal membrane is extremely important and using a fixed VN a instead of ion dynamics does not show the desired effect. Thus
it is likely that it is not just higher GLN a but also changes in [Na+ ]o , [Na+ ]i , and VN a that
causes aberrant interneuron activity.
The enhanced leakage may be due to amyloid pores observed in lipid bilayers exposed
to abnormal levels of Aβ. Aβ has been known to form cation-permeable pores in the lipid
bilayers in vitro by fusion of liposomes containing the peptide [4, 30, 93, 129, 155]. These
pores have very high conductance, ranging from 400pS to 4000 pS, allowing large amounts
of cations to leak through the membrane [4, 30]. The suspected etiology of these pores
are due to Aβ oligomers or some intermediate in the fibrillization of Aβ [30, 87] Recent
studies suggest that amyloid pores show progressive variabilities in their open probabilities
and permeabilities over time when exposed to a continuous source of Aβ, as a result it is
possible that over years of accretion in AD patients a critical point is eventually reached
where cognitive ability and synaptic plasticity are effected [30]. We expect that these pores
never dissipate and remain in the neuronal membrane, and thus we expect our model to still
hold even using experimental data from aged APdE9 mice. We were unable to model such
long time scales due to the computationally expensive nature of the Hodgkin-Huxley model
but we believe that our model, ideally, should still hold at longer time scales.
As discussed above, our model fails to accurately reproduce the rapid onset, the variability in the membrane potential at which the action potential ensues, and the biphasic
nature of the phase plots from APdE9 mice interneurons. We believe that this is due to the
inherent limitation of the Hodgkin-Huxley formalism of VGSCs. The rapidness in the action
potential onset is correlated to the steepness of the activation of VGSCs as a function of
membrane potential. The activation curve needs to be increased by a factor of at least five to
get the observed steepness in the action potential [109]. Detailed analysis and various mod54

ifications revealed that rapid action potential onset and large variability in onset potentials
are antagonists in Hodgkin-Huxley type models and cannot both be simultaneously realized
[109]. However, this issue may be resolved by adopting a cooperative model for VGSCs,
where the activation curve of a single channel shifts to more negative membrane potential
values as the number of neighboring open channels increases [109]. Modeling the cooperative
behavior of N a+ channels and spatial extent of interneurons necessary for the sharp rise,
large variability, and transition from being monophasic to biphasic action potential onset
are addressed in chapter4.
To summarize, our detailed analysis reveals that increased N a+ leak possibly through the
pores formed by Aβ in the plasma membrane leads to nearly all our observations about the
interneurons from APdE9 mice. While upregulation of Ih current leads to many observations,
we render the required changes in the conductance leading to the observation too high
and unphysiological. Similarly, the downregulation of the conductance of VGSCs fails to
reproduce the observed depolarized resting membrane potential and cannot be the sole source
of interneuronal dysfunction in AD. Our final conclusion is that while restoring the full
interneuronal function in AD might require a multifaceted approach, exploring Aβ pore
blockers such as NA7 peptide and Bexarotene could lead to promising outcome.
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4 Modeling Alzheimer’s Disease Interneurons using Cooperative Sodium Gating
The results in this chapter are published in [125].
In the previous chapter we observed a notable change in the phase space behavior of APs
from NTG and APdE9 mice. The AP onset of NTG mice exhibit a monophasic rise that
occurs over a wide range of membrane potential values. However, the abnormal processing
of Aβ in APdE9 mice lead to significant changes in AP behavior. In response to similar
stimuli, the APs of APdE9 mice exhibit a slower biphasic onset that occur over a narrower
range of membrane potential values. In addition, we observe a shift in onset potential to
more negative values compared to cells from NTG mice.
The extended Hodgkin-Huxley model from the previous chapter, as well as, most similar single compartment models can not account for the experimental phase space behavior.
While some suggest that a multi-compartmental model may reproduce the experimental
trends observed in NTG and APdE9 mice [105, 170], we argue that these models wouldn’t
explain our observations. To reproduce our observations, a model incorporating the cooperative activation of VGSCs is needed. Comparing the model results with experimental
observations, we further show that the cooperativity in activation of VGSCs in interneurons
from APdE9 mice is significantly reduced by Aβ as compared to cells from NTG mice.
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4.1 Computational methods
The model scheme used in this chapter expands on the formalism laid out in the previous
chapter. Here, we eliminated ion dynamics as their presence do not change our conclusions.
The addition of an adjustable population of voltage-gates sodium currents is the most notable
change in our model.
The two Na+ currents used in the model are
INF a = GFN a (m31 h1 p + m32 h2 (1 − p))(Vm − VN a )

(4.1)

Where p is the fraction of cooperative VGSCs. The model for cooperative sodium gating was originally published by Naundorf et al [109], only utilizing sodium activation to
reproduce the variability and rapid onset of APs without taking into account deactivation.
Where the membrane potential used to calculate activation of sodium channels is replaced
with V+
m , the mean field approximation of a coupled population of Markov models for individual sodium channels. This leads to a more rapid activation of VGSCs, resulting in
sharper AP onset, in line with experimental results. This paper was the inspiration for our
current work, however, our model is more closely related to the work published by Huang
et al [60], modeling VGSCs as behaving cooperatively and possessing both cooperative and
non-cooperative components, creating a biphasic onset at low p. Their model is also based on
the work of Naundorf et al [109]. In eq. (4.1), h1 and m1 are the gating variables for cooperative VGSCs and h2 and m2 are the gating variables for the non-cooperative VGSCs. In line
with [60], we use the same inactivation variable h for both cooperative and non-cooperative
fraction of channels.
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We also assume that the activation of non-cooperative VGSCs is rapid enough so that the
steady state value of m2 , m2,∞ can be used. The change in the gating variables is modeled
by the rate equation

(q∞ − q)
dq
=
, q = m1 , h.
dt
τq

(4.2)

Where q∞ represents the steady state value of the gating variable q, and is of the form

q∞ =

1
1+

e−(Vm −θ)/σ

, q = h.

(4.3)

The values for θ and σ are -53.0mV and -7.0mV respectively. The steady state value for the
gating variables m1 , m2 , and n are given by

q∞ =

αq
, q = m1 , m2
αq + βq

(4.4)

where α and β are of the form

αm 1 =

0.1(Vm+ + 30)
+
1 − e−0.1(Vm +30)
+

βm1 = 4e−(Vm +55)/18
αm 2

0.05(Vm + 30)
=
1 − e−0.1(Vm +30)

(4.5)

βm2 = 4e−(Vm +55)/18 .

Where V+
m is equal to the mean field approximation of a coupled population of Markov
models for individual sodium channels [60],
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Vm+ = Vm + m1,∞ hKJpω

(4.6)

ω = 1 − pσ

Here K is the coupling strength between VGSCs, J is the number of surrounding VGSCs
(with KJ=700mV), σ is pseudo-random number from a uniform distribution between 0 and
1, and ω is the level of cooperativity achieved per AP whose value can range between 0.15
and 1.0. τq represents the time constant of a given gating variable q and is given by

τq =

1
, q = m1 ,
αq + βq

τh = 0.37 + 2.78

1
1+

e(Vm +40.5)/6.0

(4.7)

(4.8)

All other constants not explicitly stated in this section may be found in Table 4.1.
Table 4.1: Units and description of the parameters used in the model.

Parameter
ρ
C
γ
GFN a
GDR
K
GLK
GLN a
VN a
VK

Units
28.09 mM/s
1.0 µF/cm2
0.0518 mM.cm2 /µCol
24.0 mS/cm2
3.0 mS/cm2
0.02 mS/cm2
0.07 mS/cm2
50.53781 mV
-102.3674 mV

Description
Maximum Na+ /K+ pump strength
Membrane capacitance
Conversion factor
Maximum conductance of VGSCs
Maximum conductance of K+ current
Conductance of leak K+ current
Conductance of leak Na+ current
Reversal potential for Na+
Reversal potential for K+
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4.1.1 Numerical Methods
The rate equations are solved in Fortran 90 using the 4th order Runge-Kutta method, with
a time step of 0.01 ms. The analysis and statistics of experimental data is performed in
Matlab. Codes reproducing key results are available upon request from authors.

4.2 Results
Previously, we found that in addition to several other differences, AP initiation in interneurons from NTG and APdE9 mice are significantly different (see Fig. (3.3c) and (3.3d) in
chapter 3). Using the phase plot that graphs the rate of change of membrane potential
(dVm /dt) versus the instantaneous membrane potential, we found that AP initiation in interneurons from NTG mice is characterized by abrupt onset and an upstroke which is much
steeper as compared to interneurons from APdE9 mice. This behavior is manifested as almost vertical take-off at AP initiation (Fig. 3.3d in chapter 3). While, the initial kink in
the phase plot is similar in the two cases, the rise in dVm /dt in the case of interneurons from
APdE9 mice is biphasic. Furthermore, the AP onset threshold (the membrane potential at
which dVm /dt crosses 15mV /ms) [109] in interneurons from NTG mice varies significantly
more as compared to interneurons from APdE9 mice. Interneurons from APdE9 mice display
a 5 mV range in onset variability, less than half when compared to interneurons from NTG
mice (12 mV) in response to the same range of external stimuli. Furthermore, AP onset
in interneurons from APdE9 mice is shifted to more negative membrane potential values as
compared to interneurons from NTG mice (Fig. (3.3c) and (3.3d) in chapter 3).
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In the following, we use computational modeling to explain this behavior as AP initiation
provides useful information about the function of VGSCs. We begin by using the classical
HH formalism for the sodium current that is

INF A = GFN a m3∞ h(Vm − VN a ),

where,
m∞ =

1

,
1+
dh
h∞ − h
=
,
dt
τh
1
h∞ =
,
1 + e(Vm +53)/7
2.78
τh = 0.37 +
.
(V
1 + e m +40.5)/6
e−(Vm +30)/9.5

Everything else in the model remains the same as described in the Methods section. Using
this formalism, we generate phase plots similar to Fig. (3.3c) and (3.3d) in chapter 3 (Fig.
4.1A and B). The noteworthy characteristics of phase plots without cooperative VGSCs is
a slow onset, monophasic rise, and AP onset that occurs in a narrow range of membrane
potential values. The slow rise and low variability in AP onset threshold are contrary to
what we see in the observed phase plots of interneurons from both NTG and APdE9 mice.
In fact, this behavior of the HH formalism is inconsistent with the observed features of AP
initiation in other neurons as well [109].
Based on extensive experimental work, Verret et al [158] found that the impairment of
parvalbumin inhibitory neurons leads to the observed spontaneous epileptiform activity, hypersynchrony, and reduced gamma oscillatory activity in hAPP transgenic mice and AD
patients. They also found reduced levels of VGSC subunit Nav1.1 in the inhibitory neurons as restoring Nav1.1 levels in hAPP mice increased gamma oscillations, and reduced
hypersynchrony, memory deficits, and premature mortality. To test the effect of the reduced
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VGSCs expression on AP initiation characteristics including the transition from monphasic
behavior of phase plot in NTG mice to biphasic behavior in APdE9 mice, we decreased GFN a
significantly and found no comparable effect on AP initiation (Fig. 4.1C and D). Increasing
GFN a or changing other currents do not change the phase plot significantly either (not shown).
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Figure 4.1: The membrane potential shows a slow rise during AP initiation when HH type formalism for
VGSCs with no cooperativity is used. Change in membrane potential of simulated neuron at GF
N A =24.0
mS/cm2 (A). An expanded view of (A) shows that the onset lacks the rapid rise observed experimentally
2
(B). Reducing the expression of VGSCs (GF
N A =16.0 mS/cm ) (C) does not have much effect on the pace of
the onset. (D) shows an extended view of (C).

Next we use the model that incorporates the cooperative activation of VGSCs to reproduce the phase plots similar to those observed experimentally. We vary the level of
cooperativity amongst VGSCs between 15% and 90% and compare our results to those observed in NTG and APdE9 mice models. Specifically, we are interested in how the variation
in the fraction of cooperative VGSCs, p, affects the phase plots of APs from simulated neurons taken at varying stimulus strength with added synaptic noise. Consistent with our
experimental results in chapter 3, we apply a stimulus that lasts for 500ms. We repeat the
simulation with varying stimulus strength, taking the second and third action potentials per
stimulus application and gathering the phase plot information of each for a specific percent
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cooperativity. As shown in Fig. 4.2, at low cooperativity, the phase plots from the model
exhibit a slow biphasic onset that occurs in a narrow range of membrane potential values,
similar to the behavior observed in APdE9 mice models. This bisphasic onset persists until
approximately 50% cooperativity, where it then becomes monophasic, similar to what is seen
in NTG mice and healthy human neurons. This is more clear from the expanded view of
Fig. 4.2 as shown in Fig. 4.3.
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Figure 4.2: Incorporating cooperativity in the gating of VGSCs leads to AP initiation consistent with
experimental results. Furthermore, the cooperativity in the gating of VGSCs decreases in interneurons from
APdE9 mice. Change in membrane potential of the neuron during APs as we increase cooperativity (A)
p = 0.2, (B) p = 0.3, (C) p = 0.4, (D) p = 0.5, (E) p = 0.6, (F) p = 0.7, and (G) p = 0.8.

In addition to changing from being biphasic at low cooperativity to being monophasic
at high cooperativity, we also notice a gradual increase in the average slope of the phase
plot indicating the rapidness of action potential onset (Fig. 4.3). To show this more quantitatively, we take the average of the initial slope of the phase plot for the second action
potential using different stimuli as a function of p (Fig. 4.4A). The larger the degree of
cooperativity amongst VGSCs, the more rapid the change in the membrane potential. At
higher cooperativity of VGSCs, AP exhibits an almost vertical take off similar to what is
observed in healthy neurons. This rapid onset also occurs at more variable membrane poten63
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Figure 4.3: Expanded view of the phase plots from Fig. (4.2). (A) p = 0.2, (B) p = 0.3, (C) p = 0.4, (D)
p = 0.5, (E) p = 0.6, (F) p = 0.7, and (G) p = 0.8.

tial threshold as we increase p (Fig. 4.4B). At lower cooperativity in the activation VGSCs,
we observe action potential onset occurring in much smaller range (3-5 mV) when compared
to that observed at higher cooperativity (7-12 mV). This behavior is consistent with the
observed onset variability of action potential in interneurons form APdE9 and NTG mice
respectively. We also see that on average the threshold for action potential onset shifts to
negative values as we decrease coopertaivity in the activation of VGSCs.

4.3 Discussion
There is a strong correlation between aberrant neuronal activity and the progressive cognitive decline observed in AD patients and APP mice models. When exposed to pathological
amounts of Aβ inhibitory neurons in different mice models of AD and AD patients show
impaired activity [55, 126, 160]. We previously showed that interneurons in dentate gyrus
of APdE9 mice failed to reliably produce APs in response to external stimulus (chapter
3), resulting in profound disruptions in dentate gyrus circuit activations, abnormally large
field potentials corresponding to the wider neuronal activation maps, and impaired synaptic
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phase plot (A) and variability in onset threshold (B) of AP as we vary the cooperativity of VGSCs activation.

plasticity [55]. This lack of inhibition also results in epileptiform activity and the disruption
of natural brain rhythms [120, 123, 160]. Synaptic junctions experience impaired longterm
potentiation [115, 151, 162], impaired longterm depression [55, 59, 68], and blocked synaptic transmission [107] in the presence of Aβ oligomers, further contributing to network
dysfunction and decline in cognitive function.
Using data-driven computational modeling, we previously explained many features of the
inhibitory neurons from APdE9 mice and age-matched NTG mice (chapter 3). However, our
model failed to explain several key observation about AP initiation in interneurons from
NTG mice. Neither did our model explain the differences between different features of AP
initiation in interneurons from NTG and APdE9 mice. Action potential initiation carries
key information about the function of VGSCs as they are responsible for the rapid onset seen
in both the time trace and phase plot of APs. In this chapter, we exploit this information
and show that Aβ oligomers affect the activation of VGSCs so that these channels exhibit
low activation cooperativity in AD when compared to control cells.
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In addition to many aberrant neuronal effects, APP cleaving by its enzymes cause an
increase in the levels of BACE1 – the enzyme also responsible for the cleavage of VGSC
subunit Nav1.1. Due to the correlation between APP and BACE1, impaired APP processing
often leads to higher levels of VGSC subunit Nav1.1. However, it is largely retained inside the
cell [23, 73, 75, 100], resulting in a significant decrease in the expression of VGSCs on the cell
surface [73]. While the reduction in the expression of VGSCs does not explain the different
features of AP initiation observed in NTG and APdE9 mice, it is possible that the loss of
VGSCs at random places affect the cooperativity in the activation of these channels. Testing
this hypothesis requires carefully designed future experiments investigating the spatial loss
of VGSCs in AD.
To summarize, changes in the slope, onset variability, and the shape of phase plot of AP
yield key information about the function of VGSCs in neuronal membrane, and how they are
affected by the deposition of Aβ plaques as well as the presence of increased BACE1 activity
often observed in AD models [23, 73, 109]. Here we show that at low cooperativity between
VGSCs, our model reproduces several features of AP initiation such as a less rapid onset, a
smaller variability in threshold in response to a fluctuating input, and a biphasic plot seen in
inhibitory neurons from AD mice model. When cooperativity between VGSCs is restored,
so is the normal AP initiation seen in interneurons from age-matched control mice.
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5 Ultraslow Spontaneous Na+ Fluctuations in the Neonatal Forebrain
In this chapter we investigate the origin of the spontaneous fluctuations in the intracellular
Na+ concentration observed in neonatal forebrain to better understand the fundamental roles
that they play in brain development. During this early stage, the role of GABA is reversed
due to an abnormal balance of chloride ions within and outside of the neuron. At this early
stage of development heightened expression of Na+/K+/Cl− and lowered expression of
K+/Cl− co-transporters result in a positive chloride reversal potential, causing it to become
excitatory instead of inhibitory. After release, GABA depolarizes adjacent neurons instead of
inhibiting excitatory activity by hyper polarizing post-synaptic neuros as it would normally.
We extended our model with a network model consisting of a 5-1 ratio of excitatory to
inhibitory neurons connected synaptically and K+ diffusion in the extracellular space. We
observed that by inverting the inhibitory synaptic signal in the model we can reproduce
the spontaneous sodium fluctuations observed experimentally in these neonatal mice. In
addition, our results strongly suggest that these early neonates are at risk for epileptiform
activity. The results presented in this chapter are under consideration for publication in the
Journal of Neurophysiology.

5.1 Experimental Methods
Experiments within this chapter were done by Christine Rose’s group at the Heinrich-HeineUniversitat Dusseldorf. Full details are given in Felix et al 2020.
Relevant abbreviations and source of chemicals
MPEP (2-Methyl-6-(phenylethynyl)pyridine) from Tocris
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APV ((2R)-amino-5-phosphonovaleric acid; (2R)-amino-5-phosphonopentanoate) from Cayman Chemical
NBQX (2,3-Dioxo-6-nitro-1,2,3,4-tetrahydrobenzo[f]quinoxaline-7-sulfonamide) from Tocris
CGP-55845 ((2S)-3-[[(1S)-1-(3,4-Dichlorophenyl)ethyl]amino-2-hydro xypropyl](phenylmethyl)phosphinic acid hydrochloride) from Sigma-Aldrich
NNC-711 (1,2,5,6-Tetrahydro-1-[2-[[(diphenylmethylene)amino]oxy]ethyl]3-pyridinecarboxylic acid hydrochloride) from Tocris
SNAP-5114 (1-[2-[tris(4-methoxyphenyl)methoxy]ethyl]-(S)-3-piperidinecarboxylic acid)
from Sigma-Aldrich

5.1.1 Preparation of tissue slices
The experiments were carried out in accordance with the institutional guidelines of the
Heinrich Heine University Düsseldorf, as well as the European Community Council Directive (2010/63/EU). All experiments were communicated to and approved by the animal
welfare office of the animal care and use facility of the Heinrich Heine University Dsseldorf
(institutional act number: O52/05). In accordance with the German animal welfare act (Articles 4 and 7), no formal additional approval for the post-mortem removal of brain tissue
was necessary. In accordance with the recommendations of the European Commission [64],
juvenile mice were first anaesthetized with CO2 before the animals were quickly decapitated,
while animals younger than P10 received no anesthetics.
Acute brain slices with a thickness of 250 µm were generated from mice (mus musculus,
Balb/C; both sexes) using methods previously published [35]. An artificial cerebro-spinal
fluid (ACSF) containing (in mM): 2 CaCl2, 1 MgCl2 125 NaCl, 2.5 KCl, 1.25 NaH2PO4,
26 NaHCO3, and 20 glucose was used throughout all experiments and preparation of animals younger than P10. For animals at P10 or older, a modified ACSF (mACSF) was used
during preparation, containing a lower CaCl2 concentration (0.5 mM), and a higher MgCl2
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concentration (6 mM) but being otherwise identical to the normal ACSF. Both solutions
were bubbled with 95% O2/5% CO2 to produce a pH of ∼7.4 throughout experiments, and
each had an osmolarity of 308-312 mOsm/l. Immediately after slicing, the slices were transferred to a water bath and incubated at 34C with 0.5-1 µM sulforhodamine 101 (SR101)
for 20 minutes, followed by 10 minutes in 34C ACSF without SR101. During experiments,
slices were continuously perfused with ACSF at room temperature. For experiments utilizing antagonists, these were dissolved in ASCF and bath applied for 15 minutes before the
beginning, and subsequently throughout the measurements.

5.1.2 Sodium Imaging
Slices were dye-loaded using the bolus injection technique (via use of a picospritzer 3, Parker,
Cologne, Germany). The sodium-sensitive ratiometric dye SBFI-AM (sodium-binding benzofuran isophthalate-acetoxymethyl ester; Invitrogen, Schwerte, Germany) was used for detection of Na+ . SBFI was excited alternatingly at 340 nm (Na+ -insensitive wavelength) and
380 nm (Na+ -sensitive wavelength) by a PolychromeV monochromator (Thermo Fisher Scientific, Eindhoven, Netherlands). Emission was collected above 420 nm from defined regions
of interest (ROIs) drawn around cell somata using an upright microscope (Nikon Eclipse
FN-1, Nikon, Düsseldorf, Germany) equipped with a Fluor 40x/0.8W immersion objective
(Nikon), and attached to an ORCA FLASH 4.0 LT camera (Hamamatsu Photonics Deutschland GmbH, Herrsching, Germany). The imaging software used was NIS-elements AR v4.5
(Nikon, Dsseldorf, Germany). For the identification of astrocytes [52], SR101 was excited at
575 nm and its emission collected above 590 nm.

69

5.1.3 Data analysis and statistics
For each ROI, a ratio of the sensitive and insensitive emissions was calculated and analyzed
using OriginPro 9.0 software (OriginLab Corporation, Northampton, MA, USA). Changes
in fluorescence ratio were converted to mM Na+ on the basis of an in situ calibration performed as reported previously [138, 149] . A signal was defined as being any change from
the baseline, if Na+ levels exceeded 3 standard deviations of the baseline noise. Each series
of experiments was performed on at least four different animals, with ’n’ reflecting the total
number of individual cells analyzed. Values from experiments mentioned in the text are
presented as mean ± standard error, while values taken from models are presented as mean
± standard deviation.

5.2 Network Model
The basic equations for the membrane potential of individual neurons, various ion channels,
and synaptic currents used in our model are adopted from Ref. [89]. The network topology
follows the scheme for hippocampus from the same work. As shown in Figure 5.1, the network
consists of pyramidal cells and fast-spiking interneurons with five to one ratio. The results
reported in this chapter are from a network with 25 excitatory and 5 inhibitory neurons.
Astrocytes are not explicitly illustrated as cellular entities in Figure 5.1, but included in
the model through their ability to take up K+ . Of note, increasing the network size does
not change the conclusions from the model (not shown). Each inhibitory neuron makes
synaptic connections with 5 adjacent postsynaptic pyramidal neurons (I-to-E synapses).
Thus five excitatory and one inhibitory neurons constitute one “domain”. As shown in
section 5.3, we observed significant variability in the neuronal behavior. Approximately 25%
of neurons tested exhibited Na+ fluctuations. Furthermore, the amplitude, duration, and
frequency of the fluctuations varied over a wide range, pointing towards a heterogeneity in
70

the network topology. To incorporate the observed variability in the neuronal behavior, the
synaptic strengths vary randomly from one domain to another. For inhibitory-to-inhibitory
(I-to-I), excitatory-to-excitatory (E-to-E), and excitatory-to-inhibitory (E-to-I) synapses, we
consider all-to-all connections. However, restricting these synapses spatially does not change
the conclusions in the paper. We remark that if one wishes to use a network of a different
size with all-to-all connections, the maximum strength of these three types of synaptic inputs
will need to be scaled according to the network size.
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Figure 5.1: Network schematic showing connections between adjacent neurons within the two neuronal layers.
The network consists of pyramidal (E) and inhibitory (I) neurons at five to one ratio, where five excitatory
and one inhibitory neurons make one domain. In addition to synaptic inputs, we also consider the diffusion
of extracellular K+ between neighboring cells. Incorporating Na+ and Cl- diffusion in the extracellular space
does not change our conclusions (not shown) and is therefore not included in the model.

As in chapter 3, the equations for individual cells are modified and extended to incorporate the dynamics of various ion species in the intra- and extracellular spaces of the neurons
using the formalism previously developed in [6, 9, 44, 80, 112, 140, 154]. The change in
the membrane potential, Vm, for both excitatory and inhibitory neurons in the network is
controlled by various Na+ (IN a ), K+ (IK ), and Cl− (ICl ) currents, current due to Na+ /K+ ATPase (Ipump ), and random inputs from neurons that are not a part of the network (IEx
stoch ),
and is given as

dV m Ex,In
Ex/In
Ex,In
Ex,In
Ex,In
+ Istoch .
= INEx,In
+ IK
+ ICl
− Ipump
a
dt

(5.1)
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The superscripts Ex and In correspond to excitatory and inhibitory neurons respectively.
The Na+ and K+ currents consist of active currents corresponding to fast sodium and delayed
leak
leak
rectifier potassium channels (IFN a & IDR
K ), passive leak currents (IN a & IK ), and excitatory
syn
synaptic currents (Isyn
). The chloride currents consist of contributions from passive
N a & IK
syn
leak current (Ileak
Cl ) and inhibitory synaptic currents (ICl ).

syn
INEx,In
= INF a + INleak
a + IN a ,
a
Ex,In
syn
DR
leak
IK
= IK
+ IK
+ IK
,

(5.2)

Ex,In
leak
ICl
= ICl
+ IC lsyn .

The equations for active neuronal currents are given by the following equations,

INF a = gN a m3∞ h(VN a − Vm ),
DR
IK

(5.3)

4

= gk n (VK − Vm ),

where gN a , gK , m∞ , h, and n represent the maximum conductance of fast Na+ channels,
maximum conductance of delayed rectifier K+ , steady state gating variable for fast Na+
activation, fast Na+ inactivation variable, and delayed rectifier K+ activation variable. As
in [89], the gating variables and peak conductances for IFN a , IDR
K , and leak currents for the
pyramidal neurons in this study are based on the model of Ermentrout and Kopell [41],
which is a reduction of a model due to Traub and Miles [103].
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The equations for fast-spiking inhibitory neurons are taken from the model in [133] and
[67], which is a reduction of the multi-compartmental model described in Ref. [148]. These
equations were originally chosen such that the model would result in the intrinsic frequency
as a function of stimulus strength observed in pyramidal cells and fast-spiking inhibitory
neurons respectively. The gating variables obey the following equations,

x∞ =

5
αx
, τx =
, F orx = m, n, h.
α x + βx
αx + βx

(5.4)

Here x∞ and τx represent the steady state and time constant of the gating variable
respectively. The forward and reverse rates (αx and βx ) for the channel activation and
inactivation are calculated using the equations below.

αn = (−0.01(Vm + 34))/(exp(−0.1(Vm + 34)) − 1),
βn = 0.125exp(−(Vm + 44)/80),
αh = 0.07exp(−(Vm + 58)/20),
(5.5)
βh = 1/(exp(−0.1(Vm + 28)) + 1),
αm = (0.1(Vm + 35))/(1 − exp(−(Vm + 35)/10)),
βm = 4exp(−(Vm + 60)/10).

The leak currents are given by

leak
INleak
a = gN a (VN a − Vm ),
leak
leak
IK
= gK
(VK − Vm ),

(5.6)

leak
leak
ICl
= gCl
(VCl − Vm ),
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where VN a , VK , and VCl are the reversal potentials for Na+ , K+ , and Cl− currents respectively and are updated according to the instantaneous values of respective ion concentrations.
Ex/In

The functional form of stochastic current (Istoch ) received by each neuron is also based
on [89] and is given as

Istoch = −gstoch sstoch Vm .

(5.7)

Where gstoch represents the maximal conductance associated with the stochastic synaptic
input and is set to 1 for both cell types. The gating variable sstoch decays exponentially with
time constant τstoch = 100 ms during each time step ∆t, that is

sstoch = sstoch exp

−∆t
.
2τstoch

(5.8)

At the end of each time step, sstoch jumps to 1 with probability ∆tfstoch /1000, where
fstoch is the mean frequency of the stochastic inputs. These equations simulate the arrival of
external synaptic input pulses from the neurons that are not included in the network [89].
The excitatory and inhibitory synaptic currents corresponding to AMPA, NMDA, and
GABA receptors are given by the equations below,

INsyn
a = GAM P A/N M DA SAM P A/N M DA (VN a − Vm ),
syn
IK
= GAM P A/N M DA SAM P A/N M DA (VK − Vm ),

(5.9)

syn
ICl
= GGABA SGABA (VCl − Vm ).

GAM P A/N M DA , GGABA , SAM P A/N M DA , and SGABA represent the synaptic conductance
and gating variables for AMPA and NMDA (represented by a single excitatory current) and
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GABA receptors. To incorporate the observed variability in neuronal behavior, we randomly
select the maximal conductance value for I-to-E synapses inside a single domain from a
Gaussian distribution between 0.1 and 3.0 mS/cm2. In order to model the excitatory role
of GABAergic neurotransmission observed in neonate brain, we change the sign of GGABA
from positive to negative.
The change in synaptic gating variables for both excitatory and inhibitory neurons is
modeled as in [89]. That is

1
Vm 1 − S
S
dS
= (1 + tanh( ))
− ,
dt
2
4
τR
τD

(5.10)

where τR and τD represent the rise and decay time constants for synaptic signals. The
reversal potentials used in the above equations are calculated using the Nernst equilibrium
potential equations as described in chapter 3 (Eq 3.13).
We consider the ECS as a separate compartment surrounding each cell, having a volume
of approximately 15% of the intracellular space (ICS) in the hippocampus of adult brain
[45, 69] and 40% of the ICS in neonates [90, 145] . Each neuron exchanges ions with
its ECS compartment through active and passive currents, and the Na+ /K+ -ATPase. The
ECS compartment can also exchange K+ with the glial compartment, perfusion solution (or
vasculature in intact brain), and the ECS compartments of the nearby neurons [72, 122, 163].
The change in [K+ ]o is a function of IK , Ipump , uptake by glia surrounding the neuron
(Iglia ), diffusion between the neuron and bath perfusate (Idif f 1 ), and lateral diffusion between
adjacent neurons (Idif f 2 ).

d[K + ]o )
= −γβIN a − 2γβIpump + Iglia − Idif f 1 + Idif f 2 .
dt

(5.11)
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Where β is the ratio of ICS to ECS. We set β = 7 in adult and 2.5 in neonates to
incorporate the larger ECS (∼15% and ∼40% of the ICS in adults and neonates respectively)
observed in neonates [23, 24]. To see how the relative volume of ECS affects the behavior of
spontaneous Na+ fluctuations, we vary β over a wide range in some simulations of neonate
network. We remark that using β = 2.5 in the network representing the adult brain (mature
inhibition) didn’t cause spontaneous Na+ fluctuations (not shown). γ = 3 × 104/(F × rin )
is the conversion factor from current units to flux units, where F and rin are the Faraday’s
constant and radius of the neuron, respectively. The factor 2 in front of Ipump is due to the
fact that the Na+ /K+ pump extrudes two K+ in exchange for three Na+ .
The rate of change of [Na+ ]i is controlled by IN a and Ipump [9], that is

d[N a+ ]i
= γIN a − 3γIpump .
dt

(5.12)

The equations modeling Ipump , Iglia , and Idif f 1 are as given in chapter 3 (Eq 3.15)

Ipump =

ρ
1 + exp((25 −

[N a+ ]i )/3))1/(1.0

Idif f 1 = K ([K + ]o − [K + ]bath ),

+ exp(5.5 − [K + ]o )

.
(5.13)

Iglia = Gglia /(1 + exp(10(3 − [K + ]o ))).

76

The pump strengths here and are a function of available oxygen concentration in the tissue
([O2]) or perfusion solution [17], that is

ρ = ρmax /(1 + exp((20 − [O2 ])/3)).

(5.14)

and ρmax , Gglia , k , and [K+ ]bath represent the maximum Na+ /K+ pump strength, maximum
glial K+ uptake, constant for K+ diffusion to vasculature or bath solution, and K+ concentration in the perfusion solution respectively. The change in oxygen concentration is given
by the following rate equation [70].

d[O2 ]o
= αIpump + 0 ([O2 ]bath − [O2 ]o ).
dt

(5.15)

Where [O2]bath is the bath oxygen concentration in the perfusion solution, α converts flux
through Na+ /K+ pumps (mM/sec) to the rate of oxygen concentration change (mg/(L×sec)),
and O is the diffusion rate constant for oxygen from bath solution to the neuron. We also
incorporate lateral diffusion of K+ (Idif f 2 ) between adjacent neurons where the extracellular
K+ of each neuron in the excitatory layer diffuses to/from the nearest neighbors in the same
layer and one nearest neuron in the inhibitory layer. That is,

Idif f 2 =

Dk
+ Ex
+ In
+ Ex
([K + ]Ex
o,i+1 + [K ]o,i−1 + [K ]o,i − 3[K ]o,i ),
dx2

(5.16)

where the subscript i indicates the index of the neuron with which the exchange occurs, DK
is the diffusion coefficient of K+ , and dx represents the separation between neighboring cells.
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The diffusion of K+ in the inhibitory layer is modified so that each inhibitory neuron exchanges K+ with the two nearest neighbors in the same layer and five nearest neighbors in
the excitatory layer. The separation between neighboring neurons in the inhibitory layer is
five times that of neighboring neurons in the excitatory layer. To simplify the formalism,
[K+ ]i and [Na+ ]o are linked to [Na+ ]i .
[K + ]i = 140 + (18 − [N a+ ]i ),
(5.17)
+

+

[N a ]o = 144 + β([N a ]i − 18).

[Cl− ]i and [Cl− ]o are given by the conservation of charge inside and outside the cell respectively.

[Cl− ]i = [N a+ ]i + [K + ]i − 150,
(5.18)
−

+

+

[Cl ]o = [N a ]o + [K ]o .

The number 150 in the above equation represents the concentration of impermeable anions.
The values of various parameters used in the model are given in Table 5.1.
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Table 5.1: Units and description of the parameters used in the model.

Parameter
ρmax
Gglia
C
γ
β
GLCl
GFN a
GDR
K
GLK
GiiGABA
Gie
GABA
GAM P A/N M DA
GAM P A/N M DA
GLN a
τR
τD
fstoch
[O2 ]bath
α
0
k
[K + ]bath
DK
dx

Value and Unit (Ex, In
29 mmol/s
60 mmol/s
1.0 µF/cm2
1.86 mmol/(cm·µA)
2.5
0.001 mS/cm2
165.0 mS/cm2 , 35.0 mS/cm2
80.0 mS/cm2 , 9.0 mS/cm2
0.02 mS/cm2
10 µS/cm2
0.1 - 3.0 mS/cm2
1 µS/cm2
1 µS/cm2
7.6 µS/cm2 , 8.55 µS/cm2
0.1 ms
4.0 ms, 30.0 ms
1 Hz, 0.2 Hz
32 mg/l
5.3 g/mol
0.17 s−1
3 s−1
3.0 mM
2.5 x 10−5 cm−2 /s
200 µm

Description
Max Na+ /K+ pump strength
Max glia uptake
Membrane capacitance
Conversion factor
ratio of intra to extracellular volume
Conductance of leak Cl− current
Max conductance of fast Na+
Max conductance of K+ current
Conductance of leak K+ current
Max conductance of I-to-I synapses
Max conductance of I-to-E synapses
Max conductance of E-to-E synapses
Max conductance of E-to-I synapses
Conductance of leak Na+ current
Rise constant for synaptic gating
Decay constant for synaptic gating
Mean frequency of stochastic input
O+
2 concentration in the bath solution
Conversion factor for ATPase current
Oxygen diffusion constant
K+ diffusion of ECS and bath solution
K+ concentration in the bath solution
Diffusion coefficient of K+ in the ECS
Distance between adjacent neurons

5.2.1 Numerical Methods
The rate equations were solved in Fortran 90 using the midpoint method, with a time step
of 0.02 ms. The statistical analysis of the data obtained from simulations is performed in
Matlab. Codes reproducing key results are available upon request from authors. Significance
was determined using students t-tests (p<0.001: ***).
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5.3 Experimental Results
Acutely isolated parasagittal slices from hippocampi of neonatal mice (P2-4) were bolusstained with the sodium-sensitive ratiometric dye SBFI-AM along the CA1 region (Figure
5.2A1). Experimental measurements lasted for 60 minutes, with an imaging frequency of
0.2 Hz. Astrocytes were identified via SR101 staining (Figure 5.2A1), and were analyzed
separately to the neurons in the pyramidal layer. Out of the measured cells, 26% of neurons (n=63/243) and 38% of astrocytes (n=36/97) showed detectable fluctuations in their
intracellular Na+ concentrations (Figure 5.2A2, 5.2B). Detection threshold was calculated
individually for each cell, and was defined as being 3 times the standard deviation of the
baseline noise of each ROI analyzed (this ranged from 0.28 to 2.04 mM). Astrocyte Na+
fluctuations were 10.3 ± 0.7 minutes long, at a frequency of 1.3 ± 0.2 signals/hour and with
average amplitudes of 2.4 ± 0.2 mM. Neuronal Na+ fluctuations had an average duration of
8.6 ± 0.4 minutes. They occurred at a frequency of 2 ± 0.2 fluctuations/hour with average
amplitudes of 2.7 ± 0.12 mM. The high variability in the shapes of fluctuations is demonstrated in Figure 5.2A2. Apparent synchronicity between cells of the same or different classes
was only observed rarely, confirming the observations reported in our earlier study [39].
To investigate the developmental profile of the fluctuations, the same protocol was repeated in hippocampal tissue from juvenile (P14-20) mice. Here, only 5.3% of all measured
neurons (n=7/132) and 4.3% of all measured astrocytes (n=1/23) showed fluctuations in
their intracellular Na+ concentrations (Figure 5.2B). This strong reduction confirmed the
significant down-regulation of spontaneous Na+ oscillations from neonatal to juvenile animals reported recently [5]. However, the properties of the neuronal fluctuations themselves
remained unchanged during postnatal development, with the average amplitude, frequency,
and duration being 1.9 ± 0.13 mM, 2 ± 0.3 fluctuations/hour, and 6.5 ± 0.9 minutes in
juvenile tissue (Figure 5.2C).
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Figure 5.2: In situ experiments. (A1) Images showing representative stainings in the CA1 region of the
neonatal (P4; upper images) and juvenile (P18; lower images) hippocampus. In the merge, SBFI is shown
in green and SR101 in magenta. ROIs representing cell bodies of neurons and astrocytes are labeled with
numbers and letters, respectively. Scale bars: 20 µm. (A2) Na+ fluctuations in the ROIs as depicted in
(A1). (B) The percentage of pyramidal neurons and astrocytes showing activity for each age group and
the total number of cells measured. (C) Scatter plot showing the peak amplitude and duration of neuronal
fluctuations within the two indicated age groups.
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5.4 Computational Results

5.4.1 Recreating Spontaneous Sodium fluctuations
To explore the properties and mechanisms of neonate neuronal Na+ fluctuations, we developed a computational model consisting of CA1 pyramidal cells and inhibitory neurons as
detailed in section 5.2. Resulting typical time traces of intracellular Na+ from four randomly
selected excitatory neurons in a network representative of the juvenile hippocampus (where
GABAergic neurotransmission is inhibitory) are shown in the right panel of Figure 5.3A.
Na+ in individual neurons shows minor irregular fluctuations of less than 0.05 mM around
the resting values mostly because of the random synaptic inputs from the network. However,
no clear large-amplitude fluctuations can be seen in the network. To mimic neonates, we invert the sign of I-to-E and I-to-I synaptic inputs, making the GABAergic neurotransmission
excitatory. The inverted inhibition results in the occurrence of spontaneous Na+ fluctuations
in the low mM range in individual neurons that persist for several minutes (Figure 5.3A, left
column). In some cases, the peak amplitude of oscillations reached values of more than 5
mM.
The simulated data shows a comparable pattern of irregular fluctuations to the experimental results (Figure 5.3B). The properties of these events are very similar - with peak
amplitudes mostly in the 2-3 mM range and durations spanning over several minutes. However, the simulated data also appears to show a high rate of low amplitude spiking, apparently
absent from the experimental traces. As mentioned above, the detection threshold for experimental data ranged from 0.28 to 2.04 mM (see also Figure 5.3B), and the imaging frequency
was kept at 0.2 Hz in order to prevent phototoxic effects during the long-lasting continuous
recordings. Fast, low amplitude transients as revealed in simulated experiments are thus
below the experimental detection threshold- as indicated in Figure 5.3.
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Figure 5.3: Simulated spontaneous activity in 4 example neurons with excitatory GABAergic neurotransmission representing neonatal hippocampus (A, left) and mature inhibition representing juvenile hippocampus
(A, right). Grey bar indicates three times the average standard deviation in experimental traces upwards of
the mean. (B) Experimental data, showing excerpts from example measurements shown in Figure 5.1, both
from neonatal neurons (P2-4, left; cell 3- upper; cell 5- lower), and juvenile neurons (P14-21, right; cell 1upper; cell 2- lower). Traces show changes in intracellular Na+ concentration over 17 minutes, a time course
directly comparable to (A).

5.4.2 Model does not exhibit spontaneous fluctuations in [K+ ]o
Since the dynamics of Na+ and K+ are generally coupled in mature brain, we next look at
K+ concentration in the ECS of individual neurons ([K+ ]o ) in the network to see if it exhibits
similar spontaneous fluctuations. A sample trace for a randomly selected neuron is shown
in Figure 5.4A (gray). As clear from the figure, there are only minimal fluctuations in [K+ ]o
(peak amplitudes of residual changes are < 0.05 mM) with respect to the resting state when
compared to the much larger [Na+ ]i fluctuations in the same cell (gray line in Figure 5.4B).
Next, we recorded [K+ ]o traces for all pyramidal neurons in the network and calculated the
mean [K+ ]o (averaged over all excitatory neurons). The mean [K+ ]o as a function of time
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shows that all excitatory neurons in the network exhibit very small changes in the [K+ ]o ,
which are essentially canceled out at the network level (Figure 5.4A, black line). The mean
intracellular Na+ fluctuates slightly more than the mean [K+ ]o (Figure 5.4B, black line).
However, a comparison between the traces showing the average Na+ over all excitatory
neurons in the network and that from the single neuron indicates that the amplitude of Na+
fluctuations varies from cell to cell and that they are not necessarily phase-locked. All these
observations are in agreement with experimental results reported above.

Figure 5.4: Simulated spontaneous fluctuations in intracellular Na+ ([Na+]i) are not coupled with significant
fluctuations in extracellular K+ ([K+]o). [K+]o (A) and [Na+]i (B) time traces from a randomly selected
excitatory neuron (gray) and averaged over the entire excitatory network (black).

5.4.3 The model replicates effects of TTX and other blockers
We next performed imaging experiments in which various blockers were applied. Addition
of 0.5 µM TTX reduced the number of neurons showing fluctuations to 4 % (n=7/167), suggesting a dependence on action potential generation via the opening of voltage-gated Na+
channels (Figure 5.5A). However, blocking of glutamatergic receptors with a cocktail containing APV (100 µM), NBQX (25 µM), and MPEP (25 µM) (targeting NMDA, AMPA/kainate,
and mGluR5 receptors, respectively) had no effect on the number of neurons showing fluctu84

ations (21% active, n=33/155) (Figure 5.5A). Additionally, the role of GABAergic signaling
was tested via combined application of bicuculline (10 µM), CGP-55845 (5 µM), NNC-711
(100 µM), and SNAP-5114 (100 µM) (antagonists for GABAA receptors, GABAB receptors,
GABA transporters GAT1, and GAT2/3, respectively). This combination of antagonists
reduced the number of active neurons to a similar degree as TTX (3% active, n=5/158)
(Figure 5.5A). These data are concordant with the results previously published [166], and
suggest that the slow fluctuations in intracellular Na+ are produced by the accumulation of
Na+ during trains of action potentials, triggered by GABAergic transmission.

Figure 5.5: Inhibiting GABAA receptors or voltage-gated Na+ channels eliminates [Na+ ]i fluctuations,
whereas blocking glutamatergic synaptic inputs has little effect. (A) Bar plot showing the percentage of
neurons exhibiting Na+ fluctuations as determined in experiments under the four conditions simulated in
(B). That is, the percentage of neurons exhibiting Na+ fluctuations in slices from juveniles under control
conditions (black) and in the presence of 0.5 µM TTX to block voltage gated Na+ channels (gray), a cocktail
containing APV (100 µM), NBQX (25 µM), and MPEP (25 µM) to block glutamatergic receptors (purple),
and a combined application of bicuculline (10 µM), CGP-55845 (5 µM), NNC-711 (100 µM), and SNAP-5114
(100 µM) to block GABAergic signaling (cyan). (B) Time trace of [Na+ ]i from a randomly selected excitatory
neuron in the network in control conditions (inverted inhibition, representing neonatal brain) (black, top
panel), with voltage-gated Na+ channels blocked (gray, top panel), glutamatergic synapses blocked (purple,
bottom panel), and GABAergic synapses blocked (cyan, bottom panel).

The pharmacological profile of the experimentally observed Na+ fluctuations in the neonatal brain summarized above strongly suggests that the excitatory effect of GABAergic neurotransmission plays a key role in their generation, whereas glutamatergic activity contributes
very little. Before making model-based predictions, we first confirm that our model reproduces these key observations in our experiments. We first incorporate the effect of TTX in
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the model by setting the peak conductance of voltage-gated Na+ channels to zero. We also
mimic the effect of blocking ionotropic glutamate receptors with CNQX and APV by setting
E-to-E and E-to-I synaptic conductances to zero. Finally, we mimic the effect of blocking
GABAergic transmission on the activity of the network, and set the I-to-I and I-to-E synaptic currents to zero, thereby removing all GABAA -receptor-related effects. The model results
are largely in line with observations, where we see that inhibiting GABA-related currents
and voltage-gated Na+ channels mostly eliminate Na+ fluctuations and blocking NMDA and
AMPA synaptic inputs has little effect on the observed spontaneous activity (Figure 5.5B).

5.4.4 Sodium fluctuations effected by neuronal and glial development
As pointed out above, significant changes occur in the physical and functional properties
of the neurons during postnatal maturation at the synaptic, single cell, and network levels
[8, 53]. Therefore, we use the model to examine if changes in some key physical and functional
characteristics of the network such as the neuronal radius (rin ), the ratio of ICS to ECS (β),
and glial K+ uptake rate play any role in the observed Na+ fluctuations. In the following, we
show Na+ time traces for four randomly selected excitatory neurons. We observe that smaller
neurons in general exhibit larger Na+ fluctuations (p<0.001, Figure 5.6A, left panels). Both
the amplitude and frequency of fluctuations decrease as we increase rin (Figure 5.6A, center
panels). The panel on the right in Figure 5.6A (and Figure 5.6B, C) shows the average
amplitude of Na+ fluctuations as we change the parameter of interest.
The observed fraction of ECS with respect to ICS in neonates is approximately 40% (β
= 2.5) [90, 145], compared to adult animals where ECS is about 15% of the ICS (β ∼ 7)
[45, 69]. We vary β from 1 to 10 to see how it affects Na+ fluctuations. An opposite trend as
compared to neuronal radius can be seen when we change β, where larger β results in Na+
fluctuations that are larger in amplitude and have longer duration (Figure 5B, center panels)
compared to those in neurons with smaller β values (p<0.001, Figure 5.6B, left panels). Thus
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the relative larger ECS in neonates does not favor the generation of large Na+ fluctuations,
but on the contrary dampens ion changes.
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Figure 5.6: The neuronal radius, ratio of ECS to ICS (β), and K+ uptake capacity of glia affect spontaneous
Na+ fluctuations. (A) Time traces of [Na+ ]i for five excitatory neurons from a network representing neonatal
brain with a neuronal radius of 3 µm (left panels) and 9 µm (center panels). The panel on the right shows
the mean amplitude of Na+ fluctuations (averaged over all pyramidal neurons in the network) under the two
conditions. The error bars indicate the standard deviation of the mean. β was fixed at 2.5. (B) Same as (A)
at β = 1 (left panels) and 10 (center panels). (C) Same as (A) with maximum glial K+ buffering strength
Gglia =12 mM/s (left panels) and Gglia =96 mM/s (right panels). The radius of individual neurons is set at
6 µm in both (B) and (C). ***: p<0.001.
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The expression levels of astrocytic channels and transporters involved in K+ uptake
(Na+ /K+ ATPase, Kir4.1 channels, and Na+ /K+ /Cl− co-transporter 1 (NKCC1)) and connexins forming gap junctions are low in neonates [46, 146]. Astrocytes in the neonate brain,
therefore, have a lower capacity for uptake of extracellular K+ released by neurons [8]. To
analyze the influence of glial K+ uptake, we varied the maximum glial K+ uptake strength in
the model from 12 mM/sec (significantly lower than 66 mM/sec - the value used for mature
neurons in [9]) to 96 mM/sec to see how it affects Na+ fluctuations. We observed a strong
effect of varying peak glial K+ uptake on the amplitude and frequency of Na+ fluctuations
(p<0.001). Overall, the amplitude and frequency of Na+ fluctuations decrease as we increase
peak glial K+ uptake (Figure 5.6C).

5.4.5 Model predicts a propensity for hyperexcitability
Significant evidence shows that the neonatal brain is more hyperexcitable [10, 49, 99, 124]
. For example, the frequency of seizure incidences is highest in the immature human brain
[15, 32, 33]. Critical periods where the animal brain is prone to seizures have also been
well-documented [15]. Various epileptogenic agents and conditions, including an increase
in [K+ ]o , result in sigmoid-shaped age-dependence of seizure susceptibility in postnatal hippocampus [32, 47, 83, 84]. The developmental changes in GABAergic function are suspected
to play a key role in the change in seizure threshold and the higher incidences of seizures
in neonates [1, 65]. To test this hypothesis, we next investigate how excitatory GABAergic
neurotransmission affects the excitability of the network in response to different levels of
[K+ ]o . In the model, we take the average frequency of action potential (AP) generation (average number of spikes per minute per neuron) of all excitatory neurons as a measure of the
susceptibility of the network to hyperexcited states such as seizures. As illustrated in Figure
5.7A, the overall AP frequency is significantly larger in the network with inverted inhibition
(representing the neonatal brain) than the network with normal inhibition (representing the
mature brain). For all [K+ ]o values tested, the average AP frequency in the neonatal network
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is doubled that of mature network. Thus, our simulation predicts that inverted inhibition
strongly increases the excitability of neurons, indicating a significantly lower threshold for
hyperexcitability in neonates (Figure 5.7). Our simulations also show that decreasing the
radius of neurons or the K+ uptake capacity of astrocytes further increases the vulnerability
of neonate brain to hyperactivity (not shown).
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Figure 5.7: Inverted inhibition leaves the network more prone to hyperactivity. (A) Bar plot showing
the number of spikes per minute averaged over all excitatory neurons as we systematically increase K+
concentration in the bath. The black and gray bars correspond to neural network with mature and inverted
inhibition respectively. The error bars indicate the standard deviation of the mean.

5.5 Discussion
Spontaneous neuronal and astrocytic activity is the hallmark of the developing brain and
drives cell differentiation, maturation, and network formation [25, 63, 79, 86, 96, 153, 157,
164, 166] [104, 171]. In the neonate hippocampus, this activity is mostly attributed to
the excitatory effect of GABAergic neurotransmission [54]. While spontaneous activity has
also been shown in cortical neuronal networks, these appear to originate primarily from
pace-maker cells in the piriform cortex, and are driven by a separate mechanism involving
both glutamate and GABA [76]. In contrast, hippocampal early network oscillations stem
solely from GABA released by interneurons. Hippocampal interneurons constitute a diverse
group of cells, including the fast-spiking inhibitory neurons simulated in this study. These
cells have previously been implicated in the generation of early network activity in the
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hippocampus and cortex as the timing of their synapse formation around pyramidal cells
closely match that of the appearance of giant depolarizing potentials in the neonatal brain.
Additionally, the optogenetic blocking of their activity was shown to halt spontaneous giant
depolarizing potentials almost entirely [14]. The excitatory effect of GABA on neurons
is related to the higher expression of the Na+ /K+ /Cl− cotransporter as compared to the
K+ /Cl− cotransporter in the first week after birth. This results in elevated intracellular Cl− ,
leading to an outwardly directed Cl− gradient [40-42], and in an efflux of Cl− when GABAA
receptor channels open, causing the post-synaptic neuron to depolarize [7].
In this study, we report spontaneous, ultraslow fluctuations in the intracellular Na+ concentration of CA1 pyramidal neurons and astrocytes in tissue slices from mouse hippocampus, recorded using ratiometric Na+ imaging, thereby confirming our recent observations [5].
As reported in the latter study, these spontaneous fluctuations are primarily present during
the first postnatal week and rapidly diminish afterwards. Unlike the giant depolarizing potentials (GDPs) and early network Ca2+ oscillations observed in the hippocampus previously
[11, 25, 164], the Na+ fluctuations reported here are not synchronous, involve only about a
quarter of all pyramidal cells recorded, are not significantly modulated by glutamatergic neurotransmission, and do not occur with regular frequency. Furthermore, these fluctuations
have a low frequency (∼2/hour), long-lasting (each fluctuation lasting up to several minutes), and strongly attenuated by the application of TTX to block VGSCs and application
of inhibitors of GABAergic neurotransmission. A range of other pharmacological blockers
targeting various channels, receptors, co-transporters, or transporters did not significantly
affect these fluctuations (Figure 5.5 and [5]).
To investigate the origin of the spontaneous neuronal Na+ fluctuations further, we developed a detailed computational model that represents a hippocampal network, incorporating
the three main cell types (pyramidal cells, inhibitory neurons, and astrocytes) and ion concentration dynamics in principal neurons and the extracellular space. In agreement with
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observations from our experimental data presented here and the earlier experimental study
[5], the computational results suggest that voltage-gated Na+ channels and the excitatory
effect of GABAergic neurotransmission play key roles in the generation of the ultraslow
Na+ fluctuations. Our simulation results also reveal that these fluctuations occur at the
individual neuronal level, are not phase-locked, and are not strictly a network phenomenon,
thereby confirming experimental results. Moreover, the fluctuations are confined to intracellular Na+ and are not observed in extracellular K+ , further supporting the conclusion that
these fluctuations are a local phenomenon.
Because synaptogenesis is ongoing during the first postnatal week, synapses across the
neuronal network display varying strengths. This means that while activity such as GDPs
can happen synchronously across populations, individual synapses will experience different
levels of Na+ influx in response to action potentials. A neuron with a large number of strong
synapses from an interneuron would therefore have a larger influx of Na+ (considering the depolarizing inhibition in the neonate brain) than neurons with fewer, weaker connections. The
pattern of connectivity and variations in GABA release between several interneurons could
therefore explain the unusually long, irregular, asynchronous fluctuations seen in individual
neurons here, as they might arise from the summation of inputs.
In addition to the outwardly directed Cl− gradient and the excitatory action of GABA,
the neonate forebrain in the first week after birth is in a constant state of flux where many
functional and morphological changes occur along with the differentiation and maturation
of cells and the cellular network [8, 11, 53, 139, 164]. Two of the most significant changes
include the still ongoing gliogenesis and astrocyte maturation [81, 102, 142]. Immature
astrocytes have a reduced glial uptake capacity for K+ as well as for glutamate compared to
the mature brain [8, 38, 46]. Furthermore, the neonate brain exhibits an increased volume
fraction of the ECS [66, 90, 145]. These factors along with the morphological properties
of cells, play key roles in ion concentration dynamics. Indeed, we found the behavior of
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intracellular Na+ fluctuations to be strongly reliant on neuronal radius. However, the larger
extra- to intracellular volume ratio appears to suppress Na+ fluctuations, suggesting that
the larger relative ECS observed in neonates does not play a significant mechanistic role in
the generation of spontaneous activity. Our model also suggests that increasing glial K+
uptake capacity results in decreasing the amplitude and frequency of Na+ fluctuations in the
individual neurons and thus may play a role in their suppression at later stages of postnatal
development.
Convincing evidence shows that the developing brain is more hyperexcitable. This is
supported by the significantly higher frequency of seizures in the neonatal brain [32, 97, 134].
The higher occurrence of seizures is primarily attributed to the excitatory effect of GABA
[62]. Based on the above analysis, we believe that the inability of astrocytes to effectively
take up extracellular K+ and morphological changes together with the inverted Cl− gradients
leave the developing brain more susceptible to hyperexcitability and epileptic seizures. As
a proof of concept, we exposed our model network to increasing concentrations of K+ in
the bath solution, similar to experimental protocols used to generate epileptiform activity in
brain slices. Indeed, we found that the network representing the neonate brain is unable to
cope with the elevated extracellular K+ concentration efficiently and exhibits hyperactivity
as we increase bath K+ . Decreasing the radius of neurons or the K+ uptake capacity of
astrocytes further increases the vulnerability of neonate brain to hyperactive behavior (not
shown).
To summarize, our dual experiment-theory approach asserts that the ultraslow, longlasting, spontaneous intracellular Na+ fluctuations observed in neonate brain are not synchronous, not coupled with fluctuations in extracellular K+ , and only occur in a fraction
of neurons. These fluctuations are most likely due to a combination of factors with the
excitatory GABAergic neurotransmission and action potential generation playing dominant
roles. In addition, other conditions in the neonate brain such as decreased K+ uptake capac92

ity of astrocytes and morphological properties of neurons also play key roles. Furthermore,
glutamatergic and other pathways do not seem to make notable contributions to the Na+
fluctuations. The combination of factors described above also provides an environment in
the neonate brain that is conducive to seizure-like states. Thus, the experimental and computational work presented here provides deep insights into this newly observed phenomena
and its possible link with hyperexcitability-related pathology in the developing brain.
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6 Application of High Fidelity Hodgkin-Huxley Model to Dravet Syndrome
In this chapter we extend our model to examine the natural brain rhythms that are generated during normal neurological function. In particular we are interested in the generation of
theta and gamma rhythms, as well as, the interplay between the two during healthy neuronal
function and disease states. In order to generate theta rhythms we add slow spiking Orienslacunosum moleculare (OLMs) to our network model of inhibitory and pyramidal neurons
in chapter 5. To add more fidelity to our model we also include neurotransmitter dynamics
for both glutamate and GABA for each respective neuronal species. We use this model to
reproduce the coupling of the amplitude of gamma rhythms to the phase of theta rhythms,
known as phase amplitude coupling (PAC), observed in wild-type (WT) and mice afflicted
with Dravet Syndrome (DS). The main motivation of this chapter is to understand the basis
of impaired theta-gamma coupling in the DS brain. The details of this model are outlined
within this chapter and are under review for publication in the Journal of Neuroscience.

6.1 Materials and Methods

6.1.1 Membrane Potential Dynamics
The model utilized within this chapter builds on the ones used previously, however the
foundation used to calculate membrane potential dynamics remain essentially the same.
The membrane potential dynamics are described by the following equations,

dVmEX,BC,OLM
EX,BC,OLM
EX,BC,OLM
EX,BC,OLM
= INEX,BC,OLM
+ IK
+ ICl
+ Istoch
.
a
dt

(6.1)
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Here the superscripts Ex, BC, and OLM are used to distinguish excitatory pyramidal cells
from, inhibitory basket cells, and inhibitory OLM cells, respectively. The most important
currents involved in the Hodgkin-Huxley model are the active voltage-gated fast sodium
channel and the delayed rectified potassium channel (IFN a & IDR
K ), the corresponding passive
leakage currents for Na+ and K+ (ILN a & ILK ) and currents cotransported during glutamate
co
and GABA transmission (Ico
N a & IK ). The equations for these currents are essentially similar

to this in chapter 5, but with some cell-specific changes described below. We also add
equations relating to neurotransmitter dynamics that will be discussed in detail within its
respective section.

6.1.2 Pyramidal Neurons
The equation pertaining to the membrane potential dynamics of pyramidal neurons are given
by the following equations,

syn
co
INExa = INF a + INleak
a + IN a + IN a
syn
Ex
F
leak
co
IK
= IK
+ IK
+ IK
+ IK

(6.2)

syn
Ex
leak
co
ICl
= ICl
+ ICl
+ ICl

Where

INF a = GFN a m3∞ h(Vm − VN a )
DR
IK

=

GFK n4 (Vm

(6.3)

− VK )
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where gN a , gK , m∞ , h, and n represent the maximum conductance of fast Na+ channels,
maximum conductance of delayed rectifier K+ , steady state gating variable for fast Na+
activation, fast Na+ inactivation variable, and delayed rectifier K+ activation variable. As
in [89], the gating variables and peak conductances for IFN a , IDR
K , and leak currents for the
pyramidal neurons in this study are based on the model of Ermentrout and Kopell [41],
which is a reduction of a model due to Traub and Miles [103]. The equations for fastspiking inhibitory neurons are taken from the model in [133] and [67], which is a reduction
of the multi-compartmental model described in Ref. [148]. These equations were originally
chosen such that the model would result in the intrinsic frequency as a function of stimulus
strength observed in pyramidal cells and fast-spiking inhibitory neurons respectively. The
gating variables obey the following equations,

x∞ =

5
αx
, τx =
, F orx = m, n, h.
α x + βx
αx + βx

(6.4)

Here x∞ and τx represent the steady state and time constant of the gating variable
respectively. The forward and reverse rates (αx and βx ) for the channel activation and
inactivation are calculated using the equations below.

αnEx = 0.032(Vm + 52)/(1 − exp(−(Vm + 52)/5)),
βnEx = 0.5exp(−(Vm + 57)/40),
αhEx = 0.128exp(−(Vm + 58)/20),
βhEx

(6.5)

= 4/(1 + exp(−((Vm + 27)/5))),

Ex
= 0.5(Vm + 54)/(1 − exp(−(Vm + 54)/10)),
αm
Ex
βm
= 0.28(Vm + 27)/(exp((Vm + 27)/5) − 1).
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The leak currents are calculated below, where VN a , VK , and VCl are the reversal potentials
for Na+ , K+ , and Cl− currents respectively and are updated according to the instantaneous
values of respective ion concentrations.

leak
INleak
a = gN a (VN a − Vm ),
leak
leak
IK
= gK
(VK − Vm ),

(6.6)

leak
leak
ICl
= gCl
(VCl − Vm ),

6.1.3 Basket Cells
The membrane potential of BCs is governed by the following equations and gating variables,

syn
F
leak
co
INBC
a = IN a + IN a + IN a + IN a ,
syn
BC
F
leak
co
IK
= IK
+ IK
+ IK
+ IK
,
syn
BC
leak
co
ICl
= ICl
+ ICl
+ ICl
,

αnBC = (−0.01(Vm + 34))/(exp(−0.1(Vm + 34)) − 1),
βnBC = 0.125exp(−(Vm + 44)/80),

(6.7)

αhBC = 0.07exp(−(Vm + 58)/20),
βhBC = 1/(exp(−0.1(Vm + 28)) + 1),
BC
αm
= (0.1(Vm + 35))/(1 − exp(−(Vm + 35)/10)),
BC
βm
= 4exp(−(Vm + 60)/10).
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6.1.4 OLM Neurons Equations
In addition to the currents mentioned above, OLM neurons also contain non-inactivating M
A
current (IM
K ), rapidly inactivating A current (IK ), and the mixed h current (Ih ) i.e.

syn
co
INOLM
= INF a + INleak
a
a + IN a + IN a
syn
OLM
F
leak
M
A co
IK
= IK
+ IK
+ IK
+ IK
+ IK
IK

(6.8)

syn
OLM
leak
co
ICl
= ICl
+ ICl
+ ICl

The additional K+ currents are given as

M
M 3
IK
= gK
a b(VK − Vm )
A
A
IK
= gK
z(VK − Vm )

(6.9)

Ih = gh r(Vh − Vm ).

A
Where gM
K , gK , and gh represent the maximal conductance of M, A, and h current,

respectively. The mixed h current is added to the membrane potential equation of the OLM
cell. The gating variables are modeled by the following equations.
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αnOLM = (−0.018(Vm + 25))/(exp(−(Vm − 25)/25) − 1),
βnOLM = 0.0036(Vm − 35)/(exp((Vm − 35)/12) − 1),
αhOLM = 0.07exp(−(Vm + 58)/20),
βhOLM = 1/(exp(−0.1(Vm + 33)) + 1),
OLM
αm
= −0.1(Vm + 38)/(1 − exp(−(Vm + 35)/10) − 1),
OLM
= 4exp(−(Vm + 66)/18),
βm

aOLM
= 1/(1 + exp(−(Vm + 14)/16.6)),
∞
τaOLM

(6.10)

= 5,

bOLM
= 1/(1 + exp((Vm + 71)/7.3)),
∞
τbOLM = 1/((9 − 6/(exp((Vm − 26)/18.5))) + (0.014/(0.2 + exp(−(Vm − 70)/11)))),
OLM
z∞
= 1/(1 + exp(−(Vm + 84)/10.2)),

τzOLM = 75,
OLM
r∞
= 1/(1 + exp((Vm + 84)/10.2)),

τrOLM = 1/(exp(−14.59 − 0.086Vm ) + exp(−1.87 + 0.0701Vm )).

6.1.5 Equations Common to All Neurons
The leak currents in neurons are modeled with similar equations, with each cell having its
own maximum conductance and reversal potential for a given current.

INL a = GLN a (Vm − VN a ),
L
IK
= GLK (Vm − VK ),

(6.11)

L
ICl
= GLCl (Vm − VCl ).
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where VN a , VK , VCl , and Vh are the reversal potentials for Na+ , K+ , and Cl− , and mixed
h currents respectively and are updated according to the instantaneous values of respective
ion concentrations using the Nernst equilibrium equations as in chapter 3 (Eq 3.13).

6.1.6 Ion Concentrations Dynamics
In addition to membrane potential and different currents, we also keep track of various ion
concentrations inside and outside of the interneuron. The change in [K+ ]o is a function of
IK , Ipump , uptake by glia surrounding the neuron (Iglia ), and diffusion between the neuron
and bath perfusate (Idif f ). The evolution of [Na+ ]i , is controlled by IN a and Ipump .

1
d[K + ]o
= (γβIK − 2βγIpump − Iglia − Idif f
dt
τ
+ βIkcc2 + βInkcc1 )

(6.12)

d[N a+ ]i
1
= (−γIN a − 3γIpump − Inkcc1 )
dt
τ
[K+ ]i and [Na+ ]o are linked to [Na+ ]i as previously described in chapter 5. β in the above
equations is the ratio of intracellular to extracellular volume, β=vi /vo , and τ =1000 is used
to convert seconds to milliseconds. The functions describing Ipump , Iglia , and Idif f are in
chapter 3 (Eq 3.15).
The internal chloride concentration ([Cl− ]i ) is proportional to [Na+ ]o , [K+ ]i , and [Ca+2 ]i
while the external chloride concentration ([Cl− ]o ) is proportional to the reciprocal ion concentrations. [K + ]i and [N a+ ]o are proportional to [N a+ ]i and given in chapter 5 (Eqs 5.18,
5.19).
The values of various parameters used in the membrane potential model are borrowed
from [79] and given in Table 6.1.
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6.1.7 Glutamate Release Dynamics
In this section we outline the equations associated with glutamate dynamics, the primary
neurotransmitters involved in post-synaptic excitation, resulting in depolarization, making
the neuron more likely to generate an action potential. Once released in the synaptic cleft
glutamate binds to post-synaptic NMDA and AMPA receptors initiating action potentials
post-synaptically. After binding to the receptor glutamate is released and is available to bind
to another receptor, diffuse to the extracellular space, or be buffered by surrounding glia.
The model used in this work is based on previous work published by Ullah [152]. Altogether
glutamate dynamics is described by eight dynamical variables: the average amount in the
G
G
cleft NG
c , the total amount of in the ECS Ne , the total glutamate released Nrel , the net
G
G
uptake from all synaptic clefts by astrocytes NG
c→g , bouton Nc→bouton , and spine Nc→spine ,
G
and the net uptake from ECS by astrocyte NG
c→g and neuron Nc→n . The rate equations are

dNcG
= Jrel − Jdiff − (vc→bouton + vc→g + vc→spine )
(6.13)
dt
dNeG
AP
= Nsyn
× Jdiff − (ve→n + ve→g )
(6.14)
dt
G
dNrel
AP
G
G
G
G
G
G
= Nsyn
× Jrel − krec (Nc→g
+ Nc→bouton
+ Nc→spine
+ Ne→g
+ Nc→n
)/Nmax
dt
(6.15)
G
dNc→g
AP
G
G
= Nsyn
× vc→g − krec × Nc→g
/Nmax
dt
G
dNc→bouton
dt
G
dNc→spine
dt
G
dNe→g
dt
G
dNe→n
dt

(6.16)

AP
G
G
× vc→bouton − krec × Nc→bouton
/Nmax
= Nsyn

(6.17)

G
AP
G
= Nsyn
× vc→spine − krec × Nc→spine
/Nmax

(6.18)

G
G
= ve→g − krec × Ne→g
/Nmax

(6.19)

G
G
= ve→n − krec × Ne→n
/Nmax
.

(6.20)
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Where the NAP
syn are the amount of synapses contributing to action potential generation,
krec is the rate at which glutamate is recycled, and NG
mac is the amount of available glutamate.
Approximately 3,000 glutamate molecules are deposited into the synaptic cleft during action
potential generation. The amount of glutamate released is dependent on the remaining
glutamate within the presynaptic junction (NG
i ). As the spiking frequency increases the
amount of glutamate available for release is given by,

Jrel = 3000 ×

NiG
,
G
Nmax

(6.21)

where NiG is the amount of glutamate in the neuron that is available for release and is given
G
G
by the difference between Nmax
and the total glutamate released, Nrel
. Upon release the

glutamate within the synaptic cleft may diffuse to the ECS, governed by the equation,

Jdiff = Aσ

DG
(Gc − Ge )
∆x

(6.22)

Here Aσ represents the cross-sectional area that glutamate travels through to enter the
extracellular from the synaptic cleft, DG is the diffusion coefficient of glutamate, Ge is the
concentration of glutamate within the extracellular space and Gc is the concentration of
glutamate within the synaptic cleft.
Glutamate re-uptake from the ECS ir synaptic cleft is given by,

Ge/c
ve/c→cell = Bkr
|{z} Ge/c + km
v max

with km =

k−1 + kr
k+1

(6.23)
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Where km and vmax are the affinity and maximum uptake rate of each respective glutamate transporter. The rate that glutamate is recycled is given by the CycRate and the
surface density ρB of glutamate transporters, and uptake area Aup the maximum uptake rate
is given by,

v max = CycRate × ρB × Aup × 1012 /Avogadro’s number,

(6.24)

where 1012 /Avogadro’s number converts the number of molecules/s to femtomole/ms.
During glutamate release three Na+ and one Cl− ion are cotransported along with glutamate while one K+ ion is released. These ions dynamics are described by the following
equations,

3 AP
(N (vc→bouton + vc→spine ) + ve→n ) ,
γ syn
1 AP
(vc→bouton + vc→spine ) + ve→n ) ,
= (Nsyn
γ
−1 AP
=
(Nsyn (vc→bouton + vc→spine ) + ve→n ) .
γ

co
INa
=

(6.25)

co
ICl

(6.26)

IKco

(6.27)

Where γ = Am /F changes ion flux (femtomole/ms) to curren density (µA/cm2 ).
Parameters related to morphology and glutamate dynamics are given in tables 6.2 and
6.3, respectively.

6.1.8 NMDA and AMPA Receptor Binding
Glutamate excites post synaptic neurons by binding to NMDA and AMPA receptors, causing
post-synaptic neurons to depolarize, making them more excitable. Utilizing a Hodgkin103

Huxley formalism we describe the binding kinetics through the following rate equations
where rx is the open probably for each respective receptor [152].

drAMPA
= Gc αAMPA (1 − rAMPA ) − βAMPA rAMPA
dt
drNMDA
= Gc αNMDA (1 − rNMDA ) − βNMDA rNMDA
dt

(6.28)
(6.29)

The corresponding receptor currents are given as

AMPA
INa/K
= g AMPA rAMPA (V − ENa/K )
NMDA
INa/K
= g NMDA rNMDA

V − ENa/K
1 + 0.33[Mg2+ ] exp(−0.07V − 0.7)

(6.30)
(6.31)

with relevant parameters located in table 3.3.

6.1.9 GABA-Related Processes
The equations fro GABA dynamics are very similar to glutamate with a few caveats. We
assume that the number of GABA molecules released at a single synapse during an action
potential and the maximum amount of releasable GABA is similar to glutamate. We also
assume that the morphological parameters describing the synaptic cleft, neuronal, astrocytic,
and extracellular compartments remain the same.
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However, the diffusion coefficient of GABA in the cleft is 0.51µm2 /ms, almost double
that of glutamate. The equation for the uptake velocity of GABA from ECS/cleft to neuron
or astrocyte is also similar to the corresponding equation for glutamate. That is,

ve/c→cell = v max

GABAe/c
GABAe/c + km

(6.32)

The corresponding GABA values are summarized in table 3.3.
The most significant difference between the equations for glutamate dynamics and GABA
is that there is no clear evidence that GABA transporters exist on the spines, therefore, er
consider GABA uptake by spines to be zero, i.e. ρspine =0. All the above considerations
result in a set of rate equations for GABA homeostasis similar to Eqs. (6.17-6.24). With the
assumption vc→spine = 0, the rate equation for NGABA
c→spine (similar to Eq. 6.22) is not required.
One molecule of GABA is accompanied by three Na+ and one Cl− [26], leading to

3 AP
(N × vc→bouton + ve→n ) ,
γ syn
1 AP
= (Nsyn
× vc→bouton + ve→n ) ,
γ

co
INa
=

(6.33)

co
ICl

(6.34)
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The dynamics of the gate is given by a Hodgkin-Huxley formalism with an additional dependence on the GABA concentration in the cleft [2]:

drGABA
= GABAc αGABA (1 − rGABA ) − βGABA rGABA .
dt

(6.35)

The receptor and ionic currents potential are outlined below.

GABA
ICl
= g GABA rGABA (V − ECl )

co
INa −→ INa + INa
GABA
co
ICl −→ ICl + INa
+ ICl

(6.36)
(6.37)
(6.38)

6.1.10 Relevant Parameters Used
Table 6.1: Parameters for membrane potential model.

Name
Cm
φ
l
gN
a
g
gN
a
l
gK
g
gK
l
gCl
F
ρ
Na i
Na e
Ki
Ke
Cl i
Cl e

Value & unit
1 µF/cm2
3/msec
0.0135 mS/cm2
100 mS/cm2
0.05 mS/cm2
40 mS/cm2
0.05 mS/cm2
96,485 C/mol
6.46 µA/cm2
15 mM
144 mM
140 mM
4 mM
9 mM
130 mM

Description
membrane capacitance
gating time scale parameter
Na+ leak cond.
max. gated Na+ cond.
K+ leak cond.
max. gated K+ cond.
Cl− leak cond.
Faraday’s constant
max. pump current
Na+ concentration in ICS
Na+ concentration in ECS
K+ concentration in ICS
K+ concentration in ECS
Cl− concentration in ICS
Cl− concentration in ECS
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Table 6.2: Morphological parameters.

Name
ωi
(n)
Am
ωi
ωg
ωe
(n)
Am
(g)
Am
r
h
ωc
ωen
Aσ
∆x

Value & unit
∼ 2,000 µm3
∼ 900 µm2
7,500 µm3
7,500 µm3
2,500 µm3
18,000 µm2
18,000 µm2
100 nm (varies)
20 nm (varies)
1.26e–3 µm3 (varies)
3.77e–3 µm3 (varies)
6.3e–3 µm2 (varies)
20 µm

Description
soma volume
soma membrane surface area
volume of whole neuron
glia volume (equal size as neuron)
ECS volume (∼ 15% of whole tissue)
neural membrane surface area
glial membrane surface area
cleft radius
cleft height
cleft volume
volume within envelope
flux cross-section area
distance from cleft to ECS

Table 6.3: Parameters for glutamate–related processes.

Name
Nsyn
Nsyn
G
Nmax
αNMDA
βNMDA
αAMPA
βAMPA
g NMDA
g AMPA
[Mg2+ ]
DG
CycRate
1
ρEAAT
g
2
ρEAAT
g
EAAT 2
ρbouton
3
ρEAAT
spine
EAAT 1
km
EAAT 2
km
EAAT 3
km
krec

Value & unit
10, 000
20
10 fmol
0.072 /(mM × msec)
0.0066 /msec
1.1 /(mM × msec)
0.19 /msec
1 × 10−7 mS
3.5 × 10−7 mS/cm2
1.2 mM
0.3 µm2 /msec
30 molecules/s
2300 /µm2
7500 /µm2
750 /µm2
90 /µm2
13.5 µM
15 µM
19 µM
9.9635 × 10−5 fmol/msec

Description
total number of synapses
number of synapses involved in act. potential
glutamate available for signaling
NMDA receptor gating constant
NMDA receptor gating constant
AMPA receptor gating constant
AMPA receptor gating constant
max. cond. of NMDA rcpt. channel
max. cond. of AMPA rcpt. channel
external [Mg2+ ] concentration
glutamate diffusion coefficient
cycling rate of glutamate transporters
Density of EAAT1 on glia
Density of EAAT2 on glia
Density of EAAT2 on bouton
Density of EAAT3 on spine
Affinity of EAAT1
Affinity of EAAT2
Affinity of EAAT3
glutamate recycling rate
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Table 6.4: Parameters for GABA–related processes.

Name
Nsyn
Nsyn
G
Nmax
αGABA
βGABA
g GABA
DGABA
CycRate
1
ρGAT
bouton
3
ρGAT
g
GAT 1
km
GAT 3
km
krec

Value & unit
10, 000
20
10 fmol
5.0 /(mM × msec)
0.18 /msec
1.2 × 10−6 mS
0.51 µm2 /msec
86 molecules/s
800 /µm2
0.2 × 800 /µm2
7 µM
0.8 µM
9.9635 × 10−5 fmol/msec

Description
total number of synapses
number of synapses involved in act. potential
GABA available for signaling
GABAA receptor gating constant
GABAA receptor gating constant
max. cond. of GABAA rcpt. channel
GABA diffusion coefficient
cycling rate of GABA transporters
Density of GAT1 on bouton
Density of GAT3 on glia
Affinity of GAT1
Affinity of GAT3
GABA recycling rate

6.1.11 Numerical Methods
The rate equations were solved in Fortran 90 using RK4 method, with a time step of 0.02
ms.

6.2 Results
In the study lead by our collaborators at the Leiden University Medical Center, the coupling
between the amplitude of gamma rhythms and the phase of theta rhythms (PAC) appears
to be disrupted in mice afflicted with DS without a significant change in the power spectrum
(see figure 1 in Jansen 2020, Under Review). The differences in PAC were compared amongst
WT mice, mice with a single allele for DS (heterozygous), and mice with both alleles for DS
(homozygous). The PAC was assessed using a measure referred to as the modulation index
(MI), calculated as described previously in [150]. Experimentally, Jansen et al observed
significant decreases in the MI of high gamma (150-300Hz) within the hippocampus of WT
mice and mice that possess homozygous and heterozygous genes for DS (see Fig 6A in Jansen
2020, Under Review). Among the two genetic variants for DS, the decrease in MI of low
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gamma is less severe. In order to test their experimental results Jansen reached out to us
in order to apply a high fidelity model to further confirm what they observe. We developed
the above model for a hippocampal network with all to all connections between excitatory
and inhibitory neurons, as well as, ionic and neurotransmitter dynamics.
We change the function of VGSC in both the fast spiking BCs and slow spiking OLMs
by decreasing their respective channel conductances. The power spectrum of the local field
potential of the network is dominated by theta activity at both normal inhibitory neuronal
function (BC: 10 mS/cm2 , OLM: 35 mS/cm2 , Fig. 6.1B) and this disfunctional state (BC: 6
mS/cm2 , OLM: 28 mS/cm2 , Fig. 6.1B). We remark that we observe a shift towards lowers
frequencies in peak theta power between our baseline and disease state where as the frequency
of gamma peak power is mostly unaffected (Fig. 6.1C).
We are able to reproduce the experimental PAC shift between WT and DS mice by
altering the level of VGSC dysfunction we introduce to our inhibitory network. Under our
disease conditions we observe a significant decrease in theta power and reduction in gamma
PAC, reproducing the results observe in experimental DS syndrome mice (Fig. 6.1D). We
also examine how impairing the function of the two inhibitory neuron populations with our
network affect PAC coupling individually. We observe that while impairing the BC function
is all that is necessary to reduce PAC, we require loss of function in both BCs and OLMs
to achieve reduction in PAC and a significant shift in peak theta frequency (Fig. 6.1E).
We also remark that high gamma PAC decreases more consistently with respect to loss of
function as opposed to lower gamma which appears to first increase then slightly decrease.
This indicates that PAC is much more strongly modulated by inhibitory neuron disfunction
then low gamma, reproducing what is observed in the DS mouse model.
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Figure 6.1: Basic schematic of network model used to study DS (A). Simulated network activity from
pyramidal neurons with functional and impaired Nav1.1 VGSCs unfiltered, as well as, the same signal
filtered at theta, low and high gamma frequencies (B). Power spectrum of pyramidal neurons with both
functional and impaired VGSCs (C). Phase-amplitude comodulograms of these simulations show impaired
theta-modulated gamma (D). Stepwise impairment of Nav function specifically in BC (blue, left plot) or
OLM neurons (green, right plot) resulted in a leftward shif in peak theta frequency for OLM neurons (black:
35 mS/cm2 , bright green: 28 mS/cm2 , in steps of 1.75 mS/cm2 ), but not for BC (black: 10 mS/cm2 , bright
green: 6mS/cm2 , in steps of 1 mS/cm2 ) (E). Average theta-gamma modulation index (MI) calculated for
total gamma (left), low gamma (center), and high gamma (right) with decreasing levels of VGSC function
in BC neurons (blue), OLM neurons (green) and both BV and OLM neurons (black)

6.3 Discussion
In this study we investigate the effect of VGSCs dysfunction in DS, a genetic disease characterized by early-onset seizures, followedby eventual cognitive and behavioral impairments.
One notable difference between the neurological behavior observed in wild type (WT) mice
and their DS counterparts is the disruption of PAC within the hippocampus. In normal
WT mice we observe coupling of the amplitude of gamma rhythms to the phase of theta
rhythms. However, this PAC is disrupted in their DS counterparts with noticably reduced
MI without changes in their respective power spectrums. Of particular interest in relation
to our research is the significantly lower expression levels of the VGSC Nav1.1 in inhibitory
neurons of DS mice, a feature very similar to what we observe in AD mice models as well as
AD patients. In DS it leads to a similar result, impairing the spiking activity of inhibitory
neurons, resulting in aberrant network activity.
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In collaboration with Jansen et al we were able to reproduce the theta-gamma PAC
observed in the hippocampus of WT mice. Experimentally, Jansen induced DS in juvenile
mice through the knock-out of SCN1A resulting in disruption of theta-gamma PAC previously present within the hippocampus, without having a significant effect on the power
spectrum. We were able to achieve similar results in PAC disruption by reducing the VGSC
conductance of the inhibitory neurons within our model. We remark that it was necessary
to disrupt the VGSC dynamics for both species of inhibitory neurons in order to achieve
the desired effect. Jansen also found that that attenuation of gamma by theta rhythms was
colocalized with fast ripple activity preceding the start of seizure like activity. While we did
not use our model to investigate whether the disruption of PAC is correlated to hyperactive
network activity, our previous research strongly suggests that abnormal inhibitory neuron
function results in a higher predisposition towards epileptic activity.
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7 Summary and Concluding Remarks
In summary, we successfully apply a data-guided modeling study to several neurological
phenomena, particularly highlighting the importance of sodium dynamics in healthy neurological activity. We specifically focus on inhibitory neurons, to see how their dysfunction
affects their ability to properly regulate neuronal function.
In the first part of this work we examine the growth kinetics of Aβ , a protein strongly
correlated to several neurological dysfunctions, such as a decline in long term potentiation
[13, 115, 151, 162], enhanced synaptic depression [55, 59, 68], and cognitive impairments [135,
158]. In particular the off-pathway gOs/CFs species are believed to be strongly correlated
to aberrant neuronal activity in AD. Thus it is of great interest to further understand the
pathways by which these species of Aβ arise. Through the analysis of half-time scaling
trends we were able to present a model that accurately reproduce the growth kinetics of
HewL and dimeric Aβ , and gain insight into the pathways through which specific amyloid
proteins arise. By the addition of secondary nucleation and cooperative aggregation we are
able to produce similar results to experimental ThT traces. The results of our model as
well as several other suggests that the growth kinetics of these amyloid proteins are more
complex then previously believed, and achieving a global fit with respect to initial monomer
concentration is not possible with current models. Another implication of our results as well
as experimental data is that the presence of the off-pathway species inhibit the growth of
RFs either through competition for the monomer pool or by changing the landscape making
it more difficult for RFs to grow.
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In the second part of this work we examine the effect that Aβ can have on neurological
function, in particular their role in the aberrant neuronal behavior in AD patients and
AD mouse models. Through whole-cell recordings of hippocampal PV inhibitory neurons
in APdE9 mice we observe a depolarization of the resting membrane potential, unreliable
AP generation, decreased AP amplitude, and changes in the phase space behavior of APs.
Through an extended Hodgkin-Huxley model with ion dynamics we are able to reproduce
these dysfunctions through the drastic increase in channel conductance of h-current or the
more physiologically relevant modest increase in sodium leak conductance. The fact that
most of the prominent dysfunctions are associated with AP generation suggests that VGSCs
are not functioning properly. One of the biggest discrepancies within our model for both
NTG and APdE9 mice models was its inability to reproduce the phase space behavior of
APs.
The phase space of APs generated by interneurons in NTG mice exhibit a rapid monophasic onset that occurs over a wide range of membrane potentials. However, our model was
not able to reproduce this behavior. To correct this short-coming of the model, we incorporated the cooperative gating of VGSCs, adding variability to the membrane potential at
which APs are generated as well as their initiation rate. With a significant population of
cooperative VGSCs, we obtain phase space behavior similar to NTG mice. By lowering the
fraction of cooperative VGSCs we observe behavior similar to our original model and APdE9
mice, mimicking the experimentally observed dysfunction.
In the third part of this work, we extend our model to a neuronal network, consisting of
excitatory pyramidal neurons and inhibitory basket cells. We apply this network model to
study the novel phenomena of spontaneous Na+ fluctuations in neonatal mice. Our study
suggests that these oscillations arise from the excitatory effect of GABA due to the inverted
chloride reversal potential at this stage of brain development. In addition to reproducing
experimental results, examining the potential excitability of this type of network suggests
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that these conditions would lead to hyperexcitiblity and seizure-like activity.
In the final part, we extend our network model further and include slow-spiking inhibitory
OLM neurons, as well as, neurotransmitter dynamics. We apply this model to study neuronal
behavior in DS, a genetic abnormality that results from the impaired function of Nav1.1,
resulting in a loss of phase amplitude coupling (PAC) between theta and gamma rhythms
within the hippocampus and cortex. Our model is able to reproduce the PAC trends observed
in both control and DS variants as well as the change in theta peak power frequency.
While my work began solely applying the Hodgkin-Huxley formalism to the study of the
dysfunction in ADs, it quickly grew as our models became more complex, allowing us to study
several interesting pathophysiological phenomena. The bulk of my work strongly suggests
that dysfunction of VGSCs colocalized within the inhibitory neurons are a significant source
of overall network abnormalities. In many cases this is due to the dysfunction of Nav1.1
VGSCs caused by the excessive cleavage of its α subunit. In conclusion, normal function of
VGSCs is crucial for normal neural function. Abnormal behavior of this channel can result
in severe neurological dysfunctions.

114

References
[1] Achilles K, Okabe A, Ikeda M, Shimizu-Okabe C, Yamada J, Fukuda A, Luhmann HJ,
Kilb W (2007) Kinetic properties of cl− uptake mediated by na+ -dependent k+ -2cl−
cotransport in immature rat neocortical neurons. Journal of Neuroscience 27(32):8616–
8627
[2] Arimon M, Sanz F, Giralt E, Carulla N (2012) Template-assisted lateral growth of
amyloid-β42 fibrils studied by differential labeling with gold nanoparticles. Bioconjugate Chemistry 23(1):27–32
[3] Arispe N, Pollard HB, Rojas E (1993) Giant multilevel cation channels formed by
alzheimer disease amyloid beta-protein [a beta p-(1-40)] in bilayer membranes. Proceedings of the National Academy of Sciences 90(22):10,573–10,577
[4] Arispe N, Pollard HB, Rojas E (1993) Giant multilevel cation channels formed by
alzheimer disease amyloid beta-protein [a beta p-(1-40)] in bilayer membranes. Proceedings of the National Academy of Sciences 90(22):10,573–10,577
[5] Arosio P, Knowles TPJ, Linse S (2015) On the lag phase in amyloid fibril formation.
Phys Chem Chem Phys 17:7606–7618
[6] Barger Z, Easton CR, Neuzil KE, Moody WJ (2016) Early network activity propagates bidirectionally between hippocampus and cortex. Developmental neurobiology
76(6):661–672
[7] Ben-Ari Y, Holmes GL (2005) The multiple facets of γ-aminobutyric acid dysfunction
in epilepsy. Current opinion in neurology 18(2):141–145
[8] Ben-Ari Y, Holmes GL (2006) Effects of seizures on developmental processes in the
immature brain. The Lancet Neurology 5(12):1055–1063

115

[9] Ben-Ari Y, Cherubini E, Corradetti R, Gaiarsa J (1989) Giant synaptic potentials in
immature rat ca3 hippocampal neurones. The Journal of physiology 416(1):303–325
[10] Ben-Ari Y, Khazipov R, Leinekugel X, Caillard O, Gaiarsa JL (1997) Gabaa, nmda and
ampa receptors: a developmentally regulatedmenage a trois’. Trends in neurosciences
20(11):523–529
[11] Ben-Ari Y, Gaiarsa JL, Tyzio R, Khazipov R (2007) Gaba: a pioneer transmitter that
excites immature neurons and generates primitive oscillations. Physiological reviews
87(4):1215–1284
[12] Berridge MJ (2014) Calcium regulation of neural rhythms, memory and alzheimer’s
disease. The Journal of physiology 592(2):281–293
[13] Bliss TV, Collingridge GL, et al (1993) A synaptic model of memory: long-term potentiation in the hippocampus. Nature 361(6407):31–39
[14] Bordey A, Sontheimer H (1997) Postnatal development of ionic currents in rat hippocampal astrocytes in situ. Journal of Neurophysiology 78(1):461–477
[15] Busche MA, Eichhoff G, Adelsberger H, Abramowski D, Wiederhold KH, Haass C,
Staufenbiel M, Konnerth A, Garaschuk O (2008) Clusters of hyperactive neurons near
amyloid plaques in a mouse model of alzheimer’s disease. Science 321(5896):1686–1689
[16] Cheah CS, Frank HY, Westenbroek RE, Kalume FK, Oakley JC, Potter GB, Rubenstein JL, Catterall WA (2012) Specific deletion of nav1. 1 sodium channels in inhibitory interneurons causes seizures and premature death in a mouse model of dravet
syndrome. Proceedings of the National Academy of Sciences 109(36):14,646–14,651
[17] Cherubini E, Gaiarsa JL, Ben-Ari Y (1991) Gaba: an excitatory transmitter in early
postnatal life. Trends in neurosciences 14(12):515–519

116

[18] Citron M (2004) Strategies for disease modification in alzheimer’s disease. Nature
Reviews Neuroscience 5(9):677–685
[19] Cohen SI, Vendruscolo M, Dobson CM, Knowles TP (2011) Nucleated polymerization with secondary pathways. ii. determination of self-consistent solutions to growth
processes described by non-linear master equations. The Journal of chemical physics
135(6):08B611
[20] Cohen SI, Vendruscolo M, Dobson CM, Knowles TP (2012) From macroscopic measurements to microscopic mechanisms of protein aggregation. Journal of Molecular
Biology 421(2):160 – 171
[21] Cohen SI, Linse S, Luheshi LM, Hellstrand E, White DA, Rajah L, Otzen DE, Vendruscolo M, Dobson CM, Knowles TP (2013) Proliferation of amyloid-β42 aggregates occurs
through a secondary nucleation mechanism. Proceedings of the National Academy of
Sciences 110(24):9758–9763
[22] Corbett BF, Leiser SC, Ling HP, Nagy R, Breysse N, Zhang X, Hazra A, Brown JT,
Randall AD, Wood A, et al (2013) Sodium channel cleavage is associated with aberrant
neuronal activity and cognitive deficits in a mouse model of alzheimer’s disease. The
Journal of Neuroscience 33(16):7020–7026
[23] Corbett BF, Leiser SC, Ling HP, Nagy R, Breysse N, Zhang X, Hazra A, Brown JT,
Randall AD, Wood A, et al (2013) Sodium channel cleavage is associated with aberrant
neuronal activity and cognitive deficits in a mouse model of alzheimer’s disease. Journal
of Neuroscience 33(16):7020–7026
[24] Crespo R, Villar-Alvarez E, Taboada P, Rocha FA, Damas AM, Martins PM (2016)
What can the kinetics of amyloid fibril formation tell about off-pathway aggregation?
Journal of Biological Chemistry 291(4):2018–2032

117

[25] Cressman JR, Ullah G, Ziburkus J, Schiff SJ, Barreto E (2009) The influence of sodium
and potassium dynamics on excitability, seizures, and the stability of persistent states:
I. single neuron dynamics. Journal of computational neuroscience 26(2):159–170
[26] Cressman JR, Ullah G, Ziburkus J, Schiff SJ, Barreto E (2009) The influence of sodium
and potassium dynamics on excitability, seizures, and the stability of persistent states:
I. Single neuron dynamics. Journal of computational neuroscience 26(2):159–170
[27] Cressman Jr JR, Ullah G, Ziburkus J, Schiff SJ, Barreto E (2009) The influence of
sodium and potassium dynamics on excitability, seizures, and the stability of persistent
states: I. single neuron dynamics. Journal of computational neuroscience 26(2):159–170
[28] Dahlgren KN, Manelli AM, Stine WB, Baker LK, Krafft GA, LaDu MJ (2002)
Oligomeric and fibrillar species of amyloid-β peptides differentially affect neuronal
viability. Journal of Biological Chemistry 277(35):32,046–32,053
[29] De Felice FG, Vieira MN, Meirelles MNL, Morozova-Roche LA, Dobson CM, Ferreira
ST (2004) Formation of amyloid aggregates from human lysozyme and its diseaseassociated variants using hydrostatic pressure. The FASEB journal 18(10):1099–1101
[30] Demuro A, Smith M, Parker I (2011) Single-channel ca2+ imaging implicates aβ1–42
amyloid pores in alzheimers disease pathology. The Journal of cell biology 195(3):515–
524
[31] Dravet C (2011) The core dravet syndrome phenotype. Epilepsia 52:3–9
[32] Dzhala VI, Staley KJ (2003) Excitatory actions of endogenously released gaba contribute to initiation of ictal epileptiform activity in the developing hippocampus. Journal of Neuroscience 23(5):1840–1846
[33] Eden K, Morris R, Gillam J, MacPhee CE, Allen RJ (2015) Competition between pri-

118

mary nucleation and autocatalysis in amyloid fibril self-assembly. Biophysical journal
108(3):632–643
[34] Ehrnhoefer DE, Bieschke J, Boeddrich A, Herbst M, Masino L, Lurz R, Engemann S,
Pastore A, Wanker EE (2008) Egcg redirects amyloidogenic polypeptides into unstructured, off-pathway oligomers. Nature structural & molecular biology 15(6):558
[35] Ermentrout GB, Kopell N (1998) Fine structure of neural spiking and synchronization
in the presence of conduction delays. Proceedings of the National Academy of Sciences
95(3):1259–1264
[36] Eslamizade M, Saffarzadeh F, Mousavi S, Meftahi G, Hosseinmardi N, Mehdizadeh
M, Janahmadi M (2015) Alterations in ca1 pyramidal neuronal intrinsic excitability
mediated by ih channel currents in a rat model of amyloid beta pathology. Neuroscience
305:279–292
[37] Felix L, Stephan J, Rose CR (2020) Astrocytes of the early postnatal brain. European
Journal of Neuroscience
[38] Felix L, Stephan J, Rose CR (2020) Astrocytes of the early postnatal brain. European
Journal of Neuroscience in press
[39] Felix L, Ziemens D, Seifert G, Rose CR (2020) Spontaneous ultraslow na+ fluctuations
in the neonatal mouse brain. Cells 9(1):102
[40] Fink AL (2006) The aggregation and fibrillation of α-synuclein. Accounts of chemical
research 39(9):628–634
[41] Flossmann T, Kaas T, Rahmati V, Kiebel SJ, Witte OW, Holthoff K, Kirmse K (2019)
Somatostatin interneurons promote neuronal synchrony in the neonatal hippocampus.
Cell reports 26(12):3173–3182. e5

119

[42] Fodera V, Librizzi F, Groenning M, Van De Weert M, Leone M (2008) Secondary
nucleation and accessible surface in insulin amyloid fibril formation. The Journal of
Physical Chemistry B 112(12):3853–3858
[43] Frank HY, Mantegazza M, Westenbroek RE, Robbins CA, Kalume F, Burton KA,
Spain WJ, McKnight GS, Scheuer T, Catterall WA (2006) Reduced sodium current
in gabaergic interneurons in a mouse model of severe myoclonic epilepsy in infancy.
Nature neuroscience 9(9):1142–1149
[44] Frhlich F, Bazhenov M, Iragui-Madoz V, Sejnowski TJ (2008) Potassium dynamics in
the epileptic cortex: new insights on an old topic. The Neuroscientist 14(5):422–433
[45] Garaschuk O, Hanse E, Konnerth A (1998) Developmental profile and synaptic origin
of early network oscillations in the ca1 region of rat neonatal hippocampus. The Journal
of physiology 507(1):219–236
[46] Garaschuk O, Linn J, Eilers J, Konnerth A (2000) Large-scale oscillatory calcium waves
in the immature cortex. Nature neuroscience 3(5):452–459
[47] Gerkau NJ, Lerchundi R, Nelson JS, Lantermann M, Meyer J, Hirrlinger J, Rose
CR (2019) Relation between activity-induced intracellular sodium transients and atp
dynamics in mouse hippocampal neurons. The Journal of physiology 597(23):5687–
5705
[48] Gosal WS, Morten IJ, Hewitt EW, Smith DA, Thomson NH, Radford SE (2005) Competing pathways determine fibril morphology in the self-assembly of β2-microglobulin
into amyloid. Journal of molecular biology 351(4):850–864
[49] Griguoli M, Cherubini E (2017) Early correlated network activity in the hippocampus:
its putative role in shaping neuronal circuits. Frontiers in cellular neuroscience 11:255

120
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