A homomorphism f : G → H, from a digraph G to a digraph H, is locally injective if the restriction of f to N − (v) is an injective mapping, for each v ∈ V (G). The problem of deciding whether such an f exists is known as the injective H-colouring problem (INJ-HOM H ). In this paper we classify the problem INJ-HOM H as either being a problem in P or a problem that is NPcomplete. This is done in the case where H is a reflexive digraph (i.e. H has a loop at every vertex) and in the case where H is an irreflexive tournament. A full classification in the irreflexive case seems hard and we provide some evidence as to why this may be the case.
Introduction
Let G and H be digraphs. The homomorphism f : G → H is said to be locally injective on in-neighbours if f | N − (v) is an injective mapping from V (G) to V (H) for every v ∈ V (G). Therefore, the in-neighbours of every vertex v ∈ V (G) have to be mapped to distinct vertices in H while preserving the arcs of G.
The problem of deciding whether such an f exists (for a fixed H) is known as the locally injective (on in-neighbours) H-colouring problem, and is denoted by INJ-HOM H .
One can of course also define a homomorphism f : G → H to be injective if it is injective on the out-neighbours of the vertices in G. This would be the same as requiring the homomorphism to be injective on the in-neighbours of the converse of G (where of course we are now also mapping to the converse of H).
It is also possible to insist that the homomorphism be injective on N + (v) ∪ N − (v) for every v ∈ V (G). This is exactly what happens in the undirected case. If G and H are undirected graphs, then the homomorphism f : G → H is said to be injective if f is injective on the neighbourhood of every vertex in G.
Locally injective homomorphisms of undirected graphs are studied in [6, 7, 8, 9, 10] . In some cases they are referred to as partial covers, in contrast to full covers which may be viewed as locally bijective homomorphisms (the mapping is bijective on neighbourhoods). If the target in the locally injective homomorphism problem is a complete undirected graph, one obtains the injective chromatic number. This is the smallest n such that a given graph G has a locally injective homomorphism to K n .
If the target in the locally injective homomorphism problem is a reflexive complete undirected graph, one obtains the reflexive injective chromatic number. This may be viewed as the least number of colours needed to colour the vertices of a graph such that the neighbours of a vertex all receive different colours with the added condition that adjacent vertices may receive the same colour. Hahn, Kratochvíl,Širáň and Sotteau [10] were particularly interested in determining the reflexive injective chromatic number of the hypercube because of its connections to coding theory. Since we are mostly interested in complexity results, this will be the only type of result from [10] that we will list here. The reflexive injective chromatic number problem (RICN k ) may be stated formally as follows.
Problem 1.2 RICN k
Instance: A graph G and a natural number k. Question: Is there a reflexive injective k-colouring of G? Theorem 1.1 (Hahn, Kratochvíl,Širáň and Sotteau [10] ). The problem RICN k is NP-complete for every fixed k ≥ 3.
Fiala and Kratochvíl [6, 7, 8] and Fiala, Kratochvíl and Pór [9] consider the more general problem of locally injective homomorphisms where the target is not a complete graph. In all of these papers it is pointed out that the locally injective homomorphism problem is connected to so-called L(2, 1) labellings of graphs: adjacent vertices must receive labels that differ by at least two, while vertices at distance two must receive labels that differ by at least one. This has applications in radio frequency assignment. Radio towers (for example cell phone towers) that are close together (where interference is quite possible) need frequencies that are far apart. Towers that are not as close to each other may only need frequencies that differ by a smaller amount.
The complexity results in these papers are mostly centered around a family of graphs which we describe next. Denote by Θ(a 1 , a 2 , . . . , a n ) the (multi)graph that is formed by joining two vertices by n internally disjoint paths of lengths a 1 , a 2 , . . . , a n . An abbreviated version of this notation is as follows: Θ(a The authors show that the family of graphs defined above exhibit both problems that are polynomial and problems that are NP-complete:
Ì Θ(a n ) is polynomial for every fixed a.
is NP-complete for every a and b of different parity.
is polynomial when a and b are divisible by the same power of 2 or if i + j ≤ 2. It is is NP-complete otherwise.
Ì Θ(1, 2, a) and Θ(1, 3, b) are NP-complete for all positive integers a > 2 and b > 3.
Ì For any three distinct odd positive integers a, b and c, Θ(a, b, c) is NP-complete.
As with ordinary homomorphisms, the hope is that the injective problems will exhibit a dichotomy. Towards this end Fiala and Kratochvíl [8] considered the list version of the locally injective homomorphism problem. The list version of the injective homomorphism problem with target H, is the problem INJ-LIST-HOM H shown below.
Problem 1.3 INJ-LIST-HOM H
Instance: A graph G and lists L(v) ⊆ V (H). Question: Does there exist a locally injective homomorphism f :
The lists L(v) are to be thought of as admissible images for the vertex v ∈ V (G). Fiala and Kratochvíl [8] were able to show that for this problem there is a dichotomy. It is also interesting to note that injective graph homomorphisms are being applied to problems in mathematical biology [2, 3, 4, 5] . Here the interactions between proteins in a given species are modelled as an undirected graph. The problem then is to consider the protein networks of two different species and to determine whether a subgraph of one maps under an injective homomorphism to the network of the other. If it does, it may indicate that the two species share a sub-network that may have been passed along by a common ancestor.
When the target in the homomorphism problem is a tournament (and the input is an oriented graph), one obtains the oriented chromatic number [13] . This may be viewed as the smallest number of colours needed to colour the vertices of the input such that adjacent vertices receive different colours with the restriction that the arcs between any two colour classes are all oriented in the same direction.
Our focus will be on directed graphs and homomorphisms that are injective on in-neighbourhoods. From now on the word "injective" should be taken to mean "injective on in-neighbourhoods." We classify all reflexive injective homomorphism problems (where the target graph H is reflexive -H has a loop at every vertex). Irreflexive targets (no loops) pose more of a problem. The difficulty lies with targets where the maximum in-degree is equal to two. All targets with in-degree at least three are NP-complete and those with in-degree one are polynomial. The in-degree two case exhibits both polynomial problems and NP-complete problems. We also describe two transformations, the one transforming any (ordinary) H-colouring problem into an injective, in-degree two problem and the other performing a reverse transformation of the above (unfortunately they are not inverses).
The complexity results in this paper are derived through the repeated application of an indicator construction. This construction is similar in spirit to the one introduced by Hell and Nešetřil in [11] , except that it is tailored to injective homomorphism problems.
The notation we use is mostly standard. For more information on digraph homomorphisms the reader should consult [12] and for more information on digraphs in general, consult [1] .
Injective Indicator Construction
Let H be a digraph that is used as the target in the injective H-colouring problem. Note that H may be reflexive or irreflexive.
Let I be a digraph with two distinguished vertices i and j such that Proof. Let G be an instance of the H * -colouring problem. Form a new digraph * G by replacing each arc xy in G by a copy of I, identifying x with i and y with j.
Then G → H * if and only if
. Therefore there exists an injective homomorphism f xy : I inj − → H such that f xy (x) = f (x) and f xy (y) = f (y). In this way f may be extended to an injective homomorphism * G inj − → H. This is possible since the vertices of G in * G only have out-neighbours. ⇐: Let g : * G inj − → H be an injective homomorphism. If xy ∈ A(G), let I xy be the copy of I that was used to replace xy in forming * G. Then g| Ixy : I xy inj − → H is an injective homomorphism from I xy to H. Therefore g| Ixy (x)g| Ixy (y) ∈ A(H * ) by the definition of H * . We can therefore find a homomorphism G → H * by restricting g to V (G).
Note that if I is chosen such that f : I inj − → H is an injective homomorphism with f (i) = x and f (j) = y implies that there also exists an injective homomorphism g : I inj − → H with g(i) = y and g(j) = x, for all x, y ∈ V (H), then H * above may be viewed as an undirected graph. Furthermore if the input to the H * -colouring problem contains an undirected edge (that is, a directed two-cycle), it is sufficient to replace this edge with one copy of I using any orientation of I (i.e., i can be identified with x or y and j with y or x, respectively). Proof. Let H be a reflexive digraph with ∆ − (H) ≥ 3 and let a be a vertex of H with at least two distinct in-neighbours, say b and c. For this digraph we use the indicator I with vertices {i, x, j} and arcs ix and jx. If uv is an arc of H, then the following mappings are injective homomorphisms from I to H:
Reflexive Targets
This produces the undirected edge uv in H * . In particular, ab and ac are undirected edges. Furthermore the edge bc is in H * since i → b, x → a, j → c and i → c, x → a, j → b are injective homomorphisms from I to H. Therefore, H * contains the triangle abc and so is not bipartite and has no loops. Since H * -colouring is NP-complete, injective H-colouring is NP-complete.
Lemma 3.2. If P n is a directed, reflexive path of length n ≥ 2, then injective P ncolouring is NP-complete.
Proof. To prove this result we use the indicator I shown below in Figure 1 . Note that I has an automorphism that exchanges i and j. Hence the digraph obtained by applying I to P n has undirected edges. Table 1 : Some injective homomorphisms from I to the first three vertices of P n . a
Let P n be a directed, reflexive path of length n ≥ 2. Let f :
. If x is a vertex of P n we denote by x − and x + the predecessor and successor (respectively) of x, when they exist. We now observe that we cannot have
which is not possible. Therefore there are no loops when we apply this indicator.
As an example we have the injective homomorphisms from I to the first three vertices of P n (labeled 0, 1 and 2 respectively) shown in Table 1 .
Keeping in mind that we obtain undirected edges in P * n , we see that P * n contains an undirected triangle on the vertices 0, 1, and 2 and so is not bipartite. Therefore P * n -colouring is NP-complete implying that injective P n -colouring is NP-complete.
Lemma 3.3. If C is a reflexive, directed cycle of length at least three, then injective C-colouring is NP-complete.
Proof. Let C be a directed, reflexive n-cycle and x ∈ V (C). Denote by x − and x + the predecessor and successor (respectively) of x on C. Here we use the indicator I shown below in Figure 2 . Also shown in the figure is a partial injective homomorphism where the vertex i (of I) has been mapped to the vertex x in C. Note that vertex j can be mapped to any vertex on C except the vertex x. This is accomplished by using the loops and the directed path from x − to x + on C. It is impossible to map j to x since the length of the path in I from j to the vertex mapped to x − is only n − 2. The result of this indicator, C * , is a complete graph on n vertices and so the NP-completeness of injective C-colouring follows from the NP-completeness of C * -colouring. Proof. Let be a H reflexive, directed cycle of length two: V (H) = {0, 1} and A(H) = {00, 11, 01, 10}. We show that injective H-colouring is polynomial by reducing the problem to an instance of 2-SAT.
Let G be the input digraph to the injective H-colouring problem. If ∆ − (G) ≥ 3, then G does not map injectively to H. We therefore restrict our attention to inputs with We now deal with the case where H is a reflexive directed path of length one, with V (H) = {0, 1} and A(H) = {00, 11, 01}. This is handled in exactly the same way as the reflexive 2-cycle except that we add one more set of clauses: for each arc uv in the input digraph G we form the clause u 1 → v 1 . Again it is easy to check that G inj − → H if and only if there exists a satisfying truth assignment.
Two digraphs such that each has an (injective) homomorphism to the other are called (injectively) homomorphically equivalent. Suppose that H is a subgraph of the digraph G. An (injective) retraction of G to H is an (injective) homomorphism r : G → H such that r(x) = x for all x ∈ V (H). If there is an (injective) retraction from G to H, we say that G (injectively) retracts to H, and that H is an (injective) retract of G.
An injective core is a digraph which does not (injectively) retract to a proper subgraph. It turns out that each digraph has a unique (injective) retract that is an (injective) core. This is often just referred to as the (injective) core of the digraph [12] . For the duration of this paper we will simply write "core" for "injective core."
Another notion that will be useful in the following proof is that of an up-branching. An up-branching is a rooted oriented tree where all arcs are oriented away from the root. It is easy to see that the core (for both ordinary homomorphisms and for injective homomorphisms) of an up-branching is a path of maximum length in the up-branching. Proof. The cases where H is a reflexive arc or a reflexive 2-cycle are covered by Lemma 3.4. If H is a loop, then the input to the problem has in-degree at most one in order to have an injective homomorphism to H. In this case, all vertices can be coloured with the same colour.
Let H be a reflexive digraph that is not a loop, a reflexive arc or a reflexive 2-cycle. The proof that injective H-colouring is NP-complete in this case proceeds according to the maximum in-degree of H. Note that ∆ − (H) = 1 as this would imply that H is a single loop.
This case is covered by Lemma 3.1.
• We first assume that H is acyclic (there are no directed cycles of length greater than one; loops are not considered to be cycles). Then there exists a vertex v in H with no in-neighbours other than v itself. The vertex v has to have an out-neighbour other than v itself, otherwise the component containing v is just a single loop and since ∆ − (H) = 2, H will not be a core. If v has more than one out-neighbour different from v, then the component of H containing v is an up-branching rooted at v. In this case, H is not a core, unless the up-branching is a directed path. If H has more than one component, then each component of H is a reflexive, directed path. In this case though, H is not a core. Therefore, H has exactly one component and this component is a reflexive, directed path of length at least two. By Lemma 3.2, H-colouring is NP-complete.
• If H contains a cycle (of length at least two), this cycle is an induced cycle since ∆ − (H) = 2. Furthermore, every component of H contains a cycle, because an acyclic component is a reflexive, directed path which can easily be mapped injectively to a directed cycle in H, implying that H is not a core. Consider any component of H and let v be a vertex on a cycle in this component. The vertex v only has its predecessor on the cycle as an in-neighbour (different from itself). As for out-neighbours of v (different from v), v obviously has its successor on the cycle as an outneighbour. If it had more than one out-neighbour different from v, then v is the root of an up-branching. This up-branching is injectively equivalent to a directed path that, in turn, can be mapped injectively to the cycle in the component under consideration. This would show that H is not a core. Therefore each component of H is a reflexive, directed cycle and these cycles have lengths that do not divide one another (in order for H to be a core). If H is a directed cycle, it is a directed cycle of length at least three (since H is not a two-cycle). This case is covered in Lemma 3.3. Therefore we may assume that H contains at least two cycles whose lengths do not divide each other. Let t be the length of the shortest cycle, not equal to two, in H. We now show that there is a polynomial reduction from injective C t -colouring to injective H-colouring. Since injective C t -colouring is NP-complete for t ≥ 3 by Lemma 3.3, we will have that injective H-colouring is NP-complete. Let G be an instance of injective C t -colouring. We form an instance, G ′ , of injective H-colouring as follows. Start with a copy of C t and a copy of G. Attach "hats" to each vertex of C t as shown in Figure 3 . Choose a vertex of G and a vertex of the modified C t . Then join the vertex of G to the vertex of the modified C t . This is illustrated in Figure 3 . Figure 3: x represents the image of the vertex in the copy of G in G ′ , x − the predecessor of x on C t , x + the successor of x on C t , etc. Conversely if G ′ inj − → H, then the copy of C t in G ′ can only map to the copy of C t in H since H is a core. This forces the copy of G in G ′ to map to the same component of H as well, and hence it maps injectively to C t .
In the special case of reflexive, injective, oriented colourings, the target is always a reflexive tournament. By Lemma 3.4 it is possible to decide in polynomial time whether the reflexive, injective oriented chromatic number of an input digraph is at most two.
Corollary 3.6. It is an NP-complete problem to decide whether the reflexive, injective oriented chromatic number of an input digraph is at most
Proof. Let T be a reflexive tournament on n ≥ 3 vertices. If n = 3, then T is either a reflexive, directed cycle or T is a reflexive, transitive tournament. By Lemmas 3.3 and 3.1 respectively, injective T -colouring is NP-complete. Therefore we may assume that n ≥ 4. The sum of the in-degrees of T is equal to the number of arcs which is n(n − 1)/2 plus n (for the loops). Therefore the average in-degree of T is (n − 1)/2 + 1 = (n + 1)/2 ≥ 5/2. Since T has a vertex with in-degree greater than or equal to its average in-degree, T has a vertex of in-degree at least 3. So, by Lemma 3.1 injective T -colouring is NP-complete. Proof. This follows in almost exactly the same way as for the reflexive case. Let a be a vertex with at least three distinct in-neighbours b, c, d. By applying the indicator I with vertices {i, x, j} and arcs ix and jx to H we obtain an undirected 3-cycle: bcd. Since the undirected portion of H * is not bipartite, H * -colouring is NP-complete, implying that injective H-colouring is NP-complete.
Irreflexive Targets
We note at this point that if the irreflexive digraph H has ∆ − (H) = 1, and H is a core, then H is either a union of directed cycles (whose lengths do not divide each other) or a directed path. This follows in exactly the same way the case ∆ − (H) = 2 in proof of Theorem 3.5.
In each of these cases the input has a maximum in-degree of at most 1 in order for it to map to H. In fact an injective homomorphism is exactly an ordinary homomorphism in this case. Therefore the injective H-colouring problem is polynomial when ∆ − (H) = 1. Let D be the set of all irreflexive digraphs. We now define a new set of irreflexive digraphs with maximum in-degree two, denoted by I . If H ∈ D, define H ∈ I as follows: replace each arc uv of H with an oriented path on four vertices P uv given by V (P uv ) = {u, x uv , y uv , v} and arcs ux uv , x uv y uv , vy uv . This replacement operation is shown in Figure 4 . There exists an oriented path on the vertices u, x uv , y uv , v together with the arcs ux uv , x uv y uv and vy uv in G. Similarly, in H there is an oriented path on the vertices
. We define an injective homomorphism f : G inj − → H as follows:
Conversely, let f : G inj − → H be an injective homomorphism. Note that V (G) ⊂ V ( G). We define a homomorphism f : G → H by setting f (u) = f (u) for all u ∈ V (G). Let uv be an arc of G and P uv the corresponding oriented path in G.
Since y uv maps to a vertex of in-degree two, because of injectivity, P uv maps onto a similar oriented path in H under f , say P b
Corollary 4.3. If H ∈ D and H-colouring is NP-complete, then injective H-colouring is NP-complete. On the other hand if injective H-colouring is polynomial, then Hcolouring is polynomial.
This corollary in particular implies that there are oriented trees with in-degree two for which the corresponding injective colouring problem is NP-complete. The problems in I therefore display a richness comparable to that of the problems in D.
We now show that there is also a polynomial-time reduction from injective colouring problems in I to colouring problems in D. In order to describe this reduction we perform the following replacement on a digraph H ∈ I : for each x ∈ V (H) let x 1 x 2 x 3 be a transitive tournament on three new vertices, identify x with x 1 . Next, if y is a vertex of in-degree two in H and N − (y) = {x, z}, add two new vertices u y and v y as well as the arcs xu y , u y z, zv y and v y x. This replacement is shown in Figure 5 . If H ∈ I we denote the result of this replacement by
and that each of the original vertices of H is now on a transitive triple in H
• . Let G be an instance of injective H-colouring, where H ∈ I . If G contains a directed cycle, or a directed path of length at least three or a vertex of in-degree at least three, then G is a NO instance of injective H-colouring. The reason for this is that H is acyclic, the length of a longest path in H is at most two and that ∆ − (H) = 2. Furthermore if x, z ∈ N − (y), then x and z are not adjacent, since H does not contain any transitive triples.
We may therefore assume that G is acyclic, that the length of a longest path in G is at most two, that ∆ − (G) ≤ 2 and that any common in-neighbours of a vertex are independent.
The transformed instance G
• of H • -colouring is obtained in the same way as H • : attach transitive triples (in the same way as before) to each vertex of G and if y is a vertex of in-degree two in G and N − (y) = {x, z}, add two new vertices u y and v y as well as the arcs xu y , u y z, zv y and v y x.
Lemma 4.4. If H ∈ I , then injective H-colouring polynomially transforms to H
• -colouring.
Proof. Let f : G inj − → H be an injective homomorphism. We now extend f to a homomorphism g :
If y is a vertex of in-degree two in G, then f (y) is a vertex of in-degree two in H, by injectivity. Let
It is easy to check that g is a homomorphism from
. Then x and y are both on transitive triples. The homomorphism, f , maps x and y in such a way that f (x) and f (y) are also on transitive triples. The only transitive triples in H
• are the ones incident with vertices of H (recall that H itself does not contain transitive triples). Therefore g maps into V (H). If xy is an arc of G, then xy is also an arc of G
• , therefore f (x)f (y) is an arc of H. Let y be a vertex of in-degree two in G, with N − (y) = {x, z}. Then x and z are on the 4-cycle xu y zv y . Since there are no 2-cycles in H
• , f must map x and z to distinct vertices. Therefore g is an injective homomorphism from G to H. Proof. The average in-degree of a tournament on n vertices is (n − 1)/2. If T is a tournament on n ≥ 6 vertices, the average in-degree is at least 5/2. This implies that T has a vertex of in-degree at least 3. We now apply the indicator with vertices i, x, j and arcs ix and jx to T . The result, T * , will contain an undirected 3-cycle. Therefore T * -colouring is NP-complete and so injective T -colouring is NP-complete. If T is a tournament on 5 vertices then T has a vertex of in-degree at least 3, except in one case: the quadratic residue tournament on 5 vertices, shown below in Figure 6 . On the other hand this tournament has the property that every vertex has indegree equal to 2. If we apply the same indicator as above, the result is an undirected 5-cycle. Again, this leads to injective T -colouring being NP-complete.
We now examine the remaining tournaments individually. The strong tournament on four vertices, T 4 , is shown below in Figure 7 .
Proof. The proof is via a reduction from 3-SAT.
There are two 3-cycles in T 4 : 123 and 023. There are two transitive triples in T 4 : 301 and 012.
Consider the digraph G shown in Figure 8 .
In an injective homomorphism from G to T 4 , the vertices map as shown. In addition to this, either x → 0 and x → 1, or x → 1 and x → 0. Consider also a directed path of length 4, abcde. If we pre-colour vertex e with the vertices 0, 1, 2, 3 of T 4 , we find the injective homomorphisms from the path to T 4 shown in Table 2 . Next, consider the digraph K shown below in Figure 9 . It consists of a directed 3-cycle, with paths of length 4 attached to each vertex of the 3-cycle and directed away from the 3-cycle. To this we add three copies of the oriented path with vertices x, y, z and arcs xy zy, each attached to a path of length 4.
Note if ℓ 1 , ℓ 2 and ℓ 3 are all pre-coloured 1, this does not extend to an injective homomorphism to T 4 : pre-colouring in this way forces one to use a 0 on the terminal vertices of each P 4 , which in turn forces one to use only 0 and 3 on the 3-cycle. On the other hand using only {0, 1} on ℓ 1 , ℓ 2 and ℓ 3 with the requirement that there be at least one 0, extends to an injective homomorphism to T 4 .
Given an instance of 3-SAT we construct the following digraph D: for each variable x, there is a corresponding variable gadget G x . For each clause {ℓ 1 , ℓ 2 , ℓ 3 } (where each literal ℓ i is either equal to a variable x or its negation x) there is a corresponding clause gadget K ℓ 1 ,ℓ 2 ,ℓ 3 . D is formed by identifying each variable vertex x (or x) with the corresponding variable vertex in each clause gadget in which it occurs. Figure 9 : The clause gadget, K ℓ 1 ,ℓ 2 ,ℓ 3 , corresponding to the clause {ℓ 1 , ℓ 2 , ℓ 3 }.
If there is a satisfying truth assignment, we can form an injective homomorphism from D to T 4 : whenever a variable is assigned the value "True", map the corresponding vertex to vertex 0 of T 4 , if its assigned the value "False" map the corresponding vertex to vertex 1 of T 4 . This pre-colouring extends to an injective homomorphism, as shown above.
On the other hand if there is an injective homomorphism from D to T 4 , we can form a satisfying truth assignment. The vertices x and x can only map to 0 and 1 respectively (or 1 and 0 respectively). As shown above the clause gadget ensures that at least one literal vertex per clause has to map to 0. Now by assigning the value "True" to x whenever the variable vertex x has been mapped to 0 and "False" when it maps to 1, we have a satisfying truth assignment.
Lemma 5.3. If T is a transitive tournament on 4 vertices or T is equal to a 3-cycle with a sink vertex, then injective T -colouring is NP-complete.
Proof. In each case there is a vertex of in-degree 3. We can therefore proceed as above.
The only remaining four-vertex case is a 3-cycle that is dominated by a source vertex. We will prove that this problem is polynomial by proving a slightly stronger result.
Lemma 5.4. Let H n be the digraph formed by taking a copy of an n-cycle, C n , and adding to this a new vertex, t, as well as all arcs from t to the n-cycle. Then injective H n -colouring is polynomial.
Proof. We start by considering the case n = 1. The digraph H 1 is shown below. We prove that injective H 1 -colouring is polynomial by showing how the problem may be reduced to 2-SAT.
Let D be an instance of H 1 -colouring. With each vertex of D we associate a variable v t . The interpretation of v t is that v t is "True" if and only if there is an injective homomorphism from D to H 1 that maps v to t. For each arc xy in D we have the following clauses:
Note that it can be shown that these clauses are logically equivalent to y t . If u is a vertex of in-degree at least two in D, then for each {x, y} ⊆ N − (u) we have the following clause: x t ⊻ y t = (x t ∨ y t ) ∧ (x t ∨ y t ). It is now easy to see that D inj − → H 1 if and only if there is a satisfying truth assignment.
We now consider the case n ≥ 2. The general digraph H n is shown below.
C n t Figure 11 : The digraph H n .
Let D be an instance of injective H n -colouring. Note first of all that if
We therefore start by testing whether D has an injective homomorphism to H 1 and if the result of this is negative, we may declare that D does not have an injective homomorphism to H n either.
Assume now that f :
We only need to consider ordinary homomorphisms here since There are only two three-vertex tournaments: the transitive triple and the 3-cycle.
Lemma 5.6. If T is a three-vertex tournament, then injective T -colouring is polynomial.
Proof. Let T be a directed 3-cycle and D an instance of injective T -colouring. We start by checking the maximum in-degree of D. If it exceeds one we may declare that D does not have an injective homomorphism to T . If ∆ − (D) ≤ 1, the sought after injective homomorphism is in fact an ordinary homomorphism and we may proceed by testing whether D → C 3 . Let T be the transitive triple, V (T ) = {0, 1, 2} and A(D) = {01, 12, 02}, and D an instance of injective T -colouring. We show that injective T -colouring is polynomial by providing a reduction to 2-SAT.
To each u ∈ V (D) we associate three variables: u 0 , u 1 and u 2 . We interpret these to mean that u i is "True" if and only if u → i under the corresponding homomorphism, where i = 0, 1, 2. For each arc xy ∈ A(D) we form the following clauses:
For each u ∈ V (D) with d − (u) ≥ 2 and for every {x, y} ⊆ N − (u) we form the following clauses:
If there exists an injective homomorphism D inj − → H, then it is clear that there exists a satisfying truth assignment. Conversely if there is a satisfying truth assignment, we note first of all that for each u ∈ V (D) exactly one of u 0 , u 1 and u 2 is "True:" if u has an out-neighbour, then u 2 is "False" and the clause u 0 ⊻ u 1 ensures that exactly one of u 0 and u 1 is "True." Similarly if u has an in-neighbour, u 0 is "False" and the clause u 1 ⊻ u 2 ensures that exactly one of u 1 and u 2 is "True." If u has both an in-neighbour and an out-neighbour, then u 2 and u 0 are both "False" and the clauses (u 0 ⊻ u 1 ) ∧ (u 1 ⊻ u 2 ) ensure that u 1 is "True." Therefore we may define a mapping f : V (D) → V (T ) by f (v) = i ∈ {0, 1, 2} if v i is "True." Note that if D has any isolated vertices, we may remove these prior to constructing the clauses. Once we have a satisfying truth assignment, we simply map these isolated vertices arbitrarily. It is now easy to see that f is in fact an injective homomorphism by the way the clauses were defined.
The case where T is a one or two-vertex tournament is handled in a similar way to the 3-cycle case above: first check the in-degree of the input, then proceed by testing for the existence of an ordinary homomorphism.
In summary, we have the following result. 
Conclusion
In this paper we studied the digraph homomorphism problem with the added restriction that the homomorphism had to be injective on in-neighbourhoods. Both reflexive as well as irreflexive targets were considered. Theorem 3.5 provides a complete dichotomy classification in the case of reflexive targets.
In the case of irreflexive targets we were not able to obtain a complete dichotomy classification. This is quite possibly due to Corollary 4.3 which informally states that there is a set injective homomorphism problems with maximum in-degree two that displays a richness comparable to that of all irreflexive digraph homomorphism problems. Since this latter set has been a source of very difficult problems, the same can be expected of irreflexive injective homomorphism problems. On a more positive note, we were able to obtain a dichotomy classification for irreflexive injective homomorphisms to tournaments.
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