Complete solutions to the Oberwolfach problem for an infinite set of orders  by Bryant, Darryn & Scharaschkin, Victor
Journal of Combinatorial Theory, Series B 99 (2009) 904–918Contents lists available at ScienceDirect
Journal of Combinatorial Theory,
Series B
www.elsevier.com/locate/jctb
Complete solutions to the Oberwolfach problem
for an inﬁnite set of orders
Darryn Bryant, Victor Scharaschkin
The University of Queensland, Department of Mathematics, Qld 4072, Australia
a r t i c l e i n f o a b s t r a c t
Article history:
Received 1 February 2008
Available online 10 April 2009
Keywords:
Oberwolfach problem
2-factorisations
Graph decompositions
Graph factorisations
Let n  3 and let F be a 2-regular graph of order n. The
Oberwolfach problem OP(F ) asks for a 2-factorisation of Kn if
n is odd, or of Kn − I if n is even, in which each 2-factor is
isomorphic to F . We show that there is an inﬁnite set N of primes
congruent to 1 (mod 16) such that OP(F ) has a solution for any
2-regular graph F of order n ∈N . We also show that for each of
the inﬁnitely many n ≡ 10 (mod 48) with n2 prime, OP(F ) has a
solution for any 2-regular graph F of order n.
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1. Introduction
Let n  3 and let F be a 2-regular graph of order n. When n is odd, the Oberwolfach problem
OP(F ) asks for a 2-factorisation of the complete graph Kn on n vertices in which each 2-factor is
isomorphic to F . When n is even, the Oberwolfach problem OP(F ) asks for a 2-factorisation of Kn − I ,
the complete graph on n vertices with the edges of a 1-factor removed, in which each 2-factor is
isomorphic to F . The notation [3α3 ,4α4 , . . . , tαt ] will be used to denote the 2-regular graph of order
3α3 + 4α4 + · · · + tαt consisting of αi cycles of length i for i = 3,4, . . . , t .
The Oberwolfach problem was posed by Ringel in the 1960s and is ﬁrst mentioned in [10]. It is
well known that OP([3,3]), OP([4,5]), OP([3,3,5]) and OP([3,3,3,3]) have no solution, but there is
no other known instance of the Oberwolfach problem with no solution. In particular, it is known that
except for OP([3,3]), OP([4,5]), OP([3,3,5]) and OP([3,3,3,3]) every instance of the Oberwolfach
problem has a solution when n 18, see [1,4,8,9,15].
The Oberwolfach problem OP([mα]) was completely solved in 1989 [3] for odd n, and in 1991 [14]
for even n. The result for n even uses results established earlier in [2,3,15]. The special case m = 3 and
n is odd, the famous Kirkman’s schoolgirl problem, was solved in 1971 [21]. A large number of other
special cases of the Oberwolfach problem have been solved, see [5,7,12,13,17,18,20,23]. However, as n
increases, the known results solve only a vanishingly small fraction of the problem for each n. Recent
surveys of results on the Oberwolfach problem, and on 2-factorisations generally, can be found in [6]0095-8956/$ – see front matter © 2009 Elsevier Inc. All rights reserved.
doi:10.1016/j.jctb.2009.03.003
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for 2-factors consisting of uniform length cycles.
Here we prove the following two theorems.
Theorem 1. Let N be the set of primes congruent to 1 (mod 16) such that if n ∈ N and G and H are the
multiplicative subgroups in Zn of index 2 and 8 respectively, then 1,2,3,4 ∈ G and G/H = {H,2H,3H,4H}.
Then N is inﬁnite and for each n ∈ N and each 2-regular graph F of order n, OP(F ) has a solution.
Theorem 2. For each of the inﬁnitely many n ≡ 10 (mod 48) with n2 prime and each 2-regular graph F of
order n, OP(F ) has a solution.
The ﬁrst ten elements of N are 97, 1873, 2161, 3457, 6577, 6673, 6961, 7297, 7873, 10273. The
values of n  1000 satisfying the conditions of Theorem 2 are 10, 58, 106, 202, 298, 346, 394, 538,
586, 634, 778 and 922. Dirichlet’s Theorem guarantees there are inﬁnitely many primes congruent to
5 (mod 24) and hence inﬁnitely many n satisfying the conditions of Theorem 2.
A brief outline of the structure of the paper and the proof of Theorems 1 and 2 is as follows.
In Section 2 we construct for each n  9, a 2-factorisation of Circ(n, {1,2,3,4}) (the circulant graph
of order n with connection set {1,2,3,4}) in which each 2-factor is isomorphic to F for almost any
2-regular graph F of order n. We then show that this, when combined with existing results on the
Oberwolfach problem, gives a solution to OP(F ) for any 2-regular graph F of order n if Kn , or Kn − I
when n is even, has an 8-factorisation in which each 8-factor is isomorphic to Circ(n, {1,2,3,4}) (with
the exception that there is no solution to OP([4,5])). In Section 3 we show that for each n ∈ N such
an 8-factorisation of Kn exists, and that N is indeed inﬁnite. Similarly, in Section 4 we show that
such an 8-factorisation of Kn − I exists for each n satisfying the conditions of Theorem 2. Section 5
contains a number of graph decompositions which are used to prove the results in Section 2.
2. 2-factorisations of Circ(n, {1,2,3,4})
A subset S of an abelian group G is inverse-free if the identity is not in S and x ∈ S implies −x /∈ S .
Let n be an integer and let S ⊆ Zn be inverse-free. The circulant graph of order n with connection set S ,
denoted Circ(n, S), has vertex set Zn and edge set given by joining x to x + d for each d ∈ S and
each x ∈ Zn . A decomposition of a graph K is a set {G1,G2, . . . ,Gt} of subgraphs of K such that
E(Gi) ∩ E(G j) = ∅ for 1 i < j  t and E(G1) ∪ E(G2) ∪ · · · ∪ E(Gt) = E(K ). A G-decomposition of K
is a decomposition {G1,G2, . . . ,Gt} in which Gi ∼= G for i = 1,2, . . . , t .
The subgraphs of Circ(n, {1,2,3,4}) which we now deﬁne are used extensively in what follows. Let
r  3. The graph with vertex set {0,1, . . . , r+3} and edge set {{i+3, i+4}, {i+1, i+4}, {i, i+4}: i =
0,1, . . . , r − 1} ∪ {{i, i + 2}: i = 0, i = 2,3, . . . , r − 1, i = r + 1} is denoted by Jr . If F is a 2-regular
graph of order r, and there exists an F -decomposition {H1, H2, H3, H4} of Jr where
(1) V (H1) = {0,1, . . . , r + 3} \ {1, r, r + 2, r + 3},
(2) V (H2) = {0,1, . . . , r + 3} \ {0,2,3, r + 1},
(3) V (H3) = {0,1, . . . , r + 3} \ {0,1,3, r + 2}, and
(4) V (H4) = {0,1, . . . , r + 3} \ {0,1,2, r + 3},
then we shall write Jr 	→ F , or just J 	→ F if the value of r is clear from the context (usually from
the order of F ).
Lemma 3. Let n  9 and let F be a 2-regular graph of order n. If there exists a decomposition J 	→ F , then
there exists a 2-factorisation of Circ(n, {1,2,3,4}) in which each 2-factor is isomorphic to F .
Proof. For i ∈ {0,1,2,3}, identify vertex i of J with vertex n + i. Clearly, the resulting graph is
Circ(n, {1,2,3,4}) and the 2-regular graphs in the decomposition J 	→ F become the required 2-
factors. 
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then there exists a decomposition J 	→ F ∪ F ′ .
Proof. Let r and s be the respective orders of F and F ′ , let {H1, H2, H3, H4} be a decomposition
J 	→ F , and let {H ′1, H ′2, H ′3, H ′4} be a decomposition J 	→ F ′ . Construct a copy of Jr+s in the obvious
way by deﬁning Jr on vertices 0,1, . . . , r + 3 and J s on vertices r, r + 1, . . . , r + s + 3. It is clear that
D = {H1 ∪ H ′1, H2 ∪ H ′2, H3 ∪ H ′3, H4 ∪ H ′4} is a decomposition J 	→ F ∪ F ′ . Properties (1)–(4) ensure
that Hi and H ′i are vertex-disjoint for i ∈ {1,2,3,4}, and that
(1) V (H1 ∪ H ′1) = {0,1, . . . , r + s + 3} \ {1, r + s, r + s + 2, r + s + 3},
(2) V (H2 ∪ H ′2) = {0,1, . . . , r + s + 3} \ {0,2,3, r + s + 1},
(3) V (H3 ∪ H ′3) = {0,1, . . . , r + s + 3} \ {0,1,3, r + s + 2},
(4) V (H4 ∪ H ′4) = {0,1, . . . , r + s + 3} \ {0,1,2, r + s + 3}. 
Lemma 5. The following decompositions exist.
• J 	→ [m], J 	→ [3,m], for each m 5.
• J 	→ [4,m] for m = 4 and for each m 6.
• J 	→ [3,3,m] for m = 3 and for each m 5.
• J 	→ [3,4,m] and J 	→ [3,3,4,m] for each m 4.
• J 	→ [4,5,5], J 	→ [4,4,4,5], J 	→ [3,3,3,4,5].
• J 	→ [3,3,4,4,4], J 	→ [3,3,3,4,4,4], J 	→ [3,3,3,3,4,4,4].
Proof. These decompositions are given in Lemmas 11–17 of Section 5. 
Lemma 6. Let n  9 and let F be a 2-regular graph F of order n. Then there is a 2-factorisation of
Circ(n, {1,2,3,4}) in which each 2-factor is isomorphic to F with the deﬁnite exceptions of F = [4,5] and
F = [3,3,3,3,3], and the following possible exceptions.
(1) F = [3α3 ] when n ≡ 3,6 (mod 9), n 21.
(2) F = [4α4 ] when n ≡ 4 (mod 8), n 20.
(3) F = [3α3 ,4] when n ≡ 1 (mod 3), n 19.
(4) F = [3,4α4 ] when n ≡ 7 (mod 8), n 23.
Remark. Other than F = [4,5], there are no exceptions to Lemma 6 for the set of n satisfying both
the condition n ≡ 0,2,5,8 (mod 9) and the condition n ≡ 0,1,2,3,5,6 (mod 8). This is one-third of
the integers which are at least 9.
Proof. Let F = [3α3 ,4α4 , . . . ,nαn ] where αi  0 for i = 3,4, . . . ,n. First note that the cases F = [4,5]
and F = [3,3,3,3,3] are indeed deﬁnite exceptions. The case F = [4,5] follows from the non-
existence of a solution to OP([4,5]), and non-existence in the case F = [3,3,3,3,3] was shown
in [1]. Also note that existence in the cases F = [3,3,3,3], F = [4,4,4], F = [3,3,4], F = [3,3,3,4],
F = [3,3,3,3,4], and F = [3,4,4,4] was shown in [1].
The remainder of the proof follows by simply verifying that we can obtain J 	→ F , for each required
2-regular graph F , by using Lemma 4 and the decompositions given in Lemma 5. The result then
follows immediately by Lemma 3. The proof that this is indeed the situation splits into the case
where all of the cycles in F have length 3 or 4, and the case where there is at least one cycle of
length at least 5.
First assume αi = 0 for all i  5; that is, F = [3α3 ,4α4 ]. There are six subcases to consider, depend-
ing of the congruence class of α3 modulo 3 and whether α4 is odd or even. When α4 is even we can
use
• J 	→ [3,3,3] and J 	→ [4,4] when α3 ≡ 0 (mod 3),
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• J 	→ [3,3,3], J 	→ [4,4] and J 	→ [3,3,4,4] when α3 ≡ 2 (mod 3) and α4  2.
This leaves the case α4 = 0 and α3 ≡ 1,2 (mod 3), which is a listed possible exception. When α4 is
odd we can use
• J 	→ [3,3,3], J 	→ [4,4] and J 	→ [3,3,3,4,4,4] when α3 ≡ 0 (mod 3), α3  3 and α4  3,
• J 	→ [3,3,3], J 	→ [4,4] and J 	→ [3,3,3,3,4,4,4] when α3 ≡ 1 (mod 3), α3  4 and α4  3,
• J 	→ [3,3,3], J 	→ [4,4] and J 	→ [3,3,4,4,4] when α3 ≡ 2 (mod 3) and α4  3.
This leaves the case α4 = 1, the case α3 = 0 and α4 is odd, and the case α3 = 1 and α4 is odd, which
are listed possible exceptions.
We now assume αi > 0 for some i  5 and choose k to be the largest such i. Write α3 and α4 as
α3 = 3p + r and α4 = 2q + s where r ∈ {0,1,2} and s ∈ {0,1}, and write F = [3α3 ,4α4 , . . . , tαt ] as the
vertex-disjoint union of 2-regular graphs F ′ and F ′′ where F ′ = [33p,42q,5α5 ,6α6 , . . . ,kαk−1, . . . , tαt ]
and F ′′ = [3r,4s,k]. Using J 	→ [3,3,3], J 	→ [4,4] and J 	→ [m] for m  5, we see that J 	→ F ′ .
Now consider F ′′ = [3r,4s,k]. For (r, s) = (0,0), (1,0), (2,0), (0,1), (1,1), (2,1) we can use J 	→ [k],
J 	→ [3,k], J 	→ [3,3,k], J 	→ [4,k], J 	→ [3,4,k] and J 	→ [3,3,4,k] respectively to obtain J 	→ F ′′
except when F ′ = [4,5]. Thus, we need to deal only with the case r = 0, s = 1 and αi = 0 for all i  6;
that is, the case F = [33p,42q+1,5α5 ] where α5 > 0.
If p > 0 we can use J 	→ [3,3,3], J 	→ [4,4], J 	→ [5] and J 	→ [3,3,3,4,5] and we are ﬁnished.
This leaves only the case F = [42q+1,5α5 ] where α5 > 0. If q > 0 we can use J 	→ [4,4], J 	→ [5] and
J 	→ [4,4,4,5] and we are ﬁnished. This leaves only the case F = [4,5α5 ] where α5 > 0. If α5 > 1 we
can use J 	→ [5] and J 	→ [4,5,5] and we are ﬁnished. This leaves only the case F = [4,5] which is a
listed exception. 
The following lemma shows that the above 2-factorisations of Circ(n, {1,2,3,4}) are suﬃcient to
obtain solutions to OP(F ) for each 2-regular graph F of order n whenever Kn or Kn − I can be
decomposed into copies of Circ(n, {1,2,3,4}).
Lemma 7. If there exists an 8-factorisation of Kn or of Kn − I in which each 8-factor is isomorphic to
Circ(n, {1,2,3,4}), then OP(F ) has a solution for each 2-regular graph F of order n, with the exception that
there is no solution of OP([4,5]).
Proof. By Lemma 6, each copy of Circ(n, {1,2,3,4}) in an 8-factorisation of Kn or Kn − I has a 2-
factorisation in which each 2-factor is isomorphic to F , thus yielding the required solution to OP(F ),
except when F is one of the listed exceptions or possible exceptions in Lemma 6. Since n ≡ 1 or
2 (mod 8) (otherwise there is no 8-factorisation of Kn or Kn − I), the only relevant exceptions are
F = [3α3 ], F = [3α3 ,4] and F = [4,5]. However, except for F = [4,5], solutions to OP(F ) for these F
are well known to exist. A solution to OP([3α3 ]) exists for all α3  0 except α3 = 2 and α3 = 4, see
[15,21]. In [7] it is shown that OP([3α3 ,4]) has a solution for all odd α3. Finally, we note the following
simple construction of a solution to OP([3α3 ,4]) from a solution to OP([3α3+1]) with α3 even, which
thus proves the existence of a solution to OP([3α3 ,4]) for all even α3. Select a vertex x from a solution
to OP([3α3+1]) and replace each 3-cycle (x,a,b) containing x with the 4-cycle (x,a, y,b) where y is
a new vertex. The result is a solution to OP([3α3 ,4]) 
3. Isomorphic 2-factorisations of Kn
In this section we construct decompositions of Kn into Circ(n, {1,2,3,4}) for each n ∈ N , and we
prove that N is inﬁnite. Thus we prove Theorem 1.
Lemma 8. If n ≡ 1 (mod 16) is prime, 1,2,3,4 ∈ G and G/H = {H,2H,3H,4H} where G and H are the
multiplicative subgroups in Zn of index 2 and 8 respectively, then there exists an 8-factorisation of Kn in
which each 8-factor is isomorphic to Circ(n, {1,2,3,4}).
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F = {Circ(n, {h,2h,3h,4h}): h ∈ H}∪ {Circ(n, {ωh,2ωh,3ωh,4ωh}): h ∈ H}
is the required 8-factorisation. Since Circ(n, {1,2,3,4}) ∼= Circ(n, {x,2x,3x,4x}) for any x ∈ Zn \ {0}, we
certainly have a collection of 8-factors, each of which is isomorphic to Circ(n, {1,2,3,4}). Now note
that since n ≡ 1 (mod 16), H has even order and −1 ∈ H . Since Circ(n, {ωih,2ωih,3ωih,4ωih}) is the
same graph as Circ(n, {−ωih,−2ωih,−3ωih,−4ωih}) for i ∈ {0,1}, the number of distinct 8-factors
in F is at most |H| = n−18 (the number of 8-factors in an 8-factorisation of Kn).
Thus, it suﬃces to show that for each d ∈ {1,2, . . . , n−12 }, d is in a connection set of a graph in F .
Clearly, we have d = ωi g for some g ∈ G and some i ∈ {0,1}. Since G/H = {H,2H,3H,4H}, g = kh for
some k ∈ {1,2,3,4} and some h ∈ H . Thus we have d = kωih. So d does indeed occur in a connection
set and we are ﬁnished. 
The following lemma shows that there are inﬁnitely many primes satisfying the conditions of
Lemma 8. Readers unfamiliar with Galois Theory may wish to consult a text such as [16].
Lemma 9. Let N be the set of primes congruent to 1 (mod 16) such that if n ∈ N and G and H are the
multiplicative subgroups in Zn of index 2 and 8 respectively, then 1,2,3,4 ∈ G and G/H = {H,2H,3H,4H}.
Then N is inﬁnite.
Remark. Observe that p ∈ N if and only if 2, 3 ∈ G , 2, 4 /∈ H and 6 ∈ H . These conditions hold if
and only if p ≡ 1 (mod 48), 2 p−14 ≡ −1 (mod p) and 6 p−18 ≡ 1 (mod p). This gives an eﬃcient test
for membership of N . The Chebotarev Density Theorem (see [19]) actually implies that in a limiting
sense 1/8 of all primes p ≡ 1 (mod 48), or equivalently 1/128 of all primes, satisfy the conditions of
Lemma 9.
Proof. Note that G is the group of squares in Zp and H is the group of 8th powers. Let ζ be a
primitive 48th root of unity and let Q denote the rationals. Form the following towers of number
ﬁelds, and likewise for each prime number p form the corresponding residue ﬁelds.
L = K ( 4√2, 8√6 ) 
K = Q(ζ ) k
Q Zp
Observe that
√
2,
√
6 ∈ K . This follows since K/Q contains i and quadratic subﬁelds in which only
2 and 3 ramify, or from the explicit formulas ±√2 = ±ζ 6(1 − ζ 12), ±√6 = ±ζ 10(1 − ζ 12)(1 − ζ 16).
However 4
√
2, 4
√
6 /∈ K , since otherwise the abelian group Gal(K/Q) would have the dihedral group
D4 of order 8 as a quotient.
By Galois Theory the identity map in Gal(K/Q) extends to an element σ ∈ Gal(L/Q) ﬁxing 8√6 but
moving 4
√
2. The Chebotarev Density Theorem (see [19]) implies there are inﬁnitely many (unramiﬁed)
prime numbers p such that the Galois group Gal(/Zp) is generated by the map induced by σ .
For such p we have ζ ∈ Zp so p ≡ 1 (mod 48). Also
√
2, 8
√
6 ∈ Zp but 4
√
2 /∈ Zp . Hence 4 /∈ H , since
if x8 ≡ 4 (mod p) then x4 ≡ ±2, but −1 is a 4th power and so 2 would be a 4th power also. Thus
1,2,3,4 ∈ G , 6 ∈ H but 2, 4 /∈ H . Now G/H is cyclic of order 4, and 2H and (2H)2 = H , so 2H must
be a generator of G/H . And (2H)(3H) = H so (3H) = (2H)−1 = (2H)3, so G/H = {H,2H,4H,3H}. 
We can now prove Theorem 1.
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regular graph of order n. Lemma 8 gives an 8-factorisation of Kn in which each 8-factor is isomorphic
to Circ(n, {1,2,3,4}) and so by Lemma 7, OP(F ) has a solution. 
4. Isomorphic 2-factorisations of Kn − I
In this section we construct decompositions of Kn − I into Circ(n, {1,2,3,4}) for each n where n2
is a prime congruent to 5 (mod 24), thus proving Theorem 2.
Lemma 10. If n = 2p where p is a prime satisfying p ≡ 5 (mod 24), then there exists an 8-factorisation of
Kn − I in which each 8-factor is isomorphic to Circ(n, {1,2,3,4}).
Proof. Let G = {1,3, . . . ,n−1} \ {p} be the multiplicative group consisting of the units in the ring Zn ,
and let H be the subgroup of index 2 in G . Note that φ : Zp \ {0} → G deﬁned by φ(x) = x if x ∈
{1,3, . . . , p − 2} and φ(x) = x + p if x ∈ {2,4, . . . , p − 1} is an isomorphism from the multiplicative
group of Zp to G . Also note that since p ≡ 5 (mod 24), neither 2 nor 3 is a square in Zp . Thus,
applying φ, we see that 3 and p + 2 are in G \ H . From now on we work only in Zn . Take Zn as the
vertex set of Kn − I and let {{x, x+ p}: x = 0,1, . . . , p − 1} be the edges in the removed 1-factor.
We claim that
F = {Circ(n, {h,2h,3h,4h}): h ∈ H}
is the required 8-factorisation. Since Circ(n, {1,2,3,4}) ∼= Circ(n, {x,2x,3x,4x}) for any x ∈ G , we cer-
tainly have a collection of 8-factors, each of which is isomorphic to Circ(n, {1,2,3,4}). Now note that
since p ≡ 5 (mod 24), |H| = p−12 is even and so −1 ∈ H . Since Circ(n, {h,2h,3h,4h}) is identical with
the graph Circ(n, {−h,−2h,−3h,−4h}), the number of distinct 8-factors in F is at most 12 |H| = n−28
(the number of 8-factors in an 8-factorisation of Kn − I).
Thus, it suﬃces to show that for each d ∈ {1,2, . . . , n−22 }, d is in a connection set of a graph in F .
There are four cases to consider. They are d ∈ H , d ∈ G \ H , d = 2h for some h ∈ H and d = 2g for
some g ∈ G \ H . Clearly, if d ∈ H or d = 2h for some h ∈ H then d occurs in a connection set. If
d ∈ G \ H then since 3 ∈ G \ H , we have d = 3h for some h ∈ H , so that again d occurs in a connection
set. Finally, we consider the case d = 2g for some g ∈ G \ H . Then, since p + 2 ∈ G \ H , we have
g = (p + 2)h for some h ∈ H . Thus we have d = 2(p + 2)h = 4h and again d occurs in a connection
set. 
We can now prove Theorem 2.
Proof of Theorem 2. Let n = 2p where p ≡ 5 (mod 24) is prime and let F be a 2-regular graph
of order n. Lemma 10 gives an 8-factorisation of Kn − I in which each 8-factor is isomorphic to
Circ(n, {1,2,3,4}) and so by Lemma 7, OP(F ) has a solution. 
5. Decompositions of J graphs
Lemma 11. The decomposition J 	→ [m] exists for all m 5.
Proof. The decomposition is {H1, H2, H3, H4} where H1, H2, H3 and H4 are deﬁned as follows.
m = 5
H1 = (0,2,6,3,4), H2 = (1,4,7,8,5), H3 = (2,4,8,6,5), H4 = (3,5,4,6,7),
m = 6
H1 = (0,2,5,3,7,4), H2 = (1,4,6,9,8,5),
H3 = (2,4,5,9,7,6), H4 = (3,4,8,7,5,6),
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H1 = (0,2,6,3,5,8,4), H2 = (1,4,6,9,10,7,5),
H3 = (2,4,7,8,10,6,5), H4 = (3,4,5,9,8,6,7),
m = 8
H1 = (0,2,5,3,7,9,6,4), H2 = (1,4,8,11,10,6,7,5),
H3 = (2,4,5,9,11,7,8,6), H4 = (3,4,7,10,9,8,5,6),
m 9
H1 is the m-cycle with edges
{0,2}, {m − 1,m + 1},
{i, i + 1} for i = 3,6,9, . . . ,3m3  − 3,
{i, i + 3} for i = 2,5,8, . . . ,3m3  − 4,
{i, i + 4} for i = 0,3,6,9, . . . ,3m3  − 6,{m − 3,m + 1} when m ≡ 0 (mod 3),
{m − 4,m − 1}, {m − 2,m + 1} when m ≡ 1 (mod 3), and
{m − 5,m − 1}, {m − 2,m + 1}, {m − 3,m − 2} when m ≡ 2 (mod 3).
H2 is the m-cycle with edges
{1,5}, {m,m+ 3}, {m + 2,m + 3}, {m − 2,m + 2},
{i, i + 1} for i = 5,8, . . . ,3m3  − 4,
{i, i + 2} for i = 6,9, . . . ,3m3  − 3,
{i, i + 3} for i = 1,4, . . . ,3m3  − 5,{m − 1,m} when m ≡ 0 (mod 3),
{m − 3,m − 1}, {m − 1,m} when m ≡ 1 (mod 3), and
{m − 4,m − 1, }, {m − 2,m − 1}, {m − 3,m} when m ≡ 2 (mod 3).
H3 is the m-cycle with edges
{2,6}, {m − 1,m + 3}, {m + 1,m + 3},
{i, i + 1} for i = 4,7, . . . ,3m3  − 5,
{i, i + 2} for i = 2,5, . . . ,3m3  − 4,
{i, i + 3} for i = 0,3, . . . ,3m3  − 6,{m − 3,m}, {m,m+ 1}, {m − 2,m − 1} when m ≡ 0 (mod 3),
{m − 4,m}, {m− 2,m}, {m− 2,m − 1}, {m − 3,m + 1} when m ≡ 1 (mod 3), and
{m − 5,m − 2, }, {m − 2,m}, {m,m+ 1}, {m − 3,m − 1}, {m − 4,m − 3} when m ≡ 2 (mod 3).
H4 is the m-cycle with edges
{3,5}, {3,6}, {m + 1,m + 2}, {m − 1,m + 2},
{i, i + 2} for i = 4,7, . . . ,3m3  − 5,
{i, i + 4} for i = 4,7, . . . ,3m3  − 5,
{i, i + 4} for i = 5,8, . . . ,3m3  − 4,{m − 2,m + 1}, {m − 2,m} when m ≡ 0 (mod 3),
{m − 3,m − 2}, {m − 3,m}, {m,m+ 1} when m ≡ 1 (mod 3), and
{m − 3,m + 1, }, {m − 1,m}, {m− 4,m}, {m− 4,m − 2} when m ≡ 2 (mod 3). 
Lemma 12. The decomposition J 	→ [3,m] exists for all m 5.
Proof. The decomposition is {H1, H2, H3, H4} where H1, H2, H3 and H4 are deﬁned as follows.
m = 5
H1 = (0,2,4)(3,6,9,5,7), H2 = (1,4,5)(6,7,8,11,10),
H3 = (2,5,6)(4,7,11,9,8), H4 = (3,4,6,8,5)(7,9,10),
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H1 = (0,2,4)(3,5,8,7,10,6), H2 = (1,4,5)(6,7,11,12,9,8),
H3 = (2,5,6)(4,7,9,10,12,8), H4 = (3,4,6,9,5,7)(8,10,11),
m = 7
H1 = (0,2,4)(3,5,9,7,11,8,6), H2 = (1,4,5)(6,7,8,12,13,10,9),
H3 = (2,5,6)(4,7,10,11,13,9,8), H4 = (3,4,6,10,8,5,7)(9,11,12),
m = 8
H1 = (0,2,4)(3,5,8,12,9,7,10,6), H2 = (1,4,5)(6,7,8,10,11,14,13,9),
H3 = (2,5,6)(4,7,11,12,14,10,9,8), H4 = (3,4,6,8,11,9,5,7)(10,12,13),
m 9
H1 consists of the 3-cycle (0,2,4) and the m-cycle with edges
{3,6}, {6,8}, {5,8}, {5,9}, {3,7}, {7,11}, {m,m + 4}, {m + 1,m + 4},
{i, i + 1} for i = 10,13, . . . ,3m3  − 2 when m 12,{i, i + 3} for i = 9,12, . . . ,3m3  − 3 when m 12,
{i, i + 4} for i = 7,10, . . . ,3m3  − 2,
{m + 1,m + 2} when m ≡ 0 (mod 3),
{m − 1,m + 2}, {m,m+ 2} when m ≡ 1 (mod 3), and
{m − 2,m + 2}, {m − 1,m + 2}, {m − 1,m + 1} when m ≡ 2 (mod 3).
H2 consists of the 3-cycle (1,4,5) and the m-cycle with edges
{6,7}, {7,8}, {6,9}, {5,9}, {3,7}, {7,11}, {m + 1,m + 5}, {m + 2,m + 3}, {m + 3,m + 6}, {m + 5,m + 6},
{i, i + 1} for i = 9,12, . . . ,3m3 ,{i, i + 2} for i = 10,13, . . . ,3m3  − 2 when m 12,{i, i + 3} for i = 8,11, . . . ,3m3  − 4 when m 12,{m − 1,m + 2} when m ≡ 0 (mod 3),
{m − 2,m + 2}, {m,m+ 1} when m ≡ 1 (mod 3), and
{m − 3,m + 1}, {m,m+ 2}, {m − 1,m} when m ≡ 2 (mod 3).
H3 consists of the 3-cycle (2,5,6) and the m-cycle with edges
{4,8}, {m + 3,m + 4}, {m + 4,m + 6}, {m + 2,m + 6},
{i, i + 1} for i = 8,11, . . . ,3m3  − 1,
{i, i + 2} for i = 9,12, . . . ,3m3 ,
{i, i + 3} for i = 4,7, . . . ,3m3  − 2,{m + 1,m + 3} when m ≡ 0 (mod 3),
{m,m+ 3}, {m + 1,m + 2} when m ≡ 1 (mod 3), and
{m − 1,m + 3}, {m + 1,m + 2}, {m,m+ 1} when m ≡ 2 (mod 3).
H4 consists of the 3-cycle (m + 2,m + 4,m + 5) and the m-cycle with edges
{3,4}, {4,6}, {3,5}, {7,9},
{i, i + 2} for i = 5,8, . . . ,3m3  − 1,
{i, i + 4} for i = 6,9, . . . ,3m3  − 3,
{i, i + 4} for i = 8,11, . . . ,3m3  − 4 when m 12,{m − 1,m + 3}, {m,m+ 3} when m ≡ 0 (mod 3),
{m − 2,m + 1}, {m + 1,m + 3}, {m − 1,m + 3} when m ≡ 1 (mod 3), and
{m − 3,m}, {m,m+ 3}, {m + 1,m + 3}, {m − 2,m + 1} when m ≡ 2 (mod 3). 
Lemma 13. The decomposition J 	→ [3,3,m] exists for m = 3 and for all m 5.
Proof. The decomposition is {H1, H2, H3, H4} where H1, H2, H3 and H4 are deﬁned as follows.
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H1 = (0,2,4)(3,5,7)(6,8,10), H2 = (1,4,5)(6,7,9)(8,11,12),
H3 = (2,5,6)(4,7,8)(9,10,12), H4 = (3,4,6)(5,8,9)(7,10,11),
m = 5
H1 = (0,2,4)(3,5,7,10,6)(8,9,12), H2 = (1,4,5)(6,7,8)(9,10,11,14,13),
H3 = (2,5,8,4,6)(7,9,11)(10,12,14), H4 = (3,4,7)(5,6,9)(8,10,13,12,11),
m = 6
H1 = (0,2,4)(3,5,7)(6,8,11,9,13,10), H2 = (1,4,5)(6,7,9)(8,10,14,15,11,12),
H3 = (2,5,6)(4,7,8)(9,10,11,13,15,12), H4 = (3,4,6)(5,8,9)(7,10,12,13,14,11),
m = 7
H1 = (0,2,4)(3,5,7)(6,8,12,14,11,9,10), H2 = (1,4,5)(6,7,9)(8,10,13,12,16,15,11),
H3 = (2,5,6)(4,7,8)(9,12,11,10,14,16,13), H4 = (3,4,6)(5,8,9)(7,10,12,15,14,13,11),
m = 8
H1 = (0,2,4)(3,5,7)(6,8,12,9,13,15,11,10),
H2 = (1,4,5)(6,7,9)(8,10,13,14,17,16,12,11),
H3 = (2,5,6)(4,7,8)(9,10,12,13,17,15,14,11),
H4 = (3,4,6)(5,8,9)(7,10,14,12,15,16,13,11),
m 9
H1 consists of the two 3-cycles (0,2,4), (3,5,7) and the m-cycle with edges
{6,8}, {9,12}, {9,13}, {6,10}, {10,11}, {m + 5,m + 7},
{i, i + 1} for i = 14,17, . . . ,3m3  + 2 when m 12,
{i, i + 3} for i = 13,16, . . . ,3m3  + 1 when m 12,{i, i + 4} for i = 8,11, . . . ,3m3  − 1,{m + 2,m + 5}, {m + 4,m + 7} when m ≡ 0 (mod 3),
{m + 1,m + 5}, {m + 4,m + 7}, {m + 3,m + 4} when m ≡ 1 (mod 3), and
{m,m+ 4}, {m + 3,m + 4}, {m + 3,m + 7}, {m + 2,m + 5} when m ≡ 2 (mod 3).
H2 consists of the two 3-cycles (1,4,5), (6,7,9) and the m-cycle with edges
{8,10}, {10,13}, {8,11}, {11,12}, {m + 4,m + 8}, {m + 8,m + 9}, {m + 6,m + 9},
{i, i + 1} for i = 13,16, . . . ,3m3  + 1 when m 12,
{i, i + 2} for i = 14,17, . . . ,3m3  + 2 when m 12,
{i, i + 3} for i = 12,15, . . . ,3m3  when m 12,{m + 3,m + 5}, {m + 5,m + 6} when m ≡ 0 (mod 3),
{m + 2,m + 5}, {m + 4,m + 5}, {m + 3,m + 6} when m ≡ 1 (mod 3), and
{m + 1,m + 4}, {m + 5,m + 6}, {m + 3,m + 5}, {m + 2,m + 3} when m ≡ 2 (mod 3).
H3 consists of the two 3-cycles (2,5,6), (4,7,8) and the m-cycle with edges
{9,11}, {m + 5,m + 9}, {m + 7,m + 9},
{i, i + 1} for i = 9,12, . . . ,3m3 ,{i, i + 2} for i = 10,13, . . . ,3m3  + 1,
{i, i + 3} for i = 11,14, . . . ,3m3  − 1 when m 12,{m + 2,m + 6}, {m + 4,m + 6}, {m + 4,m + 5}, {m + 3,m + 7} when m ≡ 0 (mod 3),
{m+ 1,m+ 4}, {m+ 4,m+ 6}, {m+ 6,m+ 7}, {m+ 3,m+ 5}, {m+ 2,m+ 3} when m ≡ 1 (mod 3), and
{m,m + 3}, {m + 3,m + 6}, {m + 6,m + 7}, {m + 4,m + 5}, {m + 2,m + 4}, {m + 1,m + 2} when m ≡
2 (mod 3).
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{7,10}, {7,11}, {11,13}, {m + 5,m + 8}, {m + 7,m + 8},
{i, i + 2} for i = 12,15, . . . ,3m3  when m 12,
{i, i + 4} for i = 10,13, . . . ,3m3  + 1,
{i, i + 4} for i = 12,15, . . . ,3m3  when m 12,{m + 3,m + 4}, {m + 3,m + 6}, {m + 6,m + 7} when m ≡ 0 (mod 3),
{m + 2,m + 4}, {m + 2,m + 6}, {m + 5,m + 6}, {m + 3,m + 7} when m ≡ 1 (mod 3), and
{m+ 1,m+ 3}, {m+ 1,m+ 5}, {m+ 4,m+ 7}, {m+ 4,m+ 6}, {m+ 2,m+ 6} when m ≡ 2 (mod 3). 
Lemma 14. The decomposition J 	→ [4,m] exists for m = 4 and for all m 6.
Proof. The decomposition is {H1, H2, H3, H4} where H1, H2, H3 and H4 are deﬁned as follows.
m = 4
H1 = (0,2,6,4)(3,5,9,7), H2 = (1,4,7,5)(6,8,11,10),
H3 = (2,4,8,5)(6,7,11,9), H4 = (3,4,5,6)(7,8,9,10),
m = 6
H1 = (0,2,6,4)(3,5,9,11,8,7), H2 = (1,4,8,5)(6,7,10,13,12,9),
H3 = (2,4,7,5)(6,8,9,13,11,10), H4 = (3,4,5,6)(7,9,10,8,12,11),
m = 7
H1 = (0,2,6,4)(3,5,9,8,12,10,7), H2 = (1,4,8,5)(6,7,9,13,14,11,10),
H3 = (2,4,7,5)(6,8,11,12,14,10,9), H4 = (3,4,5,6)(7,8,10,13,12,9,11),
m = 8
H1 = (0,2,6,4)(3,5,9,8,11,13,10,7), H2 = (1,4,8,5)(6,7,9,11,12,15,14,10),
H3 = (2,4,7,5)(6,8,12,10,11,15,13,9), H4 = (3,4,5,6)(7,8,10,9,12,13,14,11),
m 9
H1 consists of the 4-cycle (0,2,6,4) and the m-cycle with edges
{3,5}, {3,7}, {m + 3,m + 5},
{i, i + 1} for i = 8,11, . . . ,3m3  − 1,{i, i + 3} for i = 7,10, . . . ,3m3  − 2,{i, i + 4} for i = 5,8, . . . ,3m3  − 1,{m + 2,m + 5}, {m + 1,m + 2} when m ≡ 0 (mod 3),
{m + 1,m + 2}, {m + 1,m + 5}, {m,m+ 3} when m ≡ 1 (mod 3), and
{m,m+ 1}, {m,m+ 3}, {m + 2,m + 5}, {m − 1,m + 2} when m ≡ 2 (mod 3).
H2 consists of the 4-cycle (1,4,8,5) and the m-cycle with edges
{6,7}, {7,9}, {6,10}, {m + 6,m + 7}, {m+ 4,m + 7}, {m+ 2,m + 6},
{i, i + 1} for i = 10,13, . . . ,3m3  − 2 when m 12,
{i, i + 2} for i = 11,14, . . . ,3m3  − 1 when m 12,
{i, i + 3} for i = 9,12, . . . ,3m3 ,{m + 2,m + 3}, {m + 1,m + 4} when m ≡ 0 (mod 3),
{m + 3,m + 4}, {m + 1,m + 3}, {m,m+ 1} when m ≡ 1 (mod 3), and
{m − 1,m}, {m,m+ 2}, {m + 3,m + 4}, {m + 1,m + 3} when m ≡ 2 (mod 3).
H3 consists of the 4-cycle (2,4,7,5) and the m-cycle with edges
{6,8}, {6,9}, {m + 5,m + 7}, {m + 3,m + 7},
{i, i + 1} for i = 9,12, . . . ,3m3 ,
{i, i + 2} for i = 10,13, . . . ,3m3  − 2 when m 12,
914 D. Bryant, V. Scharaschkin / Journal of Combinatorial Theory, Series B 99 (2009) 904–918{i, i + 3} for i = 8,11, . . . ,3m3  − 1,{m + 2,m + 4}, {m + 4,m + 5} when m ≡ 0 (mod 3),
{m + 1,m + 4}, {m + 4,m + 5}, {m + 2,m + 3} when m ≡ 1 (mod 3), and
{m,m+ 4}, {m + 2,m + 4}, {m + 2,m + 3}, {m + 1,m + 5} when m ≡ 2 (mod 3).
H4 consists of the 4-cycle (3,4,5,6) and the m-cycle with edges
{7,8}, {8,10}, {m + 3,m + 6}, {m + 5,m + 6},
{i, i + 2} for i = 9,12, . . . ,3m3 ,{i, i + 4} for i = 7,10, . . . ,3m3  − 2,{i, i + 4} for i = 9,12, . . . ,3m3 ,{m + 1,m + 5}, {m + 3,m + 4} when m ≡ 0 (mod 3),
{m,m+ 4}, {m + 2,m + 4}, {m + 2,m + 5} when m ≡ 1 (mod 3), and
{m − 1,m + 3}, {m + 4,m + 5}, {m + 1,m + 4}, {m + 1,m + 2} when m ≡ 2 (mod 3). 
Lemma 15. The decomposition J 	→ [3,4,m] exists for all m 4.
Proof. The decomposition is {H1, H2, H3, H4} where H1, H2, H3 and H4 are deﬁned as follows.
m = 4
H1 = (0,2,6,4)(3,5,9,7)(8,10,12), H2 = (1,4,8,5)(6,7,10)(9,11,14,13),
H3 = (2,4,7,5)(6,8,9)(10,11,12,14), H4 = (3,4,5,6)(7,8,11)(9,10,13,12),
m = 5
H1 = (0,2,4)(3,5,9,7)(6,8,11,13,10), H2 = (1,4,5)(6,7,8,9)(10,11,14,15,12),
H3 = (2,5,6)(4,7,10,8)(9,11,15,13,12), H4 = (3,4,6)(5,7,11,12,8)(9,10,14,13),
m = 6
H1 = (0,2,4)(3,5,9,7)(6,8,12,14,11,10), H2 = (1,4,5)(6,7,8,9)(10,12,11,15,16,13),
H3 = (2,5,6)(4,7,10,8)(9,11,13,14,16,12), H4 = (3,4,6)(5,7,11,8)(9,10,14,15,12,13),
m = 7
H1 = (0,2,4)(3,5,9,7)(6,8,12,11,15,13,10),
H2 = (1,4,5)(6,7,8,9)(10,11,13,14,17,16,12),
H3 = (2,5,6)(4,7,10,8)(9,11,14,15,17,13,12),
H4 = (3,4,6)(5,7,11,8)(9,10,14,12,15,16,13),
m = 8
H1 = (0,2,4)(3,5,9,7)(6,8,12,11,14,16,13,10),
H2 = (1,4,5)(6,7,8,9)(10,11,13,17,18,15,14,12),
H3 = (2,5,6)(4,7,10,8)(9,11,15,13,14,18,16,12),
H4 = (3,4,6)(5,7,11,8)(9,10,14,17,16,15,12,13),
m 9
H1 consists of the 3-cycle (0,2,4), the 4-cycle (3,5,9,7), and the m-cycle with edges
{6,8}, {6,10}, {m + 6,m + 8},
{i, i + 1} for i = 11,14, . . . ,3m3  + 2,{i, i + 3} for i = 10,13, . . . ,3m3  + 1,{i, i + 4} for i = 8,11, . . . ,3m3  + 2,
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{m + 3,m + 6}, {m + 4,m + 8}, {m + 4,m + 5} when m ≡ 1 (mod 3), and
{m + 2,m + 5}, {m + 5,m + 8}, {m + 3,m + 6}, {m + 3,m + 4} when m ≡ 2 (mod 3).
H2 consists of the 3-cycle (1,4,5), the 4-cycle (6,7,8,9) and the m-cycle with edges
{10,12}, {m + 9,m + 10}, {m + 7,m + 10}, {m + 5,m + 9},
{i, i + 1} for i = 10,13, . . . ,3m3  + 1,{i, i + 2} for i = 11,14, . . . ,3m3  + 2,{i, i + 3} for i = 12,15, . . . ,3m3  + 3,{m + 4,m + 7}, {m + 5,m + 6} when m ≡ 0 (mod 3),
{m + 3,m + 4}, {m + 4,m + 6}, {m + 6,m + 7} when m ≡ 1 (mod 3), and
{m + 2,m + 3}, {m + 3,m + 5}, {m + 6,m + 7}, {m + 4,m + 6} when m ≡ 2 (mod 3).
H3 consists of the 3-cycle (2,5,6), the 4-cycle (4,7,10,8) and the m-cycle with edges
{9,11}, {9,12}, {m + 6,m + 10}, {m + 8,m + 10},
{i, i + 1} for i = 12,15, . . . ,3m3  + 3,{i, i + 2} for i = 13,16, . . . ,3m3  + 4,{i, i + 3} for i = 11,14, . . . ,3m3  + 2,{m + 5,m + 7}, {m + 7,m + 8} when m ≡ 0 (mod 3),
{m + 4,m + 7}, {m + 7,m + 8}, {m + 5,m + 6} when m ≡ 1 (mod 3), and
{m + 3,m + 7}, {m + 5,m + 7}, {m + 5,m + 6}, {m + 4,m + 8} when m ≡ 2 (mod 3).
H4 consists of the 3-cycle (3,4,6), the 4-cycle (5,7,11,8) and the m-cycle with edges
{9,10}, {m + 6,m + 9}, {m + 8,m + 9},
{i, i + 2} for i = 12,15, . . . ,3m3  + 3,{i, i + 4} for i = 9,12, . . . ,3m3  + 3,{i, i + 4} for i = 10,13, . . . ,3m3  + 4,{m + 6,m + 7} when m ≡ 0 (mod 3),
{m + 5,m + 7}, {m + 5,m + 8} when m ≡ 1 (mod 3), and
{m + 4,m + 5}, {m + 4,m + 7}, {m + 7,m + 8} when m ≡ 2 (mod 3). 
Lemma 16. The decomposition J 	→ [3,3,4,m] exists for all m 4.
Proof. The decomposition is {H1, H2, H3, H4} where H1, H2, H3 and H4 are deﬁned as follows.
m = 4
H1 = (0,2,6,4)(3,5,9,7)(8,10,12)(11,13,15),
H2 = (1,4,8,5)(6,7,10,9)(11,12,14)(13,16,17),
H3 = (2,4,7,5)(6,8,11,10)(9,12,13)(14,15,17),
H4 = (3,4,5,6)(7,8,9,11)(10,13,14)(12,15,16),
m = 5
H1 = (0,2,4)(3,5,7)(6,8,12,10)(9,11,14,16,13),
H2 = (1,4,5)(6,7,9)(8,10,13,11)(12,14,17,18,15),
H3 = (2,5,6)(4,7,8)(9,10,11,12)(13,14,18,16,15),
H4 = (3,4,6)(5,8,9)(7,10,14,15,11)(12,13,17,16),
m = 6
H1 = (0,2,4)(3,5,7)(6,8,12,10)(9,11,15,14,17,13),
H2 = (1,4,5)(6,7,9)(8,10,13,11)(12,14,18,19,15,16),
H3 = (2,5,6)(4,7,8)(9,10,11,12)(13,14,16,19,17,15),
H4 = (3,4,6)(5,8,9)(7,10,14,11)(12,13,16,17,18,15),
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H1 = (0,2,4)(3,5,7)(6,8,12,10)(9,11,15,14,18,16,13),
H2 = (1,4,5)(6,7,9)(8,10,13,11)(12,14,16,17,20,19,15),
H3 = (2,5,6)(4,7,8)(9,10,11,12)(13,14,17,18,20,16,15),
H4 = (3,4,6)(5,8,9)(7,10,14,11)(12,13,17,15,18,19,16),
m = 8
H1 = (0,2,4)(3,5,7)(6,8,12,10)(9,11,15,14,17,19,16,13),
H2 = (1,4,5)(6,7,9)(8,10,13,11)(12,14,16,20,21,18,17,15),
H3 = (2,5,6)(4,7,8)(9,10,11,12)(13,14,18,16,17,21,19,15),
H4 = (3,4,6)(5,8,9)(7,10,14,11)(12,13,17,20,19,18,15,16),
m 9
H1 consists of the two 3-cycles (0,2,4) and (3,5,7), the 4-cycle (6,8,12,10), and the m-cycle with
edges
{9,11}, {9,13}, {m + 9,m + 11},
{i, i + 1} for i = 14,17, . . . ,3m3  + 5,{i, i + 3} for i = 13,16, . . . ,3m3  + 4,{i, i + 4} for i = 11,14, . . . ,3m3  + 5,{m + 7,m + 8}, {m + 8,m + 11} when m ≡ 0 (mod 3),
{m + 6,m + 9}, {m + 7,m + 11}, {m + 7,m + 8} when m ≡ 1 (mod 3), and
{m + 5,m + 8}, {m + 8,m + 11}, {m + 6,m + 9}, {m + 6,m + 7} when m ≡ 2 (mod 3).
H2 consists of the two 3-cycles (1,4,5) and (6,7,9), the 4-cycle (8,10,13,11), and the m-cycle with
edges
{12,14}, {m + 8,m + 12}, {m + 12,m + 13}, {m + 10,m + 13},
{i, i + 1} for i = 16,19, . . . ,3m3  + 4 when m 12,{i, i + 2} for i = 14,17, . . . ,3m3  + 5,{i, i + 3} for i = 12,15, . . . ,3m3  + 6,{m + 7,m + 10}, {m + 8,m + 9} when m ≡ 0 (mod 3),
{m + 6,m + 7}, {m + 7,m + 9}, {m + 9,m + 10} when m ≡ 1 (mod 3), and
{m + 5,m + 6}, {m + 6,m + 8}, {m + 9,m + 10}, {m + 7,m + 9} when m ≡ 2 (mod 3).
H3 consists of the two 3-cycles (2,5,6) and (4,7,8), the 4-cycle (9,10,11,12), and the m-cycle with
edges
{13,14}, {m + 9,m + 13}, {m + 11,m + 13},
{i, i + 1} for i = 15,18 . . . ,3m3  + 6,{i, i + 2} for i = 13,16, . . . ,3m3  + 7,{i, i + 3} for i = 14,17, . . . ,3m3  + 5,{m + 8,m + 10}, {m + 10,m + 11} when m ≡ 0 (mod 3),
{m + 7,m + 10}, {m + 10,m + 11}, {m + 8,m + 9} when m ≡ 1 (mod 3), and
{m + 6,m + 10}, {m + 8,m + 10}, {m + 8,m + 9}, {m + 7,m + 11} when m ≡ 2 (mod 3).
H4 consists of the two 3-cycles (3,4,6) and (5,8,9), the 4-cycle (7,10,14,11), and the m-cycle with
edges
{12,13}, {m + 9,m + 12}, {m + 11,m + 12},
{i, i + 2} for i = 15,18 . . . ,3m3  + 6,{i, i + 4} for i = 12,15, . . . ,3m3  + 6,{i, i + 4} for i = 13,16, . . . ,3m3  + 7,{m + 9,m + 10} when m ≡ 0 (mod 3),
{m + 8,m + 10}, {m + 8,m + 11} when m ≡ 1 (mod 3), and
{m + 7,m + 8}, {m + 7,m + 10}, {m + 10,m + 11} when m ≡ 2 (mod 3). 
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[3,3,3,4,4,4] and J 	→ [3,3,3,3,4,4,4] exist.
Proof. In each case the decomposition is {H1, H2, H3, H4} where H1, H2, H3 and H4 is deﬁned as
follows.
J 	→ [4,5,5]
H1 = (0,2,6,4)(3,5,9,8,7)(10,11,12,15,13),
H2 = (1,4,8,5)(6,7,11,9,10)(12,13,16,17,14),
H3 = (2,4,7,5)(6,8,10,12,9)(11,13,17,15,14),
H4 = (3,4,5,6)(7,9,13,14,10)(8,11,15,16,12),
J 	→ [4,4,4,5]
H1 = (0,2,6,4)(3,5,9,7)(8,10,12,11)(13,15,14,18,16),
H2 = (1,4,7,5)(6,8,12,9)(10,11,13,17,14)(15,16,20,19),
H3 = (2,4,8,5)(6,7,11,9,10)(12,13,14,16)(15,17,20,18),
H4 = (3,4,5,6)(7,8,9,13,10)(11,14,12,15)(16,17,18,19),
J 	→ [3,3,3,4,5]
H1 = (0,2,4)(3,5,6)(7,8,10)(9,12,16,13)(11,14,17,19,15),
H2 = (1,4,7,5)(6,9,10)(8,11,13,15,12)(14,16,18)(17,20,21),
H3 = (2,5,4,8,6)(7,9,11)(10,13,12,14)(15,16,17)(18,19,21),
H4 = (3,4,6,7)(5,8,9)(10,11,12)(13,14,15,18,17)(16,19,20),
J 	→ [3,3,4,4,4]
H1 = (0,2,4)(3,5,6,7)(8,9,12,11)(10,13,14)(15,17,16,19),
H2 = (1,4,5)(6,8,12,10)(7,9,11)(13,15,14,17)(16,18,21,20),
H3 = (2,5,9,6)(4,7,10,8)(11,14,18,15)(12,13,16)(17,19,21),
H4 = (3,4,6)(5,7,8)(9,10,11,13)(12,14,16,15)(17,18,19,20),
J 	→ [3,3,3,4,4,4]
H1 = (0,2,4)(3,5,6,7)(8,9,10,11)(12,13,14,16)(15,17,19)(18,20,22),
H2 = (1,4,5)(6,8,12,10)(7,9,13,11)(14,15,18)(16,17,21,19)(20,23,24),
H3 = (2,5,9,6)(4,7,8)(10,13,17,14)(11,12,15)(16,18,19,20)(21,22,24),
H4 = (3,4,6)(5,7,10,8)(9,11,14,12)(13,15,16)(17,18,21,20)(19,22,23),
J 	→ [3,3,3,3,4,4,4]
H1 = (0,2,4)(3,5,6,7)(8,9,10,11)(12,13,14,16)(15,17,19)(18,20,22)(21,23,25),
H2 = (1,4,5)(6,8,12,10)(7,9,13,11)(14,15,18)(16,17,20,19)(21,22,24)(23,26,27),
H3 = (2,5,9,6)(4,7,8)(10,13,17,14)(11,12,15)(16,18,21,20)(19,22,23)(24,25,27),
H4 = (3,4,6)(5,7,10,8)(9,11,14,12)(13,15,16)(17,18,19,21)(20,23,24)(22,25,26). 
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