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STOCHASTIC HOMOGENIZATION IN AMORPHOUS MEDIA
AND APPLICATIONS TO EXCLUSION PROCESSES
ALESSANDRA FAGGIONATO
Abstract. We consider random walks on marked simple point processes
with symmetric jump rates and unbounded jump range. We prove homoge-
nization properties of the associated Markov generators. As an application,
we derive the hydrodynamic limit of the simple exclusion process given by
multiple random walks as above, with hard–core interaction, on a marked
Poisson point process. The above results cover Mott variable range hopping,
which is a fundamental mechanism of phonon–induced electron conduction
in amorphous solids as doped semiconductors. Our techniques, based on an
extension of two-scale convergence, can be adapted to other models, as e.g.
the random conductance model.
Keywords: marked simple point process, Palm distribution, Mott variable
range hopping, stochastic homogenization, two-scale convergence, exclusion
process, hydrodynamic limit.
AMS 2010 Subject Classification: 60G55, 60H25, 60K37, 35B27.
1. Introduction
We consider stochastic jump dynamics in a random environment, not nec-
essarly with an underlying lattice structure, where jumps can be arbitrarily
long. A fundamental example comes fromMott variable range hopping (v.r.h.),
which is at the basis of electron transport in disordered solids in the regime of
strong Anderson localization, as doped semiconductors [21, 23, 28]. Starting
from a quantum modelization, in the regime of low density of impurities one
arrives to a classical model given by a family of non–interacting random walk-
ers hopping on the sites of a marked simple point process (cf. [2, 3, 14, 20]).
The latter is given by a random subset {(xi, Ei)} ⊂ Rd×R sampled as follows.
The locally finite subset {xi} ⊂ Rd is given by a simple point process with sta-
tionary and ergodic (w.r.t. to spatial translations) law. For example, {xi} can
be a Poisson point process on Rd. Given {xi}, to each point xi one associates
independently a random variable Ei (called mark) according to a fixed distri-
bution ν. In doped semiconductors, the xi’s correspond to the locations of the
impurities, while Ei is the fundamental energy of an electron with quantum
wavefunction localized around xi. Given a realization {(xi, Ei)} of the environ-
ment, Mott v.r.h. can be described in terms of a time–continuous random walk
with state space {xi}. The probability rate for a jump from xi to xj is then
given by cxi,xj(ω) = exp {−γ|xi − xj | − β(|Ei|+ |Ej |+ |Ei −Ej |)}, where β
denotes the inverse temperature and γ > 0 is a fixed constant. The presence
This work has been supported by PRIN 20155PAWZB “Large Scale Random Structures”.
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of long jumps and the special energy dependence in the jump rates is funda-
mental to explain the anomalous decay of conductivity in strongly disordered
amorphous solids, which follows the so called Mott’s law (cf. [2, 3, 13, 14, 20]
and references therein). In general, we will refer to Mott v.r.h. when the jump
rates have the form
cxi,xj(ω) = exp {−γ|xi − xj | − u(Ei, Ej)} , (1)
for some symmetric bounded function u.
Stochastic jump dynamics, where hopping takes place on marked simple
point processes, is relevant e.g. also in population dynamics. If sites are
given for example by a Poisson point process, then the medium is genuinely
amorphous. However, we include in our analysis also hybrid environments
given by diluted lattices as e.g. site percolation. Indeed, the random set {xi},
where xi := x+yi, x is chosen with uniform probability among [0, 1]
d and {yi}
is the realization of a site percolation on Zd, has stationary and ergodic law.
Of course, there are also other relevant models of stochastic jump dynamics
with jump rates having unbounded range, as for example the conductance
model on Zd where the random walk hops among sites of Zd and the probability
rate for a jump from x to y is given by a random number, called conductance
[15]. Another example is given by random walks on Delaunay triangulations
[27]. We focus here on hopping on marked simple point processes with jump
rates not necessarily of the form (1), including the case of random walks on
Delaunay triangulations, but our proofs and results can be adapted to other
models as the random conductance model.
The main part of our work is devoted to prove homogenization results for
the random walk (cf. Theorems 1 and 2). We denote by Lω the generator
of the random walk with environment ω and by Lεω its version under an ε–
parametrized space rescaling. We consider the Poisson equation λuε−Lεωuε =
fε with λ > 0 and show the convergence of uε to the solution u of the effective
equation λu − ∇ · D∇u = f if fε converges to f . Above D is the effective
diffusion matrix, having a variational characterization. We also prove the
convergence of the associated gradients, energies and semigroups.
The proof of Theorems 1 and 2 is based on two–scale convergence, a notion
introduced by G. Nguetseng [24] and developed by G. Allaire [1]. In particular,
our proof is inspired by the method developed in [30] for random differential
operators on singular structures. Two–scale convergence has already been ap-
plied in random walks in random environment in [11, 15, 18]. Due to the jumps
in several directions, the standard discrete gradients have to be replaced by
amorphous gradients. Roughly, given a random function v(ω), its amorphous
gradient keeps knowledge of all the differences v(τxω) − v(τyω) as the sites
x, y vary among the sites of the marked simple point process, where τzω de-
notes the environment obtained from ω by a translation along the vector z (an
analogous version holds for functions on Rd). The two–scale convergence is a
genuine L2–concept but due to the presence of infinite possible jumps a key
technical obstruction to the analysis in [30] appears. Even when the gradient
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is square integrable, its contraction (obtained by a weighted averaging with
weights given by the jump rates, cf. Def. 7.1) is not necessarily square inte-
grable. We have been able to overcome this difficulty by means of a cut-off
procedure developed in Sections 11 and 13. We stress that the presence of
infinite jumps leads to new technical problems also in other spots when trying
to adapt the strategy in [30] to the present context.
We point out that [15, Thm. 2.1], referred to the random conductance model,
is somehow similar to Item (i) in Theorem 1 (there the authors consider Dirich-
let boundary conditions on a finite box). There are however two fundamental
differences. Our homogenization results (the above mentioned convergences
concerning Poisson equation) hold for almost any environment, whatever the
choice of the known functions fε, f with fε converging to f . On the contrary,
in [15, Thm. 2.1] the class of environments for which one has homogeniza-
tion depends on the functions fε, f . In addition, the method developed in
[15] is based on stronger additional assumptions, concerning the existence of
special paths with suitable small resistance which implies between others the
Poincare´ inequality. Our method avoids this kind of technical assumptions
(cf. [5] for isoperimetric and Poincare´ inequalities for Mott v.r.h.). We also
point out that homogenization results for random walks on Delaunay triangu-
lations have been obtained also in [16] under the condition that the diameters
of the Voronoi cells are uniformly bounded both from below and from above
(see Condition 1.1 in [16]). Under this condition our analysis would be much
simplified. Finally, we mention also [25] for other results on homogenization
for non–local operators.
As an application of the homogenization results presented in Theorems 1
and 2 we prove the hydrodynamic limit of the exclusion process obtained by
taking multiple random walks as above with the addition of the hard-core
interaction, when the sites {xi} are given by a Poisson point process on Rd.
It is known (cf. e.g. [10, 11] and references therein) that the proof of the
exclusion process with symmetric jumps rates in a random environment can
be obtained using homogenization properties of the Markov generator of a
single random walk. We point out that, as a further application of Theorems 1
and 2 in interacting particle systems, one could prove the hydrodynamic limit
of zero–range processes on marked simple point processes similarly to what
done in [12] using - between others - homogenization. This further application
will be presented in a separate work.
The arxiv version contains supplementary proofs collected in Appendix B
2. Notation and setting
In this section we fix our notation concerning point processes and state our
main assumptions.
We fix a Polish space S (e.g. S ⊂ R) and we denote by Ω the space of
locally finite subsets ω ⊂ Rd × S such that for each x ∈ Rd there exists
at most one element s ∈ S with (x, s) ∈ ω. We write a generic ω ∈ Ω as
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ω = {(xi, si)} (si is called the mark at the point xi) and we set ωˆ := {xi}.
We will identify the sets ω = {(xi, si)} and ωˆ = {xi} with with the counting
measures
∑
i δ(xi,si) and
∑
i δxi, respectively. On Ω one defines a special metric
d such that the following facts are equivalent: (i) a sequence (ωn) converges to
ω in (Ω, d), (ii) limn→∞
∫
Rd×S
f(x, s)dωn(x, s) =
∫
Rd×S
f(x, s)dω(x, s) , for any
bounded continuous function f : Rd×S → R vanishing outside a bounded set
and (iii) limn→∞ ωn(A) = ω(A) for any bounded Borel set A ⊂ Rd × S with
ω(∂A) = 0 (see [7, App. A2.6 and Sect. 7.1]). Moreover, the σ–algebra B(Ω) of
Borel sets of (Ω, d) is generated by the sets {ω(A) = k} with A and k varying
respectively among the Borel sets of Rd × S and the nonnegative integers. In
addition, (Ω, d) is a separable metric space. Indeed, the above distance d is
defined on the larger space N of counting measures µ = ∑i kiδ(xi,si), where
ki ∈ N and {(xi, si)} is a locally finite subset of Rd×S, and one can prove that
(N , d) is a Polish space having Ω as Borel subset [7, Cor. 7.1.IV, App. A2.6.I].
Finally, given x ∈ Rd we define the translation τx : Ω→ Ω as
τxω := {(xi − x, si)} if ω = {(xi, si)} .
We consider now a marked simple point process, which is a measurable func-
tion from a probability space to the measurable space (Ω,B(Ω)). We denote by
P its law and by E[·] the associated expectation. P is therefore a probability
measure on Ω. We assume that P is stationary and ergodic w.r.t. translations.
Stationarity means that P(τxA) = A for any A ∈ B(Ω), while ergodicity means
that P(A) ∈ {0, 1} for any A ∈ B(Ω) such that τxA = A. Due to our main
assumptions stated below, P will have finite positive intensity m, i.e.
m := E
[|ωˆ ∩ [0, 1]d|] ∈ (0,+∞) . (2)
As a consequence, the Palm distribution P0 associated to P is well defined [7,
Chp. 12]. Roughly, P0 can be thought as P conditioned to the event Ω0, where
Ω0 := {ω ∈ Ω : 0 ∈ ωˆ} . (3)
P0 is a probability measure with support inside Ω0 and it can be characterized
by the identity
P0(A) = 1
m
∫
Ω
P(dω)
∫
[0,1]d
dωˆ(x)1A(τxω) , ∀A ⊂ Ω0 Borel . (4)
The above identity (4) is a special case of the so–called Campbell’s formula
(cf. [7, Eq. (12.2.4)]): for any nonnegative Borel function f : Rd ×Ω→ [0,∞)
it holds ∫
Rd
dx
∫
Ω0
P0(dω)f(x, ω) = 1
m
∫
Ω
P(dω)
∫
Rd
dωˆ(x)f(x, τxω) . (5)
An alternative characterization of P0 is described in [30, Section 1.2].
Below, we write E0[·] for the expectation w.r.t. P0.
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In addition to the marked simple point process with law P we fix a nonneg-
ative Borel function
Rd × Rd × Ω ∋ (x, y, ω) 7→ cx,y(ω) ∈ [0,+∞) .
The value of cx,y(ω) will be relevant only when x, y ∈ ωˆ.
Assumptions. We make the following assumptions:
(A1) the law P of the marked point process is stationary and ergodic w.r.t.
spatial translations;
(A2) P has finite positive intensity, i.e.
0 < E
[|ωˆ ∩ [0, 1]d|] < +∞ ; (6)
(A3) P(ω ∈ Ω : τxω 6= τyω ∀x 6= y in ωˆ) = 1;
(A4) the weights cx,y(ω) are symmetric and covariant, i.e. cx,y(ω) = cy,x(ω)
∀x, y ∈ ωˆ and cx,y(ω) = cx−a,y−a(τaω) ∀x, y ∈ ωˆ and ∀a ∈ Rd;
(A5) it holds
λ0 ∈ L2(P0) , λ1 ∈ L2(P0) , λ2 ∈ L1(P0) , (7)
where
λk(ω) :=
∫
Rd
dωˆ(x)c0,x(ω)|x|k (8)
and |x| denotes the norm of x ∈ Rd;
(A6) the function
F∗(ω) :=
∫
dωˆ(y)
∫
dωˆ(z)c0,y(ω)cy,z(ω) (9)
belongs to L1(P0);
(A7) the weights cx,y(ω) induce irreducibility for P–a.a. ω ∈ Ω: for P–a.a.
ω ∈ Ω, given any x, y ∈ ωˆ there exists a path x = x0, x1, . . . , xn−1, xn =
y such that xi ∈ ωˆ and cxi,xi+1(ω) > 0 for all i = 0, 1, . . . , n− 1;
(A8) the d× d symmetric matrix D such that
a ·Da = inf
f∈L∞(P0)
1
2
∫
dP0(ω)
∫
dωˆ(x)c0,x(ω) (a · x−∇f(ω, x))2 , (10)
where ∇f(ω, x) := f(τxω)− f(ω), is strictly positive–definite.
Above, and in what follows, we will denote by a · b the scalar product of the
vectors a and b.
2.1. Comments on the assumptions. We recall that Mott v.r.h. corre-
sponds to jump rates of the form (1).
Lemma 2.1. The following holds:
(i) Having that P is stationary, the ergodicity of P is equivalent to the
ergodicity of P0 w.r.t. point–shifts, i.e. to the fact that P0(A) ∈ {0, 1}
for any Borel subset A ⊂ Ω0 such that ω ∈ A if and only if τxω ∈ A
for all x ∈ ωˆ.
(ii) Assumption (A2) is equivalent to the following fact: E
[|ωˆ ∩U |] < +∞
for any bounded Borel set U ⊂ Rd.
6 A. FAGGIONATO
(iii) Assumption (A3) is equivalent to the identity
P0(ω ∈ Ω0 : τxω 6= τyω ∀x 6= y in ωˆ) = 1 . (11)
(iv) Suppose that, for some function h : R+ → R+, cx,y(ω) ≤ h(|u− v|) for
any u, v ∈ Zd and any x, y ∈ ωˆ with x ∈ u + [0, 1]d, y ∈ v + [0, 1]d.
Then Assumption (A6) is implied by the bounds
E
[|ωˆ ∩ [0, 1]d|3] < +∞ , ∑
u∈Zd
h(|u|) < +∞ . (12)
(v) For Mott v.r.h. Assumptions (A4) and (A7) are always satisfied, (A5)
is equivalent to the bound E
[|ωˆ ∩ [0, 1]d|3] < +∞, which implies (A6).
(vi) Assumption (A7) is equivalent to the fact that the weights cx,y(ω) induce
irreducibility for P0–a.a. ω ∈ Ω0.
We postpone the proof of Lemma 2.1 to Appendix A. We point out that the
proof of the above Item (iii) is based on Lemmas 1 and 2 in [14]. The same
arguments can be adapted to treat more general jumps rates.
One can verify Assumption (A8) by means of random resistor networks as
done in [9] and in [14] for Mott v.r.h. (see also [6] for an alternative derivation).
In the rest we will frequently used the symmetry and covariance of Assump-
tion (A4) without explicit mention.
3. Main results
In what follows, given a measure M, we will denote by 〈·, ·〉M the scalar
product in L2(M).
3.1. The microscopic measure µεω. Given ε > 0 and ω ∈ Ω we define µεω as
the Radon measure on Rd
µεω := ε
d
∑
a∈ωˆ
δεa . (13)
For P–a.a. ω the measure µεω converges vaguely to mdx, where m is the
intensity(cf. (2)), i.e. P–a.s. it holds
lim
ε↓0
∫
dµεω(x)ϕ(x) =
∫
dxmϕ(x) ∀ϕ ∈ Cc(Rd) . (14)
The above convergence indeed follows from a stronger result which is at the
basis of 2–scale convergence:
Proposition 3.1. Let g : Ω0 → R be a Borel function with ‖g‖L1(P0) < +∞.
Then there exists a translation invariant Borel subset A[g] ⊂ Ω such that
P(A[g]) = 1 and such that, for any ω ∈ A[g] and any ϕ ∈ Cc(Rd), it holds
lim
ε↓0
∫
dµεω(x)ϕ(x)g(τx/εω) =
∫
dxmϕ(x) · E0[g] . (15)
The above fact can be derived by Tempel’man’s ergodic theorem for weighted
means as discussed in Appendix A.
We recall the definition of weak and strong convergence for functions be-
longing to different functional spaces:
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Definition 3.2. Fix ω ∈ Ω and a family of ε–parametrized functions vε ∈
L2(µεω). We say that the family {vε} converges weakly to the function v ∈
L2(mdx), and write vε ⇀ v, if
lim sup
ε↓0
‖vε‖L2(µεω) < +∞ (16)
and
lim
ε↓0
∫
dµεω(x)vε(x)ϕ(x) =
∫
dxmv(x)ϕ(x) (17)
for all ϕ ∈ Cc(Rd). We say that the family {vε} converges strongly to v ∈
L2(mdx), and write vε → v, if in addition to (16) it holds
lim
ε↓0
∫
dµεω(x)vε(x)gε(x) =
∫
dxmv(x)g(x) , (18)
for any family of functions gε ∈ L2(µεω) weakly converging to g ∈ L2(mdx).
In general, when (16) is satisfied, one simply says that the family {vε} is
bounded.
Remark 3.3. One can prove (cf. [31, Prop. 1.1]) that vε → v if and only if
vε ⇀ v and limε↓0
∫
Rd
vε(x)
2dµεω(x) =
∫
Rd
v(x)2mdx.
3.2. The microscopic measure νεω and microscopic gradients. We define
νεω as the Radon measure on R
d × Rd given by
νεω : = ε
d
∫
dωˆ(a)
∫
d(τ̂aω)(z)ca,a+z(ω)δ(εa,z)
= εd
∫
dωˆ(a)
∫
dωˆ(b)ca,b(ω)δ(εa,b−a) .
(19)
Given ω ∈ Ω and a real function v whose domain contains εωˆ, we define the
microscopic gradient ∇εv as the function
∇εv(x, z) = v(x+ εz)− v(x)
ε
, x ∈ εωˆ, z ∈ τx/εωˆ . (20)
Note that if v : Rd → R is defined µεω–a.e., then ∇εv is defined νεω–a.e.
We say that v ∈ H1ω,ε if v ∈ L2(µεω) and ∇εv ∈ L2(νεω). Moreover, we endow
the space H1ω,ε with the norm
‖v‖H1ω,ε := ‖v‖L2(µεω) + ‖∇εv‖L2(νεω) .
Equivalently, we can identify H1ω,ε with the subspace
Hω,ε := {(v,∇εv) : v ∈ L2(µεω) , ∇εv ∈ L2(νεω)}
of the product Hilbert space L2(µεω)× L2(νεω).
Lemma 3.4. The space Hω,ε is a closed subspace of L
2(µεω) × L2(νεω). In
particular, Hω,ε and H
1
ω,ε are Hilbert spaces.
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The proof is simple and given in Appendix A for completeness.
We introduce a notion of weak and strong convergence for microscopic gra-
dients. Consider the standard space H1(dx) given by functions f in L2(dx)
whose weak derivatives belong to L2(dx). Recall that C∞c (R
d) forms a dense
subset of H1(dx) (cf. [4, Thm. 9.2]), in particular standard gradients ∇ϕ with
ϕ ∈ C∞c (Rd) can be used to approximate in L2(dx) the weak gradient ∇f
when f ∈ H1(dx).
Definition 3.5. Fix ω ∈ Ω and a family of ε–parametrized functions vε ∈
L2(µεω). We say that the family {∇εvε} converges weakly to the vector-valued
function w belonging to the product space L2(mdx)d, and write ∇εvε ⇀ w, if
lim sup
ε↓0
‖∇εvε‖L2(νεω) < +∞ (21)
and
lim
ε↓0
1
2
∫
dνεω(x, z)∇εvε(x, z)∇εϕ(x, z) =
∫
dxmDw(x) · ∇ϕ(x) (22)
for all ϕ ∈ C1c (Rd). We say that family {∇εvε} converges strongly to w ∈
L2(mdx)d, and write ∇εvε → w, if in addition to (21) it holds
lim
ε↓0
1
2
∫
dνεω(x, z)∇εvε(x, z)∇εgε(x, z) =
∫
dxmDw(x) · ∇g(x) (23)
for any family of functions gε ∈ L2(µεω) with gε ⇀ g ∈ L2(dx) such that
gε ∈ H1ω,ε and g ∈ H1(dx).
Denoting by ϕε the restriction of ϕ to εωˆ, due to Lemma 15.1 in Section
15, for P–a.a. ω and in particular for all ω ∈ Ωtyp defined below, any function
ϕ ∈ C1c (Rd) has the property that ϕε ∈ H1ω,ε. Trivially we have L2(µεω) ∋ ϕε →
ϕ ∈ L2(mdx). In particular, for such environments ω ∈ Ωtyp, if ∇εvε → w
then ∇εvε ⇀ w.
3.3. Difference operators. We consider the operator Lεω defined as
Lεωf(εa) := ε
−2
∫
dωˆ(y)ca,y(ω)
(
f(εy)− f(εa)) , εa ∈ εωˆ , (24)
for functions f : εωˆ → R for which the series in the r.h.s. is absolutely
convergent for each a ∈ ωˆ. Note that this property is fulfilled if e.g. f has
compact support. Moreover, if f, g have compact support, then the scalar
product 〈−Lεωf, g〉µεω in L2(µεω) is well defined (indeed, one deals only with
finite sums) and it holds
〈−Lεωf, g〉µεω =
εd−2
2
∫
ωˆ(da)
∫
ωˆ(dy)ca,y(ω)
[
f(εy)− f(εa)][g(εy)− g(εa)]
=
1
2
〈∇εf,∇εg〉νεω .
The above identity suggests a weak formulation of the equation −Lεωu+λu = f :
STOCHASTIC HOMOGENIZATION IN AMORPHOUS MEDIA 9
Definition 3.6. Given f ∈ L2(µεω) and λ > 0, a weak solution u of the
equation
− Lεωu+ λu = f (25)
is a function u ∈ H1ω,ε such that
1
2
〈∇εv,∇εu〉νεω + λ〈v, u〉µεω = 〈v, f〉µεω ∀v ∈ H1ω,ε . (26)
By the Lax–Milgram theorem [4], given f ∈ L2(µεω) the weak solution u of
(25) exists and is unique.
We now move to the effective equation, where D denotes the effective diffu-
sion matrix introduced in (10).
Definition 3.7. Given f ∈ L2(dx) and λ > 0, a weak solution u of the
equation
− divD∇u+ λu = f (27)
is a function u ∈ H1(dx) such that∫
D∇v(x) · ∇u(x)dx+ λ
∫
v(x)u(x)dx =
∫
v(x)f(x)dx , ∀v ∈ H1(dx) .
(28)
We point out that the gradient ∇ in (28) is the usual weak gradient. Again,
by the Lax–Milgram theorem, given f ∈ L2(dx) the weak solution u of (25)
exists and is unique.
We can now state our first main results on homogenization:
Theorem 1. Let Assumptions (A1),...,(A8) be satisfied. Then there exists a
Borel subset Ωtyp ⊂ Ω, of so called typical environments, fulfilling the following
properties. Ωtyp is translation invariant and P(Ωtyp) = 1. Moreover, given
any λ > 0, fε ∈ L2(µεω) and f ∈ L2(dx), let uε and u be defined as the weak
solutions, respectively in H1ω,ε and H
1(dx), of the equations
− Lεωuε + λuε = fε , (29)
− divD∇u+ λu = f . (30)
Then, for any ω ∈ Ωtyp, we have:
(i) Convergence of solutions (cf. Def. 3.2):
fε ⇀ f =⇒ uε ⇀ u , (31)
fε → f =⇒ uε → u . (32)
(ii) Convergence of flows (cf. Def. 3.5):
fε ⇀ f =⇒ ∇εuε ⇀ ∇u , (33)
fε → f =⇒ ∇εuε →∇u . (34)
(iii) Convergence of energies:
fε → f =⇒ 1
2
〈∇uε,∇uε〉νεω →
∫
dxm∇u(x) ·D∇u(x) . (35)
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Remark 3.8. Let ω ∈ Ωtyp. Then it is trivial to check that, for any f ∈
Cc(R
d), L2(µεω) ∋ f → f ∈ L2(mdx). By taking fε := f and using (32), we
get that uε → u, where uε and u are defined as the weak solutions of (29) and
(30), respectively.
Given ω ∈ Ωtyp it holds λ0(τzω) < +∞ for any z ∈ ωˆ (cf. (S12) in Def. 9.3 in
Section 9). This allows to define, up to a possible explosion time, the random
walk (Xεω,t)t≥0 on εωˆ with probability rate for a jump from εy to εz given
by ε−2cy,z(ω). Since E[λ0] < +∞ by (A5), as discussed in [6, Sec. 3.3.1], for
P0–a.a. ω ∈ Ω0 explosion does not take place when the random walk starts
in 0 ∈ εωˆ. Due to Lemma 4.1 presented below, we conclude that for P–a.a.
ω explosion does not take place when the random walk (Xεω,t)t≥0 starts in any
point εy ∈ εωˆ. From now on, we refine the definition of Ωtyp including the
property that for ω ∈ Ωtyp the above random walk on εωˆ is well defined and
does not explode, whatever its initial point in εωˆ.
We write
(
P εω,t
)
t≥0
for the L2(µεω)–Markov semigroup associated to the ran-
dom walk (Xεω,t)t≥0 on εωˆ. In particular, P
ε
ω,t = e
tLεω . Similarly we write
(
Pt
)
t≥0
for the Markov semigroup on L2(mdx) associated to the Brownian motion on
Rd with diffusion matrix D given by (10).
Theorem 2. Let Assumptions (A1),...,(A8) be satisfied. Take ω ∈ Ωtyp and
f ∈ Cc(Rd). Then it holds
L2(µεω) ∋ P εω,tf → Ptf ∈ L2(mdx) . (36)
For each k ∈ Zd define the random variable Nk(ω) as Nk(ω) := ωˆ(k + [0, 1)d).
Suppose that at least one of the following conditions is satisfied:
(i) for P–a.a. ω ∃C(ω) > 0 such that supk∈Zd Nk(ω) ≤ C(ω);
(ii) E[N20 ] < ∞ and there exists C0 ≥ 0, and there exists α > 0 if d = 1,
such that
Cov (Nk, N
′
k) ≤
{
C0|k − k′|−1 for d ≥ 2
C0|k − k′|−1−α for d = 1
for any k 6= k′ in Zd.
Then there exists a Borel set Ω♯ ⊂ Ω with P(Ω♯) = 1 such that for any ω ∈
Ω♯ ∩ Ωtyp and any f ∈ Cc(Rd) it holds:
lim
ε↓0
∫ ∣∣P εω,tf(x)− Ptf(x)∣∣2dµεω(x) = 0 , (37)
lim
ε↓0
∫ ∣∣P εω,tf(x)− Ptf(x)∣∣dµεω(x) = 0 . (38)
Note that any marked Poisson point process satisfies the above Condition
(ii), while any marked diluted lattice satisfies Condition (i).
Theorem 2 is obtained from Theorem 1 by the strategy developed in [11].
The proof is given in Section 16.
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3.4. Hydrodynamic limit of simple exclusion processes. We discuss
here how the above homogenization results together with the strategy in [10,
11] can be applied to obtain the hydrodynamic limit of exclusion processes
[17] on marked simple point processes. The method used to get Theorem 3 is
rather general and can used to treat other exclusion processes.
Given ω ∈ Ω we consider the exclusion process on ωˆ with formal generator
Lωf(η) =
∑
x∈ωˆ
∑
y∈ωˆ
cx,y(ω)ηx(1− ηy) [f(ηx,y)− f(η)] , η ∈ {0, 1}ωˆ , (39)
where
ηx,yz =

ηy if z = x ,
ηx if z = y ,
ηz otherwise .
Given a probability measure m on {0, 1}ωˆ, we write Pω,m for the above ex-
clusion process with initial distribution m and we write η(t) for the particle
configuration at time t.
Theorem 3. Consider an ergodic stationary marked simple point process P
on Rd such that the law of its spatial support ωˆ is a Poisson point process with
intensity m > 0. Take jump rates satisfying assumptions (A4)–(A8) and such
that, for P–a.a. ω, cx,y(ω) ≤ g(|x−y|) for any x, y ∈ ωˆ, where g(|x|) is a fixed
bounded function in L1(dx) (for example take Mott v.r.h.). Then for P–a.a. ω
the above exclusion process is well defined for any initial distribution and the
following holds:
Let ρ0 : R
d → [0, 1] be a Borel function and let {mε} be an ε–parametrized
family of probability measures on {0, 1}ωˆ such that, for all δ > 0 and all ϕ ∈
Cc(R
d), it holds
lim
ε↓0
mε
(∣∣∣εd∑
x∈ωˆ
ϕ(εx)ηx −
∫
Rd
ϕ(x)ρ0(x)dx
∣∣∣ > ε) = 0 . (40)
Then for all t > 0, ϕ ∈ Cc(Rd) and δ > 0 we have
lim
ε↓0
Pω,mε
(∣∣∣εd∑
x∈ωˆ
ϕ(εx)ηx(ε
−2t)−
∫
Rd
ϕ(x)ρ(x, t)dx
∣∣∣ > δ) = 0 , (41)
where ρ : Rd × [0,∞) → R solves the heat equation ∂tρ = ∇ · (D∇ρ) with
boundary condition ρ0 at t = 0 and where D is the effective diffusion matrix
given by (10), which is symmetric and strictly positive definite.
The proof of the above theorem is given in Section 17.
Remark 3.9. The conditions that ωˆ is a Poisson point process and that P–a.s.
cx,y(ω) ≤ g(|x− y|), with g as in Theorem 3, are used only to derive Lemma
17.1. The rest of the derivation of Theorem 3 relies on Lemma 17.1 and not
on these specific conditions, which could be replaced by something else, more
suited to other models.
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4. Preliminary facts on the Palm distribution P0
We recall a fact frequently used in the rest (see [14, Lemma 1–(ii)]): given
a translation invariant subset A ⊂ Ω, it holds then P(A) = 1 if and only if
P0(A) = 1.
Lemma 4.1. Given a Borel subset A ⊂ Ω0, the following facts are equivalent:
(i) P0(A) = 1;
(ii) P (ω ∈ Ω : τxω ∈ A ∀x ∈ ωˆ) = 1;
(iii) P0 (ω ∈ Ω0 : τxω ∈ A ∀x ∈ ωˆ) = 1.
Proof. By identity (4), (ii) implies (i). If (i) holds, by Campbell’s identity (5)
with f(x, ω) := (2ℓ)−d1[−ℓ,ℓ]d(x)1A(ω) and ℓ > 0, we get
1 = P0(A) = 1
m(2ℓ)d
∫
Ω
P(dω)
∫
[−ℓ,ℓ]d
dωˆ(x)1A(τxω) . (42)
Hence, we obtain∫
Ω
P(dω)
∫
[−ℓ,ℓ]d
dωˆ(x) (1− 1A(τxω)) = 0 ∀ℓ > 0 , (43)
which implies (ii). This proves that (i) implies (ii).
Finally, the equivalence between (ii) and (iii) follows from [14, Lemma 1–
(ii)]. 
Lemma 4.2. Let f ∈ L1(P0). Let B := {ω ∈ Ω : |f(τxω)| < +∞ ∀x ∈ ωˆ}.
Then B is translation invariant, P(B) = 1 and P0(B) = 1.
Proof. We define A := {ω ∈ Ω0 : |f(ω)| < +∞}. Since f ∈ L1(P0), we have
P0(A) = 1. By applying Lemma 4.1 we get that P(B) = 1 and P0(B) = 1. The
translation invariance of B follows immediately from the definition of B. 
In what follows we will use the following properties of the Palm distribution
P0 obtained by extending [14, Lemma 1–(i)]:
Lemma 4.3. Let k : Ω0 × Ω0 → R be a Borel function such that (i) at least
one of the functions
∫
dωˆ(x)|k(ω, τxω)| and
∫
dωˆ(x)|k(τxω, ω)| is in L1(P0), or
(ii) k(ω, ω′) ≥ 0. Then∫
dP0(ω)
∫
dωˆ(x)k(ω, τxω) =
∫
dP0(ω)
∫
dωˆ(x)k(τxω, ω) . (44)
Proof. Case (i) with both functions in L1(P0) corresponds to [14, Lemma 1–
(i)]. We now consider case (ii). Given n ∈ N we define kn(ω, ω′) as
kn(ω, ω
′) :=
{
k(ω, ω′) ∧ n if ω′ = τxω for some x with |x| ≤ n ,
0 otherwise .
Note that, given ω ∈ Ω0 and x ∈ ωˆ, it holds 0 ≤ kn(ω, τxω) ր k(ω, τxω) and
0 ≤ kn(τxω, ω)ր k(τxω, ω). Hence, by monotone convergence, to get (44) it is
enough to prove the same identity with kn instead of k. To this aim we observe
that, due to Assumption (A3) and Lemma 2.1 (cf. (11)), for P0–a.a. ω we have
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kn(ω, τxω) = 0 = k(τxω, ω) if x ∈ ωˆ and |x| > n. Hence, we can bound both
E0
[∫
dωˆ(x)kn(ω, τxω)
]
and E0
[∫
dωˆ(x)kn(τxω, ω)
]
by nE0
[∫
dωˆ(x)1{|x|≤n}
]
<
+∞. At this point, (44) with kn instead of k follows from (44) proved in case
(i) under the condition that both the functions considered in case (i) belong
to L1(P0). This concludes the proof of (44) in case (ii). We can now prove the
thesis in case (i) in full generality. Indeed, by (44) proved in case (ii), for any
function k(ω, ω′) we have that
∫
dωˆ(x)|k(ω, τxω)| =
∫
dωˆ(x)|k(τxω, ω)|. Hence,
if one of these two integrals is finite, then both are finite since equal. 
5. Space of square integrable forms
We define ν as the Radon measure on Ω× Rd such that∫
dν(ω, z)g(ω, z) =
∫
dP0(ω)
∫
dωˆ(z)c0,z(ω)g(ω, z) (45)
for any nonnegative Borel function g(ω, z). We point out that, by Assumption
(A5), ν has finite total mass: ν(Ω × Rd) = E0[λ0] < +∞. Elements of L2(ν)
are called square integrable forms.
Given a function u : Ω0 → R we define the function ∇u : Ω× Rd → R as
∇u(ω, z) := u(τzω)− u(ω) . (46)
Note that if u, f : Ω0 → R are such that u = f P0–a.s., then ∇u = ∇f
ν–a.s. Indeed, by Lemma 4.1, setting A := {ω ∈ Ω0 : u(ω) = f(ω)} and
A˜ := {ω ∈ Ω0 : u(τzω) = f(τzω) ∀z ∈ ωˆ}, we have that P0(A) = 1 and
therefore P0(A˜) = 1, thus implying that ∇u = ∇f ν–a.s.. In particular, if u
is defined P0–a.s., then ∇u is well defined ν–a.s.
If u is bounded and measurable (i.e. Borel), then ∇u ∈ L2(ν). The subspace
of potential forms L2pot(ν) is defined as the following closure in L
2(ν):
L2pot(ν) := {∇u : u is bounded and measurable} .
The subspace of solenoidal forms L2sol(ν) is defined as the orthogonal comple-
ment of L2pot(ν) in L
2(ν).
5.1. The subspace H1env. We define
H1env := {u ∈ L2(P0) : ∇u ∈ L2(ν)} . (47)
We endow H1env with the norm
‖u‖H1env := ‖u‖L2(P0) + ‖∇u‖L2(ν) .
It is convenient to introduce also the space
Henv := {(u,∇u) : u ∈ L2(P0) and ∇u ∈ L2(ν)} ⊂ L2(P0)× L2(ν)
endowed with the norm ‖(u,∇u)‖Henv := ‖u‖L2(P0) + ‖∇u‖L2(ν). In particular,
H1env and Henv are isomorphic spaces.
Lemma 5.1. The space Henv is a closed subspace of L
2(P0) × L2(ν), hence
Henv and H
1
env are Hilbert spaces.
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Proof. Suppose that (un,∇un) converges to (u, g) in L2(P0)× L2(ν). At cost
to extract a subsequence, there exists a Borel set A ⊂ Ω0 with P0(A) = 1 such
that the following holds for any ω ∈ A: un(ω)→ u(ω) and un(τzω)−un(ω)→
g(ω, z) for all z ∈ ωˆ with c0,z(ω) > 0. By Lemma 4.1, since un(ω)→ u(ω) for
all ω ∈ A, we conclude that un(τzω) → u(τzω) for all z ∈ ωˆ for P0–a.a. ω.
Hence it must be g(ω, z) = u(τzω)− u(ω) for P0–a.a. ω and for all z ∈ ωˆ with
c0,z(ω) > 0. This proves that ∇u ∈ L2(ν) and that (un,∇un)→ (u,∇u). 
We fix some simple notation which will be useful also later. Given M > 0
and a ∈ R, we define [a]M as
[a]M = M1{a>M} + a1{|a|≤M} −M1{a<−M} . (48)
Given a ≥ b, it holds a− b ≥ [a]M − [b]M ≥ 0. Hence, for any a, b ∈ R, it holds
|[a]M − [b]M | ≤ |a− b| , (49)
|[a− b]− [[a]M − [b]M ]| ≤ |a− b| . (50)
Lemma 5.2. The subspace {(u,∇u) : u is bounded and measurable} is a dense
subspace of Henv.
Proof. If u is bounded and measurable, then u ∈ H1env (as ν has finite total
mass). Let us take now a generic u ∈ H1(P0) and show that [u]M → u
in H1env. Since |u − [u]M | ≤ |u|, by dominated convergence we have that
‖u−uM‖L2(P0) → 0. Due to (50), |∇u−∇[u]M | ≤ |∇u|. Hence, by dominated
convergence, we get that ‖∇u−∇[u]M‖L2(ν) → 0. 
5.2. Divergence.
Definition 5.3. Given a square integrable form v ∈ L2(ν) we define its diver-
gence div v ∈ L1(P0) as
div v(ω) =
∫
dωˆ(z)c0,z(ω)(v(ω, z)− v(τzω,−z)) . (51)
By applying Lemma 4.3 with k(ω, τzω) := c0,z(ω)|v(ω, z)| (such a k exists
by (A3) and (11)), Schwarz inequality and (7), one gets for any v ∈ L2(ν) that∫
dP0(ω)
∫
dωˆ(z)c0,z(ω)
(|v(ω, z)|+ |v(τzω,−z)|)
= 2‖v‖L1(ν) ≤ 2E0[λ0]1/2‖v‖L2(ν) < +∞ .
(52)
In particular, the definition of divergence is well posed and the map L2(ν) ∋
v 7→ divv ∈ L1(P0) is continuous.
Lemma 5.4. For any v ∈ L2(ν) and any bounded and measurable function
u : Ω0 → R, it holds∫
dP0(ω)div v(ω)u(ω) = −
∫
dν(ω, z)v(ω, z)∇u(ω, z) . (53)
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Proof. By definition we have∫
dν(ω, z)v(ω, z)∇u(ω, z) =
∫
dν(ω, z)v(ω, z)
(
u(τzω)− u(ω)
)
. (54)
We apply now Lemma 4.3 to k(ω, ω′) such that k(ω, τzω) = c0,z(ω)v(ω, z)u(τzω).
Note that the definition is well posed due to (A3) and (11). Due to (52)
and since u is bounded, the conditions of Lemma 4.3 are satisfied. Since
k(τzω, ω) = c0,z(ω)v(τzω,−z)u(ω), (44) becomes∫
Ω
P0(dω)
∫
Rd
ωˆ(dz)c0,z(ω)v(ω, z)u(τzω)
=
∫
Ω
P0(dω)
∫
Rd
ωˆ(dz)c0,z(ω)v(τzω,−z)u(ω) .
(55)
As a consequence of (54) and (55) we get that (53) is satisfied. 
Trivially, the above result implies the following:
Corollary 5.5. Given a square integrable form v ∈ L2(ν), we have that v ∈
L2sol(ν) if and only if div v = 0 P0–a.s.
We recall that, since P is ergodic, then P0 is ergodic w.r.t. point–shifts (cf.
Lemma 2.1–(i)). As a consequence, u = constant P0–a.s. if u : Ω0 → R is a
Borel function such that for P0–a.a. ω it holds u(ω) = u(τxω) for all x ∈ ωˆ.
Using Assumption (A7) we get:
Lemma 5.6. If ∇u = 0 ν–a.e., then u = constant P0–a.s.
Proof. We define
A : = {ω ∈ Ω0 : u(τzω) = u(ω) ∀z ∈ ωˆ with c0,z(ω) > 0} ,
A˜ : = {ω ∈ Ω0 : τzω ∈ A ∀z ∈ ωˆ}
= {ω ∈ Ω0 : u(τyω) = u(τzω) ∀y, z ∈ ωˆ with cz,y(ω) > 0} .
The property that ∇u = 0 ν–a.e. is equivalent to P0(A) = 1. By Lemma
4.1 we get that P0(A˜) = 1. Due to assumption (A7) and Lemma 2.1–(vi), we
have that u(τyω) = u(ω) for all y ∈ ωˆ if ω ∈ A˜. Since P0 is ergodic w.r.t.
point-shifts, we conclude that u = constant P0–a.s. 
The proof of the following lemma is similar to the proof of [30, Lemma 2.5].
For completeness we have provided it in Appendix B. Recall (47).
Lemma 5.7. Let ζ ∈ L2(P0) be orthogonal to all functions g ∈ L2(P0) with
g = div(∇u) for some u ∈ H1env. Then ζ ∈ H1env and ∇ζ = 0 in L2(ν).
By combining Lemma 5.6 and Lemma 5.7 we get:
Lemma 5.8. The functions g ∈ L2(P0) of the form g = div v with v ∈ L2(ν)
are dense in {w ∈ L2(P0) : E0[w] = 0}.
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Proof. Lemma 5.4 implies that E0[g] = 0 if g = div v, v ∈ L2(ν). Suppose the
density fails. Then there exists ζ ∈ L2(P0) different from zero with E0[ζ ] = 0
and such that E0[ζg] = 0 for any g ∈ L2(P0) of the form g = divv with
v ∈ L2(ν). By Lemma 5.7, we know that ζ ∈ H1env and ∇ζ = 0 ν–a.s. By
Lemma 5.6 we get that ζ is constant P0–a.s. Since E0[ζ ] = 0 it must be ζ = 0
P0–a.s., which is absurd. 
6. The diffusion matrix D and the quadratic form q
Since λ2 ∈ L1(P0) (see Assumption (A5)), given a ∈ Rd the form
ua(ω, z) := a · z (56)
is square integrable, i.e. it belongs to L2(ν). We note that the symmetric
diffusion matrix D defined in (10) satisfies, for any a ∈ Rd,
q(a) := a ·Da = inf
v∈L2pot(ν)
1
2
∫
dν(ω, x) (ua(x) + v(ω, x))
2
= inf
v∈L2pot(ν)
1
2
‖ua + v‖2L2(ν) =
1
2
‖ua + va‖2L2(ν) ,
(57)
where va = −Πua and Π : L2(ν)→ L2pot(ν) denotes the orthogonal projection
of L2(ν) on L2pot(ν). Note that, as a consequence, the map R
d ∋ a 7→ va ∈
L2pot(ν) is linear. Moreover, v
a is characterized by the property
va ∈ L2pot(ν) , va + ua ∈ L2sol(ν) . (58)
Hence we can write
a ·Da = 1
2
‖ua + va‖2L2(ν) =
1
2
〈ua, ua + va〉ν . (59)
The above identity can be rewritten as
a ·Da = 1
2
∫
dν(ω, z)a · z(a · z + va(ω, z)) . (60)
Since the two symmetric bilinear forms (a, b) 7→ a ·Db and
(a, b) 7→ 1
2
∫
dν(ω, z)a · z(b · z + vb(ω, z)) = 1
2
∫
dν
(
ua + v
a
)(
ub + v
b
)
coincide on diagonal terms by (60), we conclude that
Da =
1
2
∫
dν(ω, z)z
(
a · z + va(ω, z)) ∀a ∈ Rd . (61)
Let us come back to the quadratic form q on Rd defined in (57). By (57) its
kernel Ker(q) is given by
Ker(q) := {a ∈ Rd : q(a) = 0} = {a ∈ Rd : ua ∈ L2pot(ν)} . (62)
Lemma 6.1. It holds
Ker(q)⊥ =
{∫
dν(ω, z)b(ω, z)z : b ∈ L2sol(ν)
}
. (63)
STOCHASTIC HOMOGENIZATION IN AMORPHOUS MEDIA 17
Note that, since λ2 ∈ L1(P0) by (A5), the integral in the r.h.s. of (63) is
well defined. The above lemma corresponds to [30, Prop. 5.1].
Proof. Let b ∈ L2sol(ν) and ηb :=
∫
dν(ω, z)b(ω, z)z. Then, given a ∈ Rd,
a · ηb = 〈ua, b〉ν . By (62), a ∈ Ker(q) if and only if ua ∈ L2pot(ν) = L2sol(ν)⊥.
Therefore a ∈ Ker(q) if and only if a · ηb = 0 for any b ∈ L2sol(ν). 
7. The contraction b(ω, z) 7→ bˆ(ω) and the set A1[b]
Definition 7.1. Let b(ω, z) : Ω0×Rd → R be a Borel function with ‖b‖L1(ν) <
+∞. We define the Borel function cb : Ω0 → [0,+∞] as
cb(ω) :=
∫
dωˆ(z)c0,z(ω)|b(ω, z)| , (64)
the Borel function bˆ : Ω0 → R as
bˆ(ω) :=
{∫
dωˆ(z)c0,z(ω)b(ω, z) if cb(ω) < +∞ ,
0 if cb(ω) = +∞ ,
(65)
and the Borel set A1[b] := {ω ∈ Ω : cb(τzω) < +∞ ∀z ∈ ωˆ}.
Lemma 7.2. Let b(ω, z) : Ω0 × Rd → R be a Borel function with ‖b‖L1(ν) <
+∞. Then
(i) ‖bˆ‖L1(P0) ≤ ‖b‖L1(ν) = ‖cb‖L1(P0) and E0[bˆ] = ν(b);
(ii) given ω ∈ A1[b] and ϕ ∈ Cc(Rd), it holds∫
dµεω(x)ϕ(x)bˆ(τx/εω) =
∫
dνεω(x, z)ϕ(x)b(τx/εω, z) (66)
(the series in the l.h.s. and in the r.h.s. are absolutely convergent);
(iii) P(A1[b]) = P0(A1[b]) = 1 and A1[b] is translation invariant.
Proof. It is trivial to check Item (i) and Item (ii). We move to Item (iii). We
have E0[cb] = ‖b‖L1(ν) < ∞. This implies that P0({ω : cb(ω) < +∞}) = 1
and therefore P(A1[b]) = P0(A1[b]) = 1 by Lemma 4.1. The last property of
A1[b] follows immediately from the definition. 
We point out that, since ν has finite mass, L2(ν) ⊂ L1(ν) and therefore
Lemma 7.2 can be applied to b with ‖b‖L2(ν) < +∞.
8. The transformation b(ω, z) 7→ b˜(ω, z)
Definition 8.1. Given a Borel function b : Ω0 × Rd → R we set
b˜(ω, z) :=
{
b(τzω,−z) if z ∈ ωˆ ,
0 otherwise .
(67)
Lemma 8.2. Given a Borel function b : Ω0×Rd → R, it holds ˜˜b(ω, z) = b(ω, z)
if z ∈ ωˆ. If b ∈ L2(ν), then ‖b‖L2(ν) = ‖b˜‖L2(ν) and div b˜ = −div b.
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Proof. Let b ∈ L2(ν). We apply Lemma 4.3 with k such that k(ω, τzω) :=
c0,z(ω)b(ω, z)
2 if ω ∈ Ω0 and z ∈ ωˆ (cf. Assumption (A3) and (11)). If
z ∈ ωˆ we have k(τzω, ω) = c0,−z(τzω)b(τzω,−z)2 = c0,z(ω)b˜(ω, z)2. Then
Lemma 4.3 implies that ‖b‖L2(ν) = ‖b˜‖L2(ν). The other identities follow from
the definitions. 
Recall the set A[g] ⊂ Ω introduced in Prop. 3.1 and recall Definition 7.1.
Lemma 8.3.
(i) Let b : Ω0 × Rd → [0,+∞] and ϕ, ψ : Rd → [0,+∞] be Borel functions.
Then, for each ω ∈ Ω, it holds∫
dνεω(x, z)ϕ(x)ψ(x + εz)b(τx/εω, z) =
∫
dνεω(x, z)ψ(x)ϕ(x + εz)b˜(τx/εω, z) .
(68)
(ii) Let b : Ω0 × Rd → R be a Borel function with ‖b‖L1(ν) < +∞ and take
ω ∈ A1[b]∩A1[b˜]. Given functions ϕ, ψ : Rd → R such that at least one between
ϕ, ψ has compact support and the other is bounded, identity (68) is still valid.
Given now ϕ with compact support and ψ bounded, it holds∫
dνεω(x, z)∇εϕ(x, z)ψ(x+ εz)b(τx/εω, z)
= −
∫
dνεω(x, z)∇εϕ(x, z)ψ(x)b˜(τx/εω, z) . (69)
Moreover, the above integrals in (68), (69) (under the hypothesis of this Item
(ii)) correspond to absolutely convergent series and are therefore well defined.
Proof. We check (68) for Item (ii) (the proof for Item (i) uses similar compu-
tations). Since ca,a′(ω) = ca′,a(ω) and b(τaω, a
′ − a) = b˜(τa′ω, a − a′) for all
a, a′ ∈ ωˆ, we can write∫
dνεω(x, z)ϕ(x)ψ(x + εz)b(τx/εω, z)
= εd
∑
a∈ωˆ
∑
a′∈ωˆ
ca,a′(ω)ϕ(εa)ψ(εa
′)b(τaω, a
′ − a)
= εd
∑
a′∈ωˆ
∑
a∈ωˆ
ca′,a(ω)ψ(εa
′)ϕ(εa)b˜(τa′ω, a− a′)
=
∫
dνεω(x, z)ψ(x)ϕ(x + εz)b˜(τx/εω, z) .
(70)
Since we deal with infinite sums, the above rearrangements have to be justi-
fied. We recall that ϕ has compact support and ψ is bounded, or viceversa.
The same computations as above hold when taking the modulus of all involved
functions. To conclude that the series are absolutely convergent we first sup-
pose that ϕ has compact support and ψ is bounded. Then we can bound∫
dνεω(x, z)|ϕ(x)||b(τx/εω, z)| ≤
∫
dµεω(x)|ϕ(x)|cb(τx/εω) . (71)
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Since ω ∈ A1[b] the integral in the r.h.s. corresponds to a finite sum of finite
terms, hence the r.h.s of (71) is finite and all the rearrangements in (70) are
legal (recall that ψ is bounded). If ψ has compact support and ϕ is bounded,
we do similar computations for
∫
dνεω(x, z)|ψ(x)||b˜(τx/εω, z)| and use that ω ∈
A1[b˜]
We now prove (69). We have∫
dνεω(x, z)∇εϕ(x, z)ψ(x + εz)b(τx/εω, z)
= εd
∑
a∈ωˆ
∑
a′∈ωˆ
ca,a′(ω)
ϕ(εa′)− ϕ(εa)
ε
ψ(εa′)b(τaω, a
′ − a)
= −εd
∑
a′∈ωˆ
∑
a∈ωˆ
ca′,a(ω)
ϕ(εa)− ϕ(εa′)
ε
ψ(εa′)b˜(τa′ω, a− a′)
= −
∫
dνεω(x, z)∇εϕ(x, z)ψ(x)b˜(τx/εω, z) .
(72)
Since we deal with infinite sums, the above arrangements have to be justified.
To show that all series are absolutely convergent, as ψ is bounded it is enough
to show that ∫
dνεω(x, z)|ϕ(x)| |b(τx/εω, z)| < +∞ , (73)∫
dνεω(x, z)|ϕ(x+ εz)| |b(τx/εω, z)| < +∞ . (74)
The term (73) can be treated as in (71) and lines after. Due Item (i), the term
(74) equals
∫
dνεω(x, z)|ϕ(x)| |b˜(τx/εω, z)| and we are back to the previous case
with b˜ instead of b. 
Definition 8.4. Let b : Ω0 × Rd → R be a Borel function. If ω ∈ A1[b] ∩
A1[b˜] ∩ Ω0, we set div∗b(ω) := bˆ(ω)− ˆ˜b(ω) ∈ R.
Lemma 8.5. Let b : Ω0 × Rd → R be a Borel function with ‖b‖L2(ν) < +∞.
Then P0(A1[b] ∩ A1[b˜]) = 1 and div∗b = div b in L1(P0).
Proof. By Lemma 8.2 we have ‖b˜‖L2(ν) < ∞. Hence, both b and b˜ are ν–
integrable. By Lemma 7.2–(iii) we get that P0(A1[b]∩A1[b˜]) = 1 and therefore
div∗b is defined P0–a.s. The identity div∗b(ω) := bˆ(ω)− ˆ˜b(ω) follows from the
definitions of div b and div∗b. 
Lemma 8.6. Let b : Ω0 × Rd → R be a Borel function with ‖b‖L2(ν) < +∞
and such that its class of equivalence in L2(ν) belongs to L2sol(ν). Let
Ad[b] := {ω ∈ A1[b] ∩A1[b˜] : div∗b(τzω) = 0 ∀z ∈ ωˆ} . (75)
Then P(Ad[b]) = 1 and Ad[b] is translation invariant.
Proof. By Corollary 5.5 and Lemma 8.5, the set A := {ω ∈ A1[b]∩A1[b˜]∩Ω0 :
div∗b(ω) = 0} has P0–probability equal to 1. By Lemma 4.1, P(A˜) = 1 where
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A˜ := {ω ∈ Ω : τzω ∈ A ∀z ∈ ωˆ}. To get that P(Ad[b]) = 1 it is enough
to observe that A˜ = Ad[b]. The translation invariance follows easily from the
definition. 
Lemma 8.7. Suppose that b : Ω0×Rd → R is a Borel function with ‖b‖L2(ν) <
+∞. Take ω ∈ A1[b] ∩ A1[b˜]. Then for any ε > 0 and any u : Rd → R with
compact support it holds∫
dµεω(x)u(x)div∗b(τx/εω) = −ε
∫
dνεω(x, z)∇εu(x, z)b(τx/εω, z) . (76)
Proof. Note that τx/εω in the l.h.s. belongs to A1[b] ∩ A1[b˜] ∩ Ω0. Hence, we
can write the l.h.s. of (76) as∫
dνεω(x, z)u(x)b(τx/εω, z)−
∫
dνεω(x, z)u(x)b˜(τx/εω, z) . (77)
Due to our assumptions we are dealing with absolutely convergent series, hence
the above rearrangements are free. By applying (68) to the r.h.s. of (77) (see
Item (ii) of Lemma 8.3), we can rewrite (77) as
∫
dνεω(x, z)b(τx/εω, z)[u(x) −
u(x+ εz)] and this allows to conclude. 
9. Typical environments
Consider Proposition 3.1. We stress that the function g appearing there is a
given function and not an element of L1(P0) (which would be an equivalence
class of functions equal P0–a.s.). Indeed, the set A[g] is defined in terms of g
and not of its equivalence class in L1(P0).
Recall that the space (N , d) is a Polish space, where N is given by the
counting measures µ on Rd × S (i.e. µ is an integer–valued measure on the
measurable space
(
Rd × S,B(Rd × S)) such that µ is bounded on bounded
sets, where B(Rd × S) denotes the family of Borel subsets of Rd × S).
Remark 9.1. Since (N , d) is a separable metric space, the same holds for
(Ω, d) and (Ω0, d). By [4, Theorem 4.13] we then get that the spaces L
p(P)
and Lp(P0) are separable for 1 ≤ p < +∞.
Lemma 9.2. The space L2(ν) is separable.
Proof. Due to Remark 9.1, there exists a countable dense set {fj} in L2(P0).
At cost to approximate, in L2(P0), fj by [fj]M as M → ∞ (cf. (48)), we can
suppose that fj is bounded. Let {Bk} be the countable family of closed balls
in Rd with rational radius and with center in Qd. Since bounded, the map
(ω, z) 7→ fj(ω)1Bk(z) belongs to L2(ν). We claim that the subspace spanned
by the above functions fj(ω)1Bk(z) is dense in L
2(ν). To this aim, we only
need to show that if g ∈ L2(ν) is orthogonal to this subspace, then g = 0 ν–a.e.
By orthogonality we have∫
dP0(ω)fj(ω)
∫
dωˆ(z)c0,z(ω)1Bk(z)g(ω, z) = 0 ∀j, k .
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As {fj} is dense in L2(P0), for P0–a.a. ω it holds
∫
dωˆ(z)c0,z(ω)1Bk(z)g(ω, z) =
0 for all k. As ωˆ is locally bounded, this implies that c0,z(ω)g(ω, z) = 0
whenever z ∈ ωˆ, for P0–a.a. ω. Equivalently, g = 0 ν–a.e. 
In the construction of the functional sets presented below, we will use the
separability of L2(P0) and L2(ν) without further mention. The definition of
these functional sets and the typical environments (cf. Definition 9.3) consists
of a long list of technical assumptions, which are necessary to justify several
steps in the next sections (there, we will indicate explicitly which technical
assumption we are using).
Recall the set A1[b] introduced in Definition 7.1 and formula (48) for [a]M .
• The functional sets G1,H1. We fix a countable set H1 of Borel functions
b : Ω0 × Rd → R such that ‖b‖L2(ν) < +∞ for any b ∈ H1 and such that
{div b : b ∈ H1} is a dense subset of {w ∈ L2(P0) : E0[w] = 0} when thought
of as set of L2–functions (recall Lemma 5.8). For each b ∈ H1 we define the
Borel function gb : Ω0 → R as
gb(ω) :=
{
div∗b(ω) if ω ∈ A1[b] ∩A1[b˜] ,
0 otherwise .
(78)
Note that by Lemma 8.5 gb = div b P0–a.s. Finally we set G1 := {gb : b ∈ H1}.
• The functional sets G2,H2,H3. We fix a countable set G2 of bounded
Borel functions g : Ω0 → R such that the set {∇g : g ∈ G2}, thought in L2(ν),
is dense in L2pot(ν) (this is possible by the definition of L
2
pot(ν)). We define
H2 as the set of Borel functions h : Ω0 × Rd → R such that h = ∇g for some
g ∈ G2. We define H3 as the set of Borel functions h : Ω0 × Rd → R such
that h(ω, z) = g(τzω)zi for some g ∈ G2 and some direction i = 1, . . . , d. Note
that, since E0[λ2] < +∞ by (A5) and since g is bounded, ‖h‖L2(ν) < +∞ for
all h ∈ H3.
• The functional set W. We fix a countable set W of Borel functions
b : Ω0 × Rd → R such that, thought of as subset of L2(ν), W is dense in
L2sol(ν). By Corollary 5.5 and Lemma 8.2, b˜ ∈ L2sol(ν) for any b ∈ L2sol(ν).
Hence, at cost to enlarge W, we assume that b˜ ∈ W for any b ∈ W. Since
L2(ν) is separable, such a set W exists.
• The functional set G. We fix a countable set G of Borel functions g : Ω0 →
R such that:
• ‖g‖L2(P0) < +∞ for any g ∈ G.
• 1 ∈ G, G1 ⊂ G, G2 ⊂ G.
• G, thought of as a subset of L2(P0), is dense in L2(P0).
• For each b ∈ W, M ∈ N and coordinate i = 1, . . . , d, the function
f : Ω0 → R defined as
f(ω) :=
{∫
dωˆ(z)c0,z(ω)zi[b]M(ω, z) if
∫
dωˆ(z)c0,z(ω)|zi| < +∞
0 otherwise
(79)
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belongs to G. Since |f(ω)| ≤Mλ1(ω), ‖f‖L2(P0) < +∞ by (A5).
• At cost to enlarge G we assume that [g]M ∈ G for any g ∈ G and
M ∈ N.
• The functional set H. We fix a countable set of Borel functions b :
Ω0 × Rd → R such that
• ‖b‖L2(ν) < +∞ for any b ∈ H.
• H1 ∪ H2 ∪ H3 ∪W ⊂ H and 1 ∈ H.
• for any i = 1, . . . , d the map (ω, z) 7→ zi is in H (recall (A5)).
• H, thought as a subset of L2(ν), is dense in L2(ν).
• At cost to enlarge H we assume that [b]M ∈ H for any b ∈ H and
M ∈ N.
Recall the set A[g] in Proposition 3.1 for a Borel function g : Ω0 → R with
‖g‖L1(P0) < +∞. Recall Definition 7.1 and in particular the set A1[b] for a
Borel form b : Ω0×Rd → R with ‖b‖L1(ν) < +∞. Recall Definition 8.1. Given
a function f : Ω → [0,+∞] such that P(f = +∞) = 0, we define A[f ] as
A[f∗], where f∗ : Ω→ R is defined as f on {f < +∞} and as 0 on {f = +∞}.
Definition 9.3. We define Ωtyp as the intersection of the following sets:
(S1) A[gg′] as g, g′ vary among G. ‖gg′‖L1(P0) < +∞ by Schwarz inequality,
hence A[gg′] is well defined. Note also that A[g] = A[g · 1].
(S2) A1[bb′] as b, b′ vary among H. ‖bb′‖L1(ν) < +∞ by Schwarz inequality.
(S3) A[b̂b′] as b, b′ vary among H. Note that ‖bb′‖L1(ν) < +∞ by Schwarz
inequality, hence ‖b̂b′‖L1(P0) < +∞ by Lemma 7.2.
(S4) A1[|b − [b]M |], as b varies in W and M varies in N. Since ‖b‖L2(ν) <
+∞, we have ‖b− [b]M‖L1(ν) < +∞.
(S5) A[d̂]∩A[d̂2], where d := |b− [b]M |, as b varies inW and M in N. Since
‖b‖L2(ν) < +∞, it holds ‖d̂‖L1(P0), ‖d̂2‖L1(P0) < +∞ by Lemma 7.2.
(S6) A1[b]∩A1[b˜] as b varies in H1. Since ‖b‖L2(ν) < +∞, it holds ‖b‖L1(ν) <
+∞ and ‖b˜‖L1(ν) < +∞ (see Lemma 8.2).
(S7) A1[|z|2] = {ω ∈ Ω : λ2(τzω) < +∞ ∀z ∈ ωˆ}. Since ‖λ2‖L1(P0) < +∞
by (A5), the form (ω, z) 7→ |z|2 is ν–integrable.
(S8) A1[(b˜)2] ∩ A1[b2] as b varies in H. Note that ‖(b˜)2‖L1(ν) = ‖b2‖L1(ν) <
+∞ by Lemma 8.2.
(S9) A[λ2]. By Assumption (A5) ‖λ2‖L1(P0) < +∞.
(S10) A[ ̂(b˜2 + b2)] as b varies in H1. Note that E0[ ̂(b˜2 + b2)] = ν(b˜2)+ν(b2) <
∞ by Lemma 8.2 and since ‖b‖L2(ν) < +∞.
(S11) A[λ20]. By (A5), ‖λ20‖L1(P0) < +∞.
(S12) A1[1] = {ω ∈ Ω : λ0(τzω) < +∞ ∀z ∈ ωˆ}. By Assumption (A5)
‖1‖L1(ν) = ‖λ0‖L1(P0) < +∞.
(S13) {ω ∈ Ω : F∗(τzω) < +∞ ∀z ∈ ωˆ} ∩ A[F∗] with F∗ as in (A6). By
(A6), ‖F∗‖L1(P0) < +∞.
(S14) Ad[b] as b varies in W (recall (75) in Lemma 8.6).
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(S15) A1[(b− [b]M )2] ∩A1[(b˜− [b˜]M)2], as b varies in W and M varies in N.
Note that both (b − [b]M)2 and (b˜ − [b˜]M)2 have bounded L1(ν)–norm
since ‖b‖L2(ν) < +∞ and by Lemma 8.2.
(S16) A[hℓ] as ℓ varies in N, where hℓ(ω) :=
∫
dωˆ(z)c0,z(ω)|z|21{|z|≥ℓ}. We
have ‖hℓ‖L1(P0) ≤ ‖λ2‖L1(P0) < +∞ by Assumption (A5).
(S17) A[λ0]. We have ‖λ0‖L1(P0) < +∞ by Assumption (A5).
Proposition 9.4. The above set Ωtyp is a translation invariant Borel subset
of Ω such that P(Ωtyp) = 1.
Proof. The claim follows from Proposition 3.1 for all sets (Sx) of the form A[g],
from Lemma 7.2 for all sets (Sx) of the form A1[b], from Lemma 8.6 for all sets
(Sx) of the form Ad[b] and from Lemma 4.2 for {ω ∈ Ω : F∗(τzω) < +∞ ∀z ∈
ωˆ} in (S13). 
10. 2-scale convergence of vε ∈ L2(µεω˜) and of wε ∈ L2(νεω˜)
10.1. 2-scale convergence of vε ∈ L2(µεω˜).
Definition 10.1. Fix ω˜ ∈ Ωtyp, an ε–parametrized family vε ∈ L2(µεω˜) and a
function v ∈ L2(mdx× P0).
• We say that vε is weakly 2-scale convergent to v, and write vε 2⇀ v, if the
family {vε} is bounded, i.e. lim supε↓0 ‖vε‖L2(νεω˜) < +∞, and
lim
ε↓0
∫
dµεω˜(x)vε(x)ϕ(x)g(τx/εω˜) =
∫
dP0(ω)
∫
dxmv(x, ω)ϕ(x)g(ω) , (80)
for any ϕ ∈ Cc(Rd) and any g ∈ G.
• We say that vε is strongly 2-scale convergent to v, and write vε 2→ v, if the
family {vε} is bounded and
lim
ε↓0
∫
dµεω˜(x)vε(x)uε(x) =
∫
dP0(ω)
∫
dxmv(x, ω)u(x, ω) (81)
whenever uε
2
⇀ u.
Lemma 10.2. Let ω˜ ∈ Ωtyp. Then, for any ϕ ∈ Cc(Rd) and g ∈ G, setting
vε(x) := ϕ(x)g(τx/εω˜) it holds vε
2
⇀ ϕ(x)g(ω).
Proof. Since ω˜ ∈ Ωtyp (cf. (S1) in Def. 9.3 and Prop. 3.1), we get limε↓0 ‖vε‖2L2(µεω˜) =∫
dxmϕ(x)2E[g2], hence the family {vε} is bounded in L2(µεω˜). Since g ∈ G ⊂
L2(P0), we have ϕ(x)g(ω) ∈ L2(mdx × P0). Take ϕ1 ∈ Cc(Rd) and g1 ∈ G.
Since ω˜ ∈ Ωtyp (cf. (S1) and Prop. 3.1), it holds
∫
dµεω˜(x)vε(x)ϕ1(x)g1(τx/εω˜)→∫
dxmϕ(x)ϕ1(x)E0[gg1]. 
Lemma 10.3. Given ω˜ ∈ Ωtyp, if vε 2⇀ v then
lim
ε↓0
∫
dµεω˜(x)v
2
ε (x) ≥
∫
dP0(ω)
∫
dxmv(x, ω)2 . (82)
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The proof is similar to the proof of [31, Item (iii), p. 984]. We give it for
completeness since our definition of 2-scale convergence involves the set G.
Proof. Since G is dense in L2(P0) and Cc(Rd) is dense in L2(dx), given δ > 0
we can find functions g1, . . . , gk ∈ G, ϕ1, . . . , ϕk ∈ Cc(Rd) and coefficients
a1, . . . , ak ∈ R such that the norm of v−Φ in L2
(
mdx×P0
)
is bounded by δ,
where Φ(x, ω) :=
∑k
i=1 aiϕi(x)gi(ω). We have∫
dµεω˜(x)vε(x)
2 ≥ 2
∫
dµεω˜(x)vε(x)Φ(x, τx/εω˜)−
∫
dµεω˜(x)Φ(x, τx/εω˜)
2 (83)∫
dµεω˜(x)vε(x)Φ(x, τx/εω˜) =
k∑
i=1
ai
∫
dµεω˜(x)vε(x)ϕi(x)gi(τx/εω˜) (84)∫
dµεω˜(x)Φ(x, τx/εω˜)
2 =
k∑
i=1
k∑
j=1
aiaj
∫
dµεω˜(x)(ϕiϕj)(x)(gigj)(τx/εω˜) . (85)
We take the limit ε ↓ 0 in (83). We use that vε 2⇀ v and ω˜ ∈ Ωtyp to deal with
(84) (cf. Def. 10.1) and we use that ω ∈ A[gigj] to deal with (85) (cf. (S1) in
Def. 9.3 and Prop. 3.1). We then get
lim
ε↓0
∫
dµεω˜(x)v
2
ε (x)
≥ 2
∫
dP0(ω)
∫
dxmv(x, ω)Φ(x, ω)−
∫
dP0(ω)
∫
dxmΦ(x, ω)2
≥ −δ +
∫
dP0(ω)
∫
dxmv(x, ω)2 .
(86)
By the arbitrariness of δ, we get (82). 
Using Lemmas 10.2 and 10.3 one gets the following characterization:
Lemma 10.4. Given ω˜ ∈ Ωtyp, vε 2→ v if and only if vε 2⇀ v and
lim
ε↓0
∫
Rd
dµεω˜(x)vε(x)
2 =
∫
Ω
dP0(ω)
∫
Rd
dxmv(x, ω)2 . (87)
Proof. If vε → v, then vε 2⇀ v by Lemma 10.2. By then applying (81)
with uε := vε, we get (87). The opposite implication corresponds to [31,
Item (iv), p. 984] and the proof there can be easily adapted to our setting due
to Lemma 10.3. For completeness we have provided it in Appendix B. 
Lemma 10.5. Let ω˜ ∈ Ωtyp. Then, given a bounded family of functions vε ∈
L2(µεω˜), there exists a subsequence {vεk} such that vεk 2⇀ v for some v ∈
L2(mdx× P0) with ‖v‖L2(mdx×P0) ≤ lim supε↓0 ‖vε‖L2(µεω˜).
The proof is similar to the proof of [31, Prop. 2.2]. We give it for complete-
ness since our definition of 2-scale convergence involves the set G.
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Proof. Since {vε} is bounded in L2(µεω˜), there exist C, ε0 such that ‖vε‖L2(µεω˜) ≤
C for ε ≤ ε0. We fix a countable set V ⊂ Cc(Rd) such that V is dense
in L2(mdx). We call L the family of functions Φ of the form Φ(x, ω) =∑r
i=1 aiϕi(x)gi(ω), where r ∈ N+, gi ∈ G, ϕi ∈ V and ai ∈ Q. Note that
L is a dense subset of L2(mdx× P0). By Schwarz inequality we have∣∣∣ ∫ dµεω˜(x)vε(x)Φ(x, τx/εω˜)∣∣∣ ≤ C[ ∫ dµεω˜(x)Φ(x, τx/εω˜)2]1/2 . (88)
By expanding the square in the r.h.s., since ω˜ ∈ Ωtyp (cf. (S1) in Def. 9.3 and
Prop. 3.1), we have
lim
ε↓0
∫
dµεω˜(x)Φ(x, τx/εω˜)
2
=
∑
i
∑
j
aiaj
∫
dxmϕi(x)ϕj(x)E0[gigj ] = ‖Φ‖2L2(mdx×P0) . (89)
As a first application of (89) we get that, for ε small, the l.h.s. of (88) is
bounded uniformly in ε, hence it admits a convergent subsequence. Since L
is a countable family, by a diagonal procedure we can extract a subsequence
εk ↓ 0 such that the limit
F (Φ) := lim
k→∞
∫
dµεkω˜ (x)vεk(x)Φ(x, τx/εk ω˜)
exists for any Φ ∈ L and it satisfies |F (Φ)| ≤ C‖Φ‖L2(mdx×P0) by (88) and
(89). Since L is a dense subset of L2(mdx × P0), by Riesz’s representa-
tion theorem there exists a unique v ∈ L2(mdx × P0) such that F (Φ) =∫
dP0(ω)
∫
dxmΦ(x, ω)v(x, ω) for any Φ ∈ L. We have ‖v‖L2(mdx×P0) ≤ C.
As Φ(x, ω) := ϕ(x)g(ω) - with ϕ ∈ V and b ∈ G - belongs to L, we get that
(80) is satisfied along the subsequence {εk} for any ϕ ∈ V, b ∈ G. It remains
to show that we can indeed take ϕ ∈ Cc(Rd). To this aim we observe that we
can take V fulfilling the following properties: (i) for each N ∈ N+ V contains
a function φN ∈ Cc(Rd) with values in [0, 1] and equal to 1 on [−N,N ]d; (ii)
each ϕ ∈ Cc(Rd) can be approximated in uniform norm by functions ψn ∈ V
such that ψn has support inside [−N,N ]d, where N = N(ϕ) is the minimal
integer for which ϕ has support inside [−N,N ]d. By Schwarz inequality and
the boundedness of {vε} we can estimate∣∣∣ ∫ dµεω˜(x)vε(x)[ϕ(x)−ψn]g(τx/εω˜)∣∣∣2 ≤ C2‖ϕ−ψn‖2∞ ∫ dµεω˜(x)φN(x)g(τx/εω˜)2 .
Since ω˜ ∈ Ωtyp ⊂ A[g2] for all g ∈ G (cf. (S1) in Def. 9.3), by Prop. 3.1
the last integral converges as ε → ∞ to C ′ := ∫ dxmφNE0[g2]. In particular,
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using also that ψn ∈ V, along the subsequence {εk} we have
lim
ε↓0
∫
dµεω˜(x)vε(x)ϕ(x)g(τx/εω˜)
≤ C ′‖ϕ− ψn‖∞ + lim
ε↓0
∫
dµεω˜(x)vε(x)ψn(x)g(τx/εω˜)
= C ′‖ϕ− ψn‖∞ +
∫
dP0(ω)
∫
dxmv(x, ω)ψn(x)g(ω) .
(90)
We now take the limit n→∞. By dominated convergence we conclude that,
along the subsequence {εk},
lim
ε↓0
∫
dµεω˜(x)vε(x)ϕ(x)g(τx/εω˜) ≤
∫
dP0(ω)
∫
dxmv(x, ω)ϕ(x)g(ω) . (91)
A similar result holds with the liminf, thus implying that (80) holds along the
subsequence {εk} for any ϕ ∈ Cc(Rd) and b ∈ G. 
10.2. 2-scale convergence of wε ∈ L2(νεω˜).
Definition 10.6. Given ω˜ ∈ Ωtyp, a family wε ∈ L2(νεω˜) and a function w ∈
L2
(
mdx × dν), we say that wε is weakly 2-scale convergent to w, and write
wε
2
⇀ w, if {wε} is bounded in L2(νεω˜), i.e. limε↓0 ‖wε‖L2(νεω˜) < +∞, and
lim
ε↓0
∫
dνεω˜(x, z)wε(x, z)ϕ(x)b(τx/εω˜, z)
=
∫
dxm
∫
dν(ω, z)w(x, ω, z)ϕ(x)b(ω, z) , (92)
for any ϕ ∈ Cc(Rd) and any b ∈ H.
Lemma 10.7. Let ω˜ ∈ Ωtyp. Then, given a bounded family of functions wε ∈
L2(νεω˜), there exists a subsequence {wεk} such that wεk 2⇀ w for some w ∈
L2(mdx× ν) with ‖w‖L2(mdx×ν) ≤ lim supε↓0 ‖wε‖L2(νεω˜).
Proof. The proof of Lemma 10.7 is similar to the proof of Lemma 10.5. We
only give some comments on some new steps. One has to replace L2(mdx×P0)
with L2(mdx×ν). Now L is the family of functions Φ of the form Φ(x, ω, z) =∑r
i=1 aiϕi(x)bi(ω, z), where r ∈ N+, bi ∈ H, ϕ ∈ V and ai ∈ Q. Above V is a
countable dense subset of L2(mdx) given by functions on Cc(R
d). Then L is
a countable dense subset of L2(mdx × ν). Due to Def. 7.1, Lemma 7.2 and
since ω˜ ∈ Ωtyp (cf. (S2) in Def. 9.3), we can write∫
dνεω˜(x, z)Φ(x, τx/εω˜, z)
2
=
∑
i
∑
j
aiaj
∫
dνεω˜(x, z)ϕi(x)ϕj(x)bi(τx/εω˜, z)bj(τx/εω˜, z)
=
∑
i
∑
j
aiaj
∫
dµεω˜(x)ϕi(x)ϕj(x)b̂ibj(τx/εω˜) . (93)
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Since ω˜ ∈ Ωtyp (cf. (S3) in Def. 9.3) by Prop. 3.1 we have
lim
ε↓0
∫
dνεω˜(x, z)Φ(x, τx/εω˜, z)
2
=
∑
i
∑
j
aiaj
∫
Rd
dxmϕi(x)ϕj(x)E0[b̂ibj ] = ‖Φ‖2L2(mdx×ν) . (94)
Above, to get the last identity, we have used that E0[b̂ibj ] =
∫
dνbibj . 
11. Cut-off for functions vε ∈ L2(µεω˜)
We recall that N+ denotes the set of positive integers. Recall (48).
Lemma 11.1. Let ω˜ ∈ Ωtyp and let {vε} be a family of functions such that
vε ∈ L2(µεω˜) and limε↓0 ‖vε‖L2(µεω˜) < +∞. Then there exist functions v, vM ∈
L2(mdx× P0) with M varying in N+ such that
(i) vε
2
⇀ v and [vε]M
2
⇀ vM for all M ∈ N+, along a subsequence {εk};
(ii) for any ϕ ∈ Cc(Rd) and u ∈ G it holds
lim
M→∞
∫
dxm
∫
dP0(ω)vM(x, ω)ϕ(x)u(ω)
=
∫
dxm
∫
dP0(ω)v(x, ω)ϕ(x)u(ω) . (95)
Proof. Without loss, we assume that ‖vε‖L2(µε
ω˜
) ≤ C0 < +∞ for all ε. We
set vεM := [vε]M . Since ‖vεM‖L2(µεω˜) ≤ ‖vε‖L2(µεω˜) ≤ C0, Item (i) follows from
Lemma 10.5 and a diagonal procedure.
Just to simplify the notation, we assume that the 2-scale convergence in Item
(i) takes place for ε ↓ 0 (avoiding in this way to specify continuously the sub-
sequence {εk}). Let us define F (v¯, ϕ¯, u¯) :=
∫
dxm
∫ P0(dω)v¯(x, ω)ϕ¯(x)u¯(ω).
Then Item (ii) corresponds to the limit
lim
M→∞
F (vM , ϕ, u) = F (v, ϕ, u) ∀ϕ ∈ Cc(Rd) , ∀u ∈ G . (96)
We fix functions ϕ, u as in (96) and set uk := [u]k for all k ∈ N+. By definition
of G, we have uk ∈ G for all k (see Section 9).
Claim 11.2. For each k,M ∈ N+ it holds
|F (v, ϕ, u)− F (v, ϕ, uk)| ≤ C0‖ϕ‖L2(mdx)‖u− uk‖L2(P0) , (97)
|F (vM , ϕ, u)− F (vM , ϕ, uk)| ≤ C0‖ϕ‖L2(mdx)‖u− uk‖L2(P0) . (98)
Proof. By Schwarz inequality
|F (v, ϕ, u)− F (v, ϕ, uk)| =
∣∣∣ ∫ dxm ∫ dP0(ω)v(x, ω)ϕ(x)(u− uk)(ω)∣∣∣
≤ ‖v‖L2(mdx×P0)‖ϕ(u− uk)‖L2(mdx×P0) .
To get (97) it is then enough to apply Lemma 10.3 (or Lemma 10.5) to bound
‖v‖L2(mdx×P0) by C0. The proof of (98) is identical. 
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Claim 11.3. For each k,M ∈ N+ it holds
|F (v, ϕ, uk)− F (vM , ϕ, uk)| ≤ (k/M)‖ϕ‖∞C20 . (99)
Proof. We note that (vε − vεM)(x) = 0 if |vε(x)| ≤M . Hence we can bound
|vε− vεM |(x) = |vε− vεM |(x)1{|vε(x)|>M} ≤ |vε− vεM |(x)
|vε(x)|
M
≤ vε(x)
2
M
. (100)
We observe that F (v, ϕ, uk) = limε↓0
∫
dµεω˜(x)vε(x)ϕ(x)uk(τx/εω˜), since uk ∈ G
and vε
2
⇀ v. A similar representation holds for F (vM , ϕ, uk). As a consequence,
and using (100), we get
|F (v, ϕ, uk)− F (vM , ϕ, uk)| ≤ lim
ε↓0
∫
dµεω˜(x)
∣∣(vε − vεM)(x)ϕ(x)uk(τx/εω˜)∣∣
≤ (k/M)‖ϕ‖∞ lim
ε↓0
∫
dµεω˜(x)vε(x)
2 ≤ (k/M)‖ϕ‖∞C20 .

We can finally conclude the proof of Lemma 11.1. Given ϕ ∈ Cc(Rd) and
u ∈ G, by applying Claims 11.2 and 11.3, we can bound
|F (vM , ϕ, u)− F (v, ϕ, u)| ≤ |F (vM , ϕ, u)− F (vM , ϕ, uk)|
+ |F (vM , ϕ, uk)− F (v, ϕ, uk)|+ |F (v, ϕ, uk)− F (v, ϕ, u)|
≤ 2C0‖ϕ‖L2(mdx)‖u− uk‖L2(P0) + (k/M)‖ϕ‖∞C20 . (101)
The thesis then follows by taking first the limit M → ∞ and afterwards the
limit k →∞, and using that limk→∞ ‖u− uk‖L2(P0) = 0. 
12. Structure of the 2-scale weak limit of a bounded family in
H1ω,ε: part I
It is simple to check the following Leibniz rule for discrete gradient:
∇ε(fg)(x, z) = ∇εf(x, z)g(x) + f(x+ εz)∇εg(x, z) (102)
where f, g : εωˆ → R.
The following Proposition 12.1 is the analogous of [30, Lemma 5.3].
Proposition 12.1. Let ω˜ ∈ Ωtyp. Let {vε} be a family of functions vε ∈ H1ω˜,ε
satisfying
lim sup
ε↓0
‖vε‖L2(µε
ω˜
) < +∞ , lim sup
ε↓0
‖∇εvε‖L2(νε
ω˜
) < +∞ . (103)
Then, along a subsequence, we have that vε
2
⇀ v, where v ∈ L2(mdx×P0) does
not depend on ω: for dx–a.e. x ∈ Rd the function ω 7→ v(x, ω) is constant.
Proof. Due to Lemma 10.5 we have that vε
2
⇀ v ∈ L2(mdx × P0) along a
subsequence {εk}. Recall the definition of the functional sets G1,H1 given in
Section 9. We claim that ∀ϕ ∈ C1c (Rd) and ∀ψ ∈ G1 it holds∫
dxm
∫
P0(ω)v(x, ω)ϕ(x)ψ(ω) = 0 . (104)
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Before proving our claim, let us explain how it leads to the thesis. Since ϕ
varies among C1c (R
d) while ψ varies in a countable set, (104) implies that, dx–
a.e.,
∫ P0(ω)v(x, ω)ψ(ω) = 0 for any ψ ∈ G1. We conclude that, dx–a.e., v(x, ·)
is orthogonal in L2(P0) to {w ∈ L2(P0) : E0[w] = 0} (due to the density of
G1), which is equivalent to the fact that v(x, ω) = E0[v(x, ·)] for P0–a.a. ω.
It now remains to prove (104). Since ω˜ ∈ Ωtyp and due to (103), along a
subsequence Items (i) and (ii) of Lemma 11.1 hold (we keep the same notation
of Lemma 11.1). Hence, in oder to prove (104), it is enough to prove for any
M that, given ϕ ∈ C1c (Rd) and ψ ∈ G1,∫
dxm
∫
P0(ω)vM(x, ω)ϕ(x)ψ(ω) = 0 . (105)
We write vεM := [vε]M . Since |∇εvεM | ≤ |∇εvε| (cf. (49)), by Lemma 10.7
(using (103)) and a diagonal procedure, at cost to refine the subsequence {εk}
we have for any M that ∇εvεM 2⇀ wM ∈ L2(mdx× ν), along the subsequence
{εk}. In what follows, we understand that the parameter ε varies in {εk}.
Note in particular that, by (80) and since ω˜ ∈ Ωtyp and ψ ∈ G1 ⊂ G,
l.h.s. of (105) = lim
ε↓0
∫
dµεω˜(x)v
ε
M (x)ϕ(x)ψ(τx/εω˜) . (106)
Let us write ψ = gb with b ∈ H1 (recall (78)). By Lemma 8.7, since ω˜ ∈ Ωtyp
(recall (S6)), the r.h.s. of (106) equals the limit as ε ↓ 0 of
− ε
∫
dνεω˜(x, z)∇ε(vεMϕ)(x, z)b(τx/εω˜, z) = −εC1(ε) + εC2(ε) , (107)
where (due to (102))
C1(ε) :=
∫
dνεω˜(x, z)∇εvεM(x, z)ϕ(εx)b(τx/εω˜, z) ,
C2(ε) :=
∫
dνεω˜(x, z)v
ε
M (x+ εz)∇εϕ(x, z)b(τx/εω˜, z) .
Due to (106) and (107), to get (105) we only need to show that limε↓0 εC1(ε) =
0 and limε↓0 εC2(ε) = 0. Since ∇εvεM 2⇀ wM and b ∈ H1, by (92) we have that
lim
ε↓0
C1(ε) =
∫
dxm
∫
dν(ω, z)wM(x, ω, z)ϕ(εx)b(ω, z) , (108)
which is finite, thus implying that limε↓0 εC1(ε) = 0.
We move to C2(ε). Let ℓ be such that ϕ(x) = 0 if |x| ≥ ℓ. Fix φ ∈ Cc(Rd)
with values in [0, 1], such that φ(x) = 1 for |x| ≤ ℓ and φ(x) = 0 for |x| ≥ ℓ+1.
Since ∇εϕ(x, z) = 0 if |x| ≥ ℓ and |x+ εz| ≥ ℓ, by the mean value theorem we
conclude that ∣∣∇εϕ(x, z)∣∣ ≤ ‖∇ϕ‖∞|z|(φ(x) + φ(x+ εz)) . (109)
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We apply the above bound and Schwarz inequality to C2(ε) getting
|C2(ε)| ≤ M‖∇ϕ‖∞
∫
dνεω˜(x, z)|z| |b(τx/εω˜, z)|
(
φ(x) + φ(x+ εz)
)
≤ M‖∇ϕ‖∞A1(ε)1/2A2(ε)1/2 ,
(110)
where (see below for explanations)
A1(ε) : =
∫
νεω˜(x, z)|z|2
(
φ(x) + φ(x+ εz)
)
= 2
∫
νεω˜(x, z)|z|2φ(x)2 ,
A2(ε) : =
∫
νεω˜(x, z)b(τx/εω˜, z)
2
(
φ(x) + φ(x+ εz)
)
= 2
∫
νεω˜(x, z)(b
2 + b˜2)(τx/εω˜, z)φ(x)
2 .
To get the second identities in the above formulas for A1(ε) and A2(ε) we have
applied Lemma 8.3–(i) to the forms (ω, z) 7→ |z|2 and (ω, z) 7→ b2(ω, z).
We now write
A1(ε) = 2
∫
dµεω˜(x)λ2(τx/εω˜)φ(x)
2 , A2(ε) = 2
∫
dµεω˜(x)
̂(b˜2 + b2)(τx/εω˜)φ(x)
2 .
Note that the second identity follows from the fact that ω˜ ∈ Ωtyp (recall
(S8)). At this point we use again that ω˜ ∈ Ωtyp (cf. (S7), (S9) and (S10)).
Due to Prop. 3.1 we conclude that A1(ε), A2(ε) have finite limits as ε ↓ 0,
thus implying (cf. (110)) that limε↓0 εC2(ε) = 0. This concludes the proof of
(105). 
13. Cut-off for gradients ∇εvε
Lemma 13.1. Let ω˜ ∈ Ωtyp and let {vε} be a family of functions with vε ∈
H1ω˜,ε, satisfying (103). Then there exist functions w,wM ∈ L2(mdx× ν), with
M varying in N+, such that
(i) ∇εvε 2⇀ w and ∇ε[vε]M 2⇀ wM for all M ∈ N+;
(ii) for any ϕ ∈ C1c (Rd) and b ∈ H it holds
lim
M→∞
∫
dxm
∫
dν(ω, z)wM(x, ω, z)ϕ(x)b(ω, z)
=
∫
dxm
∫
dP0(ω)w(x, ω, z)ϕ(x)b(ω, z) . (111)
Proof. At cost to restrict to ε small enough, we can assume that ‖vε‖L2(µε
ω˜
) ≤
C0 and ‖∇εvε‖L2(νε
ω˜
) ≤ C0 for some C0 < +∞ and all ε > 0. Due to (49), the
same holds respectively for vεM and ∇εvεM , for all M ∈ N+, where we have set
vεM := [vε]M . In particular, by a diagonal procedure, due to Lemmas 10.5 and
10.7 along a subsequence we have that vεM
2
⇀ vM , vε
2
⇀ v, ∇εvεM 2⇀ wM and
∇εvε 2⇀ w, where vM , v ∈ L2(mdx×P0), wM , w ∈ L2(mdx×ν), simultaneously
for all M ∈ N+. This proves in particular Item (i). We point out that we are
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not claiming that vM = [v]M , wM = [w]M . Moreover, from now on we restrict
to ε belonging to the above special subsequence without further mention.
We set H(w¯, ϕ¯, b¯) :=
∫
dxm
∫
dν(ω, z)w¯(x, ω, z)ϕ¯(x)b¯(ω, z). Then (111) cor-
responds to the limit limM→∞H(wM , ϕ, b) = H(w, ϕ, b). Here and below b ∈ H
and ϕ ∈ C1c (Rd). Recall that bk := [b]k ∈ H for any k ∈ N+ (see Section 9).
Reasoning exactly as in the proof of Claim 11.2 we get the following bounds:
Claim 13.2. For each k,M ∈ N+ it holds
|H(w, ϕ, b)−H(w, ϕ, bk)| ≤ C0‖ϕ‖L2(mdx)‖b− bk‖L2(ν) , (112)
|H(wM , ϕ, b)−H(wM , ϕ, bk)| ≤ C0‖ϕ‖L2(mdx)‖b− bk‖L2(ν) . (113)
Claim 13.3. For any k ∈ N+, it holds
|H(w, ϕ, bk)−H(wM , ϕ, bk)| ≤ k√
M
C
3/2
0 C(ϕ) , (114)
where C(ϕ) is a positive constant depending only on ϕ.
Proof. In what follows C(ϕ) is a positive constant, depending at most on ϕ,
which can change from line to line. We note that ∇εvε(x, z) = ∇εvεM(x, z) if
|vε(x)| ≤M and |vε(x+εz)| ≤ M . Moreover, by (50), we have |∇εvε−∇εvεM | ≤
|∇εvε|. Hence we can bound∣∣∇εvε −∇εvεM ∣∣(x, z) ≤ |∇εvε|(x, z)(1{|vε(x)|≥M} + 1{|vε(x+εz)|≥M}) . (115)
Due to the above bound we can estimate (see comments below)
|H(w, ϕ, bk)−H(wM , ϕ, bk)|
=
∣∣lim
ε↓0
∫
dνεω˜(x, z)
(∇εvε −∇εvεM)(x, z)ϕ(x)bk(τx/εω˜, z)∣∣
≤ k lim
ε↓0
∫
dνεω˜(x, z)|∇εvε|(x, z)
(
1{|vε(x)|≥M} + 1{|vε(x+εz)|≥M}
)|ϕ(x)| .
(116)
Note that the identity in (116) follows from (92) since bk ∈ H (recall that
ω˜ ∈ Ωtyp, ∇εvεM 2⇀ wM , ∇εvε 2⇀ w). By Schwarz inequality we have∫
dνεω˜(x, z)|∇εvε|(x, z)1{|vε(x)|≥M}|ϕ(x)| ≤ C0A(ε)1/2 , (117)
where, by applying a Chebyshev-like estimate and Schwarz inequality,
A(ε) : =
∫
dνεω˜(x, z)1{|vε(x)|≥M}ϕ(x)
2 ≤M−1
∫
dµεω˜(x)|vε(x)|ϕ(x)2λ0(τx/εω˜)
≤M−1‖vε‖L2(µε
ω˜
)
[ ∫
dµεω˜(x)ϕ(x)
4λ20(τx/εω˜)
]1/2
.
Since ω˜ ∈ Ωtyp (cf. (S11), (S12) and Prop. 3.1),
∫
dµεω˜(x)ϕ(x)
4λ20(τx/εω˜) has
finite limit as ε ↓ 0. As a consequence, we get
lim
ε↓0
A(ε) ≤ (C0/M)C(ϕ) . (118)
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Reasoning as above we have∫
dνεω˜(x, z)|∇εvε|(x, z)1{|vε(x+εz)|≥M}|ϕ(x)| ≤ C0B(ε)1/2 , (119)
where (applying also (68) for the map (ω, z) 7→ 1)
B(ε) : =
∫
dνεω˜(x, z)1{|vε(x+εz)|≥M}ϕ(x)
2 ≤ 1
M
∫
dνεω˜(x, z)|vε(x+ εz)|ϕ(x)2
=
1
M
∫
dνεω˜(x, z)|vε(x)|ϕ(x+ εz)2 =
εd
M
∑
y∈̂˜ω
|vε(εy)|
∑
a∈̂˜ω
cy,a(ω˜)ϕ(εa)
2 .
Due to Schwarz inequality, we have therefore that B(ε) ≤ (C0/M)C(ε)1/2
where
C(ε) := εd
∑
y∈̂˜ω
[∑
a∈̂˜ω
cy,a(ω˜)ϕ(εa)
2
]2
≤ ‖ϕ‖2∞εd
∑
y∈̂˜ω
∑
a∈̂˜ω
∑
e∈̂˜ω
cy,a(ω˜)ϕ(εa)
2cy,e(ω˜) = ‖ϕ‖2∞εd
∑
a∈̂˜ω
F∗(τaω˜)ϕ(εa)
2 ,
where F∗(ω) :=
∫
dωˆ(y)
∫
dωˆ(z)c0,y(ω)cy,z(ω) as in (A6). The r.h.s. converges
to a finite constant as ε ↓ 0 since ω˜ ∈ Ωtyp (recall (S13) and Prop. 3.1). We
therefore conclude that limε↓0Cε ≤ C(ϕ). Since B(ε) ≤ (C0/M)C(ε)1/2, we
get that limε↓0B(ε) ≤ (C0/M)C(ϕ). Since the same holds for A(ε) (cf. (118)),
due to (116), (117) and (119) we get the claim. 
We can finally derive (111), i.e. that limM→∞H(wM , ϕ, b) = H(w, ϕ, b). By
using Claims 13.2 and 13.3 we have
|H(wM , ϕ, b)−H(w, ϕ, b)| ≤ |H(wM , ϕ, b)−H(wM , ϕ, bk)|+
|H(wM , ϕ, bk)−H(w, ϕ, bk)|+ |H(w, ϕ, bk)−H(w, ϕ, b)|
≤ C0C(ϕ)‖b− bk‖L2(ν) + C3/20 C(ϕ)(k/
√
M) .
At this point it is enough to take first the limit M → ∞ and afterwards the
limit k →∞ and to use that limk→∞ ‖b− bk‖L2(ν) = 0. 
14. Structure of the 2-scale weak limit of a bounded family in
H1ω,ε: part II
Differently from the previous results, for the following proposition we need
that the form q defined in (57) is non–degenerate and in particular we need
Assumption (A8). We point out the next result is the analogous of [30, Lemma
5.4].
Proposition 14.1. Let ω˜ ∈ Ωtyp and let {vε} be a family of functions vε ∈ H1ω˜,ε
uniformly bounded in H1ω˜,ε, i.e. satisfying (103). Then, along a subsequence
{εk}, we have:
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(i) vε
2
⇀ v, where v ∈ L2(mdx × P0) does not depend on ω. Writing
v simply as v(x) we have that v ∈ H1(mdx), i.e. the standard weak
gradient ∇v of v is in (L2(mdx))d;
(ii) ∇vε(x, z) 2⇀ ∇v(x) · z + v1(x, ω, z), where v1 ∈ L2
(
Rd, L2pot(ν)
)
.
The property v1 ∈ L2
(
Rd, L2pot(ν)
)
means that for dx–almost every x in
Rd the map (ω, z) 7→ v1(x, ω, z) ∈ Rd is a potential form, hence in L2pot(ν),
moreover the map Rd ∋ x→ v1(x, ·, ·) ∈ L2pot(ν) is measurable and∫
dx‖v1(x, ·, ·)‖2L2(ν) =
∫
dx
∫
ν(ω, z)v1(x, ω, z)
2 < +∞ . (120)
Proof of Prop. 14.1. At cost to restrict to ε small enough, we can assume that
‖vε‖L2(µε
ω˜
) ≤ C0 and ‖∇εvε‖L2(νε
ω˜
) ≤ C0 for some C0 < +∞ and all ε > 0. We
can assume the same bounds for vεM := [vε]M . Along a subsequence the 2-scale
convergences in Item (i) of Lemma 11.1 and in Item (i) of Lemma 13.1 take
place. By Lemmas 10.5 and 10.7 the norms ‖vM‖L2(P0), ‖v‖L2(P0), ‖wM‖L2(ν)
and ‖w‖L2(ν) are upper bounded by C0.
Due to Prop. 12.1 v = v(x) and vM = vM (x). We claim that for each
solenoidal form b ∈ L2sol(ν) and each function ϕ ∈ C2c (Rd), it holds∫
dxϕ(x)
∫
dν(ω, z)w(x, ω, z)b(ω, z) = −
∫
dxv(x)∇ϕ(x) · ηb , (121)
where ηb :=
∫
dν(ω, z)zb(ω, z). Note that ηb is well defined since both b and
the map (ω, z) 7→ z are in L2(ν) (cf. (A5)). Moreover, by applying Lemma
4.3 with k(ω, τzω) := c0,z(ω)zb(ω, z) (cf. (A3) and (11)), we get that ηb = −ηb˜
(cf. Def. 8.1).
Before proving our Claim (121) we show how to conclude the proof of
Prop. 14.1 starting with Item (i). Since the quadratic form q is not degen-
erate, we have that {ηb : b ∈ L2sol(ν)} equals all Rd by Lemma 6.1. For each
direction i = 1, 2, . . . , d we call bi the solenoidal form such that ηbi = ei, ei
being the i–th vector of the canonical basis of Rd. Consider the measurable
function
gi(x) :=
∫
dν(ω, z)w(x, ω, z)bi(ω, z) . (122)
We have that gi ∈ L2(dx) since, by Schwarz inequality,∫
gi(x)
2dx =
∫
dx
[∫
dν(ω, z)w(x, ω, z)bi(ω, z)
]2
≤ ‖bi‖2L2(ν)
∫
dx
∫
dν(ω, z)w(x, ω, z)2 <∞ . (123)
Moreover, by (121) we have that
∫
dxϕ(x)gi(x) = −
∫
dx v(x)∂iϕ(x). This
proves that v(x) ∈ H1(dx) and ∂iv(x) = −gi(x), ∂iv being the weak derivative
of v w.r.t. the i–th coordinate. This concludes the proof of Item (i).
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We move to Item (ii) (always assuming (121)). By Item (i) we can replace
the r.h.s. of (121) by
∫
dx(∇v(x) · ηb)ϕ(x). Hence (121) can be rewritten as∫
dxϕ(x)
∫
dν(ω, z) [w(x, ω, z)−∇v(x) · z] b(ω, z) = 0 . (124)
By the arbitrariness of ϕ we conclude that dx–a.s.∫
dν(ω, z) [w(x, ω, z)−∇v(x) · z] b(ω, z) = 0 , ∀b ∈ L2sol(ν) . (125)
Let us now show that the map w(x, ω, z)−∇v(x) · z belongs to L2(dx, L2(ν)).
Indeed, we have
∫
dx‖w(x, ·, ·)‖2L2(ν) = ‖w‖2L2(mdx×dν) < +∞ and also∫
dx‖∇v(x) · z‖2L2(ν) ≤
∫
dx|∇v(x)|2
∫
dν(ω, z)|z|2 <∞ , (126)
by Schwarz inequality and since ∇v ∈ L2(dx) and E0[λ2] <∞ by (A5).
As the map w(x, ω, z) − ∇v(x) · z belongs to L2(dx, L2(ν)), for dx–a.e. x
we have that the map (ω, z) 7→ w(x, ω, z) − ∇v(x) · z belongs to L2(ν) and
therefore, by (125), to L2pot(ν). This concludes the proof of Item (ii).
It remains to prove (121). Here is a roadmap: (i) we reduce (121) to (127);
(ii) we prove (131); (iii) by (131) we reduce (127) to (133); (iv) we prove (134);
(v) by (134) we reduce (133) to (137); (vi) we prove (137).
Since both sides of (121) are continuous as functions of b ∈ L2sol(ν), it is
enough to prove it for b ∈ W (see Section 9). We apply Lemma 13.1–(ii)
(recall that b ∈ W ⊂ H) to approximate the l.h.s. of (121) and Lemma 11.1–
(ii) with u := 1 ∈ G to approximate the r.h.s. of (121). Then to prove (121)
it is enough to show that∫
dxmϕ(x)
∫
dν(ω, z)wM(x, ω, z)b(ω, z) = −
∫
dxmvM (x)∇ϕ(x) · ηb ,
(127)
for any ϕ ∈ C2c (Rd), b ∈ W and M ∈ N+. From now on M is fixed.
Since ω˜ ∈ Ωtyp, ∇εvεM 2⇀ wM and b ∈ W ⊂ H (cf. (92)) we can write
l.h.s. of (127) = lim
ε↓0
∫
dνεω˜(x, z)∇εvεM (x, z)ϕ(x)b(τx/εω˜, z) . (128)
Since b ∈ L2sol(ν) and ω˜ ∈ Ωtyp (cf. (S14), Lemmata 8.6 and 8.7), we get∫
dνεω˜(x, z)∇ε(vεMϕ)(x, z)b(τx/εω˜, z) = 0 .
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Using the above identity, (102) and finally (69) in Lemma 8.3 (as ω˜ ∈ Ωtyp and
due to (S6)), we conclude that∫
dνεω˜(x, z)∇εvεM(x, z)ϕ(x)b(τx/εω˜, z)
= −
∫
dνεω˜(x, z)v
ε
M (x+ εz)∇εϕ(x, z)b(τx/εω˜, z)
=
∫
dνεω˜(x, z)v
ε
M (x)∇εϕ(x, z)b˜(τx/εω˜, z) .
(129)
Up to now we have obtained that
l.h.s. of (127) = lim
ε↓0
∫
dνεω˜(x, z)v
ε
M (x)∇εϕ(x, z)b˜(τx/εω˜, z) . (130)
We now set b˜k := [b˜]k = b˜k. We want to prove that
lim
k↑∞
lim
ε↓0
∣∣∫ dνεω˜(x, z)vεM (x)∇εϕ(x, z)(b˜− b˜k)(τx/εω˜, z)∣∣ = 0 . (131)
To this aim let ℓ be such that ϕ(x) = 0 if |x| ≥ ℓ. Fix φ ∈ Cc(Rd) with values
in [0, 1], such that φ(x) = 1 for |x| ≤ ℓ and φ(x) = 0 for |x| ≥ ℓ + 1. Using
(109) and Schwarz inequality we can bound∣∣∫ dνεω˜(x, z)vεM (x)∇εϕ(x, z)(b˜− b˜k)(τx/εω˜, z)∣∣
≤M‖∇ϕ‖∞
∫
dνεω˜(x, z)|z|
(
φ(x) + φ(x+ εz)
)|b˜− b˜k|(τx/εω˜, z)
≤M‖∇ϕ‖∞[2A(ε)]1/2[B(ε, k) + C(ε, k)]1/2
(132)
where (using (68) in Lemma 8.3 for A(ε) and C(ε))
A(ε) : =
∫
dνεω˜(x, z)|z|2φ(x) =
∫
dνεω˜(x, z)|z|2φ(x+ εz) ,
B(ε, k) : =
∫
dνεω˜(x, z)(b˜− b˜k)2(τx/εω˜, z)φ(x) ,
C(ε, k) : =
∫
dνεω˜(x, z)(b˜− b˜k)2(τx/εω˜, z)φ(x+ εz)
=
∫
dνεω˜(x, z)(b− bk)2(τx/εω˜, z)φ(x) .
Due to (S7), (S9) and Prop. 3.1 A(ε) =
∫
dµεω˜(x)φ(x)λ2(τx/εω˜) has finite limit
as ε ↓ 0. Hence to get (131) we only need to show that limk↑∞,ε↓0B(ε, k) =
limk↑∞,ε↓0C(ε, k) = 0. We can write B(ε, k) =
∫
dµεω˜(x)φ(x)d̂
2(τx/εω˜) where
d := |b˜ − b˜k|. Since b˜ ∈ W for any b ∈ W (see Section 9), due to (S5),
(S8), the property ω˜ ∈ Ωtyp and Prop. 3.1, we conclude that limε↓0B(ε, k) =∫
dxmφ(x)‖b˜−b˜k‖2L2(ν) (cf. Lemma 7.2). Similarly we get that limε↓0C(ε, k) =∫
dxmφ(x)‖b−bk‖2L2(ν). As the above limits go to zero as k →∞, we get (131).
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Due to (130), (131) and since, by Schwarz inequality, limk→∞ ηb˜k = ηb˜ = −ηb,
to prove (127) we only need to show, for fixed M, k, that
lim
ε↓0
∫
dνεω˜(x, z)v
ε
M (x)∇εϕ(x, z)b˜k(τx/εω˜, z) =
∫
dxmvM(x)∇ϕ(x)·ηb˜k . (133)
To prove (133) we first show that
lim
ε↓0
∣∣∣ ∫ dνεω˜(x, z)vεM (x)[∇εϕ(x, z)−∇ϕ(x) · z]b˜k(τx/εω˜, z)∣∣∣ = 0 . (134)
Since ‖vεM‖∞ ≤M and ‖b˜k‖∞ ≤ k, it is enough to show that
lim
ε↓0
∫
dνεω˜(x, z)
∣∣∇εϕ(x, z)−∇ϕ(x) · z∣∣ = 0 . (135)
Since ϕ ∈ C2c (Rd), by Taylor expansion we have ∇εϕ(x, z) − ∇ϕ(x) · z =
1
2
∑
i,j ∂
2
ijϕ( ζε(x, z) )zizjε, where ζε(x, z) is a point between x and x+εz. More-
over we note that ∇εϕ(x, z) − ∇ϕ(x) · z = 0 if |x| ≥ ℓ and |x + εz| ≥ ℓ. All
these observations imply that∣∣∇εϕ(x, z)−∇ϕ(x) · z∣∣ ≤ εC(ϕ)|z|2(φ(x) + φ(x+ εz)) . (136)
Due to (68) we can write∫
dνεω˜(x, z)|z|2φ(x+ εz) =
∫
dνεω˜(x, z)|z|2φ(x) =
∫
dµεω˜(x)φ(x)λ2(τx/εω˜) .
Due to (S7) and (S9) we conclude that the above r.h.s. has a finite limite as
ε ↓ 0. Due to (136), we finally get (135) and hence (134).
Having (134), to get (133) it is enough to show that
lim
ε↓0
∫
dνεω˜(x, z)v
ε
M (x)∇ϕ(x) · zb˜k(τx/εω˜, z) =
∫
dxmvM(x)∇ϕ(x) · ηb˜k . (137)
To this aim we observe that∫
dνεω˜(x, z)v
ε
M (x)∂iϕ(x)zib˜k(τx/εω˜, z) =
∫
dµεω˜(x)v
ε
M (x)∂iϕ(x)uk(τx/εω˜) ,
(138)
where uk(ω) :=
∫
dωˆ(z)c0,z(ω)zib˜k(τx/εω˜, z). Since ω˜ ∈ Ωtyp, vεM 2⇀ vM and
uk ∈ G (cf. (79) and recall that b˜ ∈ W ∀b ∈ W), by (80) we conclude that
lim
ε↓0
∫
dµεω˜(x)v
ε
M (x)∂iϕ(x)uk(τx/εω˜) =
∫
dxmvM(x)∂iϕ(x)
∫
dP0(ω)uk(ω)
=
∫
dxmvM(x)∂iϕ(x)(ηb˜k · ei) ,
(139)
e1, . . . , ed being the canonical basis of R
d. Our target (137) then follows as a
byproduct of (138) and (139). 
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15. Proof of Theorem 1
Without loss of generality, we prove Theorem 1 with λ = 1 to simplify the
notation. Due to Prop. 9.4 we only need to prove Items (i), (ii) and (iii).
Some arguments below are taken from [30], others are intrinsic to long jumps.
We start with two results (Lemmas 15.1 and 15.2) concerning the amorphous
gradient ∇εϕ for ϕ ∈ Cc(Rd).
Lemma 15.1. Let ω ∈ Ωtyp. Then limε↓0 ‖∇εϕ‖L2(νεω) < ∞ for any ϕ ∈
C1c (R
d).
Proof. Let φ be as in (109). By (109) and since ω ∈ Ωtyp (apply (68) with
b(ω, z) := |z|2), we get
‖∇εϕ‖2L2(νεω) ≤ C(ϕ)
∫
dνεω(x, z)|z|2
(
φ(x) + φ(x+ εz)
)
= 2C(ϕ)
∫
dνεω(x, z)|z|2φ(x) = 2C(ϕ)
∫
dµεω(x)φ(x)λ2(τx/εω) .
The thesis then follows from Prop. 3.1 (recall (S7) and (S9)). 
Lemma 15.2. Given ω ∈ Ωtyp and ϕ ∈ C2c (Rd) it holds
lim
ε↓0
∫
dνεω(x, z)
[∇εϕ(x, z)−∇ϕ(x) · z]2 = 0 . (140)
Proof. Let ℓ be as such that ϕ(x) = 0 if |x| ≥ ℓ. Fix φ ∈ Cc(Rd) with values
in [0, 1], such that φ(x) = 1 for |x| ≤ ℓ and φ(x) = 0 for |x| ≥ ℓ + 1. Recall
(109). The upper bound given by (109) with ∇εϕ(x, z) replaced by ∇ϕ(x) · z
is also true. We will apply the above bounds for |z| ≥ ℓ. On the other hand,
we apply (136) for |z| < ℓ. As a result, we can bound∫
dνεω(x, z)
[∇εϕ(x, z)−∇ϕ(x) · z]2 ≤ C(ϕ)[A(ε, ℓ) +B(ε, ℓ)] , (141)
where (cf. (68))
A(ε, ℓ) : =
∫
dνεω(x, z)|z|2(φ(x) + φ(x+ εz))1{|z|≥ℓ}
= 2
∫
dνεω(x, z)|z|2φ(x)1{|z|≥ℓ} = 2
∫
dµεω(x)φ(x)hℓ(τx/εω) ,
hℓ(ω) : =
∫
dωˆ(z)c0,z(ω)|z|21{|z|≥ℓ} ,
B(ε, ℓ) : = ε2ℓ4
∫
dνεω(x, z)(φ(x) + φ(x+ εz))
= 2ε2ℓ4
∫
dνεω(x, z)φ(x) = 2ε
2ℓ4
∫
dµεω(x)φ(x)λ0(τx/εω) .
We now apply Prop. 3.1. Due to (S7) and (S16), limε↓0
∫
dµεω(x)φ(x)hℓ(τx/εω) =∫
dxmφ(x)E0[hℓ]. We then get that limℓ↑∞,ε↓0A(ε, ℓ) = 0 by dominated con-
vergence and (A5). Due to (S12) and (S17) the integral
∫
dµεω(x)φ(x)λ0(τx/εω)
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converges to
∫
dxmφ(x)E0[λ0] as ε ↓ 0. As a consequence, limε↓0B(ε, ℓ) = 0.
Coming back to (141) we finally get (140). 
From now on we denote by ω˜ the environment in Ωtyp for which we want to
prove Items (i), (ii) and (iii) of Theorem 1.
• Convergence of solutions. We start by proving Item (i).
We consider (31). We recall that the weak solution uε satisfies (cf. (26))
1
2
〈∇εv,∇εuε〉νε
ω˜
+ 〈v, uε〉µε
ω˜
= 〈v, f〉µε
ω˜
∀v ∈ H1ω˜,ε . (142)
Due to (142) with v := uε we get that ‖uε‖2L2(µε
ω˜
) ≤ 〈uε, fε〉µεω˜ and therefore
‖uε‖L2(µεω˜) ≤ ‖fε‖L2(µεω˜) by Schwarz inequality. Hence, it holds (cf. (142))
1
2
‖∇εuε‖2L2(µε
ω˜
) ≤ ‖fε‖2L2(µε
ω˜
). Since fε ⇀ f , the family {fε} is bounded and
therefore there exists C > 0 such that, for ε small enough as we assume below,
‖uε‖L2(µε
ω˜
) ≤ C , ‖∇εuε‖L2(νε
ω˜
) ≤ C . (143)
Due to (143) and by Lemma 14.1, along a subsequence we have:
(i) uε
2
⇀ u, where u is of the form u = u(x) and u ∈ H1(mdx);
(ii) ∇εuε(x, z) 2⇀ w(x, ω, z) := ∇u(x)·z+u1(x, ω, z), u1 ∈ L2
(
Rd, L2pot(ν)
)
.
Claim 15.3. For dx–a.e. x ∈ Rd it holds∫
dν(ω, z)w(x, ω, z)z = 2D∇u(x) . (144)
Proof of Claim 15.3. We apply (142) to the test function v(x) := εϕ(x)g(τx/εω˜),
where ϕ ∈ C2c (Rd) and g ∈ G2 (cf. Section 9). Recall that G2 is given by
bounded functions. We claim that v ∈ H1ω˜,ε. Being bounded and with com-
pact support, v ∈ L2(µεω˜). Let us bound ‖∇εv‖L2(νεω˜). Due to (102) we have
∇εv(x, z) = ε∇εϕ(x, z)g(τz+x/εω˜) + ϕ(x)∇g(τx/εω˜, z) . (145)
In the above formula, the gradient ∇g is the one defined in (46). By Lemma
15.1, since ω˜ ∈ Ωtyp and g is bounded, the map (x, z) 7→ ε∇εϕ(x, z)g(τx/εω˜)
is in L2(νεω˜). On the other hand, ‖ϕ(x)∇g(τx/εω˜, z)‖2L2(νε
ω˜
) is bounded by
2‖g‖∞
∫
dµεω˜(x)ϕ(x)
2λ0(τx/εω˜), which converges to a finite number since ω˜ ∈
Ωtyp (cf. (S12), (S17) and Prop. 3.1). This complete the proof that v ∈ H1ω˜,ε.
Due to (145), (142) can be rewritten as
ε
2
∫
dνεω˜(x, z)∇εϕ(x, z)g(τz+x/εω˜)∇εuε(x, z)+
1
2
∫
dνεω˜(x, z)ϕ(x)∇g(τx/εω˜, z)∇εuε(x, z)+
ε
∫
dµεω˜(x)ϕ(x)g(τx/εω˜)uε(x) = ε
∫
dµεω˜(x)ϕ(x)g(τx/εω˜)fε(x) .
(146)
Since the families of functions {uε(x)}, {fε(x)}, {ϕ(x)g(τx/εω˜)} are bounded
families in L2(µεω˜), the expressions in the third line of (146) go to zero as ε ↓ 0.
STOCHASTIC HOMOGENIZATION IN AMORPHOUS MEDIA 39
We now claim that
lim
ε↓0
∫
dνεω˜(x, z)∇εuε(x, z)
[∇εϕ(x, z)−∇ϕ(x) · z]g(τz+x/εω˜) = 0 . (147)
This follows by using that ‖g‖∞ < +∞, applying Schwarz inequality and
afterwards Lemma 15.2 (recall that ‖∇εuε‖L2(νε
ω˜
) ≤ C). The above limit (147),
the 2-scale convergence ∇εuε 2⇀ w and the fact that (92) holds for all functions
in H3 ⊂ H (cf. Section 9), imply that
lim
ε↓0
∫
dνεω˜(x, z)∇εuε(x, z)∇εϕ(x, z)g(τz+x/εω˜) =
lim
ε↓0
∫
dνεω˜(x, z)∇εuε(x, z)∇ϕ(x) · zg(τz+x/εω˜) =∫
dxm
∫
dν(ω, z)w(x, ω, z)∇ϕ(x) · zg(τzω) . (148)
Due to (148) also the expression in the first line of (146) goes to zero as ε ↓ 0.
We conclude therefore that also the expression in the second line of (146) goes
to zero as ε ↓ 0. Hence
lim
ε↓0
∫
dνεω˜(x, z)∇εuε(x, z)ϕ(x)∇g(τx/εω˜, z) = 0 .
Due to the 2-scale convergence ∇εuε 2⇀ w and since (92) holds for all gradients
∇g, g ∈ G2 (since H2 ⊂ H), we conclude that∫
dxmϕ(x)
∫
dν(ω, z)w(x, ω, z)∇g(ω, z) = 0 .
Since {∇g : g ∈ G2} is dense in L2pot(ν), the above identity implies that, for
dx–a.e. x, the map (ω, z) 7→ w(x, ω, z) belongs to L2sol(ν). On the other hand,
we know that w(x, ω, z) = ∇u(x) · z + u1(x, ω, z), where u1 ∈ L2
(
Rd, L2pot(ν)
)
.
Hence, by (58), for dx–a.e. x we have that
u1(x, ·, ·) = va , a := ∇u(x) .
As a consequence (using also (61)), for dx–a.e. x, we have∫
dν(ω, z)w(x, ω, z)z =
∫
dν(ω, z)z[∇u(x) · z + v∇u(x)(ω, z)] = 2D∇u(x) .
This concludes the proof of Claim 15.3. 
We now reapply (142) but with v(x) := ϕ(x). We get
1
2
∫
dνεω˜(x, z)∇εϕ(x, z)∇εuε(x, z)+
∫
dµεω˜(x)ϕ(x)uε(x) =
∫
dµεω˜(x)ϕ(x)fε(x) .
(149)
Let us analyze the first term in (149). By (147) which holds also with g ≡ 1, the
expression
∫
dνεω˜(x, z)∇εϕ(x, z)∇εuε(x, z) equals
∫
dνεω˜(x, z)∇εuε(x, z)∇ϕ(x) ·
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z+ o(1) as ε ↓ 0. Since the function (ω, z) 7→ zi is in H and since ω˜ ∈ Ωtyp, by
the 2-scale convergence ∇εuε 2⇀ w we obtain that
lim
ε↓0
∫
dνεω˜(x, z)∇εϕ(x, z)∇εuε(x, z) =
∫
dxm
∫
dν(ω, z)w(x, ω, z)∇ϕ(x) · z .
To treat the second and third terms in (149) we use that uε
2
⇀ u with u = u(x),
1 ∈ G, and that fε⇀f . Due to the above observations, by taking the limit
ε ↓ 0 in (149) we get
1
2
∫
dxm∇ϕ(x) ·
∫
dν(ω, z)w(x, ω, z)z+∫
dxmϕ(x)u(x) =
∫
dxmϕ(x)f(x) . (150)
Due to (144) the above identity reads∫
dx∇ϕ(x) ·D∇u(x) +
∫
dxϕ(x)u(x) =
∫
dxϕ(x)f(x) , (151)
i.e. u is a weak solution of (30). This concludes the proof of (31).
It remains to prove (32). It is enough to apply the same arguments of [30,
Proof of Thm. 6.1]. Since fε → f we have fε ⇀ f and therefore, by (31), we
have uε ⇀ u. This implies that vε ⇀ v (again by (31)), where vε and v are
respectively the weak solution of −Lεωvε + vε = uε and −divD∇v + v = u.
By taking the scalar product of the weak version of (29) with vε (as in (26)),
the scalar product of the weak version of (30) with v (as in (28)), the scalar
product of the weak version of −Lεωvε+vε = uε with uε and the scalar product
of the weak version of −divD∇v + v = u with u and comparing the resulting
expressions, we get
〈uε, uε〉µεω = 〈vε, fε〉µεω ,
∫
u(x)2dx =
∫
f(x)v(x)dx . (152)
Since fε → f and vε ⇀ v we get that 〈vε, fε〉µεω →
∫
v(x)f(x)mdx. Hence, by
(152), we conclude that limε↓0〈uε, uε〉µεω =
∫
u(x)2mdx. The last limit and the
weak convergence uε ⇀ u imply the strong convergence uε → u by Remark
3.3. This concludes the proof of (32) and therefore of Theorem 1–(i).
• Convergence of flows. We prove now (33) in Item (ii), i.e. ∇εuε ⇀ ∇u.
By (143) the analogous of bound (21) is satisfied. Suppose that fε ⇀ f . Take
ϕ ∈ C1c (Rd), then 〈ϕ, fε〉µεω˜ → 〈ϕ, f〉mdx. By Item (i) we know that uε ⇀ u
and therefore 〈ϕ, uε〉µεω˜ → 〈ϕ, u〉mdx. The above convergences and (142) with
v given by ϕ restricted to ε̂˜ω (by Lemma 15.1 v ∈ H1ω˜,ε), we conclude that
lim
ε↓0
1
2
〈∇εϕ,∇εuε〉νε
ω˜
= lim
ε↓0
[
〈ϕ, fε〉µε
ω˜
− 〈ϕ, uε〉µε
ω˜
]
= 〈ϕ, f − u〉mdx .
Due to (30) and (28), the r.h.s. equals
∫
dxmD(x)∇ϕ(x)∇u(x). This proves
the analogous of (22) and therefore (33).
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Take now fε → f . Then, by (32), uε → u. Reasoning as above we get that,
given gε ∈ H1ω˜,ε and g ∈ H1(dx) with L2(µεω˜) ∋ gε ⇀ g ∈ L2(mdx), it holds
lim
ε↓0
1
2
〈∇εgε,∇εuε〉νε
ω˜
= lim
ε↓0
[
〈gε, fε〉µε
ω˜
− 〈ϕ, uε〉µε
ω˜
]
= 〈g, f − u〉mdx .
Since g ∈ H1(dx), due to (30), the r.h.s. equals ∫ dxmD(x)∇g(x)∇u(x). This
proves (34).
• Convergence of energies. We prove Item (iii). Since fε → f , we have
uε → u by (32) and ∇εuε → ∇u by (34). It is enough to apply (23) with
gε := uε and g := u and one gets (35).
16. Proof of Theorem 2
The limit (36) follows from Remark 3.8, (32) in Theorem 1 and [30, Thm. 9.2].
To treat (37) and (38) we need the following fact:
Lemma 16.1. Suppose that Condition (i) or Condition (ii) in Theorem 2 is
satisfied. Fix a weakly decreasing function ψ : [0,+∞) → [0,+∞), such that
Rd ∋ x 7→ ψ(|x|) ∈ [0,∞) is Riemann integrable. Then P–a.s. it holds
lim
ℓ↑∞
lim
ε↓0
∫
dµεω(x)ψ(|x|)1{|x|≥ℓ} = 0 . (153)
Thanks to (36) and Lemma 16.1 (proved below) applied to the function
ψ(r) := 1/(1 + rd+1), the limits (37) and (38) follow by the same arguments
used in the proofs of Corollary 2.5 and Lemma 6.1 in [11, Sections 6,7]. We give
the proof for (37), since (38) easily follows from (37) as in the proof of Corollary
2.5 in [11] due to some estimates presented below. Set h(x) := Ptf(x) and
hεω(x) := P
ε
ω,tf(x). To derive (37) it is enough to show that limε↓0 ‖h‖2L2(µεω),
limε↓0〈hεω, h〉µεω and limε↓0 ‖hεω‖2L2(µεω) equal ‖h‖2L2(mdx). To this aim we fix C > 0
such that |h(x)| ≤ Cψ(|x|) ∀x ∈ Rd (recall that h decays exponentially fast).
For each ℓ > 0 fix a function gℓ ∈ Cc(Rd) such that |gℓ(x)| ≤ Cψ(|x|) ∀x ∈ Rd
and gℓ(x) = h(x) ∀x ∈ Rd with |x| ≤ ℓ. Then
‖gℓ − h‖2L2(µεω) ≤ 2C2‖ψ‖∞
∫
dµεω(x)ψ(|x|)1{|x|≥ℓ} (154)
Since∣∣‖h‖2L2(µεω) − ‖h‖2L2(mdx)∣∣ ≤ ∣∣‖h‖2L2(µεω) − ‖gℓ‖2L2(µεω)∣∣
+
∣∣‖gℓ‖2L2(µεω) − ‖gℓ‖2L2(mdx)∣∣ + ∣∣‖gℓ‖2L2(mdx) − ‖h‖2L2(mdx)∣∣ , (155)
we get limε↓0 ‖h‖2L2(µεω) = ‖h‖2L2(mdx): the first term in the r.h.s. of (155) can
be controlled by (153) and (154), the second term by Prop. 3.1 as 1 ∈ G (recall
(S1) and that gℓ ∈ Cc(Rd)), while the third term trivially goes to zero.
To get that limε↓0〈hεω, h〉µεω = ‖h‖2L2(mdx), we note that
∣∣〈hεω, h〉µεω−〈hεω, gℓ〉µεω ∣∣ ≤
‖hεω‖L2(µεω)‖h− gℓ‖L2(µεω) goes to zero as ε ↓ 0, ℓ ↑ ∞ since {hεω} is bounded in
L2(µεω) (cf. (36)) and due to (153) and (154), while limε↓0〈hεω, gℓ〉µεω = 〈h, gℓ〉mdx
since hεω → h (cf. (36)) and trivially limℓ↑∞〈h, gℓ〉mdx = 〈h, h〉mdx. Finally, the
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limit limε↓0 ‖hεω‖2L2(µεω) = ‖h‖2L2(mdx) follows from (36) and Remark 3.3. We
have therefore proved (37).
Proof of Lemma 16.1. To simplify the notation we prove a slightly different
version of (153), the method can be easily adapted to (153). In particular, we
now prove that P–a.s. it holds
lim
ℓ↑∞
lim
ε↓0
Xε,ℓ = 0 where Xε,ℓ(ω) := ε
d
∑
k∈Zd:|k|≥ℓ/ε
ψ(|εk|)Nk . (156)
Trivially Condition (i) implies (156). Let us suppose that Condition (ii) is
satisfied. Given ε ∈ (0, 1) let r = r(ε) be the positive integer of the form 2a,
a ∈ N, such that r−1 ≤ ε < 2r−1. Then, since ψ is weakly decreasing,
Xε,ℓ(ω) ≤ 2dYr,ℓ(ω) where Yr,ℓ(ω) := r−d
∑
k∈Zd:|k|≥rℓ/2
ψ(|k/r|)Nk . (157)
In particular, to get (156) it is enough to show that, P–a.s, limℓ↑∞ limr↑∞ Yr,ℓ =
0, where r varies in Γ := {20, 21, 22, . . . }. From now on we understand that
r ∈ Γ. Since E[Nk] = m and since ψ(|x|) is Riemann integrable, we have
lim
r↑∞
E[Yr,ℓ] = zℓ := m
∫
ψ(|x|)1{|x|≥ℓ/2}dx <∞ . (158)
We now estimate the variance of Yr,ℓ. Due to the stationarity of P and since
E[N20 ] < +∞, it holds supk∈Zd Var(Nk) < +∞. We let γ := α if d = 1 and
γ := 0 if d ≥ 2. By Condition (ii) we have, for some fixed constant C1 > 0,
Var(Yr,ℓ) ≤ C1r−2d
∑
k∈Zd:
|k|≥rℓ/2
∑
k′∈Zd:
|k′|≥rℓ/2,
[|k − k′|−1−γ1k 6=k′ + 1k=k′]ψ(|k/r|)ψ(|k′/r|)
=: I0(r, ℓ) + I1(r, ℓ) + I2(r, ℓ) ,
where I0(r, ℓ), I1(r, ℓ) and I2(r, ℓ) denote the contribution from addenda as
above respectively with (a) k = k′, (b) |k − k′| ≥ r and (c) 1 ≤ |k − k′| < r.
Then we have
lim
r↑∞
rdI0(r, ℓ) = C1
∫
|x|≥ℓ/2
ψ(|x|)2dx < +∞ , (159)
lim
r↑∞
r1+γI1(r, ℓ) = C1
∫
|x|≥ℓ/2
dx
∫
|y|≥ℓ/2
dy
1{|x−y|≥1}
|x− y|1+γψ(|x|)ψ(|y|) < +∞ .
(160)
To control I2(r, ℓ) we observe that∑
v∈Zd :
1≤|v|∞≤cr
|v|−1−γ∞ ≤ C ′
cr∑
n=1
nd−2−γ ≤
{
C ′′rd−1 if d ≥ 2
C ′′ if d = 1
.
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The above bound implies for r large that
I2(r, ℓ) ≤ C1‖ψ‖∞r−2d
∑
k∈Zd:
|k|≥rℓ/2
ψ(|k/r|)
∑
k′∈Zd:
1≤|k−k′|≤r
|k − k′|−1−γ
≤ C2r−1
∫
|x|≥ℓ/2
ψ(|x|)dx .
(161)
Due to (159), (160) and (161), Var(Yr,ℓ) ≤ C3(ℓ)r−1 for r ≥ C4(ℓ). Now we
write explicitly r = 2j. By Markov’s inequality, we have for j ≥ C5(ℓ) that
P(|Y2j ,ℓ − E[Y2j ,ℓ]| ≥ 1/j) ≤ j2Var(Y2j ,ℓ) ≤ C3(ℓ)j22−j .
Since the last term is summable among j, by Borel–Cantelli lemma we conclude
that, P–a.s., |Y2j ,ℓ−E[Y2j ,ℓ]| ≤ 1/j for all ℓ ≥ 1 and j ≥ C6(ℓ, ω). This proves
that, P–a.s., limr↑∞,r∈Γ Yr,ℓ = zℓ (cf. (158)). Since limℓ↑∞ zℓ = 0, we get that
limℓ↑∞ limr↑∞,r∈Γ Yr,ℓ = 0, P–a.s. 
17. Proof of Theorem 3
Note that Assumptions (A1), (A2), (A3) are automatically satisfied. By
extending the probability space, given ω we associate to each unordered pair
of site {x, y} in ωˆ a Poisson process (Nx,y(t))t≥0 with intensity cx,y(ω), such
that Nx,y(·) are independent processes when varying the pair {x, y}. Note that
Nx,y(t) = Ny,x(t). We write K :=
(
Nx,y(·)
)
for the above family of Poisson
processes and denote by Pω the associated law. We denote by P the annealed
law of the pair (ω,K), defined as P := ∫ dP(ω)Pω.
Lemma 17.1. There exists t0 > 0 such that for P–a.a. (ω,K) the undirected
graph Gt0(ω,K) with vertex set ωˆ and edges {{x, y} : x 6= y in ωˆ , Nx,y(t0) >
1} has only connected components with finite cardinality.
Proof. Note that Pω(Nx,y(t) > 1) = 1 − e−cx,y(ω)t ≤ 1 − exp{−g(|x − y|)t} ≤
C1g(|x − y|)t for some fixed C1 > 0 if we take t ≤ 1 (since g is bounded).
We restrict to t small enough such that C1‖g‖∞t < 1 and t ≤ 1. Consider
the random connection model [19] where first ωˆ is sampled according to a
Poisson point process with intensity m, afterwards an edge between x 6= y
in ωˆ is created with probability C1g(|x − y|)t. Due to our initial estimate
and the independence of the processes Nx,y, one can couple the above random
connection model with the previous process (ω,K) with law P in a way that
the graph in the random connection model contains the graph Gt(ω,K). We
choose t = t0 small enough to have mC1t0
∫
Rd
dxg(|x|) < 1. The above bound
and the branching process argument in the proof of [19, Theorem 6.1] (cf.
(6.3) there) imply that a.s. the random connection model has only connected
components with finite cardinality. 
From now on t0 will be as in Lemma 17.1. Due to the loss of memory of
Poisson point processes, from Lemma 17.1 we get the following:
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Corollary 17.2. For P–a.a. (ω,K) and for each r ∈ N the undirected graph
Grt0(ω,K) with vertex set ωˆ and edges {{x, y} : x 6= y in ωˆ , Nx,y((r + 1)t0) >
Nx,y(rt0)} has only connected components with finite cardinality.
By the graphical representation of the exclusion process and Harris’ perco-
lation argument [8], we conclude that, for P–a.a. ω, the exclusion process is
well defined a.s. for all times t ≥ 0. We explain in detail this issue. Take
such a good (ω,K) fulfilling the property stated in Corollary 17.2. Given a
particle configuration η(0) ∈ {0, 1}ωˆ we define the deterministic trajectory(
η(t)[ω,K])
t≥0
starting at η(0) by an iterative procedure. Suppose the trajec-
tory has been defined up to time rt0, r ∈ N. Let C be any connected component
of Grt0(ω,K) and let
{s1 < s2 < · · · < sk} ={
s : Nx,y(s) = Nx,y(s−) + 1 , {x, y} bond in C, rt0 < s ≤ (r + 1)t0
}
.
Since C is finite, the l.h.s. is indeed a finite set. The local evolution η(t)z[ω,K]
with z ∈ C and rt0 < t ≤ (r + 1)t0 is described as follows. Start with
η(rt0)[ω,K] as configuration at time rt0 in C. At time s1 exchange the values
between ηx and ηy if Nx,y(s1) = Nx,y(s1−)+1 and {x, y} is an edge in C (there
is exactly one such edge, a.s.). Repeat the same operation orderly for times
s2, s3, . . . , sk. Then move to another connected component of Grt0(ω,K) and so
on. This procedure defines η(t)[ω,K]rt0<t≤(r+1)t0 . It is standard to check that
for P–a.a. ω the random trajectory (η(t)[ω,K])
t≥0
(where the randomness
comes from K) is an exclusion process on ωˆ with initial configuration η(0) and
formal generator (39).
Due to (38) in Theorem 2 (Condition (ii) is satisfied in the present context),
Lemma 17.3 below and since
∫
ϕ(x)ρ(x, t)dx =
∫
ρ0(x)Ptϕ(x)dx, to prove (41)
we only need to show that
lim
ε↓0
mε
(∣∣∣εd∑
x∈ωˆ
ηx(0)Ptϕ(εx)−
∫
Rd
ρ0(x)Ptϕ(x)dx
∣∣∣ > δ) = 0 . (162)
Since Ptϕ is a regular function decaying fast to infinity, (162) follows by ap-
proximating Ptϕ with functions of compact supports and using both (40) and
(153). At this point, to complete the proof of Theorem 3 it remains to prove
the following:
Lemma 17.3. For P–a.a. ω the following holds. Fix δ, t > 0 and ϕ ∈ Cc(Rd)
and let nε be an ε–parametrized family of probabililty measures on {0, 1}ωˆ.
Then
lim
ε↓0
Pω,nε
(∣∣∣εd∑
x∈ωˆ
ϕ(εx)ηx(ε
−2t)− εd
∑
x∈ωˆ
ηx(0)P
ε
ω,tϕ(εx)
∣∣∣ > δ) = 0 . (163)
Proof. We think of the exclusion process as built according to the graphical
construction described above, after sampling η(0) with distribution nε. We
fix ω ∈ Ωtyp ∩ Ω♯ (cf. Theorem 2) such that (ω,K) fulfills the property in
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Corollary 17.2 for Pω–a.a. K (this takes place for P–a.a. ω). Given x ∈ ωˆ,
r ∈ N, we denote by Cr(x) the connected component of x in the graph Grt0(ω,K).
Fix t ∈ (rt0, (r + 1)t0]. Due to the above graphical construction, if we know
(ω,K), then to determine ηx(t)[ω,K] we only need to know ηz(rt0)[ω,K] with
z ∈ Cr(x). By iterating the above argument we conclude that, knowing (ω,K),
the value of ηx(t)[ω,K] is determined by ηz(0) as z varies in the finite set
Qr(x) := ∪zr∈Cr(x) ∪zr−1∈Cr−1(zr) · · · ∪z1∈C1(z2) C0(z1) .
Suppose that ϕ has support in the ball B(ℓ) of radius ℓ centered at the origin.
Then, by the above considerations, for ℓε depending on ε large enough we have
Pω(Aε) ≤ ε where Aε :=
{
K : ∪r∈N∩[0,ε−2t/t0] ∪ x∈ωˆ:
ε|x|≤ℓ
Qr(x) ⊂ B(ℓε)
}
.
Note that, when the event Aε takes place, the value ε
d
∑
x∈ωˆ ϕ(εx)ηx(ε
−2t) de-
pends on η(0) only through ηz(0) with z ∈ ωˆ∩B(ℓε). Hence, if we replace η(0)
by removing all particles at sites z ∈ ωˆ\B(ℓε), the value εd
∑
x∈ωˆ ϕ(εx)ηx(ε
−2t)
remains unchanged.
On the other hand, due to (153) and since Ptϕ decays fast to infinity, we
have that limℓ↑∞,ε↓0 ε
d
∑
x∈ωˆ Ptϕ(εx)1{|εx|>ℓ}=0. In particular, for ε ≤ ε0(δ)
and by taking ℓε large enough, it holds ε
d
∑
x∈ωˆ:|x|≥ℓε
ηx(0)P
ε
ω,tϕ(εx) ≤ δ/2 for
any initial configuration η(0).
Call nε the probability measure on {0, 1}ωˆ obtained as follows: sample η(0)
with law nε, afterwards set the particle number equal to zero at any site x ∈ ωˆ
with |x| > ℓε. By the above considerations, to get (163) it is enough to prove
the same limit with nε replaced by nε and with δ replaced by δ/2. This implies
that, in order to prove Lemma 17.3, we can restrict (as we do) to probability
measures nε such that nε
(
ηx(0) = 0 ∀x ∈ ωˆ \B(ℓε)
)
= 1.
The key observation now, going back to [22] and proved below, is that the
symmetry of the jump rates implies the following pathwise representation for
each x ∈ ωˆ:
ηx(t) =
∑
y∈ωˆ
pω(t, x, y)ηy(0) +
∑
y∈ωˆ
∫ t
0
pω(t− s, x, y)dMy(s) , (164)
where pω(t, x, y) is the probability to be at y for a random walk on ωˆ with
jump probability rates ca,b(ω) and starting at x, and My(·)’s are martingales
defined by
dMy(t) :=
∑
z∈ωˆ
(ηz − ηy)(t−)dAy,z(t) , Ay,z(t) := Ny,z(t)− cy,z(ω)t . (165)
Recall that for ω ∈ Ωtyp it holds
∑
y∈ωˆ cx,y(ω) = λ0(τxω) < +∞ for all
x ∈ ωˆ (see the discussion before Theorem 2). Note moreover that Nx(t) :=∑
y∈ωˆNx,y(t), t ≥ 0, is a Poisson process with intensity
∑
y∈ωˆ cx,y(ω). Hence,
we can restrict to environments ω such Nx(t) < +∞ for all t ≥ 0 and∑
y∈ωˆ cx,y(ω) < +∞ for all x ∈ ωˆ. As a consequence, (Mx(t))t≥0 in (165)
is well defined.
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The above identity (164) is well posed since we start with a configuration
η(0) having a finite number of particles. Indeed, the first series in the r.h.s. is
trivially finite. We now show that the second series in the r.h.s. is absolutely
convergent. Call D = D(ω,K) the random set of points y ∈ ωˆ such that
ηy(s) = 1 for some s ∈ [0, t]. By the graphical construction D is a finite set.
We also note that if |(ηz − ηy)(s−)| is nonzero then y or z must belong to D.
Then, setting u = t− s, we have∑
y,z∈ωˆ
pω(u, x, y)|(ηz − ηy)(s−)|cy,z(ω) ≤
∑
y∈D
∑
z∈ωˆ
cy,z(ω) +
∑
y∈ωˆ
∑
z∈D
cy,z(ω)
and the r.h.s. is upper bounded by the finite constant 2
∑
y∈D λ0(τyω). Since
Ny,z(s) = Nz,y(s), we can bound∑
y∈ωˆ
∫ t
0
pω(t− s, x, y)
∑
z∈ωˆ
|(ηz − ηy)(s−)|dNy,z(s) ≤ 2
∑
v∈D
Nv(t) < +∞ . (166)
This completes the proof that the r.h.s. of (164) is well defined.
We now verify (164) (the proof is different from the one in [22], which does
not adapt well to our setting). Let 0 < τ1 < τ2 < · · · be the jump times
for the path η(s) = η(s)[ω,K], given η(0). Let yi, zi be such that Nyi,zi(τi) =
Nyi,zi(τi−) + 1. We fix t ∈ [τn, τn+1). We set t0 := 0, tn+1 := t and ti := τi for
all i = 1, . . . , n. Then∑
y∈ωˆ
∫ t
0
pω(t− s, x, y)dMy(s) = A1 − A2 , (167)
where
A1 :=
n∑
i=1
ci , ci :=
[
pω(t− ti, x, yi)− pω(t− ti, x, zi)
]
(ηzi(ti−1)− ηyi(ti−1))
A2 :=
n∑
i=0
∑
y∈ωˆ
∫ ti+1
ti
pω(t− s, x, y)
∑
z∈ωˆ
cy,z
(
ηz(ti)− ηy(ti)
)
ds .
Recall the notation introduced before Theorem 2. We write Eωx for the ex-
pectation w.r.t. the law of the random walk Xt := X
1
ω,t on ωˆ with formal
generator L1ω, starting at x. Since L
1
ωf(y) =
∑
z∈ωˆ czy
(
ηz(ti) − ηy(ti)
)
where
f : ωˆ → R is given by f(a) := ηa(ti), we have
A2 =
n∑
i=0
∫ t−ti
t−ti+1
d
ds
Eωx [ηXs(ti)] =
n∑
i=0
(
Eωx [ηXt−ti (ti)]− Eωx [ηXt−ti+1 (ti)]
)
.
Since, for 1 ≤ i ≤ n, ηa(ti) = ηa(ti−1)+δa,yi(ηzi(ti−1)−ηyi(ti−1))−δa,zi(ηzi(ti−1)−
ηyi(ti−1)), we have for 1 ≤ i ≤ n that
Eωx [ηXt−ti (ti)] = E
ω
x [ηXt−ti (ti−1)] + ci .
STOCHASTIC HOMOGENIZATION IN AMORPHOUS MEDIA 47
Hence we can write
A2 = E
ω
x [ηXt(0)] +
n∑
i=1
(Eωx [ηXt−ti (ti−1)] + ci)−
n∑
i=0
Eωx [ηXt−ti+1 (ti)]
= Eωx [ηXt(0)]− Eωx [ηX0(tn)] + A1 =
∑
y∈ωˆ
pω(t, x, y)ηy(0)− ηx(tn) + A1.
The above identity and (167) implies (164). To justify the above manipulations
of series, we point out that η(ti) is uniformly bounded and it has only a finite
number of nonzero entries and that λ0(τxω) < +∞ for all x ∈ ωˆ.
We now denote by Eω,nε the expectation w.r.t. Pω,nε. Due to (164) and the
symmetry pω(t, x, y) = pω(t, y, x), in order to conclude the proof of Lemma
17.3 it is enough to show that
lim
ε↓0
Eω,nε
[(
εd
∑
x∈ωˆ
ϕ(εx)
∑
y∈ωˆ
∫ ε−2t
0
pω(ε
−2t− s, x, y)dMy(s)
)2]
= 0 . (168)
Due to (165), we can rewrite the expression inside the (·)–brackets as
Rε := ε
d
2
∑
x∈ωˆ
∑
y∈ωˆ
∑
z∈ωˆ
ϕ(εx)·
∫ ε−2t
0
(ηz − ηy)(s−)
(
pω(ε
−2t− s, x, y)− pω(ε−2t− s, x, z)
)
dAy,z(s) .
Hence, similarly to [22], we get (using the symmetry of pω(s, ·, ·))
Eω,nε
[R2ε] ≤ ε2d4 ∑
y∈ωˆ
∑
z∈ωˆ
∫ ε−2t
0
cy,z(ω)
(
P 1ω,sϕ(εy)− P 1ω,sϕ(εz)
)2
ds
=
εd
2
∫ t
0
〈P εω,sϕ,−LεωP εω,sϕ〉L2(µεω) = −
εd
4
∫ t
0
d
ds
‖P εω,sϕ‖2L2(µεω)ds
=
εd
4
‖P εω,0ϕ‖2L2(µεω) −
εd
4
‖P εω,tϕ‖2L2(µεω) ≤
εd
4
‖ϕ‖2L2(µεω)
ε→0−→ 0 .

Appendix A. Supplementary proofs
A.1. Proof of Lemma 2.1. For Item (i) see [7, Exercise 12.4.2]. Item (ii)
follows from stationarity and it is standard [7]. We prove Item (iii). Call
A = {ω ∈ Ω0 : τxω 6= ω ∀x ∈ ωˆ \ {0}}. Call A˜ := {ω ∈ Ω : τzω ∈ A ∀z ∈ ωˆ}
and observe that A˜ equals the event appearing in (A3), i.e. A˜ = {ω : τxω 6=
τyω for all x 6= y in ωˆ}. Then (A3) and (11) are equivalent due to Lemma 4.1.
We consider now Item (iv). Let (12) be verified. Calling Na := ωˆ(a +
[0, 1]d), it holds F∗(ω) ≤
∑
u∈Zd
∑
v∈Zd NuNvh(|u|)h(|u−v|). If x ∈ [0, 1]d, then
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F∗(τxω) ≤
∑
u∈Zd
∑
v∈Zd MuMvh(|u|)h(|u−v|), where Ma := ωˆ(a+[0, 2]d). By
applying Campbell’s identity (5) with f(x, ω) := 1[0,1]d(x)F∗(ω), we get
E0[F∗] ≤ m−1
∑
u∈Zd
∑
v∈Zd
h(|u|)h(|u− v|)E[N0MuMv] . (169)
We use that abc ≤ C(a3 + b3 + c3) for some C > 0 and for any a, b, c ≥ 0, we
apply the first bound in (12) and stationarity to get that E[N30 ], E[M
3
u ], E[M
3
v ]
are uniformly bounded, and afterwards we apply the second bound in (12) to
conclude that the r.h.s. of (169) is bounded.
We prove Item (v) for Mott v.r.h. By [14, Lemma 2], λ0 ∈ Lk(P0) if and
only if E
[
ωˆ([0, 1]d)k+1
]
< +∞. The proof provided there remains true when
substituting λ0 by any function f such that |f(ω)| ≤ C
∫
dωˆ(x)e−c|x| with
C, c > 0. As f we can take also f = λ1 and f = λ2. We therefore conclude that
for Mott v.r.h. Assumption (A5) is equivalent to the bound E
[
ωˆ([0, 1]d)3
]
<
+∞. The above bound implies (A6) due to Item (iv). The check of the other
statements in Item (v) is trivial.
Finally, Item (vi) follows from [14, Lemma 1–(ii)].
A.2. Proof of Prop. 3.1. It is enough to consider the case g ≥ 0. As in
[29, Cor. 7.2], given g and ϕ as in Prop. 3.1, (15) holds for P–a.a. ω ∈ Ω
(for a self-contained proof of a stronger result see Lemma B.2). In particular,
we have P(Ag,ϕ) = 1, where Ag,ϕ := {ω ∈ Ω : (15) is fulfilled}. We define
A[g] := ∩ϕ∈Cc(Rd)Ag,ϕ. We fix a countable subset K ⊂ Cc(Rd), dense in Cc(Rd)
w.r.t. the uniform norm. For any n ∈ N we fix a continuous function ψn
with values in [0, 1] such that ψn(x) = 1 for x ∈ [−n, n]d and ψ(x) = 0 for
x 6∈ [−n − 1, n + 1]d. Given ϕ ∈ Cc(Rd) we let N be the smallest integer n
such that the support of ϕ is contained in [−n, n]d and, fixed ε > 0, we take
h ∈ K with ‖ϕ− h‖∞ ≤ δ. Then
(h(x)− δ)ψN (x) ≤ ϕ(x) ≤ (h(x) + δ)ψN (x) . (170)
Since
∫
(h(x)±δ)ψN (x)dx =
∫
ϕ(x)dx+O(δNd), (170) and the fact that g ≥ 0
imply that A[g] = ∩h∈K ∩∞n=1 (Ag,hψn ∩ Ag,ψn). Being a countable intersection
of Borel sets with P–probability equal to 1, A[g] is Borel and P(A[g]) = 1.
It remains to show that τyω ∈ A[g] if ω ∈ A[g] and y ∈ Rd. Fix ϕ ∈ Cc(Rd).
We have ∫
dµετyω(x)ϕ(x)g(τx/ετyω) = ε
d
∑
a∈ωˆ
ϕ(εa− εy)g(τaω) . (171)
Given δ > 0 we take ρ ∈ (0, 1) such that the oscillation of ϕ is bounded by
δ in any box with sides of length at most ρ. We can suppose ε small enough
such that |εy| < ρ. Then we can bound(
ϕ(εa)− δ)ψN+1(εa) ≤ ϕ(εa− εy) ≤ (ϕ(εa) + δ)ψN+1(εa) . (172)
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As a byproduct of (171) and (172) we have∫
dµεω(x)
(
ϕ(x)− δ)ψN+1(x)g(τx/εω) ≤ ∫ dµετyω(x)ϕ(x)g(τx/ετyω)
≤
∫
dµεω(x)
(
ϕ(x) + δ
)
ψN+1(x)g(τx/εω) . (173)
By taking the limit ε ↓ 0 and using that ω ∈ A[g] to treat the first and third
terms in (173), and afterwards taking the limit δ ↓ 0, we get that the second
term converges as ε ↓ 0 to m ∫ ϕ(x)dxE0[g]. This concludes the proof that
τyω ∈ A[g].
A.3. Proof of Lemma 3.4. Since Hω,ε and H
1
ω,ε are isomorphic, it is enough
to focus on Hω,ε. Take a sequence (vn,∇εvn) in Hω,ε converging to (v, g) in
L2(µεω)×L2(νεω). Since µεω is an atomic measure, we have that vn(εx)→ v(εx)
for any x ∈ ωˆ. This implies that ∇εvn(εx, z) → ∇εv(εx, z) for any x ∈ ωˆ and
z ∈ τ̂xω, therefore ∇εvn →∇εv νεω–a.s. On the other hand, since ∇εvn → g in
L2(νεω), at cost to extract a subsequence we have that ∇εvn → g νεω–a.s. By
the uniqueness of the a.s. limit it must be g = ∇εv νεω–a.s.
Appendix B. Supplementary proofs for the arxiv version
We collect in this section some proofs that can be obtained by adapting
proofs present in other references, but given in a different context (and nota-
tion). This section appears only in this arxiv version.
B.1. Integration to the proof of Prop. 3.1. We prove here that, given g
and ϕ as in Prop. 3.1, (15) holds P–a.s. (cf. Lemma B.2).
Following [7, Def. 10.2.I] a sequence (An) of bounded Borel sets in R
d is
called a convex averaging sequence if
(i) each An is convex;
(ii) An ⊂ An+1 for n = 1, 2, . . . ,
(iii) r(An)→∞ as n→∞, where r(A) is the supremum among r ≥ 0 such
that A contains a ball of radius r.
Since by Assumption (A1) P is ergodic we have the following ergodic result [7,
Prop. 12.2.VI]: given a nonnegative Borel function g : Ω0 → [0,∞) and given
a convex averaging sequence (An) it holds
lim
n→∞
1
ℓ(An)
∫
An
dωˆ(x) g(τxω) = mE0[g] P–a.s. , (174)
where ℓ(·) denotes the Lebesgue measure. We point out that [7, Prop. 12.2.VI]
refers to non–marked point processes, but it can be generalized to marked
point processes.
Lemma B.1. Let g : Ω0 → R be a Borel function with E0[g] <∞. Then there
exists a Borel set Bg ⊂ Ω with P(Bg) = 1 such that the following holds for any
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ω ∈ Bg: if A =
∏d
i=1(ai, bi] with ai < bi and ai, bi ∈ Q, then
lim
t→+∞
1
td
∫
tA
dωˆ(x)g(τxω) = mℓ(A)E0[g] . (175)
Proof. We give the proof for d = 2, the general case is similar. Without loss
we can assume g ≥ 0. We first take A =∏2i=1(0, bi] with bi ≥ 0. We have that
(nA) is a convex averaging sequence. In particular, by (174), the limit (175)
holds P–a.s. when restricting to integer numbers t. Since t 7→ ∫
tA
dωˆ(x)g(τxω)
is non–decreasing, it is immediate to recover (175) for general t.
Trivially if (175) holds P–a.s. for A = A1 and for A = A2 with A1 ⊂ A2,
then it holds P–a.s. for A = A2 \A1. As a consequence, if we have 0 ≤ ai < bi,
then (175) holds P a.s. when A is one of the following sets
(0, b1]× (a2, b2] = (0, b1]× (0, b2] \ (0, b1]× (0, a2] ,
(0, a1]× (a2, b2] = (0, a1]× (0, b2] \ (0, a1]× (0, a2] ,
(a1, b1]× (a2, b2] = (0, b1]× (a2, b2] \ (0, a1]× (a2, b2] .
Hence we have proved that (175) holds P–a.s. forA =∏2i=1(ai, bi] if 0 ≤ ai ≤ bi
for i = 1, 2. The same arguments allow to get that (175) holds P–a.s. when A
is any box
∏2
i=1(ai, bi] contained in a quadrant (we say that A is good). Since
any generic box A =
∏2
i=1(ai, bi] can be partitioned into four good boxes, we
get that (175) holds P–a.s. for the box A. Since the boxes A = ∏2i=1(ai, bi]
with rational ai, bi are countable, we get the thesis. 
Lemma B.2. The limit (15) holds for any ϕ ∈ Cc(Rd) and ω ∈ Bmax{g,0} ∩
Bmax{−g,0} (cf. Lemma B.1).
Proof. Without loss, we take g ≥ 0. Since ϕ is uniformly continuous, given
δ > 0 we take ρ ∈ (0, 1) such that the oscillation of ϕ is bounded by δ in any
box with sides of length at most ρ. Let N = N(ϕ) be the smallest integer n
such that the support of ϕ is contained in (−n, n]d. We partition (−N,N ]d
by a finite family of disjoint boxes Ai, i = 1, . . . , k, with sides of length at
most ρ, extremes in Qd and of the form
∏d
i=1(ai, bi]. Call mi := infAi ϕ and
Mi := supAi ϕ. Then, it holds
k∑
i=1
miε
d
∫
Ai
ε
dωˆ(x)g(τxω) ≤
∫
Rd
µεω(x)ϕ(x)g(τx/εω) ≤
k∑
i=1
Miε
d
∫
Ai
ε
dωˆ(x)g(τxω) .
By applying Lemma B.1 we get that, for ω ∈ Bg, the l.h.s. converges as
ε ↓ 0 to [∫
Rd
ϕ(x)mdx + O(mδ(2N)d)
] · E0[g]. The same holds for the r.h.s.
By the arbitrariness of δ we conclude that (15) holds for all ω ∈ Bg and all
ϕ ∈ Cc(Rd). 
B.2. Proof of Lemma 5.7. Let u ∈ H1env be the weak solution of equation
−div∇u+ u = ζ in H1env. This means that, for any v ∈ H1env, it holds∫
∇u∇v dν +
∫
uv dP0 =
∫
ζv dP0 . (176)
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Since H1env is a Hilbert space, by the Lax–Milgram theorem, there exists a
unique weak solution u ∈ H1env. By taking v := u in (176) we get∫
|∇u|2dν +
∫
|u|2dP0 =
∫
ζudP0 . (177)
Hence it holds E0[u
2] ≤ E0[uζ ], which implies (by Schwarz inequality) that
E0[u
2] ≤ E0[ζ2]. We also observe that (176) can be written as∫
(u− ζ)vdP0 = −
∫
∇u∇vdν ∀v ∈ H1env . (178)
Take v bounded and measurable. Then v ∈ H1env. By Lemma 5.4 we get
−
∫
∇u∇vdν =
∫
div (∇u)vdP0 .
Hence, by (178), for each v bounded and measurable it must be
∫
(u−ζ)vdP0 =∫
div(∇u) vdP0. This implies that div(∇u) = u− ζ ∈ L2(P0). Since u ∈ H1env,
by the assumptions on ζ we get that E0[(u − ζ)ζ ] = 0. The last identity
implies that E0[uζ ] = E0[ζ
2] and that 0 ≤ E0[(ζ−u)2] = −E0[u(ζ−u)]. Hence
we have E0[uζ ] = E0[ζ
2] and E0[u
2] ≥ E0[uζ ]. We conclude that E0[u2] ≥
E0[uζ ] = E0[ζ
2]. We have already proved that E0[u
2] ≤ E0[ζ2]. Hence, we get
that E0[u
2] = E0[ζ
2] = E0[uζ ]. Using this last identity in (177) we conclude
that
∫ |∇u|2dν = 0. By (178) and using that ∇u = 0 ν–a.s., for any v ∈ H1env
it holds
∫
uvdP0 =
∫
ζvdP0. By taking v varying among the bounded Borel
functions, we conclude that u = ζ in L2(P0). As u = ζ P0–a.s. and u ∈ H1env
we conclude that ζ = u in H1env and ‖∇ζ‖L2(ν) = ‖∇u‖L2(ν) = 0.
B.3. Proof of Lemma 10.4. We need to prove (81) whenever uε
2
⇀ u. It is
enough to show that, for any sequence εn ↓ 0, there exists a subsequence εkn
such that (81) holds for ε varying in {εkn}. Since {uε} and {vε} are bounded
families in L2(µεω˜), there exists C > 0 such that
∫
Rd
dµεω˜(x)vε(x)uε(x) and∫
Rd
dµεω˜(x)uε(x)
2 are in [−C,C] for ε small enough. By compactness, there
exists a subsequence εkn such that
lim
k→∞
∫
dµεkω˜ (x)vεk(x)uεk(x) = α , lim
k→∞
∫
dµεkω˜ (x)uεk(x)
2 = β , (179)
for suitable α, β ∈ [−C,C]. Given t ∈ R, since vε + tuε 2⇀ v + tu, by Lemma
10.3 we have
lim
k→∞
∫
dµεkω˜ (x) (vεk(x) + tuεk(x))
2 ≥
∫
dP0(ω)
∫
dxm (v+tu)2(x, ω) . (180)
By expanding the square in the l.h.s. and using (87) and (179), we get
2tα+ t2β ≥ 2t
∫
dP0(ω)
∫
dxmv(x, ω)u(x, ω)+ t2
∫
dP0(ω)
∫
dxmu(x, ω)2 .
Dividing by t and afterwards taking the limits t→ 0+ and t→ 0−, we get that
α =
∫
dP0(ω)
∫
dxmv(x, ω)u(x, ω), which corresponds to (81).
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