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Uncertainty is a major factor in power system operations. In recent years, with
the emergence of the smart grid, uncertainty level has been further elevated in
both the generation and demand side of power systems. Increasing uncertainty
exposes the electric grid to potential safety issues and economic loss, thus pos-
ing significant challenges to the grid operations.
Traditionally, power system operations use certainty equivalent approach to
deal with uncertainty, i.e., replacing random variables by their expected val-
ues. With this simplification, the original stochastic optimization is reduced to
a deterministic problem. However, the certainty equivalent method is inade-
quate for the modern electric grid with deep penetration of distributed energy
resources. Due to increasing uncertainty, operations and decision makings need
to incorporate system dynamics over a broad range of temporal and spatial hori-
zons. To this end, this thesis provides a new paradigm for operation under
uncertainty and computationally efficient algorithms based on multiparamet-
ric programming theory. Under this new paradigm, uncertainty is character-
ized by conditional distributions and decisions are made by incorporating such
probabilistic descriptions. To illustrate the new paradigm, we consider two spe-
cific problems. For characterization of system uncertainty, we develop a formal
methodology for probabilistic forecasting of real-time operations and locational
marginal prices. Conditioning on the current system state, we provide a full dis-
tribution of future operations and prices. For operational decision making, we
propose an optimal stochastic approach to interchange scheduling in multi-area
systems. By incorporating the conditional distribution of load and generation,
the optimal interchange is obtained through an iterative process.
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CHAPTER 1
INTRODUCTION
The electric grids are continuously exposed to numerous sources of uncertain-
ties which threaten the grid reliability and safety. In traditional power systems,
the uncertainty mainly exists in future energy consumption and the electric
component outages, such as unit outage, transmission line breakdown, and
breaker faults. In recent years, with the emergence of the smart grid, uncer-
tainty level has been further elevated in both the generation and demand side of
power systems. Variable renewable electricity generation capacity in the United
States has increased considerably. Wind generation capacity, for example, has
increased from 2.6 GW in 2000 to 40 GW in 2010 [39]. This trend will continue in
part because of federal incentives and renewable portfolio standards mandated
in many states. New York, for example, approves the most ambitious clean en-
ergy standard mandating 50% of power from renewables by 2030 [6].
Increasing renewable energy penetration poses significant challenges to the
grid operations. The difficulty associated with integrating variable sources of
electricity stems from the fact that the output of such generation is highly uncer-
tain and uncontrollable. Since the balance between electricity supply and demand
must be maintained at all times, renewable energy fluctuation forces the opera-
tor to adjust conventional generation to compensate. Take the example of solar
panels. The famous “duck curve”, shown in Figure 1.1, presents sharp ramps
and frequent fluctuations in net load caused by solar power generation. On a
daily basis, fluctuations caused by sunrise and sunset requires subtle resource
schedule. On an hourly basis, variability caused by clouds can make it difficult
1
Figure 1.1: CAISO net load curve on March 31, 2013.
for the grid operator to predict how much electricity is required to compensate
sudden solar generation shortfalls or excesses. It should be noted that the duck
curve only shows system dynamics at the aggregate level, the actual spatial and
temporal complexity is much higher than what we observe from Figure 1.1.
One of the main implications of duck curve is that the traditional approach,
i.e., certainty equivalent method, is inadequate to deal with the current level of
uncertainty in the modern grid. A new paradigm is needed to incorporate the
actual distributed dynamics into system operations. Under this new paradigm,
stochastic models have to be used to describe the uncertainty in a probabilistic
way. New solution approaches to operations and decision makings need to be
developed with the consideration of probabilistic description of system uncer-
tainty.
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In this thesis, we present a new paradigm with the characterization of sys-
tem uncertainty and model-specific solution approaches to system operations.
A multiparametric programming approach is taken to solve problems related
to optimization under uncertainty in power systems. A broad set of interrelated
decisions in system operations can be formulated as this type of optimization
problems. In particular, two specific problems are considered: (1) probabilistic
forecasting of real-time electricity price and operations and (2) stochastic inter-
change scheduling in multi-area power systems. The former provides a proba-
bilistic description of electricity prices and the latter develops solution approach
by incorporating the conditional distribution of the random prices. Both prob-
lems share the same ingredient — optimization of power flow with the presence
of system and operation uncertainty. For each problem, we identify parameters,
formulate multiparametric programs, and solve them in a computationally effi-
cient way using optimization techniques and learning theory.
1.1 Multiparametric Programming
Multiparametric programming is a technique that, in an optimization frame-
work with a number of bounded parameters affecting the solution, obtains the
exact mapping of the optimal solution from the parameter space. The optimal
solution mapping consists of
1. the objective function and the decision variables (of both primal and dual
problems) as functions of the parameters, and
3
Figure 1.2: Geometric illustration for affine mappings.
2. the space of parameters (known as critical regions) where these functions
are valid.
The optimization can then be replaced by its optimal solution mapping and
the optimal solution for a given value of the parameters can be computed ef-
ficiently by performing simple function evaluations, without solving the original
program. This thesis mainly focuses on the multiparametric linear programming
for linear programs and multiparametric quadratic programming for strictly
convex quadratic programs. A key result of the multiparametric linear pro-
grams and multiparametric quadratic programs is that the optimal solution is
an affine function of the parameter within a critical region as shown in Fig-
ure 1.2.
For problems of optimization under uncertainty, a parametric framework is
proposed by treating system random variables as parameters where suitable
stochastic models are used to describe system uncertainty. By exploiting ex-
plicitly the optimal solution structure, the problem of collecting statistics on the
space of continuous probability distributions of random parameters is reduced to
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that on the space of finite discrete probability distributions on a set of critical re-
gions. Since each critical region is associated with a unique affine function that
maps the parameter to the optimal solution, there is no need to repetitively solve
the original optimization problem for each realization of the random variable.
1.2 Probabilistic Forecasting of Real-Time Locational Marginal
Price and Network Congestion
We consider the problem of short-term forecasting of locational marginal price
(LMP) and transmission congestion in a deregulated electricity market. Accu-
rate forecasts are desirable for both market participants and system operators.
For market participants, forecast of real-time prices is valuable in risk man-
agement, bidding strategy and demand side participation. The forecast price
signal allows market participants make adjustments in advance to ensure eco-
nomic transactions. In particular, if the forecast price at a future time is high due
to, for example, the anticipated high level of demand, larger consumers or de-
mand response participants could reduce their future consumption. Similarly, a
high future price forecasts also motivate generations from suppliers.
For system operators, forecast of transmission congestion is important in
congestion management, system planning and operation. Congestion manage-
ment involves precautionary as well as remedial action on system operator’s
side. The forecast of congestion patterns indicates possible future system con-
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ditions in which system operators can take reasonable actions accordingly. Eu-
ropean transmission system operators, for instance, use Intraday Congestion
Forecast (IDCF) to improve real-time security assessment [1][2].
On the other hand, LMP forecasts can also be helpful in congestion allevi-
ation. A price spike usually happens with the presence of congestion. System
operators can use its forecast as a signal to motivate consumers to adjust their
usage, which in turn benefits the grid reliability. Currently, there are some sys-
tem operators providing real-time price forecasts. The Electric Reliability Coun-
cil of Texas (ERCOT) [22] offers a 1 hour ahead real-time LMP forecast, updated
every 5 minutes. The Alberta Electric System Operator (AESO) [9] provides two
near-term price forecasts with prediction horizons of 2 hours ahead and 6 hours
ahead.
An accurate forecast of congestion and price can also contribute to the effi-
ciency and competitiveness of the electricity market. To improve market effi-
ciency, demand response programs are being used by system operators as re-
source options for balancing supply and demand. For real-time price-based de-
mand response, the real-time LMP forecast is the foundation. Such forecasts can
also make the market more competitive by affecting real-time bidding strate-
gies. For example, in order to enter the market, suppliers tend to reduce their
cost during those periods when future prices are relatively high. This incentive
leads to a reduction of overall cost during peak times.
Since real-time LMP is stochastic in nature and may be highly volatile, its
forecast is most useful to decision makers if the forecast not given as a spe-
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cific value (i.e. the point forecast) but the probability distribution of all possible
prices. This motivates the need of developing probabilistic forecasting method-
ologies for real-time LMP. Similarly, a probabilistic forecast of congestion pat-
tern provides richer information for system operators.
There are significant technical challenges of probabilistic forecast of real-time
congestion and LMPs. First, there needs to be an reasonably accurate model for
the real-time dispatch and LMP from which probabilistic forecast can be de-
rived. Second, there needs to be a way to incorporate real-time network oper-
ating conditions and uncertainties. Finally, the forecast algorithm needs to be
reasonably simple with as much computation performed off-line as possible.
These challenges are daunting if the forecaster is merely a market participant
without access to network operating conditions and network parameters. On
the other hand, if it is the system operator performing the forecast, as in the
case of ERCOT or AESO, the barrier to efficient and accurate forecast is signifi-
cantly reduced.
The real-time LMP and congestion forecasting problem from an operator
perspective is considered in Chapter 3. We focus on probabilistic forecasting
that, at time t, provides the conditional probability distribution at time t + T of
the LMP vector and associated congestion, given the system state at time t.
The key idea behind the proposed approach is the use of multiparametric
programming that partitions the uncertainty space into critical regions with
each region attached to a unique LMP and congestion pattern. Thus, the prob-
lem of probabilistic forecasting reduces to computing the probabilities of ran-
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dom parameters falling in the set of critical regions. When loads or generations
(treated as negative loads) are random, their forecasts are incorporated to gener-
ate probabilistic LMP and congestion forecasts. Computationally, the proposed
method shifts a majority of the computation offline, which significantly reduces
online computational cost.
An alternative algorithm that dynamically generates critical regions is also
proposed. Because load and stochastic generation processes are physical pro-
cesses, they are bounded and tend to concentrate around their mean trajectories.
Their realizations thus only fall in a few critical regions instead of all over the
entire space. By generating the critical regions that contain such realizations, the
computational cost is reduced by several orders of magnitude comparing with
standard Monte Carlo techniques.
1.3 Multi-Area Interchange Scheduling
Since the restructuring of the electric power industry, independent system oper-
ators (ISOs) and regional transmission organizations (RTOs) have been created
to operate power grids defined by certain geographical boundaries as shown
in Figure 1.3. Within each control region, a centralized market is administered
by the operator who collects supply offers and demand bids, determines mar-
ket clearing prices, and settles auctions for producers and consumers. On the
boundary, trades between two regions are jointly determined by both opera-
tors to ensure their physical deliveries. Such inter-regional trades enable mar-
ket participants to buy electricity from one region and sell it to the other, and
8
Interchange
Figure 1.3: ISOs, RTOs and interchange1.
allow low-cost external resources to compete with internal resources to serve
consumers.
If there were no trading barrier across two neighboring areas, there would
have been a seamless market as a whole, approximating a single larger mar-
ket. In practice, however, the so-called seams between neighboring operating
regions do exist, which is manifested by the counter-intuitive flows that export
1Source: Sustainable FERC Project — ISO RTO Operating Regions.
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power from high cost to low cost regions. Another symptom of seams is the
under-utilization of the interface transfer capacity when more power could have
been exported from a low cost region to a high cost one.
The current industrial approach is a market-based solution that sets the net
interchange2 based on bids and offers submitted by market participants under
a set of complicated rules and procedures. In [47], the analysis of the seams
issues between New York ISO and ISO New England shows that the economic
loss due to seams for the New York and New England customers is estimated
at the level of $784 million from 2006 through 2010.
The authors of [47] point out that the latency between the scheduling of inter-
change and the actual power delivery is a major cause of inefficiency. Typically,
the net interchange is set by a market clearing process in which external trans-
action offers and bids are submitted far ahead of the time of power transfer.
Consequently, the interchange determined in advance may not reflect the actual
system conditions. This situation is likely to be exacerbated with the greater
integration of renewables.
A second factor that causes inefficiency is the lack of coordination between
neighboring ISOs in their respective clearing processes of bids and offers from
external market participants. This suggests that considerable gain in perfor-
mance may be realized by a process that schedules the interchange based on the
minimization of overall system cost.
2By the net interchange we mean the total power transferred from one region to another over
the boundary.
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An optimal interchange scheduling in the presence of system and operation un-
certainty is first proposed for two-area single interface systems in Chapter 4. In
particular, a two-stage stochastic optimization is formulated to minimize the
expected overall system cost. The proposed optimization framework takes into
account random fluctuations of load and renewable generation in the system.
Because directly solving the stochastic optimization is intractable (with con-
tinuous uncertainty), the stochastic problem is transformed into an equivalent
but deterministic optimization. This transformation allows us to generalize the
deterministic solution (the current industrial practice) by intersecting the ex-
pected demand and supply functions of interchange, therefore avoiding repeti-
tive computation and iterative information exchange between operators.
The generalization of the single interface scheduling problem is then made
to the case involving a network of operating areas, each having multiple inter-
faces with its neighbors. A new scheduling technique based on the classical
idea of coordinate descent method is proposed in [34]. The main idea is to iter-
ate over all interfaces, one at a time, minimizing the overall system cost under
uncertainty. In each iteration, a single interface optimization is solved by pro-
jecting the current solution to a particular coordinate representing a particular
interface flow.
Two types of interchange scheduling are considered: (i) the synchronous
scheduling and (ii) the asynchronous scheduling. The former requires all ar-
eas operated under the same scheduling clock whereas the latter allows every
pair of operating areas setting their interfaces independently of others. The op-
timality and convergence are guaranteed under nominal assumptions for both
11
synchronous and asynchronous algorithms. To the best knowledge, there is no
existing results on this problem in the open literature.
1.4 Summary of Contributions
In this thesis, we present a new paradigm for power operations under uncer-
tainty. A stochastic approach to various real-time operation problems is pro-
posed based on the theory of multiparametric programming. For each problem,
we identify parameters, formulate multiparametric programs, and solve them
in a computationally efficient way using additional optimization techniques
and learning theory.
The main contributions of this thesis are summarized below.
1. A new paradigm for system operations is presented with two key com-
ponents: characterization of uncertainty and model-specific solution ap-
proach by incorporating probabilistic descriptions of randomness.
2. A fundamental multiparametric programming framework is proposed for
problems of optimization under uncertainty in the real-time operations.
3. A first attempt is made to develop a formal electricity price forecasting
methodology used by a system operator with the goal of facilitating ac-
tionable information for the system operator and market participants. This
probabilistic forecasting technique has the following desirable features.
• Informative: provide joint and marginal distributions of nodal price.
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• Flexible: can be applied to various models and incorporate different
types of randomness.
• Efficient: satisfy the computational need on minute basis.
• Scalable: demonstrate the performance on a real-world-size power
network.
4. An optimal stochastic interchange scheduling algorithm is proposed for
multi-area multi-interface systems based on the current industrial prac-
tice.
1.5 Thesis Outline
The thesis is structured as follows.
The first part of the thesis is an introduction to multiparametric program-
ming. In this thesis, parametric programming is the main technique used to
characterize the impact of system uncertainty on the real-time operation in the
electric grid. Specifically, a parametric framework is proposed for economic
dispatch in which the system random variables are formulated as parameters.
The optimal solution structures are explicitly exploited as algebraic functions of
random variables. This parametric framework and optimal solution structures
constitute the basic tools for operations under uncertainty in the electric grid.
In the second part of the thesis we focus on probabilistic forecasting of real-
time LMP and network congestion. A new probabilistic forecasting technique is
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proposed based on a multiparametric programming formulation that partitions
the uncertainty parameter space into critical regions from which the conditional
probability distribution of the real-time LMP/congestion is obtained. The pro-
posed method incorporates load/generation forecast, time varying operation
constraints, and contingency models. By shifting the computation associated
with multiparametric programs offline, the online computational cost is signif-
icantly reduced. An online forecasting technique by generating critical regions
dynamically is also proposed, which results in several orders of magnitude im-
provement in the computational cost over standard Monte Carlo methods.
In the third part of the thesis we focus on the multi-area interchange schedul-
ing under uncertainty. An interchange scheduling technique based on a two-
stage stochastic minimization of expected operating cost is proposed. The mul-
tiparametric framework is used in the second stage by formulating interchange
and random load and generation as parameters. To solve the stochastic opti-
mization for optimal interchange, an equivalent problem that maximizes the
expected social welfare is formulated for each separate scheduling interface.
The proposed technique leverages the operator’s capability of forecasting lo-
cational marginal prices and obtains the optimal interchange schedule without
iterations among operators.
For the scheduling problem in a multi-area multi-interface system, an itera-
tive algorithm is also proposed based on the coordinate descent method. In par-
ticular, the proposed algorithm iteratively optimizes the interface flows using a
multidimensional demand and supply functions. Optimality and convergence
are guaranteed for both synchronous and asynchronous scheduling under nom-
14
inal assumptions.
We conclude this thesis in the last chapter.
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CHAPTER 2
MULTIPARAMETRIC PROGRAMMING
Parametric programming is a type of mathematical optimization, where the op-
timization problem is solved as a function of one or multiple parameters. In
contrary to sensitivity analysis, which characterizes the change of the solution
with respect to small perturbations of the parameters, parametric programming
systematical analyzes the effect of uncertainty and variability in mathematical
programming problems.
In general, parameters may reside in the objective function or (and) the con-
straints of an optimization. In this thesis, we focus on a special type of para-
metric programs — the right-hand side multiparametric programs with linear
constraints.
In this chapter, we introduce the key concepts and main results of mul-
tiparametric programming which provide the theoretical foundations for the
proposed parametric framework. The definitions and theoretical results follow
chapter “Multiparametric Programming: a Geometric Approach” in [16].
2.1 Problem Formulation and Critical Region
Consider a general right-hand side multiparametric program as follows:
min
x
z(x) subject to Ax ≤ b + Eθ (y) (2.1)
16
where x is the decision vector, θ the parameter vector, z(·) the cost function, y
the Lagrangian multiplier vector, and A, E, b are coefficient matrix/vector with
compatible dimensions.
We denote Θ the region of parameters such that the mathematical program
(2.1) is feasible. For any given θ ∈ Θ, let z∗(θ), X∗(θ) and Y∗(θ) be the optimal
objective value, the set of optimal primal solutions and the set of optimal dual
solutions in problem (2.1) for θ.
In general, there may exist multiple optimal solutions to (2.1). In this thesis,
we focus on the special case where the optimization (2.1) has a unique optimal
primal solution and a unique optimal dual solution for each parameter value
θ. The uniqueness can be guaranteed by the assumption that problem (2.1) is
neither primal degenerate nor dual degenerate for all θ ∈ Θ. The definition of
primal and dual degeneracy is given below.
Definition 1. ([16], p. 25, 32) For any given θ ∈ Θ, the mathematical program (2.1) is
said to be primal degenerate if there exists a x∗(θ) ∈ X∗(θ) such that the number of active
constraints at the optimizer is greater than the dimension of parameter θ.
Definition 2. ([16], p. 26, 32) For any given θ ∈ Θ, the mathematical program (2.1) is
said to be dual degenerate if its dual problem is primal degenerate.
The multiparametric programming analysis builds on the concept of critical
region. A critical region is a set of the parameters space where the local condi-
tions for optimality of a multiparametric program remain unchanged.
Definition 3. ([16], p. 112) Let J denotes the set of constraint indices in (2.1). For any
subset I ⊆ J, let AI and EI be the corresponding submatrices of A and E, respectively,
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consisting of rows indexed by I. An optimal partition of the index set J associated with
parameter θ ∈ Θ is the partition (I(θ), Ic(θ)) where
I(θ) , {i ∈ J|Aix∗(θ) = b + Eiθ, for all x∗(θ) ∈ X∗(θ)},
Ic(θ) , {i ∈ J|Aix∗(θ) < b + Eiθ, for some x∗(θ) ∈ X∗(θ)}.
Definition 4. ([16], p. 112) For a given θ0 ∈ Θ, let (I0, Ic0) , (I(θ0), Ic(θ0)). The critical
region related to the index set I0 is defined as
ΘI0 , {θ ∈ Θ|I(θ) = I0},
which is the set of all parameters θ ∈ Θ with the same active constraint set I0 at the
optimum of problem (2.1).
By Definition 3, the optimal partition specifies two sets of constraints: one
set is a combination of active constraints at the optimum of problem (2.1) and
the other inactive. By Definition 4, a critical region is essentially a subset of the
parameter space Θ on which a certain set of constraints is active at the optimum
of problem (2.1).
The multiparametric programming determines the optimal solution struc-
ture of problem (2.1) consisting of
1. the feasible parameter space Θ and its critical region partition {Θi},
2. the optimal objective function z∗(θ), the optimal primal solution1 x∗(θ), and
the optimal dual solution y∗(θ) as functions of the parameter θ ∈ Θ.
In this thesis, we concentrate on multiparametric linear programs (MPLPs)
and multiparametric quadratic programs (MPQPs).
1If there are multiple optimizers, only one of them x∗(θ) ∈ X∗(θ) is determined.
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2.2 Multiparametric Linear Programming
Consider the special case of the multiparametric program (2.1) where the objec-
tive is linear
min
x
cᵀx subject to Ax ≤ b + Eθ. (y) (2.2)
Theorem 1 ([16], p. 118). Given a parameter θ0, let (I0, Ic0) be the optimal partition of
the index set J of MPLP (2.2) associated with θ0. Let AI0 , EI0 and bI0 be, respectively,
the submatrices of A, E and subvector of b corresponding to the index set I0. Let AIc0 , EIc0
and bIc0 be similarly defined for the index set I
c
0. Assume that MPLP (2.2) is neither
primal nor dual degenerate for all θ ∈ Θ. Denote the critical region that contains θ0 by
ΘI0 .
1. The critical region ΘI0 is given by
ΘI0 =
{
θ
∣∣∣AIc0A−1I0 (bI0 + EI0θ) < bIc0 + EIc0θ} . (2.3)
2. The optimal primal solution function x∗(θ) for θ ∈ ΘI0 is given by
x∗(θ) = A−1I0 (bI0 + EI0θ) (2.4)
and the optimal dual solution function y∗(θ) for θ ∈ ΘI0 is given by
y∗(θ) = y∗(θ0). (2.5)
3. The optimal objective function z∗(θ) or θ ∈ ΘI0 is given by
z∗(θ) = cᵀA−1I0 (bI0 + EI0θ). (2.6)
Proof. See Appendix A.1.1. 
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Theorem 1 summarizes the local property of the optimal solutions in a criti-
cal region. In particular, each critical region is an open polyhedron in the form
of 2.3. The optimal primal solution and the objective function appear to be an
affine function of the parameter and the dual solution remains constant within
each critical region.
The global property of MPLP over the entire feasible space Θ∗ is summarized
in the following theorem.
Theorem 2 ([16], p. 126). The optimal objective function z∗(θ) is convex and piecewise
affine over Θ (and in particular affine in each critical region Θi).
If the optimizer x∗(θ) is unique for all θ ∈ Θ, then the optimizer function x∗(·) is
continuous and piecewise affine. Otherwise it is always possible to define a continuous
and piecewise affine optimizer function x∗(θ) ∈ X∗ for all θ ∈ Θ.
Proof. See Appendix A.1.2. 
2.3 Multiparametric Quadratic Programming
Consider the special case of the multiparametric program (2.1) where the objec-
tive is quadratic and strictly convex
min
x
1
2 x
ᵀHx subject to Ax ≤ b + Eθ. (y) (2.7)
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where H is assumed to be positive definite2
Theorem 3 ([16], p. 132). Given a parameter θ0, let (I0, Ic0) be the optimal partition
of the index set J of (2.2) associated with θ0. Let AI0 , EI0 and bI0 be, respectively, the
submatrices of A, E and subvector of b corresponding to the index set I0. Let AIc0 , EIc0
and bIc0 be similarly defined for the index set I
c
0. Assume that MPQP (2.7) is neither
primal nor dual degenerate for all θ ∈ Θ. Denote the critical region that contains θ0 by
ΘI0 .
1. The critical region ΘI0 is given by
ΘI0 = {θ|θ ∈ Pp
⋂
Pd} (2.8)
where Pp and Pd are polyhedra defined by
Pp =
θ
∣∣∣∣∣∣∣∣∣
AIc0H
−1Aᵀ
I0
(AI0H
−1Aᵀ
I0
)−1(bI0 + EI0θ)
< bIc0 + EIc0θ

Pd = {θ|(AI0H−1AᵀI0)−1(bI0 + EI0θ) ≤ 0}.
2. The optimal primal solution function x∗(θ) for θ ∈ ΘI0 is given by
x∗(θ) = H−1Aᵀ
I0
(AI0H
−1Aᵀ
I0
)−1(bI0 + EI0θ) (2.9)
and the optimal dual solution function y∗(θ) for θ ∈ ΘI0 is given by
y∗I0(θ) = −(AI0H−1AᵀI0)−1(bI0 + EI0θ), y∗Ic0(θ) = 0. (2.10)
3. The optimal objective function z∗(θ) for θ ∈ ΘI0 is given by
z∗(θ) =
1
2
(x∗(θ))ᵀHx∗(θ) (2.11)
where x∗(θ) is given by (2.9).
2Note that a more general problem z(x) = 12 x
ᵀHx + hᵀx can always be transformed into an
MPQP of form (2.7) by using the variable substitution x′ = x + H−1h.
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Theorem 3 summarizes the local property of the optimal solutions to the
MPQP (2.7) in a critical region. In particular, each critical region is an open
polyhedron in the form of 2.8. The optimal primal and dual solutions are affine
functions of parameters. The objective function is a quadratic function of pa-
rameters.
The global property of MPQP over the entire feasible space Θ∗ is summarized
in the following theorem.
Theorem 4 ([16], p. 136). The optimizer function x∗(θ) is ccontinuous and piecewise
affine over Θ (and in particular affine in each critical region Θi). The optimal objective
function z∗(θ) is continous, convex and piecewise quadratic over Θ.
If the MPQP (2.7) is not degenerate, the optimal dual solution y∗(θ) is continuous
and piecewise affine over Θ (and in particular affine in each critical region Θi). The
optimal objective function z∗(θ) is continuously differentiable.
The key idea of the proposed multiparametric framework is to have the re-
sult of the optimization pre-computed and stored for each parameter in the form
as an algebraic function which can be easily evaluated. In other words, the opti-
mal solution of the parameter is explicitly determined and not just implicitly as
the result of an optimization problem. To this end, the optimal mappings of the
solutions to parameters summarized in Theorem 1-4 constitute the basic results
for the applications to the real-time operations under uncertainty.
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2.4 Literature Review
In this section, we provide a brief literature review on approaches to multipara-
metric programs in the form of (2.2) or (2.7). For a more general reference, see
[16, 24, 25, 43, 13].
The first method for solving parametric linear programs was proposed by
Gass and Saaty [26], and since then extensive research has been conducted to
sensitivity and (multi)-parametric linear analysis. One of the first methods for
solving MPLPs was formulated by Gal and Nedoma [23]. In [23], a critical re-
gion is defined as a subset of the parameter space on which a certain basis of
the linear program is optimal. The method proposed in [23] constructs the non-
overlapping critical regions iteratively, by visiting the graph of bases associated
with the linear program tableau of the original problem.
The geometric approach presented in this thesis was first proposed in [8]
for linear programs with a single parameter and generalized to the case with
multiple parameters in [15]. In this approach, the definition of critical regions
is not associated with the bases but with the set of active constraints. In [14], a
simple method for solving MPQPs is presented. The method constructs a critical
region in a neighborhood of a given parameter, by using the KarushKuhnTucker
conditions for optimality, and then recursively explores the parameter space
outside such a region.
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CHAPTER 3
PROBABILISTIC FORECASTING OF REAL-TIME LMP AND NETWORK
CONGESTION
3.1 Introduction
As more renewable resources are integrated into the power system, and the
transmission system operates closer to its capacity, congestion conditions be-
come less predictable and locational marginal prices (LMPs) more volatile. The
increased congestion and LMP uncertainties pose significant challenges to the
operator and market participants, which motivates us to consider the problem
of short-term forecasting real-time LMP/congestion in the presence of genera-
tion, demand, and operation uncertainties.
The benefit of accurate LMP and congestion forecasts is twofold. For market
participants, accurate forecast of real-time prices is valuable in risk manage-
ment, bidding strategy development, and demand side participation. The fore-
casted prices allow market participants to make adjustments in advance to en-
sure competitive transactions. For system operators, on the other hand, forecast
of transmission congestion is important for congestion management and system
planning. European transmission system operators, for instance, use Intraday
Congestion Forecast (IDCF) to improve real-time security assessment[11]. Intu-
itively, an LMP forecast should elicit generation participation at times of poten-
tial shortage thus alleviating future congestions. Similarly, an LMP forecast can
be used for demand response that results in shifting part of the load from peak
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to valley.
Currently, some system operators are providing real-time price forecasts.
The Electric Reliability Council of Texas (ERCOT) [22] offers a 1-hour ahead
real-time LMP forecast, updated every 5 minutes. The Alberta Electric System
Operator (AESO) [9] provides two short-term price forecasts with prediction
horizons of 2 hours and 6 hours, respectively.
Most LMP forecasting schemes provide only point forecast, which gives a sin-
gle quantity as the prediction. For systems with high levels of uncertainty, a
point forecast is rarely accurate, and impacts of prediction error are difficult to
quantify. A more attractive alternative is a probabilistic forecast that provides a
full characterization of the LMP distribution.
Significant technical challenges exist for probabilistic forecasting real-time
LMP and congestion. First, reasonably accurate models for real-time dispatch
and LMP are needed. Second, network operating conditions and uncertainties
need to be incorporated in real time. Finally, the forecasting algorithm needs to
be simple and scalable for sufficiently large systems.
These challenges are daunting for market participants who do not have ac-
cess to network operating conditions and confidential information on bids and
offers that influence LMPs. On the other hand, if it is the system operator pro-
viding the forecast, as in the case of ERCOT or AESO, the barrier to efficient and
accurate forecast is lowered.
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3.1.1 Summary of Contributions
In this chapter, we consider the real-time LMP and congestion forecasting prob-
lem from an operator perspective. We focus on probabilistic forecasting that, at
time t, provides the conditional probability distribution at time t+T of the LMP
vector and associated congestion, given the system state at time t. Here T is
referred to as the prediction horizon which is considered in the range of T from
1 to 6 hours for short-term forecasts.
The key idea behind the proposed approach is the use of multiparametric
programming that partitions the uncertainty space into critical regions with
each region attached to a unique LMP and congestion pattern. Thus, the prob-
lem of probabilistic forecasting reduces to computing the probabilities of ran-
dom parameters falling in the set of critical regions. When loads or generations
(treated as negative loads) are random, their forecasts are incorporated to gen-
erate probabilistic LMP and congestion forecasts.
The proposed technique also provides several new features not present in
existing methods. For example, it can incorporate system contingency models
and allow system constraints to vary with time. The latter feature is relevant be-
cause network topology and thermal limits may be changed in real time by the
system operator depending on operating conditions. In terms of the generation
cost, the proposal can be applied to a linear (or piece-wise affine) function and a
quadratic function. Computationally, the proposed method shifts a majority of
the computation offline, which significantly reduces online computation cost.
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An alternative algorithm that dynamically generates critical regions is also
proposed. Because load and stochastic generation processes are physical pro-
cesses, they are bounded and tend to concentrate around their mean trajecto-
ries. Their realizations thus only fall in a few critical regions instead of all over
the entire space. By generating the critical regions that contain such realizations,
the computation cost is reduced by several orders of magnitude comparing with
standard Monte Carlo techniques.
3.1.2 Related Work
Much of the existing work deals with point forecasts of LMP by market partici-
pants who do not have access to real-time operating conditions and confidential
offers and bids. For these techniques, historical data on LMP, load, and con-
gestions drive the forecasting engine. Literature on these techniques abounds.
See [46] and references therein. For probabilistic forecasting techniques by mar-
ket participants, see approaches in Global Energy Forecasting Competition 2014
[27].
There are several prior studies on LMP/congestion forecasting from the sys-
tem operator perspective. The proposed technique in [40] employs an online
Monte Carlo sampling technique that, for each Monte Carlo sample, solves
an optimal power flow (OPF) problem, which is computationally expensive.
Monte Carlo technique was also used in [33] where a reduction of the random
variable dimension is made using a nonhomogeneous Markov chain model
based on a partition of the system state space.
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A particularly relevant prior work is [50] where the authors consider the
problem of LMP/congestion forecasting from the vantage point of an external
observer who has access to publicly available historical data only. Our work, in
contrast, considers the forecasting problem from the vantage point of a system
operator who has access to the system operating condition at the time of fore-
casting. In terms of forecasting methodology, the main difference between our
approach and that in [50] lies in the different uses of conditioning in evaluating
the conditional probability distribution of LMP/congestion.
The authors of [50] introduce and exploit the decomposition of a multi-
dimensional load space into critical regions (called system pattern regions) that
are estimated using historical data1. The work in [50] aims to address the fol-
lowing issue: Given a possible future point L in a multi-dimensional load space,
what is the probability distribution of the estimated critical regions that con-
tain L? Since each critical region corresponds to a specific LMP/congestion,
the technique in [50] gives a heuristic estimate of the probability distribution of
LMP/congestion by conditioning on load L at some future point in time.
In contrast to [50], our objective is to forecast directly the probability distri-
bution of future LMP/congestion, conditional on the current system operating point.
Because a system operator has access to all private and public information about
system conditions, the critical regions are computed exactly via a multipara-
metric program. This allows us to incorporate load and generation forecasts
and obtain the (conditional) probability distribution of future LMP/congestion
directly.
1The estimated critical regions are therefore random quantities.
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3.2 Real-Time Operation Models and Locational Marginal
Price
Most wholesale electricity markets [3, 4, 5] consist of day-ahead and real-time
markets. The day-ahead market enables market participants commit to buy or
sell wholesale electricity one day before operation, and the real-time market bal-
ances the difference between day-ahead commitment and the actual real-time
demand and production. In this chapter, we focus on real-time operation mod-
els. In particular, we consider two real-time markets: one is the energy-only
market; the other is the co-optimized energy-reserve market.
3.2.1 Energy Only Market
In the energy-only market, the operator sets generation adjustments by solving
a DCOPF problem in which the one-step ahead real-time net load is balanced
subject to system constraints [42]. By “net load” we mean the total electrical load
plus interchange minus the renewable generation. For simplicity, we assume
that each bus has a generator and a load. The DCOPF problem for the operation
at time t is defined by the following optimization:
min
g
cᵀg
subject to
1ᵀ(g − dt) = 0 (λt)
−F+ ≤ S (g − dt) ≤ F+ (µ+t , µ−t )
G− ≤ g ≤ G+
(3.1)
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where
c real-time generation cost function;
dt vector of one-step net load forecast at time t;
g vector of ex-ante dispatch at time t;
F+/F− vector of max/min transmission capacities;
G+/G− vector of max/min generator capacities;
S shift factor matrix;
λt shadow price for the energy balance constraint at time t;
µ+t /µ
−
t shadow prices for max/min transmission constraints at time t.
The stochastic generation referenced above can be of any form of renew-
able integration including renewable energy generation, distributed generation,
and demand response. Here we assume that such stochastic generation is non-
dispatchable with possible curtailment.
The real-time LMP pit at time t is calculated from the (dual) solutions of (3.1)
as the sum of the energy and congestion prices
pit = λt1 − S ᵀµ+t + S ᵀµ−t . (3.2)
From (3.2), we note that the LMP is determined by the marginal generator
through λ and the congestion pattern through µ+ and µ−. By a congestion pattern
we mean a set of congested transmission lines where power flows have reached
their limits and a set of uncongested lines. The forecasting of congestion pattern
is a sub-problem of the forecasting of LMP.
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3.2.2 Joint Energy and Reserve Market
In the joint energy and reserve market, dispatch and reserve are jointly deter-
mined via a linear program that minimizes the overall cost subject to operating
constraints. In the co-optimized energy and reserve market, system-wide and
locational reserve constraints are enforced by the market operator to procure
enough reserves to cover the first and the second contingency events. We adopt
the co-optimization model in [49] as follows:
min
g,r,s
∑
i
(
cgi gi +
∑
jcri, jri, j
)
+
∑
uc
p
u slu +
∑
vc
p
v ssv
subject to
1ᵀ(g − d) = 0 (λ)
−F+ ≤ S (g − d) ≤ F+ (µ+, µ−)∑
i
∑
jδ
u
i, jri, j + (I
+
u − Iu) + slu ≥ Qlu,∀u (αu)
Iu =
∑
i
∑
k∈IuS ik(gi − di)∑
i
∑
jδ
v
i, jri, j + s
s
v ≥ Qsv,∀v (βv)
G−i ≤ gi ≤ G+i −
∑
jri, j,∀i
gˆt−1 − ∆− ≤ g ≤ gˆt−1 + ∆+
0 ≤ r ≤ R+
slu, s
s
v ≥ 0,∀u, v
(3.3)
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where
cgi cost for generation at bus i;
cri, j cost for reserve type j at bus i;
cpu/v penalty for reserve deficit of local constraint u or system constraint v;
d vector of net load;
g vector of generation;
gˆt−1 vector of generation estimate at time t − 1;
ri, j generation reserve of type j at bus i;
sl/ss vector of local/system reserve deficit;
Iu interface flow for local reserve constraint u;
I+u interface flow limit for local reserve constraint u;
Ql/Qs vector of local/system reserve requirement;
R+ vector of ramp capacities;
∆+/∆−vector of upward/downward ramp limits;
αu shadow price for local reserve requirement u;
βv shadow price for system reserve requirement v;
λ shadow price for the energy balance constraint;
µ+/µ− shadow prices for max/min transmission constraints;
δxi, j binary value that is 1 when reserve j at bus i belongs to constraint x.
Similar to the definition of LMP in energy only market, the real-time LMP in
the joint energy and reserve market is defined as
pienergy = λt1 − S ᵀµ+t + S ᵀµ−t +
∑
u
∑
k∈Iu
S ikαu, (3.4)
and the reserve clearing price of each reserve product j at bus i is defined as
pireservei, j =
∑
u
δui, jαu +
∑
v
δvi, jβv. (3.5)
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3.2.3 Parametric Formulation of Economic Dispatch
Our presentation of real-time operation models highlights a parametric formu-
lation that treats random elements in the system such as renewable generation,
demands, etc., as parameters that vary from time to time and realization to re-
alization.
In the energy only market, the optimization (3.1) can be viewed as a paramet-
ric DCOPF with parameter θ = dt. In the joint energy and reserve market, the
co-optimization (3.3) can also be viewed as a parametric DCOPF with parameter
θ = (dt, gˆt−1) that is realized prior to the co-optimization. This viewpoint plays
a critical role in our approach, because each critical region of θ is associated
with a unique LMP vector and a particular congestion pattern according to the
multiparametric linear programming. When we solve the parametric DCOPF
offline, the distribution of real-time LMP and congestion pattern can be directly
obtained from the distribution of net load.
In the following, we will use the energy only market model to illustrate the
probabilistic forecasting. The energy price and reserve clearing price derived
from the co-optimization (3.3) can also be predicted using the same approach.
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3.3 Probabilistic Forecasting Algorithm
Probabilistic forecasting, in contrast to point forecasting, aims to provide the prob-
ability distribution of a future LMP. In particular, given the estimated system
operating point at time t and load and generation forecasts, the probabilistic
forecast at time t of the LMP at time t + T is given by the conditional probabil-
ity distribution ft+T |t of the LMP vector. Entries of the LMP vector are LMPs at
individual buses in the system. Since each congestion pattern can be mapped
from an LMP vector, we only discuss the probabilistic forecasting of LMP here;
the probability distribution of congestion pattern can be obtained from that of
LMP.
The key to probabilistic LMP forecasting is to capture spatial and temporal
dependencies. Spatial correlations among LMPs arise naturally from the op-
timization that governs the real-time dispatch. Temporal correlations, on the
other hand, are the results of time dependencies in load/generation forecasts.
The system randomness may also include occurrences of random contingen-
cies. In this section, we first give a baseline forecasting algorithm. Details on
addressing these dependencies are then discussed.
3.3.1 Baseline
The basic idea of the proposed probabilistic forecasting technique is using mul-
tiparametric programming analysis to characterize the variation of the real-
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Figure 3.1: Geometric intuition of the proposed algorithm.
time LMP with respect to the random load and generation. By formulating the
DCOPF problem (3.1) as a MLP in the form of (2.2), the real-time LMP can be
explicitly written as an algebraic function of the random load and generation.
The distribution of the LMP vector at a future time can therefore be obtained
from the probabilistic forecasts of the stochastic load and generation.
As illustrated in Figure 3.1, load and stochastic generation forecasts in (3.1)
are treated as parameters, denoted by θ = dt. The feasible parameter space
Θ is partitioned into critical regions {Θ1, · · · ,Θ7}. Within each region Θi, the
optimal dispatch is associated with the same Lagrange multipliers, and hence
a unique LMP vector pii for all θ ∈ Θi. Given the network parameters, the MLP
solver computes the partition {Θi}. Correspondences {Θi, pii} are then obtained by
the Lagrange multipliers and the LMP model (3.2). Note that this computation
does not depend on the actual realization of load and generation. Therefore, the
computation of the partition and the correspondences can be obtained offline.
Consider now the trajectory of a realization of the random load and gener-
ation process θt as illustrated in Figure 3.1. Given the realization θt and system
measurements at time t, we are interested in the conditional probability distri-
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bution2
ft+T |t(i) = P[θt+T ∈ Θi|θt]. (3.6)
As depicted by the shaded circles in Figure 3.1, uncertainties associated with
load and generation forecasts increase with time. At time t, the realization of pa-
rameter θt is known and thus the distribution ft is an unit vector. But parameter
θt+T may take values from several critical regions where LMP values and con-
gestion patterns are different. Therefore, the forecast probability mass function
ft+T |t of θt+T |t may have several non-zero elements.
The proposed probabilistic forecasting algorithm involves two parts ex-
plained in the following subsections: the computation of critical regions and
the estimation of conditional probability distributions, where the former is com-
puted offline and the latter online.
3.3.2 Forecast with Varying Operational Conditions
We describe here a baseline formulation from which critical regions are ob-
tained. We formulate the DCOPF (3.1) used to compute LMP at time t + T as
the following right-hand side MLP with the uncertainty parameter θ consisting
2We note that this formulation is defined for linear cost functions. If the cost function in the
real-time economic dispatch (3.1) is quadratic, the forecast distribution ft+T |t of LMP pit+T can be
obtained from the (continuous) distribution of θt+T , and the uniquely defined affine function of
the Lagrangian multiplier vector within each critical region.
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of only stochastic load and generation.
min
g
cᵀg
subject to 
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
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−L−t+T−1
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
(3.7)
where S t+T−1, L+t+T−1/L
−
t+T−1, and G
+
t+T−1/G
−
t+T−1 are shift factor matrix, vectors of
max/min transmission limits, and vectors of max/min generation capacities at
time t + T − 1, respectively.
Here we allow time varying but known system parameters such as shift factors,
flow limits on transmission lines, and limits on generations, restricting uncer-
tainties only to load and generation. The idea is to include deterministically
scheduled events in the forecasting problem. Examples include the scheduled
changes in network topology [29], and generation capacity and transmission
limit.
3.3.3 Forecast in the Presence of Probabilistic Contingencies
The baseline MPLP formulation described in Section 3.3.2 can be extended to
include the presence of probabilistic contingencies for unexpected events. For
example, a transmission line may be tripped in a storm or generation capacity
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reduced due to faults. Such uncertainties in the system parameters need to be
handled differently from those associated with the stochastic load and genera-
tion.
Because unexpected changes of system configurations are typically small
probability events, we assume that there are a total of K possible system config-
urations at time t+T . From historical data, we assume that system configuration
k happens with an estimated probability pˆk.
We solve the baseline MPLP (3.7) for each system configuration and obtain
critical regions for system configuration k denoted by {Θ(k)i }. By the total proba-
bility theorem, the probabilistic forecast of LMP at time t + T is therefore given
by
ft+T |t =
K∑
k=1
pˆk f
(k)
t+T |t, (3.8)
where f (k)t+T |t is the forecast distribution under system configuration k using criti-
cal regions {Θ(k)i } for k = 1, 2, · · · ,K.
We illustrate the above idea with an example. Consider the case when at
most one of K contingencies can occur between time t and t + T . We model the
probabilistic contingency as independent tosses of a K +1 faced dice where con-
tingency k occurs with probability pk and no contingency with p0 = 1 −∑Kk=1 pk.
We further assume that, once a particular contingency occurs, it remains until
time t + T . We then solve each MPLP problem (3.7) for all K + 1 possible sys-
tem configurations, including the normal condition. The probabilistic forecast
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of LMP at time t + T is given by
ft+T |t =

f (k)t+T |t if contingency k occurs∑K
k=0 pk f
(k)
t+T |t otherwise
(3.9)
where f (k)t+T |t is the forecast distribution under system configuration k with the
feasible space Θ(k)t+T |t for k = 0, 1, · · · ,K. Note that system configuration 0 denotes
the normal condition.
Having obtained the critical regions, we now consider the problem of com-
puting the conditional distribution of LMP at time t + T , given the load and
generation forecast at time t.
3.3.4 Probability Distribution Estimation
The estimation of conditional probabilities in (3.6) depends on statistical models
of load and generation. Such models can be obtained from either models of the
load and stochastic generation process or specific prediction methods used to
generate load and stochastic generation forecasts.
As illustrations, we present a directional Gaussian random walk model and
an autoregressive (AR) noise model for the random load and generation pro-
cesses here. It should be noted that any statistical model or prediction method
can be applied. The purpose of using these models is to gain insights into the be-
havior of forecasting performance by taking advantage of some of analytically
tractable properties.
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A Directional Random Walk Model
We first consider a random walk model of the load/stochastic generation based
on a given mean trajectory. Such a model represents a case of minimally infor-
mative forecast. Note that the mean trajectory can be any available forecast. For
example, a reasonable mean trajectory is the day-ahead load forecast.
Assume that load/stochastic generation θt follows a random walk process
with a (known) mean trajectory θ¯t:
θt = θt−1 + θ¯t − θ¯t−1 + t, (3.10)
where t ∼ N(0,Σ). Given the realization θt at time t, the actual load/generation
at time t + T is given by
θt+T = θt + θ¯t+T − θ¯t +
t+T∑
i=t+1
i. (3.11)
Therefore, the distribution of θt+T conditioning on θt is:
θt+T ∼ N(θ¯t+T |t,ΣT ) (3.12)
where θ¯t+T |t = θt + θ¯t+T − θ¯t is the conditional mean of θt+T and ΣT = TΣ is the
cumulative variance within prediction horizon T .
An AR Noise Model
The second model we consider is an AR(1) noise model where we assume the
deviation of the load or generation from the expected value is an AR(1) process.
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This is a case when the load or stochastic generation is highly structured. In
particular,
θt = θ¯t + at, at = φat−1 + t, (3.13)
where θ¯t is the (known) mean trajectory, φ the parameter of the AR process, and
t ∼ N(0,Σ). Given the realization θt = θ¯t + at at time t, the noise at time t + T is
given by
at+T = φT (θt − θ¯t) +
T−1∑
i=0
φit+T−i, (3.14)
and the actual load/generation at time t + T is given by
θt+T = θ¯t+T + φ
T (θt − θ¯t) +
T−1∑
i=0
φit+T−i. (3.15)
Therefore, the distribution of θt+T conditioning on θt is:
θt+T ∼ N(θ¯t+T |t,ΣT ) (3.16)
where θ¯t+T |t = θ¯t+T + φT (θt − θ¯t) is the conditional mean of θt+T , and ΣT = ∑T−1i=0 φ2iΣ
the cumulative variance within prediction horizon T .
To sum up, for both models, the conditional probability of θt+T falling in
critical region Θi given θt is:
ft+T |t(i) =
∫
Θi
exp{−12 (x − θ¯t+T |t)ᵀΣ−1T (x − θ¯t+T |t)}√
(2pi)n|ΣT |
dx, (3.17)
where θ¯t+T |t and ΣT are model associated statistics given in (3.12) and (3.16).
In general, Monte Carlo techniques are necessary to estimate the conditional
probability (3.17). To accelerate the sampling process, importance sampling
technique is used. In particular, for each critical region Θi, instead of draw-
ing values from distribution N(θ¯t+T |t,ΣT ), we use N(v¯(Θi),ΣT ) where v¯(Θi) is the
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mean of all vertices of critical region Θi. The estimate of ft+T |t(i) is then given by
fˆt+T |t(i) =
1
N
N∑
j=1
IΘi(s j)g(s j)
h(s j)
, (3.18)
where samples {s1, · · · , sN} are drawn from N(v¯(Θi),ΣT ), and g(·) and h(·)
are probability density functions (PDFs) of distribution N(θ¯t+T |t,ΣT ) and
N(v¯(Θi),ΣT ), respectively. Note that the importance distribution N(v¯(Θi),ΣT )
only shifts the mean of the nominal distribution N(θ¯t+T |t,ΣT ) but keeps the vari-
ance the same.
A Quadratic Cost Case
If the cost function in the DCOPF (3.1) is quadratic, the distribution of the LMP
pit+T cannot be estimated by the conditional probabilities of θt+T falling in each
critical region. Because the LMP in this case is an affine function of the parame-
ter vector according to Theorem 4.
Here we derive the conditional distribution ft+T |t at time t of the future LMP
pit+T at time t + T given the conditional distribution of θt+T .
By Theorem 4 and the LMP formulation (3.2), for each critical region Θi, there
exists an affine function of parameters for LMP vectors. Formally, given the
distribution of θ, the PDF of the LMP pi is summarized in the following theorem.
Theorem 5. Suppose (3.1) is neither primal nor dual degenerate for all θ ∈ Θ and the
distribution of θ is N(µ,Σ). Denote the critical region partition of Θ by {Θ1, · · · ,ΘN}.
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For each critical region Θi, there exists Ui and vi such that
pii(θ) = Uiθ + vi, for all θ ∈ Θi.
Let S¯ i be the submatrix of S corresponding to the active transmission constraints in
the optimal partition associated with Θi. If
[
1 S¯ ᵀi
]
has full column rank for all i, the
distribution of LMP pi is given by
f (pi) =
N∑
i=1
IΠi(pi) fi(pi), (3.19)
where Πi is the image of pii(·) and fi(pi) the PDF of N(Uiµ + vi,UiΣUᵀi ).
The closed form expression of ft+T |t(pi) follows Theorem 5 immediately. Given
the conditional distributionN(θ¯t+T |t,ΣT ) of θt+T , the conditional distribution ft+T |t
at time t of the future LMP pit+T at time t + T is given by
ft+T |t(pi) =
N∑
i=1
IΠi(pi) ft+T |t,i(pi), (3.20)
where ft+T |t,i(pi) is the PDF of N(Uiθ¯t+T |t + vi,UiΣTUᵀi ).
In summary, the proposed algorithm treats load/generation as parame-
ters, formulates the DCOPF (3.1) as a MPP (2.2), determines the critical re-
gions, and computes the conditional distribution of LMP and congestion using
load/generation forecasts and the real-time operation conditions. These system
conditions, such as transmission rate, generation capacity, and network topol-
ogy, are allowed to vary with time but known to the operator at the time of
forecasting. Contingency models are also incorporated in the proposed tech-
nique.
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3.4 Online Forecasting via Dynamic Critical Region Genera-
tion
A limiting factor in the proposed technique above is the computational cost as-
sociated with the multiparametric programming. Since the solution structure is
characterized by critical regions, all critical regions that partition the parameter
space have to be calculated. Although such computation can be made offline, it
may not be computationally tractable for large systems because the number of
critical regions may grow exponentially with the number of constraints.
In this section, we propose an online Monte Carlo technique, referred to
as dynamic critical region generation (DCRG), that significantly reduces the
computational cost. The idea is to take advantage of the fact that, in practice,
random load and generation processes are bounded and tend to concentrate
around their mean trajectories. As a result, a small fraction of critical regions
represents the overwhelming majority of observed critical regions. When a pa-
rameter falls in a critical region that was visited before, the Lagrange multi-
pliers that are used to compute LMPs can be obtained directly from the affine
mappings associated with that critical region, without solving the DCOPF (3.1).
The key idea of DCRG, therefore, is to compute on demand the critical re-
gion and the associated coefficients of the affine mapping of parameter to the
LMP. This computation, fortunately, is no more than elementary matrix inver-
sions and multiplications. The computation procedure is given by the proof of
Theorem 1 for the linear cost and the proof of Theorem 3 for the quadratic cost.
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In applying DCRG to LMP forecasting using online Monte Carlo simu-
lation, we generate samples of random load or generation, either based on
load/generation models or from historical data. Instead of directly simulat-
ing the real-time market operation as in [40], we check if the generated sample
falls into a critical region that has been used before. If it does, the LMP can be
generated using the affine mapping of Lagrangian multipliers directly without
solving the DCOPF (3.1). If the parameter does not belong to any critical region
in the database, a DCOPF is solved and a critical region containing the parame-
ter is computed according to (2.3) for linear cost case or (2.8) for quadratic cost
case in Theorem 3.
We present in this section a new methodology of probabilistic forecasting
and online simulation of real-time electricity market. In particular, we are inter-
ested in obtaining conditional probability distributions of future LMPs, power
flows, dispatch levels, and congestion pattern from sample paths of random
processes of stochastic parameters such as load and generation processes. These
sample paths can be generated via Monte Carlo simulation based on stochastic
models or by sampling historical traces.
Our approach is one of online learning that acquires sequentially a set of so-
lutions that most frequently appear in Monte Carlo simulations, which allows
us to avoid explicit computations of DCOPF solutions. In particular, we bor-
row the notion of dictionary learning to explain the ideas behind the proposed
online learning approach to forecasting. Widely used in the signal processing
community, dictionary learning refers to acquiring a dictionary of signal bases
to represent a rich class of signals using words (atoms) in the dictionary [36, 44].
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There are two components of the online learning approach. One is the learn-
ing of the underlying stochastic model of the parameter process, and the other
is the learning of the collection of critical regions that characterizes the solu-
tion structure of parametric DCOPF. Since there is an extensive literature on the
former, we focus here on the problem of learning the structure of parametric
DCOPF.
Analogues to dictionary learning in signal processing, the learning process
here is also acquiring a dictionary whose words (or atoms) are critical regions.
In particular, each word is associated with the affine function that maps the
parameter to the solution of MPLP/MPQP. Therefore, if we treat a realization
of the parameter process as a sentence, the dictionary allows us to translate a
sentence in the language of system parameters to one in the language of LP/QP
solutions.
The ODL process therefore includes (i) checking if a new parameter θ has
already been learned in the past. If not, (ii) construct a new entry in the dictio-
nary by computing the critical region that contains θ. For (ii), the construction
of the dictionary is given by Theorem 1. The detailed algorithm is summarized
in Algorithm 1.
3.5 Evaluation
In this section, we present simulation results to compare performances of the
proposed probabilistic forecasting algorithm with some benchmark methods.
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Algorithm 1 Online Dictionary Learning for Critical Regions
1: given the mean trajectory {d¯t}Tt=1 of the net load and associated (forecast)
distributions {Ft}Tt=1
2: initialize the critical region dictionary C0 using the mean trajectory
3: for m = 1, · · · ,M do
4: for t = 1, · · · ,T do
5: Generate sample dmt and let θmt , (dmt , gmt−1).
6: Search Cmt−1 for critical region C(θmt ).
7: if C(θmt ) ∈ Cmt−1 then
8: Compute gmt from the affine mapping g∗C(θmt )(θ
m
t ).
9: else
10: Solve gmt from DCOPF (3.1) using θtm, computeC(θmt ), and update Cmt =
Cmt−1 ∪ {C(θmt )}.
11: end if
12: end for
13: end for
We first show results of a 3-bus system with a linear cost function to gain in-
sights into the behavior of the proposed algorithm under various scenarios.
Simulations using the IEEE 118-bus system with a quadratic cost function are
then presented to demonstrate the scalability of the proposed algorithm and the
effectiveness of the online heuristic approach given in Section 4.5.
3.5.1 Benchmarks and Performance Measure
We compared the proposed techniques with some existing benchmarks for fore-
casting and computation performance. Since, to our best knowledge, there is no
probabilistic forecasting techniques for the operator in the literature, we used
the direct Monte Carlo simulation method proposed in [40] as the probabilistic
forecasting benchmark. It should be noted that the direct Monte Carlo sim-
ulation approach generates exactly the same probabilistic forecast as the pro-
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posed technique. We also included comparisons of the proposed technique
with two well known point forecasting methods to illustrate the performance
gain. In particular, the deterministic prediction uses the mean trajectory of
load/stochastic generation θ¯t+T to calculate LMP and congestion pattern at time
t + T . The certainty equivalence prediction incorporates measurements at time t
and uses the conditional mean trajectory θ¯t+T |t.
Before presenting numerical results, we introduce a performance evaluation
metric of probabilistic forecasts. The LMP3/congestion pattern is a discrete ran-
dom vector. The probabilistic forecast of such a random quantity belongs to the
so-called categorical forecast, and its performance is measured by the consis-
tency as well as the statistical concentration of the forecast. A standard metric
for this type of forecast is the Brier Score (BS) [17] that measures the average
distance (2-norm) between the forecast distribution ft+T |t and the point mass dis-
tribution at the realized random variable pit+T . Specifically,
BS( ft+T |t) = E‖ ft+T |t − δ(pit+T )‖2 (3.21)
where the expectation is taken over all randomness between time t and t + T .
In (3.21), ft+T |t is the conditional probability vector whose ith entry is given by
ft+T |t(i) = Pr(pit+T = pii), and δ(x) is the unit vector that is one at entry x and zero
elsewhere. This score ranges from 0 for a perfect forecast to 2 for the worst
possible forecast.
Since BS is a succinct formula to measure the overall performance in terms
of uncertainty, reliability and resolution, we also provide a more intuitive as-
sessment — reliability diagram. Reliability diagram is a graph of the observed
3Note that the discreteness of LMP is only for linear or piece-wise affine cost functions.
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Figure 3.2: A 3-bus system.
frequency of an event plotted against the forecast probability of an event. It
measures how closely the forecast probabilities of an event correspond to the
actual chance of observing the event.
3.5.2 Example 1: A 3-Bus System
Consider a 3-bus system as depicted in Figure 3.2. Generator incremental costs
and capacity limits are presented in the figure. All lines are identical with the
maximum capacity of 100 MW. The prediction horizon is one hour (12-step
ahead). Since the direct Monte Carlo simulation approach has the same fore-
casting performance as the proposed algorithm, we only present results of the
proposed algorithm in this case study.
Baseline
We first evaluated the baseline algorithm with the two load models. Note that
only the load at bus 2 was stochastic, which gave the one dimensional paramet-
ric linear program.
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Table 3.1: Critical regions, LMPs and congestion patterns for the baseline4.
Critical Region LMP Congestion
1 (0, 130) (10, 10, 10) (0, 0, 0)
2 (130, 170) (15, 15, 15) (0, 0, 0)
3 (170, 200) (10, 20, 15) (1, 0, 0)
Table 1 shows the critical regions of the parametric linear program, and the
associated LMPs and congestion patterns. In this case, the parameter load d at
bus 2 was partitioned into three segments D = {(0, 130), (130, 170), (170, 200)}.
We used a straight line ranging from 110 MW to 190 MW with 2 MW incre-
ments as the mean trajectory of load d¯t. The coefficient φ in AR(1) noise model
was set at 0.9. The independent noise sequence t in both models followed the
standard normal distribution, i.e., N(0, 1). Monte Carlo simulations were used
to obtain estimated BSs in Figure 3.3.
From Figure 3.3, we observed that the proposed probabilistic forecasting al-
gorithm “Alg-P” consistently outperforms the deterministic “Alg-D” and cer-
tainty equivalence “Alg-C” predictors in both load models. The superior per-
formance of the proposed technique in these two extreme models (a minimally
informative model and a highly structured model) shows its capability of in-
corporating different load forecasting methods and its forecasting power. Two
interesting phenomena are worth closer examinations. First, for both load mod-
els, peaks occurred at the boundaries of two neighboring critical regions when
the mean load d¯t is 130 at t = 10 and 170 at t = 30. At the boundary point,
the probability of dt+T falling in either the left or the right critical region was the
4In Table 3.1, the triple for LMP contains price values at bus 1-3. For congestion, the triple
summarizes status of line 1-2, line 1-3, and line 2-3, respectively, where “1” indicates positive
congestion (the flow reaches the line limit in the positive direction), “−1” negative congestion,
and “0” no congestion.
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same. Roughly half of the time Alg-D predicted the LMP correctly, the other half
was completely wrong. From the definition in (3.21), the BS of Alg-D should be
1.
Second, a more subtle point, the scores for the random walk model showed
a slight asymmetry with respect to boundaries of neighboring critical regions:
the BSs of Alg-P and Alg-C at the second peak were lower than that of the first
peak, and the ranges of non-zero score neighborhood of the second peak (from
time 24 to 39) of all three algorithms were wider than that of the first peak (from
time 5 to 16). This phenomenon arose primarily from the process of generating
the sample trajectory of load. Since the entire sample trajectory was generated
at once, the deviation |dt − d¯t| from the mean grows over time which leads to a
bigger variance of the time crossing the second boundary 170 than that of the
time crossing the first boundary 130. In other words, comparing to the proba-
bility of crossing the first boundary 130 at t = 10, the probability of crossing the
second boundary 170 at t = 30 is lower, but the probability in its neighborhood
is higher. Therefore, the scores of Alg-P and Alg-C at the second peak were
lower, and the ranges of non-zero score neighborhood bigger.
Forecast with probabilistic generation outage
We then considered the case of a generating unit outage with a partial loss of
capacity, assuming that the maximum capacity of the generator at bus 1 can be
reduced to 100 MW with probability p. Other settings were the same as those in
the first scenario.
51
(a) Random walk model
(b) AR(1) noise model
Figure 3.3: Impact of load statistical models.
Figure 3.4: Impact of outage frequency p.
The critical regions under this configuration becameDout = {(0, 100), (100, 200)}.
To predict a future price, we considered all critical regions {D,Dout} that load dt+T
may fall in, where D refers to the critical regions in Table 3.1 under normal con-
ditions. For the outage frequency p, we chose two levels: p = 0.01 and p = 0.1.
The random walk model was adopted to generate load profiles. Benchmark
algorithms also took contingencies into consideration for a fair comparison.
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From Figure 3.4, the behaviors of all three algorithms with the same out-
age frequency p were similar to that in the first scenario. Boundary effects and
peak asymmetries were observed with contingencies as well. Compare the per-
formances of each algorithm with different outage frequencies: the smaller the
outage rate the better the forecast.
3.5.3 Example 2: IEEE 118-Bus System
The IEEE 118-bus system was used to show the scalability of the proposed tech-
nique and the effectiveness of the heuristic algorithm described in Section 4.5.
The simulation results were focused on the complexity comparison between the
proposed techniques and the probabilistic forecast benchmark.
We introduced 12 wind generators (roughly 10% the number of buses) with
10 ∼ 20% renewable penetration5. The wind generators were located at bus 25,
26, 90, 91, 100, 103, 104, 105, 107, 110, 111, and 112. The selection of these lo-
cations were intended to represent two wind farms, the small one has 2 wind
generators, and the large one has 10 wind generators concentrated on a few
neighboring buses. All wind generators were assumed to be identical with the
maximum capacity of 110 MW. Denote the wind generation space by the hyper-
cube W ∈ R12. We imposed the maximum capacity of 100 MW on transmission
line 8, 126, and 155. The load profile, generator capacities and cost functions,
and line and bus labels were referred to as in “case118” in MATPOWER [51].
5By x% renewable penetration we mean the mean value of total wind generation is x% of the
total electricity load (4242 MW in this system). Note that load was assumed to be deterministic
in this case.
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Figure 3.5: LMPs at 10% and 20% renewable penetration levels.
Note that the cost function in this system was quadratic, thus the LMP was an
affine function of the wind production within each critical region.
The mean trajectory w¯(i) of each wind generator i was assumed to be linear,
for i = 1, · · · , 12. In particular, the trajectory starts from 10% penetration level,
i.e., w¯0(i) = 35.35, at time 0, and ends at 20% penetration level, i.e., w¯10(i) = 70.70,
at time 10. The increment was assumed to be constant, i.e., 3.535 MW. LMP
values at 10% and 20% penetration levels are given in Figure 3.5. We observed
that higher renewable penetration reduced LMP at most buses, but raised the
LMPs at bus 93, 94, 95, and 96. The reason of such nonintuitive increase was the
congestion of transmission line 155 caused by the increased wind production
from the big wind farm. The random walk model was used for the stochastic
generation profile. The distribution of the independent noise process t was set
to be the standard multivariate Gaussian.
Results for the 10-step ahead prediction at time t = 0 are provided in Fig. 3.6.
The predicted marginal distribution of LMP at bus 49 exhibits a Gaussian distri-
bution as it is well fitted by the Gaussian approximation with the sample mean
and sample variance as distribution parameters. However, such Gaussian char-
acteristics were not observed on the other three buses. According to the dis-
tributions of LMP at bus 94 and 100, the extreme values of LMP occasionally
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Figure 3.6: Sample predicted LMP distributions and Gaussian approximations.
Figure 3.7: Conditional distribution of observed critical regions.
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appeared as spikes, which were caused by the network congestion.
In the following, we focus on the complexity performance of the proposed
forecasting techniques. Theoretically, there were at most 2115 critical regions,
because the constraints in the DCOPF (3.1) for this example included 1 energy
balance constraint, 6 transmission constraints, and 108 generator capacity con-
straints. For the given hypercube W of the parameter space, there were in total
273 critical regions. But for the generated 10,000 samples at time 10, only 17 crit-
ical regions were observed and more than 99% samples fell in 3 critical regions,
as shown in the distribution over the observed 17 critical regions in Figure 3.7.
Instead of exploring the entire wind production space offline, we imple-
mented the online forecasting algorithm DCRG given in Section 4.5. Figure 3.8
shows the comparison of computational cost between the proposed DCRG algo-
rithm, labeled by “Alg-DCRG”, and the direct Monte Carlo simulation, labeled
by “ Alg-MC”. Both algorithms present approximately linear growth in the log-
arithm scales. But the proposed DCRG algorithm provided more than three
orders of magnitude reduction in the number of DCOPF computations required
in the simulation.
Finally, we provide the computation time comparison for the three proba-
bilistic forecasting techniques in Table 3.2. All computational times were eval-
uated by implementing the algorithms in Matlab environment with the default
“quadprog” solver and an external MPT3 [30] toolbox on a desktop with an Intel
Core i7-3770 CPU at 3.4 GHz and 8 GB memory. No attempts were made to op-
timize the efficiency of the algorithms and their simulations. From Table 3.2, we
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Figure 3.8: The expected number of DCOPF computations versus the total number of
Monte Carlo simulations.
Table 3.2: Computation time (in seconds) for 10,000 samples.
Offline Online Total
Alg-P 160.60 23.32 183.92
Alg-DCRG — 23.59 23.59
Alg-MC — 52022.57 52022.57
can conclude that the direct Monte Carlo simulation approach Alg-MC failed
to meet the time constraint for real-time LMP forecasting, since 10,000 samples
took more than 14 hours to generate the distribution. The proposed techniques,
on the other hand, only took less than half a minute in the online computation,
demonstrating the efficiency for the real-time LMP forecasting.
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CHAPTER 4
STOCHASTIC MULTI-AREA INTERCHANGE SCHEDULING
4.1 Introduction
Since the restructuring of the electric power industry, ISOs and RTOs have been
created to operate power grids defined by certain geographical boundaries.
Within each control region, a centralized market is administered by the oper-
ator who collects supply offers and demand bids, determines market clearing
prices, and settles auctions for producers and consumers. On the boundary,
trades between two regions are jointly determined by both operators to ensure
their physical deliveries. Such inter-regional trades enable market participants
to buy electricity from one region and sell it to the other, and allow low-cost
external resources to compete with internal resources to serve consumers.
If there were no trading barrier across neighboring areas, there would have
been a seamless market as a whole, approximating a single larger market. In
practice, however, the so-called seams between neighboring operating regions
do exist, which is manifested by the counter-intuitive flows that export power
from high cost to low cost regions. Another symptom of seams is the under-
utilization of the interface transfer capacity when more power could have been
exported from a low cost region to a high cost one.
Ideally, seams problem can be eliminated completely by jointly optimizing
the overall cost of interconnected regions through a DCOPF algorithm. There
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is an extensive literature on solving the decentralized multi-area economic dis-
patch problem as summarized briefly in Section 4.1.1. These approaches, how-
ever, have not been adopted in practice for economic, political, and technical
reasons.
The current industrial approach is a market-based solution that sets the net
interchange1 based on bids and offers submitted by market participants under
a set of complicated rules and procedures. In [47], the analysis of the seams
issues between New York ISO and ISO New England shows that the economic
loss due to seams for the New York and New England customers is estimated
at the level of $784 million from 2006 through 2010.
The authors of [47] point out that the latency between the scheduling of inter-
change and the actual power delivery is a major cause of inefficiency. Typically,
the net interchange is set by a market clearing process in which external trans-
action offers and bids are submitted far ahead of the time of power transfer.
Consequently, the interchange determined in advance may not reflect the actual
system conditions. This situation is likely to be exacerbated with the greater
integration of renewables.
A second factor that causes inefficiency is the lack of coordination between
neighboring ISOs in their respective clearing processes of bids and offers from
external market participants. This suggests that considerable gain in perfor-
mance may be realized by a process that schedules the interchange based on the
minimization of overall system cost.
1By the net interchange we mean the total power transferred from one region to another over
the boundary.
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4.1.1 Related Work
There have been extensive studies on the seams issue. In this chapter, we do
not consider inefficiencies arise from market designs; we focus instead on opti-
mizing the interchange schedule. Techniques aimed at improving interchange
efficiency can be classified into two categories. The first aims to optimize the
overall interconnected system in a decentralized fashion. In particular, the op-
timal interchange schedules can be obtained from the multi-area OPF problem.
For broadly related work on multi-area OPF, see [47, 35, 20, 48, 12, 18] and ref-
erences therein.
Mathematically, the optimal interchange can be obtained from the multi-area
OPF problem using various decomposition techniques. A general approach is
based on the principle of Lagrangian Relaxation (LR) that decomposes the orig-
inal problem into smaller subproblems. Some of the earliest approaches include
the pioneer work of Kim and Baldick [35] and Conejo and Aguado [20] that pre-
date the broad deregulation of the electricity market in the U.S. In general, de-
centralized OPF techniques typically require iterations between interconnected
regions where one ISO uses intermediate solutions from the other to solve its
own dispatch problem. Although the convergence of such techniques is often
guaranteed under the DCOPF formulation, the number of iterations can be large
and the practical cost of communications and computations substantial. An ex-
ception is the recent marginal decomposition technique [48] that is shown to
converge in a finite number of iterations.
The growth of renewable integration has brought new attention to uncer-
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tainty in seams. Both stochastic optimization and robust optimization ap-
proaches have been considered recently. In particular, the authors of [10] for-
mulate a two-stage stochastic market clearing model for the multi-area energy
and reserve dispatch problem. The solution to the stochastic optimization is
obtained based on scenario enumerations, which requires a prohibitively high
computation effort. In [37], the day-ahead tie-flow scheduling is considered in
the unit commitment problem under wind generation uncertainty. Specifically,
a two-stage adaptive robust optimization is formulated with the goal of min-
imizing the cost of the worst-case wind production. The solution is given by
the column-and-constraint generation algorithm. In [21], an adjustable interval
robust scheduling of wind power for day-ahead multi-area energy and reserve
market clearing is proposed. The uncertainty of wind farms is represented by
predefined intervals and the clearing model is formulated as a mixed integer
quadratic programming problem.
The main issue of this category approach is the elimination of arbitrage op-
portunities for the external market participants. Since operators cannot trade
with each other directly, market participants facilitate trades between control
areas. The multi-area economic dispatch approach thus cannot be implemented
under the current regulation.
The second category includes the current industrial practices based on the
so-called proxy bus approximation [19, 47]. The proxy bus is a trading location
at which market participants can buy and sell electricity. In [19], a coordinated
interchange scheduling scheme is proposed for the co-optimization of energy
and ancillary services. In [47], an interchange scheduling technique, referred
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to as Tie Optimization (TO), is proposed. An alternative, referred to as Coordi-
nated Transaction Scheduling (CTS), is also proposed. Built upon TO, CTS is an
enhancement of the market-based solution with higher scheduling frequency
and more tightly coordinated scheduling between two ISOs. As a state-of-the-
art scheduling technique, CTS uses economic argument on supply and demand
functions exchanged by the neighboring operators. When there is only a single
interface in a two-area system, such functions can be succinctly characterized,
and the exchange is only made once; the need of iterations among operators is
eliminated. Our approach is also based on the same economic argument with
the innovation on incorporating system and operation uncertainty and the gen-
eralization to multi-area multi-interface systems.
4.1.2 Summary of Contributions
In this chapter, we consider the optimal scheduling of interchange in the presence
of system and operation uncertainty. To this end, we propose a two-stage stochas-
tic optimization formulation aimed at minimizing the expected overall system
cost. The proposed optimization framework takes into account random fluctu-
ations of load and renewable generation in the system. To solve the intractable
stochastic optimization, especially considering continuous random variables,
we start from the simplistic two-area single-interface system to gain some fun-
damental insights and then generalize to the general multi-area multi-interface
systems.
The main contribution of this chapter is threefold. First, we present an ap-
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proach to transfer the stochastic interchange scheduling problem for the two-
area single-interface system into an equivalent but deterministic optimization.
This transformation allows us to generalize the deterministic TO solution by in-
tersecting the expected demand and supply functions of interchange, therefore
avoiding repetitive computation and iterative information exchange between
operators.
Second, we generalize the single interface scheduling problem to the case
involving a network of operating areas, each having multiple interfaces with
its neighbors. Specifically, we consider two types of interface scheduling: (i)
the synchronous scheduling and (ii) the asynchronous scheduling. The former
requires all areas operated under the same scheduling clock whereas the latter
allows every pair of operating areas setting their interfaces independently of
others. To our best knowledge, there is no existing results on this problem in
the open literature.
The challenge for the generalization arises from the fact that the interfaces
cannot be succinctly characterized by a pair of expected demand and supply
functions — an essential property underlying the approach for the single inter-
face stochastic scheduling. When multiple interfaces are involved, the simple
idea of equating expected demand and supply functions is not applicable and
there is no simple notion that the intersection of demand and supply curves
gives the social welfare optimizing interchange.
Finally, to solve the optimal stochastic interchange scheduling in multi-area
multi-interface system, we present a new scheduling technique based on the
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classical idea of coordinate descent method. The main idea is to iterate over all
interfaces, one at a time, minimizing the overall system cost under uncertainty.
In each iteration, a single interface optimization problem is solved by projecting
the current solution to a particular coordinate representing a particular interface
flow. The optimality and convergence are guaranteed under nominal assump-
tions for both synchronous and asynchronous algorithms.
4.2 Proxy Bus Representation
In practice, coordination between neighboring control regions and markets is
typically carried out through the use of a proxy bus mechanism. According to
[28], the proxy bus mechanism is utilized by all existing LMP based markets
for representing and valuing interchange power. For interchange scheduling, a
proxy bus is the location to which generation in the neighboring area is assumed
be dispatched up and down in response to the change of interchange schedule.
Depending on the number of proxy buses used by operators to model im-
ports and exports, the proxy bus representation can be categorized into two
types: (i) the single proxy bus system and (ii) the multiple proxy bus system.
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Figure 4.1: A two-area single-interface system.
4.2.1 Single Proxy Bus Representation
In a single proxy bus system, all interchange scheduled with an adjacent dis-
patch area is assumed to result in changes in net generation at the location of
the proxy bus [28]. As an example, Figure 4.1 illustrates a power system con-
sisting of two independently operated subsystems, each having its own internal
load, generation and renewable integration. In the single proxy bus system, each
operator selects one proxy bus to represent the location of import or export in
the neighboring region. Specifically, as shown in Figure 4.2, ISO 1 assumes a
withdrawal q at proxy bus p1 and ISO 2 an injection with the same quantity q
at proxy bus p2. In this example, the direction of the net interchange q is de-
fined from region 1 to region 2. Note that a proxy bus can be a physical location
or a virtual abstraction. For simplicity, we assume all proxy buses are physical
locations throughout this thesis.
4.2.2 Multi-Proxy Bus Representation
In a multiple proxy bus system, operators use two or more proxy buses for
representing transactions with adjacent control areas or dispatch regions. The
multi-proxy bus systems are referred to as situations where multiple proxy
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Figure 4.2: The single proxy bus representation.
Figure 4.3: A multi-proxy bus representation.
buses are defined within a single control area, and situations there is a single
proxy bus in each control area but there are multiple adjacent control areas.
We use an example to illustrate the multi-proxy bus system in Figure 4.3
where three proxy buses, indicated by boxes, are defined in a 3-area 2-interface
interconnected system. The interchange vector q consists of two interface flows,
q(1) and q(2), with fixed directions indicated by the arrows in Figure 4.3. Area n
maintains a regional interchange vector qn that describes its own interface flows.
For convenience, we assume the direction of each interface flow in the regional
interchange vector being outbound. In this example, the interchange vector for
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area 1 is q1 = −q(1), area 2 q2 = (q(1), q(2)) and area 3 q3 = −q(1).
The interchange scheduling is to determine the direction and volume of all
interface flows that minimize the overall generation cost subject to the power
balance constraint and generation and transmission constraints under the proxy
bus model. This should be distinguished with the problem of multi-area eco-
nomic dispatch in which the optimal tie line flows and regional generation dis-
patch are optimized without network approximation. Since the proxy bus repre-
sentation is an approximation, the optimal interchange in the proxy bus system
may not be optimal to the original system. In general, the optimal interchange
via proxy bus representation is strictly suboptimal when it is compared with
multi-area OPF solutions.
4.3 Deterministic Single Interface Scheduling
In this section, we consider the deterministic interchange scheduling problem
for the two-area single-interface system under the single proxy bus mechanism in
Figure 4.2.
4.3.1 Problem Formulation
The interchange scheduling problem under the proxy bus model can be formu-
lated as minimizing the generation costs of both regions subject to the power
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balance, (internal and interface) transmission and generator constraints. For
simplicity, it is assumed in this chapter: (i) the system is lossless, and (ii) the re-
gional cost function of generation ci(·), i ∈ {1, 2}, is quadratic and strictly convex.
In the single proxy bus system, the net interchange can be modeled explicitly as
an additional scalar variable in the optimization as follows:
min
q,g1,g2
C1(g1) +C2(g2)
subject to 1ᵀ(d1 − g1) + q = 0 (λ1)
1ᵀ(d2 − g2) − q = 0 (λ2)
S 1(d1 − g1) + s1q ≤ F1 (µ1)
S 2(d2 − g2) − s2q ≤ F2 (µ2)
q ≤ Q (µq)
g1 ∈ G1
g2 ∈ G2
(4.1)
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where
1 vector of ones with compatible dimensions;
Cn(·) generation cost function for area n, assumed to be in the form Cn(gn) =
1
2g
ᵀ
nHngn + l
ᵀ
ngn, where Hn is positive definite;
dn vector of forecasted net load including demand and renewable genera-
tion for area n;
gn vector of dispatches for area n;
q net interchange from area 1 to area 2;
sn shift factor vector of proxy bus to internal transmission lines in area n;
Fn vector of internal transmission limits for area n;
Q interface capacity;
S n shift factor matrix of buses in region n to internal transmission lines in
area n;
Gn generator constraints for area n;
λn shadow price for power balance constraint in area n;
µn shadow prices for transmission constraints in area n;
µq shadow price for the interface capacity constraint.
The problem (4.1) is a centralized formulation for determining the optimal
interchange between area 1 and 2. Such an optimization requires a coordinator
who have full access to all related information of both regions which is unsuit-
able in the current deregulated electricity markets.
As in [12], the centralized problem (4.1) can be written in a hierarchical form
as follows.
min
q
C1
(
g∗1(q)
)
+C2
(
g∗2(q)
)
subject to q ≤ Q (µq)
(4.2)
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where g∗n(q), n ∈ {1, 2}, is the optimal dispatch for area n, given the interchange
level q.
The regional dispatch problem for area 1 is specified as
min
g1∈G1
c1(g1)
subject to 1ᵀ(d1 − g1) + q = 0 (λ1)
S 1(d1 − g1) + s1q ≤ F1 (µ1)
(4.3)
and for area 2 as
min
g2∈G2
c2(g2)
subject to 1ᵀ(d2 − g2) − q = 0 (λ2)
S 2(d2 − g2) − s2q ≤ F2. (µ2)
(4.4)
Note that this optimization involves an outer problem (4.2) to optimize the
interchange level q, and an inner problem that is naturally decomposed into two
regional problems, both parameterized by q. In other words, the optimizer and
associated Lagrangian multipliers for (4.3) and (4.4) are functions of q, i.e., g∗n(q),
λ∗n(q), µ∗n(q), n ∈ {1, 2}.
4.3.2 Tie Optimization
The key idea of TO [47] is to determine the interchange schedule by intersecting
the demand and supply curves of interchange. By the demand/supply curve
we mean the incremental cost of generation for each control area at different
interchange levels. Each point on the demand/supply curve is essentially the
LMP at the proxy bus at the given interchange level.
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Figure 4.4: Optimal schedule qTO under TO scheme.
Mathematically, given the interchange level q, the LMP at the proxy bus for
area n is defined as
pin(q) = λ∗n(q) + s
ᵀ
nµ
∗
n(q), (4.5)
where λ∗n(q) and µ∗n(q), n ∈ {1, 2}, are the Lagrangian multipliers associated with
the optimal solution of (4.3) and (4.4). Since pin(q) indicates area n’s incremental
cost to dispatch up or down around q, we can view it as a supply curve for the
exporting area or a demand curve for the importing area2.
We use the graphical representation in [47] to illustrate the basic principle
of TO. As shown in Figure 4.4, curve pin(q) represents the incremental cost of
generation for region n and Q is the interface capacity. In this example, the
direction of interface flow3 is from area 1 to area 2, so pi1(q) and pi2(q) serve as
supply and demand functions respectively. The optimal schedule qTO is set at
the intersection of the two curves. Note that if this quantity exceeds the interface
capacity, the schedule should be set at the limit Q instead. The interface capacity
constraint, in this case, becomes binding and price separation happens between
markets. It should also be noted that import and export transactions are settled
2We note that pin(q) should be called the inverse supply/demand function using the standard
economic terminology. Since this work does not involve any supply/demand function in the
form of q(pi), we drop the term “inverse” without causing any confusion.
3The direction of interface flow can be determined by comparing the prices at q = 0: if
pi1(0) < pi2(0), the economically correct direction is from region 1 to 2; otherwise, the opposite.
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at the real-time LMPs which are calculated at the proxy buses after the power
delivery.
According to [47], the interchange schedule of TO is the optimal solution
to (4.1) (as well as (4.2)). This intuitive argument is a manifestation of a deeper
connection between social welfare optimization illustrated in Figure 4.4 and cost
minimization defined by (4.1). In what follows, we will exploit this connection
in the presence of uncertainty.
4.4 Stochastic Single Interface Scheduling
In order to incorporate system uncertainty, we propose a stochastic interchange
scheduling technique, called Stochastic Tie Optimization (STO), based on the
design of TO. The scheduling problem is formulated as a two-stage stochastic
optimization that minimizes the expected overall operating cost. To develop a
solution approach, we present an equivalent social welfare maximization from
which the optimal interchange is obtained with the consideration of system un-
certainty.
4.4.1 Stochastic Programming Formulation
Because the interchange is determined prior to generations and demands being
realized, the interchange scheduling in the presence of generation and demand
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uncertainty is fundamentally a two-stage stochastic optimization problem. The
first stage involves minimizing the expected overall generation cost whereas, in
the second stage, the regional optimal dispatch problems are solved given the
interchange level q and the realizations of random net load d1 and d2, as defined
in (4.3-4.4).
The two-stage stochastic optimization can be formulated as
min
q
Ed1,d2
[
C1
(
g∗1(q, d1)
)
+C2
(
g∗2(q, d2)
)]
q ≤ Q (µq)
(4.6)
where the expectation is taking over all randomness of internal net loads d1 ∼ F1
and d2 ∼ F2. The optimal regional dispatch and the associated Lagrangian mul-
tipliers of (4.3) and (4.4) are now parameterized by two factors: the interchange
level q and the net load realization dn. So the LMP pin(q, dn) at the proxy bus is a
function of both q and dn.
In general, problem (4.6) is intractable using standard optimization tech-
niques when d1 and d2 have continuous distributions. In the following, we pro-
pose an indirect approach by solving a stochastic social welfare maximization
using the same technique as TO.
4.4.2 Social Welfare Optimization
We now present an optimization problem from the import-export perspective,
but taking into account that both import and export regions must agree on the
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forward interchange quantity in the presence of future demand and supply un-
certainty. Because the interchange quantity is fixed ahead of the actual power
delivery, each region may have to rely on its internal resources to compensate
uncertainty in real time. To this end, it is reasonable for the export region to
maximize its expected producer surplus and the import region to maximize its ex-
pected consumer surplus.
Without loss of generality, let region 1 be the exporter. For fixed interchange
q and demand dn, let pin(q, dn) be the LMP at the proxy bus for area n. The asso-
ciated interchange social welfare is defined as the sum of the importer and the
exporter surpluses, which is given by
SW(q, d1, d2) ,
∫ q
0
[
pi2(x, d2) − pi1(x, d1)]dx. (4.7)
Note that, at the time of determining the interchange q, random generations
and demands in both regions are not yet realized. Therefore pi1(q, d1) and pi2(q, d2)
are also random. We thus face a stochastic optimization problem in which the in-
terchange q is a decision variable that can be set to maximize the expected social
welfare Ed1,d2[SW(q, d1, d2)].
The optimal interchange can be obtained by maximizing the expected inter-
change social welfare4
max
q≤Q
∫ q
0
[p¯i2(x) − p¯i1(x)] dx (4.8)
where p¯in(q) , Edn[pin(q, dn)] is the expected LMP—a function of the net inter-
change q—at the proxy bus of region i. The ways to compute or estimate these
expected functions are presented in Section 4.4.4.
4Note that the expectation and integration in Ed1,d2
[
SW(q, d1, d2)
]
, i.e., the objective function
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Figure 4.5: Optimal schedule qSTO under STO scheme.
We see from Figure 4.5 that problem (4.8) is the same as TO in Figure 4.4
with deterministic demand and supply functions replaced by their expectations.
Therefore (4.6) can be solved easily using the same technique as in TO once
expected demand and supply functions are given. This means that the optimal
interchange can be determined by first searching for the intersection of p¯i1(q) and
p¯i2(q) and then checking whether the interface capacity constraint is satisfied.
4.4.3 Stochastic Tie Optimization
Although the equivalence of cost minimization and economic surplus maxi-
mization is intuitive in the deterministic setting, it is not obvious that the equiv-
alence of the two stochastic programs holds. In this section, we establish the
equivalence of (4.6) and (4.8).
Theorem 6. If problem (4.3) and (4.4) are not degenerate for all d1, d2, and q ≤ Q, then
problems (4.6) and (4.8) have the same optimizer q∗ satisfying
p¯i1(q) = p¯i2(q)
if q∗ and Q otherwise.
in (4.8), is interchangeable.
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Proof. See Appendix A.3.1. 
Theorem 6 provides a new solution approach to the intractable problem (4.6).
Instead of solving (4.6) directly, we only need to compute (forecast) the expected
price curves and find the intersection using a searching algorithm such as the
binary search. Since these (expected) price functions do not include the confi-
dential information (bids and offers) from each region, the interchange problem
can be solved by one of the operators as long as the other operator shares its
expected price curve. In such a process, operators do not need to iteratively
update or exchange information during the scheduling process. This property,
inherent from TO, is in contrast to most decomposition methods where sub-
problems are resolved and intermediate results are exchanged in each iteration.
Because one-time information exchange is sufficient for the optimal schedule,
operators do not need to repeatedly solve regional OPF problems which can
be computationally expensive for large systems. Such a property significantly
reduces the real-time computational efforts, thereby providing the potential of
higher scheduling frequency and alleviating the latency risk caused by system
uncertainty.
4.4.4 Computation of Expected LMP
Here we discuss three techniques to compute or estimate the expected price
curve.
First, the expected demand and supply curves can be computed using the
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probabilistic forecasting technique presented in Chapter 3. Specifically, the ex-
pected LMP p¯in(q) at the proxy bus in area n can be computed from the distribu-
tion of net load dn at each level of interchange q. Such an approach, although
providing exact expression of the expected demand and supply functions, may
be computationally costly due to the fact that there may be a large number of
critical regions. In practice, one may only need to compute a small subset of
critical regions that contain typical net load realizations, e.g., around the mean
value of the net load.
A second approach is to obtain expected demand and supply curves based
on an interpolation of sampled expected demands and supplies. In gen-
eral, the expected price function p¯in(q) may not have analytical forms; a set of
interchange-price pairs is sufficient for the scheduling purpose. For example,
operators may only compute the expected LMPs, {p¯ik1}Kk=1 and {p¯ik2}Kk=1, for a finite
number of interchange levels {qk}Kk=1. To determine the intersection, the operator
of region n shares the set of pairs {(p¯ikn, qk)}Kk=1 to the other operator who can then
use the interpolation technique to approximate the entire curve p¯in(q).
Yet another approach is based on the use of historical data. Currently, exter-
nal transaction data is not only accessible to the operators but also to all market
participants. For example, the external transaction data associated with the CTS
interface between New York ISO and ISO New England, is publicly available:
New York ISO provides the external CTS price online[41] and ISO New England
updates the real-time scheduled interchange on the ISO’s website[32]. Given the
enormous amount of historical data, regression models can be used as a reason-
able estimate of the relationship between interchange quantities and expected
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prices, which can be treated as the expected supply and demand functions.
4.4.5 Summary of Scheduling Procedure
We conclude this section by describing the procedure of the proposed schedul-
ing technique. Without loss of generality, we assume that the operator of area 1
(ISO 1) submits its price curve to the operator of area 2 (ISO 2) who then deter-
mines the interchange schedule.
The scheduling procedure of STO is summarized as follows:
(1) operators compute the expected price functions p¯i1(q) and p¯i2(q);
(2) ISO 1 submits p¯i1(q) to ISO 2;
(3) ISO 2 determines the direction of the interface flow, computes qSTO as de-
fined in Theorem 6, and communicates the schedule to ISO 1;
(4) both operators dispatch their internal resources to implement the agreed
interchange level in real time.
We point out that the expected price curve p¯in(q) produced in Step (1) covers
both positive and negative interchange values. The direction of the interface
flow is determined by the sign of the cleared interchange. We note that the di-
rection and volume of the optimal interchange can be obtained simultaneously
from the intersection of the two expected curves which are defined on q with the
same direction. For example, the direction of q is defined from area 1 to area 2
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in (4.1). If the intersection of p¯i1(q) and p¯i2(q) were set at a positive value qint > 0,
the interface flow direction would be from region 1 to region 2. Otherwise, a
negative value qint < 0 would be the opposite direction.
After agreeing the interchange schedule, operators will prepare their inter-
nal resources for the actual delivery. Note that the interchange schedule is deter-
mined in advance of net load realization. This time difference is approximately
15 minutes in [47] and up to 75 minutes in the current implementation of CTS.
When load and renewable generations are realized in real time, operators will
dispatch the internal resources to meet the regional demand and the agreed
schedule.
4.5 Generalizations
In this section, we discuss three possible generalizations of the proposed STO
scheduling technique. The first one is incorporating external market partici-
pants in the interchange coordination as the CTS proposal. The second is the
multi-area (more than two areas) interchange scheduling. The last one is the
consideration of regional reserve market in the multi-area system setting.
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Figure 4.6: Optimal schedule q∗SCTS under SCTS scheme.
4.5.1 Stochastic Coordinated Transaction Scheduling
In order to incorporate external market participants, we generalizes the CTS
proposal currently in implementation to Stochastic Coordinated Transaction
Scheduling (SCTS) using the same idea of STO. As in CTS, market participants
are allowed to submit requests to buy and sell power simultaneously on both
sides of the interface. Such a request is called an interface bid, which includes
a price indicating the minimum expected price difference between two regions
that the participant is willing to accept, a transaction quantity of the interchange,
and a flow direction.
The graphical representation of SCTS is given in Figure 4.6. Analogous to
Figure 4.5, p¯i1(q) and p¯i2(q) are the expected LMP curves of region 1 and region 2,
respectively. The third price curve5 p¯i2(q) − pibid(q) is the adjusted curve of p¯i2(q)
by subtracting the aggregated interface bids pibid(q). The SCTS schedule is set
at the intersection of p¯i1(q) and p¯i2(q) − pibid(q) in the absence of interface limit.
All interface bids with the expected price difference less than ∆pi = pibid
(
qSCTS
)
5To incorporate the aggregated interface bid pibid(q), one can subtract it from the expected
demand curve p¯i2(q) as shown in Figure 4.6 or add it to the expected supply curve p¯i1(q). In
either way, the optimal schedule is set at the intersection of the adjusted curve and the original
curve of the other.
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are accepted and settled at the real-time LMP difference. Mathematically, this
problem is formulated as:
max
q≤Q
∫ q
0
[
p¯i2(x) − pibid(x) − p¯i1(x)]dx (4.9)
where the expected price functions p¯i1(q) and p¯i2(q) are derived from (4.3) and
(4.4). Note that problem (4.9) is not equivalent to the cost minimization (4.2)
due to the introduction of market participants.
Compared to the original design of CTS, the only difference of SCTS is the
use of the expected supply and demand curves. This implies that one-time in-
formation exchange is sufficient; no iteration between operators is necessary
during the scheduling procedure.
4.5.2 Extension to Multi-Area Interchange Scheduling
Having considered the problem of interchange scheduling between a pair of
neighboring ISOs, it is natural to examine possible extensions to three or more
interconnected areas. Such a problem clearly has significant implications in
practice. For instance, New York ISO has interfaces with both ISO New Eng-
land and PJM, and PJM has interfaces with New York ISO and Midcontinent
ISO. Thus effective coordination among all operators can affect the overall effi-
ciency of a large-scale interconnected system.
The proposed scheduling technique is directly applicable to the asynchronous
multi-area interchange scheduling problem. In particular, because operators run
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their regional dispatches asynchronously, an ISO with multiple interfaces may
determine interchange schedules one at a time. For such cases, the problem is
effectively reduced to a pairwise interchange scheduling problem for which the
proposed STO can be applied directly.
It is perhaps computationally more efficient, possibly with better perfor-
mance, if multiple interfaces can be scheduled simultaneously. The problem of
jointly optimizing all interface flows presents a nontrivial difficulty in extend-
ing the approach presented in this section, both conceptually and algorithmi-
cally. The key issue arises from the fact that the idea of intersecting the supply
and demand curves is no longer applicable. In a way, the operator has to deal
with high dimensional “supply and demand surfaces” on which one has to find
the optimal interchange vector. It is not clear such a vector has the correct eco-
nomic interpretation as in the one dimensional case. Even if it does, it is not
obvious how to obtain such a multi-dimensional schedule in a computationally
tractable fashion. In section 4.6, we propose an approach for stochastic inter-
change scheduling in the multi-area multi-interface system based upon the idea
presented in this section.
4.5.3 Multi-Area Energy-Reserve Market
The proposed interchange scheduling technique assumes that each area main-
tains its own reserve requirement and reserve allocation rule based on each re-
gion’s operating criteria. In this way, the scheduling process will require min-
imum or no change to the current industry practice. Maintaining separate re-
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serve models (or reserve markets) in each area does not affect the proposed in-
terchange scheduling process, but the average supply and demand curves can
be different from those obtained without reserve requirements.
Here we describe the general idea how the proposed interchange scheduling
technique incorporates regional reserve markets. The multi-area joint energy
and reserve market clearing problem under uncertainty can be still formulated
as a two-stage stochastic program: in the first stage, the interchange is optimized
for the expected overall cost; and for the second stage, instead of optimizing
the energy dispatch, the reserve levels are also determined via an energy and
reserve co-optimization. For energy and reserve co-optimization model, refer to
[49]. The scheduling procedure is exactly the same as the summary given in
Section 4.4.5, except that the expected price is computed from the energy and
reserve co-optimization model instead of energy-only optimization.
4.6 Stochastic Multi-Interface Scheduling
In this section, we generalize the single interface scheduling algorithm to
the multi-area system setting where multiple interface flows are involved, as
illustrated in Figure 4.3. In particular, the proposed interface-by-interface
scheduling (IBIS) algorithm is specialized for synchronous scheduling and
asynchronous scheduling.
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4.6.1 Synchronous Interchange Scheduling
The first scenario we consider is the synchronous interchange scheduling in
which all operators in the interconnected system have a unified timetable, i.e.,
all interface flows are optimized simultaneously at each scheduling time.
Consider an interconnected system with N independently operated areas (of
an arbitrary network topology) and I separate scheduling interfaces. The multi-
area synchronous interchange scheduling problem, analogous to the single in-
terface scheduling problem, is also a two-stage stochastic optimization: the first
stage is to set the values of all interface flows by minimizing the expected over-
all cost; the second stage is to minimize the cost of individual areas given the
fixed interchange and realized random generation and demand.
As a generalization of (4.6) for the single interface scheduling problem, the
first stage optimization for the multi-area system is given by
min
q
C¯(q) =
∑N
n=1 Edn
[
Cn
(
g∗n(qn, dn)
)]
q ≤ Q (µq)
(4.10)
where the interchange vector6 q is a real vector in dimension I, qn the vector
of interface flows associated with area n assuming outbound directions, C¯(q) the
expected overall system cost, and g∗n(qn, dn) the optimal regional dispatch in area
n, given the interchange level qn over the interfaces associated with area n and
the realized net load dn.
6Note that the interchange vector q in (4.10) includes all interface flows with predetermined
directions. This is the generalization of the scalar case in formulation (4.6) where the interchange
vector q, representing the interface flow from area 1 to 2, is in dimension 1.
84
In the second stage, each operator dispatches the internal resource to meet
the interchange schedule qn and the realized internal net load dn in the least cost
manner subject to the generation and transmission constraints. The optimiza-
tion problem for area n, n = 1, 2, · · · ,N, is specified as
min
gn
Cn (gn)
subject to 1ᵀ(dn − gn) + 1ᵀqn = 0 (λn)
S n(dn − gn) + S˜ nqn ≤ Fn (µn)
gn ∈ Gn
(4.11)
where S˜ n is the shift factors of proxy buses associated with area n to internal
transmission lines in area n
Given the first stage decision qn and the realization of net load dn, the second
stage problems are naturally decoupled and can be solved by their own oper-
ators. The LMP vector pin at the proxy buses for area n is calculated from the
Lagrangian multipliers of (4.11)
pin(qn, dn) = 1λ∗n(qn, dn) + S˜
ᵀ
nµ
∗
n(qn, dn) (4.12)
where λ∗n(qn, dn) and µ∗n(qn, dn) are functions of the realization dn and the first stage
decision qn.
The expected multi-dimensional LMP function p¯in(qn) for area n is therefore
defined as
p¯in(qn) = Edn[1λ
∗
n(qn, dn) + S˜
ᵀ
nµ
∗
n(qn, dn)] (4.13)
where the expectation is taking over all randomness of the net load dn ∼ Fn.
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Interface-by-Interface Scheduling
The idea of the proposed scheduling algorithm is to iteratively optimize the in-
terchange vector, one interface at a time, until the termination criterion satisfied.
Let q(k) be the vector of all interface flows at iteration k and q(k)(i) the ith element
of q(k) representing the flow over the ith interface. The optimization for the ith
interface flow at iteration k is given by
q(k)(i) = argmin
q(i)≤Q(i)
C¯
(
q(i), q(k)(−i)
)
(4.14)
where Q(i) is the transmission capacity for interface i and q(k)(−i) the vector of
q(k) with the most updated values after removing the ith entry, i.e.,
q(k)(−i) , (q(k)(1), · · · , q(k)(i − 1), q(k−1)(i + 1), q(k−1)(I)). (4.15)
By Theorem 6, the optimal solution q(k)(i) can be obtained by searching the
intersection of the expected supply and demand function defined in (4.13) for
q(i) with fixed q(k)(−i) and check if the interface capacity Q(i) is satisfied.
Formally, the synchronous interface-by-interface scheduling (SIBIS) algo-
rithm to obtain the optimal interchange to (4.10) is given in Algorithm 2.
In practice, a positive value is chosen for  to ensure a finite termination of
SIBIS. When  is set to zero, the optimality and convergence behavior of SIBIS
can be proved (the proof of Theorem 7 is given in Appendix A.3.3).
Theorem 7. Let {q(k)}∞k=0 be the sequence generated by Algorithm 2 with  = 0. Then,
every limit point of {q(k)}∞k=0 is optimal to (4.10).
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Algorithm 2 Synchronous Interface-by-Interface Scheduling
1: given a feasible initial point q(0), the expected LMP function p¯in(qn) for area
n, n = 1, · · · ,N, and a tolerance  ≥ 0.
2: repeat
3: k = k + 1, q(k) = q(k−1).
4: for i = 1, 2, · · · , I do
5: Obtain q(k)(i) in (4.14) by intersecting the expected supply and demand
functions.
6: end for
7: until ‖q(k) − q(k−1)‖2 ≤ .
It should be noted that SIBIS is a form of cyclic coordinate descent method in
which one cyclically iterates through the directions, one at a time, minimizing
the objective function with respect to each coordinate direction at a time. The
early study of the coordinate descent method dates back to 1950s [31]. The con-
vergence of the method has been extensively studied in the literature [31, 38, 45]
under various assumptions. Given the strict convex assumption of the regional
cost function Cn(gn), the objective function C¯(q) is a continuously differentiable
convex function, as shown in the proof of Theorem 7. If C¯(q) has local strict
convexity in the feasible region of (4.10), linear rate of convergence can be es-
tablished as the case in [38].
4.6.2 Asynchronous Interchange Scheduling
The second scenario we consider is the asynchronous scheduling in which an
operator with multiple interfaces determines interface flow one at a time. For
such cases, the multi-interface scheduling problem is effectively reduced to a
sequential single interface flow optimization.
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Let qt be the vector of all interface flows at time t, qt(i) the ith element of qt
and qt(−i) the vector of qt after removing qt(i). Given the interface flow vector
qt−1(−i) at time t − 1, the schedule of the ith interface qt(i) at time t is given by
q(t)(i) = argmin
q(i)≤Q(i)
N∑
n=1
Edtn
[
Cn
(
g∗n
(
q(i), qt−1(−i), dtn
))]
(4.16)
where the expectation is taking over the randomness of net load dtn with respect
to the distribution Ftn at time t, and the regional dispatch g∗n
(
qn), dtn
)
for area
n is the optimal solution to (4.11), given the interchange schedule qn and the
realization of net load dtn.
Since the interface flow q(i) is the only decision, the objective function in
(4.16) only involves two areas intersects at the ith interface. Therefore, the op-
timal interface flow qt(i) at time t can be obtained by intersecting the expected
supply and demand function of q(i) given the distribution Ftn of the random net
load dtn with the other interface flows fixed at qt−1(−i). Note that the expected
LMP function p¯itn(qn), similarly defined in (4.13), depends on time through the
distribution Ftn.
The distinction between synchronous and asynchronous scheduling lies in
the decision at each scheduling time. For synchronous scheduling, the entire
interchange vector is optimized via the iterative process given in Algorithm 2
at each scheduling time t. For the asynchronous scheduling, on the other hand,
only one element of the interchange vector is optimized at time t. Therefore,
the solution of the asynchronous scheduling algorithm at time t is suboptimal
in terms of minimizing the expected overall system cost.
The asynchronous interface-by-interface scheduling (AIBIS) algorithm is for-
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Algorithm 3 Asynchronous Interface-by-Interface Scheduling
1: given a feasible initial point q(0), the expected LMP function p¯itn(qn) for area
n, n = 1, · · · ,N, at time t, and a termination time T .
2: repeat
3: t = t + 1, i = t mod I.
4: Obtain the optimal solution qt(i) of (4.16) by intersecting the expected sup-
ply and demand function.
5: until t = T .
mally described in Algorithm 3. It should be noted that the iterative process of
AIBIS is carried out over time which should be distinguished with that in SIBIS.
We note that if the net load process dtn, n ∈ {1, · · · ,N}, is independent in time,
the optimal interchange depends only on the marginal distribution of the random
load at the time of delivery. If in addition, the process is stationary, i.e., dtn is in-
dependent and identically distributed (i.i.d.), then the optimal interchange is
constant. In this case, AIBIS is essentially the classical cyclic coordinate decent
spread over time. In comparison with SIBIS, SIBIS achieves optimal interchange
for at every time whereas AIBIS achieves the optimality over time. The follow-
ing Theorem, whose proof is given in Appedix A.3.4, formalize this argument.
Theorem 8. Let {qt}∞t=0 be the sequence generated by Algorithm 3 with T = ∞. If the
net load dtn
i.i.d∼ Fn for all n, then every limit point of {qt}∞t=0 is optimal to (4.10).
When dtn is not i.i.d., the interchange sequence generated by AIBIS does not
converge to that by SIBIS. The performance (averaged over time) of AIBIS algo-
rithm does not in general converge to that of SIBIS; the lack of synchronization
translates to a performance loss. When the load process is a finite state Markov
chain, however, a modification of AIBIS that separately adapts the interchange
for different load state will have the same time averaged performance as that of
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SIBIS.
4.7 Evaluation
In this section, we present numerical results of the proposed scheduling tech-
niques using various testing systems with different topologies.
We first compare the performance of the proposed STO in Section 4.4 with
that of TO on two systems: a 2-area 6-bus system and a 2-area 118-bus system.
In both examples, TO uses the certainty equivalent forecast of wind power, i.e.,
the mean value, while STO uses the probabilistic forecast, i.e., the distribution.
The proposed algorithms for the multi-interface scheduling are then evalu-
ated on the IEEE 3-area 118-bus system. The proposed SIBIS is compared with
the certainty equivalence (CE) technique,7 which uses the mean value of the ran-
dom variable to schedule the interchange. Performance comparison between
SIBIS and AIBIS is followed.
7The CE method also adopts the iterative procedure given in Algorithm 2. The only dif-
ference lies in the price functions to obtain the single interface flow. Instead of using the ex-
pected supply/demand function Edn [pin(qn, dn)], the CE method uses the supply/demand func-
tion pin(qn,Edn [dn]) by substituting the random variable by its the expected value.
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Figure 4.7: A 2-region 6-bus system.
4.7.1 Example 1: A 2-Area 6-Bus System
Consider a 2-area 6-bus system as depicted in Figure 4.7. Generator incremental
cost functions, capacity limits, and load levels (the default values) are presented
in the figure. All lines were assumed to be identical except for the maximum
capacities: the tie lines (line 2-6 and line 3-4) and the internal transmission lines
in region 1 (line 1-2, line 1-3, and line 2-3) had the maximum capacities of 100
MW, and the internal lines in region 2 have the maximum capacities of 200 MW.
The system randomness came from the wind generator at bus 1 in region 1. The
entire network model (the shift factor matrix) was assumed to be known to both
operators. Bus 3 and 6 were chosen as proxy buses.
Baseline
We first tested a baseline with the probabilistic wind (forecast) distribution
N(55, 102). Two load levels were chosen to illustrate the two inefficiency symp-
toms of TO schedule: the first load level d5 = 250 was an example of the counter-
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Figure 4.8: Expected overall cost curves with different load levels.
Table 4.1: Performance comparison of TO and STO
Scenario Method q E[Cost(q)] E[∆pi(q)]
d5 = 250
TO 167 6795.6 −2.3
STO 162.8 6791.1 0
d5 = 200
TO 147.5 4621.6 2.5
STO 151.4 4608.6 0
intuitive flow, and the second load level d5 = 200 showed the case of interface
under-utilization. All results were generated from Monte Carlo simulation. The
actual wind realizations were sampled from the forecast distribution N(55, 102)
as well.
We plotted the expected overall operating costs at different interchange lev-
els in Figure 4.8. At the interchange schedule of STO (the red circle), the ex-
pected overall system cost was minimized in both cases. This verified the opti-
mality of the proposed scheduling technique. Table 4.1 provides more detailed
statistics for the schedule of TO and that of STO. Under STO, the expected prices
at the two proxy buses converged in both cases. Under TO, on the other hand,
the price disparity occurred in both cases. In the first example, the expected
price difference was −2.3 $/MWh, which means the expected price of the im-
porting region (region 2) was lower than that of the exporting region. This im-
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Figure 4.9: Expected price curves under different load levels.
plies that the interchange was scheduled from a high cost region to a low cost
region, which is economically counter-intuitive. In the second example, the ex-
pected price difference at the interchange level of TO schedule was 2.5 $/MWh,
i.e., the marginal price of the importing region was higher than that of the ex-
porting region. With this price difference, increasing the interchange level can
further reduce the expected overall cost, meaning that the interchange capac-
ity was underutilized. In fact, because of the optimality of STO schedule, any
schedule higher than this optimal level would cause counter-intuitive flows,
and any schedule lower than that would lead to the interface under-utilization.
To see why these two phenomena happen, we took a closer look at the sup-
ply and demand curves given in Figure 4.9 where piTO1 and pi
STO
1 are the supply
curves of region 1 for TO and STO respectively. Since there was no randomness
in region 2, pi2 is the deterministic demand curve for both TO and STO. If there
were no uncertainty of the wind forecast, i.e., the variance of wind generation
distribution were zero, the expected supply curve would be exactly the same as
piTO1 . So the increase of the standard deviation of wind generation changes the
expected supply curve from piTO1 to pi
STO
1 .
Figure 4.9 shows some insights into the inefficiency associated with the cer-
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tainty equivalent approach of TO. Here we explain the case of d5 = 250 in Fig-
ure 4.9a with details. TO sets the interchange by intersecting the supply curve
(solid) from region 1 with the demand curve (dash-dot) from region 2. This so-
lution would have been exactly the same as STO if the wind production has zero
variance.
In the presence of uncertainty, the expected supply curve (dash) in Fig-
ure 4.9a represents a higher cost of generation from region 1 around the inter-
change quantity set by TO. This means that, the 167 megawatt flow from region
1 to 2 set by TO is a flow from the higher cost region to the lower cost region,
which is a case of counter-intuitive flow. STO, on the other hand, sets the inter-
change at a lower level (red circle) and there is no price differential at the proxy
buses.
Similar rationale is also applicable for the case of d5 = 200 in Figure 4.9b. At
the TO interchange (the blue square), the expected generation cost of region 1
is lower than that of region 2. This means that the overall cost can be further
reduced if more power flow from region 1 to region 2.
Impact of Forecast Uncertainty
The impact of the forecast uncertainty level was investigated by varying the
standard deviation σ of the wind production distributionN(55, σ2). Loads were
set at the default values given in Figure 4.7.
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Figure 4.10: Impact of the forecast uncertainty σ.
As shown in Figure 4.10, the interchange schedule under TO did not change
with σ because it only used the mean value 55 of the wind production forecast.
STO, on the other hand, captured the uncertainty level of the probabilistic fore-
cast and adjusted the interchange schedule accordingly. The expected overall
cost increased with the forecast uncertainty, which was observed in both TO
and STO. Such trend is intuitive because uncertainty creates more inefficiencies.
When there were no uncertainty (σ = 0), the schedules of TO and STO would
be exactly the same.
4.7.2 Example 2: A 2-Area 118-Bus System
We divided the standard IEEE 118-bus system8 into two areas: area 1 includes
bus 1-12 (and associated internal transmission lines) and area 2 bus 13-118 (and
associated internal transmission lines). In this system, there was a single inter-
face consisting of five tie lines. Generator incremental cost functions, capacity
limits, and load levels were set at the default values given in “case118” in [51].
Bus 4 and 69 were selected as the proxy buses. We imposed the maximum ca-
8All bus and branch indices are referred to [51].
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pacity of 100 MW on line 8, 126 and 155. The interface transmission was not
limited by default, but the impact of the interface congestion would be studied.
We introduced ten wind generators9 in the two-region system, one in area 1
and nine in area 2. The wind power productions in each region were assumed
to be independent random variables with identical probability distribution. We
used a generalization of scenario-based model. In particular, suppose that there
is a set of wind generation scenarios, each associated with a Gaussian model
with mean µk and variance σ2k . If scenario k occurs with relative frequency pk,
then the distribution of the wind generation in region i is given by the so-called
Gaussian mixture distribution
wi ∼
∑
k
pk
1
σk
√
2pi
e
− (wi−µk )2
2σ2k . (4.17)
In this example, we only considered two scenarios: high wind scenario
(characterized by the Gaussian distribution with mean µhighi and the standard
deviation σhighi for region i) and low wind scenario (characterized by the Gaus-
sian distribution with mean µlowi and standard deviation σ
low
i for region i). We
denote the probability of high wind scenario by p and that of low wind scenario
by 1 − p. Therefore, the mean production value for each generator in region i is:
w¯i = pµ
high
i + (1 − p)µlowi . (4.18)
For the following simulation results, we used the continuous distribution
(4.17) to compute the interchange of STO, and the mean value w¯i for TO. All
9The wind generators were assumed to be located at bus 6, 90, 100, 103, 104, 105, 107, 110,
111, and 112.
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Table 4.2: Wind distribution parameter value
p Region High wind Low wind
0.5
w1 N
(
350, 352
)
N
(
50, 52
)
w2 N
(
150, 152
)
N
(
50, 52
)
Figure 4.11: Expected overall cost: impact of interface congestion.
realizations of wind generation were sampled from the continuous distribution
(4.17) using parameter values in Table 4.2.
Impact of Interface Congestion
In this case, we first verified the optimality of STO schedule in the absence of
interface capacity and then examined the effect of interface congestion.
We plotted the expected overall operating costs at different interchange lev-
els in Figure 4.11. The result verified the optimality of STO and the inefficiency
of TO: the interchange level of STO was located at the minimum of the expected
cost curve while the schedule of TO resided at a suboptimal point. The root
cause of the inefficiency of TO, in this case, was the under-utilization of the in-
terface transfer capacity.
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Knowing that under-utilization causes inefficiency, an interesting question
to ask is what happens if the interface capacity is limited and the optimal sched-
ule of STO is not achievable. To answer this question, we imposed the limit of
external injection/withdraw at the proxy bus to be 250 MW. From Figure 4.11,
the expected cost at this limit (yellow triangle) was larger than that of the origi-
nal STO schedule (red circle), but still better than that of TO (blue square). One
can imagine: if the interface capacity were further restricted, for example, at a
level smaller than the schedule of TO, both TO and STO would yield the same
schedule that equals to this tight limit. The expected cost would increase for
sure due to this restriction.
To scrutinize the impact of interface congestion, we calculated the expected
price differences between two regions at different interchange schedules. Re-
sults are presented in Table 4.3. In the absence of interface constraint (Q = ∞),
the LMPs at proxy buses converged at the schedule of STO, which created an
ideal seamless market. However, when the interface was congested (Q = 250),
the price disparity occurred: the exporting price was lower than the importing
price by 1.27 $/MWh. Economically, increasing the interface flow would reduce
the price difference and improve the overall cost in expectation. Technically, the
interface flow was constrained by its physical limit (Q = 250), so the schedule
was stuck at this suboptimal point. Therefore, whenever the interface is con-
gested, the price disparity occurs and the congestion cost increases.
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Table 4.3: Impact of interface congestion
Q Method q E[Cost(q)] E[∆pi(q)]
∞ TO 197.11 86782.72 3.14
STO 286.11 86643.26 0
250
TO 197.11 86782.72 3.14
STO 250 86666.14 1.27
Table 4.4: Interchange schedules and expected overall costs under different proxy buses
Proxy
Bus10
q E[Cost(q)]
TO STO TO STO
(4, 69) 197.11 286.11 86782.72 86643.26
(6, 24) 192.08 286.28 86873.96 86719.66
(10, 49) 196.88 285.65 87123.66 86985.48
(8, 30) 216.69 283.84 86636.51 86552.82
(11, 13) 64.79 199.79 87743.53 87247.55
(12, 14) 70.01 210.68 87634.56 87152.42
Impact of Proxy Bus Location
As pointed out in [28], all existing LMP based markets utilize proxy bus repre-
sentation for the interchange modelling and scheduling. The location of proxy
bus, however, is selected according to the industrial experience and there does
not exist a common selection criterion. Here we tested various locations to in-
vestigate the impact of proxy bus locations. The distribution given in (4.17) with
parameter values given in Table 4.2 was used.
From results presented in Table 4.4, we observed that both techniques were
10The pair (p1, p2) indicates the proxy bus locations in region 1 and region 2 respectively. For
example, the pair (4, 69) means that bus 4 was used to represent the network in region 1 and
bus 69 the network in region 2.
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sensitive to the proxy bus locations. The optimal schedule under TO was more
random than that under STO. For example, the schedule of TO at (8, 30) was
three times larger than that at (11, 13) and (12, 14).
In this section, we present numerical results of the proposed scheduling al-
gorithms on the IEEE 118-bus system. The performance of the proposed SIBIS
algorithm is compared with the certainty equivalence (CE) technique,11 which
uses the mean value of the random variable to schedule the interchange. The
comparison of SIBIS and AIBIS algorithms is then presented for time varying
random processes.
4.7.3 Example 3: IEEE 3-Area 118-Bus System
In this example, we tested the proposed algorithms, SIBIS and AIBIS, for the
multi-interface scheduling on the IEEE 3-area 118-bus system. The topology
and area partition of the IEEE 118-bus system are given in Figure 4.12. The in-
terchange vector q of this 3-area 2-interface system includes two interface flows
where q(1) and q(2) are the flows to area 2 from area 1 and area 3, respectively.
The load profile, generator capacities, cost functions, and line and bus labels
were defined in “case118” in [51]. We imposed the maximum capacity of 100
MW on transmission line 8, 126 and 155, and 1200 MW on the two interfaces.
Bus 31, 66 and 92 were selected as proxy buses for area 1, 2, and 3 respectively.
11The CE method also adopts the iterative procedure given in Algorithm 2. The only dif-
ference lies in the price functions to obtain the single interface flow. Instead of using the ex-
pected supply/demand function Edn [pin(qn, dn)], the CE method uses the supply/demand func-
tion pin(qn,Edn [dn]) by substituting the random variable by its the expected value.
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Figure 4.12: IEEE 3-area 118-bus system [7].
The system uncertainty arose from 12 wind generators (roughly 10% of
buses) located at bus 25, 26, 90, 91, 100, 103, 104, 105, 107, 110, 111, and 112,
as indicated by red boxes in 4.12. The selection of these locations were intended
to simulate two wind farms; the small one has 2 wind generators in area 1, and
the large one has 10 wind generators in area 3 concentrated on a few neigh-
boring buses. All wind generators were assumed to be identical and follow a
two-mode Gaussian mixture distribution whose probability density function is
given by
f (w) = 0.5
exp{− (w−µh)22σ2h }√
2piσ2h
+ 0.5
exp{− (w−µl)22σ2l }√
2piσ2l
(4.19)
where the Gaussian distribution N(µh, σ2h) represents the high wind scenario
and N(µl, σ2l ) the low wind scenario.
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Synchronous Interchange Scheduling
We first show the optimality and convergence behaviour of the proposed SIBIS
and the two most common symptoms of inefficient schedule.
The distribution (4.19) was used as the probabilistic wind production fore-
cast with parameter values µh = 150, σh = 12, µl = 50, and σl = 4. Note that
the difference between the proposed algorithm and the benchmark technique
is the use of wind production forecast. The synchronized scheduling algorithm
uses the forecasted distribution while the certainty equivalence only uses the
mean value w¯ = 0.5µh + 0.5µl = 100. The initial interchange vector was set at
q(0) = (0, 1000) for both methods. Termination rule given in Algorithm 2 was
used for both methods with tolerance  = 0.001.
Simulation 1: Tie Line Utilization
In this simulation, we examine the utilization of tie lines. Ideally, tie lie should
be utilized fully to the extent that power flows from a lower price proxy to a
high price proxy. All bus loads were set at the default values given in “case118”
[51].
From the results shown in Table 4.5, we observed that the interface flows
scheduled by CE and SIBIS had the same directions but different volumes. The
CE schedule of transferring 703.32 MW from area 3 to area 2 resulted in the
expected price disparity where the exporting area was $31.33 while the import-
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Table 4.5: Performance comparison in the interface under-utilization scenario
Interface flows (MW) LMP ($) E[Cost] ($)
CE
q(1) = −68.27
q(2) = 703.32
p¯i1 = 32.95
p¯i2 = 32.94
p¯i3 = 31.33
87114.2
SIBIS
q(1) = −106.42
q(2) = 800.16
p¯i1 = 32.44
p¯i2 = 32.44
p¯i3 = 32.44
86995.1
ing area was $32.94. Note that there was adequate transmission capacity, there
was still extra transmission capacity and overall cost could have been reduced.
This phenomenon is called interface under-utilization, which means transfer-
ring more power across the interface can further reduce the overall system cost.
The economic benefit from SIBIS can be observed in the expected overall system
cost reduction in the SIBIS schedule. By increasing the interface flow from area
3 to area 2 to 800.16 MW, the expected supply and demand prices converged
to $32.44. Because there was no interface congestion, the expected prices in all
three areas converged implying that the SIBIS schedule was efficient.
The convergence behavior of SIBIS is presented in Figure 4.13a where the
expected overall cost was reasonably close to the optimum after the first two
iterations. To demonstrate the optimality of the SIBIS schedule, we computed
the expected costs in its neighborhood shown in Figure 4.13b where the SIBIS
schedule is indicated by the cursor at the right bottom and the CE schedule at
the left top. Note that the SIBIS schedule is located at the darkest point in this
expected cost map which verifies the SIBIS converges to the globally optimal
solution.
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(a) Convergence
(b) Optimality
Figure 4.13: Convergence behavior and optimality of the synchronized scheduling al-
gorithm in interface under-utilization the scenario.
Table 4.6: Performance comparison in the counter-intuitive flow scenario
Interface flows LMP ($) E[Cost] ($)
CE
q(1) = 56.56
q(2) = 790.86
p¯i1 = 35.07
p¯i2 = 34.80
p¯i3 = 32.32
101555.2
SIBIS
q(1) = −2.59
q(2) = 938.78
p¯i1 = 34.05
p¯i2 = 34.05
p¯i3 = 34.05
101364.2
Simulation 2: Direction of Tie-line Flow
In this simulation, we examined the direction of power flow on tie lines. In this
simulation, the same setting in Simulation 1 was used except that all loads in
area 2 were increased by 20%.
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(a) Convergence
(b) Optimality
Figure 4.14: Convergence behavior and optimality of the synchronized scheduling al-
gorithm in the counter-intuitive flow scenario.
From the results presented in Table 4.6, the interface flows scheduled by the
CE method and SIBIS were different in both directions and volumes. Note that
the CE method scheduled 56.56 MW from area 1 to area 2: power flowed from
higher- to lower-priced areas. This is economically counter-intuitive. In con-
trast, the SIBIS schedule resulted in price convergence between proxy buses,
thus fundamentally eliminated counter-intuitive flows.
The convergence behavior was similar to that in Simulation 1 as shown in
Figure 4.14a. The optimality was also verified.
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Asynchronous Interchange Scheduling
We have established theoretical results for AIBIS in Theorem 8 under the inde-
pendent and stationary assumption for the net load process. In reality, however,
the operating condition of the power grid is constantly changing. So we first
verify the optimality of AIBIS in the i.i.d. case and compare the performance of
SIBIS and AIBIS in a more general setting.
To verify the optimality of AIBIS for the i.i.d. wind process, the generation
wt(i) of wind farm i at time t was assumed to follow N(100, 102) for all i and
t. The scheduling horizon T was set to 20 for AIBIS and the tolerance  was
set to 0.001 for SIBIS. The initial interface flows were set at (500, 500) for both
algorithms.
As shown in Figure 4.15, SIBIS achieves optimal interchange for at every
time whereas AIBIS achieves the optimality over time. Specifically, the interface
flows and the expected cost of SIBIS are optimal and remain constant over time.
AIBIS generated a sequence that converged to the optimal interchange and ex-
pected cost at time 7. It should be noted that the convergence rate is highly
dependent on the initial values. The convergence time of AIBIS is simply the
adaptation of the cyclic coordinate descent method.
The behavior of the proposed AIBIS algorithm was then investigated using
a time varying process of wind generation. Specifically, we varied the mean
value of wind generation starting from 100 MW and ending at 140 MW with a
constant increment 2 MW. Except for the varying mean, the rest of the setting
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(a) Interface flows
(b) Expected overall cost
Figure 4.15: Performance comparison for SIBIS and AIBIS with i.i.d. wind generations.
remained the same.
From Figure 4.16a, the difference between SIBIS and AIBIS was clearly ob-
served in the scheduled interface flows. Since there were only two interfaces,
the interface flows scheduled by AIBIS were alternatively constant during a
scheduling time slot. With time increasing, the scheduling difference decreased
and so did the expected overall cost shown in Figure 4.16b.
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(a) Interface flows
(b) Expected overall cost
Figure 4.16: Performance comparison for SIBIS and AIBIS with time-varying wind pro-
files.
108
CHAPTER 5
CONCLUSION
This thesis presents a new paradigm for power system operation under uncer-
tainty. Two main components in this stochastic viewpoint are (1) the character-
ization of system uncertainty and (2) the model-specific solution method incor-
porating the probabilistic description of uncertainties. A parametric framework
is proposed for a broad set of problems of optimization under uncertainty. The
key idea of the proposed parametric framework is to have the result of the op-
timization pre-computed and stored for each parameter in the form as an al-
gebraic function which can be easily evaluated. In other words, the optimal
solution of the parameter is explicitly determined and not just implicitly as the
result of an optimization problem. In this way, the operation decisions can be
computed through the optimal mappings without repetitively solving the origi-
nal optimization problems when the random variables are sampled or realized.
To illustrate the stochastic paradigm and the proposed parametric frame-
work, we explored two specific problems in the real-time operations. First, we
consider the short-term probabilistic forecasting of real-time LMP and congestion
for system operators. Based on a multiparametric programming formulation
of DCOPF, we have developed an approach that exploits the parametric struc-
ture of DCOPF solutions to obtain conditional distributions of future LMP and
congestion. In this approach, the problem of collecting statistics on the space
of continuous probability distributions of random parameters is reduced to that on
the space of finite discrete probability distributions on a set of critical regions.
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The approach presented in this thesis represents a first step toward online
forecasting in large power systems with significant stochastic components. For
system operators, the proposed online forecasting technique provides a new
tool for managing operation risks and solving stochastic optimization problems.
For market participants, on the other hand, congestion and LMP forecasts by the
operator provide actionable signal for managing flexible resources and demand
side management.
The second problem we consider is the stochastic interchange scheduling
in multi-area systems. A stochastic interchange scheduling technique that in-
corporates load and renewable generation uncertainties is proposed based on
proxy bus system. Using the forecast of the expected LMP at proxy buses, the
proposed approach obtains the optimal interchange from an expected economic
surplus maximization for the single interface flow. The essence of this technique
is to convert a two-stage stochastic program into a deterministic optimization
problem with a one-dimensional decision. Such a transformation makes the
solution not only tractable but computationally efficient in the real-time mar-
ket. In addition, the proposed technique does not require any iteration between
operators during the scheduling process. A one-time information exchange is
sufficient for the optimal scheduling.
For the generalization to multi-area multi-interface systems, a new technique
is proposed based on the idea of coordinate descent method. The interchange
vector is iteratively determined, one at a time, to minimize the expected over-
all system cost. The technique is specialized to both synchronous and asyn-
chronous interchange scheduling. The optimality and convergence are guaran-
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teed under nominal assumptions.
In summary, this thesis presents a new paradigm for operations under uncer-
tainty in the modern electric grid. An efficient stochastic framework is proposed
to investigate the effect of uncertainty on the optimal operation based on the
multiparametric programming theory. This parametric framework provides a
computational efficient methodology for characterizing system uncertainty and
incorporating the probabilistic distribution into operations.
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APPENDIX A
PROOFS
A.1 Proofs for Chapter 2
A.1.1 Proof of Theorem 1
For any parameter θ, if θ is in the same critical region as θ0, they have the same
optimal partition, which means that
AI0 x
∗(θ) − bI0 − EI0θ = 0, (A.1)
AIc0 x
∗(θ) − bIc0 − EIc0θ < 0. (A.2)
Because MPLP (2.2) is assumed to be neither primal nor dual degenerate, AI0
has full rank, and
x∗(θ) = A−1I0 (bI0 + EI0θ). (A.3)
Substituting x∗(θ) into (A.2), we have θ ∈ ΘI0 ; substituting x∗(θ) into the objective
function z∗(θ) = z(x∗(θ), we have (2.6).
Since x∗(θ) and y∗(θ) = y∗(θ0) satisfy the optimal conditions for (2.2), the opti-
mal dual solution is a constant vector y∗(θ0) for all θ ∈ ΘI0 .
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A.1.2 Proof of Theorem 2
The piecewise affine property of optimizer and value function follows imme-
diately from Theorem 1 and from the enumeration of all possible combinations
of active constraint sets. Convexity of z∗(·) and continuity of x∗(·) follows from
standard results on multiparametric programs.
A.1.3 Proof of Theorem 3
The first order optimality conditions for MPQP (2.7) are given by
Hx∗(θ) + Aᵀy∗(θ) = 0, (A.4)
Ax∗(θ) − b − Eθ ≤ 0, (A.5)
y∗i (θ)(Aix
∗(θ) − bi − Eiθ) = 0, ∀i ∈ J, (A.6)
y∗(θ) ≥ 0. (A.7)
From (A.4),
x∗(θ) = −H−1Aᵀy∗(θ). (A.8)
Substituting the result into (A.6), we have
AiH−1A
ᵀ
i y
∗
i (θ) + bi + Eiθ = 0, ∀i ∈ I0, (A.9)
y∗i (θ) = 0, ∀i ∈ Ic0. (A.10)
By the non-degeneracy assumption, the rows of AI0 are linearly independent.
This implies that AI0H
−1Aᵀ
I0
is a square full rank matrix. Therefore, from (A.9),
we solve
y∗I0(θ) = −(AI0H−1AᵀI0)−1(bI0 + EI0θ) (A.11)
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and substitute y∗
I0
(θ) and yIc0(θ) into (A.8) to obtain
x∗(θ) = H−1Aᵀ
I0
(AI0H
−1Aᵀ
I0
)−1(bI0 + EI0θ). (A.12)
Substituting x∗(θ) from (2.9) in the primal feasibility conditions (A.5) gives
Pp and substituting x∗(θ) from (2.9) in the dual feasibility condition (A.7) gives
Pd. We therefore have θ ∈ ΘI0 .
A.1.4 Proof of Theorem 4
The piecewise affine property of optimizer and the piecewise quadratic prop-
erty of value function follow immediately from Theorem 3 and from the enu-
meration of all possible combinations of active constraint sets. Convexity and
continuous differentiability of z∗(·) and continuity of x∗(·) follows from standard
results on multiparametric programs and non-degeneracy assumption.
A.2 Proofs for Chapter 3
A.2.1 Proof of Theorem 5
We first derive the exact piece-wise affine expression of pi(θ). Assume the
quadratic generation cost function is given by gᵀHg + cᵀg where H is a diag-
onal matrix with all values positive, the parametric DCOPF (3.1) can be written
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in the succinct form of (2.2) as follows
min
g
gᵀHg + cᵀg subject to Ag ≤ b + Eθ (γ) (A.13)
where γ = (λ,−λ, µ+, µ−, ν+, ν−) is the vector of all Lagrangian multipliers1, and
the coefficient matrices A, E, and vector b are given by
A =

1ᵀ
−1ᵀ
S
−S
In
−In

, E =

1ᵀ 1ᵀ
−1ᵀ −1ᵀ
S S
−S −S
0 0
0 0

, b =

0
0
L+
−L−
G+
−G−

.
For a given critical region Θi, let (Ii, Ici ) denote the optimal partition. By
(A.11), the Lagrangian multipliers γIi associated with Ii is given by
γIi(θ) = −(AIiH−1AᵀIi)−1
(
EIiθ + bIi
)
(A.14)
where AIi , EIi and bIi are the submatrices of A, E and subvector of b correspond-
ing to Ii.
Let Wi be the submatrix of −(AIiH−1AᵀIi)−1 consisting of rows associated with
the power balance constraint and the active transmission constraints. Then we
have λ(θ)µ¯(θ)
 = Wi (EIiθ + bIi) (A.15)
where µ¯(θ) = (−µ¯+(θ), µ¯−(θ)) and µ¯+(θ) and µ¯−(θ) are Lagrangian multipliers asso-
ciated with active transmission constraints.
1The time indices are removed for notational convenience.
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The LMP function pii(θ) for θ ∈ Θi is given by
pii(θ) = 1λ(θ) − S ᵀµ+(θ) + S ᵀµ−(θ) (A.16)
=
[
1 S¯ ᵀi
] λ(θ)µ¯(θ)
 (A.17)
=
[
1 S¯ ᵀi
]
Wi
(
EIiθ + bIi
)
(A.18)
= Uiθ + vi (A.19)
where Ui =
[
1 S¯ ᵀi
]
WiEIi and vi =
[
1 S¯ ᵀi
]
WiEIibIi .
Because of the non-degeneracy assumption of (3.1) (or equivalently (2.7)),
λ(θ) and µ¯(θ) are unique for θ. Since matrix
[
1 S¯ ᵀi
]
has full column rank, pii(θ) is
one-to-one correspondence from Θi to Πi.
As an immediate result of the following lemma, the PDF of the LMP pi is
given by (3.19).
Lemma 1. Let X ∈ X ⊆ Rm be a continuous random vector with PDF fX(x) and {Xk}Kk=1
be a collection of sets that partition X. Define a piecewise transformation L : Rm → Rn
L(x) = Lk(x), x ∈ Xk
where Lk : Xk → Rn is assumed to be injective.
The PDF of Y = L(X) is given by
fY(y) =
K∑
k=1
IYk(y) fk(y) (A.20)
where Yk is the image of Lk on Xi and fk(y) the PDF of random variable Z = Lk(X).
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A.2.2 Proof of Lemma 1
Let Y(y) = {y′| ‖ y′ − y ‖< } for all y. Since {Xk}Kk=1 partition X, and Lk is injective
for all k, for sufficiently small  > 0,
P
[
Y ∈ Y(y)] = K∑
k=1
IXk(L
−1
k (y))P
[
X ∈ L−1k (Y(y))
]
(A.21)
=
K∑
k=1
IYk(y)P
[
Y = Lk(X) ∈ Y(y)] (A.22)
=
K∑
k=1
∫
Y (y)
IYk(y) fi(z)dz (A.23)
(A.24)
Therefore, for the image Y of L on X,∫
Y
fY(y)dy =
∫
Y
K∑
k=1
IYk(y) fi(y)dy. (A.25)
A.3 Proofs for Chapter 4
A.3.1 Proof of Theorem 6
We first show the differentiability of the objective functions of (4.6) and (4.8).
This follows immediately from the multiparametric quadratic programming re-
sults summarized in Theorem 4.
By Theorem 4, the objective function of (4.6), denoted by J6(q), is continu-
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ously differentiable with derivative
J′6(q) = Ed1,d2
[
∂
∂q
c1
(
g∗1(q, d1)
)
+
∂
∂q
c2
(
g∗2(q, d2)
)]
= p¯i1(q) − p¯i2(q)
where the second equality holds by the Envelope Theorem. Since pi1(q, d1) and
pi2(q, d2) are continuous functions, the objective function of (4.8), denoted by
J8(q), is differentiable with derivative
J′8(q) = p¯i2(q) − p¯i1(q).
We then derive the connection between the optimal solutions to (4.6) and
(4.8) using the first order conditions. The optimal solution q∗ to (4.6) and associ-
ated Lagrangian multiplier µ∗q (for the interface constraint) satisfy the following
first order condition for (4.6):
p¯i1(q∗) − p¯i2(q∗) + µ∗q = 0. (A.26)
Similarly, the optimal solution q] to (4.8) and associated Lagrangian multiplier
µ]q (for the interface constraint) satisfy the following first order condition for
(4.8):
p¯i1(q]) − p¯i2(q]) + µ]q = 0, (A.27)
which is exactly the same as (A.26).
Finally, we show q∗ = q]. To prove this, we need the monotonicity of price
function p¯ii(q) which is summarized in the following lemma.
Lemma 2. If problem (4.3) and (4.4) are neither primal nor dual degenerate for all
d1, d2, and q ≤ Q, then p¯i1(q) is monotonically increasing and p¯i2(q) monotonically
decreasing, where the direction of q is defined from region 1 to region 2.
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Proof. See Appendix A.3.2. 
Below we show that in each of the following cases, either the case itself is
impossible or q∗ = q].
(1) q∗ = q] = Q. The statement is trivially true.
(2) q∗ < Q and q] < Q. In this case, the interface constraint is not binding in
either problem, so we have µ∗q = µ
]
q = 0, which implies that p¯i1(q∗) = p¯i2(q∗)
and p¯i1(q]) = p¯i2(q]). By the monotonicity of p¯i1(q) and p¯i2(q), q∗ = q] = qint.
(3) q∗ < q] = Q. In this case, µ∗ = 0 and p¯i1(q∗) = p¯i2(q∗). Because of the
monotonicity of p¯i1(q) and p¯i2(q), J8(q) is decreasing in q ∈ (qint,Q]. Since
q] > q∗ = qint, we have J8(q∗) > J8(q]). This contradicts with the optimality
of q]. Therefore, this case is impossible.
(4) q] < q∗ = Q. This case is also impossible. The proof follows the logic of
that in Case (3).
To sum up, problems (4.6) and (4.8) have the same optimal solution q∗ = q] =
min(qint,Q).
A.3.2 Proof of Lemma 2
Let the Lagrangian functions for (4.3) and (4.4) be L3 and L4 respectively. By
Theorem 4, c∗i (q, di) , ci
(
g∗i (q, di)
)
, i ∈ {1, 2}, is continuously differentiable. By the
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Envelope Theorem,
∂c1
(
g∗1(q, d1)
)
∂q
=
∂L3
∂q
= pi1(q, d1)
∂c2
(
g∗2(q, d2)
)
∂q
=
∂L4
∂q
= −pi2(q, d2)
where pi1(q, d1) and pi2(q, d2) are continuous functions.
Since c∗i (q, di) is also convex, its second order partial derivative of c
∗
i (q, di)
with respect to q is positive. Therefore, for fixed d1 and d2, pi1(q, d1) is mono-
tonically increasing and pi2(q, d2) monotonically decreasing for q ≤ Q. Note that
monotonicity is preserved under expectation, so p¯i1(q) and p¯i2(q) are also mono-
tonic in q.
A.3.3 Proof of Theorem 7
We first give the properties, implied by Theorem 4, of the objective func-
tion C¯(q) in (4.10) and establish the convergence of the algorithm. Let q(ki) =(
q(k)(i), q(k)(−i)
)
where q(k)(−i) is defined in (4.15). Using the updating rule (4.14),
we have
C¯(q(k)) ≤ C¯(q(kI−1)) ≤ · · · ≤ C¯(q(k1)) ≤ C¯(q(k−1)),∀k. (A.28)
Let q∗ be a limit point of the sequence {q(k)}∞k=1. Note that q∗ ∈ Q = {q|q ≤ Q} be-
cause Q is closed. The monotonicity (A.28) implies that the sequence {C¯(q(k))}∞k=1
converges to C¯(q∗).
Let {q(k)}k∈K, where K is an index set, be a subsequence of {q(k)}∞k=1 that con-
verges to q∗. From the updating rule (4.14) and the monotonic property (A.28),
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for any interface i, we have
C¯
(
q(k)
)
≤ C¯
(
q(ki)
)
≤ C¯
(
q(i), q(k)(−i)
)
,∀q(i) ≤ Q(i).
Since C¯(q) is continuous, implied by Theorem 4, taking the limit as k ∈ K tends
to infinity on both sides, we have
C¯(q∗) ≤ C¯ (q(i), q∗(−i)) ,∀q(i) ≤ Q(i)
which means q∗(i) is an optimal solution of the following optimization
min
q(i)≤Q(i)
C¯ (q(i), q∗(−i)) . (A.29)
Therefore, q∗(i) satisfies the Karush-Kuhn-Tucker (KKT) conditions for (A.29),
i.e.
∇iC¯(q∗(i), q∗(−i)) + λ(i)(q∗(i) − Q(i)) = 0 (A.30)
q∗(i) ≤ Q(i) (A.31)
λ(i) ≥ 0 (A.32)
where ∇iC¯(q) is the partial derivative with respective to q(i) and λ(i) the associ-
ated Lagrangian multiplier.
Note that conditions (A.30-A.32) hold for all i at q∗, i.e.,
∇C¯(q∗) + λ(q∗ − Q) = 0 (A.33)
q∗ ≤ Q (A.34)
λ ≥ 0. (A.35)
Since conditions (A.33-A.35) are the KKT conditions for (4.10), and C¯(q) is
convex by Theorem 4, q∗ is optimal to (4.10).
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A.3.4 Proof of Theorem 8
Since dtn
i.i.d∼ Fn for all area n, qt(i) defined in (4.16) can be obtained by
qt(i) = argmin
q(i)≤Q(i)
C¯
(
q(i), qt−1(−i)
)
(A.36)
which implies
C¯(qt) ≤ C¯(qt−1),∀t.
Let q˜ be a limit point of the sequence {qt}∞t=1. The monotonicity of C¯(qt) implies
that the sequence {C¯(qt)}∞t=1 converges to C¯(q˜).
Let {qt}t∈T, where T is an index set, be a subsequence of {qt}∞t=1 that converges
to q˜. From the updating rule (A.36) and the monotonicity of C¯(qt), we have
C¯
(
qt
) ≤ C¯ (q(i), qt−1(−i)) ,∀t,∀i,∀q(i) ≤ Q(i).
Since C¯(q) is continuous, implied by Theorem 4, taking the limit as t ∈ T tends
to infinity on both sides, we have
C¯(q˜) ≤ C¯ (q(i), q˜(−i)) ,∀q(i) ≤ Q(i)
which means q˜(i) is an optimal solution of the following optimization
min
q(i)≤Q(i)
C¯ (q(i), q˜(−i)) . (A.37)
Therefore, q˜(i) satisfies the KKT conditions (A.30-A.32) for A.37 at q˜. Since (A.30-
A.32) hold for all i at q˜, q˜ satisfies the KKT conditions (A.33-A.35). By the con-
vexity of C¯(q), the KKT conditions are sufficient and necessary for optimality.
Therefore, q˜ is optimal to (4.10).
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