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Active Image Synthesis for Efficient Labeling
Jialei Chen, Yujia Xie, Kan Wang, Chuck Zhang, Mani A. Vannan, Ben Wang, Zhen Qian
Abstract—The great success achieved by deep neural networks attracts increasing attention from the manufacturing and healthcare
communities. However, the limited availability of data and high costs of data collection are the major challenges for the applications in
those fields. We propose in this work AISEL, an active image synthesis method for efficient labeling to improve the performance of the
small-data learning tasks. Specifically, a complementary AISEL dataset is generated, with labels actively acquired via a physics-based
method to incorporate underlining physical knowledge at hand. An important component of our AISEL method is the bidirectional
generative invertible network (GIN), which can extract interpretable features from the training images and generate physically
meaningful virtual images. Our AISEL method then efficiently samples virtual images not only further exploits the uncertain regions, but
also explores the entire image space. We then discuss the interpretability of GIN both theoretically and experimentally, demonstrating
clear visual improvements over the benchmarks. Finally, we demonstrate the effectiveness of our AISEL framework on aortic stenosis
application, in which our method lower the labeling cost by 90% while achieving a 15% improvement in prediction accuracy.
Index Terms—Active learning, Computer-aided diagnosis, Data augmentation, Generative adversarial networks, Small-data learning.
F
1 INTRODUCTION
D EEP neural networks (NNs) [1], [2], [3] have achievedsuperior performance for computer vision tasks [4],
[5], and attracts increasing attention from the other com-
munities, including manufacturing [6] and healthcare [7].
When fed with a large amount of training data (at least in
the thousands [8]), NNs have shown great success in ex-
tracting high-level features and modeling different kinds of
functions. However, the available data in actual life is often
limited and expensive to collect. For example, in computer-
aided diagnosis of aortic stenosis, a common yet severe
heart disease [9], doctors are interested in using pre-surgical
CT scans to efficiently identify the diseased patients. Here, a
hospital may only have around a hundred historical records
over the years, leading to unsatisfactorily performance for
NNs.
In the meantime, thanks to the advances in domain
research, underlining physical knowledge is often available
for the learning problems in manufacturing and healthcare.
Take the same aortic stenosis application as an example,
the pathophysiological reason for the stenosis is mainly due
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to the deposited calcifications on the valve leaflets and the
valve wall, and therefore change the blood flow pattern. The
blood flow can be numerically simulated via computational
fluid dynamics (CFD, [10]), using the CT scans as the in-
put geometry and boundary conditions. Incorporating such
physical knowledge (i.e., the simulation) would intuitively
improve the learning model since it provides complemen-
tary information against the collected historical records. We
present in this paper an active sampling method to incor-
porate underlining physical knowledge via a complementary
dataset.
However, there are two major challenges involved in
collecting such a complementary dataset. First, the inputs of
the dataset (i.e., unlabeled images) are difficult to acquire in
practice. This is particularly typical in the medical field, e.g.,
pre-surgical CT scans, due to clinical, logistic, and economic
restrictions. Therefore, an effective synthesis model for image
inputs is needed. Second, physical labeling methods are
usually expensive. For example, it may take several hours of
computation for a CFD model with complex geometry [10],
and it would be even longer if considering the interaction of
blood flow and soft biological tissue [11]. Within a practical
turnaround, one can only afford a relatively small amount of
labeled experiments. Therefore, an efficient sampling strat-
egy is needed for data synthesis.
We propose in this work AISEL (an Active Image Synthe-
sis framework for Efficient Labeling) to actively incorporate
the underline physical knowledge in small-data learning1.
Our AISEL framework contains two major components.
We first propose generative invertable network (GIN) – a
novel bidirectional image generative model – to encode the
actual images (i.e., the training images) into the defined
lower-dimensional feature space, in which candidate virtual
images can then be generated. Moreover, we propose a new
uncertainty sampling method to actively select the candi-
date virtual images in the GIN feature space. In our sam-
1. The code is available in this repository:
https://github.gatech.edu/jchen663/HeartValveProject-GIN.
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pling method, virtual images are efficiently selected to rep-
resent the distribution of uncertainty in the energy-distance
sense, and therefore both exploit the highly uncertain regions
and explore the entire space without overlap. Labels for
selected virtual images are then obtained via the physi-
cal labeling approaches at hand. By merging the training
data and our AISEL dataset, improved downstream models
are observed, on both toy computer vision/manufacturing
applications and the medical application of aortic stenosis.
This paper makes the following contributions:
1) We incorporate physical knowledge into the learn-
ing process, via a complementary dataset. This en-
sures the incorporation of the additional informa-
tion (by the physics-based labeling approaches), and
therefore improves the downstream prediction per-
formance.
2) We propose an efficient image sampling method
for the complementary dataset. Specifically, it min-
imizes the predictive uncertainty and mitigates the
possible high labeling cost.
3) We propose a new bidirectional generative model –
GIN for feature mapping and actively generating
virtual images, conditional on the actual images.
Noticeable visual improvements compared to the
benchmarks are observed.
The paper is structured as follows. Section 2 summarizes
the related works. Section 3 presents the proposed GIN
with an emphasis on the difference with GAN. Section 4
demonstrates the new sampling method and features the
whole AISEL learning framework. Section 5 demonstrates
the effectiveness of our method in both toy examples and
the motivating application of aortic stenosis. Section 6 con-
cludes the work with directions for future research.
2 RELATED WORK
We summarize the following related works in literature.
Data augmentation is widely used for different learning
tasks with image inputs [12], [13], [14], via image translation,
rotation and flip, and changing of the tune and/or bright-
ness to increase the training data size. Usually, it assumes
such augmentation does not change the label. However, this
may not hold in, e.g., medical images. Taking CT scans as an
example, different substances of human tissues correspond
to different ranges of image intensity, alterations of which
may lead to a completely different interpretation of the
pathophysiological condition [15]. This significantly limits
the augmentation methods that can be used for learning
tasks in manufacturing and healthcare. As will be shown
later, the predictive performance with simple augmentation
is not good enough.
Generative adversarial networks (GAN) [16] opens an
era of adversarial training for multiple learning challenges,
e.g., image segmentation [17] and domain adaptation [18].
We adapt in this work a GAN-base method for the genera-
tive model, because (i) compared to variational autoencoder
[19], [20], GAN achieves visually better performance, and
(ii) compared to generative flow [21], GAN contains a
generative mapping from low-dimensional features space,
which can be used for our new sampling method.
One intriguing variation, related to this work, is adver-
sarially learned inference (ALI) [22] or bidirectional GAN
(BiGAN) [23], which learns both generating mapping and its
inverse by a coupled architecture of three NNs. The model is
proposed mainly for inference and representation learning.
However, complicated architectures and the coupled train-
ing of three NNs requires a large amount of data, which
is not suitable for our small-data learning problems. Our
GIN will be compared with BiGAN to show a noticeable
improvement in visual quality.
There are also variations of GANs, which can gener-
ate images with given labels, including conditional GAN
(CGAN) [24] and auxiliary classifier GAN (ACGAN) [25].
Such models can be used to generate both virtual images and
the corresponding labels for data augmentation [25], [26]. In
our AISEL framework, we only generates the input images,
while the labels are acquired via physical experiments to in-
corporate complementary knowledge. We will show that the
proposed method has noticeable better predictive accuracy
compared to the ACGAN-based method.
Transfer learning is another popular approach for small-
data learning tasks [27], [28], [29]. Adapting the mod-
els trained on natural images (mostly, ImageNet [5]), re-
searchers are able to fine-tune the pre-trained model coeffi-
cients to address the limitation imposed by the small sample
size [7]. This approach explores the visual cues extracted
from natural images and assumes they are also useful in
interpreting the training data at hand. However, for learning
tasks in manufacturing and healthcare, the rationality of
such an assumption is unclear. For example, comparing CT
scans to natural images, (i) noticeable differences in image
appearances are observed, and (ii) pixel intensity value
has intrinsically different meanings. Nevertheless, transfer
learning will be served as a baseline for the proposed
framework.
Active learning (or sequential experimental design [30],
[31] in statistics literature) methods are also used for small-
data learning with an oracle labeling method available [32],
[33]. They aim to select the next “good” input data for
labeling. Active learning methods are popular in traditional
machine learning, with recent improvements for deep learn-
ing models [34], [35]. Most active learning methods in lit-
erature assume that a sizeable unlabeled dataset is available.
However, in manufacturing and healthcare applications, the
unlabeled images are also difficult to acquire in nature.
One of the few exceptions is generative adversarial ac-
tive learning (GAAL) [36] in literature, which uses GAN
to generate unlabeled data. However, GAAL is proposed
specifically for the support vector machine classifier. Since
the support vector machine performs poorly in complicated
classification tasks (e.g., our aortic stenosis application), we
will compare our method with a modified version of GAAL
using a convolutional neural network as the classifier.
Few-shot learning is another popular method for small-
data learning tasks [37]. Though it can successfully handle
learning tasks with very small training data, it usually
requires many such tasks. Here, we only have one task, and
therefore we will leave out few-shot learning baselines.
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Fig. 1: Illustration of the proposed GIN: generator G(·) and
discriminator D(·) are obtained by optimizing the Wasser-
stein distance W(·, ·); encoder E(·) is a sample-to-sample
inverse of G(·), explicitly trained by minimizing MSE.
3 GENERATIVE INVERTIBLE NETWORK
In this section, we propose the novel bidirectional generative
invertible network (GIN) as the feature encoding and image
generating model, for later efficient image sampling. We first
propose the GIN architecture with a detailed comparison
to GAN. We then show the implementation detail and
algorithm for the proposed GIN.
3.1 Image generating
Following the standard GAN framework [16], we model the
training set images as realizations of the distribution of the
images of interest X : B[X] 7→ [0, 1]. Here, X = Rn1×n2
denotes the space of images with pixel size n1 × n2, and
B[X] is its Borel set [38]. Furthermore, in order to efficiently
learn the generative mapping and later interpretation, we
define a feature space F = [−1, 1]r . Here, r is the pre-defined
dimension of feature space, usually assumed to be much
lower than that of image space. We set a non-informative,
uniform measure U on the feature space F, which represents
the lack of understanding of the feature space. The goal
is to learn a generative mapping G(·) : F 7→ X which
best pushforwards the uniform measure X ′ = G#(U) and
mimicks the target measure X . We use in this work the
Wasserstein-1 metric [39] as the loss function:
W(X ,X ′) = inf
γ
∫
X×X
‖X−X′‖2dγ(X,X′), (1)
where ‖ · ‖2 is the l2 norm, and the infimum is ob-
tained with respect to all the possible joint distribution
γ : B[X × X] 7→ [0, 1] whose marginals are X and X ′.
We adopt the Kantorovich-Rubinstein dual form [39] of
Wasserstein distance for efficient implementation:
W(X ,X ′) = sup
‖D(·)‖L≤1
Ex∼X [D(x)]− Ex′∼X ′ [D(x′)]. (2)
Here D(·) : X 7→ R is an evaluating function and ‖D(·)‖L ≤
1 represents that D(·) is Lipschitz-1 continuous [40].
We use a NN to approximate the generating mapping
G(·), named generator, and another NN for the evaluating
function D(·), named discriminator. The aim is to find the
optimum of the following minimax function:
min
G(·)
max
D(·)
Ex∼Xn [D(x)]− Eu∼U [D(G(u))], (3)
where Xn is the empirical measure for the training im-
ages with size n, and U is the uniform measure to be
pushforwarded. Iterative training strategy can be adapted.
Further discussion on the numerical implementation and
the convergence analysis can be found in Section 3.3.
3.2 Feature encoding
Assume for now the generating mapping G(·) is known. We
are interested in finding an encoding mapping E(·) : X 7→ F
to embed the images back to the feature space, which, as we
will show later in Theorem 1, is an inverse ofG(·). Similar to
the generating mapping, we use a NN to parametrize E(·),
named encoder. Since the task here is to extract the feature
vectors from images, a convolutional neural network (CNN)
is used with mean square error (MSE) loss:
min
E(·)
EX∼Xn‖E(X)− f‖22, (4)
where f ∈ F is the corresponding feature vector associated
with the image X. The reason we use an MSE loss is due to
the desired regression task here: we want a strong metric to
ensure the sample-to-sample inverse of G(·). Furthermore,
we want E(·) dedicated only on this inversion task, and
therefore permits an efficient sampling method later in
Section 4.1.
However, the difficulty is that the feature f for the
actual image X is unknown. In other words, E(·) cannot be
learned from the dataset of actual images at hand. Therefore,
we revise (4) to
E(·) = argmin
E(·)
Eu∼U‖E(G(u))− u‖22, (5)
where X′ = G(u) is the generated virtual images. Another
advantage of using the virtual data points is that the data
size of the virtual images can be large, since one may
generate as many virtual images X′ as needed. We expect
the encoder E(·) learned via (5) using virtual data points
(instead of the real images in training set) is still the inverse
of the generator G(·). Formally, we have the following
Theorem:
Theorem 1. Denote the target distribution measuring as X on
image space {X,B[X]}. Assume the generator G(·) is obtained by
(3) with the training error<  and encoderE(·) is obtained by (5)
with the training error < δ. If both G(·) and E(·) are Lipschitz-
L continues, then the reconstruction error Ex∼X [G(E(x))−x]2
can be bounded by (L2 + L+ 1)+ Lδ.
This means obtained G(·) and E(·) are inverses of each
other in the sense of minimizing the reconstruction error.
A proof can be found in Appendix A.
The reason for introducing the encoding mapping E(·)
as the inverse of generating mapping G(·) is twofold. First,
we can use E(·) to encode the actual images as vectors in
the feature space F. They can then be used as lighthouses
in F, and provide intuitive understanding of the feature
space (we will discuss this later in Section 5.2.2). Second and
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Algorithm 1 Generative invertible network
1: procedure GIN({Xi}ni=1)
2: Initialize Gθ(·), Dw(·), and Eγ(·)
3: while θ has not converged do
4: Sample {f ′i}mi=1 ∼ U
5: LG = −
∑m
i=1Dw(Gθ(f
′
i))
6: θ = θ − α∇LG . Train generator
7: G(·) = Gθ(·)
8: for t = 0, · · · , nd do
9: Sample {Xi}mi=1 a batch from the actual data.
10: Sample {f ′i}mi=1 ∼ U
11: LD =
∑m
i=1Dw(Xi)−
∑m
i=1Dw(Gθ(f
′
i))
12: w = w + α∇LD . Train discriminator
13: w = clip(w,−β, β)
14: while γ has not converged do
15: Sample {f ′i}mi=1 ∼ U
16: Generate {X′i = G(f ′i)}mi=1 ∼ X ′
17: LE =
∑m
i=1(Eβ(X
′
i)− f ′i)2
18: γ = γ − α∇LE . Train encoder
19: E(·) = Eγ(·)
20: return G(·), E(·)
perhaps more important, in the following sampling method,
we want to sample virtual images for better predictive
performance with a limited labeling budget. In our AISEL
method (see Section 4.1), it is done in F rather than the image
space X, for its lower dimension and the physical meaning.
Moreover, while sampling virtual images, we need guidance
from the features of the actual images. For example, one
may not want to sample images that are too similar to any
of the actual patients to better explore the whole F. This can
be achieved by introducing a separating distance between
virtual images and actual images (we will come back to this
in Section 4.1); this needs to encode the actual images to the
feature space by E(·).
3.3 Summary and algorithm for GIN
Putting everything together, the proposed GIN consists of
three NNs: a generator G(·) for generating virtual images,
an encoder E(·) for feature embedding, and a discrimi-
nator D(·) for computing the Wasserstein distance. Fig.1
illustrates the architecture of GIN. Note that in GIN, G(·)
and E(·) is decoupled due to the limited training data. We
present Algorithm 1 to train the proposed GIN. The first part
of the algorithm is to train a generator G(·) parameterized
by θ, and the second part is to train an encoder E(·)
parameterized by γ. The generator and discriminator are
coupled trained as GAN, while the additional encoder is
separately trained by the fake images sampled by G(·). In
the small-data situation, the proposed GIN and this associ-
ated algorithm can achieve visual improvement in practice,
compared to other methods like BiGAN; we will provide a
detailed discussion in Section 5.1.2.
One may be interested in finding out how “real” the
virtual images can be generated using the proposed Algo-
rithm 1, since multiple heuristic strategies are involved (e.g.,
iterative training of D(·) and G(·), and clip). Furthermore,
note that the above computation is done with samples of
actual images, i.e., the empirical probability measure Xn,
instead of the original probability measure X . Therefore, we
have the following theorem for asymptotic convergence.
Theorem 2. Denote the target measure as X and its empirical
measure represented by the training set data as Xn. Assuming
both neural networks G(·) and D(·) are obtained as the optimum
of target function (3). Let X ′ be the measure obtained by the
proposed Algorithm 1. Specifically, it is a pushforwarded measure
of U by G(·), i.e., X ′[S] = (G#(U))[S] = U [G−1(S)] for any
S ∈ B[X]. As the training data size approaches infinity, we have
X ′ → X in distribution.
A proof can be found in Appendix B; it follows from [40].
Theorem 2 suggests that, if we have enough training
data, the generated images are real enough compared to the
actual images. Specifically, it means the generated images
and the measure X ′ have the following two properties. First
and most importantly, the supports of the two measures
are the same, i.e., supp(X ′) = supp(X ), with probability
one. This is a natural corollary of Theorem 2. It means any
generated virtual image X′ can be regarded as a draw from
the measure of actual images X , i.e., pX (X′) > 0, where
pX (·) denotes the probability density of X . In other words,
the generated images are always physically meaningful.
Moreover, besides their support, the two probability mea-
sures themselves are the same asymptotically. This means
the probability of generating the same group of images (e.g.,
CT scans of male patients, or CT scans of patients with no
complications) is the same, which is an implicit requirement
when endowing the feature space with physical meaning
and for later sampling method. Though in practice we are
dealing with a small-data situation, it is still good to have
the above nice asymptotic convergence property.
4 AISEL FRAMEWORK
We present now the proposed AISEL framework for small-
data problems. For the simplicity of illustration, we assume
the learning task is a classification problem with images
inputs (this is the case of the motivating application); the
proposed framework can be easily extended to regression
tasks, which will not be elaborated on in this paper.
We adopt here the standardK-class classification setting,
which uses input images Xi ∈ X to predict the probability
of assigning to each class yi ∈ [0, 1]K . The native classifier
C(·) : X 7→ [0, 1]K , parameterized by a NN, refers to the
model learned with only the small training data at hand.
With the native modelC(·) and GIN (i.e., generatorG(·) and
encoder E(·)) at hand, we first propose the new sampling
method to select m virtual images. We then discuss the
physical labeling methods and why they are crucial in
improving performance. Finally, an algorithmic framework
is presented for implementation.
4.1 Active image sampling
We start with using the entropy [41] to quantify the uncer-
tainty of the native model C(·). For any input imageX0 ∈ X
and the corresponding predicted label y0 = C(X0), we have
H(X0) = −
K∑
k=1
y0[k] log(y0[k]), (6)
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where, y0 = [y0[1], y0[2], · · · , y0[K]]T . The reason for using
entropy to quantify uncertainty can be explained as: (i) if
we are sure about the class label of the input image, e.g.,
y0[1] = 1 and y0[k] = 0, k = 2, · · · ,K; the corresponding
entropy is zero, meaning no uncertainty exists. (ii) Consider
another extreme situation that y0[k] = 1/K, k = 1, · · · ,K.
One can easily check this maximizes the entropy, reflecting
the maximal uncertainty for the label of that image.
The image space X = Rn1×n2 is too high dimensional
to handle in reality. Since GIN is already obtained, we can
measure the uncertainty (i.e., entropy), for any f0 ∈ F in the
feature space:
h(f0) = H(G(f0)) = −
K∑
k=1
E(G(f0))[k] log(E(G(f0))[k]).
(7)
Here, we select the features of the complementary dataset
in the feature space F, rather than in the high-dimensional
image space X. Besides the dimensionality, our G(·) can
capture the intrinsic structure of the image space X – select-
ing features in F (and then generating images via G(·)) can
ensure the existence of physical meaning. This is because
any generated images G(f0) with any f0 ∈ F is physically
meaningful thanks to the G(·), while randomly sampled
X0 ∈ X is most likely a matrix without any visual clue.
The entropy h(·) : F 7→ [0, logK] can also be viewed as a
(unnormalized) probability density on the measurable space
{F,B[F]}. We denote this uncertainty measure as µh.
We then propose to select the best set of m virtual
images, by matching its empirical distribution to the un-
certainty measure:
f ′1:m = argmin
f ′1:m
dist(F ′m, µh). (8)
Here, dist(·, ·) is a distance metric, f ′1:m = {f ′i}mi=1 denote
the selected features, and F ′m denotes the empirical mea-
sure for f ′1:m. Intuitively, (8) means to assign more points
to higher uncertainty regions (of the native model), and
therefore exploit those regions. Furthermore, if taking the
Bayesian perspective, it can be viewed as changing the
initial uniform distribution, i.e., the non-informative prior,
to the posterior distribution of uncertainty given the actual
training dataset.
Motivated by the literature in the statistical community
[42], [43], [44], we select the energy distance as the metric
dist(·, ·) between distributions. Therefore, we minimize:
min
f ′1:m
m∑
i=1
Eγ∼µh‖f ′i − γ‖2 −
1
2m
m∑
i=1
m∑
j=1
‖f ′i − f ′j‖2. (9)
Note again, the above sampling optimization is conducted
in the feature space. We observe from (9) that the selected
features not only try to match the target uncertainty measure
in the expectation sense (the first term), but also separate
from one another (the second term). The second term,
i.e., the separating property is of great importance; this is
because any two selected features that are too close to each
other can be viewed as a waste of the expensive labeling
process.
Furthermore, the selected features should also be sepa-
rated from the features of the actual images, again to avoid
waste. This can be taken into account by the following
modification of (9):
min
f ′1:m
m∑
i=1
Eγ∼µh‖f ′i − γ‖2 −
m+n∑
i=1
m+n∑
j=1
‖f ′i − f ′j‖2
2(m+ n)
, (10)
where n is the size of the actual dataset and let f ′i = fi for
actual images with indies i = m+1, · · · ,m+n. Comparing
(10) to (9), we notice the difference lies in the second term,
where the separating property is incorporated not only
between the selected features but also between the selected
features and the features of actual images. We will use (10)
for sampling features and then generate our AISEL dataset
via G(·). The following theorem ensures that the generated
AISEL dataset follows the target uncertainty measure in
distribution.
Theorem 3. Let target uncertainty measure be µH in (6) and
the selected features by (10) be f ′1:m with size m. Assume the
G(·) is continuous. Further denote the set of virtual images
{X′i}mi=1 = {G(f ′i)}mi=1, with its empirical measure X ′m. We
then have X ′m → µH in distribution.
Here, we show the convergence in the distribution of the
images (rather than the features), as the images are the quan-
tity of interest. Therefore, a continuous assumption on G(·)
is needed according to continuous mapping theorem. The
proof can be found in Appendix C; it follows from [43],
with further discussion in [44].
The proposed sampling strategy (10) reveals an impor-
tant trade-off. Consider the first term, where the selected
features are forced to be close to the target uncertainty
measure. Since the density of our target measure (6) is high
when the uncertainty is high, the selected features can be
viewed as exploiting the highly uncertain regions. Now
consider the second term, where the separating distance is
maximized. This suggests the selected features should be
away from (i) one another and (ii) the features for actual
images. Therefore, selected features are forced to be spread
out and fill the whole feature space – they explore the entire
feature space. Putting both parts together, selected features
for virtual images jointly exploit the highly uncertain re-
gions and explore the entire image space. This trade-off of
our AISEL dataset will be shown as the key to improve the
classification performance.
We want to make a few remarks here. First, the proposed
sampling method, specifically the uncertainty measure (7),
is specifically for the classification problem at hand. With
a different uncertainty measure, the proposed approach is
also suitable for regression problems. For example, one may
obtain the measure via predictive variance using kernel
regression [45] or kriging [46] methods. Second, our method
is motivated by active learning literature [32], where the
next input is selected from a pool of candidates with maxi-
mal uncertainty. Different from those methods, our method
(i) conducts sampling in a much lower-dimensional GIN
feature space due to the intrinsic structure of image space
and computational efficiency and (ii) sample a batch of
images for labeling to both explore and exploit the design
space. Moreover, it is worth pointing out that the proposed
method is possible only when both the generating mapping
G(·) : F 7→ X and the encoding mapping E(·) : X 7→ F are
SUBMITTED TO THE IEEE TRANSACTIONS ON PATTERN ANALYSIS AND MACHINE INTELLIGENCE 6
Fig. 2: The proposed three-step framework AISEL to effi-
ciently sample AISEL dataset and improve classification.
available via GIN. In particular, G(·) is used to generating
images based on the selected features, while E(·) is used to
embed the features of the actual images to guide the sam-
pling. That is the key reason why we propose a bidirectional
GIN in Section 3. Last but not least, the proposed method
can also be used to balance the label distribution with a
modification of our uncertainty measure (7). See Appendix
D for more discussion.
4.2 Labeling by physical principles
As discussed in Section 1, a key component of the proposed
AISEL framework, different from data augmentation, is the
incorporation of physical knowledge into learning. This is due
to the circumstances of real-world applications in manufac-
turing and healthcare – (i) the size of the historical records
are small, leading to a poor learning model; and (ii) thanks
to the advances in domain research, physical knowledge
is oftentimes available yet expensive in implementation.
Therefore, we want to build a bridge to efficiently com-
bine both the historical data (via the learning model) and
physical knowledge (via physical labeling). The resulting
model can be viewed as one that has learned from data and
been taught by physical knowledge, and therefore better
performance can be achieved.
Here, we efficiently incorporate physical knowledge via
a complementary AISEL dataset. Specifically, we separately
acquire the input image and the output label. For virtual
images, (10) is used to efficiently sample a set of features
to minimize the predictive uncertainty, and GIN is then
used to map those features to images. Meanwhile, for the
labels, we use the physical labeling method at hand. We
then combine the actual dataset and AISEL dataset to learn
the downstream classification model. With the proposed
uncertainty sampling method, our AISEL dataset (i) con-
tains complementary information from physical knowledge,
and (ii) efficiently exploit and explore the image space, and
therefore improves the downstream learning performance.
Lots of different physics-based labeling approaches are
available. For example, finite element analysis [47] and
Algorithm 2 Improving classification by AISEL framework
1: Native model
2: Train CNN, C(·) = CNN({Xi, yi}ni=1)
3: Step 1: Train GIN
4: Set the feature space F = [−1, 1]r
5: Set prior uniform measure on F
6: Train G(·),E(·) = GIN({Xi}ni=1) by Algorithm 1
7: Step 2: Sampling features
8: Obtain the uncertainty measure µh by (7)
9: Obtain features for actual images, fi = E(Xi)
10: Optimize (10) by CCP and obtain features f ′j
11: Step 3: Acquiring AISEL dataset
12: Generate actual images, X′j = G(f
′
j), j = 1, 2, ...,m
13: Obtain labels, y′j of X
′
j by physical approaches
14: Improved model
15: Train CNN, C∗(·) =CNN({[Xi,X′j ], [yi, y′j ]})
computational fluid dynamics [10] can solve partial differ-
ential equations (i.e., representation of physical knowledge)
numerically. These methods can be used to label the input
images in, e.g., manufacturing applications. Physical exper-
iments can also be applied. With the advances in additive
manufacturing, tissue-mimicking 3D printing [48] with an
in-vitro study [49] can be used for medicine-related learning
tasks. If none of the above exists, one can also consult the
experts or use certain empirical physical relationships; these
methods can be used in computer vision problems. The
specific approach should be made on a case-by-case basis,
with the available resources at hand.
It is important to note that labeling one input image via
physical-based approaches is usually expensive. For example,
in medicine-related applications, it may take several hours
of computation for a CFD model with complex geometry
[10], and it would be even longer if considering the inter-
action of blood flow and soft biological tissue [11]. This is
one of the reasons for introducing an efficient and effective
sampling method to design our AISEL dataset. Viewed this
way, our approach can also be used to address the problem
where an expensive simulator available, and we want to use
that simulator actively for the classification tasks.
4.3 Summary of the AISEL framework
In summary, we propose an AISEL framework to efficiently
incorporate physical knowledge at hand and improve the
classification performance. The native model C(·) can be
first obtained using the small training data. As illustrated in
Fig.2, our AISEL framework contains three steps. First, the
proposed GIN is trained using the actual images, providing
a feature space F, and bidirectional mappings between it
and the image space (i.e., the generating mapping G(·) and
the encoding mappingE(·)). Second, the uncertainty ofC(·)
at different locations in F is quantified via entropy, and then
the features for virtual images are sampled via (10). Third,
virtual images are generated by G(·), and then labeled by
the physics-based approach. Finally, the additional AISEL
dataset is merged to the original training set, and an im-
proved classifier C∗(·) can be trained. With the proposed
AISEL framework to actively incorporate complementary
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Fig. 3: Qualitative results for our GIN on Fashion data,
including the training data X of all ten classes, our recon-
structions G(E(X)) and reconstructions via BiGAN [23].
knowledge via labeling, we will show later in the experi-
ments, C∗(·) can achieve better classification accuracy.
We propose Algorithm 2 for our AISEL framework. In
our implementation, the native model and improved model
are parameterized by CNN, for its popularity in the image
classification tasks. Other, perhaps more advanced architec-
ture (e.g., ResNet [50]) can also be used. The optimization of
(10) can efficiently implement by the convex-concave pro-
cedure (CCP, see [43]). Note that for all the NNs, especially
the native model and the GIN, data augmentation methods
(e.g., rotation and horizontal flip) are used. Note that our
method can also be used for sequential implementation –
run Algorithm 2 interactively to generate a series of AISEL
datasets and therefore provide even better improvement, if
budget allows.
5 EXPERIMENTS
We first conduct toy computer vision experiments, and
provide more insights on our AISEL framework. We then
deploy the proposed method to the medical application of
aortic stenosis, with emphasis on the pathophysiological
meaning of the proposed framework.
5.1 Toy computer vision applications
We conduct experiments on small versions (400 in total for
training) of two single-channel (i.e., grayscale) computer
vision datasets – Fashion [51] and MNIST [52]. The two
datasets are of particular interest due to their visual sim-
ilarity to the images in the actual manufacturing process.
For example, the images captured by a thermal camera,
indicating the temperature contour, can be used to predict
the throughput in steel manufacture and conduct quality
control in semiconductor manufacturing [53]. In the fol-
lowing subsections, we illustrate the visual performance of
the proposed GIN, and the improvement in classification
by our AISEL method, only on the Fashion dataset; similar
observation also applies for MNIST (see Appendix F).
5.1.1 Fashion dataset
The Fashion dataset [51] is an MNIST-like dataset of Za-
lando’s article images. As shown in Fig.3 (see the rows X),
it contains ten classes of outfits. We observe that the images
associated with classes “T-shirt/top”, “coat” and “shirt” are
visually similar in nature, resulting in a more challenging
classification task than MNIST. Lots of works have been
dedicated to classifying the Fashion dataset [54], and the
leading accuracy is 96.7% by WideResNets [55]. We use
this model as our labeling approach (see Section 5.1.3 for
a detailed discussion).
The original Fashion dataset contains a large amount
of training data (60,000 in total). To mimic the real small-
data situation in manufacturing, we randomly sample 400
as our training set, with roughly 40 data per each label. The
original test set (10,000 in total) remains untouched.
5.1.2 Visual results of GIN
We test first the proposed GIN. The dimension of the feature
space is set to be r = 2, i.e., F = [−1, 1]2. This is only
for visualization purposes; for actual employment (and in
the later application of aortic stenosis), we suggest to use a
higher r for better performance. The detailed architecture of
the three NNs can be found in Appendix E. Fig.3 shows
the generated images (see the rows G(E(X))). Visually,
they look sharp and reasonable without apparent mode
dropping.
Reconstruction test. To visually show the encoder E(·)
is the inverse of generator G(·), we conduct the following
reconstruction test: for any actual image Xi, its feature is
extracted fi = E(Xi), and then a reconstructed image is
generated based on that feature G(fi) = G(E(Xi)), which
is compared with the actual Xi visually. The test results of
all ten classes are shown in Fig.3, withX denoting the actual
images, andG(E(X)) denoting the reconstructing ones. The
similarity between the two is noticeable, especially in the
sense of the same class. Note that we have already proven
that G(·) and E(·) are inverses of each other in an ideal
situation (see Theorem 1), and here we show the inverse
can be achieved in practice.
Comparison with BiGAN. We compare our GIN with
BiGAN in literature, which also features a bidirectional
mapping [23]. The architecture of BiGAN is set to be sim-
ilar to GIN, with the same feature dimension r = 2 and
hidden layers. Fig.3 (see the rows “BiGAN”) shows the
reconstruction test conducted by BiGAN using the same set
of actual images X as GIN. Further tuning (e.g., learning
rate and hidden dimensions) of the BiGAN is also con-
ducted, with similar performance (also see Fig.4 in [23]).
In contrast, our GIN is easier to tune, and more impor-
tantly, achieves noticeable improved visual performance –
better reconstruction results with no mode dropping even
in this small-data situation. The reason for this difference
contributes to the essentially different objectives of the two
methods. BiGAN uses one discriminator to supervise both
the generator and the encoder for representation learning
purpose or even latent regression [22]. On the contrary, the
objective of our GIN is to find the best inverse mapping for
efficient sampling. Therefore, sequential order of training
G(·) andE(·) is implemented in the proposed GIN to ensure
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Fig. 4: A comparison of the selected features by our AISEL
method, the random sampling method and the active learn-
ing method, with uncertainty measure (7) as background.
the sample-to-sample inverse is explicitly trained by MSE
metric. Therefore, we leave out the comparison of BiGAN
for downstream classification.
5.1.3 AISEL framework
Now we test the rest of our AISEL framework. The native
model C(·) is set to be a CNN with detailed architecture
specified in Appendix E. The classification accuracy of the
native model is only 72.8%, since only 400 data are used as
the training set. We then generate an AISEL dataset with size
400. Note that the labels are obtained by the oracle model
(using all 60,000 training data and WideResNet architecture,
denoted as “Oracle (all)” in Table 1), mimicking the process
of labeling by a domain expert. An improved classification
model C∗(·) can then be obtained by the actual data and
AISEL data. Final classification accuracy on the same test set
is 81.9%, an almost 10% increase. This improvement shows
that the proposed AISEL framework can indeed improve
the predictive accuracy in the classification tasks. The rea-
sons are that (i) the additional knowledge, i.e., labeling by
the oracle model, is incorporated in the learning process,
and (ii) the proposed sampling method ensures that our
AISEL dataset explores the feature space. The latter will
be discussed in detail below, with comparison to different
baseline methods. Table 1 shows the final classification
performance of the proposed method on both Fashion and
MNIST, compared to the baselines.
Features of AISEL dataset. We first visualize the actual
features (i.e., the embedded features of the actual images)
in the feature space F = [−1, 1]2. Fig.4 (a) shows the 400
actual features (in black crosses) on F, with the background
Fig. 5: Qualitative results of generated images of all ten
classes via ACGAN baseline.
visualizing the uncertainty measure (7). Specifically, yellow
regions indicate high uncertainly of the native model C(·).
Fig.4 (b) shows the features for 400 AISEL dataset (in red
circles) together with the actual features. We observed the
key trade-off as mentioned: our AISEL features jointly (i)
exploits the highly uncertain regions and (ii) explores the
whole feature space. On one hand, objective (i) is achieved
by sampling more points in the regions where uncertainty
is high, i.e., those with a yellow background. Visually,
the AISEL features approximately follow the uncertainty
measure. On the other hand, objective (ii) is achieved by
spreading the AISEL features over the whole feature space
with no features too close to one another. Visually, there
are no big “holes”, and no two points overlap. Therefore,
our AISEL method achieves a high (81.9%) classification
accuracy.
Comparison with GIN-based random sampling. We
compare the proposed sampling method to random sam-
pling. Specifically, we uniformly sample 400 features, gen-
erate virtual images using those features, and then label
them using the same oracle model (i.e., Oracle (all)). Fig.4
(c) shows the randomly generated features. We see that
those features are (i) not exploiting (i.e., placing more points
in) the highly uncertain regions, and (ii) overlapping with
one another and to the actual features, leading to poor
exploration. Therefore, the classification accuracy of the 400
randomly sampled virtual images is only 76.4%, which is
noticeably lower (81.9%−72.8% = 9.1%) than the proposed
AISEL method. If increasing the number of random virtual
images to 5000, the classification accuracy can be increased
to 80.7%. Our AISEL method achieves slightly higher accu-
racy (81.9% − 80.7% = 1.2%), however much less virtual
images, and therefore much lower labeling cost.
Comparison with active learning. We compare the pro-
posed sampling method to an active learning (AL) method.
Specifically, we adapt a similar setting in GAAL [36] in
literature, using the GIN to generate a potential unlabeled
dataset. To sample a virtual dataset, we set a grid (with
size 101 × 101) on the feature space, and then select the
top 400 features among the grid, whose uncertainty is the
highest. Virtual images are then generated and labeled by
the oracle model. Fig.4 (d) shows the features selected by
our setting of AL. We observe that, though the selected
features locate in the highly uncertain regions, they are too
close to one another. Furthermore, the selected features do
not explore the whole feature space. The final classification
performance of this AL is 78.2%, which is slightly better
than the random sampling (78.2% − 76.4% = 1.8%). How-
ever, our AISEL method, jointly explore and exploit the
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TABLE 1: The classification accuracy applying our AISEL method and baselines, on the Fashion dataset and MNIST.
Native (400) Transfer ACGAN Rand (+400) Rand (+5000) AISEL (+400) AL (+400) Oracle (800) Oracle (all)
Fashion 72.8% 74.3% 72.3% 76.4% 80.7% 81.9% 78.2% 81.3% 96.7%
MNIST 88.2% 87.4% 85.9% 90.2% 91.6% 91.2% 90.4% 91.3% 99.2%
feature space, achieves a better classification performance
(81.9%− 78.2% = 3.7%).
Comparison with ACGAN. Another approach also for
small-data tasks is the ACGAN-based data augmentation
method [26], which generates a set of images based on the
chosen labels. We train an ACGAN [25] using the actual
dataset at hand. The complexity of the ACGAN is set to be
similar to our GIN. Fig.5 visualizes the generated images
of all ten classes. We see that due to the limited training
size (400 in total), the images can sometimes be wrongly
labeled – in Fig.5, the generated “Trouser” is visually more
close to “Dress”. The final classification accuracy is 72.3%,
i.e., it offers similar classification accuracy as the native
model. This is because adapting ACGAN, the labels of the
augmented dataset are obtained by the training set without
complementary information. The data size is increased,
however, those labels may not be accurate; therefore, little
improvement is observed in this experiment. In our AISEL
framework, we use an additional labeling method (i.e., by
the oracle model with an accuracy of 96.7%) for more pre-
cise labels. Therefore, our method achieves better predictive
performance.
Comparison with transfer learning. Transfer learning is
also popular for small-data tasks. In our setting of trans-
fer learning, we adapt a pre-trained ResNet18 [50] (by
ImageNet [5]) and only fine-tune the last fully connected
layer using the training data (400 in total) at hand. The
classification accuracy of the transfer learning is 74.3%, only
slightly better than the native model with an accuracy of
72.8%. The reason for this is that images of the Fashion
dataset are virtual different from the natural images in the
ImageNet. This observation is typical in the applications
of manufacturing and healthcare, where the input images
are, e.g., images from a thermal camera or flow velocity
contour. In the transfer learning setting [28], we implicitly
assume the parameters learned by ImageNet data can use be
used to interpret the current Fashion dataset at hand. From
the result of classification accuracy, the above assumption
may not be valid. Our AISEL framework incorporates more
accurate knowledge from physical experiments or experts,
and therefore better classification model can be obtained.
Comparison with native model using 800 actual data.
Another interesting baseline, though not feasible in real
applications, is directly using 800 actual data to train an
oracle model. In our setting, the first 400 data is the same
as the 400 for the native model, and the remaining 400
is again randomly selected from the actual training set of
the Fashion dataset. The same architecture as the improved
model C∗(·) is used. We observe the classification accuracy
is 81.3% (denoted as “oracle (800)” in Table 1), which is
similar to our AISEL method with accuracy 81.9%. This
is again due to our efficient sampling method, which both
explores and exploits the image space. Meanwhile, this also
verifies the good generating performance of our GIN.
Fig. 6: Qualitative GIN results for the aortic stenosis ap-
plication, including actual dataX, generated samples G(f),
and corresponding reconstructions G(E(X)).
5.2 Aortic stenosis application
We now go back to the motivating application of aortic
stenosis (AS). An anonymous image dataset containing
168 patients with aortic stenosis is collected (by Piedmont
Healthcare, Atlanta). For each patient, pre-surgical CT scans
and the corresponding calcification amount are acquired.
The learning task is to classify the calcification level as
high or low, which is an important yet challenging clinical
problem. Four-fold cross validation strategy is used (see
Appendix E), leading to only 126 data as the training set. We
first provide more background information on the medical
problem and our dataset. We then visualize the GIN per-
formance, with a focus on the pathophysiological meaning.
Finally, we discuss the classification accuracy, compared
with baselines.
5.2.1 Background on aortic stenosis
Aortic stenosis (AS) is one of the most common and most
serious valvular heart diseases. Transcatheter aortic valve
replacement (TAVR) is a less-invasive treatment option for
severe AS patients who are at high risk for open-heart
surgery. One of the major post-procedural complications of
TAVR is the paravalvular leakage (PVL), i.e., blood flow
leakage around the implanted artificial valve due to in-
complete sealing between the implant and the native aortic
valve, which is often caused by the calcifications presented at
the aortic annulus region (a ring-shaped anatomic structure
connecting the left ventricle and the aortic valve). Therefore,
in clinical practice, the amount and the distribution of
annular calcifications are of great importance to predicting
the occurrence of post-TAVR PVL. However, in-vitro study
[49] is quite costly, requiring expensive operation costs of CT
scanner, as well as several days of an experimenter’s time
per virtual patient. Because of this, we simplify the task of
PVL prediction to the task of calcification evaluation, which
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Fig. 7: Qualitative visualization of 2D cross-section of feature space with the generated virtual images on the grid of feature
space. The pathophysiological meaning of both axes is visualized in the left and right sides, respectively.
is deemed as an important clinical indicator of PVL risk.
Due to the variant contrast level in the aortic root and the
fast motion of the valve leaflets, it remains challenging to
accurately evaluate calcification near the aortic annulus in
pre-TAVR CT images.
5.2.2 Pathophysiological interpretability of GIN
We first visualize the performance of GIN. Here, the di-
mension of the feature space is r = 20, i.e., F = [−1, 1]20,
considering the complexity of the CT scans. The detailed
architecture of the GIN can be found in Appendix E.
Pathophysiologically-interpretable feature space. To
better visualize the 20-dimensional feature space F =
[−1, 1]20, Fig.7 shows a randomly selected 2D cross-section
of F with the generated virtual valve images located at their
projected feature locations. We notice that the variation of
the virtual images on the feature grids is continuous and
smooth. Furthermore, we observe that the two axes of the
2D cross-section shown in Fig.7 have pathophysiological
meaning. As shown in the red box (enlarged images on the
left side), the vertical axis can be interpreted as the change of
the calcification (i.e., the regions of high intensity in the CT
images) amount. As shown in the blue box (enlarged images
on the right side), the horizontal axis can be interpreted
as the change of valve shape and the calcification location.
Similar observations can be found in the other vertical or
horizontal groups of images, which demonstrate the poten-
tial pathophysiological interpretability of F.
Reconstruction test. Similar to the toy experiments, Fig.6
shows the reconstruction test comparing the actual CT
scans X and the reconstructed images G(E(X)). Visually,
the reconstructed images are almost identical to the actual
images with similar background color and valve geometry.
Furthermore, the most important pathophysiological indica-
tors, i.e., the location and size of the calcifications are well-
recovered. This shows that: (i) using GIN can capture the
features of important pathophysiological meaning, and (ii)
G(·) and E(·) are inverses of each other. In Fig.6, we also
compare the proposed GIN with BiGAN (see Section 5.1.2),
with better performance observed.
5.2.3 Improving classification by our AISEL method
Here, we use the CT scans at the annulus to predict the
calcification level (see Section 5.2.1). The native model uti-
lizes a simple CNN structure, with the detailed architecture
described in Appendix E. Table 2 summarizes the classifi-
cation accuracy, sensitivity and specificity of the four-fold
cross validation using the native model. For each fold, we
generate an AISEL dataset with the size of 1134. In addi-
tion, two randomly sampled virtual dataset, with the size
1134 and 10000 are also generated as comparison. We will
leave out the other baselines, since a detailed comparison is
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TABLE 2: A comparison of classification accuracy (together with sensitivity and specificity) of the native model and
different improved models in a 4-fold cross-validation, with data size included.
Native Model (126) Randomly Generated (+1134) AISEL (+1134) Randomly Generated (+10000)
Fold Accuracy Sensitivity Specificity Accur. Sensi. Specif. Accur. Sensi. Specif. Accur. Sensi. Specif.
1 64.29% 52.17% 78.95% 69.05% 60.87% 78.95% 76.19% 73.91% 78.95% 78.57% 78.26% 78.95%
2 57.14% 47.26% 66.67% 64.29% 61.90% 66.67% 73.81% 76.19% 71.43% 76.19% 71.43% 80.95%
3 57.14% 50.00% 63.64% 71.43% 52.94% 84.00% 80.95% 76.47% 84.00% 85.71% 82.35% 88.00%
4 59.52% 55.00% 63.64% 64.29% 60.00% 68.18% 71.43% 75.00% 68.18% 73.81% 70.00% 77.27%
Ave 59.52% 51.11% 68.23% 67.27% 58.93% 74.45% 75.60% 75.39% 75.64% 78.57% 75.51% 81.29%
already conducted in the toy experiments (see Section 5.1).
As for labeling the virtual patients, an empirical approach
is performed: a mixture model of two Gaussians is used to
model the pixel intensity, based on whether the pixels are
classified as normal tissues or calcifications. The volume of
the calcification region is then calculated. After that, a man-
ual check is performed by a radiologist and the calcification
levels are corrected if needed. Note that if budget allows, a
more sophisticated labeling approach can be used.
Classification performance. The three generated virtual
datasets (proposed, random with size 1134 and 10000) are
fused with the actual dataset to obtain improved classifiers.
Table 2 summarizes the prediction accuracy together with
the sensitivity and specificity of the different classifiers. We
see that the native model performs the poorest over the
test set, with less than 60% averaged accuracy. The pre-
diction accuracy improves to 67.27% when using randomly
generated samples with the size of 1134. Using our AISEL
method, the averaged accuracy improves to 75.60% with the
same size (126 actual + 1134 virtual), a improvement of 15%
against the native model and 8% compared to the random
sampling method. Furthermore, if increasing the size of
the randomly generated virtual dataset to 10000, which
may lead to overly expensive labeling costs, the prediction
accuracy is higher, but not noticeably higher, than our AISEL
dataset with a size of 1260. As a summary, promising results
in Table 2 suggest: (i) the proposed AISEL method efficiently
incorporate physical knowledge, and therefore yields better
prediction performance; (ii) with the same data size, the pro-
posed sampling strategy, both exploring and exploring the
design space, leads to a better downstream classifier than
random sampling; and (iii) small AISEL dataset can achieve
similar predictive performance compared to a much bigger
randomly generated dataset, which reduces the labeling cost
of conducting physical experiments.
6 CONCLUSION AND FUTURE WORK
In this paper, we proposed the AISEL framework to effi-
ciently sample a virtual dataset to incorporate complemen-
tary physical knowledge for small-data learning problems,
with applications to manufacturing and healthcare. We first
propose a novel generative invertible network (GIN), which
can find the bidirectional mapping of generating virtual
images and extracting the features of the actual images. We
then propose a new sampling strategy, which both explores
and exploits the image space to minimize the predictive
uncertainty. Our AISEL method can achieve better perfor-
mance in toy experiments, compared to the state-of-the-art
baselines. Furthermore, in the motivating applications of
aortic stenosis, our method lowers the labeling cost by 90%
while achieving a 15% improvement in prediction accuracy.
Looking ahead, we are pursuing several directions for
future research. From a methodological point of view, we
are interested in other approaches to incorporating physical
knowledge. Methods in [56], [57] appear to be attractive op-
tions. In the application point of view, further study of pre-
dicting post-surgical blood pattern is of interest. While our
method can still be used, the difficulties lie in the physical
labeling process. Tissue-mimicking 3D printing technology
[48] and in-vitro studies [49] appear to be suitable.
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APPENDIX A
PROOF OF THEOREM 1.
Since the generator G(·) is obtained by (3) with the training error < , i.e.,
W(X , G#[U ]) = inf
γ
∫
X×X
‖x−G(u)‖2dγ(x,G(u)) = d < . (A.1)
This means we have obtained the transportation map γ : X× X 7→ [0, 1], s.t.,
Eγ [‖X −G(U)‖2] =
∫
‖x−G(u)‖2dγ(x,G(u)) = d, (A.2)
For any realization xi ∈ X of the random variable X ∼ X , one can find a ui ∈ F using the following optimization scheme:
ui = argmin
u∈F
‖xi −G(u)‖2, (A.3)
We denote this as ui = h(xi). If we denote the conditional measure of γ as γxi = γ|X = xi. Given X = xi and ui = h(xi),
clearly, we have,
‖xi −G(ui)‖2 ≤ EU∼γxi ‖xi −G(U)‖2, (A.4)
Furthermore, recall the dual formula of the Wasserstein distance:
W(X , G#[U ]) = sup
‖D(·)‖L≤1
Ex∼X [D(x)]− Eu∼U [D(G(u))] < , (A.5)
Specifically, if let the function D(x) = h(x)− E(x), we have :
‖Ex∼X [h(x)− E(G(h(x)))]− Eu∼U [u− E(G(u))]‖ < , (A.6)
With xi, ui and the Lipschitz-L continues assumption on G(·), we have:
‖G(E(xi))− xi‖2 ≤ ‖G(E(xi))−G(ui)‖2 + ‖G(ui)− xi‖2 ≤ L‖E(xi)− ui‖2 + ‖G(ui)− xi‖2 (A.7)
Now, replace the realization xi with the random variable X and take the expectation over X ∼ X ,
EX∼X ‖G(E(X))−X‖2 ≤ LEX∼X ‖E(X)− h(X)‖2 + EX∼X ‖G(h(X))−X‖2. (A.8)
Considering the way we choose ui = h(Xi) and the inequality (A.4), for the second term above, we have
EX∼X ‖X −G(h(X))‖2 ≤ EX∼XEU∼γX‖X −G(U)‖2 = Eγ‖X −G(U)‖2 ≤  (A.9)
As for the first term, we have:
EX∼X ‖E(X)− h(X)‖2 ≤ EX∼X ‖E(X)− E(G(U))‖2 + EX∼X ‖h(X)− E(G(U))‖2 (A.10)
With the Lipschitz-L continues assumption on E(·):
EX∼X ‖E(X)− h(X)‖2 ≤ LEX∼X ‖X −G(U)‖2+EX∼X ‖h(X)−E(G(U))‖2 ≤ L+EX∼X ‖h(X)−E(G(U))‖2 (A.11)
Note that E(·) is obtained by (5) with training error EU∼U [‖E(G(U))− U‖2] < δ. Recall Equation (A.6),
EX∼X ‖U − E(G(U))‖2 ≤ EU∼U‖U − E(G(U))‖2 +  ≤ δ +  (A.12)
Finally, we have
EX∼X ‖G(E(X))−X‖2 ≤ L(L+ δ + ) +  = (L2 + L+ 1)+ Lδ. (A.13)
APPENDIX B
PROOF OF THEOREM 2.
we denote the target measure as X with its empirical representation as Xn, while X ′ as measure obtained by proposed
approach with its empirical representation as X ′m.
(i) As the training data size approach infinity, X ′n → Xn, this because using Pinskers inequality,∣∣∣∣ ∑
xi∈D
I(xi > y)−
∑
x′i∈D′
I(x′i > y)
∣∣∣∣ <√KL(X ′n||Xn). (B.1)
where KL(·||·) is the K-L divergence of two distribution. From [40], we know the KL(X ′n||Xn)→ 0 as n→∞, i.e., existing
a small  > 0, for any y, ∣∣∣∣ ∑
xi∈D
I(xi > y)−
∑
x′i∈D′
I(x′i > y)
∣∣∣∣ < 3 . (B.2)
For more discussion and justification, please refer to [40].
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(ii) As the data size approach infinity, Xn → X . Since the training dataset D = {xi}ni=1 is sampled from the target
measure X , its empirical cumulative distribution function (CDF) converges to target CDF FX , i.e., for any y,∣∣∣∣ ∑
xi∈D
I(xi > y)− FX (y)
∣∣∣∣ < 3 . (B.3)
(iii) Similar to (ii), as the data size approach infinity,
∣∣∑
x′i∈D′ I(x′i > y)− F§′(y)
∣∣ < /3.
We have the difference in the obtained CDF and the target CDF:
∣∣FX (y)− F§′(y)∣∣ = ∣∣∣∣FX (y)− ∑
xi∈D
I(xi > y) +
∑
xi∈D
I(xi > y)−
∑
x′i∈D′
I(x′i > y) +
∑
x′i∈D′
I(x′i > y)− F§′(y)
∣∣∣∣. (B.4)
Combining (i), (ii) and (iii), we know as the training data size large enough, with any y,
∣∣FX (y)−F§′(y)∣∣ ≤ ∣∣∣∣FX (y)− ∑
xi∈D
I(xi > y)
∣∣∣∣+ ∣∣∣∣ ∑
xi∈D
I(xi > y)−
∑
x′i∈D′
I(x′i > y)
∣∣∣∣+ ∣∣∣∣ ∑
x′i∈D′
I(x′i > y)−F§′(y)
∣∣∣∣ < . (B.5)
i.e., as the training data size approach infinity, X ′ → X in distribution.
APPENDIX C
PROOF OF THEOREM 3.
Note that the objective function in (10) is not a energy distance. However, we have
argmin
{f ′1,··· ,f ′m}
n∑
i=1
Eγ∼µh‖f ′i − γ‖2 −
1
2(m+ n)
m+n∑
i=1
m+n∑
j=1
‖f ′i − f ′j‖2 (C.1)
= argmin
{f ′1,··· ,f ′m}
m+n∑
i=1
Eγ∼µh‖f ′i − γ‖2 +
m+n∑
i=m+1
Eγ∼µh‖f ′i − γ‖2 −
1
2(m+ n)
m+n∑
i=1
m+n∑
j=1
‖f ′i − f ′j‖2 (C.2)
= argmin
{f ′1,··· ,f ′m}
dist(F ′n+m, µh) (C.3)
Here, m is the number of virtual points and n is the number of actual points. Here, we set f ′i = fi for actual points with
indies i = m + 1, · · · ,m + n and let F ′n+m be the empirical measure for features {f ′i}n+mi=1 . Note that the minimizing is
only on the virtual dataset, i.e., with subscripts 1, · · · ,m.
Note that for energy distance
dist(F ′n+m, µh) ≤ dist(F ′n+m,F ′m) + dist(F ′m, µh) (C.4)
As m → ∞, the second term in (C.4) approaches to zero, and equivalently we are minimizing dist(F ′m, µh). Following
[43], we have F ′m → µh in distribution.
Furthermore, with the continuity condition on the G(·), we have
X ′m → µH (C.5)
directly following the continuous mapping theorem.
APPENDIX D
BALANCING THE LABEL DISTRIBUTION
The proposed sampling method can also be used to balance the label distribution. Note that the uncertainty measure
defined in (7) is not normalized. In order to balance the data, we modify the uncertainty measure as
hb(f0) =
h(f0)∫
h(f)I [c(f) = c(f0)] df0 , (D.1)
where notation c(f) = argmaxC(G(f)) denotes the label (rather than the predictive probability) of the native model, I[·]
is the indicator function. The denominator normalizes the density with respect to different classes, and therefore balances
the label distribution.
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Fig. 8: Qualitative results for GIN training using MNIST, including the training set data X of different classes, generated
samples via ACGAN, our reconstructions G(E(X)) and reconstructions via BiGAN.
APPENDIX E
DETAILS OF THE IMPLEMENTATION
We explain the implementation details here.
Four-fold cross validation. A four-fold cross validation strategy is used in the aortic stenosis application. We have 168
data in total. Three quarters of the data (168 × 75% × 10 = 1260) after rotation augmentation is used as the training set,
while the remaining quarter (168× 25% = 42) will be the testing set. Since the architecture of the classifier is pre-defined,
and there are no hyperparameters that need to be tuned, the validation set is not needed.
Training GIN. For the synthetic dataset, the generator G(·) adapts 5-layer vanilla NN with 512, 512, 1024, 1024, 1024
hidden nodes in each hidden layer, respectively, and ReLu activation. The discriminator D(·) also adapts 5-layer vanilla
NN with 1024, 1024, 1024, 512, 512 hidden nodes, and ReLu activation. As for the encoder E(·), it has 10 convolutional
layers with 128, 256, 256, 512, 512, 1024, 1024, 1024, 512, 256 hidden nodes in each hidden layer, respectively, leaky ReLu
activation and batch normalization. In our implementation, we train the GIN for 2000 epochs, with a constant learning rate
of 1e− 5. For the aortic stenosis applications, the architecture and the training strategy are similar, except that the numbers
of the hidden nodes and training epochs are doubled.
Training native and improved models. For the toy computer vision datasets, both the native model C(·) and the
improved modelC∗(·) have three convolutional layers with 32, 64 and 64 hidden nodes, respectively. Leaky ReLu activation
and batch normalization are also included in each layer. After the convolutional layers, two fully connected layers with 512
and 64 hidden nodes are used, respectively, with ReLu activation and batch normalization. Cross-entropy loss is used. In
our implementation, we train the CNN for 80 epochs. The initial learning rate is 1e−4, with decay to a half every 20 epochs.
We select the above for the best empirical performance in preliminary experiments. For the aortic stenosis application, both
C(·) and C∗(·) have the similar three convolutional layers with leaky ReLu activation and batch normalization. The three
convolutional layers have 32, 64 and 128 hidden nodes, respectively. After the convolutional layers, three fully connected
layers with 512, 128 and 32 hidden nodes are used, respectively, with ReLu activation and batch normalization. Cross-
entropy loss and the same decay of learning rate is used. Note that the complexity for both C(·) and C∗(·) is low, especially
compared to the encoder E(·). This is mainly because of the difference in the classification task for C(·) and regression task
for E(·).
APPENDIX F
TOY MNIST EXPERIMENTS
We conduct the same experiments on the MNIST dataset as the Fashion dataset in Section 5.1; the setup and the
implementation details are the same as that in the Fashion experiments. Fig.8 shows the visual comparison of the proposed
GIN and baselines. We see that in Fig.8 (b), our GIN can generate shape images, with visual superior reconstruction
performance than the BiGAN. As for ACGAN (see Fig.8 (a)), we observe that the performance is not as good as the
proposed GIN.
The final classification performance is already shown in Table 1. Our AISEL method achieves predictive accuracy of
91.2%, a 91.2% − 88.2% = 3% improvement compared to the native model. Meanwhile, our method outperforms the
baselines, e.g., transfer learning, ACGAN-based method, and active learning. As for the GIN-based random augmentation,
our method achieves (i) better performance when the same amount of virtual data (400) is used and (ii) similar performance
when 5000 data is used in the baseline. This superior performance is again contributing to the exploration and exploitation
of the feature space (see Fig.9).
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Fig. 9: A comparison of the selected features by our AISEL method, the random sampling method, and the active learning
method on the MNIST dataset, with the uncertainty measure (7) as background.
Fig. 10: (a) A compression of the classification model of the native model (bottom left) and the improved model (top right)
via proposed method on the 6D feature space F. Four testing images are show and the native model can only correctly
classify two of them, while the improved model can correctly classify all of them. (b) A compression of the actual patients
(bottom left) and the selected features of our AISEL dataset (top right) in the feature space. Four examples of the generated
virtual patients are also shown.
APPENDIX G
MORE ON AORTIC STENOSIS APPLICATION
In order to better visualize the sampled AISEL dataset and demonstrate how it helps in improving the classification
accuracy, we conduct the experiments in the Section 5.2.3 with the dimension of the feature space r = 6, i.e., F = [−1, 1]6.
Furthermore in the two-class classification problem, we use C(G(·)) : F 7→ [0, 1], with low value ∼ 0 denoting the low
calcification situation and high value ∼ 1 for high calcification situation. The prediction contour C(G(·)) of the model
learned by the first three folds of the training data (the remaining fold is for testing) is shown in the lower-left half of Fig.10
(a). Every small figure visualizes a 2D subspace of F with the remaining features set to be zero. Note that all combinations
of the two features (totally 15 for six features) are shown in the lower-left half of Fig.10 (a). Yellow means high calcification
(i.e., C(G(f)) = 1), while blue means low calcification (i.e., C(G(f)) = 0). Meanwhile, four testing valves are shown in
the left side of Fig.10 (a). The obtained native model C(·) only accurately classifies two of them, which indicates the poor
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performance of the native model.
Designed AISEL data are shown in upper left region of Fig.10 (b). Note that for every figure, only 10% of the feature of
AISEL dataset closest to the 2D cross-section plane are included for better visualization purpose. Most of AISEL features, as
expected, are located on the boundary of the prediction contour of the native model, while the rest features are uniformly
spread over the whole space. This again shows the exploration and exportation properties of the proposed AISEL method.
Four examples of the selected virtual images in the AISEL dataset are also visualized on the top, with an arrow pointing
their features in the feature space. Visually, they are indeed confusing for predicting the calcification amount. After physical
labeling by a radiologist, they will help improve the classifier. As a comparison, the actual images (totally, 126) projected
in every 2D cross-section are shown in the lower right region of Fig.10 (b). Note that the actual images are randomly
distributed in the whole 6D space with no apparent pattern.
The prediction contour C∗(G(·)) of the improved classifier C∗(·) using our AISEL method is shown in the top left half
of Fig.10 (a). We can see the finer structure is learned indicating a more sophisticated model is obtained. Meanwhile, the
four characteristic images tested by the native model is also tested by the C∗(·). The classification of all four is accurate,
showing a noticeable improvement in the prediction accuracy.
