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To what extent does Noether’s principle apply to quantum channels? Here, we quantify the degree
to which imposing a symmetry constraint on quantum channels implies a conservation law, and show
that this relates to physically impossible transformations in quantum theory, such as time-reversal
and spin-inversion. In this analysis, the convex structure and extremal points of the set of quantum
channels symmetric under the action of a Lie group G becomes essential. It allows us to derive
bounds on the deviation from conservation laws under any symmetric quantum channel in terms
of the deviation from closed dynamics as measured by the unitarity of the channel. In particular,
we investigate in detail the U(1) and SU(2) symmetries related to energy and angular momentum
conservation laws. In the latter case, we provide fundamental limits on how much a spin-jA system
can be used to polarise a larger spin-jB system, and on how much one can invert spin polarisation
using a rotationally-symmetric operation. Finally, we also establish novel links between unitarity,
complementary channels and purity that are of independent interest.
I. INTRODUCTION
A. Symmetry principles versus conservation laws
Noether’s theorem in classical mechanics states that
for every continuous symmetry of a system there is an
associated conserved charge [1–3]. This fundamental
result forms the bedrock for a wide range of applica-
tions and insights for theoretical physics in both non-
relativistic and relativistic settings. Quantum theory in-
corporates Noether’s principle at a fundamental level,
where for unitary dynamics generated by a Hamiltonian
H we have that an observable A is conserved, in the
sense of 〈ψ|A|ψ〉 being constant under the dynamics for
any state |ψ〉, if and only if [A,H] = 0. In quantum
field theory, Noether’s theorem gets recast as the Ward-
Takahashi identity [4, 5] for n-point correlations in mo-
mentum space.
In all of the above cases a continuous symmetry prin-
ciple is identified with some conserved quantity. How-
ever, the most general kind of evolution of a quantum
state, for relativistic or non-relativistic quantum theory,
is not unitary dynamics but instead a quantum channel.
This broader formalism includes both unitary evolution
and open system dynamics, but also allows more general
quantum operations such as state preparation or discard-
ing of subsystems. It is therefore natural to ask about the
status of Noether’s principle for those quantum channels
that obey a symmetry principle.
A quantum channel E [6] takes a quantum state ρA
of a system A into some other valid quantum state
σB = E(ρA) of a potentially different system B. The
channel respects a symmetry, described by a group G,
if we have that
E(UA(g)ρAU†A(g)) = UB(g)σBU†B(g) (1)
for all g ∈ G, where U(g) denotes a unitary representa-
tion of the group G on the appropriate quantum system.
However, even in the simple case of the U(1) phase
group U(θ) = eiθN generated by the number operator N ,
we know from quantum information analysis in asymme-
try theory [7], that situations arise in which the symme-
try constraint is not captured by 〈N〉 := tr(Nρ) being
constant [8]. Indeed, even if we were given all the mo-
ments 〈Nk〉 of the generator N of the symmetry, together
with all the spectral data of the state ρA, this turns out
to still be insufficient to determine whether ρA may be
transformed to some other state σB while respecting the
symmetry. Conversely, given a symmetry principle, there
exist quantum channels that can change the expectation
of the generators of the symmetry in non-trivial ways.
These facts imply that a complex disconnect occurs be-
tween symmetries of a system and traditional conserva-
tion laws when we extend the analysis to open dynamics
described by quantum channels, see Fig. 1. Given this
break-down of Noether’s principle, our primary aim in
this work is to address the following fundamental ques-
tion:
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FIG. 1. Disconnect between symmetries and conserva-
tion laws for open quantum dynamics. Every continuous
symmetry of the closed unitary evolution implies a conserved
charge, but under the same symmetry constraints quantum
channels may change the expectation value of such charges.
Q1. What is the maximal disconnect between symmetry
principles and conservation laws for quantum channels?
Surprisingly, we shall see that this question relates to
the distinction between the notion of an active transfor-
mation and a passive transformation of a quantum sys-
tem.
B. Active versus passive: forbidden
transformations in quantum mechanics.
In quantum mechanics the time-reversal transforma-
tion t → −t is a stark example of a symmetry transfor-
mation that does not correspond to any physical trans-
formation that could be performed on a quantum sys-
tem A [9]. More precisely, within quantum theory time-
reversal must be represented by an anti-unitary opera-
tor Θ, and so cannot be generated by any kind of dynam-
ics acting on a quantum system. Instead, time-reversal
is a passive transformation – namely a change in our
description of the physical system. On the other hand,
active transformations, such as rotations or translations,
are physical transformations with respect to a fixed de-
scription (coordinate system) that can be performed on
the quantum system A. Time-reversal, therefore, con-
stitutes an example of a passive transformation that is
without any corresponding active realisation. This is in
contrast to spatial rotations of A which admit either pas-
sive or active realisations.
If A is a simple spin system, then the action of
time-reversal on the spin angular momentum J degree
of freedom coincides with spin-inversion, which trans-
forms states of the system as ρA → T (ρA) = ΘρAΘ†.
In the Heisenberg picture this transformation sends
J→ −J. Indeed, while spin-inversion is seemingly less
abstract than time-reversal, it constitutes another sym-
metry transformation in quantum theory that is forbid-
den in general – a passive transformation with no active
counterpart.
The strength of this prohibition on spin-inversion ac-
tually depends on the fundamental structure of quan-
tum theory itself. This can be seen if we ask the ques-
tion: what is the best approximation to spin-inversion
that can be realised within quantum theory through an
active transformation, given by a quantum channel E ,
of an arbitrary state ρA to some new state E(ρA)? If
we restrict to the simplest possible scenario of A being
a spin-1/2 particle system, we have that spin-inversion
coincides with the universal-NOT gate for a qubit. It
is well known that such a gate is impossible in quantum
theory [10], and the best approximation of such a gate is
a channel S− that transforms any state ρ with spin po-
larisation P(ρA) := tr(JρA) into a quantum state S−(ρA)
such that
P(ρA)→ P(S−(ρA)) = −1
3
P(ρA). (2)
We refer to S− as the optimal inversion channel for the
system.
It is important to emphasise that the pre-factor
of −1/3 is fundamental and cannot be improved on. Its
numerical value can be determined by considering the
application of quantum operations to one half of a maxi-
mally entangled quantum state – anything closer to per-
fect spin-inversion would generate negative probabilities,
and would thus be unphysical. Indeed, if we removed en-
tanglement from quantum theory, by restricting to sepa-
rable quantum states, then there would be no prohibition
on spin-inversion on the system!1
While this limit is easily determined for spin-1/2 sys-
tems, it raises the more general question:
Q2. What are the limits imposed by quantum theory on
approximate spin-inversion and other such inactive
symmetries?
Here, an inactive symmetry transformation simply means
a symmetry transformation that is purely passive and
does not have an active counterpart. More precisely,
and focusing in on spin-inversion, the question becomes:
given any quantum system A, what is the quantum chan-
nel E that optimally approximates spin-inversion on A?
For a d = 2 qubit spin system, this analysis essentially co-
incides with looking at depolarizing channels. However,
for a d > 2 spin system, this connection with depolariz-
ing channels no longer holds and a more detailed analysis
is required to account for the spin angular momentum of
the quantum system.
1 More precisely, spin-inversion is equivalent to ρ → ρT followed
by a pi-rotation around the Y axis. However, the transpose map
is known to be a positive but not completely-positive map [6].
If we restrict the state space to be the set of separable quantum
states, however, such a strictly positive map will never generate
negative probabilities and so would be an admissible physical
transformation.
3Spin - jA system
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Spin - jB system
<latexit sha1_base64="/B6cIDFFchl2bvyu0AXuJ44XU3E=">AA AB/HicdVDLSgMxFM3UV62v0S7dBFvBjSVTqLa7UjcuK9oHtKVk0rSNTTJDkhGGof6KGxeKuPVD3Pk3pg9BRQ9cOJxzL/fe44ecaYPQh5NaW V1b30hvZra2d3b33P2Dpg4iRWiDBDxQbR9rypmkDcMMp+1QUSx8Tlv+5GLmt+6o0iyQNyYOaU/gkWRDRrCxUt/NXodMwlOYv+3X8lDH2lDR d3OoUEJe5cyDqIDmsKRYQpUygt5SyYEl6n33vTsISCSoNIRjrTseCk0vwcowwuk00400DTGZ4BHtWCqxoLqXzI+fwmOrDOAwULakgXP1+0 SChdax8G2nwGasf3sz8S+vE5lhuZcwGUaGSrJYNIw4NAGcJQEHTFFieGwJJorZWyEZY4WJsXllbAhfn8L/SbNY8FDBuyrmqrVlHGlwCI7AC fDAOaiCS1AHDUBADB7AE3h27p1H58V5XbSmnOVMFvyA8/YJ/ruTtA==</latexit><latexit sha1_base64="/B6cIDFFchl2bvyu0AXuJ44XU3E=">AA AB/HicdVDLSgMxFM3UV62v0S7dBFvBjSVTqLa7UjcuK9oHtKVk0rSNTTJDkhGGof6KGxeKuPVD3Pk3pg9BRQ9cOJxzL/fe44ecaYPQh5NaW V1b30hvZra2d3b33P2Dpg4iRWiDBDxQbR9rypmkDcMMp+1QUSx8Tlv+5GLmt+6o0iyQNyYOaU/gkWRDRrCxUt/NXodMwlOYv+3X8lDH2lDR d3OoUEJe5cyDqIDmsKRYQpUygt5SyYEl6n33vTsISCSoNIRjrTseCk0vwcowwuk00400DTGZ4BHtWCqxoLqXzI+fwmOrDOAwULakgXP1+0 SChdax8G2nwGasf3sz8S+vE5lhuZcwGUaGSrJYNIw4NAGcJQEHTFFieGwJJorZWyEZY4WJsXllbAhfn8L/SbNY8FDBuyrmqrVlHGlwCI7AC fDAOaiCS1AHDUBADB7AE3h27p1H58V5XbSmnOVMFvyA8/YJ/ruTtA==</latexit><latexit sha1_base64="/B6cIDFFchl2bvyu0AXuJ44XU3E=">AA AB/HicdVDLSgMxFM3UV62v0S7dBFvBjSVTqLa7UjcuK9oHtKVk0rSNTTJDkhGGof6KGxeKuPVD3Pk3pg9BRQ9cOJxzL/fe44ecaYPQh5NaW V1b30hvZra2d3b33P2Dpg4iRWiDBDxQbR9rypmkDcMMp+1QUSx8Tlv+5GLmt+6o0iyQNyYOaU/gkWRDRrCxUt/NXodMwlOYv+3X8lDH2lDR d3OoUEJe5cyDqIDmsKRYQpUygt5SyYEl6n33vTsISCSoNIRjrTseCk0vwcowwuk00400DTGZ4BHtWCqxoLqXzI+fwmOrDOAwULakgXP1+0 SChdax8G2nwGasf3sz8S+vE5lhuZcwGUaGSrJYNIw4NAGcJQEHTFFieGwJJorZWyEZY4WJsXllbAhfn8L/SbNY8FDBuyrmqrVlHGlwCI7AC fDAOaiCS1AHDUBADB7AE3h27p1H58V5XbSmnOVMFvyA8/YJ/ruTtA==</latexit><latexit sha1_base64="/B6cIDFFchl2bvyu0AXuJ44XU3E=">AA AB/HicdVDLSgMxFM3UV62v0S7dBFvBjSVTqLa7UjcuK9oHtKVk0rSNTTJDkhGGof6KGxeKuPVD3Pk3pg9BRQ9cOJxzL/fe44ecaYPQh5NaW V1b30hvZra2d3b33P2Dpg4iRWiDBDxQbR9rypmkDcMMp+1QUSx8Tlv+5GLmt+6o0iyQNyYOaU/gkWRDRrCxUt/NXodMwlOYv+3X8lDH2lDR d3OoUEJe5cyDqIDmsKRYQpUygt5SyYEl6n33vTsISCSoNIRjrTseCk0vwcowwuk00400DTGZ4BHtWCqxoLqXzI+fwmOrDOAwULakgXP1+0 SChdax8G2nwGasf3sz8S+vE5lhuZcwGUaGSrJYNIw4NAGcJQEHTFFieGwJJorZWyEZY4WJsXllbAhfn8L/SbNY8FDBuyrmqrVlHGlwCI7AC fDAOaiCS1AHDUBADB7AE3h27p1H58V5XbSmnOVMFvyA8/YJ/ruTtA==</latexit>
Spin inversion
<latexit sha1_base64="YqkzmWLqYhkiedW6icftlWUHUsg=">AAA B9XicbVC7TsMwFL0pr1JeBUYWiwqJqUq6wFjBwlgEfUhtqBz3prXqOJHtgKqo/8HCAEKs/Asbf4PbZoCWI1k6Oudc3esTJIJr47rfTmFtfWNzq 7hd2tnd2z8oHx61dJwqhk0Wi1h1AqpRcIlNw43ATqKQRoHAdjC+nvntR1Sax/LeTBL0IzqUPOSMGis93CVcEi7zRL9ccavuHGSVeDmpQI5Gv/z VG8QsjVAaJqjWXc9NjJ9RZTgTOC31Uo0JZWM6xK6lkkao/Wx+9ZScWWVAwljZJw2Zq78nMhppPYkCm4yoGellbyb+53VTE176GZdJalCyxaIw FcTEZFYBGXCFzIiJJZQpbm8lbEQVZcbWULIleMtfXiWtWtVzq95trVK/yusowgmcwjl4cAF1uIEGNIGBgmd4hTfnyXlx3p2PRbTg5DPH8AfO5w +sKpKb</latexit><latexit sha1_base64="YqkzmWLqYhkiedW6icftlWUHUsg=">AAA B9XicbVC7TsMwFL0pr1JeBUYWiwqJqUq6wFjBwlgEfUhtqBz3prXqOJHtgKqo/8HCAEKs/Asbf4PbZoCWI1k6Oudc3esTJIJr47rfTmFtfWNzq 7hd2tnd2z8oHx61dJwqhk0Wi1h1AqpRcIlNw43ATqKQRoHAdjC+nvntR1Sax/LeTBL0IzqUPOSMGis93CVcEi7zRL9ccavuHGSVeDmpQI5Gv/z VG8QsjVAaJqjWXc9NjJ9RZTgTOC31Uo0JZWM6xK6lkkao/Wx+9ZScWWVAwljZJw2Zq78nMhppPYkCm4yoGellbyb+53VTE176GZdJalCyxaIw FcTEZFYBGXCFzIiJJZQpbm8lbEQVZcbWULIleMtfXiWtWtVzq95trVK/yusowgmcwjl4cAF1uIEGNIGBgmd4hTfnyXlx3p2PRbTg5DPH8AfO5w +sKpKb</latexit><latexit sha1_base64="YqkzmWLqYhkiedW6icftlWUHUsg=">AAA B9XicbVC7TsMwFL0pr1JeBUYWiwqJqUq6wFjBwlgEfUhtqBz3prXqOJHtgKqo/8HCAEKs/Asbf4PbZoCWI1k6Oudc3esTJIJr47rfTmFtfWNzq 7hd2tnd2z8oHx61dJwqhk0Wi1h1AqpRcIlNw43ATqKQRoHAdjC+nvntR1Sax/LeTBL0IzqUPOSMGis93CVcEi7zRL9ccavuHGSVeDmpQI5Gv/z VG8QsjVAaJqjWXc9NjJ9RZTgTOC31Uo0JZWM6xK6lkkao/Wx+9ZScWWVAwljZJw2Zq78nMhppPYkCm4yoGellbyb+53VTE176GZdJalCyxaIw FcTEZFYBGXCFzIiJJZQpbm8lbEQVZcbWULIleMtfXiWtWtVzq95trVK/yusowgmcwjl4cAF1uIEGNIGBgmd4hTfnyXlx3p2PRbTg5DPH8AfO5w +sKpKb</latexit><latexit sha1_base64="YqkzmWLqYhkiedW6icftlWUHUsg=">AAA B9XicbVC7TsMwFL0pr1JeBUYWiwqJqUq6wFjBwlgEfUhtqBz3prXqOJHtgKqo/8HCAEKs/Asbf4PbZoCWI1k6Oudc3esTJIJr47rfTmFtfWNzq 7hd2tnd2z8oHx61dJwqhk0Wi1h1AqpRcIlNw43ATqKQRoHAdjC+nvntR1Sax/LeTBL0IzqUPOSMGis93CVcEi7zRL9ccavuHGSVeDmpQI5Gv/z VG8QsjVAaJqjWXc9NjJ9RZTgTOC31Uo0JZWM6xK6lkkao/Wx+9ZScWWVAwljZJw2Zq78nMhppPYkCm4yoGellbyb+53VTE176GZdJalCyxaIw FcTEZFYBGXCFzIiJJZQpbm8lbEQVZcbWULIleMtfXiWtWtVzq95trVK/yusowgmcwjl4cAF1uIEGNIGBgmd4hTfnyXlx3p2PRbTg5DPH8AfO5w +sKpKb</latexit>
Spin amplification
<latexit sha1_base64="87xYPgKmPw5jzU9m8bRltLzH+bo=">AAA B+3icbVDLSgNBEOz1GeMrxqOXwSB4Cru56DHoxWNE84BkCbOT2WTIPJaZWTEs+RUvHhTx6o9482+cJAtqYkFDUdVNd1eUcGas7395a+sbm1vbh Z3i7t7+wWHpqNwyKtWENoniSncibChnkjYts5x2Ek2xiDhtR+Prmd9+oNowJe/tJKGhwEPJYkawdVK/VL5LmERYuF0/YsWv+nOgVRLkpAI5Gv3 SZ2+gSCqotIRjY7qBn9gww9oywum02EsNTTAZ4yHtOiqxoCbM5rdP0ZlTBihW2pW0aK7+nsiwMGYiItcpsB2ZZW8m/ud1UxtfhhmTSWqpJItF ccqRVWgWBBowTYnlE0cw0czdisgIa0ysi6voQgiWX14lrVo18KvBba1Sv8rjKMAJnMI5BHABdbiBBjSBwCM8wQu8elPv2Xvz3heta14+cwx/4H 18AxqGlHc=</latexit><latexit sha1_base64="87xYPgKmPw5jzU9m8bRltLzH+bo=">AAA B+3icbVDLSgNBEOz1GeMrxqOXwSB4Cru56DHoxWNE84BkCbOT2WTIPJaZWTEs+RUvHhTx6o9482+cJAtqYkFDUdVNd1eUcGas7395a+sbm1vbh Z3i7t7+wWHpqNwyKtWENoniSncibChnkjYts5x2Ek2xiDhtR+Prmd9+oNowJe/tJKGhwEPJYkawdVK/VL5LmERYuF0/YsWv+nOgVRLkpAI5Gv3 SZ2+gSCqotIRjY7qBn9gww9oywum02EsNTTAZ4yHtOiqxoCbM5rdP0ZlTBihW2pW0aK7+nsiwMGYiItcpsB2ZZW8m/ud1UxtfhhmTSWqpJItF ccqRVWgWBBowTYnlE0cw0czdisgIa0ysi6voQgiWX14lrVo18KvBba1Sv8rjKMAJnMI5BHABdbiBBjSBwCM8wQu8elPv2Xvz3heta14+cwx/4H 18AxqGlHc=</latexit><latexit sha1_base64="87xYPgKmPw5jzU9m8bRltLzH+bo=">AAA B+3icbVDLSgNBEOz1GeMrxqOXwSB4Cru56DHoxWNE84BkCbOT2WTIPJaZWTEs+RUvHhTx6o9482+cJAtqYkFDUdVNd1eUcGas7395a+sbm1vbh Z3i7t7+wWHpqNwyKtWENoniSncibChnkjYts5x2Ek2xiDhtR+Prmd9+oNowJe/tJKGhwEPJYkawdVK/VL5LmERYuF0/YsWv+nOgVRLkpAI5Gv3 SZ2+gSCqotIRjY7qBn9gww9oywum02EsNTTAZ4yHtOiqxoCbM5rdP0ZlTBihW2pW0aK7+nsiwMGYiItcpsB2ZZW8m/ud1UxtfhhmTSWqpJItF ccqRVWgWBBowTYnlE0cw0czdisgIa0ysi6voQgiWX14lrVo18KvBba1Sv8rjKMAJnMI5BHABdbiBBjSBwCM8wQu8elPv2Xvz3heta14+cwx/4H 18AxqGlHc=</latexit><latexit sha1_base64="87xYPgKmPw5jzU9m8bRltLzH+bo=">AAA B+3icbVDLSgNBEOz1GeMrxqOXwSB4Cru56DHoxWNE84BkCbOT2WTIPJaZWTEs+RUvHhTx6o9482+cJAtqYkFDUdVNd1eUcGas7395a+sbm1vbh Z3i7t7+wWHpqNwyKtWENoniSncibChnkjYts5x2Ek2xiDhtR+Prmd9+oNowJe/tJKGhwEPJYkawdVK/VL5LmERYuF0/YsWv+nOgVRLkpAI5Gv3 SZ2+gSCqotIRjY7qBn9gww9oywum02EsNTTAZ4yHtOiqxoCbM5rdP0ZlTBihW2pW0aK7+nsiwMGYiItcpsB2ZZW8m/ud1UxtfhhmTSWqpJItF ccqRVWgWBBowTYnlE0cw0czdisgIa0ysi6voQgiWX14lrVo18KvBba1Sv8rjKMAJnMI5BHABdbiBBjSBwCM8wQu8elPv2Xvz3heta14+cwx/4H 18AxqGlHc=</latexit>
P(⇢)
<latexit sha1_base64="4LJU7R430ybh ECD8nuzb/oAn93Y=">AAAB+XicbVDLSgMxFL1TX7W+Rl26CRahbsqMCLosunFZwT6gU0 omzbShmWRIMoUy9E/cuFDErX/izr8x085CWw8EDufcyz05YcKZNp737ZQ2Nre2d8q7lb 39g8Mj9/ikrWWqCG0RyaXqhlhTzgRtGWY47SaK4jjktBNO7nO/M6VKMymezCyh/RiPBI sYwcZKA9cNYmzGYZQ157VAjeXlwK16dW8BtE78glShQHPgfgVDSdKYCkM41rrne4npZ1 gZRjidV4JU0wSTCR7RnqUCx1T3s0XyObqwyhBFUtknDFqovzcyHGs9i0M7mefUq14u/ uf1UhPd9jMmktRQQZaHopQjI1FeAxoyRYnhM0swUcxmRWSMFSbGllWxJfirX14n7au67 9X9x+tq466oowxncA418OEGGvAATWgBgSk8wyu8OZnz4rw7H8vRklPsnMIfOJ8/LJuTV w==</latexit><latexit sha1_base64="4LJU7R430ybh ECD8nuzb/oAn93Y=">AAAB+XicbVDLSgMxFL1TX7W+Rl26CRahbsqMCLosunFZwT6gU0 omzbShmWRIMoUy9E/cuFDErX/izr8x085CWw8EDufcyz05YcKZNp737ZQ2Nre2d8q7lb 39g8Mj9/ikrWWqCG0RyaXqhlhTzgRtGWY47SaK4jjktBNO7nO/M6VKMymezCyh/RiPBI sYwcZKA9cNYmzGYZQ157VAjeXlwK16dW8BtE78glShQHPgfgVDSdKYCkM41rrne4npZ1 gZRjidV4JU0wSTCR7RnqUCx1T3s0XyObqwyhBFUtknDFqovzcyHGs9i0M7mefUq14u/ uf1UhPd9jMmktRQQZaHopQjI1FeAxoyRYnhM0swUcxmRWSMFSbGllWxJfirX14n7au67 9X9x+tq466oowxncA418OEGGvAATWgBgSk8wyu8OZnz4rw7H8vRklPsnMIfOJ8/LJuTV w==</latexit><latexit sha1_base64="4LJU7R430ybh ECD8nuzb/oAn93Y=">AAAB+XicbVDLSgMxFL1TX7W+Rl26CRahbsqMCLosunFZwT6gU0 omzbShmWRIMoUy9E/cuFDErX/izr8x085CWw8EDufcyz05YcKZNp737ZQ2Nre2d8q7lb 39g8Mj9/ikrWWqCG0RyaXqhlhTzgRtGWY47SaK4jjktBNO7nO/M6VKMymezCyh/RiPBI sYwcZKA9cNYmzGYZQ157VAjeXlwK16dW8BtE78glShQHPgfgVDSdKYCkM41rrne4npZ1 gZRjidV4JU0wSTCR7RnqUCx1T3s0XyObqwyhBFUtknDFqovzcyHGs9i0M7mefUq14u/ uf1UhPd9jMmktRQQZaHopQjI1FeAxoyRYnhM0swUcxmRWSMFSbGllWxJfirX14n7au67 9X9x+tq466oowxncA418OEGGvAATWgBgSk8wyu8OZnz4rw7H8vRklPsnMIfOJ8/LJuTV w==</latexit><latexit sha1_base64="4LJU7R430ybh ECD8nuzb/oAn93Y=">AAAB+XicbVDLSgMxFL1TX7W+Rl26CRahbsqMCLosunFZwT6gU0 omzbShmWRIMoUy9E/cuFDErX/izr8x085CWw8EDufcyz05YcKZNp737ZQ2Nre2d8q7lb 39g8Mj9/ikrWWqCG0RyaXqhlhTzgRtGWY47SaK4jjktBNO7nO/M6VKMymezCyh/RiPBI sYwcZKA9cNYmzGYZQ157VAjeXlwK16dW8BtE78glShQHPgfgVDSdKYCkM41rrne4npZ1 gZRjidV4JU0wSTCR7RnqUCx1T3s0XyObqwyhBFUtknDFqovzcyHGs9i0M7mefUq14u/ uf1UhPd9jMmktRQQZaHopQjI1FeAxoyRYnhM0swUcxmRWSMFSbGllWxJfirX14n7au67 9X9x+tq466oowxncA418OEGGvAATWgBgSk8wyu8OZnz4rw7H8vRklPsnMIfOJ8/LJuTV w==</latexit>
+P(⇢)
<latexit sha1_base64="5fk+SK8HzC7ifr0UFY1GfPlS9G0=">AAACA3icbVDLSsNA FJ34rPUVdaebYBEqQklE0GXRjcsK9gFNCJPppB06mRlmJkIJATf+ihsXirj1J9z5N07aLLT1wIXDOfdy7z2RoERp1/22lpZXVtfWKxvVza3tnV17b7+jeCoRbiNOuexFUGFKGG5r oinuCYlhElHcjcY3hd99wFIRzu71ROAggUNGYoKgNlJoH/pjKAQMs7PcT6AeRXHWyuu+HPHT0K65DXcKZ5F4JamBEq3Q/vIHHKUJZhpRqFTfc4UOMig1QRTnVT9VWEA0hkPcN5T BBKsgm/6QOydGGTgxl6aYdqbq74kMJkpNksh0Fneqea8Q//P6qY6vgowwkWrM0GxRnFJHc6cIxBkQiZGmE0MgksTc6qARlBBpE1vVhODNv7xIOucNz214dxe15nUZRwUcgWNQBx6 4BE1wC1qgDRB4BM/gFbxZT9aL9W59zFqXrHLmAPyB9fkD4VGXpg==</latexit><latexit sha1_base64="5fk+SK8HzC7ifr0UFY1GfPlS9G0=">AAACA3icbVDLSsNA FJ34rPUVdaebYBEqQklE0GXRjcsK9gFNCJPppB06mRlmJkIJATf+ihsXirj1J9z5N07aLLT1wIXDOfdy7z2RoERp1/22lpZXVtfWKxvVza3tnV17b7+jeCoRbiNOuexFUGFKGG5r oinuCYlhElHcjcY3hd99wFIRzu71ROAggUNGYoKgNlJoH/pjKAQMs7PcT6AeRXHWyuu+HPHT0K65DXcKZ5F4JamBEq3Q/vIHHKUJZhpRqFTfc4UOMig1QRTnVT9VWEA0hkPcN5T BBKsgm/6QOydGGTgxl6aYdqbq74kMJkpNksh0Fneqea8Q//P6qY6vgowwkWrM0GxRnFJHc6cIxBkQiZGmE0MgksTc6qARlBBpE1vVhODNv7xIOucNz214dxe15nUZRwUcgWNQBx6 4BE1wC1qgDRB4BM/gFbxZT9aL9W59zFqXrHLmAPyB9fkD4VGXpg==</latexit><latexit sha1_base64="5fk+SK8HzC7ifr0UFY1GfPlS9G0=">AAACA3icbVDLSsNA FJ34rPUVdaebYBEqQklE0GXRjcsK9gFNCJPppB06mRlmJkIJATf+ihsXirj1J9z5N07aLLT1wIXDOfdy7z2RoERp1/22lpZXVtfWKxvVza3tnV17b7+jeCoRbiNOuexFUGFKGG5r oinuCYlhElHcjcY3hd99wFIRzu71ROAggUNGYoKgNlJoH/pjKAQMs7PcT6AeRXHWyuu+HPHT0K65DXcKZ5F4JamBEq3Q/vIHHKUJZhpRqFTfc4UOMig1QRTnVT9VWEA0hkPcN5T BBKsgm/6QOydGGTgxl6aYdqbq74kMJkpNksh0Fneqea8Q//P6qY6vgowwkWrM0GxRnFJHc6cIxBkQiZGmE0MgksTc6qARlBBpE1vVhODNv7xIOucNz214dxe15nUZRwUcgWNQBx6 4BE1wC1qgDRB4BM/gFbxZT9aL9W59zFqXrHLmAPyB9fkD4VGXpg==</latexit><latexit sha1_base64="5fk+SK8HzC7ifr0UFY1GfPlS9G0=">AAACA3icbVDLSsNA FJ34rPUVdaebYBEqQklE0GXRjcsK9gFNCJPppB06mRlmJkIJATf+ihsXirj1J9z5N07aLLT1wIXDOfdy7z2RoERp1/22lpZXVtfWKxvVza3tnV17b7+jeCoRbiNOuexFUGFKGG5r oinuCYlhElHcjcY3hd99wFIRzu71ROAggUNGYoKgNlJoH/pjKAQMs7PcT6AeRXHWyuu+HPHT0K65DXcKZ5F4JamBEq3Q/vIHHKUJZhpRqFTfc4UOMig1QRTnVT9VWEA0hkPcN5T BBKsgm/6QOydGGTgxl6aYdqbq74kMJkpNksh0Fneqea8Q//P6qY6vgowwkWrM0GxRnFJHc6cIxBkQiZGmE0MgksTc6qARlBBpE1vVhODNv7xIOucNz214dxe15nUZRwUcgWNQBx6 4BE1wC1qgDRB4BM/gFbxZT9aL9W59zFqXrHLmAPyB9fkD4VGXpg==</latexit>
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FIG. 2. Spin-inversion and amplification. There exist
quantum channels that can invert or amplify the polarisation
of a spin system while exactly respecting SU(2) rotational
symmetry. The values κ± provide the ultimate limits of such
processes and depend only on the dimension of the spin sys-
tems involved.
C. Structure and scope of the problem
In this paper, our main focus will be on the maximal
disconnects between symmetry principles and conserva-
tion laws. We will focus on symmetries corresponding
to Lie groups, and the dominant case will be the SU(2)
rotational group. This provides an illustration of the
non-trivial structures involved, but also shows that the
problem of performing an optimal approximation to spin-
inversion arises naturally. We do not consider more gen-
eral inactive symmetries, but leave this to future work.
We first fully solve Q2 for the case of spin-inversion,
and show that this can be better and better approxi-
mated at a state level as we increase the dimension of the
spin. However, this has an information-theoretic caveat
that things look quite differently at a quantum chan-
nel level. The solution of spin-inversion also connects
with a seemingly paradoxical ability to perform spin-
amplification under rotationally symmetric channels. We
diagrammatically present these results in Fig. 2.
Both spin-inversion and spin-amplification turn out to
be two extremal deviations from Noether’s principle, and
thus lead on to the central question Q1. Here, we derive
general bounds on deviations from conservation laws for
general groups and systems. These describe the trade-
off between allowed deviations and the departure from
closed unitary dynamics as schematically portrayed in
Fig. 3.
The nature of the considered questions requires one to
understand the structural aspects of the set of symmet-
ric quantum channels and, in particular, to have a strong
handle on the extremal points of this set. One also needs
an operationally sensible way to cast questions Q1 and
Q2 into quantitative and well-defined forms. To these
ends we extend previous results on the structure of sym-
metric channels [11–15] and derive novel relations for the
unitarity of a quantum channel [16] – both of which are
of independent interest to the quantum information com-
FIG. 3. Robustness of Noether’s principle & trade-
off relations. A qualitative description of trade-off relations
between deviation from conservation laws and level of deco-
herence under the dynamics of a symmetric channel. While
the red upper bound exists for all symmetries described by
connected Lie groups, the lower bound is present when quan-
tum systems have multiplicity-free decompositions.
munity.
Since our results provide general bounds on the be-
haviour of expectation values of observables under sym-
metric dynamics, we believe that they may be of rele-
vance to scientists working in quantum open systems, de-
coherence theory, and quantum technologies [17]. More-
over, as Noether’s principle is fundamental and far-
reaching, our studies are of potential interest to peo-
ple investigating foundational topics and relativistic
physics [18, 19].
The structure of the paper is as follows. In the next
section we give a detailed overview of our main results,
and then in the rest of the paper we gradually intro-
duce all the necessary ingredients that allow us to rig-
orously address the questions posed here and derive our
results. In Sec. III we introduce the notation and pro-
vide preliminaries on covariant quantum channels. Next,
in Sec. IV we define quantitative measures of the de-
parture from conservation laws and from closed unitary
dynamics. Section V contains the technical core of our
paper with a detailed analysis of the convex structure of
the set of symmetric channels. In Sec. VI we then use
these mathematical tools to address the problem of spin-
inversion and amplification, while in Sec. VII we derive
trade-off relations between conservation laws and deco-
herence. Finally, Sec. VIII contains conclusions and out-
look.
II. OVERVIEW OF MAIN RESULTS
A. The optimal spin-inversion channel
We first address question Q2 by studying in detail
the problem of approximate spin polarisation inversion
for spin-jA system A with 2jA + 1-dimensional Hilbert
4space HA. The higher-dimensional spin angular mo-
mentum observables JA := (J
x
A, J
y
A, J
z
A) along the three
Cartesian coordinates generate rotations corresponding
to elements g ∈ SU(2), which act on the system via the
unitary representations UA(g) describing the underlying
symmetry principle. A channel E : B(HA) → B(HA) is
symmetric under rotations, or SU(2)-covariant, if it sat-
isfies Eq. (1) for all states ρA ∈ B(HA) and g ∈ SU(2)
(since the input and output systems are the same we have
B = A). Now, rotational invariance ensures that the
symmetric channel E acts on single spin systems isotrop-
ically. As a result, spin polarisation vector P (ρA) of an
initial state ρA is simply scaled by the action of E , i.e.,
P (E(ρA)) = f(E)P (ρA) (3)
for a single parameter f(E) that is independent on ρA
or the spatial direction. The question Q2 thus amounts
to determining the symmetric quantum channel S− with
coefficient f(S−) that is as close as possible to −1 (which
can only be achieved by the unphysical spin-inversion
operation).
As the set of all symmetric channels is convex, this
becomes a convex optimisation problem whose solution
is attained on the boundary of the set. The convex
structure of SU(2)-symmetric quantum channels on spin
systems has been previously examined by Nuwairan in
Ref. [13], where a characterisation of extremal channels
is given. We review these results in Sec. V A and extend
the analysis in terms of the Liouville and Jamio lkowski
representations of channels (see Sec. III for details). This,
in turn, allows us to directly compute the scaling factors
f(E) for any symmetric channel.
The convex set of SU(2)-covariant quantum channels
on a spin-jA system forms a polyhedron with 2jA+1 ver-
tices, each corresponding to a CPTP map EL labelled by
an integer L ∈ {0, . . . , 2jA}. Therefore, any such sym-
metric channel E is a convex combination of these ex-
tremal covariant channels:
E =
2jA∑
L=0
pLEL, (4)
where {pL}2jAL=0 forms a probability distribution.
The following result gives the best physical approxi-
mation to spin-inversion, and is proved and generalised
to different input and output systems in Theorem 9 of
Sec. VI B.
Result 1. The optimal spin polarisation inversion chan-
nel is achieved by S− := E2jA , the extremal point of
SU(2)-covariant channels with the largest dimension
2jA + 1 of the environment required to implement it. It
results in an inversion factor:
f(S−) = − jA
jA + 1
= −1 +O(1/jA). (5)
This generalises the previous result on optimal approx-
imations of universal-NOT under rotational symmetry,
and determines a fundamental limit that quantum the-
ory imposes on the specific task of (universally) inverting
the spin of a quantum system. The higher the dimension
of the system, the larger is the maximal spin-inversion
factor. Specifically, the optimal channel S− in the limit
jA →∞ approaches f(S−)→ −1, which is the value ob-
tained under the inactive spin-inversion transformation.
However, this feature alone does not imply that the chan-
nel S− behaves more like spin-inversion as the dimension
of the system increases. As shown previously [8], once
one goes beyond unitary dynamics, the angular momen-
tum observables do not provide a complete description
of symmetry principles and information-theoretic aspects
become crucial.
To explicitly quantify this aspect, in Sec. VI C we com-
pare the fidelity between the output of an active sym-
metric channel versus the passive transformation of spin-
inversion T . We restrict to input states ρA within the
convex hull of spin coherent states as these behave clas-
sically in the sense of saturating the Heisenberg bound.
We find that the output fidelity is given by
F (E(ρA), T (ρA)) = p2jA
(
1− 2jA
1 + 4jA
)
, (6)
which is maximised whenever p2jA = 1, i.e., whenever
E coincides with the optimal spin-inversion channel S−.
Notice that while f(S−) approaches −1 as we increase jA,
the fidelity only achieves F (S−(ρA), T (ρA))→ 1/2 in the
limit, with the highest bound occurring for jA = 1/2. In
other words, the actions of the symmetric channel E and
the passive transformation T on quantities beyond P(ρA)
distinguish the two, and limit the fidelity at the state
level.
B. Spin amplification
The simple structure of the extremal points of SU(2)-
covariant channels generalises to the situation where
the input and output spaces correspond to different ir-
reducible spin systems. We discuss all these aspects
in Sec. V A, and extensions to general compact Lie
groups in Sec. V B. The convex set of symmetric chan-
nels E : B(HA)→ B(HB), where HA and HB are Hilbert
spaces for spin-jA and spin-jB systems, forms a polyhe-
dron now with 2 max(jA, jB) + 1 extremal points. In this
scenario, it also holds that the spin polarisation of any
input state is scaled isotropically by a constant parame-
ter f(E), which depends only on the particular symmetric
channel E . While for jA = jB , it was always the case that
f(E) ≤ 1, this no longer holds true for jB > jA, and the
spin can be amplified under a symmetric open dynamics.
The ultimate limits of this are derived in Theorem 10,
and are summarised as follows.
Result 2. Let us denote by κ+ = maxEf(E), where
the maximisation occurs over the convex set of SU(2)-
5covariant channels E : B(HA)→ B(HB). Then the max-
imal spin-amplification factor κ+ is given by:
κ+ =
jB
jA
for jA ≥ jB , (7a)
κ+ =
jB + 1
jA + 1
for jA < jB . (7b)
The above result may initially seem paradoxical: using
purely rotationally invariant transformations on a quan-
tum system, we are free to arbitrarily increase the ex-
pectation value of angular momentum. This provides a
dramatic example of the disconnect between symmetry
principle and conservation laws. This surprising spin-
amplification effect requires that the dynamics is not uni-
tary, but is instead given by a quantum channel with non-
trivial Kraus rank, and the intuitions we acquire while
dealing with unitary evolution fail badly when we look
at more general open quantum dynamics.
But where does this new angular momentum come
from? Here, the ability to perform approximate spin-
inversion comes in. Any symmetric quantum channel can
be purified to a Stinespring dilation involving a symmet-
ric unitary V and an environment E in a pure state |η〉E
with zero angular momentum [20–22],
E(ρA) = trCV (ρA ⊗ |η〉E〈η|)V †, (8)
where we have that AE and BC denote the two different
ways of factoring the global system. Since angular mo-
mentum is exactly conserved across the joint system AE
we see that we must have
P(ρA) = P(E(ρA)) + P(E˜(ρA)), (9)
where E˜ denotes the complementary channel to E ob-
tained by tracing out B after the action of the global
unitary V [6]. We now see that spin-inversion and spin-
amplification are complementary to each other. Namely,
given any spin-amplification for which f(E) > 1, Eq. (9)
necessarily implies that the complementary channel must
have f(E) < 0, and thus is a spin-inversion channel.
Some of these features have been discussed previously
from the perspective of asymmetry theory [23], and ear-
lier in relation to optimal cloning and the universal-NOT
gate [24]. In particular, the complementary channel of
the optimal spin polarisation inversion channel S− will
be the maximal spin amplification S˜− : B(HA)→ B(HB)
between a spin jA system and a spin jB = 2jA system.
This generalises to optimal spin polarisation inversion
channels between spin systems of different dimensions.
From the perspective of asymmetry theory, every re-
source measure is monotonically non-increasing under
symmetric channels, and thus the fact that polarisation
can be increased implies that spin polarisation cannot be
a proper measure of asymmetry [23]. The polarisation
may increase, but its ability to encode a spatial direction
must become inherently noisier. This is also in agreement
with the No-Stretching Theorem [25] for spin systems.
C. Conservation laws vs decoherence: Quantitative
trade-off relations
Starting from Q2, we analysed to what degree a spin-
inversion is possible within quantum theory. This led us
to consider symmetric quantum channels and we found
that both spin-inversion and spin-amplification are di-
rectly related and can be approximately performed un-
der the symmetry constraint. These two examples are
maximal disconnects between symmetric dynamics and
conservation laws, and thus bring us to the broader issue
of question Q1.
In order to address it properly, we first need to de-
fine measures quantifying the deviations from conserva-
tion laws and from unitary dynamics. We also generalise
the discussion to symmetries described by an arbitrary
compact Lie group G, and introduce quantitative mea-
sures for probing how much the conserved charges associ-
ated with symmetry generators, {JkA}nk=1 and {JkB}nk=1,
can fluctuate between initial and final states, ρA and
E(ρA), for a G-covariant channel E . To that end, in
Sec. IV we introduce the notion of average total deviation
from a conservation law, which we define as the average
L2 norm of the difference in expectation values between
ψ = |ψA〉〈ψA| and E(ψ) of the generators. Explicitly:
∆(E) :=
n∑
k=1
∫
‖tr(E(ψ)JkB − ψJkA)‖2L2dψ, (10)
where the integration is with respect to the standard
Haar measure on pure states.
To quantify how close a channel E is to a unitary dy-
namics we employ the notion of unitarity, first defined in
Ref. [16]. It is defined as the average output purity over
all pure states with the identity component subtracted,
i.e.,
u(E) := dA
dA − 1
∫
tr
(
E
(
ψ − IA
dA
)2)
dψ, (11)
and satisfies u(E) ≤ 1 with equality if and only if E is a
unitary channel. Note that previously this was defined
only for channels between the same input and output
spaces but, as we explain in Sec. IV, the definition can
be generalised. We also provide a simple characterisa-
tion of unitarity in terms of the complementary channel,
describing the back-flow of information from the envi-
ronment, and relate it to the conditional purity of the
corresponding Jamio lkowski state. These results, which
may be of independent interest, can be summarised as
follows.
Result 3. Let u(E) be the unitarity of an arbitrary quan-
tum channel E from input system A to output system B,
then
1. (Purity representation)
u(E) = d
2
A
d2A − 1
γB|A(J (E)), (12)
6where γA|B(ρ) := γ(ρAB) − 1dA γ(ρB) is the condi-
tional purity of a bipartite state, and J (E) is the
Jamio lkowski state of quantum channel E.
2. (Complementary channel representation)
u(E) = dA
d2A − 1
(
dAtr(E˜(IA/dA)2)
−tr(E(IA/dA)2)
)
. (13)
where E˜ is the complementary channel to E in any
Stinespring dilation.
3. (Zero decoherence) We have that u(E) = 1 if and
only if E is an isometry channel.
Thus, unitarity can be understood both as a purity-
based measure of correlations in the Jamio lkowski state,
or alternatively as a trade-off between the output puri-
ties for the channel and its complement. This result is
independent of symmetry-based questions and holds for
arbitrary quantum channels.
When do conservation laws hold? For a unitary sym-
metric dynamics, the corresponding conservation laws
will always hold, but generally this is no longer true
for symmetric quantum channels. There will be situa-
tions, however, when the degrees of freedom that deco-
here through interactions with the environment have no
effect on the expectation values of the generators. In
Sec. VII B we give the most general form of such a co-
variant channel that is unital and for which conserva-
tion laws always hold. Such behaviour would require
the presence of decoherence-free subspaces, so that the
information is protected from leaking into the environ-
ment. It follows that conservation laws will hold for
symmetric dynamics that protects the degrees of free-
dom associated with the symmetry generators from leak-
ing the information into the environment. More pre-
cisely, suppose that {JkA}nk=1 generate a unitary repre-
sentation UA acting on the Hilbert space HA that de-
scribes the quantum system. Any symmetric channel
E : B(HA) → B(HA) for which ∆(E) = 0 will protect
the subspace S := span{I, JkA} ⊂ B(HA), so E(ρA) = ρA
for any state ρA in S. In this sense, conservation laws
may be viewed as a form of information preserving struc-
tures [26].
Consider also a simple example of a two-qubit system
AA′, where only A carries spin angular momentum, so
the symmetry generators are JxA ⊗ IA′ , JyA ⊗ IA′ and
JzA ⊗ IA′ . Any channel of the form EAA′ = IA ⊗ EA′
is symmetric, with IA the identity channel on system
A and EA′ an arbitrary quantum channel on system A′.
Moreover, E satisfies ∆(EAA′) = 0, so that the associated
conservation laws hold despite the fact that EAA′ can be
arbitarily far from unitary dynamics. This example illus-
trates that probing conservation laws for a physical reali-
sation of symmetric dynamics will not always be sufficient
to decide whether there are decoherence effects present.
In other words, robustness of conservation laws does not
occur for all types of systems. Nevertheless, there are
regimes that guarantee robustness for conservation laws.
In such cases, approximate conservation laws hold if and
only if the dynamics is close to a unitary symmetric evo-
lution. For example, whenever B(HA) contains a single
trivial subspace then there is no symmetric channel other
than identity for which conservation laws hold (which is
the case, e.g., when HA carries an irreducible represen-
tation of SU(2)).
What does it mean for conservation laws to be robust
under decoherence? If for all channels E obeying a given
symmetry principle, it holds that ∆(E) ≈ 0 if and only
if u(E) ≈ 1, we say that the associated conservation laws
are robust. This can be established by finding upper and
lower bounds on the deviation ∆(E) that coincide when
u(E)→ 1. In Sec. VII A we show in Theorem 11 that for
all types of symmetries described by connected compact
Lie groups, one can find such an upper bound (and the
result extends to different input and output systems).
Result 4. Given any connected compact Lie group, for a
symmetric channel E approximating a symmetric unitary
the associated conservation laws will hold approximately.
In other words. there exists an upper bound on the devi-
ation from conservation law in terms of unitarity:
∆(E) ≤M(1− u(E)) (14)
for some constant M > 0 independent of E.
In order to obtain lower bounds, however, additional
assumptions are required. It is clear from the previous
discussion that conservation laws can hold beyond uni-
tary dynamics, and in those situations we cannot expect
to obtain lower bounds on the deviation in terms of uni-
tarity. However, there exist symmetries for which con-
servation laws only hold for symmetric unitary dynam-
ics, and then robustness is achieved. This happens in the
case of spin-j system with symmetry generators given by
higher-dimensional spin angular momenta generating an
irreducible representation of SU(2). We prove the follow-
ing result in Theorem 13 of Sec. VII B.
Result 5. For a spin-j system, spin angular momen-
tum conservation laws are robust to noise described by a
symmetric channel E the following bounds hold:
√
∆(E) ≥
√
2j1/2
(2j + 1)2
(1− u(E)), (15a)
√
∆(E) ≤3
√
2j3/2
2j + 1
(1− u(E)). (15b)
More generally, we prove in Theorem 12 that when-
ever the quantum system carries a representation UA of
a Lie group G for which UA ⊗ U∗A has a multiplicity-free
decomposition, then the associated conservation laws are
robust under any open system dynamics given by the
symmetric channel E : B(HA)→ B(HA).
7Finally, in Sec. VII D we obtain specific upper bounds
on the deviation from a conservation law for energy that
generates a U(1) symmetry constraint, in terms of the
unitarity of the U(1)-symmetric channel. We also ex-
plain why a lower bound cannot hold because of the many
multiplicities that appear in the decomposition of B(HA).
This analysis relies on the structure of convex set of U(1)-
covariant channels, which we expand on in Sec. V C.
III. NOTATION AND PRELIMINARIES
A. Quantum channels and their representations
A state of a finite-dimensional quantum system A
is described by a density operator ρA ∈ B(HA), with
B(HA) denoting the space of bounded operators on a
dA-dimensional Hilbert space HA, that also satisfies
ρA ≥ 0 and tr (ρA) = 1. The space B(HA) is itself a
Hilbert space with the Hilbert-Schmidt inner product
〈X,Y 〉 = tr (X†Y ). General evolution between dA-
dimensional and dB-dimensional quantum systems is de-
scribed by a quantum channel E given by a linear super-
operator E : B(HA)→ B(HB) that is completely positive
and trace-preserving (CPTP). More broadly, we will also
consider CP maps, i.e., linear superoperators that are
only completely positive (CP), but not trace-preserving
(TP). A quantum channel E† is called the adjoint of E if
for all X ∈ B(HA) and Y ∈ B(HB) we have
tr (E(X)Y ) = tr (XE†(Y )) . (16)
Closed dynamics is described by a unitary channel
V(·) = V (·)V †, where V is a unitary operator.
The Liouville representation of X ∈ B(HA) is defined
by a unique column vector |X〉〉 ∈ Cd2 (as opposed to
vectors inHS denoted by |·〉) with entries given by the in-
ner product tr(T †kX), where {Tk}d
2
A
k=1 is a fixed orthonor-
mal basis of B(HA). By analogously denoting a fixed
orthonormal basis of B(HB) by {Sk}d
2
B
k=1, the Liouville
representation of the superoperator E : B(HA)→ B(HB)
is a d2B by d
2
A matrix L(E) defined uniquely via the rela-
tion:
L(E)|X〉〉 = |E(X)〉〉 (17)
for any X ∈ B(HA). It is then straightforward to show
that the entries of L(E) are given by
L(E)jk=〈〈Sj |L(E)|Tk〉〉=〈〈Sj |E(Tk)〉〉=tr(S†jE(Tk)). (18)
Note that, in the Liouville representation, the composi-
tion of quantum channels becomes matrix multiplication,
i.e., L(E ◦ F) = L(E)L(F).
One can also represent a quantum channel E via its
Jamio lkowski state J (E) ∈ B(HB)⊗ B(HA) defined by
J (E) := E ⊗ IA |Ω〉〈Ω| , |Ω〉 = 1√
dA
dA∑
j=1
|jj〉, (19)
where IA denotes the identity channel acting on B(HA).
The condition for complete positivity of E is equivalent to
the positivity of J (E), while the trace-preserving prop-
erty of E correspond to trB (J (E)) = IA/dA. We note
that we may pass from the Liouville representation to
the Jamio lkowski representation via
L(E)R = J (E), (20)
where R is the reshuffling operation defined as the linear
operation for which |ab〉〈cd|R = |ac〉〈bd| for all computa-
tional basis states.
Finally, any quantum channel E admits a Stine-
spring representation in terms of an isometry
V : HA → HB ⊗HE with HE describing the envi-
ronment system such that
E(X) = trE(V XV †) (21)
for all X ∈ B(HA). The isometry V that defines the
quantum channel E is unique up to a local isometry on
the environment. Note that, using the above, the adjoint
channel E† is given by
E†(Y ) = V †(Y ⊗ IE)V (22)
for all Y ∈ B(HB).
Stinespring representation allows one to introduce the
concept of a complementary channel : a quantum channel
E˜ is complementary to E , defined by Eq. (21), if its action
is given by
E˜(X) = trB(V XV †), (23)
We also note that the adjoint of the complementary chan-
nel, which we denote by E˜†, is given by
E˜†(X) = V †(IB ⊗X)V (24)
for all X ∈ B(HE).
B. Symmetries and G-covariant channels
Consider a group G that acts on HA and HB
via unitary representations g → UA(g) and g → UB(g),
so that the group action on quantum states is
given by unitary channels UgA(·) := UA(g)(·)U†A(g) and
UgB(·) = UB(g)(·)U†B(g). Recall that every finite-
dimensional unitary representation on a Hilbert space is
the direct sum of irreducible representations, or irreps.
We say that a quantum system A is an irreducible system
if HA carries an irrep of G, i.e., if HA has no non-trivial
subspace closed under the action of UA(g).
We say that a quantum channel E : B(HA) → B(HB)
is G-covariant (or simply that it is a symmetric channel
when the group G is fixed) if it satisfies
∀g ∈ G : Ug†B ◦ E ◦ UgA = E . (25)
8We will now explain how the above definition affects dif-
ferent representations of a covariant quantum channels.
Before that, however, we need to state a crucial result,
the proof of which can be found in every textbook on
representation theory.
Lemma 1 (Schur’s lemma). Let U(g) be an irreducible
representation of a group G on a Hilbert space H. Then,
any operator X ∈ B(H) satisfying [X,U(g)] = 0 for all
g is a scalar multiple of identity on H. Moreover, if
V (g) is another inequivalent representation of G, then
U(g)Y V †(g) = Y for all g implies Y = 0.
Let us start with the structure of the Liouville repre-
sentation of G-covariant channels.
Theorem 2. Let UA(g) and UB(g) be the uni-
tary representations of G on HA and HB. Then,
the Liouville representation of a G-covariant channel
E : B(HA)→ B(HB) is given by
L(E) =
⊕
λ
Iλ ⊗ Lλ(E), (26)
where λ ranges over all irreps that appear in both irrep
decompositions of tensor representations UA(g)⊗ U∗A(g)
and UB(g)⊗ U∗B(g), Iλ are the identity matrices acting
within the irrep subspaces, and Lλ denote non-trivial
mλB×mλA block matrices acting on the multiplicity spaces.
Proof. First, using the Liouville representation, the co-
variance condition is equivalent to
∀g ∈ G : L(Ug†B )L(E)L(UgA) = L(E). (27)
Note that L(UgA) = UA(g) ⊗ U∗A(g) is itself a (tensor)
representation of G, and an analogous statement holds
for L(UgB). Therefore, we can decompose them into irreps
as
UA(g)⊗ U∗A(g) =
⊕
λ
V λ(g)⊗ ImλA , (28a)
UB(g)⊗ U∗B(g) =
⊕
λ
V λ(g)⊗ ImλB , (28b)
where λ ranges over all irreps that appear in each de-
composition, and the group acts trivially on the mul-
tiplicity spaces of dimensions mλA and m
λ
B . Now, since
the covariance condition means that L(E) commutes with
group representations having the above decompositions,
the Shur’s lemma implies that L(E) acts non-trivially
only on the multiplicity spaces, leading to the decom-
position given in Eq. (26).
Next, let us proceed to the Jamio lkowski representa-
tion of a covariant channel E .
Theorem 3. Let UA(g) and UB(g) be the unitary
representations of G on HA and HB. Then, the
Jamio lkowski representation of a G-covariant channel
E : B(HA)→ B(HB) is given by
J (E) =
⊕
λ
Iλ ⊗ J λ(E), (29)
where, λ ranges over all irreps that appear in the irrep
decomposition of tensor representation UB(g)⊗ U∗A(g),
Iλ are the identity matrices acting within the irrep sub-
spaces, and J λ denote non-trivial square matrices of size
mλBA ×mλBA that act on the multiplicity spaces.
Proof. The covariance condition means that for all g ∈ G
we have
(U†B(g)⊗ IA)J (E ◦ UgA)(UB(g)⊗ IA) = J (E). (30)
By employing the fact that for any unitary U we have
U ⊗ I|Ω〉 = I⊗ U∗†|Ω〉, we get
J (E ◦ UgA) = (IB ⊗ U∗†A (g))J (E)(IB ⊗ U∗A(g)). (31)
Combining the above two equations we find that covari-
ance of E is equivalent to J (E) satisfying the following
commutation relation:
∀g ∈ G : [J (E), UB(g)⊗ U∗A(g)] = 0. (32)
As in the proof of Theorem 2, we can decompose the
tensor representation appearing in the above commutator
into irreps,
UB(g)⊗ U∗A(g) =
⊕
λ
V λ(g)⊗ ImλBA . (33)
Once again, by using the Schur’s lemma, we arrive at the
block-diagonal decomposition of J (E) given in Eq. (29).
Finally, there is also a very particular form of the Stine-
spring representation of a G-covariant channel given by
the following theorem.
Theorem 4. Given a G-covariant channel E, there ex-
ists an environment system E, with a Hilbert space HE
and a unitary representation UE(g), together with a G-
covariant isometry V : HA → HB ⊗HE, such that:
E(X) = trE
(
V XV †
)
(34)
for all X ∈ B(HA).
The proof of the above result can be found in Ref. [21].
C. Irreducible tensor operators
The set of operators {Tλ,αk }λ,α,k in B(HA) are called
irreducible tensor operators (ITOs) if they transform ir-
reducibly under the group action,
UgA(Tλ,αk ) =
∑
k′
vλk′k(g)T
λ,α
k′ , (35)
9where λ labels irreducible representations of G with ma-
trix elements vλkk′ , and α denotes multiplicities. From the
above property it can be deduced via Schur’s orthogonal-
ity theorem that the set of ITOs must be orthonormal,
tr((Tλ
′,α′
k′ )
†Tλ,αk ) = δλλ′δαα′δkk′ . (36)
Throughout the paper we will denote the ITOs for the
input system, living in B(HA), by Tλ,αk , and the ITOs
for the output system, living in B(HB), by Sλ,αk .
These yield symmetry-adapted bases for B(HA) and
B(HB) that are particularly useful for the studies of G-
covariant channels. More precisely, by employing the
block diagonal structure of the Liouville representation
for such channels stated in Theorem 2, and using the
defining property of ITOs, we have
L(E)|Tλ,αk 〉〉 =
∑
β
Lλβα(E)|Sλ,βk 〉〉. (37)
Moreover, since ITOs are orthonormal, any density ma-
trix in B(HA) (and analogously for B(HB)) can be writ-
ten as
ρA =
IA
dA
+
∑
λ,α
rλ,α ·Tλ,α, (38)
where we denoted the vector of ITOs transforming under
a λ-irrep by Tλ,α = (Tλ,α1 , ..., T
λ,α
dλ
), with dλ being the
dimension of λ-irrep.
D. Continuous symmetries and conserved charges
Continuous symmetries of the system A are related to
compact Lie groups. The representation of such a group
G can be generated by infinitesimal generators {JkA}nk=1.
For simply connected Lie groups, representations of the
group are in a one-to-one correspondence with represen-
tations of the Lie algebra g via the exponentiation map.
More precisely, we have
UA(g) = e
iJA·g (39)
with gk ∈ R continuously parametrizing the group ac-
tion. In such a Lie algebraic setting, by considering in-
finitesimal group action, gk → 0, one can show that the
covariance of a linear map E : B(HA)→ B(HB), specified
by Eq. (25), is equivalent to
[E(X), JkB ] = E([X, JkA]) (40)
for all k ∈ {1, . . . , n} and X ∈ B(HA), with [X,Y ] de-
noting a commutator.
By taking the Liouville representation of the opera-
tors on both sides of the above equality and employ-
ing the identity |XY Z〉〉 = X ⊗ Z∗†|Y 〉〉, one can alter-
natively express the covariance condition as
L(E)(IA⊗Jk∗A −JkA⊗IA) = (IB⊗Jk∗B −JkB⊗IB)L(E), (41)
for all k. In particular, for a unitary G-covariant chan-
nel V : B(HA) → B(HA), the condition becomes simply
[V, JkA] = 0. As a result, for all k and for all quantum
states ρA ∈ B(HA) we have
tr
(V(ρA)JkA) = tr (ρAJkA) , (42)
i.e., the generators of the symmetry, {JkA}nk=1, give the
conserved (Noether) charges.
IV. DEVIATIONS FROM CLOSED DYNAMICS
AND FROM CONSERVATION LAWS
The main aim of this paper is to quantitatively inves-
tigate the deviation from conservation laws as the sym-
metric dynamics deviates from being closed. In order to
achieve this, we obviously need to understand the struc-
ture of covariant quantum channels that model symmet-
ric open dynamics, and we will pursue this task from
Sec. V onwards. However, there is also one more cru-
cial ingredient needed for our analysis: namely, we need
quantitative measures of how much a given dynamics de-
viates from being closed, and how much it deviates from
satisfying the conservation law. In this section we intro-
duce such measures and provide their basic properties.
A. Quantifying the deviation from closed dynamics
In order to quantify how much the dynamics gener-
ated by a given quantum channel E deviates from the
closed unitary dynamics we employ the notion of unitar-
ity. It was originally introduced in Ref. [16] as a way to
quantify how well a quantum channel preserves purity on
average. We extend these results to allow for distinct in-
put and output system dimensions for a quantum channel
E : B(HA)→ B(HB).
Definition 5. Unitarity of a quantum channel
E : B(HA)→ B(HB) is defined as the average out-
put purity with the identity component subtracted:
u(E) := dA
dA − 1
∫
tr
(
E
(
ψ − IA
dA
)2)
dψ, (43)
the integral is taken over all pure states
ψ = |ψ〉〈ψ| ∈ B(HA) distributed according to the Haar
measure.
As we prove in Appendix B, the above extension of
unitarity satisfies the original condition u(E) ≤ 1 with
equality if and only if the operation is an isometry (as
opposed to a unitary in the original formulation). This
means u(E) = 1 is equivalent to the existence of an isom-
etry V : HA → HB such that E(ρ) = V ρV †. Further-
more, as shown by the authors of Ref. [16], unitarity can
be efficiently estimated using a process similar to ran-
domised benchmarking, and can be calculated using the
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Jamio lkowski representation of E . This characterisation
through J (E) carries over to the extended version we dis-
cuss here and, moreover, we find a novel characterisation
of u(E) in terms of the output purity of E and its com-
plementary channel E˜ . These results are summarised in
the following lemma (see Appendix B for the proof).
Lemma 6. Unitarity of a channel E : B(HA)→ B(HB)
can be equivalently expressed by the following relations:
u(E)= dA
d2A − 1
(
dAγ(J (E))−γ(E(IA/dA))
)
, (44)
u(E)= dA
d2A − 1
(
dAtr(E˜(IA/dA)2)−tr(E(IA/dA)2)
)
, (45)
with γ(ρ) = tr(ρ2) denoting the purity of a state ρ.
Finally, let us remark that Eq. (44) suggests defining
the notion of conditional purity for a bipartite system,
γB|A(ρAB) := γ (ρAB)− 1
dA
γ (ρA) . (46)
Then, unitarity of a channel is simply expressed by the
scaled conditional purity of its Jamio lkowski state:
u(E) = d
2
A
d2A − 1
γB|A(J (E)). (47)
B. Quantifying the deviation from conservation
laws
Typically, the expectation values of symmetry gener-
ators, {Jk}nk=1, are not constant under non-unitary G-
covariant dynamics. In order to quantify this deviation
from conservation laws we need to introduce appropriate
measures. For any quantum operation E we define the
directional deviation ∆k for the expectation value of the
Jk generator with respect to the state ρA as
∆k(ρA, E) := tr
(E(ρA)JkB − ρAJkA) . (48)
Note that by introducing
δJkA := E†(JkB)− JkA, (49)
with E† denoting the adjoint of E that describes its action
in the Heisenberg picture, we can rewrite Eq. (48) as
∆k(ρA, E) = tr(ρAδJkA). (50)
As we are equally interested in the deviation from a
conservation law for all conserved charges, we define the
total deviation ∆tot as the l2 norm of directional devia-
tions for all generators:
∆tot(ρA, E) :=
n∑
k=1
|∆k(ρA, E)|2. (51)
Finally, since we aim at quantifying how much a channel
deviates from conservation law, independently of the in-
put state, we introduce the average total deviation ∆(E):
∆(E) :=
∫
dψ∆tot(ψ, E) =
n∑
k=1
∫
dψ|〈ψ|δJkA|ψ〉|2, (52)
where we integrate with respect to the induced Haar mea-
sure over all pure states ψ ∈ HA.
The above expression for the average total deviation
∆ can clearly be rewritten in the following form
∆(E) =
n∑
k=1
∫
dψtr
(
(ψ ⊗ ψ)(δJkA ⊗ δJkA)
)
, (53)
Next, we can employ the identity∫
dψ ψ⊗N =
(dA − 1)!
(dA +N − 1)!
∑
pi
Ppi, (54)
where pi is any permutation on N symbols and Ppi is the
corresponding Hilbert space unitary. In our case N = 2,
so we only have the identity I and the flip unitary oper-
ation F . Thus,
∆(E) = 1
dA(dA + 1)
n∑
k=1
tr
(
(I + F)(δJkA ⊗ δJkA)
)
=
1
dA(dA + 1)
n∑
k=1
(
tr
(
δJkA
)2
+ tr
(
(δJkA)
2
))
. (55)
V. CONVEX STRUCTURE OF SYMMETRIC
CHANNELS
We now proceed to investigate the convex structure of
the set of symmetric channels E : B(HA)→ B(HB), with
a particular focus on its extremal points. We start with a
specific example of SU(2)-covariant channels, the convex
structure of which was investigated before in Ref. [13].
In this case, we provide a full characterisation of the ex-
tremal symmetric channels between irreducible systems,
i.e., with Hilbert spaces of the input and output systems,
HA and HB , corresponding to spin-jA and spin-jB sys-
tems with dA = 2jA+1 and dB = 2jB +1. The technical
results derived here will be then employed in Sec. VI to
study optimal covariant channels for spin-inversion and
spin amplification. Next, we switch to a generic case
of a compact group G. Here, we describe a useful de-
composition of symmetric channels, which will be crucial
in Sec. VII to analyse the trade-off between deviations
from conservations laws and deviations from closed sym-
metric dynamics. We also explain how, under the as-
sumption of multiplicity-free decomposition, this leads
to a complete characterisation of the extremal points of
G-covariant channels: the corresponding Jamio lkowski
states are then given by normalised projectors onto ir-
reducible subspaces. Finally, we investigate the U(1)
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group, which is the extreme example of a group that does
not have a multiplicity-free decomposition (i.e., since
U(1)-irreps are one-dimensional, all the non-trivial dy-
namics happens within the multiplicity spaces). In this
particular case, which is physically relevant due to its
connection with conservation law for energy, we find an
incomplete set of extremal channels, which is however
large enough to generate arbitrary action on the mul-
tiplicities of the trivial irrep λ = 0 (which physically
encodes the action of the channel on energy eigenstates).
A. Extremal SU(2)-covariant channels between
irreducible systems
The Lie group related to rotations of a system A in
physical three-dimensional space is the SU(2) group. It
has three generators, {JxA, JyA, JzA}, corresponding to an-
gular momentum operators along three perpendicular
axes, which generate general rotations. The unitary rep-
resentation of such a rotation on the Hilbert space HA is
given by
UA(g) = e
iJA·g, (56)
with gk ∈ [0, 2pi] parametrising the rotation angles.
Irreducible representations of SU(2) group can be clas-
sified according to total angular momentum j, which
is either an integer or half-integer. The jA-irrep is
(2jA + 1)-dimensional and the corresponding subspace
of HA is spanned by {|jA,m〉}jAm=−jA , which are the
simultaneous eigenstates of total angular momentum,
J2A = (J
x
A)
2 + (JyA)
2 + (JzA)
2, and JzA, with eigenvalues
jA and m, respectively. Here, we focus on systems whose
Hilbert space HA carries a jA-irrep, i.e., HA is spanned
by dA = 2jA + 1 vectors |jA,m〉 that transform as the
jA-irrep (also meaning that there is no subspace of HA
that is left invariant under the action of UA(g)). Physi-
cally this corresponds to a simple spin-jA system rather
than to the one composed of many spin-j systems.
The set of SU(2)-covariant channels between a sys-
tem whose Hilbert space carries jA-irrep and a sys-
tem whose Hilbert space carries jB-irrep has a partic-
ularly simple structure. This is because the represen-
tations UA(g)⊗ U∗A(g) and UB(g)⊗ U∗B(g) on HA ⊗HA
and HB ⊗HB have a multiplicity-free decomposition
into irreps. More precisely, the tensor representation
UA(g)⊗ U∗A(g) can be decomposed into l-irreps with l
varying between 0 and 2jA. In other words,
HA ⊗HA =
2jA⊕
l=0
Hl, (57)
where Hl is a (2l + 1)-dimensional Hilbert space carry-
ing irrep l. Analogous statement holds for the output
system B. This means that the symmetry-adapted ba-
sis of ITOs for the input and output systems have no
multiplicities and are given by
{T lm}m,l with m ∈ {−l, . . . , l}, l ∈ {0, . . . , 2jA}, (58a)
{Slm}m,l with m ∈ {−l, . . . , l}, l ∈ {0, . . . , 2jB}. (58b)
We note that we can choose T 00 and S
0
0 , corresponding
to the trivial irrep l = 0, to be given by IA/
√
dA and
IB/
√
dB , and T
1
m to be related to the angular momentum
operators in the following way
T 10 =
JzA√
3‖JA‖
, T 1±1 =
JxA ± iJyA√
6‖JA‖
, (59)
where
‖JA‖ :=
√
jA(jA + 1)(2jA + 1), (60)
and with analogous expressions for the output system B
with S1m.
Moreover, as the multiplicity spaces are 1-dimensional,
the operators Lλ(E) from Eq. (26) of Theorem 2 become
scalars fλ(E). Therefore, the block diagonal decomposi-
tion of the Liouville representation of an SU(2)-covariant
channel between irreducible systems has a simple block
structure given by
L(E) =
2 min(jA,jB)⊕
l=0
fl(E)Il. (61)
Employing the symmetry adapted basis of ITOs through
Eq. (37), we can equivalently express the above by
E(T lm) = fl(E)Slm. (62)
In other words, the covariant channel E transforms ir-
reducible systems by simply scaling ITOs with irrep-
dependent magnitudes encoded in the scaling vector
f(E). As a result, the initial state ρA, given by Eq. (38)
(without the sum over multiplicities α), is transformed
into
E(ρA) = IB
dB
+
2 min(jA,jB)∑
l=1
fl(E)rl · Sl, (63)
where we have used the fact that ITOs T 00 and S
0
0 are
given by identities and, due to TP condition, f0(E) = 1.
At this point we know that the action of an SU(2)-
covariant channel E between irreducible systems is fully
described by a scaling vector f(E) through Eq. (63), but
to understand the relation between deviations from con-
servation laws and unitarity of E , we need to find the
constraints on f(E). In particular, we will be interested
in possible values of f1(E), since this number quantifies
how much the angular momentum of the system changes
under the action of E . To achieve this, we will look at
the Jamio lkowski state J (E), enforce its positivity (to en-
sure CP condition), and trB (J (E)) = IA/dA (to ensure
TP condition), thus finding constraints on f(E) which
ensure that it corresponds to a valid quantum channel.
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Using Theorem 3, we find that the Jamio lkowski state
is also block-diagonal, and the structure of the blocks is
again very simple. This is because the tensor represen-
tation UB(g)⊗ U∗A(g) can be decomposed into L-irreps
with L ∈ {|jA − jB |, . . . , jA + jB} and no multiplicities.
In other words,
HB ⊗HA =
jA+jB⊕
L=|jA−jB |
HL, (64)
whereHL is a (2L+1)-dimensional Hilbert space carrying
irrep L. As the multiplicity spaces are 1-dimensional, the
operators J λ(E) from Eq. (29) become scalars, and thus
we have
J (E) =
jA+jB∑
L=|jA−jB |
pL(E)J (EL), J (EL) = I
L
2L+ 1
. (65)
Crucially, each J (EL) corresponds to a valid
Jamio lkowski state: it is clearly positive semi-definite,
and the trace-preserving condition can be shown as
follows. First, observe that for all g we have
UA(g)trB
(J (EL))U†A(g) = trB (J (EL)) . (66)
Then, since trB
(J (EL)) ∈ B(HA) commutes with an
irrep UA(g) for all g, we can use Schur’s Lemma 1
to conclude that trB
(J (EL)) must be proportional to
identity. Finally, normalisation of J (EL) ensures that
trB
(J (EL)) = IA/dA. Moreover, since the supports of
J (EL) are disjoint, EL correspond to extremal channels,
E =
jA+jB∑
L=|jA−jB |
pL(E)EL. (67)
Clearly,
f(E) =
jA+jB∑
L=|jA−jB |
pL(E)f(EL), (68)
so that in order to find constraints on f(E), we only need
to find the values of f(EL) for all L. More precisely, the
set of allowed f(E) is then given by a convex set with
extremal points given by f(EL).
We will find f(EL) by deriving the explicit ac-
tion of EL on the basis elements {|jA,m〉〈jA, n|} with
m,n ∈ {−jA, . . . , jA}. First, note that IL appearing in
the expression for J (EL) is given by
IL =
L∑
k=−L
|L, k〉〈L, k| . (69)
Next, using Clebsch-Gordan expansion for the above to-
tal angular momentum states |L, k〉 in terms of the an-
gular momentum states of HA and HB , we write
|L, k〉=
jB∑
m=−jB
jA∑
n=−jA
〈jB ,m; jA, n|L, k〉 |jB ,m; jA, n〉.
(70)
Now, employing the identity
E(X) = dAtrA
(J (E)(IB ⊗X∗†)) (71)
that holds for all X ∈ B(HA), as well as the following
two properties of Clebsch-Gordan coefficients,
〈jB ,m; jA, n|L, k〉 ∝ δm+n,k, (72a)
〈jB ,m; jA, n|L, k〉
= (−1)jA−L+m
√
2L+ 1
2jA + 1
〈jB ,−m;L, k|jA, n〉 ,
(72b)
we arrive at
EL(|jA, n〉〈jA,m|)
=
L∑
k=−L
〈jB , n− k;L, k|jA, n〉〈jA,m|jB ,m− k;L, k〉
|jB , n− k〉〈jB ,m− k|. (73)
Note that the action of an extremal channel EL can be
physically interpreted as first splitting the original system
with total angular momentum jA into two subsystems
with total angular momenta jB and L (using Clebsch-
Gordan coefficients), and then discarding the second sub-
system. These extremal channels have been examined in
detail in previous literature under the name of EPOSIC
channels [13].
Finally, using Eq. (62) and noting that there exists
m′, n′ and k such that 〈jB , n′|Slk|jB ,m′〉 6= 0, we can
write
fl(EL) = 〈jB , n
′|EL(T lk)|jB ,m′〉
〈jB , n′|Slk|jB ,m′〉
. (74)
We emphasise that that the quantity above is indepen-
dent of m′, n′ and k. Now, by expanding T lk in the ba-
sis m,n ∈ {−jA, . . . , jA}, using Eq. (73), and employing
Wigner-Eckart theorem, we can derive the following ex-
pression for fl(EL):
fl(EL) = 〈jA||T
l||jA〉
〈jB ||Sl||jB〉
L∑
k=−L
〈jA, jB + k; l, 0|jA, jB + k〉
〈jB , jB ; l, 0|jB , jB〉
〈jB , jB ;L, k|jA, jB + k〉2, (75)
where 〈jA||T l||jA〉 and 〈jB ||Sl||jB〉 are reduced matrix
elements independent of n′,m′ or k. It simplifies signifi-
cantly when jA = jB = j:
fl(EL) =
L∑
k=−L
〈j, j + k; l, 0|j, j + k〉
〈j, j; l, 0|j, j〉
〈j, j;L, k|j, j + k〉2. (76)
We provide the step-by-step derivation of the above ex-
pressions in Appendix C, where we also show how to
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obtain the explicit formula for f1(EL),
f1(EL) =
(
jA(jA + 1) + jB(jB + 1)− L(L+ 1)
2jB(jB + 1)
)
√
jB(jB + 1)(2jA + 1)
jA(jA + 1)(2jB + 1)
, (77)
which will be crucial for our analysis of spin-inversion
and spin-amplification.
Let us conclude this section by re-iterating the main
result in the form of the following theorem.
Theorem 7. An SU(2)-covariant channel E between
two irreducible systems, carrying irreps jA and jB, is
fully specified by a probability distribution p(E) of size
2 min(jA, jB). Its action on X ∈ B(HA) is then given by
E(X) =
jA+jB∑
L=|jA−jB |
pL(E)EL(X)
=
jA+jB∑
L=|jA−jB |
jA∑
l=−jA
l∑
k=−l
pL(E)fl(EL)xlkSlk, (78)
where xlk = tr
(
T l†k X
)
and fl(EL) are specified by
Eq. (75).
B. General decomposition of G-covariant channels
Let UA and UB be unitary representations of a com-
pact group G acting on HA and HB , respectively. We
are interested in quantum channels E : B(HA)→ B(HB)
that are symmetric under these actions. As explained in
Sec. III B, the corresponding Jamio lkowski state J (E)
will commute with the tensor product representation
UB ⊗U∗A, which decomposes the Hilbert space HB ⊗HA
into
HB ⊗HA ∼=
⊕
λ∈Λ
Hλ ⊗ Cmλ . (79)
Here, Λ is a subset of all non-equivalent irreducible rep-
resentations labelled generically by λ that appear with
multiplicities mλ (denoting the dimension of the multi-
plicity space).
From Theorem 3 we know that under such a decom-
position the Jamio lkowski state of a symmetric channel
has a block-diagonal structure:
J (E) =
⊕
λ∈Λ
Iλ
dλ
⊗ J λ(E). (80)
Note that in the above J λ(E) ∈ GL(Cmλ), and Iλ acts
as identity on the λ-irrep representation space Hλ. Let
us now define
ρλ(E) := J
λ(E)
pλ(E) , pλ(E) = tr(J
λ(E)). (81)
Since E is completely positive, we have J (E) ≥ 0 and
thus ρλ(E) ≥ 0. Moreover, the trace-preserving property
of E implies that ∑λ∈Λ pλ(E) = 1. Therefore, pλ(E) is
a probability distribution and ρλ(E) is a valid quantum
state on GL(Cmλ). One should keep in mind, however,
that there will be additional constraints on ρλ(E) coming
from the trace-preserving condition.
We can thus write
J (E) =
⊕
λ∈Λ
pλ(E) I
λ
dλ
⊗ ρλ(E). (82)
Now, recall that any state ρλ(E) ∈ GL(Cmλ) can be
viewed as a probability distribution over all pure state
such that:
ρλ(E) =
∫
dψλ rE(ψλ)
∣∣ψλ〉〈ψλ∣∣ (83)
where |ψλ〉 ∈ Cmλ , integration is over all such pure states
(according to the Haar measure) with
∫
dψλ rE(ψλ) = 1
and rE(ψλ) ≥ 0. We can then define the following oper-
ators,
J λψλ :=
Iλ
dλ
⊗ ∣∣ψλ〉〈ψλ∣∣ , (84)
which should be viewed as elements of B(HB ⊗HA) that
are positive and have trace one. Therefore, any symmet-
ric Jamio lkowski state J (E) can be written as follows
J (E) =
∑
λ∈Λ
pλ(E)
∫
dψλ rE(ψλ)J λψλ . (85)
This directly leads to the following decomposition of any
G-covariant channel:
E =
∑
λ∈Λ
pλ(E)
∫
dψλ rE(ψλ)Eλψλ . (86)
Here, Eλψλ are CP maps corresponding to Jamio lkowski
states J λψλ . Note, however, that although the above re-
sembles a convex decomposition over extremal channels
Eλψλ , these are not necessarily trace-preserving. There-
fore, the set of extremal G-covariant quantum channels
may be much more complicated, e.g., with
∣∣ψλ〉〈ψλ∣∣ in
Eq. (84) replaced by a mixed state.
More can be said about the structure of extremal chan-
nels under additional assumptions. The particular case
we consider here is given by these symmetries for which
representations UA and UB of a compact group G (acting
on the input and output Hilbert spaces HA and HB) are
such that HB ⊗HA, with the tensor product representa-
tion UB ⊗ U∗A, has a multiplicity-free decomposition,
HB ⊗HA =
⊕
λ∈Λ
Hλ. (87)
Moreover, we will also require that UA is an irrep. One
example of a group satisfying these assumptions is the
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SU(2) symmetry with the input system being irreducible,
which we studied in detail in Sec. V A. For completeness,
we remark that previous works [27] have fully charac-
terised under what conditions tensor products of irre-
ducible representations have a multiplicity-free decompo-
sition for all connected semisimple complex Lie groups.
In particular, ifG is a simple Lie group (e.g., SL(d)), then
either UB or U
∗
A must correspond to an irrep with the
highest weight being a multiple of the fundamental rep-
resentation. For example, for the group SU(3) with the
fundamental irrep labelled by 3, we have a multiplicity-
free decomposition 3 ⊗ 3¯ = 8 ⊕ 1. This stands to show
that the assumptions can still include a large class of
symmetries beyond the canonical SU(2) example, e.g.,
Ref. [15] studies covariant channels with respect to finite
groups with multiplicity-free decomposition.
For groups satisfying these conditions, Eq. (82) simpli-
fies significantly and takes the following form
J (E) =
⊕
λ∈Λ
pλ(E)J (EL), J (Eλ) = I
λ
dλ
. (88)
Here, by the same argument as in Sec. V A, pλ(E) is
a probability distribution and each J (Eλ) is a posi-
tive operator satisfying trB
(J (Eλ)) = IA/dA. There-
fore, each J (Eλ) will uniquely correspond to a CPTP
map Eλ : B(HA) → B(HB) and, since J (Eλ) act on or-
thogonal subspaces, they will be linearly independent op-
erators. Equivalently, this ensures that Eλ are extremal
points of the set of G-covariant channels. We can thus
characterise Eλ in terms of Jamio lkowski states, Kraus
operators and Stinespring dilation through the following
theorem.
Theorem 8. Let G be a compact group with represen-
tations UA and UB acting on Hilbert spaces HA and
HB. Suppose that UB ⊗ U∗A is a multiplicity-free ten-
sor product representation with non-equivalent irreps la-
belled by elements of a set Λ, and that UA is an irrep.
Then, the convex set of G-covariant quantum channels
E : B(HA) → B(HB) has |Λ| distinct isolated extremal
points given by channels Eλ for λ ∈ Λ. Each Eλ can be
characterised by the following:
1. A unique Jamio lkowski state
J (Eλ) = I
λ
dλ
. (89)
2. Kraus decomposition {Eλk }dλk=1 such that:
Eλ(ρ) =
∑
k
Eλk ρ(E
λ
k )
†, (90)
with Eλ forming a λ-irreducible tensor operator
transforming as UB(g)E
λUA(g)
† =
∑
k′ v
λ
k′k(g)E
λ
k ,
where vλk′k are matrix coefficients of the λ-irrep.
3. A symmetric isometry Wλ : HA → HB ⊗Hλ such
that
Eλ(ρ) = trHλ(Wλρ(Wλ)†). (91)
Also, the minimal Stinespring dilation dimension
for Eλ is given by dλ.
The details on how to obtain characterisations 2. and 3.
from 1. can be found in Appendix A.
C. Decomposition of U(1)-covariant channels
We now proceed to the simplest example of a compact
group that does not satisfy the multiplicity-free condi-
tion – the U(1) group. As we will see in a moment, chan-
nels symmetric with respect to U(1) group do not satisfy
this condition in the strongest possible way: they act triv-
ially on the irrep spaces (since those are one-dimensional)
and are fully defined by their action within the multi-
plicity spaces. In that sense, the example investigated
in this section is the exact opposite of SU(2)-irreducibly-
covariant channels studied in Sec. V A, where the action
within multiplicity spaces was trivial and channels were
defined by their action within irrep spaces.
The U(1) group has a single generator J1A,
UA(g) = e
iJ1Ag, (92)
where g ∈ [0, 2pi]. For a finite-dimensional system2 de-
scribed by a Hilbert space HA, the U(1) group can be
related to time-translations by choosing the generator to
be given by the system Hamiltonian HA,
HA =
∑
n
EnA |EnA〉〈EnA| , (93)
with EnA denoting different energy levels, and where we
restricted ourselves to non-degenerate Hamiltonians for
the clarity of discussion. Indeed, substituting J1A → HA
and g → −t, we see that the group action,
UA(t) = e
−iHAt, (94)
evolves the system in time by t. The representation of
the group on HB is defined in an analogous way with
the Hamiltonian HB . Recall that, by Noether’s the-
orem, closed unitary dynamics symmetric under time-
translations, generated by HA, conserves energy repre-
sented by Hamiltonian HA.
As U(1) is an Abelian group, its irreducible represen-
tations are 1-dimensional, meaning that the symmetry
adapted basis composed of ITOs satisfies
U tA(Tλ,α) = vλ(t)Tλ,α = e−iλtTλ,α. (95)
2 More precisely: for a system exhibiting cyclic dynamics, i.e., such
that there exists time t0 for which eiHAt0 = IA.
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It follows that we can choose
Tλ,α = |EnA〉〈En
′
A |, Sλ,α = |EnB〉〈En
′
B | (96)
with λ = EnA/B − En
′
A/B and α enumerating multiplici-
ties arising from the degeneracy of the Bohr spectrum of
HA and HB , i.e., various pairs n, n
′ satisfying the same
λ = EnA/B − En
′
A/B .
We consider a U(1)-covariant channel E , with the rep-
resentations of the U(1) group on the input and output
spaces, HA andHB , being given by UA(t) and UB(t), i.e.,
with the Hamiltonians of the input and output systems
being HA and HB . Employing Theorem 2 we then get
that the Liouville representation of E is block-diagonal,
L(E) =
⊕
λ
Lλ(E), (97)
and from Eq. (37) we find that
Lλβα(E) = 〈EmB |E(|EnA〉〈En
′
A |)|Em
′
B 〉, (98)
with λ = EnA − En
′
A = E
m
B − Em
′
B and α, β enumerating
degeneracies, i.e., various pairs of n, n′ and m,m′ with
the same energy difference λ.
We see that the block λ = 0 describes the evolution
of populations (in the energy eigenbases), while the re-
maining blocks describe the evolution of coherence terms
between energy levels differing by λ. Therefore, Lλ=0(E)
contains full information needed to study deviations from
energy conservation induced by E , while Lλ6=0(E) define
how coherent E is, i.e., how close it is to a closed unitary
dynamics. We note that the relation between Lλ=0(E)
and Lλ 6=0(E) has played a crucial role in the previous
studies on optimal processing of coherence under ther-
modynamic [28] and Markovian [29] constraints. Here,
we will use this relation to constrain the unitarity of a
general U(1)-covariant channel inducing energy flows (de-
viating from energy conservation) described by a given
stochastic matrix. Since Lλ=0(E) is crucial for our stud-
ies, we will use a shorthand notation P E for it,
P Emn := 〈EmB |E(|EnA〉〈EnA|)|EmB 〉, (99)
and note that it is a dB × dA stochastic matrix, P Emn ≥ 0
and
∑
m P
E
mn = 1.
As our aim is to study the relation between deviations
from conservation laws and unitarity of U(1)-covariant
channels, we need to understand what are the constraints
on Lλ(E). To answer this question we will look at the
Jamio lkowski state J (E) and, by enforcing its positivity
and trB (J (E)) = IA/dA, we will find constraints on ma-
trices Lλ ensuring that they correspond to a valid CPTP
map. From Theorem 3 we get that the Jamio lkowski
state is also block-diagonal,
J (E) =
⊕
λ
J λ(E). (100)
Moreover, the support of each J λ(E) is spanned by
vectors |EnB , En
′
A 〉 that transform as irrep λ under
UB(t)⊗ U∗A(t), i.e., they satisfy EnB − En
′
A = λ. More
precisely, we have
J λ(E) = 1
dA
∑
m,n
〈EmB |E(|EmB − λ〉〈EnB − λ|)|EnB〉
|EmB , EmB − λ〉〈EnB , EnB − λ| , (101)
where |EmB − λ〉 is a shorthand notation for |Em
′
A 〉 with
m′ such that Em
′
A = E
m
B − λ, and the summation is per-
formed only over the indices m,n for which EmB − λ and
EnB − λ correspond to valid energies of HA.
The positivity of J (E) is now equivalent to the positiv-
ity of J λ(E) for all λ, while the partial trace condition
is fulfilled automatically as long as P E is a stochastic
matrix. Importantly, the diagonal of J λ(E) is given by
P Em,m−λ (m−λ is such m′ that satisfies Em
′
A = E
m
B − λ),
while the off-diagonal terms describe transformation of
coherences. One can now construct extremal U(1)-
covariant channels by simply coherifying any stochastic
matrix Γ to a quantum channel with the constraint of
preserving the block-diagonal structure [30]. More pre-
cisely, for every stochastic matrix Γ and a set of phases
{φλ,m}, one can construct an extremal U(1)-covariant
channel EΓ,φ with the Jamio lkowski state given by
J (EΓ,φ) =
∑
λ
∣∣∣ψΓ,φλ 〉〈ψΓ,φλ ∣∣∣ , (102)
with
|ψΓ,φλ 〉 :=
1√
dA
∑
m
eiφλ,m
√
Γm,m−λ|EmB , EmB − λ〉,
(103)
where Γ describes P E
Γ,φ
and the same notation applies
to its elements Γmn. It is a straightforward calculation
to show that the corresponding map is CPTP. Moreover,
since its Jamio lkowski state is proportional to a projector
on each block, it is extremal.
We want to note, however, that the above construction
in general does not produce all extremal U(1)-covariant
channels. As a counterexample, consider the following
Jamio lkowski state
J (EΓ′,φ′∗ ) =
∑
λ 6=λ∗
∣∣∣ψΓ′,φ′λ 〉〈ψΓ′,φ′λ ∣∣∣+ ρλ∗ . (104)
Since the above is extremal on each block λ 6= λ∗, the
possibility of decomposing it as a convex combination of
Jamio lkowski states from Eq. (102) is equivalent to the
possibility of decomposing ρλ∗ as
ρλ∗ =
∫
dφ µ(φ)
∣∣∣ψΓ′,φλ 〉〈ψΓ′,φλ ∣∣∣ . (105)
In other words, it would need to hold that every density
matrix of size d can be decomposed into a convex com-
bination of pure states with the same diagonal. This,
however, is not true in general (it holds for d = 2, but
counterexamples can be found already for d = 4).
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VI. SPIN-INVERSION AND AMPLIFICATION
A. Setting
The scenario investigated in this section is as follows.
We consider input and output systems, described by
Hilbert spaces HA and HB , to be spin-jA and spin-jB
systems. We denote the spin angular momenta operators
(with respect to a Cartesian coordinate frame) by
JA = (J
x
A, J
y
A, J
z
A), (106)
and analogously for JB . These are traceless and for every
k ∈ {x, y, z} satisfy
tr((JkA)
2) =
‖JA‖2
3
, (107)
where ‖JA‖ was defined in Eq. (60). Analogous con-
ditions hold for system B. We recall that these spin
operators are generators for the SU(2) irreducible rep-
resentations on HA and HB , and they span the adjoint
irrep (i.e the three dimensional 1-irrep) in the decom-
position of the operator spaces B(HA) and B(HB). In
other words, JkA and J
k
B are (unnormalised) ITOs T
1
k
and S1k, see Eq. (59). Now, for the input and output
state, ρ ∈ B(HA) and E(ρ) ∈ B(HB), we can define spin
polarisation vectors, P(ρ) and P(E(ρ)), to be given by
expectation values of the spin operator along different
Cartesian axes:
Pk(ρ) := tr(J
k
Aρ), (108)
and similarly for the system B with ρ replaced by E(ρ).
Our aim is to investigate operations that isotropically
invert or amplify the spin operator, so that under their
action the polarisation vector scales with either some neg-
ative factor κ−, or a positive factor κ+ > 1. In particular,
we want to determine channels S− and S+, representing
the optimal spin-inversion and spin-amplification, which
are those that achieve the largest values of |κ−| and κ+:
P (S±(ρ)) = κ±P (ρ), κ− < 0, κ+ > 1. (109)
Equivalently, S± may be defined in terms of their action
on the generators:
S±(JkA) = κ±JkB ·
‖JA‖2
‖JB‖2 . (110)
First, we will take the above equations as really defin-
ing S±, without specifying their action outside of the
subspace spanned by the generators JkA. This will, in
principle, correspond to a large class of operations that
we need to optimise over. However, since S± acts isotrop-
ically on all states, in the next section we will show that
without loss of generality one may restrict considerations
to SU(2)-covariant channels. This will allow us to em-
ploy results of Sec. V A to determine optimal inversion
and amplification factors κ±, and to relate κ− to the
maximal allowed deviation from conservation law under
covariant dynamics. Finally, we will compare focus on
the decoherence induced by the optimal inversion channel
by comparing the action of this channel with the action
induced by time-reversal symmetry.
B. Optimal transformations of spin polarisation
We want to analyse channels E : B(HA) → B(HB)
that send P (ρ) to κP (ρ) for all ρ and some independent
real constant κ, while performing arbitrary transforma-
tion on the other irreducible subspaces (ITOs). As we
will now show, for every such E there exists an SU(2)-
covariant channel that has the exact same action on the
polarisation vector. By assumption,
∀ρ, κ : tr(JkBE(ρ)) = κtr(JkAρ). (111)
Now, with UA denoting the SU(2) representations on
B(HA), recall that the angular momentum operators
transform under rotations as
UA(g)(JkA) =
∑
k′
v1k′k(g)J
k′
A , (112)
where v1k′k(g) are matrix entries of the 1-irrep. Analogous
statement holds for system B. Therefore, it follows that
tr(UgB(JkB)E(ρ)) =
∑
k′
v1k′k(g)tr(J
k′
B E(ρ))
= κ
∑
k′
v1k′k(g)tr(J
k′
A ρ)
= κtr(UgA(JkA)ρ). (113)
Using the cyclic property of the trace and the fact that
the above must hold for all ρ, so in particular for UgA(ρ),
we arrive at
tr(JkB Ug†B ◦ E ◦ UgA(ρ)) = κtr(JkAρ), (114)
or equivalently:
P (Ug†B ◦ E ◦ UgA(ρ)) = P (ρ). (115)
We note that the above could also be simply deduced
from the fact that P transforms under SU(2) as a three-
dimensional vector in real space, so that for all g ∈ SU(2)
and all ρ we have
P (ρ) = P (Ug(ρ)) =⇒ P (U†g (ρ)) = P (ρ). (116)
Next, by taking the group average and noting that P
is linear (since it is defined through trace in Eq. (108)),
we obtain
P (G[E ](ρ)) = κP (ρ), (117)
where G[E ] is the twirling of E over all rotations,
G[E ] :=
∫
dg Ug†B ◦ E ◦ UgA. (118)
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The twirled channel G[E ] is SU(2)-covariant (by construc-
tion), and it has the same scaling factor κ as E . There-
fore, one may assume without loss of generality that the
optimal spin-inversion and amplification operations are
symmetric under SU(2).
In Sec. V A we have fully characterised SU(2)-covariant
quantum channels for irreducible systems and we will
now employ these results. First, recall that a symmetric
channel E : B(HA)→ B(HB) acts on any ITO {T lk}l,k by
a scaling factor depending only on the particular irrep
(and the channel itself) such that
E(T lk) = fl(E)Slk. (119)
Taking into account the particular normalisation of the
spin operators it follows that:
E(JkA) = f1(E)JkB ·
‖JA‖
‖JB‖ . (120)
Moreover, recall that every such SU(2)-covariant E de-
composes into extremal channels according to Eq. (67),
which results in
f1(E) =
jA+jB∑
L=|jA−jB |
pLf1(EL), (121)
where f1(EL) are the scaling factors explicitly given by
Eq. (77).
Now, we can compare the transformation of angular
momentum operators under a general covariant channel,
Eqs. (120)-(121), with the transformation under spin-
inversion and spin-amplification, Eq. (110). We see that
every SU(2)-covariant channel can act as a spin-inversion
or amplification with
κ± =
‖JB‖
‖JA‖ ·
jA+jB∑
L=|jA−jB |
pLf1(EL), (122)
as long as κ+ > 1 and κ− < 0. Our aim is thus to max-
imise and minimise the above expression over all prob-
ability distributions pL. Since we are optimising over a
convex region, the optima will be attained by one of the
extremal points so that
κopt± =
‖JB‖
‖JA‖ · f1(E
L±) (123)
for some L±. These can be easily found, as we derived
explicit expressions f1(EL).
We thus arrive at:
Theorem 9. The maximal spin polarisation inversion,
P (ρ) → κ−P (ρ) with κ− < 0, is achieved by an SU(2)-
irreducibly extremal channel E(jA+jB). The inversion fac-
tor κ− is given by
κ− = − jB(2jB + 1)
(jA + 1)(2jA + 1)
. (124)
It follows that the maximal spin-inversion is achieved
by the extremal channel that requires the largest en-
vironment to be realised. Indeed, for every extremal
channel EL, its minimal Stinespring dilation (and thus
the minimal number of Kraus operators) has dimension
2L+ 1. Consequently, this means that the larger the en-
vironment, the more we can invert the spin. Note that
in the classical macroscopic limit of an input and output
system given by a massive spin, jA = jB → ∞, we get
κ− → −1, corresponding to perfect spin-inversion. While
for finite-dimensional systems quantum theory does not
allow for perfect spin-inversion, P → −P, the above re-
sult yields fundamental limit on maximal spin-inversion.
Moreover, the optimal spin-inversion coincides with
the channel leading to the largest allowed deviation from
the conservation law under the constraint of SU(2) sym-
metry. To see this note that the total deviation resulting
from the action of E on a given input state ρ (defined in
Eq. (51)), can be expressed by
∆tot(ρ, E) = ‖P(E(ρ))−P(ρ)‖2. (125)
Using the fact that covariant dynamics can only scale
ITOs, we get
∆tot(ρ, E) = |κ− 1| ‖P(ρ)‖2, (126)
and thus the deviation is maximised for smallest nega-
tive κ, which is specified by Eq. (124). From the equation
above it is clear that also average total deviation, ∆(E),
will be maximised by the optimal spin-inversion chan-
nel. Of course, since we deal with symmetric channels,
this deviation can come only for the price of decoherence
(as the conserved charge can only come from an incoher-
ent environment). In the next section, we will quantify
this decoherence by comparing the action of the optimal
spin-inversion channel with the transformation induced
by time-reversal symmetry; while in Sec. VII we will anal-
yse in detail the trade-off between deviations from conser-
vation laws and decoherence for general SU(2)-covariant
operations.
Finally, we can obtain an analogous bounding result for
spin amplification, captured by the following theorem.
Theorem 10. The maximal spin polarisation amplifi-
cation, P (ρ) → κ+P (ρ) with κ+ > 1, is achieved by an
SU(2)-irreducibly symmetric extremal channel E(|jA−jB |).
The amplification factor κ+ is given by:
κ+ =

jB
jA
for jA ≥ jB ,
jB+1
jA+1
for jA < jB .
(127)
We remark that upper bounds on κ+ have been pre-
viously reported in Ref. [23], where the authors used re-
source monotones based on modes of asymmetry to show
that κ+ ≤ f(jB)/f(jA) with
f(j) :=
{
j + 1/2 : integer j,
j(j + 1)/(j + 1/2) : half integer j.
(128)
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Note that, according to Theorem 10 that provides the
optimal amplification channel explicitly, these bounds
are loose, i.e., the upper bound cannot be achieved by
any SU(2)-covariant channel. In this sense our result can
be seen as an ultimate improvement over the previously
known bounds.
C. Optimal spin-inversion and time-reversal
symmetry
So far we have considered the action of a channel on
spin polarisation vector as the defining property of the
spin-inversion channel. We have thus focused on the
maximal deviation from the conservation law, but ig-
nored the decoherence induced by such a channel, which
is described by the action of the channel on the remaining
ITOs. Here, we will quantify this decoherence by com-
paring the action of the optimal spin-inversion channel to
the action of a passive symmetry that naturally realises
spin-inversion – the time-reversal symmetry T .
Under the action of T : B(HA)→ B(HA) the spin of
a single particle flips sign and, generally, an odd num-
ber of particles will experience a sign change, while an
even number will not. This manifests itself at the level
of ITOs, which are mapped according to whether they
correspond to even or odd dimensional irreducible repre-
sentations of the rotation group:
T (Tλk ) = (−1)λTλ−k. (129)
This fully captures the action of time-reversal on general
mixed states of spin-jA systems described by the Hilbert
space HA. In particular, the spin degrees of freedom
under time-reversal will acquire a minus sign:
T (JkA) = −JkA. (130)
Therefore, for a single particle time-reversal symmetry
induces perfect spin reversal, as for any ρ ∈ B(HA)
the spin polarisation vector satisfies P (T (ρ)) = −P (ρ).
Moreover, T does not induce any decoherence, since it
leaves the eigenvalues of ρ unchanged. It is thus meaning-
ful to compare the optimal physical spin-inversion chan-
nel E(2jA) from Theorem 9 with the perfect unphysical
spin-inversion operation realised by time-reversal sym-
metry T . We will see that E(2jA), although it inverts
spin polarisation almost perfectly in the limit of large
jA, is always far away from realising T , and thus induces
unavoidable decoherence as expected.
In order to measure the distance between E(2jA) and
T let us introduce the concept of a spin-coherent state.
It is simply given by a rotation of |jA, jA〉, the state with
maximal angular momentum along the z axis. Suppose
that the group element g ∈ SU(2) is characterised by the
Euler angles θ, φ, corresponding to a spatial direction nˆ.
Then the spin-coherent state associated to this direction
is given by:
|nˆA〉 = UA(g)|jA, jA〉 =
jA∑
k=−jA
ukjA(g)|jA, k〉. (131)
The behaviour of spin coherent states under time-reversal
symmetry is particularly simple and reads
T (|nˆA〉〈nˆA|) = |−nˆA〉〈−nˆA| . (132)
In order to quantify how much the optimal spin-
inversion channel E(2jA) resembles the passive symmetry
transformation T we will employ the notion of quantum
fidelity,
F (ρ, σ) := tr
(√√
ρσ
√
ρ)
)2
. (133)
Namely, we will calculate the fidelity F¯ between the out-
puts of the two channels averaged over all input spin-
coherent states. Notice that the fidelity between two
states is a unitarily invariant measure, so that,
F (E(2jA)(ρ), T (ρ)) = F (UgA(E(2jA)(ρ)),UgA(T (ρ))), (134)
and, since both E(2jA) and T are SU(2)-covariant, it fol-
lows that the considered fidelity remains the same for
all spin coherent input states. Therefore, it suffices to
analyse the fidelity for the input state |jA, jA〉, i.e.,
F¯ = 〈jA,−jA|E(2jA)(|jA, jA〉〈jA, jA|)|jA,−jA〉. (135)
Now, we can use the explicit form of E(2jA) given in
Eq. (73) to arrive at
F¯ = |〈jA,−jA; 2jA, 2jA|jA, jA〉|2. (136)
Finally, employing Clebsch-Gordan coefficients identities
we obtain
F¯ =
1 + 2jA
1 + 4jA
= 1− 2jA
1 + 4jA
. (137)
The above fidelity is monotonically decreasing as a
function of jA and in the limit jA → ∞ it converges
to 1/2. Therefore, despite the fact that for macroscopic
spins it is possible to almost perfectly invert their polar-
isation vector, the channel that achieves this is far from
realising time-reversal symmetry. We remark that the
above calculation only assumes that the action of T on
the spin-coherent state |jA, jA〉 gives |jA,−jA〉 and that it
is rotationally invariant. Therefore, the same result will
hold for a general perfect and unphysical spin-inversion
operation which satisfies these two constraints (without
committing to the full exact form that the time-reversal
operator takes). Moreover, note that the rotational in-
variance and linearity ensures that the expression for F¯
remains unchanged for any state in the convex hull of
spin-coherent states.
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VII. TRADE-OFF RELATIONS BETWEEN
CONSERVATION LAWS AND DECOHERENCE
Building up on the results developed so far, we now ad-
dress the core questions of interest: how much can open
symmetric dynamics deviate from conservation laws? Do
small perturbations from closed symmetric dynamics re-
sult in small corrections to the conservation laws? When
does the converse also hold?
Our aim is therefore to analyse when each of the fol-
lowing two qualitative statements holds given an a priori
symmetry principle:
• If E is close to a symmetric unitary then the aver-
age total deviation from conservation law, ∆(E), is
small.
• If the average total deviation ∆(E) is small then E
is close to a symmetric unitary.
Whenever both of the above properties hold for any dy-
namics with the appropriate symmetry, we say that the
conservation laws are robust with respect to decoherence.
Quantitatively, we can analyse such robustness by deriv-
ing bounds on the average deviation induced by a channel
in terms of its distance from a symmetric unitary process.
In what follows, we first derive general upper bounds on
the deviation in terms of the diamond distance (for ar-
bitrary dimension of input and output spaces, dA and
dB) and unitarity (for dB ≤ dA), showing that the first
property holds in general. Then, we argue why a lower
bound does not need to exist for a general group G, and
so the second property does not need to hold. Neverthe-
less, we show that for symmetries with multiplicity-free
decomposition, the lower bound can also be derived for
dA = dB , and thus conservation laws are robust under
decoherence in such cases. Finally, we analyse in detail
the two special examples investigated in Sec. V: SU(2)-
irreducibly-covariant channels and U(1)-covariant chan-
nels.
A. Upper bounds on deviating charges for
G-covariant open dynamics
Before we present our main result upper bounding the
average total deviation ∆(E) as a function of departure
from unitarity (1 − u(E)), we want to present a simple
argument showing that open dynamics that is close to
symmetric unitary (isometry) must approximately con-
serve relevant charges. Consider ρ ∈ B(HA) and a
G-covariant channel E : B(HA)→ B(HB) with the sym-
metry generated by {JkA}nk=1 for the input system and{JkB}nk=1 for the output system. Now, take any isometry
W : HA → HB that is symmetric, i.e., WJkA = JkBW .
Since the conservation laws hold under a dynamics gen-
erated by W , we have
∆k(ρA, E) = tr(E(ρA)JkB − ρAJkA)
= tr((E(ρA)−WρAW †)JkB)
Using Ho¨lder’s inequality for the Hilbert-Schmidt inner
product,
tr(A†B) ≤ ‖B‖1‖A‖∞, (138)
with ‖B‖1 := tr(
√
B†B) and ‖A‖∞ the operator norm,
we obtain the following bound:
∆k(ρA, E) ≤ ‖(E −W)(ρA)‖1 ‖JkB‖∞, (139)
where W(·) = W (·)W †. Thus, the total deviation for a
given input state ρA is bounded by
∆tot(ρA, E) ≤ ‖(E −W)(ρA)‖21
n∑
k=1
‖JkB‖2∞. (140)
Finally, we can get a state-independent bound by em-
ploying a diamond norm,
‖C‖2 := max
ρAA′
‖CA ⊗ IA′(ρAA′)‖1, (141)
so that we arrive at the bound for the average total de-
viation
∆(E) ≤ ‖E −W‖2
∑
k
‖JkB‖2∞. (142)
Operationally the above can be interpreted as follows:
the more indistinguishable a given covariant channel be-
comes from any symmetric isometry, the smaller the de-
viations from conservation laws.
obviously, the above simple analysis has significant
drawbacks. Not only is the diamond norm particularly
difficult to calculate, but also Eq. (142) involves either
an unknown symmetric isometry W, or a minimisation
of the quantity ‖E −W‖ over all such isometries W.
The latter will generally be difficult to estimate from the
properties of the channel E alone, leading to very loose
upper bounds on the average total deviation. For these
reasons, in the following theorem we provide an explicit
inequality that captures robustness of conservation laws
in terms of the unitarity of a symmetric channel.
Theorem 11. Let G be a connected compact Lie group
with unitary representations UA and UB acting on Hilbert
spaces HA and HB, and generated by traceless generators
{JkA}nk=1 and {JkB}nk=1. For every G-covariant quantum
channel E : B(HA)→ B(HB) with dA ≥ dB the following
holds:
∆(E) ≤ 2ndA(dA − 1) max
k
(‖JkB‖1 + ‖JkA‖1)2
× (1− u(E)). (143)
Moreover, the above also holds for dA < dB whenever
tr(E(I/dA)2) ≥ 1dA .
To prove the above theorem one starts from Eq. (82)
that yields the general decomposition of a G-covariant
map into a convex mixture of CP maps Eλ with probabil-
ities pλ(E). Employing this decomposition and Lemma 6,
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one can then lower bound the deviation from closed dy-
namics, (1 − u(E)), with a dimensional constant times
(1 − pλ=0(E))2. Next, one notes that Eλ=0 conserves
charges (generators), and thus using standard inequal-
ities (e.g., the triangle inequality) the deviation can be
upper bounded by a dimension-dependent constant times
(1−pλ=0(E))2. Finally, one combines both inequalities to
bound ∆(E) with (1− u(E)) as in Eq. (143). The details
of necessary calculations can be found in Appendix D.
B. Lower bounds on deviating charges for
G-covariant open dynamics
We would now like to find a lower bound on the av-
erage total deviation in terms of unitarity. First, how-
ever, we need to note that decoherence does not need
to lead to the deviation from conservation law. In other
words, there may be open (non-unitary) symmetric dy-
namics that nevertheless conserves charges (generators)
for all input states. To illustrate this, let us start with
the following semi-trivial example of a non-unitary sym-
metric dynamics E for which all conservation laws rele-
vant for the symmetry hold. Consider a two-qubit system
where the first qubit transforms under the 1/2-irrep of
SU(2) and the second transforms trivially. The conserved
charges generating the symmetry are the spin operators
on the first system. Let EAB(ρ⊗ σ) := ρ⊗ EB(σ). This
is covariant under the symmetry, the conservation laws
hold for all states, however it is not a unitary operation
as we are free to choose any CPTP EB on system B.
More generally, there may exist whole families of non-
trivial symmetric channels that are not unitary, but pre-
serve conserved charges for all input states. For example,
it is relatively simple to find such a family among unital
covariant channels. Theorem (4.25) from Ref. [6] tells us
that for a unital CPTP map E : B(HA)→ B(HA) with
Kraus operators {Ki}i we have E(X) = X if and only if
[X,Ki] = 0 for all i. Recall also that any symmetric chan-
nel E admits a Kraus decomposition consisting of ITOs
{Eλ,αm }λ,m,α, where λ labels irreducible representations
in B(HA) of multiplicity α and vector component m.
Then, it follows that E†(JkA) =
∑
λ,m,α(E
λ,α
m )
†JkAE
λ,α
m
for all symmetry generators JkA. Now, since we assumed
that E is unital CPTP map, also E† is a unital CPTP
map. Thus, we can use the result quoted above and con-
clude that E†(JkA) = JkA if and only if [Eλ,αm , JkA] = 0 for
all λ,m, α and k. However, Eλ,αm transform as ITOs and
only λ = 0, corresponding to the trivial representation,
commutes with the generators. Therefore, for unital sym-
metric channels E , conservation laws hold if and only if
E takes the general form:
E(·) =
∑
α
Eλ=0,α(·)(Eλ=0,α)†, (144)
where each Kraus operator E0,α commutes with the
group action. In general it may also be possible for con-
servation laws to hold for non-unital operations, but a full
characterisation of the dynamics for which this happens
remains open.
As the examples above conserve charges despite deco-
herence by acting on the multiplicity spaces of the trivial
representation λ = 0, one could hope that for groups with
multiplicity-free decomposition such a situation will be
impossible (and so the conservation law would be robust
to decoherence). However, this is not the case. To see
this, recall that in Sec. VI we found the extremal SU(2)-
irreducibly covariant channel E |jA−jB | that allowed for
spin amplification whenever dB > dA. At the same time,
we showed that there also exists an optimal spin reversal
channel EjA+jB . Thus, one can always find a parameter
q ∈ [0, 1] such that qE |jA−jB | + (1− q)EjA+jB preserves
all spin components, while at the same time being far
from unitary evolution.
The above discussion illustrate that probing conserva-
tion laws for a physical realisation of a symmetric dynam-
ics is usually not sufficient to decide if there are decoher-
ence effects present. In other words, robustness of con-
servation laws does not occur for all types of symmetries.
Nevertheless, there are particular conditions that guar-
antee a certain robustness to conservation laws. In such
cases, approximate conservation laws hold if and only if
the dynamics is close to a unitary symmetric evolution.
In particular, for channels with equal input and output
dimensions dA = dB , whenever B(HA) contains a single
trivial subspace then there is no symmetric channel other
than identity for which conservation laws hold. This is
the case for example when HA carries an irreducible rep-
resentation of SU(2). More generally, however, we have
the following theorem that provides lower bounds on the
deviation from conservation laws in terms of the unitar-
ity.
Theorem 12. Let G be a connected compact Lie
group with unitary representation UA acting on a
Hilbert space HA, and generated by traceless genera-
tors {JkA}nk=1. Moreover, assume that B(HA) has a
multiplicity-free decomposition in terms of irreducible
representations. Then, for every G-covariant quantum
channel E : B(HA)→ B(HA) the following holds:
√
∆(E) ≥ K‖JA‖(1−u(E)) (dA − 1)(dA + 1)
1/2
2d
5/2
A
. (145)
where K is a constant independent of E, defined by
K := min
λ6=0∈Λ
|1− f(λ)|, (146)
with f(λ) being constant coefficients such that the ex-
tremal isolated channel Eλ satisfies Eλ†(JkA) = f(λ)JkA.
The proof of the above theorem can be found in Ap-
pendix E.
21
C. Bounds on deviating charges for
SU(2)-covariant open dynamics
We now turn to investigating robustness of conserva-
tion laws for SU(2)-irreducibly-covariant channels. We
focus on a particular case of covariant quantum chan-
nels between spin-j systems, i.e., for jA = jB = j. In
this case it is possible to deduce both upper and lower
bounds on average total deviation in terms of unitarity.
One of the reasons for this is that dissipation, as given by
a symmetric channel E that is not a unitary, cannot hide
in the multiplicity subspace of the trivial representation,
as UA ⊗ U∗A has a multiplicity-free decompositions into
irreps.
1. Expressions for unitarity and deviations
The structure of general SU(2)-irreducibly-covariant
channels E : B(HA) → B(HB) presented in Sec. V A
gives a simple way to calculate their unitarity. Em-
ploying Lemma 6, using the decomposition of the
Jamio lkowski state given in Eq. (65) and the fact
that irreducibly-covariant channels are unital (so that
E(IA/dA) = IB/dB), one obtains
u(E) =
(2jA + 1)2 jA+jB∑
L=|jA−jB |
pL(E)2
2L+ 1
− 2jA + 1
2jB + 1

× 1
(2jA + 1)2 − 1 , (147)
where p(E) characterises a given SU(2)-covariant chan-
nel according to Eq. (67). In the particular case when
jA = jB = j, so that both input and output dimensions
d = 2j + 1, the above yields
u(E) = 1
d2 − 1
(
d2
2j∑
L=0
pL(E)2
2L+ 1
− 1
)
. (148)
Now in order to get an expression for the aver-
age deviation from a conservation we first look at
δJkA = E†(JkB)− JkA, where k ∈ {x, y, z} correspond to
the spin angular momentum operators Jx, Jy, Jz. We
start by noting that, due to Eq. (62) and the fact that
ITOs are orthonormal, we have
E†(Slm) = fl(E)T lm. (149)
Next, using the relation between angular momentum op-
erators and ITOs from Eq. (59), we can re-write the
above expression to arrive at
E†(JkB) = f1(E)
‖JB‖
‖JA‖J
k
A, (150)
where we recall that ‖JB‖ =
√
jB(jB + 1)(2jB + 1) and
analogously for input system A. Next, we use convex
decomposition of E into extremal channels EL, Eq. (67),
to get
E†(JkB) =
‖JB‖
‖JA‖
jA+jB∑
L=|jA−jB |
pL(E)f1(EL)
 JkA. (151)
However, we have determined specific closed formulas for
f1(EL) in Eq. (77), so that combining with the above
relations we end up with
δJkA =
JkA
2jA(jA + 1)
βAB −jA+jB∑
L=|jA−jB |
pL(E)L(L+ 1)
, (152)
with
βAB = jB(jB + 1)− jA(jA + 1). (153)
Finally, the spin angular momenta satisfy the following
relations (and similar ones for system B):
tr
(
JkA
)
= 0, tr
(
(JkA)
2
)
=
‖JA‖2
3
. (154)
Combining the above with Eq. (152) and substituting
to general expression for the average total deviation,
Eq. (55), leads to
∆(E) = 1
8jA(jA + 1)2
βAB −jA+jB∑
L=|jA−jB |
pL(E)L(L+ 1)
2. (155)
In the particular case when jA = jB = j the above yields
∆(E) = 1
8j(j + 1)2
(
2j∑
L=0
pL(E)L(L+ 1)
)2
. (156)
2. Deriving trade-off relations
We will now show how the unitarity and deviations
from conservation laws are related, and obtain both lower
and upper bounds on the average deviation from a con-
servation law of spin angular momenta under a rotation-
ally invariant irreducible channel in terms of its unitarity.
Theorem 13. Let E : B(HA) → B(HA) be an SU(2)-
irreducibly covariant quantum channel acting on a j-spin
system. Then, the average total deviation ∆(E) from con-
servation law for spin angular momenta is bounded by the
unitarity of the channel u(E) via the following trade-off
inequalities:
√
∆(E) ≥
√
2j1/2
(2j + 1)2
(1− u(E)), (157a)
√
∆(E) ≤ 3
√
2j3/2
2j + 1
(1− u(E)). (157b)
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Proof. First, using Eq. (156), we note that given a fixed
p0 the deviation ∆(E) is maximised for p2j = 1 − p0.
Therefore,
∆(E) ≤ j
2
(2j + 1)2
(j + 1)2
(1− p0)2, (158)
resulting in the following bound
1− p0 ≥ j + 1
2j + 1
√
2∆(E)
j
. (159)
To shorten the notation we will now use d = 2j + 1 and
j simultaneously. Using Eq. (147) we have the following
series of equalities and inequalities:
u(E) = 1
d2 − 1
(
d2
2j∑
l=0
p2l
2l + 1
− 1
)
≤ 1
d2 − 1
(
d2
(
p20 +
1
3
2j∑
l=1
p2l
)
− 1
)
≤ 1
d2 − 1
d2
p20 + 13
(
2j∑
l=1
pl
)2− 1

=
1
d2 − 1
(
d2
(
p20 +
1
3
(1− p0)2
)
− 1
)
= 1− 2
3
d2
d2 − 1(1− p0)(1 + 2p0)
≤ 1− 2
3
d2
d2 − 1(1− p0)
≤ 1− 1
3
√
2
2j + 1
j3/2
√
∆(E), (160)
where the second inequality comes from the fact that the
sum of squares of positive numbers is upper bounded by
the square of the sum, and the final one from Eq. (159).
On the other hand, using Eq. (156) again, we note
that given a fixed p0 the deviation ∆(E) is minimised for
p1 = 1− p0. Therefore,
∆(E) ≥ 1
2j(j + 1)2
(1− p0)2, (161)
resulting in the following bound
1− p0 ≤ (j + 1)
√
2j∆(E). (162)
To shorten the notation we will use d = 2j + 1 and j
simultaneously, and introduce A := 2j(4j + 1). We then
have the following series of equalities and inequalities:
u(E) = 1
d2 − 1
(
d2
2j∑
l=0
p2l
2l + 1
− 1
)
≥ 1
d2 − 1
(
d2
(
p20 +
1
4j + 1
2j∑
l=1
p2l
)
− 1
)
≥ 1
d2 − 1
(
d2
(
p20 +
1
4j + 1
(1− p0)2
2j
)
− 1
)
= 1− d
2
d2 − 1
(A+ 1)p0 + (A− 1)
A
(1− p0)
≥ 1− 2d
2
d2 − 1(1− p0)
≥ 1− 1√
2
(2j + 1)2
j1/2
√
∆(E), (163)
with the second inequality coming from the fact that the
sum of squared probabilities, given a constraint on the
total probability, is minimised for uniform distribution;
and the final inequality coming from Eq. (162).
3. Examples
Consider first the simplest example of a covariant chan-
nel for j = 1/2. In this case the unitarity is given by
u(E) = 1
3
(
4p0(E)2 + 4
3
(1− p0(E))2 − 1
)
, (164)
and the deviation by
∆(E) = 4
9
(1− p0(E))2. (165)
A straightforward calculation then yields a direct relation
between u(E) and ∆(E),
u(E) = 1− 4
√
∆(E)(1−
√
∆(E)), (166)
while the bounds from Theorem 13 read
(1− u(E))1
4
≤
√
∆(E) ≤ .3
4
(1− u(E)) (167)
We present the above dependence and bounds in Fig. 4,
where we also plot the general upper bound from Theo-
rem 11.
The next simplest case concerns spin-j system with
j = 1. We then have
u(E) = 1
8
(
9
(
p0(E)2 + p1(E)
2
3
+
p2(E)2
5
)
− 1
)
, (168)
where p2(E) = 1 − p0(E) − p1(E) and the deviation is
given by:
∆(E) = 1
32
(
2 p1(E)2 + 6 p2(E)2
)
. (169)
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FIG. 4. Trade-off between the deviation from angular
momentum conservation, ∆(E), and unitarity u(E) for
SU(2)-irreducibly-covariant channels. The middle blue
line in the top panel (spin-1/2 system) and the blue dots in
the bottom panel (spin-1 system) represent [∆(E), u(E)] pairs
realised by covariant channels. The top red and bottom green
curves give the upper and lower bounds specialised to the case
of SU(2) symmetry.
Unitarity u(E) and deviation ∆E are no longer directly
related, but they constrain each other, so that only some
pairs [∆(E), u(E)] are realised by SU(2)-covariant chan-
nels. Our bounds then take the form
(1− u(E))
√
2
9
≤
√
∆(E) ≤
√
2(1− u(E)), (170)
and again we plot them in Fig. 4 together with the general
upper bound and possible pairs [∆(E), u(E)].
D. Bounds on deviating charges for U(1)-covariant
open dynamics
We now turn to our final example of U(1)-covariant
dynamics and the corresponding trade-off between de-
viations from energy conservation and unitarity of the
channel. Throughout this section we employ the nota-
tion introduced in Sec. V C while studying the convex
structure of U(1)-covariant channels. For simplicity, we
focus on the input and output systems of the same dimen-
sion, dA = dB = d, and described by the same Hamilto-
nian HA = HB = H. As we will shortly explain, in this
case it is impossible to lower bound unitarity u(E) given
the deviation ∆(E), and thus our aim is to upper bound
the unitarity u(E) given the deviation ∆(E), i.e., to find
the minimal allowed departure from a closed symmetric
dynamics that can explain a given deviation from energy
conservation.
1. Expressions for unitarity and deviations
Substituting the decompositions given in Eq. (100) to
Eq. (44), one obtains the following expression for unitar-
ity of a general U(1)-covariant channel E :
u(E) = 1
d2 − 1
(
d2
∑
λ
γ(J (λ)(E))− bE
)
, (171)
where
bE :=
1
d
∑
m
(∑
n
P Emn
)2
, (172)
describes how far P E is from a bistochastic matrix, i.e.,
bE = 1 when P E is bistochastic and bE > 1 otherwise.
The expression for the average total deviation ∆ is
given by Eq. (55),
∆(E) = 1
d(d+ 1)
(
tr (δH)
2
+ tr
(
δH2
))
. (173)
Moreover, since H is diagonal in the energy eigenbasis,
the expression for E†(H) only involves λ = 0 block, and
so δH can be easily calculated explicitly. More precisely,
one gets
tr (δH)
2
=
(∑
m,n
P Enm(En − Em)
)2
, (174a)
tr
(
δH2
)
=
∑
m
(∑
n
P Enm(En − Em)
)2
. (174b)
2. Deriving trade-off relations
First of all, we note that the deviation ∆(E) depends
only on P E , while the unitarity u(E) depends both on P E
(forming diagonals of J (λ)(E)) and on L(λ6=0)(E) (form-
ing the off-diagonal terms of J (λ)(E)). Therefore, it is
impossible to lower bound unitarity given the deviation.
To see this more clearly, consider the following family of
partial dephasing channels (which are U(1)-covariant):
Dp := pD + (1− p)I (175)
with
D(·) :=
∑
n
〈En|(·)|En〉 |En〉〈En| . (176)
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Clearly, P
Dp
mn = δmn and so ∆(Dp) = 0. However, the
unitarity varies between 1 (for p = 0) and 1/(d+ 1) (for
p = 1). This is in accordance with our discussion in
Sec. VII B concerning general non-existence of the lower
bounds. Thus, we focus on deriving upper bounds.
We start by noting that each purity term in Eq. (171) is
upper bounded by tr
(J (λ)(E)) (this simply corresponds
to J (λ)(E) being unnormalised projectors). Using this
observation, as well as the fact that bE ≥ 1, we get
u(E) ≤ 1
d2 − 1
(∑
λ
q2λ − 1
)
, (177)
with
qλ :=
∑
n
P En+λ,n (178)
corresponding to the (unnormalised) probability of en-
ergy λ flowing into the system due to the action of E .
Note that Eq. (177) yields a bound on unitarity that is
expressed purely in terms of P E .
Now, the crucial point is that for λ 6= 0 we have qλ ≤ g,
with g denoting the largest number of pairs of energy lev-
els separated by the same energy difference. The minimal
value of g is 1, corresponding to a Hamiltonian H with
non-degenerate Bohr spectrum, while the maximal value
is (d − 1), achieved for a Hamiltonian with an equidis-
tant spectrum. Since
∑
λ qλ = d, this means that the
upper bound in Eq. (177) will be strictly smaller than 1
if q0 < d. In other words, as soon as there is any en-
ergy flow induced by E (captured by P Enn < 1 for at least
one n), unitarity u(E) will be strictly smaller than 1.
Let us now relate this observation to a concrete bound
on u(E) involving ∆(E). First, we introduce the width of
the energy spectrum:
E˜ := Ed − E1. (179)
This allows us to get the following bound,
tr (δH)
2 ≤ E˜2
 ∑
m,n6=m
P Enm
2 = E˜2 (d− q0)2 . (180)
Similarly,
tr
(
δH2
) ≤ E˜2∑
n
(
1− P Enn
)2 ≤ E˜2 (d− q0)2 , (181)
with the second inequality coming from the fact that the
sum of squares of positive numbers is upper bounded
by the square of the sum. Combining these two bounds
together we arrive at
∆(E) ≤ 2E˜
2
d(d+ 1)
(d− q0)2. (182)
Next, we will rewrite Eq. (177) in a more convenient
form as
u(E) ≤ 1− d
2
d2 − 1
1− q20
d2
−
∑
λ6=0
q2λ
d2
 . (183)
For a fixed q0 the right hand side of the above equation
is maximised when for some λ′ we have qλ′ = d− q0 and
qλ = 0 otherwise. However, this may not be possible due
to a constraint qλ ≤ g. Thus, we need to consider two
separate cases. First, assume that q0 ≥ (d − g), so that
d− q0 ≤ g and the constraint is satisfied. We then have
u(E) ≤ 1− d
2
d2 − 1
(
1− q
2
0
d2
− (d− q0)
2
d2
)
= 1− 2
d2 − 1q0(d− q0) ≤ 1−
2(d− g)
d2 − 1 (d− q0)
≤ 1− 2(d− g)
d2 − 1
√
d(d+ 1)
2
√
∆(E)
E˜
, (184)
where the final inequality comes from Eq. (182). On the
other hand, if q0 < (d−g), then we can upper bound the
unitarity by choosing the maximal allowed value qλ′ = g‘,
and the remaining energy flows to qλ′′ = d− g − q03.
This means that
u(E) ≤ 1− d
2
d2 − 1
(
1− q
2
0
d2
− (d− g − q0)
2
d2
− g
2
d2
)
= 1− 2
d2 − 1 (g(d− g) + q0(d− g − q0))
≤ 1− 2g(d− g)
d2 − 1 ≤ 1−
2g(d− g)
d2 − 1
d− q0
d
≤ 1− 2g(d− g)
d(d2 − 1)
√
d(d+ 1)
2
√
∆(E)
E˜
. (185)
As we do not know what the value of q0 really is (we only
know what ∆(E) is), we need to choose the weaker of the
two bounds and thus we end up with
u(E) ≤ 1− g(d− g)
d− 1
√
2
d(d+ 1)
√
∆(E)
E˜
. (186)
3. Example
Consider a qubit system with unit energy splitting,
E˜ = 1. Average total deviation is then given by
∆(E) =
(
P E00 − P E11
)2
+
(
1− P E00
)2
+
(
1− P E11
)2
6
, (187)
3 Of course this is a very rough bound, since for small q0 it may
happen that the remaining energy flows d− g− q0 are still larger
than g, and should be split over more indices λ
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FIG. 5. Trade-off between the deviation from en-
ergy conservation, ∆(E), and unitarity u(E) for U(1)-
covariant channels Each blue dot represents [∆(E), u(E)]
pair for a qubit channel with fixed P E and optimal unitar-
ity (the two parameters defining P E , 0 ≤ P E00, P E11 ≤ 1, are
taken as points from the lattice [0, 1]× [0, 1] with lattice con-
stant 0.02). The orange solid line is the upper bound from
Eq. (190).
while the optimal unitarity (obtained by choosing the
blocks of the Jamio lkowski matrix to be unnormalised
projectors) for a fixed matrix P E is given by
u(E) =
(
P E00+P
E
11
)2
+
(
1−P E00
)2
+
(
1−P E11
)2− b(E)
3
, (188)
with
b(E) = 1 + (P E00 − P E11)2 . (189)
In Fig. 5 we present the region of all achievable pairs
[∆(E), u(E)] (i.e., for each matrix P E we plot the cor-
responding deviation from energy conservation and the
optimal unitarity of the quantum channel transforming
energy eigenstates according to P E), together with our
bound from Eq. (186) that for this example reads
u(E) ≤ 1− 1√
3
√
∆(E)
E˜
. (190)
VIII. CONCLUSION AND OUTLOOK
We have studied the relationship between symmetry
principles and conservation laws for irreversible dynam-
ics that goes beyond Noether’s principle. We established
that the two questions posed in the introduction are fun-
damentally related. On the one hand, we provide the
optimal active transformation approximating spin polar-
isation inversion, but this turns out to be the symmetric
channel that achieves maximal deviation from the con-
servation law of spin angular momenta. Both of these
limitations arise as fundamental constraints imposed by
quantum theory on the connection between symmetry
principles and conservation laws. At the core of these
statements lies the convex structure of symmetric chan-
nels. Generally, classifying the structure of extremal
(symmetric) channels [31] is a difficult problem that re-
mains open in the general setting [32]. For particular
symmetries, the structure simplifies significantly and in
several situations all extremal channels become isolated,
forming a polyhedron. This was the case of symmetries
described by irreducible representations of SU(2) anal-
ysed in detail in Ref. [13, 14], but it can occur also for fi-
nite groups [15] and Weyl groups [33]. Channels that are
symmetric under an irreducible representation of some
compact group are of particular importance in quantum
information as their classical capacity is related to their
minimal output entropy [11, 15, 34, 35]. This simpler
structure was also crucial to our analysis of the robust-
ness of conservation laws under symmetric irreversible
dynamics.
We have restricted our analysis of Noether’s principle
to symmetric dynamics described by completely positive
maps. Violations from conservation laws can occur in
a variety of situations, including classical systems with
dissipation leading to modified conserved currents, ex-
tensions of Noether’s theorem for classical Markov pro-
cesses [2, 3]. In using the formalism of CPTP maps, there
is an assumption that the quantum system of interest is
initially fully decoupled from its environment. A further
direction to explore can be the situation when the sys-
tem is coupled to the environment. This would lead to a
local dynamical map corresponding to non-CP noise. We
expect the stability of conservation laws under such dy-
namics to be difficult to characterise solely in terms of the
local dynamics on the main system; we conjecture that
in such case the upper bounds on deviation from con-
servation law in terms of unitarity of the (now non-CP)
dynamics will no longer hold, due to a strong dependence
on the initial system-environment interaction.
Finally, we speculate on the relevance of this work to
relativistic quantum information theory, where decoher-
ence induced by relativistic effects [36] can have an im-
pact on probing conservation laws for the quantum sys-
tems involved.
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Appendix A: Convex structure of symmetric channels
Theorem 14. Let G be a compact group with representations UA and UB acting on Hilbert spaces HA and HB.
Suppose that UB⊗U∗A is a multiplicity-free tensor product representation with non-equivalent irreps labelled by elements
of a set Λ, and that UA is an irrep. Then, the convex set of G-covariant quantum channels E : B(HA)→ B(HB) has
|Λ| distinct isolated extremal points given by channels Eλ for λ ∈ Λ. Each Eλ can be characterised by the following:
1. A unique Jamio lkowski state
J (Eλ) = I
λ
dλ
. (A1)
2. Kraus decomposition {Eλk }dλk=1 such that:
Eλ(ρ) =
∑
k
Eλk ρ(E
λ
k )
†, (A2)
with Eλ forming a λ-irreducible tensor operator transforming as UB(g)E
λ
kUA(g)
† =
∑
k′ v
λ
k′k(g)E
λ
k′ , where v
λ
k′k
are matrix coefficients of the λ-irrep.
3. A symmetric isometry Wλ : HA → HB ⊗Hλ such that
Eλ(ρ) = trHλ(Wλρ(Wλ)†). (A3)
Also, the minimal Stinespring dilation dimension for Eλ is given by dλ.
Proof. 1. =⇒ 2 Any square root factorisation of the Choi-Jamio lkowski state gives a set of Kraus operators. In this
case, it is trivial to compute the square root operator R of J (Eλ) = R†R and this is given simply by R = Iλ√
dλ
. Note
that R is not unique and any R˜ = WR for arbitrary unitary W will also result in a valid square-root factorisation.
This freedom is then reflected in the non-uniqueness of Kraus operators. Since R is supported only on the λ-irrep
subspace of dimension dλ this implies there will only be dλ non-zero row vectors in R. The non-zero row vectors of
R will be given by {〈ri|}dλi=1, such that J (Eλ) =
∑dλ
i=1 |ri〉〈ri|. In particular |ri〉 ∈ HB ⊗ HA and they will form an
orthogonal basis for the λ-irrep subspace of HB ⊗ HA under the tensor product representation UB ⊗ U∗A. This is
enough to ensure that they transform irreducibly such that UB(g)⊗ U∗A(g)|rk〉 =
∑
k′ v
λ
k′k(g)|rk′〉, where vλk′k are the
matrix coefficients for the λ-irrep. Under the inverse of the vectorisation operation, there exist a set of operators Eλi
represented by dB × dA matrices such that |vec(Eλi )〉 = |ri〉, and therefore {Eλi }i = 1dλ will give a particular Kraus
decomposition of Eλ. Moreover since |rk〉 transform as a λ-irrep then {Eλk }dλk=1 will form a λ-irrep ITO. Moreover,
since the rank of J (Eλ) is dλ this gives a minimal Kraus representation of Eλ.
2 =⇒ 1 Conversely, given a Kraus decomposition as in Eqn. A2 then its corresponding Choi operator will take
the form J (Eλ) = ∑dλk=1 |vec(Eλk )〉〈vec(Eλk )|. Moreover this is non-trivial only on the on the λ-irrep subspace ofHB ⊗HA under the tensor product UB ⊗ U∗A where it acts as the identity since this λ-irrep subspace is spanned by
an orthonormal basis {|vec(Eλk )〉}dλk=1.
3 =⇒ 2 Given a Stinespring dilation Wλ of E on an environmentHλ carrying V λ the λ-irreducible representation of
G, then without loss of generality suppose {|λ, k〉}dλk=1 forms an orthonormal basis forHλ. Then define Eλk := 〈λ, k|Wλ.
This is a linear operator from HA to HB . Moreover, Wλ is symmetric so UB(g)⊗V λ(g)WλUA(g) = Wλ for all g ∈ G.
Therefore U†B(g)E
λ
kUA(g) = U
†
B(g)〈λ, k|WλUA(g) = U†B(g)〈λ, k|UB(g)⊗V λ(g)Wλ = 〈λ, k|V λ(g)|λ, k′〉〈λ, k′|Wλ. This
implies that {Eλk }dλk=1 transform as ITOs under the group action.
2 =⇒ 3 Conversely, we show that there exists a symmetric isometry Wλ defined by Eλk = 〈λ, k|Wλ with
Wλ : HA → HB ⊗Hλ where Hλ has a standard orthonormal basis |λ, k〉 that transforms under the λ-irrep. Since Eλ
is CPTP then
∑
k(E
λ
k )
†Eλk = IA then
∑
k(W
λ)†|λ, k〉〈λ, k|Wλ = I. However |λ, k〉 form complete orthonormal basis
for Hλ so
∑
k |λ, k〉〈λ, k| = I on Hλ. As such (Wλ)†Wλ = IA and therefore Wλ is indeed an isometry. Moreover Wλ
is symmetric because Eλk transform as an ITO.
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Appendix B: Unitarity of quantum channels – alternative formulations
Lemma 15. For any channel E : B(HA)→ B(HB) the unitarity satisfies:
u(E) ≤ 1 (B1)
with equality if and only if there exists an isometry V : HA → HB such that E(ρ) = V ρV † for all ρ ∈ B(HA)
Proof. =⇒
We illustrate the proof idea with dA = 2 (and no restriction on dB), in this case the unitarity is given by:
u(E) = 2
∫
tr(E(ψ − IA
2
)2)dψ (B2)
For each ψ ∈ B(HA) we are free to write the decomposition of identity in many ways such that:
IA = |ψ〉〈ψ|+ |ψ⊥〉〈ψ⊥| (B3)
where |ψ⊥〉 is the orthogonal complement of the pure state |ψ〉 such that {|ψ〉, |ψ⊥〉} form an orthonormal basis for
B(HA). Thus we can re-write the unitarity in the form:
u(E) = 2
∫
tr(E((ψ − ψ⊥)/2)2)dψ (B4)
= 2
∫
tr((E(ψ)− E(ψ⊥)2/4)dψ (B5)
=
1
2
∫
tr(E(ψ)2) + tr(E(ψ⊥)2)− 2tr(E(ψ)E(ψ⊥)dψ (B6)
However for any ψ and its corresponding ψ⊥ we have tr(E(ψ)2) ≤ 1 and tr(E(ψ⊥)2) ≤ 1. Since E is a CPTP map
then E(ψ) and E(ψ⊥) are positive operators so that tr(E(ψ)E(ψ⊥) ≥ 0. Putting everything together it follows that:
u(E) ≤ 1
2
∫
tr(E(ψ)2) + tr(E(ψ⊥)2)dψ ≤ 1 (B7)
with equality if and only if E(ψ) is a pure state for all pure states ψ. Therefore E is an isometry.
More generally (for arbitrary dA and dB), we have a lot more freedom in rewriting the identity in terms of
and orthonormal basis containing ψ. Suppose that for every pure state ψ we extend it to an orthonormal basis
{ψ,ψ1, ..., ψdA−1}. With respect to this we can write:
IA = |ψ〉〈ψ|+ |ψ1〉〈ψ1|+ ...+ |ψdA−1〉〈ψdA−1| (B8)
Therefore the unitarity can be written as:
u(E) = dA
dA − 1
∫
tr
E ((1− 1
dA
)ψ − 1
dA
dA−1∑
i=1
ψi
)2 dψ (B9)
the above can be expanded since E is convex linear so that:
u(E) = dA
dA − 1
∫
tr
(dA − 1
dA
E(ψ)− 1
dA
dA−1∑
i=1
E(ψi)
)2 (B10)
Or equivalently get that:
u(E) =
∫ (
dA − 1
dA
tr(E(ψ)2) + 1
dA(dA − 1)
dA−1∑
i=1
tr(E(ψi)2) − 2
dA
dA−1∑
i=1
tr(E(ψ)E(ψi)) + 2
dA−1∑
i,j=1
tr(E(ψi)E(ψj)
dA(dA − 1)
 dψ
The above holds equally well for any pure state ψ (which is in fact a dummy variable) so the integration remains
invariant under ψ → ψi = UiψU†i for some unitary Ui, with the rest of the basis states remaining invariant. This
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comes from the fact that the Haar measure is an unitarily invariant measure. In this manner we can write u(E) in dA
different ways. For instance it also holds that:
u(E) =
∫ dA − 1
dA
tr(E(ψi)2) + 1
dA(dA − 1)
dA−1∑
j 6=i,j=1
tr(E(ψj)2) + 1
dA(dA − 1)tr(E(ψ)
2)− 2
dA
dA−1∑
j 6=i,j=1
tr(E(ψi)E(ψj)
− 2
dA
tr(E(ψ)E(ψi)) + 2
dA−1∑
j,k 6=i
tr(E(ψk)E(ψj)
dA(dA − 1) +2
dA−1∑
j 6=i
tr(E(ψ)E(ψj)
dA(dA − 1)
 dψ
The above holds for all basis states so we have in total dA equation. Summing all together we notice that we obtain
the following
dAu(E) =
∫ (
tr(E(ψ)2) +
dA−1∑
i=1
tr(E(ψi)2) − 2
dA − 1
∑
j,k,ψ
tr(E(ψj)E(ψk))
 dψ
In the above each term tr(E(ψj)E(ψk) appears dA − 2 times with coefficient 2dA(dA−1) and twice with coefficient 2dA
the latter arising from the equations for which i = j and i = k and the former from the rest of the equations, where
we consider the j, k label to include ψ as well. Putting it all together − 4dA + 2 dA−2dA(dA−1) =
2(dA)−4−4(dA−1)
dA(dA−1) = − 2dA−1 .
The quadratic terms tr(E(ψi)2) will appear once with coefficient dA−1dA and then with coefficient 1dA(dA−1) in each of
the rest dA − 1 equations, which sums up to one.
Now it is always true that tr(E(ψi)2) ≤ 1 for all i and also since E is a CPTP map then E(ψi) is a positive operator
so tr(E(ψj)E(ψk)) ≥ 0. Therefore it follows that:
dAu(E) ≤
∫ (
tr(E(ψ)2) +
dA−1∑
i=1
tr(E(ψi)2)
)
≤ dA (B11)
with equality holding for tr(E(ψ)2) = 1, that is whenever E(ψ) is a pure state or equivalently when E is an isometry.
⇐=
Conversely, if E(X) = V XV † for some isometry V : HA → HB then V †V = IA and in this case we get
u(E) = dA
dA − 1
∫
tr(V
(
ψ − I
dA
)2
V †)dψ
=
dA
dA − 1
∫
tr(V
(
ψ − 2 ψ
dA
+
I
d2A
)
V †)dψ
=
dA
dA − 1tr(V
∫ (
ψ − 2 ψ
dA
+
I
d2A
)
dψ V †)
=
dA
dA − 1tr(V (
I
dA
− I
d2A
)V †)
where we have used the fact that
∫
ψdψ = I/dA. Collecting terms it follows that if E is an isometry then u(E) =
tr(V V †)
dA
. However trace preserving condition implies that tr(E(I/dA)) = tr(V V †)/dA = 1 so that u(E) = 1.
Lemma 16. Given a channel E : B(HA)→ B(HB) then the unitarity can be equivalently expressed by:
(i) u(E) = dA
d2A − 1
(
dAtr(J(E)2)− tr(E(IA/dA)2)
)
(ii) u(E) = dA
d2A − 1
(
dAtr(E˜(I/dA)2)− tr(E(I/dA)2)
)
Proof. (i) Directly from the definition of unitarity we get:
u(E) = dA
dA − 1
(∫
tr(E(ψ)2)dψ − 2
∫
tr(E(ψ)E( IA
dA
))dψ (B12)
+
∫
tr(E(I/dA)2)dψ
)
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We note that when the Haar measure over pure states is properly normalised then the following hold
∫
ψdψ = IAdA and∫
ψ⊗2dψ = 1dA(dA+1) (IA ⊗ IA + SWAPA) where ψ ∈ B(HA) and SWAPA ∈ B(HA ⊗ HA) is the SWAP operators
defined via SWAPA :=
∑
i,j |iA〉|jA〉〈jA|〈iA|. We also have the following relation tr(ρ2) = tr(SWAPAρ ⊗ ρ) for all
ρ ∈ B(HA). One can similarly define the SWAP operator for system B. Therefore it follows that the average output
purity is the purity of the Jamiolkowski operator:∫
tr(E(ψ)2)dψ =
∫
tr(SWAPB E(ψ)⊗ E(ψ))dψ
=
∫
tr(E† ⊗ E†(SWAPBψ ⊗ ψ))dψ
= tr(E† ⊗ E†(SWAPB)
∫
ψ⊗2dψ)
=
1
dA(dA + 1)
tr(E† ⊗ E†(SWAPB)(IA ⊗ IA + SWAPA)
=
1
dA(dA + 1)
tr(SWAPBE ⊗ E((IA ⊗ IA + SWAPA))
where SWAPB ∈ B(HB⊗HB) is the swap operator on system B. One can also show that tr(J [E ]2) = tr(SWAPB E ⊗
E(SWAPA) by expanding in terms of basis for A and B. To check directly denote by |em〉dBm=1 an orthonormal basis
for system B. We get that
tr(SWAPBE ⊗ E(SWAPA)) =
=
∑
i,j
tr(SWAPBE(|i〉〈j|)⊗ E(|j〉〈i|))
=
∑
i,j,m,n
〈en|E(|i〉〈j|)|em〉〈em|E(|j〉〈i|)|en〉
=
∑
i,j
tr(E(|i〉〈j|)E(|j〉〈i|) = d2Atr(J [E ]2)
Putting everything together it follows that∫
tr(E(ψ)2)dψ = 1
dA(dA + 1)
(
tr(E(IA)2) + d2Atr(J [E ]2)
)
(B13)
Similarly we have by linearity that:∫
tr(E(ψ)E(I/dA))dψ = tr(E(
∫
ψdψ)E(I/dA))
= tr(E(I/dA)2)
Therefore we get that the unitarity is given by
u(E) = d
2
A
(
tr(E(I/dA)2) + tr(J [E ]2)
)
(d2A − 1)
− dAtr(E(I/dA)
2)
(dA − 1) (B14)
and re-arranging we obtain
u(E) = 1
d2A − 1
(
d2Atr(J [E ]2)− dAtr(E(I/dA)2)
)
(B15)
(ii) To show the second part we just need to check that tr(J [E ]2) = tr(E˜(I/dA)2). First suppose that V : HA⊗HB⊗HE
is a Stinespring dilation for the channel E . Then the adjoint channel is E†(YB) = V †IE ⊗ YBV . Moreover suppose
that |en〉dBn=1 is an orthonormal basis for system B and that SWAPB =
∑
n,m |en〉|em〉〈em|〈en| The result then follows
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from the following argument:
d2Atr(J [E ]2) = tr(E† ⊗ E†(SWAPB)SWAPA)
=
∑
n,m
tr(E†(|em〉〈en|)⊗ E†(|en〉〈em|SWAPA)
=
∑
n,m
tr(E†(|em〉〈en|)E†(|en〉〈em|)
=
∑
n,m
tr(V †IE ⊗ |em〉〈en|V V †IE ⊗ |en〉〈em|V )
= tr(V †trB(V V †)⊗ IBV )
= dAtr(V
†trB(V IA/dAV †)⊗ IBV )
= dAtr(V
†E˜(IA/dA)⊗ IBV )
= dAtr(E˜†(E˜(IA/dA)))
= d2Atr(E˜(IA/dA)2).
Appendix C: Irreducible SU(2)-covariant channels
1. Liouville representation for extremal SU(2)-irreducible covariant channels
In Sec. V A we have seen that the set of SU(2)-irreducibly-covariant channels between spin-jA and spin-jB systems
is fully characterised by its extremal points EL : B(HA) → B(HB) with L ranging from |jA − jB | to jA + jB in
increments of one. Since the input and output spaces carry irreducible representations jA and jB of SU(2), this
means that the decomposition of the operator spaces into irreducible components is multiplicity-free, and therefore
the results on the structure of the corresponding Liouville operators holds. For each extremal channel EL there is a
unique vector f(EL) of coefficients that fully determines it. Moreover, for SU(2) symmetries we can always construct
basis of irreducible tensor operators that are Hermitian, which implies that these coefficients are real for any covariant
quantum channel. Therefore, each of the vectors f(EL) represents one of the extremal points that form a simplex in
Rd, where d = 2 min(jA, jB).
Since we have a full characterisation of the channels EL, we can give closed form formulas for the vectors f(EL)
in terms of Clebsch-Gordan coefficients. In doing so, we will make use of the Wigner-Eckart theorem. As before, let
{Tλk }k,λ and {Sµk }k,λ be ITO bases for B(HA) and B(HB), respectively. We have that EL(Tλk ) = fµ(EL)Sµk δµ,λ for any
L, λ, µ and k. The vector f(EL) has entries fλ(EL) with λ ranging from 1 to min(2jA, 2jB); for λ = 0 trace-preserving
condition implies that f0(EL) = 12jB+1 is constant for all covariant channels, so we will not include it further into the
vector definition of f(EL).
Concerning the angular momentum states that form the basis for HA and HB as in Sec. V A, for any λ-irrep there
exists labels m′, n′ and k such that 〈jB , n′|Sλk |jB ,m′〉 6= 0. Therefore we can conveniently re-write each coefficient as:
fλ(EL) = 〈jB , n
′|EL(Tλk )|jB ,m′〉
〈jB , n′|Sλk |jB ,m′〉
, (C1)
where we re-iterate that at the core of our analysis is that the quantity above is independent of m′, n′ and k, and
this is solely as a consequence of covariance of EL. The numerator can be written in an equivalent form by a basis
expansion
〈jB , n′|EL(Tλk )|jB ,m′〉 =
∑
m,n
〈jA, n|Tλk |jA,m〉〈jB , n′|EL(|jA, n〉〈jA,m|)|jB ,m′〉. (C2)
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Therefore, by using the specific action of EL on angular momentum states given in Eq. (73) we obtain that:
fλ(EL) =
jA∑
m,n=−jA
〈jA, n|Tλk |jA,m〉〈jB , n′|EL(|jA, n〉〈jA,m|)|jB ,m′〉
〈jB , n′|Sλk |jB ,m′〉
=
jA∑
m,n=−jA
L∑
s=−L
〈jA, n|Tλk |jA,m〉
〈jB , n′|Sλk |jB ,m′〉
〈jB ,m− s;L, s|jA,m〉〈jB , n− s;L, s|jA, n〉δn′,n−sδm′,m−s
=
L∑
s=−L
〈jA, n′ + s|Tλk |jA,m′ + s〉
〈jB , n′|Sλk |jB ,m′〉
〈jB ,m′;L, s|jA,m′ + s〉〈jB , n′;L, s|jA, n′ + s〉. (C3)
To simplify the above expression further we can employ the Wigner-Eckart theorem, which states that the matrix
elements of an irreducible tensor operators depend on the vector component labels only trough the Clebsch-Gordan
coefficients. In particular:
〈jB , n′|Sλk |jB ,m′〉 = 〈jB ,m′;λ, k|jB , n′〉〈jB ||Sλ||jB〉, (C4)
where 〈jB ||Sλ||jB〉 is the reduced matrix element which is independent of n′,m′ or k. We can also write down Wigner-
Eckart for the Tλk irreducible operator. This leads to the following form for the vector of coefficients for the extremal
channel labelled by L:
fλ(EL) = 〈jA||T
λ||jA〉
〈jB ||Sλ||jB〉
L∑
s=−L
〈jA,m′ + s;λ, k|jA, n′ + s〉
〈jB ,m′;λ, k|jB , n′〉 〈jB ,m
′;L, s|jA,m′ + s〉〈jB , n′;L, s|jA, n′ + s〉. (C5)
In particular, since the above factor has no dependence on the labels m′, n′ and k, without loss of generality we can
take k = 0, m′ = n′ = jB . We thus end up with the following expression:
fλ(EL) = 〈jA||T
λ||jA〉
〈jB ||Sλ||jB〉
L∑
s=−L
〈jA, jB + s;λ, 0|jA, jB + s〉
〈jB , jB ;λ, 0|jB , jB〉 〈jB , jB ;L, s|jA, jB + s〉
2. (C6)
In the particular case when the input and output spaces have the same dimension and both carry the same irrep
of SU(2), jA = jB = j, we obtain the following:
fλ(EL) =
L∑
s=−L
〈j, j + s;λ, 0|j, j + s〉
〈j, j;λ, 0|j, j〉 〈j, j;L, s|j, j + s〉
2. (C7)
2. Maximal inversion and amplification of spin polarisation vector for SU(2)-covariant channels
Here, we will characterise the range of values that the coefficient f1(EL) takes while varying over all extremal
channels L. This factor corresponds to how much the spin polarisation can scale (up or down) under a covariant
operation. As we will see, due to the particular choice of irrep λ = 1, we can significantly simplify the expressions
with Clebsch-Gordan coefficients appearing in Eqs. (C6)-(C7). We will first analyse the simpler case of same input and
output dimension, and then proceed to the general case. In the former case, we find that while the spin polarisation
cannot increase, the spin can be inverted up to a factor that is always greater than −1. In other words, we show that
− jj+1 ≤ f1(EL) ≤ 1, where the upper bound is attained for L = 0, i.e. the identity channel; and the lower bound
is attained for L = 2j, i.e. the extremal channel with the maximal number of Kraus operators. In the latter case,
when the output dimension is larger than the input one, we will show that spin polarisation vector can actually be
amplified.
a. Input and output systems of the same dimension
From the explicit formula for fλ(EL), Eq. (C7), we have that:
f1(EL) =
L∑
s=−L
〈j, j + s; 1, 0|j, j + s〉
〈j, j; 1, 0|j, j〉 (〈j, j;L, s|j, j + s〉)
2
. (C8)
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Moreover,
〈j, j + s; 1, 0|j, j + s〉
〈j, j; 1, 0|j, j〉 =
j + s
j
(C9)
and
〈j, j;L, s|j, j + s〉2 = (2j + 1)!(2j + s)!(L− s)!
(2j − L)!(L+ 2j + 1)!(L+ s)!(−s)! (C10)
is non-zero for s ≤ 0. As a result, we have
f1(EL) = (2j + 1)!
(2j − L)!(L+ 2j + 1)!
L∑
s=0
(j − s)(2j − s)!(L+ s)!
j(L− s)!s! . (C11)
It turns out that the above expression can be easily evaluated in terms of products of binomial coefficients, so that
f1(EL) =
(
L+ 2j + 1
L
)−1( l∑
s=0
(
2j − s
L− s
)(
L+ s
s
)
− (L+ 1)
j
(
2j − s
L− s
)(
L+ s
s− 1
))
. (C12)
We can compute each of the two sums above separately by using combinatorial identities,
L∑
s=0
(
2j − s
L− s
)(
L+ s
s
)
=
(
L+ 2j + 1
L
)
,
L∑
s=0
(
2j − s
L− s
)(
L+ s
s− 1
)
=
(
L+ 2j + 1
L− 1
)
, (C13)
to obtain a closed form formula for f1(EL):
f1(EL) = 1− L+ 1
j
(
L+ 2j + 1
L− 1
)(
L+ 2j + 1
L
)−1
= 1− L(L+ 1)
2j(j + 1)
(C14)
Therefore, under any SU(2)-covariant channel, the spin polarisation can either remain the same (whenever L = 0,
which corresponds to the identity channel), decrease by 0 ≤ f1(EL) ≤ 1, or get inverted by f1(EL) ≤ 0. However, in
this scenario the spin polarisation will never increase. The maximal deviation from a conservation law is achieved by
the extremal channel L = 2j which also achieves the maximal spin inversion of polarisation:
f1(E2j) = − j
j + 1
. (C15)
b. Input and output systems of different dimensions
We now proceed to the case jA 6= jB . From Eq. (C6) for λ = 1 we have the following:
f1(EL) 〈jB‖S
1‖jB〉
〈jA‖T 1‖jA〉 =
L∑
s=−L
〈jA, jB + s; 1, 0|jA, jB + s〉
〈jB , jB ; 1, 0|jB , jB〉 〈jB , jB ;L, s|jA, jB + s〉
2. (C16)
For operators on the carrier space HA for the jA-irrep (and similarly for jB), the decomposition of B(HA) contains
each irreducible representation with multiplicity at most one. For any jA > 0 the 1-irrep will appear once, and
the corresponding subspace will be spanned by the ITOs {T 1k }k. The reduced matrix element is independent of the
vector label component k. Therefore, due to the uniqueness of the 1-irrep, the quantity 〈jA||T 1||jA〉 will be uniquely
associated with the irreducible subspace of B(HA) that transforms under the 1-irrep. This implies that 〈jA||T 1||jA〉
is independent on the choice of orthonormal ITO basis. Analogous relation holds for 〈jB ||S1||jB〉. In face, we can
fairly easily determine what the constant factor 〈jB‖S
1‖jB〉
〈jA‖T 1‖jA〉 is. For this we would again use Wigner-Eckart theorem
together with the standard form for ITOs S10 and T
1
0 to evaluate a particular matrix element. We then get
〈jB ||S1||jB〉 = 〈jB ,m|S
1
0 |jB ,m〉
〈jB ,m; 1, 0|jB ,m〉 =
√
3√
2jB + 1
, (C17)
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where the above makes no assumption on the ITOs S1 other than it forming an orthonormal basis for the 1-irrep
component. Therefore, the ratio of the reduced matrix elements S1 and T 1 is
√
2jA+1
2jB+1
.
Now, in order to arrive at a closed form formula for f1(EL), we need to combine the above with with binomial
expansions for the Clebsch-Gordan coefficients. First notice that one of the terms in the expression for f1(EL) is given
by
〈jB , jB ;L, s|jA, jB + s〉2 = 2jA + 1
2jB + 1
(
1 + jA + jB + L
jA − jB + L
)−1(
jA + jB + s
L+ s
)(
L− s
jA − jB − s
)
. (C18)
Remark that for the coefficients to be non-zero we need that −L ≥ s ≥ L and jA − jB − s ≥ 0, where we recall that
L takes one of the positive values in the set {|jA − jB |, |jA − jB |+ 1, ..., jA + jB}. Therefore, we get
f1(EL) =
√
jB(jB + 1)(2jA + 1)
jA(jA + 1)(2jB + 1)
(
1 + jA + jB + L
jA − jB + L
)−1 jA−jB∑
s=−L
jB + s
jB
(
jA + jB + s
L+ s
)(
L− s
jA − jB − s
)
, (C19)
where in the summation only the terms for which the two binomials exist contribute, i.e. jA − jB − s ≥ 0 (note that
these correspond exactly to non-zero values of the relevant coefficients in the previous summation). Changing the
dummy summation variable from s to w = s+ L we obtain the alternative formulation:
f1(EL) =
√
jB(jB + 1)(2jA + 1)
jA(jA + 1)(2jB + 1)
(
1 + jA + jB + L
jA − jB + L
)−1 jA−jB+L∑
w=0
jB − L+ w
jB
(
jA + jB − L+ w
w
)(
2l − w
jA − jB + L− w
)
.
To compute the above, we make use of the following combinatorial property:
a∑
w=0
(
a+ b+ w
w
)(
c− w
a− w
)
=
(1 + a+ b+ c)!
a!(1 + b+ c)!
=
(
1 + a+ b+ c
a
)
, (C20)
for c ≥ a and similarly
a∑
w=0
w
(
a+ b+ w
w
)(
c− w
a− w
)
=
(1 + a+ b+ c)!(1 + a+ b)
(a− 1)!(2 + b+ c)! =
(
1 + a+ b+ c
a
)
a(1 + a+ b)
2 + b+ c
(C21)
for a 6= 0 and c ≥ a (if a = 0 the latter sum clearly becomes zero). Now, employing this we obtain
f1(EL) =
√
jB(jB + 1)(2jA + 1)
jA(jA + 1)(2jB + 1)
(
jB − L
jB
+
(jA − jB + L)(1 + jA + jB − L)
2jB(1 + jB)
)
, (C22)
and after some simplification we arrive at
f1(EL) =
√
jB(jB + 1)(2jA + 1)
jA(jA + 1)(2jB + 1)
(
jA(jA + 1) + jB(jB + 1)− L(L+ 1)
2jB(jB + 1)
)
. (C23)
For different extremal channels with L between |jB − jA| and jA + jB the maximal value is attained for the closest
valid value of L to jA−jB+12 . This maximal value is attained for L = |jA − jB |. We then have two cases. If jA ≥ jB
then
f1(E |jA−jB |) =
√
jB(jA + 1)(2jA + 1)
jA(jB + 1)(2jB + 1)
, (C24)
and if jA ≤ jB then
f1(E |jA−jB |) =
√
jA(jB + 1)(2jA + 1)
jB(jA + 1)(2jB + 1)
. (C25)
The minimal value in turn will always be attained by L = jA + jB , which gives
f1(EjA+jB ) = − jA
jB + 1
√
jB(jB + 1)(2jA + 1)
jA(jA + 1)(2jB + 1)
. (C26)
Note that for jB > jA there may exist an extremal channel for which the scaling coefficient will be less than −1. In
other words, the spin polarisation can be effectively inverted in this case.
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Appendix D: Proof of Theorem 11
Proof. Since E is a G-covariant channel, it follows from Eq. (82) that its corresponding Jamio lkowski state can be
written as:
J (E) =
⊕
λ∈Λ
pλ(E) I
λ
dλ
⊗ ρλ. (D1)
We start by bounding unitarity in terms of p0. From Lemma 6, the unitarity can be evaluated in terms of J (E):
u(E) = dA
d2A − 1
[
dAtr(J (E)2)− tr(E(I/dA)2)
]
. (D2)
As purity remains invariant under a unitary change of basis, we can compute tr(J (E)2) by using its block diagonal
structure:
tr(J (E)2) =
∑
λ∈Λ
pλ(E)2
d2λ
tr(Iλ ⊗ (ρλ)2) =
∑
λ∈Λ
pλ(E)2
dλ
tr((ρλ)2). (D3)
Therefore we get
u(E) = dA
d2A − 1
[
dA
∑
λ∈Λ
pλ(E)2
dλ
tr((ρλ)2)− tr(E(I/dA)2)
]
. (D4)
Now, since we assumed that the output purity for the maximally mixed input state is lower bounded by 1/dA and
because purity of a density matrix is always upper bounded by 1, it follows that
u(E) ≤ dA
d2A − 1
[
dA
∑
λ∈Λ
pλ(E)2
dλ
− 1
dA
]
, (D5)
or, equivalently,
1− u(E) ≥ d
2
A
d2A − 1
[
1−
∑
λ∈Λ
pλ(E)2
dλ
]
. (D6)
Furthermore, recall that pλ(E) is a normalised probability distribution, so:
1−
∑
λ∈Λ
pλ(E)2
dλ
=
∑
λ∈Λ
dλ − 1
dλ
pλ(E)2 +
∑
λ 6=µ
pλ(E)pµ(E). (D7)
Finally, for connected compact Lie groups, there is a single one-dimensional irreducible representation that is given
by the trivial irrep. We will denote it by λ = 0 for convenience. Then, for λ 6= 0 we have dλ−1dλ ≥ 12 and so we can
obtain the following lower bound:
1− u(E) ≥ d
2
A
d2A − 1
1
2
∑
λ6=0
pλ(E)2 + 1
2
∑
λ6=µ6=0
pλ(E)pµ(E)
 , (D8)
which can be conveniently rewritten as
1− u(E) ≥ d
2
A
2(d2A − 1)
(1− p0)2. (D9)
We now proceed to bounding the average total deviation ∆(E) in terms of p0. First, we will simplify the expression
for ∆(E) given in Eq. (55),
∆(E) = 1
dA(dA + 1)
n∑
k=1
(
tr((δJkA)
2) + (tr(δJkA))
2
)
(D10)
35
with δJkA = E†(JkB)− JkA. Since JkA and JkB are generators of the unitary representation of the compact Lie group G,
they are traceless and Hermitian. Moreover, they live in the irreducible representation of B(HA) and B(HB) that
is isomorphic to the adjoint representation (note that, unless HA and HB are trivial representations, the bounded
operator spaces will always have a trivial and adjoint representation). Thus,
tr(δJkA) = tr(E†(JkB))− tr(JkA) = tr(E†(JkB)) = 0. (D11)
The last equality comes from the fact that E† is a symmetric operation, and it will map onto operators in B(HB) fully
supported on the adjoint irreducible representations (and multiplicities thereof). This subspace is orthogonal (relative
to the Hilbert-Schmidt norm) to the trivial representation in B(HB) where the identity lives. So the deviation from
conservation laws reduces to:
∆(E) = 1
dA(dA + 1)
n∑
k=1
tr((E†(JkB)− JkA)2). (D12)
Next, since J (E) has the block-diagonal form given in Eq. (D1), we can construct CP maps Eλ : B(HA)→ B(HB)
associated to each block λ ∈ Λ, i.e., their Jamio lkowski states J λ(E) are given by Iλdλ ⊗ ρλ with ρλ(E) acting on the
multiplicity space. The original channel is then simply given by the convex combination,
E =
∑
λ∈Λ
pλ(E) Eλ. (D13)
Consequently, there is a Kraus decomposition for each Eλ such that
Eλ =
∑
i
Eλi ρ(E
λ
i )
†, (D14)
where Eλi transform irreducibly under the group action and span an irreducible λ-subspace with multiplicity at most
mλ, so that i can range from 1 up to dλmλ. In general, a given Eλ will be a trace non-increasing CP operation, and
the original trace-preserving property of E can be written as∑
λ∈Λ
pλ(E)
∑
i
(Eλi )
†Eλi = I. (D15)
In terms of the above considerations we can re-write the crucial term appearing in the expression for ∆(E) as
follows:
E†(JkB)− JkA =
∑
λ∈Λ
pλ(E)
∑
i
(Eλi )
†JkBE
λ
i − (Eλi )†EλkJkA =:
∑
λ∈Λ
pλ(E)Mλ,k, (D16)
so that
∆(E) = 1
dA(dA + 1)
n∑
k=1
tr
(∑
λ∈Λ
pλ(E)Mλ,k
)2 . (D17)
Because JkB and J
k
A are the generators of the symmetry it follows that whenever λ = 0 (the trivial representation),
the Kraus operators Eλ=0i transform trivially under the group action, and so J
k
BE
λ=0
i = E
λ=0
i J
k
A (where i in this case
may label the possible multiplicities of the trivial representation). We remark that this condition is equivalent to the
definition of irreducible tensor operators in terms of the generators of the symmetry. Therefore, in Eqs. (D16)-(D17)
the terms with λ = 0 vanish. Now, recall that the Schatten p-norm of a linear operator A between HB and HA is
defined as ‖A‖pp := tr(|A|p) with |A| =
√
A†A. Using Ho¨lder’s inequality followed by a triangle inequality we get:
tr
(∑
λ∈Λ
pλ(E)Mλ,k
)2 ≤
∥∥∥∥∥∥
∑
λ6=0
pλ(E)Mλ,k
∥∥∥∥∥∥
1
∥∥∥∥∥∥
∑
λ 6=0
pλ(E)Mλ,k
∥∥∥∥∥∥
∞
(D18)
≤
∑
λ6=0
pλ(E)‖Mλ,k‖1
∑
λ6=0
pλ(E)‖Mλ,k‖∞ (D19)
≤
∑
λ6=0
pλ(E)
2(max
λ6=0
‖Mλ,k‖1
)2
, (D20)
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with the last inequality coming from ‖ · ‖∞ ≤ ‖ · ‖1. Since pλ(E) forms a probability distribution over λ ∈ Λ we get
the following bound on the deviation:
∆(E) ≤ n
dA(dA + 1)
(1− p0)2
(
max
k,λ 6=0
‖Mλ,k‖1
)2
. (D21)
Furthermore, we can bound the term ‖Mλ,k‖1 for any λ and k. This follows from triangle inequality and submulti-
plicativity of the Schatten p-norms:
‖Mλ,k‖1 ≤
∑
i
‖(Eλi )†JkBEλi ‖1 + ‖(Eλi )†Eλi JkA‖1 ≤
∑
i
‖Eλi ‖21
(‖JkB‖1 + ‖JkA‖1) . (D22)
However,
‖Eλi ‖1 =
∑
s
s
(√
Eλ†k E
λ
k
)
(D23)
with s(A) denoting the singular values of operator A. Since Eλ†i E
λ
i ≥ 0 then it follows that ‖Eλi ‖21 ≤ dAtr(Eλ†i Eλi ).
We also have that
∑
i tr(E
λ†
i E
λ
i ) = dA, as the Jamio lkowski states J (Eλ) satisfy tr(J (Eλ)) = 1, or equivalently
tr(Eλ( IdA )) = 1. Then we get the following upper bound on Mλ,k:
‖Mλ‖1 ≤ d2A max
k
(‖JkB‖1 + ‖JkA‖1). (D24)
Therefore, we get the following upper bound on the deviation from a conservation law:
∆(E) ≤ n d
3
A
dA + 1
(1− p0)2 max
k
(‖JkB‖1 + ‖JkA‖1)2, (D25)
where we recall that n is the number of generators and p0 = p0(E). Combining the above with Eq. (D9) we finally
obtain
∆(E) ≤ 2n(dA − 1)dA max
k
(‖JkB‖1 + ‖JkA‖1)2(1− u(E)). (D26)
Appendix E: Proof of Theorem 12
Proof. First, note that since B(HA) has a multiplicity-free decomposition, in particular there will be exactly one λ = 0
irrep in the decomposition of UA ⊗ U∗A, and it will correspond to the identity operator in B(HA). Consequently, any
such symmetric channel E will necessarily be unital. Moreover, UA in this case must be an irrep. Otherwise, for each
irrep appearing in the decomposition of UA there would be a trivial irrep in the decomposition of UA ⊗ U∗A and, by
assumption, there is just one such trivial irrep.
Recall that the deviation takes the form:
∆(E) = 1
dA(dA + 1)
n∑
k=1
tr((E†(JkA)− JkA)2). (E1)
Moreover, from Theorem 8 it follows that E has a decomposition in terms of isolated extremal channels
Eλ : B(HA)→ B(HA), with corresponding Jamio lkowski states J (Eλ) = Iλdλ acting as identity on the λ-irrep sub-
space of UA ⊗ U∗A. Therefore,
E =
∑
λ∈Λ
pλ(E)Eλ, (E2)
with pλ(E) being a probability distribution that depends on E . Now, the multiplicity-free decomposition also ensures
that Eλ†(JkA) = f(λ)JkA for some fixed real coefficient f(λ) that is associated with the fixed extremal point Eλ and
independent of k. Thus,
∆(E) = ‖JA‖
2
dA(dA + 1)
(∑
λ
pλ(1− f(λ))
)2
, (E3)
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where analogously to the previous considerations we have introduced
‖JA‖2 :=
n∑
k=1
tr
((
JkA
)2)
. (E4)
It is clear that f(λ) = 1 if and only if λ = 0. This is because for λ = 0 we deal with the identity channel and
so f(λ) = 1; conversely, λ = 1 means that the Jk operators are fixed points of the unital CPTP map, and so they
commute with the Kraus operators, and this happens only for Kraus operators transforming as λ = 0. Moreover,
without loss of generality, we may assume that |f(λ)| ≤ 1. This follows from a result of Ref. [37], which states that
for unital trace-preserving channels the induced p-norm is contractive for all 1 < p ≤ ∞. That means that
‖Eλ†‖p := sup
X∈B(H)
‖(Eλ)†(X)‖p
‖X‖p ≤ 1, (E5)
because Eλ are unital CPTP maps due to the fact that we deal with an irrep system. Then, it follows that
∆(E) ≥ ‖JA‖
2
dA(dA + 1)
(1− p0)2 min
λ6=0∈Λ
|1− f(λ)|2 =: ‖JA‖
2
dA(dA + 1)
(1− p0)2K2. (E6)
Since K arises from minimisation over all λ 6= 0, it is strictly greater than zero, leading to a non-trivial lower bound
on the deviation. The coefficient K will be fixed for any given symmetry principle described by the representation
UA of G.
Now, according to Eq. (44) and using the decomposition from Eq. (88), unitarity can be expressed in terms of the
probability distribution pλ as follows:
u(E) = 1
d2A − 1
(
d2A
∑
λ∈Λ
pλ(E)2
dλ
− 1
)
, (E7)
where we have used that the channel E is unital. We can then bound it using Cauchy-Schwartz inequality in the
following way:
u(E) ≥ 1
d2A − 1
(
d2Ap
2
0 + d
2
A
(1− p0)2∑
λ6=0 dλ
− 1
)
. (E8)
Equivalently,
1− u(E) ≤ d
2
A
d2A − 1
(
1− p20 −
(1− p0)2∑
λ 6=0 dλ
)
≤ 2d
2
A
d2A − 1
(1− p0). (E9)
Combining the two relations results in
√
∆(E) ≥ K‖JA‖(1− u(E)) (dA − 1)(dA + 1)
1/2
2d
5/2
A
. (E10)
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