Abstract. We consider averages over spheres for kinetic transport equations in two space dimensions. In this case, 1=4 derivative is lost in the various forms of the Averaging Lemmas. We show that it is possible to recover the optimal regularity working in the hyperbolic Sobolev spaces. Strichartz type inequalities follow with better exponents than those given by classical Sobolev imbeddings.
Introduction
In this paper we consider averages over spheres S (t; 
We prove that, like in the case of averaging over balls, this averaged quantity is more regular than f itself but, speci cally to the sphere, we prove that optimal regularity can be proved in the so-called hyperbolic Sobolev spaces.
The regularizing e ect in classical Sobolev spaces was rst discovered in 11] and 10]. The theory of averaging lemmas was then developed and proved to be optimal in several papers (see for 
the averaging lemma says that B is smoother than f by half a derivative. More precicely the following estimate holds true.
(1 + j j + j j) : jvj 1g. This result is known to be sharp ( 13] ).
We recall in Section 2 the proof of this estimate for S when the dimension d is at least 3. In Section 3 we shall consider the same problem in two space dimensions. Due to scaling properties which are particular to two dimensions, the averages on the sphere S is smoother than f only by 1=4 derivatives. More precicely In Section 4 we shall consider equations which contain a v?derivative in the right hand side, and in Section 5 averages over spheres for solutions of the initial value problem for the homogeneous equation.
Notation. Throughout the paper we de ne the weights w + and w ? by w + ( ; ) = 1 + j j + j j; w ? ( ; ) = 1 + jj j ? j jj :
We shall also use the homogeneous versions _ w + ( ; ) = j j + j j; _ w ? ( ; ) = jj j ? j jj :
For simplicity we shall always assume that f; g; h; ::: are smooth functions which decay su ciently fast at in nity.
2 Averages over spheres in dimension d 3
For space dimensions d 3, averages over spheres gain as much regularity as averages over balls. This is the content of the following theorem. : (6) Proof. We shall actually prove the following pointwise estimate.
Since w + = 1 + _ w + it su ces to prove the following two estimates: 
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The rst one follows trivially from the de nition of S . To prove the second, add f to both sides of (2) 
where
Therefore, in order to prove (9) , it su ces to show that
: (12) We may consider a basis in the v space such that = (0; :::; 0; j j). Using spherical coordinates for v we get (14) This proves (12) in the case j j j j. We now consider the case j j < (the case < ? j j is treated similarly). Using (13) we get (1 + ? j j) ( 
Hence, we have proved that
and this completes the proof. 2. The exponent 1=2 in (7) is best possible. Because, if (7) was true with an exponent s > 1=2 then, repeating the argument above, we would get the classical averaging lemma (4) with exponent s > 1=2. However, it is known from 13] that 1=2 is the best possible exponent for (4). 3 . Observe that in the \elliptic" region j j > j j we have proven that a stronger estimate holds true, namely:
To get (19) combine (15) with (11) . Working similarly we can prove that this stronger estimate is also true for B , i.e, for j j > j j, we have: (20) 3 Averages over spheres in dimension d = 2
In this Section we consider averages over spheres in two dimensions. We shall see that these averages gain only 1=4 derivatives and that the "loss" of 1=4 derivatives occurs close to the light cone j j = j j. 
The rst estimate follows trivially from the de nition (1) (23) and (24) follow from (22) .
It remains to prove (23) and (24) in the case j j+j j 1. We may assume > 0. Add f to both sides of (2) The proof of (28) and (29) Hence, we have shown that J 2 ( ; ) satis es both of the required estimates in the case j j 2 j j.
Next we consider the case j j 4 < < j j. We perform the change of variables ! x := ? j jcos to get We have shown that B( ; ) C. This implies that 
Proof. (36) is an immediate consequence of (21) 
We de ne (with a slight abuse of notations), for a given function 2
The classical averaging lemma in 7] provides the following estimate for B :
The crucial step in the proof of (41) is an integration by parts which removes the v?derivative from g. The presence of the cut-o function guarantees that no boundary terms will come up. In order to be able to integrate by parts on the sphere we consider v?derivatives which are tangential to the sphere. More precisely we de ne ( 21] , p. 51-53): 
Because there are no boundary terms in (43) we do not need to introduce a cut-o function (v) in the de nition (40) of S .
Theorem 3 Consider the equation
where ij v is as in (42), and de ne S as in (40). Then:
Remark This Theorem is obtained by the classical computation. We improve the two dimensional result later in this section.
Proof. We shall prove the following two pointwise estimates: 
Proof. We recall the formula (49) and choose = j j We are done in the case j j + j j > 1. The result in the remaining case j j + j j 1 is immediate from the de nition of S .
Again, we can see that the average over the sphere in two dimensions does not satisfy the same estimate as the average over the ball. However, as in Section 3, we can prove an estimate showing that away from the light cone j j = j j, S does have as many derivatives in L 
