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Abstract
We prove the Lazer–McKenna conjecture for a superlinear elliptic problem of Ambrosetti–Prodi
type by constructing solutions with sharp peaks.
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1. Introduction
The aim of the paper is to give a positive result to a conjecture which dates to the
early 1980s. It has been a problem of considerable interest to understand the number
of solutions of the following elliptic problem of Ambrosetti and Prodi type:
{−u = g(u)− s1(x)+ (x) in ,
u = 0 on , (1.1)
where s > 0 is a positive parameter,  is a smooth bounded domain in RN , 1(x) > 0
is the eigenfunction of − in  with Dirichlet boundary condition corresponding to the
ﬁrst eigenvalue 1, (x) is a given function, limt→+∞ g(t)t =  > 1, limt→−∞ g(t)t =
 < 1. Here  = +∞ and  = −∞ are allowed.
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In the pioneering paper [2], Ambrosetti and Prodi showed that if 0 <  < 1 <  <
2, the second eigenvalue of − in  with Dirichlet boundary condition, and g(t) is
convex, then (1.1) has exactly two solutions for s > 0 large enough. In the general
case, it was proved in [1,10,29] that (1.1) has at least two solutions, if s > 0 is large
enough.
If +∞ >  > 2, it was proved by Hofer [21] and Solimini [32] that if s is large
enough, then (1.1) has at least four solutions. On the other hand, if  and  are both
ﬁnite, the ﬁrst author [12] showed that there may be no more than four solutions for
large s even if [,] contains a number of eigenvalues of −. See also the results in
[6,26].
The Lazer–McKenna conjecture states that (1.1) has an unbounded number of solu-
tions as s → +∞, if  = +∞ and g(t) does not grow too rapidly. This conjecture
was proved in the ordinary differential equation setting [7,9,23,25,28,31]. There was
no result on this problem in partial differential equation setting till recently. Breuer et
al. [3], showed that (1.1) has at least four solutions if g(t) = t2,  = 0 and  is a
rectangle in R2, by using a partially numerical method. Our interest in this problem
was motivated by the results in [20], where it was shown by very different methods
that if g(t) = t2,  = 0 and  is a ball in RN with 2N < 6, then problem (1.1)
has a nonsymmetric solution and thus inﬁnitely many solutions by the symmetry of
the problem.
Let us consider the following simpliﬁed problem:
{−u = |u|p − s1(x) in ,
u = 0 on , (1.2)
where p ∈ (1, (N + 2)/(N − 2)) if N3, p ∈ (1,+∞) if N = 1, 2.
The main result of this paper is the following:
Theorem 1.1. For any positive integer k, there exists an s0 > 0, such that for ss0,
(1.2) has at least k different solutions.
Theorem 1.1 answers the original conjecture for a special case, and in particular, the
conjecture in [3].
It seems quite difﬁcult to use the variational methods to prove that (1.2) has many
solutions. In this paper, we will use the reduction methods to construct directly solutions
which have k sharp peaks near the maximum points of 1(x) for any positive integer k.
In particular, if 1 has exactly one global maximum point, the solutions we construct
have all the peaks near this point. Similar phenomenon occurs in other elliptic problems,
such as nonlinear Schrödinger equations and nonlinear scalar ﬁeld equations. See for
example [16,17,22,30].
By using the reduction method, we not only can prove the existence of many solutions
for (1.2), but also can give the proﬁle of these solutions. Of course, we can use the
variational techniques to prove that (1.2) has a solution us , which is a local minimizer
of the corresponding functional. So, it is easy to see that (1.2) has a mountain-pass
solution. Our next result gives the proﬁle of the mountain-pass solution.
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Theorem 1.2. There is an s0 > 0 large, such that for each ss0, the mountain-pass
solution us of (1.2) has the form us = us + vs , with
(i) s−1/pus →−1/p1 uniformly on any compact subset of ;
(ii) vs > 0 in , and maxy∈ vs(y)s−2/(3p−1) → c¯ > 0 as s →+∞;
(iii) for any maximum point xs ∈  of vs , up to a subsequence, xs → x0 ∈ , with
−1(x0)n = minz∈
(
− 1(z)n
)
, where n is the outward unit normal of  at z;
(iv) for any small constant  > 0, vs(y)s−2/(3p−1) → 0 as s → +∞ uniformly for
any y ∈  \ B(x0).
It follows from Theorem 1.2 that a mountain-pass solution of (1.2) has a sharp peak
near a global minimum point of the function − 1(z)n on the boundary of . This
shows that solutions with sharp peaks near the global maximum points of 1 in  are
not mountain-pass solutions. Moreover, if  is a ball, Theorem 1.2 also implies that
the mountain-pass solution of (4.1) is not radially symmetric. Compare the main result
in [20]. On the other hand, the result in Theorem 1.2 contrasts sharply with the case
 < +∞ and  > −∞, where the solution is not a peak solution and the maximum
point of the solution is not close to the boundary, but close to the maximum point of
a sign-changing solution of
{−w = w+ + w− − 1 in ,
w = 0 on .
This paper is arranged as follows. In Section 2, we analyze the proﬁle of the solution
us for (1.2), which is a local minimizer of the corresponding functional, and obtain
some estimates for us . The estimates obtained in Section 2 play an essential role in
the proof of Theorems 1.1 and 1.2. In Section 3, we use the reduction method to
construct solutions with k sharp peaks near the global maximum points of 1 in 
for any positive integer k and thus prove Theorem 1.1. The reduction procedure is not
standard and is more delicate than [18,27] because the corresponding linear operator
at us has small eigenvalues. Theorem 1.2 is proved in Section 4.
2. The proﬁle of the local minimizer
Let ε2 = s−(p−1)/p. Then it is easy to see that u is a solution of (1.2) if and only
if s−1/pu is a solution of
{−ε2u = |u|p − 1(x) in ,
u = 0 on . (2.1)
We have
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Theorem 2.1. There is an ε0 > 0, such that for each ε ∈ (0, ε0], (2.1) has a solution
uε, such that 0 > uε > −1/p1 , ∀ x ∈ , and
uε(x) = −1/p1 (x)− ε2
1/p1 (x)
p(p−1)/p1 (x)
+ o(ε2),
where ε−2o(ε2)→ 0 uniformly on any compact subset of  as ε → 0.
Let u = −w. Then (2.1) becomes
{−ε2w = 1(x)− |w|p in ,
w = 0 on . (2.2)
We can use the techniques in [8] to prove the existence of a solution wε for (2.2)
with 0wε
1/p
1 . But it is not easy to obtain a good expansion for wε if we obtain
this solution via subsolution and supersolution techniques as in [8]. We need to proceed
differently.
Let
h(x, t) =


0, t1/p1 (x),
1(x)− tp, 0 t < 1/p1 (x),
1(x), t < 0.
Consider
{−ε2w = h(x,w) in ,
w = 0 on . (2.3)
It is easy to check that any solution of (2.3) is positive. Direct calculation shows
that 1/p1 (x) > 0 is a supersolution of (2.3). As a result, we obtain that any solution
wε of (2.3) satisﬁes
0 < wε1/p1 .
Thus wε is also a solution of (2.2).
Proof of Theorem 2.1. Let
Jε(w) = ε
2
2
∫

|Dw|2 −
∫

H(x,w), w ∈ H 10 (),
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where H(x, t) = ∫ t0 h(x, 	) d	. Let wε be a minimizer of
min
{
Jε(w) : w ∈ H 10 ()
}
.
Similar to [19,27], we can prove that
wε → 1/p1 ,
uniformly on any compact subset of . That is, wε is close to the zero point tε of
h(x, t), at which the left derivative of h(x, t) with respect to t is negative.
On the other hand, for any x0 ∈  and  > 0 small, we have
ε2
2
∫
B(x0)
|Dwε|2 −
∫
B(x0)
H(x,wε)
ε2
2
∫
B(x0)
|Dw˜|2 −
∫
B(x0)
H(x, w˜) (2.4)
for any w˜ with w˜ − wε ∈ H 10 (B(x0)).
Let vε = wε − 1/p1 . It follows from (2.4) that
ε2
2
∫
B(x0)
|Dvε|2 −
∫
B(x0)
(
H(x, vε + 1/p1 )− ε2vε1/p1
)
 ε
2
2
∫
B(x0)
|Dw|2 −
∫
B(x0)
(
H(x,w + 1/p1 )− ε2w1/p1
)
, (2.5)
for any w with w − vε ∈ H 10 (B(x0)). That is, vε is a minimizer of
min
{
ε2
2
∫
B(x0)
|Dw|2−
∫
B(x0)
(
H(x,w + 1/p1 )− ε2w1/p1
)
:w−vε∈H 10 (B(x0))
}
.
It is easy to see that the function h(x, t + 1/p1 )− ε21/p1 has a falling zero
tε = (1(x)+ ε21/p1 )1/p − 1/p1 (x) = ε2
(
1/p1 (x)
p(p−1)/p1 (x)
+ o(1)
)
.
Here, by a falling zero t0 of a function f (t), we mean that f (t0) = 0 and the left
derivative of f (t) at t0 is negative.
Similar to [27], we have
vε = ε2
(
1/p1 (x)
p(p−1)/p1 (x)
+ o(1)
)
.
Thus the result follows. 
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In the rest of this section, we study the asymptotic behaviours of wε near the
boundary.
Let x0 ∈  be any point on the boundary. Choose a coordinate system, such that
x0 = 0, and n = (0, . . . , 0,−1) is the outward unit normal of  at x0. Deﬁne
w¯ε(y) =
(
−(x0)
n
ε
)−2/(3p−1)
wε
((
−(x0)
n
)−(p−1)/(3p−1)
ε2p/(3p−1)y
)
.
Then w¯ε satisﬁes
{−w = yN +O(ε2p/(3p−1))− |w|p in ε,
w = 0 on ε,
where ε = {y :
(
−(x0)n
)−(p−1)/(3p−1)
ε2p/(3p−1)y ∈ }.
On the other hand, we have
0 < w¯ε
(
−(x0)
n
ε
)−2/(3p−1)
1/p
((
−(x0)
n
)−(p−1)/(3p−1)
ε2p/(3p−1)y
)
=
(
−(x0)
n
ε
)−2/(3p−1) ((
−(x0)
n
)1−(p−1)/(3p−1)
ε2p/(3p−1)yN
+O(ε4p/(3p−1))
)1/p
=
(
yN +O(ε2p/(3p−1))
)1/p
.
Thus we see that w¯ε is locally bounded. By the Lp estimate of the elliptic equation,
we may assume that there is a C2 function w˜, such that
w¯ε → w˜ uniformly in BR(0) ∩ RN+ ,
for any R > 0. Thus, we see that w˜ is a solution of


−w = yN − |w|p in RN+ ,
w = 0 on yN = 0,
0wy1/pN
(2.6)
We have
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Theorem 2.2. The solution of (2.6) is unique and it depends on yN only. Moreover,
y
−1/p
N w(yN)→ 1 as yN →+∞.
Proof. It is easy to check that y1/pN is a supersolution of (2.6), and 0 is a subsolution
of (2.6). Thus, there are solutions w1 and w2, such that 0w1w2y1/pN , and for
any solution w of (2.6),
w1ww2.
Since supy′∈RN−1 w2(y′, yN) is a subsolution of (2.6) with supy′∈RN−1 w2(y′, yN)y1/pN ,
we know that (2.6) has a solution w with
w2 sup
y′∈RN−1
w2(y
′, yN)wy1/pN .
Since w2 is the maximal solution of (2.6), we have w = w2. As a result,
w2 = sup
y′∈RN−1
w2(y
′, yN).
Thus, w2 depends on yN only. Similarly, w1 depends on yN only.
To prove the uniqueness, we only need to prove that w1 = w2. We have proved that
w1 and w2 are solutions of the following differential equation:
−w′′ = t − wp, t > 0, w(0) = 0, 0w(t) t1/p.
Let y(t) = w2(t)−w1(t). Then y ′′ = wp2 −wp1 0, since w2w1. From w2w1 and
w1(0) = w2(0) = 0, we know that w′2(0)w′1(0). Suppose that w′2(0) > w′1(0). We
have
y(t)y′(0)t,
because y ′′(t)0. This contradicts w2(t) t1/p. So, w′1(0) = w′2(0), which gives w1 =
w2.
It remains to prove t−1/pw(t)→ 1 as t →+∞.
Firstly, we have w′′ = wp − t0. Thus w′ is decreasing. As a result, w′(t) → a
as t → +∞. Here a may be inﬁnity. We claim that a = 0. In fact, if a < 0, then
for t > 0 large, w(t) < 0. This is a contradiction to w0. If a > 0, then w(t)a′t
for t > 0 large. Here a′ > 0 is a constant less than a/2. This is a contradiction to
w(t) t1/p. Thus a = 0.
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From w′(+∞) = 0, we obtain
∫ +∞
0
(t − wp(t)) dt = −
∫ +∞
0
w
′′
(t) dt = w′(0).
Hence, we can choose ti →+∞, such that
ti − wp(ti)→ 0 as i →+∞. (2.7)
Now, for any small 
 > 0, we claim that
w(t)(1− 
)t1/p,
for t > 0 large. Suppose that the claim is not true. Then there are t˜i →+∞, such that
w(t˜i) < (1− 
)t1/pi . (2.8)
It is easy to check that there is a T > 0 large, such that for t > T ,
−
(
(1− 
)t1/p
)′′
< t −
(
(1− 
)t1/p
)p
. (2.9)
By (2.7), we can choose a constant T¯ > T , such that w(T¯ ) > (1 − 
)T¯ 1/p. Deﬁne
v(t) = w(t) if t ∈ [0, T¯ ]; v(t) = max(w(t), (1 − 
)t1/p). Then v(t) is continuous,
v(t) t1/p, and is a subsolution of (2.6) in view of (2.9). As a result, (2.6) has a
solution w∗(t) with v(t)w∗(t) t1/p. On the other hand, since v(t)w(t) and since
w(t) = v(t) by (2.8), we ﬁnd that w∗(t) = w(t). This contradicts the uniqueness of
the solution of (2.6). 
Proposition 2.3. If ε−2p/(3p−1)d(xε, )→+∞, as ε → 0, then ε−2/(3p−1)wε(xε)→
+∞.
Proof. Let
w˜ε(y) = −1/p1 (xε)wε(ε(1−p)/(2p)1 (xε)y + xε). (2.10)
Then
−w˜ε = 1+O(ε(1−3p)/(2p)1 (xε)|y|)− w˜pε .
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By our assumption, we have
ε(1−3p)/(2p)1 (xε) ∼ εd(xε, )(1−3p)/(2p) → 0,
as ε → 0.
On the other hand,
0  w˜ε(y)−1/p1 (xε)
1/p
1 (ε
(1−p)/(2p)
1 (xε)y + xε)

(
1+O(ε(1−3p)/(2p)1 (xε)|y|)
)1/p = 1+ o(|y|).
Hence we see that w˜ε is locally bounded in RN . Thus we may assume that there is
w∗, with 0w∗1, and
−w∗ = 1− |w∗|p,
such that
w˜ε → w∗ in C1loc(RN).
It is obvious that w∗ = 0. Thus, by the maximum principle, w∗(0) > 0. As a result,
w˜ε(0) 12w∗(0) for ε > 0 small. Hence,
ε−2/(3p−1)wε(xε) = ε−2/(3p−1)1/p1 (xε)w˜ε(0)c0(ε−2p/(3p−1)d(xε, ))1/p →+∞,
as ε → 0. 
3. Solutions with interior peaks
Without loss of generality, we assume that maxy∈ 1(x) = 1.
Let uε be a solution obtained in Theorem 2.1. For any solution u of (2.1), let
v = u− uε. Then, v satisﬁes
{−ε2v + p|uε|p−1v = fε(y, v), y ∈ ,
v ∈ H 10 (),
(3.1)
where fε(y, t) = |t + uε|p − |uε|p + p|uε|p−1t . The functional corresponding to (3.1)
is
Iε(v) = 12
∫

(
ε2|Du|2 + p|uε|p−1v2
)
−
∫

Fε(y, v), v ∈ H 10 (),
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where
Fε(y, t) =
∫ t
0
fε(y, s) ds
= 1
p + 1 |t + uε|
p(t + uε)+
1
p + 1 |uε|
p+1 − |uε|pt +
1
2
|uε|p−1t2.
Consider the following elliptic problem:


−U = |U − 1|p − 1, U > 0 in RN,
U(0) = maxy∈RN U(y),
U ∈ H 1(RN).
(3.2)
Using the standard concentration compactness argument of Lions, we can prove that
(3.2) has a positive solution. It is easy to see that this solution decays exponentially at
inﬁnity, and is radially symmetric.
Let Uε,x(y) = U
( y−x
ε
)
. Let Pε,Uε,x be the solution of
{−ε2v + pv = |Uε,x − 1|p − 1+ pUε,x in ,
v ∈ H 10 ().
By the exponential decay of U, we have
|Pε,Uε,x − Uε,x |Ce−p1/2d(x,)/ε.
In this section, we shall prove
Theorem 3.1. Let k > 0 be an integer. There is an ε0 > 0, such that for any ε ∈ (0, ε0],
(3.1) has a solution of the form
u˜ε =
k∑
j=1
Pε,Uε,xε,j + ε,
where ε ∈ H 10 () satisﬁes
∫

(
ε2|Dε|2 + p|uε|p−1|ε|2
)
= o(εN),
as ε → 0, |xε,i−xε,j |
ε
→+∞, xε,j → xj ∈  with 1(xj ) = maxz∈ 1(z).
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Denote
〈u, v〉ε =
∫

(ε2DuDv + p|uε|p−1uv),
and
‖u‖ε = 〈u, u〉1/2ε .
Let S = {x : x ∈ ,1(x) = 1}, and let
Dk,ε =
{
x : x = (x1, . . . , xk), |1(xj )− 1|ε2−	, j = 1, . . . , k,
U
( |xi − xj |
ε
)
ε2−	, i = j
}
,
where 	 > 0 is a small constant.
Let H be the completion of the space C∞0 () with respect to the norm ‖v‖ε, and
let
Eε,x,k =
{
 ∈ H :
〈
,
Pε,Uε,xj
xjl
〉
ε
= 0, l = 1, . . . , N, j = 1, . . . , k
}
.
Denote
f¯ (t) = |t − 1|p − 1+ pt, F¯ (t) =
∫ t
0
f¯ (s) ds,
and
f˜ (y, t) = |t − 1/p1 (y)|p − 1(y)+ p(p−1)/p1 (y)t.
The following proposition is essential for us to construct multipeak solutions.
Proposition 3.2. Let U be a solution of (3.2). Then U is unique and nondegenerate.
That is, the kernel of the operator −u−p|U −1|p−2(U −1)u in H 1(RN) is spanned
by { Ux1 , . . . ,
U
xN
}.
Proof. It is easy to check that the uniqueness follows from the general theorem in
[24]. The nondegeneracy in the space of radial functions follows easily as [14], and
then the nondegeneracy in general follows easily as in [13, p. 970, 971]. 
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Lemma 3.3. Let
lε,x() =
k∑
j=1
∫

(
ε2DPε,Uε,xjD+ p|uε|p−1Pε,Uε,xj
)
−
∫

fε

y, k∑
j=1
Pε,Uε,xj

.
Then, lε,x() is a bounded linear operator from Eε,x,k to R1. Moreover,
‖lε,x‖ε = εN/2O

 k∑
j=1
|1(xj )− 1| + ε2 +
∑
i<j
e−
p
2 p
1/2|xi−xj |/ε

 .
In particular, there is a lε,x ∈ Eε,x,k , such that
〈
lε,x,
〉
ε
= lε,x(), ∀ ∈ Eε,x,k.
Proof. For a small positive constant 
, let

 =
{
y : y ∈ , d(y, )
} .
Using Theorem 2.1, and noting that Pε,Uε,xj is exponentially small near , we
have
lε,x()
= p
k∑
j=1
∫

(
|uε|p−1 − 1
)
Pε,Uε,xj
−
∫


fε

y, k∑
j=1
Pε,Uε,xj

− k∑
j=1
f¯ (Uε,xj )


= p
k∑
j=1
∫


(
|uε|p−1 − 1
)
Pε,Uε,xj
−
∫



fε

y, k∑
j=1
Pε,Uε,xj

− k∑
j=1
f¯ (Uε,xj )

+O(e−/ε)(∫
\

2
)1/2
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= p
k∑
j=1
∫


(
(p−1)/p1 − 1
)
Pε,Uε,xj
−
∫



f˜ (y, k∑
j=1
Pε,Uε,xj )−
k∑
j=1
f¯ (Uε,xj )


+ εN/2O(ε2)
(∫


2
)1/2
+O (e−/ε) (∫

|D|2
)1/2
= εN/2O

 k∑
j=1
|1(xj )− 1| + ε2 +
∑
i<j
e−
p
2 p
1/2|xi−xj |/ε

(∫


2
)1/2
+O
(
ε−2e−/ε
)
‖‖ε
 εN/2O

 k∑
j=1
|1(xj )− 1| + ε2 +
∑
i<j
e−
p
2 p
1/2|xi−xj |/ε

 ‖‖ε.
In the last inequality, we have used
∫


2Cp
∫


|uε|p−12C‖‖2ε,
because |uε|c′ > 0 if y ∈ 
. 
Lemma 3.4. Let
Qε,x(, ) =
∫

(
ε2DD+ p|uε|p−1
)
−
∫

fε,t

y, k∑
j=1
Pε,Uε,xj

 .
Then, we have
|Qε,x(, )|C‖‖ε‖‖ε.
In particular, there is a bounded linear operator Qε,x from Eε,x,k to Eε,x,k , such that
〈
Qε,x, 
〉
ε
= Qε,x(, ).
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Proof. It is easy to see that∣∣∣∣
∫

(
ε2DD+ p|uε|p
)∣∣∣∣ ‖‖ε‖‖ε.
On the other hand, we have∣∣∣∣∣∣
∫

fε,t

y, k∑
j=1
Pε,Uε,xj

 
∣∣∣∣∣∣

∣∣∣∣∣∣
∫


fε,t

y, k∑
j=1
Pε,Uε,xj

 
∣∣∣∣∣∣+O(e−/ε)
(∫

2
)1/2 (∫

2
)1/2
 C
(∫


2
)1/2 (∫


2
)1/2
+O(e−/ε)
(∫

|D|2
)1/2 (∫

|D|2
)1/2
 C
(∫


p|uε|p−12
)1/2 (∫


p|uε|p−12
)1/2
+O(e−/ε)ε−2‖‖ε‖‖ε
 C‖‖ε‖‖ε.
Thus the result follows. 
Lemma 3.5. There is a constant  > 0, independent of ε and x ∈ Dk,ε, such that
‖Qε,x‖ε‖‖ε, ∀ ∈ Eε,x,k, x ∈ Dk,ε.
Proof. The proof of this lemma is standard. We just sketch the proof.
We argue by contradiction. Suppose that there are εn → 0, xj,n ∈ Dk,ε with xj,n →
xj ∈ S, n ∈ Eεn,xn,k , such that
‖n‖εn = εN/2n ,
and
‖Qεn,xnn‖εn = o(εN/2n ).
We claim that for any ﬁxed R > 0, j = 1, . . . , k,
∫
BεnR(xj,n)
|n|2 = o(εNn ). (3.3)
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In fact, for any ﬁxed j = 1, . . . , k, let ˜j,n(y) = n(εny + xj,n), n = {y :
εny + xj,n ∈ }, U˜i,n(y) = Pεn,Uεn,xi,n (εny + xj,n), u˜n(y) = uεn(εny + xj,n), and
Vi,h,n(y) = Pεn,Uεn,xi,n (z)xi,h |z=εny+xj,n . Then
∫
n

D˜j,nD− p
∣∣∣∣∣
k∑
i=1
U˜i,n + u˜n
∣∣∣∣∣
p−2 ( k∑
i=1
U˜i,n + u˜n
)
˜j,n


= o(1)‖‖n, ∀  ∈ E˜n, (3.4)
where
E˜n =
{
 :  ∈ H 10 (n),
∫
n
(
DDVi,h,n + p|u˜n|p−1Vi,h,n
)
= 0,
i = 1, . . . , k, h = 1, . . . , N
}
and
‖‖n =
(∫
n
(
|D|2 + p|u˜n|p−12
))1/2
.
It is easy to see that ‖˜j,n‖n is bounded. Thus, we may assume that there is an
j ∈ H 1(RN), such that
D˜j,n ⇀ Dj weakly in L2(RN),
and
˜j,n → j in L2loc(RN),
as n→+∞.
Now, we prove that
−j − p|U − 1|p−2(U − 1)j = 0 in RN. (3.5)
For any  ∈ C∞0 (RN), we can choose ai,h,n, such that
n = −
k∑
i=1
N∑
h=1
ai,h,nVi,h,n ∈ En.
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Since  ∈ C∞0 (RN), it is easy to check that ai,h,n → 0 as n → ∞ for any i = j .
Putting n into (3.4) and letting n→+∞, we obtain∫
RN
(
D˜jD− p|U − 1|p−2(U − 1)j
)
−
N∑
h=1
ah
(∫
RN
(
D˜jD
U
xh
− p|U − 1|p−2(U − 1)j Uxh
)
= 0 ,
where ah = limn→+∞ aj,h,n.
On the other hand, we have
∫
RN
(
D˜jD
U
xh
− p|U − 1|p−2(U − 1)j Uxh
)
= 0.
As a result, we ﬁnd
∫
RN
(
D˜jD− p|U − 1|p−2(U − 1)j
)
= 0, ∀ ∈ C∞0 (RN).
So, we have proved (3.5).
By Proposition 3.2, we have
j =
N∑
a=1
bh
U
xh
, (3.6)
for some bh ∈ R1.
On the other hand, since n ∈ Eεn,xn,k , we know ˜j,n ∈ En, which implies
∫
RN
(
DjD
U
xh
+ pj Uxh
)
= 0. (3.7)
Combining (3.6) and (3.7), we ﬁnd that j = 0. Thus, (3.3) follows.
It follows from (3.3) that
o(εNn ) = ‖Qεn,xnn‖εn‖n‖εn
∣∣∣〈Qεn,xn,n〉εn
∣∣∣
 ‖n‖2εn −
∫

fεn,t

y, k∑
j=1
Pεn,Uεn,xj,n

2n
= ‖n‖2εn −
∫
\

∣∣∣∣∣∣fεn,t

y, k∑
j=1
Pεn,Uεn,xj,n


∣∣∣∣∣∣2n
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−
∫

\∪kj=1BεnR(xj,n)
∣∣∣∣∣∣fεn,t

y, k∑
j=1
Pεn,Uεn,xj,n


∣∣∣∣∣∣2n
−
∫
∪kj=1BεnR(xj,n)
∣∣∣∣∣∣fεn,t

y, k∑
j=1
Pεn,Uεn,xj,n


∣∣∣∣∣∣2n
= ‖n‖2εn −O(e−/εn)− oR(1)
∫

\∪kj=1BεnR(xj,n)
2n + o(εNn )
= ‖n‖2εn −O(e−/εn)+ o(εNn )
1
2
εNn .
This is a contradiction. 
Consider the following eigenvalue problem:
{−ε2+ p|uε|p−1 =  in ,
 ∈ H 10 ().
(3.8)
We have
Lemma 3.6. Let ε be the ﬁrst eigenvalue of (3.8). Then
εc0ε2(p−1)/(3p−1),
where c0 > 0 is a constant, independent of ε.
Proof. Let ε > 0 be the positive eigenfunction of (3.8) corresponding to ε, normalized
so that
max
y∈
ε(y) = ε2/(3p−1).
Let yε ∈  be a point such that ε(yε) = max
y∈
ε(y).
We argue by contradiction. Suppose that
ε = o(ε2(p−1)/(3p−1)).
First, we claim that d(yε,)
ε2p/(3p−1) c
′ > 0. Suppose that d(yε,)
ε2p/(3p−1) → 0 as ε → 0.
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Let
¯ε(y) =
(
−1(y¯ε)
n
ε
)−2/(3p−1)
ε
((
−1(y¯ε)
n
)−(p−1)/(3p−1)
ε2p/(3p−1)y + y¯ε
)
and
u¯ε(y) =
(
−1(y¯ε)
n
ε
)−2/(3p−1)
uε
((
−1(y¯ε)
n
)−(p−1)/(3p−1)
ε2p/(3p−1)y + y¯ε
)
,
where y¯ε ∈  is the point with |yε − y¯ε| = d(yε, ). Then ¯ε is bounded, and
satisﬁes
−¯ε + p|u¯ε(y)|p−1¯ε =
(
−1(y¯ε)
n
)−2(p−1)/(3p−1)
ε−2(p−1)/(3p−1)ε¯ε.
Thus, we may assume ¯ε → ¯ in C1loc(RN+ ), and ¯ is a bounded non-negative solution
of {−¯+ p|w˜(yN)|p−1¯ = 0 in RN+ ,
¯ = 0 if yN = 0,
where w˜(yN) is the solution of (2.6). Thus ¯ = 0. See for example the proof of Propo-
sition 2 in [11]. But ¯ε
(
ε−2p/(3p−1)(yε − y¯ε)
) = 1, and |ε−2p/(3p−1)(yε − y¯ε)|R <
+∞. Thus, ¯ = 0. This is a contradiction.
Hence we have
εp|uε(yε)|p−1c′ε2(p−1)/(3p−1),
since d(yε, )c′ε2p/(3p−1). 
Proposition 3.7. There is an ε0 > 0, such that for each ε ∈ (0, ε0], there is a C1-map
ε,x : Dk,ε → H , such that ε,x ∈ Eε,x,k ,
〈
I ′

 k∑
j=1
Pε,Uε,xj + ε,x

 , 
〉
ε
= 0, ∀  ∈ Eε,k,x .
Moreover, we have
‖ε,x‖ε = εN/2O(ε1+), x ∈ Dk,ε,
where  > 0 is a small constant.
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Proof. Let
K(x,) = I

 k∑
j=1
Pε,Uε,xj + 

 , x ∈ Dk,ε,  ∈ Eε,x,k.
Expand K(x,) near  = 0 as follows:
K(x,) = K(x, 0)+ 〈lε,x,〉ε + 12
〈
Qε,x,
〉
ε
+ Rε(),
where lε,x and Qε,x are deﬁned in Lemmas 3.3 and 3.4, respectively, and
Rε() =
∫


Fε

y, k∑
j=1
Pε,Uε,xj + 

− Fε

y, k∑
j=1
Pε,Uε,xj


− fε

y, k∑
j=1
Pε,Uε,xj

− 1
2
fε,t

y, k∑
j=1
Pε,Uε,xj

2

 .
Let
‖‖ε,∗ =
(∫

(ε2|D|2 + 2)
)1/2
.
It is easy to check that
Rε() = εNO(ε−N min(p+1,3)/2‖‖min(p+1,3)ε,∗ ),
〈
R′ε(), 
〉
ε
= εN/2O(ε−N min(p,2)/2‖‖min(p,2)ε,∗ )‖‖ε,∗,
R
′′
ε ()(1, 2) = O(ε−N min(p−1,1)/2‖‖min(p−1,1)ε,∗ )‖1‖ε,∗‖2‖ε,∗.
It follows by Lemma 3.6 that
Rε() = εNε−min(p+1,3)(p−1)/(3p−1)O(ε−N min(p+1,3)/2‖‖min(p+1,3)ε ), (3.9)
〈
R′ε(), 
〉
ε
= εN/2ε−min(p+1,3)(p−1)/(3p−1)O(ε−N min(p,2)/2‖‖min(p,2)ε )‖‖ε, (3.10)
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R
′′
ε ()(1, 2) = ε−min(p+1,3)(p−1)/(3p−1)O(ε−N min(p−1,1)/2
×‖‖min(p−1,1)ε )‖1‖ε‖2‖ε. (3.11)
Thus, ﬁnding a critical point for K(x,) in Eε,x,k is equivalent to solving
lε,x +Qε,x+ R′ε() = 0. (3.12)
On the other hand, using Lemma 3.5, we see that Qε,x is invertible in Eε,x,k , and
there is a constant C, independent of ε and x, such that
‖Q−1ε,x‖εC. (3.13)
Rewrite (3.12) as
 = −Q−1ε,x lε,x −Q−1ε,xR′ε(). (3.14)
Let
G() = −Q−1ε,x l −Q−1ε,xR′ε(), ∀ l, ∈ Eε,x,k.
For any 1 ∈ Eε,x,k and 2 ∈ Eε,x,k with ‖1‖ε, ‖2‖εεN/2ε, we see from (3.11)
that,
‖G(1)−G(2)‖ε  C‖R′ε(1)− R′ε(2)‖ε
= Cε−min(p+1,3)(p−1)/(3p−1)εmin(p−1,1)‖1 − 2‖ε
= ε‖1 − 2‖ε. (3.15)
Here  > 0 is a small constant. Moreover,
‖G()‖ε  C‖l‖ε + C‖R′ε()‖ε
 C‖l‖ε + CεN/2ε−min(p+1,3)(p−1)/(3p−1)εmin(p,2)
= C‖l‖ε + CεN/2ε1+εN/2ε, (3.16)
if ‖l‖εCεN/2ε1+.
Combining (3.15) and (3.16), we see that G() is a contraction map from Eε,x,k ∩
BεN/2ε(0) to Eε,x,k ∩ BεN/2ε(0), for any l ∈ Eε,x,k with ‖l‖εCεN/2ε1+. By the
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contraction mapping theorem, we know that for any l ∈ Eε,x,k with ‖l‖εCεN/2ε1+,
there is a unique  ∈ Eε,x,k ∩ BεN/2ε(0), such that
 = G().
On the other hand, for any x ∈ Dk,ε, we have ‖lε,x‖εCεN/2ε1+. As a result, for
each x ∈ Dk,ε, there is ε,x ∈ Eε,x,k , such that (3.14) holds. Moreover, from (3.16),
we have
‖ε,x‖εC‖lε,x‖ε + CεN/2ε1+CεN/2ε1+. 
Proposition 3.8. For any positive integer k, we have
I

 k∑
j=1
Pε,Uε,xj

 = εNkA+ εN k∑
j=1
(1/p1 (xj )− 1)B − c′εN
∑
i<j
U
( |xi − xj |
ε
)
+ εNO

ε2 + k∑
j=1
|1(xj )− 1|1+ +
∑
i<j
e−(1+)p1/2|xi−xj |/ε

 ,
where c′ > 0 and  > 0 are some constants,
A = 1
2
∫
RN
f¯ (U)U −
∫
RN
F¯ (U),
and
B =
∫
RN
(|U − 1|p − 1+ pU) > 0.
Proof. We have
I (Pε,Uε,xj )
= 1
2
∫

f¯ (Uε,xj )Pε,Uε,xj −
∫

Fε(y, Pε,Uε,xj )+
1
2
∫

p
(
|uε|p−1 − 1
)
× |Pε,Uε,xj |2
= εNA−
∫

(
Fε(y, Uε,xj )− F¯ (Uε,xj )
)+ 1
2
∫

p
(
|uε|p−1 − 1
)
|Uε,xj |2
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+O(e−/ε)
= εNA−
∫

(
1
p + 1 |Uε,xj − uε|
p(Uε,xj − uε)+
1
p + 1 |uε|
p+1 − |uε|pUε,xj
)
+
∫

(
1
p + 1 |Uε,xj − 1|
p(Uε,xj − 1)+
1
p + 1 − Uε,xj
)
+O(e−/ε)
= εNA−
∫

(
1
p + 1 |Uε,xj − 
1/p
1 |p(Uε,xj − 1/p1 )+
1
p + 1 |1|
(p+1)/p
− |1|Uε,xj
)
+
∫

(
1
p + 1 |Uε,xj − 1|
p(Uε,xj − 1)+
1
p + 1 − Uε,xj
)
+O(εN+2)
= εNA−
∫
RN
(−|Uε,xj − 1|p + 1− pUε,xj ) (1/p1 − 1)
+ εNO(|1(xj )− 1|2)+O(εN+2)
= εNA+ εN(1/p1 (xj )− 1)
∫
RN
(|U − 1|p − 1+ pU)
+ εNO(|1(xj )− 1|2 + ε2)
= εNA+ εNB(1/p1 (xj )− 1)+ εNO(|1(xj )− 1|2 + ε2). (3.17)
Here  > 0 is a constant.
On the other hand, we have
1
2
∑
i =j
∫

(
ε2DPε,Uε,xiDPε,Uε,xj + p|uε|p−1Pε,Uε,xiPε,Uε,xj
)
= 1
2
∑
i =j
∫

f¯ (Uε,xi )Pε,Uε,xj +
1
2
∑
i =j
∫

p
(
|uε|p−1 − 1
)
Pε,Uε,xiPε,Uε,xj
= 1
2
∑
i =j
∫

f¯ (Uε,xi )Uε,xj + εNO

ε2 + k∑
j=1
|1(xj )− 1|2
+
∑
i =j
e−(1+)p1/2|xi−xj |/ε

 , (3.18)
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and
∫


Fε

y, k∑
j=1
Pε,Uε,xj

− k∑
j=1
Fε
(
y, Pε,Uε,xj
)
=
∫


Fε

y, k∑
j=1
Uε,xj

− k∑
j=1
Fε
(
y,Uε,xj
)−∑
i =j
fε(y, Uε,xi )Uε,xj


+
∑
i =j
∫

fε(y, Uε,xi )Uε,xj (3.19)
=
∑
i =j
∫

fε(y, Uε,xi )Uε,xj + εNO

∑
i =j
e−(1+)p1/2|xi−xj |/ε

 .
Combining (3.18) and (3.19), we are led to
1
2
∑
i =j
∫

(
ε2DPε,Uε,xiDPε,Uε,xj + p|uε|p−1Pε,Uε,xiPε,Uε,xj
)
−
∫


Fε

y, k∑
j=1
Pε,Uε,xj

− k∑
j=1
Fε
(
y, Pε,Uε,xj
)
= −1
2
∑
i =j
∫

f¯ (Uε,xi )Uε,xj +
∑
i =j
∫

(
f¯ (Uε,xi )− fε(y, Uε,xi )
)
Uε,xj
+ εNO

ε2 + k∑
j=1
|1(xj )− 1|2 +
∑
i =j
e−(1+)p1/2|xi−xj |/ε


= −c′εN
∑
i<j
U
( |xi − xj |
ε
)
+ εNO

ε2 + k∑
j=1
|1(xj )− 1|1+
+
∑
i<j
e−(1+)|xi−xj |/ε

 . (3.20)
Combining (3.17) and (3.20), we obtain the result. 
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Proof of Theorem 3.1. Consider
max
x∈Dk,ε
K(x).
where
K(x) = I

 k∑
j=1
Pε,Uε,xj + ε,x

 .
Then it follows from Propositions 3.7 and 3.8, we have for any x ∈ Dk,ε,
K(x) = I

 k∑
j=1
Pε,Uε,xj

+O (‖lε,x‖ε‖ε‖ε + ‖ε‖2ε + Rε(ε,xε ))
= I

 k∑
j=1
Pε,Uε,xj

+ εNO (ε2+2 + (ε1+−(p−1)/(3p−1))min(p+1,3))
= I

 k∑
j=1
Pε,Uε,xj

+ εNO (ε2+)
= εNkA+ εNk
k∑
j=1
(1/p1 (xj )− 1)B
− c′εN
∑
i<j
U
( |xi − xj |
ε
)
+O(εN+2), (3.21)
since p + 1− (p+1)(p−1)3p−1 > 2.
Let xε ∈ Dk,ε is a maximum point of K(x) in Dk,ε. Choose x˜ε = (x˜ε,1, . . . , x˜ε,k),
such that
d(x˜ε,j , S) = Lε ln 1
ε
, j = 1, . . . , k,
and
|x˜ε,j − x˜ε,j | L
k
ε ln
1
ε
, i = j,
where L > 0 is large. Then if L > 0 is large, we see that x˜ε ∈ Dk,ε.
E.N. Dancer, S. Yan / J. Differential Equations 210 (2005) 317–351 341
It follows from (3.21) that
K(x˜ε) = εNkA+O
(
εN+2 ln2 1
ε
)
. (3.22)
From K(x˜ε)K(xε), together with (3.22) and (3.21), we obtain
k∑
j=1
(1/p1 (xε,j )− 1)B − c′
∑
i<j
U
( |xε,i − xε,j |
ε
)
O
(
ε2 ln2
1
ε
)
.
Thus,
01− 1(xε,j )Cε2 ln2
1
ε
,
and
U
( |xε,i − xε,j |
ε
)
Cε2 ln2 1
ε
.
That is, xε is an interior point of Dk,ε. Hence, xε is a critical point of K(x). 
Remark 3.9. It is not difﬁcult to see that the method used still works for the non-
linearity g(t) = a|t+|p + b|t−|p, where a and b are positive constants, and p > 1
as before. Moreover, the result is still true if the right-hand side of (1.2) is a|t+|p +
b|t−|p − s1(x)+ (x), or if lower order terms are added to the nonlinear part.
Remark 3.10. If N = 2, the argument in [15] can be easily modiﬁed to prove that
solutions of uniformly bounded Morse index for large s are uniformly close to uε +∑k
j=1 Pε,Uε,xε,j for some nonnegative integer k. In particular, if a positive solution
exists, it must have large Morse index.
4. Proﬁle of mountain-pass solution
For each ﬁxed ε > 0 small, it is easy to prove that (3.1) has a mountain-pass solution
vε with
Iε(vε) = cε =: inf
u∈H 10 (),u =0
max
t0
Iε(tu).
We have the following result for the proﬁle of a mountain-pass solution:
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Theorem 4.1. There is an ε0 > 0, such that for each ε ∈ (0, ε0], a mountain-pass
solution vε of (3.1) satisﬁes
(i) 0 < vεCε2/(3p−1);
(ii) let xε ∈  be a maximum point of vε, then d(xε, )Cε2p/(3p−1), and (up to
a subsequence) xε → x0 ∈ , with − 1(x0)n = minz∈
(
− 1(z)n
)
, where n is
the outward unit normal of  at z;
(iii) for any R > 0 large, vε(y) = oR(1)ε2p/(3p−1), ∀ y ∈ \BεR(xε), where oR(1)→
0 as R →+∞;
(iv) after suitably rotating the coordinate system,
(
−1(x¯ε)
n
ε
)−2/(3p−1)
vε
((
−1(x¯ε)
n
)−(p−1)/(3p−1)
ε2p/(3p−1)y + x¯ε
)
→ v in C1loc(RN),
as ε → 0, where x¯ε ∈  is the point with |x¯ε − xε| = d(xε, ), v is a solution
of (4.1).
Let w˜(yN) be the solution of (2.6). Consider


−v + pw˜p−1(yN)v = f (yN, v) in RN+ ,
v = 0 on yN = 0,
v(y)→ 0 as |y| → +∞,
(4.1)
where f (yN, t) = |t−w˜(yN)|p−|w˜(yN)|p+pw˜p−1(yN)t . The functional corresponding
to (4.1) is
I (v) = 1
2
∫
RN+
(
|Dv|2 + pw˜p−1(yN)v2
)
−
∫
RN+
F(yN, v), v ∈ W,
where F(yN, t) =
∫ t
0 f (yN, s) ds, and W is the completion of C
∞
0 (R
N+ ) with respect
to the norm ‖u‖2 = ∫
RN+
(|Du|2 + pw˜p−1(yN)u2). It is easy to check that I (u) is well
deﬁned in W.
For f (yN, t), it is easy to check that
(i) f (yN ,t)
t
is strictly increasing in t;
(ii) there is a constant  > 2, such that 0F(yN, t) tf (yN , t).
Theorem 4.2. Problem (4.1) has a least-energy solution.
Proof. Note that (4.1) is translation invariant in the direction y1, . . . , yN−1. By Theorem
2.2, w˜(yN) → +∞ as yN → +∞. Thus, (4.1) is compact in the direction yN . Using
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(i) and (ii), and the concentration compactness argument of P.L.Lions, we can prove
that (4.1) has a least energy solutions v, with critical value
c =: inf
u∈W,u =0 maxt0 I (tu). 
Remark 4.3. It is easy to show that v decays exponentially.
Proposition 4.4. Let c be the mountain-pass value of (4.1). Then, we have
cε(c + o(1))ε(2Np+2p+2)/(3p−1)
(
min
x∈
(
−1(x)
n
))(2p−Np+2+N)/(3p−1)
,
where o(1)→ 0 as ε → 0.
Proof. Let x0 ∈  be such that − 1(x0)n = minx∈
(
− 1(x)n
)
. After translation and
rotation, we may assume that x0 = 0 and
 ∩ B(0) = {x : xN > (x′)} ∩ B(0), (4.2)
 ∩ B(0) = {x : xN = (x′)} ∩ B(0), (4.3)
where (x′) ∈ C2(RN−1), (0) = 0, D(0) = 0 and
(x′) = 1
2
N−1∑
i=1
aix
2
i +O(|x′|3).
Let  ∈ C∞0 (B(0)),  = 1 for x ∈ B/2(0), 01. Deﬁne
wε(y) = (y)
(
−1(x0)
n
ε
)2/(3p−1)
v
(
εy′, ε(yN − (y′))
)
,
where
ε = ε−2p/(3p−1)
(
−1(x0)
n
)(p−1)/(3p−1)
,
and v is a least-energy solution of (4.1). Then wε ∈ H 10 (). So we have
cε max
t0
Iε(twε).
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Now we estimate Iε(wε). Let
ε = ε(2Np+2p+2)/(3p−1)
(
min
x∈
(
−1(x)
n
))(2p−Np+2+N)/(3p−1)
.
Let ε =
{
y : −1ε y ∈ 
}
,
u¯ε(y) =
(
−1(0)
n
ε
)−2/(3p−1)
uε(
−1
ε y)
and
w∗(y) =
(
−1(0)
n
ε
)−2/(3p−1)
wε(−1ε y).
Direct calculation shows that
Iε(wε) = ε
1
2
∫
ε
|Dw∗ε (−1ε y)|2 − ε
∫
ε
1
p + 1 |w
∗
ε (
−1
ε y)− u¯ε|p
(
w∗ε (−1ε y)− u¯ε
)
+ ε
∫
ε
1
p + 1 |u¯ε|
p+1 + ε
∫
ε
|u¯ε|pw∗ε (−1ε y)
= ε
1
2
(∫
RN+
|Dv|2 + o(1)
)
−ε
(∫
RN+
1
p+1 |v−w˜(yN)|
p(v−w˜(yN))+o(1)
)
+ ε
(∫
RN+
1
p + 1 |w˜(yN)|
p+1 + o(1)
)
+ ε
(∫
RN+
|w˜(yN)|pv + o(1)
)
= ε(c + o(1)). (4.4)
Let tε ∈ (0,+∞) be the unique constant such that
I (tεwε) = max
t0
I (twε).
Then,
〈
I ′(tεwε), wε
〉
ε
= 0. (4.5)
E.N. Dancer, S. Yan / J. Differential Equations 210 (2005) 317–351 345
On the other hand, we have
〈
I ′(wε), wε
〉
ε
= ε
(∫
ε
|Dw∗(−1ε y)|2 −
∫
ε
(
|w∗(−1ε y)+ u¯ε|p − |u¯ε|p
)
w∗(−1ε y)
)
= ε
(∫
RN+
|Dv|2 −
∫
RN+
(|v − w˜(yN)|p − |w˜(yN)|p) v + o(1)
)
= o(1)ε, (4.6)
and
I
′′
(wε)(wε,wε) = ε
(∫
ε
|Dw∗(−1ε y)|2 − p
∫
ε
|w∗(−1ε y)+ u¯ε|p−1|w∗ε |2
)
= ε
(∫
RN+
|Dv|2 − p
∫
RN+
|v − w˜(yN)|p−1v2 + o(1)
)
 −c′ε. (4.7)
Combining (4.5)–(4.7), we obtain
tε − 1 = o(1).
Thus, we see that
cε max
t0
I (twε) = I (tεwε)
= I (wε)+ (tε − 1)
〈
I ′(wε), wε
〉
ε
+ 1
2
(tε − 1)2I ′′(εwε)(wε,wε)
= I (wε)+ o(ε) = ε(c + o(1)).
Here ε is some constant between tε and 1. 
Lemma 4.5. Let vε be a mountain-pass solution of (3.1). Then
max
y∈
vε(y)Cε2/(3p−1).
Proof. Let
v¯ε(y) =
(
−1(x0)
n
ε
)−2/(3p−1)
vε
((
−1(x0)
n
)−(p−1)/(3p−1)
ε2p/(3p−1)y
)
.
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Then v¯ε satisﬁes
{−v¯ε = |v¯ε + u¯ε|p − |u¯ε|p in ε,
v¯ε ∈ H 10 (ε).
(4.8)
By Proposition 4.4, we obtain
∫

(
ε2|Dvε|2 + p|uε|p−1|vε|2
)
Cε(2Np+2p+2)/(3p−1),
which gives
∫
ε
(
|Dv¯ε|2 + p|u¯ε|p−1|v¯ε|2
)
C.
Now we claim that there is a constant  > 0, independent of ε > 0, such that
∫
ε
(
|Du|2 + p|u¯ε|p−1|u|2
)

∫
ε
(
|Du|2 + |u|2
)
, ∀ u ∈ H 10 (ε). (4.9)
Assume (4.9) at the moment. Thus, we see that v¯ε is bounded in H 10 (ε). Using the
fact that any a > 0 and b > 0, we have
|a − b|p − bpap,
we obtain from (4.8) that
−v¯ε v¯pε .
Thus, by boot strapping, we have
v¯ε(y)C′|v¯ε|L2(B1(y))C
′′
, ∀ y ∈ ε.
It remains to prove (4.9). The proof of (4.9) is similar to that of Lemma 3.6. Consider
the following eigenvalue problem:
{−+ p|u¯ε|p−1 =  in ε,
 = 0 on ε. (4.10)
We only need to prove that the ﬁrst eigenvalue ε of (4.10) satisﬁes
ε.
E.N. Dancer, S. Yan / J. Differential Equations 210 (2005) 317–351 347
We argue by contradiction. Suppose that as ε → 0, ε → 0. Let ε > 0 be the
corresponding positive eigenfunction with maxx∈ε ε(x) = 1. Let xε ∈ ε be a point
such that ε(xε) = max
x∈ε
ε(x).
From
p|u¯ε(xε)|p−1ε → 0
as ε → 0, together with Proposition 2.3, we obtain
d(xε, ε)
ε2p/(3p−1)
→ c′ < +∞.
Let x¯ε ∈ ε be the point such that |x¯ε − xε| = d(xε, ε). Then we see that
ε(y + x¯ε) will converge locally to a nontrivial bounded solution of
{−+ p|w˜(yN)|p−1 = 0 in RN+ ,
 = 0 on yN = 0.
This is a contradiction. Thus (4.9) follows. 
Lemma 4.6. Let xε ∈  be a local maximum point of vε. Then d(xε, )Cε2p/(3p−1).
Proof. We have
p|uε(xε)|p−1vε(xε) |vε(xε)+ uε(xε)|p − |uε(xε)|p + p|uε(xε)|p−1vε(xε).
On the other hand, it is easy to check that
|vε(xε)+ uε(xε)|p − |uε(xε)|p + p|uε(xε)|p−1vε(xε)
 Cvpε (xε)+ 12p|uε(xε)|p−1vε(xε).
So
|uε(xε)|p−1vε(xε)C′vpε (xε),
which implies
vε(xε)c0|uε(xε)|, (4.11)
for some c0 > 0.
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Suppose that d(xε, )ε−2p/(3p−1) →+∞ as ε → 0. By Proposition 2.3, we have
ε−2/(3p−1)vε(xε)c0ε−2/(3p−1)|uε(xε)| → +∞,
as ε → 0. This is a contradiction to Lemma 4.5. 
Lemma 4.7. We have maxy∈ vε(y)c′ε2/(3p−1), for some c′ > 0.
Proof. Fix x0 ∈ . We may assume that x0 = 0. Let
v¯ε(y) =
(
−(x0)
n
ε
)−2/(3p−1)
vε
((
−(x0)
n
)−(p−1)/(3p−1)
ε2p/(3p−1)y
)
.
Then v¯ε is the mountain-pass solution of
{−v = |v − u¯ε|p − |u¯ε|p in ε,
v ∈ H 10 (ε).
(4.12)
Thus, maxy∈ε v¯ε(y)c′. Otherwise
‖v¯ε‖2ε
∫
ε
(
|Dv¯ε|2 + p|u¯ε|p−1|v¯ε|2
)
=
∫
ε
(
|v¯ε − u¯ε|p − |u¯ε|p + p|u¯ε|p−1v¯ε
)
v¯ε = o(‖v¯ε‖2),
which implies v¯ε = 0. 
Proof of Theorem 4.1. It is easy to see that (i) follows from Lemma 4.5.
Let xε ∈  be a maximum point of vε. Let x¯ε ∈  be the point such that |xε−x¯ε| =
d(xε, ). Let
v¯ε(y) =
(
−(x¯ε)
n
ε
)−2/(3p−1)
vε
((
−(x¯ε)
n
)−(p−1)/(3p−1)
ε2p/(3p−1)y + x¯ε
)
.
Then by Proposition 4.4 and (4.9), v¯ε(y) is bounded in H 10 (ε). We may assume
v¯ε ⇀ v ∈ H 10 (RN+ ), (4.13)
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and v is a nontrivial solution of (4.1) by Lemmas 4.6 and 4.7. As a result,
cε = Iε(vε) =
∫

(
1
2
fε(y, vε)vε − F(y, vε)
)

∫
∩B
ε2p/(3p−1)R(x¯ε)
(
1
2
fε(y, vε)vε − Fε(y, vε)
)
= ε(2Np+2p+2)/(3p−1)
(
−1(x¯ε)
n
)(2p−Np+2+N)/(3p−1)
×
(∫
RN+
(
1
2
f (yN, v)v − F(yN, v)
)
+ o(1)+ oR(1)
)
 (c + o(1)+ oR(1))ε(2Np+2p+2)/(3p−1)
×
(
−1(x¯ε)
n
)(2p−Np+2+N)/(3p−1)
, (4.14)
where o(1)→ 0 as ε → 0, and oR(1)→ 0 as R →+∞.
Noting that 2p −Np + 2+N > 0, and using the upper bound for cε, we ﬁnd that
−1(x¯ε)
n
 min
x∈
(
−1(x)
n
)
+ o(1)+ oR(1).
Thus (ii) follows.
From the ﬁrst inequality in (4.14), we obtain
∫
\∩B
ε2p/(3p−1)R(x¯ε)
(
1
2
fε(y, vε)vε − Fε(y, vε)
)
= (o(1)+ oR(1))ε(2Np+2p+2)/(3p−1).
As a result, we obtain
∫
ε\(ε∩BR(ε−2p/(3p−1)x¯ε))
|v¯ε|p+1 = o(1)+ oR(1).
Thus,
|v¯ε(y)|C|v¯ε|Lp+1(B1(y)) = o(1)+ oR(1),
for any y with B1(y) ⊂ ε \
(
ε ∩ BR(ε−2p/(3p−1)x¯ε)
)
. So (iii) follows.
Finally, (iv) follows from (4.13). 
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Remark 4.8. Unlike the problems studied in [18,27], the local minimum uε has no
boundary layer because 1 = 0 on the boundary . This is the main reason that
mountain-pass solutions in Theorem 4.1 have a small peak near the boundary. In view
of Theorems 4.1 and 2.2, we can deduce easily that the mountain-pass solutions change
sign. Solutions with a small peak also appear in nonlinear Schrödinger equations, see
[4,5].
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