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Abstract—Deep neural networks (DNN) excel at extracting
patterns. Through representation learning and automated fea-
ture engineering on large datasets, such models have been
highly successful in computer vision and natural language
applications. Designing optimal network architectures from a
principled or rational approach however has been less than
successful, with the best successful approaches utilizing an
additional machine learning algorithm to tune the network
hyperparameters. However, in many technical fields, there exist
established domain knowledge and understanding about the
subject matter. In this work, we develop a novel furcated
neural network architecture that utilizes domain knowledge
as high-level design principles of the network. We demonstrate
proof-of-concept by developing IL-Net, a furcated network for
predicting the properties of ionic liquids, which is a class of
complex multi-chemicals entities. Compared to existing state-
of-the-art approaches, we show that furcated networks can
improve model accuracy by approximately ˜20-35%, without
using additional labeled data. Lastly, we distill two key design
principles for furcated networks that can be adapted to other
domains.
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I. INTRODUCTION
Despite decades of research, designing chemicals with
specific properties or characteristics is still heavily driven
by serendipity and chemical intuition. Recent years have
seen a resurgence in the application of machine learning
to the discovery and design of new chemicals and materials.
Efforts such as Materials Genome Initiative (MGI) [1] have
led to the creation of public data repositories like the Harvard
Clean Energy Project, [2] and Open Quantum Materials
Database. [3] These repositories comprise of material prop-
erties that can be optimized during a design process.
A. On Chemical Complexity
However, most of the large data repositories are of solid
crystalline materials or single molecules, and many impor-
tant chemicals and materials for a wide range of applications
are liquids. Liquids are multi-chemical entities, and are sig-
nificantly more complex to model, as they comprise of dif-
ferent independent chemicals that interact with one another
to give rise to a collective behavior or property of the liquid.
One example of industrial relevance is ionic liquids (ILs).
Popularly termed as green solvents due to their exceptional
properties (e.g. negligible vapor pressure, high chemical
stability), ILs comprise of charged chemicals(paired ions)
that are liquid at or above room temperature. In contrast
to solid materials, because of their complex and dynamic
nature, ILs present a host of challenges that prevent direct
mimic of the successful MGI-type approaches.
B. Industrial Applications of Ionic Liquids
Ionic liquids (ILs) have wide applications in industry,
and are used in many engineering (i.e. supercapacitors,
solar thermal energy stations, [4]) and biotechnology (i.e.
bio-catalysis/enzyme stabilization, nanomaterials synthesis,
bioremediation. [5]) verticals. ILs have also shown promise
in renewable energy technologies as the liquid component of
redox flow batteries and concentrated solar power. [6], [7].
Particularly for clean energy technlogies, the thermodynamic
(heat capacity, density) and transport (viscosity) properties
of ILs are especially important, as it has a direct impact on
device efficiency. [8].
To accelerate the property predictions for ILs, various
equation of state models (rule-based models) were devel-
oped. [9] These models were highly accurate but could not
be generalized across different IL designs. Therefore, the
use of more sophisticated simulation methods to predict
these properties is crucial for realizing IL potential in these
applications: there are theoretically 1014−18 possible IL
structures which makes it unfeasible to iterate through using
wet-lab experiments. [10], [11]
In some cases, physics-based simulations such as molec-
ular dynamics (MD) and monte carlo (MC) simulations can
supplant wet-lab measurements. MD/MC have been shown
to be highly accurate in the calculation of some properties
such as density. [12], Howevever, MD/MC in many cases,
fall short in handling properties such as viscosity that are cal-
culated from fluctuation-dissipation theorem [13]. Therefore,
while both rule-based models and physics-based simulations
have met with some success in predicting IL properties, the
use of DNN models will provide an added advantage.
C. Machine & Deep Learning in Chemistry
For the prediction of chemical properties that cannot
be easily computed through physics-based or rule-based
methods, machine learning (ML) methods have been used to
correlate structural features with the activity or property of
the chemical. This approach is formally known as Quanti-
tative Structure-Activity or Structure-Property Relationship
(QSAR/QSPR) modeling in the chemistry literature [14].
Molecular descriptors are engineered features developed
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based on first-principles knowledge, which typically are
basic computable properties or descriptions of a chemi-
cal’s structure, and they are used as input in QSAR/QSPR
models. At present, over 5000 molecular descriptors have
been developed [15], and other features such as molecular
fingerprints have also been designed and used in training
ML models. [16]. More recently, DNN models have also
been developed [17]–[19]. On average, DNN models either
perform at parity or slightly outperform prior state-of-the-
art ML models [20]. More recent research has focused on
leveraging representation learning from raw data instead
of relying on molecular descriptors, representing chemicals
as graphs [21], [22], images [23]–[25], or text [26], [27].
Other developments also include advanced learning methods
like weak supervised transfer learning [28] and multimodal
learning.
Despite the rapid advancements in this field, the majority
of the literature has been focused on property prediction of
simple chemicals, like solid crystalline matter and simple
molecules.
D. Contributions
Our work improves the existing state of modeling ILs
properties by using expert knowledge in guiding the design
of the DNN architecture. Specifically, guided by our knowl-
edge of chemical interactions, we developed a furcated net-
work architecture that is more accurate than current state-
of-the-art network architectures and modeling approaches.
Our specific contributions are as follows.
• We develop the first furcated neural network architec-
ture for modeling complex multi-chemical entities, such
as ionic liquids (ILs).
• We investigate the effect of network architecture design
and hyperparameters on model accuracy, and demon-
strate that furcated DNN models outperforms conven-
tional DNN models by up to 35%.
• We develop a novel overweighted multi-task learning
approach for maximzing model accuracy, which con-
sistently outperforms the baseline model by 20-35%.
The organization for the rest of the paper is as follows.
In section 2, we outline the motivations and design prin-
ciples behind developing a furcated neural network that
incorporates considerations from expert knowledge. Next,
we examine the ILThermo dataset used for this work, its
applicability to chemical-affiliated industries, as well as the
training methods used. Lastly, in section 3, using IL property
prediction as an example, we explore the effectiveness of
furcated network designs, and develop overweightedmulti-
task learning approach to improve model accuracy. We
conclude with the development of IL-Net, and evaluate its
performance against the current state-of-the-art approaches
in the field.
E. Related Work
Most of the existing literature on using neural networks
to model complex multi-chemical entities like ILs has been
limited to a single property, and typically has a narrow scope
in terms of applicable chemicals. For example, viscosity
prediction have been reported in the literature, [29], [30].
While many of these earlier models are still considered to
be one of the most accurate temperature dependent viscosity
models to date, there is typically a narrowly defined set of
ILs for which the models is applicable. [30] Therefore, more
recent efforts have focused on expanding the scope of these
models. [31]. It should also be emphasized that all prior
literature have not looked into neural network architecture
design and are using the standard feedforward MLP network
design, varying only hyperparameters like number of layers
and depth of the network.
Recent publications have also indicated that multi-task
models for predicting chemical properties can confer ac-
curacy improvements. [17]–[19] Namely, this performance
improvement seems to depend on whether the outputs are
correlated, so that the neural network can borrow signal
from molecular structures in the training data of the other
outputs. [32] In the context of IL modeling, some examples
include developing a global model for a specific class of
chemicals for predicting viscosity, density and thermal ex-
pansion coefficient, [33] or for predicting density, viscosity
and electrical conductivity. [34] Multi-task modeling of IL
properties (density, viscosity and refractive index) have also
seen mixed success compared to single-task models. [35]
II. METHODS
In this section, we provide details about the design prin-
ciples behind the furcated neural network design. Then, we
document the training methods, as well as the evaluation
metrics used in this work.
A. Extracting Design Principles from Domain Knowledge
In the absence of additional data, network architecture
plays a key role in improving the accuracy of various DNN
models. One example is in the annual ILSVRC assess-
ment, where using the same ImageNet dataset, network
architecture advances was responsible for improving the
state-of-the-art in image recognition to the point beyond
human-level accuracy. Advances like GoogleNet (Inception
architecture) [36], ResNet (Residual link architecture) [37]
and DenseNet [38] are all examples on how one can develop
network architecture to improve model accuracy. Despite
these advances, network design remains more of an art than
a science.
In our work, we use expert knowledge about chemical
interactions of ILs to guide us in the high-level network
design decisions. The hypothesis behind this approach stems
from the fact that neural network develop hierarchical repre-
sentations. This can be interpreted as a flow of information
and concepts, starting from the more basic representations
in the lower layers that help develop more advanced rep-
resentations in the upper layers. This process of learning
hierarchical representation may also mirror how human
experts learn. In established chemistry research, there is also
a similar ordering of concepts, specifically the hierarchical
nature of chemical structures, from atoms to molecules,
and also in chemical interactions, from intramolecular to
intermolecular interactions.
Therefore, we can explore the hierarchical ordering of
chemistry knowledge and use it to design a similarly ordered
furcated neural network. We begin by examining various
stages in constructing chemical structures, as there is usually
a correlation between structure and property. Starting at the
lowest stage, the atom, which is the basic unit in chemistry,
one can construct a collection of atoms that operate as an
independent unit. These independent units are known as
cations, anions or molecules in the literature. At the next
stage, units are also the constituent components of ILs, and
ILs typically have 2 or more different units. There is also a
similar parallel in chemical interactions, which from domain
knowledge we know is key in understanding and predicting
IL properties. At the lowest stage, atoms in each unit interact
with one another and collectively govern the behavior of
the unit. This is known as intramolecular interaction in
the literature. At the next higher stage, different units of
the IL interact with one another, and collectively govern
the properties of the IL. This is known as intermolecular
interaction in the literature.
Based on these fundamental understandings of chemical
structures and interactions, we will map each stage of
chemical structure/interaction to a sub-network. Here, sub-
network refers to a specific portion of the deep neural
network which is designated to learn representations at a
specific level of chemical hierarchy, and it only receives
input data pertaining to hierarchy. Then, the sub-networks
are arranged in a specific order to control the flow of
information and learnable representations. In the context of
our work, the resulting network designs are bifurcated, hence
the term Furcated Neural Networks.
B. Designing the Furcated Neural Network
The current approach of using standard feedforward MLP
networks, as illustrated in Figure 1 forms the baseline model
of our work. For modeling IL properties, engineered features
(molecular descriptors) associated with all the chemical
components of ILs, along with the state variables (i.e.
non-chemical parameters like pressure and temperature) are
collectively used as the input data.
Next, based on the design principles elaborated on earlier,
we designate sub-networks for each component of the ILs.
The ILs modelled in this work have two component (cations
and anions), and we have a separate sub-network for each.
Each sub-network also only receives input data correspond-
All features, 
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Figure 1. Schematic diagram of standard feedforward MLP net-
works used as (a) baseline model, furcated networks explored in
this work of (b) simple and (c) extended design.
ing to the features for their designated component, and
because there is no mixing of information between different
components of the ILs, it can only learn representations
pertaining to itself (intramolecular interactions). Next, the
output of these stage #1 sub-networks are passed on to
another stage #2 sub-network. In stage #2, the sub-network
receives representations from both components and there-
fore learn representations that govern the behavior between
components (intermolecular interactions). In addition, the
stage #2 sub-network also receives input data about the
state-variables that are passed in as separate 3rd-rail. This
decision to inject state-variables information at stage #2
was intentional, as from domain knowledge we know that
state-variables change the dynamics and hence interactions
between components, but have little effect in changing the
independent behavior of each component. The resulting
network design, hereon referred to as the Extended Furcated
model is illustrated in Figure 1.
From domain knowledge, we know that modeling the
behavior between components is usually important for pre-
dicting IL properties, and non-linear interactions are usually
more challenging to model. Therefore, we created a variant
of the Extended Furcated model by removing the stage
#2 sub-network to create the Simple Furcated model. This
network will be unable to learn sophisticated representations
Condition Min Max Size
Temperature 278.15 K 373.15K 23,982
Pressure 100 kPa 20000 kPa 23,982
Property Min Max Size
Heat Capacity 231.8 J/K.mol 1764 J/K.mol 23,982
Density 847.5 kg/m3 1557.1 kg/m3 23,982
Visocity 0.00316 Pa/s 10.2Pa/s 23,982
Table I
CHARACTERISTICS OF THE CURATED ILTHERMO DATASET USED IN
THIS WORK.
about the interactions between the components of the ILs,
although it can still perform a linear combination using
its final output layer. It is also expected that since IL
properties are highly dependent on interactions between
their constitutent components, the inability to model this
process explicitly should lead to a noticable decline in model
accuracy.
In terms of model hyperparameters, for each network or
sub-network, we performed a grid search for (2,3,4,5) fully-
connected layers, and (16,32,64,128,256,512) neurons per
layer with ReLU activation functions. A dropout of 0.5 was
added after each layer to mitigate overfitting. The results
reported in this paper correspond to the best set of model
hyperparameters identified, which is defined as having the
lowest validation loss.
C. Dataset Preparation
The open source ILThermo database is a web-based
database cataloging IL properties, and it is maintained by the
National Institute of Standards and Technology (NIST). [39]
We compiled a curated ILThermo dataset by web scraping
for IL properties that have substantial (>10,000) data points.
The final curated dataset (see Table I) has 23,000 entries at
different physical conditions (temparature, pressure) for 3
different IL properties (heat capacity, density, viscosity).
D. Feature Calculation
Saltyt [40], an interactive data exploration tool for ILs
data, built on top of RDKit [41], an open-source chemin-
formatics software was used to generate the input features.
Using salty, we computed 94 engineered features (molecular
descriptors) for each component (cation and anion) of each
IL entry, and included a broad set of features from all major
descriptor classes. In addition, the features were scaled to
have a mean of zero and unit variance before it is used for
training. Lastly, the labels to be predicted (heat capacity,
density, viscosity) were also log transformed.
E. Training the Neural Network
From the original curated dataset, 25% was separated to
form the test set and the remaining 75% was used for train-
ing and validation. We used a random 5-fold cross validation
approach for training and evaluated the performance of the
model using the validation set.
Our models were trained using a Tensorflow backend [42]
with GPU acceleration. The network was created and exe-
cuted using the Keras 1.2 functional API interface [43]. We
use the Adam algorithm [44] to train for 500 epochs with a
batch size of 30, using the standard settings recommended:
learning rate = 10-3, β = 0.9, β = 0.999. We also included an
early stopping protocol to reduce overfitting. This was done
by monitoring the loss of the validation set, and if there was
no improvement in the validation loss after 50 epochs, the
last best model was saved as the final model.
The mean squared error loss function was used for train-
ing. In typical multi-task learning, there is equal weights
applied to the loss function for each task. However, we
observed that the typical losses attained during single-task
learning across all 3 tasks vary by at least an order of
magnitude. In order to ensure balance between the tasks,
we used a reweighted loss function as defined below:
Loss =
y2pred−y2exp
N1
+
y2pred−y2exp
N2
+
y2pred−y2exp
N3
The metric used to evaluate the performance between
different models is root-mean-squared-error (RMSE).
III. RESULTS AND DISCUSSION
In this section, we conduct several experiments to de-
termine the hyperparameters for the best model of each
class (baseline, simple, extended). Once identified, we com-
pare the furcated network performance across the 3 tasks
(heat capacity, density, viscosity). Then, we evaluate the
effectiveness of multi-task learning, and develop a novel
overweighted multi-task learning approach for maximizing
model accuracy.
A. Model Architecture Exploration
Using the range of hyperparameters listed in the previous
section, Table II summarizes the hyperparameters for the
best model for each model class. In our initial single-
task learning models, separate hyperparameter searches were
performed for each task, and so a total of 9 best models were
identified, with 3 model classes for each of the 3 tasks. In our
latter multi-task learning models, hyperparameter searches
were performed singularly across all tasks, resulting in 1
best model.
From results as summarized in Figure 2, we observed that
the validation RMSE and test RMSE is comparable for all
9 models evaluated, indicating that there was no signficant
overfitting. We observed that the simple furcated model
significantly underpeforms the baseline model for density
and viscosity predictions, with a RMSE that is typically
40% higher. On the other hand, the extended furcated
model outperforms the baseline model. For heat capacity, the
extended model achieved a val/test RMSE of 0.045/0.045
J/Kmol against the baseline value of 0.058/0.062 J/Kmol.
Property Model Stage #1 Stage #2 Hyperparam Optimization Val RMSE Test RMSE % Improvement
Heat Capacity Baseline 2(64) - Best for each task 0.058 0.062 -
Heat Capacity Simple 2(64) - Best for each task 0.060 0.061 1%
Heat Capacity Extended 2(64) 3(64) Best for each task 0.045 0.045 28%
Heat Capacity Extended-ST 2(64) 2(128) Best for all tasks 0.047 0.048 23%
Heat Capacity Extended-MT 2(64) 2(128) Best for all tasks 0.048 0.048 22%
Heat Capacity Extended-MT-OW 2(64) 2(128) Best for all tasks 0.042 0.042 33%
Density Baseline 2(64) - Best for each task 0.0130 0.0130 -
Density Simple 2(128) - Best for each task 0.0190 0.0189 -45%
Density Extended 2(128) 3(32) Best for each task 0.0130 0.0130 0.2%
Density Extended-ST 2(64) 2(128) Best for all tasks 0.0149 0.0152 -17%
Density Extended-MT 2(64) 2(128) Best for all tasks 0.0129 0.0135 -4%
Density Extended-MT-OW 2(64) 2(128) Best for all tasks 0.0126 0.0128 1.6%
Viscosity Baseline 2(128) - Best for each task 0.156 0.160 -
Viscosity Simple 2(64) - Best for each task 0.221 0.218 -41%
Viscosity Extended 2(64) 2(128) Best for each task 0.129 0.133 17%
Viscosity Extended-ST 2(64) 2(128) Best for all tasks 0.130 0.134 16%
Viscosity Extended-MT 2(64) 2(128) Best for all tasks 0.142 0.147 9%
Viscosity Extended-MT-OW 2(64) 2(128) Best for all tasks 0.124 0.127 21%
Table II
SUMMARY OF THE BEST MODELS ATTAINED. HYPERPARAMETERS OF VARIOUS MODELS, FOR EACH STAGE (SEE FIGURE 1 FOR SCHEMATICS)
SPECIFYING THE NUMBER OF LAYERS AND NUMBER OF NEURONS PER LAYER, FOR EXAMPLE 3(128) DENOTES 3 LAYERS OF 128 NEURONS PER
LAYER. DIFFERENT TRAINING METHODS WERE ALSO USED, ST IS SINGLE-TASK, MT IS MULTI-TASK AND OW IS OVERWEIGHTED.
Density results were comparable to baseline, with the ex-
tended model attaining a val/test RMSE of 0.0130/0.130
kg/m3 against the baseline value of 0.0130/0.0130 kg/m3.
For viscosity, the val/test RMSE of 0.129/0.133 Pa/s is
better than the baseline value of 0.156/0.160 Pa/s. Across
all tasks, we observed that the extended furcated model is
more accurate by about ˜20-30% compared to the baseline
model, but in some cases like density predictions there is no
improvement.
As mentioned in preceding section, the properties of ILs
are closely tied to the interactions between its constituent
components. Therefore, the improved accuracy as one moves
from simple furcated to baseline to extended furcated model
is consistent with expectations from domain knowledge.
The key architectural difference between the simple and
furcated model is the addition of the stage #2 sub-network
to specifically model interactions between components. The
trends in model accuracy proves that without the ability
to model these interactions, accuracy decreases signficantly.
In comparison to the baseline model, the input features of
both components are fed into the same network and thus
representations to model interactions between components
can be learned. However, this may not be straightforward
as the network will need to implicitly learn how to classify
input features based on components, before it can develop
representation to explain the interactions different compo-
nents.
This is different in the extended furcated model, the
features are explicitly segregated by component, with des-
ignated sub-networks to learn representations. Therefore, by
controlling the flow of data and learnable representations
by using the extended furcated network design, our results
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Figure 2. Validation and test RMSE for baseline, simple and
extended furcated single-task models evaluated for heat capacity
(CPT), density and viscosity predictions.
demonstrate that model accuracy can be improved without
any additional labeled data.
B. On Multi-task Learning
Multi-task learning, which trains a network simultane-
ously on more than one task is an established method
that can improve overall model accuracy, and it works by
exploiting commonalities and differences between a set of
related tasks. [45] As before, hyperparameter searches were
conducted by jointly optimizing across all tasks, and the best
models were identified (see Table II). In training the multi-
task models, the loss function also needs to be reweighted to
account for the difference in loss magnitude for each task.
This is because if an unweighted loss function is used, it
will be biased towards viscosity predictions, which has the
highest loss value. To ensure balanced weighting across the
3 tasks, and based on the typical loss values attained in the
single-task models, we used a reweighting ratio of 5:30:1 for
the loss of heat capacity, density and viscosity respectively.
The results as shown in Figure 3 shows that the
furcated network design is also effective in a multi-task
setting, on the underlying assumption that the tasks to be
predicted are of similar nature. Heat capacity predictions
achieved a lower val/test RMSE of 0.048/0.048 J/Kmol
against the baseline model of 0.058/0.062 J/Kmol. For
density, the results are slightly less accurate with a val/test
RMSE of 0.0129/0.0135kg/m3 against the baseline value
of 0.0130/0.0130 kg/m3. For viscosity, it achieved a lower
val/test RMSE of 0.142/0.147 Pa/s against the baseline value
of 0.156/0.160 Pa/s. Across all tasks, we observed that multi-
task learning is more accurate by about ˜10-22% compared
to the baseline model, but this improvement may not be
consistent as in the example of density where it is less
accurate.
Next, we compared the results between single-task vs
multi-task extended furcated models. The single-task results
would not be an appropriate comparison, as the model
hyperparameters may be different as they were optimized
on a per task basis. Therefore, using the current multi-
task network hyperparameters, we trained 3 separate models
using single-task learning. By computing the percentage
improvement relative to baseline (Figure 4), we observed
mixed results. While multi-task learning improved density
predictions by 13%, it was also less accurate for viscosity
by 7%. For heat capacity, the differences are negligible.
There are several factors influencing the mixed results
from multi-task learning. A mitigating factor is that the
ILThermo [39] database curates experimental measurements
from many different sources and experiments, and this may
have introduced additional irreducible error in these models.
In other multi-task learning models in other chemical prop-
erty prediction, [18], multi-task learning demonstrated con-
sistent accuracy improvement, although a substantial quan-
tity of labeled data and >40 tasks were typically required be-
fore non-trivial improvements over single-task models were
achieved. Other related work in multi-task learning for IL
property prediction has also reported that it underperformed
single-task models. [35] Therefore, while in principle multi-
task learning should improve model accuracy, in practice this
has met with mixed success. Lastly, it should be emphasized
that we are using the largest publicly accessible dataset on
IL properties. While acquisition of additional labeled data
is a safe option to increase the effectiveness of multi-task
learning, due to the infeasibility of this approach which
requires substantial wet-lab experimentation, for the scope
of this work this will not be explored.
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Figure 3. Validation and test RMSE for baseline, simple and
extended furcated multi-task models evaluated heat capacity (CPT),
density and viscosity predictions.
C. Overweighted Multi-task Learning
We have shown that a furcated network design can pro-
vide accuracy improvements over baseline models, but its
consistency seems to be dependent on the training approach
(single-task vs multi-task). In order to obtain a model that
is consistently better using a standardized approach, we ex-
plored the effectiveness of overweighting the loss function.
In the previous section, we applied a reweighted ratio
of 5:30:1 to normalize each task, which ensures the loss
from each task will be approximately the same magni-
tude. However, fine control over the relative magnitude of
individual task losses is non-trivial due to the stochastic
nature of training neural networks. Instead of attempting to
control this optimization problem, we approach it with the
underlying hypothesis that intentionally overweighting the
loss function for a specific task will improve the accuracy
of that task at the expense of others, but still retain the
advantages of multi-task learning. Here, we experimented
overweighting by 100X, for example, if we were to over-
weight a model to predict heat capacity the reweighted ratio
would be modified from 5:30:1 to 500:30:1 for heat capacity,
density and viscosity respectively..
Using this overweighting approach, we trained 3 separate
multi-task models and the results are summarized in Figure
3. Across all tasks, we observed a consistent improvement
of approximately ˜20-35% compared to the baseline. Specif-
ically, heat capacity achieved the lowest val/test RMSE of
0.042/0.42 J/Kmol against the baseline model of 0.058/0.062
J/Kmol. For density, the results are slightly improved with a
val/test RMSE of 0.0126/0.0128 kg/m3 against the baseline
value of 0.0130/0.0130 kg/m3. For viscosity, it achieved
the lowest val/test RMSE of 0.124/0.127 Pa/s against the
baseline value of 0.156/0.160 Pa/s.
Across our experiments, we also observed that density
predictions were particularly challenging to improve on over
the baseline model. From domain knowledge and physics-
based simulations, it has been observed that density is a
simpler property to calculate than heat capacity or viscosity.
For example, approximate parameters used in physics-based
simulations (forcefields parameters of molecular dynamics
simulations) can easily attain reasonable calculations, that
is not the case for heat capacity and viscosity calculations.
[13] Thus, it is conceivable that modeling density is a simple
process, from which using a more sophisticated furcated net-
work design would provide minimal improvement. Another
consideration is that the type of interactions that govern IL
properties. Density is primarily determined by short-range
van der Waals forces, whereas heat capacity and viscosity is
primarily determined by longer-ranged electrostatic forces.
[46] Not only do these interactions operate at different range,
the physics behind them is also different. It is plausible
that the input features used in this work do not describe
VDW effect as well as electrostatics, and therefore improved
feature engineering to describe VDW forces may improve
model performance.
In summary, when compared to all other models evaluated
in this work, our experiments as summarized in Figure 4
and Table II indicate that using an appropriate furcated
network design with overweighted multi-task learning has
been effective in consistently improving the accuracy of our
models without requiring additional labeled data.
D. Furcated Network Designs in Other Domains
While the furcated model that we have developed is
specific to IL property prediction, the design principles is
applicable to other domains. Specifically, the following fac-
tors were critical in designing a successful furcated network
in this work.
• A good grasp from expert knowledge on the flow of
data and concepts/representations is necessary. In our
work, this is the hierarchy of interactions as established
from chemical knowledge. In other domains, where
there is a schematic or organized flow of information,
such as in many engineering fields, similar principles
can also be adapted to restrict the learning of represen-
tations to specific sub-networks.
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Figure 4. Relative error improvement for all models evaluated for
heat capacity (CPT), density and viscosity predictions.
• The ability to identify and segment data for each sub-
network is also critical, as it ensures that sub-networks
learn representations as designated. In our work, we
computed features for the components of ILs as used
separate input data for separate sub-networks. For other
domain applications, we anticipate this solution will
be domain-specific where combining expert-knowledge
with deep learning ingenuity will be needed.
IV. CONCLUSION
In conclusion, we developed a novel furcated neural
network architecture, a first of its kind for use in modeling
complex multi-component chemical entities. Using a subset
of the ILThermo database, we illustrated our work in the
context of ionic liquid (ILs) property prediction for heat
capacity, density and viscosity. Combined with a novel over-
weighted multi-task learning approach, we demonstrated that
our furcated models outperform the current approaches in
the literature by approximately ˜20-35%. Specifically, IL-Net
achieved a RMSE of 0.042 JK/mol for heat capacity, 0.0128
kg/m3 for density and 0.127 Pa/s for viscosity predictions.
Furthermore, we identified two key design principles for
effective furcated networks. First, the hierarchy or flow of
data and concepts/representations from expert knowledge is
used to guide high-level architecture design choices. Second,
identifying and segmenting data into specific sub-networks
to control the representations it learns. By using expert-
knowledge to guide neural network design, we anticipate that
such furcated networks will be particularly effective in other
fields where there is established high-level understanding of
the subject matter.
REFERENCES
[1] J. J. de Pablo, B. Jones, C. L. Kovacs, V. Ozolins, and A. P.
Ramirez, “The materials genome initiative, the interplay of
experiment, theory and computation,” Current Opinion in
Solid State and Materials Science, vol. 18, no. 2, pp. 99–
117, 2014.
[2] J. Hachmann, R. Olivares-Amaya, S. Atahan-Evrenk,
C. Amador-Bedolla, R. S. Sa´nchez-Carrera, A. Gold-Parker,
L. Vogt, A. M. Brockway, and A. Aspuru-Guzik, “The harvard
clean energy project: large-scale computational screening and
design of organic photovoltaics on the world community
grid,” The Journal of Physical Chemistry Letters, vol. 2,
no. 17, pp. 2241–2251, 2011.
[3] J. E. Saal, S. Kirklin, M. Aykol, B. Meredig, and C. Wolver-
ton, “Materials design and discovery with high-throughput
density functional theory: the open quantum materials
database (oqmd),” Jom, vol. 65, no. 11, pp. 1501–1509, 2013.
[4] S. F. Ahmed, M. Khalid, W. Rashmi, A. Chan, and K. Shah-
baz, “Recent progress in solar thermal energy storage using
nanomaterials,” Renewable and Sustainable Energy Reviews,
vol. 67, pp. 450–460, 2017.
[5] A. Abo-Hamad, M. Hayyan, M. A. AlSaadi, and M. A.
Hashim, “Potential applications of deep eutectic solvents in
nanotechnology,” Chemical Engineering Journal, vol. 273,
pp. 551–567, 2015.
[6] M. H. Chakrabarti, F. S. Mjalli, I. M. AlNashef, M. A.
Hashim, M. A. Hussain, L. Bahadori, and C. T. J. Low,
“Prospects of applying ionic liquids and deep eutectic solvents
for renewable energy storage by means of redox flow batter-
ies,” Renewable and Sustainable Energy Reviews, vol. 30, pp.
254–270, 2014.
[7] T. C. Paul, A. Morshed, E. B. Fox, and J. A. Khan, “Enhanced
thermophysical properties of neils as heat transfer fluids for
solar thermal applications,” Applied Thermal Engineering,
vol. 110, pp. 1–9, 2017.
[8] W. Wang, Q. Luo, B. Li, X. Wei, L. Li, and Z. Yang, “Recent
progress in redox flow battery research and development,”
Advanced Functional Materials, vol. 23, no. 8, pp. 970–986,
2013.
[9] F. M. Maia, I. Tsivintzelis, O. Rodriguez, E. A. Macedo, and
G. M. Kontogeorgis, “Equation of state modelling of systems
with ionic liquids: Literature review and application with the
cubic plus association (cpa) model,” Fluid Phase Equilibria,
vol. 332, pp. 128–143, 2012.
[10] A. T. Karunanithi and A. Mehrkesh, “Computer-aided design
of tailor-made ionic liquids,” AIChE Journal, vol. 59, no. 12,
pp. 4627–4640, 2013.
[11] Y.-H. Tian, G. S. Goff, W. H. Runde, and E. R. Batista,
“Exploring electrochemical windows of room-temperature
ionic liquids: a computational study,” The Journal of Physical
Chemistry B, vol. 116, no. 39, pp. 11 943–11 952, 2012.
[12] K. Sprenger, V. W. Jaeger, and J. Pfaendtner, “The general
amber force field (gaff) can accurately predict thermodynamic
and transport properties of many ionic liquids,” The Journal
of Physical Chemistry B, vol. 119, no. 18, pp. 5882–5895,
2015.
[13] Y. Zhang, A. Otani, and E. J. Maginn, “Reliable viscosity
calculation from equilibrium molecular dynamics simulations:
a time decomposition method,” Journal of chemical theory
and computation, vol. 11, no. 8, pp. 3537–3546, 2015.
[14] A. Cherkasov, E. N. Muratov, D. Fourches, A. Varnek, I. I.
Baskin, M. Cronin, J. Dearden, P. Gramatica, Y. C. Martin,
R. Todeschini et al., “Qsar modeling: where have you been?
where are you going to?” Journal of medicinal chemistry,
vol. 57, no. 12, pp. 4977–5010, 2014.
[15] R. Todeschini and V. Consonni, Handbook of molecular
descriptors. John Wiley & Sons, 2008, vol. 11.
[16] D. Rogers and M. Hahn, “Extended-connectivity finger-
prints,” Journal of chemical information and modeling,
vol. 50, no. 5, pp. 742–754, 2010.
[17] G. E. Dahl, N. Jaitly, and R. Salakhutdinov, “Multi-
task neural networks for qsar predictions,” arXiv preprint
arXiv:1406.1231, 2014.
[18] B. Ramsundar, S. Kearnes, P. Riley, D. Webster, D. Konerd-
ing, and V. Pande, “Massively multitask networks for drug
discovery,” arXiv preprint arXiv:1502.02072, 2015.
[19] T. B. Hughes, N. L. Dang, G. P. Miller, and S. J. Swamidass,
“Modeling reactivity to biological macromolecules with a
deep multitask network,” ACS central science, vol. 2, no. 8,
pp. 529–537, 2016.
[20] G. B. Goh, N. O. Hodas, and A. Vishnu, “Deep learning for
computational chemistry,” Journal of Computational Chem-
istry, 2017.
[21] D. K. Duvenaud, D. Maclaurin, J. Iparraguirre, R. Bombarell,
T. Hirzel, A. Aspuru-Guzik, and R. P. Adams, “Convolutional
networks on graphs for learning molecular fingerprints,” in
Advances in neural information processing systems, 2015, pp.
2224–2232.
[22] S. Kearnes, K. McCloskey, M. Berndl, V. Pande, and P. Riley,
“Molecular graph convolutions: moving beyond fingerprints,”
Journal of computer-aided molecular design, vol. 30, no. 8,
pp. 595–608, 2016.
[23] G. B. Goh, C. Siegel, A. Vishnu, N. O. Hodas, and N. Baker,
“Chemception: A deep neural network with minimal chem-
istry knowledge matches the performance of expert-developed
qsar/qspr models,” arXiv preprint arXiv:1706.06689, 2017.
[24] ——, “How much chemistry does a deep neural network
need to know to make accurate predictions?” arXiv preprint
arXiv:1710.02238, 2017.
[25] I. Wallach, M. Dzamba, and A. Heifets, “Atomnet: a
deep convolutional neural network for bioactivity predic-
tion in structure-based drug discovery,” arXiv preprint
arXiv:1510.02855, 2015.
[26] S. Jastrzkebski, D. Lesniak, and W. M. Czarnecki, “Learning
to smile (s),” arXiv preprint arXiv:1602.06289, 2016.
[27] G. B. Goh, N. O. Hodas, C. Siegel, and A. Vishnu,
“Smiles2vec: An interpretable general-purpose deep neural
network for predicting chemical properties,” arXiv preprint
arXiv:1712.02034, 2017.
[28] G. B. Goh, C. Siegel, A. Vishnu, and N. O. Hodas,
“Chemnet: A transferable and generalizable deep neural net-
work for small-molecule property prediction,” arXiv preprint
arXiv:1712.02734, 2017.
[29] H. Matsuda, H. Yamamoto, K. Kurihara, and K. Tochigi,
“Computer-aided reverse design for ionic liquids by qspr
using descriptors of group contribution type for ionic con-
ductivities and viscosities,” Fluid Phase Equilibria, vol. 261,
no. 1-2, pp. 434–443, 2007.
[30] R. L. Gardas and J. A. Coutinho, “Group contribution
methods for the prediction of thermophysical and transport
properties of ionic liquids,” AIChE Journal, vol. 55, no. 5,
pp. 1274–1290, 2009.
[31] W. Beckner, C. M. Mao, and J. Pfaendtner, “Statistical models
are able to predict ionic liquid viscosity across a wide range of
chemical functionalities and experimental conditions,” Molec-
ular Systems Design & Engineering, vol. 3, no. 1, pp. 253–
263, 2018.
[32] Y. Xu, J. Ma, A. Liaw, R. P. Sheridan, and V. Svetnik,
“Demystifying multitask deep neural networks for quanti-
tative structure–activity relationships,” Journal of chemical
information and modeling, vol. 57, no. 10, pp. 2490–2504,
2017.
[33] J. C. Cancilla, P. Dı´az-Rodrı´guez, G. Matute, and J. S.
Torrecilla, “The accurate estimation of physicochemical prop-
erties of ternary mixtures containing ionic liquids via artifi-
cial neural networks,” Physical Chemistry Chemical Physics,
vol. 17, no. 6, pp. 4533–4537, 2015.
[34] E. Kianfar, M. Shirshahi, F. Kianfar, and F. Kianfar, “Si-
multaneous prediction of the density, viscosity and electrical
conductivity of pyridinium-based hydrophobic ionic liquids
using artificial neural network,” Silicon, pp. 1–9, 2018.
[35] G. A. Dopazo, M. Gonza´lez-Temes, D. L. Lo´pez, and J. C.
Mejuto, “Density, viscosity and refractive index prediction
of binary and ternary mixtures systems of ionic liquid,”
Mediterranean Journal of Chemistry, vol. 3, no. 4, pp. 972–
986, 2014.
[36] C. Szegedy, W. Liu, Y. Jia, P. Sermanet, S. Reed, D. Anguelov,
D. Erhan, V. Vanhoucke, and A. Rabinovich, “Going deeper
with convolutions,” in Proceedings of the IEEE conference
on computer vision and pattern recognition, 2015, pp. 1–9.
[37] K. He, X. Zhang, S. Ren, and J. Sun, “Delving deep into
rectifiers: Surpassing human-level performance on imagenet
classification,” in Proceedings of the IEEE international con-
ference on computer vision, 2015, pp. 1026–1034.
[38] G. Huang, Z. Liu, L. Van Der Maaten, and K. Q. Weinberger,
“Densely connected convolutional networks.” in CVPR,
vol. 1, no. 2, 2017, p. 3.
[39] Q. Dong, C. D. Muzny, A. Kazakov, V. Diky, J. W. Magee,
J. A. Widegren, R. D. Chirico, K. N. Marsh, and M. Frenkel,
“Ilthermo: A free-access web database for thermodynamic
properties of ionic liquids,” Journal of Chemical & Engineer-
ing Data, vol. 52, no. 4, pp. 1151–1159, 2007.
[40] https://github.com/wesleybeckner/salty.
[41] G. Landrum, “Rdkit: Open-source cheminformatics software,”
2016.
[42] M. Abadi, P. Barham, J. Chen, Z. Chen, A. Davis, J. Dean,
M. Devin, S. Ghemawat, G. Irving, M. Isard et al., “Tensor-
flow: A system for large-scale machine learning.” in OSDI,
vol. 16, 2016, pp. 265–283.
[43] F. Chollet et al., “Keras,” 2015.
[44] D. P. Kingma and J. Ba, “Adam: A method for stochastic
optimization,” arXiv preprint arXiv:1412.6980, 2014.
[45] S. Ruder, “An overview of multi-task learning in deep neural
networks,” arXiv preprint arXiv:1706.05098, 2017.
[46] D. Chandler, J. D. Weeks, and H. C. Andersen, “Van der
waals picture of liquids, solids, and phase transformations,”
Science, vol. 220, no. 4599, pp. 787–794, 1983.
