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Abstract
This paper introduces a new optimization model that integrates the multi-port
stowage planning problem with the container relocation problem. This problem
is formulated as a binary mathematical programming model that must find the
containers’ move sequence so that the number of relocations during the whole
journey of a ship, as well as the associated port yards is minimized. Modeling
by binary variables to represent the cargo status in a ship and yards makes the
problem very complex to be solved by exact methods. To the best of our knowl-
edge, this integrated model has not been developed yet as that such problems
are always addressed in a partitioned or hierarchical way. A demonstration of
the benefits of an integrated approach is given. The model is solved in two
different commercial solvers and the results for randomly generated instances
are presented and compared to the hierarchical approach. Two heuristics ap-
proaches are proposed to quickly generate feasible solutions for warm-starting
the model. Extensive computational tests are performed and the results indi-
cate that the solution approaches can reach optimal solutions for small sized
instances and good quality solutions on real-scale based instances within rea-
sonable computation time. This is a promising model to support decisions in
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these problems in an integrated way.
Keywords: Multi-Port Stowage Planning Problem, Container Relocation
Problem, Container Terminals, Binary Linear Programming.
1. Introduction
Maritime transport is the most important mode of transport for interna-
tional trade as more than four fifths of world’s merchandise trade by volume
is transported by sea [1]. Its continuous growth, as well as the up-sizing of
container ships, represents greater pressure on port terminals. To maintain
competitiveness and productivity, as the organization of the container termi-
nals significantly affects the entire supply chain, it is crucial for ports to adapt
to the growing complex issues.
Taking this into account, this paper proposes a binary linear optimization
model that integrates the Multi-Port Stowage Planning Problem (MPSP) in
the ship with the Container Relocation Problem (CRP) at the port yard, called
MPSP-CRP here. According to [2], these two problems can be optimized adopt-
ing operations research methods, and are defined as follows:
• Multi-Port Stowage Planning Problem: This consists of determin-
ing the position of the containers on board a ship along its route with
the objective of minimizing the number of relocations in the loading and
unloading operations at each port [3].
• Container Relocation Problem: This problem deals with a given set of
homogeneous containers stored in a set of two-dimensional last-in-first-out
(LIFO) stacks, whose relocations are necessary to retrieve the containers
from the stacks while minimizing the number of those relocation [4].
A relocation occurs while retrieving a container that is not at the top of a
container stack, and is considered to be an unproductive move. The number
of relocations is an important factor that affects the operational efficiency in
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container terminals, and it is correlated with the loading sequence and the re-
handling strategy [5].
There are studies in the literature that highlight the importance of rec-
onciling conflicting interests of different port stakeholders to improve overall
performance in the whole chain, such as [6] and [7].
Specifically in this study, from the perspective of the shipping line, to define
the stowage planning knowing the location of the containers at the port yards
means ensuring fast and precise loading and unloading operations. Meanwhile,
from the perspective of the container terminal managers, integrating seaside and
yard decision problems at container terminals make sense in order to plan their
resources for transferring cargo both at the seaside and landside operations.
Although port integration has been a topic of research for years, the practice
of doing separate or simplified planning still tends to exist. Some examples are:
focusing on the export flow at the one-port ship loading problem and ignoring
the cargo arrangement in stacks at the yard [8, 9, 10]; considering only the cargo
arrangement on the ship [3]; observing only the arrangement in the yard [11];
or considering the transshipment flow but ignoring the stacking structure in the
ship and the yard [12].
Regarding the aforementioned, the MPSP-CRP defines the sequence of con-
tainer removal from all the port yards belonging to the ship’s route so that the
number of relocations are minimized both in the yards and on the ship, which
is pointed out as the key contribution in this paper.
By integrating these two problems, the impact of a decision in one port can
be estimated at the following ones, which will be advantageous for both the port
terminals and the shipping lines, so that one will not gain over the detriment
of the other. Thus, it can be guaranteed that the stowage planning obtained is
executable by each port terminal and that the sequence of container removals
from the yards is also good for the container ship.
To the best of our knowledge, there is no mathematical model in the liter-
ature that represents these activities in an integrated way, or a methodology
that solves it analytically aiming for optimization. Therefore, this paper aims
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to demonstrate that the CRP at the port yard and the MPSP in the ship are
actually correlated and should be optimized jointly.
Here, also a heuristic approach is also presented to quickly generate solutions
for the MPSP-CRP and they are analysed with the results obtained from two
commercial solvers: CplexTM and GurobiTM as exact methods (Branch and
Cut). The heuristic solutions are used for warm-starting the exact method
in the MPSP-CRP model. Extensive computational tests are performed to
demonstrate the complexity in solving problems modeled by the commercial
optimization solvers.
This paper is organized as follows, besides this introduction. Section 2 de-
scribes each problem (MPSP and MPSP) and presents the literature review.
The integration of the problems is discussed using a mathematical demonstra-
tion concerning the benefits of the integrated approach with respect to solv-
ing each problem hierarchically. Section 3 presents the proposed optimization
model, as well as its assumptions and mathematical formulation. In Section 4,
the heuristics approaches with the exact method are presented. In Section 5,
the computational results are presented and discussed. Finally, in Section 6 the
findings are summarized and some extensions of this research are outlined.
2. Description of Problems
This section describes the MPSP and CRP problems. To make the explana-
tion clearer, each problem will be described separately, and then the integration
between them is justified.
2.1. The Multi-Port Stowage Planning Problem
The formulation of the stowage planning problem is related to the cellular
structure that the container ship has, as it can be seen in Figure 1. This
structure entails that a container may only be moved if there are no other
containers above it. Otherwise, these blocking containers shall be removed to
allow the access of the target container. This movement is known as relocation,
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and it must be minimized to improve port efficiency. Relocation movements can
occur frequently and lead to a longer turnaround time of the ship in the berth.
To avoid such inconveniences, the stowage plan is prepared so that the decision
in one port does not entail many relocations in the next ports to be visited.
Figure 1: Cellular structure of a container ship. Adapted from [13].
The MPSP problem was proven by [14] to belong to the complexity category
of NP-Complete, by demonstrating that it can be transformed into the problem
of coloring circle graphs. Due to its computational intractability for large in-
stances, heuristic and meta-heuristic methods are predominantly used to obtain
good solutions in polynomial time, as can be seen in these approaches in the
literature: [15, 16, 17, 18, 19, 20, 21, 22, 23, 24].
Nevertheless, some exact models were presented in [25], [16], [26], [27], [8]
and [3]. However, the mathematical formulations were limited to small-sized
instances. For [28], the main methods to solve the stowage planning problem are
Dynamic Programming, heuristic approaches, Integer Programming, Genetic
Algorithm, Branch and Bound and Tabu-search. [29] also adds the simulation
based on probability methods and rule-based expert systems to the list. A
survey of the state-of-the-art methods used on the ship loading problem, which
is part of the stowage planning problem, is given by [9].
A variant on the MPSP problem is the single-port stowage planning problem
(SPSP), which according to [3], consists of determining the arrangement of
containers in the ship at a given port without considering loading containers in
subsequent ports.
Some papers have taken into account features of the containers when develop-
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ing the stowage planning, such as the dimension (standard, 45-footer, high-cube,
oversized), the weight class (light, medium, heavy), the type (reefer, open-top),
the load (dangerous, perishable), and the port of destination (POD), such as
[8] and [10]. In [30], containers are allowed to be internally reshuffled. Stability
constraints of the vessel and a hatch cover are not considered, and the containers
are distinguished only by their destination.
2.2. The Container Relocation Problem
A port yard is a place where containers are temporarily stored until they are
loaded onto a ship, truck or train (Figure 2). The container relocation problem
is considered to be a complex problem because of the uncertainty regarding
which container will be needed first and by the limited space of the storage area
[31].
Figure 2: Part of the port yard: block, bays and stacks. Adapted from [32].
The problem of retrieving a set of containers from a given stack in a given
order was proven to be NP-Complete by [4]. As occurred with the MPSP,
this has led researchers to use heuristics and meta-heuristics procedures, as
can be seen in [33, 34, 35, 36, 37]. Exact formulations have been presented in
[35, 36, 37, 38, 39]; but all the models require a long computational time to
solve large instances, since they generate an exorbitant number of variables.
The literature in this problem contains the following main variants: re-
stricted or unrestricted container relocation problems. In the restricted case,
the assumption made is that the containers that can be relocated are only those
that are blocking the next container to be retrieved. In the unrestricted case,
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all feasible relocation movements are considered. The consideration of the re-
stricted variant is reasonable as it allows a reduction in the search space, however
it can lead to the exclusion of optimal solutions. In our study, the restricted
container relocation assumption is adopted.
Both restricted and unrestricted problems are examined by [40], by using
iterative deepening A∗ algorithms (IDA∗). The effects of some greedy heuristics
are also investigated.
Some studies have also considered the extensions of relocation problems. For
example, [41] and [42] both considered a bi-objective container relocation prob-
lem. [41] proposed to minimize the number of movements and the amount of
time required for crane processing, while [42] proposed to minimize the num-
ber of relocations and the expected number of relocations for retrieving the
containers from the next customer.
Another associated issue is the Pre-Marshalling problem. It occurs when
containers within a storage area must be rearranged so that they can be removed
later without any additional relocations. One key feature in the Pre-Marshalling
is that no containers are removed from the yard and its advantage is that the
containers can be removed quickly when needed, since they are rearranged,
especially in a short period of time. However, according to [8], in some cases it
may be that Pre-Marshalling is neither feasible nor profitable. It depends on
the time and resources available to reallocate containers before the ship loading
begins.
Regarding the Pre-Marshalling problem, [34] present an integer program-
ming model which has a multi-commodity network flow problem embedded
within. The authors discuss several possible variations of the model that can be
obtained by modifying some of the constraints, and propose a heuristic to solve
it more efficiently. [43] presented a unified integer programming model for solv-
ing the Pre-Marshalling and the container relocation problem in the restricted
and unrestricted variant. A simple greedy heuristic was implemented for the
Pre-Marshalling and a Branch and Bound algorithm for the restricted container
relocation problem was implemented and used to provide upper bounds for the
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unrestricted problem.
An overview of the literature on the port yard loading, unloading and Pre-
Marshalling problems is provided in [28]. Some other papers that make surveys
on container terminals related problems are [44], [45], [46], [47] and [48].
The next section explains the integration between the container relocation
problem with the stowage planning problem, which is the aim of this paper.
2.3. Integration
The idea of integrating decision problems is highly interesting in the liter-
ature because it takes into consideration the impact of decisions for: (i) the
entire chain of operations through time and not only the local impact for one
port, and; (ii) the cooperation between the two most representative agents in
port logistics: the shipping line and the terminal operator.
The key feature of these two problems that allow us to work with them to-
gether is that both the container ship space and the port yard have a cellular
structure and can be represented as matrices in the mathematical models. This
structure means that in both problems, cargo should be organized in vertical
stacks, and therefore similar characteristics between these problems are derived.
One example is the constraint that a container can only be accessed from the
top. For that reason, an approach can be developed to jointly solve the stowage
planning problem and the container relocation problem. The challenge is to
choose an exact position for each container among the numerous possible posi-
tions in a way that the total number of movements along the entire ship journey
is minimized.
Moreover, it could be said that the CRP and the MPSP are indeed strictly
correlated as the total number of movements to remove all the containers from
the yard and loading them onto their destination ship is just an estimation of the
necessary time that the ship will spend docked at the berth. Consequently, the
practical implication of integrating these two problems is to increase the profits
of both the ship and the terminals as the stowage plan executed in conjunction
with the port can lead to a more accurate turnaround time estimate, which
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could prevent cargo from being left at the port (because there was not enough
time) or the ship being fined if it stays longer than it should have moored in
the port. On the port side, fewer movements performed to load the ship means
savings in time and money.
For these reasons, it is no coincidence that recent literature indicates that
more researchers are attempting to integrate problems that appear in ports,
for example: integrated berth allocation and quay crane scheduling [13, 49, 50,
51, 52]; integrated allocation of berths and yard operation planning [53]; and
allocation of empty containers in the yard coupled with vehicle routing [54].
In [55], some general guidelines for designing integration approaches for the
main container terminal decision problems are provided. The authors concluded
that "in-depth research of integration proposals within the seaside and yard area
logistical problems is essential to increase and maintain a high productivity as
well as produce real-context planning solutions."
This recent tendency is justified by the fact that the optimization of opera-
tions for just one stage does not increase overall port efficiency, because further
and non-optimized stages behave as bottlenecks. Thus, it makes sense to use an
integrated approach and solve the CRP and the MSPS, to gain efficiency and
to make a more effective use of assets.
To show the benefits of the integrated model with respect to solving each
problem hierarchically, let us define the optimal solution of the integrated prob-
lem as:
P1(x
∗, y∗) = Min
x,y
cTx+ dT y (1)
subject to: Ax ≤ b (2)
By ≤ f (3)
Mx+Hy ≤ g (4)
Where constraints (2) represent those related to the CRP, constraints (3)
represent those related to the MPSP and constraints (4) represent the integra-
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tion constraints.
In a hierarchical solution scheme, the MPSP, represented in problem P2,
must be solved first. By doing so, the optimal solution y+ is obtained, which
represents the stowage planning. This solution is then passed to problem P3
to obtain a solution for CRP (x+), which will be simultaneously feasible for
the MPSP problem as meeting constraint (9) will enforce it. As stated in [4],
the accessibility of any container at the yard is guaranteed, then any feasible
solution y+ into P3 will result in a feasible problem.
P2(y
+) = Min
y
dT y (5)
subject to: By ≤ f (6)
P3(x
+) = Min
x
cTx (7)
subject to: Ax ≤ b (8)
Mx+Hy+ ≤ g (9)
Observe then that the solutions (x+, y+) are feasible for P1 since they meet
constraints (2), (3) and (4). Therefore, by basic optimization theory [56], one
can conclude that P1(x∗, y∗) ≤ P1(x+, y+) −→ P1(x∗, y∗) ≤ P2(y+) + P3(x+).
Meaning that any feasible solution of the hierarchical problem is going to be
worse, or in the best case, equal to the optimal solution of the integrated problem
(represented by P1(x∗, y∗)). In the next sections, we show some insights into
the characteristics of the solution of the CRP and MPSP problems.
Taking this into account, the next section presents the integrated optimiza-
tion model for the multi-port stowage planning problem and the container relo-
cation problem.
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3. MPSP-CRP Model
In the MPSP-CRP,a ship’s journey is represented by a set of ports P . In each
port p ∈ {1, ..., P − 1} in which the ship docks, there is a yard with containers
that must be loaded on it (Figure 3). At the first port (p = 1), the ship arrives
empty and is loaded with containers that were in the yard. In the next ports
p ∈ {2, ..., P−1}, the ship first unloads the containers destined to port p where it
is, as illustrated in Figure 4, and then receives the loading of containers destined
to the following ports (Figure 5). Finally, when the ship arrives at the last port
of its journey P , only the unloading is performed.
Note that, to remove all containers from each yard belonging to each port p,
a problem similar to the block relocation problem (BRP) discussed by [4] must
be solved. The difference is that here no pre-defined removal order is imposed.
The only pre-information required by the MPSP-CRP is the location of each
container at the yard and their destination. Thus, the MPSP-CRP decides the
removal sequence of each container in each port yard by looking at the entire
journey of the ship.
It can also be observed that, in Figure 3 the containers in the port yard
are represented by different numbers in the ship (see Figures 4 and 5). This
is because in the port yard, the number represents only the container, not
the removal order or port destination. Meanwhile, in the ship, the numbers
represent the destination port of each container.
Figure 3: Example of containers in Port Yard 1 for a ship route over five ports.
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Figure 4: Example of ship unloading in the Port Year 2.
Figure 5: Example of ship loading in the Port Yard 2.
In Figure 4, it can be concluded that the ship arrives at the second port
of its route and it has to unload the two highlighted containers (number 2),
of which one of them is not at the top of its stack. For this reason, first the
blocking containers (two containers number 4 and one number 5) located above
the one target container will be unloaded to a reserved area of the yard. Next, it
can see in Figure 5 that after all containers destined to this port were unloaded
from the ship, the container loading operation at the second port yard and the
relocated containers is started, replacing the two containers headed for Port 4
and the one headed for Port 5. Moreover, two more containers (number 20 and
21) are also destined to Port 5 and the three containers (number 17, 18 and 19)
are destined to Port 6. The MPSP-CRP model follows this representation and
it is described in details in the following section.
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3.1. Model assumptions
The MPSP-CRP extends and integrates the models presented in [4] and [16].
The following assumptions have been made for the sake of simplicity, without
compromising the general application of the solutions:
i The container ship has a rectangular format and can be represented as a
matrix with tiers (r ∈ R) and stacks (c ∈ C) with maximum capacity
of R × C containers. Each space to store a container is represented by a
coordinate (r, c), where r ∈ {1, ..., R} and c ∈ {1, ..., C}. An irregular format
may be achieved by simply adding constraints which represent imaginary
containers that occupy the same spaces throughout the whole route [57].
ii Each yard o can also be represented as a matrix with tiers (h ∈ Ho) and
stacks (w ∈Wo). Each space to store a container is a coordinate (i, j), where
i ∈ {1, ...,Wo}, j ∈ {1, ...,Ho} and o ∈ {1, ..., P − 1}.
iii All containers have the same size and weight.
iv All containers are accessible only from the top of the stack.
v The container ship can always carry all the containers in each port and its
capacity will never be exceeded.
vi To guarantee accessibility of all containers in each yard o, there must be
at least Ho − 1 empty slots, where, Wo × Ho ≥ No + (Ho − 1) should be
satisfied, where o ∈ {1, ..., P − 1}.
vii Each time period t ∈ To is defined by a complete set of moves to retrieve
a container from the yard and load it onto the ship, where o ∈ P . This
includes relocation moves, if needed.
viii All containers in the port yard will be loaded into the ship.
ix The unloaded containers are destined to a specific area of the port yard and
are not mixed with the containers that are going to be loaded, as shown in
Figures 4 and 5.
Note that it is possible to achieve a three-dimension representation by just
replicating the proposed representation for the desired number of bays. Addi-
tionally, the assumptions made about the containers’ weight and size are not a
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limitation of the model since it enables a focused analysis on how ship and yard
container arrangements are affected due to integrated planning.
3.2. Mathematical formulation
Sets
P : ports.
N : containers.
O: yards.
R: tiers in the ship.
C: stacks in the ship.
Ωo: subset of containers in yard o.
Wo: subset of stacks in yard o.
Ho: subset of tiers in yard o.
To: time periods in yard o - equal the number of containers in yard o.
φnod: containers n that should be transported from origin o to destination d.
Indexes
p, e,m: indexes for ports, p, e,m ∈ {1, ..., P}.
n: index for containers, n ∈ Ωo.
i, i′: index for yard’s tier, i, i′ ∈Wo.
j, j′: index for yard’s stack, j, j′ ∈ Ho.
k: index for yard’s tiers when a relocation is performed, k ∈Wo.
l, l′: index for yard’s stacks when a relocation is performed, l ∈ Ho.
r: index for ship’s tiers, r ∈ R.
c: index for ship’s stacks, c ∈ C.
t, t′: index for time period, t ∈ {1, ..., To}.
o, o′: index for port origin for a given container, o, o′ ∈ {1, ..., P − 1}.
d: index for port destination for a given container, d ∈ {o+ 1, ..., P}.
a: index for the port where the container is relocated, a ∈ {o+ 1, ..., d}.
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Parameters
No: total number of containers in yard o.
θo: total number of containers in the ship when leaving port o.
Fod: number of containers with origin o to destination port d, with dimension
(P − 1)× (P − 1).
M : a sufficiently large value (Big-M).
Decision variables
The variables are divided into three groups. The first group comprises the
variables exclusive for the container relocation operations in the yard, which
are the configuration variables and the movement variables. The second group
includes those exclusive for the stowage planning, and the third group includes
the variables that integrate the two problems. All these variables are detailed
next.
• Yard configuration variables: They indicate where the containers are lo-
cated at any given time period t.
bijnt =
 1 : if position (i, j) is occupied by container n in time period t,0 : otherwise.
vnt =

1 : if container n has been retrieved in time period t′, t′ = t+1,
with t′ ∈ {1, ..., t− 1},
0 : otherwise.
• Movement variables: Account for movements, either within the stack or
from the stack to the outside.
xijklnt =

1 : if container n is relocated from position (i, j) to (k, l) in
time period t,
0 : otherwise.
yijnt =
 1 : if container n is retrieved from position (i, j) in time period t,0 : otherwise.
15
• Variables for the ship loading : They integrate the movement between the
yard and the ship.
zntrc =

1 : if container n occupies the position (r, c) in period t into
the ship,
0 : otherwise.
qodrc =

1 : if a container with final destination port d is relocated to
position (r, c) in port o,
0 : otherwise.
• Ship variables: They indicate the movement on the ship.
wodarc =

1 : if there is a container in position (r, c), loaded on board in
port o, with final destination d, and unloaded in port a,
0 : otherwise.
uorc =

1 : if, upon departing from port o, the position (r, c) is occupied
by a container,
0 : otherwise.
As in [16], the possible values for the index a are {o+ 1, o+ 2, ..., d− 1, d}.
If a = d, the container is unloaded at its final destination, whereas if a < d, the
container is relocated, that is, it is unloaded in port a and reloaded again in the
same port. It will then be denoted wada′r′c′ , where (r′, c′) may be a different
position in the ship.
Objective function
The model’s objective function is to minimize the total number of relocation
movements, which include the number of relocations in the yards (represented
by the variable xijklnt), and the number of relocations at the ship (represented
by the variable woadrc).
Min
P−1∑
o=1
Wo∑
i=1
Ho∑
j=1
Wo∑
k=1
Ho∑
l=1
No∑
n=1|
n∈Ωo
No∑
t=1
xijklnt +
d−1∑
a=o+1
P∑
d=o+1
R∑
r=1
C∑
c=1
woadrc
 (10)
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Constraints
I: Yard constraints
Wo∑
i=1
Ho∑
j=1
bijnt + vnt = 1
n ∈ Ωo, t ∈ To, o ∈ {1, ..., P − 1}
(11)
No∑
n∈Ωo
bijnt ≤ 1
i ∈Wo, j ∈ Ho, t ∈ To, o ∈ {1, ..., P − 1}
(12)
No∑
n=1|
n∈Ωo
bijnt ≥
No∑
n=1|
n∈Ωo
bi(j+1)nt
i ∈Wo, t ∈ To, j ∈ {1, ..., Ho − 1}, o ∈ {1, ..., P − 1}
(13)
bijnt =
Wo∑
k=1
Ho∑
l=1
xklijn(t−1) −
Wo∑
k=1
Ho∑
l=1
xijkln(t−1) + bijn(t−1) − yijn(t−1)
n ∈ Ωo, i ∈Wo, j ∈ Ho, t ∈ {2, ..., To}, o ∈ {1, ..., P − 1}
(14)
vnt =
Wo∑
i=1
Ho∑
j=1
t−1∑
t′=1
yijnt′
n ∈ Ωo, t ∈ {2, ..., To}, o ∈ {1, ..., P − 1}
(15)
M
1− No∑
n=1|
n∈Ωo
xijklnt
 ≥ No∑
n=1|
n∈Ωo
Ho∑
j′=j+1
Ho∑
l′=l+1
xij′kl′nt
i, k ∈Wo, j, l ∈ Ho, t ∈ To, o ∈ {1, ..., P − 1}
(16)
M
1− Ho∑
j=1
bijnt
 ≥ Wo∑
i′=1|
i′ 6=i
Ho∑
j=1
Wo∑
k=1
Ho∑
l=1
No∑
n=1|
n∈Ωo
xi′jklnt
n ∈ Ωo, i ∈Wo, t ∈ To, o ∈ {1, ..., P − 1}
(17)
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xijilnt = 0
n ∈ Ωo, i ∈Wo, j, l ∈ Ho, t ∈ To, o ∈ {1, ..., P − 1}
(18)
Wo∑
k=1
Ho∑
l=1
No∑
n=1|
n∈Ωo
xi(j+1)klnt −
No∑
n=1|
n∈Ωo
bi(j+1)nt + 1 ≥
Wo∑
k=1
Ho∑
l=1
No∑
n=1|
n∈Ωo
xijklnt +
No∑
n=1|
n∈Ωo
yijnt
i ∈Wo, j ∈ {1, ..., Ho − 1}, t ∈ To, o ∈ {1, ..., P − 1}
(19)
II: Integration constraints
No∑
n=1|
n∈Ωo
vnt = t
t ∈ To, o ∈ {1, ..., P − 1}
(20)
vn(t+1) ≥ vnt
n ∈ Ωo, t ∈ {1, ..., To − 1}, o ∈ {1, ..., P − 1}
(21)
R∑
r=1
C∑
c=1
zntrc = vn(t+1)
n ∈ Ωo, t ∈ {1, ..., To − 1}, o ∈ {1, ..., P − 1}
(22)
o−1∑
o′=1
P∑
d=o+1
d∑
a=o+1
wo′darc +
P∑
d=o+1
qodrc +
No∑
n=1|
n∈Ωo
zntrc ≤ 1
r ∈ R, c ∈ C t ∈ To, o ∈ {1, ..., P − 1}
(23)
zn(t+1)rc ≥ zntrc
n ∈ Ωo, r ∈ R, c ∈ C, t ∈ {1, ..., To − 1}, o ∈ {1, ..., P − 1}
(24)
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d∑
a=o+1
wodarc =
No∑
n=1|
n∈φn
od
znTorc + qodrc
r ∈ R, c ∈ C, d ∈ {o+ 1, ..., P}, o ∈ {1, ..., P − 1}
(25)
R∑
r=1
C∑
c=1
znTorc = 1
n ∈ Ωo, o ∈ {1, ..., P − 1}
(26)
No∑
n=1|
n∈Ωo
zntrc +
o−1∑
o′=1
P∑
d=o+1
d∑
a=o+1
wo′darc +
P∑
d=o+1
qodrc ≥
No∑
n=1|
n∈Ωo
znt(r+1)c
t ∈ {1, .., To}, r ∈ {1, ..., R− 1}, c ∈ C, o ∈ {1, ..., P − 1}
(27)
o−1∑
o′=1
C∑
c=1
R∑
r=1
wo′dorc =
R∑
r=1
C∑
c=1
qodrc
d ∈ {o+ 1, ..., P}, o ∈ {1, ..., P − 1}
(28)
III: Ship constraints
d∑
a=o+1
R∑
r=1
C∑
c=1
wodarc −
o−1∑
m=1
R∑
r=1
C∑
c=1
wmdorc = Fod
o ∈ {1, ..., P − 1}, d ∈ {o+ 1, ..., P}
(29)
o∑
m=1
P∑
d=o+1
d∑
a=o+1
wmdarc = uorc
o ∈ {1, ..., P − 1}, r ∈ R, c ∈ C
(30)
uorc − uo(r+1)c ≥ 0
o ∈ {1, ..., P − 1}, r ∈ {1, ..., R− 1}, c ∈ C
(31)
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d−1∑
o=1
P∑
e=d
woedrc +
d−1∑
o=1
P∑
e=d+1
e∑
a=d+1
woea(r+1)c ≤ 1
d ∈ {2, ..., P}, r ∈ {1, ..., R− 1}, c ∈ C
(32)
R∑
r=dθo/ Ce+1
C∑
c=1
uorc = 0
o ∈ {1, ..., P − 1}
(33)
The first group of constraints, (11) to (19), are those for the container re-
moval process from the yard in the ports where the ship is moored.
Constraints (11) ensure that in each time period, each container must ei-
ther be within the bay or in the outside region. Constraints (12) ensure that in
each time period, each position (i, j) must be occupied by at most one container.
Constraints (13) ensure that there are no ‘holes’ in the stacking area by restrict-
ing that if there is a container in the position (i, j + 1), then the lower position
(i, j) must also be occupied. Constraints (14) are the flow balancing constraint
between the configuration and movement variables. They link the yard’s layout
in time period t with its layout in period t+ 1 through the shifts and removals
executed. Constraints (15) establish that all containers shall be removed from
the yard. Constraints (16) ensure the LIFO policy. This constraint is necessary
because more than one relocation is performed per time period. This means that
if in time period t, container n1 is under container n2 and container n1 is moved,
then in period t + 1 container n1 cannot be below container n2. Constraints
(17) ensure that only containers found above the target container are allowed
to be relocated. Constraints (18) ensure that no container can be relocated to
a position in the same stack where it currently is. Constraints (19) ensure that
a container in position (i, j) can only be moved if the container at the position
(i, j + 1) is relocated. If the container located at the position (i, j + 1) is not
relocated, then we have bi(j+1)nt = 1 and xi(j+1)klnt = 0. This forces the left
hand side of the equation to become equal to zero. Consequently, the right
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hand side of the equation must also be zero. Then, no relocation or retrieval is
allowed for the container at position (i, j).
The second group of constraints, (20) to (28), are those responsible for the
integration between the ports’ yards and the ship. These constraints ensure
the correct ship loading. Constraints (20) act as a counter for the remaining
containers for a period of time. That is, in time period t = 1, one container
must have left, in time period t = 2, two containers must have left, and so on
until all containers No have left in time period To. Constraints (21) ensure that
one container is retrieved from the yard per period of time. When container n
is retrieved from the yard, variable vnt becomes equal to 1 and continues being
1 over the following time periods. Constraints (22) ensure that container n is
loaded on the ship in time period t. Constraints (23) ensure that a position (r, c)
on the ship can only be occupied by one container, whether it is a container
that was loaded in the current port (port o), in a previous port (port o− 1) or
a container that was already on board the ship and is being shifted in port o.
Constraints (24) certify that container n, after being loaded, does not change its
position while the ship is still moored at the same port. Constraints (25) ensure
that if there is a container in the ship’s position (r, c), it must be a container that
has just been loaded, or a shifted container. Constraints (26) ensure that all the
No containers from yard o have already been loaded onto the ship. Constraints
(27) ensure that during the ship’s loading process, no container is allocated in
a floating position or occupies the position of a container that was already in
the ship or was shifted. Constraints (28) count the total number of containers
that have been shifted in port o.
The third set of constraints, (29) to (33), are exclusive for the ship. Con-
straints (29) are related to the container’s conservation flow. It indicates that the
total number of containers to be shipped in port o to destination port d should
be equal to the number of containers that were loaded in ports p ∈ {1, ..., P −1}
subtracting the containers that were unloaded in ports p ∈ {o+ 1, ..., P}. Con-
straint 30 ensures that each slot (r, c) is always occupied by at most one con-
tainer. Constraints (31) are required to ensure that there are containers un-
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derneath the container that occupies the position (r, c). Constraints (32) are
responsible for defining how a container can be unloaded from the ship in port
d by imposing that if a container occupies the position (r, c), then it will be
unloaded in port d, if there is no container in the position (r + 1, c) above it.
Constraints (33) maintain the ship’s stability by imposing a cargo height limit.
This height limit is the ceiling for dividing the number of containers on board
the ship by the number of stacks. Thus, the containers are equally distributed
in the ship.
4. Solution Approach
The solution approach proposed here consists of generating feasible initial
solutions for MPSP-CRP and inserts them into the optimization solver along
with the mathematical model. This procedure is known as warm-starts. The
advantages of using warm-starts is that it allows the solver to eliminate portions
of the search space, and thus may result in smaller search trees, possibly leading
to better solutions more quickly compared to a search initiated by looking for
feasible solutions.
To define a feasible initial solution quickly, two constructive heuristic rules
have been developed based on the problem structure. The first heuristic called
HR1 is inspired by the heuristic proposed by [4] and it was adapted to solve
the integrated problem. The idea is to determine where a relocating container
should be placed based on a computation of a stack score. The second heuristic
(HR2) randomly chooses where to relocate a container. Both heuristics are
explained in detail hereafter.
4.1. Heuristic HR1
Given an instance I, let L be the set of the containers currently located on
the top of each stack in the yard belonging to port o, where o ∈ {1, ..., P−1}; i.e.
L is the set of containers that could be removed from the yard in port o without
relocating other containers. For example, in Figure 3, L = {1, 14, 15, 16}. To
22
determine which container in L should be retrieved first, it is verified which
one had the most distant port of destination d. This information is available in
tuple φnod. Supposing that the respective destination port of containers in set L
is P = {4, 4, 5, 4}, respectively. The heuristic will choose container nˆ = 15 to be
retrieved first and load it onto the ship, since its destination is the farthest one.
In case of a tie in this step, the heuristic randomly chooses the first container
on the list that has the most distant destination.
Notice that since we are only removing the containers that are on the top
of each stack, no relocations are performed at the yard. To decide in which
position in the ship this container (nˆ = 15) should be placed, a stack store
is calculated based on the nearest destination port of the containers that are
already on board in the ship. To do this, let us define min(c) as the nearest
destination port of the containers in stack c in the ship, with c ∈ {C}. For
example, in Figure 4, this score would be min(1) = 4, min(2) = 4, min(3) = 5
and min(4) = 3, so, min(c) = {4, 4, 5, 3}, since container number 2 in stack
c = 3 was unloaded in Port 2 releasing container 5 on the top. In case of an
empty stack, the calculation set min(c) = P +1, and in case of full a stack, the
calculation is set at min(c) = 0.
If there is a stack where min(c) is still greater or equal than the port of
destination of container nˆ (min(c) ≥ nˆ), then check if this position respects
the maximum height allowed for this port (constraints (33)), if it does, choose
a stack where min(c) is minimum. The aim in this step is not to place the
incoming container above another one that is going to be unloaded from the
ship in a previous port, avoiding additional relocation at the next ports. If there
is no stack satisfying the first condition, then choose the stack where min(c) is
maximum as container nˆ will cause a new forced relocation. The reason for this
is to postpone the relocation to the maximum. Briefly, the choice of stack c∗
where container nˆ should be allocated in the ship is made as follows:
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c∗ =
 argminc∈{C} {min(c) : min(c) ≥ nˆ}, if ∃ c : min(c) ≥ nˆ;argmaxc∈{C}{min(c)}, otherwise. (34)
After loading all containers from port p, if there is a container above the
maximum height allowed, then a new position is chosen for it following the
steps described previously. When loading is finished in port p, the ship goes to
the next port p+1. It is worth remembering that from the second port to port
P − 1, the unloading of all containers destined to port p is performed first, and
then the loading of the yard containers is started
Therefore to unload, the heuristic rule verifies if the container with a desti-
nation to port p is at the top of its stack. If it is, it is unloaded. If it is not,
define the relocation set Rel with the blocking containers above the target con-
tainer according to the LIFO policy. Since there is no relocation allowed inside
the ship, these containers are unloaded to a reserved area in the yard and then
loaded again after all the unloading is performed. Algorithm 4.1 presents the
heuristic steps as a pseudocode.
Algorithm 4.1 Heuristic HR1
1: initialize(problem instance)
2: p← 1, move_counter ← 0
3: for p = {1, ..., P} do
4: if p = 1 then
5: while Yard(p) 6= ∅ do
6: define set L and set D
7: nˆ = max(D)
8: for c = {1, ..., C} do
9: if stack c is empty then
10: min(c) = P + 1
11: end if
12: if stack c is full then
13: min(c) = 0
14: end if
15: if stack c is not empty or full then
16: min(c) = min{k : port of destination k in stack c}
17: end if
18: end for
19: find c∗ using Eq. (34)
20: Yard(p) ← Yard(p)\{nˆ}
21: put nˆ in stack c∗
22: end while
23: end if
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24: p← p+ 1
25: if 1 < p < P then
26: define set Unload {set of containers to be unloaded in p} and set
Temp_Y ard {Yard to allocate relocated containers}
27: while Unload 6= ∅ do
28: set nˆ as the first element in Unload
29: if nˆ is at the top of its stack then
30: Unload ← Unload\{nˆ}
31: else
32: define set Rel
33: set rˆ as the first element in Rel
34: move rˆ to Temp_Y ard using the same procedure described
when p = 1
35: Unload ← Unload\{rˆ}
36: move_counter ← move_counter + 1
37: end if
38: end while
39: move containers from Temp_Y ard back to the ship using the same
procedure described when p = 1
40: repeat loading step as described when p = 1
41: if Eq. (33) is violated then
42: find new c∗ using Eq. (34)
43: move_counter ← move_counter + 1
44: end if
45: p← p+ 1
46: end if
47: if p = P then
48: perform only unloading procedure
49: end if
50: end for
4.2. Heuristic HR2
What differentiates the heuristic rule HR2 from the HR1 is the way of choos-
ing a position for the container that is being loaded into the ship when there
are no positions that will not cause future relocations. While HR1 uses Equa-
tion 34, which aims to delay future relocations to the maximum, HR2 randomly
chooses an available position. Thus, the choice of the c∗ column in which the nˆ
container is going to be allocated is made as follows by HR2:
c∗ =
 argminc∈{C} {min(c) : min(c) ≥ nˆ}, if ∃ c : min(c) ≥ nˆ;data samplec∈{C}{min(c)}, otherwise. (35)
The data sample(min(c), 1) function returns a observation sampled uniformly
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randomly in min(c). In Algorithm 4.1, the modification would be in lines 19
and 42, which would be replaced by: “Find c∗” using Eq. (35).
The result of the HR1 is set as the upper bound for HR2. To ensure that at
any time HR2 finds a better solution than HR1, the HR2 runs 10,000 times. If a
better solution shows up, then this solution is kept until a better one is obtained.
The motivation behind the modification proposed by the HR2 is based on the
hypothesis that the smaller the gap between the initial solution generated by
the heuristic and the value of the optimal solution, the greater the impact on
the warm-start initialization, and on the computational time required to find
the optimal solution.
4.3. Warm-start Initialization
To use the result of the heuristic rules for warm-starting the exact method
represented by CplexTM and GurobiTM, while the heuristic is running, the in-
formation related to the movement of the containers in each step is saved in the
matrix form. This information is then translated into the binary variables of the
MPSP-CRP to provide a warm-start as a parameter for the model. It is worth
remembering that the proposed heuristic always generate feasible solutions for
the model. Next, the computational results are presented.
5. Computational Results
In this section, the computational results of the MPSP-CRP without a warm-
start initialization are presented first, followed by those from the the hierarchical
approach, and the HR1 and HR2 heuristics. Finally, the results from the MPSP-
CRP with a warm-start initialization are presented.
5.1. MPSP-CRP
The MPSP-CRP model was implemented in Python and solved in a com-
puter with an AMD Ryzen 7 1700 processor, 3 GHz, 64 GB RAM, using 16
threads.
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Tables 1 and 2 describe the randomly generated test instances. For each
instance I the following is described: number of yard tiers (H), number of yard
stacks (W ), number of ship tiers (R), number of ship stacks (C), number of
ports traveled by the ship (P ), total number of containers (N) with which the
ship handles along its entire route, and finally, the total number of variables
and constraints that this instance produces in the exact model. The yards of all
instances have an occupancy rate randomly generated between 65% to 85%. For
each instance of Table 1, the ship created has enough space to load all containers
during its route.
Note that the instances in Table 1 are the same in Table 2, but with a bigger
number of stacks on the ship. The impact of having more space at the ship to
handle the containers can be observed by doing this. Note also that increasing
the ship’s number of stacks significantly increases the size of the problem in
terms of the number of variables and constraints.
Instances 12A and 12B from Tables 1 and 2 appear with a "∗" in the num-
ber of variable and constraint columns because the available memory was not
sufficient to finish writing the models, besides using procedures to save memory
such as those recommended by the solvers. All instances are available in the
repository https://github.com/JunqueiraCatarina/Instances.
All instances in Tables 1 and 2 were solved in two different solvers that are
the best academically and commercially known to deal with linear and integer
programming models: CplexTM 12.8 and GurobiTM 8.0. The motivation for
using these two solvers is to compare their results and check if one of them
could deal more efficiently with the proposed model as it was clearly a difficult
problem to solve.
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Table 1: Test instances.
I
Yard Ship
P N
Number of
Variables
Number of
RestrictionsH W R C
1A 4 3 4 5 4 30 57.080 30.373
2A 4 3 4 6 6 46 83.924 45.864
3A 4 3 5 9 10 92 213.155 123.772
4A 4 3 6 10 15 137 351.493 204.102
5A 4 6 5 5 4 58 757.955 223.701
6A 4 6 6 6 6 91 1.125.877 338.455
7A 4 6 7 9 10 162 2.053.070 665.730
8A 4 6 7 10 15 261 3.773.715 1.407.996
9A 6 10 6 14 4 131 21.861.321 3.340.081
10A 6 10 6 19 6 212 34,582,630 5,531,912
11A 6 10 6 30 10 409 73,054,437 12,664,333
12A 6 10 6 44 15 617 ∗ ∗
Table 2: Test instances.
I
Yard Ship
P N
Number of
Variables
Number of
RestrictionsH W R C
1B 4 3 4 10 4 30 63,460 37,095
2B 4 3 4 12 6 46 95,516 57,627
3B 4 3 4 18 10 92 265,760 172,915
4B 4 3 4 20 15 137 473,653 300,916
5B 4 6 5 18 4 58 809,660 277,261
6B 4 6 6 16 6 91 1,208,629 423,569
7B 4 6 7 20 10 162 2,273,640 885,553
8B 4 6 7 36 15 261 4,478,055 2,072,990
9B 6 10 6 28 4 131 22,345,497 3,833,009
10B 6 10 6 38 6 212 35,616,724 6,578,547
11B 6 10 6 60 10 409 76,462,917 16,099,967
12B 6 10 6 88 15 617 ∗ ∗
Given this, Tables 3 and 4 report the computational results from the solvers
throughout the experiments under a time limit of 432,000 seconds (5 days).
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After that, the solver is stopped and the result reached until then is reported.
The first column, I, shows the number of the instance, the O.F. illustrates the
value of the objective function, the Time column shows the time in seconds that
the respective solver took to solve the instance, and the Gap column depicts the
gap between the solution found and the best bound. Note that in the instances
with a "−" symbol in O.F. and Gap columns are the ones where the solver
reached the maximum computational time of 432,000 seconds without finding a
feasible solution.
The last four instances of both Tables 3 and 4 are filled with a "∗" symbol.
This means that the 64GB of available RAM memory was not enough to solve
these instances in the Branch and Bound procedure. This memory problem
happens not because of the size of the problem itself, as shown in Tables 1 and
2, but because of its combinatorial characteristic, whose list of active nodes in
the Branch and Bound tree can consume large amounts of memory. This fact
leads the solvers to terminate the optimization process with an error message.
Moreover, the adjustment of memory emphasis parameters was not successful
in these cases.
Based on the results analysis, it can be observed that CplexTM and GurobiTM
were able to find a solution for the same set of instances; however, GurobiTM
performed better in all instances where a solution was found. In all instances
where the optimal solution was proved (gap of 0.00%), GurobiTM consumed
less time than the CplexTM to finish the optimization. Moreover, GurobiTM
found a solution with a lower gap in instance 4A. In instance 7B, GurobiTM
found the optimal solution in 16.98 hours; meanwhile, CplexTM terminated the
optimization because it reached the time limit of 5 days, and with a gap of
99.31%.
When comparing the results in Table 3 with the those obtained in the in-
stances where there is more handling space on the ship (Table 4), can be ob-
served that even the problem resulting in a larger number of variables and con-
straints, the solvers performed better: solutions were found in more instances
and less time was used. This happens because it is easier to find solutions when
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there is more space on the ship, and less computational effort is required. In
general, it is notable that the difficulty of the problem grows rapidly and that
an instance with less than 200 containers, although quite distant from a real
problem, already becomes prohibitive for the exact model until now.
Table 3: Results: CplexTM x GurobiTM.
I
CplexTM GurobiTM
O.F. T ime Gap O.F. T ime Gap
1A 0 10.94 0.00% 0 6.28 0.00%
2A 1 36.42 0.00% 1 22.95 0.00%
3A 2 13,669.55 0.00% 2 3,260.94 0.00%
4A 16 432,010.98 93.75% 3 432,000.62 66.67%
5A 0 6,079.77 0.00% 0 3,892.21 0.00%
6A 0 21,351.66 0.00% 0 5,883.63 0.00%
7A - 432,014.87 - - 432,001.47 -
8A - 432,005.72 - - 432,000.85 -
9A ∗ ∗ ∗ ∗ ∗ ∗
10A ∗ ∗ ∗ ∗ ∗ ∗
11A ∗ ∗ ∗ ∗ ∗ ∗
12A ∗ ∗ ∗ ∗ ∗ ∗
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Table 4: Results: CplexTM x GurobiTM.
I
CplexTM GurobiTM
O.F. T ime Gap O.F. T ime Gap
1B 0 6.11 0.00% 0 3,30 0.00%
2B 0 12.69 0.00% 0 7,25 0.00%
3B 0 630.81 0.00% 0 273,07 0.00%
4B 0 43,951.89 0.00% 0 3.872,97 0.00%
5B 0 262.83 0.00% 0 552.66 0.00%
6B 0 2,401.53 0.00% 0 1,567.67 0.00%
7B 1,146 432,002.89 99.31% 11 61,126.12 0.00%
8B - 432,002.89 - - 432,000.88 -
9B ∗ ∗ ∗ ∗ ∗ ∗
10B ∗ ∗ ∗ ∗ ∗ ∗
11B ∗ ∗ ∗ ∗ ∗ ∗
12B ∗ ∗ ∗ ∗ ∗ ∗
5.2. Hierarchical MPSP-CRP approach
For the hierarchical approach, the MPSP is solved first, which consists of
minimizing the variable wodarc, subject to constraints (29) to (33). Then, the
solution obtained for the variables wodarc and uorc is fixed and inserted in the
rest of the problem, which consists of removing the containers from the yards
and loading then on to their positions in the ship. This second part will be
called CRP + Loading, and is represented by the minimization of the variable
xijklnt, subject to constraints (11) to (28).
Tables 5 and 6 report separately the results of the two steps of the hier-
archical solution approach for the proposed instances solved by the CplexTM.
Since the objective of this experiment is to demonstrate the difference between
the two approaches (hierarchical and integrated), only one of the solvers needs
to be used. The Total O.F. column shows the sum of the solutions obtained
by each part, and the last column, Best MPSP-CRP O.F. brings the best solu-
tion obtained for the MPSP-CRP, to facilitate the comparison between the two
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approaches.
As expected, even though this approach could solve more instances in less
computational time, the hierarchical solution did not lead to as good solutions
as the optimal solution of the integrated problem.
It can be observed that for instances 3A, 4A and 4B, the hierarchical opti-
mal solution was worse than the integrated solution. This happened because a
stowage planning made without taking the yard into consideration can lead to
more relocations in the yard.
Table 5: Results of the hierarchical approach using CplexTM.
I
MPSP CRP + Loading
Total O.F.
Best MPSP-
O.F. T ime Gap O.F. T ime Gap CRP O.F.
1A 0 0.14 0.00% 0 6.05 0.00% 0 0
2A 1 0.24 0.00% 0 6.47 0.00% 1 1
3A 2 2.47 0.00% 1 48.52 0.00% 3 2
4A 1 5,701.60 0.00% 8 588.76 0.00% 9 3
5A 0 0.04 0.00% 0 249.2 0.00% 0 0
6A 0 0.16 0.00% 0 423.74 0.00% 0 0
7A 12 43,227.55 11.67% 2 10,927.56 0.00% 14 -
8A 1 5,602.46 0.00% 2 36,398.90 0.00% 3 -
9A 0 0.08 0.00% ∗ ∗ ∗ ∗ ∗
10A ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
11A ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
12A ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
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Table 6: Results of the hierarchical approach using CplexTM.
I
MPSP CRP + Loading
Total O.F.
Best MPSP-
O.F. T ime Gap O.F. T ime Gap CRP O.F.
1B 0 0.10 0.00% 0 6.16 0.00% 0 0
2B 0 0.13 0.00% 0 10.59 0.00% 0 0
3B 0 0.73 0.00% 0 39.71 0.00% 0 0
4B 0 9.52 0.00% 2 205.44 0.00% 2 0
5B 0 0.04 0.00% 0 162.6 0.00% 0 0
6B 0 0.16 0.00% 0 189.24 0.00% 0 0
7B 11 7.79 0.00% 0 832.62 0.00% 11 11
8B 1 15.68 0.00% 0 2,109.6 0.00% 1 -
9B 0 0.05 0.00% ∗ ∗ ∗ ∗ ∗
10B ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
11B ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
12B ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
5.3. Heuristics based on the problem
Table 7 reports the results from the heuristic previously described. The
results are shown in terms of the objective function (O.F.), which is the total
number of relocations, and Time, which is the total computational time in
seconds required to solve each instance (I).
By analyzing Table 7, one can observe that heuristic HR1 was able to solve
most of the instances in less than one second, while HR2 was slightly more time-
consuming. Nevertheless, the latter had better results in the objective function
for some instances, showing that postponing the relocation may not always be
the best choice.
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Table 7: Results for the HR1 and HR2 heuristics.
I
HR1 HR2
O.F. T ime O.F. T ime
1A 1 0.13 1 53.72
2A 4 0.14 4 111.35
3A 14 0.18 8 282.55
4A 20 0.20 16 804.34
5A 0 0.11 0 38.02
6A 5 0.16 5 230.18
7A 66 0.16 59 840.44
8A 63 0.27 48 1,339.20
9A 0 0.12 0 108.46
10A 12 0.22 11 882.72
11A 33 0.35 26 2,625.30
12A 82 0.68 66 5,708.80
I
HR1 HR2
O.F. T ime O.F. T ime
1B 0 0.11 0 21.88
2B 0 0.12 0 18.86
3B 7 0.17 7 432.74
4B 8 0.16 8 946.82
5B 0 0.12 0 51.96
6B 0 0.12 0 42.14
7B 44 0.26 40 1,079.40
8B 32 0.35 32 2,257.70
9B 0 0.16 0 195.03
10B 0 0.26 0 227.87
11B 0 0.60 0 345.05
12B 34 1.48 34 1,2841.0
To demonstrate the efficiency of the heuristic procedures, they were also
tested in two sets of larger instances. The first set contains instances up to
10,000 containers and all yards have the same dimensions. These new instances
and their results are presented in Table 8. For this set of instances, a maximum
computational time of two hours (7,200 seconds) or 10,000 rounds was set for
heuristic HR2. When any of the conditions is reached, the run is stopped and
the best solution obtained until then is reported.
The second set shows real-world scaled instances, where the yards have sizes
equivalent to a bay of the ports of Aarhus in Denmark; Antwerp in Belgium; Bu-
san in Korea; Hamburg in Germany; Jebel Ali in Dubai; Rotterdam in Nether-
lands; Santos in Brazil; Shanghai in China; and Singapore, and the ship can load
up to 30,000 containers simultaneously. These new instances and their results
are presented in Table 9. For this set of instances, a maximum computational
time of 12 hours (43,200 seconds) or 10,000 rounds was set for the HR2 heuristic.
The HR1 heuristic was able to solve all proposed instances in reasonable
computational time, even the real-world scaled ones. Note that instances up to
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10,000 containers were solved in less than two minutes. Meanwhile heuristic rule
HR2 reached the maximum computational time allowed in all instances. Despite
this, the rule was able to improve the solution of some of the instances of Table
8. The time may seem long, but it is still much less than the exact approach
took for much smaller instances. In short, the heuristic HR1 turned out to be
a more efficient solving methodology, since HR2 was not able to improve the
solution of the real-world scaled instances.
5.4. MPSP-CRP with warm-start initialization
The construction of the warm-start initialization includes the transcription
of the heuristic solution into binary variables to input the model. The warm-
started MPSP-CRP was solved using GurobiTM 8.0 in a computer with an
Table 8: Large instances and computational results from the heuristics.
I
Yard Ship
P N
HR1 HR2
H W R C O.F. T ime O.F. T ime
13A 10 100 28 73 4 2,352 164 5.56 164 7,200
14A 10 100 33 91 6 3,801 872 16.65 815 7,200
15A 10 100 39 108 10 6,517 2,110 42.86 2033 7,200
16A 10 100 49 133 15 10,372 4,512 99.25 4512 7,200
13B 10 100 28 146 4 2,352 45 11.02 45 7,200
14B 10 100 33 182 6 3,801 234 21.31 221 7,200
15B 10 100 39 216 10 6,517 749 52.75 749 7,200
16B 10 100 49 266 15 10,372 1,525 107.18 1,499 7,200
Table 9: Set of real-scale instances and results from the heuristics.
I
Ship
P N
HR1 HR2
R C O.F. T ime O.F. T ime
17A 45 551 6 30,306 8,384 3,269.4 8,384 43,200
18A 45 758 6 49,315 16,007 9,825.4 16,007 43,200
19A 45 782 6 41,403 17,951 7,829.0 17,951 43,200
20A 45 674 6 49,256 8,676 9,495.3 8,676 43,200
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AMD Ryzen 7 1700 processor, 3 GHz, 64GB RAM, using 16 threads, and with
CplexTM 12.8 on a IBM cluster whose configuration consists of 8 nodes with
20 threads and 120GB RAM memory. The reason for this is to verify whether
CplexTM improves its performance using a computer with more threads and
memory since it performed worse than GurobiTM when using the same com-
puter.
Tables 10 and 11 show the results of instances described in Tables 1 and 2,
respectively. The best result obtained by rule HR1 or HR2 for each instance was
input as the initial solution for the solver. Following the pattern of the previous
experiments, a limit of 432,000 seconds (5 days) was set for the computational
time. After that, the solver is stopped and the result reached until then is
reported. The first column, I, shows the number of the instance, the "Initial
Solution" column indicates the objective function value of the solution obtained
by the heuristics that is used as warm-start, the "Heuristic Time" column shows
the time in seconds in which the initial solution was obtained by heuristics HR1
or HR2. Next, the O.F. shows the value of the objective function obtained by
the CplexTM and GurobiTM solvers, the Time column shows the time in seconds
that the respective solver took to solve the instance, and the Gap column shows
the gap between the solution found in relation to the best bound. The asterisk
symbol ("∗") means that the RAM memory available was not enough for the
solvers to process these instances.
In general, by warm-starting the model, the solvers were able to find more
solutions in less computational time. In instances 7A, 8A, 9A, 8B, 9B and
10B, both solvers finished the optimization with a solution when using a warm-
start. It is worth remembering that, without a warm-start initialization, those
instances have reached the maximum computational time of 432,000 seconds
and no feasible solution were found or processed at all.
It can be seen that when the warm-start is an optimal solution and there is
enough memory, the optimization ends quickly, which was the case of instances
5A, 9A, 1B, 2B, 5B, 6B, 9B, 10B. Meanwhile, even though the computational
time decreased in most instances, in the cases where the initial solution provided
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Table 10: Warm-start results: CplexTM x GurobiTM.
I
Initial
Solution
Heuristic
Time
CplexTM GurobiTM
O.F. T ime Gap O.F. T ime Gap
1A 1 0.13 0 7.02 0.00% 0 2.02 0.00%
2A 4 0.14 1 50.53 0.00% 1 23.63 0.00%
3A 8 282.55 2 13,052.05 0.00% 2 5,927.86 0.00%
4A 16 804.34 13 432,012.97 100% 8 432,000.72 87.50%
5A 0 0.11 0 15.85 0.00% 0 0.16 0.00%
6A 5 0.16 0 187,348.66 0.00% 0 5,146.15 0.00%
7A 59 840.44 59 432,000.72 89.53% 59 432,001.78 83.05%
8A 48 1,339.2 48 432,000.29 100.00% 48 432,001.02 98.41%
9A 0 0.12 0 1,544.49 0.00% 0 432.34 0.00%
10A 11 82.15 ∗ ∗ ∗ ∗ ∗ ∗
11A 26 218.74 ∗ ∗ ∗ ∗ ∗ ∗
12A 68 562.40 ∗ ∗ ∗ ∗ ∗ ∗
Table 11: Warm-start results: CplexTM x GurobiTM.
I
Initial
Solution
Heuristic
Time
CplexTM GurobiTM
O.F. T ime Gap O.F. T ime Gap
1B 0 0.11 0 0.70 0.00% 0 0.00 0,00%
2B 0 0.12 0 1.08 0.00% 0 0.02 0,00%
3B 7 0.17 0 194.55 0.00% 0 255.71 0,00%
4B 8 0.16 0 4,228.83 0.00% 0 2,548.9 0,00%
5B 0 0.12 0 15.91 0.00% 0 0.17 0.00%
6B 0 0.12 0 25.27 0.00% 0 0.25 0.00%
7B 40 1,079.4 40 432,000.81 78.14% 11 59,820.72 0.00%
8B 32 0.35 32 432,001.41 96.87% 32 432,001.26 96.87%
9B 0 0.16 0 1,445.64 0.00% 0 674.13 0.00%
10B 0 0.26 0 1,661.41 0.00% 0 1,003.85 0.00%
11B 0 0.60 ∗ ∗ ∗ ∗ ∗ ∗
12B 34 1.48 ∗ ∗ ∗ ∗ ∗ ∗
still has a large gap from the best bound, the solvers could take longer to reach
the optimal solution (case of instances 2A, 3A in GurobiTM and 6A in CplexTM),
or not improve the initial solution at all (case of instances 7A, 8A, 8B and 7B
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in CplexTM). Interestingly, in the case of instance 4A, both solvers finished
the optimization after 5 days with a solution worse than when a warm-start
initialization was not used.
When comparing the performance between CplexTM and GurobiTM (Tables
10 and 11), GurobiTM finished the optimization in less or equal time in all
instances than the CplexTM (less in 13 instances), except for instances 6A and
3B, and it reached a solution equal or better than CplexTM in all instances
(better in instances 4A and 7B). Furthermore, in instances 4A, 7A, 8A, even
though both solvers could not improve the initial solution provided, GurobiTM
finished the optimization with a lower gap than the CplexTM.
In conclusion, the results showed that some limitations of the MPSP-CRP
could be overcome within our warm-start approach, but only small to medium
sized instances were exactly solvable, justifying the use of heuristic approaches
to solve real-size instances. Additionally, even though GurobiTM has performed
better than the CplexTM, it was notable that the difficulties in finding an optimal
solution are not related with the solver selection but due to the problem features.
6. Conclusions
This paper introduces an integrated optimization model for the multi-port
stowage planning problem and the container relocation problem, called MPSP-
CRP. The model was validated using computational experiments and a demon-
stration of the benefits of having an integrated model compared to solving each
of the problems (CRP and MPSP) hierarchically was provided. Despite the
commercial solvers being able to solve only small and medium sized instances,
the model formulation represents an advance in the literature as it enables the
comparison between the exact solution and the solution from the heuristics
approaches, such as the HR1 and HR2, which provided optimal solutions for
some small sized instances, and good solutions for medium, large and real sized
instances within a short computational time.
Using heuristic solutions as a warm-start initialization in most of the cases
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has improved the speed of finding the solution by the exact method, but this
improvement was not true for all cases. Therefore, it has provided a valuable
understanding to be used in different real-world contexts. Analysing the re-
sults from all instances, one can also state that the yard relocation movement
variables are most of the time equal to zero at the optimal solution, then it is
possible to simplify the MPSP-CRP by setting this variable to zero in terms of
searching for good quality solutions.
Extensions of the current research can be foreseen in three directions. One
is related to the model representation itself, such as reformulating the model
in a more simplified way, without losing its representation. Another direction
would be to show more details from real contexts, such as including more ships,
yards, different container sizes and weights and uncertainties regarding con-
tainer arrivals and departures in ports. The last one would be to investigate
several solution methods to solve large instances, such as those found in reality.
Some methods could be evolutionary algorithms (e.g. Genetic Algorithms, Ant
Colony, Bee algorithms, etc) and decomposition heuristics based on the model
structure, or perhaps designing a Branch and Cut or Dynamic Programming
framework to tackle the binary nature of the model more effectively. Finally,
one day perhaps powerful computers such as those emerging in quantum com-
puting could solve the model for large instances without no longer difficult.
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