Abstract.Fault prediction is critical to ensure the safety and reliability of complex system. The reported fault prediction methods have achieved some success in practical applications. Generally, the information used in fault prediction is always mined from multi-variable time series and small simple data. Thus, based on grey prediction theory, an adaptive prediction model with multi-variable small simple time series data is proposed. In this method, after analyzing the disadvantages of (1,1) GM model, we modify the initial values and background values of (1,1) GM model, and then the interrelations and characteristics of the multiple variables time series are taken into account. The results of experiment with a certain complex system show that the model has good prediction precision, which will be useful in applications.
Introduction
Fault diagnosis and prediction of complex system has attached more and more attention, because it is very significant to ensure normal operation of complex system, especially under limited information. Therefore, fault prediction used to safeguard complex system's safety has been extensively studied. But, fault prediction of complex system often faces to solve the small sample problem. Moreover, one fault mode is often represented by several variable data, and one variable data may include several different fault modes. So it is necessary to consider several multiple relevant variables data used to fault prediction at the same time However, the known fault prediction methods have the following drawbacks: (1) These methods only considered one variable time series or separately considered the development and changes of several variable time series. And the methods always required large sample data, which is not suitable to solve small sample data. (2) Although some methods took the relations of relevant variable time series into account, they can not be applied to practical engineering applications for their complex.
In recent years, grey prediction [1, 2] based on grey theory has become a hot research filed. It is demonstrated by theory and application that grey prediction model is appropriate to engineering application, because it only need little number of sample data and its expression and calculation are very simple.
(1,1) GM model is the most commonly used prediction model. With an analysis of the disadvantage of (1,1) GM model, an adaptive prediction model with multiple variable small sample time series is proposed. This model considers the relationship among the several time series and develops the initial values and background values of (1, 1) GM . The experiments are conducted by a complex system.
A Brief Introduce of ( 
1,1) GM

Model
Assume an original time series
A new time series (1) X is generated by the accumulated generating operation.
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(1,1) GM is based on the theory of gray number whitenization. So, let the background value be (1) (1)
Then we can get the basic form of (1,1) GM model and its whitenization equations.
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The parameters a and b can be calculated by the least squares method.
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The prediction equations are shown as follows.
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Analysis of Grey Model (1,1) GM From the section 1, we can conclude that (1,1) GM has the following disadvantages. (1) The Ref. [3] pointed out that (1,1) GM prediction model is essentially an extrapolation method, because it uses the exponential curve to fit the accumulated time series and makes the first data of the historic data as the initial values. The least squares method is utilized to perform the fitting process. But, according to the principle of the least squares, the fitting curve does not necessarily pass through the first data point. In addition, the new information priority principle [1] shows that the new information has greater value for prediction. So it is not a good choice to select the first data value as the initial value in
(1,1) GM prediction model is only used a single time series and it can not represent the interaction and collaborative development among multiple variables time series. So some scholars proposed grey multi-variable model
The parameters a and b of the grey model (1,1) GM [5] have great influence on the prediction accuracy of the grey model
. The values of a and b depend on the original time series and the structure form of background values, that is, (1) ( ) z k in the original matrix B is one of the key factors affecting the prediction accuracy.
Under normal conditions, (1) ( ) z k is generated by the average generation method. Fig. 1 shows that the method is appropriate while the time interval is very short and the data changes smoothly.
From Fig. 1 , the conformation of (1) ( ) z k can be regarded as the area of ABCD. In fact, if the original time series (0) ( ) x k is concave, (1) ( ) x k is always concave too. When the fitting curve of grey model is exponential curve, its corresponding area at the interval [ 
is always less than 98 Information Technology for Manufacturing Systems III the area of trapezoid ABCD. This way, the value of (1) ( ) z k is always larger than its actual value, therefore, the model generates hysteresis error. And the obvious change of original time series will lead to larger hysteresis error, this means that (1, 1 ) GM could get high prediction accuracy only when the absolute value of the parameter a is very small. x l ) and the background value is also modified.
The process of the proposed method is shown as follows.
, is the i -th variable time series.
(1) ( ) i x k is generated by accumulated generating operation.
T n X k x k x k x k = According to the Eq.(3) and Eq.(4), the n-elements-first-order-differential-equations are established. (1) (1) Advanced Engineering Forum Vols. 6-7 99
In order to indentify the parameters A and 2 B , the Eq.(9) and Eq.(10) need to be discretized. According to the definition of differential, the forward and backward difference forms of Eq.(9) and Eq.(10) are expressed as follows.
Forward Difference Form
Backward Difference Form
where, t ∆ is unit time interval.
Following the grey theory,
X is used to yield the background values. We propose that the general differential form with（11）×ω ＋（12）×（1-ω ）, and then (1) (1)
where, ω in the Eq. (13) is weight factor. 0
, ,..., ,
The identification value of i a can be obtained by least squares method.
where 
( 
as the original condition. Then continuous-time response of Eq.(10) is presented as follows.
(1) GM n model. Adaptive Multi-variable Time Series Prediction Model. With the growth of prediction period, the disturbances and random factors in the future will have great impact on the prediction performance. According to the new information priority principle, we propose adaptive multi-variable time series prediction model with recursive compensation. In the proposed model, the new prediction data are added into the prediction time series and the oldest ones are dropped. This way, the new time series are used to execute the next prediction.
For the proposed model, we need to get the optimal value of ω to improve the prediction accuracy. Now, the main methods include gray relational grade-fuzzy nearness, genetic algorithm, particle swarm optimization(PSO), etc [6, 7] . POS [7] is an evolutionary computation technique. PSO algorithm has a simple concept and it is easy to realize. Thus, PSO receive more attention in recent years. In this study, we use POS to obtain the optimalω .
The prediction steps of adaptive multi-variable time series prediction model are described as follows.
(1) Perform accumulated generating operation with the original multi-variable time series. 
Case Analysis
In order to estimate the performance of the proposed model, we select 10 sets of original data from a complex system with three variables. Then, the predicting results of (1, ) MGM n [4] and the proposed model are compared. We use the first 8 sets data in Table 1 
The prediction results of
[4] are shown in Table 2 . Table 2 Prediction results and relative errors of the (1, ) MGM n in Ref. [4] No. Table 3 . x are 0.0177%, 0.0086% and 0.0555% respectively. The average relative error is 0.0272%. Using this model, the one step prediction results and relative errors are shown in Table 4 . Table 2 to Table 4 , we can see that the proposed adaptive multi-variable time series prediction model has higher fitting and prediction accuracy than (1, ) MGM n model.
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Conclusions
In this work, we analyze the disadvantage of (1,1) GM prediction model. An adaptive prediction model with several variables time series is established. The model applies fitting mean relative error as evaluation criterion and determines the optimal initial values and background values by PSO algorithm. The model has the following characteristics.
(1) The model uses several relative time series to enrich the prediction information, i.e., each time series not only provides relevant information for their own forecasting, but also provide the necessary information for the other series prediction. This characteristic is more valuable to small sample data.
(2) The model considers characteristics of time series and uses fitting mean relative error as evaluation criterion. The applicability of the model is improved using the optimal initial values and background values.
(3) According to the new information priority principle, the new data has great impact on prediction results. Thus, one step prediction data are added into the original time series and the oldest data are removed, which make the model have adaptive capability.
We conduct comparison experiments of a complex system using the proposed method. The results show that the proposed model has higher fitting and prediction accuracy than the prediction model proposed in Ref. [4] . It will be useful in actual applications.
