Abstract. We show that for each even integer m ≥ 2, every reduced shadow with sufficiently many crossings is a shadow of a torus knot T 2,m+1 , or of a twist knot Tm, or of a connected sum of m trefoil knots.
Introduction
A shadow is an orthogonal projection of a knot onto a plane. The size of a shadow is its number of crossings. As usual, all shadows under consideration are regular, that is, they have no triple points and no points of self-tangency. A shadow S resolves into a knot K if there is an over/under assignment at the crossings of S that gives a diagram of K.
This work revolves around the following fundamental problem.
Question 1.1. Given a shadow S, which knots K satisfy that S resolves into K?
To investigate this question we must restrict our attention to reduced shadows, that is, shadows with no nugatory crossings. As in [6] , we say that a crossing x in a shadow S is nugatory if S\{x} is disconnected. This restriction is crucial: it is easy to exhibit arbitrarily large non-reduced shadows that only resolve into the unknot.
In Figure 1 (a) we illustrate the shadow of a minimal crossing diagram of a torus knot T 2,m+1 , and in (b) we show the shadow of a minimal crossing diagram of a twist knot T m . As proved in [1] , these shadows only resolve into torus knots T 2,n and into twist knots, respectively. Thus there are arbitrarily large reduced shadows that only resolve into torus knots T 2,n (including the unknot T 2,1 ), and there are arbitrarily large reduced shadows that only resolve into twist knots (including the unknot T 0 ).
As we illustrate in Figure 2 , there are arbitrarily large reduced shadows that only resolve into connected sums of (left-handed or right-handed) trefoil knots, and into the unknot. Torus knots T 2,n and twist knots are the simplest prime knots and connected sums of trefoil knots are the simplest composite knots. Our main result is that these three knot types lie at the core of Question 1.1, in the sense that every reduced shadow resolves into a knot with "large" crossing number in one of these families. Theorem 1.1. For each even integer m ≥ 2, there is an integer n with the following property. Every reduced shadow with at least n crossings resolves either into a torus knot T 2,m+1 , or into a twist knot T m , or into a connected sum of m trefoil knots.
We remark that throughout this work we do not distinguish between a knot and its mirror image. It is valid to take this license because clearly a shadow resolves into a knot if and only if it resolves into its mirror image.
1.1. Related work. Besides proving the result mentioned above on the shadows in Figure 1 , Cantarella, Henrich, Magness, O'Keefe, Perez, Rawdon, and Zimmer investigate in [1] several problems related to Question 1.1, including an exhaustive analysis on shadows of minimal crossing diagrams of knots with crossing number at most 10.
In [3] , Hanaki investigates the following related question: given a shadow S, what can be said about invariants of a knot that projects to S? Hanaki's work illustrates very well the difficulty of Question 1.1, with a running example of a shadow with 9 crossings for which it is not easy to determine whether or not it resolves into the torus knot T 2,7 .
In a seminal paper, Taniyama [6] proved that every nontrivial reduced shadow resolves into a trefoil knot, and characterized which shadows resolve into a figureeight knot, or into a torus knot T 2,5 , or into a twist knot T 3 (5 2 in Rolfsen's table).
In [7] , Taniyama proved the following result closely related to Theorem 1.1. For each even integer m ≥ 2, there is an integer n such that the following holds. If S is a 2-component link shadow, in which the projections of the components cross each other at least n times, then S resolves into a torus link T 2,m . The techniques and ideas in Taniyama's proof are the workhorse of the proof of one of our key lemmas.
Proof of Theorem 1.1
We start with an informal account of the main ideas in the proof of Theorem 1.1. The proof has three main ingredients. Let m ≥ 2 be an integer. First we identify four kinds of shadows. A shadow that shares certain features with the shadows in Figure 1 (a) (respectively, (b)) will be called m-consistent (respectively, m-reverse). A shadow that shares certain features with the shadow in Figure 2 will be called m-nontrivial.
We identify a fourth kind of shadow, inspired by the type of shadow illustrated in Figure 3 . A shadow will be called m-decomposable if it can be "decomposed" into m shadows, each of which resolves into a trefoil knot. The second main ingredient in the proof is that each of these four kinds of shadows resolves into a knot of one of the types in the statement of Theorem 1.1. More precisely, an m-consistent shadow resolves into a torus knot T 2,m+1 , an m-reverse shadow resolves into a twist knot T m , and an m-nontrivial or m-decomposable shadow resolves into a connected sum of m trefoil knots.
The third and final ingredient in the proof is the Structure Lemma: for each fixed even integer m ≥ 2, every sufficiently large shadow is either m-consistent, or m-reverse, or m-nontrivial, or m-decomposable. In view of the previous paragraph, this completes the proof of Theorem 1.1.
2.1. Subarcs and subshadows. Before we proceed to formally identify the four types of shadows mentioned in the previous subsection, we discuss the notions of a subarc and of a subshadow of a shadow.
We refer the reader to Figure 4 . Let S be a shadow with a pre-assigned traversal direction. An open subarc of S is obtained by taking two distinct points x, y ∈ S that are not crossing points, and traversing S from x to y, following this direction.
Suppose now that x is a crossing point. If we traverse S starting at x following its direction, until we come back to x, we obtain a closed subarc of S. If the closed subarc is a simple closed curve, then it is a loop, and x is its root.
Note that for each crossing x of S there are two closed subarcs S 1 , S 2 that start and end at x. Note also that S 1 and S 2 are shadows in their own right. We say that S 1 and S 2 are the subshadows of S based at x, and write We remark that we assume that every shadow under consideration comes with a preassigned traversal direction. As illustrated in Figure 4 , a (open or closed) subarc of a shadow naturally inherits the traversal orientation of the shadow. Figure 1 . We start by identifying the feature that we capture from the shadow in Figure 1 (a). Definition 2.1. A shadow S is m-consistent if it has a crossing 0 such that the subshadows S 1 , S 2 based at 0 cross each other at points 1, 2, . . . , m, and as we traverse each of S 1 and S 2 starting at 0, we encounter these crossings precisely in this order.
Two kinds of shadows inspired by
Lemma 2.1. For each even integer m ≥ 2, every m-consistent shadow resolves into a torus knot T 2,m+1 .
We defer the proof of this lemma to Section 3. We remark that in this definition it is not required that S 1 and S 2 cross each other only at these m points. They may cross each other arbitrarily many times, but as long as there exist m crossing points with the required property, then S is m-consistent. A similar remark applies to the following definition, motivated by the shadow of the twist knot in Figure 1 (b).
Definition 2.2.
A shadow S is m-reverse if it has a crossing 0 such that the subshadows S 1 , S 2 based at 0 cross each other at points 1, 2, . . . , m, and as we traverse S 1 starting at 0 we encounter these crossings in this order, but as we traverse S 2 starting at 0 we encounter them in the reverse order m, . . . , 2, 1. We also defer the proof of this lemma to Section 3. Proof. In [6, Theorem 1] it is proved that every reduced shadow that is not a simple closed curve resolves into a trefoil knot. Using the same techniques, it is easily shown that if A is a nontrivial open subarc of a shadow S, then A resolves into a 1-tangle whose closure is a trefoil knot. From this it follows that if S is an m-nontrivial shadow, then S resolves into a connected sum of m trefoil knots. Figure 3 . To formally identify the fourth kind of shadow that plays a major role in the proof of Theorem 1.1, we start with an observation. We refer the reader back to Figure 3 for an illustration. Let 1 be a crossing of a shadow S, and let S 1 , S 2 be the subshadows of S based at 1. That is, S = S 1 ⊕ 1 S 2 . Suppose now that S 2 (seen as a shadow on its own) has a crossing 2, and let S 2 , S 3 be the subshadows of S 2 based at 2, so that
A kind of shadow inspired by
If we now go back to S, and consider the crossing 2, we find that S = S 1 ⊕ 2 S 3 , where S 1 is precisely S 1 ⊕ 1 S 2 . Thus we can unambiguously write
An iterative application of this observation yields that if 1, . . . , m−1 are crossings of a shadow S, then there exist shadows
We say that S decomposes into the shadows S 1 , . . . , S m . As we will see below, Lemma 2.4 follows easily from the next remark.
Observation 2.5. Suppose that S = S 1 ⊕ 1 S 2 , and that S 1 resolves into a trefoil knot, and that S 2 resolves into a knot K. Then S resolves into a connected sum of K with a trefoil knot.
Proof. As shown in Figure 5 (b), we obtain a resolution of S by combinining the resolution of S 1 into a trefoil knot T and the resolution of S 2 into a knot K, prescribing that each crossing between T and K is an overpass for the strand in T .
In this resolution K of S, the crossing 1 is nugatory. As illustrated in (c), twisting T around 1 shows that K is a connected sum of K with a trefoil knot. Lemma 2.6. For each even integer m ≥ 2, there is an integer n with the following property. Every reduced shadow with at least n crossings is either m-nontrivial, or m-decomposable, or m-consistent, or m-reverse.
Proof of Theorem 1.1. It follows from Lemmas 2.1, 2.2, 2.3, 2.4, and 2.6.
Proofs of Lemmas 2.1 and 2.2
In the proofs of Lemmas 2.1 and 2.2 we make essential use of tangles. We adopt the notion that a tangle is the disjoint union of two strings (homeomorphic images of [0, 1]) in the cylinder ∆ × [0, 3], where ∆ is the disk in the xy-plane of radius √ 2 centered at the origin. Admittedly, this choice of host cylinder for tangles may seem unnatural, but it will be very convenient for illustration purposes. All tangles we consider are z-monotone, that is, for each c ∈ [0, 3] the plane z = c intersect each string in exactly one point. Moreover, we only consider two particular types of tangles, illustrated in Figure 6 . A tangle is of Type I if it consists of a string λ with endpoints (−1, −1, 0) and (−1, 1, 3), and a string ρ with endpoints (1, −1, 0) and (1, 1, 3), and it is of Type II if it consists of a string λ with endpoints (−1, −1, 0) and (−1, 1, 3), and a string ρ with endpoints (1, 1, 0) and (1, −1, 3) .
The shadow U of a tangle T is its projection onto the xy-plane, without over/under information at the crossings. Thus, regardless of whether T is of Type I or II, U consists of an arc L (the projection of λ) with endpoints (−1, −1) and (−1, 1) and an arc R (the projection of ρ) with endpoints (1, −1) and (1, 1). We refer the reader to Figure 7 (a) (the part contained in ∆) for an illustration of a tangle shadow.
The vertical diagram of a tangle (or of a knot) is its projection onto the plane y = 2, with over/under information at each crossing. Since every tangle T we consider is z-monotone, the vertical diagram of T is a braid diagram. This is the braid diagram of T . We define the linking index lk(T ) of T as the linking index of its braid diagram [5] . The tangles in Figure 6 Remark. In all illustrations of vertical diagrams, the indicated coordinates of points are the x-and z-coordinates of these points, as they all have y-coordinate 2.
Our interest in tangles lies in Proposition 3.1 below, which is the workhorse behind the proofs of Lemmas 2.1 and 2.2. We use the following terminology, motivated by the definition of an m-consistent or m-reverse knot shadow.
Let m ≥ 2 be an even integer. We say that a tangle shadow U has rank m if there exist crossings 1, . . . , m between the arcs L and R of U , such that as we traverse L from (−1, −1) to (−1, 1), and also as we traverse R from (1, −1) to (1, 1) , we encounter these crossings in precisely this order. In Figure 7 (a) we illustrate a tangle shadow of rank m (inside the disk ∆). On the other hand, if as we traverse L from (−1, −1) to (−1, 1) we encounter these crossings in this order, but as we traverse R from (1, −1) to (1, 1) we encounter these crossings in the reverse order m, . . . , 1, then we say that U has rank −m. In Figure 8 (a) we illustrate a tangle shadow of rank −m.
Proposition 3.1. Let U be a tangle shadow, and let m ≥ 2 be an even integer. If U has rank m (respectively, −m) then U is the shadow of a tangle T of Type I (respectively, of Type II) such that |lk(T )| = m/2.
We defer the proof of this statement for the moment, and give the proofs of Lemmas 2.1 and 2.2. We have a final observation before proceeding to the proofs. Let us say that two shadows S, S are analogous if S resolves into a knot K if and only if S resolves into a knot K isotopic to K. The observation we use is that if x is a crossing in a shadow S, then using a standard Riemann stereographic projection argument we may turn S into an analogous shadow S in which x is incident with the unbounded face.
Proof of Lemma 2.1. Let S be an m-consistent shadow on the xy-plane, for some even integer m ≥ 2. We recall that this means that S has a crossing 0, such that the subshadows S 1 , S 2 based at 0 satisfy that there are crossings 1, 2, . . . , m between S 1 and S 2 that we encounter in this order as we traverse each of S 1 and S 2 , starting at 0. Using the observation mentioned before this proof, we may assume that 0 is incident with the unbounded face of S. Performing a suitable self-homeomorphism of the plane, we may further assume that the layout of S is as shown in Figure 7(a) . In particular, with the exception of 0, all crossings of S are contained inside the disk ∆. In this illustration, S 1 is the black subshadow and S 2 is the gray subshadow.
The m-consistency of S implies that the part U of S inside ∆ is a tangle shadow of rank m. Thus it follows from Proposition 3.1 that U is the shadow of a tangle T of Type I such that |lk(T )| = m/2. We assume that lk(T ) = m/2, as the arguments in the case lk(T ) = −m/2 are totally analogous.
It is easy to see that there exist strings α and β in 3-space, disjoint from the interior of the cylinder ∆×[0, 3], such that (i) the endpoints of α (respectively, β) are (−1, −1, 0) and (−1, 1, 3) (respectively, (1, −1, 0) and (1, 1, 3) ); (ii) the projection of α ∪ β onto the xy-plane is S \ U ; and (iii) the vertical projections of α and β are the strands a and b, respectively, shown in Figure 7 (b).
Let K be the knot obtained by adding α ∪ β to the tangle T . Since U is the shadow of T , and S \ U is the shadow of α ∪ β, it follows that S resolves into Figure 7 (b), which is a diagram of a torus knot T 2,m+1 . We conclude that S resolves into a torus knot T 2,m+1 .
Proof of Lemma 2.2. Let S be an m-reverse shadow, where m ≥ 2 is an even integer. Similarly as in the proof of Lemma 2.1, we may assume that the layout of S is as shown in Figure 8(a) . In this case, since S is m-reverse it follows that the part U of S inside ∆ is a tangle shadow of rank −m. Thus it follows from Proposition 3.1 that U is the shadow of a tangle T of Type II such that |lk(T )| = m/2. As in the proof of Lemma 2.1 we assume that lk(T ) = m/2, as the arguments in the case lk(T ) = −m/2 are totally analogous.
(a) It is easy to see that there exist strings α and β in 3-space, disjoint from the interior of the cylinder ∆×[0, 3], such that (i) the endpoints of α (respectively, β) are (−1, −1, 0) and (−1, 1, 3) (respectively, (1, 1, 0) and (1, −1, 3) ); (ii) the projection of α ∪ β onto the xy-plane is S \ U ; and (iii) the vertical projections of α and β are the strands a and b, respectively, shown in Figure 8(b) .
Let K be the knot obtained by adding α ∪ β to T . Using analogous arguments as in the last part of the proof of Lemma 2.1, it follows that S resolves into a twist knot T m .
Proof of Proposition 3.1. We give the proof of the proposition for tangle shadows that have rank m, as the proof for tangle shadows with rank −m is totally analogous.
Let m ≥ 2 be an even integer, and let U be a tangle shadow of rank m, as illustrated in Figure 9 (a). Let A and B be the arcs also illustrated in that figure. Note that S = U ∪ A ∪ B is a shadow of a 2-component link.
It is easy to see that there exist strings α and β in 3-space, disjoint from the interior of the cylinder ∆×[0, 3], such that (i) the endpoints of α (respectively, β) are (−1, −1, 0) and (−1, 1, 3) (respectively, (1, −1, 0) and (1, 1, 3)); (ii) the projections of α and β onto the xy-plane are A and B, respectively; and (iii) the vertical projections of α and β are the strands a and b, respectively, shown in Figure 9 The strategy to prove the proposition is to show that S is the shadow of a link that satisfies certain properties. We start by letting M be the set of all links M that have S as their shadow, and such that: (i) the part of M that projects to U is a tangle T of Type I; and (ii) the part of M that projects to A ∪ B is α ∪ β.
Using that U has rank m, a straightforward adaptation of the techniques and arguments in [7, Algorithm 4] 
The four relevant types of shadows in terms of Gauss codes
In this section we take a first step toward the proof of Lemma 2.6, finding conditions, in terms of Gauss codes, that guarantee that a shadow is m-nontrivial, or m-decomposable, or m-consistent, or m-reverse. This will turn the proof of Lemma 2.6 into a purely combinatorial problem.
We start with a brief review of the notion of a Gauss code of a shadow S. Label the crossing points of S, and let p be an arbitrary noncrossing point of S. The Gauss code ω of S starting at p is the word obtained by traversing S and noting each crossing point we encounter. Thus every label occurs exactly twice in ω: if the crossings of S are labelled 1, . . . , n, then ω is a permutation of the multiset {1, 1, . . . , n, n}.
We adopt the following standard terminology. A substring of a word a 1 a 2 · · · a t is a word of the form a i a i+1 · · · a j−1 a j , for some 1 ≤ i ≤ j ≤ t. A subword of a 1 a 2 · · · a t is a word of the form a i1 a i2 · · · a ij , where 1 ≤ i 1 < i 2 < · · · < i j ≤ t. We adhere to the convention to use σ ω to denote that σ is a subword of ω.
We start by finding a condition for a Gauss code ω that guarantees that its corresponding shadow S is m-nontrivial. We say that a substring α of ω is good if it contains distinct symbols a i , a j , a k , such that the following hold:
(1) no symbol of ω has both occurrences in between the two occurrences of a i ; and (2) α contains both occurrences of each of a i , a j and a k , and each of a j and a k occurs exactly once in between the occurrences of a i .
Let
A be a open subarc of S, and let α be the substring that is the part of ω that corresponds to the traversal of A. Suppose that α is good. Then (1) implies that a i is the root of a loop L contained in A, and (2) implies that L is crossed at least twice in A. That is, A is a nontrivial open subarc of S.
We say that a Gauss code is m-good if it is the concatenation of m good substrings. The observation in the previous paragraph implies the following. To investigate the Gauss codes of m-consistent, m-reverse, and m-nontrivial shadows, we will use the following terminology. Let S be a shadow, and let ω be a Gauss code of S. Two symbols a i , a j of ω form an alternating pair if either a i a j a i a j ω or a j a i a j a i ω. A symbol a of ω is nugatory if it corresponds to a nugatory crossing of S. It is easy to see that a is a nugatory symbol if and only if a does not form part of an alternating pair. Finally, if σ ω, then σ denotes the subword of σ obtained by eliminating the symbols that appear only once in σ.
We make essential use of the following easy remark.
Observation 4.2. Let S be a shadow, let ω be a Gauss code of S, and let a be a crossing of S. Write ω as a concatenation α a γ a β. Then αβ is a Gauss code of one subshadow of S based at a, and γ is a Gauss code of the other subshadow.
We now consider m-consistent shadows. Let S be a shadow, and let ω be a Gauss code of S. We say that ω is m-increasing if it has symbols a 0 , a 1 , . . . , a m such that a 0 a 1 · · · a m a 0 a 1 · · · a m ω. If ω has such a subword, then it follows from Observation 4.2 that the Gauss codes of both subshadows of S based at a 0 have a 1 a 2 . . . a m as a subword. In view of the definition of an m-consistent shadow, this immediately implies the following. We say that ω is m-decreasing if it has symbols a 0 , a 1 , . . . , a m such that a 0 a 1 · · ·  a m a 0 a m · · · a 1 ω. If ω has such a subword, then by Observation 4.2 the Gauss code of one of the subshadows of S based at a 0 has a 1 a 2 . . . a m as a subword, and the Gauss code of the other subshadow has a m . . . a 2 a 1 as a subword. The following is then an immediate consequence of the definition of an m-reverse shadow.
Fact 4.4. Let S be a shadow, and let ω be a Gauss code of S. If ω is m-decreasing, then S is m-reverse.
We finally find a property of a Gauss code corresponding to m-decomposability. We make use of the following remark. By [4, Theorem 3] , every shadow in which not every crossing is nugatory resolves into a trefoil knot. As we discussed above, a is a nugatory crossing of a shadow S if and only if a does not form part of any alternating pair of symbols in the Gauss code of S. Thus we have the following. 
Proof of Lemma 2.6
The following propositions are the workhorses behind the proof of Lemma 2.6. Proposition 5.1. Let ω be a Gauss code of a reduced shadow S, and let m ≥ 2 be an integer. Suppose that 1 1 2 2 · · · 9m 5 9m 5 ω. Then ω either is m-increasing, or it is m-good, or it has symbols a 1 , . . . , a 3m 2 such that a 1 · · · a 3m 2 a 3m 2 · · · a 1 ω.
Proposition 5.2. Let ω be a Gauss code of a reduced shadow S, and let m ≥ 2 be an integer. Suppose that 1 2 · · · 3m 2 3m 2 · · · 2 1 ω. Then ω is either m-decreasing or m-nice.
Proof of Lemma 2.6, assuming Propositions 5.1 and 5.2. Let S be a reduced shadow with n crossings, and let ω be a Gauss code of S. We show that if n is at least the 3-colour Ramsey number R(m + 1, 3m
2 , 9m 5 ), then ω is either m-increasing, or mdecreasing, or m-good, or m-nice. This implies the lemma, using Facts 4.1, 4.3, 4.4, and 4.6.
We first note that we may label the symbols of ω with 1, 2, . . . , n so that ( * ) for each 1 ≤ i < j ≤ n, the first occurrence of i is before the first occurrence of j.
Let G be the complete graph whose vertices are the symbols 1, 2, . . . , n. Let i, j ∈ {1, 2, . . . , n}, where i < j. We assign colour 1 to the edge ij if the subword of ω induced by i and j is ijij, colour 2 if this subword is ijji, and colour 3 if this subword if iijj. By ( * ), every edge is of one of these three colours.
By Ramsey's theorem, G has either (i) a complete subgraph with vertices a 0 <a 1 < · · · < a m , all of whose edges are of colour 1; or (ii) a complete subgraph with vertices a 1 <a 2 < · · · <a 3m 2 , all of whose edges are of colour 2; or (iii) a complete subgraph with vertices a 1 <a 2 < · · · <a 9m 5 , all of whose edges are of colour 3.
If (i) holds, then a 0 a 1 · · · a m a 0 a 1 · · · a m ω, and so ω is m-increasing. If (ii) holds, then a 1 a 2 · · · a 3m 2 a 3m 2 · · · a 2 a 1 ω, and so by Proposition 5.2 then ω is either mdecreasing or m-nice. Finally, if (iii) holds then a 1 a 1 a 2 a 2 · · · a 9m 5 a 9m 5 ω, and so by Proposition 5.1 either ω is m-increasing or m-good, or it has symbols b 1 , . . . , b 3m 2 such that
In this latter case, by Proposition 5.2 it follows that ω is either m-decreasing or m-nice.
Proof of Proposition 5.1. The hypothesis is that 1122 · · · 9m 5 9m 5 ω. We start by noting that we may assume that ( * ) for each i = 1, · · · , 9m
5 , there is no symbol b in ω such that i b b i is a subword of ω.
Write ω as a concatenation α 1 α 2 · · · α m , where for each i = 1, . . . , m, α i has (i − 1)9m
If α i is a good substring for every i = 1, . . . , m, then ω is m-good, and so we are done.
Thus we may assume that there is an i ∈ {1, 2, . . . , m} such that α i is not a good substring. To simplify the discussion, we note that
is also a Gauss code of S, and so by relabelling, if necessary, we may assume that α 1 is not a good substring.
Recall that α 1 contains 1 1 · · · 9m 4 9m 4 as a subword. We invoke the easy fact that for every symbol a in a Gauss code of a reduced shadow, there must exist two distinct symbols that occur in between the two occurrences of a. Thus for each i = 1, . . . , 9m
4 , there exist symbols b i , c i such that ib i c i i ω. Note that ( * ) implies that each of b i and c i occurs exactly once in between the two occurrences of i.
The hypothesis that α 1 is not good implies that, for each i = 1, . . . , 9m 4 , there is a (at least one) d i ∈ {b i , c i } that only occurs once in α 1 (namely, in between the two occurrences of i). Therefore there are symbols d 1 , d 2 , . . . , d 9m 4 that appear exactly once in α 1 , and so each of these symbols also appears exactly once in α 2 · · · α m .
The Erdős-Szekeres theorem on increasing/decreasing subsequences then implies that there are a 1 , . . . , a 3m 2 in {d 1 , . . . ,
holds then we are done, and if (i) holds then ω is (3m 2 − 1)-increasing, and so (since 3m
Proof of Proposition 5.2. Since 12 · · · 3m 2 3m 2 · · · 21 ω, then we can write ω as
where the substrings α i , β i are uniquely determined for i = 2m, 4m, . . . , 2m 2 − 2m, and we set α 2m 2 (respectively, β 2m 2 ) so that (2m 2 − 2m + 1)(2m 2 − 2m + 2) · · · 3m 2 α 2m 2 (respectively, 3m 2 · · · (2m 2 − 2m + 2)(2m 2 − 2m + 1) β 2m 2 . If α i β i has an alternating pair for each i = 2m, 4m, . . . , 2m
2 , then this expression of ω witnesses that ω is m-nice, and so we are done. Thus we may assume that there is an i ∈ {2m, 4m, . . . , 2m 2 } such that α i β i has no alternating pair.
Let j := i − m, σ := (j − m + 1)(j − m + 2) · · · (j − 1), and τ := (j + 1)(j + 2) · · · (j + m − 1). Note that σ j τ α i and τ −1 j σ −1 β i . We show that there is a symbol b such that either (I) bσjbjσ −1 ω; or (II) bj τ bτ −1 j ω. This will complete the proof, as each of (I) and (II) implies that ω is m-decreasing. Since S is reduced, then every symbol of ω, and in particular j, forms part of an alternating pair. Thus there is a b such that either bjbj ω or jbjb ω. We may assume that the former possibility holds, as in the alternative we may work with ω −1 , which is also a Gauss code of S. Thus bjbj ω. If α i contains both occurrences of b, then bjb α i , and so (since j is also in β i ) bjbj α i β i , contradicting that α i β i has no alternating pair. Thus α i contains at most one occurrence of b. Therefore either (i) the first occurrence of b is to the left of σ; or (ii) the second occurrence of b is to the right of τ . If (i) holds then we are done, since then it follows that (I) holds. Suppose finally that (ii) holds, and that (i) does not hold (this last assumption implies that b occurs in σ). The second occurrence of b must then be to the left of τ −1 , as otherwise if would necessarily be in τ −1 , implying that bjbj α i β i , again contradicting that α i β i has no alternating pair. Thus the second occurrence of b is in between τ and τ −1 , and so (II) holds.
Open questions
For each reduced shadow S, let f (S) be the number of non-isotopic knots into which S resolves. The shadows S m in Figure 1 (a) have m + 1 crossings, and it is proved in [1] that S m resolves into a knot K if and only if K is a torus knot T 2,n with crossing number at most m + 1. Taking into account that T 2,n is not isotopic to its mirror image T 2,−n if |n| > 1, it follows that f (S m ) is precisely the number of crossings in S m , namely m + 1.
Thus for each odd integer n ≥ 3, there is a reduced shadow S with n crossings such that f (S) = n. Is it true that for each n ≥ 3, every reduced shadow S with n crossings satisfies that f (S) ≥ n? Here is an even easier question: is there a universal constant c > 0 such that every reduced shadow S with n crossings satisfies that f (S) > c · n?
What about a "typical" reduced shadow? Pick a shadow S randomly among all reduced shadows with n crossings. What is the expected value of f (S)? Is this number exponential, or at least superpolynomial, in n? The strong techniques recently developed by Chapman in [2] may shed light on this question.
