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Abstract
We introduce a coding of rooted planar hypermaps by words of a language generalizing the
language of  Lukasiewicz. This code is obtained by a geometrical decomposition of hypermaps
and leads to a new enumeration of rooted planar hypermaps with respect to the number of
vertices, hyperfaces and hyperedges.
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1. Introduction
Various geometrical approaches in the commutative study of rooted planar maps and
hypermaps [1,2,15,16], allows by complementarity of the characterizations obtained, to
study and to solve in a very e8ective way problems arising, as for example that of
enumeration. This problem is di:cult to solve when one approaches it under only
one aspect (such as for example construction of the root half-edge [13,15]), but its
resolution is simple when is used complementarily the plurality of geometrical ap-
proaches [1,2]. As a matter of fact from an equation and some geometrical properties
of an hypermap, we here obtain two complementary functional equations leading to an
enumeration of rooted planar hypermaps.
To this diversity of commutative studies of rooted planar maps and hypermaps,
corresponds an equivalent diversity of non-commutative approaches allowing to code
families of rooted planar maps and hypermaps.
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This approach was opened and developed by Cori [8,6,7,11,12]. He builds in [9],
a code for rooted planar maps and hypermaps which, in the case of maps, uses the
removal of the root half-edge. He develops many applications of a combinatorial, al-
gebraic and analytical nature [8], but also the very signiBcant problem in practice of
the drawing of planar graphs [9].
We here propose another coding of rooted planar hypermaps on an inBnite alphabet.
It results from a geometrical method: the removal from a hypermap of its root hyper-
edge and the translation into operations on words of the planar organization of this
hypermap around its root hyperedge. This geometrical decomposition leads naturally
to a coding of planar rooted hypermaps by a language on an inBnite alphabet. The
non-commutative formal series associated to this language is solution of an equation
in which the operators (concatenation, shuDe, composition) are the direct translation
of the geometrical operations. This equation generalizes the one deBning the language
of  Lukasiewicz [8].
The passage in commutative variables allows to obtain the already known enumera-
tion of n edges rooted planar hypermaps [13,15,8,16,3–5] and also two complementary
functional equations having for unique solution the commutative generating function of
rooted planar hypermaps enumerated with respect to the numbers of vertices, hyperfaces
and hyperedges. The enumeration of rooted planar hypermaps according to these pa-
rameters is then obtained very easily, being carried out without using any complicated
formal calculation such as the quadratic method. This enumeration was also obtained
in [2] but not through any language. A decomposition on hypermaps led to a system
of three functionals equations, which solution is the generating function of hypermaps
with respect to the numbers of vertices, hyperfaces and hyperedges. Furthermore from
[3] could have been derived a generalized  Lukasiewicz language for hypermaps using
the fact that planar trees are encoded by words of  Lukasiewicz. But it seems di:cult
afterwards to obtain the enumeration of hypermaps with respect to the numbers of
vertices, hyperfaces and hyperedges.
2. Denitions
Let us recall some deBnitions used thereafter (for more details, see for example
[8,10]).
2.1. Planar rooted maps
A topological planar map C is a partition of the sphere in three Bnite sets of cells:
(1) The set of vertices of C, which is a Bnite set of dots.
(2) The set of edges of C, which is a Bnite set of open Jordan arcs, pairwise disjoint,
whose extremities are vertices.
(3) The set of faces of C. Each face is simply connected and its border is the union
of vertices and edges.
A cell is incident to another cell if one is contained in the boundary of the other.
We call half-edge an oriented edge of the map.
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Fig. 1. A rooted planar hypermap.
Let B be the set of half-edges of the map. With each half-edge, one can associate its
initial vertex, its 9nal vertex and its underlying edge.  (resp. ) is the permutation in
B associating to each half-edge b its opposite half-edge (resp. the Brst half-edge met
when turning round the initial vertex of b in the positive way of the surface). The
cycles of  (resp. ) represent the edges (resp. the vertices) of the map. The cycles of
H=  ◦  are the oriented borders of the faces of the map. (B; ; ) is the combinatorial
deBnition of the planar map associated C.
A map C = (B; ; ) is rooted if a half-edge b˜ is distinguished. The half-edge b˜ is
called the root half-edge of C, and its initial vertex is the root vertex. C is then
deBned as the triplet (; ; b˜). Face H∗(b˜) ( = { Hi(b˜)=i¿0}) is called the external face
of C. By convention, the one vertex map (one vertex, no edge) is said to be rooted.
Two planar maps are isomorphic if there is a homeomorphism of the sphere, pre-
serving its orientation, mapping vertices, edges and faces of one map onto vertices,
edges and faces, respectively, of the other map. An isomorphic class of rooted planar
maps will simply be called a rooted planar map.
2.2. Planar rooted hypermaps
Denition 1 (Planar rooted hypermaps). A planar map that can be colored with two
colors, such that any edge is incident to two faces of di8erent colors is called two-
colorable. The property two-colorable being compatible with the relation of equivalence
whose classes are the rooted planar maps, one can deBne a planar rooted hypermap
as a rooted two-colorable planar map (see Fig. 1).
Let H be a rooted planar hypermap, faces of H of the same color (resp. an-
other color) than the external face of H are the hyperfaces (resp. hyperedges) of
the hypermap. The external face of H is called external hyperface. The hyperedge
( ◦ )∗((b)), with b the root half-edge of H , is the root hyperedge of H .
One deBnes by convention the one vertex rooted planar hypermap {p} associated
to the one vertex rooted planar map (one vertex, no edge), which single face is a
hyperface.
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This deBnition is compatible with the deBnition given by Cori [8,10], as it was
shown by Walsh [16].
2.3. Formal series in non-commutative variables
Let X be a Bnite or inBnite alphabet, X ∗ the free monoid on X (1 represents the
empty word), B the boolean semi-ring with two elements 0 and 1. Let A be a unit
commutative semiring (thereafter A = B or N). Let us denote AX the semi-algebra
of formal series in the non-commutative variables of X and with coe:cients in A.
BX is isomorphous to the semi-algebra of parts (languages) of X ∗.
Let L be a language of X ∗. Let us assume that a rule E has been deBned in order to
associate in a single way to any word w= x1x2 : : : xn of L, a sub-sequence xi1 ; xi2 ; : : : ; xik ,
with 1 = i1¡i2¡ · · ·¡ik6n, of the sequence of letters of X deBning w. These letters
are called external letters of the word w.
Denition 2 (Languages). LunionsqunionsqE M∗ and L ◦E M∗. Let M be a language of X ∗ which
freely generates M∗. Then language LunionsqunionsqE M∗ is deBned as the subset of the usual
shuDe product LunionsqunionsqM∗, formed by the words u1v1 : : : umvm such that
• w1 = u1u2 : : : um ∈L.
• For all i in {1; : : : ; m}, ui is the empty word or begins with an external letter of w1.
• w2 = v1v2 : : : vm ∈M∗, with for all i in {1; : : : ; m}, vi a word of M∗.
One also deBnes L ◦E M∗, the language obtained in substituting in any word w of
L, the language M∗:e to any external letter e of the word w.
Lemma 3.
L unionsqunionsqEM∗ = (L ◦E M∗):M∗: (1)
Proof. Let us write w= u1v1 : : : umvm ∈LunionsqunionsqE M∗ with notations of DeBnition 2.
In w if there exists i, 26i6m, such that ui = 1 then
ui−1vi−1uivi = ui−1vi−1vi = ui−1!i−1
with !i−1 = vi−1vi ∈M∗. Thus there exists a sub-sequence i1= 1; i2; : : : ; ik of 1; : : : ; m
such that
w = u1!1ui2!i2 : : : uik!ik
with !ij ∈M∗;∀16j6k and uij 	= 1;∀26j6k.
Therefore w∈ (L ◦E M∗):M∗.
Conversely, it is obvious that (L ◦E M∗):M∗⊂LunionsqunionsqE M∗.
The language coding the rooted planar hypermaps will be a sub-language of the
language Lm deBned in the following way:
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Denition 4 (Languages of  Lukasiewicz and Lm). For i¿0, let L(i) be the language of
 Lukasiewicz on the alphabet X (i) = { Hxi; xin; n¿0}. L(i) satisBes the following equation:
L(i) = 1 +
∑
n¿0
xin(L
(i) Hxi)nL(i): (2)
Language Lm is deBned on the alphabet X=
⋃
i¿0 X
(i), and satisBes
Lm =
⋃
n¿0
unionsqunionsq
06i6n
L(i); (3)
where unionsqunionsq06i6n L(i) represents the usual shuDe product in X ∗ of the languages L(0);
: : : ; L(n).
Languages Lm and L(i), i¿0, have the property: for any word w of Lm (resp. L(i),
i¿0), and any letter xin of w, one can associate to x
i
n in a single way the n letters Hx
i
which are related to it in Eq. (3) (resp. (2) for i¿0). Such letter xin and any of the
letters Hxi are thereafter associated.
For a word w of Lm, a letter xin is external, if it is not located in the word between
two letters x jk , Hx
j associated. The Brst letter of any word Lm is obviously external.
The set Lm of languages included in Lm, provided with the laws induced by those of
BX, has a structure of semi-algebra. Lm is a complete metric subspace of BX,
its metric being induced by the usual metric of BX.
Let us notice Bnally that Lm is freely generated by the sub-language of its words
having their only external letter as their Brst letter.
3. A code for rooted planar hypermaps
Let X= {xin; Hxi; n¿0; i¿0} be an alphabet and +1 a morphism on X ∗, deBned as
follows: ∀n¿0; ∀i¿0; +1(xin) = xi+1n .
Theorem 5. The family of rooted planar hypermaps is encoded by the language H∞,
unique solution in Lm of the following equation:
H∞ = 1 +
( ∑
n¿0
x0n(
+1(H∞) unionsqunionsqE(H∞ Hx0)n)
)
:H∞: (4)
The shu?e product unionsqunionsqE has been de9ned in De9nition 2 with: M = (H∞ Hx0)n,
L= +1(H∞) and E de9ned on Lm.
Remark 6. The operator deBned in the second member of Eq. (4) is a contracting
operator on the complete metric space Lm. It thus admits a single Bxed point. The
language H∞ is well deBned.
Proof. Let H = (; ; b1) be a rooted planar hypermap having at least a half-edge (see
Fig. 1).
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Fig. 2. Decomposition into two sub-hypermaps of the hypermap of Fig. 1.
(1) First stage: Let (b1; b2; : : : ; bk) be the sub-sequence of the nonempty sequence
( ◦ )∗(b1) of the half-edges bordering the external hyperface of H , formed by
the half-edges which also border the root hyperedge. Let us denote by s1; s2; : : : ; sk
the initial vertices of the respective half-edges b1; b2; : : : ; bk .
A planar rooted hypermap H is associated in a bijective way to a pair (H1 =
(1; ; b1); H2 = (2; ; b2)) of planar rooted hypermaps by cuting the half-edge
b1 (resp. b2) from vertex s1 (resp. s2) and a8ecting to it a new initial vertex, vertex
s2 (resp. s1) (see Fig. 2). One thus obtains
1(a) =


(b2) if a = b1;
b1 if a = −1(b2);
(a) otherwise; with a ∈ H1
and
2(a) =


(b1) if a = b2;
b2 if a = −1(b1);
(a) otherwise; with a ∈ H2:
H2 can be any rooted planar hypermap (it can be the one vertex hypermap if
the half-edge b2 does not exist). The root half-edge of H1 is the only half-edge
simultaneously bordering the external hyperface and the root hyperedge.
If N is a language coding the rooted planar hypermaps of the type of H1, with
the preceding bijective decomposition one gets
H∞ = 1 + N:H∞: (5)
(2) Second stage
(a) Let us remove from H1 all the edges bordering the root hyperedge. The edges
are opened Jordan arcs; thus vertices are not removed by this operation. The
edges which remain constitute two-colorable planar maps (possibly equal to
the one vertex map) (see Fig. 3).
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Fig. 3. Obtaining hypermaps after the removal in the hypermap H1 of Fig. 2 of all the edges bordering the
root hyperedge.
Let us consider the hypermap which contains the root vertex s∗ of H1. Let
us denote by H3 this planar hypermap rooted in the Brst half-edge of the
sequence (b1; 1(b1); 21(b1); : : :) which belongs to H3.
H3 can be any rooted planar hypermap and will thus be encoded by a word
of a language in bijection with the required language H∞. This language
coding maps H3 will be +1(H∞). The reason of this choice is explained at
the end of the third stage.
Remark 7. Hypermap H3 includes all the half-edges other than b1, deBning
the external hyperface of H1. Indeed b1 is the only half-edge of H1 incident
simultaneously to the external hyperface and the root hyperedge of H1.
(b) Let H4 = (4; ; b1) be the hypermap obtained from H1 after the removal of
H3 (see Fig. 4). Let us consider the sub-sequence of ( ◦ 4)∗(b1) of the
half-edges topologically bordering the root hyperedge of H4, composed of
the half-edges which have moreover for initial vertex in H1, a vertex of H3.
Let us denote by c0 = b1; c1; c2; : : : ; cn = −14 ((b1)) the half-edges of this sub-
sequence.
For all i in [1; n], let HKi be the map obtained after the removal in H4
of the underlying edges of the half-edges ci−1 and ci, rooted in (di), with
di = 4(ci−1) ( HKi = {p} if di = (ci−1)) (see Fig. 5). Hypermap Ki = (Ki ; ;
(di)) is created from HKi by attaching the initial vertex of di such that ki(di) =
4((ci)). For all i in [1; n], Ki can be any planar rooted hypermap (Ki = {p}
if di = (ci−1)).
Let us code c0 by the letter x0n and the couples (Ki; ci), 16i6n, by H∞ Hx
0,
where H∞ codes Ki and Hx0 codes ci.
One then deduces from the preceding bijective decomposition of hypermap
H4, that the language coding this family of planar rooted hypermaps is∑
n¿0
x0n(H∞ Hx
0)n:
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Fig. 4. Obtaining a hypermap after the removal in the hypermap H1 of Fig. 2 of the hypermap H3.
Fig. 5. Obtaining of hypermaps Ki from hypermap H4 of Fig. 4.
(3) Third stage: To obtain Eq. (4) of Theorem 5 deBning the language H∞, it remains
to express language N coding planar hypermaps of type H1 (see (5)), using two
languages, respectively, coding the planar hypermaps of type H3 and type H4,
languages described at stage 2. This expression of N is the transcription into
operators on these languages of the geometrical rebuilding of a hypermap H1 from
two hypermaps of type H3 and H4.
Intuitively, to rebuild H1, it is necessary “to roll up” H4 around the external
hyperface of H3.
(a) In the traversal of the root hyperedge of H4, H∗4 ((b1)), beginning with d1,
one notes that H4 is composed of the half-edge d1, the Brst met half-edge of
HK1, followed by the half-edge (c1), followed by the half-edge d2, the Brst met
half-edge of HK2; : : : ; followed by the half-edge (cn), then Bnally followed by
the half-edge (b1).
(b) To rebuild H1, d1 is inserted in the external hyperface of H3, its initial vertex
being now the root vertex t of H3, such that its successor in the cycle deBning
t be the root half-edge of H3. One “unrolls” then d1, HK1, then (c1) in the
external hyperface of H3, a8ecting to the initial vertex of c1, a vertex of the
external hyperface of H3. The half-edge c1 has then as successor in the cycle
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deBning this vertex, a half-edge of the external hyperface of H3. the half-
edge d2 is then inserted between c1 and this half-edge and HK2, then (c2); : : :
are “unrolled” until the initial vertex of cn becomes a vertex of the external
hyperface of H3. The initial vertex of (b1) is also glued to this vertex such
that (b1) becomes the immediate successor of cn in the cycle deBning the
vertex. One closes the root hyperedge of H1 thus rebuilt by gluing the initial
vertex of b1 to vertex t of H3, just before d1.
(c) The n successive insertions of the half-edges c1; c2; : : : ; cn of H4 between the
half-edges deBning the external hyperface of H3, characterize the rebuilding
of the rooted planar hypermap H1 from the hypermaps H3 and H4.
The half-edges ci, 16i6n, being encoded by the letters Hx0 which appear
in the expression x0n(H∞ Hx
0)n coding the hypermaps H4, one deduces from
the rebuilding of H1 that the set of possible choices for these n insertions
is the set of shuDes of the word associated to H3 in +1(H∞) and of the
word associated to H4\{c0} in (H∞ Hx0)n. These shuDes must comply with the
decomposition of the word of (H∞ Hx0)n on H∞ Hx0, and that of the word of
+1(H∞) with respect to those of its letters who code the half-edges of the
external hyperface of H3. These shuDes are thus those of the language
N =
∑
n¿0
x0n(
+1(H∞) unionsqunionsqE(H∞ Hx0)n):
It is easily checked from Remark 7 (see Property 1.3) that rule E, which
determines in the word of H∞ associated to a hypermap the letters coding the
half-edges of the external hyperface, is the one deBned in 2.3.
Remark 8. The planar rooted hypermaps H3 are encoded by words of +1
(H∞) in order to be able to rebuild from a word of the shuDe N , the two
words in (H∞ Hx0)n and +1(H∞) from which it results.
Denition 9 (Map of type Hi). For all planar rooted hypermap H , a hypermap of type
Hi, 16i64, is extracted if one applies to H the decomposition provided to prove
Theorem 5 to obtain map Hi.
Example 10. Hypermap H of Fig. 1 is encoded by the word (see Figs. 6 and 7):
x02x
1
1x
2
0x
3
0 Hx
1x30x
0
1x
1
0 Hx
0x10 Hx
0x40x
0
1 Hx
0x10 Hx
0x30x
2
0x
1
0︸ ︷︷ ︸
H1
x01 Hx
0x10x
1
0x
1
0x
0
0x
1
0︸ ︷︷ ︸
H2
4. Properties of the language H∞ related to the geometrical characteristics
of a hypermap
Some properties of the language H∞ are given, and also another language coding
the family of rooted planar hypermaps, which is solution of an equation easily deduced
from (4) and whose form is more informative.
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Fig. 6. A code for hypermap H1 of Fig. 2.
Let H= (; ; b1) be a rooted planar hypermap and w the word which is associated
to it in H∞. To each hyperedge of this hypermap is associated the sub-word of w
composed of the letters of w coding the edges which border this hyperedge topologically
(see Fig. 8).
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Fig. 7. A code for hypermap H2 of Fig. 2.
4.1. Properties
Property 1. (1) The root hyperedge is coded by the sub-word of w composed of the
letters superscripted by 0. This sub-word is a word of  Lukasiewicz in L(0).
(2) Each hyperedge is coded by a word of  Lukasiewicz in L(i) for a given i¿0.
(3) External letters of the word w, read from left to right, code the edges of
the external hyperface in the order in which they are met in the traversal of this
hyperface H∗(b1), beginning with the root half-edge b1.
(4) Each letter Hxi, i¿0, is associated bijectively to the non-external hyperface
bordered by the edge which it codes.
Remark 11. Properties 1(1) (3) and (4) are signiBcant when one translates the lan-
guage H∞ into a generating function of the set of hypermaps with respect to certain
parameters (number of hyperfaces, degree of the root hyperedge or of the external
hyperface etc.), see Section 5.
Proof. Proof of these properties is derived from the proof of Theorem 5. Therefore
notations of this precedent proof are used here.
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Fig. 8. Words encoding hypermaps with at most three edges.
(1) The set of half-edges of the root hyperedge H is divided into two complementary
subsets, the set of half-edges of the root hyperedge of H4 and the set of half-edges
of the root hyperedge of H2. Moreover in the traversal of H∗((b1)), the root
hyperedge of H , one meets initially the half-edges belonging to H1, then those
pertaining to H2.
(a) The set of half-edges of the root hyperedge of H4 is divided into n+1 pairwise
disjoined subsets: the set {c0; : : : ; cn} and for all i in [1; n], the set of half-
edges of the root hyperedge of Ki. The ordered sequence of the half-edges
c0; c1; : : : ; cn of H4, which corresponds in H1 to a sub-sequence of the half-
edges of its root hyperedge, is encoded by the word x0n Hx0 : : : Hx0 which belongs
to L(0). Then the root hyperedge of H4 is encoded by the word: x0n (word
coding the root hyperedge of K1) Hx0 : : : (word coding the root hyperedge of
Kn) Hx0.
(b) In order to obtain the words coding H2 and Ki, 16i6n, which are any planar
hypermap, one applies to them the same decomposition applied to H . The
reasoning of (1)(a) is applied to these hypermaps.
(2) The set of non-root hyperedges of H is divided into two complementary subsets:
the set of non root-hyperedges of H1 and the set of non-root hyperedges of H2.
(a) the set of non-root hyperedges of H1 is divided into two complementary sub-
sets: the set of non-root hyperedges of H4 and the set of hyperedges of H3.
• H3 can be any hypermap. According to Property 1(1), its root hyperedge
is coded by a word of +(L(0)) =L(1).
• The set of non-root hyperedges of H4 is divided into n pairwise disjoined
subsets: the sets of non-root hyperedges of the hypermaps Ki; 16i6n.
Ki; 16i6n, can be any hypermap.
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(b) In order to obtain the words coding H2, H3 and Ki, 16i6n, which are any
planar hypermap, one applies to them the same decomposition applied to H .
The reasoning of (2)(a) is applied to these hypermaps. Gradually it is thus
shown that all the hyperedges of H are encoded by words belonging to L(i)
for a given i¿0.
(3) The set of half-edges belonging to the external hyperface of H is divided into two
complementary subsets:
(a) the set of half-edges of the external hyperface of H1 which divides into two
complementary subsets:
• the root half-edge of H1, which is also the root half-edge of H and of H4,
• the other half-edges of the external hyperface of H1 belong to the external
hyperface of H3 (see Remark 7).
By construction (see proof of Theorem 5) with the shuDe product of the word
coding H3 by the word coding H4, one gets a word coding H1 where:
• the Brst letter codes the root half-edge of H1 and of H4;
• the following letters are a shuDe of letters coding the other half-edges of H4
and the half-edges of H3 not belonging in H1 to its external hyperface. The
last letter of this shuDe is the one coding the last ci, 16i6n, i.e. cn and
is Hx0, the last Hx0 associated to x0n (which codes the root half-edge of H1);
• the following letters are external letters, since the last Hx0 of the word coding
H1 precedes them. These letters code the edges of H3 not yet coded, i.e.
those which in H1 border its external hyperface.
(b) the set of half-edges of the external hyperface of H2 which can be any hy-
permap. One can thus apply to H2 the reasoning applied to H in item (3).
Moreover in the traversal of H∗(b1), the external hyperface of H , beginning with
its root half-edge, one meets initially the half-edges belonging to H1, then those
pertaining to H2.
(4) The set of non-external hyperfaces of H is divided into three pairwise disjoined
subsets:
(a) the set of non-external hyperfaces of H1 and of the hyperfaces incident to the
half-edges ci, 06i6n, which is also divided into two complementary subsets:
• the set of non-external hyperfaces of H3;
• the set of non-external hyperfaces of H4 and of the hyperfaces incident
to the half-edges ci, 06i6n, who is divided into n pairwise disjoined
subsets: the sets composed of the non-external hyperfaces of the hypermaps
Ki, 06i6n;
(b) the set of non-external hyperfaces of H1 and incident to the half-edges ci,
0616n. In H1, by construction one cannot have ci and cj which borders the
same hyperface. Thus each half-edge ci, coded by a letter Hxj, j¿0, borders
a hyperface of H1, such that two distinct half-edges ci and cj, border two
distinct hyperfaces of H1.
(c) the set of non-external hyperfaces of H2.
syAs H2, H3 and Ki, for 16i6n, can be any hypermap, the reasoning established
for H can be applied to them. Gradually one thus shows the bijection.
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4.2. Theorem
A slight modiBcation of the language H∞ results in a more interesting form to prove
Propositions 14 and 16 in the next section.
Let Y= { Hxn; dn; fn; N¿0} be an alphabet and +1 a morphism on Y ∗ deBned by
+1(Hxi) = Hxi+1; +1(di) =di+1; +1(fi) =fi+1. Then
Theorem 12. The family of rooted planar hypermaps is encoded by the language H˜∞
unique solution of the equation:
H˜∞ = 1 + d0((+1(H˜∞) ◦E (H˜∞ Hx0)∗)(H˜∞ Hx0)∗)f0H˜∞: (6)
Remark 13. Eq. (6) results from Eqs. (4) and (1), in substituting in any word of H∞
a couple of letters di, fi to any letter xin; n¿0; i¿0, and the letter Hxi to any letter
Hxi, i¿0; this substitution is recursively deBned by Eq. (6). We will not develop the
properties of this language H˜∞. They are easily deduced from those of H∞. Let us
notice only that as for H∞, each letter Hxi is naturally associated to a couple of letters
(di; fi). Rule E of determination of the external letters of a word w of H˜∞ is then: a
letter di of w is external if and only if it is not located in the word w between two
associated letters dj and Hxj.
5. Applications to the enumeration of rooted planar hypermaps
5.1. Enumeration of hypermaps with respect to their number of edges
Let us associate to any word w of H∞ the monomial of N[[u; z]] obtained in sub-
stituting uz (resp. z) to any external letter (resp. non external) of w. The generating
function of planar rooted hypermaps, denoted by H∞(u; z), enumerating hypermaps
with respect to the degree of the external hyperface (variable u) and the number of
edges (variable z) is thus associated to the language H∞. H∞(u; z) is also the gener-
ating function of the words of H∞ with respect to the number of external letters (u)
and the number of letters (z).
Let us consider the morphism of BX on N[[v; z]] which to any letter x0n and
Hx0 associates the word vz, and to any other letter of X the word z. The image of the
language H∞ by this morphism is the generating function K∞(v; z) of rooted planar
hypermaps enumerated with respect to the degree of the root hyperedge (variable v)
and the number of edges (variable z). K∞(v; z) is also the generating function of the
words of H∞ with respect to the number of letters superscripted by 0 (v) and the
number of letters (z).
It should be noted that K∞(v; z) =H∞(v; z), as to change the orientation of the
sphere into its opposite deBnes a bijection, internal to the family of hypermaps, which
exchanges hyperfaces (resp. the external hyperface) and hyperedges (resp. the root
hyperedge).
One deduces then from Theorem 12:
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Proposition 14. H∞=K∞ is solution of the following equations:
K∞(v; z) = 1 +
zvK∞
1 − zvK∞ H∞
(
1
1 − zvK∞ ; z
)
; (7)
where K∞ is written for K∞(v; z) and
H∞(u; z) = 1 + uzH 2∞
+ uzH∞
z HH∞
1 − z HH∞
uH∞ − (1 − z HH∞)−1H∞((1 − z HH∞)−1; z)
u− (1 − z HH∞)−1
; (8)
where H∞ is written for H∞(u; z) and HH∞=H∞(1; z).
Proof. (1) Eq. (7) is deduced from (6) and Property 1(1).
• d0f0H˜∞ gives term zvK∞.
• (H˜∞ Hx0)∗ gives term
∑
n¿0 (zvK∞)
n = 1=(1 − zvK∞).
• +1(H˜∞) is in one-to-one correspondence with the set of words coding rooted
planar hypermaps. Moreover, letters of the words of +1(H˜∞) are not subscripted
by 0. The generating function of +1(H˜∞) thus is independent of v. It is equal
to
∑
n¿0
∑
r¿0 hnrz
n, in which hnr is the number of words of H˜∞ with n letters
and r exterior letters.
Then +1(H˜∞) ◦' (H˜∞ Hx0)∗ is enumerated by the generating function
∑
n¿0
∑
r¿0
hnrzn
(
1
1 − zvK∞
)r
= H∞
(
1
1 − zvK∞ ; y
)
:
(2) Eq. (8) also results from (6) and Property 1(3).
• d0f0H˜∞ gives term zuH∞.
• (H˜∞ Hx0)∗ gives term
∑
n¿0 (z HH∞)
n = 1=(1 − z HH∞).
• In (+1(H˜∞) ◦' (H˜∞ Hx0)∗)(H˜∞ Hx0)∗, let us denote by m the word of +1(H˜∞)
and mr (resp. ml) the word of (H˜∞ Hx0)∗ belonging to the rightest term (resp.
leftest term).
◦ If mr = 1 and
if ml = 1
then the words of +1(H˜∞) are enumerated by H∞,
if ml 	= 1
then the words of +1(H˜∞) ◦ (H˜∞ Hx0)∗ are enumerated by
∑
n¿0
∑
r¿0
hnrzn
r∑
i=1
ui
z HH∞
1 − z HH∞
(
1
1 − z HH∞
)r−i
:
◦ If mr 	= 1, then the letters of m are not external and the generating function
of the words of (+1(H˜∞) ◦' (H˜∞ Hx0)∗)(H˜∞ Hx0)+ is equal to
∑
n¿0
∑
r¿0
hnrzn
z HH∞
1 − z HH∞
(
1
1 − z HH∞
)r
:
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Thus the words of (+1(H˜∞) ◦' (H˜∞ Hx0)∗)(H˜∞ Hx0)∗ are enumerated by the gen-
erating function
H∞ +
∑
n¿0
∑
r¿0
hnrzn
r∑
i=0
ui
z HH∞
1 − z HH∞
(
1
1 − z HH∞
)r−i
:
Moreover,
∑
n¿0
∑
r¿0
hnrzn
r∑
i=0
ui
z HH∞
1 − z HH∞
(
1
1 − z HH∞
)r−i
=
z HH∞
1 − z HH∞
∑
n¿0
∑
r¿0
hnrzn
(
1
1 − z HH∞
)r r∑
i=0
ui(1 − z HH∞)i
=
z HH∞
1 − z HH∞
1
1 − u(1 − z HH∞)
×
( ∑
n¿0
∑
r¿0
hnrzn
(
1
1 − z HH∞
)r
− (1 − z HH∞)
∑
n¿0
∑
r¿0
hnrznur+1
)
=
z HH∞
1 − z HH∞
H∞( 11−z HH∞ ; z) − uH∞(1 − z HH∞)
1 − u(1 − z HH∞)
:
Corollary 15. (1) The generating function H∞(1; z), that enumerates the planar
rooted hypermaps with respect to the number of edges, is solution of the parametric
system:
z =
t − 1
2t2
;
H∞(1; z) =
(t − 1)(3 − t)
4
+ 1:
(2) The number of planar rooted hypermaps having m edges is
3:2m−1(2m)!
m!(m + 2)!
:
Proof. Obtaining the parametric system from both Eqs. (7) and (8) is very easy,
without using any formal complicated calculation.
One will substitute in (7) (resp. (8)) for the variable v (resp. u), the function V (z)
which satisBes V (z) = 1=(1 − zV (z)H∞(V (z); z)), meaning
V (z) = 1 + zV 2(z)H∞(V (z); z): (9)
Let us write v= 1 in (7). One obtains
HH∞ = 1 +
z HH∞
1 − z HH∞
H∞
(
1
1 − z HH∞
; z
)
; (10)
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let us write H∞=H∞(V (z); z). From (7)–(10), one deduces the following system:
H∞ = 1 +
zV (z)H∞
1 − zV (z)H∞ H∞;
H∞ = 1 +V (z)zH 2∞+V (z)zH∞
z HH∞
1− z HH∞
×V (z)H∞− (1− z
HH∞)−1H∞((1− z HH∞)−1; z)
V (z)− (1− z HH∞)−1
;
V (z) = 1 + zV 2(z)H∞(V (z); z);
H∞ = 1 +
z HH∞
1 − z HH∞
H∞
(
1
1 − z HH∞
; z
)
:
The resolution of this system with respect to V gives the parametric system of Corollary
15, in which V (z(t)) = 2t=(1 + t).
The explicit enumeration formula is then obtained by simple calculations. t is ex-
pressed with respect to z. One obtains two solutions (1 −√1 − 8z)=4z and
(1 +
√
1 − 8z)=4z. Replacing t in H∞(1; z) by one of the solutions and developing in
integer series
√
1 − 8z, one obtains that H∞(1; z) is a series with integer coe:cients
when t = (1 −√1 − 8z)=4z, but is not if t = (1 + √1 − 8z)=4z. Thus
H∞(1; z) =
((1 −√1 − 8z)=4z) − 1(3 − (1 −√1 − 8z)=4z)
4
+ 1
= 1 +
∑
n¿1
3:2m−1(2m)!
m!(m + 2)!
zn:
5.2. Enumeration of rooted planar hypermaps by theirs numbers of vertices,
hyperfaces and hyperedges
Let us denote by K∞(v; s; f; a) (resp. H∞(u; s; f; a)) the generating functions of
rooted planar hypermaps with at least one half-edge, numbered with respect to the
degree of the root hyperedge, v, (resp. the degree of the external hyperface, u), and the
number of vertices, s, the number of hyperfaces di8erent from the external hyperface,
f, the number of hyperedges di8erent from the root hyperedge, a.
One deduces from Eq. (6) the following proposition:
Proposition 16. The generating functions K∞=K∞(v; s; f; a) and H∞=H∞(u; s; f; a)
are solutions of the two equations:
K∞(v; s; f; a)=
v(1+K∞)
1−vf(1+K∞) ×
(
aH∞
(
1
1−vf(1+K∞) ; s; f; a
)
+s
)
(11)
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and
H∞(u; s; f; a) = u(aH∞ + s)(1 + H∞) + uf(1 + H∞)
1 + HH∞
1 − f(1 + HH∞)
×
(
a
uH∞ − 11−f(1+ HH∞)H∞(
1
1−f(1+ HH∞) ; s; f; a)
u− 1
1−f(1+ HH∞)
+ s
)
: (12)
Proof. The proof follows the same sketch as that of Proposition 14. We do not give
any detail.
(1) Eq. (11) results from (6) and Properties 1(1), (4):
K∞(v; s; f; a)=v
1 + K∞
1−vf(1+K∞) ×
(
s+a
∑
n¿0
∑
r¿0
hnran
(
1
1−vf(1+K∞)
)r)
;
in which hnr is the number of words of H˜∞ with n letters and r external letters.
(2) Eq. (12) is deduced from (6) and Properties 1(3), (4):
H∞(u; s; f; a) = u(s + aH∞)(1 + H∞)+u(1+H∞)
×
(
s + a
∑
n¿0
∑
r¿0
hnran
r∑
i¿0
ui
(1 + HH∞)f
1 − f(1 + HH∞)
(
1
1−f(1 + HH∞)
)r−i)
:
Without using any complicated formal calculation, one gets from Eqs. (11) and (12)
the following enumeration:
Corollary 17. (1) The generating function faH∞(1; s; f; a) that enumerates rooted
planar hypermaps with at least a half-edge with respect to the numbers of vertices,
hyperfaces and hyperedges, is solution of the parametric system:
s = +(1 − , − -);
f = ,(1 − -− +);
a = -(1 − +− ,);
faH∞(1; s; f; a) = +,-(1 − +− , − -):
(2) The number of rooted planar hypermaps having m1 (m1¿1) vertices,
m2 (m2¿1) hyperfaces and m3 (m3¿1) hyperedges is
∑ ∏
16l63
(
ml − 1 + il
ml − 1
)(
il
jl
)
C
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with
C = 1 − ∑
16k63
jk
mk − 1 + ik +
j1j2j3
m1m2m3
− m1 − 1
m1 − 1 + i1
j2
m2
i3 − j3
m3
− m2 − 1
m2 − 1 + i2
j3
m3
i1 − j1
m1
− m3 − 1
m3 − 1 + i3
j1
m1
i2 − j2
m2
:
Summation is over (il; jl)16l63 such that
• 06jl6il; 16l63,
• m1 − 1 = i2 − j2 + j3; m2 − 1 = i3 − j3 + j1; m3 − 1 = i1 − j1 + j2.
Remark 18. In the case where mk = 1, one makes moreover the following conventions:
jk
mk − 1 + ik = 0 if ik = jk = 0;
mk − 1
mk − 1 + ik = 1 if ik = 0:
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