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We introduce a universal scheme to divide the power output of a periodically driven quantum heat
engine into a classical contribution and one stemming solely from quantum coherence. Specializing
to Lindblad-dynamics and small driving amplitudes, we derive general upper bounds on both, the
coherent and the total power. These constraints imply that, in the linear-response regime, coherence
inevitably leads to power losses. To illustrate our general analysis, we explicitly work out the
experimentally relevant example of a single-qubit engine.
Heat engines are devices that convert thermal energy
into useful work. A Stirling motor, for example, uses the
varying pressure of a periodically heated gas to produce
mechanical motion, Fig. 1a. Used by macroscopic engines
for two centuries, this elementary operation principle has
now been implemented on ever-smaller scales. Over the
last decade, a series of experiments has shown that the
working fluid of Stirling-type engines can be reduced to
tiny objects such as a micrometer-seized silicon spring [1]
or a single colloidal particle [2–5]. These efforts recently
culminated in the realization of a single-atom heat engine
[6, 7]. Thus, the dimensions of the working fluid were
further decreased by four orders of magnitude within only
a few years. In light of this remarkable development, the
challenge of even smaller engines operating on time and
energy scales comparable to Planck’s constant appears
realistic for future experiments.
Such quantum engines would have access to a non-
classical mechanism of energy conversion that relies on
the creation of coherent superpositions between the en-
ergy levels of the working fluid [8], Fig. 1b. How does this
additional freedom affect performance figures like power
and efficiency? Having triggered substantial research ef-
forts in recent years, this question constitutes one of the
central problems in the emerging field of quantum ther-
modynamics, see for example [9–18]. However, the avail-
able results are so far inconclusive. In fact, current evi-
dence suggests that, depending on the specific setup and
benchmark parameters, coherence can, in principle, be
both conducive [8, 11, 19–27] and detrimental [28–32] to
the performance of thermal devices.
In this article, we universally characterize the role of
coherence for the power output of cyclic heat engines
in linear response. Our analysis builds on the well-
established theory of open quantum systems [33, 34] and
a recently developed thermodynamic framework describ-
ing periodically driven systems [30, 35], which has al-
ready proven very useful in the classical realm [36–39].
For a quantum engine, we model the working fluid as
an N -level system with bare Hamiltonian H, which is
embedded in a large reservoir with base temperature T
[30, 40]. For simplicity, we assume that N is finite. A
FIG. 1. Classical and quantum engines. a) Macroscopic Stir-
ling cycle. In the first stroke, mechanical power is extracted
by expanding the hot working fluid. Decreasing the temper-
ature at constant volume in the second stroke leads to a re-
duction of pressure before the gas is compressed again in the
third stroke. The cycle is completed by isochorically return-
ing to the initial temperature. b) Quantum Stirling cycle.
The working fluid consists of a two-level system, whose Bloch
vector is shown in the four diagrams corresponding to the
beginning of each stroke. Coordinates are chosen such that
the instantaneous energy eigenstates lie on the vertical axis.
The radius of the circle is proportional to the level splitting.
Two distinct control operations are used to realize the work
strokes: the level splitting is changed externally and super-
positions between the two levels are created, i.e., the Bloch
vector is rotated away from the vertical axis. During the ther-
malization strokes, coherence is irreversibly destroyed and the
level population adapts to the temperature of the environ-
ment.
heat source injects thermal energy into the system by
periodically heating its local environment. Hence, the
working fluid effectively feels the time-dependent tem-
perature
Tt ≡ T + fqt , (1)
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2where fqt ≥ 0. For work extraction, a periodic driving
field fwt is applied, which couples linearly to the degree
of freedom Gw of the system. The Hamiltonian thus
acquires the time-dependence
Ht =H + fwt Gw. (2)
For uniqueness, we assume that the field fwt is dimen-
sionless and that its average over one period T vanishes.
This engine delivers the mean power output
P = − 1T ∫ T0 dt tr{H˙t%t} , (3)
where %t denotes the periodic state of the system [33].
Using the spectral decomposition
Ht ≡∑
n
Ent ∣nt⟩ ⟨nt∣ (4)
of the time-dependent Hamiltonian, P can be divided
into two contributions corresponding to the different
mechanisms of work extraction illustrated in Fig. 1.
First, the classical power
P d ≡ − 1T ∫ T0 dt ∑n E˙nt ⟨nt∣%t ∣nt⟩ (5)
is generated by changing the energy levels of the working
fluid, i.e., the diagonal elements of its Hamiltonian with
respect to the unperturbed energy eigenstates. Second,
the coherent power
P c ≡ P − P d = 1T ∫ T0 dt ∑n ⟨n˙t∣ [Ht, %t] ∣nt⟩ (6)
arises from creating superpositions between the instanta-
neous energy eigenstates [41]. Accordingly, P c vanishes
when %t commutes with Ht throughout one operation cy-
cle. This condition is met, for example, in the adiabatic
limit, where the state of the system follows the instanta-
neous Boltzmann distribution.
For deriving constraints on the coherent power P c, we
have to specify the dissipative dynamics of the working
fluid. To this end, we invoke the standard condition of
weak coupling between system and reservoir. In equilib-
rium, i.e., for fqt = fwt = 0, the state %t evolves according
to the Markovian master equation [34]
∂t%t = − i
h̵
[H,%t] +D%t, (7)
where the dissipator
DX ≡∑
σ
γσ
2
([VσX,V †σ ] + [Vσ,XV †σ ]) (8)
accounts for the influence of the thermal environment
[42]. Furthermore, h̵ denotes Planck’s constant and {γσ}
is a set of positive rates with corresponding Lindblad op-
erators {Vσ}. Due to microreversibility, these quantities
are constrained by the quantum detailed balance rela-
tion, which can be expressed compactly in terms of the
formal identity [42, 43]
De−βH = e−βHD†. (9)
Here, β ≡ 1/(kBT ), kB denotes Boltzmann’s constant and
the adjoint dissipator is given by
D†X ≡∑
σ
γσ
2
(V †σ [X,Vσ] + [V †σ ,X]Vσ) . (10)
Provided that the cycle period T is large compared
to the relaxation time of the reservoir, finite driving can
be included in this framework by allowing the rates and
Lindblad operators to be time-dependent and replacing
H and T with Ht and Tt respectively in (7)-(10) [33].
Solving the master equation (7) by treating fqt and f
w
t
as first-order perturbations then yields the explicit ex-
pressions [44]
P d ≡ − 1T ∫ T0 dt∫ ∞0 dτ f˙wt (C˙ddτ fwt−τ + C˙dqτ fqt−τ) and
P c ≡ − 1T ∫ T0 dt∫ ∞0 dτ f˙wt C˙ccτ fwt−τ (11)
for the classical and the coherent power, respectively [45],
in the following notation. We abbreviate with Cabt the
Kubo correlation function [46]
Cabt ≡ ⟪Gˆat , Gˆb0⟫ ≡ ∫ β
0
dλ (⟨Gˆat e−λHGˆb0eλH⟩ − ⟨Gˆat ⟩ ⟨Gˆb0⟩) ,
(12)
where t ≥ 0, a, b = d, c, q. Hats indicate Heisenberg-
picture operators satisfying the adjoint master equation
∂tXˆt = i
h̵
[H, Xˆt] +D†Xˆt (13)
with initial condition Xˆ0 =X [34]. The angular brackets
in (12) denote the thermal average, i.e.,
⟨X⟩ ≡ tr{Xe−βH} /tr{e−βH} . (14)
Finally, we have defined the operator Gq ≡ −H/T and
split the control variable Gw into a diagonal, quasi-
classical, and a coherent part,
Gd ≡∑
n
∣n⟩ ⟨n∣Gw ∣n⟩ ⟨n∣ and Gc ≡ Gw −Gd, (15)
where the vectors ∣n⟩ correspond to the eigenstates of the
unperturbed Hamiltonian H.
As a first key-observation, we note that the expres-
sion (11) for P c is independent of the temperature pro-
file fqt . Thus, under linear-response conditions, it is im-
possible to convert thermal energy provided by the heat
source into positive power output via quantum coher-
ence; rather coherent power can only be injected into the
3system through mechanical driving. This constraint is
captured quantitatively by the bound
P c ≤ − Lc1Ω2
Ω2 +Lc2/Lc1Fw ≤ 0, (16)
which is saturated in the two limits Ω→ 0 and Ω→∞, for
the proof see [47]. Besides the cycle frequency Ω ≡ 2pi/T ,
the bound (16) involves the mean square amplitude
Fw ≡ 1T ∫ T0 dt (fwt )2 (17)
of the driving field, and the Green-Kubo type coefficients
Lcj ≡ ∫ ∞
0
dt ⟪Gˆc(j)t , Gˆc(j)0 ⟫ ≥ 0, (18)
where the index j in brackets means a time-derivative of
respective order.
The bound (16) can be understood intuitively by iden-
tifying the parameter Lc2/Lc1 as an estimator for the de-
coherence strength of the reservoir, i.e., the square of
the mean rate, at which its influence destroys coherent
superpositions between the energy levels of the working
fluid. In the incoherent limit Lc2/Lc1 ≫ Ω2, the coher-
ent power can approach zero due to frequent interactions
with the environment constantly forcing the system into
a state that is diagonal in the instantaneous energy eigen-
basis. This behavior resembles the quantum Zeno effect
with the role of the observer played by the thermal reser-
voir [34]. If Lc2/Lc1 ≪ Ω2, the bath-induced decoherence
is slow compared to the external driving. In this limit,
coherences can be fully established such that maximal
coherent power is injected into the system. Accordingly,
the upper bound (16) reduces to P c ≤ −Lc1Fw, its mini-
mum with respect to Ω.
The coefficients (18) vanish if and only if Gc = 0, which
means that the control variable Gw commutes with the
unperturbed Hamiltonian H. Thus, according to (16),
any non-classical driving will inevitably reduce the net
output P = P d + P c of the engine. In fact, P is subject
to the upper bound
P ≤ Lq1F q
4(1 + ψΩ) , where ψΩ ≡ (Lc1/Ld1)Ω2Ω2 +Lc2/Lc1 ≥ 0 (19)
provides a measure for the relative strength of coherent
and classical driving and
F q ≡ 1T ∫ T0 dt (fqt − f¯q)2 with f¯q ≡ 1T ∫ T0 dt fqt (20)
corresponds to the mean square magnitude of the local
temperature variation induced by the heat source. This
bound is proven in [47]. As the bound (16), it involves
a set of protocol-independent parameters Laj , which are
reminiscent of linear transport coefficients. For a = d
and a = q, these quantities are defined analogously to
(18) with Gc replaced by Gd and Gq, respectively.
In the special case of purely coherent driving, Gd = 0,
the coefficient Ld1 vanishes. The coherence parameter ψΩ
then diverges and (19) reduces to P ≤ 0. Consequently in
line with our analysis above, no cyclic engine relying only
on coherent work extraction can properly operate in the
linear-response regime. For Gc = 0, i.e., quasi-classical
driving, ψΩ vanishes and the constraint (19) assumes its
weakest form
P ≤ Lq1F q/4. (21)
This bound can be saturated if and only if
Gw = −µH/T and D†H = −λ(H − ⟨H⟩) (22)
for some real scalars µ and λ > 0, see [47]. Thus, the
control field fwt has to couple directly to the free Hamil-
tonian H, and the energy correlation function must decay
exponentially with rate λ, i.e.,
⟪Hˆt, Hˆ0⟫ = e−λt⟪Hˆ0, Hˆ0⟫. (23)
If these two requirements are fulfilled, as we show in [47],
the protocol for optimal power extraction is determined
by the condition
2f˙wt = λ(fqt − f¯q)/µ − f˙qt /µ, (24)
which leads to P = Lq1Fq/4 for any temperature profile
fqt and sufficiently short operation cycles [48]. Further-
more, using relation (23), the upper bound (21) can be
expressed in a physically transparent way. Specifically,
we obtain
Lq1F
q
4
= λ ⟨H2⟩ − ⟨H⟩2
4kBT 3
F q (25)
by evaluating (18). Hence, the strength and the decay
rate of the energy fluctuations in equilibrium essentially
determine the maximum power output of a cyclic N -level
engine in the linear-response regime. A similar result
was obtained only recently for classical machines obeying
Fokker-Planck type dynamics [35, 37].
We will now explore the quality of our general bounds
under practical conditions. To this end, we consider a
two-level engine with time-dependent Hamiltonian
Ht = h̵ω
2
σz + h̵ωfwt
2
(rσz + (1 − r)σx) . (26)
Here, σx,y,z are the usual Pauli matrices and the di-
mensionless parameter 0 ≤ r ≤ 1 determines the rela-
tive weight of the classical and the coherent parts, Gd =
r(h̵ω/2)σz and Gc = (1− r)(h̵ω/2)σx, of the control vari-
able Gw. The corresponding equilibrium dissipator (8)
involves two Lindblad operators, V± = (σx ± iσy)/2, act-
ing at the rates γ± ≡ γe∓κ, respectively, where κ ≡ h̵ωβ/2.
This setup lies within the range of forthcoming experi-
ments using a superconducting qubit to realize the sys-
tem and ultra fast electron thermometers for calorimetric
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FIG. 2. Results for the single-qubit engine. a) The tempera-
ture profile fqt (dashed line) consists of two isothermal steps
corresponding to the net temperatures T +∆T and T , which
are connected by linear slopes. The work protocol fwt (solid
line) is determined by the condition (28). b) Coherent power
(solid line) in units of P0 ≡ (h̵ωλ/2)(∆T /T )210−2 as a func-
tion of the rescaled cycle frequency Ω/λ. The bound (27)
is shown for comparison (dashed line). c) Plots of the to-
tal power (solid line) and its upper bound (27) (dashed line).
For all parts of this figure, we have set κ ≡ 1. Symbols are
explained in the main text.
work measurements [49–51]. Its coherent and total power
are subject to the bounds
P c ≤ − h̵ωλ
2
r2gψΩF
w and P ≤ h̵ωλ
8
g
1 + ψΩ F qT 2
with ψΩ = (1 − r)2
r2
sinh 2κ
4κ
Ω2
Ω2 + ω2 + λ2/4 , (27)
g ≡ κ/ cosh2 κ and λ ≡ 2γ coshκ, which follow from (16)
and (19) upon evaluation of the coefficients (18), see [47].
To assess the quality of these constraints, we choose
a temperature profile fqt that mimics the Stirling cycle
illustrated in Fig. 1 and a work protocol satisfying
2f˙wt = −Ω(fqt − f¯q)/T + f˙qt /T, (28)
both shown in Fig. 2a. This choice renders the ampli-
tude and shape of fwt independent of the cycle frequency
Ω. In Fig. 2b, the resulting coherent power is plotted
as a function of Ω/λ for r = 1/2. If the level splitting
ω is significantly smaller than the dissipation rate λ, it
decays monotonically while closely following its upper
bound (27). With increasing ω, a resonant dip emerges
close to Ω = ω. This feature is not reproduced by our
bound, which is, however, still saturated in the limits
Ω/λ → 0 and Ω/λ → ∞. For r = 1, the coherent power
vanishes and the two conditions (22) are fulfilled with
µ = −T . The total power P plotted in Fig. 2c then reaches
its upper bound (27) at Ω = λ, i.e., when the work pro-
tocol (28) satisfies the maximum-power condition (24).
As r varies from 1 to 0, the total power decreases more
and more due to coherence-induced losses and the bound
(27) lies well above the actual value of P for any cycle
frequency. This result underlines our general conclusion
that coherence has a purely detrimental effect on power
in the linear-response regime.
For a perspective beyond linear response, we stress
that our key expressions (5) and (6) are valid for arbitrar-
ily strong driving and any thermodynamically consistent
time-evolution of the working fluid. The coherent power
(6) thus constitutes a universal indicator for the impact
of quantum effects on thermal power generation. It can
therefore be used as a unifying performance benchmark
across various different types of cyclic quantum machines.
In particular, it would be applicable to rapidly driven
[25, 52–56] and strongly coupled [57–61] engines, which
are currently subject to active investigations. Further-
more, the general framework introduced in this article
could lead to a new perspective on a phenomenon earlier
interpreted as a quantum analogue of classical friction,
which was observed in models describing the working
fluid as an interacting spin system [28, 29, 62–64].
As one of the earliest quantum heat engines, the three-
level maser relies solely on non-classical work extraction
[65, 66]. This example, which does not admit a linear-
response description [30], shows that the coherent power
can indeed become positive if the driving is strong. Cou-
pled to two reservoirs with time-independent tempera-
ture, the three-level maser works in a steady state with
respect to a rotating basis of its Hilbert space. This oper-
ation principle is similar to the one used by thermoelec-
tric nano devices, where a spatial temperature gradient
drives an electric current [67]. Extending the concept of
coherent power to this second class of quantum engines,
which has recently attracted remarkable interest [68–79]
represents a challenge promising to reveal rich and inter-
esting physics. Eventually, our approach could lead to
a comprehensive understanding of the role of quantum
effects for one of the most fundamental thermodynamic
operations: the conversion of heat into power.
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Supplemental Material for
Universal Coherence-Induced Power Losses of Quantum Heat Engines
in Linear Response
I. BOUND ON COHERENT POWER
We prove that the coherent power P c as defined in
Eq. 11 obeys the bound stated in Eq. 16. To this end, it
is instructive to introduce the scalar product [1]
⟨X,Y ⟩ ≡ ∫ β
0
dλ tr{X†e−λHY e(λ−β)H} /tr{e−βH} (1)
for any X and Y drawn from the space of system opera-
tors L. Furthermore, we define the super-operators
HX ≡ [H,X]/h̵ and L ≡ iH +D†, (2)
which have two important properties following from the
detailed balance relation, Eq. 9. First, both, H and D
are self-adjoint with respect to the inner product (1).
It follows that L‡ = −iH + D†, where the double dagger
indicates the super-operator adjoint with respect to (1).
Second, H and D† commute. Therefore, L is normal, i.e.,
LL‡ = L‡L [2].
Using the definitions (1) and (2), Eq. 11 can be rewrit-
ten as
P c = − 1T ∫ T0 dt∫ ∞0 dτ f˙wt fwt−τ ⟨LeLτδGc, δGc⟩ , (3)
where
δX ≡X − ⟨1,X⟩ /β (4)
for any X ∈ L. Due to its convolution-type structure,
this expression is conveniently analyzed in Fourier space.
Specifically, inserting the series
fwt ≡ ∑
n∈Z c
w
n e
inΩt (Ω ≡ 2pi/T ) (5)
into (3) yields the mode expansion
P c = ∑
n∈ZP
c
nc
w
n c
w∗
n = ∑
n>0 (P cn + P c∗n ) cwn cw∗n with
P cn ≡ ⟨ inΩLinΩ − LδGc, δGc⟩ , (6)
cwn = cw∗−n ∈ C and cw0 = 0, since the period average of
fwt vanishes by assumption. The second expression is
thereby obtained by formally carrying out the improper
integral in (3). This operation is well-defined, since the
super-operator D† is negative semidefinite, i.e., the eigen-
values of L have non-positive real part [3].
The real part of the coefficient P cn defined in (6) can
be bounded from above as follows. First, for µ ∈ R and
n ≠ 0, we define the quadratic form
Qcn(µ) ≡ ⟨Tc+n (µ)δGc, (L + L‡)Tc+n (µ)δGc⟩+ ⟨Tc−n (µ)δGc, (L + L‡)Tc−n (µ)δGc⟩ ≤ 0 with
Tc±n (µ) ≡ ∓µL‡ ∓ inΩinΩ ± inΩL ± inΩ . (7)
Note thatQcn(µ) ≤ 0, since the super-operator L+L‡ = 2D†
is negative semidefinite [3]. Second, we observe that
⟨Y †, Z†⟩ = ⟨Y,Z⟩∗ = ⟨Z,Y ⟩ and (8)(LY )† = LY †, (L‡Y )† = L‡Y † (9)
for arbitrary operators X,Y ∈ L. Using these relations
and the fact that the operator δGc is Hermitian, the
quadratic form (7) can be expanded as
Qcn(µ) = 4µ2 ⟨LδGc,L2δGc⟩ /(nΩ)2 + 4µ2 ⟨δGc,LδGc⟩+ 8µ ⟨δGc,LδGc⟩ + 2 (P cn + P c∗n ) ≤ 0. (10)
Maximizing this expression with respect to µ yields
P cn + P c∗n ≤ 2 ⟨LδGc, δGc⟩2⟨LδGc, δGc⟩ + ⟨LδGc,L2δGc⟩ /(nΩ)2
≤ 2 ⟨LδGc, δGc⟩2⟨LδGc, δGc⟩ + ⟨LδGc,L2δGc⟩ /Ω2 ≤ 0. (11)
We now observe that
− ⟨LδGc, δGc⟩ = ∫ ∞
0
dt ⟨eLtLδGc,LδGc⟩
= ∫ ∞
0
dt ⟪Gˆc(1)t , Gˆc(1)0 ⟫ = Lc1 ≥ 0. (12)
and
− ⟨LδGc,L2δGc⟩ = ∫ ∞
0
dt ⟨eLtL2δGc,L2δGc⟩
= ∫ ∞
0
dt ⟪Gˆc(2)t , Gˆc(2)0 ⟫ = Lc2 ≥ 0. (13)
Hence, the bound (11) can be cast into the compact form
P cn + P c∗n ≤ − 2Lc1Ω2Ω2 +Lc2/Lc1 . (14)
Using this result to bound the mode expansion (6) yields
P c ≤ − 2Lc1Ω2
Ω2 +Lc2/Lc1 ∑n>0 cwn cw∗n= − Lc1Ω2
Ω2 +Lc2/Lc1 1T ∫ T0 dt (fwt )2 ≤ 0, (15)
i.e., the upper bound stated in Eq. 16.
We note that, first, for Ω → 0, the coefficients P cn de-
fined in (6) vanish such that P c → 0. Second, (7) and
(10) imply
lim
Ω→∞Qcn(µ = 0) = −4Lc1 = 2 (P cn + P c∗n ) . (16)
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2Recalling (6), we thus obtain
lim
Ω→∞P c = −2Lc1 ∑n>0 cwn cw∗n = −Lc1T ∫ T0 dt (fwt )2. (17)
Consequently, the bound (15) is saturated in the two lim-
its Ω→ 0 and Ω→∞. Finally, the coefficients Lcj defined
in (12) and (13) vanish if and only if δGc = 0, because
all eigenvalues of L have non-positive real part and the
operator δGc is orthogonal to the null space of L. Since
the set of Lindblad-operators {Vσ} is self-adjoint and ir-
reducible, this space contains only scalar multiples of the
identity operator [3].
II. BOUND ON TOTAL POWER
The upper bound on the total power output stated in
Eq. 19 can be established in two major steps. First, we
observe that using Eq. 11 and the notation introduced in
the previous section, P = P c + P d can be written as
P = − 1T ∫ T0 dt∫ ∞0 dτ (f˙wt fwt−τ ⟨LeLτδGc, δGc⟩+ f˙wt fwt−τ ⟨LeLτδGd, δGd⟩ + f˙wt fqt−τ ⟨LeLτδGd, δGq⟩).
(18)
Upon insertion of the Fourier series expansion
fat ≡ ∑
n∈Z c
a
ne
inΩt (Ω ≡ 2pi/T ) (19)
with can = ca∗−n ∈ C and a = w, q, this expression becomes
P = ∑
n∈Z (P dn + P cn) cwn cw∗n + P qncwn cq∗n
= ∑
n>0(1 + P cn + P c∗nP dn + P d∗n )(P dn + P d∗n ) cwn cw∗n+ P qncwn cq∗n + P q∗n cw∗n cqn, (20)
where
P dn ≡ ⟨ inΩLinΩ − LδGd, δGd⟩ = ⟨ inΩD†inΩ −D† δGd, δGd⟩, (21)
P qn ≡ ⟨ inΩLinΩ − LδGd, δGq⟩ = ⟨ inΩD†inΩ −D† δGd, δGq⟩ (22)
and P cn was defined in (6). In (21) and (22), we could
replace L = iH + D† by D† since, by construction, both
δGd and δGq commute with H, i.e., HδGd = HδGq = 0.
We now observe that the real part of the coefficient P dn
obeys
− 2Ld1 ≤ P dn + P d∗n ≤ 0, (23)
where, analogous to (12),
Ld1 ≡ ∫ ∞
0
dt ⟪Gˆd(1)t , Gˆd(1)0 ⟫ ≥ 0. (24)
This constraint can be derived by repeating the steps (7)
to (14) with the quadratic from
Qdn(µ) ≡ ⟨Tdn(µ)δGd,D†Tdn(µ)δGd⟩ ≤ 0, where
Tdn(µ) ≡ µ + inΩD† + inΩ and n ≠ 0, µ ∈ R. (25)
With (14), (23) implies
1 + P cn + P c∗n
P dn + P d∗n ≥ 1 + (L
c
1/Ld1)Ω2
Ω2 +Lc2/Lc1 ≡ φΩ ≥ 1 (26)
and thus, recalling (20),
P ≤ ∑
n>0φΩ (P dn + P d∗n ) cwn cw∗n +P qncwn cq∗n +P q∗n cw∗n cqn. (27)
For the second step of our analysis, we note that the
inequality (27) can then be rewritten as
P ≤ ∑
n>0φΩ ⟨ inΩD†inΩ −D† δGd + inΩD†inΩ +D† δGd, δGd⟩ cwn cw∗n
+ ⟨ inΩD†
inΩ −D† δGd, δGq⟩ cwn cq∗n
+ ⟨ inΩD†
inΩ +D† δGd, δGq⟩ cw∗n cqn (28)
= ∑
n>0 2φΩ ⟨Kn,D†Kn⟩ − ⟨δG
q,D†δGq⟩
2φΩ
cqnc
q∗
n (29)
with
Kn ≡ cwn inΩD† + inΩδGd + cqn2φΩ δGq. (30)
Here, we have exploited that δGd and δGq are Hermitian
operators, the relations (8) and (9) and the fact that the
super-operator D† is self-adjoint. Moreover, since, D†
is negative semidefinite, the first term under the sum in
(29) is non-positive, while the second one is non-negative.
Thus, we have
P ≤ −⟨δGq,D†δGq⟩
2φΩ
∑
n>0 cqncq∗n= − ⟨δGq,LδGq⟩
4φΩ
1T ∫ T0 dt (fqt − f¯q)2 . (31)
Finally, making the identification
− ⟨δGq,LδGq⟩ = ∫ ∞
0
dt ⟪Gˆq(1)t , Gˆq(1)0 ⟫ ≡ Lq1 (32)
and defining ψΩ ≡ φΩ − 1 completes our proof of Eq. 19.
III. OPTIMAL CLASSICAL DRIVING
We investigate the conditions that allow saturation
of the quasi-classical bound on the total power output
3stated in Eq. 21. To this end, using the previously intro-
duced notation, the deviation of P from its upper limit
Lq1Fq/4 can be written in the form
P −Lq1Fq/4 = 2 ∑
n>0 ⟨K ′n,D†K ′n⟩ (33)
with
K ′n = cwn inΩD† + inΩδGw + cqn2 δGq. (34)
This expression can be obtained by repeating the deriva-
tion of (29) and invoking the additional condition δGc =
0, which implies δGd = δGw.
From (33) and (34), it follows that P = Lq1Fq/4 if
and only if, each K ′n lies in the null space of the super-
operator D†, i.e., if K ′n is a scalar multiple of the identity
operator for any integer n > 0. This condition requires
0 = 2inΩcwn δGw + inΩcqnδGq + cqnD†δGq. (35)
We now observe that, since δGw and δGq must be Her-
mitian operators, (35) has a non-trivial solution only if
δGw = µδGq and D†δGq = −λδGq (36)
for some real µ and λ > 0, i.e., if the variable Gw is pro-
portional to the unperturbed Hamiltonian H and δGq is
an eigenvector of D†. This connection can be established
by splitting the Fourier coefficients cwn and c
q
n in real and
imaginary parts and therewith separating (35) into two
linear equations with real coefficients. Recalling the def-
inition (4) and that Gq = −H/T , (36) can be written as
Gw = −µH/T and D†H = −λ(H − ⟨H⟩). (37)
Provided the two conditions (36) are met, the solution
of (35) reads
2inΩcwn = λcqn/µ − inΩcqn/µ. (38)
Inverting the Fourier transformation (19) thus yields the
differential equation
2f˙wt = λ(fqt − f¯q)/µ − f˙qt /µ. (39)
IV. SINGLE-QUBIT ENGINE
We consider the two-level engine described by the
Hamiltonian shown in Eq. 26. For this system, the super-
operator L defined in (2) has the explicit form
LX = iω
2
[σz,X] + γeκ
2
(V+[X,V−] + [V+,X]V−])
+ γe−κ
2
(V−[X,V+] + [V−,X]V+]) (40)
with V± ≡ (σx ± iσy)/2. It fulfills
Lσz = −λ (σz + tanhκ) = −λ (σz − ⟨σz⟩) ,
LV± = (±iω − λ/2)V±. (41)
Using these relations and the fact that σx = V+ +V−, it is
straightforward to evaluate the coefficients Laj defined in
Eq. 18. Specifically, we find
Lcj = h̵ωλ(1 − r)2 tanhκ4 (ω2 + λ2/4)j−1,
Ldj = h̵ωλr2κ
2 cosh2 κ
λ2(j−1),
Lqj = h̵ωλκ
2 cosh2 κ
λ2(j−1)
T 2
. (42)
Plugging these results into the general bounds given in
Eqs. 16 and 19 yields Eq. 27.
For the plots of Fig. 2, we use the piecewise defined
temperature profile
fqt = ∆T
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
1, t ≤ T /4
2 − 4t/T , T /4 ≤ t ≤ T /2
0, T /2 ≤ t ≤ 3T /4
4t/T − 3, 3T /4 ≤ t ≤ T
(43)
with Fourier coefficients
cq0 = ∆T /2, cqn = −∆T (−1)n(in + 1)(in − 1)2n2pi2 (n ≠ 0),
(44)
see (19). The Fourier coefficients of the work protocol
defined through the conditions Eq. 28 and ∫ T0 dt fwt = 0
are given by cw0 = 0 and
cwn = 1T in − 12in cqn (n ≠ 0). (45)
Evaluating the corresponding mean square amplitudes,
which were defined in Eqs. 17 and 20, yields
Fw = 2 ∑
n>0 cwn cw∗n = ∆T 2T 2 pi2 + 10240 and
F q = 2 ∑
n>0 cqncq∗n = ∆T 26 . (46)
Furthermore, the mode expansion coefficients of the co-
herent and the classical power, which were introduced in
(6), (21) and (22), respectively, become
P cn = h̵ω(1 − r)2 tanhκ4 × ( inΩ(iω − λ/2)
inΩ + (iω − λ/2) − inΩ(iω + λ/2)inΩ − (iω + λ/2)) ,
P dn = h̵ωr2κ
2 cosh2 κ
inΩλ
λ − inΩ ,
P qn = − 1T h̵ωrκ2 cosh2 κ inΩλλ − inΩ . (47)
The plots shown in Fig. 2 are now obtained by numeri-
cally approximating the improper sums in (6) and (20).
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