1 Aggressive physical carrier sensing (PCS), which improves the spatial reuse efficiency by shrinking the PCS range, is a promising technique to scale high density Wireless Local Area Networks (WLANs). Although the aggressive PCS can improve the throughput in MAC layer due to enabling more simultaneous transmissions, it results in serious frame loss rate caused by hidden terminal problems. TCP congestion control is loss sensitive, and thus high frame loss rate degrades TCP throughput seriously. In this paper, we propose an analytical model to investigate the TCP performance with aggressive PCS, and based on the proposed model the TCP throughput is expressed as a function with respect to the PCS threshold. Numerical results show that MAC throughput efficient PCS starves the TCP throughput, and thus we should not adjust the PCS threshold to maximize the MAC capacity in TCP based applications. In addition, extensive experimental results based on StarEast testbed are given to validate the analysis.
I. INTRODUCTION
In IEEE 802.11 [1] based wireless networks, increasing the throughput per user is challenging due to the limitation of Carrier Sensing Multiple Access (CSMA) mechanism employed. With CSMA, a user performs Physical Carrier Sensing (PCS) before a data transmission to sample the energy in the channel. The transmission will proceed only if the sampled energy is below a threshold known as the PCS threshold.
Conservative PCS threshold tuning algorithms [2] [3] aim at eliminating hidden terminals completely, and enables the PCS range covers the interference range completely which results in very low frame loss rate. In [4] [6] [7] , the authors proved that an aggressive Physical Carrier Sensing, which allows the hidden terminals, could improve the throughput in MAC layer by balancing the tradeoff between hidden terminals and exposed terminals. The basic principle of aggressive PCS is to enable more simultaneous transmissions by tuning up the PCS threshold, and it results in high frame loss rate due to hidden terminals.
As an important transport layer protocol, Transmission control protocol(TCP) has been proved to be successful in wired network. The congestion control mechanism is loss 1 sensitive because a packet loss will reduce the transmission control window half. Much work [8] has been done to investigate the impact of packet loss due to buffer overflow and channel fading on the TCP throughput, but from the best of our knowledge the research on the effect of aggressive PCS is still a blank. Intuitively, although aggressive PCS brings high MAC throughput, it does not always result in high TCP throughput due to high frame loss rate. To design a TCP efficient aggressive PCS algorithm, it is necessary to investigate the relationship among PCS, MAC throughput and TCP throughput.
In this paper, we are the first to analyze the TCP performance with aggressive PCS. An analytical model is presented to investigate the congestion control mechanism, which accounts for the aggressive PCS. With the analytical model, both the TCP throughput and the MAC throughput are expressed as functions with respect to the PCS threshold. Note that the obtained function can be employed directly to bound the frame loss rate in PCS tuning. Thus, the analytical result is much useful for the design of TCP efficient PCS tuning algorithm. Extensive experimental results based on StarEast testbed are given to validate the analytical results.
The remainder of this paper is organized as follows. Section II will give an overview of IEEE 802.11 MAC layer and the previous work. In section III we propose a theoretical analysis and give an TCP throughput as a function of the PCS threshold. In section IV numerical results are given to compare the TCP throughput and the MAC throughput. Section V is the validation in testbed. Section VI gives the conclusion.
II. MOTIVATION
IEEE 802.11 standard specifies a carrier sense multiple access with collision avoidance(CSMA/CA) protocol. In this protocol, when a node has a frame to transmit, it must first listen to ensure no other nodes is transmitting. If the channel is clear, it then transmits the frame. Otherwise, it choose a random "backoff factor" which determines the amount of time the node must wait. The standard use the PCS threshold to judge whether the channel is clear or not. It compares the PCS threshold and the sampled energy. If the threshold is lower, it supposes the channel is busy. Otherwise, it is clear. Therefore, the PCS threshold determines a range (PCS range) within which only one node can transmit. According to the description above, the PCS threshold is a crucial parameter which can influence the performance significantly. If it is too high, too many hidden terminals will make the frame loss probability very high. Each frame loss will result in a retransmission, and the frame will be dropped after several failed retransmissions (5 for long frame and 7 for short frame). Thus, high PCS threshold will cause the packet loss in TCP layer. If the PCS threshold is too low, only one station could transmit in a large area and it is a waste of spatial resource. Fig.1 shows the TCP throughput variation for different frame loss rate P mac in MAC layer in a practical network. Herein, experimental scenario is a 12 node high density WLAN working at 18 Mbps. The different frame loss results from the different PCS threshold setting: the frame loss rate increases with the PCS threshold. For the frame loss rate P mac = 0, 34.7%, 45.7%, the MAC throughput are 0.6 Mbps, 0.9 Mbps, and 1.3 Mbps, respectively. It is observed that the TCP throughput is frequently starved in the scenario with P mac = 45.7% although it can obtain the high TCP throughput. Moreover, the fluctuating range increases with the frame loss rate seriously. Therefore, to design a TCP efficient PCS algorithm, it is necessary to study the relationship between the PCS and the TCP throughput, which is main contribution of this paper.
III. THEORETICAL ANALYSIS
In this section we start from the TCP throughput expression given by [8] , which is widely accepted by TCP research. In the end of this section, an analytic expression of TCP throughput as a function of the PCS threshold is presented.
From [8] , TCP throughput is a function of loss rate and average RTT is presented as (1) where p is the packet loss rate in TCP layer, which is caused by the packet drop due to several failed retransmissions in MAC layer. RT T is Round Trip Time. e is the number of packets that are acknowledged by a received ACK. W max is the maximum buffer size that the receiver advertises. T o is the period of time that a TCP sender has to wait when a times-out error first occurs. W max , e and T o are constants. Both RT T and p are functions of packet error rate of MAC layer (P mac ).
Assume that a TCP failure does not occur until k successive failures occurred in MAC layer. It can be easily deduced that:
Note that RT T is the time required for a packet to travel from the TCP sender to the receiver and back. As shown in Fig.2 , RT T can be expressed as follows:
where t 1 , t 3 , t 4 , t 6 are constants depend on the sender and receiver, t 2 and t 5 are functions of repeat time in MAC layer. From the access mechanism of IEEE 802.11, t 2 and t 5 are linear function of the number of retransmissions, and then we have:
where m is the number of retransmissions before a successful transmission in MAC layer, tc 1 and tc 2 are the time for a failed transmission and a successful transmission, respectively. Herein, E[m] is the expectation of m. Since any two failed transmissions of a user are independent, m is a geometric distribution random variable, i.e.,
Then, we have
In the network based on aggressive PCS, the frame loss due to hidden terminals dominates the total frame loss rate, and thus we ignore the frame loss due to simultaneous transmissions and channel fading. Fig.3 gives a typical scenario of IEEE 802.11 wireless scenario. The circle of dash line is the PCS range of u i and the circle with solid line is the interference range of u j . The shadow region which we call hidden region is in the interference range but outside the PCS range. During the transmission time of Tx, if one node in the hidden region also starts a transmission, a collision would occur and the frame is lost. The nodes in the hidden region also have their own PCS range, and thus a hidden region node will not start a transmission if a station in its PCS range starts a transmission before it. Then the frame loss rate could be approximately expressed by the ratio of N h (number of stations in hidden area) and N c (number of stations in PCS area). Under the assumption that all users uniformly distribute in the network, we have:
where S h is the area of the hidden region (shadow region in Fig.3 ) and S c is the area of the carrier sensing range. Let R c denote the PCS radius, and then from [4] [7], S h is given by
where
and d i,j is the distance of the transmitter-receiver pair. Herein, δ is a signal-to-interference-noise(SINR) threshold. The intended signal can be correctly decoded with high probability if the SINR is always beyond δ during the transmission time of the intended user. The values of δ with different rates is presented in Table I . R r is the reception radius. d i,j is the distance between the sender and receiver. α is the path loss coefficient, ranging from 2(free space) to 4(indoor). In (8) , S h depends on the distance of transmitter-receiver(d i,j ) and the PCS radius(R c ). For simplicity, we make d i,j a const which will not influence the tendency of the curve. In addition, we have
andd is the reference distance,P is the reference receiving signal strength. Substituting (8) and (9) into (7), we can obtain relationship between the frame loss rate and the PCS threshold. Then, the TCP throughput can be expressed as a function with respect to the PCS threshold by substituting (7) into (1).
IV. NUMERICAL RESULTS
In this section, we compute the TCP throughput with typical network parameters for different PCS threshold. For the purpose of comparison, the MAC throughput is given as well. For the computation of the MAC throughput, the model proposed in our previous work [7] is employed. The MAC throughput is given by
where p t is the probability that a user transmits in a given time slot, n c is the number of users within the PCS range, E[L] is the average packet payload size, T s is the average time the channel is sensed busy because of a successful transmission, and T c is the average time the channel is sensed busy by each station during a collision, and σ is the duration of an empty slot time. From the backoff mechanism of IEEE 802.11 standard, p t is given by
where W is the minimum contention window and u is the maximum backoff stage. For a given DCF access mechanism,
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where µ is the propagation delay, PHY hdr and MAC hdr are length of physical header and MAC header respectively, ACK is the length of acknowledgement, SIFS and DIFS are time intervals defined by IEEE 802.11 standard, R is the rate of the channel. From [1] , the system values of the parameters are listed in Table II . In the previous section, we have deduced the collision probability as a function of the PCS threshold. Substitute the parameters and (11) and (12) into (10), we can plot the MAC layer throughput as a function of the PCS threshold.
As shown in Fig.4 , the MAC throughput approaches to the maximum when the PCS threshold is -40 dBm, but the TCP throughput approaches to the maximum when the PCS threshold is -44.8 dBm. In particular, the TCP throughput is completely starved when the MAC throughput approaches to the maximum.
The tuning of PCS threshold is a trade-off between the amount of spatial reuse and the frame loss rate. For both TCP layer and MAC layer, there exists an optimal PCS threshold which makes the throughput highest. However, because of the congestion control mechanism in TCP layer, the value of the optimized PCS and the curve of the throughput is not the same between the two, which is illustrated in Fig.4 .
From [1] , the backoff time is uniformly chosen from (0, w − 1), where w is the contention window. After every unsuccessful attempt, w is doubled. That means a user has to wait longer as the failures occur more frequently. That is why the MAC throughput will go down as the PCS threshold goes up in Fig.4 . However, the contention window w is set to the minimum contention window CW min after every successful attempt of transmission which means the retransmission of a packet will not influence the transmission of next packet. That is why the MAC throughput goes down slowly and smoothly in Fig.4 .
Since TCP is a high layer compared with MAC, TCP throughput would be influenced not only by the MAC mechanism but also the TCP mechanism. An important variable V is kept by congestion control mechanism as the congestion control window size. TCP transmits packets in terms of round. In every round, V packets are transmitted. The next round will not start until the first ACK of the previous V packets is received. Each received ACK will increase V by 1/e, where e is the number of packets which are acknowledged by one received ACK. Conversely, if a packet loss is detected by duplicated ACK, V will be decreased to V /2. That means a packet loss in TCP layer will influence transmissions of the subsequent packets seriously.Plus the effect of MAC layer mechanism, TCP throughput is more sensitive to packet loss than MAC layer. That is why the TCP throughput goes down earlier and faster as the PCS threshold goes up in Fig.4 .
V. TESTBED VALIDATION
In this section, we will validate our analysis with practical experiment. In our experiment, all WLAN nodes are behaved by StarEast nodes, which are developed by Intel corporation. Each StarEast node consists of a mainboard and a wireless interface card, and it behaves as mini-laptop but more cheaper. Each StarEast node is equipped with Intel 2200/2915 wireless card and an external antenna with Snapgear Linux patched to run for Intel Xscale IXP425 platform. The operation system is open source Redhat Enterprise Linux, based on which we embed the PCS tuning algorithm into the wireless interface drivers.
Our experiment platform is consisted of six testbeds which are put as Fig.5 . Among the six testbeds, A, C and E are access points while B, D and F are user terminals associated to A, C and E respectively.During the experiment, pair one is the one where we get data from. Pair two and three are used to be background. All of them use the IEEE 802.11g standard. We chose two typical rates of WLAN, 18M and 36M. The PCS threshold is tuned from -29dBm to -60dBm. throughput and the MAC throughput for different PCS thresholds, the relationship between the average throughput and the PCS threshold under two different rates are plotted in Fig.6 and Fig.7 . The PCS tuning is applied on all the six testbeds, which means that the six testbeds have the same PCS threshold during the experiment.
From Fig.6 , it is observed that the TCP throughput keeps 3.5Mbps when the PCS threshold varies from -60dBm to45dBm. During this period, since the PCS threshold is comparatively low, all the three transmissions share the 18Mbps channel and the payload of each one is about 3.5Mbps. As the PCS threshold goes up, the PCS range is becoming smaller. Pair one and three could not sense each other, but both of them could sense pair two which has to contend channel with two other pairs. The distance between pair one and pair three is far enough that even pair one could not sense pair three, it will not be interfered by pair three. When PCS threshold is -39dBm, TCP throughput of pair one reaches the maximum. At this point, pair one share the channel with pair two but pair two has to share with both one and three which makes its throughput very low. Pair one and three help each other reach about 80 percent of the channel capacity. As the PCS threshold goes up further, the different between TCP throughput and MAC throughput emerges. Although the signal strength of pair three is very low at pair one, pair two is near enough to be interference. As the PCS threshold goes up to -37dBm, the PCS range could not cover pair two anymore and pair one starts to be interfered by pair two. The TCP throughput goes down from more than 8Mbps to less than 1Mbps. Compared with TCP throughput, the optimum PCS threshold of MAC throughput is higher and MAC throughput goes down slowly. The similar analysis could be applied to Fig.7 .
Because we only use six testbeds in our experiment due to the limitation of devices, the curves from the experiment are not exactly the same as the one gotten from the theoretical analysis based on high density WLAN. However, from Fig.6 and Fig.7 , we can see the effect of PCS tuning and the difference between TCP throughput and UDP throughput.
VI. CONCLUSION
In this paper, we investigated the relationship between the TCP throughput and the PCS threshold and expressed the TCP as a function with respect to the PCS threshold. With numerical computation, we indicated that the MAC throughput efficient PCS tuning is not TCP throughput efficient and starve the TCP throughput seriously. Extensive experiments based on StarEast platform were implemented to validated the theoretical analysis, and the results showed that the TCP throughput can make a great progress when the PCS threshold is tuned to a suitable value and it suffers a poor performance if the PCS threshold is too high because of the congestion control mechanism.
