In his recent paper [6] Michel Talagrand gave a rigorous proof of the Parisi formula for the free energy of the Sherrington-Kirkpatrick model. In the present paper we utilize the methodology developed in [6] to compute the thermodynamic limit of the free energy of the set of configurations with the fixed average of spins N −1 i≤N σ i = u N as u N → u ∈ [−1, 1].
Introduction and main results.
In his recent work [5] , [6] Michel Talagrand gave a rigorous proof of the Parisi formula for the free energy in the Sherrington-Kirkpatrick model. In the present paper we will utilize the ideas developed in [5] , [6] to study the local behavior of the free energy, in particular, we will compute the free energy of the subset of all configurations with the fixed average of spins N −1 i≤N σ i = u N where the sequence (u N ) is such that u N = k/N for some integer −N ≤ k ≤ N and lim N →∞ u N = u ∈ [−1, 1]. As a corollary we will show that the Gibbs measure is concentrated on the configurations whose average of spins belongs to a neighborhood of a certain set described as a subdifferential of the Parisi formula.
Let us start by introducing all necessary notations and definitions. Consider a space of configurations Σ N = {−1, +1} N . A configuration σ ∈ Σ N is a vector (σ 1 , . . . , σ N ) of spins σ i that take values ±1. For each N we consider a Gaussian Hamiltonian H N (σ) on Σ N that is a jointly Gaussian family of r.v. indexed by Σ N . We assume that for a certain sequence c(N) → 0 and a certain function ξ : R → R we have
where
is the overlap of the configurations σ 1 , σ 2 . Following [5] and [6] we will assume that ξ is three times continuously differentiable and satisfies the following conditions Let us denote by
the average of spins of the configuration σ. In the case when there are several configurations σ 1 , . . . , σ n involved we will denote the average of spins corresponding to σ l by R l and the overlap of σ l and σ l ′ by R l,l ′ . Let us define
Consider a sequence (u N ) such that u N = k/N for some integer −N ≤ k ≤ N and lim N →∞ u N = u ∈ [−1, 1]. We define 6) where the sum
R=u N is over all σ such that R = N −1 i≤N σ i = u N . The quantity F N (with the factor −1/β which we do not consider here) is usually called in Physics the free energy of the system (Σ N , G N ) and F N (u N ) represents the free energy of the system restricted to the set of configurations with fixed sum of spins i≤N σ i = Nu N . Of course, this set is not empty only when u N = k/N for −N ≤ k ≤ N. The main result in [6] was the computation of the free energy lim N →∞ F N in the thermodynamic limit N → ∞, which is given by the Parisi formula that will be described below. The main goal of this paper is to compute lim N →∞ F N (u N ). The answer will be very closely related to the Parisi formula in the unrestricted case and, in fact, a big part of the computation of lim N →∞ F N (u N ) will be based on reducing the problem to some a priori estimates from [6] . However, there are some technical difficulties that arise in the situation with restricted average of spins which are rather different in nature from the unrestricted case, mostly, due to the fact that the subset {σ : R = u N } ⊂ Σ N does not have a natural structure of a product space.
Consider an integer k ≥ 1 and numbers 0 = m 0 ≤ m 1 ≤ . . . ≤ m k−1 ≤ m k = 1 (1.7) and 0 = q 0 ≤ q 1 ≤ . . . ≤ q k ≤ q k+1 = 1.
(1.8)
We will write m = (m 0 , . . . , m k ) and q = (q 0 , . . . , q k+1 ).
Remark. It is sometimes convenient to think of the pair (m, q) in terms of the function m = m(q) defined as follows. For each 1 ≤ i ≤ k we let m(q) = m i for q i ≤ q < q i+1 (1.9) and m(1) = 1. The function m(q) is called the functional order parameter. We note that all functions defined in this paper that depend on (m, q) will depend on this pair only through the function m = m(q). This means that we can always assume that all m l , 0 ≤ l ≤ k are different and all q l , 0 ≤ l ≤ k + 1 are also different. Otherwise, we can "glue" them together and decrease k. Consider independent Gaussian r.v. z p for 0 ≤ p ≤ k with
Given λ ∈ R we define the r.v.
and recursively for l ≥ 0 define
where E l denotes the expectation in the r.v.
Clearly, X 0 = X 0 (m, q, λ) is a non-random function of the parameters m, q and λ. Whenever it does not create ambiguity we will keep this dependence implicit. We set
where θ(q) = qξ ′ (q) − ξ(q), and define
where the infimum is over all choices of k and all choices of m and q. The function P 0 (ξ, λ) is called the Parisi formula. With these notations the main result in [6] states the following.
The following Theorem is the main result of the paper.
17)
and for u = ±1, we have P(ξ, u) = 0.
It is interesting to note that P(ξ, u) is a concave function of u, since it is defined as the infimum of linear functions of u. Clearly, since
This together with Gaussian concentration of measure will imply that under some mild assumptions on the Hamiltonian H N (σ) the Gibbs measure will be concentrated on the configurations {σ : R = u N } where u N is such that hu N + P(ξ, u N ) → P 0 (ξ, h) when N → ∞. For example, let us assume that the Hamiltonian H N (σ) indexed by σ ∈ Σ N is equal in distribution to the Hamiltonian H N (g, σ) where g = (g i ) i≥1 is a sequence of i.i.d. Gaussian r.v. and
for some absolute constant K > 0 and a sequence (C N ) N ≥1 such that lim N →∞ C N /N = 0. This holds, for instance, in the case of the Sherrington-Kirkpatrick model when the Hamiltonian is given by,
where (g ij ) 1≤i<j≤N is an i.i.d. Gaussian sequence. In this case one can take C N = √ N . By Hölder's inequality the function F N in (1.5) is convex in h and, therefore, (1.15) implies that P 0 (ξ, h) is also convex in h. Therefore, the subdifferential
}. The convexity of P 0 (ξ, h), of course, implies that it is differentiable almost everywhere and one expects it to be differentiable everywhere but at this moment we are unable to prove it. In general, ∂P 0 (ξ, h) = [a, b] for some a ≤ b.
for some a ≤ b. Then for any δ > 0, for N large enough and for some constant K > 0 independent of N, with probability at least
Proof. Given ε > 0, consider a set
Then Proposition 1, Theorem 1 and Gaussian concentration of measure imply that for N large enough and for some constant K > 0 independent of N, with probability at least
This is a standard application of the Gaussian concentration of measure and we omit the details here. We refer the reader, for example, to the proof of Corollary 2.2.5 in [3] . Let us consider a set
By (1.18), U 0 is the set of points where hu + P(ξ, u) attains its maximum P 0 (ξ, h). A point u ∈ U 0 if and only if
Thus, a concave function hu + P(ξ, u) attains its maximum on the interval [a, b] . Clearly, this means that it will be strictly increasing for u < a and strictly decreasing for u > b. Therefore, the set U ε in (1.21) can be written as U ε = [a−δ 1 (ε), b+δ 2 (ε)] for some functions δ 1 (ε), δ 2 (ε) such that lim ε→0 δ 1 (ε) = lim ε→0 δ 2 (ε) = 0. Hence, (1.22) implies the statement of the Corollary.
The rest of the paper is organized as follows. Most of the paper, Sections 2 -4, will be devoted to proving Theorem 1 the case −1 < u < 1. The case of u = ±1 is easier, but it will require several definitions and computations that will naturally appear in different parts of the paper and, in order to avoid repetitions, we will postpone this case until the last section. In Section 2 we will carry out the core of the proof of Theorem 1, which is very similar to the proof of Proposition 1 (Theorem 1.1 in [6] ), with some necessary modifications. Some steps of the proof will be reproduced in full, in order to develop all necessary ideas and introduce notations and definitions relevant specifically to the current problem, as well as let the reader follow the main line without referring too often to [6] . On the other hand, the proof of several steps that are exactly the same as their counterparts in [6] will be omitted. The proof of Theorem 1 will be gradually reduced to a certain estimate, Theorem 6 below. In Section 3 we will prove Theorem 6 by reducing it to a corresponding result in [6] . One step in the proof of Theorem 1 (Theorem 3 below) will be very different from the situation considered in [6] ; in fact, the corresponding step in [6] was a trivial computation, whereas here it will constitute a certain non-trivial large deviation problem, that will be solved in Section 4. Finally, in Section 5 we will consider the case of u = ±1.
Proof of Theorem 1.
For simplicity of notations we will omit index N in the sequence u N considered in Theorem 1 and simply write u. As we mentioned at the end of the Introduction, throughout most of the paper we will assume that −1 < u < 1 and consider the case u = ±1 only in the last section.
First of all, let us note that since
we need to prove Theorem 1 only for h = 0. Thus, from now on we assume that h = 0. Consider independent copies (z i,p ) 0≤p≤k of the sequence (z p ) 0≤p≤k that are independent of the randomness of H N . We denote by E l the expectation in the r.v. (z i,p ) i≤N,p≥l . Let us consider the Hamiltonian
We define
and for l ≥ 1 we define recursively
where the expectation is both in the randomness of H N and the r.v.
We denote by f t the average of the function f with respect to the Gibbs' measure with Hamiltonian H t of (2.1) on the set {R = u}, i.e.
It is easy to see that the functional
is a probability γ l on {R = u}. We denote by γ ⊗2 l its product on {R = u} 2 , and for a function
). Let us start with the following.
where |R| ≤ c(N).
Proof. The proof of this Theorem repeats without any changes at all the proof of Theorem 2.1 in [6] .
Note that the condition R = u implicitly appears on the right hand side of (2.7) above since the definition of µ l depends on u through (2.6).
For simplicity of notations we will omit the small term R in (2.7) in our considerations below. Let us note right away that the convexity of ξ implies that ξ(a) − aξ
and, hence,
This is the analogue of Guerra's replica symmetry breaking bound [1] . Let us for a moment fix k, m and q and analyze ϕ N (0). The computation of lim N →∞ ϕ N (0) is the major difference of the present model from the situation considered in [6] , and here it is a non trivial matter. In the model without the constraint on the sum of spins this computation was easy and, in fact, ϕ N (0) did not depend on N. First of all,
are independent copies of X k+1 defined in (1.11). Next, comparing equations (1.12) and (2.3) yields
where now X k,i are independent copies of X k . Proceeding by induction on l in equations (1.12) and (2.3), we get
The arbitrary choice of λ here implies that
Combining (2.8) and (2.9) we get
where the infimum is over all choices of parameters k, m, q and λ. By definition, the right hand side of (2.10) is equal to P(ξ, u) and, thus, we get
which gives "half" of Theorem 1. Our goal is to show that this bound is exact in the limit. First, we would like to show that (2.9) becomes equality in the limit.
Theorem 3 We have lim
We will postpone the proof of Theorem 3 until Section 4 and first focus on the steps the proof of Theorem 1 which are parallel or can be reduced to the proof of Theorem 1.1 in [6] . Let us denote the right hand side of (2.12) by
Clearly, ϕ 0 implicitly depends on k, m and q. Let us denote by λ k , m k and q k the parameters that minimize the right hand side of (2.10) for a fixed k, i.e.
(2.14)
By continuity and compactness, this minimum is indeed achieved. By Remark following (1.8) we will assume that all m
are also different. We will not use this explicitly, but it is an important technical assumption in some of the results in [6] that we will refer to.
Remark. For clarity of the exposition we need to make an important remark. Most functions that were defined above, such as X 0 , ϕ N , ϕ 0 etc., were defined in terms of parameters k, m and q and the dependence was kept implicit. We will keep this dependence implicit, but whenever a function f depends on some specific choice of parameters k * , m * and q * we will simply say that f is defined in terms of k * , m * and q * .
Theorem 1 is the consequence of the following.
Theorem 4 Given t 0 < 1 there exists k 0 depending only on t 0 , ξ and u such that for k ≥ k 0 for t ≤ t 0 we have
where (m k , q k ) are defined in (2.14) and both ϕ N (t) and ϕ 0 are defined in terms of parameters k, m k and q k .
We will first show how Theorem 4 implies Theorem 1.
Proof of Theorem 1. First of all, let us make a trivial observation that the definition (2.14) of λ k , m k and q k and the relationship (1.13) imply that
where we made the dependence of X 0 on parameters λ, m and q explicit. To see this, one could take optimal (m k , q k ) in (2.14) and remove the terms that don't depend on λ. Thus,
which implies that
In the last inequality we used the fact that m k l ≤ 1 and θ(q) is nondecreasing. Theorem 2 clearly implies that |ϕ ′ N (t)| ≤ L for some constant L that depends only on ξ and, therefore,
which in combination with (2.15) and (2.17) yields that
Letting k → ∞, using the fact that
which follows from the definition (1.16) of P(ξ, u), and letting t → 1 we get
which is precisely the statement of Theorem 1.
The proof of Theorem 4 will follow from the following.
Theorem 5 Given t 0 < 1 there exists k 0 depending only on t 0 , ξ and u such that for k ≥ k 0 for any ε 1 > 0 and any 1 ≤ r ≤ k, for N large enough, we have for all t ≤ t 0 ,
where µ r , ϕ N and ψ are defined in terms of parameters k, m k and q k .
In (2.18) and below a constant K depends on ξ, t 0 , m k , q k , λ k only and not on N and it need not be the same at each occurrence.
Proof of Theorem 4. Since ξ is twice continuously differentiable we have
and, thus, (2.18) implies that for t ≤ t 0 we have
Combined with (2.7) this implies
By Theorem 3 and (2.16) we get the following boundary condition
Therefore, the differential inequality (2.19) implies (2.15).
The proof of Theorem 5 will require the following construction. Let us consider independent sequence of pairs of r.v. (z Consider the Hamiltonian 
For l ≥ 1 we define recursively
where the expectation is in the randomness of H N and the r.v. (z i,0 ) i≤N . The main ingredient of the proof of Theorem 5 is the following estimate.
Theorem 6 If t 0 < 1 there is a number k 0 depending only on t 0 , ξ and u such that for k ≥ k 0 for all t ≤ t 0 we have
where K does not depend on t or N and the functions Ψ and ψ are defined in terms of parameters k, m k and q k .
This Theorem is the analogue of Theorem 2.4 in [6] and, in fact, the proof of Theorem 6 will be reduced to the statement of Theorem 2.4 in [6] . We will postpone it until the next section and first show how Theorem 6 implies Theorem 5. We will need the following Proposition.
Proposition 2 Assume that for some ε 2 > 0 we have
Then we have
where K does not depend on N or t.
Proof. The proof repeats the proof of Proposition 2.5 in [6] without any changes.
Proof of Theorem 5. Consider t 0 < 1 and let k 0 be as in Theorem 6. Let K 0 be the constant in (2.23). Consider ε 1 > 0 and k ≥ k 0 . If
so that (2.24) holds for N large with ε 2 = ε 1 /2K 0 . Since there are at most 2N + 1 values of v to consider (because NR 1,2 ∈ Z), it follows from (2.25) that
and for N large enough the right hand side is less than ε 1 for all t ≤ t 0 .
3 Proof of Theorem 6.
In this section we will show how the estimate of Theorem 6 can be reduced to the corresponding result in [6] . First of all, if we introduce the Hamiltonian
then on can write
where J λ k+1,t,v = log
i.e. in the last inequality in (3.2) the constraints R 1 = R 2 = u have been removed. If similarly to (2.22) we define recursively for l ≥ 1
and define
then, by induction on l, one can show that 5) and the choice of λ here is arbitrary. Theorem 2.4 in [6] provides the estimate of Ψ λ (t, v) which will yield the estimate of Theorem 6. We will describe this next.
Similarly to the definition of P k (m, q, λ) in (1.13) we define
For a fixed λ and any k ≥ 1 we define parameters
Theorem 2.4 in [6] states the following.
Theorem 7 If t 0 < 1 there is a number ε > 0 depending only on t 0 , ξ and λ with the following property. If k is such that
then for all t ≤ t 0 we have
where K does not depend on t or N and Ψ λ and ψ λ are defined in terms of parameters k, m λ,k and q λ,k .
Note that in the statement of this Theorem λ is fixed and under certain conditions on parameters m and q one obtains the estimate on Ψ λ . In Theorem 6, however, λ = λ k will vary, and in order to make it clear which λ we refer to when we use Theorem 7, we kept the dependence of all parameters in Theorem 7 on λ explicit.
Remark. In Theorem 7, for a fixed t 0 , the dependence of ε on λ has a special property that will be important in the proof of Theorem 6. Analysis of the proof of Theorem 2.4 in [6] shows that this dependence is uniform in the following sense. For any Λ > 0 we have
i.e. as long as λ stays uniformly bounded, one can choose ε that determines the condition (3.8) to be the same for all λ. This property (3.10) will be relevant because Theorem 7 will be applied with λ = λ k defined in (2.14) and, as we will show next, λ k are uniformly bounded for all k.
Lemma 1 For any −1 < u < 1 and for λ k defined in (2.14) we have,
where Λ depends only on ξ and u.
Proof. The result will follow easily from the following fact:
Indeed, if in the recursive construction (1.12) one takes all m l = 0 or all m l = 1 then Hölders inequality yields that for any sequence m E log ch
By definition of the sequence (z p ) the sum z p has the same distribution as z ξ ′ (1), where z is a standard Gaussian r.v. and, thus,
(3.14)
It is easy to check that both sides of (3.14) are asymptotically equivalent to |λ| for |λ| → ∞ and this proves (3.12). Let us recall (2.14),
We want to show that λ k can be bounded uniformly. First of all, the last term in (3.15) is bounded uniformly over k, m, q,
On the other hand, (3.12) implies that
where a(λ) is independent of k, m and q and a(λ) → 1 for |λ| → +∞. Therefore,
independently of k, m, q. This, clearly, implies that the minimum in (3.15) is achieved for |λ k | ≤ Λ where Λ can be determined independently of parameters k, m and q.
We will need one more simple observation.
Lemma 2 For any Λ > 0 we have
where (m λ,k , q λ,k ) are defined by (3.7).
Proof. Since
one can show by induction on l in (1.12) that for any k, m and q we have
This means that for fixed λ 1 , λ 2 the functions P k (m, q, λ 1 ) and P k (m, q, λ 2 ) seen as functions of (m, q) are within |λ 1 −λ 2 | of each other and, therefore, their global minima are also within |λ 1 − λ 2 | of each other. By (3.7) this gives,
Thus, the sequence of functions
seen as functions of λ, is equicontinuous and, therefore, converges uniformly on the compact {|λ| ≤ Λ} to its limit P 0 (ξ, λ).
Finally, we are ready to deduce Theorem 6 from Theorem 7. Proof of Theorem 6. Fix t 0 < 1. Using (3.5) with λ = λ k we get,
Let us take Λ as in (3.11) and take ε = ε(Λ) defined in (3.10) that depends on t 0 , ξ and u only. Since by Lemma 1, |λ k | ≤ Λ, Lemma 2 implies that
and, therefore, there exists k 0 that depends on t 0 , ξ and u only such that for k ≥ k 0 ,
which is, precisely, the condition (3.8). Thus, Theorem 7 implies that for k ≥ k 0 and for all t ≤ t 0 we have
which combined with (3.17) gives
Finally, comparing the definitions (2.14) and (3.7) it is easy to see that
which simply means that minimizing over (m, q, λ) in (2.14) is the same as fixing optimal λ = λ k and minimizing over (m, q). Therefore, comparing the definitions of ψ(t) in (2.15) and ψ λ (t) in (3.6) we get
where, of course, all functions are defined in terms of parameter λ k , m k and q k . This finishes the proof of Theorem 6.
Proof of Theorem 3.
We, finally, turn to the proof of Theorem 3. Note that throughout this section parameters m and q are fixed. In order to set up the proof let us first rewrite the statement of Theorem 3 as a part of the stronger statement. Let us consider the Hamiltonian
and for l ≥ 0 we define recursively
Given λ ∈ R, we define X k+1,t = log ch(
and recursively for l ≥ 0
Clearly, X 0,t is a non-random function of parameters m, q and λ the dependence on which is kept implicit. The statement of Theorem 3 can be written now as
We will show this by proving a stronger statement.
Theorem 8 For any
The idea of interpolation in t in this Theorem is based on the fact that (4.8) is trivial for t = 0, and we will prove that the derivatives of both sides with respect to t are close. Let us start by showing that lim
Indeed, this can be written as,
which is easily seen to be the same as
This is a well-known large deviation result (see, for example, A.1 in [3] ). Next we will compute the derivatives φ ′ N (t) and φ ′ (t). For 1 ≤ l ≤ k we define
We denote by f t the average of the function f with respect to the Gibbs' measure with Hamiltonian h t of (4.1) on the set defined by the constraint {R = u}, i.e.
is a probability γ l on Σ N . We denote by γ ⊗2 l its product on Σ 2 N , and for a function f :
). (We kept the notations γ l and µ l of Section 2, since current considerations are independent of previous sections.) The following holds.
Lemma 3 We have,
Proof. The proof of (4.14) is actually contained as a part of the proof of Theorem 2, which can be seen in Theorem 2.1 in [6] . 
With the notations of Theorem 8 let us define λ(t) by
where we explicitly wrote the dependence of X 0,t on λ. For −1 < u < 1 this infimum is indeed achieved and λ(t) is bounded which follows from the arguments of Lemmas 1 and 2. We set,
Lemma 4 If λ(t) is defined by (4.17) then
Proof. The equation (4.19) is just the critical point condition ∂ ∂λ X 0,t − u = 0. By (4.6) we have exp m l X l,t = E l exp m l X l+1,t and, thus,
Since X l,t does not depend on (z p ) p≥l , by (4.15) we get,
Proceeding similarly, by induction on l we get We are now ready to compute the derivative of φ(t).
Lemma 5
We have,
Proof. First of all, by (4.17) we can write
Similarly to (4.20) , one can show that
where in the last equality we used (4.19). Therefore,
For a function f of moderate growth and a Gaussian r.v. g we have (see, for example, A.40 in [3] ),
Therefore,
For simplicity of notation, let us denote
Using the fact that m k = 1, one can write, 
Since EW 1 . . . W k = 1, this combined with (4.25) gives
We have, 1
Since X l,t does not depend on z p for p ≥ l, we have I l (p) = 0 for l ≤ p. For l > p one can use the computation similar to that of Lemma 4 to show that
Hence, for l > p,
where Z ′ = 0≤j≤k z ′ j and where z ′ j = z j for j < l and z ′ j are independent copies of z j for j ≥ l. Comparing this with (4.16) and (4.18) we get for l > p,
Plugging this back into (4.27) gives,
and, recalling that Ez
This finishes the Proof of Lemma 5.
Lemmas 3 and 5 imply that
and we want to show that this is small. The rest of the proof of Theorem 8 is inspired by the proof of Theorem 1. Theorem 8 will follow from the following.
Theorem 9 For any ε 1 > 0 and any 1 ≤ r ≤ k, for N large enough, we have for all t ≤ 1,
In (4.31) and below a constant K depends on ξ, m and q only and it need not be the same at each occurrence.
Proof of Theorem 8. (4.31) implies that
Combined with (4.30) this implies Consider the Hamiltonian 
For l ≥ 0 we define recursively
where E l denotes the expectation in the r.v. z
The main ingredient of the proof of Theorem 9 is the following estimate reminiscent of Theorem 6.
Theorem 10 We have
where K does not depend on N.
We will first show how Theorem 10 implies Theorem 9. We will need the following Proposition.
Proposition 3 Assume that for some ε 2 > 0 we have
(4.37)
Proof. The proof repeats the proof of Proposition 2.5 in [6] .
Proof of Theorem 9. Let K 0 be a constant in (4.36). Consider
by (4.36) we have
so that (4.37) holds for N large with ε 2 = ε 1 /2K 0 . Since there are at most 2N + 1 values of v to consider (because NR 1,2 ∈ Z), it follows from (4.38) that
and for N large enough the right hand side is less than ε 1 .
Next we will proceed to prove Theorem 10. For any λ, γ ∈ R one can write
The last equality in (4.39) follows from the simple fact that
where Av denotes the average over σ 1 , σ 2 = ±1. Next, if we let
where r.v. z j p are defined in (4.33), and let In particular, taking λ = λ(t) we get
where we keep the dependence of U on other parameters implicit. Theorem 10 will follow from (4.43) and three lemmas.
Lemma 6
We have, U(0) = 2φ(t). 
where L depends only on Γ.
Proof of Theorem 10. Using (4.44), (4.45) and (4.46), we have for |γ| ≤ Γ
Minimizing the right hand side over |γ| ≤ Γ we get
when |v − ρ r (t)| > LΓ. Since |v − ρ r (t)| ≤ 2, we can combine these two cases to get
for some K that depends on Γ only.
Proof of Lemma 6. Comparing (4.22) and (4.43), in order to prove Lemma 6, we need to show that Φ λ(t),0 (t) = 2X 0,t (λ(t)). We can write
where we introduced the notation
Let us define recursively for r ≤ l ≤ k,
For l ≥ r, random variables z 
k .
Proceeding similarly, by induction on l for r ≤ l ≤ k, we get,
Since for l < r we have z Let us define recursively for l < r
Since n l = m l /2 for l < r then, similarly to (4.49), by induction on l < r we get
l . Proof of Lemma 7. Comparing (4.43) and (4.45), we need to show that
then repeating the argument of Lemma 4 we get, 
For r ≤ l ≤ k using (4.47) and that n l = m l we can write
where we introduced the notation W
l ) for j = 1, 2. For l < r using (4.48), (4.50) and that n l = m l /2 we can write
Thus we can write
where the last two equalities follow by comparing with (4.16) and (4.18).
5 The case u ± 1.
In this section we will prove the last piece of Theorem 1, the case of u = ±1. To be concrete, let us take u = 1, since the case u = −1 will be entirely similar. We will start by showing the following.
Proof. First of all,
where Av denotes the average over σ in the set {R = u N }. Using (4.10), (4.11) and the fact that lim N →∞ u N = 1, we get
This proves that lim
On the other hand, if we denote by 1 = (1, . . . , 1) then
The second term can be estimated using the corollary of Slepian's inequality (see [2] ),
and, since by (1.1),
we have
Using (5.3) again and combining with (5.4) finishes the proof of Lemma.
The computation of the limit (5.1) itself was rather easy, but the statement of Theorem 1 asserts that the formula P(ξ, u) will apply in this case as well, i.e. P(ξ, 1) = 0. In fact, using the estimates (5.2) and (5.5), it is easy to show that lim u→1 − P(ξ, u) = 0. It is also easy to understand that P(ξ, u) = −∞ for u > 1, for example, using (3.13). Thus, concavity of P(ξ, u) implies that P(ξ, 1) ≤ 0. We will now show that, indeed, P(ξ, 1) = 0.
Let us recall that,
where P k (m, q, λ) was defined in (1.13) and where the infimum is over all choices of parameters k, m, q and λ. Let us first minimize the right hand side of (5.6) with respect to λ for fixed k, m and q. We have,
where Z = 0≤p≤k z p , the derivative ∂X 0 /∂λ was computed in (4.20) and the last inequality follows from the fact that th(Z + λ) < 1 a.s. and EW 1 . . . W k = 1.
Therefore, in order to minimize (5.6) one should let λ → +∞. Next, for fixed λ and k let us minimize (5.6) over m and q and define (m k (λ), q k (λ)) = argmin −λ + P k (m, q, λ) . . For example, the r.v. Z = 0≤p≤k z p will be replaced by G = 0≤p≤k g p ξ ′ (q p+1 ) − ξ ′ (q p ). Then, as in the proof of Lemma 4 one can easily compute
. In particular, for l = 1 we get where the last two inequalities follow from the fact that G is a Gaussian r.v. with variance ξ ′ (1). If λ and t are such that λ > t and the right hand side of (5.16) is less than 1, then using estimates (5.14) and (5.16) in (5.13) we get, Taking t = λ/2 and letting λ → ∞ finishes the proof of Lemma 10.
We are finally ready to show that the right hand side of (5.6) is equal to 0. First of all, for any k ≥ 1, as λ → +∞ and q 1 → 1, the last term of P k (m, q, λ) in (1.13) can be estimated as see for example [7] or [1] . This also follows easily from (5.12). Since, by Lemma (10), for any k, m = m(q) corresponding to parameters (m k (λ), q k (λ)) converges in L 1 norm to m = m(q) = 0 as λ → +∞, by (5.18) we get lim λ→+∞ |X 0 (m k (λ), q k (λ), λ) − E log ch(Z + λ)| = 0.
Therefore, it remains to show that lim λ→+∞ log 2 − λ + E log ch(Z + λ) = 0, which is s trivial exercise.
