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The dynamics of economic behaviour is often developed in theory as a continuous time system.
Rigorous estimation and testing of such systems, and the analysis of some aspects of their properties,
is of particular importance in distinguishing between competing hypotheses and the resulting
models. The consequences for the international economy during the past eighteen months of failures
in the financial sector, and particularly the banking sector, make it essential that the dynamics of
financial and commodity markets and of macro-economic policy are well understood. The non-
linearity of the economic system means that it’s properties are heavily dependent on it’s parameter
values. The estimators discussed here are tools to provide those parameter estimates.
1.        Introduction
This paper is an overview of some work in the estimation of differential equation systems in
economics and a few comments on the analysis of these systems, especially in view of current
international economic events. 
The work on continuous time models is directed towards the development and testing of economic
theory, particularly in the macro-economic field and in commodity and financial markets, and the
study of the implications of that theory. It provides an integrated approach to the specification,
estimation and analysis of economic models incorporating several features: the use of relatively
small, highly over-identified models based on economic theory and specified as differential equation2
systems, the use of full-information maximum likelihood or Gaussian estimators to estimate discrete
models that are stochastically equivalent to the differential equation system, and derivation of the
properties of these models. 
The aim of this research is to allow the study of more realistic models, based on economic theory,
in order to obtain a better understanding of economic behaviour, and especially dynamic behaviour.
A major part of this is to estimate the parameters of the underlying, generally non-linear, differential
equation model as directly as possible, subject not only to the restrictions inherent in the differential
model but also in the derivation of the stochastically equivalent discrete system. The models are
often such that some long run behaviour, such as a steady state, can be studied analytically although,
of course, this depends on the complexity of the model. The structural properties of models that have
strange attractors, for example, depend crucially on parameter values. Models are generally too
complex to allow short to medium term behaviour to be studied analytically but it is possible to
derive results which, although numerical, provide information of a similar nature to that which can
be obtained from very small theoretical models.
In the physical sciences and in engineering models are much more developed with much better
defined functional forms than in economics and the parameters of those systems can often be found
by direct measurement or by experiment. This enables theories to be tested with greater precision
and to be more firmly rejected than in economics. While economic theory can define the properties
of the functions of an economic model, in general the precise functional form is not known and must
be approximated by some representative function with those properties. Moreover, experimentation
is seldom possible in economics, so simultaneous estimation is required both for testing theory and
for analysis. While parameter values of economic models may be assumed, the relevance of these
models and the theory on which they are based and their implications for economic behaviour and
policy cannot be substantiated without estimation.
Throughout this paper it is assumed that the underlying economic system is continuous; the
arguments in favour of such a system are overwhelming. Many production processes are continuous
or essentially so as are a number of markets. It is, for example, possible to trade continuously for
over five days per week in many spot, futures and options markets. While many production
processes have more or less fixed lags, which may be long especially in primary production and
heavy engineering, the products enter markets on a much more continuous basis. More importantly,
although individual decisions may be made at regular or irregular intervals, the information on which
those decisions are based is likely to be largely continuous and the decisions themselves are likely
to concern a broadly continuous path of production, consumption or transactions. The lags in this
process will be much shorter than the observation period of data used for estimation. Moreover, the3
service and particularly the financial sector, which accounts for a substantial and growing proportion
of economic activity in many economies, acts very much as continuous process with very short lags.
As macro-economic behaviour is the result of the action and interaction of individual economic
agents, aggregation of the micro-variables across sectors or markets will produce macro-variables
which will tend to be continuous, so that the macro-economic process can be treated as continuous
or as if it were continuous.  
An important feature of continuous time models is that the estimator uses a discrete model which
is satisfied by the observations generated by the differential equation system irrespective of the
observation interval of the sample so that the properties of the parameters of the differential equation
system may be derived from the sampling properties of the discrete model. This allows a more
satisfactory treatment of distributed lag processes and of the disturbances in the model. In particular,
the minimum lag in an economic system is likely to be much smaller than the observation interval,
but in continuous time models the lag  functions may be specified in a way which allows the length
of the lag to be estimated rather than assumed. Thus a continuous time model, unlike ordinary
discrete models, can be specified and analysed independently of the observation interval of the
sample to be used for estimation and the forecasting interval is also independent of the observation
interval. Moreover, these estimators allow stock/flow models to be handled correctly, since they
expressly recognize that although variables such as stocks and prices can be measured
instantaneously, other variables such as flows or averages cannot; those variables are observed only
as an integral over the observation period. As many behavioural functions in economics involve the
interaction between stocks and flows, it is essential that these be treated correctly; this cannot be
done in an ordinary discrete model. In the physical sciences, and in engineering, flows and rates of
change can often be measured almost instantaneously relative to other behaviour in the system; that
is generally not possible with economic data.
Broadly, but not precisely from a stochastic point of view, it is assumed that the underlying
economic system can be represented by a mixed r
th order non-linear differential equation system
which can be written in a recursive form or, more generally, is stochastically equivalent to a
recursive form. r is often 2 or 3. For instance,  a general mixed second-order system may be written
(1)            
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More precisely, and defining   as above, the system discussed here is assumed to have the () yt
recursive representation 
(3)       () { () , () , } ( ) dyt yt zt d t d t φ θ ζ =+
where  y  is a vector of  m* first order endogenous or state or co-state variables, z a vector of
exogenous variables and θ a vector of  p parameters. D is the differential operator  d /dt   and    a φ
vector of continuous and differentiable functions.   is a vector of white noise disturbances so () dt ζ
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  for any disjoint sets   and  .  Some equations may be identities with the 12 [( ) ( ) ] EO ζζ ′ ΔΔ = 1 Δ 2 Δ
corresponding elements of   and   zero; in this case the sub-matrix of   corresponding to () dt ζ Ω Ω
stochastic equations will be positive definite. Let the rank be mR # m. Higher and mixed order
systems may be defined by introducing additional variables and identities as above. The system may
also contain zero order equations but for simplicity only that will be ignored here. The variables y(t)
and z(t) may be stocks or flows; this distinction becomes important for estimation. For simplicity
in exposition, the formulae below are derived for the strictly first order system and ignore the
complications that arise in mixed order models but those formulae can be generalised as indicated
below.
The white noise assumption may be generalized. Following Bergstrom (1983), Gaussian estimators







process is a Gaussian process although the innovations   themselves are not assumed to have () dt ζ
that property. Thus the innovations may be a mixture of Brownian motion and Poisson processes
which provides a plausible representation of economic behaviour in that the innovations may come
as discrete jumps at random intervals.
Although the economic system is assumed to be continuous, the variables are observed only at
discrete points in time; for simplicity the observation points are assumed equidistant with length
but that is not necessary. In economics it is common for different types of variables to be δ
observed at different frequencies. Most macroeconomic data for developed countries are quarterly,
but some financial and production data are monthly, while interest and exchange rates, and financial
and commodity market data, are observed with high frequency. The estimators could be defined to
use mixed frequency data. For simplicity with fixed frequency observations, and without loss of
generality, the basic time unit of the system can be defined such that   . 1 δ =
2.       Estimation
 
The existence of at least several broad schools of thought in economics leads to models that can be
quite different. Moreover, even if the properties of functional relationships within a school of
thought are reasonably well accepted, the definition of precise functions to represent the functional
relationship is much more fluid. The resulting models may not be nested so that testing of one model
against another becomes difficult. Leaving all this aside, and within the scope of this paper, the
equations of the system will usually contain endogenous variables being determined elsewhere and,
as shown below, the error covariance matrix will be full, so that for statistical consistency the
parameters of the whole system need to be estimated simultaneously; the obvious estimator is full-
information maximum-likelihood.
The linear, or linearized, model corresponding to (1) may be written  
(4)       ( ) ()( ) ()( ) ( ) dyt A yt d t B zt d t d t θ θ ζ =++
where the elements of the matrices A and B  are functions of  θ , and in the linearized case, the point
or path around which the system has been linearized. This has the solution
(5)    .
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Assuming the continuous variables are observed every   time units, and let   be the discrete δ xτ
observation of the continuous variable at time t, so that  . The exact discrete model is then () xx τ τδ =6
(6)        .
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If the z(t) are analytic functions of time the integral of the term involving exogenous variables can
be evaluated exactly, otherwise they need to be approximated, generally by a third order process.
Given the properties of the disturbances  as defined above, the disturbances of the discrete () dt ζ
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it must emphasized that even if      is a diagonal matrix this will not be true of the variance matrix Ω
of errors of the exact discrete model      so the   are not independent but, given the [] tt E ξξ ′ t ξ
properties of the innovation process  , they will be serially uncorrelated. () dt ζ
Observations generated by the continuous model (4) will satisfy the exact discrete model (6)
irrespective of the observation interval δ, so the sampling properties of the parameters θ may be
derived from the sampling properties of (6). A full-information maximum-likelihood estimator of
(6) allows all of the restrictions inherent in the underlying continuous model, and in any linearization
of that model, to be imposed, and thus provides consistent and asymptotically efficient estimates.
Moreover, the Gaussian estimator of the continuous models is super-efficient in that the estimator
of parameters and their asymptotic standard errors converges at a rate of      as   where
1 () OT
− T →∞
T is the sample size, whereas FIML estimators of standard discrete models converge at a rate of 
O(T 
- ½)  as  . Moreover, as mentioned above, these estimators may be obtained under the T →∞
assumption that the integral of the white noise innovation process is a Gaussian process although the
innovations themselves are not assumed to have that property.
While the estimator (6) may be used directly for instantaneously observed data, that is data on all
variables which are observed at a point in time, it must be modified if the model contains flow
variables or higher order variables. Observations of flow variables are the integral over the
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in time,    ,   observations on  are given by   .  In these cases () ()
s
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either the model must be estimated with the initial (point) value of the flow variable being defined
and estimated as a parameter of the system, or the variables may be transformed so the model can
be treated as if all variables were observed at a point in time; the latter procedure, while simpler and
hence useful as an approximation,  introduces a bias in the parameters of order    so estimates
3 () O δ
from quarterly data would have 1/64 the bias in estimates from annual data.    
If the matrix Ω were unrestricted and the model were linear in y(t) the log-likelihood function of the7
differential equation system would be
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where Ξ is defined as above; hence 
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be obtained by maximising    with respect to Ω and  θ  and as Ω is unrestricted this is ln( , ) θ Ω
equivalent to minimizing   ln det V   with respect to θ .
It is assumed throughout that the parameters are identified. If not, and sometimes in the derivation
of (2) from some underlying theory information is lost which leads to a pair of parameters which
always appear in the same way, the model will need to be modified. Although there is potentially
a problem of aliasing in these models, this is usually precluded by the restrictions on the elements
of A  which will often be non-linear and cross-equation. 
In comparing ordinary discrete models (that is, models that are not stochastically equivalent to a
continuous process) it should be noted that even if    is diagonal this will not be true of error Ω
covariance matrix  of the exact discrete model (6) except for extreme cases. Thus a simultaneous Ξ
estimator is required. Secondly, even if A has relatively simple constraints, this will not hold for the
coefficients of the lagged endogenous variables in (6). In any case, the elements of A are often
highly non-linear functions of the parameters, and imply cross-equation restrictions on the
parameters so a full-information estimator is needed.  
With higher order systems, the introduction of additional variables to  reduce an  r
th   order system
to first order has to be taken into account in (7) and (8).  An r
th order differential system will lead to
a discrete VARMAX model of the same order. In such models, Ω is of rank  mR  only (augmented
with 0  matrices) while A and  are of rank and order m*.  Assuming a linear model defined as
() A e
θ
in (2), for example, the solution for y3(t)  in (5) may be inverted to give  y1(t-1),  providing the
corresponding sub-matrix of  e
A  is non-singular which will almost certainly hold, and
y1(t-1) = D x1(t-1)  eliminated from the RHS of (5).  If  , successive 12 () { () ()} x tx t x t =
substitutions allow (5) to be written (ignoring the exogenous variables) as the second order VARMA
process (see Appendix 1) 
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sub-matrices of  .   Hence  ξ (t)  is now a first order moving average process with   ξ (t)  and
() A e
θ
ξ (t-1)   being serially correlated with a correlation matrix that can be derived from above but  
   for all t, s,   | t - s | > 1. [( ) ( ) ] Et s O ξ ξ′ =8
3.      Non-linear estimators
In an analogous way, a full-information maximum likelihood estimator may be derived to estimate
the parameters of non-linear systems directly, but the properties of this estimator must, at present,
be inferred from those of the linear estimator. 
Although most the theoretical development of continuous time estimators has been within the
context of linear models, in practice most of the models being estimated have been linearizations of
some underlying non-linear system. This approach is justified in that the estimated parameters are
those of the non-linear system and the linear model is estimated subject to all of the restrictions
inherent in the theoretical structure and in the linearization. This does, however, introduce an
approximation into the models being estimated and may cause serial correlation in the disturbances
of the linearized model. 
Even when the disturbances of the non-linear model are Gaussian, this need not be true of the
disturbances of the linearized model. Secondly, linearization may prevent some parameters from
being identified, although they are identified in the non-linear model, so that estimates of those
parameter must be obtained in some other way and these estimates will usually be inconsistent. Even
where parameters are formally identified in the linear model, however, the way in which they enter
the linearized model may mean that they are poorly determined and the non-linear model may
provide more robust, and more precise, estimates of those parameters.
 
For these reasons, full-information maximum likelihood estimators analogous to the estimators of
linear models have been developed to estimate the parameters of non-linear systems directly.  While
some asymptotic properties of these estimators are known others have to be inferred heuristically
from the properties of the linear estimators. Although the exact discrete estimator for linear models
is derived using the analytical solution to the differential equation system, for non- linear models the
system must be solved by numerical integration, but the principle is the same in both cases. In the
"pure" case, for instance, where all variables are observed at a point in time, the estimator will be
consistent and efficient and is analogous to the exact discrete estimator for linear models which
provides estimates which are super-efficient. If this estimator is applied to a linear model the
estimates would be the same as the exact linear discrete estimator.
The derivation of the exact estimator of the non-linear model (3) is analogous to that of the linear
estimator. Let ξ(t) be the vector of errors in the trajectories of the system such that
  where  y(t)  is the solution to (4) given initial conditions  y( t-δ) and (t) satisfies ˆ () () () ty t y t ξ =− ˆ y
  given the same initial conditions. Thus ξ(t) will be the integral of a ˆˆ () { () , () , } Dyt yt zt φ θ =
function of a (non-linear) matrix function    where J  is the Jacobian  of [{( ) , } ] Jy t φ θ






the vector on  the right hand side of  (3)  with respect  to  y(t),   and let
(10)               .
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Thus again the errors ξ(t) are interdependent but serially uncorrelated. In the "pure" case, the
endogenous variables y(t) are assumed to be observable at a point in time, such as stocks, prices,
interest and exchange rates, and the exogenous variables to be given analytic functions of time. For
a given set of initial values of the parameters θ and a set of initial values for the variables at the point
t -1, the solution trajectories of (1) can be found by a numerical integration procedure. Let the vector
of solution trajectories at  t  given the observed y(t-1) as initial values and the given set of θ be
(t; θ). The residuals corresponding to ξ(t) can then be calculated and used to form the likelihood
function that can then be maximized to give full-information maximum likelihood estimates of the
parameters.
The difficulty which arises is that    in (10)  is a function of  y(t) and so may vary over time. If  t Ξ Ξ 
is the block diagonal matrix with (block) elements   ...   and    the corresponding 1 Ξ T Ξ 1 [ ... ] T ξ ξξ ′ ′′ = 
column vector of residuals, the log-likelihood function may be written
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As    is positive definite there exists a lower triangular matrix L with positive diagonal elements Ξ 
such that    = L LN.  Thus, as in Bergstrom (1985), the Gaussian log-likelihood becomes Ξ 
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where    is the ith diagonal element of  L and    is a vector whose elements may ii A 1 [. . . ] mT ε εε ′ =
be calculated recursively from  . The factorization of     into    is very fast as is the Lε ξ =  Ξ  L L′
recursive calculation to find ε . (11) can be maximized with respect to  θ and Ω.
With higher order systems, again the introduction of additional variables defined as an identity must
be taken into account in a way similar to linear model but via the Jacobian..  
Asymptotic standard errors of the parameters may be calculated either algebraically for the linear
(or linearized) model or numerically for the non-linear model. As usual with full information
models, likelihood ratio and Wald tests may be used to test the joint hypotheses underlying the
model and it’s consistency with the data generated by the economic system.10
4.       Non-linear model with error variance constraints or boundary point constraints
The underlying model (1) can be extended to allow constraints on the error variance matrix or cross-
constraints on the error variance matrix and the deterministic part of the system; this is of particular
relevance in the modelling of financial markets or in differential systems which have a spatial
element. For instance, this estimator has been used in a model of the forward Libor (London Inter-
bank Offered Rate) market and in regional models. The extended model may be written 
(13)          () { () , () , , } ( ) dyt yt zt d t d t φ θμ ζ =+
with the innovation variance matrix   being a function of a set of parameters μ  representing (, ) θμ Ω
the covariance structure. In the unconstrained case, if   is positive definite and of rank m, μ (, ) θμ Ω
will have  m(m +1)/2 independent elements. All elements of  θ  and μ are estimated simultaneously
using a constrained version of (11) and (12) 











=− − + ∑ A
where estimates of   are obtained from (10) subject to the constraints on J, φ and Ω .       
The model can be extended in a different way to allow boundary point constraints to be imposed and
the parameters estimated subject to those constraints. This is relevant where the data have been
generated under a regime where some future constraint has been imposed on the system generating
the data, or to test theories involving forward-looking variables where such a constraint arises. For
instance, the Maastricht agreement imposes such a constraint, perhaps not effectively,  in the EU,
and expectations processes and models involving the use of discounted expected returns may also
be defined as boundary point issues. Another general class are models derived from a Hamiltonian
system in which some objective function is optimised subject to constraint, either equalities that are
effective always or inequality constraints that are binding only under certain conditions. For the
purposes of estimation, observations on these variables cannot be taken as predetermined values but
depend on the future dynamics of the system and are often defined by some boundary point or
transversality condition. 
The boundary- or end-point problem is that, given the system (3), a solution is to be found which
satisfies a set of functions 
(15)           
0 {( ) , ( ) , } | 0 .
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representing the constraints on the variables at a point  t0 + TH.   The functions F allow the boundary
points to be defined, for example, in terms of ratios of levels of variables or differences between
their rates of growth. For the purposes of this paper it will be assumed that only end-point constraints
apply and these are to hold at a point t0 + TH where t0 is some initial point and TH is the horizon. As
TH  may be large, and will be out-of-sample for at least some observations, it is assumed the
exogenous variables in such models are explicit functions of t.11
For simplicity, it is assumed that any zero order equations, such as those which arise in optimal
control problems, have been eliminated but the estimation and solution procedures being used allow
such equations to be defined. The errors in the trajectories can be calculated and used to give a quasi-
maximum likelihood estimator of the parameters of the system. 
Instead of solving the system over each observation interval given initial conditions only, for each
observation  y t  a boundary point (BP) solution is obtained to satisfy  y t - 1 for variables defined at
the initial point      and the end-point constraint for variables    defined at the horizon. In at y bt y
general, the variables This solution provides an estimated value of    and the trajectory for all 1 bt y − 
variables    given {  , } .  This gives the vector of residuals for the observed variables  ˆ t y 1 at y − 1 bt y −  ˆ at at at y y ω =−
and hence the residual covariance matrix for those variables. The boundary point solution must be
obtained for each  t  for consistency of the estimator.
  
 5.        Attractors, stability, and sensitivity of long term behaviour to parameters
The long term properties of some models can be calculated algebraically. For instance, in special
cases these models may have a steady state although this may require additional restrictions on the
system. Generally, however, the dynamic properties must be investigated numerically.
Of particular interest is the stability of these models, and it’s sensitivity to variations in the
parameters, for both economic analysis and policy. For linear models, or for models linearized about
a steady state or long term trajectory, the eigenvalues  μ  may be calculated with their asymptotic
standard errors as well as the sensitivity of the eigenvalues to variations in the parameters, that is the





Lyapunov exponents may be used to provide information on attractors of non-linear models and, if
strange, it’s aperiodic dynamics, in much the same way as eigenvalues of a linear model. An
advantage of calculating these from an estimated model, rather than calculating the largest ones from
a time series, is that economic theory is used to help distinguish between deterministic and stochastic
behaviour.
One approach to chaos in economics involves the investigation of individual time series to determine
whether they are the result of chaotic or stochastic behaviour, but the tests used to discriminate
between these causes require a very large number of observations, the power of those tests is often
low, and the results inconclusive as shown in the single blind comparative study of Barnett, Gallant,
et al (1997).
Instead of relying on a purely statistical analysis of one, or very few, time series to determine the2    Although only autonomous systems are considered specifically, a non-autonomous system can be written as
an autonomous system with little loss in generality, but a change in interpretation, by defining an additional equation
  to replace t.
12
nature of an attractor, the use of a model incorporating economic theory and institutional structure,
and estimation by a full-information procedure, means that economic theory is used to help
distinguish or separate the deterministic and stochastic behaviour of the system. Lyapunov exponents
or generalized eigenvalues may be calculated from the under-lying non-linear model for the
estimated parameter values, or for parameters in the neighbourhood of the estimated values, using
the variational matrix equation, and these concentrate information on the nature of the non-linear
dynamics. 
It is assumed that the underlying model, reduced to first order, is given by (3) but with any
exogenous variables assumed to be given functions of time. It will also be assumed that  there is
some transformation of the variables, such as deviations about the steady state, which allows the
model to be written as an autonomous
2, first order, non-linear system,
(16)     , {() , } xf x t θ = 
where  x(t) is a vector of m* variables that is some transformation of y(t) above , f  the corresponding
vector function, and  θ the vector of parameters. This system is assumed to be coupled in that it is
not separable into two independent systems. 
A strange attractor, which belongs to a class of attractors that do not lie on manifolds, is defined as
an attractor which has a sensitive dependence on initial conditions x(0). These attractors are not a
closed curve but have of an aperiodic trajectory and non-integer or fractal dimensions less than that
of the phase space but greater than two. For given parameter values, a dynamical system will exhibit
aperiodic or chaotic behaviour if it possesses a strange attractor. Although the system is deterministic
and hence given initial conditions leads to uniquely defined trajectories, the sensitivity of the system
to those initial conditions means that the behaviour of the system is apparently random. 
A distinction must be made between conservative and dissipative systems; the latter always
possesses attractors or repellers, such as fixed points, tori or strange attractors, while conservative
or Hamiltonian systems do not but have an infinity of closed orbits so that any initial point will
always lie on one of these orbits. The two types of systems can be distinguished using the
generalized divergence of  f. Let a set of initial conditions be contained in a vanishingly small hyper-
ellipsoid V in ú
n. This volume will change as a function of   t  as  x(t) changes, so that 
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The summation term is the generalized divergence of f;  dissipative systems are characterized by
contracting volumes, that is  dV/dt < 0, while in conservative or Hamiltonian systems V is constant.
This term, which is the trace of the Jacobian, is thus equal to the sum of the eigenvalues of
. A trajectory of a dissipative system will approach an attractor as  .  (, ) ( / ) ij J xf x θ =∂ ∂ t →∞13
Lyapunov exponents provide information on the relative rates of expansion or contraction of this
hyper-ellipsoid in each dimension and hence on the asymptotic properties of a system.
Differentiating the solution of the system 
(17)                 ,  00 (, ) { (, ) , } x tf x t t ϕϕ =  00 0 (,) x tx ϕ =
with respect to the initial point  x0  gives the variational (matrix) equation 






















which is the linearization of the vector field along the orbit  . The Lyapunov exponents are 0 (, ) x t ϕ
then be defined as   ,  i = 1, ... m, where  μ1 (t) , ... , μ m (t)  are the eigenvalues
1





of  .  For simplicity, it will be assumed that the exponents are arranged in descending order 0 (, ) x t Φ
such that  .  Hence the Lyapunov exponents indicate the average rate of expansion 12 ... m λ λλ ≥≥
or contraction of the hyper-ellipsoid with the subspace within which this occurs being defined by
corresponding generalized eigenvectors; for an attractor to exist the volume of the hyper-ellipsoid







The Lyapunov exponents λi  may be used to classify and help determine the form of the attractor. For
asymptotically stable non-chaotic attractors, all exponents are negative for an equilibrium point,
while for an asymptotically stable k-torus, k exponents must be zero and the remainder negative. A
non-chaotic attractor is non-degenerate if its dimension equals the number of zero Lyapunov
exponents. For chaotic attractors, at least one of the Lyapunov exponents must be positive and at
least one zero. In addition, the dimension of a chaotic attractor must be fractal. The Lyapunov





























The Lyapunov exponents provide an upper bound on Kolmogorov entropy. Since positive Lyapunov
exponents indicate the expansion of an initial hyper-ellipse in one or more directions while
Kolmogorov entropy measures the average expansion in all directions, Kolmogorov entropy  K #  i
i
λ ∑
 for  λ i > 0. An approximation to Kolmogorov entropy K2  proposed by Grassberger and Procaccia
(1983) is a limit function of the ratio of the correlation integrals of the time series. K2 approaches
a finite, positive value from above as the embedding dimension of the correlation integral is
increased. As K2 # K, these two measures provide an upper and lower bound for Kolmogorov14
entropy with the extreme cases of limit cycles where the correlation integrals are equal and K2 is
zero and a purely random series where K is infinite.
The correlation integral and correlation dimension form the link between time series analysis and
the structural approach here but calculation of the correlation integral requires a very large number
of observations which are usually not available in macro-economic data. The Lyapunov exponents
and associated measures, the correlation integral, correlation dimension and Kolmogorov entropy
all provide information on the nature of the attractor of the system and on its asymptotic behaviour.
It must be emphasized, however, that the question of whether an orbit is dense can be extremely
difficult.
Calculation of the Lyapunov exponents is by no means trivial owing to the numerical properties of
the solution φ(x, t) in (17) and the variational equation (18). As at least one Lyapunov exponent is
positive in systems with strange attractors, the solutions  Φ(x0, t) are unbounded as   and the t →∞
matrix is ill-conditioned. Thus some form of repeated orthonormalization, such as Gram-Schmidt,
of these solutions is necessary in order to maintain precision in calculating all Lyapunov exponents.
Another question of interest is the structural stability of the solution of the differential system (3)
or (16) , that is, whether the asymptotic properties of the system change qualitatively for different
values of the parameters. This involves an analysis of the successive terms in the Taylor series
expansion of (3), and particularly any degeneracy of those terms. The behaviour of the system in the
neighbourhood of a bifurcation point can become complex when more than one parameter can lead
to bifurcations or if other "secondary" parameters take on certain values affecting the nature of the
bifurcation. In limited experience so far, the largest few Lyapunov exponents, and the Lyapunov
dimension, are often quite stable over what seem to be quite large changes in the parameters and
then undergo a dramatic change as one or more parameters continues to change.
6.       Some comments
  
The estimators described here have been used by a number of researchers in a wide range of models
over a long period. These include macro-models of a number of countries, including Italy,
commodity models such as the World copper market, World oil market and the sugar market,
exchange and interest rate models, regional models, models of the US/USSR Arms Race, and
environmental models such as fisheries management, habitat management for an endangered
woodpecker in the United States, and carbon trading. 
In the macro-economic field, models have often been of 10 to 20 first and second order equations
but sometimes more. These models often have a steady state but perhaps only when additional
restrictions are imposed. As the underlying theory is generally non-linear, so have been the models,
and while it is useful, and in the past necessary, to linearize these for estimation, either about sample
means or a steady state if it exists, that is no longer the case. While the models linearized about a15
steady state were often stable in the neighbourhood of the estimated parameters, that was not always





were large so the stability of the system depended crucially on very few parameters. In several
models at least, crucial parameters were those in monetary policy functions. In more recent work,
where a model (of dimension 14) was unstable for the estimated parameter values, or in the
neighbourhood of those values, calculation of the Lyapunov exponents showed the model was stable
in the non-classical sense in that the sum of the exponents was negative but that it had a strange
attractor of Lyapunov dimension around 2.5 to 4.4 depending on the precise specification and
parameter values. The error doubling predictability time ranged from 25 to 42 quarters. Unlike
eigenvalues, it is not possible (at least with any degree of precision) to calculate asymptotic standard
errors of the Lyapunov exponents.     
Models of fisheries management, an oil model, and a habitat management model, among others,
have been derived from optimisation of a (discounted) Hamiltonian and the first order conditions
estimated subject to a boundary point. Owing to the length of the horizon that is used in these
models, all exogenous variables are defined as functions of time only. Unless a closed form exists,
the solution of the boundary point problem is numerical. Although data will usually exist for the
state variables, it will not for the costate unless they can be identified with some price or similar
variable. Where the costate variables are unobserved, the system can still be estimated subject to
those costate equations by using the end-point conditions to find a consistent set of  initial values
for each observation. The boundary point solution allows the residuals for each observation of the
state (or observed) variables to be found so the likelihood function can be maximised as above.
Assuming these models have  m s (observed) state and  m c (unobserved) costate variables, the error
covariance matrix will be of rank  ms only. The parameters of the whole system need to be identified
but as the parameters entering the costate equations come from the Hamiltonian they will generally
appear in other equations as well. Experience suggests identification is not a serious difficulty.
Boundary point models are much more difficult to estimate than more general models, probably
because they impose a level of rigidity on the system that is not warranted by the data. That is, the
Hamiltonian model being estimated is not consistent with the economic system generating the data.
The generalisation of the estimators to allow restrictions on the error covariance matrix has been
used in regional models of a country where each region can be specified separately but where there
are insufficient observations to allow the complete model to be estimated. One option is to estimate
each region independently but that may lead to feedbacks being omitted that are considered
important (or are to be tested), or to a decrease in the (statistical) efficiency of the estimator. A
second option is to estimate the system as a panel data model but that may be too restrictive.  
Estimation of the model as in (13) with a restricted error covariance matrix provides an alternative.
The  model is specified with equations for each region but assume that the regions form groups in
which (all or most of) the parameters in each region within the group are the same, but where other
groups have different parameters (or even a different structure). The error covariance matrices of
regions within a group are also assumed to be the same but differ from those of other groups.
Providing there are sufficient observations, or the number of groups is sufficiently small, the16
likelihood function will exist and can be estimated. In the extreme case, where there is only one
group containing all regions this collapses to the panel data case. More generally, it allows some
equations to represent economy-wide variables, and for there to be feedback from these variables
to the regions within a group or interaction among groups. Some parameters in different groups
could be specified to be the same, or conversely, to some extent, some parameters of the regions
within a group may differ. 
An attempt has been made to estimate a pricing model of the forward Libor market similar to that
used by financial institutions. This model consists of 18 first order differential equations with drift
and volatility defining the forward Libor term structure. Each equation represents a maturity point
on the term structure spaced at one yearly intervals for 1 to 15 years, and then equations for years
20, 25 and 30. In practice in financial institutions the model is calibrated often (perhaps daily at
least) but the sets of calibrated values are independent of each other. Such models are used, for
example, is to find a lack of smoothness or inconsistency in the term structure for arbitrage purposes.
The model is a variant of the form of (13). 
Using a sample of four years of daily (end-of-day) data, this model was estimated econometrically
using (13) with extremely poor results and the model as specified had to be rejected. This could be
due to the calibrated model, if it is consistent with the data for short intervals, varying so much from
calibration to calibration that it does not represent the Libor market for other than short intervals.
In that case, the model would have limited forecasting ability; an extended model, probably
including variables from outside the forward Libor market, would be needed for econometric
estimation. Alternatively, the sample period may be too short. 
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Appendix 1
Let a mixed second order linear model, without exogenous variables, be
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and define 
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as a temporary variable so the model may be written as the first order system
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The solution as in (5) is
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As  is almost certain to be non-singular, the equations for  may be inverted to give 31 ()
A e 3() yt
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and   eliminated from the equations  and   .  The equations for  may be 1(1 ) yt − 1() y t 2() yt 1() y t
lagged so 
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and  eliminated from the model to give the second-order auto-regressive, first-order moving 1(1 ) yt −
average process as in (9) 20
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