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À mon roux préféré
Sommaire
Un moyen permettant d’identifier expérimentalement les phases du gaz d’électrons
bidimensionnel de la bicouche de graphène en empilement bernal au remplissage ν = 3
est recherché lorsque le biais électrique entre les couches est varié. À ce remplissage, si
on se concentre aux basses énergies, il est possible de ne s’intéresser qu’aux deux niveaux
de Landau composant le niveau N = 0 qui sont de même spin et de même vallée, mais
d’orbitale différente. Puisque la texture du pseudospin orbital de ce système change selon la
phase, il est attendu que le couplage avec le champ électrique de la lumière devrait changer.
La dispersion des modes collectifs de chaque phase est calculée dans l’approximation GRPA
(generalized random-phase approximation) dans le domaine en biais où chacune domine
respectivement. L’absorption optique pour des polarisations linéaires en direction x et en
direction y ainsi que pour des polarisations circulaires gauche et droite est calculée. La
rotation de Faraday et l’effet Kerr sont également calculés. Des différences entre les phases
sont remarquées au niveaux de la fréquence des photons qui sont absorbés, de l’amplitude
de l’absorption et de la rotation de la polarisation ainsi que la sensibilité à certains types de
polarisation. L’effet des modes collectifs dans les phases considérées est cependant moindre
que celui qui est prédit dans un calcul qui ne tient pas compte de l’interaction de Coulomb.
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Introduction
L’étude du graphène, historiquement restreinte en raison de la production difficile, a
connu un essor dans les dernières années une fois que la nouvelle méthode d’extraction
révolutionnaire, surnommée la méthode du « scotch tape », a été mise au point en 2004 [1].
Cette méthode a d’ailleurs valu le prix Nobel 2010 de physique à ses concepteurs, Andre
Geim et Konstantin Novoselov. Elle consiste à décoller quelques couches électroniques d’un
bloc de graphite avec un matériau se liant au graphène plus fortement que la liaison entre
les différentes couches de carbone. Le processus peut être répété jusqu’à obtenir le nombre
de couche de graphène désiré, pouvant aller jusqu’à une unique couche.
Le graphène présente de remarquables propriétés mécaniques, étant très résistant pour
unmatériau de seulement un atome d’épais. Ce sont cependant ses propriétés phénoménales
de conduction dans le plan de la couche qui ont captivé le monde de la physique de la
matière condensée. Sa structure de bandes particulière, arborant une dispersion linéaire
aux alentours de points de Dirac, indique que les porteurs près de ces points se comportent
comme des particules sans masse [2].
Sa conductivité électrique n’est cependant pas la seule qui soit grande. Sa conductivité
optique est également très importante. Celle-ci se reflète dans les différents phénomènes
optiques comme l’absorption et la rotation de la polarisation des champs électriques in-
teragissant avec le graphène. Suite à la mesure de la rotation de Faraday géante dans la
monocouche de graphène [3] avec une rotation mesurée de 0,1 radian, l’étude optique des
systèmes à base de graphène s’est intensifiée.
D’autres systèmes à base de graphène ont par la suite été étudiés. Le cas le plus simple
est l’empilement de couches de graphène, comme la bicouche et la tricouche en empilement
bernal AB et ABC respectivement. Contrairement à la monocouche, un champ électrique
externe modulé permet d’ouvrir un gap dans la structure de bandes de la tricouche, ce qui a
été observé expérimentalement [4]. C’est également le cas de la bicouche. Ceci les rend plus
intéressants au niveau des applications en électronique que la monocouche. L’étude ayant
1
2mesuré la rotation de Faraday géante dans la monocouche rapportait cependant un effet
beaucoup plus petit pour une multicouche de graphène (nombre de couches non précisé).
Dans les deux cas de lamonocouche et de lamulticouche, les contributions soulignées étaient
attribuées aux excitations entre niveaux de Landau. Les études suivantes ontmajoritairement
continué à explorer la contribution des niveaux de Landau, demanière théorique en fonction
du remplissage et du biais électrique dans la monocouche, la bicouche [5] [6] et la tricouche
[6]. Des études expérimentales ont également été effectuées. Une revue est présentée à la
référence [7].
Les travaux du professeur René Côté ont cependant montré des états de symétrie brisée
appelés ferroaimants de Hall quantiques dans la bicouche de graphène [8] [9] [10]. Certains de
ces états, souvent appelés phases dans cet ouvrage, ont une texture de dipôles électriques
non uniforme. La question s’est donc posée de savoir si ces états peuvent avoir une signature
optique particulière, que ce soit en absorption ou en rotation de la polarisation par la rotation
de Faraday et l’effet Kerr. Répondre à cette question est le but de ce mémoire.
Le présent mémoire s’attaque au cas du niveau de Landau N = 0 et prend en compte
l’interaction entre les électrons par l’approximation Hartree-Fock pour décrire les états
fondamentaux et calculer leur énergie et GRPA (generalized random-phase approximation)
pour les modes collectifs. L’absorption ainsi que la rotation de Faraday et l’effet Kerr sont
étudiés. Le but de cette étude est d’utiliser les signatures optiques des différentes phases
présentes dans le cas avec interaction afin de les identifier.
Le mémoire se divise de la manière suivante. Le chapitre 1 introduit la bicouche de
graphène ainsi que sa structure énergétique dans le cas sans interaction et en présence
d’un champ magnétique perpendiculaire. Le chapitre 2 introduit le cas avec interaction et
présente les différentes phases du gaz d’électrons bidimensionnel. Le chapitre 3 présente le
formalisme des fonction de réponse ainsi que leur lien avec la conductivité optique, puis
avec l’absorption et la rotation de Faraday ainsi que l’effet Kerr. Finalement, le chapitre 4
présente les résultats obtenus en absorption et en rotation de Faraday et en effet Kerr pour
les différentes phases du cas avec interaction. La contribution à ces phénomènes optiques
des niveaux de Landau provenant du cas sans interaction est également présentée afin de
comparer l’intensité des différents effets avec et sans interaction de Coulomb.
Les résultats présentés dans ce mémoire ont été publiés dans la revue Physical Review B
le 21 septembre 2015 [11].
Chapitre 1
Hamiltonien du graphène sans interaction
1.1 Graphène
Le graphène est considéré commeunmatériau bidimensionnel car la couche de graphène
n’a l’épaisseur que d’un seul atome. Les électrons sont ainsi contraints d’évoluer dans cet
unique plan.
Le graphène présente un réseau en « nid d’abeille » d’atomes de carbone. Les atomes
sont liés entre eux par les électrons de leurs orbitales sp2 à leurs trois voisins immédiats.
Comme le carbone possède quatre électrons de valence, il en reste un qui occupe une orbitale
pz et qui est en liaisonΠ avec ses voisins. C’est cet électron qui sera en cause pour le transport
et dont le mouvement sera décrit dans l’hamiltonien et qui donnera lieu aux deux bandes Π
et Π∗.
Le réseau de Bravais est de type triangulaire avec une base de deux atomes par site.
Ceci résulte en deux bandes d’énergie E±(k). Celles-ci se rapprochent en certains points du
réseau réciproque en des endroits appelés « vallées » et se touchent aux points de Dirac.
Dans le cas de la simple couche de graphène, la dispersion autour des vallées est linéaire,
en forme de cône et sans « gap ». C’est pour cela que l’on dit que les porteurs agissent
comme s’ils avaient une masse nulle. Les bandes E±(k) se croisent ainsi en un seul point,
où la densité d’états est nulle. De plus, en l’absence de dopage le niveau de Fermi passe pile
au point de croisement des bandes, ce qui en fait un semimétal de Dirac.
La recherche sur ce matériau a connu un essor sans précédent lorsqu’une nouvelle
technique de fabrication, surnommée la « méthode du ruban adhésif » a été créée. Cette
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Figure 1.1 a) Structure cristalline et définition des paramètres de saut pour la bicouche en
empilement Bernal AB. b) Vue de dessus afin de mieux voir la configuration de
l’empilement. Les sites B2 et A1 sont exactement superposés.
méthode, qui permet de peler des couches de graphène à partir de morceaux de graphite, a
permi de grandement faciliter la production de graphène, le rendant ainsi beaucoup plus
accessible.
Des propriétés du graphène sont présentées dans plusieurs articles de la littérature,
notamment la revue de Castro Neto [2].
1.2 Bicouche de graphène
Au-delà de la simple couche de graphène, des structures plus complexes formées de
plusieurs couches sont présentes naturellement. Il est notamment possible de conserver
l’approximation d’un système infini et de regarder l’empilement de quelques couches. Ce
système peut encore être considéré comme bidimensionnel malgré le fait que la couche
a maintenant deux atomes d’épaisseur car le mouvement de l’électron dans la directions
d’empilement est restreint aux deux couches. Du point de vue des électrons, le système est
encore contraint à deux dimensions.
Une première version de ce système consiste en l’empilement dit Bernal de deux couches.
La structure cristalline a alors l’allure présentée à la figure 1.1. Chaque couche est composée
de deux sous-réseaux non équivalents nommés A et B.
Comme la monocouche de graphène, la structure de bande de la bicouche ne possède
pas de gap si le champ électrique externe perpendiculaire aux couches, nommé Eext, est nul
dans l’approximation aux liaisons fortes qui sera présentée à la prochaine section. Toutefois,
il est possible d’ouvrir un gap en appliquant une différence de potentiel entre les deux
couches. En l’absence de dopage, le niveau de Fermi passe dans ce gap. Ceci fait de la
5bicouche de graphène un matériau potentiellement intéressant pour des applications en
électronique.
1.3 Approximations
1.3.1 Approximation des liaisons fortes
Dans l’approximation des liaisons fortes, les porteurs sont considérés comme localisés
sur les sites du réseau cristallin. L’hamiltonien est écrit en termes de sauts de ceux-ci entre
des sites atomiques proches.
Tel que discuté dans [2], nommant ai,j (a†i,j) l’opérateur qui détruit (crée) un électron sur
le site j du sous-réseau A de la ième couche et la même chose pour bi,j (b†i,j) sur le sous-réseau
B, l’hamiltonien de la bicouche de graphène dans cette approximation prend la forme
H =− γ0 ∑
<i,j>
(
a†1ib1j + a
†
2ib2j + c.h.
)
− γ1∑
i
(
a†1ib2i + c.h.
)
− γ4 ∑
<i,j>
(
a†1ia2j + b
†
1ib2j + c.h.
)
− γ3 ∑
<i,j>
(
b†1ia2j + c.h.
)
+ ∆0∑
i
(
a†1ia1i + b
†
2ib2i + c.h.
)
(1.1)
On identifiera les sites selon le sous-réseau et la couche, comme indiqué à la figure 1.1,
par A1, B1, A2 et B2.
Un poids, appelé paramètre de saut γi, est donné par le recouvrement des orbitales Pz
des deux sites. Le sens de chacun est illustré à la figure 1.1. En mots, le paramètre γ0 est
associé au saut entre deux plus proches voisins sur la même couche, et correspond donc au
saut d’un atome du sous-réseau Ai vers un du sous-réseau Bi ou vice versa, avec i = 1, 2.
Le paramètre γ1 représente le saut entre deux atomes de couches différentes directement
superposés, qui se fait entre un atome A1 et un atome B2. Les paramètres γ3 et γ4 relient tous
deux des atomes de couches différentes qui ne sont pas directement un au-dessus de l’autre.
6Tableau 1.1 Valeurs des paramètres de saut
Paramètre Valeur (eV) Valeur (eV)
(avant 2015) (à partir de 2015)
γ0 3,12 2,61
γ1 0,39 -0,361
γ3 0,29 -0,283
γ4 0,12 -0,138
∆0 0,0156 0,015
Le terme γ4 relie deux atomes d’un même sous-réseau (deux atomes A ou deux atomes B)
alors que γ3 relie des atomes de sous-réseaux différents. Le paramètre ∆0 représente quant
à lui une énergie supplémentaire lorsque l’électron est sur un des sites qui sont directement
superposés un au-dessus de l’autre, soit A1 ou B2.
Les paramètres de saut sont obtenus par lissage de données expérimentales (par exemple
des expériences d’absorption optique) avec la dispersion électronique obtenue pardes calculs
numériques. Les valeurs utilisées au départ pour la bicouche sont indiquées dans la première
colonne du tableau 1.1. Elles ont été tirées de [12]. Ces dernières ont servi au calcul de la
validité du modèle à deux composantes. Les valeurs qui ont été utilisées dans les calculs
d’absorption sont indiquées dans la deuxième colonne du même tableau. Celles-ci ont été
tirées de [13]. Cependant, même avec les dernières valeurs des paramètres, le domaine de
validité de l’approche analytique que nous utilisons devrait rester le même. Il est à noter que
le signe des différents paramètres est dû aux signes devant chaque terme de l’équation 1.1.
Le réseau réciproque prend lui aussi la forme d’un réseau triangulaire avec une base de
deux points. Ce réseau est tourné de 30 degrés par rapport au réseau réel. Comme il y a
au total quatre sous-réseaux (deux sur chaque couche), quatre bandes apparaissent dans
l’espace réciproque. Les coins de la première zone de Brillouin sont appelés K+ et K−, tel
que montré à la figure 1.2. Ils sont dits inéquivalents car ils ne peuvent pas être reliés par les
vecteurs de base du réseau réciproque. Tout comme pour la couche simple de graphène, les
bandes se rapprochent autour de ces points. On appelle les alentours de ces points « vallées ».
L’emplacement des deux points K+ et K− situés le long de l’axe des x sont K± =
(± 23 2pia , 0).
Chaque site peut être relié à ses plus proches voisins par trois vecteurs δ tels que
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Figure 1.2 Schéma de la première zone de Brillouin et emplacement des points K+ et K−.
δ1 =
a0√
3
xˆ, (1.2)
δ2 = − a0√
2
(
1√
3
xˆ− yˆ
)
, (1.3)
δ3 = − a0√
2
(
1√
3
xˆ+ yˆ
)
, (1.4)
avec a0 la distance entre deux atomes de carbone.
Avec d le vecteur reliant les sites A1 et B2 dont le module est la distance entre les deux
couches de graphène valant d = 0, 3337 nm. Les vecteurs R reliant les cellules du réseau
réel, l’hamiltonien se réécrit comme
H =− γ0∑
R
∑
δ
(
a†1,Rb1,R+δ + a
†
2,R+d−δ2b2,R+d−δ2+δ + c.h.
)
− γ1∑
R
(
a†1,Rb2,R+d + c.h.
)
− γ4∑
R
∑
δ
(
a†1,Ra2,R+d−δ + b
†
1,R+δ3b2,R+δ3+d−δ + c.h.
)
− γ3∑
R
∑
δ
(
b†1,R+δ3a2,R+δ3+d+δ + c.h.
)
+ ∆0∑
R
(
a†1,Ra1,R + b
†
2,R+db2,R+d + c.h.
)
(1.5)
En représentation de Fourier,
8H =∑
k

a†1,k
b†1,k
a†2,k
b†2,k

H(k) (a1,k, b1,k, a2,k, b2,k) . (1.6)
Les opérateurs de création et d’annihilation dans l’espace réel et dans l’espace réciproque
sont donnés par une transformation de Fourier
ak =
1
N ∑R
eik·RaR, (1.7)
avec
H(k) =

∆0 −γ0Λ(k) −γ4Λ∗(k) −γ1
−γ0Λ∗(k) 0 −γ3Λ(k) −γ4Λ∗(k)
−γ4Λ(k) −γ3Λ∗(k) 0 −γ0Λ(k)
−γ1 −γ4Λ(k) −γ0Λ∗(k) ∆0

, (1.8)
écrit dans la base {|a1,k〉, |b1,k〉, |a2,k〉, |b2,k〉} avec
Λ(k) =∑
δ
eik·δ. (1.9)
Si seuls les paramètres γ0 et γ1 sont retenus dans le calcul de la structure de bandes,
alors la dispersion est parabolique autour des vallées K+ et K−. Les bandes se touchent
précisément à ces points, il n’y a pas de gap. Il s’agit du modèle minimal. La dispersion près
des vallées dans ce cas est illustrée à la figure 1.3.
L’addition des termes γ4 et ∆0 introduit une asymétrie électron-trou qui déforme un
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Figure 1.3 Dispersion des bandes de la bicouche de graphène près de la vallée K+ dans le
modèle minimal avec uniquement γ0 et γ1.
peu la dispersion parabolique. La dispersion près des vallées dans ce cas est illustrée à la
figure 1.4.
L’ajout de γ3 change plus drastiquement l’allure de la structure de bandes. Le terme
contenant le paramètre γ3 amène un effet appelé « déformation trigonale » car la dispersion
autour des vallées, qui en l’absence de γ3 est parabolique et centrée autour de la vallée,
prend plutôt une forme telle qu’illustrée à la figure 1.5, où la dispersion a maintenant trois
extrema autour de la vallée en plus de celle centrée sur la vallée. Comme il sera discuté plus
tard, à champ magnétique suffisamment élevé, les termes en γ3 perdent en importance, ce
qui permet de les négliger sans trop d’erreur.
1.3.2 Approximation du continuum
Comme les sections de la structure de bandes se rapprochant le plus de E = 0 se trouvent
aux vallées K− et K+, on peut se concentrer près des vallées pour capturer la physique à
basse énergie. C’est l’objectif de l’approximation du continuum. On redéfinit le vecteur
d’onde par rapport à la vallée p = k− K et on suppose |p| petite. On développe alors
Λ(k) en série de Taylor. Sachant que ∑δ eiK·δ = 0 pour K désignant soit la vallée K− ou K+,
indifféremment, on obtient
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Figure 1.4 Dispersion des bandes de la bicouche de graphène près de la vallée K+ une fois
γ4 et Δ0 ajoutés.
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Figure 1.5 Dispersion de la deuxième bande de basse énergie de la bicouche de graphène
près de la vallée K+ une fois γ4 et Δ0 et γ3 ajoutés. L’énergie est en eV.
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Λ(p) ≈ − a0
√
3
2
(px − ipy). (1.10)
Cette approximation nous fait cependant oublier une bonne partie de la structure de
bandes. Cela aura des impacts plus tard, notamment avec la règle de somme f, qui sera
explorée à la section 3.2. Puisque les bandes dans l’approximation du continuum ne sont pas
bornées, la règle de somme ne sera pas respectée, et le résultat de l’équation 3.16 dépendra
de la valeur extrémale d’énergie considérée.
1.4 Eﬀet du biais électrique
Un champ électrique perpendiculaire au plan des couches a l’effet d’ouvrir un gap
entre les bandes de basse énergie. Les électrons sur une des couche gagnent une énergie
par rapport à ceux de l’autre couche par ce biais. L’hamiltonien gagne ainsi des termes
supplémentaires sur la diagonale dans la base des sites :
H(k) =

∆B
2 + ∆0 −γ0Λ(k) −γ4Λ∗(k) −γ1
−γ0Λ∗(k) ∆B2 −γ3Λ(k) −γ4Λ∗(k)
−γ4Λ(k) −γ3Λ∗(k) −∆B2 −γ0Λ(k)
−γ1 −γ4Λ(k) −γ0Λ∗(k) −∆B2 + ∆0

. (1.11)
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1.5 Eﬀet du champ magnétique
Ajouter un champmagnétique perpendiculaire aux couches divise la structure de bandes
en niveaux de Landau. L’opérateur p n’étant plus le conjugué canonique de la position, on
définit une nouvelle quantité qui l’est, c’est-à-dire
p→ P = p+ e
c
A, (1.12)
avec A le potentiel vecteur du champ magnétique et e la charge élémentaire définie
positive.
On définit des opérateurs d’échelle pour passer d’un niveau de Landau à l’autre, de la
forme
a =
l√
2h¯
(Px − iPy), (1.13)
a† =
l√
2h¯
(Px + iPy), (1.14)
(1.15)
qui respectent la relation de commutation
[a, a†] = 1, (1.16)
et les facteurs numériques
αi =
√
3
2
a0
lh¯
γi, (1.17)
avec l la longueur magnétique telle que l =
√
h¯c
eB . Notant les vallées Kξ avec ξ = ±,
l’hamiltonien dans chaque vallée prend alors la forme
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HKξ =

−ξ ∆B2 + ∆0 ξα0a ξα4a† −γ1
ξα0a† −ξ ∆B2 ξα3a ξα4a†
ξα4a ξα3a† ξ ∆B2 ξα0a
−γ1 ξα4a ξα0a† ξ ∆B2 + ∆0

. (1.18)
Lorsque le spin est considéré, l’ajout des termes Zeeman donne
HKξ ,σ =

−ξ ∆B2 + ∆0 − 12σ∆Z ξα0a ξα4a† −γ1
ξα0a† −ξ ∆B2 − 12σ∆Z ξα3a ξα4a†
ξα4a ξα3a† ξ ∆B2 − 12σ∆Z ξα0a
−γ1 ξα4a ξα0a† ξ ∆B2 + ∆0 − 12σ∆Z

.
(1.19)
Il n’est pas possible de trouver de solution analytique à cet hamiltonien si γ3 6= 0. Le
terme de saut γ3 perd en importance à haut champ magnétique (plus haut que 1 T), de sorte
que l’on peut généralement négliger ce terme puisque nos calculs ont été faits à B ≥ 10 T.
En l’absence de déformation trigonale, l’hamiltonien devient
HKξ ,σ =

−ξ ∆B2 + ∆0 − 12σ∆Z ξα0a ξα4a† −γ1
ξα0a† −ξ ∆B2 − 12σ∆Z 0 ξα4a†
ξα4a 0 ξ ∆B2 − 12σ∆Z ξα0a
−γ1 ξα4a ξα0a† ξ ∆B2 + ∆0 − 12σ∆Z

.
(1.20)
Cet hamiltonien a des vecteurs propres de la forme
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ϕξ,σ,N,j,X(r) =

Cξ,σ,N,j,X,1hξ,σ,N−1,j,X(r)
Cξ,σ,N,j,X,2hξ,σ,N,j,X(r)
Cξ,σ,N,j,X,3hξ,σ,N−2,j,X(r)
Cξ,σ,N,j,X,4hξ,σ,N−1,j,X(r)

. (1.21)
L’indice N indique le niveau de Landau, l’indice j la bande à laquelle appartient le niveau
et l’indice X le centre d’orbite. L’énergie ne dépend pas du centre d’orbite. Les niveaux de
Landau sont donc dégénérés Nϕ fois, avec Nϕ = ΦΦ0 =
S
2pil2 avec Φ0 le quantum de flux. Le
nombre de dégénérescence Nϕ est donc le nombre de quanta de flux qui traversent l’aire S.
Les Cξ,σ,N,j,X,i sont des constantes déterminées numériquement. Les fonctions hξ,σ,N−1,j,X(r)
sont les fonctions d’onde électroniques dans la jauge de Landau, qui prennent la forme
hξ,σ,N,j,X(r) =
1√
Ly
φξ,σ,N,j,X(x− X)e−iXy/l2 , (1.22)
avec φξ,σ,N,j,X(x− X) la fonction d’onde d’un oscillateur harmonique.
De l’équation aux valeurs propres et sachant que
ahξ,σ,N,j,X(r) = −i
√
Nhξ,σ,N−1,j,X(r), (1.23)
a†hξ,σ,N,j,X(r) = i
√
N + 1hξ,σ,N+1,j,X(r), (1.24)
ahξ,σ,0,j,X(r) = 0, (1.25)
car hξ,σ,N<0,j,X = 0, ce qui amène des cas particuliers pour les bas indices de niveau de
Landau. Pour l’indice N = 0, on a
15
ϕξ,σ,0,j,X(r) =

0
Cξ,σ,0,j,X,2hξ,σ,0,j,X(r)
0
0

, (1.26)
On a directement
E = −ξ∆B
2
− 1
2
σ∆Z (1.27)
pour N = 0 car la matrice à diagonaliser est 1x1.
Pour l’indice N = 1
ϕξ,σ,1,j,X(r) =

Cξ,σ,1,j,X,1hξ,σ,0,j,X(r)
Cξ,σ,1,j,X,2hξ,σ,1,j,X(r)
0
Cξ,σ,1,j,X,4hξ,σ,0,j,X(r)

. (1.28)
L’hamiltonien à diagonaliser est donc 3x3 dans ce cas :
HKξ ,σ =

−ξ ∆B2 + ∆0 − 12σ∆Z −iξα0 −γ1
iξα0 −ξ ∆B2 − 12σ∆Z iξα4
−γ1 −iξα4 ξ ∆B2 + ∆0 − 12σ∆Z
 . (1.29)
Pour les indices de Landau N > 0, la matrice h doit être diagonalisée numériquement.
Pour les niveaux de Landau N > 1, la matrice est 4x4.
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1.6 Modèle à deux composantes
Pour simplifier l’analyse, on peut se concentrer sur les deux bandes de plus basse énergie
et ne prendre en compte les deux bandes d’énergie plus élevée que de manière perturbative.
Cette approximation s’appelle le modèle à deux composantes [14]. Pour la dérivation de ce
modèle, voir l’annexe de [15].
En présence de champ magnétique, les deux bandes du modèle à deux composantes se
divisent elles aussi en niveaux de Landau. L’hamiltonien en champ magnétique s’écrit
HKξ =
ξ ∆B2 + ζ−aa† − 12σ∆Z ζ ′aa
ζ ′a†a† −ξ ∆B2 + ζ+a†a− 12σ∆Z
 , (1.30)
dans la base (A2, B1) pour la vallée K− et (B1, A2) pour la vallée K+ et avec
β =
α20
γ21
, (1.31)
ζ =
2α4α0γ1 + (α20 + α
2
4)∆
γ21
, (1.32)
ζ± = ζ ± ξβ∆B, (1.33)
ζ ′ = βγ1
(
1+ 2
δ0γ4
γ0γ1
+
(
γ4
γ0
)2)
. (1.34)
Les vecteurs propres de cet hamiltonien sont de la forme
ϕξ,σ,N,j,X(r) =
Cξ,σ,N,j,X,1hξ,σ,N−2,j,X(r)
Cξ,σ,N,j,X,2hξ,σ,N,j,X(r)
 . (1.35)
Comme encore une fois ahξ,σ,0,j,X(r) = 0, il n’y qu’une seule valeur propre associée à
N = 0, et de même pour N = 1, avec vecteurs propres
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ϕξ,σ,N,j,X(r) =
 0
hξ,σ,0,j,X(r)
 (1.36)
ϕξ,σ,1,j,X(r) =
 0
hξ,σ,1,j,X(r)
 . (1.37)
Comme les vecteurs propres sont écrits dans la base (A2, B1) pour la vallée K− et (B1, A2)
pour la vallée K+, dans le cadre de ce modèle, les porteurs de la vallée K− sont localisés sur
la première couche, alors que ceux de la vallée K+ sont localisés sur la deuxième couche. Si
le biais est inversé, les rôles des vallées sont échangés.
L’énergie de ces niveaux est donnée par
E0,ξ = −ξ∆B2 −
1
2
σ∆Z E1,ξ = −ξ∆B2 + ζ + ξβ∆B −
1
2
σ∆Z. (1.38)
Dans le modèle minimal avec seulement γ0 et γ1 non nuls et à biais nul, ces deux niveaux
sont donc dégénérés avec une énergie nulle. À faible biais, ce sont de plus ceux qui sont à
plus faible énergie (près de E = 0).
À biais électrique nul, pour un même spin, le niveau d’orbitale 0 se trouve à plus basse
énergie que celui d’orbitale 1. Toutefois, pour une valeur critique du biais, ces deux niveaux
se croiseront. La valeur du biais sera positive dans la vallée K− et négative dans la vallée
K+. L’expression du biais critique est
∆C = −ξ ζ
β
. (1.39)
Les niveaux d’indice d’orbitale 0 et 1 de chaque vallée pour un spin donné ainsi que
l’écart entre ceux-ci sont représentés à la figure 1.6.
Dans le cas sans interaction et à température nulle, lorsqu’un niveau plein devient à
énergie plus haute qu’un niveau vide, celui plein devient automatiquement vide, et celui
vide devient plein d’un coup puisque les niveaux sont dégénérés Nϕ fois où Nϕ = S2pil2 .
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Figure 1.6 Niveaux d’orbitale 0 et 1 de chaque vallée pour un spin donné. L’ordre des niveaux
tel que dessiné suppose un biais ∆B positif et petit.
1.6.1 Plage de validité
Le modèle à deux composantes n’est valide que sur une certaine plage de valeurs pour
les paramètres. Comme on ne considère explicitement que les sous-niveaux du niveau
de Landau N = 0, il faut à tout le moins que ceux-ci ne soient pas à plus haute énergie
que d’autres niveaux de Landau. La plage de validité en biais s’étendra ainsi tout au plus
jusqu’au premier croisement avec un des niveaux d’indice plus élevé. La figure 1.7 illustre
l’énergie des niveaux en fonction du biais à une valeur fixe du champ magnétique de 10 T,
alors que la figure 1.8 le fait pour une valeur du champ magnétique de 30 T, toutes deux
dans la vallée K+. On remarque entre autres qu’à plus fort champ magnétique, la plage de
validité en biais augmente. De plus, on peut observer que les niveaux calculés dans le cadre
du modèle à deux composantes collent beaucoup mieux aux deux niveaux de plus basse
énergie qu’aux autres, où un écart important existe.
L’étude détaillée de la plage de validité du modèle à deux composantes est présentée
dans [15]. Cette étude a constitué une partie de mon travail de recherche.
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Figure 1.7 Énergie des niveaux sans interaction dans la vallée K+ avec B = 10 T. Le modèle à
deux composantes est valide tant que les sous-niveaux du niveau de Landau N=0
ne croisent pas d’autre niveau de Landau, ce qui se produit autour de ∆B ≈ 0, 1
eV pour les bandes du bas.
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Figure 1.8 Énergie des niveaux sans interaction dans la vallée K+ avec B = 30 T. Le modèle à
deux composantes est valide tant que les sous-niveaux du niveau de Landau N=0
ne croisent pas d’autre niveau de Landau, ce qui se produit autour de ∆B ≈ 0, 2
eV pour les bandes du bas.
Chapitre 2
Gaz d'électrons en interaction dans le
graphène et formalisme du pseudospin
2.1 Niveau de Landau N = 0
En l’absence de biais électrique et des paramètres de couplage fort γ4, γ3 et ∆, le niveau
de Landau N = 0 de la bicouche de graphène a la particularité que sa dégénérescence est de
huit, soit le double de celle des autres niveaux, à cause de la présence d’un degré de liberté
supplémentaire que nous appelons l’indice orbital.
L’énergie des niveaux est donnée par
E0,ξ = −ξ∆B2 −
1
2
σ∆Z E1,ξ = −ξ∆B2 + ζ + ξβ∆B −
1
2
σ∆Z. (2.1)
À mesure que le biais augmente, l’écart entre les niveaux de vallée différente s’agrandit,
tant et si bien qu’à assez grand champmagnétique, alors que les niveaux de vallées différentes
sont déjà séparés, aucun croisement intervallée médié par le biais ne sera possible. Les
croisements auront plutôt lieu entre niveaux de même vallée et de même spin.
Dans la valléeK−, une augmentation du biais peut se faire se croiser les niveauxd’orbitale
0 et 1. L’ordre des niveaux se retrouve ainsi inversé au-dessus d’un biais critique ∆C, tel
qu’illustré à la figure 2.1.
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Figure 2.1 Croisement des niveaux de la vallée K− au biais critique et inversion des popula-
tions des niveaux
Si un des deux niveaux est rempli, dans le cas sans interaction, le niveau rempli deviendra
vide et vice versa au-dessus du biais critique. On peut utiliser une notation spinorielle pour
traiter ce système à deux niveaux.
2.2 Pseudospin orbital
Comme le système est à température nulle, on peut spécifier un remplissage pour lequel,
à biais nul, les sept premiers sous-niveaux sont remplis, laissant uniquement celui à plus
haute énergie vide. Si on ne s’intéresse qu’aux excitations de suffisament faible énergie, on
peut ne considérer que les deux niveaux de plus haute énergie, un plein et un vide.
Ces deux niveaux proviennent d’orbitales différentes. On définit ainsi un « pseudospin
orbital » afin de décrire le remplissage de ces niveaux. On dira que le pseudospin est « up
» si le niveau d’orbitale 0 est plein, alors qu’il sera « down » dans le cas où c’est le niveau
d’orbitale 1 qui est plein.
Dans le cas sans interaction, étant donné la température nulle, tous les porteurs se
retrouveront dans le niveau de plus basse énergie. Sans interaction, soit en l’absence de
cohérence entre les niveaux, les deux seuls cas possibles sont donc que tous les électrons
soient dans le niveau 0 sous le biais critique ou encore tous dans le niveau 1 au-dessus de ce
biais critique. Le pseudospin ne peut donc qu’être « up » ou « down ». Le niveau de plus
basse énergie est constamment plein, alors que celui de plus haute énergie est constamment
vide.
En présence d’interaction, les choses sont cependant plus subtiles, car le système doit
aussi optimiser l’énergie coulombienne d’échange. Des remplissages partiels sont alors
possibles. Les électrons peuvent se trouver en superposition entre les deux niveaux. Le pseu-
dospin peut alors avoir des orientations autres que complètement « up » ou complètement «
down ».
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Ce pseudospin peut être décrit en utilisant tout le formalisme développé pour le spin,
par exemple les matrices de Pauli. L’axe z sera choisi pour décrire le remplissage. Ainsi, la
valeur propre 12 de la matrice Sz correspond au niveau n = 0 rempli, et la valeur propre
− 12 au niveau n = 1 rempli. Les matrices Sx et Sy conservent elles aussi leur interprétation
habituelle.
Explicitement, on peut écrire ces opérateurs en fonction de l’opérateur densité, qui décrit
le remplissage des deux niveaux d’orbitale différente. Ceux-ci prennent alors la forme
ρx(q) =
1
2
[ρ0,1(q) + ρ1,0(q)], (2.2)
ρy(q) =
1
2i
[ρ0,1(q)− ρ1,0(q)], (2.3)
ρz(q) =
1
2
[ρ0,0(q)− ρ1,1(q)], (2.4)
avec les ρi,j les éléments de la matrice densité. La manière de calculer de les calculer est
présentée à la section suivante.
2.3 Matrice densité et énergie Hartree-Fock
Les interactions ne pouvant pas être traitées de façon exacte, une approximation est
nécessaire. L’approximation de plus bas niveau consiste à prendre une approximation de
champmoyen, par exemple l’approximation d’Hartree-Fock. Celle-ci consiste à ne conserver
que les termes linéaires en potentiel d’interaction dans la self-énergie, qui représente la
contribution des interactions à l’énergie.
Une représentation diagrammatique de la fonction de Green est présentée à la figure
2.2.
En terme d’équations, on suppose une interaction avec un champ moyen et une densité
plutôt qu’entre deux densités. On change ainsi les termes en ρi,jρk,l pour des termes en
〈ρi,j〉ρk,l . La méthode présentée ici est tirée de la référence [16].
On calcule premièrement la fonction de Green à une particule
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Figure 2.2 Représentation diagrammatique de la fonction de Green dans l’approximation
Hartree-Fock. Une flèche mince symbolise une fonction de Green sans interaction,
une flèche grasse une fonction de Green habillée et un trait pointillé un potentiel
d’interaction. Une fonction de Green constitue l’amplitude de probabilité de
passer d’un état à l’autre. Le second terme à droite de l’égalité représente le terme
de Hartree, alors que le troisième représente le terme de Fock.
Gn1,n2(X,X
′, τ) = −〈Tcn1,X(τ)c†n2,X′(0)〉. (2.5)
Sa transformée de Fourier est
Gn1,n2(q, τ) =
1
Nϕ
∑
X,X′
e−
i
2 qx(X+X
′)δX,X′−qy l2Gn1,n2(X,X
′, τ). (2.6)
La fonction de Green est reliée à la valeur moyenne de la matrice densité par
〈ρn1,n2(q)〉 = Gn1,n2(q, τ = 0−). (2.7)
L’équation du mouvement de la fonction de Green est de la forme
(iωn + µ/h¯)Gn1,n2(q, iωn)−∑
m
∑
q′
Fn1,m(q,q
′)Gm,n2(q
′, iωn) = δn1,n2δq,0. (2.8)
La matrice F est de la forme
Fn,m(q,q′) = Nn,m(q,q′) + Enδn,mδq,q′ , (2.9)
24
avec n et m pouvant prendre les valeurs des deux orbitales 0 et 1. Elle est construite sous
la forme de blocs selon les indices d’orbitale et où chaque élément de chaque bloc est à un
vecteur d’onde donné
F(q,q′) =
F0,0(q,q′) F1,0(q,q′)
F0,1(q,q′) F1,1(q,q′),
 , (2.10)
où chaque bloc est de dimension NqxNq, avec Nq le nombre de vecteurs d’onde pris en
compte dans le calcul. La dimension totale de la matrice F est donc 2Nqx2Nq.
La matrice N est construite selon
Nn,m(q,q′) = e−i(q×q
′)·zˆl2/2 [UH n,m(q− q′)−UX n,m(q− q′)] , (2.11)
et
En =
E0 si n ≤ NqE1 si n > Nq. (2.12)
avec E0 et E1 l’énergie des deux niveaux d’orbitales différentes.
UH est le potentiel de Hartree et UX le potentiel de Fock tels que
UH n3,n4(q) =
e2
κl ∑n1,n2
Hn1,n2,n3,n4(−q)〈ρn1,n2(q)〉, (2.13)
UX n3,n4(q) =
e2
κl ∑n1,n2
Xn1,n4,n3,n2(−q)〈ρn1,n2(q)〉. (2.14)
Les H et X sont respectivement les interactions de Hartree et de Fock
25
Hn1,n2,n3,n4(q) =
1
ql
Kn1,n2(q)Kn3,n4(−q), (2.15)
Xn1,n4,n3,n2(q) =
∫ dpl2
2pi
1
pl
Kn1,n4(q)Kn3,n2(−q)ei(q×p)·zˆl
2
. (2.16)
Les K sont des facteurs de forme tels que
K0,0(q) = e−
q2 l2
4 , (2.17)
K1,1(q) = e−
q2 l2
4
(
1− q
2l2
2
)
, (2.18)
K1,0(q) = e−
q2 l2
4
(
(qy + iqx)l√
2
)
, (2.19)
K0,1(q) = e−
q2 l2
4
(
(−qy + iqx)l√
2
)
. (2.20)
où l désigne la longueur magnétique, définie par l =
√
h¯c
eB et κ est la constante diélec-
trique effective dans la bicouche. Cette dernière quantité est déterminée par le substrat sur
lequel repose la bicouche, ainsi que par la matériau qui se trouve au-dessus. La moyenne
des deux constantes diélectriques est prise. La valeur utilisée lors des calculs est κ = 5. La
constante diélectrique κ est de plus reliée à l’indice de réfraction du diélectrique par n =
√
κ.
Une fois l’équation autocohérente 2.8 résolue, on a ainsi les paramètres d’ordre. L’énergie
Hartree-Fock est elle donnée par l’équation
EHF
N
=
1
ν
(E0〈ρ0,0(0)〉+ E1〈ρ1,1(0)〉)
+
1
2
1
ν
e2
κl ∑n1,n2,n3,n4
¯∑
q
Hn1,n2,n3,n4(q)〈ρn1,n2(−q)〉〈ρn3,n4(q)〉
− 1
2
1
ν
e2
κl ∑n1,n2,n3,n4
∑
q
Xn1,n4,n3,n2(q)〈ρn1,n2(−q)〉〈ρn3,n4(q)〉,
(2.21)
qui vient de l’hamiltonien Hartree-Fock
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HHF =NϕEnρn,n(0)
+ Nϕ ∑
n1,n2,n3,n4
¯∑
q
Hn1,n2,n3,n4(q)〈ρn1,n2(−q)〉ρn3,n4(q)
− Nϕ ∑
n1,n2,n3,n4
∑
q
Xn1,n4,n3,n2(q)〈ρn1,n2(−q)〉ρn3,n4(q),
(2.22)
avec la notation ∑¯q signifiant que le terme q = 0 est exclu de la somme. Les ni sont les
indices d’orbitale et sont donc tels que ni = 0, 1.
La convergergence est déclarée établie lorsque la variation d’énergie entre deux itérations
successives est de l’ordre de 10−12. Pour les phases modulées, il faut de plus s’assurer que
l’énergie ne change plus significativement lorsque le nombre de composantes de Fourier
considérées est augmenté. Les valeurs moyennes de la matrice densité sont les paramètres
d’ordre des différentes phases présentées à la prochaine section.
2.4 Fonction de réponse densité-densité
Par la suite, on s’attaque à la fonction de réponse densité-densité. Celle-ci est calculée
dans l’approximation GRPA (generalized random phase approximation) en définissant
χn1,n2,n3,n4(q,q
′; τ) =− Nϕ〈Tρn1,n2(q, τ)ρn3,n4(−q′, 0)〉
+ Nϕ〈ρn1,n2(q)〉〈ρn3,n4(−q′)〉,
(2.23)
et en résolvant l’équation
χn1,n2,n3,n4(q,q
′;Ωn) = χ0n1,n2,n3,n4(q,q
′;Ωn)
+
1
h¯
(
e2
κl
)
∑
n5,n6,n7,n8
∑
q′′
χ0n1,n2,n5,n6(q,q
′′;Ωn)
[
Hn5,n6,n7,n8(q
′′)− Xn5,n8,n7,n6(q′′)
]
χn7,n8,n3,n4(q
′′,q′;Ωn),
(2.24)
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avec χ0n1,n2,n3,n4(q,q
′;Ωn) la corrélation densité-densité dans l’approximation Hartree-
Fock donnée par
[−ih¯Ωn − (En1 − En2)]χ0n1,n2,n3,n4(q,q′;Ωn)
=− h¯〈ρn1,n4(q− q′)〉δn2,n3e+i(q×q
′)·zˆl2/2 + h¯〈ρn3,n2(q− q′)〉δn1,n4e−i(q×q
′)·zˆl2/2
+
(
e2
κl
)
∑
n′1,n
′
2,n
′
3
¯∑
q′′
e−i(q
′′×q)·zˆl2/2Hn′1,n′2,n′3,n1(q
′′ − q)〈ρn′1,n′2(q− q′′)〉χ0n′3,n2,n3,n4(q
′′,q′;Ωn)
−
(
e2
κl
)
∑
n′1,n
′
2,n
′
4
¯∑
q′′
e+i(q
′′×q)·zˆl2/2Hn′1,n′2,n2,n′4(q
′′ − q)〈ρn′1,n′2(q− q′′)〉χ0n1,n′4,n3,n4(q
′′,q′;Ωn)
−
(
e2
κl
)
∑
n′1,n
′
2,n
′
3
∑
q′′
e−i(q
′′×q)·zˆl2/2Xn′1,n1,n′3,n′2(q
′′ − q)〈ρn′1,n′2(q− q′′)〉χ0n′3,n2,n3,n4(q
′′,q′;Ωn)
+
(
e2
κl
)
∑
n′1,n
′
2,n
′
4
∑
q′′
e+i(q
′′×q)·zˆl2/2Xn′1,n′4,n2,n′2(q
′′ − q)〈ρn′1,n′2(q− q′′)〉χ0n1,n′4,n3,n4(q
′′,q′;Ωn).
(2.25)
Les H et X sont respectivement les interactions de Hartree et de Fock tels que décrits à
la section précédente
Hn1,n2,n3,n4(q) =
1
ql
Kn1,n2(q)Kn3,n4(−q), (2.26)
Xn1,n4,n3,n2(q) =
∫ dpl2
2pi
1
pl
Kn1,n4(q)Kn3,n2(−q)ei(q×p)·zˆl
2
. (2.27)
Les K sont des facteurs de forme tels que définis à la section précédente
K0,0(q) = e−
q2 l2
4 , (2.28)
K1,1(q) = e−
q2 l2
4
(
1− q
2l2
2
)
, (2.29)
K1,0(q) = e−
q2 l2
4
(
(qy + iqx)l√
2
)
, (2.30)
K0,1(q) = e−
q2 l2
4
(
(−qy + iqx)l√
2
)
. (2.31)
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Figure 2.3 Phases du gaz bidimensionnel d’électrons chiral de la bicouche de graphène en
fontion du biais électrique. Les phases sont décrites plus en détail plus bas.
Un prolongement analytique est ensuite utilisé pour se ramener en fréquences réelles.
L’énergie des modes collectifs des différentes phases présentées à la section suivante est
déterminée en trouvant les pôles de la fonction de réponse densité-densité.
2.5 Phases
En présence d’interaction, l’inversion de population ne s’effectue pas instantanément au
croisement des deux niveaux. En effet, passé le croisement, l’énergie cinétique du niveau
n = 1 est plus basse (plus négative) que celle du niveau n = 0, mais l’énergie d’échange
(terme de Fock) est plus basse dans le niveau n = 0. Le système doit donc trouver un
compromis entre ces effets contraires. De là, il est plus avantageux sur une certaine plage
d’écart d’énergie entre les deux niveaux que chaque électron soit dans un état quantique
qui est une superposition linéaire des deux orbitales.
Plusieurs configurations de la texture de pseudospins sont ainsi possibles pour un
champ magnétique fixé en changeant le biais entre les couches, chacune dominant sur un
certain intervalle de biais. L’ordre des phases est représenté schématiquement à la figure
2.3. Les énergies de chacune de ces phases sont quant à elles représentées à la figure 2.4. La
phase qui est réalisée physiquement est celle ayant la plus basse énergie. Elle est ainsi l’état
fondamental. Ces phases sont décrites plus bas.
L’étude détaillée de ces phases a été faite plus tôt à l’intérieur du groupe de René Côté,
et est présentée notamment dans [9] et [10]. La méthode de calcul ainsi que les programmes
ont été mis au point plus tôt dans le groupe, notamment par Jules Lambert, Wenchen Luo,
Maxime Rondeau et René Côté. Ils n’ont pas été réalisés dans le cadre de ce mémoire, mais
seulement utilisés.
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Figure 2.4 Énergie des phases du gaz bidimensionnel d’électrons chiraux de la bicouche de
graphènemodulée par l’énergie de la phase liquide en fonction du biais électrique.
Les phases sont décrites plus en détail plus bas.
On utilisera le terme « dôme de cohérence » pour parler de la plage de biais électrique
où les niveaux n = 0 et n = 1 sont partiellement remplis en raison de la compétition entre
énergie cinétique et énergie d’échange. En fonction du biais, les termes de cohérence 〈ρi,j 6=i〉
ne s’annulent pas et forment une courbe ayant l’allure d’un dôme, tel que présenté à la
figure 2.5 pour une phase de type liquide.
Chacune de ses phases aura ses énergies et ses modes propres distincts, modifiant ainsi
la manière dont elles réagissent aux champs externes.
Les constantes e2κl apparaissant un peu partout dans le cas avec interaction, il est plus
pratique d’exprimer les énergies dans ces unités. La correspondance avec les électron-volts
est
e2
κl
≈ 0, 0561266
√
B
κ
eV, (2.32)
avec κ = 5 et B = 10 T, cela donne e2κl ≈ 0, 0355 eV.
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Figure 2.5 Terme de cohérence 〈ρ0,1(q = 0)〉 en fonction du biais électrique dans la phase
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z
Figure 2.6 Allure de la distribution du pseudospin dans la phase du liquide incohérent avec
∆B = 1, 20 e
2
κl , B = 10, 0 T et ν = 1.
2.5.1 Liquide incoherent (LI)
Une phase dite « liquide » a comme caractéristique que ses propriétés sont uniformes
dans l’espace, sans modulations dans la densité électronique et la densité de pseudospins.
La phase du liquide incohérent correspond à cette catégorie, avec des pseudospins pointant
tous selon l’axe z. Elle sera désignée par l’abréviation LI pour « liquide incohérent ». Ils
pointeront vers les z positifs dans la première moitié du dôme et vers les z négatifs dans la
seconde. Une représentation est donnée à la figure 2.6. Dans cette phase, tous les paramètres
d’ordre 〈ρi,j〉 avec i 6= j sont nuls.
L’énergie du ou des modes collectifs de chaque phase peut être calculée en trouvant les
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Figure 2.7 Dispersion du mode collectif à ∆B = 1, 20 e
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κl , B = 10, 0 T et ν = 1 dans la phase
liquide incohérent.
pôles de la fonction de réponse densité-densité décrite à la section précédente. Le mode
collectif de cette configuration est donné à la figure 2.7 pour un vecteur d’onde dans la
direction x. Comme cette phase est isotrope, on retrouve lamêmedispersion dans la direction
y.
Le mode collectif est « gappé » à une énergie ω(q = 0) = (ζ − β∆B)/h¯. Ceci jouera un
rôle plus tard au niveau de l’absorption. Le gap optique se situe à quantité de mouvement
nulle car la quantité de mouvement que transmet le photon à la particule qui l’absorbe est
minuscule.
Cette phase constitue l’état fondamental entre deux valeurs de biais dénommées ∆LI et
∆LC.
2.5.2 Liquide cohérent (LC)
Un autre type de phase liquide est le liquide cohérent. Elle sera désignée par l’abréviation
LC pour « liquide cohérent ». Sa texture de pseudospin est uniforme comme pour le liquide
incohérent, mais tous les pseudospins sont alignés dans le même sens et inclinés d’un même
angle par rapport à l’axe des z, tel qu’illustré à la figure 2.8. Dans cette phase, les paramètres
d’ordre 〈ρi,j〉 avec i 6= j sont non nuls.
Le liquide est dit cohérent car, dans la représentation utilisée, un pseudospin aligné
32
z
θ
Figure 2.8 Allure de la distribution du pseudospin dans la phase du liquide cohérent avec
∆B = 1, 56 e
2
κl , B = 10, 0 T et ν = 1.
vers les z positifs représente un état 0 complètement rempli et un état 1 complètement vide,
et inversement pour un pseudospin aligné vers les z négatifs. Un pseudospin incliné par
rapport à l’axe des z représente donc une superposition de ces deux états, où chacun est
partiellement rempli, d’où la cohérence, et le fait que 〈ρ0,1(0)〉 et 〈ρ1,0(0)〉 sont non nuls.
L’angle d’inclinaison θ par rapport à l’axe des z est donné par
cos(θ) = 1− 8√
pi
2
e2
κl
β(∆B − ∆LC). (2.33)
L’hamiltonien est cependant indépendant de l’angle azimutal φ. Cette symétrie est
spontanément brisée dans l’état fondamental où la phase prend une valeur définie, mais
arbitraire. Elle est définie par les valeurs initiales des paramètres d’ordre fournies.
Le mode collectif est illustré à la figure 2.9 pour un vecteur d’onde dans les directions x
et y . Contrairement au liquide incohérent, le liquide cohérent est anisotrope [11]. Son mode
collectif change entre les directions x et y selon la valeur de l’angle azimutal φ fixée par les
paramètres initiaux.
Contrairement au liquide incohérent, le mode de plus basse énergie a une fréquence
nulle à vecteur d’onde nul. Cemode, ditmode de Goldstone, est dû à la brisure de la symétrie
U(1) et correspond à une précession en phase de tous les pseudospins autour de l’axe z,
en d’autres mots une fluctuation de la la phase φ dans 〈ρ0,1(0)〉 = Aeiφ. Comme l’énergie
des modes collectifs ne dépend que de l’orientation relative des pseudospins, faire tourner
globalement les pseudospins (changer φ) ne change pas l’énergie, d’où le fait que le mode
soit à énergie nulle à vecteur d’onde nul.
Ce mode est le seul qui soit actif optiquement, mais comme il est à fréquence nulle il
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Figure 2.9 Dispersion du mode collectif à ∆B = 1, 56 e
2
κl , B = 10, 0 T et ν = 1 dans la phase
liquide cohérent dans les directions x et y.
n’est pas visible avec une excitation à fréquence finie. Toutefois, si son énergie est amenée
à être non nulle par l’ajout d’un champ électrique parallèle aux couches, tel que montré
dans [11], il devient visible.
Cette phase constitue l’état fondamental entre deux valeurs de biais dénommées ∆LC et
∆CW .
2.5.3 Cristal de skyrmions triangulaire (CW)
Parmi les phases modulées, une première possible est celle d’un cristal triangulaire de
skyrmions. Elle sera désignée par l’abréviation CW, en association à un cristal de Wigner.
Dans cette phase, les électrons cristalisent en un cristal triangulaire. Il y a un électron par
site de ce réseau et une texture de pseudospin autour de chaque site, avec le pseudospin
pointant vers le haut aux sites et tournant autour de ces points, tel que présenté à la figure
2.10.
On peut également calculer le réseau réciproque associé à ce cristal d’électrons. Le
résultat est un nouveau cristal triangulaire tourné de 30 degrés par rapport au réseau
réciproque associé à la bicouche de graphène.
Les modes de cette phase sont présentés à la figure 2.11. Le vecteur d’onde représenté
sur la figure suit un trajet fermé dans la première zone de Brillouin associée au cristal de
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Figure 2.10 Exemple de texture de pseudospin dans la phase cristalline avec a la périodicité,
∆B = 1, 75 e
2
κl , B = 10, 0 T et ν = 1. Les flèches indiquent les composantes dans
le plan xy alors que la couleur indique la composante en z.
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Figure 2.11 Dispersion des modes collectifs à ∆B = 1, 75 e
2
κl , B = 10, 0 T et ν = 1 dans la
phase cristalline. En médaillon se trouve un schéma du trajet dans le réseau
réciproque pris pour échantilloner. Les symboles sont utilisés au lieu de lignes
simplement parce que la méthode de calcul utilisée ne le permet pas facilement.
Les modes avec le poids le plus important sont choisis et ce ne sont pas toujours
les mêmes, ni dans le même ordre. Pour suivre un même mode en fonction du
biais, il faut suivre les suites de symboles qui ont un comportement lisse en biais,
sans discontinuité.
skyrmions. Le trajet est représenté sur la figure insérée de la figure 2.11. Le mode sans gap
optique est le mode de phonon du cristal alors que les modes supérieurs représentent des
modes plus localisés spatialement. Les modes avec le poids le plus important sont choisis
et ce ne sont pas toujours les mêmes, ni dans le même ordre. Pour suivre un même mode
en fonction du biais, il faut suivre les suites de symboles qui ont un comportement lisse en
biais, sans discontinuité.
Cette phase constitue l’état fondamental entre deux valeurs de biais dénommées ∆CW et
∆PS.
2.5.4 Spirale (PS)
Une autre possibilité de phasemodulée consiste en une spirale, aussi appelée ferroaimant
hélicoïdal [16]. Elle sera désignée par l’abréviation PS pour « phase spirale ». Dans cette
phase, le pseudospin tourne autour d’un axe de propagation, tel que présenté à la figure
2.12.
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Figure 2.12 Exemple de texture de pseudospin dans la phase spirale dans la direction x
avec a la périodicité en direction x, ∆B = 2, 50 e
2
κl , B = 10, 0 T et ν = 1. Les
flèches indiquent les composantes dans le plan xy alors que la couleur indique
la composante en z.
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Figure 2.13 Dispersion desmodes collectifs à∆B = 2, 50 e
2
κl , B = 10, 0 T et ν = 1 dans la phase
spirale dans la direction x. La spirale étant orientée selon l’axe x, la dispersion
des modes est périodique dans cette direction. Les modes avec le poids le plus
important sont choisis et ce ne sont pas toujours les mêmes, ni dans le même
ordre. Pour suivre un même mode en fonction du biais, il faut suivre les suites
de symboles qui ont un comportement lisse en biais, sans discontinuité.
Les modes de cette phase sont présentés à la figure 2.13 pour un vecteur d’onde selon la
direction x.
Les modes pour un vecteur d’onde allant selon la direction y sont quant à eux présentés
à la figure 2.14.
Le mode sans gap représente le mode de phonon, comme pour la phase cristalline. La
dispersion de ce mode ainsi que des modes de plus haute énergie est très anisotrope.
La phase spirale est centrée autour du milieu du dôme de cohérence. Elle constitue l’état
fondamental entre deux valeurs de biais dénommées ∆PS et ∆∗PS.
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Figure 2.14 Dispersion des modes collectifs à ∆B = 2, 50 e
2
κl , B = 10, 0 T et ν = 1 dans la
phase spirale dans la direction y. Les symboles sont utilisés au lieu de lignes
simplement parce que la méthode de calcul utilisée ne le permet pas facilement.
Les modes avec le poids le plus important sont choisis et ce ne sont pas toujours
les mêmes, ni dans le même ordre. Pour suivre un même mode en fonction du
biais, il faut suivre les suites de symboles qui ont un comportement lisse en biais,
sans discontinuité.
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Figure 2.15 Dispersion du mode collectif à ∆B = 6, 127 e
2
κl , B = 10, 0 T et ν = 1 dans la phase
liquide incohérent.
2.6 Deuxième moitié du dôme de cohérence
Le milieu du dôme de cohérence est situé à une valeur du biais nommée ∆M (voir figure
2.3, à laquelle les électrons sont également partagés entre les niveaux 0 et 1. De part et d’autre
de ce point, la texture de pseudospin est inversée pour deux valeurs de biais situées à un
même écart en biais de ∆M mais un en-dessous et un au-dessus. Un pseudospin globalement
up à un angle θ au-dessus du plan x-y à un biais ∆B en-dessous de ∆M aura commemiroir un
pseudospin globalement down à un angle θ en-dessous du plan x-y à un biais ∆B au-dessus
de ∆M. Les deux valeurs de biais ∆M − ∆B et ∆M + ∆B sont dites conjuguées en raison de ce
comportement.
Le terme conjugué sera également utilisé pour parler de deux phases de même type
situées de chaque côté de ∆M. Une phase au-dessus de ∆M conjuguée à une autre à plus
bas biais aura un astérisque (∗) placé à côté de son acronyme. Le diagramme de phase ainsi
enrichi est présenté à la figure 2.3.
Comme la texture de pseudospin n’est qu’inversée par rapport au plan x-y, les modes
collectifs des différentes phases conjuguées sont identiques. Ceci est présenté aux figures
2.15, 2.16, 2.17, 2.18 et 2.19.
À un champ magnétique de 10 T, la seconde moitié du dôme de cohérence ne fait pas
partie de la plage de validité du modèle effectif. Cependant, à plus haut champ magnétique,
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Figure 2.16 Dispersion du mode collectif à ∆B = 5, 767 e
2
κl , B = 10, 0 T et ν = 1 dans la phase
liquide cohérent dans les directions x et y.
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Figure 2.17 Dispersion des modes collectifs à ∆B = 5, 577 e
2
κl , B = 10, 0 T et ν = 1 dans la
phase cristalline. En médaillon se trouve un schéma du trajet dans le réseau
réciproque pris pour échantilloner. Les symboles sont utilisés au lieu de lignes
simplement parce que la méthode de calcul utilisée ne le permet pas facilement.
Les modes avec le poids le plus important sont choisis et ce ne sont pas toujours
les mêmes, ni dans le même ordre. Pour suivre un même mode en fonction du
biais, il faut suivre les suites de symboles qui ont un comportement lisse en biais,
sans discontinuité.
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Figure 2.18 Dispersion des modes collectifs à ∆B = 4, 827 e
2
κl , B = 10, 0 T et ν = 1 dans
la phase spirale dans la direction x. La spirale étant orientée selon l’axe x, la
dispersion des modes est périodique dans cette direction. Les symboles sont
utilisés au lieu de lignes simplement parce que la méthode de calcul utilisée ne
le permet pas facilement. Les modes avec le poids le plus important sont choisis
et ce ne sont pas toujours les mêmes, ni dans le même ordre. Pour suivre un
même mode en fonction du biais, il faut suivre les suites de symboles qui ont un
comportement lisse en biais, sans discontinuité.
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Figure 2.19 Dispersion des modes collectifs à ∆B = 4, 827 e
2
κl , B = 10, 0 T et ν = 1 dans la
phase spirale dans la direction y. Les symboles sont utilisés au lieu de lignes
simplement parce que la méthode de calcul utilisée ne le permet pas facilement.
Les modes avec le poids le plus important sont choisis et ce ne sont pas toujours
les mêmes, ni dans le même ordre. Pour suivre un même mode en fonction du
biais, il faut suivre les suites de symboles qui ont un comportement lisse en biais,
sans discontinuité.
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par exemple 30 T, le dôme au complet est accessible dans le cadre de cette approximation.
L’étude détaillée du régime de validité est présenté dans [15]. Comme le but est de procéder
à une analyse des phénomènes optiques et que les conclusions à ce niveau sont les mêmes
peu importe le champ magnétique, les calculs ont tous été faits à 10 T.
Chapitre 3
Calcul de la conductivité optique
Les différentes phases du gaz d’électrons bidimensionnel ayant maintenant été présen-
tées, il manque cependant encore un moyen de les différencier. Les phases diffèrent entre
elles par leur texture de pseudospin. Puisque le pseudospin indique dans quel niveau d’éner-
gie se situe les électrons, il a trait au positionnement des charges. Changer le pseudospin
change donc les moments dipolaires du gaz, et donc son couplage à un champ électrique.
De là, un moyen possible pour différencier les phases serait de regarder la manière dont
elles se couplent au champ électrrique de la lumière.
C’est ici que la conductivité optique entre en jeu. Elle entre en effet dans le calcul de
l’absorption de la lumière ainsi que de la rotation de Faraday et de l’effet Kerr, tel qu’il sera
explicité aux section correspondantes.
3.1 Fonction de réponse courant-courant
La première étape pour le calcul de la conductivité optique est de calculer la fonction
de réponse courant-courant. Deux cas sont étudiés, premièrement le cas où l’interaction de
Coulomb est négligée, puis celui où elle est prise en compte en approximation GRPA.
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3.1.1 Cas sans interaction
Les détails de la dérivation de l’expression de la fonction de réponse courant-courant
sont présentés à l’annexe E. Seules les grandes lignes se trouvent ici.
Le courant est défini dans le cadre du couplage minimal. Dans ce cadre, on suppose
que la contribution à l’énergie provenant du potentiel vecteur est de la forme j ·Ae avec Ae
le potentiel vecteur associé au champ externe. On trouve donc le courant par une dérivée de
l’hamiltonien par rapport au potentiel vecteur
jξ,α = −c
[
∂HKξ
∂Aeα
]
Aeα→0
. (3.1)
L’hamiltonien du cas sans interaction pour un spin donné s’écrit
HKξ =

∆− ξ 12∆B ξα0 lB√2h¯ (Px − iPy + ec (Aex − iAey))
ξα0
lB√
2h¯
(Px + iPy + ec (A
e
x + iAey)) −ξ 12∆B
ξα4
lB√
2h¯
(Px − iPy + ec (Aex − iAey)) ξα3 lB√2h¯ (Px + iPy + ec (Aex + iAey))
−γ1 ξα4 lB√2h¯ (Px − iPy + ec (Aex − iAey))
ξα4
lB√
2h¯
(Px + iPy + ec (A
e
x + iAey)) −γ1
ξα3
lB√
2h¯
(Px − iPy + ec (Aex − iAey)) ξα4 lB√2h¯ (Px + iPy + ec (Aex + iAey))
ξ 12∆B ξα0
lB√
2h¯
(Px − iPy + ec (Aex − iAey))
ξα0
lB√
2h¯
(Px + iPy + ec (A
e
x + iAey)) ∆+ ξ
1
2∆B

. (3.2)
Le courant est ensuite écrit en seconde quantification
Jξ,α =
1
S
∫
drψ†ξ (r)jξ,α(r)ψξ(r), (3.3)
avec S la surface de la bicouche ainsi que les opérateurs de champ ψξ(r) tels que
46
ψξ(r) =
1
S1/4 ∑N,j,X
e
−i Xy
l2B ϕξ,N,j,X(r)cξ,N,j,X, (3.4)
et les ϕξ,N,j,X(r) sont les spineurs propres de l’hamiltonien sans interaction. Les indices
N, j etX conservent le sens introduit à la section 1.5, soit respectivement l’indice de niveau de
Landau, de bande et de centre d’orbite. Dans le cas sans déformation trigonale, les vecteurs
propres ont la forme
ϕξ,N,j,X(r) =

Cξ,N,j,X,1hξ,N−1,j,X(r)
Cξ,N,j,X,2hξ,N,j,X(r)
Cξ,N,j,X,3hξ,N−2,j,X(r)
Cξ,N,j,X,4hξ,N−1,j,X(r)

. (3.5)
Les opérateurs de création et d’annihilation avec déformation trigonale peuvent être
écrits dans la base de ceux sans déformation trigonale à l’aide d’un changement de base
dξ,i,X =∑
m
(U†)ξ,i,mcξ,m,X, (3.6)
d†ξ,i,X =∑
m
c†ξ,m,XUξ,m,i, (3.7)
avec i et m des supers indices remplaçant les indices N et j, respectivement de niveau
de Landau et de bande et U la matrice des vecteurs propres qui diagonalisent l’hamiltonien
présenté en 3.2. Dans cette base, l’hamiltonien avec déformation trigonale s’écrit
H = ∑
ξ,m,X
Eξ,md†ξ,m,Xdξ,m,X. (3.8)
Inversement
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cξ,i,X =∑
m
Uξ,i,mdξ,m,X, (3.9)
c†ξ,i,X =∑
m
d†ξ,m,X(U
†)ξ,m,i. (3.10)
Ultimement, on obtient
Jξ,α = Nϕ∑
n,m
Γξ,n,m,αρξ,n,m, (3.11)
avec ρ l’opérateur densité et
Γξ,n,m,α =∑
k,l
U†ξ,n,kΛξ,k,l,αUξ,l,m, (3.12)
Λξ,k,l,α étant une quantité scalaire contenant les différents paramètres de saut suite
aux multiplications matricielles. Cette quantité ainsi que l’opérateur densité sont définis à
l’annexe E, où se trouve la démarche complète. Nous rappelons que la présente section n’a
pour but que de présenter un aperçu, afin de ne pas trop alourdir le texte principal.
Dans le cas sans déformation trigonale, la matrice U est la matrice identité, et les C sont
alors remplacés par Λ.
On obtient finalement pour la fonction de réponse courant-courant totale sommée sur
toutes les vallées du cas sans interaction
χJα,Jβ(Ωn) =
3
4
(
a0e
h¯2
)
∑
ξ
∑
n,m
Γξ,n,m,αΓξ,m,n,β
(〈ρξ,m,m〉 − 〈ρξ,n,n〉)(−ih¯Ωn − (Eξ,n − Eξ,m)) . (3.13)
Après prolongement analytique iΩn → ω+ iη, on obtient la fonction de réponse retardée
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χRJα,Jβ(ω) = −
3
4
(
a0e
h¯2
)
∑
ξ
∑
n,m
Γξ,n,m,αΓξ,m,n,β
(〈ρξ,m,m〉 − 〈ρξ,n,n〉)(
h¯ω+ iη − (Eξ,m − Eξ,n)) . (3.14)
Pour être exact, le prolongement nécessite η → 0+. Cependant, une approximation
simple pour le désordre consiste à considérer η comme fini. Ceci a pour effet de diminuer
l’intensité des résonances et de les élargir, de manière semblable à ce que ferait le désordre.
Ainsi, dans les calculs, η n’est pas pris comme tendant vers 0, bien que toujours petit.
3.1.2 Cas avec interaction
Pour l’étude des phases décrites au chapitre précédent, le calcul se fait de manière
différente. On se limite à un modèle à deux composantes en projetant l’hamiltonien sur
les deux seuls niveaux n = 0 et n = 1 et on y calcule l’interaction de Coulomb. Le cas
étudié est de plus polarisé en spin et en vallée. Comme un seul spin et une seule vallée
sont considérés, les indices les spécifiant ne sont pas indiqués. Le calcul de la fonction de
réponse densité-densité en approximation GRPA est présenté à la section 2.4.
3.2 Conductivité
3.2.1 Terme diamagnétique
Pour un gaz d’électrons traditionnel, avec la convention de signe utilisée ici pour la
corrélation courant-courant,
σα,β(q = 0,ω) =
1
i(ω+ iη)
[
−χRJα,Jβ(q = 0,ω)−
ne2
m
δα,β
]
, (3.15)
où le terme en ne2m δα,β est le terme diamagnétique. Ce terme permet de satisfaire la règle
de somme f, qui veille à la conservation du nombre de particules. Elle prend la forme
1
pi
∫ ∞
−∞
dωω Im[χn,n(q,ω)] = − 1
h¯2V
〈[[H, nq(t)], n−q(t)]〉. (3.16)
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Spécifiquement pour un gaz d’électrons libres, l’équation prend la forme
1
pi
∫ ∞
−∞
dωω Im[χn,n(q,ω)] = − 1
h¯2V
〈[[H, nq(t)], n−q(t)]〉 = nq
2
m
. (3.17)
Certaines approximations faites ont des répercussions importantes sur la physique du
système étudié. C’est notamment le cas de l’approximation du continuum, qui ne prend
en compte que la section de l’espace réciproque près des vallées et qui la prolonge partout.
Comme spécifié plus haut, cela a pour effet de rendre les bandes non bornées en énergie. Dans
la monocouche de graphène, cela a de plus pour effet de rendre la masse de l’électron nulle,
de sorte que le terme diamagnétique est absent. Dans la bicouche, un terme diamagnétique
est présent, mais la règle de somme f n’est pas pour autant satisfaite. Le résultat de la règle
de somme dépend maintenant d’une borne maximale sur l’énergie considérée.
D’autres approximations, comme le modèle à deux composantes, nuisent aussi possi-
blement à la règle de somme f, en limitant le nombre de niveaux pris en compte dans les
calculs.
Les composantes hors-diagonales de la conductivité ne posent pas de problème car le
terme diamagnétique en est toujours absent. On a
σα,β 6=α(q = 0,ω) = − 1i(ω+ iη)χ
R
Jα,Jβ 6=α(q = 0,ω), (3.18)
ce qui à fréquence non nulle donne
Re
[
σα,β 6=α(q = 0,ω 6== 0)
]
= −
Im
[
χRJα,Jβ 6=α(q = 0,ω 6= 0)
]
ω
, (3.19)
Im
[
σα,β 6=α(q = 0,ω 6== 0)
]
=
Re
[
χRJα,Jβ 6=α(q = 0,ω 6= 0)
]
ω
. (3.20)
Les terme diagonaux sont plus problématiques. Afin d’éviter de spécifier le terme
diamagnétique, on peut utiliser les relations
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Re[σα,α(q = 0,ω)] = −
Im[χRJα,Jα(q = 0,ω)]
ω
, (3.21)
Im[σα,α(q = 0,ω)] =
Re[χRJα,Jα(q = 0,ω)− χRJα,Jα(q = 0, 0)]
ω
, (3.22)
qui sont démontrées à l’annexe B.2. L’équation pour la partie réelle est générale, mais la
dérivation de l’équation pour la partie imaginaire suppose que l’on oublie la contribution à
ω = 0, qui est la seule fréquence à laquelle contribue le terme diamagnétique. Cependant,
comme c’est la contribution à fréquence finie qui est recherchée dnas ce mémoire, cela ne
dérange en rien.
3.3 Eﬀet sur un champ électrique incident
3.3.1 Absorption électro-magnétique
L’absorption de la lumière ne sera possible que si l’énergie du photon absorbé permet
de passer d’un état plein à un état vide. On néglige ici la quantité de mouvement du photon
ainsi que les couplages avec des phonons. Lors de la transition, aucune modification de la
quantité de mouvement n’est donc prise en compte.
La puissance absorbée est reliée à la conductivité et à la corrélation courant-courant par
P(q′ = 0,ω) =
1
2S2 ∑q
Re [(E(q, z = 0,ω))∗ · j(q,ω)] , (3.23)
avec E(q, z = 0,ω) le champ électrique total à l’emplacement de la bicouche regroupant
le champ électrique incident et la réponse du matériau et j(q,ω) le courant tel que
j(q,ω) =∑
q′
σ˜(q,q′,ω) · E(q′, z = 0,ω), (3.24)
ou de manière équivalente par
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j(q,ω) =∑
q′
σ(q,q′,ω) · E0(q′, z = 0,ω). (3.25)
La différence entre σ˜(q,q′,ω) et σ(q,q′,ω) et que la première représente la partie propre
(irréductible) de la conductivité alors que la seconde représente la conductivité totale prenant
en compte l’écrantage. Le champ électrique E0(q′, z = 0,ω) est le champ électrique externe,
incident, sans la réponse du matériau. À fréquence non nulle et en négligeant les effets de
retard dans la conductivité, qui le sont de toute façon dans l’approximation GRPA, on arrive
à [11]
P(q = 0,ω 6= 0) = E
2
0
2
Re
[
ê∗p · σ(q = 0,ω) · êp
]
, (3.26)
avec êp le vecteur unitaire dans le sens de la polarisation du champ électrique incident.
Pour une polarisation linéaire, on a
Pα,α(q = 0,ω) = Re[σα,α(q = 0,ω)]
E20
2
, (3.27)
alors que pour une polarisation circulaire elle prend la forme
P±(q = 0,ω) = Re[σ±(q = 0,ω)]
E20
2
, (3.28)
L’amplitude au carré du champ électrique E20 est fixée lors de l’expérience. Afin de ne
pas la fixer lors des calculs, la puissance absorbée calculée sera toujours modulée par cette
amplitude. Ce qui est calculé réellement est donc
Pα,α(q = 0,ω)
E20
=
1
2
Re[σα,α(q = 0,ω)], (3.29)
P±(q = 0,ω)
E20
=
1
2
Re[σ±(q = 0,ω)], (3.30)
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ou, en terme de la fonction de réponse courant-courant par l’équation 3.21,
Pα,α(q = 0,ω)
E20
= −1
2
Im[χRJα,Jα(q = 0,ω)]
ω
. (3.31)
Malgré le signe négatif devant l’expression, le signe de la partie imaginaire de la fonction
de réponse courant-courant fait en sorte que l’absorption n’est pas négative. La convention
utilisée pour le signe de la corrélation courant-courant est inversée par rapport à celle pré-
sente dans les notes de Problème à n-corps d’André-Marie Tremblay [17]. Prenant le cas
sans interaction, d’après la forme de la fonction de réponse courant-courant de l’équation
3.14, des pics d’absorption sont attendus aux énergies qui permettent d’exciter des tran-
sitions entre niveaux. La conservation du moment cinétique peut également restreindre
les transitions possibles. En effet, comme le photon possède un « spin » entier, seules les
transitions entre les niveaux dont le moment cinétique diffère par 1 sont permises. Cela est
le cas pour des niveaux de même « spin » et de moment orbital différent de 1.
Différentes polarisations sont de plus possibles, comme la polarisation linéaire et la
polarisation circulaire. La polarisation circulaire a de particulier qu’elle permet des transi-
tions spécifiquement vers un niveau de moment cinétique plus haut (polarisation droite)
ou plus bas (polarisation gauche) que le niveau initial. La polarisation linéaire, étant une
combinaison de la polarisation circulaire droite et circulaire gauche avec des poids égaux,
permet les deux types de transition.
De plus, la direction de la polarisation linéaire peut avoir un impact si le système
exposé au rayonnement est anisotrope. Une direction pour la polarisation pourrait ainsi être
davantage absorbée qu’une autre.
3.3.2 Rotation de Faraday
L’effet Faraday décrit la rotation de la polarisation de la lumière alors qu’elle traverse un
matériau, tel qu’illustré à la figure 3.1. Il est notamment observé dans certains matériaux
sur lesquels un champ magnétique est appliqué. Cela est dû aux boucles de courant crées
par les porteurs tournant en raison de la force de Lorentz.
Une rotation de Faraday géante a été observée dans la monocouche de graphène [3]. Il
serait donc pertinent de vérifier ce qu’il en est pour la bicouche de graphène. Si la rotation
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Figure 3.1 Rotation de Faraday d’une onde se propageant selon l’axe z et tournant d’un angle
θF en traversant la bicouche de graphène. La rotation a lieu dans le plan de la
bicouche.
est encore une fois grande, l’effet serait facile à mesurer, ce qui en ferait une méthode de
choix afin de différencier les différentes phases du gaz d’électrons.
Une polarisation linéaire peut être décomposée en une somme de deux polarisations
circulaires gauche et droite de même poids. De même, une polarisation elliptique peut être
décomposée en polarisations circulaires. Or, en raison des boucles circulaires de courant, une
polarisation circulaire perçoit un milieu différent par rapport à l’autre polarisation et elle se
propage plus vite. Une fois le matériau traversé, la recombinaison des deux polarisations
circulaires donne ainsi une polarisation linéaire ou elliptique tournée d’un certain angle,
appelé angle de Faraday.
En supposant que la bicouche de graphène est entourée par des milieux linéaires semi-
infinis, comme montré à la référence [5], on trouve que l’angle de Faraday est défini par la
relation
tan(θF 1,2) = Re
(
tyx
txx
)
= Re
(
− 4pic σyx
4pi
c σyy + n2 + n1
)
, (3.32)
où n1 est l’indice de réfraction du milieu incident, n2 est l’indice de réfraction du milieu
transmis et tij le coefficient de transmission d’une polarisation linéaire initiale en direction j
qui devient en direction i après avoir traversé l’interface entre les deux milieux.
La démonstration de cette relation se trouve à l’annexe C.
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Figure 3.2 Effet Kerr magnéto-optique d’une onde se propageant selon l’axe z et tournant
d’un angle θK en étant réfléchi par la bicouche de graphène. La rotation a lieu
dans le plan de la bicouche.
3.3.3 Eﬀet Kerr magnéto-optique
L’effet Kerrmagnéto-optique décrit quant à lui la rotation de la polarisation de la lumière
réfléchie par un matériau en présence d’un champ magnétique, tel qu’illustré à la figure 3.2.
L’effet Kerr provient lui aussi des boucles de courant existant dans le matériau. Il pourrait
lui aussi constituer un moyen de différencier les différentes phases du gaz d’électrons.
Supposant encore des milieux linéaires semi-infinis de chaque côté de la bicouche,
l’angle de Kerr est donné par l’expression
tan(θK 1,2) = Re
(
ryx
rxx
)
= Re
(
−2n1 4pic σyx
n21 −
(
n2 + 4pic σxx
) (
n2 + 4pic σyy
)− 4pic (σxx − σyy) + ( 4pic )2 σxyσyx
)
,
(3.33)
avec rij le coefficient de réflexion d’une polarisation linéaire initiale en direction j qui
devient en direction i après avoir été reflétée sur l’interface entre les deux milieux.
La démonstration de cette relation se trouve à l’annexe D.
Chapitre 4
Résultats : Étude des eﬀets optiques
4.1 Absorption des diﬀérentes phases
Tel quemontré à la section 2.5, la texture du pseudospin varie entre les différentes phases
du système étudié. Dans le cadre du modèle effectif, ce pseudospin a trait à la distribution
des charges dans le système. Si la distribution de charges change, les moments dipolaires
changeront aussi, ce qui affectera le couplage entre ceux-ci et un champ électrique. La réaction
des modes collectifs à ce champ électrique sera différente selon la phase du gaz d’électrons
et sera une signature de cette phase permettant de la reconnaître. Nous nous sommes donné
comme objectif de vérifier cela en nous servant du champ électrique de photons. Les unités
utilisées pour l’énergie, e2κl , sont les unités qui ressortent naturellement lors du calcul de
l’énergie Hartree-Fock. La constante e est la charge élémentaire, κ la constante diélectrique
du substrat sur lequel repose le graphène et l est la longueur magnétique telle que l =
√
h¯c
eB .
Pour les valeurs κ = 5 et B = 10 T, la conversion de e2κl en électronvolts donne environ
0,0355 eV. L’ordre typique de l’énergie des modes collectifs étant de 0,1 e2κl , la conversion en
électronvolts est 0,00354976 eV. La fréquence de la lumière à cette énergie est 0,858812903
THz, ce qui correspond au domaine terahertz, très près de l’infrarouge lointain. Les modes
à plus haute énergie sont dans l’infrarouge.
Il est de plus important de mentionner que les calculs effectués ici représentent des
bornes supérieures pour les phénomènes optiques. L’effet du désordre a été considéré en
donnant une valeur finie à la partie imaginaire de la fréquence, soit le η dans l’équation 3.14.
Il ne s’agit aucunement d’une méthode exacte mais a le même effet qu’aurait le désordre. La
valeur prise pour simuler l’effet du désordre est en fait plutôt petite et il serait probable que
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Figure 4.1 Absorption des modes collectifs à une polarisation en direction x et en direction
y dans la première moitié du dôme de cohérence pour différentes phases du gaz
d’électrons avec B = 10, 0 T, δ = 0, 05meV et ν = 3. La légende indique la phase
et la valeur du biais électrique utilisé en e2κl pour chaque courbe.
dans la réalité il soit plus grand. Ceci fait en sorte que les résonances calculées dans le cadre
de ce mémoire sont peut-être plus étroites et intenses que ce qui serait le cas dans la réalité.
Les différents phénomènes optiques centrés à fréquence nulle ne sont pas à prendre en
compte. Comme mentionné à la section 3.2.1, expulser le terme diamagnétique de l’expres-
sion de la conductivité est possible en contrepartie de ne pas avoir le comportement correct
à fréquence nulle.
4.1.1 Polarisation linéaire
L’absorption d’une lumière polarisée linéairement est présentée à la figure 4.1 pour
des valeurs du biais électrique dans la première moitié du dôme de cohérence. La légende
indique la phase et la valeur du biais électrique utilisé en e2κl pour chaque courbe.
Pour avoir le champ électrique, on divise le biais électrique pris dans chaque cas par la
distance séparant les deux couches de graphène. Cette distance est de 0,3337 nm.
La première caractéristique à remarquer est que l’absorption ne se produit pas à la
même fréquence selon la phase. Ceci s’explique par le fait que les modes collectifs sont à
différentes énergies, tel que montré à la section 2.5. La partie importante de la dispersion
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Figure 4.2Modes collectifs actifs optiquement dans la phase cristalline avec ∆B = 1, 75 e
2
κl ,
B = 10, 0 T et ν = 3. Les symboles sont utilisés au lieu de lignes simplement parce
que la méthode de calcul utilisée ne le permet pas facilement. Les modes avec le
poids le plus important sont choisis et ce ne sont pas toujours les mêmes, ni dans
le même ordre. Pour suivre un même mode en fonction du biais, il faut suivre les
suites de symboles qui ont un comportement lisse en biais, sans discontinuité.
est celle à vecteur d’onde nul, puisque l’absorption d’un photon ne change pas le vecteur
d’onde, la quantité de mouvement d’un photon étant très petite par rapport à la frontière de
la première zone de Brillouin aux fréquences considérées. L’énergie à vecteur d’onde nul
se nomme le gap optique pour cette raison. Ce ne sont cependant pas tous les modes qui
sont actifs en absorption. Le seul mode des phases liquides l’est. Pour les phases cristalline
et spirale, les modes actifs sont représentés aux figures 4.2 et 4.3, entourés d’une ellipse.
Typiquement, les modes de plus basse énergie d’une même phase ont une absorption plus
élevée que ceux de plus haute énergie.
Deuxièmement, l’absorption est plus forte dans la phase du liquide incohérent que dans
les autres, tellement en fait qu’une échelle différente a dû être utilisée dans les graphiques
afin de ne pas obscurcir l’absorption des autres phases. Le liquide cohérent n’a quant à lui
pas été représenté car son seul mode actif, le même que celui du liquide incohérent, a un gap
nul, et n’est donc pas excité par un photon de fréquence finie. Ceci est mis en évidence à la
figure 2.9. Un gap peutmalgré tout être créé par l’application d’un champ électrique parallèle
à la bicouche, tel que montré dans [11], ce qui le rend visible en absorption. La présente
étude est cependant faite à champ électrique parallèle nul. Le cas du liquide cohérent ne
sera donc en général pas représenté sur les graphiques.
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Figure 4.3 Modes collectifs actifs optiquement dans la phase spirale dans la direction x avec
∆B = 2, 50 e
2
κl , B = 10, 0 T et ν = 3. Les symboles sont utilisés au lieu de lignes
simplement parce que la méthode de calcul utilisée ne le permet pas facilement.
Les modes avec le poids le plus important sont choisis et ce ne sont pas toujours
les mêmes, ni dans le même ordre. Pour suivre un même mode en fonction du
biais, il faut suivre les suites de symboles qui ont un comportement lisse en biais,
sans discontinuité.
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Figure 4.4 Absorption des modes collectifs à une polarisation circulaire droite et circulaire
gauche dans la première moitié du dôme de cohérence pour différentes phases
du gaz d’électrons avec B = 10, 0 T, δ = 0, 05meV et ν = 3. La légende indique la
phase et la valeur du biais électrique utilisé en e2κl pour chaque courbe.
Troisièmement, la phase spirale est la seule dont l’absorption diffère selon que le champ
électrique est polarisé linéairement selon la direction x ou selon la direction y. Ceci s’explique
par le fait que cette phase est la seule des trois considérées ici, soit liquide incohérent,
cristal de skyrmions et phase spirale, dont la texture de pseudospin est différente dans
les directions x et y, tel qu’illustré à la figure 2.12. La spirale tourne ici dans le plan z− x.
Comme mentionné dans [8] et [11], l’absorption de la phase spirale est maximale pour la
polarisation perpendiculaire au plan de rotation de la spirale.
De ce graphique, on en conclut que la fréquence à laquelle l’absorption devient impor-
tante peut constituer un moyen de distinguer les différentes phases entre elles.
4.1.2 Polarisation circulaire
Une polarisation linéaire peut être décomposée en une somme de deux polarisations
circulaires, gauche et droite, qui tournent en sens opposé. Si un mode est actif avec une
polarisation linéaire, il est possible de regarder comment se divise l’absorption entre les
deux contributions circulaires. Certains modes peuvent en effet être davantage sensibles à
un des deux sens de polarisation circulaire. L’absorption pour les polarisations gauche et
droite est présentée à la figure 4.4.
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On remarque que certains modes sont polarisés. Par exemple, ceux du cristal sont
complètement polarisés gauche ou droit, tout dépendant du mode. Ils n’apparaissent que
dans une seule des deux polarisation. Pour la première moitié du dôme de cohérence, ceux
autour de 0,1 e2κl sont polarisés gauche, alors que ceux autour de 3,2
e2
κl sont polarisés droits. La
polarisation est beaucoup moins marquée pour la phase spirale, où la différence d’intensité
entre les deux polarisations est entre 3 et 5 fois plus grande pour une polarisation que
pour l’autre pour les modes autour de 0,26 e2κl . Le mode optiquement actif du liquide est
complètement polarisé circulaire droit. Aucune absorption n’est visible pour la polarisation
circulaire gauche.
Utiliser une polarisation circulaire particulière du champ électrique aux fréquences des
modes collectifs peut ainsi servir de moyen pour différencier les différentes phases, puisque
les modes du cristal et du liquide incohérent sont complètement polarisés alors que ceux de
la spirale ne le sont que partiellement.
4.1.3 Deuxième moitié du dôme de cohérence
Comme dit plus tôt à la section 2.5, la seconde moitié du dôme de cohérence n’est pas
dans la plage de validité du modèle effectif pour un champ magnétique de 10 T. Elle ne le
devient qu’à plus haut champ magnétique. Cependant, les conclusions pour l’absorption
sont les mêmes peu importe le champ magnétique.
La figure 4.5 présente l’absorption pour des polarisations circulaires droite et gauche
pour des valeurs de biais conjuguées à celles utilisées pour l’étude de la première moitié du
dôme. La signication de biais conjugué a été expliquée à la section 2.6. Il s’agit du biais situé
à distance égale du centre du dôme de cohérence, mais de l’autre côté de celui-ci.
Pour une même énergie d’excitation, les pics d’absorption sont d’intensité plus élevée
dans la seconde moitié du dôme de cohérence que dans la première. Ceci s’explique par la
forme de la conductivité dans le modèle effectif, qui est proportionnelle à (ζ − β∆B)2 qui
pour les valeurs des paramètres utilisés devient de plus en plus grand à mesure que le biais
électrique ∆B augmente. La deuxième moitié du dôme étant à plus haut biais électrique,
l’absorption est plus intense. De plus, comme les polarisation linéaires en x et en y sont des
combinaisons linéaires des polarisations circulaires, l’augmentation d’intensité dans ces
dernières apparait aussi dans l’absorption des polarisations linéaires. Comme il s’agit là de
la seule conclusion à tirer de celles-ci dans la deuxième moitié du dôme de cohérence, le
graphique n’est pas montré.
Une autre observation est que la polarisation des modes est inversée par rapport aux
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Figure 4.5 Absorption des modes collectifs à une polarisation circulaire droite et circulaire
gauche dans la deuxième moitié du dôme de cohérence pour différentes phases
du gaz d’électrons avec B = 10, 0 T, δ = 0, 05meV et ν = 3. La légende indique la
phase et la valeur du biais électrique utilisé en e2κl pour chaque courbe.
biais conjugués sous ∆M, le milieu du dôme de cohérence. Un mode qui était principalement
polarisé droit sous ∆M sera plutôt polarisé principalement gauche au-dessus de celui-ci. Ceci
est notamment observé pour le cas du liquide incohérent, où le mode actif est maintenant
entièrement polarisé gauche. La même chose est observée pour les modes du cristal, qui
voient leur polarisation inversée.
En résumé, l’absorption d’un champ électrique incident peut donc constituer un moyen
de différencier les différentes phases du gaz d’électrons bidimensionnel les unes des autres
par la fréquence à laquelle l’absorption devient importante ainsi que le type de polarisation
pour lequel l’absorption est plus importante.
4.2 Rotation de Faraday et eﬀet Kerr magnéto-optique
La rotation de la polarisation d’un champ électrique incident par la rotation de Faraday et
l’effet Kerr magnéto-optique pourrait constituer un autre moyen de différencier optiquement
les phases entre elles. Si l’effet se trouve à être aussi fort que celuimesuré dans lamonocouche
de graphène, la mesure serait de plus sans ambiguïté. La rotation de la polarisation a de
plus comme avantage d’être une signature qualitative car elle peut s’effectuer dans deux
sens différents.
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Figure 4.6 Rotation de Faraday et effet Kerr magnéto-optique dans la première moitié du
dôme de cohérence pour différentes phases du gaz d’électrons avec B = 10, 0 T,
δ = 0, 05meV et ν = 3. La légende indique la phase et la valeur du biais électrique
utilisé en e2κl pour chaque courbe.
Il est important de rappeler que comme la valeur du désordre n’a pas été calculée, il
ne faut pas prendre les angles de rotation de manière absolue. Il est cependant possible
de comparer les différentes phases entre elles puisque la même méthode ad hoc d’ajouter
l’effet du désordre a été utilisée dans chacune d’entre elles. Nous nous sommes assurés
d’utiliser la même valeur de η ainsi que la même discrétisation en fréquence pour pouvoir
comparer les graphiques entre eux. L’effet ajouté étant très petit, on peut voir les angles
calculés comme une borne supérieure de ce qui serait observé en réalité, puisque le désordre
diminue l’intensité des excitations.
4.2.1 Première moitié du dôme de cohérence
En s’approchant de l’énergie d’excitation d’un des modes actifs optiquement, l’angle de
rotation augmente (en valeur absolue), puis change de signe et diminue. La variation de
l’angle de rotation se fait en sens inverse pour la rotation de Faraday par rapport à l’effet Kerr.
Si, on s’approchant de l’énergie d’excitation d’un mode, l’angle de Faraday devient de plus
en plus grand positivement, l’angle de Kerr devient de plus en plus grand négativement, et
vice versa.
La rotation de la polarisation est beaucoup plus faible que dans le cas mesuré pour
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la monocouche [3]. La rotation de Faraday est deux ordres de grandeur en-dessous. On
remarque aussi que l’effet Kerr est légèrement plus fort que la rotation de Faraday. Le liquide
incohérent présente également un effet plus fort d’un ordre de grandeur par rapport aux
autres phases.
Tout juste au-dessus de la résonance de plus basse énergie de la phase cristalline, la
rotation de Faraday de celle-ci est la seule qui soit positive parmi les phases considérées.
De même, tout juste à plus basse fréquence que la résonance de la phase LI, la rotation
de Faraday de celle-ci est la seule qui soit positive parmi les phases considérées. Le signe
de la rotation de Faraday permet donc de distinguer ces deux phases. Il en va de même
pour l’effet Kerr, qui lui est le seul à être négatif dans les deux cas discutés. Pour ce qui est
de la phase spirale, le seul cas où elle est la seule à avoir un signe donné est à plus haute
fréquence que la deuxième résonance de la phase cristalline, où sa rotation de Faraday est
la seule à être positive, et son effet Kerr négatif. Cependant, ceci survient plutôt loin de la
résonance du mode de la phase spirale, ce qui fait que la rotation de la polarisation est très
faible, et donc peut-être difficilement mesurable. Le signe de la rotation de la polarisation
ne constitue ainsi peut-être pas un moyen fiable de reconnaitre la phase spirale.
Dans tous les cas, la rotation de la polarisation est très petite, même près des énergies
d’excitation des modes, ce qui risque de rendre leur mesure difficile.
4.2.2 Deuxième moitié du dôme de cohérence
Si on augmente le biais jusqu’à arriver à la seconde moitié du dôme, la rotation devient
inversée par rapport aux valeurs de biais de la première moitié du dôme. La rotation est
de plus plus grande, toujours en raison du préfacteur (ζ − β∆B)2 dans la conductivité, de
laquelle dépend la rotation de Faraday et l’effet Kerr.
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Figure 4.7 Rotation de Faraday et effet Kerr magnéto-optique dans la deuxième moitié du
dôme de cohérence pour différentes phases du gaz d’électrons avec B = 10, 0 T,
δ = 0, 05meV et ν = 3. La légende indique la phase et la valeur du biais électrique
utilisé en e2κl pour chaque courbe.
4.3 Cas sans interaction
Dans le but de comparer l’absorption et les effets Kerr et Faraday avec et sans interaction
de Coulomb, nous faisons les calculs du cas sans interaction dans cette section en utilisant
la même plage de biais que celle considérée pour le cas avec interaction, celle correspondant
au dôme de cohérence. Le cas sans interaction est tout spécialement important pour le
graphène car, la phase LI, la self-énergie s’annule presque complètement avec les corrections
de vertex venant de l’interaction de l’électron avec le trou qu’il laisse derrière lui (corrections
excitoniques) [11]. Ceci n’est cependant pas vrai pour sa phase conjuguée LI∗. Aussi, en
présence d’un désordre trop grand, les phases tendent à disparaître. On se retrouve alors
avec des niveaux de Landau dont l’énergie est modifiée par l’interaction de Coulomb. Il peut
donc être pertinent d’étudier un cas sans interaction. Expérimentalement, les observations
peuvent ainsi souvent être attibuées à des contributions des niveaux de Landau.
Pour le cas sans interaction, les modes collectifs ne peuvent pas contribuer aux phéno-
mènes optiques puisqu’ils n’existent pas. Ce sont plutôt les transitions entre niveaux de
Landau qui sont responsables de l’absorption et de la rotation de la polarisation. Dans ce cas,
le système étudié n’est pas limité au niveau N = 0, contrairement aux phases avec interaction
étudiées plus haut. Les quatre bandes sont prises en compte, avec un certain nombre de
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Figure 4.8 Niveaux de Landau pris en compte dans le calcul de l’absorption et de la rotation
de la polarisation pour le cas sans interaction pour une valeur du spin et dans
une vallée donnée. Tous les niveaux de chaque bande jusqu’à l’indice n = 50 sont
pris en compte.
niveaux par bande. Des transitions vers des niveaux de plus haute énergie pourront donc
parfois être observées. Un diagramme des niveaux de Landau est présenté à la figure 4.8. Le
spin électronique et le gap Zeeman sont pris en compte directement lors du positionnement
des niveaux de Landau. La conductivité entrant dans l’expression de ces quantités est celle
calculée à partir de l’équation 3.14 pour la fonction de réponse courant-courant ainsi que
des relations entre cette fonction de réponse et la conductivité développées à la section 3.2.1.
4.3.1 Sans déformation trigonale
En l’absence de déformation trigonale, seules certaines transitions sont possibles. La
règle est que seules les transitions entre les niveaux dont l’indice de Landau diffère de un
sont permises. Ceci se voit aux équations E.23 et E.24. En l’absence des termes en γ3, les
seuls deltas de Kronecker restants sont δn,m±1. Les seuls termes restant dans la somme de
l’équation 3.14 sont donc ceux dont l’indice de Landau diffère de un. L’absorption d’un
champ électrique polarisé linéairement en x est illustrée à la figure 4.10 pour une valeur
du biais de 2,10 e2κl . Les transitions causant cette absorption sont quant à elles illustrées à la
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Figure 4.9 Transitions possibles entre les niveaux de Landau de la vallée K− pour le cas sans
interaction lorsque le niveau de Fermi est entre les niveaux n = 0 et n = 1 du
spin − et entre n = 1 et n = 2 pour le spin +
figure 4.9.
La figure 4.11 illustre l’absorption d’un champ électrique polarisé linéairement en
direction x pour toutes les valeurs de biais utilisées pour l’étude de la première moitié
du dôme de cohérence. Comme le cas sans interaction est isotrope, l’absorption pour une
polarisation en y donne la même chose et n’est pas illustré. Deux pics d’absorption sont
visibles pour chaque valeur de biais.
Dans la plage de biais correspondant à la première moitié du dôme de cohérence,
l’absorption et la rotation de la polarisation sont environ deux à cinq ordres de grandeurs
plus grands que dans le cas avec interaction.
On voit également que à mesure que le biais augmente, la première transition monte
en énergie, alors que la seconde descend en énergie. De plus, les deux s’espacent l’une de
l’autre, en raison du comportement des niveaux avec le biais, illustré à la figure 4.12 pour
les niveaux de la vallée K− et de spin −.
La comparaison de l’absorption d’un champ polarisé selon x entre les cas avec et sans
interaction est présentée à la figure 4.13. Si le désordre ou la température viennent à tuer
les phases collectives, l’absorption mesurée serait donc beaucoup plus grande que si elles
survivent. Il est à noter que le très petit terme de désordre n’empêche pas de comparer les
cas avec interaction et sans interaction puisque la même partie imaginaire de la fréquence
est prise pour les deux cas.
L’absorption des polarisations circulaires droite et gauche est illustré à la figure 4.14.
Certains pics d’absorption qui étaient visibles avec une polarisation linéaire selon x sont
ici visibles parfois dans la polarisation gauche, parfois dans la polarisation droite. Le pic
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Figure 4.10 Absorption d’une polarisation en direction x dans le cas sans interaction pour
une valeur du biais de 2,10 e2κl lorsque le niveau de remplissage est entre les
niveaux n = 0 et n = 1 de N = 0. L’énergie des transitions entrant dans cette
gamme d’énergie sont indiquée par des lignes verticales, avec à côté les niveaux
de Landau en cause dans cette transition. Le premier pic est dû à une transition
entre les niveaux de Landau d’indice n = 0 et n = 1 du niveau N = 0 dans la
vallée K− et de spin −. Le second pic est dû à une transition entre les niveaux
de Landau d’indice n = 1 du niveau N = 0 et n = 2 de la troisième bande, tous
deux dans la vallée K− et de spin −, ainsi qu’à une transition entre ces deux
même niveaux mais de spin +.
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Figure 4.11 Absorption d’une polarisation en direction x dans le cas sans interaction avec
B = 10, 0 T, δ = 0, 05 meV et ν = 3 dans la première moitié du dôme de
cohérence.
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Figure 4.12 Comportement des niveaux de Landau en fonction du biais électrique dans la
vallée K− et de spin − dans la première moitié du dôme de cohérence.
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Figure 4.14 Absorption d’une polarisation circulaire droite et circulaire gauche dans le cas
sans interaction avec B = 10, 0 T, δ = 0, 05meV et ν = 3 dans la première moitié
du dôme de cohérence.
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Figure 4.15 Rotation de Faraday et effet Kerr magnéto-optique dans le cas sans interaction
avec B = 10, 0 T, δ = 0, 05 meV et ν = 3 dans la première moitié du dôme de
cohérence.
à plus basse énergie, qui correspond à une transition faisant passer l’indice de niveau de
Landau de n = 1 à n = 0 est visible en polarisation droite, alors que celui correspondant
à la transition de n = 1 à n = 2 est visible en polarisation gauche. Ce n’est pas un hasard.
Le champ électrique polarisé circulairement droit favorise les transitions faisant diminuer
l’indice de Landau de 1, alors que le champ électrique polarisé circulairement gauche favorise
les transitions faisant augmenter l’indice de Landau de 1.
Une oscillation dans l’absorption est de plus visible à l’énergie de transition lorsqu’il n’y
a pas de pic d’absorption, par exemple en polarisation droite à l’énergie de transition entre
n = 1 et n = 2 ainsi qu’en polarisation gauche à l’énergie de transition entre n = 1 et n = 0.
En approchant de cette énergie, la courbe monte, plonge dans le négatif, puis revient près
de 0. Ceci est probablement dû à la forme du dénominateur de l’équation 3.14, qui change
de signe de part et d’autre de la transitions. Comme le dénominateur devient ainsi très petit,
une ondulation est ainsi visible dans la courbe même si le type de polarisation ne favorise
pas la transition à cette énergie et donc que les préfacteurs de la même équation sont très
petits. Cette oscillation serait donc d’origine numérique et n’est pas à considérer.
La rotation de Faraday et l’effet Kerr magnéto-optique dans le cas sans interaction sont
elles illustrées à la figure 4.15. Encore ici, l’effet est plus grand que la contribution des modes
collectifs.
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Figure 4.16 Absorption d’une polarisation en direction x dans le cas sans interaction avec
B = 10, 0 T, δ = 0, 05 meV et ν = 3 dans la deuxième moitié du dôme de
cohérence.
Finalement, l’absorption d’un champ électrique polarisé en direction x, circulaire droit
et gauche ainsi que la rotation de Faraday et l’effet Kerr dans la deuxième moitié du dôme
de cohérence sont respectivement montrés aux figures 4.16, 4.17 et 4.18.
Les excitations se produisent à plus basse énergie et plus d’excitations sont possibles,
puisque les niveaux de Landau de N = 0 sontmontés en énergie et ont commencé à se croiser
avec ceux de la bande j = 3, tel que montré à la figure 4.19. L’intensité des phénomènes
optiques est restée sensiblement la même que dans la premièremoitié du dôme de cohérence,
bien que l’absorption soit en général un peu plus faible et la rotation de la polarisation au
contraire un peu plus grande.
4.3.2 Avec déformation trigonale
En présence de déformation trigonale, les règles de sélection sont moins claires. Les
termes en δn,m±3 ne disparaissent pas deΛ dans l’équation 3.12 et lesmatrices de changement
de base U viennent combiner les transitions entre niveaux sans déformation trigonale entre
elles, pour donner les transitions entre niveaux avec déformation. L’analyse n’est donc pas
aussi nette ici qu’à la précédente sous-section.
La figure 4.20 illustre l’absorption du cas sans interaction mais avec déformation trigo-
nale pour une polarisation en direction x pour des valeurs du biais électrique prises dans la
72
0
5e+06
1e+07
1.5e+07
2e+07
2.5e+07
3e+07
3.5e+07
4e+07
4.5e+07
P d
/E
02
(C
2 /
Js
)
ΔB = 6,1448 (e2/κl)ΔB = 5,5948 (e2/κl)ΔB = 5,2448 (e2/κl)ΔB = 5,1448 (e2/κl)ΔB = 4,8448 (e2/κl)ΔB = 4,6448 (e2/κl)
-1e+07
0
1e+07
2e+07
3e+07
4e+07
5e+07
6e+07
7e+07
8e+07
9e+07
0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4
P g
/E
02
(C
2 /
Js
)
Énergie du photon (e2/κl)
Figure 4.17 Absorption d’une polarisation circulaire droite et circulaire gauche dans le cas
sans interaction avec B = 10, 0 T, δ = 0, 05meV et ν = 3 dans la deuxième moitié
du dôme de cohérence.
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Figure 4.18 Rotation de Faraday et effet Kerr magnéto-optique dans le cas sans interaction
avec B = 10, 0 T, δ = 0, 05meV et ν = 3 dans la deuxième moitié du dôme de
cohérence.
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Figure 4.19 Comportement des niveaux de Landau en fonction du biais électrique dans la
vallée K− et de spin − sur toute la plage de biais du dôme de cohérence.
plage correspondant à la première moitié du dôme de cohérence du cas avec interaction.
Les valeurs de biais choisies sont les mêmes que celles prises dans les différentes phases
avec interaction.
L’amplitude des phénomènes optiques restent sensiblement le même dans le cas avec
déformation trigonale que dans celui sans déformation trigonale. Cependant, des réso-
nances supplémentaires par rapport au cas sans déformation trigonale sont observées. De
plus, un léger déplacement en énergie des transitions qui existaient déjà sans déformation
trigonale est visible sur la figure. Ces deux effets sont dus au changement de base propre
de l’hamiltonien entre les deux cas. Comme le champ magnétique est à 10 T, l’effet de la
déformation trigonale est malgré tout faible [15], comme on le voit par le léger déplacement
des transitions et la faible amplitude des transitions supplémentaires.
Comme la phase sans interaction n’est pas modulée, le résultat est le même pour une
polarisation linéaire en y. Les graphiques d’absorption pour des polarisations circulaires
droite et gauche ainsi que pour la rotation de Faraday et l’effet Kerr sont présentés à l’annexe
F. Les résultats pour la seconde partie du dôme de cohérence sont aussi présentés à cette
annexe.
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Figure 4.20 Absorption d’une polarisation en direction x dans le cas sans interaction avec
B = 10, 0 T, δ = 0, 05meV et ν = 3 dans la premièremoitié du dôme de cohérence
avec déformation trigonale, comparée avec le cas sans déformation trigonale.
Conclusion
En conclusion, plusieurs moyens possibles d’identifier les phases du gaz d’électrons
provenant du niveau N = 0 de la bicouche de graphène causées par l’interaction de Coulomb
ont été trouvés, soit l’absorption et la rotation de la polarisation d’un champ électrique
incident. Il a été montré que les différentes phases ont des modes actifs optiquement à
différentes fréquences et dans différentes polarisations, et que l’amplitude de l’absorption
est différente entre celles-ci. De plus, la rotation de la polarisation est différente en amplitude
ainsi qu’en sens entre les différentes phases. Ces mesures constituent donc des moyens de
distinguer les différentes phases les unes des autres.
Les mesures ne sont malgré tout pas exemptes de difficultés. Par exemple, le désordre a
été pris en compte de manière ad hoc et est plus petit que les valeurs calculées et mesurées
expérimentalement. Si le désordre devient trop grand, les phases collectives pourraient
possiblement être tuées. Le patron d’absorption observé devrait alors être qualitivement
près de celui calculé sans interaction, qui présente des phénomènes optiques d’une plus
grande intensité que celui pouvant provenir des phases collectives, car les valeurs propres de
l’hamiltonien serait alors des niveaux de Landau avec une énergie modifiée par l’interaction
de Coulomb.
Finalement, les modes étant identiques de part et d’autre du milieu du dôme de cohé-
rence, les énergies des résonnances sont les mêmes dans les deux cas, mais elles n’appa-
raissent pas dans les mêmes polarisations. L’amplitude des résonnances est globalement
plus grande à plus fort biais électrique.
Une manière possible d’améliorer les travaux serait de réaliser une étude sur le désordre,
afin de calculer ce qu’il serait pour le système avec lequel nous travaillons. Ceci permettrait
de donner des conclusions quantitatives pour la rotation de la polarisation ainsi que pour
l’absorption, au lieu de se contenter de comparer les différentes contributions des phases et
des niveaux de Landau entre elles.
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Une autre façon serait de considérer un substrat d’épaisseur finie dans les calculs op-
tiques et de prendre en compte les réflexions sur la deuxième interface. Ceci amènerait le
développement d’une série géométrique pour les coefficients de réflexion et de transmission.
La deuxième interface n’ayant cependant pas de graphène, l’effet Kerr à la deuxième inter-
face devrait prendre en compte la conductivité du substrat au lieu de celle de la bicouche de
graphène. Un nouveau calcul s’imposerait donc.
Annexe A
Temps imaginaire et fréquences de Matsubara
Un concept mathématique utile est celui du temps imaginaire. On définit un temps tel
que τ = it de sorte que t soit purement imaginaire et τ soit purement réel. On remplace
ainsi les divers it dans les évolutions temporelles par τ.
Ce temps imaginaire est défini entre les bornes −h¯β et h¯β, avec β = 1kBT avec kB la
constante de Boltzmann et T la température. Dans cet intervalle, on a la propriété de pério-
dicité en βh¯
χAB(τ) = χAB(τ + h¯β). (A.1)
De la même manière que le temps réel est relié à la fréquence temporelle par une
transformée de Fourier, on définit des relations reliant ce temps imaginaire à un type de
fréquences, nommées fréquences de Matsubara. Elles sont notées iωn et sont discrètes,
contrairement aux fréquences réelles.
χAB(τ) =
1
βh¯
∞
∑
n=−∞
e−iωnτχAB(iωn), (A.2)
χAB(iωn) =
∫ βh¯
0
dτeiωnτχAB(τ). (A.3)
Les fréquences de Matsubara ont de plus une forme différente selon si les particules
considérées sont des fermions ou des bosons. Pour des bosons, la forme est
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Figure A.1 Fréquences de Matsubara dans le plan complexe représentées par des croix pour
les a) bosons b) fermions
iωn = i
2npi
βh¯
, (A.4)
alors que pour des fermions, elle est plutôt
iωn = i
(2n+ 1)pi
βh¯
. (A.5)
Les fréquences sont illustrées à la figure A.1.
A.1 Prolongement analytique
Le lien entre fréquences de Matsubara et fréquences réelles peut être fait par le prolonge-
ment analytique. Pour ce faire, on remplace les fréquences de Matsubara par une fréquence
réelle plus une petite quantité imaginaire, comme
iωn → limη→0+ ω± iη. (A.6)
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Choisir le signe + dans le prolongement fera en sorte que la fonction résultante sera
retardée, alors que prendre le signe − fera que la fonction résultante sera avancée. La
différence entre fonction retardée et avancée est mentionnée au début de l’annexe B.
Pour qu’un prolongement puisse être fait, la fonction à prolonger doit converger suffisa-
ment rapidement, soit au moins en ω−2n .
Annexe B
Fonctions de corrélation
Les fonctions de corrélation sont un concept présent un peu partout en physique de
la matière condensée. Elles sont d’autant plus importantes qu’elles peuvent souvent être
mesurées directement en laboratoire. Comme leur nom l’indique, elles indiquent à quel
point deux quantités sont reliées, corrélées. La corrélation retardée entre deux opérateurs A
et B à des temps différents s’écrit
χRAB(t, t
′) =
i
h¯
〈[A(t), B(t′)]〉θ(t− t′), (B.1)
si le temps t′ est plus tôt que le temps t. La mention retardée a trait à l’ordre des temps.
Si l’ordre des temps était l’inverse, la fonction de corrélation serait alors dite avancée.
La moyenne est une moyenne thermique, de la forme
〈O〉 = Tr
[
e−βHO]
Tr
[
e−βH
] . (B.2)
Si on suppose une invariance sous translation dans le temps, c’est-à-dire que la corré-
lation ne dépend que de l’intervalle de temps entre les deux opérateurs, on peut réécrire
χRAB(t− t′) =
i
h¯
〈[A(t− t′), B(0)]〉θ(t− t′). (B.3)
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On peut de plus utiliser le temps imaginaire défini plus tôt. La fonction de corrélation
de Matsubara se note
χAB(r, τ; r′, τ′) = 〈TA(r, τ)B(r′, τ′)〉, (B.4)
avec T l’opérateur d’ordonnance dans le temps. Il a l’effet de replacer les opérateurs
dans le bon ordre afin de respecter la causalité. Son effet est tel que
〈TA(r, τ)B(r′, τ′)〉 = 〈A(r, τ)B(r′, τ′)〉θ(τ − τ′)± 〈B(r′, τ′)A(r, τ)〉θ(τ′ − τ), (B.5)
avec le signe − pour des opérateurs bosoniques et + pour des opérateurs fermioniques.
La fonction de corrélation de Matsubara n’est dite ni retardée ni avancée. L’opérateur d’or-
donnance s’occupe demettre les opérateurs dans le bon ordre. C’est le type de prolongement
fait qui dictera si la fonction obtenue sera retardée ou avancée. Si le prolongement fait est
iωn → limη→0+ ω+ iη, la fonction de corrélation sera retardée, alors que si le prolongement
est plutôt iωn → limη→0+ ω− iη, la fonction de corrélation sera avancée.
B.1 Fonctions de Green
Les fonctions de Green sont un type particulier de fonction de corrélation. Elles sont la
corrélation entre un opérateur d’annihilation et un opérateur de création.
La fonction de Green a souvent une interprétation de propagateur, car elle représente la
contribution de la fonction d’onde à un certain endroit à un certain temps provenant d’un
autre endroit et d’un autre temps. Pour la fonction retardée, il s’agit de la contribution de la
fonction d’onde à un temps antérieur à la fonction d’onde à un temps ultérieur. Un autre
type de fonction de Green, dite avancée, traite de l’effet inverse.
L’interprétation en tant que propagateur est surtout visible dans une autre utilisation
de la fonction de Green, comme [17]
ψ(r, t) = i
∫ r′→∞
r′→−∞
∫ t′=t
t′→−∞
dr′dt′GR(r, t; r′, t′)ψ0(r′, t′), (B.6)
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pour la fonction retardée. Si on a de plus invariance sous translation dans le temps,
ψ(r, t) = i
∫ r′→∞
r′→−∞
∫ t′=t
t′→−∞
dr′dt′GR(r− r′, t− t′)ψ(r′, t′). (B.7)
Cette interprétation est semblable à la vision de Huygens en optique, où l’onde en un
point est formée par la somme de toutes les contributions des ondes qui existaient à un
temps passé ou futur partout dans l’espace.
Utilisant le temps imaginaire, la fonction de Green de Matsubara s’écrit
G(k, τ;k′, τ′) = −〈Tc(k, τ)c†(k′, τ′)〉. (B.8)
B.2 Terme diamagnétique
Étant donnée la convention de signe utilisée,
χJα,Jβ(τ) = −
1
h¯S
〈TJα(τ)Jβ(0)〉, (B.9)
le tenseur de conductivité est relié à la corrélation courant-courant par
σα,β(q = 0,ω) =
1
i(ω+ iη)
[
−χRJα,Jβ(q = 0,ω)− Dδα,β
]
, (B.10)
où D est le terme diamagnétique. Celui-ci est réel et indépendant de la fréquence ω.
Pour les composantes hors-diagonales, on a directement
σα,β 6=α(q = 0,ω) = − 1i(ω+ iη)χ
R
Jα,Jβ 6=α(q = 0,ω), (B.11)
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ce qui à fréquence non nulle donne
Re
[
σα,β 6=α(q = 0,ω 6= 0)
]
= −
Im
[
χRJα,Jβ 6=α(q = 0,ω 6= 0)
]
ω
, (B.12)
Im
[
σα,β 6=α(q = 0,ω 6= 0)
]
=
Re
[
χRJα,Jβ 6=α(q = 0,ω 6= 0)
]
ω
. (B.13)
Prenant dans un premier temps le cas α = β et suivant la démarche présentée aux
équation 7.64 à 7.68 des notes de Problème à n-corps d’André-Marie Tremblay [17],
σα,α(q = 0,ω) =
1
i(ω+ iη)
[
−χRJα,Jα(q = 0,ω)− D
]
. (B.14)
Mais de l’équation 7.59 de [17], dans notre convention de signe,
χRJα,Jα(q = 0,ω = 0) =
∫ ∞
∞
dω′
pi
Im
[
χRJα,Jα(q = 0,ω
′)
]
ω′
= −D, (B.15)
et de
χRJα,Jα(q = 0,ω) =
∫ ∞
∞
dω′
pi
Im
[
χRJα,Jα(q = 0,ω
′)
]
ω′ −ω− iη , (B.16)
on a donc
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σα,α(q = 0,ω) =
1
i(ω+ iη)
− ∫ ∞
∞
dω′
pi
Im
[
χRJα,Jα(q = 0,ω
′)
]
ω′ −ω− iη +
∫ ∞
∞
dω′
pi
Im
[
χRJα,Jα(q = 0,ω
′)
]
ω′

(B.17)
= − 1
i(ω+ iη)
∫ ∞
∞
dω′
pi
Im
[
χRJα,Jα(q = 0,ω
′)
]
(ω+ iη)
ω′(ω′ −ω− iη) (B.18)
= −1
i
∫ ∞
∞
dω′
pi
Im
[
χRJα,Jα(q = 0,ω
′)
]
ω′(ω′ −ω− iη) . (B.19)
Or, par le théorème de Sokhatsky-Weierstrass,
limη→0+
1
ω± iη = P
(
1
ω
)
∓ ipiδ(ω), (B.20)
ce qui donne pour la partie réelle des composantes diagonales du tenseur de conductivité
Re [σα,α(q = 0,ω)] = −
Im
[
χRJα,Jα(q = 0,ω)
]
ω
. (B.21)
De même, pour la partie imaginaire, on soustrayant la partie réelle de la conductivité et
en divisant par i, on a
Im [σα,α(q = 0,ω)] =
1
i
[σα,α(q = 0,ω)− Re [σα,α(q = 0,ω)]] (B.22)
=
1
i
 1
i(ω+ iη)
[
−χRJα,Jα(q = 0,ω)− D
]
+
Im
[
χRJα,Jα(q = 0,ω)
]
ω

(B.23)
= −
 1
(ω+ iη)
[
−χRJα,Jα(q = 0,ω) + χRJα,Jα(q = 0,ω = 0)
]
+ i
Im
[
χRJα,Jα(q = 0,ω)
]
ω
 .
(B.24)
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À fréquence non nulle, on a donc, puisque le terme diamagnétique et donc χRJα,Jα(q =
0,ω = 0) est réel,
Im [σα,α(q = 0,ω 6= 0)] = − 1
ω
[
−χRJα,Jα(q = 0,ω) + χRJα,Jα(q = 0,ω = 0) + i Im
[
χRJα,Jα(q = 0,ω)
]]
.
(B.25)
Ce qui donne finalement
Im [σα,α(q = 0,ω 6= 0)] =
Re
[
χRJα,Jα(q = 0,ω)− χRJα,Jα(q = 0,ω = 0)
]
ω
. (B.26)
Numériquement, la contribution à fréquence ω = 0 sera en fait prise à la plus petite
fréquence considérée, qui est très près de 0 mais pas exactement nulle.
Annexe C
Rotation de Faraday
La démonstration suivante est faite en utilisant les unités cgs. Elle repose grandement
sur celle réalisée dans le matériel supplémentaire de la référence [5].
Imaginant un système où une bicouche de graphène en empilement Bernal AB est placée
entre deux substrats dans le plan (x, y). Une onde électromagnétique est envoyée à incidence
normale sur la bicouche (k = kzˆ).
Dans le substrat, les équations de Maxwell en transformée de Fourier prennent la forme
k×H = −ω
c
D, (C.1)
k× E = ω
c
H, (C.2)
ou, composante par composante, en supposant un matériau linéaire,
kHx = −ωc Dy = −
ω
c
eEy = −ωc n
2Ey, (C.3)
kHy =
ω
c
Dx =
ω
c
eEx =
ω
c
n2Ex, (C.4)
kEx =
ω
c
Hy, (C.5)
kEy = −ωc Hx, (C.6)
avec e la permittivité du substrat et n son indice de réfraction. Comme ckω = n, les
86
87
relations sont compatibles.
De plus, les conditions aux limites stipulent que
H‖2 −H‖1 =
4pi
c
K f × nˆ, (C.7)
avec K f le courant de surface (le courant dans la bicouche de graphène) et nˆ el vecteur
unitaire dans le sens de la normale à l’interface (ici nˆ = pˆ). La notation 1 et 2 signifie
respectivement avant et après l’interface.
Composante par composante, on a
(H2 − H1)x = 4pic Ky =
4pi
c
(σE)y, (C.8)
(H2 − H1)y = −4pic Kx = −
4pi
c
(σE)x, (C.9)
avec σ la conductivité dela bicouche de graphène.
Supposant la polarisation de l’onde incidente purement en xˆ et l’intensité comme l’unité,
c’est-à-dire EI = E0,I xˆ, les champs électriques avant et après l’interface sont donnés par
E2 = E0,Itxxxˆ+ E0,Ityxyˆ, (C.10)
E1 = (E0,I + E0,Irxx)xˆ+ E0,Iryxyˆ, (C.11)
où tij est le coefficient de transmission d’une polarisation linéaire initiale en direction
j qui devient en direction i après avoir traversé l’interface entre les deux milieux, rij le
coefficient de réflexion d’une polarisation linéaire initiale en direction j qui devient en
direction i après avoir été reflétée sur l’interface entre les deux milieux et les indices I , T
et R font référence aux ondes incidente, transmise et réfléchie. On a ainsi pour le champ
magnétique
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H2 = n2(−E0,Ityxxˆ+ E0,Itxxyˆ), (C.12)
H1 = n1(E0,Iryxxˆ+ (E0,I − E0,Irxx)yˆ). (C.13)
Les parties réfléchies ont un signe de différence en raison de l’inversion du sens de la
propagation de l’onde par rapport aux parties incidentes et transmises.
Des conditions limites, on obtient
(−n2E0,Ityx − n1E0,Iryx) = 4pic (σyxE0,Itxx + σyyE0,Ityx), (C.14)
(n2E0,Itxx − n1E0,I + n1E0,Irxx) = −4pic (σxxE0,Itxx + σxyE0,Ityx). (C.15)
De plus, l’onde étant à incidence normale, le champ électrique est entièrement contenu
dans le plan de l’interface. Or, une autre condition de frontière stipule que
E‖1 − E‖2 = 0. (C.16)
Le champ électrique est donc le même des deux côtés de la bicouche ! Chacune des com-
posantes des deux formes étant égales, on trouve pour les composantes x et y respectivement
(−n2tyx − n1tyx = 4pic (σyxtxx + σyytyx), (C.17)
(n2txx − n1 + n1txx − n1) = −4pic (σxxtxx + σxytyx). (C.18)
On déduit donc
txx
(
4pi
c
σyx
)
+ tyx
(
4pi
c
σyy + n2 + n1
)
= 0, (C.19)
txx
(
4pi
c
σxx + n2 + n1
)
+ tyx
(
4pi
c
σxy
)
= 2n1, (C.20)
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et de la première de ces équations, on tire
tyx
txx
= −
4pi
c σyx
4pi
c σyy + n2 + n1
. (C.21)
Or, on peut définir la rotation de Faraday comme le ratio de la polarisation initialement
en x qui a tourné en y après avoir traversé le matériau. On écrit ainsi
tan(θF 1,2) = Re
(
tyx
txx
)
= Re
(
− 4pic σyx
4pi
c σyy + n2 + n1
)
. (C.22)
Annexe D
Eﬀet Kerr
La démonstration suivante est faite en utilisant les unités cgs. Elle repose grandement
sur celle réalisée dans le matériel supplémentaire de la référence [5].
Repartant des équations C.14 et C.15, on peut cette fois-ci isoler les coefficients du tenseur
de transmission
txx = 1+ rxx, (D.1)
tyx = ryx, (D.2)
les équations de continuité du champ magnétique peuvent maintenant être exprimées
comme
−n2ryx − n1ryx = 4pic (σyx + σyxrxx + σyyryx), (D.3)
n2 + n2rxx − n1 + n1rxx = −4pic (σxx + σxxrxx + σxyryx). (D.4)
Factorisant,
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rxx(−4pic σyx) + ryx(−
4pi
c
σyy − n2 − n1) = 4pic σyx, (D.5)
rxx(
4pi
c
σxx + n2 + n1) + ryx(
4pi
c
σxy) = (−4pic σxx − n2 + n1). (D.6)
On en déduit les relations pour les composantes du tenseur de réflexion
rxx =
n21 −
(
n2 + 4pic σxx
) (
n2 + 4pic σyy
)− 4pic (σxx − σyy) + (− 4pic )2 σxyσyx(
n2 + n1 + 4pic σxx
) (
n2 + n1 + 4pic σyy
)− ( 4pic )2 σxyσyx , (D.7)
ryx =
−2n1 4pic σyx(
n2 + n1 + 4pic σxx
) (
n2 + n1 + 4pic σyy
)− ( 4pic )2 σxyσyx . (D.8)
Définissant l’angle de Kerr à partir du ratio de la polarisation initialement selon x qui
est devenue selon y après réflexion
tan(θK 1,2) = Re
(
ryx
rxx
)
= Re
(
−2n1 4pic σyx
n21 −
(
n2 + 4pic σxx
) (
n2 + 4pic σyy
)− 4pic (σxx − σyy) + ( 4pic )2 σxyσyx
)
.
(D.9)
Annexe E
Corrélation courant-courant et conductivité
dans le cas sans interaction
E.1 Cas sans déformation trigonale
L’hamiltonien de la bicouche dans le cadre du modèle à quatre bandes est donné par
HKξ ,σ =

∆− ξ 12∆B − 12σ∆Z ξα0a ξα4a† −γ1
ξα0a† −ξ 12∆B − 12σ∆Z ξα3a ξα4a†
ξα4a ξα3a† ξ 12∆B − 12σ∆Z ξα0a
−γ1 ξα4a ξα0a† ∆+ ξ 12∆B − 12σ∆Z

.
(E.1)
Si on considère un cas polarisé en spin, l’énergie de Zeeman ne devient qu’une translation
en énergie. Elle sera donc omise à partir de maintenant.
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HKξ =

∆− ξ 12∆B ξα0a ξα4a† −γ1
ξα0a† −ξ 12∆B ξα3a ξα4a†
ξα4a ξα3a† ξ 12∆B ξα0a
−γ1 ξα4a ξα0a† ∆+ ξ 12∆B

, (E.2)
ou, en l’absence de déformation trigonale,
HKξ =

∆− ξ 12∆B ξα0a ξα4a† −γ1
ξα0a† −ξ 12∆B 0 ξα4a†
ξα4a 0 ξ 12∆B ξα0a
−γ1 ξα4a ξα0a† ∆+ ξ 12∆B

, (E.3)
avec a et a† les opérateurs d’échelle entre les niveaux de Landau, définis comme
a =
lB√
2h¯
(Px − iPy), (E.4)
a† =
lB√
2h¯
(Px + iPy), (E.5)
avec P = p+ ecA
e, Ae étant le potentiel vecteur associé au champ externe, c’est-à-dire
excluant la réponse du matériau.
En présence d’un champ électromagnétique externe autre que le champ magnétique
donnant naissance aux niveaux de Landau au départ, l’hamiltonien devient
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HKξ =

∆− ξ 12∆B ξα0 lB√2h¯ (Px − iPy + ec (Aex − iAey))
ξα0
lB√
2h¯
(Px + iPy + ec (A
e
x + iAey)) −ξ 12∆B
ξα4
lB√
2h¯
(Px − iPy + ec (Aex − iAey)) ξα3 lB√2h¯ (Px + iPy + ec (Aex + iAey))
−γ1 ξα4 lB√2h¯ (Px − iPy + ec (Aex − iAey))
ξα4
lB√
2h¯
(Px + iPy + ec (A
e
x + iAey)) −γ1
ξα3
lB√
2h¯
(Px − iPy + ec (Aex − iAey)) ξα4 lB√2h¯ (Px + iPy + ec (Aex + iAey))
ξ 12∆B ξα0
lB√
2h¯
(Px − iPy + ec (Aex − iAey))
ξα0
lB√
2h¯
(Px + iPy + ec (A
e
x + iAey)) ∆+ ξ
1
2∆B

. (E.6)
Le courant en couplage minimal à un champ magnétique externe est défini comme
jξ,α = −c
[
∂HKξ
∂Aeα
]
Aeα→0
. (E.7)
La partie sans champ électromagnétique de l’hamiltonien disparait dans la dérivée, ce
qui nous laisse avec
jξ,x = −c

0 ξα0 lB√2h¯
e
c ξα4
lB√
2h¯
e
c 0
ξα0
lB√
2h¯
e
c 0 ξα3
lB√
2h¯
e
c ξα4
lB√
2h¯
e
c
ξα4
lB√
2h¯
e
c ξα3
lB√
2h¯
e
c 0 ξα0
lB√
2h¯
e
c
0 ξα4 lB√2h¯
e
c ξα0
lB√
2h¯
e
c 0

, (E.8)
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jξ,y = −c

0 −iξα0 lB√2h¯ ec iξα4
lB√
2h¯
e
c 0
iξα0 lB√2h¯
e
c 0 −iξα3 lB√2h¯ ec iξα4
lB√
2h¯
e
c
−iξα4 lB√2h¯ ec iξα3
lB√
2h¯
e
c 0 −iξα0 lB√2h¯ ec
0 −iξα4 lB√2h¯ ec iξα0
lB√
2h¯
e
c 0

. (E.9)
Cet opérateur est ensuite traduit dans le langage de la seconde quantification. Dans le
cas sans interaction, il s’agit d’un opérateur à une seule particule. Il s’écrit donc comme
A =
∫
drψ†(r)A(r)ψ(r), (E.10)
où r représente toutes les dépendances possibles, qu’il s’agisse par exemple de position
ou de quantité de mouvement.
On a donc de là
Jξ,α =
1
S
∫
drψ†ξ (r)jξ,α(r)ψξ(r). (E.11)
La forme des spineurs propres est
ψξ(r) =
1
S1/4 ∑N,j,X
e
−i Xy
l2B ϕξ,N,j,X(r)cξ,N,j,X, (E.12)
et ϕξ,N,j,X(r) sont les vecteurs propres de l’hamiltonien sans interaction.
Si l’on considère le cas sans déformation trigonale, les vecteurs propres ont la forme
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ϕξ,N,j,X(r) =

Cξ,N,j,X,1hξ,N−1,j,X(r)
Cξ,N,j,X,2hξ,N,j,X(r)
Cξ,N,j,X,3hξ,N−2,j,X(r)
Cξ,N,j,X,4hξ,N−1,j,X(r)

. (E.13)
Ceci donne pour l’opérateur en seconde quantification
Jξ,x =− cS3/2 ∑N,j,X ∑N′,j′,X′
∫
dre
−i Xy
l2B e
i X
′y
l2B
(
C∗ξ,N,j,X,1h
∗
ξ,N−1,j,X(r) C
∗
ξ,N,j,X,2h
∗
ξ,N,j,X(r) C
∗
ξ,N,j,X,3h
∗
ξ,N−2,j,X(r) C
∗
ξ,N,j,X,4h
∗
ξ,N−1,j,X(r)
)

0 ξα0 lB√2h¯
e
c ξα4
lB√
2h¯
e
c 0
ξα0
lB√
2h¯
e
c 0 ξα3
lB√
2h¯
e
c ξα4
lB√
2h¯
e
c
ξα4
lB√
2h¯
e
c ξα3
lB√
2h¯
e
c 0 ξα0
lB√
2h¯
e
c
0 ξα4 lB√2h¯
e
c ξα0
lB√
2h¯
e
c 0


Cξ,N′,j′,X′,1hξ,N′−1,j′,X′(r)
Cξ,N′,j′,X′,2hξ,N′,j′,X′(r)
Cξ,N′,j′,X′,3hξ,N′−2,j′,X′(r)
Cξ,N′,j′,X′,4hξ,N′−1,j′,X′(r)

c†ξ,N,j,Xcξ,N′,j′,X′ ,
=−
√
3
2
a0
h¯2
e
S3/2 ∑N,j,X ∑N′,j′,X′
∫
dre
−i Xy
l2B e
i X
′y
l2B
(
C∗ξ,N,j,X,1h
∗
ξ,N−1,j,X(r) C
∗
ξ,N,j,X,2h
∗
ξ,N,j,X(r) C
∗
ξ,N,j,X,3h
∗
ξ,N−2,j,X(r) C
∗
ξ,N,j,X,4h
∗
ξ,N−1,j,X(r)
)

0 ξγ0 ξγ4 0
ξγ0 0 ξγ3 ξγ4
ξγ4 ξγ3 0 ξγ0
0 ξγ4 ξγ0 0


Cξ,N′,j′,X′,1hξ,N′−1,j′,X′(r)
Cξ,N′,j′,X′,2hξ,N′,j′,X′(r)
Cξ,N′,j′,X′,3hξ,N′−2,j′,X′(r)
Cξ,N′,j′,X′,4hξ,N′−1,j′,X′(r)

c†ξ,N,j,Xcξ,N′,j′,X′ ,
(E.14)
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Jξ,y =− cS3/2 ∑N,j,X ∑N′,j′,X′
∫
dre
−i Xy
l2B e
i X
′y
l2B
(
C∗ξ,N,j,X,1h
∗
ξ,N−1,j,X(r) C
∗
ξ,N,j,X,2h
∗
ξ,N,j,X(r) C
∗
ξ,N,j,X,3h
∗
ξ,N−2,j,X(r) C
∗
ξ,N,j,X,4h
∗
ξ,N−1,j,X(r)
)

0 −iξα0 lB√2h¯ ec iξα4
lB√
2h¯
e
c 0
iξα0 lB√2h¯
e
c 0 −iξα3 lB√2h¯ ec iξα4
lB√
2h¯
e
c
−iξα4 lB√2h¯ ec iξα3
lB√
2h¯
e
c 0 −iξα0 lB√2h¯ ec
0 −iξα4 lB√2h¯ ec iξα0
lB√
2h¯
e
c 0


Cξ,N′,j′,X′,1hξ,N′−1,j′,X′(r)
Cξ,N′,j′,X′,2hξ,N′,j′,X′(r)
Cξ,N′,j′,X′,3hξ,N′−2,j′,X′(r)
Cξ,N′,j′,X′,4hξ,N′−1,j′,X′(r)

c†ξ,N,j,Xcξ,N′,j′,X′ ,
=−
√
3
2
a0
h¯2
e
S3/2 ∑N,j,X ∑N′,j′,X′
∫
dre
−i Xy
l2B e
i X
′y
l2B
(
C∗ξ,N,j,X,1h
∗
ξ,N−1,j,X(r) C
∗
ξ,N,j,X,2h
∗
ξ,N,j,X(r) C
∗
ξ,N,j,X,3h
∗
ξ,N−2,j,X(r) C
∗
ξ,N,j,X,4h
∗
ξ,N−1,j,X(r)
)

0 −iξγ0 iξγ4 0
iξγ0 0 −iξγ3 iξγ4
−iξγ4 iξγ3 0 −iξγ0
0 −iξγ4 iξγ0 0


Cξ,N′,j′,X′,1hξ,N′−1,j′,X′(r)
Cξ,N′,j′,X′,2hξ,N′,j′,X′(r)
Cξ,N′,j′,X′,3hξ,N′−2,j′,X′(r)
Cξ,N′,j′,X′,4hξ,N′−1,j′,X′(r)

c†ξ,N,j,Xcξ,N′,j′,X′ .
(E.15)
Et donc
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Jξ,x =− ξ
√
3
2
a0
h¯2
e
S3/2 ∑N,j,X ∑N′,j′,X′
∫
dre
−i Xy
l2B e
i X
′y
l2B

γ4h∗ξ,N−1,j,Xhξ,N′−2,j′,X′C
∗
ξ,N,j,X,1Cξ,N′,j′,X′,3 + γ0h
∗
ξ,N−1,j,Xhξ,N′,j′,X′C
∗
ξ,N,j,X,1Cξ,N′,j′,X′,2
+γ0h∗ξ,N,j,Xhξ,N′−1,j′,X′C
∗
ξ,N,j,X,2Cξ,N′,j′,X′,1 + γ3h
∗
ξ,N,j,Xhξ,N′−2,j′,X′C
∗
ξ,N,j,X,2Cξ,N′,j′,X′,3
+γ4h∗ξ,N,j,Xhξ,N′−1,j′,X′C
∗
ξ,N,j,X,2Cξ,N′,j′,X′,4 + γ0h
∗
ξ,N−2,j,Xhξ,N′−1,j′,X′C
∗
ξ,N,j,X,3Cξ,N′,j′,X′,4
+γ4h∗ξ,N−2,j,Xhξ,N′−1,j′,X′C
∗
ξ,N,j,X,3Cξ,N′,j′,X′,1 + γ3h
∗
ξ,N−2,j,Xhξ,N′,j′,X′C
∗
ξ,N,j,X,3Cξ,N′,j′,X′,2
+γ0h∗ξ,N−1,j,Xhξ,N′−2,j′,X′C
∗
ξ,N,j,X,4Cξ,N′,j′,X′,3 + γ4h
∗
ξ,N−1,j,Xhξ,N′,j′,X′C
∗
ξ,N,j,X,4Cξ,N′,j′,X′,2

c†ξ,N,j,Xcξ,N′,j′,X′ ,
(E.16)
Jξ,y =− iξ
√
3
2
a0
h¯2
e
S3/2 ∑N,j,X ∑N′,j′,X′
∫
dre
−i Xy
l2B e
i X
′y
l2B

γ4h∗ξ,N−1,j,Xhξ,N′−2,j′,X′C
∗
ξ,N,j,X,1Cξ,N′,j′,X′,3 − γ0h∗ξ,N−1,j,Xhξ,N′,j′,X′C∗ξ,N,j,X,1Cξ,N′,j′,X′,2
+γ0h∗ξ,N,j,Xhξ,N′−1,j′,X′C
∗
ξ,N,j,X,2Cξ,N′,j′,X′,1 − γ3h∗ξ,N,j,Xhξ,N′−2,j′,X′C∗ξ,N,j,X,2Cξ,N′,j′,X′,3
+γ4h∗ξ,N,j,Xhξ,N′−1,j′,X′C
∗
ξ,N,j,X,2Cξ,N′,j′,X′,4 − γ0h∗ξ,N−2,j,Xhξ,N′−1,j′,X′C∗ξ,N,j,X,3Cξ,N′,j′,X′,4
−γ4h∗ξ,N−2,j,Xhξ,N′−1,j′,X′C∗ξ,N,j,X,3Cξ,N′,j′,X′,1 + γ3h∗ξ,N−2,j,Xhξ,N′,j′,X′C∗ξ,N,j,X,3Cξ,N′,j′,X′,2
+γ0h∗ξ,N−1,j,Xhξ,N′−2,j′,X′C
∗
ξ,N,j,X,4Cξ,N′,j′,X′,3 − γ4h∗ξ,N−1,j,Xhξ,N′,j′,X′C∗ξ,N,j,X,4Cξ,N′,j′,X′,2

c†ξ,N,j,Xcξ,N′,j′,X′ .
(E.17)
Sachant de plus que les fonctions d’onde électroniques sont orthogonales entre elles,
1
S
∫
drh†ξ,N,j,Xhξ,N′,j′,X′ = δN,N′δj,j′δX,X′ , (E.18)
on a
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Jξ,x =− ξ
√
3
2
a0
h¯2
e√
S
∑
N,j,X
∑
N′,j′,X′
δX′,Xδj′,j
γ4δN′,N+1C∗ξ,N,j,X,1Cξ,N′,j′,X′,3 + γ0δN′,N−1C
∗
ξ,N,j,X,1Cξ,N′,j′,X′,2
+γ0δN′−1,NC∗ξ,N,j,X,2Cξ,N′,j′,X′,1 + γ3δN′−2,NC
∗
ξ,N,j,X,2Cξ,N′,j′,X′,3 + γ4δN′−1,NC
∗
ξ,N,j,X,2Cξ,N′,j′,X′,4
+γ0δN′−1,N−2C∗ξ,N,j,X,3Cξ,N′,j′,X′,4 + γ4δN′−1,N−2C
∗
ξ,N,j,X,3Cξ,N′,j′,X′,1 + γ3δN′,N−2C
∗
ξ,N,j,X,3Cξ,N′,j′,X′,2
+γ0δN′−2,N−1C∗ξ,N,j,X,4Cξ,N′,j′,X′,3 + γ4δN′,N−1C
∗
ξ,N,j,X,4Cξ,N′,j′,X′,2

c†ξ,N,j,Xcξ,N′,j′,X′ ,
=− ξ
√
3
2
a0e
h¯2
∑
N,N′,j,X
δN′,N−2
(
γ3C∗ξ,N,j,X,3Cξ,N′,j,X,2
)
+δN′,N−1γ0
(
C∗ξ,N,j,X,1Cξ,N′,j,X,2 + C
∗
ξ,N,j,X,3Cξ,N′,j,X,4
)
+δN′,N−1γ4
(
C∗ξ,N,j,X,3Cξ,N′,j,X,1 + C
∗
ξ,N,j,X,4Cξ,N′,j,X,2
)
+δN′,N+1γ0
(
C∗ξ,N,j,X,2Cξ,N′,j,X,1 + C
∗
ξ,N,j,X,4Cξ,N′,j,X,3
)
+δN′,N+1γ4
(
C∗ξ,N,j,X,1Cξ,N′,j,X,3 + γ4C
∗
ξ,N,j,X,2Cξ,N′,j,X,4
)
+δN′,N+2
(
γ3C∗ξ,N,j,X,2Cξ,N′,j,X,3
)

c†ξ,N,j,Xcξ,N′,j,X′ ,
(E.19)
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Jξ,y =− iξ
√
3
2
a0
h¯2
e√
S
∑
N,j,X
∑
N′,j′,X′
δX′,Xδj′,j
γ4δN′,N+1C∗ξ,N,j,X,1Cξ,N′,j′,X′,3 − γ0δN′,N−1C∗ξ,N,j,X,1Cξ,N′,j′,X′,2
+γ0δN′−1,NC∗ξ,N,j,X,2Cξ,N′,j′,X′,1 − γ3δN′−2,NC∗ξ,N,j,X,2Cξ,N′,j′,X′,3 + γ4δN′−1,NC∗ξ,N,j,X,2Cξ,N′,j′,X′,4
−γ0δN′−1,N−2C∗ξ,N,j,X,3Cξ,N′,j′,X′,4 − γ4δN′−1,N−2C∗ξ,N,j,X,3Cξ,N′,j′,X′,1 + γ3δN′,N−2C∗ξ,N,j,X,3Cξ,N′,j′,X′,2
+γ0δN′−2,N−1C∗ξ,N,j,X,4Cξ,N′,j′,X′,3 − γ4δN′,N−1C∗ξ,N,j,X,4Cξ,N′,j′,X′,2

c†ξ,N,j,Xcξ,N′,j′,X′ ,
=− iξ
√
3
2
a0e
h¯2
∑
N,N′,j,X
δN′,N−2
(
γ3C∗ξ,N,j,X,3Cξ,N′,j,X,2
)
−δN′,N−1γ0
(
C∗ξ,N,j,X,1Cξ,N′,j,X,2 + C
∗
ξ,N,j,X,3Cξ,N′,j,X,4
)
−δN′,N−1γ4
(
C∗ξ,N,j,X,3Cξ,N′,j,X,1 + C
∗
ξ,N,j,X,4Cξ,N′,j,X,2
)
+δN′,N+1γ0
(
C∗ξ,N,j,X,2Cξ,N′,j,X,1 + C
∗
ξ,N,j,X,4Cξ,N′,j,X,3
)
+δN′,N+1γ4
(
C∗ξ,N,j,X,1Cξ,N′,j,X,3 + C
∗
ξ,N,j,X,2Cξ,N′,j,X,4
)
−δN′,N+2
(
γ3C∗ξ,N,j,X,2Cξ,N′,j,X,3
)

c†ξ,N,j,Xcξ,N′,j,X.
(E.20)
On définit l’opérateur densité
ρξ,N,N′,j,j′(q) =
1
Nϕ
∑
X,X′
e
i
2 qx(X+X
′)c†ξ,N,j,Xcξ,N′,j′,X′δX,X′+qy l2B , (E.21)
ou, à vecteur d’onde nul,
ρξ,N,N′,j,j′(0) =
1
Nϕ
∑
X,X′
c†ξ,N,j,Xcξ,N′,j′,X′δX,X′ , (E.22)
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ainsi que
Λξ,N,N′,j,j′,x =

δN′,N−2γ3
(
C∗ξ,N,j,X,3Cξ,N′,j′,X′,2
)
+δN′,N−1γ0
(
C∗ξ,N,j,X,1Cξ,N′,j′,X′,2 + C
∗
ξ,N,j,X,3Cξ,N′,j′,X′,4
)
+δN′,N−1γ4
(
C∗ξ,N,j,X,3Cξ,N′,j′,X′,1 + C
∗
ξ,N,j,X,4Cξ,N′,j′,X′,2
)
+δN′,N+1γ0
(
C∗ξ,N,j,X,2Cξ,N′,j′,X′,1 + C
∗
ξ,N,j,X,4Cξ,N′,j′,X′,3
)
+δN′,N+1γ4
(
C∗ξ,N,j,X,1Cξ,N′,j′,X′,3 + C
∗
ξ,N,j,X,2Cξ,N′,j′,X′,4
)
+δN′,N+2γ3
(
C∗ξ,N,j,X,2Cξ,N′,j′,X′,3
)

, (E.23)
Λξ,N,N′,j,j′,y =

δN′,N−2γ3
(
C∗ξ,N,j,X,3Cξ,N′,j′,X′,2
)
−δN′,N−1γ0
(
C∗ξ,N,j,X,1Cξ,N′,j′,X′,2 + C
∗
ξ,N,j,X,3Cξ,N′,j′,X′,4
)
−δN′,N−1γ4
(
C∗ξ,N,j,X,3Cξ,N′,j′,X′,1 + C
∗
ξ,N,j,X,4Cξ,N′,j′,X′,2
)
+δN′,N+1γ0
(
C∗ξ,N,j,X,2Cξ,N′,j′,X′,1 + C
∗
ξ,N,j,X,4Cξ,N′,j′,X′,3
)
+δN′,N+1γ4
(
C∗ξ,N,j,X,1Cξ,N′,j′,X′,3 + C
∗
ξ,N,j,X,2Cξ,N′,j′,X′,4
)
−δN′,N+2γ3
(
C∗ξ,N,j,X,2Cξ,N′,j′,X′,3
)

. (E.24)
Si on note ρξ,N,N′,j,j = ρξ,N,N′,j, les opérateurs courant dans une vallée peuvent être
réécrits à partir de l’opérateur densité comme
Jξ,x =− ξ
√
3
2
a0e
h¯2
∑
N,N′,j
Λξ,N,N′,j,xρξ,N,N′,j(0), (E.25)
Jξ,y =− ξ
√
3
2
a0e
h¯2
∑
N,N′,j
Λξ,N,N′,j,yρξ,N,N′,j(0). (E.26)
Le courant total est donné par la somme des contributions sur les deux vallées.
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Jx =∑
ξ
Jξ,x = −∑
ξ
ξ
√
3
2
a0e
h¯2
∑
N,N′,j
Λξ,N,N′,j,xρξ,N,N′,j(0), (E.27)
Jy =∑
ξ
Jξ,y = −∑
ξ
ξ
√
3
2
a0e
h¯2
∑
N,N′,j
Λξ,N,N′,j,yρξ,N,N′,j(0). (E.28)
On peutmaintenant construire les corrélations courant-courant à partir de ces opérateurs.
On la définit telle que
χJα,Jβ(τ) = −
1
h¯S
〈TJα(τ)Jβ(0)〉. (E.29)
On insère l’expression du courant dans la corrélation courant-courant,
χJα,Jβ(τ) = −
3
4
(
a0e
h¯2
)2
∑
ξ,ξ ′
∑
N,N′,M,M′,j,j′
Λξ,N,N′,j,αΛξ ′,M,M′,j′,β〈Tρξ,N,N′,j(0, τ)ρξ ′,M,M′,j′(0, 0)〉,
(E.30)
qui peut être réécrite en fonction des corrélation densité-densité
χJα,Jβ(τ) =
3
4
(
a0e
h¯2
)2
∑
ξ,ξ ′
∑
N,N′,M,M′,j,j′
Λξ,N,N′,j,αΛξ ′,M,M′,j′,βχξ,ξ ′,N,N′,M,M′,j,j′(0, τ), (E.31)
avec
χξ,ξ ′,N,N′,M,M′,j,j′(0, τ) = −Nϕ〈Tρξ,N,N′,j(0, τ)ρξ ′,M,M′,j′(0, 0)〉. (E.32)
On cherchera à solutionner en écrivant une équation différentielle.
Afin de réduire un peu le nombre d’indices, puisque les niveaux de Landau N et N′
sont situés dans la même bande et de même pour M et M′, on définit les superindices
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n = {N, j}, (E.33)
n′ = {N′, j}, (E.34)
m = {M, j′}, (E.35)
m′ = {M′, j′}, (E.36)
ce qui permet de réécrire
χξ,ξ ′,n,n′,m,m′(0, τ) = −Nϕ〈Tρξ,n,n′(0, τ)ρξ ′,m,m′(0, 0)〉. (E.37)
Prenant la dérivée par rapport au temps imaginaire τ et supposant des états stationnaires
indépendants du temps,
∂
∂τ
χξ,ξ ′,n,n′,m,m′(0, τ) =− Nϕ ∂∂τ 〈Tρξ,n,n′(0, τ)ρξ ′,m,m′(0, 0)〉
=− Nϕ ∂
∂τ
(〈ρξ,n,n′(0, τ)ρξ ′,m,m′(0, 0)〉θ(τ) + 〈ρξ ′,m,m′(0, 0)ρξ,n,n′(0, τ)〉θ(−τ))
=− Nϕ
(
〈 ∂
∂τ
(
ρξ,n,n′(0, τ)
)
ρξ ′,m,m′(0, 0)〉θ(τ) + 〈ρξ,n,n′(0, τ)ρξ ′,m,m′(0, 0)〉 ∂∂τ θ(τ)
)
−Nϕ
(
〈ρξ ′,m,m′(0, 0) ∂∂τ
(
ρξ,n,n′(0, τ)
)〉θ(−τ) + 〈ρξ ′,m,m′(0, 0) ∂∂τ ρξ,n,n′(0, τ)〉 ∂∂τ θ(−τ)
)
=− Nϕ
(
〈 ∂
∂τ
(
ρξ,n,n′(0, τ)
)
ρξ ′,m,m′(0, 0)〉θ(τ) + 〈ρξ,n,n′(0, τ)ρξ ′,m,m′(0, 0)〉δ(τ)
)
−Nϕ
(
〈ρξ ′,m,m′(0, 0) ∂∂τ
(
ρξ,n,n′(0, τ)
)〉θ(−τ)− 〈ρξ ′,m,m′(0, 0) ∂∂τ ρξ,n,n′(0, τ)〉δ(τ)
)
=− Nϕ〈T ∂
∂τ
(
ρξ,n,n′(0, τ)
)
ρξ ′,m,m′(0, 0)〉
−Nϕ〈T ∂
∂τ
〈[ρξ,n,n′(0, τ), ρξ ′,m,m′(0, 0)]〉δ(τ).
(E.38)
Réécrivant les opérateurs densité en fonction des opérateurs de création et d’annihilation,
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∂
∂τ
χξ,ξ ′,n,n′,m,m′(0, τ) =− 1Nϕ ∑X,X′
〈T ∂
∂τ
(
c†ξ,n,X(0, τ)cξ,n′,X(0, τ)
)
c†ξ ′,m,X′(0, 0)cξ ′,m′,X′(0, 0)〉
− 1
Nϕ
∑
X,X′
〈
[
c†ξ,n,X(0, τ)cξ,n′,X(0, τ), c
†
ξ ′,m,X′(0, 0)cξ ′,m′,X′(0, 0)
]
〉δ(τ)
=− 1
Nϕ
∑
X,X′
〈T ∂
∂τ
(
c†ξ,n,X(0, τ)cξ,n′,X(0, τ)
)
c†ξ ′,m,X′(0, 0)cξ ′,m′,X′(0, 0)〉
− 1
Nϕ
∑
X,X′
〈
[
c†ξ,n,X(0, 0)cξ,n′,X(0, 0), c
†
ξ ′,m,X′(0, 0)cξ ′,m′,X′(0, 0)
]
〉δ(τ).
(E.39)
On calcule de plus les dérivées temporelles en se servant de
∂
∂τ
ρξ,n,n′(0, τ) =
1
h¯
[
H, ρξ,n,n′(0, τ)
]
. (E.40)
Spposant l’hamiltonien comme indépendant du temps (limite thermodynamique),
ρξ,n,n′(0, τ) = e
Hτ
h¯ ρξ,n,n′(0, 0)e−
Hτ
h¯ (E.41)
et donc
∂
∂τ
ρξ,n,n′(0, τ) =
1
h¯
e
Hτ
h¯
[
H, ρξ,n,n′(0, 0)
]
e−
Hτ
h¯ , (E.42)
avec l’hamiltonien donné par
H = ∑
ξ,n,X
Eξ,nc†ξ,n,Xcξ,n,X. (E.43)
Explicitant les opérateurs densité,
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∂
∂τ
ρξ,n′,n′′(0, τ) =
1
h¯Nϕ
∑
ξ ′,n,X,X′
En
[
c†ξ ′,n,Xcξ ′,n,X, c
†
ξ,n′,X′cξ,n′′,X′
]
. (E.44)
Utilisant les propriétés des commutateurs, on a
[
c†ξ,n,Xcξ,n′,X′ , c
†
ξ ′,m,Ycξ ′,m′,Y′
]
=c†ξ,n,X
[
cξ,n′,X′ , c†ξ ′,m,Ycξ ′,m′,Y′
]
+
[
c†ξ,n,X, c
†
ξ ′,m,Ycξ ′,m′,Y′
]
cξ,n′,X′
=c†ξ,n,Xc
†
ξ ′,m,Y
[
cξ,n′,X′ , cξ ′,m′,Y′
]
+ c†ξ,n,X
[
cξ,n′,X′ , c†ξ ′,m,Y
]
cξ ′,m′,Y′
+c†ξ ′,m,Y
[
c†ξ,n,X, cξ ′,m′,Y′
]
cξ,n′,X′ +
[
c†ξ,n,X, c
†
ξ ′,m,Y
]
cξ ′,m′,Y′cξ,n′,X′ ,
(E.45)
et
{
cξ,n,X, cξ ′,n′,X′
}
=
{
c†ξ,n,X, c
†
ξ ′,n′,X′
}
= 0 (E.46){
c†ξ,n,X, cξ ′,n′,X′
}
=δX,X′δn,n′δξ,ξ ′ , (E.47)
[
cξ,n,X, cξ ′,n′,X′
]
=cξ,n,Xcξ ′,n′,X′ − cξ ′,n′,X′cξ,n,X = −2cξ ′,n′,X′cξ,n,X = 2cξ,n,Xcξ ′,n′,X′ , (E.48)[
c†ξ,n,X, c
†
ξ ′,n′,X′
]
=c†ξ,n,Xc
†
ξ ′,n′,X′ − c†ξ ′,n′,X′c†ξ,n,X = −2c†ξ ′,n′,X′c†ξ,n,X = 2c†ξ,n,Xc†ξ ′,n′,X′ , (E.49)[
c†ξ,n,X, cξ ′,n′,X′
]
=c†ξ,n,Xcξ ′,n′,X′ − cξ ′,n′,X′c†ξ,n,X = −2cξ ′,n′,X′c†ξ,n,X + δX,X′δn,n′δξ,ξ ′ (E.50)
=2c†ξ,n,Xcξ ′,n′,X′ − δX,X′δn,n′δξ,ξ ′ . (E.51)
Donc
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[
c†ξ,n,Xcξ,n′,X′ , c
†
ξ ′,m,Ycξ ′,m′,Y′
]
=c†ξ,n,X
[
cξ,n′,X′ , c†ξ ′,m,Ycξ ′,m′,Y′
]
+
[
c†ξ,n,X, c
†
ξ ′,m,Ycξ ′,m′,Y′
]
cξ,n′,X′
=c†ξ,n,Xc
†
ξ ′,m,Y2cξ,n′,X′cξ ′,m′,Y′
+c†ξ,n,X
(
−2c†ξ ′,m,Ycξ,n′,X′ + δX′,Yδn′,mδξ,ξ ′
)
cξ ′,m′,Y′
+c†ξ ′,m,Y
(
2c†ξ,n,Xcξ ′,m′,Y′ − δX,Y′δn,m′δξ,ξ ′
)
cξ,n′,X′
−2c†ξ ′,m,Yc†ξ,n,Xcξ ′,m′,Y′cξ,n′,X′
=c†ξ,n,Xcξ ′,m′,Y′δX′,Yδn′,mδξ,ξ ′ − c†ξ ′,m,Ycξ,n′,X′δX,Y′δn,m′δξ,ξ ′ .
(E.52)
Dans le cas X = X′ et Y = Y′ comme on a dans l’équation à solutionner,
[
c†ξ,n,Xcξ,n′,X, c
†
ξ ′,m,Ycξ ′,m′,Y
]
=δX,Yδξ,ξ ′
(
c†ξ,n,Xcξ ′,m′,Yδn′,m − c†ξ ′,m,Ycξ,n′,Xδn,m′
)
. (E.53)
On a ainsi pour les deux commutateurs de l’équation différentielle
〈T ∂
∂τ
(
c†ξ,n,X(0, τ)cξ,n′,X(0, τ)
)
c†ξ ′,m,X′(0, 0)cξ ′,m′,X′(0, 0)〉
=
1
h¯
〈T
[
H, c†ξ,n,X(0, τ)cξ,n′,X(0, τ)
]
c†ξ ′,m,X′(0, 0)cξ ′,m′,X′(0, 0)〉
=
1
h¯ ∑
ξ ′′,l,Y
Eξ ′′,l〈T
[
c†ξ ′′,l,Ycξ ′′,l,Y, c
†
ξ,n,X(0, τ)cξ,n′,X(0, τ)
]
c†ξ ′,m,X′(0, 0)cξ ′,m′,X′(0, 0)〉
=
1
h¯ ∑
ξ ′′,l,Y
Eξ ′′,lδX,Yδξ ′′,ξ〈T
(
c†ξ ′′,l,Ycξ,n′,Xδl,n − c†ξ,n,Xcξ ′′,l,Yδl,n′
)
c†ξ ′,m,X′(0, 0)cξ ′,m′,X′(0, 0)〉
=
1
h¯
(
Eξ,n − Eξ,n′
) 〈Tc†ξ,n,Xcξ,n′,Xc†ξ ′,m,X′(0, 0)cξ ′,m′,X′(0, 0)〉,
(E.54)
et
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[
c†ξ,n,X(0, 0)cξ,n′,X(0, 0), c
†
ξ ′,m,X′(0, 0)cξ ′,m′,X′(0, 0)
]
=δX,X′δξ,ξ ′
(
c†ξ,n,Xcξ ′,m′,X′δn′,m − c†ξ ′,m,X′cξ,n′,Xδn,m′
)
,
(E.55)
ce qui donne pour l’équation différentielle de la fonction de corrélation densité-densité
∂
∂τ
χξ,ξ ′,n,n′,m,m′(0, τ) =− 1Nϕ ∑X,X′
1
h¯
(
Eξ,n − Eξ,n′
) 〈Tc†ξ,n,Xcξ,n′,Xc†ξ ′,m,X′(0, 0)cξ ′,m′,X′(0, 0)〉
− 1
Nϕ
∑
X,X′
〈δX,X′δξ,ξ ′
(
c†ξ,n,Xcξ ′,m′,X′δn′,m − c†ξ ′,m,X′cξ,n′,Xδn,m′
)
〉δ(τ)
=
1
h¯
(
Eξ,n − Eξ,n′
)
χξ,ξ ′,n,n′,m,m′(0, τ)
+
1
Nϕ
∑
X
δξ,ξ ′
(
〈c†ξ ′,m,Xcξ,n′,X〉δn,m′ − 〈c†ξ,n,Xcξ ′,m′,X〉δn′,m
)
δ(τ).
(E.56)
Dans le cas sans interaction, il ne peut pas y avoir de cohérence entre niveaux différents.
Les opérateurs de création et d’annihilation deux à deux dans les moyennes doivent donc
nécessairement être sur lesmêmes niveaux et dans lamême vallée. L’effet du δξ,ξ ′ est appliqué,
mais le delta lui-même ne pouvant disparaître que dans une somme, il est conservé. De là,
∂
∂τ
χξ,ξ ′,n,n′,m,m′(0, τ) =
1
h¯
(
Eξ,n − Eξ,n′
)
χξ,ξ ′,n,n′,m,m′(0, τ)
+
1
Nϕ
∑
X
δξ,ξ ′
(
〈c†ξ ′,m,Xcξ,n′,X〉 − 〈c†ξ,n,Xcξ ′,m′,X〉
)
δn′,mδn,m′δ(τ)
=
1
h¯
(
Eξ,n − Eξ,n′
)
χξ,ξ ′,n,n′m,m′(0, τ)
+
(〈ρξ,m,n′〉 − 〈ρξ,n,m′〉) δξ,ξ ′δn′,mδn,m′δ(τ).
(E.57)
Le temps imaginaire est le conjugué de fréquences discrètes, appelées fréquences de
Matsubara, par une transformée de Fourier en temps imaginaire de la forme
108
χξ,ξ ′,l,l′,m,m′(0, τ) =
1
βh¯∑n
e−iΩnτχξ,ξ ′,l,l′,m,m′(0,Ωn), (E.58)
χξ,ξ ′,l,l′,m,m′(0,Ωn) =
∫ βh¯
0
dτeiΩnτχξ,ξ ′,l,l′,m,m′(0, τ), (E.59)
avec Ωn = 2npiβh¯ les fréquences de Matsubara fermioniques.
De là, multipliant l’équation E.57 par eiΩnτ et intégrant par rapport à τ,
∫ βh¯
0
dτeiΩnτ
∂
∂τ
χξ,ξ ′,l,l′,m,m′(0, τ) =
∫ βh¯
0
dτeiΩnτ
1
h¯
(
Eξ,l − Eξ,l′
)
χξ,ξ ′,l,l′,m,m′(0, τ)
+
∫ βh¯
0
dτeiΩnτ
(〈ρξ,m,l′〉 − 〈ρξ,l,m′〉) δξ,ξ ′δl′,mδl,m′δ(τ),
(E.60)
[
eiΩnτχξ,ξ ′,l,l′,m,m′(0, τ)
]βh¯
0
− iΩn
∫ βh¯
0
dτeiΩnτχξ,ξ ′,l,l′,m,m′(0, τ) =
1
h¯
(
Eξ,l − Eξ,l′
)
χξ,ξ ′,l,l′,m,m′(0,Ωn)
+
(〈ρξ,m,l′〉 − 〈ρξ,l,m′〉) δξ,ξ ′δl′,mδl,m′ ,
(E.61)
(−ih¯Ωn − (Eξ,l − Eξ,l′)) χξ,ξ ′,l,l′,m,m′(0,Ωn) = (〈ρξ,m,l′〉 − 〈ρξ,l,m′〉) δξ,ξ ′δl′,mδl,m′ , (E.62)
χξ,ξ ′,l,l′,m,m′(0,Ωn) =
(〈ρξ,m,l′〉 − 〈ρξ,l,m′〉) δξ,ξ ′δl′,mδl,m′(−ih¯Ωn − (Eξ,l − Eξ,l′)) . (E.63)
Replaçant l’expression de la corrélation densité densité dans la corrélation courant
courant, appliquant les deltas,
χJα,Jβ(iΩn) =
3
4
(
a0e
h¯2
)2
∑
ξ
∑
l,l′
Λξ,l,l′,αΛξ,l′,l,β
(〈ρξ,l′,l′〉 − 〈ρξ,l,l〉)(−ih¯Ωn − (Eξ,l − Eξ,l′)) . (E.64)
Le passage des fréquences de Matsubara vers les fréquences réelles s’effectue par le
prolongement analytique. Comme on s’intéresse à la fonction retardée, celui-ci consiste en
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iΩn → limη→0+ ω+ iη. (E.65)
Ceci donne
χRJα,Jβ(ω) =
3
4
(
a0e
h¯2
)2
∑
ξ
∑
l,l′
Λξ,l,l′,αΛξ,l′,l,β
(〈ρξ,l′,l′〉 − 〈ρξ,l,l〉)(−h¯ω− iη − (Eξ,l − Eξ,l′)) , (E.66)
qu’on peut réécrire
χRJα,Jβ(ω) = −
3
4
(
a0e
h¯2
)2
∑
ξ
∑
l,l′
Λξ,l,l′,αΛξ,l′,l,β
(〈ρξ,l′,l′〉 − 〈ρξ,l,l〉)(
h¯ω+ iη − (Eξ,l′ − Eξ,l)) . (E.67)
Le prolongement suppose que η est infinitésimal. Cependant, c’est ce terme qui simule
l’effet du désordre dans nos simulations. Ce n’est ainsi pas vrai en pratique que η est
infinitésimal. Le prolongement est approximatif. De plus, l’amplitude des résonnances
dépend de la valeur de ce terme puisqu’il est lié à la dissipation. Plus η est grand, moins les
résonnances seront intenses.
La conductivité est reliée à la corrélation courant-courant par
Re[σα,α(q = 0,ω)] = −
Im[χRJα,Jα(q = 0,ω)]
ω
, (E.68)
Im[σα,α(q = 0,ω)] =
Re[χRJα,Jα(q = 0,ω)− χRJα,Jα(q = 0, 0)]
ω
, (E.69)
σα,β(q = 0,ω) =
1
i(ω+ iη)
χRJα,Jβ(q = 0,ω)α 6=β. (E.70)
110
E.2 Cas avec déformation trigonale
Les vecteurs propres du cas avec avec déformation trigonale ne peuvent pas être exprimés
analytiquement. Cependant, on peut les écrire en fonction de ceux sans déformation trigonale
et d’une matrice de transformation U permettant de changer de base, telle que HU = UE
avec H l’hamiltonien avec déformation trigonale. On peut ainsi écrire les opérateurs de
création et d’annihilation de la base avec déformation en fonction de celle sans déformation
en sachant que celui-ci ne couple pas les différents centres d’orbite et les vallées
dξ,i,X =∑
m
(U†)ξ,i,mcξ,m,X, (E.71)
d†ξ,i,X =∑
m
c†ξ,m,XUξ,m,i, (E.72)
avec i un super indice remplaçant les indices N et j, respectivement de niveau de Landau
et de bande.
Inversement
cξ,i,X =∑
m
Uξ,i,mdξ,m,X, (E.73)
c†ξ,i,X =∑
m
d†ξ,m,X(U
†)ξ,m,i. (E.74)
Se rappelant de la forme des spineurs propres dans la base sans déformation trigonale,
ψξ(r) =
1
S1/4 ∑i,X
e
−i Xy
l2B ϕξ,i,X(r)cξ,i,X. (E.75)
On peut effectuer un changement de base pour l’exprimer plutôt dans la base avec
déformation trigonale. On a alors
ψξ(r) =
1
S1/4 ∑i,X
e
−i Xy
l2B ϕξ,i,X(r)∑
m
Uξ,i,mdξ,m,X. (E.76)
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Remplaçant dans l’expression du courant,
Jξ,α =
1
S
∫
drψ†ξ,γ3=0(r)U
†
ξ jξ,α(r)Uξψξ,γ3=0(r)
=
1
S3/2 ∑X,X′
∑
k,l
∑
n,m
∫
dre
i Xy
l2B ϕ†ξ,k,X(r)d
†
ξ,n,XU
†
ξ,n,k jξ,α(r)e
−i X′y
l2B ϕξ,l,X′(r)Uξ,l,mdξ,m,X′
=
1
S3/2 ∑X,X′
∑
k,l
∑
n,m
[∫
dre
−i (X′−X)y
l2B ϕ†ξ,k,X(r)ϕξ,l,X′(r)
]
U†ξ,n,k jξ,α(r)Uξ,l,md
†
ξ,n,Xdξ,m,X′ .
(E.77)
De là, par l’orthogonalité des vecteurs propres de l’hamiltonien,
1√
S
∫
dre
−i (X′−X)y
l2B ϕ†ξ,k,X(r)jξ,αϕξ,l,X′(r) = Λξ,k,l,αδX,X′ , (E.78)
et donc
Jξ,α = ∑
X,X′
∑
k,l
∑
n,m
U†ξ,n,kΛξ,k,l,αUξ,l,md
†
ξ,n,Xdξ,m,X′δX,X′
= Nϕ∑
k,l
∑
n,m
U†ξ,n,kΛξ,k,l,αUξ,l,mρξ,n,m,
(E.79)
avec
ρξ,n,m =
1
Nϕ
∑
X,X′
d†ξ,n,Xdξ,m,X′δX,X′ . (E.80)
Définissant de plus la matrice
Γξ,n,m,α =∑
k,l
U†ξ,n,kΛξ,k,l,αUξ,l,m, (E.81)
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comme la matrice Λ changée de base, on obtient alors une forme similaire au cas sans
déformation trigonale, la seule différence étant que ce ne sont pas tous les termes qui sont
exprimables analytiquement.
Jξ,α = Nϕ∑
n,m
Γξ,n,m,αρξ,n,m. (E.82)
Le reste de la démarche est identique à celle du cas sans déformation trigonale.
On trouve pour la corrélation courant-courant
χJα,Jβ(τ) =
3
4
(
a0e
h¯2
)2
∑
ξ
∑
n,m
Γξ,n,m,αΓξ,m,n,β
(〈ρξ,m,m〉 − 〈ρξ,n,n〉)(−ih¯Ωn − (Eξ,n − Eξ,m)) . (E.83)
où la seule différence est que les coefficients Γ ont remplacé ceux Λ utilisés dans le cas
sans déformation trigonale.
Après prolongement analytique, on arrive à
χRJα,Jβ(ω) = −
3
4
(
a0e
h¯2
)2
∑
ξ
∑
n,m
Γξ,n,m,αΓξ,m,n,β
(〈ρξ,m,m〉 − 〈ρξ,n,n〉)(
h¯ω+ iη − (Eξ,m − Eξ,n)) . (E.84)
Annexe F
Absorption et rotation de la polarisation avec
déformation trigonale
Les figures F.1 et F.2 illustrent respectivement l’absorption du cas sans interaction
mais avec déformation trigonale pour une polarisation respectivement circulaire droite et
circulaire gauche pour des valeurs du biais électrique prises dans la plage correspondant
à la première moitié du dôme de cohérence du cas avec interaction. Les valeurs de biais
choisies sont les mêmes que celles prises dans les différentes phases avec interaction.
Les figures F.3, F.4 et F.5 illustrent elles l’absorption à une polarisation linéaire en x et à
des polarisation circulaires droite et gauche pour des valeurs de biais prises dans la plage
correspondant à la deuxième moitié de dôme de cohérence du cas avec interaction.
Les figures F.6 et F.8 montrent elles respectivement la rotation de Faraday et l’effet Kerr
magnéto-optique pour des valeurs de biais prises dans la plage correspondant à la première
moitié du dôme de cohérence, alors que les figures F.7 et F.9 représentent la même chose
pour des valeurs de biais prises dans la plage correspondant à la deuxième moitié du dôme
de cohérence.
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Figure F.1 Absorption d’une polarisation circulaire droite dans le cas sans interaction avec
B = 10, 0 T, δ = 0, 05 meV et ν = 1 à bas biais électrique avec déformation
trigonale.
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Figure F.2 Absorption d’une polarisation circulaire gauche dans le cas sans interaction avec
B = 10, 0 T, δ = 0, 05 meV et ν = 1 à bas biais électrique avec déformation
trigonale.
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Figure F.3 Absorption d’une polarisation en direction x dans le cas sans interaction avec
B = 10, 0 T, δ = 0, 05 meV et ν = 1 à haut biais électrique avec déformation
trigonale.
-5e+06
 0
 5e+06
 1e+07
 1.5e+07
 2e+07
 2.5e+07
 3e+07
 3.5e+07
 4e+07
 0.2  0.4  0.6  0.8  1  1.2  1.4
P d
/E
02
 (C
2 /
Js
)
Énergie du photon (e2/κl)
ΔB = 6,1448 (e2/κl)ΔB = 5,5948 (e2/κl)ΔB = 5,2448 (e2/κl)ΔB = 5,1448 (e2/κl)ΔB = 4,8448 (e2/κl)ΔB = 4,6448 (e2/κl)
Figure F.4 Absorption d’une polarisation circulaire droite dans le cas sans interaction avec
B = 10, 0 T, δ = 0, 05 meV et ν = 1 à haut biais électrique avec déformation
trigonale.
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Figure F.5 Absorption d’une polarisation circulaire gauche dans le cas sans interaction avec
B = 10, 0 T, δ = 0, 05 meV et ν = 1 à haut biais électrique avec déformation
trigonale.
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Figure F.6 Rotation de Faraday dans le cas sans interaction avec B = 10, 0 T, δ = 0, 05meV et
ν = 1 à bas biais électrique avec déformation trigonale.
117
-0.25
-0.2
-0.15
-0.1
-0.05
 0
 0.05
 0.1
 0.15
 0.2
 0.25
 0.3
 0.2  0.4  0.6  0.8  1  1.2  1.4
θ F 
(r
ad
)
Énergie du photon (e2/κl)
ΔB = 6,1448 (e2/κl)ΔB = 5,5948 (e2/κl)ΔB = 5,2448 (e2/κl)ΔB = 5,1448 (e2/κl)ΔB = 4,8448 (e2/κl)ΔB = 4,6448 (e2/κl)
Figure F.7 Rotation de Faraday dans le cas sans interaction avec B = 10, 0 T, δ = 0, 05meV et
ν = 1 à haut biais électrique avec déformation trigonale.
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Figure F.8 Effet Kerr magnéto-optique dans le cas sans interaction avec B = 10, 0 T, δ = 0, 05
meV et ν = 1 à bas biais électrique avec déformation trigonale.
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Figure F.9 Effet Kerr magnéto-optique dans le cas sans interaction avec B = 10, 0 T, δ = 0, 05
meV et ν = 1 à haut biais électrique avec déformation trigonale.
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