Abstract. We study the path category of an inverse semigroup admitting unique maximal idempotents and give an abstract characterization of the inverse semigroups arising from zigzag maps on a left cancellative category. As applications we show that every inverse semigroup is Morita equivalent to an inverse semigroup of zigzag maps and hence the class of Cuntz-Krieger C * -algebras of singly aligned categories include the tight C * -algebras of all countable inverse semigroups, up to Morita equivalence.
Introduction
Inverse semigroups have played a role of increasing prominence in the study of C * -algebras, particularly in the study of graph algebras and their generalizations. If Γ is a directed graph, then the graph C * -algebra C * (Γ) is generated by a collection of partial isometries coming from the category of finite paths in Γ.
Those partial isometries also generate the graph inverse semigroup S Γ defined by Ash and Hall in [2] . Jones and Lawson characterized graph inverse semigroups as combinatorial proper Perrot semigroups [8] . In particular they showed how to recover the path category of a graph from such a semigroup. To construct the category, it is crucial that every nonzero idempotent lies beneath a unique maximal idempotent.
In this paper, we study zigzag inverse semigroups ZM(C) that arise from zigzag maps on a left cancellative category C. We show that ZM(C) admits unique maximal idempotents and that one can recover C as the path category of the semigroup. In Theorem 5.11 the zigzag inverse semigroups are characterized as the inverse semigroups S with zero satisfying three axioms:
(Z1) S admits unique maximal idempotents, (Z2) The paths in S generate S, and (Z3) S is right reductive on domain paths. The final condition is motivated by work of Cherubini and Petrich on the inverse hull of a right cancellative semigroup [4] . Briefly, (Z3) requires that, for s, t ∈ S, if sx = tx for all x in a suitable subset of S (depending on s and t), then s = t; see Definition 5.1 for details.
Zigzag inverse semigroups appeared in Spielberg's construction of the C * -algebra of a category of paths [10] and more recently in the construction due to Bédos, Kaliszewski, Quigg, and Spielberg of the C * -algebra of a left cancellative small category [3] . Exel and Steinberg [6] have recently studied a related and even more general class of semigroups, though that construction is not considered in this paper.
As an application of our characterization, we show that every inverse semigroup is Morita equivalent to ZM(C) for some left cancellative category C. It follows by a result of Steinberg that the class of Cuntz-Krieger C * -algebras associated with singly aligned left cancellative categories in [3] includes the tight C * -algebras of all countable inverse semigroups up to Morita equivalence.
Preliminaries
An inverse semigroup is a semigroup S such that for each s in S there exists a unique s * in S such that s = ss * s and s * = s * ss * .
The set of idempotents of S, denoted E(S), is a commutative subsemigroup of S. The natural partial order is defined on S by s ≤ t if and only if s = te for some e ∈ E(S). Green's relations take an especially nice form for inverse semigroups: we have s L t if and only if s * s = t * t, s R t if and only if ss * = tt * , and H = L ∩ R. Moreover, s D t if and only if there exists a, b ∈ S such that a * a = t * t, aa * = s * s, b * b = tt * , bb * = ss * , and t = b * sa. For e, f ∈ E(S) we have e D f if and only if there exists a ∈ S with e = a * a and f = aa * . The most important example of an inverse semigroup is the semigroup I(X) of partial bijections on a set X. If g ∈ I(X) with domain A and range B and f ∈ I(X) with domain C and range D, then the product f g is the composition of the functions on the largest possible domain. That is, f g is the bijection of g −1 (B ∩ C) onto f (B ∩ C). The map with empty domain is denoted by 0. The inverse of f in I(X) is given by f −1 . For any positive integer n, let I n = I({1, 2, . . . , n}).
We will use the following conventions for a small category C. The objects of C are denoted C 0 . There are maps r, s : C → C 0 called the range and source maps. For α, β ∈ C, the product αβ is defined if and only if s(α) = r(β). For α ∈ C, we write αC = {αβ : β ∈ C and s(α) = r(β)}. Finally, C is left cancellative if for any α, β, γ ∈ C with s(α) = r(β) and s(α) = r(γ), αβ = αγ implies that β = γ. We use LCSC for a left cancellative small category.
There is an equivalence relation on a LCSC C defined by γ 1 ∼ γ 2 if and only if γ 1 = γ 2 λ for some invertible λ. It is shown on page 5 of [3] that
One natural example of a left cancellative category is the path category of a directed graph. A directed graph Λ = (Λ 0 , Λ 1 , r, s) consists of countable sets Λ 0 , Λ 1 and functions r, s : Λ 1 → Λ 0 called the range and source maps, respectively. The elements of Λ 0 are called vertices, and the elements of Λ 1 are called edges. Given an edge e, r e denotes the range vertex of e and s e denotes the source vertex. We denote by Λ * the collection of finite directed paths in Λ. The range and source maps r, s can be extended to Λ * by defining r α = r αn and s α = s α 1 for a path α = α n α n−1 · · · α 1 in Λ * . If α = α n α n−1 · · · α 1 and β = β m β m−1 · · · β 1 are paths with s α = r β , we write αβ for the path α n · · · α 1 β m · · · β 1 . We refer to Λ * as the path category of Λ.
The graph inverse semigroup of the directed graph Λ is the set
with products defined by
The inverse is given by (α, β) * = (β, α).
Zigzag maps and LCSCs
In his work generalizing the C * -algebras of higher rank graphs, Spielberg introduced the notion of zigzag maps on a category of paths Λ [10] . It was shown in [5] that Spielberg's C * -algebra is isomorphic to the tight C * -algebra of the inverse semigroup ZM(Λ) of zigzag maps on Λ. These results were recently generalized in [3] and [11] to the C * -algebras arising from a left cancellative small category (LCSC) C.
We outline the construction of the inverse semigroup ZM(C) of a LCSC C. For more details, see section 7 of [3] . Given α in C, there is a partial bijection τ α : s(α)C → αC defined by τ α (x) = αx. A zigzag in C is an even tuple ζ = (α 1 , β 1 , α 2 , β 2 , . . . , α n , β n ) where α i , β i in C with r(α i ) = r(β i ) for i = 1, . . . , n and s(β i ) = s(α i+1 ) for i = 1, . . . , n − 1. Given a zigzag ζ = (α 1 , β 1 , α 2 , β 2 , . . . , α n , β n ) one defines an associated zigzag map φ ζ in I(C) by
The inverse semigroup ZM(C) is the subsemigroup of I(C) consisting of all zigzag maps and the empty function 0. We refer to ZM(C) as a zigzag inverse semigroup.
Though this semigroup looks unruly at first, it can take a nice form in certain cases. A LCSC C is called singly aligned if, for every α and β in C such that αC ∩ βC is nonempty, there exists γ in C such that αC ∩ βC = γC. The path category of a directed graph is an example of a singly aligned LCSC.
The following result is essentially due to Spielberg. The argument for the first equality follows the proof of Lemma 3.3 in [10] . For any δ with αC ∩ βC = δC, since τ δ β τ −1 δ α also equals τ −1 β τ α , the map does not depend on the choice of γ.
We can use the lemma to give a nice description of the inverse semigroup of a singly aligned category that is reminiscent of the definition of a graph inverse semigroup.
Theorem 3.2. Let C be a singly aligned LCSC. Then
Moreover we have
Proof. By definition, ZM(C) consists of partial bijections
αn τ βn where ζ = (α 1 , β 1 , . . . , α n , β n ) is a zigzag. By repeated application of the above lemma, one can put an element of ZM(C) in the required form. The formula for the product also follows from the lemma.
We recall that γC = δC holds if and only if γ = δλ for some invertible λ ∈ C, as observed on [3, page 5] .
if and only if there exists an invertible λ in C such that β = δλ and α = γλ.
σ . Then βC = σC and hence there exists invertible λ such that β = σλ. Moreover
Conversely, suppose that β = σλ and α = γλ for some invertible λ in C. It follows that τ α τ 
σ (x). Jones and Lawson also considered singly aligned left cancellative categories in [8] , referring to them as Leech categories because of their connection with earlier work of Leech on constructing inverse monoids from small categories [9] . Jones and Lawson define an inverse semigroup S(C) of a singly aligned LCSC C, which we now describe. Define ≡ on the set
if and only if α = α ′ λ and β = β ′ λ for some invertible λ in C. Then ≡ is an equivalence relation, and the equivalence class of (α, β) is denoted by [α, β]. Now we let
The following proposition is now easily verified using Theorem 3.2 and Propostion 3.3.
Proposition 3.4. Let C be a singly aligned LCSC. Then ZM(C) is isomorphic to S(C).
Many of the following properties can now be gleaned from various places in the literature where S(C) appears or quickly verified by the reader. We include a proof of the last property.
Proposition 3.5. Let C be a singly aligned LCSC.
(
if and only if there exists µ ∈ C such that α = γµ and β = σµ.
σ if and only if β ∼ σ and α ∼ γ.
σ if and only if β ∼ σ and αy β ∼ γy σ for all y ∈ βC = σC.
Proof. (7) We will write s = τ α τ −1
Thus s µ t.
The path category of an inverse semigroup admitting unique maximal idempotents
Say that an inverse semigroup S admits unique maximal idempotents if for every nonzero idempotent, there exists a unique maximal idempotent above it. Thus, we have a map that sends each nonzero idempotent e to the (unique) maximal idempotent e • such that e ≤ e • . In this section we introduce the path category of such an inverse semigroup. We aim to characterize the semigroups S for which S is isomorphic to ZM(C) for some LCSC C. This goal is inspired by the characterization of graph inverse semigroups in [8] .
Jones and Lawson define S to be a Perrot inverse semigroup if it satisfies the following properties:
(P1) The semilattice of idempotents is unambiguous. The third condition is arguably the most important as it allows one to define the path category of the inverse semigroup. Definition 4.2. Let S be an inverse semigroup that admits unique maximal idempotents. We say that s ∈ S is a path if s * s is maximal. We denote by P (S) (or sometimes just P ) the set of paths in S. Example 4.3. To motivate the previous definition, we show that, for a graph inverse semigroup, the paths of the inverse semigroup correspond to the paths of the original graph. Letting Λ by a directed graph, one can quickly check that
and that (α, α) ≤ (β, β) if and only if α = βγ for some path γ. It follows that each nonzero idempotent (α, α) lies under the unique maximal idempotent (s α , s α ). For s = (α, β) in S Γ , note that s * s = (β, β). Thus there is a correspondence between Γ * and the set P of paths in S Γ since
Definition 4.4. We define a left cancellative category C = C(S), which we call the path category of S, for an inverse semigroup S that admits unique maximal idempotents. Let
It is easy to verify that the objects correspond to the maximal idempotents of S and the morphisms correspond to P (S), the paths of S. Given α = (e, s) in C(S) we write s(α) = (s * s, s * s) and r(α) = (e, e). Then (e, s) and (f, t) in C are composable when s * s = f , and the product is defined to be (e, s)(f, t) = (e, st).
We omit the routine proof of the following proposition.
Proposition 4.5. Let S be an inverse semigroup admitting unique maximal idempotents. The path category C of S is a left cancellative category.
We note that, if S is any inverse semigroup satisfying (P3) and (P4), then C is singly aligned and S is isomorphic to ZM(C) = S(C). This follows from [8, Theorem 2.8]. We give the following example of an inverse semigroup that satisfies (P3) but not (P4).
Example 4.6. Consider the inverse subsemigroup S of I 11 generated by the partial bijections e = 7 8 9 10 7 8 9 10 , a = 1 2 3 7 8 9 , b = 4 5 6 7 8 10 , and c = 11 7 . We give the eggbox diagram of each non-zero D-class of S. The maximal idempotents have been labelled with the K symbol. 
By definition, the set of paths in S is the union of the L-classes of maximal idempotents. The non-idempotent paths in this example are: a, b, c, x, and y where x = 11 1 and y = 11 4 . Note that there is one nonzero D-class that does not contain a maximal idempotent. Thus S is not a graph inverse semigroup. However, the path • = 7 8 9 10 7 8 9 10 = (aa
In Example 5.6, we show that S is not a zigzag inverse semigroup either, as it turns out that it does not satisfy Condition (Z3) mentioned in the introduction.
A Characterization of Zigzag Inverse Semigroups
In this section we characterize inverse semigroups that are isomorphic to ZM(C) for some LCSC C. We need a few more definitions.
Definition 5.1. Let S be an inverse semigroup that admits unique maximal idempotents. Given s ∈ S we say that a path x ∈ P (S) is a domain path of s if xx * ≤ s * s. We denote by P s the set of domain paths of s.
A semigroup S is said to be right reductive if for any s, t in S, sx = tx for all x ∈ S implies that s = t.
One can quickly prove that inverse semigroups are right reductive. We introduce a more restrictive condition involving domain paths. Definition 5.2. Let S be an inverse semigroup that admits unique maximal idempotents. We say that S is right reductive on domain paths if for any s, t in S, the conditions: P s = P t and sx = tx for all x ∈ P s imply that s = t.
Remark 5.3. The definition of right reductive on domain paths was motivated by work of Cherubini and Petrich on the inverse hull of a right cancellative semigroup [4] . In Section 6 of [4] , they show their inverse hull operation provides one direction of an equivalence between two categories. One of the categories is inverse monoids satisfying several conditions, including a condition similar to being right reductive on domain paths, see Definition 6.2 of [4] . Their proofs are for monoids and do not generalize in a straightforward way to our context, as we have multiple maximal idempotents.
The next lemma motivates the terminology in Definition 5.1.
Lemma 5.4. Let C be a LCSC. Then ZM(C) admits unique maximal idempotents, and the paths in ZM(C) are precisely the elements of the form τ α for α ∈ C. Additionally, for any φ ζ in ZM(C),
Proof. The maximal idempotents in ZM(C) are the idempotents τ u for an object u in C. Also, if
αn τ βn is the map associated with a zigzag ζ and u is an object, then
Therefore each nonzero idempotent of ZM(C) lies under a unique maximal idempotent. Notice that for each α ∈ C, τ −1 α τ α = τ s(α) . Thus τ α is a path. Suppose that φ ζ = τ −1
ζ φ ζ = τ s(βn) which implies that s(β n ) is in the domain of τ −1 αn τ βn . So β n ∈ α n C. Write β n = α n µ n for some µ n in C. Thus τ −1 αn τ βn = τ µn . Now we may write φ ζ as a product of n − 1 pairs of maps:
Repeating the argument we find µ i ∈ C for i = 1, . . . , n such that
Now that we have described the paths, we turn to the set P φ ζ of domain paths of a zigzag map φ ζ . Let α ∈ dom(φ ζ ). Note that αβ ∈ dom(φ ζ ) for any β ∈ s(α)C and
The three properties that characterize zigzag inverse semigroups are: (Z1) S admits unique maximal idempotents.
(Z2) The set of paths P (S) generate S.
(Z3) S is right reductive on domain paths. We will first show that ZM(C) satisfies each of the above properties.
Theorem 5.5. Let C be a LCSC. Then ZM(C) satisfies (Z1), (Z2), and (Z3).
Proof. We proved in Lemma 5.4 that ZM(C) admits unique maximal idempotents. Also, since τ α is a path for each α ∈ C, it follows by definition that ZM(C) satisfies (Z2).
Before proving that ZM(C) satisfies (Z3) we claim the following: if φ ζ ∈ ZM(C) and α ∈ dom(φ ζ ), then
αn τ βn ) and τ −1 αn τ βn (α) = γ for some γ such that α n γ = β n α. Thus dom(τ −1 αn τ βn τ α ) = s(α)C = dom(γC) and for any µ ∈ s(α)C, τ
αn (β n α)µ = τ γ (µ). Repeating this argument for τ −1 α i τ β i for each i we conclude that dom(φ ζ τ α ) = s(α)C = dom(τ φ ζ (α) ) and for any µ ∈ s(α)C, φ ζ (µ) = τ α (µ). This proves the claim.
Finally, suppose that φ ζ 1 and φ ζ 2 are zigzag maps such that P φ ζ 1 = P φ ζ 2 and φ ζ 1 τ α = φ ζ 2 τ α for all τ α ∈ P φ ζ 1 . Then, by Lemma 5.4, dom(φ ζ 1 ) = dom(φ ζ 2 ) and for α ∈ dom(φ ζ 1 ), τ φ ζ 1 (α) = τ φ ζ 2 (α) . Thus φ ζ 1 = φ ζ 2 , and ZM(C) is right reductive on paths.
Example 5.6. We return briefly to Example 4.6. One can show that S satisfies (Z1) and (Z2). However, S does not satisfy (Z3) since for s = b * a and t = yx * we have P s = {( 11 1 ) , ( 1 1 )} = P t with sx = tx for each x ∈ P s , yet s = t. It follows that S is not a zigzag inverse semigroup. At the end of Example 4.6, we observed that the path category of S, C, is isomorphic to the path category of a directed graph with certain identifications. There is a natural relationship between ZM(C) and the original inverse semigroup S, which we present in the next remark.
Remark 5.7. For any inverse semigroup T with 0 satisfying (Z1) and (Z2), there is a congruence on T given by identifying s with t if P s = P t and sx = tx for all x ∈ P s . One can then show that ZM(C(T )) is the quotient of T by this congruence.
To prove our main theorem, we will show that if S satisfies (Z1), (Z2), and (Z3), then S is isomorphic to ZM(C) where C is the path category of S. To simplify the notation, for a path a in S we let t(a) = ((aa * ) • , a) in C and we let τ a denote the map τ t(a) in ZM(C).
Lemma 5.8. Let S be an inverse semigroup satisfying (Z1) and let C be the path category of S. For paths a and b in S we have
Also,
For such x, τ −1 a τ b (t(x)) = t(a * bx). Proof. For the first claim, suppose that t(z) ∈ t(a)C ∩ t(b)C. Then z * z is maximal since z is a path and z = ax = by for some paths x and y. Since t(a) and t(x) are composable, we have xx * ≤ a * a and hence zz * = axx * a * ≤ aa * . Similarly zz * ≤ bb * and so zz * ≤ aa * bb * . Next suppose that z is a path with zz * ≤ aa * bb * . Let x = a * z and y = b * z. Note that x * x = z * aa * z = z * z and xx * ≤ a * a. Thus t(x) ∈ t(a)C and t(z) = t(a)t(x). Similarly t(z) = t(b)t(y).
Next, notice that dom(τ −1 a τ b ) consists of t(x) ∈ t(b * b)C such that t(bx) ∈ t(a)C ∩t(b)C. So for x in dom(τ −1 a τ b ) and z = bx we have z * z = x * b * bx = x * x is maximal and zz * ≤ aa * bb * . Conversely, if x = b * z where z * z is maximal and zz * ≤ a * ab * b then t(bx) = t(z) ∈ t(a)C ∩ t(b)C. Finally, we have
Lemma 5.9. Let S be an inverse semigroup satisfying (Z1) and let C be the path category of S.
. . , n − 1. Using the previous lemma, the domain of φ consists of t(b * n z n ) such that z n is a path, z n z * n ≤ a n a * n b n b * n , and
Then a * n z n = b * n−1 z n−1 for some z n−1 where z n−1 z * n−1 ≤ a n−1 a * n−1 b n−1 b * n−1 . Notice that z n−1 = b n−1 a * n z n and, since s(t(b n−1 )) = s(t(a n )), we see that
Thus z n−1 is automatically a path. Continuing in this way, we can show inductively that the domain of φ consists of t(b * n z n ) where z n ∈ P (S), z n z * n ≤ a n a * n b n b * n , and for
. . , 1. We are now prepared to prove the lemma. Let s k = a * 1 b 1 · · · a * k b k for each k = 1, . . . , n. Suppose that t(x) ∈ dom(φ). Choose z k for k = n, . . . , 1 as above. Then
Thus x ∈ P sn . Conversely, suppose that x is a domain path for s n . Then
, we rewrite the last line as
Proposition 5.10. Let S be an inverse semigroup satisfying (Z1). Then the set P 0 of paths in S together with 0 is a subsemigroup of S. Moreover, every nonzero element in the inverse semigroup generated by P can be written in the form a
. . , n − 1. Proof. Let a and b be paths in S. By (Z1), a * abb * lies under a unique maximal idempotent if it is nonzero. Thus
We conclude that: ab = 0 ⇔ a * abb * = 0 ⇔ bb * ≤ a * a. So ab = 0 if and only if ab is a path. Thus P 0 is a semigroup. Similarly, the product (ab) * is nonzero exactly when it is the inverse of a path. Thus any nonzero product in the inverse semigroup generated by P can be reduced to one that alternates between paths and inverses of paths. After left or right multiplying by the correct maximal idempotent, one can assume the alternating product has the form a
. . , n − 1, because otherwise the product will be 0.
Theorem 5.11. The zigzag inverse semigroups are precisely the inverse semigroups with 0 satisfying (Z1), (Z2), and (Z3).
Proof. We have seen that any semigroup of the form ZM(C) satisfies (Z1), (Z2), and (Z3). To complete the proof assume that S is an inverse semigroup with 0 satisfying (Z1), (Z2), and (Z3). Let s ∈ S. Suppose that there are two representations of s as in Proposition 5.10. Say s = a
It follows from the final assertion of Lemma 5.8 that for
Thus there is a well-defined map θ : S → ZM(C) given by
It is easily verified that θ is a homomorphism. Moreover, it follows from (Z3) that θ is injective. Finally, it follows from the definition of ZM(C) and Proposition 5.10 that θ is surjective.
Morita Equivalence
In this section we will give one application of the characterization of zigzag inverse semigroups: every inverse semigroup S is Morita equivalent to a zigzag inverse semigroup. We use the construction in [1] of an inverse semigroup IM (S, I, p) from a set I and a McAlister function p : I × I → S.
Let S be an inverse semigroup with 0 and define p : E × E → S by p(e, f ) = e if e = f 0 otherwise.
One can quickly verify that p is a McAlister function. It follows from [1, Lemma 2.3] that RM (S, E, p) consists of triples (e, s, f ) such that ss * ≤ e and s * s ≤ f . One can then use [1, Lemma 2.6] to see that IM (S, E, p) can be identified as the inverse semigroup:
IM (S, E, p) = {(e, s, f ) : ss * ≤ e, s * s ≤ f, and s = 0} ∪ {0}
with inversion given by (e, s, f ) = (f, s * , e) and multiplication (e, s, f )(e ′ , t, f ′ ) = (e, st, f ′ ) if f = e ′ and st = 0 0 otherwise.
Theorem 6.1. Let S be an inverse semigroup and let IM (S, E, p) be defined as above. Then IM (S, E, p) is a zigzag inverse semigroup.
Proof. We verify the conditions (Z1), (Z2), and (Z3). The non-zero idempotents of IM (S, E, p) are of the form (e, x, e) where e is idempotent in S and 0 = x ≤ e. Moreover, we have (e, x, e) ≤ (f, y, f ) if and only if e = f and x ≤ y. Thus the non-zero idempotent (e, x, e) lies under the unique maximal idempotent (e, e, e). Thus IM (S, E, p) satisfies (Z1). The paths in IM (S, E, p) are the elements of the form (e, s, s * s) where 0 = ss * ≤ e. Given (e, s, f ) in IM (S, E, P ) we have (e, s, f ) = (e, s, s * s)(s * s, s * s, f ) = (e, s, s * s)(f, s * s, s * s) * .
Therefore IM (S, E, p) satisfies (Z2). Next let (e, s, f ), (e ′ , t, f ′ ) ∈ IM (S, E, p), and suppose that P (e,s,f ) = P (e ′ ,t,f ′ ) and (e, s, f )z = (e ′ , t, f ′ )z for all z ∈ P (e,s,f ) . Notice that P (e,s,f ) = {(f, x, x * x) : 0 = xx * ≤ s * s}. Thus f = f ′ . Letting z = (f, s, s * s) we see that (e, s, s * s) = (e ′ , ts * s, s * s). Thus e = e ′ and s ≤ t. Similarly we get that t ≤ s. Therefore (e, s, f ) = (e ′ , t, f ′ ). We have that IM (S, E, p) satisfies (Z3).
One can quickly see that the path category of IM (S, E, p) in the above proof is singly aligned. Therefore we have the following result.
Corollary 6.2. Every inverse semigroup is Morita equivalent to the zigzag inverse semigroup of some singly aligned category.
In fact, the corollary can also be derived from Lawson's construction of a left cancellative category of an ordered groupoid with maximal identities, and the fact that the ordered groupoid of the category is an enlargement of the original groupoid [7, Corollary 2.3.5] .
In [12] , Steinberg shows that Morita equivalent inverse semigroups have Morita equivalent universal groupoids. He comments after Theorem 4.7 that the same mapping shows that they also have Morita equivalent tight groupoids. Therefore the tight groupoid of any countable inverse semigroup is Morita equivalent to the tight groupoid of ZM(C) for some singly aligned category C. It follows by [3, Corollary 7.10 ] that the class of Cuntz-Krieger C * -algebras of singly aligned categories include the tight C * -algebras of all countable inverse semigroups up to Morita equivalence.
