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Abstract
Estimation of dynamic stochastic general equilibrium (DSGE) models us-
ing state space methods implies vector autoregressive moving average (VARMA)
representations of the observables. Following Lippi and Reichlin’s (1994)
analysis of nonfundamentalness, this note highlights the potential dangers
of non-uniqueness, both of estimates of deep parameters and of structural
innovations.
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1 Introduction
In recent years a burgeoning literature has developed in which the “deep parame-
ters” of dynamic stochastic general equilibrium models are estimated, rather than
calibrated. Some models, notably that of Smets and Wouters (2007) have had a
significant influence; as has the ready availability, and ease of use, of the estimation
and modelling package Dynare, which allows DSGE models to be estimated, and
impulse response functions to be derived, almost with a click of a mouse.
This note deals with an aspect of DSGE estimation that appears to have been
largely neglected thus far. In virtually all such models, the number of state variables
exceeds (often by quite a wide margin) the number of observables. Estimation
must therefore always involve a hidden state problem, and is carried out using
state-space techniques (frequently exploiting Bayesian priors). A key feature of the
solution of such hidden state problems is that the implied process for the observables
is always of a finite order vector autoregressive moving average (VARMA) form,
with, crucially, non-zero moving average components. As such, these models are
potentially subject to the critique of Lippi & Reichlin (1994), that both parameters
and driving innovations are non-unique.
Lippi and Reichlin pointed out that, for any given (unique) “fundamental”
VARMA representation, there are (usually) multiple alternative “nonfundamental”
representations. All such representations must match the time series properties
of the observables equally well; but only in the unique fundamental case can the
associated innovations at time t be recovered from the t-dated history of the ob-
servables. As such, nonfundamental representations have tended to attract little at-
tention from econometricians, since they are non-viable econometric models (see for
example the cursory treatment in Hamilton, 1994). While a few macroeconomists
have noted the implications of nonfundamentalness (eg, Hansen & Sargent,1993;
Fernandez-Villaverde, Rubio-Ramirez, Sargent, and Watson, M, 2007), the Lippi-
Reichlin critique had arguably also, until recently, been somewhat sidelined by fact
that applied macroeconomists had focussed most of their analysis of the data on
pure vector autoregressions, which, if treated as the true data generation process,
do not suﬀer from non-uniqueness.1
This note argues that the new approach to DSGE estimation brings the Lippi-
Reichlin critique back to the foreground of applied macroeconomics. The parame-
ters of the reduced form VARMAs associated with estimated DSGE models are
1Although, as Lippi & Reichlin point out, an estimated VAR may simply be be a convenient
approximation for the properties of the true VARMA, thus masking the true non-uniqueness prob-
lem.
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often quite complicated functions of underlying “deep parameters” (see, for exam-
ple, Iskrev, 2010). But if the reduced forms are non-unique, this raises the (strong)
possibility that the associated deep parameter estimates and driving innovations are
also non-unique. Indeed I show that in a benchmark just-identified case this must
be so.
There are only two general types of escape route from this problem. First, there
may be restrictions on the range of the mapping function from deep parameters,
possibly conditional on theory-based restrictions on the parameter space from which
the latter are drawn. Second, over-identifying restrictions (which are the norm in
DSGE modelling) may migitate, or even remove, the problem of non-uniqueness
(although I show, in a worked example, that such restrictions may not always do so).
But, even if it works, this latter escape route brings with it somewhat uncomfortable
implications. The fundamental motivation for estimated DSGE models is that they
should match the data better than purely calibrated models. But the analysis of
this paper suggests that the problem of non-uniqueness can only be resolved by
constraining models such that they fit less well.
This note does not attempt a comprehensive analysis of the problem. After
setting out some general properties, the bulk of the paper focuses on an extremely
simple model, with a single observable, that can be used to demonstrate some of
the key factors aﬀecting non-uniqueness, derived from Lettau’s (2003) extension
of Campbell’s (1994) linearised stochastic growth model. It remains to be seen
whether the health warnings so derived have general applicability to much more
complex estimated DSGE models.
2 The ABCDStructural Model, its VARMA equiv-
alent and Deep Parameters
2.1 The structural model
Writing the underlying linearised DSGE model in its structural and observable form
as in Fernandez-Villaverde et al (2007, henceforth FRSW)
Xt+1 = AXt +But+1 (1)
Yt+1 = CXt +Dut+1
Xt is an r×1 vector of states, ut is an s×1 vector of structural innovations, and Yt is
an n×1 vector of observables. Thus A is r×r, B is r×s, C is n×r, D is n×s. The
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matrices A,B,C,D are all functions of some vector of deep parameters, d. Given
that Xt will usually contain some pre-determined variables, the state dimension r is
usually greater than the stochastic dimension s.
It is also standard practice to assume the “square case”, in which s is equal to
the number of observables, n. Indeed, in estimation it is a requirement that we must
have s ≥ n, since otherwise the covariance matrix of innovations to the observables
would be singular. It is less obvious that we must have precise equality of the two
dimensions; but a practical consideration is that if we do not do so we clearly cannot
hope to recover the structural innovations from the data.2
The vector of observables may in principle include some subset of non-predetermined
variables, like consumption, that solve (by assumption, uniquely) the underlying ra-
tional expectations problem, and are a linear function of the states; but it may
also in principle include observable elements of, or linear combinations of, the states
themselves. In both cases we can therefore assume (with minimal loss of general-
ity) that, underlying (1) we have a levels relationship of the standard measurement
equation form3
Yt = H 0Xt (2)
and hence we have C = H 0A, D = H 0B. We can also, by appropriate ordering
and scaling of the elements of Xt, set B =
h
Is 0s×(r−s)
i0
; hence, partitioning H
conformably such that H 0 =
h
H1 H2
i
we have D = H1.
2.2 The Poor Man’s Invertibility Condition in the Square
Case
Assumption A1 a) n = s; b) |D| = |H1| 6= 0; c) All eigenvalues of A lie within
the unit circle.
Following FRSW, under Assumption 1 we can write
ut+1 = D−1 [Yt+1 − CXt]
which gives, after substitution into the state equation,
Xt = [I − ΓL]−1D−1Yt
2The requirement that s must be at least as large as n does not necessarily imply that every
element of ut must be regarded as a true structural innovation - some elements may simply be
measurement errors (see ref).
3While the filtering literature usually includes a measurement error, this can straightforwardly
be incorporated into Xt.
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where L is the lag operator, and
Γ = A−BD−1C (3)
Hence, as FRSW note, if the eigenvalues of Γ lie within the unit circle (the
so-called Poor Man’s Invertibility Condition) under A1 the states can be recovered
from the history of the observables.
Exploiting results in Baxter, Graham & Wright (2010), we then have
Lemma 1 rank(Γ) ≤ r − n, with equality if |A| 6= 0.
Proof. See Appendix
and using this property we can derive
Proposition 1 (The VARMA Representation and the Poor Man’s Invert-
ibility Condition) Equation (1) implies that the observables Yt have a minimal
fundamental VARMA(p, q) representation
Λ (L)Yt = θ (L) εt (4)
with autoregressive order p ≤ r− n+ 1, and moving average order q ≤ r− n, where
Λ (L) is an n×n matrix polynomial, but θ (L) =
qQ
i=1
(1− θiL) is a scalar polynomial.
a) If the poor man’s invertibility condition holds, then the structural shocks ut
are fundamental for Yt, i.e.,letting γi = eig (Γ) , i = 1...r − n,
γi (−1, 1) ∀i⇒ θi = γi ∀i, εt = H1ut
b) Otherwise ut are innovations to a “structural” nonfundamental representation
of the same order of the form
Λ (L)Yt = γ (L)H 01ut (5)
where γ (L) =
qQ
i=1
(1− γiL) . which generates identical time series properties, but
ut and hence Xt cannot be recovered from the history of Yt. In the fundamental
representation (4), for any γj /∈ (−1, 1) , θj = γ−1j .
Proof. See Appendix
While the link between the PMIC and nonfundamentalness is widely known, the
precise nature of the link between the dimensions of the structural model and the
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VARMA reduced form, and between the eigenvalues of Γ and the MA component,
does not appear to be so widely known.4
In general there is no theoretical basis for assuming that the PMIC will hold -
indeed FRSW present a simple example where theory would predict that it will not.
I present another simple case below.
Note that, whether or not the PMIC holds, using Proposition 1, and results in
Lippi & Reichlin (1994) the VARMA representation (4) must always have 2r−n− 1
associated “basic” (i.e., of same order) nonfundamental representations, all of which
have identical covariance properties. When we work backwards from observable
properties and attempt to estimate deep parameters, this multiplicity is crucial.
2.3 Non-uniqueness of deep parameters in the just-identified
case.
Let t ∈ T ⊂ Rτ be the vector of parameters in the observable VARMA representation
(which, it should be recalled, imposes significant restrictions on the general VARMA
representation of the same order), and let d ∈ D ⊂ Rδ be the deep parameters that
determine all matrices in (1). Thus t =f (d) , and hence γi = gi (d)
Assumption A2: a)Assume τ = δ; b) that d is always locally identified as in
Iskrev (2010); and c) for all i, there is some dj ∈ D, such that γi = gi (dj) ∈ (−1, 1) ,
and some dk ∈ D, such that γi = gi (dk) /∈ (−1, 1)
We then have straightforwardly:
Corollary 1 Under A1 and A2, there are 2r−n distinct values of d, and 2r−n distinct
sets of shocks {ut}Tt=1 consistent with any given history of the observables {Yt}Tt=1
Is the problem of non-uniqueness unavoidable? There appear to be two general
ways in which there may be partial, or complete escape routes from the problem.
1. Part c) of Assumption A2 may not hold:
• For some, or possibly all the γi, the mapping from the deep parameters
may be restricted to lie solely within (−1, 1). If this holds for all i,
the PMIC holds. But in general the PMIC does not, directly at least,
correspond to any restriction derived from theory;
• Or it may hold for only some i (which at least reduces the number of
deep parameter estimates);
4I assume these properties must in fact have been written down somewhere in the structural
time series literature; I would be very happy to be told where.
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• Or equally, for some, or all i, γi may always lie outside (−1, 1) .
2. In general DSGE models will not be just identified, but will impose over-
identifying restrictions. I illustrate below that this may result in unique deep
parameter estimates. However, the better the DSGE matches the data, the
closer it must be to the just-identified case. Thus the pursuit of goodness-of-fit
carries with it the risk of (possibly severe) non-uniqueness of deep parameter
estimates.
3 Identification of deep parameters in the Camp-
bell (1994)/Lettau (2003) stochastic growthmodel
I now consider a simple example that illustrates some of the general ideas of of
the previous section. This example sacrifices realism in the interest of clarity by
assuming that the econometrician wishes to estimate the deep parameters of the
simplest possible log-linearised real business cycle model, as in Campbell’s (1994),
using data for the risk-free rate (exploiting Lettau’s (2003) extension of Campbell’s
framework to include asset prices).
Clearly the mis-matches between this model and the data are so extensive - if
they were not, the far more complex models of, eg CEE, Smets & Wouters would
presumably never have been developed - that no econometrician would be likely to
estimate this system in practice. Nonetheless the model is (just) rich enough to
illustrate all the key ideas outlined above for more complex models.
3.1 Model structure
The law of motion of the r =2 states in the Campbell-Lettau model can be written
in a manner consistent with (1) as
Xt+1 =
"
at+1
kt+1
#
=
"
φ 0
μ λ
#
Xt +
"
1
0
#
ut+1 (6)
= AXt +But+1
and we can write the process for the n = 1 observable, the risk-free rate, as
yt+1 =
h
ha hk
i
Xt+1 = h0Xt+1 (7)
= h0AXt + h0But+1 = CXt +Dut+1
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where all elements of the matrices are functions of deep parameters. Lettau (2003)
provides formulae for ha and hk in terms of deep parameters. We then have
Γ =
"
−hkha
1
# h
μ λ
i
(8)
which has the single eigenvalue, γ = λ− hkhaμ. Note that the nature of the measure-
ment equation, as well as the state equation, is crucial.
It is then straightforward to show that there will be a fundamental ARMA(2, 1)
of yt corresponding to (4) of the form
yt =
µ
1− θL
(1− λL) (1− φL)
¶
εt (9)
where we have two cases
Case 1 : γ ∈ (−1, 1)⇒ θ = γ; εt = haut
Case 2 : γ /∈ (−1, 1)⇒ θ = γ−1; εt =
µ
1− γL
1− θL
¶
haut
thus in Case 2 the observable innovation εt will be a lag polynomial function of the
true structural innovation; equivalently, haut will be the innovation to the nonfun-
damental ARMA(2, 1) representation of the same order.
While φ, the AR parameter of technology, maps directly through to the ARMA
reduced form, γ and λ are both complicated functions of the deep parameters of the
model, say
λ = gλ (d)
γ = gγ (d)
and hence we have
θ = gθ (d)
= gγ (d) ; gγ (d) ∈ [−1, 1]
= gγ (d)
−1 ; gγ (d) /∈ [−1, 1]
3.2 The Just-Identified Case
In Campbell’s (1994) original framework the model is calibrated in terms of the
steady state return, r, the growth rate g, the labour share α, and the depreciation
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rate δ : Campbell then analyses the impact of diﬀerent values of φ and σ, the elas-
ticity of intertemporal substitution, on the solution.5 Even if we (reasonably) treat
r and g as known, if we wished to treat the remaining deep parameters (α, δ, φ, σ)
as all unknown, the model would be under-identified, since (ignoring constants and
variances) a freely estimated ARMA(2,1) has three parameters.6 At a minimum,
therefore, we must fix at least one of the deep parameters. If, for example, we fix δ,
the model is just-identified, and we have the mapping
⎡
⎢⎣
φ
λ
γ
⎤
⎥⎦ =
⎡
⎢⎣
φ
gλ (σ, α)
gγ (σ, α, φ)
⎤
⎥⎦
where the parameters of the functions gλ (.) and gγ (.) following Lettau (2003) are
(r, g, δ) .These are well-behaved diﬀerentiable functions, and we show below that
gγ (.) maps to (0,∞) , hence, from Corollary, for freely estimated ARMA parameters
(φ∗, λ∗, θ∗) , there will be two distinct implied estimates of (at least) φ and σ.7
[section to be expanded: should be possible to illustrate geometrically/numerically]
3.3 The Over-Identified Case
Now consider the possibility that we may wish to regard both δ and α as known.
We then have over-identification. To illustrate, I shall simplify further by assuming
that φ is also known and equal to 0.95 (while this figure is of course not known it
is often treated as if it is).8 Thus the two remaining ARMA parameters are both
functions of the single remaining deep parameter, which it is helpful to parameterise
as d = 1/σ, the coeﬃcient of relative risk aversion.
Assume further that the likelihood for the ARMA representation can be given
the local quadratic approximation
l (λ, θ) ≈ l (λ∗, θ∗)− α (λ− λ∗)2 − β (θ − θ∗)2
where (λ∗, θ∗) are the unconstrained ML estimates of the two free parameters.
5Note that this approach eﬀectively switches oﬀ the necessary link, via the Euler equation, that
any change in σ should change the steady state return, r.
6Counting constants and variances as additional parameters of both structural and ARMA
models, the problem is actually worsened.
7There is an additional wrinkle, that, given two freely estimated AR parameters, say AR∗1 and
AR∗2, we cannot know, without additional assumptions, which is φ, and which is λ.
8Allowing φ to be estimated would not change matters very much. Campbell (1994) shows that
the mapping to λ (ηkk in his notation) is invariant to φ . Raising (reducing) φ makes the gγ (d)
function illustrate in Figures 1 to 3 shallower (steeper), but, for φ 6= 0‘, it always crosses unity
once.
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Figure 1 illustrates two cases where over-identification leads to uniqueness; Fig-
ure 2 shows a case where it does not. Both figures9 assume that gλ (.) and gγ (.)
are monotonically increasing in d. We shall see shortly that this is satisfied in this
example, but clearly more generally non-monotonicity would complicate matters
further.
The top panel of Figure 1 shows that, given the properties of gγ (d) , gθ (d) must
have a peak at θ = 1. In the absence of any other constraints, there would be two
values of the deep parameter d = g−1γ (θ
∗) , and d = g−1γ
¡
θ∗−1
¢
associated with the
ML estimate of the MA parameter θ∗, with equal associated values of the likelihood.
In the lower panel of Figure 1, consider first the case where the unconstrained
ML estimate of the free AR parameter is given by λ∗1. It follows that the constrained
estimate of d must satisfy bd ∈ ¡g−1λ (λ∗1) , g−1γ (θ∗)¢ , which will be unique. In eﬀect
the sample information on λ forces the constrained estimate of γ to equal bθ, the
(constrained) fundamental MA parameter. A point estimate of d such that γ was
equal to bθ−1 would push the associated estimate of λ further away from it ML value,
and hence have a lower associated likelihood. In this case, the restricted estimate of
the ARMA residual, bεt, will, up to a scaling factor, provide a direct estimate of the
structural error, ut.
Now consider the case where the unconstrained ML estimate of the free AR para-
meter is given by λ∗2. By similar arguments, we must have bd ∈ ¡g−1γ ¡θ∗−1¢ , g−1λ (λ∗2)¢ .
Here the sample information on λ forces γ to equal the constrained nonfundamental
MA parameter, ie bd = bθ−1, and hence over-identification again brings about unique-
ness. However the structural innovation ut will not be a scaling of the ARMA
residual, εt, but will be as in the second case of (9). It would however be derivable
by backward smoothing from full sample information.
Now consider the case where, as in Figure 2, the unconstrained ML estimate
of the free AR parameter is given by the intermediate value λ∗3. In this case the
constrained estimates must be non-unique. Figure 2 illustrates 2 deep parameter
estimates, bd1 and bd2, such that¯¯¯
λ∗3 − gλ
³bd1´¯¯¯ = ¯¯¯λ∗3 − gλ ³bd2´¯¯¯
and
gθ
³bd1´ = gθ ³bd2´
9All figures are appended to the paper.
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implying, given the quadratic approximation
l
³bd1´ = l ³bd2´
By inspection of Figure 2, it follows that, given the assumptions on g (.) , non-
uniqueness will also arise in any sample such that
λ∗ ∈
¡
gλ
¡
g−1γ (θ
∗)
¢
, gλ
¡
g−1γ
¡
θ∗−1
¢¢¢
In all such cases one of the deep parameter estimates will be associated with a
(constrained) fundamental ARMA representation, the other with a nonfundamental
representation. In such cases the data would simply tell us nothing about which of
the two deep parameter estimates to choose.
Can we be sure which of these cases will apply in our example? Figure 3 shows
that, without further assumptions, we cannot. Figure 3 uses Campbell’s calibration
for other parameters10 to illustrate the counterparts to the functions, gγ (d) , gλ (d)
(here defined in terms of the only free AR parameter, λ) and gθ (d).
The figure shows that for suﬃciently low levels of risk aversion the “structural”
MA parameter γ is less than unity, but, beyond a critical value (d = σ−1 ≈ 0.3) it
rises above unity. Beyond this point, therefore, the structural ARMA representation
of the risk-free rate must be nonfundamental, and hence in a Campbell/Lettau world
the t-dated history of the risk-free rate would not perfectly reveal the technology
shock at time t. A higher value of d = σ−1 also raises the stable eigenvalue of the
rational expectations solution, λ, towards unity.
Whether or not estimation of the deep parameter implied by the model would
yield unique estimates would, as in Figures 1 and 2, depend on the properties of
the data. It is striking that the model’s implied fundamental MA parameter, θ,
must always lie in a quite narrow range (due largely to the non-monotonicity of
the function gθ (d)); whereas the implied value of λ is distinctly more sensitive to
d (especially for low values of d). Thus it seems likely that in this example the
properties of λ in the data would largely determine whether the deep parameter
estimate was unique. If, for example, the freely estimated value of λ was suﬃciently
low, this would likely result in a low, and unique, estimate bd, implying that the
technology shock was fundamental. Conversely, a suﬃciently high freely estimated
value of λ would imply a suﬃciently high value of bd that it would again be unique
(but the technology shock would be nonfundamental). These cases would correspond
10g = 0.005, r = 0.015, α = 2/3, δ = 0.25, on quarterly data. The functions shown in Figure 3
are derived in a Maple worksheet, available from the author.
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to those illustrated in Figure 1. However, if the data pointed to a freely estimated
value of λ in a range around 0.9 , or if the data strongly favoured estimates of θ close
to unity, non-uniqueness, as illustrated previously in Figure 2, would be perfectly
possible. Thus, to give a quantified example, d = 0.1⇒ θ = 0.99, λ = 0.86, whereas
d = .67⇒ θ = 0.99, λ = 0.95. If the freely estimated value of λ lay roughly midway
between these two values, the data would not be able to discriminate between bd = 0.1
and bd = 0.67.
Of course, in this particular example, theory may well be argued to come to our
aid. Thus it is commonly (though not universally) assumed that d = σ−1 ≥ 1. If we
are prepared to make this assumption, either on a priori grounds, or on the basis of
other evidence, then, by inspection of Figure 3, it is evident that γ must be greater
than unity. Thus the bad news, if we made this restriction, would be that the Poor
Man’s Invertibility Condition does not hold; but the good news would be that our
estimate of d would be unique. But it is hard to know how much consolation to
draw from this: it is not obvious that more complex models would be so obliging.
This example has focussed on the properties of a particular observable, the risk-
free rate. Campbell’s original analysis focussed on the properties of consumption.
An intriguing property of this example is that, for the parts of the parameter space
in which the PMIC does not hold for the risk-free rate, it does hold for consump-
tion. The reverse also holds. Thus if both consumption and the risk-free rate were
observable in the Campbell-Lettau framework, either innovations to consumption
would predict the risk-free rate, or vice versa.
Of course in practice we would expect both (true) consumption (certainly) and
the risk-free rate (less certainly) to be measured with error. However, even if true
consumption could not be directly observed, if the risk-free rate is observed without
error, and γ > 1, the properties of the true consumption process can be inferred
from the properties of the nonfundamental counterpart to (9). Furthermore, in any
finite sample, we can always derive a “backward” smoothed estimate ut|T , that may
enable us to say quite a lot about the properties of the true structural shock, with
a greater precision, the bigger is the diﬀerence between T and t.
4 Conclusions
This note seeks to bring the attention of those engaged in estimating dynamic sto-
chastic general models to the potential pitfalls of non-uniqueness, both of deep
parameter estimates, and of estimates of structural innovations that arise from non-
fundamentalness, as first pointed out by Lippi & Reichlin (1994). The analysis has
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been purely illustrative, in a highly simplified framework. But it seems unlikely that
non-uniqueness would be less of a problem in richer models, since, as models get
larger, the multiplicity of nonfundamental solutions increases very rapidly.
It is worth stressing that nonfundamentalness, as such, is not a problem, at least
as far as deep parameter estimates are concerned. If we can pin down a unique,
albeit nonfundamental representation for the observable, as would arguably be the
case for our example, then the deep parameter estimate is unique; the problem then
is confined to that of uncovering structural shocks using backward smoothing.
Finally it might be tempting to conclude that the problem of non-uniquness can
at least be contained, if not necessarily eliminated if, for high r (the number of states)
we also have high n (the number of observables and shocks, given the assumption
that s = n) since, as the analysis of this note shows, if r− n is low, the multiplicity
of parameter estimates is at least reduced. However, this seems too convenient.
In most estimated DSGEs, it is already debatable whether s, the relatively large
number of structural shocks - which must be assumed to be equal to n, the number
of observables, can really be rationalised as true structural shocks. “Solving” the
problem of non-uniqueness by introducing yet more notionally structural shocks
would appear an unfortunate approach to anyone with even a nodding acquaintance
with Occam’s Razor.
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Appendix
A Proof of Lemma
Using (2) we have
Γ = A−BD−1C = A−B [H 0B]−1H 0A =
³
I −B [H 0B]−1H 0
´
A
but pre-multiplying by H 0 we have
H 0Γ = H 0
³
I −B [H 0B]−1H 0
´
A = 0
hence since H 0 is n× r, Γ can have at most r − n non-zero eigenvalues.¥
B Proof of Proposition
Writing
Xt = [I − ΓL]−1BD−1Yt
= [I − ΓL]−1B (H 0B)−1 Yt
given, that, as stated in main text, we have
B =
"
In
0
#
then "
ut
0
#
= [I −AL]Xt
hence
ut = B0 [I −AL]Xt
= B0 [I −AL] [I − ΓL]−1B (H 0B)−1 Yt
and hence
det (I − ΓL)ut = B0 [I −AL] adj [I − ΓL]B (H 0B)−1 Yt
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if we premultiply by H 0B = H2 where H
0
=
h
H1 H2
i
and H1 ≡ D is, by
assumption n× n and invertible, we can write this as
Λ (L)Yt = γ (L)H1ut
where γ (L) = det (I − ΓL) = Πr−ni=1 (1− γiL) and Λ (L) = I+Λ1L+Λ2L+...+ΛpLp.
Thus γ(L) is a common scalar MA polynomial of order q ≤ r−n and Λ (L) is, also
as in ??, of order p ≤ r − n + 1, since all elements of adj(I − ΓL) are of order q.
Note that Λ (0) = In, since
Λ (L) = H1B0 [I −AL] adj [I − ΓL]BH1
and, since
adj (I − ΓL) = det (I − ΓL) (I − ΓL)−1 = Πr−ni=1 (1− γiL)
¡
I + ΓL+ Γ2L2 + .....
¢
Λ (0) is given by
H1B0BH−11 = In
We then have two cases:
a) If the PMIC holds γi ∈ (−1.1) ∀i, and hence θi = γi ∀i, and hence εt = H1ut
b) If the PMIC does not hold, γj /∈ (−1, 1) , for some j, θj = γ−1j , but for any
γi ∈ (−1, 1) , θj = γj. In all such cases ut will be the innovations to a nonfundamental
representation.¥
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Figure 1. 
Uniqueness of Deep Parameter Estimates in an 
Over-Identified ARMA(2,1) 
 
 
 
 
Note to Figure 1: 
 
Given freely estimated MA parameter θ* and (free) AR parameter *1λ the constrained 
estimate of the deep parameter dˆ  will lie between ( )1 *1gλ λ−  and ( )1 *gγ θ− ; if the freely 
estimated AR parameter equals *2λ , dˆ  will lie between ( )1 * 1gγ θ− −  and ( )1 *2gλ λ− . In 
both cases the deep parameter estimate will be unique. 
Figure 2. 
Non-Uniqueness of Deep Parameter Estimates 
in an Over-Identified ARMA(2,1) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Note to Figure 2: 
At deep parameter point estimates, 1ˆd and 2dˆ , the implied values of θ are identical, 
and the two implied values of λ are equidistant from the unconstrained value *3λ , 
hence to a quadratic approximation the likelihood is equal at both estimates: ( ) ( )1 2ˆ ˆl d l d≈  
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Figure 3: 
Implied ARMA(2,1) Parameters for the risk-
free rate in the Campbell (1994)/Lettau (2003) 
log-linear stochastic growth model. 
 
 
 
Note to Figure 3 
Figure 3 illustrates the implied mapping, in the log-linearised stochastic growth 
model, from a single deep parameter, d= the coefficient of relative risk aversion, to 
the free ARMA(2,1) parameters of the risk-free rate, using Campbell’s (1994) 
calibration for other deep parameters. The first AR parameter, φ is given by the AR(1) 
parameter of the technology shock, set equal to 0.95. 
