Abstract This paper is concerned with geometric regularity criteria for the Navier-Stokes equations in R 3 + × (0, T ) with no-slip boundary condition, with the assumption that the solution satisfies the 'ODE blow-up rate' Type I condition. More precisely, we prove that if the vorticity direction is uniformly continuous on subsets of
INTRODUCTION
This paper concerns the Navier-Stokes system in the half-space R 3 + := {(x , x 3 ) ∈ R 3 , x 3 > 0} with no-slip boundary condition:
(1) ∂ t u−∆u+u·∇u+∇p = 0, u(x, 0) = u 0 ∇·u = 0, u| ∂R 3 + = 0, x ∈ R 3 + t > 0.
For the simplest case of the fluid occupying the whole-space R 3 , it is a Millennium prize problem [18] as to whether or not solutions to the Navier-Stokes equations, with Schwartz class divergence-free initial data, remain smooth for all times.
In [11] , Constantin and Fefferman provided a geometric regularity criteria for the vorticity ω = ∇ × u of solutions on the whole-space, which remarkably does not depend on scale-invariant quantities. 1 Specifically, they showed that if (ω · ∇u) · ωdxdt.
In particular, the Biot-Savart law, integration by parts and linear algebra identities are used to show that the most singular contribution of the stretching term can be controlled by
|ω(x, s)| 2 |ω(y, s)|| sin(∠(ω(y, s), ω(x, s))| |x − y| 3 dydxds.
Crucially (2) depletes the singularity in the integral of this stretching term. For certain extensions of this geometric regularity criterion, we refer (non-exhaustively) to [14, 25, 51, 26, 24, 22, 32] . For the case of the Navier-Stokes equations in R 3 + with no-slip boundary conditions (1), vorticity is generated at the boundary. Specifically, ω has a non-zero trace on ∂R 3 + . This provides a block to applying energy methods to the vorticity equation (3) . Consequently, the following remains open (Q): For finite energy solutions of the Navier-Stokes equations in R 3 + × (0, T ), with no-slip boundary condition and divergence-free initial data u 0 ∈ C ∞ 0 (R 3 + ), does (2) imply that u is smooth on R 3 + × (0, T ]? Note that with perfect slip boundary conditions (6) u 3 = ∂ 3 u 2 = ∂ 2 u 1 on ∂R 3 + , u = (u 1 , u 2 , u 3 ), vorticity is not created at the boundary and the geometric regularity condition is known to hold [13] . The issue of vorticity creation at the boundary has meant that certain other situations that are understood for the Navier-Stokes equations in the whole-space R 3 , remain open for the case of the fluid occupying the half-space with no-slip boundary condition. Two such examples are:
(1) Existence of backward self-similar solutions
with finite local energy and no-slip boundary condition. For the whole-space such solutions were shown not to exist in [50] . (2) Smoothness of solutions to the Navier-Stokes equations in R 3 + × (0, ∞) with noslip boundary condition that are axisymmetric without swirl. Such solutions have the following form in cylindrical coordinates u(r, z, t) = u r (r, z) e r + u z (r, z) e z , where e r = (cos(θ), sin(θ), 0), θ ∈ (−π, π) and e z = (0, 0, 1). For the wholespace, such solutions were shown to be smooth in [31] .
To the best of our knowledge, the only vorticity alignment regularity criteria known for the Navier-Stokes equations in R 3 + × (0, T ) (with no-slip boundary condition), was proven by Giga, Hsu and Maekawa in [20] for mild solutions under the additional assumption that u satisfies the Type I condition (8) (see below in Theorem 1). In particular, in [20] it was shown that if η : [0, ∞) → R is a nondecreasing continuous function with η(0) = 0 , ξ = ω |ω| and Ω d := {(x, t) ∈ R 3 + × (0, T ) : |ω(x, t)| > d} then the following holds true. Namely, the assumption (7) |ξ(x, t) − ξ(y, t)| ≤ η(|x − y|) for all (x, t), (y, t) ∈ Ω d implies that u is bounded up to t = T .
The main goal of our paper is to prove a vorticity alignment regularity criteria, for the Navier-Stokes equations in R 3 + × (0, T ) with no-slip boundary condition, that improves upon the result in [20] . In what follows, we say that (x 0 , T ) is a 'regular point' of u if there exists r > 0 such that u ∈ L ∞ ((B(x 0 , r) ∩ R 3 + ) × (T − r 2 , T )). Any point that is not regular is defined to be a 'singular point'. Let us state our main theorem below. Theorem 1. Suppose u is a mild solution to the Navier-Stokes equations in R 3 + × (0, T ), (T > 1), with no-slip boundary condition u| ∂R 3 + = 0 and with divergence-free initial data u 0 ∈ C ∞ 0 (R 3 + ). Furthermore, suppose that for (x, t) ∈ R 3 + × (0, T ):
Let t (n) ↑ T , x 0 ∈ R 3 + ∪ ∂R The condition (CA) is dubbed the 'continuous alignment condition'.
Remark 1. In this paper we also obtain local variations of Theorem 1. To the best of the authors' knowledge those are the first local results regarding regularity under the vorticity alignment condition, for a Navier-Stokes solution having no-slip on the flat part of the boundary. Previously all localisations were known for only interior cases [26, 24, 22] . For precise statements of our local results, we refer the reader to Section 6 'Geometric regularity criteria near a flat boundary: local setting'.
Remark 2. When x 0 is a regular point of u belonging to the interior of the half-space, it can be seen that u has Hölder continuous spatial derivatives near x 0 and the converse statement to Theorem 1 is true, i.e. the vorticity alignment condition (CA) holds. It is not clear to the authors whether or not that remains to be the case when x 0 lies on ∂R 3 + . The difficulty is that there are examples in [27] and [42] , for a Navier-Stokes solution in the local setting with noslip boundary condition on the flat part of the boundary, that demonstrate that boundedness of u near the flat boundary does not imply boundedness of ∇u. It is interesting to note that these examples do not provide a counterexample to the converse statement of Theorem 1. In fact in [42] the construction is based upon a monotone shear flow, whose vorticity direction is constant.
1.1.
Comparison of Theorem 1 to previous literature and novelty of our results. In [20] progress was made at establishing the geometric regularity criteria for the vorticity when the fluid occupies the half-space R 3 + with no-slip boundary condition, with the additional assumption that the solution satisfies Type I bounds. As we mention above, the geometric regularity criterion remains in general an outstanding open problem when the fluid occupies the half-space R 3 + with no-slip boundary condition. Let us now state the result first proven in [20] .
Theorem ( [20, Theorem 1.3] ). Suppose u is a mild solution to the Navier-Stokes equations in R 3 + × (0, T ) with boundary condition u| ∂R 3 + = 0 and with divergence-free initial data
Let d be a positive number and let η be a nondecreasing 3 continuous function on [0, ∞) satisfying η(0) = 0. Assume that η is a modulus of continuity in the x variables for the vorticity direction ξ = ω/|ω|, in the sense that
where Ω d is defined in Theorem 1. Then u is bounded up to t = T .
The proof in [20] relies on two steps:
(1) Using the assumption (10) and a choice of suitable rescalings for the equation (blow-up procedure) to reduce to a non zero two-dimensional nontrivial bounded limit solution with positive vorticity, which is defined on either the whole-space or the half-space. This limiting solution to the Navier-Stokes equations belongs to one of two special classes called 'whole-space mild bounded ancient solutions' or 'half-space mild bounded ancient solutions'. We refer the reader to subsection 1.3 for the definitions and discussion of these objects. (2) Obtaining a contradiction by showing the limit function must be zero. This is done in [22] and [20] by proving a Liouville theorem for two-dimensional whole-space and half-space mild bounded ancient solutions having positive vorticity and satisfying the bound sup
The rescaling used in the first step is very specific. Let t (k) ↑ T , y (k) and R k ↓ 0 be selected such that
produces either a whole-space or half-space mild bounded ancient solution u (∞) in the limit. By [8, Theorem 1.3] , u (∞) is smooth in space-time. To reach a contradiction, it is hence necessary to prove a strong fact about the limit, namely that the mild bounded ancient solution is zero. This is the purpose of the second step. For the case of the half-space, this step is nontrivial and involves a delicate analysis of the vorticity equation and its boundary condition. The purpose of our work is to pave the way for a new method to prove regularity under the vorticity alignment and Type I condition. This new approach allows more flexibility in the rescaling procedure. To reach a contradiction, we do not need to show that the blow-up profile u (∞) is zero. Instead it suffices to prove that it is bounded at a specific point, which is much easier. The vorticity alignment condition serves the purpose of showing that u (∞) is close to a two-dimensional flow in certain weak topologies. This is sufficient to infer that u (∞) is bounded at the desired point.
Our strategy allows to prove regularity under the Type I condition, assuming vorticity alignment on concentrating sets, as in Theorem 1. It also makes it possible to achieve local versions of the result of Giga, Hsu and Maekawa [20, Theorem 1.3] , and of our main result, Theorem 1. For such statements, we refer to Theorem 4 and Remark 17 in Section 6. As far as we know, the global or local statements with vorticity alignment on concentrating sets are new even for the case of the whole-space R 3 .
The keystone in our scheme is the stability of singularities for the Navier-Stokes equations. Stability of singularities and compactness arguments were also used in [ [38] . In the Lemma below and throughout this paper, we define B + (r) := B(r)∩R 3 + and Q + (1) := B + (1) × (−1, 0). We refer the reader to subsection 1.5, for the definition of suitable weak solutions in Q + (1).
Lemma 3. Suppose (u (k) , p (k) ) are suitable weak solutions to the Navier-Stokes equations in Q + (1). Suppose that there exists a finite M > 0 such that
Furthermore assume that
(0, 0) is a singular point of u (k) for all k = 1, 2 . . .
Then the above assumptions imply that
) is a suitable weak solution to the Navier-Stokes equations in Q + (1) with (0, 0) being a singular point of u (∞) .
To show more precisely how our proof of Theorem 1 works, let us assume for contradiction that u is singular at the space-time point (0, T ). Let R k ↓ 0 be any sequence. We rescale in the following way
for all y ∈ R 3 + and s ∈ (−T /R 2 k , 0). We show that the Type I condition (8) implies the boundedness of the following scale-invariant quantities (16) sup
Hence (12) holds for (u (k) , p (k) ) and we can apply Lemma 3. While this implication is well-known in the whole-space, it is a main technical block in the half-space. One of our main achievements in this paper is to overcome this technical block. We explain this in more details in the paragraph 1.2 below. Applying Lemma 3 gives us the following. Namely the blow-up profile u (∞) (obtained from u (k) in the limit) is an ancient mild solution, 4 which has a singularity at (0, 0), satisfies the Type I assumption and has bounded scaled energy. Moreover, the continuous alignment condition for the vorticity implies that the vorticity direction of u (∞) is constant in a large ball. We can then reach a contradiction by the following proposition forū = u (∞) , proved in Section 4. 
Under the above assumptions the following holds true. For all M and M > 0, there exists
then (x, t) = (0, 0) is a regular point forū.
The main flexibility of our method lies in the fact that we can use any sequence R (k) ↓ 0 in the rescaling procedure. Therefore, we can tune the sequence to our needs. In the case of the whole-space, we can take advantage of this versatility on time slices of the cone (Theorem 3 in Section 5) and not the whole-cone as in Theorem 1. 4 In particular, it satisfies the Duhamel formulation on any compact subinterval of (−∞, 0). We will sometimes refer to this property as being a 'mild solution in R 3 + × (−∞, 0)'. 5 Arguments from [8] demonstrate thatū is C ∞ in space-time on R 3 + × (−∞, 0), hence this pointwise condition on the vorticity is well defined. 6 Here, e2 = (0, 1, 0) and e3 = (0, 0, 1). 1 rB
. Such aū then must be zero by applying a Liouville theorem proven in [28] (for the whole-space case) and a Liouville theorem by Seregin in [39] (for the half-space case). This contradiction then implies regularity under the assumptions (10) and (16) .
Our approach avoids resorting to a Liouville theorem. Under the 'ODE blow-up rate' assumption (8), we gain additional information about the blow-up profile. Namely,
This plays an important role in our proof. Specifically, it ensures that for t 0 > 0, u (∞) is the unique strong solution to the Navier-Stokes equations on R 3 + × (−t 0 , 0) with initial data u (∞) (·, −t 0 ). It is not known if such considerations apply to the case when u (∞) satisfies (20) .
We now explain how we get over the main technical block in this argument, namely to prove that the Type I assumption (8) implies the boundedness of scaled energies (16).
Scale-invariant estimates.
Let Ω be a domain in R 3 . We define the following scaleinvariant quantities, which will be used throughout our work: for x ∈Ω, r ∈ (0, ∞) A(u, r; x, t) := sup t−r 2 <s<t 1 rB
Here and throughout this paper,
Below, we will often take (x, t) = (0, 0), as well as Ω = B + (1), B(1), R 3 + , or R 3 . In this case, we have the following lighter notation: (24) A(u, r) := A(u, r; 0, 0), E(u, r) := E(u, r; 0, 0),
(p, r; 0, 0). 7 Technically, (28) must be assumed instead of (16) . For the purpose of this discussion we overlook this point.
Away from boundaries it is known that for a suitable weak solution 8 (u, p) of the NavierStokes equations in Q(1), the Type I condition (25) |u
This was established by Seregin and Zajaczkowski in [48] ; see also Seregin andŠverák [44] (statement and proof) and [3, Lemma 2.5] (statement only). We show that this implication is also true up to a flat boundary. The following theorem is one of our main contributions in this paper, and the key technical tool to prove Theorem 1 as well as its local versions.
Theorem 2. Suppose that (u, p) is a suitable weak solution of the Navier-Stokes equations in Q + (1) and satisfies the Type I bound
Then one infers that
Let us now discuss a generalized notion of 'Type I' blow-up. Suppose that for Ω = R 3 or R 3 + there is a suitable weak solution u that loses smoothness at T . We then call 9 the singular point (x 0 , T ) ∈Ω × {T } a Type I singularity if there exists R > 0 such that
For the case of a suitable solution u defined on the whole-space, it is discussed in [3] that the definition of Type I singularities given by (28) is very natural and includes most other popular notions of 'Type I' used in the literature. For the case of a suitable solution u : R 3 + × (0, ∞) → R 3 in the half-space with no-slip boundary condition, it was shown in [35] and [40] that the definition of Type I singularity (28) is implied by
However, it was previously not understood if, for solutions in the half-space with no-slip boundary conditions, (28) was consistent with the 'ODE blow-up rate' notion of Type I singularities (25) and (26) commonly found in the literature (see for instance [21] ). Theorem 2 fills this gap and demonstrates that, after all, (28) is a reasonable notion of Type I singularity for suitable solutions in the half-space with no-slip boundary condition. The importance of Theorem 2 lies in the fact that it links the natural notion of Type I blow-up (26) to a workable notion of Type I. Indeed it turns out that the scale-invariant conditions (27) or (28) are exactly what is needed to prove a number of results. This can be seen in particular in three situations:
(1) The scale-invariant bound (27) ensures that the rescaled solutions (u (k) , p (k) ) defined by (15) satisfy the uniform bound (12) required for the persistence of singularities.
(2) The type I bound (28) ensures that a mild bounded ancient solution originating from (u, p) has some sort of decay at space infinity. This point is discussed in more details in Section 1.3 below. (3) In the paper [7] on concentration phenomena for Type I blow-up solutions of the Navier-Stokes equations, a scale-critical condition such as (28) was used to provide a control in L 2,uloc (R 3 ) of a rescaled solution.
In order to prove Theorem 2 a number of innovations are needed. Indeed, the case near a flat boundary is considerably more intricate than the interior case. The proof relies on the local energy inequality (41) . The main difficulty lies in the estimate for the pressure term (29) I(u, p, r,
is a positive test function and Ω = B + (1), see (41) . To highlight the difficulties concerned with the flat boundary, let us first discuss the proof of the simpler interior case of Theorem 2 [48, 44] . For the Navier-Stokes equations in the whole space (with sufficient decay), the Calderón Zygmund theory gives that the pressure p can be estimated directly in terms of u ⊗ u, which we write in a formal way p u ⊗ u. For the interior case of a suitable weak solution in Q(1), this fact implies the decay estimate
for a given τ ∈ (0, 1) and all r ∈ (0, 1]. Here,
is a scale-invariant quantity. To prove the interior version of Theorem 2, it then suffices to bound the right hand side of (31) . The game to play is to combine energy type quantities and the Type I bound (25) to obtain
This estimate is based on interpolation. Figure 1 .2 shows how to obtain it in a clear way.
Estimate (32) is critical to get the decay estimate for the energy for ε and τ small enough; see [44, estimate (54) ].
In the case of the half-space, on the contrary, we cannot estimate p in terms of u ⊗ u; in short p u ⊗ u. This issue is brought up in particular in the work of Koch and Solonnikov [29, Theorem 1.3] . Considering the unsteady Stokes system in the half-space with no-slip boundary conditions, they prove that there are divergence form source terms ∇ · F , with F ∈ L t,x q , for which the pressure is not integrable in time. A possible alternative is to use maximal regularity for the Stokes system [23] , i.e. ∇p u · ∇u. Such an estimate
was used for the local boundary regularity theory of the Navier-Stokes theory by Seregin in [45] . It remains a cornerstone for estimating the pressure locally near the boundary. Formally applying the maximal regularity estimate, together with the Poincaré-Sobolev and Hölder inequalities, the estimate of (29) (with r = 1) turns into
The presence of the gradient of u makes this quantity 'too supercritical'. Using (8) and sharp interpolation arguments (see Lemma 9) give
with any λ slightly greater than 1 − (
. Thus, any attempt to get an estimate similar to (33) (for Ω = B + (1)) by using maximal regularity estimates for the pressure and the Type I condition (8) will not work. In particular such a strategy will always produce a total power of energy quantities κ ≥ 1, see (34) . The analysis of Figure 1 .2 enables to understand the limitation on the exponent κ. Interpolating the L t,x 4 norm of u between the energy, i.e. the point L t ∞ L x 2 , and the Type I condition, i.e. the region L t q L x p , q < 2, yields a power of the energy too large.
We overcome this difficulty in the half-space thanks to a new estimate on the pressure. The idea is to have an intermediate estimate between p u ⊗ u, which is known to be false (see above the comment about [29] ), and the maximal regularity estimate ∇p u · ∇u, which is too supercritical. Such an estimate was discovered by Chang and Kang [10, Theorem 1.2]. Such 'fractional' pressure estimate can be formally written as ∇ β p ∇ β (u ⊗ u), for 1 ≥ β sufficiently close to 1. We give a new self-contained and straightforward proof of a similar estimate, see Proposition 7. This new proof is based on the pressure formulas for the half-space established in [33, 34] . With the help of the 'fractional' pressure estimate, we are able to implement the strategy of [48, 44] . We believe that this is the first instance where the estimate of Chang and Kang [10] (see also Proposition 7 below) is used and is really pivotal.
1.3. Type I singularities, Morrey bounds and ancient solutions. Let us now explain the independent interest of Theorem 2 in clarifying the relationship between Type I singularities (see (28) for a definition) of the Navier-Stokes equations in R 3 + with no-slip boundary condition and 'whole-space mild bounded ancient solutions' or 'half-space mild bounded ancient solutions'. These solutions form a special subclass of bounded solutions to NavierStokes equations on R 3 × (−∞, 0) and R 3 + × (−∞, 0). For a definition, we refer to [28] for the whole-space and [43] and [8] for the half-space.
Suppose that u : R 3 × (0, ∞) → R 3 is a solution that first loses smoothness at T > 0. Let t (k) ↑ T , y (k) and R k ↓ 0 be selected as in (11) . In [28] , it was shown that in such circumstances, a 'zooming-in' procedure of the form
produces a non-zero whole-space mild bounded ancient solution; see also [41] for the localised version of this statement. For the case that u : R 3 + × (0, ∞) → R 3 is a solution to the Navier-Stokes equations with no-slip boundary condition that first loses smoothness at T > 0, the 'zooming in' procedure produces either non-zero whole-space or non-zero halfspace mild bounded ancient solutions; see [43] , as well as [2] for the localised statement. In [28] and [43] the following Liouville conjectures were made (C1): Any whole-space mild bounded ancient solutions is a constant, see [28] .
(C2): Any half-space mild bounded ancient solution is zero, see [43] .
At the moment, these Liouville conjectures are only known to hold in special situations; see [28] , [41] , [3] for special cases where (C1) holds and see [39] and [20] for two-dimensional cases where (C2) holds.
When one assumes only 'Type I' singularities at T in the sense of (28) , one gains extra information regarding the whole-space (resp. half-space) mild bounded ancient solutions u (∞) arising from u. In particular, one gets (37) sup
Observe that if u (∞) is a constant satisfying (37) then it must be zero. Consequently the validity of the Liouville conjectures (C1)-(C2) would imply that if one has a Type I singularity at T , the resulting mild bounded ancient solution must be zero. This would contradict with the fact that the mild bounded ancient solutions obtained from rescalings of a singular solution must be non-zero. In particular,
Validity of (C1) and (C2) rules out Type I singularities for finite energy solutions in R 3 × (0, ∞) or R 3 + × (0, ∞) with no-slip boundary conditions. We strongly emphasize that the main advantage of (and reason for) definition (28) for Type I singularities is that condition (37) enables the reverse implication to be established. Specifically, Failure of (C1) or (C2) for mild bounded ancient solutions satisfying (37) implies Type I singularity formation.
This was shown in [3] for the whole-space case using the 'persistence of singularities' established by Rusin andŠverák in [38] . Subsequently, this was established for the halfspace case by Seregin in [40] . As we mentioned before, bounds such as (37) are crucial for applying persistence of singularities arguments to rescalings of (u (∞) , p (∞) ).
1.4. Outline of our paper. In Section 2 we revisit the Chang and Kang estimate. We prove Proposition 7, which is our main tool to prove that the Type I condition (8) implies the boundedness of scaled energies (28) . This is Theorem 2, which is proved in Section 3. Section 4 is devoted to the proof of regularity criteria under vorticity alignment on concentrating sets, namely Theorem 1 and the technical result Proposition 4. In Section 5 we discuss further improvements of our main result. The final part, Section 6, handles localised versions of Theorem 1. In particular, we prove Theorem 4. Here we have to deal with issues specific to the Navier-Stokes equations with a flat boundary in the local setting. 
, and similarly for other domains of
m,n is standard and is taken for example from [46] . In [46] , several useful parabolic Sobolev embeddings are also stated. We also denote byW 1
The definition of mild solutions of the Navier-Stokes equations (1) in the half-space is given in [8] in potential form and in [33] using the abstract form of Stokes semigroup. Now we give the definition of suitable weak solutions to the Navier-Stokes equations in Q + (r).
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Definition 6. We say that the pair u : Q + (r) → R 3 and p : Q + (r) → R is a suitable weak solution to the Navier-Stokes equations in Q + (r) if:
for any ϕ ∈ C ∞ 0 (Q + (r)) and (40) u(x, t) = 0 for x 3 = 0 and almost every − r 2 < t < 0.
Additionally, it is required that the following local energy inequality holds for all positive ϕ ∈ C ∞ 0 (B + (r) × (−r 2 , ∞)) and almost every times t ∈ (−r 2 , 0):
For a suitable weak solution (u, p) in Q + (r), we have the following classification of points in (B + (0, r) ∪ Γ(0, r)) × (−r 2 , 0]. In particular
] is defined to be a 'regular point' of u if it is not a singular point of u.
ESTIMATES FOR THE PRESSURE IN THE HALF-SPACE: REVISITING THE CHANG AND KANG BOUND
In this section, we focus on obtaining Chang and Kang-like estimates for the pressure in the half-space (see [10] ). We consider the Stokes system (42)
supplemented with the initial and boundary condition (43) u|
Here
A key point is that F vanishes on ∂R 3
+ . Our main result is in the following proposition.
, we have the following estimate for the pressure of (42)- (43):
, with a constant C(κ, p) ∈ (0, ∞).
This result is not completely new. A similar estimate is contained in the work of Chang and Kang [10, Theorem 1.2, (1.14)]. Notice that we gain boundedness in the vertical direction for p harm F , but we are not able to recover the L x 3 p integrability as in Chang and Kang. Our point here is to revisit the proof of the estimate of Chang and Kang. We give a proof based on elementary arguments, which takes advantage of new pressure formulas for the half-space discovered in [33, 34] . In particular, we avoid the use of space-time fractional Sobolev norms.
We decompose the pressure into
The Helmholtz pressure is given by
Here N is the Neumann kernel for the Laplace equation in the half-space. We have the following formula: for all x, z ∈ R 3 ,
where E is the Green function for the Laplace equation in R 3 + . For the harmonic part of the pressure, we rely on a decomposition of the pressure for the Stokes resolvent problem in the half-space. We follow the ideas in [33, 34] relying on an earlier decomposition of the pressure for the Stokes resolvent problem carried out in [15] . The harmonic part of the pressure is defined by
where ω λ (ξ) = λ + |ξ| 2 , while the kernelq λ is defined by for all x ∈ R 2 and x 3 , z 3 > 0,
We will see below that the use of formula (47) is more adapted to the study of p harm F . Indeed the vertical component of P∇ · F vanishes on the boundary of R 3 + , which is not necessarily the case for the tangential component. Therefore, we focus now on formula (47) and on the properties ofq λ .
We need the following bounds for derivatives ofq λ : for all ε > 0, for all λ ∈ S π−ε = {ρe iθ :
These bounds are derived as the bounds for q λ in [33, Proposition 3.7] .
We focus now on the harmonic part of the pressure. We first compute the HelmholtzLeray projection. From the work of Koch and Solonnikov [30, Proposition 3 
Moreover, we have the following formula for G: for all 1 ≤ α, β ≤ 3,
This formula implies by the Calderón-Zygmund theory that for all p ∈ (1, ∞), there exists a constant C(p) ∈ (0, ∞) such that for almost every t ∈ (0, T )
. In the study of (47), we have β = 3. Notice that
because G 33 = 0 by the formula (53). This cancellation property is essential since it enables to avoid the derivative ofq λ in the vertical direction, which in view of (51) has less decay in x . Furthermore, the fact that the trace of F (·, t) vanishes on ∂R 3 + implies that the trace of G α3 (·, t) also vanishes on ∂R 3
+ . Indeed, this property is clear for the first two terms in the right hand side of (53). Let us consider the third term. We define K 1 in the following way
We have by integration by parts using that the trace of F (·, t) vanishes on the boundary, for all x ∈ R 3 + ,
Hence, K 1 is a solution to the following Neumann problem
For the last two terms in the right hand side of (53), we argue similarly. We let
Then callingF 3 the vectorF 3 = −F 33 e α + F 3α e 3 , where e β , β ∈ {1, . . . 3} is the β th vector of the canonical basis of R 3 , we have
We then conclude as for K 1 above. For the proof of Proposition 7, we rely on the following straightforward lemma.
We have that for all ρ ∈ (0, ∞), there exists a constant C(p, κ) ∈ (0, ∞) such that
Proof of Lemma 8. Hölder's inequality with the parameters β, β , γ, γ ∈ [1, ∞] such that
This yields (56) by using the one-dimensional Hardy inequality and the relations for the Hölder exponents. In particular, κ > for a constant C(p) ∈ (0, ∞).
Step 2: harmonic pressure Our starting point to estimate the harmonic part of the pressure is formula (47), which we combine with the formula (55) for the source term. We have for almost all x 3 ∈ (0, ∞), x ∈ R 2 , s ∈ (0, T ),
As we stressed above, we have only tangential derivatives falling onq λ , so that we rely on (50) . We first show that for all α ∈ {1, 2}, x 3 , z 3 > 0, the kernel k x 3 ,z 3 defined by for all x ∈ R 2 k α,x 3 ,z 3 (x ) = 1 + 1
is a Calderón-Zygmund kernel. We recall that c * is the constant appearing in (51) . We have for all x ∈ R 2 |k α,
where C * is the constant in (51) . A key point is that the bounds (57) and (58) on k x 3 ,z 3 are uniform in x 3 , z 3 and λ ∈ S π−ε . Moreover, from (49) we have the antisymmetry
Hence, (57), (58) and (59) imply that k x 3 ,z 3 is a Calderón-Zygmund kernel. Therefore, for all p ∈ (1, ∞), there exists
Notice that the constant in (60) is uniform in x 3 , z 3 > 0 and λ ∈ S π−ε because of the uniformity in (57) and (58). We now turn to estimating the harmonic pressure. We have for almost all s ∈ (0, T ),
for some c ∈ (0, c * ). Notice that we used the bound
Applying now Lemma 8, we find for almost every s ∈ (0, T ),
with a constant C(κ, p) ∈ (0, ∞). Remark that in order to apply Lemma 8, we used the crucial fact that G α3 has zero trace on the boundary. It remains to compute the integral in λ and to estimate the convolution in time. We have for almost every s ∈ (0, T ),
Since κ > 
.
We conclude by using the bound (54) on G.
BOUNDEDNESS OF SCALE-CRITICAL QUANTITIES
The goal of this section is to prove Theorem 2 stated in the Introduction. The result follows from careful estimates of the terms in the right hand side of the local energy inequality (41) . Our analysis involves a delicate study of the pressure term, see Section 3.1.
In this section, all the parabolic cylinders are centered at (0, 0). We recall that E(u, r), A(u, r) and D(u, r) are defined by (24) . We first estimate scale-critical quantities involving the velocity. These estimates play a crucial role in Section 3.1 when it comes to estimate the pressure. 0) ) and the local ODE blow-up rate (26) . Furthermore, assume (61)ŝ,l > 2 and
Then the above assumptions imply that for
Proof. First we note that under the hypothesis onŝ,l and δ we have
Observe that for θ = 1 − 2 l(1+δ) ∈ (0, 1) we have
Thus we may interpolate
Remark 10. From now on when using above lemma, we will write for convenience
with the understanding that ( 0) ) and the local ODE blow-up rate (26) . Define
and
Then under the above assumptions, there exists µ(β, δ), θ(δ) ∈ (0, 1) such that for all r ∈ (0, 1]
Proof. Using a scaling argument, we may assume without loss of generality that r = 1. Since 2λ ∈ (2, 3) we can immediately apply the previous lemma to show that for some θ(δ) ∈ (0, 1) we have
Let us now focus on the more complicated term F λ ,β (u, 1). Using Hölder's inequality we get
Here, we have
In order to apply the previous Lemma, we now show that we can select such indices with
Using (69)- (70), we see that this is equivalent to selectingQ andQ such that (75) is satisfied with 1 4 + δ < 1 Q < 1 and
By using (69)- (71) together with the intermediate value theorem, we see that it is possible to select such indices. This then allows us to apply the previous lemma to (74), which gives
It is therefore sufficient to show λ β(
This can be verified by using (71) and (75)- (77). 3.1. Scaled Pressure estimates under Type I assumption. For convenience, let us introduce the scaled quantities
In this subsection, we let λ be as in Lemma 11. We remark that (69)-(70) imply that λ ∈ (1, Proposition 12. Let m, n and s be such that 1 < m < ∞, 1 < n ≤ ∞ and m ≤ s < ∞.
and suppose u satisfies the boundary condition u = 0 on x 3 = 0.
Then, we conclude that ∇p ∈ L t n L x s (Q + (1/2) ). Furthermore, the estimate
holds.
Remark 13. We will use that result for λ = m = n and f = 0, a scaling argument shows (80)
Let us now state the main estimate for the pressure when the Type I bound is satisfied. We state this as a lemma.
Lemma 14.
Suppose that (u, p) is a suitable weak solution to the Navier-Stokes equations on Q + (1). Furthermore, suppose u satisfies the Type I bound (26) and that λ , β and δ are as in Lemma 11. Then there exist θ ∈ (0, 1) and µ ∈ (0, 1) such that for any λ < s < ∞, r ∈ (0, 1) and τ ∈ (0,
Here, the constant C(M, λ , s, β, δ) ∈ (0, ∞).
Proof.
Step 1: splitting using an initial boundary value problem Let ϕ r ∈ C ∞ 0 (B + (r)) with ϕ r = 1 on B + ( r 2 ), 0 ≤ ϕ r ≤ 1 and |∇ϕ r | ≤ c r . Consider the initial boundary value problem
Using Proposition 7 with F := (u ⊗ u)ϕ r , p = q = λ and κ = β > 1 λ , we have
Notice also that since u has zero trace on the boundary we get
Using the above two facts, one can show
Applying Lemma 11, we can estimate both H λ (u, r) and F λ ,β (u, r) to obtain
Here (and throughout this proof) C(M, λ , s, β, δ) > 0 is a constant that may change from line to line. From Theorem 1.5 of [30] and by the Poincaré inequality, we have
. These estimates, together with an application of Lemma 11 to estimate H λ (u, r), gives (84) 1
Step 2: the harmonic part of the pressure The strategy for estimating the harmonic part of the pressure is in the same spirit to that in [45] , though our context is different. Define u 2 := u − u 1 and p 2 = p − p 1 . Then we have
Using Remark 13 and
and (87) J 2 := r
By applying Hölder's inequality one sees that (83) and (84) we see that
Notice that for τ ∈ (0,
)) . Using this and (3.1), we deduce that
Finally, we note that
We then use (83) and the above estimate to get the desired conclusion.
3.2.
Boundedness of scaled energy and pressure under Type I assumption. We let λ be as in Lemma 11 and let Now it suffices to gather the previous estimates in order to prove Theorem 2.
Proof of Theorem 2. Fix τ ∈ (0, 1 4 ) and let r ∈ (0, 1). By choosing an appropriate test function in the local energy inequality (41) we obtain
From Lemma 9 along with the fact that λ < 4, we see that
Using (94) and the above two estimates, together with Young's inequality, we arrive at the following estimate
Applying Lemma 14 (with an appropriate choice of s and τ (s, M, λ, β)) and using Young's inequality, we obtain the bound
Combining with (98) then gives
An iterative argument then shows
Using Lemma 3.2 in [35] this also implies that
Here, we have used that λ < Next note that the Duhamel formulation of the problem
is continuous with respect to L ∞ weak convergence of W 0 and F . 12 Consequently, from (103) the fact that u (k) are assumed to be mild solutions on R 3 + × (0, ∞), we see that u (∞) is a mild solution on R 3 + × (−∞, 0). From (19), (106) and the fact that L ∞ mild solutions are smooth, we infer that
+ . It is important to notice that (110) holds pointwise, for all x ∈ R 3 + , and not only almost everywhere. This is needed to get that u (∞) is two-dimensional, see Step 3 below. Using the assumptions that u (k) has a singular point at the space-time origin for all k, (107) and Lemma 3, we see that u (∞) has a singular point at (x, t) = (0, 0).
Step 3: obtaining the contradiction From (110) and (108), we see that (111) ∆u
By the classical Liouville theorem for the Laplace equation, we infer u
≡ 0. Using this and (110), one can conclude that u (∞) (x, −1) is two-dimensional, i.e.
3 (x 2 , x 3 , −1)). This, along with the scaled energy bound, implies that
Hence,
). From such initial data, we may construct local in time two-dimensional mild solutions [5] . Similar arguments to [8] (specifically p.566-568) show that this solution also satisfies the three-dimensional Duhamel formula. Using that u (∞) is a mild solution on R 3 + × (−∞, 0) and that u (∞) is bounded locally in space-time, we may use the uniqueness of L ∞ mild solutions to the Navier-Stokes equations in the case where the domain is a half-space (Theorem 1.3 in [5] ). One then concludes that when t ∈ (−1, 0), u (∞) (x, t) spatially depends only on (x 2 , x 3 ). This, in conjunction with (109), implies that for t ∈ [−1, 0) we have
). Using (108), we see that
This implies that u (∞) satisfies the energy inequality. Thus u (∞) is a two-dimensional weak Leray-Hopf solution for t ∈ [−1, 0), with initial data u (∞) (·, −1). It is known that twodimensional weak Leray-Hopf solutions are infinitely differentiable in space and time for all positive times [12] , hence u (∞) cannot have a singular point at (x, t) ∈ (0, 0). Thus, we have obtained the desired contradiction.
Proof of Theorem 1.
Proof. We will present the proof of (CA) here, whilst commenting on the proof of (9) in Section 5. We will take x 0 = 0 . The case where x 0 is in the interior can be proven similarly. Without loss of generality take T > 1. For the proof of (CA) we will assume for contradiction that (x, t) = (0, T ) is a singular point of u.
Step 1: Local Morrey bounds Clearly for t ∈ (0, T ), u satisfies the energy inequality
Let p be the pressure associated to u. Using (115), maximal regularity for the linear Stokes equations [23] and estimates for the Stokes semigroup in the half-space, one can infer that (116)
Notice that the left hand side is bounded in terms of the initial data u 0 only. One can readily show that u is a suitable weak solution to the Navier-Stokes equations on R 3 + × (0, T ). Using this, together with (116) and the ODE blow-up rate (8), we may apply Theorem 2 to deduce that
With applying the previous Proposition in mind, we now select δ = γ(M, M ). Here δ is from the definition of C δ,x 0 in Theorem 1 and γ is from Proposition 4.
Step 2: zoom in on the singularity and a priori bounds Let R (n) ↓ 0 and rescale
for all y ∈ R 3 + and s ∈ (−T /(R (n) ) 2 , 0). From (117), we have
From (8) we have
we can use (119) and the same arguments in [8] 13 to infer that for any ε > 0 and l, m ∈ N we have
Step 3: passage to the limit Using the above a priori estimates and Lemma 3 we obtain a limiting suitable weak solution (u (∞) , p (∞) ) to the Navier-Stokes equations on R 3 + × (−∞, 0) with no-slip boundary condition and such that u (∞) has a singular point at (x, t) = (0, 0)
Moreover, arguing as in Proposition 4, we infer that (u (∞) , p (∞) ) is a mild solution on R 3 + × (−∞, 0). As was previously mentioned, the results from [8] imply that (122) sup
Step 4: reduction to Proposition 4 when ω (∞) | ∂R 3 is non-zero We now encounter two cases, namely
We first treat case 1) by using (CA) to show (19) holds true. This essentially follows from the same reasoning as in [22] , but we provide full details for completeness. Using (120) we obtain that
Using (123), this implies that for all n sufficiently large we have
Hence, for all x ∈ S + 0 we see that for n sufficiently large we have
and using the continuous alignment condition (CA), we see that for any x and y in S + there exists n large enough such that
Thus, the vorticity direction for ω (∞) (·, −t 0 ) points in one direction in B + (γ(M, M ) √ t 0 ). By the no-slip boundary condition on ∂R 3 + , we obtain that ω (∞) (x, −t 0 ) · e 3 = 0. Here we have crucially used that in case 1) ω (∞) (·, −t 0 ) does not vanish on the boundary, implying the vorticity direction is well defined for some spatial point on the boundary. By a suitable rotation we can then assume without loss of generality that in
for i = 2, 3. We conclude case 1) by relying on Proposition 4 to show that (0, 0) is a regular point of u (∞) . This is a contradiction with the fact that u (∞) has a singular point at (x, t) = (0, 0).
Step 5: Treating the case ω (∞) | ∂R 3
Notice that for the case ω (∞) | ∂R 3 + (·, t) ≡ 0 for all t ∈ (−∞, 0), the vorticity direction is not defined on the boundary and hence the final implication in the previous step (inferring ω (∞) · e 3 is zero in some ball using the no-slip boundary condition) does not apply here. This possibility seems to have not been considered in [22] and [20] . To overcome this difficulty we will extend the solution u (∞) to the whole space and then apply a theorem regarding unique continuation for parabolic operators from [16] to the vorticity equation. This will show that u (∞) ≡ 0 in R 3 + × (−∞, 0), which contradicts the fact that u (∞) has a singular point at (x, t) = (0, 0).
First, we recall from (122) (·, t) ≡ 0 for all t ∈ (−∞, 0) implies the following. Namely, for every multiindex α we have
Proceeding as in [4] , we use (124) to show that there is a well defined extension of (
Moreover, (124) and the arguments in [4] give that (u (∞) ) * , (p (∞) ) * is a solution to the Navier-Stokes equations in R 3 ×(−∞, 0). Now, we may use the smoothness given by (122) to deduce for the vorticity
This, as well as (122) and (124), allows the applicability of a theorem regarding unique continuation for parabolic operators (Theorem 4.1 in [16] ). This then gives that (ω (∞) ) * ≡ 0 in R 3 × (−∞, 0) (since was chosen arbitrarily). One then concludes that u (∞) is zero by using the classical Liouville theorem for harmonic functions, along with the no-slip boundary condition.
FURTHER IMPROVEMENTS AND REMARKS
5.1. Remark regarding proof of (9). Let us sketch how to prove (9) in Theorem 1. We assume for contradiction that (x, t) = (0, T ) is a singular point of u. In this case take δ = γ(M, M ), R (n) := T − t (n) and rescale
for all y ∈ R 3 + and s ∈ (−T /(R (n) ) 2 , 0). From the assumption in (9), we see that for
Repeating Steps 1-3 in the same way, we end up with a limiting solution (U (∞) , P (∞) ) with the properties as described in Step 3 for (u (∞) , p (∞) ). Additionally, from (127) we get that
. This last fact allows us to immediately apply Proposition 4 to infer that (0, 0) is a regular point of U (∞) , which again gives a contradiction.
5.2. Improvements to Theorem 1 for the whole-space case. The above proof of Theorem 1 demonstrates a difficulty specific to the Navier-Stokes equations in the half-space. Namely, if the vorticity direction is constant for the Navier-Stokes equations in the halfspace, we can only perform rotations that leave the half-space invariant. This creates difficulties when attempting to reduce to the situation described in Proposition 4. We overcame these difficulties in Steps 4 and 5.
In comparison, the above issue is not problematic in the whole-space setting. Consequently, for the whole-space setting we can prove a stronger result. In fact, this improves the result obtained in [22] , as we discuss below.
Theorem 3. Suppose u is a mild solution to the Navier-Stokes equations in R 3 × (0, T ) with divergence-free initial data u 0 ∈ C ∞ 0 (R 3 ). Furthermore, suppose that for (x, t) ∈ R 3 × (0, T ):
Let η : R → R be a continuous function with η(0) = 0. Under the above assumptions, there exists δ(M, u 0 ) > 0 such that the following holds true:
The proof is essentially the same to that of Theorem 1, hence we omit it. The difference is that one takes R (n) := T − t (n) and then rescales in the following way
for all y ∈ R 3 + and s ∈ (−T /(R (n) ) 2 , 0). Remark 15. Consider u, ξ, u 0 , T and t (n) be as in the above theorem, but assume that u first loses smoothness at time T . Let η be any fixed modulus of continuity with η(0) = 0. The result in [22] implies that ξ breaks the modulus of continuity η on the set
for all n sufficiently large. Since a finite blow-up time T implies the existence of a singular point x 0 , our Theorem above implies a more precise description of the vorticity direction near the blow-up time. Namely, the modulus of continuity η is broken on the set
for all sufficiently large n. Due to (129) in the above theorem, we see that for all sufficiently large n, (132) is non empty and is a strict subset of (131).
GEOMETRIC REGULARITY CRITERIA NEAR A FLAT BOUNDARY: LOCAL SETTING
In this section, we prove versions of the geometric regularity criteria under local assumptions on the solution.
The proof of the geometric criteria in [20, Theorem 1.3] or Theorem 1 above cannot be easily localised in the half-space for the following reason. In the local setting close to boundaries, we can have boundedness of u but unboundedness of the vorticity, as can be seen from the construction of bounded shear flows with unbounded derivative in the halfspace [27, 42] . Hence, there is no a priori bound such as (120) that ensures that the vorticity direction converges in the space of continuous functions. But this is a crucial ingredient to use (10) and to thus show that the limiting flow (resulting from the rescaling procedure) is two-dimensional. This is in strong contrast with the local setting away from boundaries, where the proof above applies mutatis mutandis.
We show here that in spite of the aforementioned difficulties, Theorem 1.1 can be localised. As far as we know, this is a new result for the half-space. For the local result in the interior case, we refer to [22] .
Theorem 4 (localised geometric regularity criteria). Let (u, p) be a suitable weak solution to the Navier-Stokes equations in Q + (1). Assume the Type I condition
Let d be a positive number and let η be a continuous function on [0, ∞) satisfying η(0) = 0. Assume that η is a modulus of continuity in the x variables for the vorticity direction ξ = ω/|ω|, in the sense that
where
For the whole proof, we assume that (u, p) is a suitable weak solution in Q + (1). Though our goal is to show that any point in Q + ( 1 2 ) is regular it is enough to show that (0, 0) is a regular point. Indeed, regularity is clear for any time t < 0 by the Type I condition (133) and one can reduce to proving that (0, 0) is regular by translation and scaling. Hence we assume that (0, 0) is a space-time blow-up point. Our aim is to reach a contradiction under the continuous alignment condition (134). In addition to using the stability of singularities as in the proof of Theorem 1 above, we introduce two further techniques:
(1) We rely on the localisation procedure from [36] , which was subsequently also utilized in [2] to get half-space mild bounded ancient solutions from singular (local) suitable weak solutions. The role of this step is to obtain a limiting solution that is mild from the rescaled solution. We emphasize that the localisation serves this sole purpose, but it is crucial. Indeed showing that the flow is two-dimensional relies upon the uniqueness of mild solutions in L ∞ (R 3 + × (0, T )).
14 Notice that our definition of Ω d here is slightly different from the one in the global setting. Indeed, in order to deduce that the blow-up flow is two-dimensional we need to use the no-slip boundary condition, as in
Step 4 in Section 4. Hence, we require that the continuous alignment condition is true up to the boundary. In the global setting we do not need to assume this explicitly, since by (120) the flow is smooth up to the boundary.
(2) We go around the use of strong convergence for the vorticity by using Egoroff's theorem.
Step 1: localisation We rely on following lemma, which follows the presentation from [2, Lemma 2.4]. To the best of the authors' knowledge such localisation procedures first appeared for the NavierStokes equations in [36, Lemma 1] .
Lemma 16 (Regular annulus lemma). There exists 0 < r 1 < r 2 ≤ 1 4 and 0 < δ 1 < δ 2 < 1 such that
where the domain Q + (r, δ) for r ∈ (0, 1] and δ ∈ [−1, 0) is defined by
We fix two cut-off functions
We then define ϕ(x, t) := ϕ 1 (x)ϕ 2 (t) for all (x, t) ∈ R 3 × (−∞, ∞). Let B = B(u · ∇ϕ) be the Bogovskii operator defined on B + (r 2 ) \ B + (r 1 ). 15 In particular, for almost every
Notice that Lemma 16 implies u · ∇ϕ ∈ W 2,1 p,
for all finite p ≥ 1. Since u has zero trace on ∂B + (1) ∩ ∂R 3 + , one sees that u · ∇ϕ has zero average when integrated on B + (r 2 ) \ B + (r 1 ). Hence, the operator B is well defined. In view of [19 
for all p ∈ (1, ∞). We can extend B by zero on for any p ∈ (1, ∞).
15 See [9] , as well as Chapter III of [19] .
On R 3 + × (−1, 0) we define U = ϕu − B and P = ϕp. As a result of (133) (−1, 0) ). So using that U has compact support we can infer that (P, r) < ∞.
We also have that (U, P ) solves the following Navier-Stokes equations
with forcing term 
with no-slip boundary condition W | ∂R 3 + = 0 and initial data W (·, −1) = 0. Moreover, using (140) and (145), together with maximal regularity [23] , we see that W ∈ L 1 (−1, 0; L 9 8 (R 3 + )). Using this, (140), the fact that U has compact support and the Liouville theorem [33, Theorem 5] for the linear Stokes system, we see that U ≡ W . Namely, U is a mild solution to (143) with initial data U (·, −1) = 0.
Step 2: zoom in on the singularity and a priori bounds Let R k ↓ 0 and consider
+ and s ∈ (−R −2 k , 0). From (143) we have that (U (k) , P (k) ) is a mild solution to with uniform bounds independent of the sequence parameter k. Furthermore, using (149), We can then extract a diagonal subsequence such that this convergence holds on B + (K) × (−1, 0) for every K ∈ N. To see the strong convergence of the gradient, we rely on Ehrling's inequality [19, II.5.20] . Let ε > 0 be fixed. Let M be as defined in (152). Then there exists a constant C(ε, M ) ∈ (0, ∞) such that for almost all t ∈ (−1, 0),
. ds ≤ ε 2 + ε 2 = ε, which implies the convergence (151).
Integrating in time yields
Step 5: obtaining the contradiction via the use of Egoroff's theorem As in Section 4 (Steps 4 and 5) we need to discuss between the case when the vorticity vanishes identically on the boundary or not. Here again two things can happen:
• either the vorticity vanishes identically on the boundary for all times t ∈ (−1, 0), i.e. ω (∞) (x , 0, t) = 0 ∀x ∈ R 2 , t ∈ (−1, 0)
in which case we conclude that ω (∞) vanishes identically on R 3 + × (−1, 0) as in the proof of Theorem 1 (Step 5) in Section 4, • or there exists a time t 0 ∈ (−1, 0) and x 0 ∈ R 2 such that ω (∞) (x 0 , 0, t 0 ) = 0, in which case there exist a whole interval I t 0 ⊂ (−1, 0) around t 0 where the vorticity does not vanish on the boundary. In what follows below, we consider only this case.
Let t 0 and I t 0 be fixed as above. We deduce from (151) the convergence of the vorticity in L 9
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