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Relations among endoscopy liftings of automorphic forms, poles of L-functions,
and nonvanishing of certain periods of automorphic forms have long been expected,
although they have not been formulated, even conjecturally. We take a first step
toward considering the relations by formulating our conjectures for certain types of
endoscopy liftings, which generalizes a theorem of Ginzburg et al. (1997, J. Reine
Angew. Math. 487, 85114) (n=2 case). By establishing the SiegelWeil type iden-
tity for Eisenstein series of G2 , we verify a portion of our conjecture for n=3,
among some other results.  2000 Academic Press
INTRODUCTION
Automorphic L-functions, which were introduced by R. Langlands in the
1960s, are fundamental to the theory of automorphic representations and
related subjects like arithmetic algebraic geometry and number theory.
Analytic properties of L-functions, as conjectured by Langlands, are known
for many families of cases, via the LanglandsShahidi method and the
RankinSelberg method (for a survey of these methods see [GS]). It is a
basic idea (see [R], for instance) that the poles of L-functions should
indicate some type of lifting (such as theta, base change, functorial type) of
automorphic representations from one group to another.
When the L-function under consideration has an integral representation
of a RankinSelberg type which involves an Eisenstein series, the poles of
the L-function should be determined by those of the Eisenstein series and
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certain interesting conditions on the cusp forms. In this sense, any non-
trivial characterization of the residue (or the first term in the Laurent
expansion) of the Eisenstein series at the singularity becomes essential to
the study of the poles of the L-function and the period integral which
is obtained from the global RankinSelberg integral. The regularized
SiegelWeil formula of Kudla and Rallis [KR1] characterizes the first term
of the Eisenstein series by the theory of theta functions, which relates the
poles of L-functions to the theory of theta liftings. On the other hand, the
first-term identities [KR1, Jng1] provide relations among the first terms of
various Eisenstein series, which relates the poles of L-functions to periods
of automorphic forms.
The recent study of periods of automorphic forms was stimulated by the
work of Harder, Langlands and Rapoport and by Jacquet’s theory of
relative trace formula. At least two applications of periods of automorphic
forms have been shown to be significant: one is characterizing the image of
certain functorial liftings of automorphic representations via various types
of relative trace formulas and the other [Jng3, Jng4] is characterizing the
nonvanishing of special values or poles of L-functions via the theory of
Eisenstein series with a combination of the Arthur truncation method, the
LanglandsShahidi method, and the RankinSelberg method.
The objective of this paper is to study relations among certain types of
endoscopy liftings, poles of certain L-functions, and certain periods of
automorphic forms.
More precisely, let G be a reductive algebraic group defined over a num-
ber field F and let LG denote the Langlands dual group of G. Let \ be a
finite-dimensional irreducible complex representation of LG with the
property that the stabilizer of a generic point in the space of \ is reductive.
Denote by LH such a stabilizer which is the Langlands dual group of a
reductive group H. Then the Langlands Principle of Functoriality asserts
that there should exist a lifting from automorphic representations of H(A)
to automorphic representations of G(A) (up to the L-packet).
In the recent study of automorphic representations and L-functions,
some strong evidence indicates that an automorphic representation ? of
G(A) is a lift of some automorphic representation { of H(A) provided the
global (partial) L-function L(?, \, s) has a pole at s=1, and also that a
certain period on ? will be nonzero. In other words, one expects that the
following three statements should be closely related.
(1) ? is a lift from {.
(2) The L-function L(?, \, s) has a pole at s=1.
(3) A certain period I(.), defined on the space of ?, is nonzero.
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More concretely, we consider the following special case: Let \ denote the
second fundamental representation of Sp2n (C). Thus dim \=( 2n2 )&1. It is
well known (see [K]) that the stabilizer of a generic point in this represen-
tation is SL2 (C)_ } } } _SL2 (C) (n times). By Langlands philosophy, one
expects a lifting of automorphic representations from SO3_ } } } _SO3 (n
times) to SO2n+1 . Suppose that {i , for 1in, are cusp forms of SO3 (A)
and suppose that {1 _ } } } _{n lifts to ?, an automorphic representation of
SO2n+1 (A).
In this case, using the branching rule from Sp2n (C) to SL2 (C)_ } } } _
SL2 (C), one expects that
LS(?, \, s)=‘S(s)n&1 ‘
i< j
LS({i_{j , s).
Here S is a set of places including infinity such that outside of S, ?v is
unramified. Also, ‘S(s) is the partial zeta function and LS({i_{j , s) is the
degree-four tensor product partial L-function. Thus if all {i are distinct then
LS({i_{j , s) is holomorphic and one expects LS(?, \, s) to have a pole of
order n&1. In this case we expect ? to be a cuspidal representation of
SO2n+1 (A).
In Section 4.2 we define a period I(.), for . # ?, the non-vanishing
property of which we believe is related to the above endoscopy lifting.
In fact, when n=2 it is proved in [GRS1] that an irreducible cuspidal
automorphic representation ? of SO5 (A) is an endoscopy lifting from
SO3 (A)_SO3 (A) if and only if the L-function L(?, \, s) has a simple pole
at s=1, and if and only if the period I(.) does not vanish for some . # ?.
Naturally, one may curiously ask for the analogue of this theorem for n
greater than 2.
In this paper, we first establish a first term identity (Theorem 1.6) for
degenerate Eisenstein series of the exceptional group G2 , which uses the
general idea for formulating the first term identities for Eisenstein series in
[Jng1]. One of these Eisenstein series of G2 was used in [GR] to introduce
a global integral of RankinSelberg type, which represents the L-function
L(?, \, s) for n=3. We establish the analytic properties of the L-function
for re(s)> 12 (Theorem 4.1). As an application of the SiegelWeil type iden-
tity for G2 , we prove in Theorem 4.2 that if LS(?, \, s) has a double pole
at s=1 then the period I(.) which we define in Section 4.2 is nonzero. At
this point, it seems quite difficult to study other relations between the
above (1), (2), and (3), for n3. However, it follows from [BG2] that the
same result as we prove in this paper should hold in the case of n=4.
As another example of the above phenomenon, we consider the
L-function L(?, \, s) where \ is the 26-dimensional irreducible representa-
tion \ of F4 (C). It is known from [K] that the stabilizer of a generic point
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in the space of \ is SO8 (C). The L-function in this case has an integral
representation using the same Eisenstein series of G2 (see [GR]). The
double pole of this L-function at s=1 is related to a period integral. The
details are given in Section 4.2 (Theorem 4.3). To our knowledge, the first
example of an L-function having a possible double pole at s=1 was given
in [Jng2]. In that case, the existence of the double pole of the L-function
at s=1 is related to a case of endoscopy lifting, see Chap. 4 of [Jng2] for
details.
Finally, as another application of the first term identity (Theorem 1.6),
we show that the integral representation of the adjoint L-function of GL3
has at most a simple pole at s=1. The integral representation for this
L-function was introduced in [G1]. It is expected that the adjoint
L-function for GL3 should be holomorphic at s=1. We hope to prove this
based on our further study of Eisenstein series of G2 and analyzing the
local integrals in question.
As mentioned above, the RankinSelberg integrals we study in this paper
were announced in [GR].
We thank S. Rallis and D. Soudry for many useful conversations.
1. THE FIRST TERM IDENTITY FOR DEGENERATE
EISENSTEIN SERIES OF G2
Let F be a number field and A the ring of adeles of F. Consider the split
exceptional group G2 over F. Our basic notations are as in [JiR]. Let :
(resp. ;) be the long (resp. short) simple root of G2 . Then the positive roots
are
:, ;, :+;, :+2;, :+3;, 2:+3;.
Let P, Q be the two standard maximal parabolic subgroups of G2 with the
Levi decomposition P=GL; (2) N: and Q=GL: (2) N; . The degenerate
principal series of G2 associated to P (resp. to Q) is denoted by I : (s) (resp.
I; (s)) and is defined as the smoothly induced representation from the one-
dimensional representation $sP (resp. $
s
Q) of P (resp. Q).
For any section ,s # I : (s) (resp. .s # I; (s)), one can define as usual an
Eisenstein series E: (g; s, ,s) (resp., E ; (g; s, .s)) associated to ,s (resp. .s)
by
E: (g; s, ,s)= :
# # P"G2
,s (#g) \resp., E ; (g; s, ,s)= :# # Q"G2 .s (#g)+ .
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1.1. Poles of Eisenstein Series of G2
By Langland’s theory, the analytic properties of Eisenstein series can be
deduced from their constant terms along parabolic subgroups. We will
compute the constant term of the Eisenstein series along the maximal
parabolic subgroups.
For any root #, we denote by w# the Weyl group element associated to
# and set w:; :=w:w; , etc. It is easy to obtain the following Bruhat decom-
positions (see [JiR] for notations):
G2 =[P] _ [Pw: P] _ [Pw:;:P] _ [Pw:;:;: P]
=[Q] _ [Qw; Q] _ [Qw;:;Q] _ [Qw;:;:;Q], (1)
and
P"[PwP]={
1,
(B;"GL; (2)) /: ,
(B;"GL; (2))(/: /:+;/2:+3;),
N: ,
if w=1,
if w=w: ,
if w=w:;: ,
if w=w:;:;: ,
(2)
and
Q"[QwQ]={
1,
(B:"GL: (2)) /; ,
(B:"GL; (2))(/;/:+2;/:+3;),
N; ,
if w=1,
if w=w; ,
if w=w;:; ,
if w=w;:;:; .
(3)
Proposition 1.1. With notations as above, we have
|
N:(F )"N:(A)
E: (ng; s, ,s) dn
=,s (g)+ :
# # B;"GL; (2)
M: (,s)(#g)
+ :
# # B;"GL; (2)
M:;: (s)(,s)(#g)+M:;:;: (,s)(g),
260 GINZBURG AND JIANG
where these intertwining operators M: , M:;: , and M:;:;: are defined by
M: (,s)(g)=|
A
,s (w: n1 g) dn1
M:;: (,s)(g)=|
A3
,s (w:;: n3 g) dn3
M:;:;: (,s)(g)=|
A5
,s (w:;:;:n5 g) dn5 .
Note that n1 # /: , n3 # /:/:+;/2:+3; , and n5 # N: . Similarly, we have
|
N; (F )"N; (A)
E; (ng; s, .s) dn
=.s (g)+ :
# # B;"GL; (2)
M; (.s)(#g)
+ :
# # B;"GL;(2)
M;:; (.s)(#g)+M;:;:; (.s)(g),
where these intertwining operators M; , M;:; , and M;:;:; are defined by
M; (.s)(g)=|
A
.s (w; n1 g) dn1
M;:; (.s)(g)=|
A3
.s (w;:;n3 g) dn3
M;:;:; (.s)(g)=|
A5
.s (w;:;:; n5 g) dn5 .
Note that n1 # /; , n3 # /; /:+2;/:+3; , and n5 # N; .
Proof. The proof of this proposition is standard (see for example
[KR]) and follows from the explicit double coset decomposition given
above. We omit the details. K
As is well known, for each Weyl group element w, one defines an inter-
twining operator Mw (s). To study the analytic properties of the intertwin-
ing operators, it is important to compute the C-functions of the intertwin-
ing operator by using the formula of GindinkinKarpelevic. If .s is the
unramified vector in I: (s) (resp. I ; (s)) then Mw (s) .s=Cw (s) .0s where .
0
s
is the unramified vector in image of Mw (s). To compute Cw (s) one can use
Proposition 5.2 in [PSR1]. The following is the list of C-functions in the
case of G2 :
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(1) C: (s)=
‘(3s&1)
‘(3s)
,
(2) C; (s)=
‘(5s&1)
‘(5s)
,
(3) C:; (s)=
‘(3s&1) ‘(9s&4)
‘(3s) ‘(9s&3)
,
(4) C;: (s)=
‘(5s&2)
‘(5s)
,
(5) C:;: (s)=
‘(3s&1) ‘(6s&3) ‘(9s&4)
‘(3s) ‘(6s&2) ‘(9s&3)
,
(6) C;:; (s)=
‘(5s&2) ‘(10s&5)
‘(5s) ‘(10s&4)
,
(7) C:;:; (s)=
‘(3s&1) ‘(6s&3) ‘(9s&5)
‘(3s) ‘(6s&2) ‘(9s&3)
,
(8) C;:;: (s)=
‘(5s&3) ‘(10s&5)
‘(5s) ‘(10s&4)
,
(9) C:;:;: (s)=
‘(3s&2) ‘(6s&3) ‘(9s&5)
‘(3s) ‘(6s&2) ‘(9s&3)
,
(10) C;:;:; (s)=
‘(5s&4) ‘(10s&5)
‘(5s) ‘(10s&4)
.
By decomposing an intertwining operator into a product of a few
‘‘smaller’’ intertwining operators and applying Rallis’ Lemma [PSR,
Lemma 4.1], one can determine the poles of the local intertwining
operators.
Proposition 1.2. Let v be a place of the number field F. Given a Weyl
element w define
M*w, v (s)=C &1w, v(s) Mw, v (s)
where Cw, v and Mw, v are the local components of Cw and Mw respectively.
Then for Re(s)> 12 M*w, v are holomorphic.
Proof. Let us first consider the intertwining operator
M:, v (s)(,s)(g)=|
Fv
,s (w:/: (x) g) dx
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for ,s # I :v(s). The restriction to the closed subgroup GL:(2) gives rise to
a map from I :v(s) to
Ind
GL: (2, Fv)
B:(Fv)
( |t1|6s |t2 |3s).
Then the intertwining operator M:, v is the standard intertwining operator
from
Ind
GL: (2, Fv)
B:(Fv)
( |t1| 6s |t2 |3s)
to
Ind
GL: (2, Fv)
B:(Fv)
( |t1| 3s+1 |t2 |6s&1).
By Rallis’ Lemma [PSR], the poles of the intertwining operator are
achieved by just considering the sections with support in the open Bruhat
cell. Let fs be any of such sections. Then we have
M:, v (s)( fs)(w:)=|
Fv
fs (w:/: (x) g) dx
=|
Fv
_
fs (h(&x&1, &x) /: (x) w: /: (x&1)) dx
=|
Fv
_
|x| &3s fs (x&1) dx=|
Fv
_
|x|3s&1 fs (x) d _x
=‘v (3s&1)_an entire function.
We obtain the result claimed in this case.
Next we consider the intertwining operator
M:;:;:, v (s)(,s)(g)=|
F v
5
,s (w:;:;: n5 g) dn5
for ,s # I :v(s). In this case, the intertwining operator can be decomposed as
follows:
M:;:;:, v (s)(,s)(g)
=|
Fv
5
,s (w:;:;:n5 (x, y, z, u, v) g) dn5
=|
Fv
5
,s (w:/: (x) w;/; ( y) w: // (z) w;/; (u) w:// (v) g) dn5
=[M:, v b M;, v b M:, v b M;, v b M:, v](,s)(g).
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After applying Rallis’ Lemma [PSR] to each of the factors, we conclude
that the poles of the intertwining operator M:;:;:, v (s) are among those of
‘v (3s&1) ‘v (3s&2) ‘v (6s&3) ‘v (9s&4) ‘v (9s&5).
Therefore, the normalized intertwining operator
M*:;:;:, v (s)=
‘v (3s) ‘v (6s&2) ‘v (9s&3)
‘v (3s&2) ‘v (6s&3) ‘v (9s&5)
} M:;:;:, v (s)
is holomorphic for Re(s)> 12 .
All other cases can be proved by the same argument. K
Let ,s (resp. .s) be a vector in I : (s) (resp. I ; (s)). As in [KR] or
[Jng2], for m # GL2 (A) the constant term along P of the Eisenstein series
E: (m; s, ,s) can be expressed as
E :P(m; s, ,s)=$
s
P(m) ,s (e)+E
GL; (2) (m, s; M:*(,s)) C: (s)
+EGL;:; (2) (m, s; M*:;: (,s)) C:;: (s)
+M*:;:;: (s)(,s)(m) C:;:;: (s) (4)
and the constant term along Q of the Eisenstein series E; (m; s, .s) can be
expressed as
E ;Q(m; s, .s)=$
s
Q(m) .s (e)+E
GL:(2) (m, s; M*; (.s)) C; (s)
+EGL:;:(2) (M, s; M*;:; (.s)) C;:; (s)
+M*;:;:; (s)(.s)(m) C;:;:; (s). (5)
Here the Eisenstein series on the right-hand side are Eisenstein series on
GL2 .
According to these formulas, it is not difficult to show
Proposition 1.3. For Re(s)> 12 , the possible poles of the Eisenstein
series E: (g; s, ,s) (resp. E ; (g; s, .s)) are s= 59 ,
2
3 , or 1 (resp. s=
3
5 ,
4
5 , or 1).
To determine the precise order of the poles of the Eisenstein series, we
need the following proposition, which will be proved in Section 1.3.
Proposition 1.4. Over a local field Fv ,
(1) the representations I :v(s), for s=
2
3 ,
5
9 , and I
;
v(
4
5) have a unique
irreducible quotient, and
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(2) the unique irreducible quotient representation is generated by the
normalized spherical function in each of the cases.
Finally, the analytic properties of the above Eisenstein series can be
stated as follows.
Theorem 1.5. With notations as above, we have
(1) for real part of s greater than 12 , and for any holomorphic section
,s # I : (s), the Eisenstein series E : (g; s, ,s) is holomorphic except for s= 23 or
1. For any holomorphic section .s # I ; (s), the Eisenstein series E; (g; s, .s)
is holomorphic except for s= 35 or 1;
(2) both Eisenstein series have a simple pole at s=1. The Eisenstein
series E: (g; s, ,s) (resp. E; (g; s, .s)) has a pole at s= 23 (resp. s=
3
5) of order
less than or equal to two. If .35 # I ; ( 35) is in the subspace spanned by the
normalized spherical function, then E; (g; s, .s) has only a simple pole at
s= 35 .
Proof. It is clear that both Eisenstein series have a simple pole at s=1
with the constant function as residue.
By taking the constant term along maximal parabolic subgroups of G2 ,
it is not difficult to verify that the theorem holds for the normalized spheri-
cal function in each of the cases.
For the cases with unique quotient property, we shall use the following
argument to prove the theorem in general. Let I(s) be either I : (s) or I; (s)
and E(g; s, fs) be the Eisenstein series under consideration.
Now, consider the Laurent expansion of the Eisenstein series E(g; s, fs)
at s=s0 :
E(g; s, fs)=
4&d (g, fs0)
(s&s0)d
+ } } } .
The leading term 4&d (g, fs0) maps the induced representation I(s) to a
quotient representation X. By Proposition 1.4, I(s) has a unique irreducible
representation, which is generated by the normalized spherical function in
each of the cases. Hence the order d of the leading term must be the same
as the one achieved by the normalized spherical function. Hence the
theorem follows.
For s= 35 , by formula (5) above, one knows that the Eisenstein series
E; (g; s, .s) has a pole at s= 35 of order less than or equal to two. However,
the normalized spherical function can only achieve a simple pole at s= 35 .
Hence if the section .s in I ; (s) lives in the subspace generated by the nor-
malized spherical section at s= 35 , the Eisenstein series E
; (g; s, .s) can
achieve at most a simple pole at s= 35 . K
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1.2. A First Term Identity
To establish the first term identity for degenerate Eisenstein series of G2 ,
we consider the Laurent expansions
E: (g; s, ,s)=
4:&2(g, ,23)
(s&23)2
+ } } } (6)
and
E; (g; s, .s)=
4;&d (g, .35)
(s&35)d
+ } } } , (7)
where d=1 or 2. From Theorem 1.5, the leading term 4:&2(g, ,23) (resp.
4;&d(g, .35)) is not identically zero. The following is the precise relation
between these two leading terms.
Theorem 1.6 (First Term Identity). With the notations as above, both
leading terms enjoy the following properties.
(1) Both leading terms 4:&2(g, ,23) and 4
;
&d (g, .35) are square
integrable.
(2) For a given holomorphic section (at s= 23) ,s # I
:(s) such that the
Eisenstein series E: (g; s, ,s) has a pole of the second order at s= 23 , there
exists a holomorphic section (at s= 35) .s # I
; (s) such that the Eisenstein
series E ; (g; s, .s) has a simple pole at s= 35 , and moreover,
4:&2(g, ,23)=
1
2
}
Ress=1 ‘(s)
‘(2)
} 4;&1(g, .35).
Proof. To prove (1), we need the criterion of square integrability
(Lemma I.4.11 in [MW]). Since the residual representations are concen-
trated along the Borel subgroup B, one has to compute their automorphic
exponents along B.
Let B=TU be the Borel subgroup of G2 and let aB :=X(T )C. Then
we have
O(aB )=[r1 (1, &1)+r2 (0, 1) : r1 , r2>0].
The Eisenstein series E: (g; s, ,s) has the following automorphic exponents
along B:
(6s&3, 3s&2), (3s&2, 6s&4), (3s&2, &3s+1),
(&3s+1, 3s&2), (&3s+1, &6s+3), (&6s+3, &3s+1).
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The leading term of E : (g; s, ,s) at s= 23 in (6) has only one automorphic
exponent (&1, 0) along B, which is in &O(aB ). It follows that this residue
is square integrable. On the other hand, the Eisenstein series E; (g; s, .s)
has the following automorphic exponents along B:
(5s&3, 5s&2), (5s&3, &1), (&1, 5s&3)
(&1, &5s+2), (&5s+2&1), (&5s+2, &5s+3).
The leading term of E; (g; s, .s) at s= 35 in (7) may have automorphic
exponents (&1, 0) and (&1, &1) along B. Both exponents are in &O(aB ).
Hence the leading term is square integrable. This proves Part (1).
For Part (2), we let A0 (G2)=L2disc(G2 (F )"G2 (A)) be the space of all
square integrable automorphic functions of G2 (A) which occur in the dis-
crete spectrum. By Part (1), the leading term 4:&2(g, ,23) is square
integrable. We have an intertwining map
4:&2, 23 : I
: \23+ A0 (G2).
Note that the image of the intertwining map is not the constant function
and has a nonzero spherical function. By a result of Langlands, there
are only two linearly independent spherical automorphic functions in the
discrete spectrum A0 (G2), which are concentrated in the Borel (see, for
example, Appendix III in [MW]). The image, denoted by X, must be irre-
ducible since the induced representation I : ( 23) has a unique irreducible
quotient representation (Part 1 in Proposition 4).
It is easy to check that the (global) normalized intertwining operator
M:*( 23) maps from I
: ( 23) to I
; ( 35) and takes the normalized unramified
spherical function ,%23 in I : ( 23) to the normalized spherical function .%35 in
I; ( 35). Furthermore, for those normalized spherical functions, we have the
identity
4:&2(g, ,%23)=
1
2
}
Ress=1 ‘(s)
‘(2)
} 4;&1(g, .%35). (8)
Since M:*( 23)(I
: ( 23)) is generated by the normalized spherical function
.%35 in I ; ( 35), it makes sense to define
Y :=4&1, 35 b M :* \23+\I: \
2
3++ .
By (8), we have
X/Y. (9)
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Again, by the uniqueness of the irreducible quotient representations of the
induced representation I : ( 23), we have
X=Y={4;&1 \g, M :* \23+ (,23)+ : ,23 # I : \
2
3+= . (10)
Now the identity for the general function ,23 # I : ( 23) follows from
Schur’s lemma. K
1.3. The Proof of Proposition 1.4
The first part of Proposition 1.4, that is, the uniqueness of irreducible
quotient representation of the relevant induced representations will be
proven case by case as follows.
Case I : ( 23). First of all, I
: ( 23)=Ind
G2
P ( |detP |
2), where detP is the deter-
minant of the Levi part GL; (2) of P and detP(h(a, b))=a2b. It is easy to
see that the (unnormalized) induced representation IndG2B ( |a|
4 |b|3) has
I: ( 23) as a quotient. On the other hand, we can have
IndG2B ( |a|
4 |b|3)=IndG2Q [|detQ | } $
12
Q Ind
GL: (2)
B:
($12B: )].
Since the representation IndGL: (2)B: ($
12
B:
) is tempered and |detQ |=(1;
HQ ( } )) , by Langlands classification theory the representation
IndG2Q [|detQ | } $
12
Q Ind
GL: (2)
B:
($12B: )]
has a unique irreducible quotient representation. Therefore, the induced
representation I : ( 23) has a unique irreducible quotient representation.
Case I ; ( 45). The same argument will be used to show the uniqueness of
the irreducible quotient representations in this case. We know first
I; \45+=IndG2Q ( |detQ |4)
where detQ is the determinant of GL: (2) and detQ (h(a, b))=ab. Consider
the (nonnormalized) induced representation
IndG2B ( |a|
5 |b| 3).
On the one hand, we have
IndG2B ( |a|
5 |b| 3)=IndG2Q [|detQ |
2IndGL: (2)B: ($B:)].
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This implies that I; ( 45) is a quotient representation of Ind
G2
B ( |a|
5 |b|3). On
the other hand, we have
IndG2B ( |a|
5 |b|3)=IndG2P [|detP | } $
12
P Ind
GL; (2)
B;
($12B; )].
By Langlands’ classification theory, the representation IndG2B ( |a|
5 |b|3) has
a unique irreducible quotient representation, and so is the induced
representation I ; ( 45).
Case I : ( 59). In this case, we consider the (nonnormalized) induced
representation
IndG2B ( |a|
113 |b|73).
First, we have
IndG2B ( |a|
113 |b|73)=IndG2P [|detP |
13 } $12P Ind
GL;(2)
B;
($12B; )].
By Langlands’ classification theory, it has a unique irreducible quotient
representation.
On the other hand, we consider the intertwining operator
M: (.)(g) :=|
F
.(w:// (x) g) dx,
which maps from IndG2B ( |a|
113 |b|73) to IndG2B ( |a|
103 |b|83). Calculating the
C-function, we obtain that for the normalized spherical function f %,
M: b M: ( f %)=
‘( 13)
‘( 43)
}
‘(&13)
‘( 23)
} f %.
This implies that this intertwining operator is in act an isomorphism.
Now, we have
IndG2B ( |a|
103 |b|83)=IndG2P [ |detP |
53IndGL; (2)B; ($B;)]
which has IndG2P ( |detP |
53)=I: ( 59) as a quotient representation. Therefore,
we know that the induced representation I : ( 59) has a unique irreducible
quotient representation. K
This finishes our proof of the first part of Proposition 4.
The second part follows from the proof of the first part because the
unique irreducible quotient representation in each case is a Langlands
quotient induced from tempered datum. Proposition 1.4 is finally proven.
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2. THE F4 INTEGRAL
2.1. The Global Integral
Let G=F4 . We refer the reader to [BG1] for the basic notations concer-
ning the root system of G, the Weyl group of G, etc. We will use the
notations introduced there.
We start with the global integral. Let F be a global field and A its ring
of adeles. Let ? be an irreducible cuspidal representation of G(A). We
assume ? is generic. By this we mean the following: Let N denote the maxi-
mal unipotent subgroup of G. Let  be an additive character of F"A.
Given n # N write it as n=x1000 (r1) x0100 (r2) x0010 (r3) x0001 (r4) n$ where n$
is the commutator subgroup of N. Define a character N of N(F )"N(A) by
N(n)=(r1+r2+r3+r4). To say that ? is generic means that the space
of functions generated by
W. (g)=|
N(F )"N(A)
.(ng) N(n) dn
is not identically zero. Here . is in the space of ? and g # G(A). We shall
denote this space of functions by W(?, ).
Let Q denote the maximal parabolic of F4 whose Levi part is GSpin7 .
We denote its unipotent radical by U. Thus U is generated by all one-
dimensional unipotent subgroups x# (r) where # corresponds to all positive
roots #=4i=1 ni:i with n4>0. Thus dim U=15. Define a character U of
U as follows: If u=x1111 (r1) x0121 (r2) u$ where u$ is a product over all other
one-dimensional unipotent elements corresponding to the roots in U, then
set U (u)=(r1+r2). The stabilizer of U in GSpin7 is G2 . The embedd-
ing of G2 in F4 is given as follows: The root ; corresponds to (1000)(0010)
and : corresponds to (0100). By this we mean that the one-dimensional
unipotent subgroup corresponding to the simple root : in G2 is given by
x1000 (r) x0010 (&r). The case is similar for ;. With these notations :+;
corresponds to (0110)(1100), :+2; to (1110)(0120), :+3; to (1120), and
2:+3; to (1220). Let w0=w[2132342] and define j(g)=w0 gw&10 for
g # G. We define the global integral
I1 (., ,s)=|
G2 (F )"G2 (A)
|
U(F )"U(A)
.( j(ug)) E: (g; s, ,s) U (u) du dg
where . # ? and ,s # I : (s).
To unfold this integral let V denote the unipotent group generated by
x# (r) where # corresponds to negative roots &(1000), &(0100), &(0110),
&(1100), &(1110), &(1220), and &(1221). Also denote by R the maximal
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unipotent subgroup of G2 so that if G2 is embedded in G as described
above then R/N. We have:
Theorem 2.1. The integral I1 (., ,s) converges for all s except possibly
at s # C for which the Eisenstein series has a pole. For Re(s) large
I1 (., ,s)=|
R(A)"G2 (A)
|
V(A)
W. (vj(g)) ,s (g) dv dg.
Proof. Unfolding the Eisenstein series I1 (., ,s) equals
|
GL2 (F ) N: (F )"G2 (A)
|
U(F )"U(A)
.( j(ug)) ,s (g) U (u) du dg
or
|
GL2(F ) N: (A)"G2 (A)
|
N: (F )"N: (A)
|
U(F )"U(A)
.( j(ung)) ,s (g) U (u) du dn dg.
The unipotent subgroup x1110 (r) x0120 (&r) is contained in N2 . We consider
a Fourier expansion along F"A in the root x0120 (t). Thus we obtain as an
inner integration
| :
# # F
|
(F"A)3
.( j(x1110 (r) x0120 (t&r) u$n$x0001 (l) g))
_U (u) (#t) dr dt dl du$ dn$,
where u$ and n$ are integrated over all unipotent subgroups corresponding to
the roots in U and N: omitting x1110 (r), x0120 (&r), and x0001 (l). We have
x0001 (#) x1110 (r) x0120 (t&r)
=x1110 (r) x0120 (t&r) x1111 (#r) x0121 (#t&#r) u"x0001 (#),
where u" # U with U (u")=1. Plugging this into the above integral, chang-
ing variables, and collapsing the summation over # with the integration in
l (note that (#t) is cancelled) we obtain
|
A
|
U1(F )"U1(A)
.( j(u1x0001 (l) g)) U (u) du1 dl.
Here U1 is of the unipotent group corresponding to all roots in U omitting
(0001) and the roots (0100), (1100)(0110), (1110), (0120), (1120), and
(1220).
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We repeat the above process several times. First we expand along
&(0010) and use (0122), then we expand along (0120) and use (0011), and
then expand along &(0011) and use (1122) to obtain
|
GL2 (F ) N2(A)"G2 (A)
|
A4
|
U2 (F )"U2(A)
.(u2 x&0100 (l1) x&0110 (l2)
_x&1220 (l3) x&1221 (l4) j(g)) ,s (g) U (u) du2 dli dg.
Note that we conjugated the roots by w0 . In the above U2 consists of the
roots (0001), (0010), (0011), (0110), (0120), (0111), (0121), (1121), (1221),
(1231), &(1000), &(1100), &(1110), and all other positive roots #= ni:i
with n4=2. In this parametrization U is nontrivial on (0010) and (0001).
Next we consider the Fourier expansion along x0100 (r1) and x1220 (r2) with
points in F"A. Recall that the above GL2 contains the SL2 generated by
j(x1000 (z) x0010 (&z))=x1120 (z) x1111 (&z) and its negative root. Thus
j(GL2 (F )) acts on the group character in the above expansion with two
orbits. It is not hard to check that the trivial orbit contributes zero to
I1 (., ,s) by the cuspidality of ., and hence we get
|
GL1(F ) R(A)"G2 (A)
|
A4
|
U3(F )"U3(A)
.(x3x&0100 (l1) x&0110 (l2)
_x&1220 (l3) x&1221 (l4) j(g)) ,s (g) U3 (u3) du3 dli dg
where U3 contains all roots in U2 and the roots (0100), (1220), and (1120)
(1111). Also, U3 is defined as follows. If u=x0100 (r1) x0010 (r2) x0001 (r3) u$3
where u$3 is a product over all other roots in U3 then U3 (u3)=
(r1+r2+r3). Finally, the GL1 (F )/G2 (F ) is defined as (h(t, t, t, 1) :
t # F*).
Next we consider the Fourier expansion along x1120 (r) with r # F"A. As
in the above, we use x&1110 (l5) to obtain
||
A5
|
U4(F )"U4(A)
.(u4x&0100 (l1) x&0110 (l2)
_x&1220 (l3) x&1221 (l4) x&1110 (l5) j(g)) ,s (g) U4 (u4) du4 dli dg
where now U4 is over all roots in U3 including (1120) and (1111). We
repeat the same process for x1110 using x&1100 and for x1100 using x&1000 .
Thus I1 (., ,s) equals
||
V(A)
|
U5(F )"U5(A)
.(u5vj(g)) ,s (g) U5 (u5) du5 dv dg.
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Finally we expand along x1000 (r). GL1 (F ), which equals j(h(t, t, t, 1))=
h(t2, t3, t2, t), acts on the group character with two orbits. The trivial one
contributes zero by cuspidality and the other gives
|
R(A)"G2 (A)
|
V(A)
W. (vj(g)) ,s (g) dv dg. K
2.2. Some Local Theory
In this section we shall study the local integral obtained from Section 2.1.
Let F be a local field. Let ? be an admissible representation of G. We
assume ? is generic and denote by W(?, ) its Whittaker model. Similarly,
I: (s)=IndG2P $
s
P . The local integral we consider is
I1 (W, ,s)=|
R"G2
|
V
W(vj(g)) ,s (g) dv dg.
It will be convenient to write this integral differently. Recall that j(g)=
w0 gw&10 where w0=w[2132342]. Set v0=w[213234]. Since w[2] and
x&0100 are in G2 , a simple manipulation shows that
I1 (W, ,s)=|
R"G2
|
V1
|
F
W(v1 i(g)) ,s (w:x: (r) g) (r) dr dv1 dg
where i(g)=v0 gv&10 and V1 consists of the roots
&(0100), &(0110), &(1100), &(1110), &(1220), &(1221).
We start with the unramified computation. Let ? be unramified. Let p be
a generator of the maximal ideal of F and set q&1=| p|. To ? we may
associate the semisimple conjugacy class in G(C)the L group of G. Let
\ denote the 26-dimensional representation of G(C). We define the local
L-function
L(?, \, s)=det(I&\(t?) q&s)&1.
As usual, we denote ‘(s)=(1&q&s)&1. We have
Proposition 2.2. For all unramified data
I1 (W, ,s)=
L(?, \, 3s&1)
‘(3s) ‘(6s&2) ‘(9s&3)
.
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Proof. Since the computations are quite standard, we shall outline the
proof. Using the Iwasawa decomposition, conjugating the torus to the left,
we obtain after a change of variables
|
(F*)2
|
V1
|
F
W(H(t1 , t2) v1) ,s (w:x: (r))
_(t1r) |t1| 3s&9 |t2 | 9s&18 dv1 dr d*t1 d*t2 .
Here
H(t1 , t2)= j(h(t1 t22 , t1 t
3
2 , t1t
2
2 , 1))=h(t
2
1 t
3
2 , t
3
1 t
3
2 , t
2
1t
4
2 , t1t
2
2).
Recall that v1=x&0100 (l1) x&1100 (l2) x&0110 (l3) x&1110 (l4) x&1220 (l5)
x&1221 (l6). We claim that if |li |>1 for some i the contribution to I1 (W, ,s)
is zero. Indeed, if |l6 |>1 we may conjugate x1231 (=) with |=|1 to obtain
 |=|1 (=l6) d= which is zero since |l6 |>1. Using x1221 (=) for x&1220 (l5),
then x1111 (=) for x&1110 (l4), x0111 (=) for x&0110 (l3), x1110 (=) for x&1100 (l2),
and finally x0110 (=) for x&0100 (l1) we see that I1 (W, ,s) equals
|
(F*)2
|
F
W(H(t1 , t2)) ,s (w:x: (t)) (t1 r) |t1| 3s&9 |t2 | 9s&18 dr d*ti .
As in [G, p. 776] this equals
‘(3s&1)
‘(3s) |(F*)2 W(H(t1 , t2)) |t1|
3s&9 |t2| 9s&18 (1&|t1| 3s&1 q&3s+1) d*ti .
At this point, we use Brion’s result [B] as explained in [GR, Theorem 4]
to obtain the proof of the proposition. K
Finally, we need a nonvanishing result. Let K(G2) denote the maximal
compact of G2 and K(F4) the maximal compact of F4 .
Proposition 2.3. Given s # C there is a choice of K(G2) finite section ,s
and K(F4) finite vector W such that I1 (W, ,s) is nonzero at s.
Proof. This is also standard. W sketch the details. For a more complete
proof, in other cases, see [So] or [G, Lemma 4.3]. Using the same roots
as those indicated in the proof of Proposition 1, we can reduce the integral
|
(F*)2
W(H(t1 , t2)) |
F
,s (w: x: (r)) (t1 r) |t1| 3s&9 |t2 | 9s&18 dr d*ti .
As in [G, Lemma 4.3], we show that the continuation of this integral can
be made nonzero at least for smooth data. To deduce the result for K
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finite data, we prove as in Lemmas 1 and 2 and Theorem A in [So], that
I1 (W, ,s) is continuous in the W variable. K
3. THE SO7 INTEGRAL
Let G=SO7 . Let ? be a generic cuspidal representation of G(A). As in
[GR] we introduce the global integral
I2 (., ,s)=|
G2 (F )"G2(A)
.(g) E : (g; x, ,s) dg.
Since this case is similar to the F4 case but simpler, we shall just state our
results without giving any detail about the proof. First we have
Theorem 3.1. The integral I2 (., ,s) converges absolutely for all s except
possibly at points where E: has a pole. For Re(s) large
I2 (., ,s)=|
R(A)"G2(A)
|
A
W. (x&; (r) w; g) ,s (g) dr dg.
Let \ denote the second fundamental representation of Sp6 (C). Thus
dim \=14. We denote by L(?, \, s) the corresponding local L function. We
have
Proposition 3.2. For all unramified data
I2 (W, ,s)=
L(?, \, 3s&1)
‘(3s) ‘(6s&2) ‘(9s&3)
.
For some details see Theorem 4 in [GR]. Finally, we state the non-
vanishing result we will need.
Proposition 3.3. Given s # C there is a choice of K(G2) finite section ,s
and K(SO7) finite vector W such that I2 (W, ,s) is nonzero at s.
4. ON POLES OF L-FUNCTIONS
In this section, we shall combine the results in previous sections to study
the poles of the L-functions.
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4.1. Let ?=}& ?& denote an irreducible generic cuspidal representa-
tion of SO7 (A) (resp. F4 (A)). Suppose that S is a finite set of places
including infinity, such that outside of S, ?& is unramified. Let \ denote the
second fundamental (the 26-dimensional) representation of Sp6 (C) (resp.
F4 (C)). Define
LS(?, \, s)= ‘
&  S
L(?& , \, s)
where L(?& , \, s) is the local L-function introduced in Sections 2 and 3.
Combining the results from the previous sections, we obtain
(Theorem 1.5 and Sections 2 and 3)
Theorem 4.1. The partial L-function LS(?, \, s) is holomorphic for all
Re(s)>12, except at s=2, where it can have at most a simple pole, and at
s=1, where it can have at most a double pole.
4.2. We now study the pole at s=1. We keep the notations intro-
duced in the Introduction.
Let ? be a cuspidal generic representation of SO2n+1 (A). To state our
conjecture about the lifting from SO3 (A)_ } } } _SO3 (A) to SO2n+1 (A)
we shall now introduce a period I(.) defined on the space of ?, which we
believe to be related to the above lift.
We represent SO2n+1 using the form
1
1\ . . . + .1
1
Assume n2. First embed SL2 in SO2n+1 by
In&2
g
g \ 1 + , g # SL2 .g*
In&2
Here g* is such that the above matrix is in SO2n+1 . Let Un /SO2n+1 be
the unipotent subgroup which consists of all matrices of the form
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1
. . . V V
1 0 0 x 0
1 0 0 &x
1 0 0 V ,
1 0
0
. . .
1
where V indicates an arbitrary entry so that this matrix is in SO2n+1. If 
is an additive character of F"A we define a character Un as follows: If
u=(xij) # Un we set
Uu (u)= \ :
n&3
i=1
xi, i+1+xn&2, n+1+xn&1, n+2+ .
Given . # ? we define
I(.)=|
SL2 (F )"SL2 (A)
|
Un (F )"Un (A)
.(ug) Un (u) du dg.
Here SL2 is embedded as explained above. I(.) converges absolutely if { is
a cusp form on SO2n+1. We conjecture:
Conjecture 1. With the above notations the following are related:
(1) ? is a lift from {1 _ } } } _{n . Here ? is a cuspidal, generic
representation of SO2n+1 (A) and {i are n distinct cusp forms on SO3 (A).
(2) The partial L-function LS(?, \, s) has a pole of order n&1 at
s=1.
(3) The period I(.) is nonzero.
We use the term related since it is not clear to us whether the above
statements are equivalent. When n=2 they are equivalent. Indeed, identify-
ing SO5 with Sp4 , Conjecture 1 is a special case of [GRS1]. We believe
that for any n, Statements 1 and 2 are equivalent and that Statement 2
implies Statement 3. It is not clear to us whether Statement 3 implies
Statement 2 in the general case.
In this paper, we prove:
Theorem 4.2. When n=3 then Statement 2 implies Statement 3 in
Conjecture 1.
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Proof. Suppose LS(?, \, s) has a double pole at s=1. From Proposi-
tions 3.1 and 3.2 it follows that the double residue of I2 (., ,s) at s=23 is
nonzero for some choice of data. Using Theorem 1.6, Part 2, we may
deduce that
Ress=35 |
G2(F )"G2 (A)
.(g) E; (g; s, fs) dg
is nonzero for some fs # I ; (s). In particular, it follows that for Re(s) large,
I3 (., fs)=|
G2 (F )"G2 (A)
.(g) E; (g; s, fs) dg
is not identically zero. Suppose that I(.) is zero for all . in the space of
?. We will show that this implies that I3 (., fs) is zero for Re(s) large. This
will give a contradiction.
Indeed, unfolding I3 (., fs) we obtain for Re(s) large
|
GL2 (F ) N; (A)"G2 (A)
|
N; (F )"N; (A)
.(ug) fs (g) du dg.
We embed G2 in SO7 so that
1 r 1
1 1 r
1 r V 1
x; (r)= 1 &r ; x: (r)= 1 ;
1 1 &r
1 &r 1
1 1
1 r V
1 r 1 r
1 0 r 0 V 1 &r
1 0 1 &r
x:+; (r)= 1 &r ; x:+2; (r)= 1 ;
1 0 &r 1
1 1
1 1
1
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1 r1 r2 0
1 &r2
1 &r1
x:+3; (r1) x2:+3; (r2)= 1 .
1
1
1
The maximal torus of G2 is embedded as
h(a, b)=diag(ab, a, b, 1, b&1, a&1, a&1b&1).
In I3 (., fs) we consider the Fourier expansion along x(r)=I7+r(e2, 5&
e3, 6) where ei, j is the 7_7 matrix whose (i, j) entry is one and zero else-
where. Thus I3 (., fs) equals
| :
$ # F
|
F"A6
.(x(r) x; (r1) x:+; (r2)
_x:+2; (r3) x:+3; (r4) x2:+3; (r5) g) fs (g) ($r) dr dri dg
where g is integrated as before. GL2 which corresponds to the root : acts
on the group character of x(r) by the determinant. Thus the above integral
is a sum of two terms. The first term corresponds to the trivial character
and the second term to the nontrivial characters. We start with the trivial
orbit. We will show that it contributes zero to I3 (., fs).
Indeed we get
|
GL2 (F ) N; (A)"G2(A)
|
(F"A)6
.(x; (r1) x:+; (r2)
_x#1 (r3) x#2 (r4) x:+3; (r5) x2:+3; (r6) g) fs (g) dr i dg
where x#1 (r3)=I7+r3 (e1, 4&e4, 7)&(12) r
2
3e1, 7 and x#2(r4)=I7+r4(e2, 5&e3, 6).
After a suitable change of variables we may replace the integration over
x(r) x:+2; (r3) with the integration over x#1 (r) x#2 (r3). In the above integral
consider the Fourier expansion along x$1 (z1) x$2 (z2)=(I7+z1 (e1, 2&e6, 7))
(I7+z2 (e1, 3&e5, 7)) where zi # F"A. GL2 acts on the group character of
these roots with two orbits. The trivial orbit contributes zero since we
obtain as an inner integration an integral along the unipotent radical of the
parabolic subgroup which preserves a line. By cuspidality of ? we get zero.
In the other orbit it is not hard to check that we obtain an inner integra-
tion along the unipotent radical which preserves a plane, and once again
by cuspidality we get zero.
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Thus I3 (., fs) equals
| :
$ # F*
|
(F"A6)
.(x(r) x; (r1) x:+; (r2)
_x:+2; (r3) x:+3; (r4) x2:+3; (r5) g) fs (g) ($r) dr dri dg.
We can replace the sum over F* by SL2 (F )"GL2 (F ). Collapsing summa-
tion with integration, I3 (., fs) equals
||
(F"A)6
.(x; (r1) x:+; (r2) x#1 (r3)
_x#2 (x4) x:+3; (r5) x2:+3; (r6) g) (r3+r4) fs (g) dri dg
where the integration with respect to the variable g is over SL2 (F ) N; (A)"
G2 (A).
As before, we need the fact that the integration over x(r) x:+2; (r3) can
be replaced by the integration over x#1 (r) x#2 (r3). Consider the Fourier
expansion along x$1 (z1) x$2 (z2). We obtain as an inner integration
:
=i # F
|
(F"A)8
.(x$1 (z1) x$2 (z2) x#1 (r3) x#2 (r4) x:+3; (r5)
_x2:+3; (r6) x; (r1) x:+; (r2) g) (=1z1+=2z2+r3+r4) dzi drj .
Conjugating x; (=1) x:+; (=2) from left to right and collapsing the summa-
tion with integration, I3 (., fs) equals
|
SL2 (F ) N; (A)"G2 (A)
|
A2
|
(F"A)6
.(x$1 (z1) x$2 (z2) x#1 (r3) x#2 (x4)
_x:+3; (r5) x2:+3; (r6) x; (r1) x:+;(r2) g) fs (g) (r3+r4) dzi drj dg.
Here r1 and r2 are integrated over A.
Factoring
|
SL2 (F ) N; (A)"G2 (A)
=|
SL2(A) N;(A)"G2 (A)
|
SL2 (F )"SL2 (A)
we get I(.) as an inner integration. Thus if we assume that I(.) is zero for
all choices of data, we get that I3 (., fs) is zero for all Re(s) large and we
derive a contradiction. K
Remarks. (1) In the case n=4 we have some supporting evidence to
Conjecture 1. In a work in preparation [BG2] a RankinSelberg integral
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for LS(?, \, s) is constructed. Here ? is a cuspidal generic representation of
SO9 . This integral representation uses an Eisenstein series on the excep-
tional group F4 . Some preliminary computation indicates that this
Eisenstein series has a pole of order three and that it might be possible to
establish a SiegelWeil formula for this Eisenstein series. On a formal level
assuming the above we do believe that the implication 2 implies 3 in
Conjecture 1 for n=4 could be established.
(2) The fact that the RankinSelberg integral which represents LS(?,
\, s) when n=3, 4 uses an Eisenstein series on exceptional groups suggests
that a general construction for arbitrary n might require different methods.
We have reasons to believe that it might be possible to find an integral
representation when n=5. It would be interesting to attack this conjecture
by the relative trace formula method.
A similar picture happens in the F4 case as described in Section 2. It
follows from [K] that the stabilizer of a generic point in the 26-dimen-
sional representation \ of F4 (C) is SO8 (C). Let ? be an automorphic
representation of F4 (A) and suppose that it is a lift from an automorphic
representation { of SO8 (A), then one expects
LS(?, \, s)=LS({, |1 , s) LS({, |3 , s) LS({, |4 , s) ‘S(s)2
where |i is the ith fundamental representation of SO8 (C). As before we
expect that LS(?, \, s) will have a double pole at s=1 provided LS({, |i , s)
are holomorphic at s=1.
To describe the relevant period, let Q=GSpin7 V. The roots in V are all
roots #=4i=1 ni:i with n4>0. Let U denote the unipotent subgroup of F4
which is generated by U and x# where # consists of the roots 1000, 1100,
1110, 0120, 1120, and 1220. Define a character U of U(F)"U(A) as
follows: If
u=x1110 (r1) x0120 (r2) x0001 (r3) u$
where u$ # U is a product of all other roots in U set U (u)=(r1+r2+r3).
Let SL2 be embedded in F4 as SL2=( \1000). We define
I(.)=|
SL2 (F )"SL2 (A)
|
U(F )"U(A)
.(ug) U(u) du dg.
As in the SO2n+1 case we conjecture
Conjecture 2. With the above notation the following are related:
(1) A cuspidal generic representation ? of F4 is a lift from {.
(2) The partial L-function LS(?, \, s) has a double pole at s=1.
(3) The period I(.) is nonzero.
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As in the SO2n+1 case we can prove
Theorem 4.3. We have that Statement 2 implies Statement 3 in Conjec-
ture 2.
4.3. We now study the pole of LS(?, \, s) at s=2. We will prove
Theorem 4.4. The partial L-function LS(?, \, s) is holomorphic at s=2.
Proof. Assume not. Thus Ress=1 I1 (., ,s) (resp. Ress=1 I2 (., ,s)) is
nonzero for some choice of data. Since Ress=1 E: (g; s, ,s) is constant it
follows that if ? is on SO7 then
|
G2(F )"G2 (A)
.(g) dg
is nonzero as a functional, on the space of ?, and if ? is on F4 then
|
G2(F )"G2 (A)
|
U(F )"U(A)
.(ug) U (u) du dg
is nonzero as a functional on the space of ?. The theorem will follow once
we prove
Proposition 4.5. (a) Let ? be a cusp form (generic or not) on
SO7 (A). Then for all choice of data the integral
|
G2(F )"G2 (A)
.(g) dg
is identically zero.
(b) Let ? be a cusp form (generic or not) on F4 (A). Then for all
choice of data the integral
|
G2(F )"G2 (A)
.(ug) U (u) du dg
is identically zero.
Proof of Proposition. We shall prove (a). Part b follows by the same
argument. If ? is not generic then
|
G2(F )"G2 (A)
.(g) E : (g; s, ,s) dg
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is zero for Re(s) large since this integral unfolds to a Whittaker function on
.. Hence the result follows. Assume ? is generic. We shall use the method
described in [GRS2, Theorems 16 and 17]. Namely, write ?=} ?& . If
Part a is false then ? and hence ?& supports a G2 invariant functional and
since ? is generic the Jacquet model JN, N(?&) is nonzero for all places &.
Here N is the maximal unipotent of SO7 and N is the character describing
the Whittaker model on ?.
Since ?& has an G2 invariant functional we have an embedding of ?& 
IndSO7G2 1. By duality we have a surjective map Ind
c SO7
G2
1  ?^& . Here ?^& is the
contragredient representation of ?& and the c is for compact induction.
Since JN, n (?&){0 then JN, N(?^&){0 and hence JN, n (Ind
c SO7
G2
1){0. To
derive a contradiction we prove
Lemma. The Jacquet module JN, N(Ind
c SO7
G2
1) is zero.
Proof of the Lemma. By the Bruhat theory it is enough to prove that
for all g # G2"SO7 N we have N | g&1G2 g & N1. We describe the set
G2"SO7 N. Clearly a set of representatives is included in the set uwwt
where uw # N, w is a Weyl element of SO7 , and t is in the torus of SO7 .
For this proof only, let w[1], w[2], and w[3] denote the three simple
reflections of SO7 . In matrices,
1
J2 J2 I2
w[1]=\ I3 + ; w[2]=\ 1 + ; w[3]: \ J3 +J2 J2 I2
1
where
1
Jn=\ . . . + .1
We embed G2 in SO7 as described in the proof of Theorem 4.2. Thus
w[2] and w[13] are the simple reflections of G2 . Given g1 , g2 # SO7 we
write g1 tg2 if g1=hg2 n where h # G2 and n # N. We claim that uwwtt
u$2 w$t$ where w$ # P(SO5)"SO7 N. Here P(SO5) is the SO5 maximal
parabolic of SO7 . In other words, w$ can be chosen among the set of the
following six Weyl elements, W1=[e, w[1], w[12]; w[123]; w[1232];
w[12321]].
To show this, let w be given. If w=w[2] w0 then, since w[2] # G2 , then
uwwt=uww[2] w0 ttuw0 w0 t. Since the length of w is smaller than the
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length of w, we get our result by induction. If w=w[3] w0 we argue as
follows: There are two possibilities. First, w0=w[1] w1 , and second, that
w0 cannot be written as w[1] w1 . Of course, we always assume that the
Weyl elements given are of minimal length. Thus for example we assume
that w0 is not of the form w[3] w2 . In general it follows from the embed-
ding of G2 in SO7 that uw can be chosen to be of the form
1 r1 r2 r3 0 0 V
1 0
1 0
m(r1 , r2 , r3)= 1 &r3 .
1 &r2
1 &r1
1
Assume first that w=w[31] w1 and the length of w1 is smaller than the
length of w. We have
m(r1 , r2 , r3) wt=m(r1 , r2 , r3) w[31] w1t
=w[31](I7+r1 (e2, 1&e7, 6)) u$w1 t
t(I7+r1 (e2, 1&e7, 6)) u$w1 t.
Here u$ # N. If r1=0 we are done. Assume r1 {0. We perform the Bruhat
decomposition of I7+r1 (e2, 1&e7, 6). Doing so we get
m(r1 , r2 , r3) wtt(I7+r$1 (e1, 2&e6, 7)) u"w[1](I7+r"1 (e1, 2&e6, 7)) w1 t$.
Since w1 is not of the form w[1] w2 then w&11 (I7+r"1 (e1, w&e6, 7)) w1 # N
and hence
m(r1 , r2 , r3) wtt(I7+r$1 (e1, 2&e6, 7)) u"w[1] w1 t$
tm(l1 , l2 , l3) w[1] w1 t$.
If w=w[3] w0 and w0 is not of the form w[1] w1 this means that uwwtt
m(0, r2 , r3) w[3] w0 ttw[13] m(0, r2 , r3) w[3] w0ttm(0, r$2 , r$3) w[1] w0 t.
Thus we may assume that if g # G2 "SO7 N then g=uwwt and w # W1 . It
is not hard to check that for w # W1 , uw can be chosen to be e. Hence we
may assume that g=wt with w # W1 . First note that w[1232] tt
w[31] w[1232] t=w[3232] t=w[2323] ttw[323] ttw[123] t. For the
other five elements in W1 we will show that N | g&1G2 g & N1. If
g=t then x: (r) # t&1G2 t & N and N(x: (r))1. The same is true for
284 GINZBURG AND JIANG
g=w[1321] t. For g=w[1] t we have g&1x:+;(r) g=x: (r1) n where
r1=0 if and only if r=0 and N(n)=1. Since N(x: (r1)){1 the results
follow. Similarly, for g=w[12] t we use x:+2; (r), since g&1x:+2; (r) g=
(I7+r1 (e3, 4&e4, 5)&(r21 2) e3, 5) n with N(n)=1 and for g=w[123] t we
choose x:+3; (r) to obtain the same result. K
4.4. Finally, we want to apply Theorem 1.6 to refine the analytic
properties of the global integral, which represents the adjoint L-function of
GL3 as studied in [G1]. We recall the RankinSelberg integral from [G1].
Let ? be a cuspidal representation of GL3 . The integral considered in
[G1] is
I4 (., ,s)=|
SL3 (F )"SL3 (A)
.(g) E: (g; s, ,s) dg.
Proposition 4.6. In the domain Re(s)>12, the integral I4 (., ,s) is
holomorphic except possibly at s=23 where it can have at most a simple
pole.
Proof. Since, if Re(s)> 12 , E
: (g; s, ,s) can have poles at s=1 or s= 23
(Theorem 1.5) we need to study I4 (., ,s) only at these points. Since
Res=1 E : (g; s, ,s) is a constant, it follows clearly that I4 (., ,s) is holo-
morphic at s=1.
When s= 23 , I4 (., ,s) can have at most a double pole. We show that
lims  23 (s&23)2 I4 (., ,s) is zero. Using Theorem 1.6 it is enough to
show that
|
SL3 (F )"SL3 (A)
.(g) E; (g; s, fs) dg
is zero for Re(s) large. Unfolding the integral we get
:
# # SL3 (F )"G2 (F )Q(F )
|
SL#3(F )"SL3 (A)
.(g) fs (#g) dg (V)
where SL#3=SL3 & #
&1Q#. We can choose as representatives for SL3 (F )"
G2 (F )Q(F ) the following set of four elements: e, w; , w;x; (1), and
w;:;x; (1). To see this, we use the factorization of G2 as described in
Section 1. We have G2=[Q] _ [Qw;Q] _ [Qw;:; Q] _ [Qw;:;:;Q], SL3
embedded in G2 via the roots x\; , x\(:+3;) , and x\(2:+3;) . Hence the
Weyl group of SL3 consists of e, w; , w;:; , w:;:; , w;:;: , and w:;:;: . Using
this data and applying arguments similar to those in [G1], we obtain a
statement about the double coset. It is not hard to check that each orbit
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contributes zero to (V) by the cuspidality of .. For example, the stabilizer
of w;:;x; (1) is the SL2 /SL3 generated by x\(2:+3;) . Thus we obtain
|
SL2 (F )"SL2 (A)
. \g 1+ dg
as an inner integration, which is easily seen to equal zero by cuspidality of
.. Hence (V) is zero and the theorem is proved. K
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