Abstract. Let H be a complex separable Hilbert space of dimension ≥ 2, Bs(H) the space of all self-adjoint operators on H. We give a complete classification of non-linear surjective maps on Bs(H) preserving respectively numerical radius and numerical range of Lie product.
Introduction
Let A be a bounded linear operator acting on a complex Hilbert space H. Recall that the numerical range of A is the set W (A) = { Ax, x | x ∈ H, x = 1}, and the numerical radius of A is w(A) = sup{|λ| | λ ∈ W (A)}. The problem of characterizing linear maps on matrices or operators that preserve numerical range or numerical radius has been studied by many authors, see for example [3, 4, 7, 18] and the references therein. In recent years, interest in characterizing general (non-linear) preservers of numerical ranges or numerical radius has been growing ( [1, 2, 5, 6, 8, 9, 11, 12, 13, 15, 16, 17, 19] ). and A = B(H) was dealt with in [10] . For the case when F = w, A • B = AB or ABA and A = B s (H), the results obtained in [12] reveal that there is a unitary operator or conjugate unitary operator U on H, a sign function h : S(H) → {1, −1} such that Φ(T ) = h(T )U T U * for any T ∈ B s (H). Maps preserving numerical range of Jordan product are characterized in [9, 11, 17] .
Recent interest is focused on characterizing non-linear maps preserving numerical range or numerical radius of Lie product. When 3 ≤ dim H = n < ∞, Li, Poon and Sze [19] An interesting open question is how to characterize non-linear maps on self-adjoint operators preserving numerical radius or numerical range of Lie product. In this paper, we solve this question for the case when the underline space H is separable.
Let H be a complex separable Hilbert space and Φ : B s (H) → B s (H) a surjective map.
Assume further that dim H ≥ 3. We show that: and a functional f : 
It is easily checked that Ψ preserves both the numerical range and the numerical radius of Lie product. However, no more other kind of maps can be added in as revealed by our result. In addition, the surjectivity assumption is not needed in the following result.
(c) A map Φ : H 2 → H 2 preserves the numerical radius of Lie product if and only if it preserves the numerical range of Lie product, and in turn, if and only if there exist a unitary matrix U ∈ M 2 , a sign function h : H 2 → {1, −1} and a functional f :
, where (·) † is one of the identity map and the transpose map (See Theorem 4.1).
The paper is organized as follows. We characterize the maps preserve the numerical radius of Lie product for the case dim H ≥ 3 in Section 2 and the maps preserving numerical range of Lie product for the case dim H ≥ 3 in Section 3. The last section is devoted to the case when dim H = 2.
Preservers for numerical radius of Lie product
In the section, we devote to characterizing surjective maps on self-adjoint operators preserving numerical radius of Lie product for the case dim H ≥ 3. The following is the main result. (1) w(AC − CA) = w(BC − CB) for every C ∈ B s (H).
(2) w(AP − P A) = w(BP − P B) for every rank-1 projection P .
Assume (2) . For any rank-1 projection P = x ⊗ x, write Ax = αx + βy, where normalized y is orthogonal to x. Since A is self-adjoint we have α = Ax, x ∈ R. Moreover, by self-
Hence by (2) we obtain |β| = |β ′ |.
Since A is self-adjoint and α = Ax, x ∈ R, it follows that This entails that Bx ∈ [Ax, x]. Thus, for any x ∈ H, there exist α x , β x ∈ C such that Bx =
that |β x | ≤ B + A . Therefore, B is a regular local linear combination of A and I, and then, by [14] , B is a linear combination of A and I. So B = αA + βI with α ∈ {−1, 1} and β ∈ R, as desired.
Proof of Theorem 2.1. The "if" part is obvious, we check the "only if" part.
Assume first that Φ is injective; then, Φ is bijective. Clearly Φ preserves zeros of Lie product. So, by [20] , there exists a unitary or conjugate unitary operator U such that, for any rank-1 positive operator P = x ⊗ x with unit vector x ∈ H, we have Φ(P ) = U (λ P P + µ P I)U * for some λ P , µ P ∈ R. Without loss of generality we can assume in the sequel that U = I.
Taking any unit vectors x, y, which are orthogonal to each other, and let Q = y ⊗ y and
where [x, y] stands for the subspace spanned by {x, y}, we have P Z − ZP = 0 1
whose numerical range is [−i, i] and so numerical radius is 1. The same conclusion holds for the numerical range of QZ − ZQ. Comparing the numerical radius of P Z − ZP and
This is possible only if λ P λ Z = ±1 since λ P , λ Z ∈ R. Similarly we have λ Q λ Z = ±1. Hence λ P = ±λ Q for orthogonal P, Q. Now, given any rank-one self-adjoint operator R, there exists a rank-one self-adjoint operator T which is orthogonal to R and P . Similar to the above discussion, we have λ T = ±λ R and λ T = ±λ P , so λ P = ±λ R for any P, R. It follows that
Now, for arbitrary self-adjoint A,
holds for every rank-1 projection P = x ⊗ x. By Lemma 2.2, Φ(A) = λ A A + δ A I for some scalar λ A ∈ {−1, 1} and some scalar δ A .
Finally we show that one only needs the surjective assumption. Here we borrow an idea from [19] . If Φ(A) = Φ(B), then
for all C ∈ B s (H). By Lemma 2.2 we get B = αA + βI for some α ∈ {−1, 1} and β ∈ R.
On the other hand, for any A, there is some D such that Φ(D) = −Φ(A), which gives
for all C. Again by Lemma 2.2, we get D = λA + γI for some λ ∈ {−1, 1} and γ ∈ R. 
Preservers for numerical range of Lie product
This section is devoted to characterizing maps that preserve the numerical range of Lie product of self-adjoint operators. Our main result is Theorem 3.1, which is not a direct corollary of Theorem 2.1 for numerical radius preservers, since much more effort should be paid to determine the structure of the sign function h :
Denote D the set of all real linear combinations of a projection and the identity I, that is,
self-adjoint operators that are also quadric algebraical operators. 
for all A, B ∈ B s (H) if and only if there exist a unitary operator U on H, a scalar ε ∈ {1, −1}, a set S ⊆ D, and a functional f :
To prove the above result we need a lemma, which gives a characterization of the quadric algebraic self-adjoint operators, that is, the operators in D, inn terms of the numerical range of Lie product. (
Proof.
(1)⇒(2). Assume A ∈ D, then A = αP + γI for some projection P and some scalars α, γ ∈ R. As the case A = αI is obvious, we may assume that, there exists a space
(2)⇒ (3) is obvious. 
which is a rank-3 skew self-adjoint operator with zero trace. Clearly,
Proof of Theorem 3.1.
Assume dim H ≥ 3. Then Φ satisfies the assumption of Theorem 2.1, and hence there exist a unitary operator or conjugate unitary operator U on H, a sign function h :
and a functional f :
We assert that the case U is a conjugate unitary operator cannot occur. Assume on the contrary that Φ(T ) = h(T )U T U * + f (T )I for any T ∈ B s (H), where U is conjugate. Take arbitrarily an orthonormal basis of H, one sees that there exists a unitary operator V such
, where T t is the transpose of T with respect to the given basis. Thus we have (3.1)
Let {x, y, z} be an orthonormal set of H and consider the space decomposition
For any scalars α, β, γ with αβγ −ᾱβγ = 0, and any real numbers
Then for any self-adjoint operator of the form
with distinct a 1 , a 2 , a 3 , we have AB − BA = C 1 ⊕ 0, where
Eq.(3.1) we obtain that
and this forces −h 
It is clear that i(BB ′ − B ′ B) is a rank-3 self-adjoint operator and hence 
Assume A is a rank-2 self-adjoint not in D. 
It is also clear that
holds for any permutation π(x, y, z) of (x, y, z) and any nonzero numbers α 1 , β 1 , γ 1 with
h(ax ⊗ x + by ⊗ y) = h(B(x, y, z; α, β, γ)) = h(B(z, x, y; α 1 , β 1 , γ 1 )).
It follows that
hold for any orthonormal set {x, y, z} and any nonzero real numbers a, b, c, d, e, f with a = b, c = d and e = f . So Claim 1 is true. 
Applying Claim 1 again, we see that
Finally, let us consider the case dim H = 3.
Assume that dim H = 3 and write A = ax ⊗ x + by ⊗ y and B = cu ⊗ u + dv ⊗ v, where for some k = 0 as rankB = 2 and ξ 3 = 0. Let
for nonzero t, s ∈ R. By the previous discussion we have h(A) = h(C t,s ). Consider
It is clear that det(BC t,s − C t,s B) = 0 for some t, s whenever α ∈ R or kα =ᾱ k or kα = ξ 3 or for nonzero real numbers t, s, p; then h(A) = h(C t,s,p ). Now
If ξ 1 = 0 (in this case the coefficients of sp 2 and t 2 s of det(BC t,s,p − C t,s,p B) are nonzero), or if ξ 1 = 0 but one of α −ᾱ and γ +γ is nonzero (in this case the coefficient of t 3 or p 3 is nonzero), it is sure that BC t,s,p − C t,s,p B is of rank three for some t, s, p and hence Assume that c = 0; then
and, for C t,s,p in Eq.(3.5), we have
Note that the coefficients of t 3 , s 3 and p 3 in det(BC t,s,p − C t,s,p B) are respectively |γ| 2 (α − α), c( α d + γ)(ᾱγ − αγ) and −i|α| 2 (γ +γ). It is clear that, if α or iγ are not real; or in the case that both α and iγ are real, but ξ 2 = ξ 3 , then BC t,s,p − C t,s,p B is rank-3 for suitable choice of real numbers t, s, p and hence
h(B) = h(C t,s,p ) = h(A).
If α, iγ are real and ξ 2 = ξ 3 but ξ 1 = ξ 2 , then
As the coefficient of
we still have h(B) = h(A).
If α, iγ are real and ξ 1 = ξ 2 = ξ 3 , then B has the form
with nonzero α, δ ∈ R. Then, for D t,s,p in Eq.(3.6), consider
for nonzero real numbers t, s, p. As the coefficient of t 3 in det(BD t,s,p −D t,s,p B) is −2iαδ 2 = 0, and hence one gets h(B) = h(A) again. As αβγ ∈ R, we get
However, |α| 2 − ξ 1 ξ 2 = 0 implies that ξ 1 =ᾱ k , ξ 2 = kα for some scalar k, which entails that β = kγ and hence B is of rank-1, a contradiction. So |α| 2 − ξ 1 ξ 2 = 0 and then we must have cdα −cdᾱ = 0. Discussing similarly, we get (3.8)
Let C t,s,p be as in Eq.(3.5). As
we see that the coefficients of t 3 , s 3 , p 3 in det(BC t,s,p − C t,s,p B) are respectively (3.9)
If one of c t , c s , c p is nonzero, then det(BC t,s,p − C t,s,p B) = 0 for some choice of t, s, p, which 
If one of d t , d p is nonzero, then h(B) = h(A). Assume that
for nonzero real numbers t, s, p. The coefficients e t , e s and e p of t 3 , s 3 and p 3 in det(BE t,s,p − E t,s,p B) are (3.12)
If e s = 0, then we get h(B) = h(A). Assume
Then, by Eqs.(3.9)-(3.10), and Eq.(3.12), it is easily checked that (3.13)
As αβγ is real, we see from Eq.(3.13) that both α 2 , β 2 are real and hence α ∈ R or α ∈ iR (β ∈ R or β ∈ iR). It follows that there are four cases may occur, that is, (3.14) So we have ξ(1 − |c| 2 − |d| 2 ) = 2cdα = 0,
It follows that (2|c| 2 + 1)|d| = (2|d| 2 + 1)|c| = 1 as |α| = |β| = |γ|. Thus 2|c| + . So one gets (|c| + |d|)(|c| − |d|) = |c| − |d|, which gives further that either |c| = |d| or |c| + |d| = 1. If |c| = |d|, we must have |c| + |d| = 1 and
. Then we obtain |c|(2|c| 2 − 2|c| + 1) = 0. As we always have 2|c| 2 − 2|c| + 1 > 0, one sees that c = 0, a contradiction. Therefore, we have |c| = |d| = k. For example, consider the Case 2 • , that is, α ∈ R, β, γ ∈ iR.
In this case, for t, s, p ∈ C, let
Consider the term of det([B, F t,s,p ]) that contains only t, which is
(ξ 1 −ξ 2 )βγ = 0 and it is clear that we can choose t, s, p with tsp ∈ R so that det([B, F t,s,p ]) = 0.
Thus we get h(B) = h(F t,s,p ) = h(A). If ξ 1 = ξ 2 , then we must have ξ 2 = ξ 3 . Now consider the term of det([B, F t,s,p ]) that only contain s, which is 
B). Thus we get h(A) = h(E) and h(B) = h(F ). However, by Claims 2-4, we always have h(E) = h(F ). Hence h(A) = h(B).
Finally, let S = {S ∈ D : h(S) = h(A) for A ∈ D}. Then it is clear that the theorem holds.
The case when dim H = 2
In this last section we consider the problem for the case when dim H = 2. As we will see the situation for the two dimensional case is much different from that for the case of dimension ≥ 3.
As dim H = 2, we can identify B s (H) as H 2 = H 2 (C), the set of all 2×2 Hermitian matrices over C.
The following is our result and the surjectivity assumption on Φ is not needed.
The following statements are equivalent.
(4) There exist a unitary matrix U ∈ M 2 (C), a sign function h : H 2 → {−1, 1} and a functional f : H 2 (C) → R such that one of the following holds:
Where, with A = a c + id
Proof. It is clear that (4)⇒(1)⇔(2)⇔(3). (3)⇒(4). Assume Φ : H 2 → H 2 preserves the numerical radius of Lie product.
We may modify the functional f (A) in the map Φ so that Φ(A) has trace 0 for all A ∈ H 2 (C).
Then we can focus on the set H 0 2 of trace zero matrices in H 2 (C). Now, suppose (1) holds.
Consider the Hermitian matrices
Then the following holds:
(1) {X, Y, Z} is an orthonormal basis for M 0 2 using the inner product A, B = tr(AB * ), where M 0 2 is the set of trace zero 2 × 2 matrices.
where
In other words, (c 1 , c 2 ,
Claim 1. There exist a unitary U ∈ M 2 (C) such that Φ(A) = ε A U AU * for all A ∈ {X, Y, Z}, where ε A ∈ {−1, 1}.
Assume that the image of X, Y, Z are respectively
Then a pq s are real numbers. Let T = (a pq ) ∈ M 3 (R). We will show that T is a real orthogonal matrix. Thus Φ has the form in Claim 6.
Note that the hypothesis and conclusion will not be affected by changing T to P T Q for any real orthogonal matrices P, Q ∈ M 3 (C). It just corresponds to changing Φ to a map of the form
for some unitary U P , U Q ∈ M 2 (C) and ε P , ε Q ∈ {1, −1} depending on P and Q.
By the singular value decomposition of real matrices, let P, Q be real orthogonal such
. Thus there exists a real orthogonal matrix U ∈ M 2 (C) such that
Similarly, one gets |s 1 s 3 | = |s 2 s 3 | = 1 and hence s 1 , s 2 , s 3 ∈ {−1, 1}. Thus the Claim is true.
Without loss of generality in the sequel we assume U = I 2 . Note that, for any sign function 
Write 
we must have
It follows that, the map Φ sends a 0
, and sends 0 c + id
To sum up,
and
where ε 1 , ε 2 , ε 3 ∈ {−1, 1} depending on a, c, d.
To consider the general A = a c + id c − id b , for any unit vector x ∈ C 2 , take unit vector y ⊥ x. Then, with respect to the orthonormal base {x, y}, one can take
Repeat the argument as in Claim 1 and the above one achieves that, there exists a unitary matrix U x such that
for any a, b ∈ R and 
which, together with Eq.(4.2), gives
Therefore, we still have
for some ε 1 , ε 2 , ε 3 ∈ {−1, 1}. Now, it is easily checked that
for some ε 1 , ε 2 , ε 3 ∈ {−1, 1}, and the Claim 2 is true.
Replacing Φ by ε 3 (Φ − f ) if necessary, by Claim 2, we may assume that ε 3 ≡ 1 and
To determine the sign functions ε 1 , ε 2 it is enough to consider their behaviors on H 0 2 . Let M = {A ∈ H 0 2 : ε 1 (A) = ε 2 (A)} and N = {B ∈ H 0 2 :
For any A = a c + id
, a simple computation shows that
that is,
Assume that both M and N are not empty. Obviously, we can require ε 1 (A) = ε 2 (A) if 
