INTRODUCTION
Measurement of hydrogen and oxygen isotopic compositions is widely used for various purposes such as investigations of water cycles in the earth's environment, paleoenvironmental reconstruction, and tracing of biological metabolism. Isotope ratio mass spectrometry (IRMS) is used for the analysis of stable isotopic ratios of light elements (e.g., H, C, N, O, and S). IRMS has remarkable advantages of high precision and high sample throughput with a small-sized sample. However at the same time, it has intractable disadvantages of large-sized instruments, high capital cost, and requirements of regular maintenance (e.g., vacuum systems). Moreover, it requires external sample preparation, and sample preparation systems require various reagents and high-pressure gasses (de Groot, 2009) . For example, external preparation systems for the conversion of H 2 O to pure H 2 and CO, or equilibration with CO 2 or H 2 are essentially required for the analysis of D/H and 18 O/ 16 O ratios of the liquid water, because liquid waters.
In our study, we used LGR DLT-100 (model 908-0008-2001) in order to find the optimum analytical conditions and to confirm the conclusions of Lis et al. (2008) . In this paper, we describe analytical properties of the OA-ICOS instrument.
EXPERIMENTAL PROCEDURE
In this study, the LGR DLT-100 Liquid Water Isotope Analyzer coupled with a CTC LC-PAL liquid autosampler at Research Institute of Humanity and Nature (RIHN) was used for simultaneous measurements of water isotopic ratios (i.e., D/H and 18 O/ 16 O ratios). Water samples were filled in 2-mL vials, which were covered with plastic screw caps with PTFE-silicone-PTFE septa (manufactured by National Scientific Company). Water samples were taken from sample vials using a Hamilton 1.2-µL microliter syringe, and injected into a sample injection block where temperature was held at ~90°C via a silicone septum (manufactured by SGE Analytical Science Pty Ltd). In four investigations described in this paper, the syringes used were different from each other. Volume of injected water samples was set to 750 nL, which corresponds to ~3.3 × 10 16 H 2 O molecules/cm 3 in an optical cavity. In the investigation for checking the relationship between the water isotopic ratios, the amounts of injected waters ranged from ~650 µL to ~850 µL (2.9-3.7 × 10 16 H 2 O molecules/cm 3 ). Injected water samples were vaporized in the sample injection block and introduced into the optical cavity evacuated with a diaphragm pump through a PTFE transfer tube. Principles of the OA-ICOS technique are described in the literature (e.g., Paul et al., 2001; Baer et al., 2002; Williams et al., 2004) .
Five working standards distributed by LGR were mainly used in this study. The water isotopic values given by LGR are summarized in Table 1 . In addition to LGR working standards (hereafter abbreviated as LGR-WSs), three working standards (Blend Water, D86, and Seawater of Toyama Bay) prepared in University of Toyama were used for a comparison of the water isotopic ratios of water samples with various salinity concentrations. Their oxygen isotopic compositions were also determined using a VG PRISM dual-inlet IRMS coupled with a CO 2 -H 2 O equilibration system at University of Toyama. The hydrogen isotopic ratios of them were determined using a Thermo Fisher Scientific Delta V Advantage dual-inlet IRMS with an H-Device hydrogen reduction system at RIHN. The water isotopic ratios of these working standards are also summarized in Table 1 . Ultra-pure water (hereafter abbreviated as UPW) produced by a water purification system at RIHN, which consists of an Organo G-20 cartridge-type water purifier, a Yamato Science WR600G water purifier, and a Yamato Science WEX5 water purifier, was also used in this study. The water isotopic ratios of UPW shown in Table 1 were measured using a Picarro L2120-i cavity ring-down water isotope spectrometer at RIHN.
RESULTS AND DISCUSSION

Inter-sample memory effects
Inter-sample memory effects were investigated using the LGR-WS #5, which has the heaviest δD and δ 18 O of the five LGR-WSs (Table 1) , after measurements of the other LGR-WSs (#1, 2, 3, and 4) and #5 in the other vial. Each WS (i.e., each vial) was repeatedly measured 10 times. In Fig. 1 , the inter-sample memory effects are represented as deviations from the mean values of the latter 5 measurements (i.e., injection Nos. 6-10) of WS #5. The standard errors (1σ) of δD and δ 18 O of the latter 5 measurements of WS #5 after the analyses of the other vials are ±0.19-0.52‰ and ±0.01-0.07‰, respectively.
The memory effects tend to be larger and continue longer after injections of WSs which have greater isotopic differences from those of WS #5. The memory effects were actually negligible after the third injection in measurements of WS #5 after WSs #3, 4 and 5, whereas the significant memory effects remained to the fourth or fifth injection of WS #5 after measurements of WSs #1 and 2 ( Fig. 1) . Considering the results shown in Fig. 1 , isotopic deviations of δD and δ 18 O among samples should be restricted within 8-9‰ and 70‰, respectively, in order to avoid the memory effect. For this reason, the order of measurements of samples and reference materials should be carefully considered to minimize the inter- sample memory effects. To this end, it is essential to estimate the water isotopic ranges of samples from their descriptions (e.g., seawater, rainwater, river water, etc.) before measurements. In addition, it is better to carry out preliminary measurements to know their approximate water isotopic ratios and to select the most suitable combination of reference materials and the most appropriate analytical order. Two or 3 measurements for each sample with a reference material (e.g., LGR WS #3) before and/ or after the set of samples can be proposed as a method of preliminary measurements. The results shown in Fig. 1 also suggest that the memory effects of LGR-WS #1 and 2 can be ignored from the sixth injection. Practically, the number of repetition of measurements in each vial is usually set to 6-8 times, mainly for the reason of time constraints. Nevertheless, if there is enough time and/or there is a possibility of wide isotopic variations among samples, it may be better to measure 10-12 times per vial and obtain the mean value from the latter 5-6 measurement values of each vial.
Effects of injected water volume
In order to investigate the effect of quantity of sample injection on the measured isotopic ratios, measurements of UPW were carried out by changing injection volumes from 650 to 850 nL with 50-nL increments. The UPW was measured total 12 times in each injection. Taking the memory effects into consideration, the mean values of individual injections were calculated from the latter 6 measurements. The relationship between the water isotopic ratios and injected water amounts are shown in Fig.  2 . Similar to the results of Lis et al. (2008) , the measured isotopic ratios correlate positively with the injection volumes for δD measurement and negatively for δ 18 O measurement. Such correlation has not been found at University of Toyama using the same model of the OA-ICOS instrument. However, in recent, the analytical results obtained using the instrument of University of Toyama show a similar tendency to those of Lis et al. (2008) . This tendency may have arisen after repair of the OA-ICOS instrument. Unfortunately, the cause is unknown. The correlation shown in Fig. 2 cannot be used for calibration of the analysis on the different days, because it is not always the same. In most cases, instability of the amounts of injected waters arises from the conditions of a microliter syringe used, although pressure broadening urements (Fig. 3) . This O-isotopic shift apparently has no correlation with time variations of the temperature of the optical cavity and the densities of injected waters (Fig.  3) . In the measurements on the different days, the similar O-isotopic shifts occurred, although the H-isotopic shifts were not so large. Moreover, the temporal pattern of the O-isotopic shift is not predictable. As a practical method to cope with this temporal shift, we propose that working standards should be inserted among samples as frequently as possible.
Salinity effects
For the purpose of checking an effect of salinity on analytical results using the OA-ICOS technique, measurements was made using D86 water samples with different salinities. The commercial reagent of sodium chloride was dissolved in D86 to prepare 0‰ (i.e., original D86), 10‰, 20‰, 30‰, and 40‰ solutions. Each D86 sample was divided into 8 vials. Each vial was measured 6 times, and the mean value of each vial was calculated from the latter 3 measurement values. The comparisons of the water isotopic ratios of salted-D86 samples are of the rotational lines of the water absorption spectrum causes instable water densities measured in the OA-ICOS instrument (M. Kawasaki, personal communication). Therefore, it is extremely important to take care of a syringe to keep the injected water volume constant in measurements using the OA-ICOS method.
Long-term stability
The water isotopic ratios of UPW and LGR-WSs were repeatedly measured in order to check long-term stability of measured values. In this investigation, each sample was measured 12 times. Taking the inter-sample memory effects into consideration, the mean value of each sample (vial) was calculated from the latter 6 measurements. A set of UPW and five LGR-WSs were measured 6 times, and the total duration of the measurements was 14.4 hours. The temperature of the optical cavity and the densities of injected waters were also recorded together.
The result of the investigation is shown in Fig. 3 . The analytical values of δD of all samples were almost constant throughout the measurements, whereas δ 18 O values shifted heavier by 2-3‰ after 6-12 hours of the meas- shown in Fig. 4 . All measurement values are calibrated using Blend Water, D86, and Seawater of Toyama Bay. Obviously, no effect of salinity was found for the water isotopic ratios obtained by the OA-ICOS method. All analytical results of δD and δ 18 O fell within ~2.5‰ and 0.7‰, respectively, of the water isotopic ratios of unsalted-D86 (Fig. 4) .
The result of this investigation strongly suggests that the OA-ICOS method can be applied to measurements of high-salinity water sample such as seawater (salinity ≈ 35‰) without demineralization. Instead, it is definitely necessary to consider deposition of salt in the syringe, injection block, and transfer tube between the injection block and the OA-ICOS instrument. In particular, deposition of salt within the syringe must be prevented in order to keep the amounts of injected water samples as constant as possible. In the analyses of high-salinity waters, vials filled by pure water should be inserted every several vials of samples and/or working standards in order to rinse the inside of the syringe and prevent salt con- Fig. 4 . Comparison of the analytical results of D86 samples with various salinity using the OA-ICOS method. Each analytical result is plotted as a closed symbol, and the mean value of each D86 sample is plotted as an open symbol. All errors are 1σ mean . The analytical results of the water isotopic ratios are similar to each other, and moreover, the analytical results of salted-D86 samples are also close to the water isotopic ratios of unsalted-D86 working standard determined by the mass spectrometry. The larger errors and the wider distribution of the analytical results of 10‰-salinity D86 samples may be due to slightly unstable condition of the instrument, which may have been in the syringe and/or the injection septum of the injection block. There is no correlation between the water isotopic ratios and the salinity concentrations. This investigation suggests that the OA-ICOS method can be applied to measurement of seawater (salinity ≈ 35‰; shown as a gray line) without considering salinity concentrations of samples. tamination of the other samples and the working standards.
Precision of OA-ICOS analysis
The standard errors (1σ) of measurements using the OA-ICOS instrument of RIHN are summarized in Table  2 . They are based on analytical results of LGR-WSs. They are generally consistent with those of Lis et al. (2008) . Standard errors of δD and δ 18 O of 8-repeated measurements per vial are better than those of 6-repeated measurements. This result probably reflects less influence of inter-sample memory effects, in addition to statistical nature. Therefore, as mentioned above, the number of the measurements of each vial should be as large as possible. In terms of machine time available, 8-12 measurements per vial seem to be practically reasonable.
The mean value of a single vial (i.e., a single sample) should not be regarded as the analytical result of the sample, because of the long-term stability of the water ratios. Each sample should be divided into more than two vials, and the analytical result of the sample should be calculated from the mean values of these vials. In RIHN, each sample is divided into 6 vials. It is statistically enough to calculate an analytical result from a total of 6 vials of the single sample. The 1σ values of 6 vials shown in Table 2 were obtained using the values of 6-repeated measurements per vial. Considering propagation of errors of the individual vials, the typical ranges of δD and δ 18 O are calculated to be ±0.08-0.20‰ and ±0.01-0.04‰, respectively. The error of each sample may become much smaller by consideration of propagation of errors, especially in the case of the larger number of repetition of measurements in each vial. However, in fact, it is necessary to consider analytical uncertainties of standard materials, internal processing errors of the OA-ICOS instrument, and uncertainties which arise from correction calculations for the instrumental mass fractionation in addition to analytical uncertainties of the samples in the individual vials. In most discussions about environmental materials, it seems to be simple and sufficient to use the 1σ value obtained from measurement values of several vials filled by a single sample.
The standard error of δ 18 O of the mean value of a total of 6 vials of a single sample is somewhat greater than that obtained using the conventional dual-inlet IRMS coupled with CO 2 -water equilibration system (typically ±0.02-0.03‰; see 1σ values of WSs of University of Toyama shown in Table 1 ). On the other hand, it is comparable or better than that obtained by continuous-flow IRMS methods ranging between ±0.1‰ and ±0.4‰ (Begley and Scrimgeour, 1996; Fessenden et al., 2002; Gehre et al., 2004) .
Relatively high precision of δD may be due to the longterm stability of measurements of δD compared to those of δ 18 O (Fig. 3) . The standard error of δD measurement is almost comparable to that obtained using dual-inlet IRMS methods ranging between ±0.5‰ and ±0.7‰ (Karhu, 1997; Morrison et al., 2001) , and it is much better than that of continuous-flow IRMS methods ranging between ±1‰ and ±4‰ (Begley and Scrimgeour, 1996; Eiler and Kitchen, 2001; Gehre et al., 2004) .
CONCLUSION
Generally, our results are parallel to those of Lis et al. (2008) . In view of precision and simple analytical procedures, the OA-ICOS technique can be used for measurements of the water isotopic ratios of natural liquid samples as an alternative to conventional dual-inlet or continuous-flow IRMS techniques.
However, the significant dependence of measurement on the injected water volume should be taken fully into account for high-precision measurement. This dependence may be due to not only conditions of the OA-ICOS instrument itself but also those of the part of sample injection, i.e., alignment of a syringe needle with an injection septum, torque of a cap nut for fixing an injection septum, and performance of a microliter syringe. Especially, performance of a syringe can become a serious problem in some cases. Instable injection volumes result in lower precisions of analytical values because of densitydependence of measurement values (Fig. 2) .
So far, most syringes used at RIHN are relatively "good" (i.e., the injected water volume is reasonably constant, regardless of how smoothly the plunger of the syringe slides), whereas only ~20% of syringes purchased at University of Toyama were good. However, even if the syringe is "good", sporadic fluctuations of measurement values are unavoidable. Actually, it may be extremely difficult to purchase only "good" syringes at all times. If this problem can be fixed completely, there seems to be no question that the OA-ICOS instrument can be very good alternative to IRMS methods.
