The present paper is devoted to study 2-local derivations on W-algebra W(2, 2) which is an infinite-dimensional Lie algebras with some out derivations. We prove that all 2-local derivations on the W-algebra W(2, 2) are derivation. We also give a complete classification of the 2-local derivation on the so called thin Lie algebra and prove that it admits a lots of 2-local derivations which are not derivations.
Introduction
In 1997,Šemrl [10] introduced the notion of 2-local derivations on algebras. Namely, for an associative algebra L, a map ∆ : L → L (not necessarily linear) is called a 2-local derivation if, for every pair of elements x, y ∈ L, there exists a derivation ∆ x,y : L → L (depending on x, y) such that ∆ x,y (x) = ∆(x) and ∆ x,y (y) = ∆(y).
The concept of 2-local derivation is actually an important and interesting property for an algebra. For a given algebra L, the main problem concerning these notions is to prove that they automatically become a derivation or to give examples of 2-local derivations of L, which are not derivations. Recently, several papers have been devoted to similar notions and corresponding problems for Lie algebras L. In [3, 4] the authors prove that every 2-local derivation on a semi-simple Lie algebra L is a derivation and that each finite-dimensional nilpotent Lie algebra, with dimension larger than two admits 2-local derivation which is not a derivation. In [2] the authors study 2-local derivations on some infinite-dimensional Lie algebras, i.e., they that all 2-local derivations on the Witt algebra as well as on the positive Witt algebra are (global) derivations, and give an example of infinite-dimensional Lie algebra with a 2-local derivation which is not a derivation. In [1, 13] the authors prove that every 2-local derivation on some class of generalized Witt algebras (or their Borel subalgebras) is a derivation.
As we see that the Lie algebras whose every 2-local derivation is a derivation almost all have a common quality, that is any derivation of these Lie algebras is inner. We naturally want to know what form of the 2-local derivation has if the Lie algebra has some out derivations? In the present paper we study 2-local derivations on the infinite-dimensional Lie algebra W(2, 2) and so called thin Lie algebra T. Note that both W(2, 2) and T all have some out derivations. We prove that every 2-local derivation on W-algebra W(2, 2) is a derivation and the tin Lie algebra T admits many 2-local derivations which are not derivations.
In Section 2 we give some preliminaries concerning W-algebra W(2, 2). In Section 3 we prove that every 2-local derivations on W-algebra W(2, 2) are automatically derivations. In Section 4 we complete describe the 2-local derivation on the so-called thin Lie algebra and show that it admits 2-local derivations which are not derivations.
Throughout this paper, we denote by Z, N, Z * and C the sets of all integers, positive integers, nonzero integers and complex numbers respectively. All algebras are over C.
Preliminaries
In this section we give some necessary definitions and preliminary results. A derivation on a Lie algebra L is a linear map D : L → L which satisfies the Leibniz law, that is,
for all x, y ∈ L. The set of all derivations of L with respect to the commutation operation is a Lie algebra and it is denoted by Der(L). For all a ∈ L, the map ad(a) on L defined as ad(a)x = [a, x], x ∈ L is a derivation and derivations of this form are called inner derivation.
Recall that a map ∆ : L → L (not liner in general) is called a 2-local derivation if for every x, y ∈ L, there exists a derivation ∆ x,y : L → L (depending on x, y) such that ∆(x) = ∆ x,y (x) and ∆(x) = ∆ x,y (y). For a 2-local derivation on L and k ∈ C, x ∈ L, we have
The W-algebra W(2, 2) is an infinite-dimensional Lie algebra with the C-basis A class of central extensions of W(2, 2) first introduced by [14] in their recent work on the classification of some simple vertex operator algebras, and then some scholars studied the theory on structures and representations of W(2, 2) or its central extensions, see [5, 6, 7, 9, 11, 12] and so forth. We now recall and establish several auxiliary results. Lemma 2.1. (see [6] ) Denote by Der(W(2, 2)) and by Inn(W(2, 2)) the space of derivations and the space of inner derivations of W(2, 2) respectively. Then
where D is an outer derivation defined by D(L m ) = 0, D(I m ) = I m for all m ∈ Z.
Lemma 2.2. Let ∆ be a 2-local derivation on the W-algebra W (2, 2) . Then for every x, y ∈ W(2, 2), there exists a derivation ∆ x,y of W(2, 2) such that ∆(x) = ∆ x,y (x), ∆(y) = ∆ x,y (y) and it can be written as
where λ, a k , b k (k ∈ Z) are complex-valued functions on W(2, 2) × W(2, 2) and D is given by Lemma 2.1.
Proof. By Lemma 2.1, obviously the derivation ∆ x,y can be written as the form of (2.2).
2-Local derivations on W(2, 2)
Now we shall give the main result concerning 2-local derivations on W(2, 2). For the proof of this Theorem we need several Lemmas. For a 2-local derivation ∆ : W(2, 2) → W(2, 2) and x, y ∈ L, below we always use the symbol ∆ x,y for the derivation of W(2, 2) satisfying ∆(x) = ∆ x,y (x) and ∆(x) = ∆ x,y (y); and D for the out derivation of W(2, 2) given by Lemma 2.1.
Lemma 3.2.
Let ∆ be a 2-local derivation on W(2, 2). Take any but fixed y ∈ W(2, 2).
Proof. By Lemma 2.2, we can assume that
5)
(ii) When ∆(I 0 ) = 0, then it follows from (3.6) that
Then we have λ(I 0 , y) = 0 and ka k (I 0 , y) = 0 for all k ∈ Z, i.e., a k (I 0 , y) = 0 for all k ∈ Z * . This with (3.6) implies that (3.4) holds. The proof is completed.
Proof. In view of ∆(L 0 ) = ∆(L 1 ) = 0, by using Lemma 3.2 we can assume that
. Let i ∈ Z be a fixed index. Then by taking y = L i in (3.8) and (3.9) respectively we get
By the above two equations, it follows that
which implies a 0 (L 0 , L i ) = b 0 (L 0 , L i ) = 0. It concludes that ∆(L i ) = 0. We finish the proof.
where µ x is a complex number depending on x.
By taking enough diffident i ∈ Z in the above equation and, if necessary, let these i's to be large enough, we obtain that Proof. For p ∈ Z * , by ∆(L i ) = 0 for all i ∈ Z and Lemma 3.4 we have
where µ L p +I 2p ∈ C is given by (3.10) . In view of ∆(I 0 ) = 0 and Lemma 3.3 we know that
This, together with (3.12), gives that −pa 0 (I 0 , L p + I 2p ) = 0 and −2pa 0 (I 0 , L p + I 2p ) = µ L p +I 2p , i.e., we get µ L p +I 2p = 0. It follows by (3.12) that
Next, for every y ∈ W(2, 2), by Lemma 2.2 we can assume that
From (3.13) and (3.14) , one has
From this, it is easy to see that (k − p)a k (L p + I 2p , y)L k+p = 0 for all k ∈ Z and so that a k (L p + I 2p , y) = 0 for all k = p. Using this conclusion we observe the coefficient of I 3p in the above equation, then one has Proof. Take any but fixed x = ∑ t∈Z (α t L t + β t I t ) ∈ W(2, 2), where (α t ) t∈Z , (β t ) t∈Z are both sequences which contain only finitely many nonzero entries.
Since ∆(L 0 ) = ∆(L 1 ) = 0, it follows by Lemma 3.3 that ∆(L i ) = 0, ∀i ∈ Z. (3.15) This, together with Lemma 3.4, gives
for some µ x ∈ C. Now, for any p ∈ Z * , by (3.15) and ∆(I 0 ) = 0, we obtain by Lemma 3.5 that
for some ξ x p , η x p ∈ C. Therefore, from (3.17) one has
Next the proof is divided into three cases according to the situations of (α t ) t∈Z , (β t ) t∈Z . Case i. (β t ) t∈Z is a zero sequence, i.e., x = ∑ t∈Z α t L t . Then by (3.16), it is easy to see that ∆(x) = 0.
Case ii. (α t ) t∈Z is a zero sequence, i.e., x = ∑ t∈Z β t I t . Then by (3.16) and (3.18) we have
for all p ∈ Z. By taking enough diffident p in the above equation and, if necessary, let these p's to be large enough, we obtain that ∆(x) = 0. Case iii. Both (α t ) t∈Z and (β t ) t∈Z are not zero sequences. Hence there is a nonzero term α t 0 L t 0 in x = ∑ t∈Z (α t L t + β t I t ) for some t 0 ∈ Z. Take two integers p = p 1 and p = p 2 in (3.18) such that p i − t 0 = 0, i = 1, 2, then by (p i − t 0 )ξ x p i α t 0 L p i +t 0 = 0 in (3.18) we have ξ x p i = 0. Then by (3.16) and (3.18) we have
By taking p 1 and p 2 in the above equation such that p 1 , p 2 , p 1 − p 2 are large enough, we see that ∆(x) = 0. The proof is completed. Now we are in position to prove Theorem 3.1. Proof of Theorem 3.1 : Let ∆ be a 2-local derivation on W(2, 2). Take a derivation ∆ L 0 ,L 1 such that ∆(L 0 ) = ∆ L 0 ,L 1 (L 0 ) and ∆(L 1 ) = ∆ L 0 ,L 1 (L 1 ).
Then ∆ 1 is a 2-local derivation such that ∆ 1 (L 0 ) = ∆ 1 (L 1 ) = 0. By lemma 3.3, ∆ 1 (L i ) = 0 for all i ∈ Z. From this with Lemma 3.4, we have ∆ 1 (I 0 ) = µ I 0 I 0 for some µ I 0 ∈ C. Now we set ∆ 2 = ∆ 1 − µ I 0 D. Then ∆ 2 is a 2-local derivation such that
The proof is completed.
2-local derivation on the thin Lie algebra
Let us consider the following (see [8] ) so-called thin Lie algebra T with a basis {e n : n ∈ N}, which is defined by the following table of multiplications of the basis elements:
[e 1 , e n ] = e n+1 , n ≥ 2, and other products of the basis elements being zero. In this section, we study the 2-local derivation on the thin Lie algebra and prove that it admits a lots of 2-local derivations which are not derivations. Recall that the authors in [2] give a special example of 2-local derivations on T. The following lemma is given by [2] with a slight difference. where n, m − 1 ∈ N and α = (α 1 , · · · , α n ) ∈ C n , β = (β 2 , · · · , β m ) ∈ C m−1 .
Proof. Let δ be a derivation on L. We set δ(e 1 ) = 
for some s, t − 1, m − 1 ∈ N, λ ∈ C, and α = (α 1 , · · · , α s ) ∈ C s , β = (β 2 , · · · , β t ) ∈ C t−1 , θ = (θ 2 , · · · , θ m ) ∈ C m−1 and q ∈ {t ∈ Z : t > 2}, where δ (s,t) α,β is given by Lemma 4.1 and Ω (q,m) θ,λ : T → T is a map that satisfies for any x = ∑ p i=1 k i e i ∈ T,
λk q e q , if x = k q e q for some q with 2 < q ≤ p, 0, others (4.21)
Proof. Suppose that ∆ is a 2-local derivation on the thin Lie algebra T. Let ∆ = ∆ − ∆ e 1 ,e 2 .
Then ∆ is also a 2-local derivation on the thin Lie algebra T satisfying ∆(e 1 ) = ∆(e 2 )=0.
Take any but fixed x = p ∑ i=1 k i e i ∈ T. If x = 0, then by (2.1) we know ∆(x) = 0. Hence below we always assume that x = 0, i.e., k p = 0 for some p ∈ N. For the derivation ∆ e 1 ,x , as ∆ e 1 ,x (e 1 ) = ∆(e 1 ) = 0, it follows by Lemma 4.1 that ∆ e 1 ,x (e 1 ) = 0,
for some m ∈ N with m ≥ 2 and β x i ∈ C, i = 2, · · · , m with β x m = 0. Therefore we have ∆(x) = ∆ e 1 ,x (x) = k 1 ∆ e 1 ,x (e 1 ) + · · · + k p ∆ e 1 ,x (e p ) = k 2 β x 2 e 2 + (k 2 β x 3 + k 3 β x 2 )e 3 + · · · (4.22)
For the derivation ∆ e 2 ,x , by ∆ e 2 ,x (e 2 ) = ∆(e 2 ) = 0 and Lemma 4.1, we have
for some n ∈ N and α x i ∈ C, i = 1, · · · , n with α x n = 0. From this, we get ∆(x) = ∆ e 2 ,x (x) = k 1 (α x 1 e 1 + · · · + α x n e n ) (4.23) +k 3 α x 1 e 3 + 2k 4 α x 1 e 4 + · · · + (p − 2)k p α x 1 e p .
Next, according to the situations of coefficients k 1 , · · · , k p in x = p ∑ i=1 k i e i , the proof is divided into the following cases.
Case 1.
When k 1 = 0. By comparing (4.22) with (4.23), we have k 1 α x 1 e 1 = 0 and so that α x 1 = 0. Therefore, (4.23) becomes
This, together with (4.22), gives that n = p + m − 2 and
(4.24)
Note that k 1 = 0, if we given a sequence of numbers β x 2 , · · · , β x m then we can get a sequence of numbers α x 2 , · · · , α x n satisfying (4.24). Hence in this case we let ∆(x) be of the form (4.22), namely, by denoting θ j = β x j , j = 2, · · · , m we have
Case 2. When k 1 = 0. By (4.23) we have ∆(x) = α x 1 (k 3 e 3 + 2k 4 e 4 + · · · + (p − 2)k p e p ). From this we see that if p = 2 or α x 1 = 0 then ∆(x) = 0. Assume that p ≥ 3 and α x 1 = 0. On the other hand, by (4.25) and (4.22) we see that α x 1 (p − 2)k p e p = k p β x m e p+m−2 and so that p = p + m − 2. In other words, m = 2. Therefore, (4.22) becomes ∆(x) = β x 2 (k 2 e 2 + · · · + k p e p ). (4.26) Subcase 2.1 When k 2 = 0. Then by (4.25) and (4.26) one has β x 2 k 2 e 2 = 0 which deduces β x 2 = 0. Hence by (4.26) we have ∆(x) = 0. Subcase 2.2 When k 2 = 0. In view of (4.25) and (4.26), we get ∆(x) = α x 1 (k 3 e 3 + 2k 4 e 4 + · · · + (p − 2)k p e p ) = β x 2 (k 3 e 3 + k 4 e 4 + · · · + k p e p ). If there are two coefficients k s , k t , 3 ≤ s < t ≤ p in (4.27) such that k s k t = 0, then we have α x 1 (s − 2) = β x 2 and α x 1 (t − 2) = β x 2 . This yields α x 1 = 0 and then ∆(x) = 0. If there exist only one k q = 0 for some 3 ≤ q ≤ p, i.e., x = k q e q , then we have by (4.27) that ∆(x) = λk q e q by denoting λ .
= β x 2 . If all k ′ j s are equal to 0, then ∆(x) = 0. Now, by summarizing the above processes we get ∆ = Ω (q,m) θ,λ for some appropriate θ, λ, q, m. Note that ∆ = ∆ − ∆ e 1 ,e 2 . Let the derivation ∆ e 1 ,e 2 be of the form δ (n,s) α,β for some appropriate α, β, n, s in Lemma 4.1, then we complete the proof. By Theorem 4.2, we know the thin Lie algebra admits a lots of 2-local derivations which are not derivations. We give two examples as follows. : T → T with m = 2 and α = 0, β = 0, θ = 1, λ = 0, that is
The authors in [2] have shown that such ∆ is a 2-local derivation on T but it is not a derivation. Then by theorem 4.2 it is easy to see that ∆ is a 2-local derivation. We will see that ∆ is not a derivation. In fact, let x = e 1 + e 2 and y = −e 1 − e 2 + 2e 3 . Then we have ∆(x) = e 2 + e 3 , ∆(y) = −e 2 + e 3 + 2e 4 and ∆(x + y) = ∆(2e 3 ) = 4e 3 = ∆(x) + ∆(y) = 2e 3 + 2e 4 . So, ∆ is not additive, and therefore is not a derivation.
